We present robust and efficient algorithms for computing Voronoi diagrams of planar freeform curves. Boundaries of the Voronoi diagram consist of portions of the bisector curves between pairs of planar curves. Our scheme is based on computing critical structures of the Voronoi diagrams, such as self-intersections and junction points of bisector curves. Since the geometric objects we consider in this paper are represented as freeform NURBS curves, we were able to reformulate the solution to the problem of computing those critical structures into the zero-set solutions of a system of nonlinear piecewise rational equations in parameter space. We present a new algorithm for computing error-bounded bisector curves using a distance surface constructed from error-bounded offset approximations of planar curves. This error-bounded algorithm is fast and produces bisector curves that are correct both in topology and geometry. Once bisectors are computed, both local and global selfintersections of the bisector curves are located and trimmed away by solving a system of three piecewise rational equations in three variables. Further, our method computes junction points at which three or more trimmed bisector curves intersect by transforming them into the solutions to a system of piecewise rational equations in the merged parameter space of the planar curves. The bisectors are trimmed at those self-intersection and global junction points. The Voronoi diagram is then computed from the trimmed bisectors using a pruning algorithm. We demonstrate the effectiveness of our approach with several experimental results.
Introduction
The Voronoi diagram of a set of geometric primitives, called Voronoi sites, partitions space into regions in which all points in a region have the same closest site. Since it was first explored in 1970s, good theoretical and practical algorithms [Chew 1986; Guibas et al. 1992; Lingas 1990 ; K. E. Hoff et al. 1999] have been developed for computing Voronoi diagrams for sites consisting of points and line segments in computational geometry and geometric modeling. Voronoi diagrams have been investigated in many areas because of its applications in proximity queries, spatial data manipulation, robot motion planning, shape analysis, finite element mesh generation, computer animation, and pattern recognition. Refer to [Aurenhammer 1991; Okabe et al. 1992 ] for a detailed survey of concepts and applications of the Voronoi diagrams.
Extended from ordinary Voronoi diagrams (that is, diagrams of point sites), generalized Voronoi diagrams have been recently stud-ied in many ways using various distance metrics and site shapes. Whereas the edges of an ordinary point Voronoi diagram are linear, higher-order curve sites produce complex boundaries of the diagram composed of high-degree algebraic curves and surfaces. Due to these complexities, algorithms for computing generalized Voronoi diagrams have been developed primarily for linear or circular arc inputs [Kim et al. 1995; Srinivasan and Nackman 1987; Yap 1987; Vleugels and Overmars 1995; Emiris and Karavelas 2006] . To fit those algorithms, rational curved inputs typically are preprocessed into linear and circular segments for computing their Voronoi diagram [Held 1998 ; K. E. Hoff et al. 1999] , which results in a Voronoi diagram that is an approximation in both topology and geometry.
Finding numerically robust algorithms for constructing a topologically consistent Voronoi diagrams directly on curved sites is quite complex. Lavender et al. [Lavender et al. 1992 ] presented a subdivision technique that is based on interval arithmetic to construct the global structure of the Voronoi diagram. This method is general in the sense that it can handle arbitrary set-theoretic objects in any dimensions. Chou [Chou 1995] suggested an algorithm that is based on a tree structure, whereas Alt and Schwarzkopf [Alt and Schwarzkopf 1995] presented a randomized incremental algorithm. Nevertheless, both algorithms [Alt and Schwarzkopf 1995; Chou 1995] appear to have only theoretical implications. Ramamurthy and Farouki [Ramamurthy and Farouki 1999] and Ramanathan and Gurumoorthy [Ramanathan and Gurumoorthy 2003 ] used numerical tracing methods. In [Ramamurthy and Farouki 1999] , the bisectors were first generated and then trimmed, whereas in [Ramanathan and Gurumoorthy 2003 ] the trimmed segments are generated directly. Both of those algorithms [Ramamurthy and Farouki 1999; Ramanathan and Gurumoorthy 2003 ] produce an approximated Voronoi diagram using numerical methods. [Choi et al. 1997] computes an approximated medial axis transform of plane domain using tree data structure.
Recently, Hanniel et al. [Hanniel et al. 2005] presented an algorithm for generating precise Voronoi cells for a set of planar piecewise C 1 -continuous closed rational curves. Note that [Hanniel et al. 2005 ] computes the Voronoi cell of a curve, which is different from the Voronoi diagram. Unlike the other work, [Hanniel et al. 2005 ] starts with the symbolically computed bisectors for pairs of the curve segments (C(t), Ci(r)), i = 1, 2, · · · , n and then, trims the bisectors using a lower-envelope algorithm. The algorithm represents the precise boundary of the Voronoi cell for C(t) against Ci(t). The work by [Hanniel et al. 2005] , however, restricts input curves to being piecewise C 1 -continuous and closed since their trimming algorithm uses the orientation of the original curves, while our method handles open curves as well. Furthermore, given n curve segments, [Hanniel et al. 2005] needs to compute bisectors for n(n − 1) pairs of the curves if one needs to compute the full Voronoi diagram, while our method does so for n 2 = n(n−1) 2 pairs.
In this paper, we present a fast and robust algorithm for computing Voronoi diagrams of high-order planar NURBS curves, C 0 (r 0 ), C 1 (r 1 ), · · · , C n (r n ), directly without the need to approximate the input curves. Our scheme is based on computing the critical structures of the Voronoi diagram, meaning self-intersections and junction points of bisector curves between pairs of planar curves. Since the geometric objects we consider in this paper are represented as freeform NURBS curves, we reformulate the problem of computing critical structures of the Voronoi diagrams to finding solutions to a system of piecewise rational equations in the planar curves' parameter space. Once a critical structure (i.e. topological structure) is determined, boundaries of the Voronoi diagram are computed using a global pruning algorithm. Note that this critical structures based algorithm for computing full Voronoi diagrams is general, and not restricted to a specific method for computing bisectors.
A variety of geometric problems on freeform curves or surfaces can be reduced to the single problem of finding the solution to a system of nonlinear piecewise rational equations in the parameter space of the original curves or surfaces. In other works, we presented algorithms that are based on similar reduction to parameter space schemes [Seong et al. 2004; Seong et al. 2005; Seong et al. 2006] . The algorithm for computing Voronoi diagrams that we employ in this paper is similar to the approach in [Kim and Elber 2000] .
A Voronoi diagram of planar curve sites consists of portions of bisector curves for some pairs of curve sites. In general, the bisector for two rational planar curves has been shown to be algebraic but not rational [Farouki and Johnstone 1994] . While [Farouki and Ramamurthy 1998 ] presented an algorithm for numerically tracing the bisector curves that is computationally expensive, Elber and Kim [Elber and Kim 1998 ] showed that the bisector for a pair of rational curves can be represented implicitly and symbolically in parametric space. Given two planar curves, C 1 (r 1 ) and C 2 (r 2 ), represented in rational forms, [Elber and Kim 1998 ] reduced the problem of computing their bisectors into finding solutions to a bivariate polynomial functionF(r1, r2) in the r1r2-parameter space. If the original curve is degree m in the xy-plane, the curveF (r1, r2) = 0 is degree 4m − 2.
We present a new formulation for computing error-bounded bisectors between planar curves. We first define a distance surface of a planar NURBS curve as a ruled surface generated from the original curve and its offset. The original problem of computing bisectors is then transformed into an equivalent one whose solution can be cast as intersections between distance surfaces. We devise a new function F (r 1 , r 2 ) whose zero-set determines the bisector curves between two curves, C 1 (r 1 ) and C 2 (r 2 ), in the r 1 r 2 -parameter space. The zero-set of F (r 1 , r 2 ) consists of implicit curves of degree 2m that is considerably lower than theF(r 1 , r 2 ) of degree 4m − 2 in
The distance surface is constructed using an error-bounded offset approximation which is represented as a spline function. The bivariate function F(r 1 , r 2 ) is then represented in terms of both the original curve and its distance surface. Finding solutions to a system of nonlinear piecewise rational equations includinĝ F (r1, r2) = 0 and F (r1, r2) = 0 is based on B-spline subdivision techniques while robustness follows from the variation diminishing property and the convex hull property of B-spline curves, as well as from their robust subdivison algorithms. Therefore, we control the global error caused by approximating the offset surface while computing the bisector curves to produce a correct Voronoi diagram in both topology and geometry.
Given a set of curve segments, Ci(ri), i = 1, · · · , n, not every complete bisector for each pair of curves contributes to the boundaries of the Voronoi diagram. Even after the bisector curves for two planar curves are computed using either equationF(r 1 , r 2 ) = 0 or F (r 1 , r 2 ) = 0 (hereafterF/F(r 1 , r 2 )), detecting and eliminating self-intersections is a difficult problem. Figure 1(a) shows that the bisector curves may have self-intersections, locally due to regions of high curvature in one of the planar curves while global self-intersections result when two different points of a curve are mapped to the same bisector point. These self-intersections must be detected and trimmed away to obtain a proper Voronoi diagram (see Figure 1 (b) for a complete Voronoi diagram). We compute both global and local self-intersections by lifting the bivariate function F/F(r 1 , r 2 ) into a 3-D-parameter space and then solving a system of three nonlinear piecewise rational equations in three variables. Furthermore, we show that local self-intersections occur in an interval between either r 1 -or r 2 -directional silhouette points of the implicit curve F/F(r1, r2) = 0 in the r1r2-parameter domain. The bisector curves are then trimmed at those self-intersection points using a simple pruning algorithm.
Given three or more planar curves, the trimmed bisector curves between pairs of the curves may intersect with each other. Those intersection points are called junction points, and they characterize critical structures of the Voronoi diagram. In Figure 1 (a), two junction points occur at which three bisector curves meet. We again reformulate the problem of computing junction points into the solutions to a system of piecewise rational equations in the merged parameter space of planar curves. The bisectors are trimmed again at those global junction points. The Voronoi diagram is then computed from the trimmed bisectors using the pruning algorithm described above. Figure 1 (b) shows full Voronoi diagrams constructed from bisector curves that are trimmed at critical structures.
The main contributions of this research are:
• Robust and efficient algorithms for computing critical structures of the Voronoi diagram, such as both global and local self-intersections, and junction points of the bisectors between pairs of planar curves (Section 4),
• A new formulation for the fast computation of error-bounded bisectors between planar freeform curves, that has significantly lower degree as functions of parameters of the input curves than previous algorithms (Section 3), and so reduced complexity,
• A general and fast pruning algorithm for computing boundaries of the Voronoi diagrams from trimmed bisectors (Section 4).
The rest of this paper is organized as follows. In Section 2, an error-bounded distance surface is constructed for planar curves using their offset approximations. Section 3 presents two algorithms for computing bisector curves between a pair of curves. In Section 4, both global and local self-intersections of the bisector curves are detected and trimmed away in the construction of the Voronoi diagram. Given three or more input curves, junction points are also computed, which will be used for the pruning process. Some examples are presented in Section 5, and finally, in Section 6, this paper concludes.
Error Bounded Distance Surface of Planar Curves
In this section, a method to bound the global error of approximated offsets of freeform planar curves is explained [Elber and Cohen 1991] . An error bounded distance surface will then be constructed using the error bounded offset approximation.
Let C(r) = (x(r), y(r)) be a regular parametrized planar curve. An offset curve for C(r) by an amount d is defined aŝ used usually to define a manufacturing or design offset. Assuming C(r) is in the xy-plane, we can define the offset unit normal, N (r) as N (r) = B × T (r), where T (r) is the unit tangent to the curve and B is a unit vector in the +z direction. Now, the offset curve for C(r) is defined using the offset normal:
Since the parametric representation of N (r) involves a square root, usually it is not representable as a piecewise rational so the offsets of freeform curves are approximated. Let
be an approximation to curve offset from C(r) by an amount d, and let δ(r) = C d (r) − C(r) = dN (r) be the difference curve, whereN (r) is a rational approximation of N (r). Since the original curve C(r) is a planar curve, N (r) always has the direction of the unit normal N (r). Thus, [Elber and Cohen 1991] determined the accuracy of C d (r) by measuring the magnitude of δ(r). Symbolic representation of δ(r) still requires the representation of a square root, so ψ(r) = δ(r) 2 is used instead and compared with d 2 . Using symbolic multiplication and addition of piecewise rationals, ψ(r) can be computed and represented as a scalar NURBS curve.
For exact offsets, ψ(r) is a constant curve with value d
2 . By subtracting d 2 from ψ(r) one can find the difference curve for a particular approximation:
The extremal values of the coefficients of (r) provide an upperbound on the
In this approach, the problem of finding the global offset error is reduced to that of finding the extrema of a scalar freeform piecewise rational curve, (r). An iterative algorithm is derived in [Elber and Cohen 1991] that uses the direct polygon transformation method [Cobb 1984] , in each step, to compute offset approximations. The criteria for proceeding to the next step uses the magnitudes of the extrema of (r). Then, the locations of the extrema are used to refine C(r) and to create a new approximation to the offset. The process terminates when the magnitudes of the extrema of are within the given tolerance.
Given a planar curve C(r), we now define its distance surface using a one-parameter family of the error bounded offset approximations. 
Intersections between these two distance surfaces determine the bisector of the two curves.
A distance surface of C(r) is defined as a hypersurface in one dimension higher, representing all possible offsets of C(r) (see work by [Hoffmann 1991] and [Chiang 1992 ]): Figure 2 shows the distance surfaces of two curve segments, and demonstrates that the intersection of two distance surfaces determines their bisector. Two planar curves, C 1 (r 1 ) and C 2 (r 2 ), are shown in bold lines in Figure 2 . The intersection curve of the distance surfaces, D 1 and D 2 is projected into the xy-plane, determining the bisector curve of C 1 (r 1 ) and C 2 (r 2 ).
Definition 1 Let C(r) = (x(r), y(r)) be a curve in the plane and Cs(r) = (xs(r), ys(r)) = C(r) + sN (r) be the error bounded offset approximation by distance s of C(r). D
Since the global error of Cs(r) for all real s ≤ d is bounded by the presented method, we can also control the error of D. The error of Cs(r) depends on the offset amount s since (r) = s 2 ( N (r) 2 − 1). Thus, the distance surface has a larger error as the value of s becomes bigger. In practical experiments, however, we use a d that is relatively small compared to the accuracyN so the total error of the Voronoi diagram computation is also small.
Bisectors of Planar Curves
Given two planar C 1 -continuous piecewise rational curves C 1 (r 1 ) = (x 1 (r 1 ), y 1 (r 1 )) and C 2 (r 2 ) = (x 2 (r 2 ), y 2 (r 2 )), we compute their bisectors, whose segments will construct the Voronoi diagram for the curves. We first explain the algorithm presented by Elber and Kim [Elber and Kim 1998 ] briefly. Then, a new formulation for computing error-bounded bisectors is presented. Either of the algorithms can be used for the computation of critical structures of the Voronoi diagram. We focus on the second one since it is both fast and produces topologically correct results. 
Formulation of Equations
Elber and Kim [Elber and Kim 1998 ] showed that a bisector point p must satisfy (see Figure 3 (a)):
When the two tangent directions C 1 (r 1 ) and C 2 (r 2 ) are neither parallel nor opposite, the point p = (x, y) on the intersection of the two normal lines of the two curves is a unique symbolic solution to
Using Cramer's rule, we can generate a planar bivariate rational surface, p(r 1 , r 2 ) = (x(r 1 , r 2 ), y(r 1 , r 2 )), which is embedded in the xy-plane. Substitution of expressions for p(r 1 , r 2 ) into Equation (3) yieldsF3(r1, r2) = 0 and finally, solutions tô
produce the bisector curve between C1(r1) and C2(r2).
We now present a new formulation of bisector conditions (Equations (1)- (3)), that is a significantly lower degree function and thus is easier to compute. The bisector between C 1 (r 1 ) and C 2 (r 2 ) is determined by intersecting their distance surfaces D 1 and D 2 . The core of the idea is the observation that since the distance surface is a ruled surface, intersections between D 1 and D 2 can be computed by intersecting their normal lines,
We reformulate the intersections of those normal lines using a single piecewise rational equation and one inequality constraint in two variables:
where O(r) = (C(r) + dN (r), d) as defined in Section 2, and (.) z means the z-coordinate. The solution set to Equation (6) is the intersection of two normal lines to the curve points C 1 (r 1 ) and C 2 (r 2 ). Figure 2 shows two normal lines from curve points C 1 (r 1 ) and C 2 (r 2 ) in bold lines and their intersections.
Lemma 1 A point p in the bisector of two curves, C 1 and C 2 , is the center of a bitangent circle contacting two curve points C 1 (r 1 ) and C 2 (r 2 ). Now, p is on the bisector iff C 1 (r 1 ) and C 2 (r 2 ) satisfy Equation (6).
Proof 1 Since O is on the normal line to the curve C, the tangency condition (Equation (1) (C1(r1) − C2(r2) ). Therefore, The application of Equation (7) purges away intersections between two normal lines that are located from the curve points more than the offset distance d. In Equation (6), finite line segments, having two end points at C i (r i ) and O 1 (r i ), are considered up to the length d. Now, solutions to Equations (6) and (7) satisfy Equations (1) - (3), therefore generating error-bounded bisectors between two planar curves C1(r1) and C2(r2).
Having a single equality equation in two variables, the zero-set of Equations (6) and (7) is a one-manifold in the r 1 r 2 -parameter domain. Since F(r 1 , r 2 ) and G(r 1 , r 2 ) are piecewise rational bivariate functions represented by B-splines, the zero-set could be constructed by exploiting the convex hull and subdivision properties of NURBS, yielding a highly robust divide-and-conquer zero-set computation that is reasonably efficient [Elber and Kim 2001] . Figure 4 shows a graph surface of the function F(r1, r2) for two planar curves C1(r1) and C2(r2) shown in Figure 5 (a). In Figure 4 , {(r1, r2) : F(r1, r2) = 0}, the zero-set of F (r1, r2), is shown in gray on the r1r2-domain. After applying inequality Equation (7), the desired zero-set is shown in Figure 5 (b), and it determines the complete bisector curves between C1(r1) and C2(r2) in the xyplane. Figure 5 (a) shows the bisectors in bold lines as an image of its counterpart zero-set shown in Figure 5 (b). Note that solutions to Equations (6) and (7) produce an error-bounded bisector while the functionF (r 1 , r 2 ) computes a precise one.
Bisectors for Open Curves
Special considerations are required for computing bisectors between planar open curves. For a closed curve, the distance surface is constructed using its offset curve directing either outward or inward from the curve. In case of open curves, however, offset curves for both directions must be considered for the construction of the distance surface. Furthermore, end points of the open curve also contribute to the distance surface. Considering the end point as an extremely small circle, the offset of the end point becomes a circle centered at the point. The distance surface of the end point is then a cone having an apex at the end point. 
Figure 5: (a) Planar curves C1(r1) and C2(r2) in the xy-plane and their bisectors. (b) The zero-set of Equation (6) in the r1r2-domain, which also satisfies Equation (7), corresponds to the complete bisector curves between C1(r1) and C2(r2) in the xy-plane.
open curve in black bold lines. Offset curves for both directions are represented in green colored lines and two circles, which are offset curves of the end points, are shown in magenta colored lines in Figure 6(a) . Figure 6 (b) presents the corresponding distance surfaces in R 3 .
Once the distance surfaces for open curves are computed, their bisectors can be computed by solving the same Equations (6) -(7). A single curve point, however, has two different normal rays, one for each side of the curve. Moreover, end points of the open curve have infinitely many rays to be intersected for computing the bisector curve. Even in this case, solutions to Equations (6) and (7) (6) and (7) is shown in Figure 8 (b). Since a single curve point has many normal lines, the zero-set has also multiple points for a single r 1 or r 2 parameter even in the case of non-self-intersection.
Computing Voronoi Diagrams
As can be seen in Figure 1 (a), the bisectors between two planar curves may have both local and global self-intersections, that must be detected and trimmed away to obtain a proper Voronoi diagram. As in Figure 1(a) , the trimmed bisector curves may also intersect with each other at junction points. In this section, we present an algorithm for computing those self-intersections and junction points of bisector curves by lifting F /G(r 1 , r 2 ) into a higher-dimensional space. Although we consider particular F (r 1 , r 2 ) and G(r 1 , r 2 ) in this section,F(r1, r2) (Equation (5)) can be handled in the same way.
Self-Intersections of Bisectors
We assume that C 1 (r 1 ) and C 2 (r 2 ) are two planar piecewise rational curves and C 1 (t) is a different point on the curve C 1 . Consider a point on the bisector curve whose pre-image in parameter space has values r 1 and t from C 1 and r 2 from C 2 , where r 1 = t, without loss of generality. This corresponds to a self intersection on the bisector. Now, both local and global self-intersections of the bisector curves are computed by lifting Equations (6) and (7) to a 3D parameter space and then solving a system of three piecewise rational equations in three variables.
Lemma 2 A self-intersection point of bisector curves between two planar curves C 1 and C 2 satisfies the following three piecewise rational equality equations and three inequality equations: Figure 7 , (6) and (7) by the definition of bisector point, which proves this lemma.
C1(p1)
Figure 7: Three points Q i , i = 1, 2, 3 generated from p i .
Let the zero-set of Equations (6) and (7) be Z. Then, among selfintersections of bisector curves, the following lemma considers a unique feature of local self-intersections.
Lemma 3 Local self-intersections in the bisector of two planar curves C 1 (r 1 ) and C 2 (r 2 ) result from two consecutive critical points along one parametric direction, where the critical point is defined as a point at which either the r 1 -or the r 2 -partial derivative of Z vanishes. Figure 9 (b) and 10(b) Figure 10(b) ). Now, we assume that a triple p = (r a 1 , r b 1 , r2) is a solution to Equations (8) and (9) . Then, the local self-intersection corresponds to p iff r2 is contained in the region A generated from the pair of two consecutive critical points.
Proof 3 Without loss of generality, we may assume that critical points occur at parameter points at which the r1-partial derivative of Z vanishes (as in
Critical points of the zero-set Z are now computed for the effective detection of local self-intersections. Since critical points occur at either r 1 -or r 2 -directional silhouettes of Z, they satisfy the following nonlinear piecewise rational equation:
Having two equality equations in two variables, the simultaneous solution set to Equations (6), (7) and (10) is a set of discrete points in the r 1 r 2 -parameter domain. Figure 10 (b) shows an interval A along the r 2 direction which is delimited by two critical points. According to Lemma 3, self-intersection point p in Figure 10 (a) occurs locally since r 2 value of its corresponding parameters is contained in the interval A. In this example, r 1 -directional silhouettes are computed.
A set of piecewise linear curves in the zero-set Z is now subdivided at both local and global self-intersection points and then each subdivided curve segment is checked if it is valid for the Voronoi diagram. We present an efficient pruning algorithm for the validity check. For each subdivided curve segment, its middle point, p = (p1, p2) is selected. The pruning algorithm computes the zdistance from the selected curve point to the distance surface of either C1(r1) or C2(r2). Then, the pruning process works similarly to the z-buffer algorithm, which is a well-known algorithm in computer graphics ([K. E. Hoff et al. 1999 ] presented a similar algorithm). Let a point p be an image of p in the xyz-space, which can be computed by evaluating two curve points C1(p1) and C2(p2). Letp be the projection of p into the xy-plane. Once a pointp is computed from p in the xy-plane, we compute the first intersection, p * , of the ray emanating fromp and having the +z-direction with the distance surfaces of either C1(r1) or C2(r2). If ||p − p * || is smaller than ||p −p||, the pointp is not on the Voronoi diagram and thus, the whole curve segment is purged. We compute the intersection point p * directly from the NURBS representation of the distance surface. Therefore, the error in the pruning algorithm is also controled under the global error in the approximated offset surface.
Sincep is evaluated from the zero-set Z, the computational cost of the pruning test is two curve evaluations and one ray-surface intersection computation. The whole curve segment is checked for the validity using this single pruning test. Figure 9 (b) shows a zero-set Z for two curves C 1 (r 1 ) or C 2 (r 2 ) in Figure 9 (a). After a pruning test, Figure 9 (d) shows the trimmed zero-set Z in the parameter space. Voronoi diagrams (the trimmed bisectors) for C 1 (r 1 ) and C 2 (r 2 ) are shown in Figure 9 (c) as an image of Z .
Junction Point Computation
Given three or more planar curves, the trimmed bisectors between pairs of the curves need to be trimmed again at junction points at which three or more bisector curves intersect. Figure 11 (a) shows three simple curves and the bisector curves between each pair. Each color represents bisector between different pairs of planar curves. In this section, we present an algorithm for computing those junction points.
Note that although typically only three bisector curves are required, degeneracies may occur. We first present the generic case for junction point computation, that is, only three bisector curves intersect at a single point. The generic case algorithm is then extended to degenerate cases. Let C i (r i ), i = 1, 2, 3, be three planar piecewise rational curves. The solution set to Equation (6) produce a bisector point between two curves. We now lift Equation (6) to create a system of trivariate piecewise rational equations, whose solution is a junction point.
Figure 8 (6) and (7) is shown in the r 1 r 2 -parameter domain. (c) The bisector curves are trimmed at self-intersection points, which are shown in gray lines.
C2 ( The inequality constraint (7) is also lifted into a higher-dimensional space. The underlying idea of Equations (11) is similar to that of Equations (8) except that Equations (11) consider a third curve C 3 (r 3 ) instead of C 1 (t). Simultaneous solutions to Equations (11) is a set of zero-dimensional points in the r 1 r 2 r 3 -parameter space since we have three equality equations in three variables. Denoted by J , the zero-set of Equations (11) is now projected onto each sub-parameter domain of the curves. Assume that a triple p = (p1, p2, p3) ∈ J is projected into the r1r2-domain. Then, the projected point p12 = (p1, p2) should be located on the solution set Z of Equations (6) and (7) which is computed for two curves C1(r1) and C2(r2) since p12 also satisfies the bisector condition between C1(r1) and C2(r2). Similarly, p23 and p31 are projections of p into r2r3-and r3r1-domain, respectively. Finally, curve segments in each Z are subdivided at such projected points, p12, p23 and p31. The subdivided curve segments are checked again if they are valid for the Voronoi diagram using the pruning algorithm described before. This global trimming is applied to all curve segments in each sub-parameter domain.
Figure 11(c) shows the solution set Z in the r 1 r 2 -parameter domain, which is computed by solving Equations (6) and (7) for C 1 (r 1 ) and C 2 (r 2 ) in Figure 11 (a). Figure 11 (d) and (e) show the zero-set Z for the other pairs of the curves. In Figure 11 (b), the trimmed bisector curves are shown, which itself is the Voronoi diagram of C 1 (r 1 ), C 2 (r 2 ) and C 3 (r 3 ).
In some degenerate cases, more than three bisector curves may intersect at a single point. These special cases can be handled using an over constrained system of piecewise rational equations. When four bisector curves, for instance, intersect with each other at a point, we can lift Equation (6) into a 4D-parameter space, which results in a system of six rational equations in four variables. The intersection point of four bisectors now satisfies those over constrained system of six equations, whose solution set is processed using the same pruning algorithm for the generic case. The case that more than four bisector curves intersect at a single point is also handled in a similar way. Considering all the above discussions, Algorithm 1 presents an overall process of computing Voronoi diagrams for piecewise rational planar curves in Appendix A.
Experimental Results
We now present several examples of computing Voronoi diagrams of piecewise rational planar curves. To compute bisector curves between pairs of planar curves, we solved both Equations (6) and (5) and then compare timing data. Note that the solution to Equation (6) produces error-bounded bisectors, while zero-set of Equation (5) determines a precise one. We also compute the Voronoi diagrams using the algorithm presented by [Hanniel et al. 2005 ] only for examples having piecewise closed curves. All the experiments in this 
C2 (r2) C3 ( (7) are shown in the r 1 r 2 -, r 2 r 3 -and r 3 r 1 -parameter domain, respectively.
paper was carried out on an Intel Pentium4 1.7 GHz computer with 1GB RAM. Figure 1 (a) the bisectors between pairs of the three curves are not trimmed at both self-intersection and global junction points. In Figure 1(b) , boundaries of the Voronoi diagram are computed using the pruning algorithm and shown in light gray.
Figures 11 and 12 present two more examples of the Voronoi diagram computation for piecewise planar curves. Here, the planar curves are shown in bold lines and the Voronoi diagram in gray. Untrimmed bisector curves are shown in Figure 11 (a) and 12(a). In Figure 11 and 12, (c) -(e) present the zero-set Z of Equations (6) and (7) The error in the computation of the distance surface for all experiments in this section is about 0.01% of the maximum offset distance d (see Section 2 for the analysis of total error and the definition of d). The constant offset distance d is computed as half of the longest length of the bounding box of input curves. A tolerance for the subdivision based constraint solver was taken from 1% to 5% of the planar curves parameter dimensions. Table 1 shows a summary of timing data for several examples. The columns are computed using different algorithms for the Voronoi diagrams. Once bisectors are computed, the algorithm for detecting both self-intersection and junction points of the bisector curves presented here is applied to both the second and third methods. The presented pruning method is used on both of them as well. The first column contains the algorithm presented by [Hanniel et al. 2005] , although only for examples consisting of piecewise closed curves. The second column uses the precise algorithm by [Elber and Kim 1998 ] for computing bisectors between pairs of planar curves, while the third column is for the error-bounded method presented in this paper. The time is shown in seconds.
Ex. [Hanniel et al. 2005 ] [Elber and Kim 1998] The Voronoi diagram can be applied to the path planning problem for a moving robot. In robotic path planning, boundaries of the obstacles are, in general, represented by discrete polylines. Environments consisting of smooth freeform objects are therefore preprocessed to discrete models which are approximations. The proposed algorithm for computing Voronoi diagrams of piecewise smooth curves is a useful tool for planning a robot path in the environment of freeform objects. Figure 13 presents such an environment consisting of smooth freeform objects. The computation time for computing the Voronoi diagram in this example is three seconds.
Conclusions
We have presented robust and fast algorithm for computing full Voronoi diagrams of piecewise planar NURBS curves. Our scheme (6) and (7) are shown in the r 1 r 2 -, r 2 r 3 -and r 3 r 1 -parameter domain, respectively.
is based on the computation of critical structures of Voronoi diagrams, such as self-intersections and junction points of bisector curves. The problem of computing those critical structures is reduced to finding solutions to a system of piecewise rational equations represented by spline functions. Bisectors between pairs of planar curves are computed using either a precise algorithm [Elber and Kim 1998 ] or an error-bounded method. Each of both formulations is lifted to a 3D-parameter space and then a system of three piecewise rational equations in three variables is solved to compute both self-intersections and junction points (i.e. critical structures) of bisector curves. The bisectors are trimmed at those critical structures. The Voronoi diagram is then computed from the trimmed bisector curves using the pruning algorithm.
We are now working on extending the presented algorithm to higher dimensions in which the shape varies under a one-parameter family of deformations. In this case, the solution space has a two-manifold as a zero-set of a single equation in three variables, which determines bisectors between deforming curves.
