We consider the type I generalized half-logistic distribution and derive some new explicit expressions and recurrence relations for marginal and joint moment generating functions of upper record values. Here we show the computations for the first four moments and their variances. Next we show that results for record values of this distribution can be derived from our results as special cases. We obtain the characterization result of this distribution on using the recurrence relation for single moment and conditional expectation of upper record values. We obtain the maximum likelihood estimators of upper record values and their confidence intervals. Also, we compute the maximum likelihood estimates of the parameters of upper record values and their confidence intervals. At last, we present one real case data study to emphasize the results of this paper.
Introduction
The probability distribution which is a member of the family of logistic distribution is the half-logistic distribution with cumulative distribution function ( ) and probability density function ( ) that are given, respectively, by
(1)
Balakrishnan [1] considered half-logistic probability models obtained as the models of the absolute value of the standard logistic models. Some key references about the half-logistic distribution include Balakrishnan and Aggarwala [2] , Balakrishnan and Wong [3] , and Balakrishnan and Chan [4] . Balakrishnan and Puthenpura [5] obtained the best linear unbiased estimators of location and scale parameters of the half-logistic distribution through linear functions of order statistics. Balakrishnan and Wong [6] obtained approximate maximum likelihood estimates for the location and scale parameters of the half-logistic distribution with type II rightcensoring. Torabi and Bagheri [7] gave the estimators of parameters for the extended generalized half-logistic distribution based on complete and censored data.
Record values are found in many situations of daily life as well as in many statistical applications. Often we are interested in observing new records and in recording them, for example, Olympic records or world records in sport. Record values are also used in reliability theory. Moreover, these statistics are closely connected with the occurrence times of some corresponding nonhomogeneous Poisson process used in shock models. The statistical study of record values started with Chandler [8] ; he formulated the theory of record values as a model for successive extremes in a sequence of independently and identically random variables. Feller [9] gave some examples of record values with respect to gambling problems. Resnick [10] discussed the asymptotic theory of records. Theory of record values and its distributional properties have been extensively studied in the literature; for example, Ahsanullah [11] , Arnold et al. [12, 13] , Nevzorov [14] , and Kamps [15] can be seen for reviews on various developments in the area of records. 
The sequence { ( ) , ≥ 1}, where 
Also the joint density function of ( ) and ( ) , (1 ≤ < ), = 2, 3, . . ., as discussed by Grudzień [17] is given by
where
Kumar [18] 
Type I Generalized Half-Logistic Distribution
Olapade [28] proposed of three-parameter type I generalized half-logistic distribution and obtained some basic properties such as moments, median, and mode and also estimated its parameters by maximum likelihood approach. The three-parameter type I generalized half-logistic distribution has the ( ; , , ) = 1 − 2
Therefore, type I generalized half-logistic distribution has
Here is the shape parameter and and are the location and scale parameter, respectively. Plotted are the probability density function (Figure 1 ), hazard rate function ( Figure 2 ), and survival function ( Figure 3 ) for some values of parameters.
Hazard Rate Function.
This function is used in analysis of time relating to the event and describes the current chance Journal of Probability and Statistics of failure for the population that has not been failed yet.
Hazard rate function plays an important role in reliability analysis, survival analysis, and demography and in defining and formulating a model when dealing with lifetime data. For the type I generalized half-logistic distribution, hazard rate function takes the form
Survival Function.
In engineering science, it is called reliability analysis. In fact the survival function is the probability of failure by time , where represents survival time. We use survival function to predict quantiles of the survival time.
Survival function is given by
We assume through this study, without loss of generality, that = 0 and = 1, in which case the and are, respectively, reduced to
and the corresponding is
If = 1, then the type I generalized half-logistic distribution reduces to the half-logistic distribution. A recurrence relation for single and product moments of upper record values from the type I generalized half-logistic distribution is obtained by making use of the following differential equation (obtained from (10) and (11)):
Let us denote the marginal moment generating functions of ( ): by
( ) and its th derivative by
( 1 , 2 ) denote the joint moment generating function of ( ): and ( ): and its ( , )th partial derivatives by
( 1 , 2 ) with respect to 1 and 2 , respectively.
We will first establish the explicit expressions for marginal moment generating function of th upper record values
( ) by the following theorem. (11) and ≥ 1, ≥ 1,
Theorem 1. For distribution as given in
Proof. From (3), we have
By making use of the transformation = [ ( )] 1/ in (14), we get the desired result as (13) .
Remark 2. Setting = 1 in (13) we deduce the explicit expression of marginal moment generating function of upper record values from the type I generalized half-logistic distribution.
Recurrence relations for marginal moment generating function of th upper record values from (11) are derived in the following theorem. 
Integrating by parts, taking [ ( )] −1 ( ) as the part to be integrated and the rest of the integrand for differentiation, we get
The constant of integration vanishes since the integral considered in (16) is a definite integral. On using (12), we obtain ( ):
( ) = ( −1):
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Differentiating both sides of (18) times with respect to , we get
( − 1)
( − 1) .
The recurrence relation in (15) is derived simply by rewriting the above equation. By differentiating both sides of (15) with respect to and then setting = 0, we obtain the recurrence relations for single moment of th upper record values from type I generalized half-logistic distribution in the form
Remark 4. Setting = 1 in (15), we deduce the recurrence relation for marginal moment generating function of upper record values from the type I generalized half-logistic distribution.
The mean and variances of upper record values of a type I generalized half-logistic distribution for different values of are calculated in Tables 1 and 2 , respectively. It appears from the results that the mean of upper record values increases with size being increased. In addition, depending on the values of the mean of upper record values of the distribution can be greater than its variance.
Relations for Joint Moment Generating Functions
The explicit expression for the joint moment generating functions of th upper record values is derived by the following theorem. 
: 
By setting = −ln ( ) + ln ( ) and simplifying the resulting expression we get
Substituting the value of ( ) in equation (23) and simplifying we get result given in (22) .
Remark 6. Setting = 1 in (22) we deduce the explicit expression for joint moment generating functions of upper record values for the type I generalized half-logistic distribution.
Recurrence relations for joint moment generating functions of th upper record values (6) can be derived in the following theorem.
Theorem 7. For 1 ≤ ≤ − 2 and , = 0, 1, 2, . . .,
:
( , −1):
Integrating ( ) by parts, taking [ ( )] −1 ( ) for integration and the rest of the integrand for differentiation, and substituting the resulting expression in (27), we get ( , ):
( 1 , 2 ) = ( , −1):
The constant of integration vanishes since the integral in ( ) is a definite integral. On using the relation (10), we obtain ( , ):
(
( 1 , 2 − 1) .
Differentiating both sides of (30) times with respect to 1 and then times with respect to 2 , we get
( , ):
( 1 , 2 − 1)
and hence the result is given in (26) . By differentiating both sides of (30) 
Remark 8. Setting = 1 in (26) 
implies ( ) = 0 a.e. on ( , ). We start with the following result of Lin [29] . 
on ( , ). Then the sequence of functions
Using the above proposition we get a stronger version of Theorem 1.
Theorem 10. Let be a nonnegative random variable having an absolutely continuous distribution function ( ) with
(0) = 0 and 0 < ( ) < 1 for all > 0:
if and only if
Proof. The necessary part follows immediately from (15) . On the other hand if the recurrence relation in (35) is satisfied, then on using (3), we have
Integrating the first integral on the right hand side of (37), by parts, we get
It now follows from Proposition 9 that
which proves that
Let { , ≥ 1} be a sequence of . continuous random variables with ( ) and ( ). Let ( ) be the th upper record value; then the conditional of ( ) given ( ) = , 1 ≤ < , in view of (3) and (4), for = 1 is
Theorem 11. Let be an absolutely continuous V with ( ) and ( ) on the support (−∞, ∞); then, for < ,
Proof. From (41), we have
By setting = ln( ( )/ ( )) from (4) in (44), we obtain Journal of Probability and Statistics
Simplifying the above expression, we derive the relation given in (42).
To prove sufficient part, we have from (41) and (42) that
Differentiating both sides of (46) with respect to , we get
or ( )
Estimation
In this section, we obtain the maximum likelihood estimators of the parameters , , and of type I generalized half-logistic distribution by using the method of least squares based on the upper record values. Let 1 , 2 , . . . be a sequence of random variables with ( ) and ( ) on positive support. Let = max{ 1 , 2 , . . . , } for ≥ 1. The observation , ≥ 1, is an upper record value of this sequence, if it is greater than all preceding observations; that is, > −1 for > 1.
Suppose we observe upper record values (1) , (2) , . . . , ( ) from a sequence of random variables from type I generalized half-logistic distribution with (3). The likelihood function based on the random sample of size is obtained from ( , , | )
By using (7), (51) can be rewritten as
Maximum Likelihood Estimation.
The log-likelihood function for , , and is given by
By using the method of least squares, the normal equations are
The maximum likelihood estimatorŝ,̂, and̂of the parameters , , and , respectively, are obtained from the above nonlinear equations and can be computed by using numerical methods.
Asymptotic Confidence Interval Estimation.
In this section, we obtain the asymptotic confidence intervals for the parameters , , and of type I generalized half-logistic distribution.
For obtaining confidence intervals, we define Fisher information matrix as
where the elements are given in the Appendix. The expectations in the Fisher information matrix can be obtained numerically. LetΘ = (̂,̂,̂) be the maximum likelihood estimate of Θ = ( , , ) . Now assuming that the usual regularity conditions hold true and that the parameters are in the interior of the parameter space, but not on the boundary, we The asymptotic 100(1 − )% two-sided confidence intervals for , , and are given bŷ
respectively, where /2 is the upper ( /2)th percentile of a standard normal distribution.
Simulation Study
In this section, we are carrying out simulation procedure for computing maximum likelihood estimates of the parameters , , and of the type I generalized half-logistic distribution based on upper record values for different sample sizes ( = 5, 7, 10, 15). We proceed by using 1000 iterations for the true values of the parameters: = 1, = 0.5, and = 1. Table 3 provides the MLEs of the three parameters and their respective mean squared errors (MSEs) in the parentheses associated with them, respectively. From the results obtained, we infer that the MLE of parameter is 0.5 irrespective of sample sizes and hence the MSE is 0.25. Also we see that as the sample size increases, the estimates of the other two parameters and tend to be closer to their true parameter values and their MSEs decrease as the sample size increases which quantifies the consistency of the estimation procedure.
Real Data Analysis
To illustrate the results of this paper, we analyze one real data set. Consider the following data which represent failure times, in minutes, for a specific type of electrical insulation in an experiment in which the insulation was subjected to a continuously increasing voltage stress (Balakrishnan and Puthenpura [5] , Lawless [30] From this data set, we extract = 4 upper record values 21.8, 70.7, 138.6, and 151.9. By using the method of maximum likelihood described in Section 5, we compute the maximum likelihood estimates as well as 95% confidence intervals for the parameters , , and . The maximum likelihood estimates of the parameters , , and are 0.1295051, 11.67251, and 4.439656, respectively. The 95% confidence intervals for the parameters , , and are (−0.6392060, 0.8982162), (0.5261195, 22.8188985), and (−22.73694, 31.61625), respectively. 
