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Abstract. We are concerned with a two-dimensional (2-D) Riemann problem for com-
pressible flows modeled by the pressure gradient system that is a 2-D hyperbolic system
of conservation laws. The Riemann initial data consist of four constant states in four sec-
torial regions such that two shock waves and two vortex sheets are generated between the
adjacent states. This Riemann problem can be reduced to a boundary value problem in
the self-similar coordinates with asymptotic boundary data consisting of the two shocks,
the two vortex sheets, and the four constant states, along with two sonic circles deter-
mined by the Riemann initial data, for a nonlinear system of mixed-composite type. The
solutions keep the four constant states and four planar waves outside the outer sonic circle
in the self-similar coordinates. In particular, the two shocks keep planar until they meet
the outer sonic circle at two different points and then generate a diffracted shock to be
expected to connect these two points, whose exact location is apriori unknown which is
regarded as a free boundary. Then the 2-D Riemann problem can be reformulated as a free
boundary problem, in which the diffracted transonic shock is the one-phase free boundary
to connect the two points, while the other part of the outer sonic circle forms the part of
the fixed boundary of the problem. We establish the global existence of a solution of the
free boundary problem, as well as the C0,1–regularity of both the diffracted shock across
the two points and the solution across the outer sonic boundary which is optimal. One of
the key observations here is that the diffracted transonic shock can not intersect with the
inner sonic circle in the self-similar coordinates. As a result, this 2-D Riemann problem
is solved globally, whose solution contains two vortex sheets and one global 2-D shock
connecting the two original shocks generated by the Riemann data.
1. Introduction
The two-dimensional (2-D) full Euler equations are of the conservation form:
Ut + divxF = 0 for t ≥ 0 and x = (x1, x2) ∈ R2, (1.1)
with
U := (ρ, ρu, ρE), F := (ρu, ρu⊗ u+ pI, (ρE + p)u),
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where ρ > 0 is the density, u = (u, v) the velocity, p the pressure, and
E =
|u|2
2
+ e
represents the total energy per unit mass with the internal energy e given by e = p
(γ−1)ρ for
the adiabatic constant γ > 1 for polytropic gases.
There are two mechanisms in the fluid motion: inertia and pressure difference. Corre-
sponding to a separation of these two mechanisms, a natural flux-splitting of F is to divide
it into two parts: F = F1 + F2 with
F1 := (ρu, ρu⊗ u, ρEu), F2 := (0, pI2×2, pu),
where I2×2 is the diagonal identity matrix. Correspondingly, the Euler equations (1.1) can
be split into two subsystems of conservation laws:
Ut + divF1 = 0, Ut + divF2 = 0,
which are called the pressureless Euler system and the pressure gradient system, respec-
tively; also see [1,27]. Similar flux-splitting ideas have been widely used in order to design
the so-called flux-splitting schemes and their high-order accurate extensions. Many flux-
splittings have been derived in the literature for the compressible Euler equations of gas
dynamics and are currently used in fluid dynamics codes. See [1, 12,27] and the references
cited therein.
In this paper, we focus on the pressure gradient system that is corresponding to flux F2.
The explicit form for the pressure gradient system is
ρt = 0,
(ρu)t +∇xp = 0,
(ρE)t + divx(pu) = 0.
(1.2)
By a suitable scaling in (1.2) and taking ρ ≡ 1, the pressure gradient system is of the
following form: 
ut + px1 = 0,
vt + px2 = 0,
Et + (pu)x1 + (pv)x2 = 0,
(1.3)
where E = |u|
2
2
+ p. Furthermore, system (1.3) can be also deduced from the physical
validity when the velocity is small and the adiabatic gas constant γ is large; see Zheng [36].
An asymptotic derivation of system (1.3) has been also presented by Hunter as described
in [38]. We refer the reader to [26,39] for further background on system (1.3). Besides the
pressure gradient system, there are also several other important nonlinear partial differ-
ential equations (PDEs) derived from the full Euler equations, such as the potential flow
equation that has been widely used in aerodynamics, as well as the nonlinear wave system,
the unsteady transonic small disturbance equations, and the pressureless Euler system as
mentioned above; see [4,9–11,23,24] and the references cited therein. The analysis of these
nonlinear PDEs has motivated and inspired the developments of new techniques and ideas
to deal with the corresponding problems for the Euler equations.
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The Riemann problem was first introduced by B. Riemann in 1860 in his pioneering work
[31] to analyze discontinuous solutions of the 1-D Euler equations for gas dynamics. It is an
initial value problem with the simplest discontinuous initial data, which are scaling invariant
and piecewise constant. The Riemann solutions have played a fundamental role in the
mathematical theory of 1-D hyperbolic systems of conservation laws; see [8,11,17,21,25,32]
and the references cited therein. The 2-D Riemann problem is substantially different and
much more complicated than the 1-D case; see [7,8,13,14,16,26,39] and the references cited
therein.
One of the prototypical 2-D Riemann problems is that the Riemann initial data consist
of four different constant states in the four quadrants so that there is only one wave that
is generated between two adjacent states. Each wave between any two adjacent states is of
one of at least three types of planar waves: shock wave, rarefaction wave, and vortex sheet.
Then the 2-D Riemann problem is to analyze the different combinations/interactions of
these four waves in a domain containing the origin. The solutions of such a 2-D Riemann
problem for system (1.3) were analyzed via the characteristic method and the corresponding
numerical simulations were presented in Zhang-Li-Zhang [35]. It has been observed that the
mathematical structure of the pressure gradient system is strikingly in agreement to that
of the Euler equations. In [26, 35], it was shown that there are twelve genuinely different
cases, besides three trivial cases, for the solutions of the 2-D Riemann problem for the
pressure gradient system. To our knowledge, there have been few rigorous mathematical
results on the global existence for the non-trivial cases, owing to lack of effective techniques
for handling several main difficulties in the analysis of nonlinear PDEs such as equations
of mixed elliptic-hyperbolic type, free boundary problems, and corner singularity.
Figure 1.1. The general Riemann initial data
In this paper, we consider a more general Riemann problem for system (1.3), whose initial
data consists of four constant states in four sectorial regions Ωi with symmetric sectorial
angles (see Fig. 1.1):
(p, u, v)(0, x1, x2) = (pi, ui, vi) for (x1, x2) ∈ Ωi, i = 1, 2, 3, 4. (1.4)
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One of our motivations is to understand the intersections of two shock waves and two vortex
sheets. For this purpose, the four initial constant states are required to satisfy the following
conditions: 
A forward shock S+41 is formed between states (1) and (4),
A backward shock S−12 is formed between states (1) and (2),
A vortex sheet J+23 is formed between states (2) and (3),
A vortex sheet J−34 is formed between states (3) and (4).
(1.5)
These four waves can be obtained by solving four 1-D Riemann problems in the self-similar
coordinates (ξ, η) = (x1
t
, x2
t
), which form the configuration as shown in Fig. 1.2.
Figure 1.2. The configuration of the four initial waves
When the two shock waves S−12 and S
+
41 meet the outer sonic circle C1 of state (1),
shock diffraction occurs, and then S−12 and S
+
41 are expected to bend and form a diffracted
shock, denoted by Γshock. One of the main difficulties is that the location of Γshock is
apriori unknown, so that it is apriori unclear whether Γshock could intersect with the inner
sonic circle C2 of state (2). Zheng [37] studied this Riemann problem initially with the
assumption that angle α1 = α2 is close to zero. This assumption ensures that the two
shocks bend slightly and the diffracted shock Γshock does not meet the inner sonic circle C2.
However, it has been an open problem when the angle between the two shocks is not close
to pi, since the work of Zheng [37].
The purpose of this paper is to solve the Riemann problem globally for the general
case so that an affirmative answer to this open problem is provided. In particular, we
establish the global existence of entropy solutions for this Riemann problem allowing all
angles αi ∈ (0, pi2 ), i = 1, 2. To solve this problem, we first reformulate the problem as a
free boundary problem involving transonic shocks. Then we carefully establish the required
appropriate properties and uniform estimates of approximate and exact solutions so that
the techniques developed in Chen-Feldman [10, 11] can be employed; also see [2, 3, 15, 34]
and the references cited therein. This involves several core difficulties in the theory of
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the underlying nonlinear PDEs: optimal estimates of solutions of nonlinear degenerate
PDEs across the other sonic circle C1 and corner singularities (at corners P1 and P3 formed
between the transonic shock as a free boundary and the sonic circle C1), in addition to the
involved nonlinear PDE of mixed elliptic-hyperbolic type and free boundary problem.
The organization of this paper is as follows: In §2, we reformulate the Riemann problem
into the free boundary problem and present our main results and strategies. In §3, we give
a complete proof of the global existence of solutions of the free boundary problem. In §4,
we obtain the optimal C0,1–regularity of solutions near the degenerate sonic boundary C1
and at corners P1 and P3. Finally, in §5, we obtain the existence and regularity of global
solutions of the 2-D Riemann problem of the pressure gradient system (1.3).
2. Reformulation of the Riemann Problem and Main Theorem
Based on the invariance of both the system and the Riemann initial data under the
self-similar scaling, we seek self-similar solutions in the self-similar coordinates. For this
purpose, in this section, we first reformulate the Riemann problem into a free boundary
problem, present the main results in the main theorem, Theorem 2.1, and then describe
the strategies to achieve them in §2.3–§2.4.
More precisely, we seek self-similar solutions with the form:
(p, u, v)(t, x1, x2) = (p, u, v)(ξ, η) with (ξ, η) = (
x1
t
,
x2
t
), t > 0.
In the (ξ, η)–coordinates, system (1.3) can be rewritten as
(ξu)ξ + (ηu)η − pξ − 2u = 0,
(ξv)ξ + (ηv)η − pη − 2v = 0,
(ξE)ξ + (ηE)η − (pu)ξ − (pv)η − 2E = 0.
(2.1)
2.1. Shock waves and vortex sheets in the self-similar coordinates. Let η = η(ξ)
be a C1–discontinuity curve of a bounded discontinuous solution of system (2.1). From the
Rankine-Hugoniot relation on η(ξ):
(ξσ − η)[u]− σ[p] = 0,
(ξσ − η)[v] + [p] = 0,
(ξσ − η)[E]− σ[pu] + [pv] = 0,
we find either the nonlinear discontinuities:dηdξ = σ± = − [u][v] =
ξη±
√
p(ξ2+η2−p)
ξ2−p ,
[p]2 = p([u]2 + [v]2),
(2.2)
or linear discontinuity: σ0 =
η
ξ
= [v]
[u]
,
[p] = 0,
(2.3)
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where p is the average of the pressure on the two sides of the discontinuity, and [w] denotes
the jump of w across the discontinuity.
A discontinuity is called a shock if it satisfies (2.2) and the entropy condition — the
pressure p increases across it in the flow direction; that is, the pressure on the wave front
is larger than that on the wave back. The shock is of two types, S±:
• S = S+ if ∇(ξ,η)p and the flow direction form a right-hand system;
• S = S− if ∇(ξ,η)p and the flow direction form a left-hand system.
A discontinuity is called a vortex sheet if it satisfies (2.3). A vortex sheet is of two types
according to the sign of the vorticity:
J± : curl(u, v) = ±∞.
2.2. Reformulation of the Riemann problem into a free boundary problem. We
first show the following lemma:
Lemma 2.1. For fixed (p1, u1, v1) and p2 = p3 = p4 satisfying p1 > p2, there exist states
(ui, vi), i = 2, 3, 4, such that the conditions in (1.5) for the Riemann initial data hold, and
(ui, vi), i = 2, 3, 4, depend on angles (α1, α2) continuously.
Proof. For given (p1, u1, v1) and p1 > p2, we first consider (u2, v2). Since the Rankine-
Hugoniot conditions on S−12 hold:{
[u sinα1 + v cosα1] = − [p]√p ,
[−u cosα1 + v sinα1] = 0,
a direct computation shows that
S−12 :=
{
(ξ, η) : ξ sinα1 + η cosα1 = −
√
p
}
with
(u2, v2) = (u1, v1)− [p]√
p
(sinα1, cosα1).
Next, we turn to (u4, v4). The Rankine-Hugoniot conditions on S
+
41 are:{
[u sinα1 − v cosα1] = [p]√p ,
[u cosα1 + v sinα1] = 0,
which imply
S+41 :=
{
(ξ, η) : ξ sinα1 − η cosα1 =
√
p
}
with
(u4, v4) = (u1, v1) +
[p]√
p
(sinα1,− cosα1).
Finally, we consider (u3, v3). To guarantee the existence of two vortex sheets J
+
23 and J
−
34,
we have {
u2 cosα2 − v2 sinα2 = u3 cosα2 − v3 sinα2,
u4 cosα2 + v4 sinα2 = u3 cosα2 + v3 sinα2.
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Solving (u3, v3) from the above two equations, we obtain
(u3, v3) = (u1, v1) =
[p]√
p
(0,
sinα1
sinα2
− cosα1).
It is clear that (ui, vi), i = 2, 3, 4, depend on angles (α1, α2) continuously. 
Figure 2.1. The Riemann data and the global solution when α1 = 0
There is a critical case when α1 = 0. Then the Riemann initial data satisfy
p1 > p2 = p3 = p4, u1 = u2 = u3 = u4, v1 > v2 = v3 = v4.
The global Riemann solution is piecewise constant with two planar shocks:
S−12/S
+
41 :

η = −√p with p = p1+p2
2
,
[v] = − [p]√
p
, [u] = 0,
ξ < 0 for S−12, ξ > 0 for S
+
41,
and two characteristic lines J+23 and J
−
34 (reduced from the two vortex sheets), as shown in
Fig. 2.1. The two planar shocks S−12 and S
+
41 are both tangential to the circle, {ξ2 +η2 = p},
with the tangent point on the circle as the end-point. From the expression of J+23 given in
(2.3), we know that p2 = p3 on both sides of J
+
23. At the point where J
+
23 intersects with S
−
12,
we deduce that J+23 does not effect the shock owing to p2 = p3. The intersection between
J−34 and S
+
41 can be handled in the same way.
In the following, we focus on the case that α1 ∈ (0, pi2 ), for which we want to solve.
From (2.1), we can derive a second-order nonlinear equation for p:
(p− ξ2)pξξ − 2ξηpξη + (p− η2)pηη + (ξpξ + ηpη)
2
p
− 2(ξpξ + ηpη) = 0. (2.4)
It is easy to verify that equation (2.4) is of mixed hyperbolic-elliptic type, which is hyper-
bolic when ξ2 + η2 > p and elliptic when ξ2 + η2 < p. The sonic circle is: ξ2 + η2 = p.
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Furthermore, in the polar coordinates:
(r, θ) = (
√
ξ2 + η2, arctan(
η
ξ
)),
equation (2.4) becomes
Qp := (p− r2)prr + p
r2
pθθ +
p
r
pr +
1
p
(rpr)
2 − 2rpr = 0, (2.5)
which is hyperbolic when p < r2 and elliptic when p > r2. The sonic circle is given by
r = r(θ) satisfying that r2(θ) = p(r(θ), θ).
In the (ξ, η)–coordinates, the four elementary waves come from the far-field (at infinity
corresponding to t = 0) and keep planar waves before the two shocks meet the outer sonic
circle C1 of state (1):
C1 := {(ξ, η) : ξ2 + η2 = p1}.
When the two shocks S−12 and S
+
41 meet the sonic circle C1 at points P3 and P1, respectively,
our main concern is whether they bend and meet to form a diffracted shock, denoted by
Γshock; see Fig. 1.2. Since the whole configuration is symmetric with respect to the η–axis,
we infer that Γshock must be vertical to ξ = 0 at point P2, where the two diffracted shocks
meet. We should point out here particularly that the two vortex sheets J+23 and J
−
34 and
the diffracted shock Γshock have no influence each other during the intersection. Therefore,
from now on, we ignore the two vortex sheets first and focus only on the diffracted shock.
Moreover, we remark that, at this point, we have not excluded the case that the diffracted
shock may degenerate partially into a portion of the inner sonic circle C2 of state (2). Once
this case occurs, p = p2 on the sonic circle. It will be seen that p = p2 satisfies the oblique
derivative conditions on the diffracted shock automatically.
On Γshock, the Rankine-Hugoniot conditions in the polar coordinates must be satisfied:
r[u]− [p] cos θ = 1
r
dr
dθ
sin θ[p],
r[v]− [p] sin θ = −1
r
dr
dθ
cos θ[p],
r[E]− [pu] cos θ − [pv] sin θ = 1
r
dr
dθ
(
sin θ[pu]− cos θ[pv]), (2.6)
where [w] denotes the jump of w across Γshock. Owing to
[pu] = p [u] + u [p],
with p as the average of the two neighboring states of p, we eliminate [u] and [v] in the
third equation in (2.6) to obtain (dr
dθ
)2
=
r2(r2 − p)
p
.
The shock diffraction can be also considered to be created from point P2 in two directions,
which implies that r′(θ) > 0 for θ ∈ [3pi
2
, θ1], and r
′(θ) < 0 for θ ∈ [θ3, 3pi2 ], where θi are
denoted as the θ–coordinates of points Pi, i = 1, 3, respectively. Thus, we choose
dr
dθ
= g(p(r(θ), θ), r(θ)) :=
r
√
r2−p
p
for θ ∈ [3pi
2
, θ1],
−r
√
r2−p
p
for θ ∈ [θ3, 3pi2 ].
(2.7)
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Moreover, it follows from (2.6) that
[p]2 = p
(
[u]2 + [v]2
)
. (2.8)
From (2.8), taking the derivative r′∂r + ∂θ along the shock yields the derivative boundary
condition on Γshock:
Bp =
2∑
i=1
βiDip := β1pr + β2pθ = 0, (2.9)
where β = (β1, β2) is a function of (p, p2, r(θ), r
′(θ)) with
β1 = 2r
′
(r2 − p
r2
− [p]
4p
+
p(r2 − p)
r2p
)
,
β2 =
4(r2 − p)
r2
− [p]
2p
.
(2.10)
The obliqueness becomes
(β1, β2) · (1,−r′(θ)) = −2r′(θ)
(
1− p
p
) ≡: µ.
Note that µ vanishes at point P2 where r
′(3pi
2
) = 0. When the obliqueness fails, we have
β1 = 0, β2 = − [p]
2p
< 0,
owing to p > p2.
Let Γsonic be the larger portion P̂1P3 of the sonic circle C1 of state (1). On Γsonic, p
satisfies the Dirichlet boundary condition:
p = p1. (2.11)
Let Ω be the bounded domain enclosed by Γsonic and Γshock.
Problem 2.1 (Free boundary value problem). The Riemann problem for the pressure
gradient system (1.3) with the Riemann initial data satisfying (1.5) can be reformulated
into the following free boundary value problem:
Equation (2.5) in Ω,
The derivative boundary conditions (2.9)–(2.10) on Γshock,
The Dirichlet boundary condition (2.11) on Γsonic,
where Γshock is a free boundary to be determined as given by (2.7).
2.3. Main theorem. We now state our main theorem of this paper.
Theorem 2.1. There exists a global solution p(r, θ) of Problem 2.1 in domain Ω with the
free boundary r = r(θ), θ ∈ [θ3, θ1], such that
p ∈ C2,α(Ω) ∩ Cα(Ω), r ∈ C2,α((θ3, θ1)) ∩ C1,1([θ3, θ1]),
where α ∈ (0, 1) depends only on the Riemann initial data. Moreover, the global solution
(p(r, θ), r(θ)) satisfies the following properties:
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(i) p > p2 on Γshock, that is, the diffracted shock Γshock does not meet the sonic circle
C2 of state (2);
(ii) The shock curve Γshock is strictly convex in the self-similar coordinates;
(iii) The global solution p(r, θ) is C0,α up to the sonic boundary Γsonic and Lipschitz
continuous across Γsonic;
(iv) The Lipschitz regularity of the solution across Γsonic from the inside of the subsonic
region is optimal.
2.4. Main strategies. There are three main difficulties in establishing the existence of
solutions of Problem 2.1:
(i) On the sonic boundary Γsonic, owing to p1 = r
2, the ellipticity of equation (2.5) degen-
erates;
(ii) At point P2 where the diffracted shock Γshock meets the η–axis ξ = 0, the obliqueness
of derivative boundary conditions fails, since
(β1, β2) · (1,−r′(θ)) = 0;
(iii) The diffracted shock Γshock is a free boundary, which may coincide with the sonic circle
C2 of state (2).
In the proof of the existence result, we first assume that p ≥ p2 + δ holds on Γshock for
some δ > 0, which means that Γshock cannot coincide with the sonic circle C2 of state (2).
This fact is eventually true and will be proved in §4. For the second difficulty, we may
express this as a one-point Dirichlet condition p(P2) = pˆ by solving
2r(θ2) = p(r(θ2), θ2) + p2.
We now illustrate a sketch of the proof for the existence of solutions in the (r, θ)–
coordinates established in §3. We divide the existence proof into four steps:
Step 1. Since equation (2.5) degenerates on the sonic boundary, we consider the regularized
operator:
Qε = Q+ ε∆(ξ,η).
We first fix a diffracted shock boundary Γshock, and then linearize the equation
and the derivative boundary condition. We employ the techniques developed in a
series of works in [9, 24, 28, 37] to establish the existence result for the linear fixed
mixed-type boundary problem for the regularized equation in the polar coordinates.
Step 2. Based on the estimates of solutions to the linear fixed boundary problem obtained
in Step 1, we prove the existence of a solution of the nonlinear fixed boundary
problem via the Schauder fixed point theorem.
Step 3. We apply the Schauder fixed point theorem again to obtain the existence of a solu-
tion of the free boundary problem with the oblique derivative boundary condition
for the regularized elliptic equation. We conclude that the diffracted shock never
meets the sonic circle C2 of state p2.
Step 4. Finally, we study the limiting solution as the elliptic regularization parameter ε
tends to 0 and complete the proof of the existence of solutions of Problem 2.1.
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In §4, we introduce the new coordinates (x, y) = (r1−r, θ−θ1), which can flatten the sonic
boundary. It is shown that the optimal regularity of solutions across the sonic boundary is
of C0,1–regularity. The most interesting point is the position of the diffracted shock, which
is a free boundary. This kind of free boundary problems occurs in many applications,
such as the shock reflection-diffraction problem [4,5,9–11,24,37], the Prandtl-Meyer shock
configuration problem [3, 19], among others. In §5, we establish a corresponding theorem
for the existence and regularity of solutions of the 2-D Riemann problem for the pressure
gradient system (1.3).
3. Global Existence of Solutions of the Free Boundary Problem
In this section, we follow the strategies introduced in §2.4 to obtain the global existence
of a solution of the free boundary problem, Problem 2.1. We first introduce the weighted
norm used in this paper.
Let Ω′ := Ω\Γshock. For P ∈ {P1, P3}, we introduce the corner regions:
ΩP (σ) := {x ∈ Ω : dist(x, P ) ≤ σ}, ΩV (σ) := Ωp1(σ) ∪ Ωp3(σ).
Define
Γ′(σ) := {P ∈ Γshock : dist(P, P1) > σ, dist(P, P3) > σ},
Γ(σ) := Ω ∩ ( ∪P∈Γ′(σ) Bσ(P )),
where Bσ(P ) is a ball of radius σ centered at P . Hence, Γ(σ) is a region that is close to
Γshock, but does not contain corners P1 and P3.
We introduce the weighted norm
‖u‖ba := sup
σ>0
{
σa+b‖u‖a,Ω\(Γ(σ)∪ΩV (σ))
}
for any a > 0 and a+ b ≥ 0. (3.1)
The set of functions with finite norm ‖ · ‖ba is denoted by Cab (Ω).
We now prove the existence of a solution of Problem 2.1 in the following four subsections.
3.1. Regularized linear fixed boundary value problem. For a fixed ε ∈ (0, 1), we
consider the regularized operator Qε := Q + ε∆(ξ,η). The equation for p in the subsonic
region is
Qεp := (p− r2 + ε)prr + p+ ε
r2
pθθ +
p+ ε
r
pr +
1
p
(rpr)
2 − 2rpr = 0. (3.2)
Since the position of the free boundary is not known apriori, we impose a cut-off function
in (3.2). Let ζ(·) ∈ C∞(R) such that
ζ(s) =
{
s if s ≥ 0,
− ε
2
if s < −ε, (3.3)
and |ζ ′(s)| ≤ 1. We then consider the following modified governing equation:
Qε,+p :=
(
ζ(p− r2) + ε)prr + p+ ε
r2
pθθ +
p+ ε
r
pr +
1
p
(rpr)
2 − 2rpr = 0. (3.4)
We define the iteration set Rε for shock r(θ), which is a closed, convex subset of the
Ho¨lder space C1,α([θ3, θ1]) as follows:
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Definition 3.1. Let ri =
√
pi be the radius of the sonic circle Ci of state pi, i = 1, 2. The
iteration set Rε consists of elements r(θ) such that
(R1) r(θ1) = r(θ3) = r1;
(R2) r2 + δ ≤ r(θ) ≤ r1 for all θ ∈ [θ3, θ1];
(R3) 0 < r′(θ) ≤ r′(θ1) for θ ∈ (3pi2 , θ1], r′(θ3) ≤ r′(θ) < 0 for θ ∈ [θ3, 3pi2 ), and r′(3pi2 ) = 0.
In order to linearize the equation and the boundary conditions, we define a function space
W .
Definition 3.2. The function space W ⊂ C2(−γ1) consists of elements ω such that
(W1) p2 < pˆ
ε ≤ ω ≤ p1, ω(P2) = pˆε and ω = p1 on Γsonic;
(W2) max{‖ω‖α0 , ‖ω‖1+µ,Γ(d0)} ≤ K0;
(W3) ‖ω‖(−γ1)2 ≤ K1.
The values of γ1, α0, µ ∈ (0, 1), and constants d0, K0, and K1 will be specified later. The
function set W is clearly closed, bounded, and convex.
For a given r(θ) ∈ Rε, let Γεshock be the fixed shock defined by
Γεshock := {(r(θ), θ) : θ3 ≤ θ ≤ θ1}.
The nonlinear equation (3.2) and the boundary conditions (2.9)–(2.10) are now replaced
by the linearized equation:
Lε,+p =
(
ζ(ω − r2) + ε)prr + ω + ε
r2
pθθ +
ω + ε
r
pr +
r2ωr
ω
pr − 2rpr = 0, (3.5)
and the linearized oblique derivative boundary condition on Γεshock:
Bp := β1(ω)pr + β2(ω)pθ = 0, (3.6)
with ω ∈ W , and βi, i = 1, 2, given in (2.10). Because of the bound of (W1), equation (3.5)
is uniformly elliptic in Ω with ellipticity ratio depending on the Riemann initial data and
ε.
The other boundary condition is
p = p1 on Γsonic. (3.7)
Now we consider the following mixed-type boundary value problem for linear elliptic
equation.
Problem 3.1 (Linear fixed boundary value problem). Seek a solution p of the linear elliptic
equation (3.5), satisfying the derivative boundary condition (3.6) on given Γεshock and the
Dirichlet boundary condition (3.7) on Γsonic.
There have been several papers on the tangential oblique derivative problems for linear
equations; see [18, 22, 30, 33] and the references cited therein. However, we can not apply
them directly because the obliqueness of the derivative boundary condition fails at point
P2. The main point is to find a way to remove the degeneracy. We have the following result.
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Lemma 3.1 (Existence of solutions of Problem 3.1). Assume that Γεshock is given by r(θ) ∈
Rε for some α1 ∈ (0, 1), and ω ∈ W for given α0, γ1, d0, K0, and K1. Then there exist
γV , αΩ ∈ (0, 1) depending on ε, but independent of α1 and γ1, such that there is a solution
pε ∈ C1(Ω) ∩ C2,α(Ω′) ∩ Cγ(ΩV (d)) (3.8)
of Problem 3.1 for any α ≤ αΩ, γ ≤ γV , and d ≤ d0. Furthermore, solution pε satisfies the
following estimates:
‖pε‖γ,ΩV (d) ≤M1‖pε‖0 for any γ ≤ γV ,
‖pε‖2,α;Ω′loc ≤M2‖pε‖0 for any α ≤ αΩ,
where M1 is independent of K0 and K1, and M2 is independent of K1 but depends on K0.
Proof. It suffices to prove the local existence at point P2, where the obliqueness of the
derivative boundary condition fails. Let B be a sufficiently small neighborhood of P2 with
smooth boundary. Let Lσ be the line with σ–distance from point P2 upward. Let Ωσ be
the domain enclosed by ∂B, Γεshock, and Lσ. Now we consider the following boundary value
problem: 
Qε,+p = 0 in Ωσ,
Bp = 0 on ∂Ωσ ∩ Γεshock,
p = h on ∂B ∩ Ω,
p = pˆε on Lσ,
(3.9)
where h is a smooth function satisfying that pˆε < h ≤ p1. Following [28], there exists a
solution
pσ ∈ C(Ω ∩ Bˆ) ∩ C2,α(Ωσ ∩ Bˆ)
for a smaller neighborhood Bˆ of point P2. By the maximum principle, pσ converges locally
in C2(Ω ∩ Bˆ) to a solution p ∈ C2,α(Ω ∩ Bˆ) as σ → 0+.
Next we construct a barrier function to prove the continuity of p at P2. Define
u = pˆε + C(1− e−l(θ− 3pi2 )),
where C > 0 and l > 0 are specified later. For the equation, we have
Qε,+u = −Cl
2(u+ ε)
r2
e−l(θ−
3pi
2
) < 0.
It is direct to see that u ≥ pˆε on Lε. Choose C large enough such that
u ≥ sup |h| on ∂Bˆ ∩ Ω.
For the oblique derivative boundary condition along ∂Ωσ ∩ Γεshock, we find that
• (β1, β2) · ν > 0 and Bu > 0 for θ < 3pi2 ,
• (β1, β2) · ν < 0 and Bu < 0 for θ > 3pi2 ,
where ν denotes the outward normal to ∂Ωσ ∩ Γεshock. Thus, by the comparison principle,
we have
pˆε ≤ p ≤ u,
which implies that p is continuous at P2.
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Then we can follow the arguments in [20, 29] to prove the existence of a solution away
from point P2 and obtain the estimates near both points P1 and P3, and both boundaries
Γsonic and Γ
ε
shock\ΩP2(d). This completes the proof. 
Since the interior Schauder estimates can be further applied, any solution in C2,αloc (Ω
′)
is actually in C3loc(Ω). We next establish the Ho¨lder gradient estimate of the solution on
Γεshock.
Lemma 3.2. Assume that Γεshock is given by {(r(θ), θ)} with r(θ) ∈ Rε for some α1 ∈
(0, 1). Then there exists a positive constant d0 such that, for every d ≤ d0, any solution
pε ∈ C1loc(Ω ∪ Γshock) ∩ C3loc(Ω) of Problem 3.1 satisfies
‖pε‖1+µ,Γ(d)\ΩV (d0) ≤ C(ε, α1, µ, γ1, K0, K1)‖pε‖0 (3.10)
for any µ < min{α1, γ1}.
Proof. Away from a neighborhood Bd0(P2) of P2, we can employ Theorem 6.30 in [20] to
obtain (3.10) in Γ(d)\(∪i=1,2,3Bd0(Pi)). For the estimates near P2, we follow the technique
used in [6]. The main idea is that, for a given solution p of the linear problem (3.5)–(3.7),
we define
u =
p
1 + ‖Dp‖0 , z = Bu :=
2∑
i=1
βi(P )Diu.
Taking f(ζ) = f0ζ
µ for any µ < γ2, we can prove that ±f(ζ) are barrier functions for z on
Bd0(P2) ∩ Ω such that |z| ≤ f . The barrier functions lead to
|D(z + f)| ≤ ‖(z + f)‖1−µ1+γ2dµ−1 ≤ Cdµ−1 for d < d0,
which implies that ‖u‖1+µ ≤ C.
It follows from the interpolation inequality that
‖p‖1+µ ≤ C
(
1 + ‖Dp‖0
) ≤ C(1 + α‖p‖1,µ + Cα‖p‖0)
with small α > 0, so that (3.10) holds. Also see [6] for more details. 
3.2. Regularized nonlinear fixed boundary value problem. This subsection is de-
voted to the proof of the existence of solutions of the nonlinear equation (3.2) with a fixed
boundary r(θ) ∈ Rε. We have the following lemma.
Lemma 3.3. For each ε ∈ (0, 1), given rε(θ) ∈ Rε, there exists a solution pε ∈ C2,α−γ (Ω) of
equation (3.2) with conditions (2.9)–(2.10) for rε(θ) and (3.7) such that
p2 < p
ε ≤ pε < p1, pε > r2 in Ω. (3.11)
Moreover, for some d0 > 0, p
ε(r, θ) satisfies
‖pε‖γ,Γ(d0)∪ΩV (d0) ≤ K1, (3.12)
where γ and K1 depend on ε, γV , and K, but independent of α1.
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Proof. For simplicity, we suppress the ε–dependence in the proof. Using the Ho¨lder gradient
bounds for the linear problem, we establish the existence results for the nonlinear fixed
boundary problem via the Schauder fixed point theorem.
For any function w ∈ W , we define a mapping
T : W ⊂ C2(−γ1) → C2(−γ1) (3.13)
by Tw = p, where p is the solution of the linear regularized fixed boundary value problem
(3.5)–(3.7) solved in Lemma 3.1. It is direct to see that T maps W into a bounded set in
C2(−γv), where γv is determined in Lemma 3.1. Since γv is independent of γ1, we may take
γ1 =
γv
2
so that T (W) is precompact in C2(−γ1).
Next, we show that T maps W into itself. First, (W1) is satisfied by the boundary
conditions and the maximum principle. (W2) is satisfied by the standard interior and
boundary Ho¨lder estimates for elliptic equations. In order to prove that p satisfies (W3),
it suffices to prove that there exists K > 0 such that
sup
σ>0
(
σ2−γ1‖p‖2,Ω\(Γ(σ)∪ΩV (σ))
)
< K, (3.14)
under the condition that ‖w‖(−γ1)2 ≤ K. Lemma 3.2 implies that
d2−γ1‖p‖2 ≤ d1−γ1+µC for all d ≤ d0,
where C depends on K, α1, and γ1. Moreover, by the interpolation inequality, we can
obtain
d2−γ1‖p‖2 ≤ KV for all d < dV ,
where γ1 =
γV
2
, and KV is independent of K. Therefore, we can choose sufficiently small
dˆ ≤ min{d0,dV }
2
such that
dˆ1−γ1+µC ≤ K.
For domain Ω\(Γ(σ)∪ΩV (σ)) with σ > dˆ, the solution is smooth, and its C2–norm bound
is independent of K by the uniform Ho¨lder estimate. Therefore, (3.14) is satisfied, and
parameters K, K0, and α0 defining W have been chosen such that T maps W into itself.
Finally, by the Schauder fixed point theorem, there exists a fixed point p such that
Tp = p ∈ C2(−γ1).
Then p is a solution as required. 
3.3. Regularized nonlinear free boundary value problem. We now prove the exis-
tence of a solution of the regularized free boundary problem (3.2), (2.9)–(2.10), and (3.7).
For each r(θ) ∈ Rε, using the solution, p, of the nonlinear fixed boundary problem given
by Lemma 3.3, we define the map, J , on Rε:
r˜ = Jr :=
r1 +
∫ θ
θ1
g(r(s), s, p(s, r(s)))ds for θ ∈ [3pi
2
, θ1),
r1 +
∫ θ3
θ
g(r(s), s, p(s, r(s)))ds for θ ∈ (θ3, 3pi2 ].
(3.15)
First, we check that J maps Rε into itself. Property (R1) follows from (3.15). By the
definition of g and r2(3pi
2
) = p, property (R3) holds. In order to prove property (R2), we
need to make clear the position of the diffracted shock as a free boundary.
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There are three possibilities for the position of the diffracted shock Γshock:
(i) r2 < r(θ) ≤ r1 for all θ ∈ [θ3, θ1];
(ii) There exists θ∗ > 0 such that r(θ∗) = r2 for all θ ∈ [3pi2 − θ∗, 3pi2 + θ∗], and r2 < r(θ)
for all θ ∈ [θ3, 3pi2 − θ∗) ∪ (3pi2 + θ∗, θ1];
(iii) r(3pi
2
) = r2, and r2 < r(θ) ≤ r1 for all θ ∈ [θ3, θ1]\{3pi2 }, where ri =
√
pi, and θi are
the θ−coordinates of point Pi, i = 1, 2, 3.
Let
d = dist{C2,Γshock} = |OP2| − r2.
Proposition 3.1. Let (p, r) be the solution of the regularized boundary problem (3.2), (2.9)–
(2.10), and (3.7). Then d ≥ δ > 0 for some constant δ > 0 depending on the Riemann
initial data, when ε > 0 is sufficiently small. This means that cases (ii)–(iii) do not occur,
so that the diffracted shock does not meet the sonic circle {r = r2}.
Proof. We first prove (ii) via the method of contradiction. For θ0 ∈ [3pi2 − θ∗, 3pi2 + θ∗], let
N be a small interior neighborhood of the point (r2, θ0) ∈ Γshock. We now prove that the
optimal regularity of p in N near Γshock is C1/2.
1. We introduce the barrier function
w(r, θ) = p2 + A1(r2 − r) 12 −B1(r2 − r)β +D1(θ − θ0)2,
where A1, B1, D1 > 0, and β ∈ (12 , 1) will be specified later. Let
Qw := (p− r2 + ε)wrr + p+ ε
r2
wθθ +
p+ ε
r
wr +
1
p
(rwr)
2 − 2rwr (3.16)
and let Qˆw be obtained by replacing the coefficient of wrr in Qw by w − r2, that is,
Qˆw := Qw + (w − p− )wrr.
A direct calculation yields
Qˆw =
(
(
1
4
− β2)A1B1(r2 − r)β− 32 +O1
)
− A
2
1
4p
(p− r2)(r2 − r)−1
+
(
B21β(2β − 1)(r2 − r)2β−2 +O2
)
+
(
− A1D1
4
(r2 − r)− 32 (θ − θ0)2 +O3
)
,
where
O1 =
p− r2
p
A1B1β(r2 − r)β− 32 + A1(2r
2 − p)
2r
(r2 − r)− 12 + p− 2r
2
r
B1β(r2 − r)β−1
− (p2 − r2)
(A1
4
(r2 − r)− 32 +B1β(β − 1)(r2 − r)β−2
)
+
2pD1
r2
,
O2 = −B
2
1β
2
p
(p− r2)(r2 − r)2β−2,
O3 = B1D1β(1− β)(r2 − r)β−2(θ − θ0)2.
Notice that there exists α ∈ (0, 1
2
) such that p− r2 ≤ (r2 − r)α. Then∣∣∣∣−A214p (p− r2)(r2 − r)−1
∣∣∣∣ ≤ C(p1, p2)A21(r2 − r)α−1.
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Choose β such that β − 3
2
< α− 1, i.e., α > β − 1
2
so that
(β2 − 1
4
)A1B1(r2 − r)β− 32 > 3C(p1, p2)A21(r2 − r)α−1,
which implies
B1 > A1C(p1, p2, β)(r2 − r)α−β+ 12 . (3.17)
On the other hand, if r2 − r is small enough,
3B21β(2β − 1)(r2 − r)2β−2 < (β2 −
1
4
)A1B1(r2 − r)β− 32 ,
which implies
A1 >
3β(2β − 1)B1
β2 − 1
4
(r2 − r)β− 12 . (3.18)
We can choose A1 and D1 such that
w(r, θ) > p2 +
A1
2
(r2 − r) 12 +D1(θ − θ0)2 > p on ∂N \ {r = r2}. (3.19)
Moreover, we see that
w(r, θ) = p2 +D1(θ − θ0)2 ≥ p on ∂N ∩ {r = r2}, (3.20)
which implies that
w(r, θ) ≥ p on ∂N . (3.21)
On the other hand, we take B1 sufficiently small such that (3.17)–(3.18) hold. Finally
we have
Qˆw < 0 in N .
Moreover, for sufficiently small r2 − r,
∂rrw(r, θ) = −1
4
A1(r2 − r)− 32 +B1β(1− β)(r2 − r)β−2 < 0.
Now assume that there exists a non-empty open subset N1 = {(r, θ) ∈ N , p > w} ⊂ N .
By the continuity of function p − w, there exist a maximum point P∗ ∈ N1 and a small
neighborhood Nˆ1 ⊂ N1 such that
p− w >  on Nˆ1,
when ε > 0 is sufficiently small. Then
Q(p−w) = Qp− Qˆw+ (Qˆw−Qw) = −Qˆw+ (w− p− ε)wrr ≥ −Qˆw > 0 in Nˆ1; (3.22)
in particular,
Q(p− w)(P∗) > 0 in Nˆ1. (3.23)
On the other hand, at the maximum point P∗ ∈ Nˆ1, the structure of operator Q leads to
Q(p− w)(P∗) ≤ 0,
which is a contradiction to (3.23), so that the open subset N1 ⊂ N must be empty. Thus,
p ≤ w in N .
2. Next we take
v(r, θ) = p2 + A2(r2 − r) 12 +B2(r2 − r)β −D2(θ − θ0)2,
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where A2, B2, D2 > 0 and
1
2
< β < 1. Then
Qˆv =
(
(β2 − 1
4
)A2B2(r2 − r)β− 32 +O1
)
− A
2
2
4p
(p− r2)(r2 − r)−1
+
(
B22β(2β − 1)(r2 − r)2β−2 +O2
)
+
(A1D1
4
(r2 − r)− 32 (θ − θ0)2 +O3
)
,
where
O1 = −p− r
2
p
A2B2β(r2 − r)β− 32 + A2(2r
2 − p)
2r
(r2 − r)− 12 + 2r
2 − p
r
B2β(r2 − r)β−1
− (p2 − r2)
(A2
4
(r2 − r)− 32 +B2β(1− β)(r2 − r)β−2
)
− 2pD2
r2
,
O2 = −B
2
2β
2
p
(p− r2)(r2 − r)2β−2,
O3 = −B2D2β(1− β)(r2 − r)β−2(θ − θ0)2.
Similarly, there exists α ∈ (0, 1
2
) such that p− r2 ≤ (r2 − r)α. Then∣∣∣∣−A224p (p− r2)(r2 − r)−1
∣∣∣∣ ≤ C(p1, p2)A22(r2 − r)α−1.
Now we choose β such that β − 3
2
< α− 1, i.e., α > β − 1
2
. Then
(β2 − 1
4
)A2B2(r2 − r)β− 32 > 3C(p1, p2)A22(r2 − r)α−1,
which implies
B2 > A2C(p1, p2, β)(r2 − r)α−β+ 12 . (3.24)
On the other hand, if r2 − r is small enough,
3B22β(2β − 1)(r2 − r)2β−2 < (β2 −
1
4
)A2B2(r2 − r)β− 32 ,
which implies
A2 >
3β(2β − 1)B2
β2 − 1
4
(r2 − r)β− 12 . (3.25)
Let D2 be large enough such that p > v for some θ = θa, θb so that θ0 ∈ (θa, θb). We choose
r˜ < r2 such that
p > p2 + 2A2(r2 − r˜) 12 −D2(θ − θ0)2
≥ p2 + A2(r2 − r˜) 12 +B2(r2 − r˜)β −D2(θ − θ0)2 = v(r˜, θ),
where the second inequality holds, provided that B2
A2
≤ (r2 − r˜) 12−β. Moreover,
(p− v)|{r=r2} = D2(θ − θ0)2 ≥ 0 for θ ∈ (θa, θb),
which implies that
(p− v)|∂N˜ ≥ 0,
where N˜ = {r ∈ (r˜, r2), θ ∈ (θa, θb)}.
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On the other hand, we take B2 sufficiently small such that (3.24)–(3.25) hold. Then we
derive
Qˆv > 0 in N˜ .
Moreover, in N˜ ,
∂rrv(r, θ) = −1
4
A1(r2 − r)− 32 +B1β(1− β)(r2 − r)β−2 < 0.
Now assume that there exists a non-empty open subset N2 = {(r, θ) ∈ N˜ , p < v} ⊂ N˜ .
By the continuity of function p − v, there exist a minimum point P∗∗ ∈ N2 and a small
neighborhood Nˆ2 ⊂ N2 such that
p− v < − on Nˆ2
when ε > 0 is sufficiently small. Then
Q(p− v) = Qp− Qˆv + (Qˆv −Qv) = −Qˆv + (v − p− ε)vrr ≤ −Qˆv < 0 in Nˆ2; (3.26)
in particular,
Q(p− v)(P∗∗) < 0 in Nˆ2. (3.27)
On the other hand, at the minimum point P∗∗ ∈ Nˆ2, the structure of operator Q leads to
Q(p− v)(P∗∗) ≥ 0,
which is a contradiction to (3.27), so that the open subset N2 ⊂ N˜ must be empty. Thus,
p ≥ v in N˜ .
3. Combining Steps 1–2, we conclude that
a(r2 − r) 12 < p− p2 < A(r2 − r) 12 in N
for some constants a,A > 0, so that the optimal regularity of p near the sonic circle C2 is
C
1
2 .
4. Next we introduce the coordinates (x, y) = (r2 − r, θ) and denote ϕ := p − p2. We
scale ϕ in N such that
u(S, T ) =
1
S1/5
ϕ(S−
12
5 , y0 + S
− 14
5 T ) for (S−
12
5 , y0 + S
− 14
5 T ) ∈ N .
From the optimal regularity, it follows that
0 < a ≤ S 75u ≤ A
for some constants a,A > 0. From (2.5), we obtain the governing equation for u in the
(S, T )–coordinates
Qu = a11uSS + a12uST + a22uTT + b1uS + b2uT + c1u+ h.o.t = 0, (3.28)
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where
a11 = S
7
5u+ 2r2S
− 6
5 − S− 185 ,
a12 =
28T
5S
(
S
7
5u+ 2r2S
− 6
5 − S− 185 ),
a22 =
144
25
+
196T 2
S2
(
S
7
5u+ 2r2S
− 6
5 − S− 185 ),
b1 =
19
5S
(
S
7
5u+ 2r2S
− 6
5 − S− 185 )+ 12M
5S
11
5
(S 15u+ p2
M2
− 2
)
=: bˆ1S
−1,
b2 =
294T
25S2
(
S
7
5u+ 2r2S
− 6
5 − S− 185 )+ 168MT
25S
16
5
(S 15u+ p2
M2
− 2
)
=: bˆ2S
−2T,
c1 =
13
25S2
(
S
7
5u+ 2r2S
− 6
5 − S− 185 )+ 12M
25S
16
5
(S 15u+ p2
M2
− 2
)
=: cˆ1S
−2,
h.o.t =
M2S
2
5
S
1
5u+ p0
(
S(uS)
2 +
196
25
T 2
S
(uT )
2 +
1
25
u2
S
+
28
5
TuSuT +
2
5
uuS +
28
25
T
S
uuT
)
,
with M := r0 − S− 125 . According to the optimal regularity, we have
0 < C−1 ≤ a11, a12, a22, bˆ1, bˆ2, cˆ1 ≤ C, h.o.t.→ 0,
if S−1 and T are sufficiently small. Moreover, the eigenvalues of (3.28) are positive and
bounded so that (3.28) is uniformly elliptic for u in the (S, T )−coordinates.
Let x−10 < S < x
−2
0 with x0 small enough. Then, using Theorem 8.20 in [20], we conclude
ax
7
5
0 ≤ u(x−10 , 0) ≤ sup
x−10 ≤S≤x−20
u(S, T )
≤ C inf
x−10 ≤S≤x−20
u(S, T ) ≤ Cu(x−20 , 0) ≤ CAx
14
5
0 ,
where C is independent of x0. This implies that x
− 7
5
0 ≤ K for a bounded constant K > 0,
which is a contradiction if x0 is sufficiently small. Therefore, case (ii) can not occur.
It can be proved the impossibility of case (iii) similarly, so we omit the proof here. This
completes the proof. 
In order to use the Schauder fixed point theorem, we need further to prove that map J
is compact and continuous on Rε. Evaluating g(r, θ, p), we obtain the bound:
‖g‖γV /2 ≤ C(K1),
so that
‖r˜‖1+γV /2 ≤ C(K1),
where γV is independent of α1, the Ho¨lder exponent of space Rε. Thus, J(Rε) ⊂ C1+
γV
2 ,
and J(Rε) ⊂ Rε if α1 ≤ γV2 . We take α1 = γV3 to guarantee that J is compact. Furthermore,
assume that rm, r ∈ Rε and rm → r as m → ∞. Assume that pm is the solution of the
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nonlinear fixed boundary problem with shock Γshock defined by rm for each m. By the
standard argument (cf. [6]), we obtain that pm → p, which solves the problem for r. Then
g(rm(θ), θ, p(rm(θ), θ))→ g(r(θ), θ, p(r(θ), θ)) as m→∞,
which implies that Jrm → Jr as m → ∞. Therefore, the Schauder fixed point theorem
implies that J has a fixed point rε ∈ C1+ γV3 ([θ3, θ1]).
Together with the corresponding solution pε, we conclude the existence of a solution
(pε, rε) ∈ C2,α(−γ)(Ωε) × C1,α1([θ3, θ1]) of the regularized free boundary problem (3.2), (2.9)–
(2.10), and (3.7).
3.4. Existence of solutions of Problem 2.1. In this section, we prove that the limit of
(pε, rε) as ε→ 0 is a solution of Problem 2.1.
Lemma 3.4. There exists a positive function φ, independent of ε, such that
pε − (ξ2 + η2) ≥ φ in Ω\Γsonic, (3.29)
and φ→ 0 as dist((ξ, η),Γsonic)→ 0.
Proof. For X0 = (ξ0, η0) ∈ Ω and 0 < R < 1, denote
ζ(X) = 1− (ξ − ξ0)
2 + (η − η0)2
R2
for BR(X0) ∩ Γsonic = ∅.
We define
φ = δ0(ζ(X))
τ ,
where δ0 and τ are two positive constants. We can obtain a local uniform lower-barrier
pε − (ξ2 + η2) ≥ φ = δ0(ζ(X))τ in B 3
4
(X0) ∩ Ω,
where δ0 and τ are independent of ε. Moreover,
δ0 → 0 as dist((ξ, η),Γsonic)→ 0,
so does φ. See [6, 9] for more details. 
The uniform lower bound of pε − (ξ2 + η2), independent of ε, implies that the governing
equation is locally uniform elliptic, independent of ε. Thus, we can apply the standard
local compactness arguments to obtain the limit, p, locally in the interior of the domain.
Theorem 3.1. There exist functions r(θ) ∈ C1([θ3, θ1]) and p ∈ C2,αloc (Ω) ∩ C(Ω) such that
rε → r in C([θ3, θ1]), pε → p in C2,αloc (Ω),
and (p, r) is a solution of the free boundary value problem, Problem 2.1.
Proof. We have obtained the estimate:
‖rε(θ)‖C1([θ3,θ1]) ≤ C,
where C is independent of ε. Then, by the Arzela-Ascoli theorem, there exists a subsequence
converging uniformly to a function r(θ) in Cα([θ3, θ1]) as ε → 0, for any α ∈ (0, 1). By
the local ellipticity and the standard interior Schauder estimate, there exists a function
p ∈ C2,αloc (Ω) such that pε → p in any compact subset, contained by Ω\(Γsonic ∪ Γshock),
satisfying that Qp = 0.
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Since the shock does not meet the sonic circle of state p2, p
ε > p2. Thus, we have the
uniform ellipticity, and the uniform negativity of β · ν locally. Thus, we can pass the limit
to obtain that p ∈ C1,α,
Bp = 0 on Γshock,
and r′(θ) = g(r(θ), θ). Therefore, the limiting vector function (p, r) is a global solution of
Problem 2.1. 
The property of Γshock is stated as follows:
Proposition 3.2. For the free boundary Γshock = {(ξ, η(ξ)) : ξ3 < ξ < ξ1} with ξ3 and ξ1
as the ξ–coordinates of points P3 and P1 respectively,
η(ξ) ∈ C2(ξ3, ξ1),
and η(ξ) is strictly convex for ξ ∈ (ξ3, ξ1).
Proof. Define
F (ξ, η) = ξ2 + η2 − r2(θ(ξ, η)) = 0 on Γshock.
Then
Fη|ξ=0 = (2η − 2rr′θη)|ξ=0 = 2η(0) 6= 0. (3.30)
By the implicit function theorem, there exists η = η(ξ) such that (3.30) holds locally on
Γshock near ξ = 0. Hence, there exists ξ > 0 such that (ξ, η(ξ)) ∈ Γshock for 0 < |ξ| ≤ ξ.
Recall that
η′(ξ) = f(ξ, η(ξ), p) =
ξη +
√
p (ξ2 + η2 − p)
ξ2 − p .
Then
η′′(ξ) = fξ + η′fη + fp p′.
Notice that
fξ =
η
ξ2 − p +
ξ p
(ξ2 − p)√p (ξ2 + η2 − p) − 2ξ
(
ξη +
√
p (ξ2 + η2 − p))
(ξ2 − p)2 ,
fη =
ξ
ξ2 − p +
η p
(ξ2 − p)√p (ξ2 + η2 − p) .
Then fξ + η
′fη = 0. Thus, the sign of η′′ is determined by the signs of fp and p′. Since
∂f
∂p
=
(
η
√
p+ ξ
√
ξ2 + η2 − p)2
2(ξ2 − p)2√p (ξ2 + η2 − p) ,
we see that, for each ξ ∈ (0, ξ1), p′ > 0 and ∂f∂p > 0. Therefore,
η′′(ξ) ≥ 0 for ξ ∈ [0, θ1).
Similarly, it can be proved that
η′′(ξ) ≥ 0 for ξ ∈ (θ3, 0].
This implies that the shock curve η(ξ) is strictly convex in the self-similar coordinates. 
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4. Optimal Regularity near the Sonic Boundary
In this section, we first establish the Lipschitz continuity for the solution near the degen-
erate sonic boundary Γsonic.
Lemma 4.1. The solution, p(ξ, η) of Problem 2.1 is Lipschitz continuous up to the sonic
boundary Γsonic.
Proof. Since p ≤ p1 in Ω, it follows that
p− ξ2 − η2 < p1 − ξ2 − η2.
On the other hand, p− ξ2 − η2 > ξ2 + η2 − p1 in Ω. Then
|p− p1| ≤ |p− ξ2 − η2|+ |p1 − ξ2 − η2|
≤ 2 |p1 − ξ2 − η2| ≤ 4√p1
∣∣√p1 −√ξ2 + η2∣∣,
which implies that p is Lipschitz continuous up to the degenerate boundary Γsonic. 
Next, we want to show that the Lipschitz continuity is the optimal regularity for p across
the sonic boundary Γsonic, and at the intersection points P1 and P3. Since the problem is
symmetric, we consider only the right-half sonic circle for convenience.
For  ∈ (0, r1
4
), we denote the –neighborhood of the sonic boundary Γsonic within Ω by
Ω := Ω ∩ {(r, θ) : 0 < r1 − r < , θ1 < θ < pi
2
},
where we take θ1 ∈ (−pi2 , 0) if P1 is below the ξ–axis,
In Ω, we introduce the new coordinates:
(x, y) := (r1 − r, θ − θ1). (4.1)
Then
Γsonic := {(0, y) : 0 < y < pi
2
− θ1}, P1 = (0, 0).
We can take P1 as an interior point of Γ
ext
sonic, which is obtained by reflecting Γsonic with
respect to y = 0. Let
Q+r,R := {(x, y) : x ∈ (0, r), |y| < R} with R =
pi
2
− θ1.
Let ϕ = p1 − p. Then
ϕ > 0 in Q+r,R, ϕ = 0 on ∂Q
+
r,R ∩ {x = 0}. (4.2)
It follows from (2.5) that ϕ satisfies
Lϕ := (2r1x− ϕ+O1)ϕxx + (1 +O2)ϕyy + (r1 +O3)ϕx − (1 +O4)(ϕx)2 = 0 (4.3)
in Q+r,R, where
O1(x, ϕ) = −x2, O2(x, ϕ) = x(2r1 − x)− ϕ
(r1 − x)2 ,
O3(x, ϕ) =
2x2 − 3r1x+ ϕ
r1 − x , O4(x, ϕ) =
x2 − 2r1x+ ϕ
r21 − ϕ
.
(4.4)
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Lemma 4.2. There exist ε > 0 and k > 0 depending on the Riemann initial data such
that, for any solution p,
0 ≤ ϕ ≤ (2r1 − k)x for x ∈ (0, ε). (4.5)
Proof. We give the outline of the proof, which is similar to that for Lemma 9.6.4 in Chen-
Feldman [11]. We first define a smooth approximation to (ξ, η)→ dist((ξ, η),Γsonic), denoted
by g(ξ, η), and then consider the function: p− r2 − λg(ξ, η), where λ > 0 will be specified
later. According to the ellipticity principle, it can be proved that p− r2 − λg(ξ, η) cannot
attain a minimum in the interior of Ω.
Next, we turn to the shock boundary. Suppose that p−r2−λg(ξ, η) achieves its minimum
at Pmin ∈ Γshock. Then
(p− r2)(Pmin) ≤ λg(Pmin) ≤ λC for some C > 0.
By the boundary condition (2.9)–(2.10), we can choose λ sufficiently small such that(
(β1, β2) · ∇(p− r2 − λg(ξ, η))
)
(Pmin) < 0,
which contradicts the Hopf maximum principle. Thus, p − r2 − λg(ξ, η) must attain its
minimum on Γsonic, which implies that
p− r2 ≥ λ dist((ξ, η),Γsonic) in Ω. (4.6)
It is clear that ϕ ≥ 0. Combining with (4.6), we can derive
λx ≤ λ dist((ξ, η),Γsonic) ≤ p− (r1 − x)2 = −ϕ+ 2r1x− x2.
This lemma can be proved by taking k = λ
2
. 
According to (4.5), we derive that Oi(x, ϕ), i = 1, · · · , 4, are continuously differentiable
and satisfy
|O1(x, y)|
x2
+
|Ok(x, y)|
x
+
|DO1(x, y)|
x
+ |DOk(x, y)| ≤ N for k = 2, 3, 4, (4.7)
for some N > 0 depending on the Riemann initial data. Then the leading terms of equation
(4.3) form the following equation:
(2r1x− ϕ)ϕxx + ϕyy + r1ϕx − ϕ2x = 0, (4.8)
which is uniformly elliptic in every subdomain {x > δ} with δ > 0.
Lemma 4.3. Let ϕ ∈ C2(Q+r,R) ∩ C(Q+r,R) be the solution of equation (4.3) with condition
(4.2). Then, for any α ∈ (0, 1) and |y| < R
2
,
ϕ ∈ C1,α(Q+r/2,R/2), ϕx(0, y) = r1, ϕy(0, y) = 0. (4.9)
Proof. The proof is similar to that in Bae-Chen-Feldman [2], and we only list the major
procedure and the points of difference here.
1. By constructing barrier functions and the maximum principle for strictly elliptic
equations, we can prove that ϕ = p1 − p has a positive lower bound, i.e., there exist r̂ > 0
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and µ > 0, depending on the Riemann initial data and infQ+
r̂,R
∩{x> r̂
2
} ϕ, such that, for all
r ∈ (0, r̂
2
],
ϕ ≥ µr1x in Q+r, 15R
16
.
2. We can now obtain more precise estimates for ϕ near the sonic boundary:
|ϕ(x, y)− r1x| ≤ Cx1+α in Q+r̂, 7R
8
for any α ∈ (0, 1) and some constant C depending on r̂, R, α, and the Riemann initial data.
To achieve this, we denote W (x, y) := r1x − ϕ(x, y) and introduce a cutoff function
ζ(s) ∈ C∞ such that
ζ(s) =
{
s for s ∈ (−r1, r1),
0 for s ∈ R\(−r1 − 1, r1 + 1).
(4.10)
Then W (x, y) satisfies the following equation:
x
(
r1 + ζ(
W
x
) +
O1
x
)
Wxx +
(
1 +O2
)
Wyy −
(
r1 −O3 + 2r1O4
)
Wx + (1 +O4)W
2
x
= r1O3 − r21O4, (4.11)
where Oi, i = 1, · · · , 4, are given in (4.4).
Next, for fixed z0 = (x0, y0) ∈ Q+r/2,R/2, we define
W (z0)(S, T ) =
1
x1+α0
W (x0 +
x0
8
S, y0 +
√
x0
8
T ) for (S, T ) ∈ Q1,
where Q1 = (−1, 1)2. By estimating the coefficients carefully, we can show that equation
(4.11) is uniformly elliptic with ellipticity constants independent of z0. Then, by Theorem
A.1 in Chen-Feldman [10], we can derive
‖W (z0)‖C2,α(Q1/2) ≤ C
(
r1r
−α + r1−α
)
=: Ĉ,
where C depends only on the data and α. Thus, we have
|DixDjyW (x0, y0)| ≤ Cx2+α−i−j/20 for all (x0, y0) ∈ Q+r/2,R/2, 0 ≤ i+ j ≤ 1,
which implies that DW (0, y) = 0. This completes the proof. 
The following lemma states the regularity of solutions near the interior of the sonic
boundary.
Lemma 4.4. Let p ∈ C2,α(Ω) ∩ C(Ω) be a solution of Problem 2.1 satisfy that
p2 < p < p1, r
2 < p in Ω.
Then p cannot be C1 across the degenerate sonic boundary Γsonic.
Proof. Suppose that p is C1 across Γsonic, so is ϕ = p1 − p. Since ϕ ≡ 0 in the supersonic
domain ({ξ ≤ ξ1}\Ω) ∩ Γsonic, it follows that
Dϕ(0, y) = 0 for any (0, y) ∈ Γsonic.
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On the other hand, for (0, y0) ∈ Γsonic and small r, R > 0,
Qˆ+r,R := {(x, y) : x ∈ (0, r), |y − y0| < R} ⊂ Ωε.
Since (4.3) is invariant under the transformation (x, y) → (x, y − y0), we can let (0, y0) =
(0, 0) so that Q+r,R ⊂ Ωε. From the proof of Lemma 4.3, there exist r, µ > 0 such that
ϕ ≥ µr1x in Q+r,15R/16,
which contradicts to Dϕ(0, y) = 0. 
For the regularity near the interaction points P1 and P3, we have the following result.
Lemma 4.5. Let p be the solution of Problem 2.1 and satisfy the properties that there exists
a neighborhood N (Γsonic) such that, for ϕ = p1 − p,
(i) ϕ is C0,1 across the degenerate boundary Γsonic;
(ii) There exists µ0 > 0 such that, in the (x, y)–coordinates,
0 ≤ ϕ ≤ (2r1 − µ0)x in Ω ∩N (Γsonic);
(iii) There exist 0 > 0, ω > 0, and y = f(x) ∈ C1,1([0, 0]) such that
Γshock ∩ ∂Ω0 = {(x, y) : x ∈ (0, 0), y = f(x)},
Ω0 =
{
(x, y) : x ∈ (0, 0), f(x) < y < pi
2
− θ1
}
,
∂f
∂x
≥ ω > 0 for x ∈ (0, 0).
Then both limits, lim
(ξ,η)→P1
(ξ,η)∈Ω
Drϕ and lim
(ξ,η)→P3
(ξ,η)∈Ω
Drϕ, do not exist.
Proof. We prove this assertion by contradiction as in Bae-Chen-Feldman [2].
We choose two different sequences of points converging to P1 and show that the two
limits ϕx along the two sequences are different, which reaches to a contradiction.
We first take a sequence close to Γsonic. Let {ym}∞m=1 be a sequence such that ym ∈
(0, pi
2
− θ1) and lim
m→∞
ym = 0. By (4.9), there exists xm ∈ (0, 1m) such that
|ϕx(xm, ym)− r1| < 1
m
.
Then we see that (xm, ym) ∈ Ω, lim
m→∞
(xm, ym) = 0,
lim
m→∞
ϕx(xm, ym) = r1, lim
m→∞
ϕy(xm, ym) = 0. (4.12)
We now construct the second sequence close to Γshock. Suppose that the limit, lim
(ξ,η)→P1
(ξ,η)∈Ω
Drϕ,
exists. Then
lim
x→0
ϕ(x, f(x)) = ϕ(0, 0) = 0.
From Lemma 4.3, it follows that
lim
x→0
ϕy(x, f(x)) = 0.
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We rewrite the boundary conditions (2.9)–(2.10) for ϕ in the (x, y)–coordinates as
β̂1ϕx + β̂2ϕy = 0.
It is direct to see that there exists λ > 0 such that β̂1 > λ and |β̂2| ≤ 1λ on Γshock ∩ ∂Ω.
Then
|ϕx(x, f(x))| ≤ K|ϕy(x, f(x))| for some K > 0,
which implies that limx→0 ϕx(x, f(x)) = 0.
Denote H(x) := ϕ(x, f(x) + ω
2
x). Then there exists {xk}∞k=1 with xk ∈ (0, 0) such that
lim
k→∞
xk = lim
k→∞
H ′(xk) = 0.
Moreover, since
H ′(x) = ϕx(x, g(x)) + ϕy(x, g(x))g′(x),
with g(x) = f(x) + ω
2
x and |g′| ≤ K, it follows that, for (xk, g(xk)) ∈ Ω,
lim
k→∞
ϕx(xk, g(xk)) = 0. (4.13)
It yields that, along sequence (xk, g(xk)), the limit of ϕx(x, y) is 0. Combining with (4.12),
we conclude that ϕx(x, y) does not have a limit at P1 from Ω. Similarly, we can prove that,
as a sequence {(ξi, ηi)}∞i=1 ⊂ Ω tends to P3, the limit of Drϕ does not exist. This completes
the proof. 
5. Existence and Regularity of Global Solutions of the Pressure
Gradient System
In Theorem 2.1, we have constructed a global solution p of the second order equation
(2.4) in Ω, which is piecewise constant in the supersonic region. Moreover, we have proved
that p is Lipschitz continuous across the degenerate sonic boundary Γsonic from Ω to the
supersonic region.
To recover the velocity components u and v, we consider the first two equations in (2.1).
We can write these equations in the radial variable r as
∂u
∂r
=
1
r
pξ,
∂v
∂r
=
1
r
pη,
and integrate from the boundary of the subsonic region toward the origin. It is direct to
see that (u, v) are at least Lipschitz continuous across Γsonic. Furthermore, (u, v) have the
same regularity as p inside Ω except origin r = 0. However, (u, v) may be multi-valued at
origin r = 0.
In conclusion, we have
Theorem 5.1. Let the Riemann initial data satisfy (1.5). Then there exists a global solution
(u, v, p)(r, θ) with the free boundary r = r(θ), θ ∈ [θ3, θ1], such that
(u, v, p) ∈ C2,α(Ω), p ∈ Cα(Ω), r ∈ C2,α((θ3, θ1)) ∩ C1,1([θ3, θ1]),
and (u, v, p) are piecewise constant in the supersonic region. Moreover, the global solution
(u, v, p) with the free boundary r = r(θ) satisfies the following properties:
(i) p > p2 on Γshock; that is, shock Γshock does not meet the sonic circle of state p2;
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(ii) The shock, Γshock, is strictly convex in the self-similar coordinates;
(iii) The solution, (u, v, p), is C0,α up to the sonic boundary Γsonic and Lipschitz contin-
uous across Γsonic;
(iv) The Lipschitz regularity of both solution (u, v, p) across Γsonic from the subsonic region
Ω and shock Γshock across points {P1, P3} is optimal.
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