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We consider Renyi distances which are representing Hellinger integrals and Kullback-Liebler 
divergences. Basic functional properties are established for these and other convex distances. We 
evaluate RCnyi distances for distributions of regular Markov processes. They are shown to be 
proportional to Fisher informations of corresponding Markov kernels. Rate of discrimination 
between two regular Markov processes is investigated using the RCnyi distances. In particular, 
asymptotic formulas are established for the second kind error of Neyman-Pearson tests, and for 
the mixed error of Bayes tests. 
AMS 1980 Subject Classifications: Primary 62F05; Secondary 62F15 
Hellinger integral * Kullback-Liebler divergence * Renyi distance * discrimination of Markov 
processes * testing of hypotheses about diffusion processes 
1. Introduction 
-qnsider a > 0 and probability measures P, Q on a measurable space (ST, 33). 
we denote finitely ~a;_& versions of Radon-Nikodym derivatives of P 
.‘n respect to a dominating a-finite measure p. In accordance with Hellinger 
(1909), Hahn (1912) and Liese and Vajda (1987) we consider Hellinger integrals 
r 
co if a>l, PjzQ, 
H(a) = H(u 1 P, Q) = 
I 0 
! 
a 
dQ otherwise. 
(1.1) 
1P4>OI 4 
Hereafter we are interested in Hellinger integrals for a # 1. We define Renyi 
distances 
R(u) = R(u (P, Q) = 
(u-l)-’ In H(u) if a # 1, 
I(P II 0) ifu-l 
(1.2) 
(cf. Bhattacharyya, 1946; Renyi, 1961; Liese and Vajda, 1987), where 
(“0 if P-#Q, 
I(P II Q) = 
i, 
P In P d Q otherwise, 
(1.3) 
(P4>OI 9 4 
is the I-divergence of Kullback-Liebler. 
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We see that the function R(a) represents an important family of distances of 
probability measures: all Hellinger integrals for a # 1 and the Z-divergence. It follows 
from (2.11), (2.14) and (2.15) in Liese and Vajda (1987) that this function takes on 
values in the topological space [0, CO] and is nondecreasing. It is null at some 
a E (0, 1) iff P = Q in which case it is null everywhere. It is infinite at some a E (0, 1) 
iff PI Q in which case it is infinite everywhere. It is continuous from left so that, 
in particular, 
l$l R(u) = R(1). (1.4) 
It is continuous on the subdomain (0, sup{u > 01 R(u) <CO}) c (0, CO), where the 
upper bound is at least 1 unless PI Q. 
In this paper we present general functional properties of RCnyi distances. In fact, 
we present these properties for a wider class of distances f( P 11 Q) defined by means 
of real valued functions f(y) convex or concave on (0, co). 
We further present a method of evaluation of distances f( P 11 Q) in general, and 
of RCnyi distances R(u) in particular, when P, Q are probability measures induced 
by two stochastic processes on the Kolmogorov product sample space (2, 3). 
Applying this method we evaluate R(u) for certain Markov processes. 
The obtained explicit formulas for R(u) are then substituted to generalized 
versions of discrimination-rate theorems of Chernoff and Stein obtained in Vajda 
(1989). This immediately yields the error asymptotics for most powerful tests of 
level cu, and for Bayes tests, when simple hypothesis concerning a regular Markov 
process is tested against a simple alternative. 
2. f-divergences 
Let f(y), y E (0, a), be real valued, continuous and convex, and let cp, (u, u), U, u 3 0, 
be an extension of vf (u/ v), u, z, > 0, defined by 
(Pr(u, u) = 1 vf (0) if u=O, O<v<oo, uf(o0)/00 if v=O, OGu<co, (2.1) 
where, here and in the sequel, 
f(O) =!$f”L f(a)la= ;,i_mm(f(Y)lY), o.co=o. (2.2) 
It is easy to verify (cf. Liese and Vajda, 1987) that cp1( U, v) is bounded below by 
(U - v)f:( 1) + vf( 1) where j”:(y) is the right-hand derivative off at y. Thus there 
exists the integral 
(2.3) 
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with values in (-CO, 001, called f-divergence of P and Q. In the cited book it is shown 
that the f-divergence is not depending on the dominating measure p and that 
.fU’/lQ~=~ -f(f) dQ + Q(P = Ol.00) + P(q = O).f(~)I~ (2.4) 
(PY>~~) 
and, for arbitrary constant c, 
(.f+ c)(P II 0) =f(p II Q)+ c. (2.5) 
By (1.3) and (2.4), R(1) is thef-divergence for&) =y lny. By (1.1) and (2.4), 
H(a), a Z= 1, are S-divergences for f(y) =y”, and H(a), 0~ a < 1, are minus f- 
divergences for f(y) = -y”. Hence, by (1.2), the Rtnyi distances R(a), a f 1, are 
increasing continuous functions of certainf-divergences. Therefore the basic proper- 
ties of all Renyi distances R(a), a 10, follow directly from the properties of 
f-divergences listed below. 
If f(y) = c,y + c2, then the f-divergence is constant c, + cz. In view of this and 
(2.5), we may assume that f(y) is nonaffine with f( 1) = 0. The proofs of assertions 
that follow can be found in Liese and Vajda (1987) and in Vajda (1989). 
(1) Range of values. It holds O<f( P II Q) of +f(m)/co where the left-hand 
equality takes place if P = Q and the right-hand equality takes place if PI Q. If 
f(y) is strictly convex at y = 1 then f( P 11 Q) = 0 only if P = Q. If f(0) +f(co)/oo is 
finite then it equals f( P (I Q) only if PI Q. 
(2) Monotonicity. If P,, and Q,, are restrictions of P and Q on a sub-r-algebra 
%c 3 then f(P,, II QJ s_f(p II 0) w h ere the equality takes place if P&, is sufficient 
for (P, Q). If f(y) is strictly convex everywhere and f( P II Q) <cc then the above 
equality implies the sufficiency of &. 
(3) Continuity. The f-divergence is lower semicontinuous on the product topo- 
logical space P x P where P is the space of all probability measures on (Z’, 33) with 
the total variation topology. If f(0) +S( ~0 00 is finite then continuity holds. )/ 
(4) Structural continuity. Let 3, for t from a directed set fl be increasing sub-u- 
algebras of CB the union of which generates 3 and let P, and Q, be restrictions of 
P and Q on 3,. Then limnf( P, II Q,) =f( P I( Q). 
(5) Finite approximation. f( P II Q) is the least upper bound of the f-divergences 
f(& II Q2,) = C cp,(P(~), Q(o)) De ‘, 
over the set of all finite %-measurable decompositions GZ of 2, where P9 and QF 
are the restrictions of P and Q on the subalgebra of S%3 generated by 58. 
3. Rbyi distances of random processes 
Let us consider 0 < T < co and two random processes X, = (X,(t) 10 s t s T), X2 = 
(X,(t)lOs ts T) inducing probability measures P and Q on the Kolmogorov 
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product space 
(% 3) = @r, %) = x (%I), 30,) 
rt[O,Tl 
where ([WC,), g3,,,) are Bore1 lines. The divergences or distances of P and Q are 
usually interpreted as divergences or distances of stochastic processes X, and X,. 
The following lemma is motivated by the fact that in some cases we can evaluate 
f-divergences, or RCnyi distances, of finite-dimensional distributions of stochastic 
processes. We consider for natural n the finite time subdomains 
7,={ti=iT/nJi=0,1 ,..., n}C[O, T]. 
The finite-dimensional distributions can be identified with restrictions P,, and Q,, 
of P and Q on product sub-a-algebras corresponding to the time subdomains 7,. 
Lemma 3.1. If the processes X, and X2 are stochastically continuous from the right, then 
fU’llQ)=~&f(PnllQJ 
whenever the limit exists. 
Proof. By the structural continuity in Section 2, 
F_%f(Pzk II QP) =f(P* II 0,) 
where P.+ and Q, are restrictions of P and Q on product sub-a-algebra corresponding 
to the dyadically rational time indices from [0, T]. Stochastic continuity implies 
that this sub-a-algebra is sufficient for {P, Q}. By the monotonicity (2) in Section 
2, tbi~ imp!ies ,f(P.+ )I Q*) = f(P II Q). Thus we have nrnved that the limit in Lemma 
3.1 equals f( P 11 Q) whenever the limit exists. 0 _ 
Corollary 3.1. For processes X, and X2 stochastically continuous from the right, 
R(alP, Q)=ii_m_R(alPn, OnI (3.1) 
for every a > 0 such that the limit exists. 
Proof. According to Section 1, each Renyi distance is a continuous increasing 
function of an f-divergence. Thus Lemma 3.1 implies the corollary. 0 
Kullback et al. (1987) evaluated Z(P II Q) = R( 11 P, Q) for various stochastic 
processes X, and X, as limits of Z(P, 11 Q,,) but the assertion of Lemma 3.1 for 
f(y) = y In y is missing there. Corollary 3.1 provides the possibility of formally 
justifying some of the results presented there, and also of extending these results 
to Renyi distances for a # 1. 
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The method of evaluation of Renyi distances presented by Corollary 3.1 is 
applicable, at least in principle, to all stochastically continuous processes X, and 
X, with exponential finite-dimensional distributions, such as Gaussian or Poisson 
processes. To this end it suffices to take into account the explicit form of R(a 1 P,,, Q,,) 
for P,, and Q,, from the same exponential family, found in (2.22) of Liese and Vajda 
(1987). In particular, it follows from there that if PO-- N(p,, a*), Qo- N(p2, a*) 
where p,, p2 E [w, a2 > 0, then 
R(a I PO, 90) =&4(/-h - Pd/~)*. (3.2) 
Another domain of applicability of the method of evaluation of RCnyi distances 
presented in Corollary 3.1 are random processes X, and X, of the form 
Xj=mj+Y, j=l,2. (3.3) 
Let us assume that mj = ( mj( t) ) 0 c t s T) are continuous functions for which there 
exists a bounded measurable function m, : [0, T) + Iw such that 
m=m2-mm, (3.4) 
satisfies the relation 
m(t) - 4s) 
t-s 
+ m*(s) 
for t j, s uniformly for 0~ s < T. In order to ensure the continuity required by 
Corollary 3.1, we assume that the process Y = (Y(t) 10~ t s T) figuring in (3.3) is 
stochastically continuous from the right. In the present paper we assume that Y is 
a Markov process. 
4. Regular Markov processes 
We impose some regularity assumptions on the Markov process Y figuring in (3.3). 
Let cp be a positive probability density of [w with derivative cp’, regular in the sense 
that 
d,p(y)=dY+~h(Y~ 
e ’ 
YER, 8ER-{O}, 
satisfies the condition 
and 
d(y) dy = 0. (4.2) 
(4.1) 
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We shall assume that the transition probability density p(s, x; t, y) of the Markov 
process Y exists and equals 
1 Y-p(s, t)x-‘5% t) 
ds, t) cp fl(s, t) > ’ 
Oss<t<T, x,y~iW, 
where (T(s, t)>O. We shall also assume that the marginal probability density of 
Y(0) equals 
Y--PO 
;* - 2 ( ) YE& co 
where I,!I is a positive probability density on R, puo E R and u. > 0. The stochastic 
continuity of Y from the right takes place if for every 0 G s <CO and t J, s, 
P(S, t) + 1, 4% t) + 0, 5(s, t)+O. (4.3) 
We impose somewhat stronger restriction on ~(s, t) and a(s, t): There exist con- 
tinuous functions (Y : [0, T] + Iw and /3 : [0, T] + (0, co) such that for t J s, 
1 _Pu(S, t) 
+ a(s), 
a2(s t) 
t-s t-_S+ P2W, (4.4) 
uniformly for 0 s s < T. 
In the next theorem we use that, by (4.1), the Fisher information I(q) for the 
location family (cp(y+ 0) ( 0 E R) exists and is finite, i.e. 
and we put for brevity 
r(o; @=NalG(Y+CHY)), OER. (4.5) 
Theorem 4.1. If the Markov process (3.3) satisjies the above considered assumptions 
then 
R(a) = r(a; m(0)/ao)+~al(cp) 
a(t)m(t)+ m*(t) 
P(t) 
(4.6) 
Proof. In view of (1.3) it suffices to consider a # 1. The Markovian property of Y 
together with (3.3), (3.4) and the assumptions about p(.s, x; t, y) and Y(O), imply 
that the densities p;(x,, . . . , x,), j = 1, 2, of P,, = P,, and P2, = Qn coincide for all 
(x0,. . . , x,) E R”+’ with 
where 
A,(X)=mj(ti)+~i(x_m,(t;~,))+5i, XER, 
Pi=PLti-l, tt), a; = u(L,, t,), 5, = 5( tf-l 3 ti). 
(4.7) 
I. Vajda / Distance and discrimination 53 
Employing the substitutions 
XIJ-/-kI-W(O) xi -Air(xlPr) 
Y= and y= 9 i= 1,. . . , n, 
CO u, 
one obtains from (4.7) and from (1.1) the basic formula 
where 
and 
for 
I 
cc 
Ho= V(Y+ m(O)l~o)$'-“(~) dy _-or 
= exp{(a - l)r(a; m(O)/o,,)} (cf. (1.2) and (4.5)) 
x 
H, = cp”l(y+ e)cp'-"(Y) dy 
--c( 
(4.8) 
(4.9) 
(4.10) 
e = (1 -/.h)m(:,)-: Pi(dC) - m(Ll)) 
(4.11) 
u, 
Notice that the conditional Hellinger integrals Hi depend neither on the conditions 
xi_, nor on the parameters 5,. 
Let us start the second step of proof with the identity 
cPa(Y+~)=cpU(Y)(l+~(RY))a, &YER, 
where 
s(4 Y) = 
0 if 0 = 0, 
~(&cP(Y)/P(Y) if 0 f 0. 
By the Taylor formula, for every 8 # 0 and every y E R there exists w( 8, y) E R 
absolutely bounded by 1 such that 
(1 +s(& ~1)" = l+ ~N&P(Y)/P(Y)) -tat1 -a)e(A,cp(~)lcp(~))~ 
+ta(l -UK’- a)@(w(@ ~Md~)lcp(~))". 
From here and from (4.10) one obtains for all i = 1,. . , n, 
~Hi-l-u0,1,(~,)+&z(l-u)0f12(0i)~ 
~~u(l-u)(2-u)0;W(8,) 
where 
(4.12) 
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and 
if 0 # 0, 
zi(e)=z,(e)= w(e)=0 
if 0 = 0. From the regularity conditions (4.1) and (4.2) we deduce that for 6+0, 
The last step of proof is easy. By (4.4) and (4.11) there exists a sequence F,, 
tending to zero for which 
ef-(t,-ti-J 
c&)m(ti)+m*(ti)2 2 
PCti) >I < (ti - t,_,)q, = T&,/n, 
i=l,..., n. Since the integrand in (4.6) is bounded by assumption, it follows from 
here and from (4.12) and (4.13) that 
lim fi H, 
n-co i=, 
1 
-i~(l-~)Z(~)?~~i~,(ri-t.~,) 
( 
a(tilm(tz)+m*(til ' 
= exp 
P(C) >) 
7- 
= exp 1 
-$z(l -a)Z(cp) 
I( 
Q(t)m(t)+m*(t) 2dt 
0 P(h) > 1. 
The desired relation (4.6) follows directly from this result and from (4.8), (4.9) and 
(1.2). q 
Note that if 
G(y) = (2~))*” exp{-ty2}, 
then it follows from (3.2) and (4.5) that 
r(a; m(O)/cr,) =$a(m(0)/ao)2. 
(4.14) 
(4.15) 
5. Examples 
In this section we apply Theorem 4.1 to various diffusion processes. 
Example 5.1. Let Y in (3.3) be solution of the linear stochastic differential equation 
dY(t)=-A(t)Y(t)dt+B(t)dW(t) 
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where A : [0, T] + R and B : [0, T] + (0, a) are continuous, W = ( W(t) 10 c t s T) is 
the standard Wiener process, and let Y(0) - N(puo, at). 
It is easy to see that the covariance function R(s, t), 0 G s G t s T, of Y is given by 
R(s,t)=v(s)exp{-ls’A(u)du] 
where v(s) = EY2(s) = R(s, s) is equal for 0~ s G T to 
It follows from here that all assumptions of Theorem 4.1 hold for cp = tj given by 
(4.14) and for 
F(s, t)=exp{-/<‘A(u)du), a2(s, t)=u(t)-u(s)p2(s, t), 
53% t) = 0, a(t) = A(t), P(t) = B(t). 
Therefore in this case (4.6) reduces to 
R(a) =$.I (m(0)/cTJ2+ A(t)m(t)+m,(t) 
B(t) > I ’ dt (5.1) 
(cf. (4.4), (4.15)). 
Example 5.2. Let us consider the Wiener process W of Example 5.1 and a process 
2 = (Z(t) IO s t s T) having constant Z(0) > 0 and independent increments h 2 0 
with the density 
(s)“‘exp{-y}, OSs<tST. 
Finally, let Y in (3.3) be defined by 
Y(t)= W(Z(t)), 0s tc T, 
As shown in (7.9) of Chapter X of Feller (1966), the transition probability density 
of Y satisfies the assumption of Section 4 for the Cauchy density 
&+l.L 
7r 1+y2 
and for 
P(S, t) = I, a2(s, t)= t-s, [(s, t) = 0. 
We see that Y satisfies all assumption of Theorem 4.1 for a(t) = 0 and p(t) = 1 on 
[0, T], Z(p) =$, p,,= 0, ai= Z(O), and for the density $ given by (4.14). Therefore 
it follows from (4.6) and from (4.15) that in this case 
(5.2) 
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6. Rate of discrimination 
Let X = (X(t) ) 0 s t =S T) be an observable random process and let @ be the set of 
all tests cp :Iwr + [0, l] of the simple hypothesis H : X = X, against the simple alterna- 
tive K : X = X2 where X, and X2 are processes satisfying the assumptions of Theorem 
4.1. Denote 
Y(T)= 
cr(f)rn(t)+m*(t) z 
P(4) > 
dt (6.1) 
and suppose that 
lim y(T) = a. 
7-ecr 
Hereafter we consider a constant 0 < a < 1 and the errors of discrimination 
p,=inf (Iy)dQlqc@,jqdPGa}, il (6.2) 
Theorem 6.1. Ii holds that 
lim (&-)“Y’T)= exp{-fZ(q)} 
7-m 
and 
lim (E~)‘/~(~‘= exp{-$1(q)} 
F+cY 
(6.3) 
(6.4) 
(6.5) 
where I(p) is the Fisher ~nfor~at~o~ de~ned in Section 4. 
Proof. It follows from Theorem 4.1 that all assumptions of generafized theorems 
of Stein and Chernoff proved in Section 12 of Vajda (1989) are satisfied. The 
asymptotic relations (4.4) and (6.5) follow directly from these theorems. El 
We see from Theorem 6.1 that the asymptotic rate of discrimination between H 
and K is proportional to the Fisher information Z(p). 
Using more specific formulas for R(a) presented in examples of Section 5 one 
specifies better the function y(T) figuring in the asymptotic formulas for errors 
when testing the hypotheses figuring in these examples, and also the asymptotic 
rates of discrimination between these hypotheses. 
Let us note that the last three sections of the present paper extend or complete 
some of the results of Kolomietz (1987), Liese and Vajda (1987), Linkov (1981), 
Memin and Shiryayev (1985), Newman and Stuck (1979), Vajda (1989) and others 
cited there. 
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