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1. Inleiding 
Laplace heeft de waarschijnlijkheidsrekening genoemd: 
"het gezonde verstand teruggebracht tot een berekeningsmethode; 
het exact maken van zaken, die verstandige mensen intuïtief aanvoelen, 
zonder dat zij zich er volledig rekenschap van kunnen geven". Daar 
statistiek toegepaste waarschijnlijkheidsrekening is, slaat deze 
opmerking ook op de statistiek. Dit terugbrengen van natuurlijk 
slechts een gedeelte van het gezonde verstand tot een berekenings-
methode heeft echter niet alleen een meer exacte benadering, maar 
ook een verscherping tot gevolg. 
Deze benadering geeft uitkomst in gevallen waarin het gezonde 
verstand all één blijft twijfelen. 
Voorbeeld: Laten A en B twee middelen zijn om geelziek in hyacinten 
te bestrijden. Ter vergelijking van de bestrijdende werking gebruikt 
men zowel bij middel A als bij middel B 100 hyacintebollen. 
Vindt men nu als resultaat: 
(1) A 
B 
Gezond 
95 
20 
Ziek 
5 
80 
dan zal men, zonder daarbij berekeningen te hulp te roepen, concluderen, 
dat A beter werkt dan B. Men begrijpt zonder meer, dat een dergelijk 
resultaat niet verkregen zou zijn, indien B even goed of beter was 
geweest dan A. Indien men echter met een minder uitgesproken resultaat 
te maken heeft, wordt het moeilijker om tot een beslissing te komen. 
Stel bijvoorbeeld dat men beide middelen op 15 bollen heeft toegepast 
en dat men vindt: 
(2) A 
B 
Gezond 
15 
9 
- — — — — 
Ziek 
0 
6 
of (3) 
1
 " 
A 
B 
Gezond 
14 
9 
Ziek 
1 
6 
dan kan men zeker niet zonder meer zeggen, dat een dergelijk resultaat 
niet verkregen zou zijn, indien B even goed als A was. Immers door 
wat men gewoonlijk toevallige omstandigheden noemt, kan het aantal 
gezonde bollen bij B wel wat kleiner uitgevallen zijn dan bij A. 
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In dergelijke gevallen is een statistische bewerking van belang. 
Deze leidt hier tot het volgende resultaat: een uitkomst als (2), 
of een nog groter verschil tussen A en B, zal, als A en B even goed 
werken, gemiddeld slechts in minder dan 2 op de 100 experimenten 
van deze omvang voorkomen. Op grond hiervan kan men dus concluderen 
dat A het geel ziek beter bestrijdt dan B. Voor geval (3) vindt men 
echter, dat een dergelijk verschil in resultaat tussen A en B gemiddeld 
1 op de 12 keer gevonden zal worden (als A en B even goed werken). 
Dit is dus eigenlijk niets bijzonders; men kan op grond hiervan niet 
besluiten, dat A beter werkt dan B. 
Hier komen dus twee verschijnselen naar voren: 
a) Men kan met statistische hulpmiddelen soms tot beslissingen komen 
in gevallen, waarin men zonder die hulpmiddelen zou blijven twijfelen. 
b) Een kleine wijziging in de resultaten kan soms voldoende zijn om 
de conclusie sterk te beïnvloeden. 
Het feit dat kleine veranderingen in de resultaten (b.v. één gezonde 
plant meer of minder, zoals boven) de conclusie sterk kunnen beïnvloeden 
is een reden om zorgvuldig te experimenteren, om te voorkomen, dat 
dergelijke veranderingen zouden optreden door oorzaken, die met de te 
onderzoeken vraag niet te maken hebben. Om te zien op welke gevallen 
wij bedacht moeten zijn, zullen wij een meer volledige omschrijving 
van de waarschijnlijkheidsrekening moeten geven dan de bovenstaande 
van Laplace. 
Wij citeren er daarom een van J. Neyman: "De waarschijnlijkheidsrekening 
houdt zich bezig met de algemene vraag; hoe vaak het een of ander 
verschijnsel zal voorkomen in experimenten van gespecificeerde aard, 
waarbij het toeval een rol speelt". 
Wil men dan hierover iets kunnen zeggen, dan moet men iets weten 
over de werkwijze van het toeval bij deze experimenten. 
In ons voorbeeld van de twee middelen A en B: indien er niets gegeven 
is over de wijze van keuze van de twee groepen bollen, waarop A resp. B 
is toegepast, dan kan men zelfs aan de in schema (1) samengevatte 
resultaten geen betekenis toekennen. Immers dan is het (in een extreem 
gevali) mogelijk dat A alleen is toegepast op een cultivar met een 
grotere gevoeligheid voor geelziek dan een andere cultivar waarop B 
is toegepast. 
Dergelijke grove fouten in een proefopzet worden tegenwoordig niet zo 
vaak meer gemaakt, maar het zijn minder in het oog lopende, die echter 
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van dezelfde aard zijn, waar men nog voor op moet passen (zie 
hoofdstuk 2). 
Er zijn twee verschillende toepassingsmogelijkheden van de statistiek: 
1) als ontdekkingsmiddel (meestal oriënterende fase in onderzoek); 
2) als bewijsmiddel (meestal afrondende fase). 
Indien men een onderzoek doet, waarbij niét van te voren vaststaat, 
wat men precies wil trachten aan te tonen, mag men in de regel geen 
definitief resultaat verwachten, maar slechts aanwijzingen voor verder 
experimenteel onderzoek. Er kunnen namelijk bij een willekeurig 
onderzoek zoveel bijzonderheden optreden (ook van toevallige aard), 
dat men niet kan nagaan, hoe groot de kans is op het toevallige 
optreden van een of ander schijnbaar systematisch effect. Beschouwt 
men nu de waarnemingsresultaten en toetst men de bijzonderheden, die 
men erin ontdekt met statistische methoden, dan kan men met behulp 
van deze toetsen een indruk krijgen van de mate van bijzonderheid 
van de opgemerkte verschijnselen, maar alleen in extreme gevallen 
zal men de realiteit ervan bewezen kunnen achten. In de regel zal 
een herhaling van het onderzoek met een van te voren nauwkeurig 
omschreven doelstelling nodig zijn, om na te gaan of deze bijzondere 
verschijnselen de eerste keer toevallig zijn opgetreden of niet. 
Kortom, wenst men de statistiek te gebruiken bij een bewijsvoering, 
dan dient men de methode van experimenteren in overeenstemming te 
brengen met een van te voren geformuleerde vraagstelling en een van 
te voren gekozen wijze van statistische verwerking.' 
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2. Samenwerking onderzoeker - statisticus 
Op grond van argumenten, die in de inleiding reeds zijn genoemd, 
kan men concluderen dat nagenoeg elke onderzoeker ter ondersteuning 
van zijn onderzoek in een vroeg en/of later stadium de statistiek 
nodig heeft. 
In de statistiek is de z.g, variantie->analyse één van de meest 
gebruikte technieken. Doel ervan is de werking van verschillende 
invloeden op proefmateriaal van elkaar te onderscheiden en tot 
uitspraken daarover te komen. Het betreft hier zowel invloeden 
die men zelf bewust kan variëren, als invloeden die men niet in 
de hand kan nemen en die in zekere zin onvermijdelijk zijn. Juist 
omdat men in de landbouw en de biologische wetenschappen met van 
die onvermijdelijke en vaak onverklaarbare oorzaken van variatie 
te maken heeft, kon de variantie-analyse hier ontstaan en zo een 
grote vlucht nemen. Wisselwerking tussen analysemogelijkheden en 
de vorm waarin de proef geschiedt, is hier in grote mate aanwezig. 
Juist vanwege de belangrijkheid van deze wisselwerking is het 
noodzakelijk, dat nog vóór een experiment wordt uitgevoerd, overleg 
plaatsvindt tussen onderzoeker en statisticus. 
Dit overleg resulteert dan in het door de statisticus opstellen van 
een, bij de vraagstelling van de onderzoeker, passend model en 
een daarop aansluitende proefopzet. In feite ligt dus de methode 
van statistische verwerking van de waarnemingen reeds vast op het 
moment dat de proefopzet wordt gemaakt. 
Komt de onderzoeker pas bij de statisticus nadat de waarnemingen 
zijn verzameld, dan zal vrijwel altijd een statistische analyse 
een onbevredigend resultaat opleveren. Met onbevredigend wordt 
bedoeld: 
1) De relevante informatie die uit dergelijke experimenten te 
extraheren zal zijn, is vaak veel minder dan wat mogelijk zou 
zijn geweest bij een goed opgezette proef met dezelfde kosten 
en inspanning. 
2) Er moet beduidend meer moeite worden gedaan om relevante 
informatie uit de waarnemingen te verkrijgen. 
3) Er moeten soms aannamen worden gedaan, waarvan het niet zeker is 
dat deze verantwoord zijn. Dit kan van invloed zijn op de betrouw-
baarheid van de uitspraken. 
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Een proefopzet moét aan tenminste 2 belangrijke eisen voldoen. 
Deze zijn: 
1) Doeltreffend; het experiment verschaft ons ook werkelijk de 
gezochte informatie. 
2) Doelmatig; zoveel mogelijk betrouwbare informatie wordt ver-
kregen met zo weinig mogelijk middelen en dus weinig kosten. 
Nu kunnen experimenten alleen doeltreffend zijn als het doel 
duidelijk is. Dus in zo'n overleg moet de onderzoeker (met hulp 
van de statisticus) in staat zijn om het te onderzoeken probleem 
voldoende scherp te formuleren en wel zodanig, dat de statisticus 
dit kan vertalen in een statistisch probleem. Wanneer de onderzoeker 
niet in staat is de vraagstelling exact te formuleren, loopt deze 
het risico dat de statisticus in overleg met hem een minder goed 
model kiest. De uitspraken, die na de analyse gedaan kunnen worden, 
sluiten dan niet of onvoldoende aan op het te onderzoeken probleem. 
De mogelijkheid om uitkomsten-statistisch te verwerken en zeker om 
uit een bepaald experiment veel en zo betrouwbaar mogelijke informatie 
te verkrijgen, hangt af van de wijze waarop een experiment is opgezet 
(zie ook inleiding). Zo zijn er b.v. vaak storende invloeden, waarvan 
de aanwezigheid de onderzoeker wel bekend is, maar die hij niet 
rechtstreeks kan elimineren. Bij veldproeven kan dit b.v. een verschil 
in bodemvruchtbaarheid op verschillende plaatsen in het proefveld 
zijn. Op zo'n proefveld worden verschillende in het experiment opgenomen 
behandelingen geplant. Wordt nu als waarneming de opbrengst bepaald, 
dan is h'et niét goed mogelijk verschillen in opbrengst zonder meer 
aan de verschillen in behandelingen toe te schrijven; immers de 
bodemvruchtbaarheid is op een aantal plaatsen in het proefveld 
verschillend geweest. Door een juiste proefopzet is het nu vaak 
mogelijk de invloed van deze verschillen zodanig over de verschillende 
behandelingen te verdelen, dat zij met grote waarschijnlijkheid geen 
invloed op de conclusies zullen hebben (zie hoofdstuk 4). 
Een statisticus kan ook aanwijzingen geven hoe groot een proef moet 
worden om een redelijke kans te hebben, dat een effect van een bepaalde 
grootte, indien het bestaat, ook als significant herkend wordt (zie 
4.5.). 
Tenslotte kan op een geheel ander terrein een goed contact tussen 
onderzoeker en statisticus van belang zijn. Dit is bij de praktische 
interpretatie van de statistische uitkomsten. Hierbij zal de statisticus 
hulp kunnen verlenen door duidelijk aan te geven wat precies de 
betekenis is van de statistische termen en eventueel ook hoe de 
praktische conclusie mag worden geformuleerd. 
Gezien bovengenoemde punten kan geconcludeerd worden, dat een goede 
samenwerking tussen onderzoeker en statisticus uitermate belangrijk 
is. Om een goed en vlot overleg mede mogelijk te maken is het noodzake-
lijk dàt: 
1) de statisticus zich verdiept in de problematiek van de onderzoeker 
(met daarbij ook o.a. de praktische uitvoerbaarheid van een experiment), 
2) de onderzoeker de meest elementaire begrippen van de statistiek 
begrijpt. 
Hiervoor is o.a. nodig dat hun informatie wordt verstrekt omtrent 
deze begrippen. Dit is dan ook het doel van het verdere betoog. 
Dit betoog zal gaan over: 
1) enkele begrippen zoals experimentele eenheid - factor - niveau -
interactie; 
2) techniek van variantie-analyse, waarbij o.a. wordt behandeld de 
betekenis van loten, de betekenis van een herhaling, hoeveel 
herhalingen in een proef opnemen e.d. 
3) behandeling enkele proefschema's. 
Tot slot van dit hoofdstuk wordt een schema weergegeven. Aan de hand 
van dit schema wordt duidelijk gemaakt hoe de samenwerking tussen onder-
zoeker en statisticus momenteel op het L.B.O. verloopt. 
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Onderzoeker 
concept proefpi an 
Overleg 
NT 
uitvoering proef 
I 
Statisticus 
aanbevelingen 
Proefopzet 
1 
analyse uitkomsten 
Overleg <-
verslag 
8 -
Enkele begrippen 
3.1. Exgerimentel^_eenheid 
Stel we doen een experiment met tulpen, waarbij we nagaan de invloed 
van de bewaartemperatuur op de opbrengst. Passen wè één bewaartemperatuur 
toe op één bol en bepalen van deze ene bol de opbrengst, dan is deze 
bol de experimentele eenheid. Passen we echter dezelfde bewaartemperatuur 
toe op een aantal bollen dan is dit aantal bollen de experimentele 
eenheid. 
Een experimentele eenheid is de verzameling van materiaal waarop een 
behandeling wordt toegepast mits de proef in enkelvoud wordt uitgevoerd. 
Wordt de proef in b.v. 3-voud uitgevoerd, waarbij dus telkens 3 dezelfde 
behandelingen worden toegepast, dan vormt elk van de 3 behandelingen 
afzonderlijk een experimentele eenheid. 
In de meeste gevallen hebben we op het L.B.O. te maken met een groep 
bollen als experimentele eenheid. 
3.2. Factor 
Wanneer we de invloed van de bewaartemperatuur op de opbrengst willen 
nagaan, kunnen we deze op verschillende waarden instellen. De bewaar-
temperatuur wordt dan een factor genoemd. 
Wanneer dus een variabele, die de uitkomst van een proef kan beïnvloeden, 
systematisch wordt gevarieerd spreekt men van een factor. 
3.3. Niveau 
Een factor kan worden ingesteld op een zelf te kiezen aantal zogenoemde 
niveaux. We kunnen b.v. een bewaartemperatuur van 17°C en 20°C instellen. 
Kunnen de niveaux van een factor wel in getallen uitgedrukt worden, dan 
spreekt men van een kwantitatieve factor. Wanneer dit niet kan, spreekt 
men van een kwalitatieve factor. 
3.4. Façtoriène_p_roef 
Stel dat we naast de invloed van de factor bewaartemperatuur ook de invloed 
van de factor relatieve luchtvochtigheid na willen gaan op de opbrengst 
van -tulpen. Beide factoren worden ingesteld op 2 niveaux ni. de bewaar-
temperatuur op 17°C en 20°C en de r.v. op 60% en 90%. Het aantal mogelijke 
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combinaties van factoren en niveaux kunnen worden voorgesteld als 
4 hoekpunten in een vlak. 
r.v. 90%t-
60% 
f 
17°C 
-> 
20° C 
! 17°C en 60% 
1 17°C en 90% 
i 
1 20°C en 60% 
i 
temperatuur • 20°C en 90% 
Wanneer alle combinaties van factoren en niveaux die mogelijk zijn in 
een proef voorkomen noemt men dit een complete factoriële proef. 
o 
In het voorbeeld dus 4 combinaties, ook wel aangeduid als een 2 proef 
waar het grondtal het aantal niveaux en de exponent het aantal factoren 
aangeeft. 
Factoriële proeven worden door statistici vrij vaak opgezet. Dit komt 
omdat dergelijke proeven doeltreffender en doelmatiger zijn dan proeven 
waarbij telkens slechts één factor wordt onderzocht en andere factoren 
constant worden gehouden (zie ook 4.11.). 
3.5. Hoofdeffect 
Stel we vinden na uitvoering van bovengenoemde complete factoriële proef 
de volgende opbrengsten in grammen per plant: 
temp. 17°C 
20°C 
r.Xr 
60% 
21 
23 
90% 
28 
"*) Deze waarde is met opzet niet vermeld. 
Stel nu dat zowel de invloed van de temperatuur als die van de r.v. 
additief (= optelbaar) is, d.w.z. de invloed van de temperatuur is 
onafhankelijk van het niveau waarop de r.v. is ingesteld. Of; de 
grootte van het verschil in opbrengst tussen 17°C en 20°C is zowel 
bij 60% als bij 90% r.v. nagenoeg gelijk. In deze situatie kunnen we 
het ontbrekende getal in de tabel vermelden door nl. het verschil tussen 
23 en 21 op te tellen bij 28 of het verschil tussen 21 en 28 op te tellen 
bij 23. In beide gevallen krijgen we de waarde 30. 
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Grafisch is additiviteit als volgt weer te geven: 
Opbrengst 
in grammen 
per plant 
30 
28 
26 
24 
4 
60% r.v. 
r.v. 
20°C temperatuur 
Het verschil in opbrengst tussen 17°C en 20°C wordt het hoofdeffect 
van de factor temperatuur genoemd. En omdat hier sprake is van 
additiviteit kunnen en mogen we, bij het bepalen van de grootte van 
het temperatuurseffect, gebruik maken van de uitkomsten van alle 
experimentele eenheden. Zo is de gemiddelde opbrengst bij 20°C 
23 + 30 = 26,5 en bij 17°C is dit 24,5, zodat het waargenomen hoofd-
effect bewaartemperatuur 26,5 - 24,5 = 2 bedraagt. Hetzelfde is uit 
te voeren met de factor r.v. 
3.6 Interactie 
Stel dat we geen opbrengst van 30 gram per plant hadden gevonden maar 
bijv. 25 gram bij de combinatie 20°C en 90% r.v. De volgende tabel is 
dan van toepassing: 
temp. 17°C 
20°C 
r.v. 
60% 
21 
23 
90% 
28 
25. 
We zien nu direct dat er geen sprake meer is van additiviteit. De invloed 
van de bewaartemperatuur is bij 60% r.v. geheel anders dan bij 90% r.v. 
Of: de invloed van de r.v. is bij 17°C veel groter dan bij 20°C. In dit 
geval spreekt men van een interactie tussen de factoren temperatuur en r.v. 
Een interactie is op diverse manieren weer te geven, b.v. in een tabel 
(zie boven) maar ook grafisch. We zien dan het volgende: 
Opbrengst 
in grammen 
per plant 
28f 
26 
24' 
22-
60% 
- 90% 
i //_ 
170C 20°C temperatuur 
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Interactie uit zich nu in het duidelijk niet meer evenwijdig 
lopen van de lijnen. 
Ook kunnen we op een snelle manier nagaan of er sprake is' van inter-
actie. Daarbij tellen we de waarde van de in de tabel weergegeven 
cel links boven (21) op bij de waarde in de cel rechts onder (25) en 
trekken daarvan af de som van de andere 2 cellen (23 + 28). Is de 
uitkomst nagenoeg gelijk aan 0 dan is er geen sprake van interactie. 
In dit geval is de grootte van het verschil 5 en gezien de grootte 
van de getallen mogen we concluderen dat hier wel sprake is van inter^ 
actie. 
We zien nu ook dat, bij aanwezigheid van interactie, het bepalen van 
de grootte van beide hoofdeffecten zinloos is.' De grootte van het 
hoofdeffect temperatuur mag nu niet meer bepaald worden op de manier 
zoals deze is weergegeven bij additiviteit, omdat dit temperatuurs-
effect afhankelijk is van het niveau van de r.v. 
4. Techniek van variantie-analyse 
Reeds in het hoofdstuk "Samenwerking onderzoeker-statisticus" wordt 
vermeld, dat de variantie-analyse één van de technieken is die in de 
statistiek zeer vaak wordt toegepast bij het analyseren van proef-
resultaten. 
Bij de variantie-analyse worden systematische variatiebronnen, die 
meestal een gevolg zijn van de door ons samengestelde behandelingen, 
beschouwd in relatie tot toevallige variatiebronnen. 
Ook hebben we in hetzelfde hoofdstuk gezien, dat nog andere dan uit 
de gekozen behandelingen voortkomende systematische variatiebronnen 
kunnen optreden die meestal niet in de hand te houden zijn (verschil 
in bodemvruchtbaarheid). Wanneer deze ongewenste variatiebronnen niet 
worden onderkend, kunnen 2 situaties optreden: 
1) Ze vallen samen met de door ons gekozen systematische effecten. Ver-
schillen tussen behandelingen zijn dan niet meer al 1 een toe te 
schrijven aan verschillen in gekozen systematische effecten (zie o.a. 
betekenis van loten). 
2) Ze worden beschouwd als toevallige variatiebronnen. In de meeste 
gevallen leidt dit tot een toename van de toevalseffecten, hetgeen van 
invloed kan zijn op de doelmatigheid van de proef (zie o.a. blokken). 
Om nu een beter inzicht te krijgen in deze wijze van analyseren en de 
voorwaarden, die zo'n analyse mogelijk maken, is het noodzakelijk aller-
eerst enkele-belangrijke begrippen te behandelen. Naast.de eerder 
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genoemde punten wordt tevens het nut van het invoeren van herhalingen 
duidelijk gemaakt, terwijl aan het einde van dit hoofdstuk wordt 
ingegaan op welke andere wijze een experiment nog doelmatiger kan 
worden opgezet. 
4.1. §egrig_kwadratensom 
Stel we willen alleen de invloed van de factor bewaartemperatuur 
nagaan op de produktie van tulpen. We hebben deze factor weer ingesteld 
op 2 niveaux ni. 17°C en 20°C. Het experiment is uitgevoerd in 3-voud. 
We vinden de volgende opbrengsten in grammen per plant: 
17°C 19 16 18 ga». 17.7
 ge„,_ ,,_„ 
20°C 22 23 21 gem. 22.0 
Gemakshalve wordt niet ingegaan op de keuze van een bepaalde proefopzet. 
Bij variantie-analyse worden een aantal z.g. kwadratensómmen berekend 
(Waarom dit nu juist kwadratensómmen moeten zijn valt vanwege de wiskundige 
achtergrond buiten het doel van dit betoog.) Men kan deze kwadratensómmen 
in het eenvoudigste geval als volgt indelen: 
^^•kwadratensom 'behandelingen' 
Totale kwadratensom<^"^ 
^^^"-^rest kwadratensom 
De totale kwadratensom wordt gevormd door de som van de kwadraten van 
de afwijking van elk van de 6 waarnemingen t.o.v. hun gemiddelde 
2 ? (ook wel algemeen gemiddelde genoemd). In dit voorbeeld: (19-19,8) +(16-19,8) + 
(18-19,8)2+ ••-+(21-19,8)2=34,83. 
Het verschil tussen 17°C en 20°C (= hoofdeffect bewaartemperatuur) wordt 
nu kwantitatief weergegeven door de kwadratensom 'behandelingen' nl. 
op de volgende manier: het gemiddelde van 17°C is 17,7 en van 20°C 22,0 
terwijl het algemeen gemiddelde natuurlijk onveranderd blijft. De 
kwadratensom 'behandelingen', in dit voorbeeld ook wel kwadratensom van 
hoofdeffect bewaartemperatuur genoemd, wordt dan: 3(17,7-49,8) +3(22,0-19,8)2= 
28,17. Er wordt telkens met 3 vermenigvuldigd omdat 17,7 en 22,0 betrekking 
hebben op 3 waarnemingen. 
De restkwadratensom wordt gevonden door van de totale kwadratensom de 
kwadratensom behandelingen af te trekken, zodat deze in het voorbeeld gelijk 
is aan 34,83-28,17 = 6,66. 
Er is direct in te zien, dat de totale kwadratensom te splitsen is in een 
- & — " . « . ' r *»;.•• • " — 
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gedeelte dat verklaard wordt door systematische effecten (de door de 
onderzoeker gekozen factor bewaartemperatuur) en een gedeelte dat 
onverklaard blijft, ook wel het toevalseffeet genoemd. 
Daarnaast kan men direct inzien, dat de grootte van de kwadratensom 
"bewaartemperatuur" toeneemt naarmate het verschil in opbrengst tussen 
17°C en 20°C groter wordt. Deze kwadratensom is dus een maat voor de 
grootte van een te onderzoeken effect. 
Bij het toetsen op het al of niét aanwezig zijn van een bepaald effect 
wordt gebruik gemaakt van de verhouding tussen de grootte van de 
kwadratensommen, die een systematisch effect weergeven, en de grootte 
van de restkwadratensom. Hier wordt in een later stadium echter op 
teruggekomen (zie 4.3.). 
4.2. BeQCiB.yrijheidsgraden 
Stel dat men zonder enige beperking 6 getallen opschrijft. Elk van deze 
getallen kan volkomen vrij worden gekozen. Men drukt dit uit door te 
zeggen: er zijn 6 vrijheidsgraden. Stel vervolgens, dat gevraagd wordt 
6 getallen op te schrijven met de restrictie, dat hun som een bepaalde 
waarde, zeg 60, dient te hebben. Er kunnen slechts 5 getallen vrij worden 
gekozen, want het zesde is reeds bepaald door de gestelde voorwaarde: 
x, + x2 + x3 + x. + x5 + xß = 60. Het aantal vrij te kiezen getallen is 
6-1=5 dus zijn er 5 vrijheidsgraden. 
Als gevraagd wordt 6 getallen op te schrijven, zodanig dat hun som gelijk 
is aan 60 én de som van de eerste 2 getallen gelijk is aan 20, dan zijn 
er 2 onafhankelijke restricties: x, + x2 + x„ + x. + Xg + Xg = 60 en 
x-, + x 2 = 20. Zodra x, gekozen is, ligt x2 vast: x2 = 20-x^. En Xg+x, + 
x5 + Xg = 60-20=40, zodat hiervan slechts 3 getallen vrij kunnen worden 
gekozen. Het aantal vrijheidsgraden is hier dus 1+3=4; dit is het totale 
aantal "keuzen" verminderd met het aantal onafhankelijke restricties:. 
6-2=4. Voor elk statistisch probleem, waarbij vrijheidsgraden betrokken 
zijn, kan men het aantal daarvan op overeenkomstige wijze vaststellen, 
d.w.z. door het totale aantal "keuzen" met het aantal daaraan verbonden 
onafhankelijke restricties te verminderen. 
Uit 3.1. is gebleken, dat de variabiliteit van bepaalde waarnemingen 
t.o.y. hun gemiddelde wordt weergegeven door kwadratensommen.. Nu is de 
som van de afwijkingen van deze waarnemingen t.o.v. hun gemiddelde altijd 0. 
Neem als voorbeeld weer dezelfde 6 getallen uit^.l. De afwijkingen van 
deze 6 getallen t.o.v. hun gemiddelde zijn resp. -0,83, -3,83, -1,83, 2,17, 
3,17 en 1,17. Zonder afrondingsfouten levert de som van deze afwijkingen 
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als resultaat O op. Wat de kwadratensommen betreft heeft men dus altijd 
één onafhankelijke restrictie. Wanneer bij de totale kwadratensom 
5 afwijkingen bekend zijn, kan men m.b.v. deze 5 de zesde uitrekenen. 
Dus de totale kwadratensom heeft in dit voorbeeld 5 vrijheidsgraden. 
Bij het vaststellen van het aantal vrijheidsgraden van de kwadratensom 
'bewaartemperatuur' kan men op dezelfde manier te werk gaan nl. als 
volgt: de afwijking van het gemiddelde van 17°C t.o.v. het algemeen 
gemiddelde bedraagt -2,17. Ook hier geldt dat de som van de afwijkingen 
0 oplevert, dus de afwijking van het gemiddelde van 20°C moet 2,17 zijn, 
wat na uitvoering van de berekening uit de waarnemingen ook klopt. Wanneer 
de afwijking van één van beide bewaartemperaturen bekend is, ligt daarmee 
de afwijking van de andere bewaartemperatuur vast; dus de kwadratensom 
van dit effect heeft slechts één vrijheidsgraad. 
Het aantal vrijheidsgraden van de restkwadratensom vindt men door het 
aantal vrijheidsgraden van de kwadratensom 'bewaartemperatuur' af te 
trekken van het aantal vrijheidsgraden van de totale kwadratensom: in 
dit voorbeeld 5-1=4. 
Algemeen: wanneer we niet 2 maar b.v. 8 behandelingen in de proef hebben 
opgenomen dan is het aantal vrijheidsgraden van de kwadratensom 'behande-
lingen' 7 dus totaal aantal behandelingen min één. Voor het aantal 
vrijheidsgraden van de totale kwadratensom geldt: totaal aantal experimen-
tele eenheden min één. 
Op grond van de kennis die we nu bezitten, kunnen we een en ander 
samenvatten in een z.g. variantie-analyse-tabel. 
Deze tabel ziet er dan als volgt uit: 
Oorzaak 
variantie 
bewaartemperatuur 
rest 
totaal 
,.,. , 
aantal 
vrijheidsgraden 
1 
4 
5 
bruto 
kwadratensom 
K.S. 
28,17 
6j,66 
34,83 
• 
netto 
kwadratensom 
M.S. 
28,17 
1^665 
De netto kwadratensom, ook wel de gemiddelde kwadratensom (afgekort M.S.) 
genoemd, is de bruto kwadratensom (K.S.) gedeeld door het aantal daarbij 
behorende vrijheidsgraden. Deze kwadratensom is een belangrijk gegeven, 
omdat hiermee de toetsingen worden uitgevoerd (zie 4.3.). 
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4.3. Wanneer_statistisch_significant_en_wat^ 
Een experiment wordt uitgevoerd omdat men er een antwoord op een 
vraag uit hoopt te kunnen destilleren. De vraag betreft een probleem 
in zijn algemeenheid; de proef .is beperkt van omvang. 
Hoe is nu de gang van zaken bij een onderzoek? De onderzoeker dient 
een algemeen probleem uit de praktijk eerst tot een goed geformuleerde 
'vraagstelling te herleiden. Eerst daarna kart dé populatie, waarop de 
conclusies van het onderzoek betrekking zullen hebben, gedefinieerd 
worden en kan er een steekproef uit getrokken worden waarmee het 
onderzoek wordt uitgevoerd. 
We kunnen een en ander ook met meer statistische bewoordingen weergeven. 
Onderzoekingen worden vaak uitgevoerd met de bedoeling vast te stellen, 
welke van twee hypothesen, ontwikkeld op grond van theoretische over-
wegingen en/of praktijkervaringen en met betrekking tot één of meer 
populaties, juist kan worden geacht*). 
In de praktijk is het gewoonlijk niet mogelijk (en soms ook niet 
noodzakelijk) om de volledige populatie in een onderzoek te betrekken. 
In de eerste plaats zijn vele populaties zo groot of bezitten hun 
elementen een zo grote geografische spreiding, dat een volledig onderzoek 
te tijdrovend en te kostbaar wordt. Voor andere populaties geldt dat de. 
elementen door het onderzoek geheel of gedeeltelijk verloren gaan (men 
kan b.v. niet de brandduur van elke gefabriceerde gloeilamp bepalen). 
Overigens zijn er vele situaties waarin een onderzoek van de volledige 
populatie onnodig en zodoende economisch niet verantwoord is, omdat men 
uit een deel van de populaties reeds voldoende betrouwbare en dus praktisch 
bruikbare informatie kan verkrijgen. 
In deze en soortgelijke gevallen gaat men over tot het samenstellen en 
onderzoeken van een steekproef voor het verifiëren (toetsen) van de 
gestelde hypothesen. 
Nu maakt de (mathematische) statistiek gebruik van kans- of waarschijn-
lijkheidsrekening. Door middel van deze kansrekening kan worden vastgesteld, 
welke variatie optreedt in steekproeven, die aselect worden getrokken uit 
een populatie met een (bekende) verdeling van een bepaald type. Deze 
•#") Vanwege de aard van het probleem en de doelstelling van dit betoog wordt 
slechts ingegaan op enkele van de meest belangrijke en vooral praktische 
zaken betreffende populatie, steekproef en;alles wat hiermee samenhangt. 
- 16 
kennis kan worden aangewend voor het oplossen van het omgekeerde probleem, 
het trekken van conclusies omtrent een bepaalde populatie van dit type 
op grond van één aselecte steekproef. 
Het is duidelijk dat deze weg nog niet tot een uitspraak omtrent de 
populatie voert die zonder enige reserve juist is. Steeds loopt men 
een zeker risico, een zekere kans, dat de op een steekproef gebaseerde 
uitspraak onjuist is. In dit opzicht is een 'statistische' uitspraak 
dus evenmin exact als een intuitief getrokken conclusie. De exactheid 
die door de toepassing van de statistiek wordt ingevoerd bestaat hieruit, 
dat men kan aangeven hoe groot dit risico (de onbetrouwbaarheid van de 
uitspraak) is. Hierbij dient men zich goed te realiseren, dat deze 
exactheid uitsluitend aanwezig is, indien aan een aantal voorwaarden 
is voldaan. Drie van deze voorwaarden zijn: 
1) De populatie waaruit de steekproef afkomstig is, moet nauwkeurig zijn 
gedefinieerd, daar de uitspraak alleen voor deze populatie van kracht is. 
We kunnen een bloembollenonderzoek betrekken op b.v. 
- de teelt van tulpen in Nederland 
- de teelt van tulpen in de Wieringermeer 
• - alleen de cultivar Apeldoorn 
- alleen de cultivar Apeldoorn ziftmaat 8/9. 
Wanneer proeven worden ontworpen en geanalyseerd (zoals meestal op het 
L.B.O.), creëert men in de meeste gevallen zelfde populatie d.m.v. 
het instellen van de niveaux van de factoren die in de proef gaan optreden. 
2) De behandelingen moeten aselect worden toegewezen aan de experimentele 
eenheden (zie ook 4.9.). 
3) Het proefmateriaal moet alle eigenschappen bezitten die ook in de te 
onderzoeken populatie aanwezig is. (De conclusies moeten zoveel mogelijk 
algemeen geldig zijn.) 
Reeds eerder hebben we gezien dat de mathematische statistiek de 
onbetrouwbaarheid van de uitspraak exact (of althans met nauwkeurige 
benadering) kan kwantificeren, d.w.z. dat aangegeven kan worden hoe groot 
de kans is dat de uitspraak omtrent de bij de toetsing betrokken hypothesen 
fout is. Nu wordt nog vóórdat het experiment wordt opgezet, een z.g. 
onbetrouwbaarheidsdrempel vastgesteld."Dit wordt aangegeven nietet. In de 
praktijk komt het er op neer dat de statisticus 0,05 zal kiezen als 
waarde voor ©f. (De meeste toetsingen worden verricht bij<*= 0,05). 
Het verloop van de toetsing van hypothesen bij variantie-analyse zal 
aan de hand van een voorbeeld duidelijk gemaakt worden. Hierbij gaan we 
uit van de tabel in 4.2. De te toetsen hypothesen zijn: 
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Hypothese 1: er is geen verschil tussen 17°C en 20°C wat betreft de 
produktie van tulpebollen. 
Hypothese 2: er is wel verschil. 
De toetsing verloopt als volgt. De gemiddelde kwadratensom 'bewaar-
temperatuur' wordt gedeeld door de gemiddelde restkwadratensom dus 
28,17 = 16,92. 
Nu bezit de uitkomst van deze deling onder de eerste hypothese een 
bepaalde kansverdeling (Fisherverdeling of F-verdeling). De vorm van 
deze kansverdeling is mede afhankelijk van het aantal vrijheidsgraden 
van beide kwadratensommen die voor de toetsing worden gebruikt. Nu zijn 
voor een groot aantal vrijheidsgraden de verschillende F-waarden berekend 
bij verschillende waarden vanof(de F-waarde is een getal behorend bij een 
bepaalde F-verdeling). Deze F-waarden zijn in tabellen weergegeven en in 
een groot aantal statistische boeken terug te vinden. Deze F-waarden 
worden dan vergeleken met de door ons berekende F-waarden. Nu is in het 
voorbeeld de door ons berekende-F-waarde 16,92, terwijl voor de F-waarde 
in de tabel bij een door ons gekozenc(= 0,05 en 1 en 4 vrijheidsgraden 
7,71 wordt afgelezen. Nu wordt hypothese 1 dan pas verworpen wanneer 
de waarde van de door ons uitgevoerde deling groter is dan de waarde 
die in de tabel vermeld staat. De uitspraak luidt dan dat 'hypothese 1 
bij een onbetrouwbaarheidsdrempel/X (met onbetrouwbaarheidoO wordt 
verworpen'; ook zegt men wel dat 'de uitkomst significant is bij een 
onbetrouwbaarheidsdrempel van 5% (of = 0,05). Omdat 16,92 beduidend 
groter is dan 7,71 is het interessant te kijken naar F-waarden in de 
tabel bij andere^waarden. Bijtf = 0,025 is de F-waarde 12,2 en bij 
0,01 is deze 21,2. We zien dus dat als de ex kleiner wordt de F-waarde 
juist toeneemt. Dit is intuitief ook aannemelijk, want hoe groter een 
effect hoe hoger de door ons berekende F-waarde en dus hoe kleiner het 
risico op een foutieve uitspraak. In ons voorbeeld ligt dit risico 
tussen de 1% en Z\% (0,01< <*< 0,025). Nu is het gebruikelijk dat in 
de variantie-analyse-tabel ook de toetsingsresultaten weergegeven 
worden. Naast de kolom waarin de door ons berekende F-waarden staan, is 
tevens een kolom opgenomen waarin het risico op een foutieve uitspraak 
wordt vermeld. Dit wordt niet aangegeven met <maar met P (probability). 
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Derhalve is de volledige variantié-analyse-tabel als volgt: 
oorzaak variat ie 
bewaartemperatuiir 
rest 
totaal 
graden van 
vr i jheid 
1 
4 
5 
K.S. 
28,17 
6^6 
34,83 
M.S. 
28,17 
1^665 
F 
16,92 
P 
0,01<P<0,025 
De volledige statistische conclusie luidt: de produktie van tulpebollen 
bewaard bij 17°C vei 
(0,01<: P <: 0,025). 
verschilt significant van tulpebollen bewaard bij 20°C 
Reeds in een vroegere fase hebben we gezien, dat we variatiebronnen 
onderscheiden in variatiebronnen die een systematisch karakter hebben 
en variatiebronnen die van toevallige aard zijn. Binnen deze laatste 
groep ressorteert de restkwadratensom. Het bevat dus het onverklaarde 
gedeelte uit de variantie-analyse.Essentieel bij het toetsen is dus dat 
de kwadratensommen van de systematische effecten worden beschouwd in 
relatie tot de toevalseffecten. Ook hebben we gezien dat de kans, dat 
een bepaald effect significant wordt, groter wordt naarmate de kwadraten-
som van de betreffende variatiebron toeneemt (d.w.z. de invloed duidelijker 
is). Intuïtief is het duidelijk dat een effect, dat getoetst wordt, niet 
significant is wanneer het quotiënt één bedraagt (teller— noemer). De 
systematische invloed is dan nl. even groot als het toevalseffeet. Dit 
brengt'ons direct weer op een zeer belangrijk gegeven. 
We kunnen 2 manieren bedenken om het quotiënt te doen toenemen. Deze zijn: 
1) de teller (= kwadratensom systematische effecten) vergroten, door de 
niveaux van factoren in een proef te veranderen. Dit is een weinig 
gelukkige manier, omdat deze verandering van de proef in de meeste 
gevallen weinig waardering ondervindt van onderzoeker en statisticus. 
De behandelingen worden dan nl. veelal oninteressant. 
2) het verkleinen van de noemer (= grootte van de restkwadratensom). Dit 
is wel een reëele mogelijkheid om het quotiënt te vergroten. Een zeer 
groot gedeelte van het statistisch opzetten van proeven is hierop gericht. 
Daarom is het belangrijk te weten uit welke effecten de restkwadratensom 
zou kunnen bestaan en op welke manieren we deze zouden kunnen verkleinen. 
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Stel nu dat we deze proef niet in blokken hadden gelegd, maar een volledig 
geloot schema gehanteerd hadden met hetzelfde lotingsresultaat als bij 
de blokkenproef. Dan zou de analyse er als volgt uitgezien kunnen hebben. 
oorzaak variatie 
temperatuur 
r.v. 
interactie 
rest 
totaal 
vrijheidsgraden 
1 
1 
1 
16 
19 
K.S. 
0,45 
4,05 
68,45 
277260 
350,55 
M.S. 
0,45 
4,05 
68,45 
17235 
F 
o.zi 
3,94 
P 
N.S. 
N.S. 
N.S. 
We zien dat de rest enorm is toegenomen. Dit komt doordat de kwadratensom 
van de blokken nu deel uitmaakt van de restkwadratensom. Deze rest is 
hierdoor zo groot geworden, dat ineens het interactie - effect niet meer 
significant aan te tonen is, terwijl dit effect toch duidelijk aanwezig is.' 
Hiermee wordt weer eens bewezen dat een goed overleg tussen onderzoeker 
en statisticus onontbeerlijk is. Enerzijds moet de onderzoeker op grond 
van ervaring de grootte van bepaalde systematische effecten kunnen 
onderkennen, terwijl anderzijds de statisticus continu bedacht moet 
zijn op dergelijke invloeden en een proefopzet moet vinden, die de 
invloed van dergelijke storende factoren zoveel mogelijk beperkt. 
4.5. Herhalingen 
Een andere manier om de rest te verkleinen is het invoeren van herhalingen. 
Als we een behandeling b.v. 16 maal uitvoeren, spreekt de statisticus van 
16 herhalingen (het is eigenlijk taalkundig onjuist om het woord 'herhaling' 
te gebruiken maar vanwege de algemene toepasbaarheid hiervan blijven oök 
wij dit woord gebruiken). Het effect hiervan is, dat de door ons gemeten 
invloed van b.v. de bewaartemperatuur 16 maal zo groot wordt, maar het 
toeval, dus de restkwadratensom, wordt gemiddeld slechts V 16 = 4 maal zo 
groot. Op de moeilijke en ingewikkelde mathematische beschouwingen die 
eigenlijk nodig zijn voor een goede schatting van het benodigde aantal her-
halingen, wordt hier niet ingegaan. Daarentegen volstaan we met het behandelen 
van een aantal meest belangrijke punten betreffende dit onderwerp. 
4.5,1. Hoeveel^herhal^ngen_heb^ 
Dit is een vraag die nogal eens aan de statisticus wordt gesteld en waarop 
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niet direct een antwoord te geven is. Dit hangt nl. o.a. af van: 
1) de variabiliteit tussen gelijk'behandelde experimentele eenheden 
2) de grootte van de verschillen tussen behandelingen, die de onder-
zoeker als zodanig wenst te herkennen 
3) de betrouwbaarheid vàn de uitspraken (dus de^waarde). 
Wat het eerste betreft zou uit een behoorlijk groot aantal experimenten, 
die gedurende een aantal jaren gedaan zijn, berekend kunnen worden in 
welke orde van grootte we de restkwadratensom kunnen verwachten bij een 
nieuw uit te voeren experiment. Met behulp van dit gegeven met daarbij 
tevens de grootte van de verschillen die de onderzoeker wil aantonen en 
met het vaststellen van de betrouwbaarheid, kunnen we het aantal herhalingen 
vaststellen. 
In het algemeen: kleine rest en/of grote verschillen betekent minder aantal 
herhalingen noodzakelijk. 
Ook kunnen we het volgende stellen: 
1) Voeren we te'veel herhalingen uit, dan as de proef inefficiënt opgezet 
d.w.z. uit teveel waarnemingsuitkomsten is de gewenste hoeveelheid 
informatie verkregen. Uit minder waarnemingen hadden we dezelfde 
hoeveelheid informatie kunnen krijgen. 
2) Voeren we echter te weinig herhalingen uit, dan lopen we het risico 
minder informatie uit het experiment te krijgen dan we aanvankelijk 
hadden gewenst. » 
Bij de keuze van hét aantal herhalingen is het daarom gewenst een optimum 
te vinden en wel zodanig dat rekening wordt gehouden met beide aspecten. 
We zullen aan de hand van twee criteria een en ander trachten duidelijk 
te maken. Deze zijn: 
1) De invloed van het aantal herhalingen op de nauwkeurigheid van de 
uitspraken. 
2) De invloed van het.aantal vrijheidsgraden van de restkwadratensom. 
4^5.2. Invloed_yan_het_aantal_herhaHngen_o 
Een maat voor de nauwkeurigheid van een bepaalde uitspraak is het z.g. 
betrouwbaarheidsinterval (afgekort b.t.i.) en in het bijzonder de breedte 
hiervan. Onder b.t.i. verstaan we het gebied dat na het experiment wordt 
aangegeven en wel zodanig dat verwacht kan worden dat bij een door ons 
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vastgestelde waarde van :<, zeg 5%, in 95% van de gevallen dat we zo'n 
gebied aanwijzen de onbekende parameter (de door ons onderzochte 'invloed') 
inderdaad binnen dit gebied ligt. Voorbeeld: stel dat bij een willekeurig 
experiment het verschil tussen behandeling A en B als uitkomst 5 geeft 
en dat het daarbij berekende betrouwbaarheidsinterval 3,3<5<6,7 is 
bij een risico van 5% («< = 0,05). Nu is dit'b.t.i. het interval dat 
met een betrouwbaarheid van 95% het werkelijke verschil bevat, dus 
met andere woorden het werkelijke verschil tussen A en B is bij een 
betrouwbaarheid van 95% gelegen tussen 3,3 en 6,7*}. Nu is de breedte 
van een b.t.i. sterk afhankelijk van o.a. de gekozerïKwaarde maar ook 
van het aantal herhalingen. Om dit laatste te illustreren nemen we 
het resultaat van het experiment uit 4.3. weer als voorbeeld. Hierbij 
is het interessant na te gaan in hoeverre de breedte van het b.t.i. 
van het verschil tussen 17°C en 20°C verandert bij een toenemend aantal 
herhalingen. We nemen hier het verschil omdat in nagenoeg alle gevallen 
de onderzoeker in deze situatie het meest hierin geïnteresseerd is. 
Een b.t.i. van b.v. de gemiddelde opbrengst na 17°C heeft een weinig 
reële betekenis aangezien dit absolute gemiddelde van jaar tot jaar 
sterk kan fluctueren. Voor de berekening van het verband tussen het 
aantal herhalingen en de breedte van het b.t.i. gaan v/e uit van de variantie-
analyse-tabel die in 4.3. is weergegeven, dus we beschouwen de proefopzet 
als een volledig geloot schema. We hebben gevonden dat de grootte van 
het verschil tussen 17GC en 20°C 4,33 is. Tevens hebben we gezien dat 
dit verschil statistisch significant aan te tonen is (0,01<P< 0,025) bij 
3 herhalingen. Uitgaande van dit voorbeeld volgt hieronder een tabel, 
waarin wordt weergegeven de invloed van het aantal herhalingen op de breedte 
van het b.t.i. en op de grootte van het verschil dat nog statistisch 
significant aan te tonen is bij 95% betrouwbaarheid. 
aantal herhalingen 
2 
3 
4 
5 
' 6 
10 
30 
breedte b.t.i. 
11,10 
5,85 
4,47 
3,76 
3,32 
2,42 
1,36 
grootte van statistisch 
5,55 
2,92 
2,23 
1,88 
1,66 
1,21 
0,68 
significant verschil 
* ) We gaan in dit verband niet in op de term 'onderscheidingsvermogen'. 
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We zien zowel bij de breedte van het b.t.i. als bij de grootte van het 
verschil dat nog statistisch aangetoond kan worden het volgende. 
1) Bij een toenemend aantal herhalingen neemt de grootte van beide 
aspecten af. De uitspraak wordt dus steeds nauwkeuriger, terwijl 
het verschil steeds kleiner behoeft te zijn om statistisch aangetoond 
te kunnen worden. 
2) De snelheid van deze afname is aanvankelijk zeer groot maar wordt 
bij een toenemend aantal herhalingen steeds geringer. Het verschil 
tussen 2 en 3 herhalingen is vele malen groter dan het verschil 
tussen 10 en 30 herhalingen. Bij 30 herhalingen hebben we weliswaar 
de grootste nauwkeurigheid, maar gezien de toenemende hoeveelheid 
werk en kosten die hier tegenover staan is het de vraag of zo'n grote 
nauwkeurigheid eigenlijk wel gewenst is. 
We kunnen deze gegevens betrekken op de reeds uitgevoerde varianti e-analyse 
en kunnen dan concluderen dat wanneer de proef in 2 herhalingen was uitgevoerd 
er statistisch geen verschiVaantoonbaar zou zijn geweest, uitgaande van 
zowel dezelfde grootte van de restkwadratensom als van het verschil tussBn 
17°C en 20°C (= 4,33). Dit is als volgt in te zien. De breedte van het b.t.i. 
is bij 2 herhalingen 11,10 en aangezien dit interval in ons voorbeeld 
symmetrisch wordt verondersteld om het punt 4,33, ziet deze er als volgt uit: 
-1,22<4,33< 9,88 of 4,33 + 5,55. Dit interval bevat ook de waarde 0 d.w.z. 
er is geen enkel verschil tussen 17°C en 20°C. Nemen we 3 herhalingen dan 
is dit interval 4,33 + 2,92. Deze bevat niet meer de waarde 0 en dus kunnen 
we aantonen (bij 95% betrouwbaarheid) dat een verschil van 4,33 tussen beide 
bewaartemperaturen statistisch significant is. Overigens klopt deze uitspraak 
volledig met die uit de variantie-analyse, waarbij we ook een significant 
resultaat vonden! 
Resumerend kunnen we stellen dat wanneer de onderzoeker in staat is aan te 
geven a) hoe nauwkeurig hij wenst te schatten (keuze van de breedte van 
het interval) en b) hoe betrouwbaar hij wil schatten/toetsen (keuze van 
o<waarde) het in principe mogelijk is het aantal herhalingen mede aan de hand 
hiervan vast te stellen. 
Ook zou het zinvol zijn te weten hoe groot de variantie(restkwadratensom) 
verwacht mag worden mede op grond van reeds gedane experimenten. 
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4.6. Waarom_is_het_aantal_vrijheidsgraden_van^ 
Terwille van de duidelijkheid blijven we wat betreft dit onderwerp weer 
bij hetzelfde voorbeeld. 
Stel dat we er vanuit kunnen gaan dat de restkwadratensom een goede schatting 
is voor de variantie. Dit houdt in dat deze tiiet meer gedeeltelijk 
systematische invloeden bevat, maar nagenoeg geheel bestaat uit toevals-
effecten. Dit betekent dat wanneer we een nieuw experiment zouden doen 
onder deze voorwaarden, de grootte van de rest dan weer ongeveer de grootte 
van de normale spreiding zal benaderen. In ons gebruikte voorbeeld zal dit 
dus 1,665 zijn (zie 4.3.). ^  
Nu houden we gemakshalve de variantie van het verschil tussen 17 C en 20°C 
ook constant. In bepaalde gevallen, waarbij we meer behandelingen in de 
proef zouden opnemen, die niet in verband staan met beide reeds in het 
experiment opgenomen behandelingen, is het mogelijk het aantal vrijheids-
graden van de restkwadratensom te vergroten. (Hier komen we later nog op 
terug.) 
Tevens stellen we dat, onafhankelijk van het aantal overige behandelingen, 
zowel 17°C als 20°C tweemaal wordt toegepast. 
Nu is in de volgende tabel het verband weergegeven tussen het aantal 
vrijheidsgraden van de restkwadratensom en de grootte van het verschil 
tussen 17°C en 20°C, dat statistisch significant aangetoond kan worden 
bij een betrouwbaarheid van 95%. 
aantal 
vrijheidsgraden 
2 
• 4 
6 
8 
10 
12 
14 
16 
18 
20 
30 
grootte van statistisch 
significant verschil 
5,55 
3,58 
3,16 
2,98 
2,87 
2,81 
2,77 
2,74 
2,71 
2,69 
2,63 
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Naarmate het aantal vrijheidsgraden geringer wordt, moet het verschil 
groter zijn om significant aangetoond te kunnen worden. We zien ook dat 
de snelheid van afname bij weinig vrijheidsgraden vrij groot is en bij 
een toenemend aantal vrijheidsgraden steeds geringer wordt. Na 12 vrij-
heidsgraden wordt het verschil nog slechts weinig kleiner. 
Resumerend kunnen we stellen dat wanneer we kleine verschillen willen 
aantonen er voor moeten zorgen dat de restkwadratensom een redelijk 
aantal vrijheidsgraden bezit. Redelijk in dit verband lijkt + 12 vrij-
heidsgraden. 
4.7. Hoe_komen_we_nu_aan_een_rede^ijk_aanta2_vrijheidsgraden_yggr_de 
restkwadratensom? 
Hiertoe staat ons een aantal mogelijkheden ter beschikking. In het verdere 
betoog worden 3 van de belangrijkste mogelijkheden nader bekeken. Deze zijn: 
1) invoeren van herhalingen 
2) opnemen van een extra factor in het experiment 
3) bepaalde effecten niet als aanwezig te veronderstellen. 
We nemen weer als voorbeeld de proef met de factoren bewaartemperatuur en r.v. 
Reeds bij de behandeling van blokken hebben we gezien, dat we voor een 
dergelijke proef 5 herhalingen nodig hebben om aan de eis van ± 12 vrij-
heidsgraden te voldoen, mits dit een gewarde blokkenproef betreft. 
De variantie-analyse-tabel ziet bij 4, 5 en 6 herhalingen er als volgt uit 
in die situatie. 
oorzaak variatie 
blokken 
bewaartemperatuur 
r.v. 
interactie 
rest 
totaal 
4 herhalingen 
vrijheidsgraden 
3 
1 
1 
1 
9 
15 
5 herhalingen 
4 
1 
1 
1 
12. 
19 
6 herhalingen 
_v_.iL.-_ ,. 
6 
1 
1 
1 
15 
23 
Wanneer de proef volledig was geloot, dan hadden we althans wat betreft 
deze eis kunnen volstaan met 4 herhalingen. Dit is ook uit deze tabel te 
halen door nl. het aantal vrijheidsgraden van de blokken op te tellen bij 
de rest. 
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Veel onderzoekers hebben nogal wat bezwaren tegen het uitvoeren 
van zoveel herhalingen. 
Wat daarom in deze situatie (= weinig behandelingen) veel efficiënter 
is, is het opnemen van een extra factor in de proef. Deze factor moet 
natuurlijk berusten op een verstandige keuze. 
3 
Wat we in deze nieuwe situatie krijgen is een 2 proef..Wanneer we 
weer een gewarde blokkenproef uitvoeren krijgen we bij 3 herhalingen 
het volgende. 
oorzaak variatie 
blokken 
bewaartemperatuur (A) 
r.v. (B) 
"nieuwe factor" (C) 
AB (interactie) 
AC 
BC 
ABC 
Rest 
totaal 
vrijheidsgraden 
2 
14 
23 
We hebben nu slechts 3 herhalingen uitgevoerd tegen 5 herhalingen bij een 
2 
2 proef. Het aantal objecten is weliswaar met 4 toegenomen, maar daar 
staat tegenover dat de hoeveelheid informatie, die uit deze proef te 
2 
krijgen is, veel groter is dan bij de 2 proef. 
4-8« I§_§§Q_ßr°ef_iQ_enkelygud_mogelijk? 
Met deze vraag komen we direct op de derde mogelijkheid wat betreft het 
bereiken van een redelijk aantal vrijheidsgraden voor de restkwadratensom. 
In slechts bepaalde specifieke gevallen is het mogelijk om bepaalde effecten 
als zijnde niet of nauwelijks aanwezig te veronderstellen. 
Hiervoor is noodzakelijk dat zowel de onderzoeker als de statisticus zeer 
goede kennis van het materiaal moeten hebben. Indien deze kennis in 
voldoende mate aanwezig is, kan de statisticus bepaalde effecten, die als 
niet aanwezig worden beschouwd, opnemen in de restkwadratensom en dus 
opvatten als een toevalseffeet. Dit gebeurt op het moment dat de proef wordt 
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opgezet en uiteraard niet nadat uit de waarnemingsuitkomsten gebleken 
is, dat een bepaald effect niet aanwezig was. 
Statistisch gezien neemt de kans dat een bepaalde interactie aanwezig 
is steeds meer af naarmate er een groter aantal factoren deel uitmaken 
van deze interactie. 
Ter illustratie volgt een voorbeeld. 
Stel we voeren een 2 factoriële proef uit in enkelvoud volgens een 
volledig geloot schema. 
Als we geïnteresseerd zijn in alle effecten m.u.v. 4-factorinteracties 
en hoger, dan ziet de variaRtie-analyse-tabel er als volgt uit: 
oorzaak variatie 
hoofdeffecten 
(= Ä, B, C, D, E) 
2-factorinteracties 
(AB, AC ) 
3-factorinteracties 
(ABC, ABD, ) 
rest 
(= 4-factorinteracties 
+ 5 factorinteractie} 
totaal 
vrijheidsgraden 
5 
10 
10 
6 
31 
Om aan + 12 vrijheidsgraden te komen zouden dus nog b.v. 6 3-factorinteracties 
in de rest opgenomen moeten worden of enkele 2-factorinteracties. 
We zien uit dit voorbeeld dat er nogal wat effecten als te verwaarlozen 
verondersteld dienen te worden om een restkwadratensom te kunnen formeren. 
Daarom moet er nogmaals op gewezen worden, dat deze opzet pas zinvol is, 
wanneer we inderdaad vóóraf over een "grondige kennis kunnen beschikken, 
los van de informatie, die we uit het experiment hopen te krijgen. 
Het zal duidelijk zijn dat juist bij dit type proeven een goed overleg 
plaats moet vinden tussen onderzoeker en statisticus. 
4.9. Betekenis_yan_loten 
We beschouwen een experiment waarbij alleen de invloed van de bewaartemperatuur 
wordt nagegaan op de opbrengst van tulpen. We passen 17°C toe op 3 afzonderlijke 
experimentele eenheden en 20°C op 3 andere. We planten na de bewaarperiode 
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de 6 objecten op het proefveld uit, waarbij v/e van links naar rechts 
beginnen te planten met de 3 objecten die 20°C hebben gehad en vervolgens 
de 3 objecten die bij 17°C zijn bewaard. Dit geeft aan het einde van 
het groeiseizoen het volgende opbrengstresultaat in grammen per plant. 
Proefveldnummer 
Bewaa rtemge ratuu r 
Opbrengst 
Gemiddeld 
1 
20°C 
2520 
\ 
2 
20°C 
24.,5 
25,5 
3 
20°C 
27^0 
4 
17°C 
25^5 
5 
17°C 
25A0 
25,0 
6 
17°C 
2425 
Het verschil in gemiddelde opbrengst tussen bollen bewaard bij 17 C en 
20°C is zeer gering. Ogenschijnlijk kunnen we dus vaststellen dat er 
nagenoeg geen effect is van de bewaartemperatuur op de opbrengst bij 
tulpen. Er bestaat echter een reële mogelijkheid, dat de resultaten 
tot stand gekomen zijn op de volgende manier. 
Stel we hebben een lineair vruchtbaarheidsverloop in het proefveld, 
die we grafisch als volgt kunnen weergeven. 
3 -i 
Bodemvrucht-
baarheid 
2 -
1 2 3 4 5 6 proefveldnummers 
Hieruit blijkt dat wanneer we de bollen op het proefveld planten van 
links naar rechts de opbrengst van een object telkens met gemiddeld 
0,5 gram per plant toeneemt als gevolg van de bodemvruchtbaarheid. 
Stel dat we verder geen systematische invloeden meer hebben maar alleen 
nog met een toevalseffeet te maken hebben. Wanneer we nu de grootte van 
dit toevalseffect in dit voorbeeld voor elk object vastgesteld hebben 
(in werkelijkheid weten we dit natuurlijk niet) kunnen we mede aan de 
hand van bovengenoemde gegevens het 'zuivere' oogstresultaat afleiden. 
Onder het 'zuivere' oogstresultaat verstaan we dan de waarde van het 
oogstgewicht bij elk object als gevolg van de bewaartemperatuur zonder 
verdere systematische en toevallige invloeden. 
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We krijgen dan, vasthoudend aan hetzelfde plantschema, dat gebruikt 
is in de eerste tabel, het volgende. 
proefveldnummer 
bewaartemperatuur 
'zuivere opbrengst 
bodemvruchtbaarheid 
toeval 
gemeten opbrengst 
gemiddeld 
1 
20°C 
25,0 
0 
0 
25,0 
- -
2 
20°C 
25,0 
0,5 
-1,0 
24,5 
25,5 
3 
20°C 
25,0 
1,0 
1,0 
27,0 
4 
17°C 
23,0 
1,5 
' 1,0 
25,5 
. 
5 
17°C 
23,0 
2,0 
0 
25,0 
25,0 
6 
17°C 
23,0 
2,5 
-1,0 
24,5 
Het werkelijke verschil in opbrengst tussen 17°C en 20°C is 2,0 gram. We 
nemen slechts een verschil van 0,5 gram waar, omdat hetgeen we meten de 
som is van 3 effecten. Wé zien dat door de bodemvruchtbaarheid het verschil 
tussen 17°C en 20°C nagenoeg wordt geneutraliseerd. (De bijdrage van het 
toeval is bij beide bewaartemperaturen nl. gelijk). We zeggen in dit geval: 
de factor bodemvruchtbaarheid is verstrengeld (valt samen) met het effect 
van de bewaartemperatuur. 
Het is duidelijk dat, wanneer er geen effect van de bewaartemperatuur 
zou zijn geweest, in-bovengenoemde situatie (dus bij zowel 20°C als bij 
17°C bedraagt de 'zuivere' opbrengst b.v. 25 gram per plant),we juist 
wel een schijnbaar effect van de bewaartemperatuur zouden hebben waargenomen. 
zonder te weten dat dit in feite een bodemvruchtbaarheidseffect was (na te 
gaan door in bovengenoemde tabel bij 17°C 23à0 te vervangen door 25,0). 
In beide gevallen doen we dus verkeerde uitspraken. Dergelijke situaties 
kunnen waarschijnlijk voorkomen worden als de volgorde van het planten 
op het proefveld door loting wordt vastgesteld. 
Deze loting had bijvoorbeeld het volgende resultaat op kunnen leveren. 
proefveldnummer 
bewaartemperatuur 
'zuivere'opbrengst 
bodemvruchtbaarhei d 
toeval 
gemeten opbrengst 
gemiddeld 
1 
17°C 
23,0 
0 
0 
23,0 • 
17°C = 2 
2 
20°C 
25,0 
0,5 
-1,0 
24,5 
4,5 
_ i 
3 
20°C 
25,0 
1,0 
1,0 
27,0 
4 
17°C 
23,0 
1,5 
1,0 
25,5 
20°C 
5 
17°C 
23,0 
2,0 
0 
25,0 
6 
17°C 
25,0 
2,5 
1,0 
26,5 
= 26,0 
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Hef loten heeft geleid tot een bepaalde volgorde van planten. De 
bijdrage van de bodemvruchtbaarheid en het toeval is exact dezelfde 
als in de vorige situatie evenals de 'zuivere' opbrengst. 
We nemen nu een verschil van 1,5 gram waar tussen 17°C en 20°C. Het 
resultaat is nog niet ideaal, want de 'zuivere' grootte van het verschil 
is 2,0 gram. De invloed van de bodemvruchtbaarheid is klaarblijkelijk 
niet volledig verdwenen, maar is wel duidelijk verminderd. 
Door het uitvoeren van een lotingsprocedure krijgen mogelijk ongewenste 
systematische effecten een toevalskarakter. In deze hoedanigheid zouden 
we ze dan kunnen beschouwen als toeval en dus deel laten uitmaken van de 
restkwadratensom. 
In het algemeen kunnen we niet zeggen of de verdeling van de objecten 
binnen een proef belangrijk is of niet, m.a.w. we weten niet exact welke 
systematische invloeden op kunnen treden. In deze situatie is het uitvoeren 
van een lotingsprocedure de meest veilige manier. 
4.10. Waargm_bi^_bijyooröeeld^ 
Ç§ll§Q_ElËÈ|sen? 
Dit is een veel voorkomende vraag die onderzoekers aan de statisticus 
stellen, In de meeste gevallen begrijpen de onderzoekers de statisticus 
niet waneer dit probleem aan de orde komt. Daarom zullen we hier eens 
nader op ingaan. 
Stel we willen de invloed van de bewaartemperatuur nagaan in een wille-
keurig experiment. We gebruiken hiervoor één cel die ingesteld wordt op 
17°C en één cel op 20°C. Alle herhalingen worden dus in dezelfde cel 
bewaard. Welk risico lopen we nu? 
1) Er kan tussen de 2 cellen naast een verschil in temperatuur ook een 
verschil in andere systematische invloeden zijn b.v. de circulatie, 
ventilatie, relatieve luchtvochtigheid, ethyl eenconcentratie enz. 
Wanneer we nu uit het waarnemingsmateriaal een verschil tussen beide 
cellen kunnen vaststellen, zullen we geneigd zijn dit verschil toe te 
schrijven aan alleen het effect van de temperatuur. Maar in deze 
situatie is het ook heel goed mogelijk, dat juist de andere door ons 
onvoldoende onderkende systematische effecten al of niet in combinatie 
met de temperatuur van invloed zijn geweest op het ontstaan van het 
verschil. 
2) Reeds uit 4.3. is gebleken dat de restkwadratensom kan bestaan uit o.a. 
fluctuaties als gevolg van onvolledige beheersing van de in het experiment 
onderzochte factor. In de meeste gevallen kunnen we ni. de temperatuur 
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niet exact op b.v. 17°C handhaven in een cel. Wanneer deze schommelingen 
invloed zouden hebben op de waarnemingsuitkomsten, dan komt dit tot 
uiting in een toename van de restkwadratensom. Bij gebruik van slechts 
één cel is het uitgesloten dat deze variatiebron in de restkwadratensom 
komt, m.a.w. de restkwadratensom kan te klein zijn. Op grond van de kennis 
uit voorgaande hoofdstukken kunnen we stellen dat het gevolg van een te 
kleine restkwadratensom is, dàt bij toetsing de systematische effecten 
eerder significant worden, terwijl de grootte van deze effecten bij een 
juiste analyse misschien binnen de grootte van de toevalseffecten ligt. 
Dit eerder significant zijq lijkt juist gunstig, maar kan funest zijn voor 
de algemene geldigheid van de uitspraken die na zo'n analyse gedaan 
worden. Met algemene geldigheid bedoelen we, dàt de uitspraken niet 
alleen moeten gelden voor één cel op het L.B.O. maar ook voor zoveel 
mogelijk andere cellen. 
Het eerste punt zullen we trachten aan de hand van een extreem voorbeeld 
duidelijk te maken, waarbij we wel in het oog moeten houden dat meer 
subtiele voorbeelden te bedenken zijn. 
Stel we willen de invloed nagaan van de bewaartemperatuur op het percentage 
bloemverdroging in de broeierij van tulpen. We besluiten het experiment 
uit te voeren met 2 temperaturen nl. 17°C en 20°C. We voeren de proef 
uit in 3 herhalingen. 
We hebben de beschikking over 2 cellen, één waarbij de temperatuur op 20°C 
wordt ingesteld en één op 17°C. Vie plaatsen in elke cel 3 objecten. 
Stel nu dat in de 17°C-cel de ruimte geheel ter beschikking staat van 
de onderzoeker, terwijl de 20°C-cel gedeeld moet worden met een andere 
onderzoeker. Deze onderzoeker plaatst zonder het te weten een partij 
tulpen, die een aantal zure bollen bevat, in de 20°C-cel. 
Het gevolg i s , dat in de 20°C-cel de ethyl eenconcentratie beduidend 
hoger is dan in de 17°C-cel vooral bij minder goede ventilatie. 
We voeren het experiment uit en verzamelen de waarnemingsuitkomsten. 
Bij de statistische analyse blijkt 20°C significant te verschillen van 17°C. 
Conclusie: 20°C geeft een verhoging in percentage bloemverdroging te 
zien t.o.v. 17°C. 
We weten dat ook ethyleen van invloed is op bloemverdroging bij tulpen. 
Gezien het voorgaande is de conclusie dus hoogst waarschijnlijk onjuist. 
De grootte van het verschil is dus niet alleen te verklaren door een verschil 
in temperatuur, maar ook een verschil in ethyl eenconcentratie. Dat de situatie 
zelfs nog gecompliceerder kan worden bewijst het volgende. 
Stel we hebben een identieke situatie met dit verschil, dat de onderzoeker 
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die de invloed van de temperatuur na wil gaan nu beide cellen met een 
andere onderzoeker moet delen. Deze onderzoeker plaatst dezelfde 
hoeveelheid bollen zowel in de 17°C als in de 20°-cel. Tevens is* de 
ziektegraad van dit zure partij even hoog in beide cellen. 
Bekend is, dat de ethyleenproduktie van zure bollen bij 20°C hoger is 
dan bij 17°C. Gevolg: verschil in ethyleenconcentratie tussen beide 
cellen met als gevolg de reeds beschreven situatie. 
Dat 2 verschillende cellen met dezelfde temperatuur toch verschillen 
kunnen geven, blijkt uit het volgende. 
In 1974 is een experiment gedaan met irissen (cv. Ideal). Hier werd 
nagegaan in hoeverre een constante bewaartemperatuur van invloed is 
op het percentage bloeiers en op het aantal ronde bollen groter dan 
de ziftmaat 7/8. 
De onderzoeker was bereid bij elke temperatuur 2 aparte cellen te 
gebruiken. De resultaten waren als volgt. 
13°C 
15°C 
17°C 
percentage bloeiers 
cel 1 
0,3 
6,3 
27,1 
cel 2 
0 
9,2 
11,7 
aantal 8/-
cel 1 
37,5 
45,3 
32,3 
cel 2 
41,8 
44,0 
41,0 
Bij 13°C en 15°C bleek er geen significant verschil te bestaan tussen 
cel 1 en cel 2 bij beide gemeten variabelen. Bij 17°C bleek daarentegen 
wel een significant verschil te bestaan tussen beide cellen zowel wat 
betreft het percentage bloeiers als het aantal 8/-. De verklaring van 
de onderzoeker achteraf was, dat dit verschil ontstaan is door een 
verschil in temperatuur tussen beide cellen, ondanks de gelijke instelling. 
Nu is het in de meeste gevallen praktisch onuitvoerbaar om in één 
experiment gebruik te maken van een groot aantal"cellen. We moeten dus 
een compromis zoeken en wel zodanig dat enerzijds de proef toch praktisch 
uitvoerbaar blijft en anderzijds de statisticus de consequenties van de 
aannamen, die nodig zijn om een juiste analyse mogelijk te maken, nauw-
keurig nagaat. Dit laatste zal voor elke onderzoeker met elk een verschillend 
type onderzoek apart bekeken moeten worden. 
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4.11. Yoordelen_van_factoriële_grçeyen 
We volstaan hier met een summiere bespreking van de voordelen van 
factoriële proeven in vergelijking met afzonderlijk proeven zonder 
hierbij diep op de theorie in te gaan. 
1) In een factoriële proef worden vele factoren tegelijk onderzocht, 
waarbij b.v. het verschil tussen de niveaux van een enkele factor 
met dezelfde nauwkeurigheid geschat wordt, gelijk de proef voor 
deze factor alleen werd opgezet met hetzelfde aantal veldjes. 
o 
Voorbeeld: stel we doen een 2 factoriële proef met de factoren 
bewaartemperatuur en r.v. De proef wordt in enkelvoud uitgevoerd. We 
willen een schatting voor het verschil tussen de 2 niveaux van de 
factor bewaartemperatuur, zeg 17°C en 20°C, berekenen. Hiervoor 
nemen we onafhankelijk van de factor r.v. alle objecten die bewaard 
zijn bij 17°C en trekken hierbij af alle objecten die bij 20°C zijn 
bewaard. We hebben dus bij elke bewaartemperatuur telkens 2 objecten 
(b.v. de combinaties 17°C met 60% r.v. en 17°C met 90%). Wanneer we 
nu alleen het effect van de bewaartemperatuur na willen gaan, hebben 
we bij dezelfde nauwkeurigheid voor de schatting van het verschil tussen 
17°C en 20°C in dit voorbeeld al 2 herhalingen nodig. 
Hierbij komt dan nog, dat we geen enkele informatie hebben over de 
factor r.v. 
2) Is de onderzoeker geïnteresseerd in de onderlinge wisselwerking van 
de factoren, dan betreft dit in de meeste gevallen de 2 factor-interacties, 
Interacties kunnen alleen in een factoriële proef onderzocht worden en 
niet in afzonderlijke proeven. 
3) Iedere conclusie in factoriële proeven heeft een grotere inductieve 
grondslag, daar deze conclusie gebaseerd is op een onderzoek waarin 
andere factoren op verschillende niveaux zijn bekeken, dan bij proeven 
waarin de andere factoren constant zijn gehouden. 
5. Enige opmerkingen tot besluit 
Natuurlijk bestaat dit betoog uit slechts een zeer summiere weergave van 
statistische aspecten, waarmee we op het L.B.O. te maken hebben. 
We hebben met deze uiteenzetting slechts gehoopt redelijk antwoord te 
kunnen geven op enkele van de meest voorkomende vragen, die bij de meeste 
onderzoekers leven. 
Daarnaast is getracht de onderzoeker enig inzicht te verschaffen in enkele 
basisprincipes, die noodzakelijk zijn om het overleg tussen hem en de 
statisticus vlot te doen verlopen. 
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Hierbij is bewust getracht d.m.v. het gebruiken van veel voorbeelden 
en zonder formules over te brengen. 
