Complex electrical dynamics in excitable tissues occur throughout biology, but the roles of individual ion channels can be difficult to determine due to the complex nonlinear interactions in native tissue. Here, we ask whether we can engineer a tissue capable of basic information storage and processing, where all functional components are known and well understood. We develop a cell line with four transgenic components: two to enable collective propagation of electrical waves and two to enable optical perturbation and optical readout of membrane potential. We pattern the cell growth to define simple cellular ring oscillators that run stably for >2 h (∼10 4 cycles) and that can store data encoded in the direction of electrical circulation. Using patterned optogenetic stimulation, we probe the biophysical attributes of this synthetic excitable tissue in detail, including dispersion relations, curvature-dependent wave front propagation, electrotonic coupling, and boundary effects. We then apply the biophysical characterization to develop an optically reconfigurable bioelectric oscillator. These results demonstrate the feasibility of engineering bioelectric tissues capable of complex information processing with optical input and output.
I. INTRODUCTION
Electrical dynamics in the brain, heart, endometrium, and pancreas arise from complex interactions among a large number of electrically excitable cells. The task of deciphering the relations between ion channel dynamics, single-cell properties, and tissue function is often daunting. A long-standing goal in synthetic biology is to design minimal systems that recreate aspects of naturally evolved variants [1] . By probing the necessity and sufficiency of individual components, this strategy can augment our understanding of more complex natural systems, and it can also point toward design principles for synthetic systems with novel behaviors and properties.
Most efforts within synthetic biology have focused on engineering intracellular networks to create basic functional elements such as oscillators [2] , registers [3] , and counters [4] . Multicellular interactions have the possibility to evince emergent dynamics not seen in individual cells [5] . Indeed, models of cellular automata have been a standard tool in theoretical explorations of complex networks. Excitable media have been shown theoretically capable of implementing complex computations [6, 7] , and light-sensitive Belousov-Zhabotinsky reactions have been experimentally used to implement rudimentary image transformations [8] and logical operations [9] . In the context of cardiac dynamics, simple models of coupled excitable cells show rich dynamics under periodic forcing, including period doubling and transitions to chaos in 0D [10] and 1D [11] , and spiral waves and wave breakup in 2D and 3D [12] [13] [14] . Experimental implementations of multicellular synthetic biological systems have remained challenging [5] .
Hsu and co-workers showed that two voltage-gated ion channels were sufficient to induce electrical spikes in otherwise electrically inexcitable tumor cells [15] . Kirkton and Bursac used a similar strategy to engineer an electrically spiking cell line which additionally supported nearest-neighbor coupling via a gap junction protein [16] . Our lab then engineered a spiking cell line in which a genetically encoded fluorescent voltage indicator enabled direct, dye-free visualization of electrical waves [17] .
While these systems constituted synthetic excitable tissues, their amenability to rigorous biophysical characterization and dynamical control was limited by a lack of spatiotemporal control over wave initiation. Spatially patterned optogenetic stimulation has been applied to study a variety of cardiac [18] and neuronal [19] preparations, but spectral cross talk of most optogenetic actuators and voltage reporters prevented simultaneous perturbation and measurement of membrane potential. We recently developed a genetic construct, called "Optopatch," which comprises a bicistronic vector for coexpression of a blue light-gated ion channel, CheRiff, and a red light-excited voltage indicator, QuasAr2. Together, these two proteins enabled cross-talk-free optical stimulation and measurement of membrane voltage in cultured neurons. However, the low brightness of QuasAr2 posed an obstacle to imaging with field of view sufficiently wide to study collective multicellular dynamics.
Here, we report a synthetic bioelectric tissue that supports simultaneous optical stimulation and readout of membrane voltage, and whose complex nonlinear dynamics enable basic information storage and processing. The tissue comprises human embryonic kidney (HEK-293) cells expressing an inward rectifier potassium channel (K ir 2.1), a voltagegated sodium channel (Na V 1.5), and the Optopatch genes. To interact with this tissue, we developed an optical system engineered to combine high-precision patterned optogenetic stimulation with high-sensitivity voltage imaging over a large field of view (5 × 1 mm 2 ). This high level of control enables biophysical characterization of the tissue at a previously unattainable level of detail and the creation of simple bioelectric circuits that could store and process information. Information storage is performed in bioelectric ring oscillators whose direction of circulation constitutes a topologically stable binary bit. Information processing is achieved via optical steering, gating, and modulation of electrical wave propagation. The combination of rationally designed excitable cells with high-resolution optogenetic control opens the door to creation of increasingly complex bioelectrical systems. While the biophysics of ion channels limits the speeds of these systems to <100 Hz, the living substrate opens the possibility for novel sensing [20] and tissue engineering applications [21] , as well as fundamental studies of the biophysics of excitable tissues.
II. EXCITABLE CELLS WITH A BIDIRECTIONAL OPTICAL INTERFACE
HEK cells have a resting potential around −20 mV, a membrane resistance >500 MΩ [22] , and on their own are electrically inexcitable. We engineer a HEK cell line that stably expresses an inward rectifier potassium channel K ir 2.1 and a voltage-gated sodium channel Na V 1.5 [ Fig. 1(a) ]. The K ir 2.1 channels lower the resting potential to −70 mV, priming the Na V 1.5 channels for activation. Upon depolarization to voltages greater than −50 mV, the sodium channels activate, leading to a voltage spike. The Na V 1.5 channels then inactivate and the K ir 2.1 channels return the membrane to its resting potential. To provide a bidirectional optical interface, we also stably express a blue light-activated channelrhodopsin, CheRiff [ Fig. 1(b) ], and a red light-excited fluorescent voltage indicator, QuasAr2
[ Fig. 1(c) ], linked by a self-cleaving P2A peptide [24] (see the Appendix). The HEK cells endogenously express a low level of gap junctions [25] , which provides nearest-neighbor electrical coupling. We call the engineered cell line Optopatch spiking HEK cells (OS-HEK cells).
We characterize the cells via simultaneous manual patch clamp and fluorescence measurements, while stimulating with pulses of blue light of increasing intensity (488 nm, 6 pulses of 10 ms duration from 15 to 115 mW=cm 2 ). At blue stimulus intensity ≤60 mW=cm 2 , cells show small electrical depolarizations with magnitude proportional to illumination intensity. At blue stimulus intensity of 90 mW=cm 2 , cells spike to þ33 mV, close to the sodium reversal potential, and then gradually return to baseline. Illumination at higher intensities does not lead to further increases in spike amplitude, a defining characteristic of action potentials. The QuasAr2 fluorescence closely follows the electrical recording, with an action potential amplitude of 6% ΔF=F. These results establish the feasibility of simultaneous optical stimulation and optical readout of electrical spikes in OS-HEK cells.
To probe collective dynamics, we develop a wide-field optical system for simultaneous imaging and stimulation. To achieve high optical sensitivity over a large field of view, we use a large-aperture objective lens (Olympus MVX-2, 2x, NA 0.5), custom extra large dichroic mirrors (60 × 85 mm), and a custom imaging path (see the Appendix). Because of the low brightness of QuasAr2, it is necessary to illuminate the sample with high-intensity red light (635 nm, 13 W=cm 2 ) over the whole imaging area (5 × 1 mm 2 ). To avoid autofluorescence of the glass in the objective lens, the red light is brought into the sample through a custom fused silica prism coupled to the bottom of the sample via immersion oil (see Fig. 1 in Supplemental Material [23] and the Appendix) [24] . The laser enters the sample just below the angle for total internal reflection at the glass-water interface, minimizing illumination of the glass below or the buffer above the cells. Fluorescence from the sample passes through the prism to the objective. Patterned blue illumination is provided by a digital micromirror device (DMD) with a resolution of 912 × 1140 pixels. Individual cells within a confluent monolayer (∼160 000 cells=cm 2 ) are resolvable via the fluorescence of CheRiff-eGFP [ Fig. 1(e) ]. The field of view comprises ∼8000 OS-HEK cells. At high cell densities we often observe spontaneous spiral waves of fluorescence propagating through the dish (see Movie 1 in Supplemental Material [23] ).
We stimulate the sample with a bar of blue light (λ ¼ 488 nm, 200 mW=cm 2 , 300 μm × 1 mm, 50 ms duration) and record a movie of the ensuing changes in QuasAr2 fluorescence. An action potential wave propagates through the syncytium away from the bar at a velocity of 2.3 cm=s [ Fig. 1(f) ], establishing that a confluent layer of OS-HEK cells could support collective wave propagation, with optical input and output.
To launch unidirectional waves, we use the fact that static depolarization leads to inactivation of sodium channels. A bar-shaped region is illuminated with a long-lasting blue pulse (2 s, 200 mW=cm 2 ). An adjacent bar is then illuminated with a brief blue pulse (50 ms, 200 mW=cm 2 ). The resulting wave propagates unidirectionally away from the statically illuminated region [ Fig. 1(g) and Movie 2 of Supplemental Material [23] ). A similar protocol has been used to launch directional waves in cardiac cell cultures [18] .
III. RING OSCILLATORS AND BIOELECTRIC MEMORIES IN PATTERNED OS-HEK CELLS
The capability of OS-HEK cells to support optically triggered wave propagation suggested that these cells might be configured as stable oscillators. We use soft lithography [26] to pattern the cell growth into annular patterns with diameters ranging from 1 to 5 mm [see Fig. 2 (a) and the Appendix). We then use the illumination sequence of Fig. 1(g Fig. 2(e) ]. Over 2 h, the oscillation frequency in the 3-mm diameter ring drifts by 4.8%, from 2.37 to 2.25 Hz.
As in any physical oscillator, long-term stability enables us to detect subtle shifts in frequency, in this case arising from changes in conduction velocity (CV). In principle, conduction velocity could be sensitive to any environmental or pharmacological perturbation that affects the ion channels or metabolism of the cells. Burton and co-workers found that conduction velocity in cultured cardiac myocytes could be increased by whole-field weak optogenetic stimulation [18] . We test whether the same is true for OS-HEK cells. In a ring of diameter 3 mm, oscillations in the absence of blue illumination occur at a frequency of 2.44 Hz and have a transform-limited spectral linewidth of 0.11 Hz in a 9-s measurement band. Whole-field illumination with dim blue light brings the cells closer to activation threshold and thereby leads to faster conduction, up to a maximum 14% increase at 60 mW=cm 
IV. BIOPHYSICAL CHARACTERIZATION OF OPTOPATCH SPIKING HEK CELLS
Wave propagation in excitable media is governed by the restitution properties of the individual units [10, 27] , the dispersion relation of the medium (dependence of conduction velocity on excitation rate) [28] , and the effect of curvature on wave front velocity [29, 30] . These parameters have previously been studied in cardiac tissue [31] , though until recently stimulation with physical electrodes imposed constraints on stimulus geometry. Patterned optogenetic stimulation combined with voltage imaging provided a facile measurement platform to characterize in detail these biophysical parameters in cultures of OS-HEK cells.
A. Dispersion relations
In a periodically stimulated excitable medium, each wave front propagates in the wake of the preceding wave. If the interval between waves is comparable to or shorter than the recovery time of the medium, conduction velocity and action potential duration depend on stimulus frequency.
We measure the dispersion relations in a homogenous OS-HEK culture by launching periodic trains of ten waves with a bar-shaped stimulus (50 ms, 200 mW=cm 2 , 125 μm × 6 mm), with repetition frequency from 0.5 to 4.0 Hz. For each wave, we characterize the conduction velocity [ Fig. 3(a) ] and action potential duration (AP50, FWHM; see Fig. 3 in Supplemental Material [23] ). The spatial extent of the propagating depolarization is then given by L ¼ AP50 × CV. Between trains of different frequencies, the sample is given 2 s to relax. We observe a weak decrease of conduction velocity with increasing frequency between 0.5 and 2.5 Hz [ Fig. 3(a) ], and also a weak decrease of AP50 over this frequency range (see Fig. 3 in Supplemental Material [23] ). At stimulus frequencies >2.5 Hz, it is not possible to quantify wave propagation because the stimulus triggers reentrant spiral waves, which interfere with smooth propagation of optically triggered waves (see Movie 4 in Supplemental Material [23] ).
B. Curvature-dependent velocity
We quantify the effect of wave front curvature κ on CV in OS-HEK monolayers by launching either circular outgoing waves (κ > 0, Movie 5 of Ref. [23] ) or annular incoming waves [κ < 0, Fig. 3(b) ]. High-speed (500 Hz) maps of the wave fronts reveal that CV depend sensitively on κ [ Fig. 3(c) ]. For a planar wave front to be stable, CV must be a monotonically decreasing function of κ, consistent with our observations. We compare our observations to numerical simulations of the Aliev-Panfilov model [32] , a simple two-variable description of an excitable medium (see the Appendix). The simulations reproduce the qualitative features of the data, including an asymmetry between positive and negative curvatures. Because of the simplicity of the Aliev-Panfilov model, precise agreement with experiment is not expected.
The liminal radius is the smallest stimulus radius that can initiate an outward-propagating wave [33] . Applying a linear extrapolation of the positive-curvature data to CV ¼ 0 yields a liminal radius of 25 μm. Optically excited regions smaller than this radius are predicted to be unstable to spontaneous collapse, while larger regions are predicted to trigger an outward propagating wave. Consistent with this extrapolation, we experimentally observe that stimuli smaller than 25 μm in radius fail to trigger outward waves, although large local variations in cell density on this size scale lead to considerable region-to-region variation. The liminal size is of clinical interest, as it relates to the sensitivity of the myocardium to ectopic depolarization. Previous work has investigated this parameter in cardiac tissue by varying the diameter of the stimulating electrode [33] or optical fiber for optogenetic stimulation [34] .
C. Optically controlled boundary conditions
We now explore the feasibility of using static illumination patterns to create inexcitable zones for the purpose of steering optically induced waves. Movie 6 of the Supplemental Material [23] shows that static illumination of a bar-shaped region creates a barrier for propagating waves. We interpret this local loss of excitability as a consequence of depolarization-induced inactivation of Na V channels.
Since we seek to form patterns of high complexity, we next study the spatial resolution with which we can optically modulate membrane potential. Static illumination of a bar-shaped region leads to a steady-state depolarization that decays to half its maximum at 160 μm beyond the edge of the illumination [ Fig. 3(d) ]. To verify that the observed broadening is due to electrical coupling (as opposed to optical scattering or imaging aberrations), we add a gap junction blocker, 2-aminoethoxydiphenyl borate (2-APB, 5 μM). This drug prevents wave propagation and leads to a steplike decrease in fluorescence at the edge of the static illuminated region [ Fig. 3(d) ], confirming that the spread in fluorescence beyond the illuminated region is due to electrotonic coupling.
We compare our results to numerical simulations of the Aliev-Panfilov model [32] . We determine the cell-cell coupling parameter in the model by fitting to the data on electrotonic spread of static depolarization [ Fig. 3(d) ; see also the Appendix]. This fit gives a dimensionless coupling length of ϕ ¼ 12.5, corresponding to ϕ ¼ 300 μm in our experiments. This parameter sets the spatial resolution with which patterns of static illumination can modulate the potential.
One can imagine that the partially depolarized region adjacent to the static illumination could act as a pacemaker, shedding periodic waves into the unstimulated region. We find this not to be the case. No degree of static blue light stimulus induces periodic activity. We speculate that the shift of the Na V 1.5 population to the slow inactivated state suppresses oscillations for any degree of static depolarization [35] .
We next use patterns of static illumination to guide wave propagation. We illuminate a bar of cells with static blue light, and then use a pulse of blue light to launch a wave propagating along this optical boundary. We observe a convex curved wave front near the static interface (Movies 7 and 8 of Supplemental Material [23] ). The wave front is retarded immediately adjacent to the boundary, but then slightly advances further out. As the wave propagates, the advanced region gradually spreads outward from the boundary, until eventually the wave appears to have a straight wave front outside the boundary region.
We ascribe the nonmonotonic dependence of conduction velocity on distance from a depolarized boundary to the nonmonotonic dependence of sodium channel activation on membrane voltage [36] . Large depolarizations (close to the optical boundary) inactivate sodium channels and hence slow conduction. Modest depolarizations (farther from the boundary) bring the sodium channels closer to the activation threshold and hence speed conduction. This qualitative picture is consistent with our prior observations that weak whole-field blue illumination accelerates wave propagation, while strong blue illumination suppresses wave propagation.
We observe close correspondence to numerical simulations of the Aliev-Panfilov model using the coupling length determined by fit to the static depolarization profile. We reproduce propagation patterns both along a depolarized boundary [ Fig. 3(e) ] and around a corner (see Fig. 4 and Movie 8 in Supplemental Material [23] ). We find that, due to the spread of inactivation near optical boundaries, optically defined channels have to be at least ∼300 μm wide to support wave conduction.
V. OPTICALLY DEFINED RING OSCILLATOR
Finally, we seek to define a cellular circuit entirely optically. In contrast to physically patterned circuits, patterned illumination can be used to dynamically reconfigure circuit boundaries, enabling new types of circuit function.
Starting with a homogeneous confluent culture of OS-HEK cells, we illuminate with static blue light to define the boundaries of a rectangular track [ Fig. 4(a) ]. We then optically launch a counterclockwise wave within the track. The wave circulates stably within the optically defined boundaries at constant frequency. We then dynamically change the dimensions of the track, and observe a corresponding change in the oscillation frequency (see Movie 9 of Ref. [23] ). Upon removing the optical boundaries, the wave expands outward and dissipates at the edges of the dish. The spectrogram of the intensity trace demonstrates the expected increase of oscillator velocity as the circumference shrinks [ Fig. 4(c) ]. These results demonstrate that one can use optical patterning to define dynamically reconfigurable boundary conditions in cultures of OS-HEK cells.
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VI. DISCUSSION
OS-HEK cells and the associated optical instrumentation provide a versatile platform for exploring emergent bioelectric phenomena in excitable tissues. The two heterologously expressed ion channels, Na V 1.5 and K ir 2.1, combined with the endogenous gap junction protein, constitute a minimal system for sustaining collective electrical waves in vitro. The ability to define boundary conditions optically and to vary these conditions in real time opens the possibility to explore the effects of geometry on wave propagation phenomena with much greater precision and versatility than would be possible if physical cell patterning were required. For instance, measurements of conduction velocity versus wave front curvature [ Fig. 3(c) ] reveal a nonlinear dependence, indicating deviations from the linear eikonal approximation [37] . A similarly shaped dependence of velocity on wave front curvature was previously observed in calcium waves within single isolated rat cardiomyocytes [30] . To our knowledge, our results constitute the most precise measurement of the influence of wave front geometry on electrical conduction in a biological tissue.
More than 100 years ago, Mines considered rings of cardiac tissue as a model for reentrant arrhythmias and observed stabilization of reentrant waves at high stimulus rates [38] . More recent work has considered annular geometries in cardiac electrical conduction [39, 40] , in cardiac calcium dynamics [41] , and in chemical reactiondiffusion systems [42] . In contrast to previous work in fixed geometries, our optical approach opens the door to exploring how reconfiguration of boundary conditions affects dynamics in a bioelectric medium. In principle, one could close the loop between optical readout of voltage and optical stimulation to provide spatiotemporal feedback in OS-HEK cells, an idea first discussed by Sakurai et al. [43] .
Spiking HEK cells have previously been proposed as a model of cardiac tissue [16] . The quantitative data obtained here test the limits of this model and reveal instructive differences from real cardiac tissue. The relations of conduction velocity and AP50 to beat rate determine the stability of wave propagation in the tissue [44, 45] . If the slope of the restitution curve (AP50 versus diastolic interval) exceeds 1, then under periodic pacing electrical alternans (alternating short and long beats) develops [46] , a phenomenon first characterized by Mines [47] . Guevara and co-workers showed that this transition can occur via a period-doubling bifurcation, and can eventually lead to chaotic dynamics [10, 27] . Transitions to chaos may be involved in ventricular fibrillation and sudden cardiac death [48] .
In OS-HEK cells the conduction velocity and AP50 are largely independent of stimulus frequency (and hence diastolic interval), up to a sharp cutoff frequency [ Fig. 3(a) and Fig. 3 in Supplemental Material [23] ]. Neither alternans nor chaos are observed in the periodically paced OS-HEK cells, the physically patterned rings of OS-HEK cells, or in the optically defined ring oscillator. To interpret this qualitative difference from cardiac tissue, we turn to the classic Noble model [49] , in which cardiac dynamics are described by three currents: voltage-gated sodium, inward rectifier potassium, and slow delayed rectifier potassium. OS-HEK cells lack the slow delayed rectifier potassium channel of the Noble model, and thus recover after each action potential within a time set by sodium channel repriming, approximately 4 ms [50] . Thus, each beat in OS-HEK cells is largely independent of preceding activity. The lack of the slow delayed rectifier current in OS-HEK cells most likely explains the difference in dispersion relation between OS-HEK cells and cardiac tissue.
One could augment the OS-HEK cells in several ways to make them more "cardiaclike." Expression of a slow K V channel, such as hERG, would provide a gradually recovering excitability after each action potential. A slow hyperpolarization-activated cation channel, such as an HCN channel, would lead to a gradual depolarizing "funny current" after each action potential, also gradually increasing excitability [51] . Finally, one could add a drug, such as amitriptyline, which slows the recovery of Na V 1.5 from inactivation and may thus lead to slowly recovering excitability [52] . The OS-HEK system provides a platform for testing the sufficiency of these additional components to induce alternans and chaotic dynamics under rapid pacing. It will also be interesting to explore whether these modifications render the cells capable of driving oscillatory behavior under steady-state optogenetic stimulation.
One could also augment the OS-HEK cells to implement more complex cellular logic. For instance, expression of A-type voltage-gated potassium channels should shorten the AP duration to resemble more closely a neuronal action potential. The correspondingly shorter AP wavelength would lead to a higher bit rate in propagating wave trains. Expression of voltage-gated Ca 2þ channels may introduce additional slow dynamics and memory effects, and provide a means to couple electrical dynamics to intracellular signaling cascades and ultimately to changes in gene expression.
Expression of ligand-gated ion channels could provide a sensitive chemical interface, whose activation would manifest as changes in wave dynamics. Activation of G-protein coupled receptors (GPCRs) can also couple to ion channel modulation [53] and thereby affect the function of OS-HEK cells. The ring oscillator geometry enables integration over thousands of oscillation cycles, facilitating detection of extremely subtle changes in oscillation frequency. Finally, patterned cell growth of multiple engineered cell types in two and three dimensions [54] may enable formation of highly complex bioelectrically active synthetic tissues, with cells having differing electrophysiological properties localized in different regions. An interesting avenue for future research will be to engineer cell lines to perform more complex bioelectrical computations. 
APPENDIX: MATERIALS AND METHODS

Generation of OS-HEK cell lines
The pIRESpuro3-Na V 1.5 plasmid was obtained from ChemCORE at Johns Hopkins University. The Na V 1.5 expression is driven by a CMV promoter. The Optopatch construct contains coding sequences of CheRiff-eGFP and QuasAr2-mOrange, separated by a self-cleaving P2A peptide sequence. The Optopatch construct was cloned into a modified FCK lentivirus vector (mFCK), in which the original CaMKII promoter was replaced by a CMV promoter. The K ir 2.1 cDNA is amplified from Addgene plasmid 32669 (pENTR-L5-Kir2.1-mCherry-L2) and cloned into pLX304 lentivirus vector that contains a blasticidin selection marker. The K ir 2.1 expression is driven by a CMV promoter.
HEK293 cells are maintained in Dulbecco's modified Eagle medium (DMEM) with 10% fetal bovine serum, penicillin (100 U=mL), streptomycin (100 μg=mL), and are transected with pIRESpuro3-Na V 1.5 using TransIT-293 transfection reagent (Mirus Bio) following manufacturer instructions. 48 h after transfection, puromycin was added to a final concentration of 2 μg=mL. Cells are selected for 14 days to stabilize the expression of Na V 1.5. Surviving cells are subsequently transduced by mFCK-Optopatch lentivirus. Ten days after infection, GFP positive cells are enriched by FACS sorting and are then transduced by pLX304-Kir2.1 lentivirus. 48 h after transduction, K ir 2.1 expressing cells are selected by 5 μg=mL blasticidin. At the same time, 2 μg=mL puromycin is also included to ensure stable expression of Na V 1.5. Cells are cultured for 14 days and then single cells are dispersed in wells of a 48-well plate. Monoclonal lines are screened using Optopatch to detect cells that show robust optically induced and optically recorded action potentials. In the selected Na V 1.5=Optopatch=K ir 2.1 monoclonal cell line (OS-HEK cells), action potentials are robustly triggered by blue laser stimulation and recorded by QuasAr2 fluorescence, with a SNR greater than 30.
Cell culture
The selected OS-HEK cell line is grown in 10-cm tissue culture dishes in 10-mL DMEM-10 supplemented with 2 μg=mL puromycin and 5 μg=mL blasticidin until reaching approximately 80% confluence. Cells are then were trypsinized and transferred to cryovials with 500 000 cells=vial in 10% dimethyl sulfoxide (DMSO)/ 90% DMEM-10 medium, and frozen overnight at −80°C using an isopropyl alcohol freezing container (Thermo Scientific).
For functional experiments, OS-HEK cells are thawed and centrifuged at 300 g for 5 min to pellet cells and aspirate DMSO-containing medium. Cells are then resuspended and plated in 10-cm plastic tissue culture dishes in 10-mL DMEM-10 supplemented with 2 μg=mL puromycin and 5 μg=mL blasticidin. Following standard HEK cell culture convention, OS-HEK lines are maintained between 30% and 70% confluence, and are passaged (by trypsinizing, centrifuging, aspirating old media, and resuspending in fresh media) at a 1∶3 ratio once reaching 70% confluence. After thawing, a given line typically maintains functional performance (i.e., spiking under blue light stimulation) for approximately seven passages, or 2 weeks. At longer times in culture, expression of K ir 2.1 appears to diminish, rendering the cells inexcitable.
For imaging and electrophysiology experiments, cells are passaged from 10-cm plastic dishes and replated on 35-mm coverslip-bottom dishes that have been precoated with 1∶30 matrigel:minimal essential media (MEM) in a central 10-mm well to allow for cell adhesion. For confluent layers, cells are plated at high density by delivering 500 000 cells in a 500-μL DMEM-10 droplet in the central well, then left to settle for 1 h before adding an additional 1.5 mL DMEM-10 to the dish. Cells are then transferred to the incubator for at least 3 h before measurement.
Electrophysiology and single-cell imaging
Measurements are performed in Tyrode's solution, containing (in mM) 125 NaCl, 2 KCl, 2 CaCl 2 , 1 MgCl 2 , 10 HEPES, 30 glucose. The pH is adjusted to 7.3 with NaOH and the osmolality is adjusted to 305-310 mOsm with sucrose. Prior to measurements, 35-mm dishes are washed twice with 1-mL phosphate-buffered saline (PBS) to remove residual culture media, then filled with 2 mL Tyrode's solution. Filamented glass micropipettes (WPI) are pulled to a resistance of 5-10 MΩ and filled with internal solution containing (in mM) 140 KCl, 1 MgCl 2 , 10 EGTA, 10 HEPES, 3 Mg-ATP, pH adjusted to 7.3 with KOH.
Simultaneous patch clamp and QuasAr2 imaging experiments are performed on a home-built inverted microscope using a low-noise patch clamp amplifier (A-M Systems, model 2400). Voltage traces are collected under i ¼ 0 current clamp mode. Blue light for optical stimulation (Coherent Obis) is modulated using an acousto-optic tunable filter (Gooch and Housego GH18A series). Red light for monitoring QuasAr2 fluorescence (Dragon Lasers M series, 635 nm) is modulated independently using a shutter. Fluorescence in the near infrared is filtered using a dichroic mirror (quadband 405=488=532=635) and an emission filter (668-743 nm) and recorded using a scientific complementary metal-oxide semiconductor (CMOS) camera (Hamamatsu Orca Flash 4.2). Experiments are performed at ambient room temperature (25°C).
Ultrawide-field Imaging and microscopy
Ultrawide-field imaging experiments are performed on a home-built inverted microscope modified from a design described previously [24] . In brief, this system provides a field of view of 5 × 5 mm 2 , spatial resolution of 3 μm, and maximum frame rate of 1 kHz. Blue light for CheRiff excitation is produced by a 488-nm laser with 3-W maximum power (Coherent Genesis MX) set to 1-W output. Excitation intensity is modulated using an acousto-optic modulator (NEOS Technologies, AOBD Model N45030-5-6.5) and spatially patterned using a digital micromirror device (DMD) (DLi4130, Digital Light innovations). Physical DMD pixels of linear dimension 6.5 μm are demagnified 2x onto the sample plane for 3.25 μm resolution.
Red light for exciting QuasAr2 fluorescence is provided by six 500-mW lasers (Dragon Lasers M series, 635 nm). The lasers are first combined pairwise via half-wave plates and polarizing beam splitters. The three resulting beams are then directed onto the sample via a custom fused silica prism interposed between the sample and the objective. The prism directs the beams to the sample at an angle close to total internal reflection at the glass-water interface, achieving an illumination intensity of 13 W=cm 2 at the sample. The red illumination covers a field of view of 5 × 1 mm. The size of the field of view is limited by available laser power and by concern over laser-induced heating of the sample for larger illuminated regions. Near-IR fluorescence emission is filtered using emission filters (Chroma ET665lp and Semrock quadband 336=510=581=703) and reimaged onto a sCMOS camera (Hamamatsu Orca Flash 4.2).
To achieve accurate stimulation of user-selected regions on the sample, it is necessary to map DMD pixels onto camera pixels. First, a triangular test pattern is projected onto a spatially uniform fluorescence test target, and imaged on the camera. Then, an affine transformation matrix is produced to map DMD pixels to camera pixels. Desired blue stimulation patterns are then manually defined on images of the sample, and transformed back into DMD pixels using the registration matrix. Stacks of illumination pattern images are then preloaded into the DMD volatile memory. Custom LabView software provides trigger signals to synchronize modulation of the red and blue lasers, activation of patterns on the DMD, and camera triggers.
Cell patterning
To create physically defined ring oscillators (Fig. 2) , we adapt a published microcontact printing protocol [26] to define fibronectin patterns covalently bound to cytophobic polyacrylamide gels. In brief, patterns are designed in AutoCAD and printed on a Mylar transparency (CAD Art Services). The pattern is transferred to a layer of SU-8 3025 on a Si wafer via contact photolithography, followed by removal of unexposed photoresist with SU-8 developer. The SU-8 master is then used as a template for casting a poly(dimethylsiloxane) (PDMS) stamp.
Coverslip-bottomed 35-mm dishes with 20-mm central wells (MatTek P35G-1.5-20-C.s) are coated with a layer of polyacrylamide gel functionalized with succinimide esters for covalent immobilization of patterned fibronectin. Glass coverslips are chemically activated by plasma cleaning and then incubated for 30 min in a nitrogen-purged glovebox with silane solution (v=v: 0.5% 3-methacryloxypropyltrimethoxysilane, 2% acetic acid, 97.5% anhydrous EtOH). Still in a nitrogen atmosphere, polyacrylamide gels (40∶1 acrylamide:bisacrylamide) are polymerized on the activated glass (final W=V concentrations in pH 7 phosphate buffer: 8% acrylamide, 0.2% bisacrylamide, 0.1% tetramethylenediamine, 0.12% potassium persulfate; 1 mL=dish). The solution is doped with 4.2 mg=mL N-acryloxysuccinimide (acryl-NHS) to allow for covalent binding of fibronectin. Gels are polymerized under siliconized coverslips (Hampton Research, HR3-239) to ensure smooth top surfaces.
PDMS stamps are exposed to a solution of fibronectin (Yo Proteins no. 663, 0.05 mg=mL) for 30 min followed by aspiration and drying in air for 10 min. Stamp patterns are then printed onto the NHS-functionalized acrylamide dishes. The NHS is covalently bonded to the fibronectin, forming a stable cell-adherent pattern. Cells are deposited by gently pipetting a 500-μL DMEM-10 droplet with 500 000 cells into the dish central well, leaving to settle at room temperature under a laminar flow hood for >30 min. Unadhered cells are removed by gently aspirating the 500-μL droplet, then gently adding 2 mL DMEM-10. This protocol yields confluent patterns with high fidelity to the original template [ Fig. 2(a) ].
Aliev-Panfilov simulations
We simulate wave propagation in the OS-HEK cell cultures via the Aliev-Panfilov model [32] . The AlievPanfilov model treats the cell as a two-parameter nonlinear oscillator:
where u is the external (i.e., excitation) parameter and v is in the internal (i.e., recovery) parameter. Numerical integration is performed in MATLAB using the ode45 differential equation solver. To match simulations to single-cell spike data, we choose excitation threshold a ¼ 0.05, transmembrane current magnitude k ¼ 8, and recovery factor εðu < aÞ ¼ 1, εðu ≥ aÞ ¼ 0.03. The parameter c corresponds to the optical drive, and is a function of space and of time (set to 1 when pixels are illuminated and to 0 when they are not). The parameter ϕ ¼ 12.5 corresponds to the electrical coupling length of the syncytium, and is calibrated by matching the decay length for static depolarization. Nearest-neighbor electrical coupling is implemented using the MATLAB imfilter function with a discrete Laplacian filter and replicating boundary conditions. Display images correspond to simulations of uðx; yÞ on 128 × 32 or 128 × 45 grids of Aliev-Panfilov cells run over 4000-85 000 time steps, depending the complexity of the simulated optical stimulus.
Simulations of curvature-dependent conduction velocity [ Fig. 3(c) ] are performed on a 128 × 128 grid. Wave fronts are determined by the positions where the intensity crosses a threshold set to 3=4 of the maximum intensity. Trajectories are measured from a one-dimension slice taken across the grid midline, and the spatially discrete results are fit using the MATLAB fit function ("smoothingspline" fit type, with smoothing parameter 0.8). Plots of wave front radius as a function of time are transformed into plots of conduction velocity as a function of curvature.
Image processing and data analysis
All images are processed and analyzed using homemade MATLAB scripts. For single-cell experiments (Fig. 1) , intensity traces are extracted by constructing a weight image based on the covariance of individual pixels with the recorded patch voltage, then using that image to weight contribution of individual pixels to the overall average intensity trace. This algorithm is described in detail in Ref. [55] .
For ultrawide-field experiments (Figs. 2-4) , movies are background subtracted using an image of the red illumination beam profile and smoothed using a median filter (using a 3 × 3 pixel window) to preserve wave front edges. Resulting movies are corrected for photobleaching at each pixel using a sliding minimum filter with a width of 150 samples. This procedure preserves spikes and spike shapes, but removes downward baseline drift. Wave fronts are defined by thresholding movies to identify the wave front and then manually recording the wave front coordinates. Some movies acquired over a large field of view are downsampled using 4 × 4 pixel binning to maintain reasonable file size.
For dispersion analysis [ Fig. 3(a) ], movies are binned at 4 × 4 pixels and then averaged over the vertical direction (i.e., parallel to the wave front). The resulting kymographs are corrected for photobleaching as described above at each spatial position. The amplitude of the spikes at each coordinate is mapped to the range [0,1], thereby removing variable offsets and amplitudes due to heterogeneities in the culture. Rising and falling edges of each spike are detected using a half-maximum threshold followed by linear interpolation to achieve subframe time resolution.
Conduction velocities are calculated by measuring arrival time at two spatial locations 2 mm apart. Action potential FWHM (AP50) is calculated by temporally aligning APs at each spatial location, averaging, and then fitting rising and falling times using linear interpolation. For analysis of curvature-dependent velocity [ Fig. 3(b) ], movies are mean subtracted and then smoothed using a 3 × 3 median filter, and then manually traced in ImageJ to determine wave front diameter along the horizontal axis. Velocities are calculated by spline interpolation of the position of the wave front as a function of time, and then taking the spline derivative at sample time points. Associated curvatures are taken as the inverse of the wave front radius measured at that frame. Curvature-dependent velocity data are divided into piecewise linear regimes and then fit with straight lines using least-squares regression to determine the parameter α.
For analysis of propagation in the ring oscillator (Fig. 2) , raw data are binned, corrected for the red laser illumination profile, and median filtered as described above. Intensity traces are computed from mean intensity within manually defined regions of interest. Fluorescence traces are corrected for photobleaching using a sliding minimum filter as described above. Spike rise times are detected with subframe precision using linear interpolation of samples before and after a half-maximum threshold [ Fig. 2(d) ]. Oscillator direction is determined by computing differences in rise times at adjacent regions of interest [ Fig. 2(e) ]. For the optically defined oscillator track (Fig. 4) , intensity traces are calculated from a horizontal region in which the boundary did not move during the experiment [ Fig. 4(c) ]. Power spectra [ Fig. 4(d) ] are computed by taking shorttime Fourier transforms of these intensity traces.
