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Abstract
In those lecture notes, we review some applications of heat semigroups methods in
Riemannian and sub-Riemannian geometry.
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1 Subelliptic diffusion operators
1.1 Diffusion operators
Definition 1.1. A differential operator L on Rn, is called a diffusion operator if it can be
written
L =
n∑
i,j=1
σij(x)
∂2
∂xi∂xj
+
n∑
i=1
bi(x)
∂
∂xi
,
where bi and σij are continuous functions on R
n, and if for every x ∈ Rn the matrix
σ(x)
def
= (σij(x))1≤i,j≤n is symmetric and nonnegative.
If for every x ∈ Rn the matrix (σij(x))1≤i,j≤n is positive definite, then the operator L is
said to be elliptic. The canonical example of an elliptic diffusion operator is the Laplace
operator in Rn:
∆ =
n∑
i=1
∂2
∂x2i
.
However, Definition 1.1 includes also non-elliptic operators such as for instance the heat
operator
H = ∆− ∂
∂t
,
or very degenerate operators such as the so-called Kolmogorov operator in R3,
K = ∂
2
∂x2
+ x
∂
∂y
− ∂
∂t
.
One of the most basic properties of diffusion operators is that they satisfy a maximum
principle. Before we state it let us recall a simple result from linear algebra.
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Lemma 1.2. Let A and B be two symmetric and nonnegative matrices, then
tr(AB) ≥ 0.
Proof. Since A is symmetric and non negative, there exists a symmetric and nonnegative
matrix S such that S2 = A. We have then
tr(AB) = tr(S2B) = tr(SBS) = tr(tSBS).
The matrix tSBS is seen to be symmetric and nonnegative and therefore tr(tSBS) ≥ 0.
Proposition 1.3 (Maximum principle for diffusion operators). Let f : Rn → R be a C2
function that attains a local minimum at x. If L is a diffusion operator, then Lf(x) ≥ 0.
Proof. Let
L =
n∑
i,j=1
σij(x)
∂2
∂xi∂xj
+
n∑
i=1
bi(x)
∂
∂xi
,
and let f : Rn → R be a C2 function that attains a local minimum at x. We have
Lf(x) =
n∑
i,j=1
σij(x)
∂2f
∂xi∂xj
(x)
= tr (σ(x)Hess f(x)) ,
where Hess f(x) = ( ∂
2f
∂xi∂xj
(x)) is the Hessian matrix of f . Since, by the assumption, we
have Hess f(x) ≥ 0, the desired conclusion immediately follows from Lemma 1.2.
Combined with the linearity, Proposition 1.3 actually characterizes the diffusion operators.
Theorem 1.4. Let L : C∞(Rn)→ C0(M) be an operator such that:
1) L is linear;
2) for any f ∈ C∞(Rn) such that f has a local minimum at x, one has Lf(x) ≥ 0.
Then, L is a diffusion operator.
Proof. Suppose L satisfy the above properties. It is readily seen from 2) that L1 = 0. Fix
now y ∈ Rn. Our first observation is that if g ∈ C∞(U), where U ⊂ Rn is a neighborhood
of y, then
L(‖ · −y‖3g)(y) = 0. (1.1)
To see this, for ε > 0 consider the function
x→ ‖x− y‖3g(x) + ε‖x− y‖2.
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Since such function admits a local minimum at y, by 2) we have
L(‖ · −y‖3g)(y) ≥ −εL(‖ · −y‖2)(y).
Letting ε→ 0, we thus obtain
L(‖ · −y‖3g)(y) ≥ 0.
By considering now the function
x→ ‖x− y‖3g(x) − ε‖x− y‖2,
which has a local maximum at y, we obtain similarly that
L(‖x− y‖3g)(y) ≤ 0.
In conclusion, we have proved (1.1).
In order to show that L is a diffusion operator we now consider f ∈ C∞(Rn), and would
like to show that
Lf(y) =
n∑
i,j=1
σij(y)
∂2f
∂xi∂xj
(y) +
n∑
i=1
bi(y)
∂f
∂xi
(y). (1.2)
for continuous functions σij and bi, with (σij)1≤i,j≤n ≥ 0. By the Taylor formula there
exists a neighborhood U of y, and a function g ∈ C∞(U), such that for any x ∈ U one has
f(x) = f(y) +
n∑
i=1
(xi − yi) ∂f
∂xi
(y) +
1
2
n∑
i,j=1
(xi − yi)(xj − yj) ∂
2f
∂xi∂xj
(y) + ‖x− y‖3g(x).
By applying the operator L to the previous identity, and by taking 1), the fact that L1 = 0,
and (1.1) into account, we obtain
Lf(y) =
n∑
i=1
L(xi − yi)(y) ∂f
∂xi
(y) +
1
2
n∑
i,j=1
L((xi − yi)(xj − yj))(y) ∂
2f
∂xi∂xj
(y).
By denoting
bi(y) = L(xi − yi)(y), and σij(y) = 1
2
L((xi − yi)(xj − yj))(y),
we conclude that (1.2) holds. Furthermore, since L transforms smooth into continuous
functions, the functions bi’s and σij’s are continuous. To complete the proof it would thus
suffice to show that the matrix (σij(y))1≤i,j≤n be nonnegative. i.e., that for every ξ ∈ Rn
one has
∑n
i,j=1 σij(y)ξiξj ≥ 0. Indeed, by 1) again we have
n∑
i,j=1
σij(y)ξiξj =
1
2
L(〈ξ, x − y〉2)(y).
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Since the function x→ 〈ξ, x− y〉2 attains a local minimum at y, we obtain from 2)
L(〈ξ, x − y〉2)(y) ≥ 0.
From the arbitrariness of y ∈ Rn, the proof is completed.
The previous characterization of diffusion operators is intrinsic and has the advantage of
being coordinate free. This suggests to adopt the following natural definition on manifolds.
Definition 1.5. Let M be a smooth manifold. A diffusion operator L on M is an operator
L : C∞(M)→ C0(M) such that:
1. L is linear;
2. for any f ∈ C∞(M) which has a local minimum at x, one has Lf(x) ≥ 0.
Of course, in any local chart, a diffusion operator L reads as
L =
n∑
i,j=1
σij(x)
∂2
∂xi∂xj
+
n∑
i=1
bi(x)
∂
∂xi
.
where σ is symmetric and nonnegative.
1.2 Subelliptic diffusion operators
In this Section, we give without proofs some results of regularity theory for subelliptic
diffusion operators. For an introduction to those topics in the case of elliptic operators,
we refer to Folland [13] in the Euclidean case and [14] in the manifold case. Regularity
theory for hypoelliptic diffusion operators was developed by L. Ho¨rmander [17] and we
refer to [10] for a recent presentation.
Definition 1.6. Let L be a diffusion operator with smooth coefficients which is defined on
an open set Ω ⊂ Rn. We say that L is subelliptic on Ω, if for every compact set K ⊂ Ω,
there exist a constant C and ε > 0 such that for every u ∈ C∞0 (K),
‖u‖2(2ε) ≤ C
(‖Lu‖22 + ‖u‖22) . (1.3)
In the above definition, we denoted for s ∈ R, the Sobolev norm
‖f‖2(s) =
∫
Rn
|fˆ(ξ)|2(1 + ‖ξ‖2)sdξ < +∞,
where fˆ(ξ) is the Fourier transform of f , and ‖·‖2 is the classical L2 norm. It is well-known
that elliptic operators are subelliptic in the sense of the previous definition with ε = 1.
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There are many interesting examples of diffusion operators which are subelliptic but not
elliptic. Let, for instance,
L =
d∑
i=1
V 2i + V0
where V0, V1, · · · , Vd are smooth vector fields defined on an open set Ω. We denote by V
the Lie algebra generated by the Vi’s, 1 ≤ i ≤ d, and for x ∈ Ω,
V(x) = {V (x), V ∈ V}.
The celebrated Ho¨rmander’s theorem states that if for every x ∈ Ω, V(x) = Rn, then L is
a subelliptic operator. In that case ε is 1/d, where d is the maximal length of the brackets
that are needed to generate Rn.
If L is a subelliptic diffusion operator, using the theory of pseudo-differential operators,
it can be proved that the inequality (1.3) self-improves into a family of inequalities of the
type
‖u‖2(2ε+s) ≤ C
(
‖Lu‖2(s) + ‖u‖2(s)
)
, u ∈ C∞0 (K),
where s ∈ R and the constant C only depends on K and s. This implies, in particular, by a
usual bootstrap argument and Sobolev lemma that subelliptic operators are hypoelliptic.
Iterating the latter inequality also leads to
‖u‖2(2kε) ≤ C
k∑
j=0
‖Lju‖22, u ∈ C∞0 (K),
where k ≥ 0. This may be used to bound derivatives of u in terms of L2 norms to iterated
powers of u. Indeed, if α is a multi-index and k is such that 4kε > 2|α| + n, then we get
supx∈K |∂αu(x)|2 ≤ C‖u‖2(2kε) and therefore
sup
x∈K
|∂αu(x)|2 ≤ C ′
k∑
j=0
‖Lju‖22.
Along the same lines, we also get the following result.
Proposition 1.7. Let L be a subelliptic diffusion operator with smooth coefficients on an
open set Ω ⊂ Rn. Let u ∈ L2(Ω) such that, in the sense of distributions,
Lu,L2u, · · · , Lku ∈ L2(Ω),
for some positive integer k. Let K be a compact subset of Ω and denote by ε the same
constant as in (1.3). If k > n4ε , then u is a continuous function on the interior of K and
there exists a positive constant C such that
sup
x∈K
|u(x)|2 ≤ C
k∑
j=0
‖Lju‖2L2(Ω).
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More generally, if k > m2ε +
n
4ε for some non negative integer m, then u is m-times
continuously differentiable in the interior of K and there exists a positive constant C such
that
sup
|α|≤m
sup
x∈K
|∂αu(x)|2 ≤ C
k∑
j=0
‖Lju‖2L2(Ω).
As a consequence of the previous result, we see in particular that⋂
k≥0
D(Lk) ⊂ C∞(Rn).
We can define subelliptic operators on a manifold by using charts:
Definition 1.8. Let L be a diffusion operator on a manifold M. We say that L is subel-
liptic on M if it is in any local chart.
Proposition 1.9 can then be extended to the manifold case:
Proposition 1.9. Let M be a manifold endowed with a smooth positive measure µ, and
let L be a subelliptic diffusion operator with smooth coefficients on an open set Ω ⊂ M.
Let u ∈ L2(Ω, µ) such that, in the sense of distributions,
Lu,L2u, · · · , Lku ∈ L2(Ω, µ),
for some positive integer k. Let K be a compact subset of Ω. There exists a constant ε > 0
such that If k > n4ε , then u is a continuous function on the interior of K and there exists
a positive constant C such that
sup
x∈K
|u(x)|2 ≤ C
k∑
j=0
‖Lju‖2L2(Ω,µ).
More generally, if k > m2ε +
n
4ε for some non negative integer m, then u is m-times
continuously differentiable in the interior of K and there exists a positive constant C such
that
sup
|α|≤m
sup
x∈K
|∂αu(x)|2 ≤ C
k∑
j=0
‖Lju‖2L2(Ω,µ).
1.3 The distance associated to subelliptic diffusion operators
Let L be a subelliptic diffusion operator defined on a manifold M. For every smooth
functions f, g : M→ R, let us define the so-called carre´ du champ, which is the symmetric
first-order differential form defined by:
Γ(f, g) =
1
2
(L(fg)− fLg − gLf) .
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A straightforward computation shows that if, in a local chart,
L =
n∑
i,j=1
σij(x)
∂2
∂xi∂xj
+
n∑
i=1
bi(x)
∂
∂xi
,
then, in the same chart
Γ(f, g) =
n∑
i,j=1
σij(x)
∂f
∂xi
∂g
∂xj
.
As a consequence, for every smooth function f ,
Γ(f) ≥ 0.
Definition 1.10. An absolutely continuous curve γ : [0, T ]→ M is said to be subunit for
the operator L if for every smooth function f : M→ R we have ∣∣ ddtf(γ(t))∣∣ ≤√(Γf)(γ(t)).
We then define the subunit length of γ as ℓs(γ) = T .
Given x, y ∈M, we indicate with
S(x, y) = {γ : [0, T ]→M | γ is subunit for Γ, γ(0) = x, γ(T ) = y}.
In these lecture notes we always assume that
S(x, y) 6= ∅, for every x, y ∈M.
If L is an elliptic operator or if L is a sum of squares operator that satisfies Ho¨rmander’s
condition, then this assumption is satisfied (this is the so-called Chow theorem).
Under such assumption it is easy to verify that
d(x, y) = inf{ℓs(γ) | γ ∈ S(x, y)}, (1.4)
defines a true distance on M. This is the intrinsic distance associated to the subelliptic
operator L. A beautiful result by Fefferman and Phong [12] relates the subellipticity of L
to the size of the balls for this metric:
Theorem 1.11 (Fefferman-Phong). Let Ω be a relatively compact open subset of M. For
some ε > 0, there are constants r0 > 0 and C such that for all x and r,
B(x, r) ∩Ω ⊂ Bd(x,Crε) ∩ Ω
whenever 0 ≤ r < r0. Bd denotes here the ball for the metric d and B the ball for an
arbitrary Riemannian metric on Ω.
A corollary of this result is that the topology induced by d coincides with the manifold
topology of M. The distance d can also be computed using the following definition:
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Proposition 1.12. For every x, y ∈M,
d(x, y) = sup {|f(x)− f(y)|, f ∈ C∞(M), ‖Γ(f)‖∞ ≤ 1} , x, y ∈M. (1.5)
Proof. Let x, y ∈M. We denote
δ(x, y) = sup{|f(x)− f(y)|, f ∈ C∞0 (M), ‖Γ(f)‖∞ ≤ 1}.
Let γ : [0, T ]→M be a sub-unit curve such that
γ(0) = x, γ(T ) = x.
We have
∣∣ d
dtf(γ(t))
∣∣ ≤√(Γf)(γ(t)), therefore, if Γ(f) ≤ 1,
|f(y)− f(x)| ≤ T.
As a consequence
δ(x, y) ≤ d(x, y).
We now prove the converse inequality which is trickier. The idea would be to use the
function f(y) = d(x, y) that satisfies |f(x)− f(y)| = d(x, y) and ”Γ(f, f) = 1”. However,
giving a precise meaning to Γ(f, f) = 1, is not so easy, because it turns out that f is not
everywhere differentiable. If the operator L is elliptic, then the distance d is Riemannian
and one can use an approximate identity to regularize f , that is to find C∞ functions ηε
such that |f(y) − ηε(y)| ≤ ε and ‖Γ(ηε)‖∞ ≤ 1 + Cε for some constant C > 0 (see [?]
and [?] for more details). We have then |ηε(y) − ηε(x)| ≤ (1 + Cε)δ(x, y), which implies
d(x, y) ≤ δ(x, y) by letting ε→ 0. Thus, if L is elliptic then d(x, y) = δ(x, y). If L is only
subelliptic, we consider an elliptic diffusion operator ∆ on M and consider the sequence of
operators Lk = L+
1
k∆. We denote by dk the distance associated to Lk. It is easy to see
that dk increases with k and that dk(x, y) ≤ d(x, y). We can find a curve γk : [0, 1] → M,
such that γ(0) = x, γ(1) = y and for every f ∈ C∞(M),∣∣∣∣ ddtf(γk(t))
∣∣∣∣
2
≤
(
d2k(x, y) +
1
k
)(
Γ(f)(γk(t)) +
1
k
Γ∆(f)(γk(t))
)
,
where Γ∆ is the carre´ du champ operator of ∆. Since dk ≤ d, we see that the sequence γk
is uniformly equicontinuous. As a consequence of the Arzela`-Ascoli theorem, we deduce
that there exists a subsequence which we continue to denote γk that converges uniformly
to a curve γ : [0, 1] →M, such that γ(0) = x, γ(1) = y and for every f ∈ C∞(M),∣∣∣∣ ddtf(γ(t))
∣∣∣∣
2
≤ sup
k
d2k(x, y)Γ(f)(γk(t)).
By definition of d, we deduce d(x, y) ≤ supk dk(x, y). As a consequence, we proved that
d(x, y) = limk→∞ dk(x, y). Since it is clear that
dk(x, y) = sup
{
|f(x)− f(y)|, f ∈ C∞(M),
∥∥∥∥Γ(f) + 1kΓ∆(f)
∥∥∥∥
∞
≤ 1
}
≤ δ(x, y),
we finally conclude that d(x, y) ≤ δ(x, y), hence d(x, y) = δ(x, y).
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A straightforward corollary of the previous proposition is the following useful result:
Corollary 1.13. If f ∈ C∞(M) satisfies Γ(f) = 0, then f is constant.
The following theorem is known as the Hopf-Rinow theorem, it provides a necessary and
sufficient condition for the completeness of the metric space (M, d).
Theorem 1.14. (Hopf-Rinow theorem) The metric space (M, d) is complete (i.e. Cauchy
sequences are convergent) if and only the compact sets are the closed and bounded sets.
Proof. It is clear that if closed and bounded sets are compact then the metric space (M, d)
is complete; It comes from the fact that Cauchy sequence are convergent if and only if
they have at least one cluster value. So, we need to prove that closed and bounded sets for
the distance d are compact provided that (M, d) is complete. To check this, it is enough
to prove that closed balls are compact.
Let x ∈M. Observe that if the closed ball B¯(x, r) is compact for some r > 0, then B¯(x, ρ)
is closed for any ρ < r. Define
R = sup{r > 0, B¯(x, r) is compact }.
Since d induces the manifold topology of M, R > 0. Let us assume that R < ∞ and let
us show that it leads to a contradiction.
We first show that B¯(x,R) is compact. Since (M, d) is assumed to be complete, it suffices
to prove that B¯(x,R) is totally bounded: That is, for every ε > 0 there is a finite set Sε
such that every point of B¯(x,R) lies in a ε-neighborhood of Sε.
So, let ε > 0 small enough. By definition of R, the ball B¯(x,R − ε/4) is compact; It
is therefore totally bounded. We can find a finite set S = {y1, · · · , yN} such that every
point of B¯(x,R − ε/4) lies in a ε/2-neighborhood of S. Let now y ∈ B¯(x,R). We claim
that there exists y′ ∈ B¯(x,R − ε/4) such that d(y, y′) ≤ ε/2. If y ∈ B¯(x,R − ε/4), there
is nothing to prove, we may therefore assume that y /∈ B¯(x,R − ε/4). Consider then a
sub-unit curve γ : [0, R + ε/4]→ M such that γ(0) = x, γ(R+ ε/2) = y. Let
τ = inf{t, γ(t) /∈ B¯(x,R − ε/4)}.
We have τ ≥ R− ε/4. On the other hand,
d(γ(τ), γ(R + ε/2)) ≤ R+ ε/4− τ.
As a consequence,
d(γ(τ), y) ≤ ε/2.
In all cases, there exists therefore y′ ∈ B¯(x,R−ε/4) such that d(y, y′) ≤ ε/2. We may then
pick yk in S such that d(yk, y
′) ≤ ε/2. From the triangle inequality, we have d(y, yk) ≤ ε.
So, at the end, it turns out that every point of B¯(x,R) lies in a ε-neighborhood of S. This
shows that B¯(x,R) is totally bounded and therefore compact because (Rn, d) is assumed
to be complete. Actually, the previous argument shows more, it shows that if every point
of B¯(x,R) lies in a ε/2-neighborhood of a finite S, then every point of B¯(x,R+ ε/4) will
lie ε-neighborhood of S, so that the ball B¯(x,R + ε/4) is also compact. This contradicts
the definition of R. Therefore every closed ball is a compact set, due to the arbitrariness
of x.
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1.4 Essentially self-adjoint subelliptic operators
We consider on a smooth manifold M a subelliptic diffusion operator L. We assume that
L is symmetric with respect to some measure µ, that is: For every smooth and compactly
supported functions f, g : M→ R,∫
M
gLfdµ =
∫
M
fLgdµ.
We observe that if µ is a symmetric measure for L as above, then in the sense of distribu-
tions
L′µ = 0,
where L′ is the adjoint of L in distribution sense. As a consequence, µ needs to be a
smooth measure.
The carre´ du champ introduced above allows to integrate by parts: For every f, g ∈
C∞0 (M), ∫
M
fLgdµ = −
∫
M
Γ(f, g)dµ =
∫
M
gLfdµ.
The operator L on its domain D(L) = C∞0 (M) is a densely defined non positive symmetric
operator on the Hilbert space L2(M, µ). However, it is not self-adjoint, indeed it is easily
checked that {
f ∈ C∞(M), ‖f‖L2(M,µ) + ‖Lf‖L2(M,µ) <∞
} ⊂ D(L∗).
A famous theorem of Von Neumann asserts that any non negative and symmetric operator
may be extended into a self-adjoint operator. The following construction, due to Friedrich,
provides a canonical non negative self-adjoint extension.
Theorem 1.15. (Friedrichs extension) On the Hilbert space L2(M, µ), there exists a
densely defined non positive self-adjoint extension of L.
Proof. On C∞0 (M), let us consider the following norm
‖f‖2E = ‖f‖2L2(M,µ) +
∫
M
Γ(f, f)dµ.
By completing C∞0 (M) with respect to this norm, we get a Hilbert space (H, 〈·, ·〉E ). Since
for f ∈ C∞0 (M), ‖f‖L2(M,µ) ≤ ‖f‖E , the injection map
ι : (C∞0 (M), ‖ · ‖E )→ (L2(M, µ), ‖ · ‖L2(M,µ))
is continuous and it may therefore be extended into a continuous map
ι¯ : (H, ‖ · ‖E )→ (L2(M, µ), ‖ · ‖L2(M,µ)).
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Let us show that ι¯ is injective so that H may be identified with a subspace of L2(M, µ).
So, let f ∈ H such that ι¯(f) = 0. We can find a sequence fn ∈ C∞0 (M), such that
‖fn − f‖E → 0 and ‖fn‖L2µ(M) → 0. We have
‖f‖E = lim
m,n→+∞〈fn, fm〉E
= lim
m→+∞ limn→+∞〈fn, fm〉L2µ(Rn,R) − 〈fn, Lfm〉L2µ(Rn,R)
= 0,
thus f = 0 and ι¯ is injective. Let us now consider the map
B = ι¯ · ι¯∗ : L2(M, µ)→ L2(M, µ).
It is well defined due to the fact that since ι¯ is bounded, it is easily checked that
D(ι¯∗) = L2(M, µ).
Moreover, B is easily seen to be symmetric, and thus self-adjoint because its domain is
equal to L2(M, µ). Also, it is readily checked that the injectivity of ι¯ implies the injectivity
of B. Therefore, we deduce that the inverse
A = B−1 : R(ι¯ · ι¯∗) ⊂ L2(M, µ)→ L2(M, µ)
is a densely defined self-adjoint operator on L2(M, µ). Now, we observe that for f, g ∈
C∞0 (M),
〈f, g〉L2(M,µ) − 〈Lf, g〉L2(M,µ)
=〈¯i−1(f), i¯−1(g)〉E
=〈(¯i−1)∗i¯−1f, g〉L2(M,µ)
=〈(¯i¯i∗)−1f, g〉L2(M,µ)
Thus A and Id− L coincide on C∞0 (M). By defining,
−L¯ = A− Id,
we get the required self-adjoint extension of −L.
Remark 1.16. The operator L¯, as constructed above, is called the Friedrichs extension
of L.
Definition 1.17. If L¯ is the unique non positive self-adjoint extension of L, then the
operator L is said to be essentially self-adjoint on C∞0 (M). In that case, there is no
ambiguity and we shall denote L¯ = L.
We have the following first criterion for essential self-adjointness.
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Lemma 1.18. If for some λ > 0,
Ker(−L∗ + λId) = {0},
then the operator L is essentially self-adjoint on C∞0 (M).
Proof. We make the proof for λ = 1 and let the reader adapt it for λ 6= 0.
Let −L˜ be a non negative self-adjoint extension of −L. We want to prove that actually,
−L˜ = −L¯. The assumption
Ker(−L∗ + Id) = {0}
implies that C∞0 (M) is dense in D(−L∗) for the norm
‖f‖2E = ‖f‖2L2(M,µ) − 〈f, L∗f〉L2(M,µ).
Since, −L˜ is a non negative self-adjoint extension of −L, we have
D(−L˜) ⊂ D(−L∗).
The space C∞0 (M) is therefore dense in D(−L˜) for the norm ‖ · ‖E . At that point, we use
some notations introduced in the proof of the Friedrichs extension (Theorem 1.15). Since
C∞0 (M) is dense in D(−L˜) for the norm ‖ · ‖E , we deduce that the equality
〈f, g〉L2(M,µ) − 〈L˜f, g〉L2(M,µ) = 〈¯i−1(f), i¯−1(g)〉E ,
which is obviously satisfied for f, g ∈ C∞0 (M) actually also holds for f, g ∈ D(L˜). From the
definition of the Friedrichs extension, we deduce that L¯ and L˜ coincide on D(L˜). Finally,
since these two operators are self adjoint we conclude L¯ = L˜.
Remark 1.19. Given the fact that −L is given here with the domain C∞0 (M), the condi-
tion
Ker(−L∗ + λId) = {0},
is equivalent to the fact that if f ∈ L2(M, µ) is a function that satisfies in the sense of
distributions
−Lf + λf = 0,
then f = 0.
As a corollary of the previous lemma, the following proposition provides a useful sufficient
condition for essential self-adjointness that is easy to check for several subelliptic diffusion
operators (including Laplace-Beltrami operators on complete Riemannian manifolds).
Proposition 1.20. If the diffusion operator L is a subelliptic diffusion operator and if
there exists an increasing sequence hn ∈ C∞0 (M)), 0 ≤ hn ≤ 1, such that hn ր 1 on M,
and ||Γ(hn)||∞ → 0, as n→∞, then the operator L is essentially self-adjoint on C∞0 (M).
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Proof. Let λ > 0. According to the previous lemma, it is enough to check that if L∗f = λf
with λ > 0, then f = 0. As it was observed above, L∗f = λf is equivalent to the fact that,
in sense of distributions, Lf = λf . From the hypoellipticity of L, we deduce therefore
that f is a smooth function. Now, for h ∈ C∞0 (M),∫
M
Γ(f, h2f)dµ = −〈f, L(h2f)〉L2(M,µ)
= −〈L∗f, h2f〉L2(M,µ)
= −λ〈f, h2f〉L2(M,µ)
= −λ〈f2, h2〉L2(M,µ)
≤ 0.
Since
Γ(f, h2f) = h2Γ(f) + 2fhΓ(f, h),
we deduce that
〈h2,Γ(f)〉L2(M,µ) + 2〈fh,Γ(f, h)〉L2(M,µ) ≤ 0.
Therefore, by Cauchy-Schwarz inequality
〈h2,Γ(f)〉L2(M,µ) ≤ 4‖f‖2L2(M,µ)‖Γ(h)‖∞.
If we now use the sequence hn and let n→∞, we obtain Γ(f, f) = 0 and therefore f = 0,
as desired.
Interestingly, the existence of such a sequence hn is closely related to the completeness of
the metric space (M, d) where d is the intrinsic distance associated to the operator L.
Proposition 1.21. There exists an increasing sequence hn ∈ C∞0 (M), 0 ≤ hn ≤ 1, such
that hn ր 1 on M, and ‖Γ(hn)‖∞ → 0, as n → ∞ if and only if the metric space (M, d)
is complete.
Proof. Let us assume that the metric space (M, d) is complete. Let ∆ be an elliptic
operator on M and denote by dR the Riemannian distance associated to the operator
L+∆. We have dR ≤ d. Together with the Fefferman-Phong result recalled in Proposition
1.11, we deduce that the metric space (M, dR) is complete.
Iif we fix a base point x0 ∈M, we can find an exhaustion function ρ ∈ C∞(M) such that
|ρ− dR(x0, ·)| ≤ L, ‖∇Rρ‖ ≤ L on M.
By the completeness of (M, dR) and the Hopf-Rinow theorem, the level sets Ωs = {x ∈
M | ρ(x) < s} are relatively compact and, furthermore, Ωs ր M as s→∞. We now pick
an increasing sequence of functions φn ∈ C∞([0,∞)) such that φn ≡ 1 on [0, n], φn ≡ 0
outside [0, 2n], and |φ′n| ≤ 2n . If we set hn(x) = φn(ρ(x)), then we have hn ∈ C∞0 (M),
hn ր 1 on M as n→∞, and
‖
√
Γ(hn)‖∞ ≤ ||∇Rhn||∞ ≤ 2L
n
.
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Conversely, let us assume that here exists an increasing sequence hn ∈ C∞0 (M), 0 ≤ hn ≤ 1,
such that hn ր 1 on M, and ‖Γ(hn)‖∞ → 0, as n→∞. Let (xk) be a Cauchy sequence in
the metric space (M, d). We can find N such that hN (x1) ≥ 1/2 and d(x1, xk) ≤ 14‖Γ(hN )‖∞
for every k. For every k, we have then hN (xk) ≥ 14 , so that xk belongs to the support of
hN . By compactness, we deduce that xk is convergent, hence (M, d) is complete.
1.5 The heat semigroup associated to a subelliptic diffusion operator
We consider in this section a subelliptic diffusion operator L which is essentially self-adjoint
on C∞0 (M). As a consequence, L admits a unique self-adjoint extension (its Friedrichs
extension). We shall continue to denote such extension by L. The domain of this extension
shall be denoted by D(L).
If L = − ∫ +∞0 λdEλ denotes the spectral decomposition of L in L2(M, µ), then by defi-
nition, the heat semigroup (Pt)t≥0 is given by Pt =
∫ +∞
0 e
−λtdEλ. It is a one-parameter
family of bounded operators on L2(M, µ). Since the quadratic form − < f,Lf > is a
Dirichlet form, we deduce that (Pt)t≥0 is a sub-Markov semigroup: it transforms non-
negative functions into non-negative functions and satisfies
Pt1 ≤ 1. (1.6)
The sub-Markov property and Riesz-Thorin interpolation classically allows to construct
the semigroup (Pt)t≥0 in Lp(M, µ) and for f ∈ Lp(M, µ) one has
||Ptf ||Lp(M,µ) ≤ ||f ||Lp(M,µ), 1 ≤ p ≤ ∞. (1.7)
For more details about the functional analytic construction of heat semigroups, we refer
fro instance to [4].
We now address the proof of the existence and regularity of the heat kernel associated to
a a locally subelliptic operator.
The key estimate to prove the existence of a heat kernel is the following:
Lemma 1.22. Let K be a compact subset of M. There exists a positive constant C and
k > 0 such that for f ∈ L2(M, µ):
sup
x∈K
|Ptf(x)| ≤ C
(
1 +
1
tk
)
‖f‖L2(M,µ).
Proof. Let us first observe that from the spectral theorem that if f ∈ L2(M, µ) then for
every k ≥ 0, LkPtf ∈ L2(M, µ) and
‖LkPtf‖L2(M,µ) ≤
(
sup
λ≥0
λke−λt
)
‖f‖L2(M,µ).
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Now, let K be a compact set of M. From Proposition 1.9 there exists a positive constant
C such that
sup
x∈K
|Ptf(x)|2 ≤ C
k∑
k=0
‖LkPtf‖2L2(M,µ).
Since it is immediately checked that
sup
λ≥0
λke−λt =
(
k
t
)k
e−k,
the bound
sup
x∈K
|Ptf(x)| ≤ C
(
1 +
1
tk
)
‖f‖L2(M,µ).
easily follows.
We are now in position to prove the smoothing property of the semigroup.
Proposition 1.23. For f ∈ L2(M, µ), the function (t, x)→ Ptf(x) is smooth on (0,+∞)×
M.
Proof. Let f ∈ L2(M, µ). Let t > 0. As above, from the spectral theorem, Ptf ∈
∩k≥1D(Lk) ⊂ C∞(M). Hence Ptf is a smooth function.
Next, we prove joint continuity in the variables (t, x) ∈ (0,+∞) × Rn. It is enough to
prove that if t0 > 0 and if K is a compact set on M,
sup
x∈K
|Ptf(x)− Pt0f(x)| →t→t0 0.
From Proposition 1.9, there exists a positive constant C such that
sup
x∈K
|Ptf(x)− Pt0f(x)| ≤ C
κ∑
k=0
‖LkPtf − LkPt0f‖2L2(M,µ).
Now, again from the spectral theorem, it is checked that
lim
t→t0
κ∑
k=0
‖LkPtf − LkPt0f‖2L2(M,µ) = 0.
This gives the expected joint continuity in (t, x). The joint smoothness in (t, x) is a
consequence of the second part of Proposition 1.9 and the details are let to the reader.
We now prove the following fundamental theorem about the existence of a heat kernel for
the semigroup generated by subelliptic diffusion operators.
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Theorem 1.24. There is a smooth function p(x, y, t), t ∈ (0,+∞), x, y ∈ M, such that
for every f ∈ L2(M, µ) and x ∈M ,
Ptf(x) =
∫
M
p(x, y, t)f(y)dµ(y).
The function p(x, y, t) is called the heat kernel associated to (Pt)t≥0. It satisfies further-
more:
• (Symmetry) p(x, y, t) = p(y, x, t);
• (Chapman-Kolmogorov relation) p(x, y, t+ s) = ∫
M
p(x, z, t)p(z, y, s)dµ(z).
Proof. Let x ∈ M and t > 0. From the previous proposition, the linear form f → Ptf(x)
is continuous on L2(M, µ), therefore from the Riesz representation theorem, there is a
function p(x, ·, t) ∈ L2(M, µ), such that for f ∈ L2(M, µ),
Ptf(x) =
∫
M
p(x, y, t)f(y)dµ(y).
From the fact that Pt is self-adjoint on L
2(M, µ):∫
M
(Ptf)gdµ =
∫
M
f(Ptg)dµ,
we easily deduce the symmetry property:
p(x, y, t) = p(y, x, t).
And the Chapman-Kolmogorov relation p(t + s, x, y) =
∫
M
p(x, z, t)p(z, y, s)dµ(z) stems
from the semigroup property Pt+s = PtPs. Finally, from the previous proposition the map
(t, x)→ p(x, ·, t) ∈ L2(M, µ) is smooth on M×(0,+∞) for the weak topology on L2(M, µ).
This implies that it is also smooth on (0,+∞) × Rn for the norm topology. Since, from
the Chapman-Kolmogorov relation
p(x, y, t) = 〈p(x, ·, t/2), p(y, ·, t/2)〉L2µ (M),
we conclude that (x, y, t)→ p(x, y, t) is smooth on M×M× (0,+∞).
The semigroup (Pt)t≥0 actually solves a parabolic Cauchy problem.
Lemma 1.25. Let f ∈ Lp(M, µ), 1 ≤ p ≤ ∞, and let
u(t, x) = Ptf(x), t ≥ 0, x ∈M.
Then u is smooth on (0,+∞) ×M and is a strong solution of the Cauchy problem
∂u
∂t
= Lu, u(0, x) = f(x).
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Proof. For φ ∈ C∞0 ((0,+∞)×M), we have
∫
M×R
((
− ∂
∂t
− L
)
φ(t, x)
)
u(t, x)dµ(x)dt =
∫
R
∫
M
((
− ∂
∂t
− L
)
φ(t, x)
)
Ptf(x)dxdt
=
∫
R
∫
M
Pt
((
− ∂
∂t
− L
)
φ(t, x)
)
f(x)dxdt
=
∫
R
∫
M
− ∂
∂t
(Ptφ(t, x)f(x)) dxdt
= 0.
Therefore u is a weak solution of the equation ∂u∂t = Lu. Since u is smooth it is also a
strong solution.
We now address the uniqueness of solutions.
Lemma 1.26. Let v(x, t) be a non negative function such that
∂v
∂t
≤ Lv, v(x, 0) = 0,
and such that for every t > 0,
‖v(·, t)‖Lp(M,µ) < +∞,
where 1 < p < +∞. Then v(x, t) = 0.
Proof. Let h ∈ C∞0 (M). Since u is a subsolution with the zero initial condition, for any
τ ∈ (0, T ), ∫ τ
0
∫
M
h2(x)vp−1(x, t)Lv(x, t)dµ(x)dt
≥
∫ τ
0
∫
M
h2(x)vp−1
∂v
∂t
dµ(x)dt
=
1
p
∫ τ
0
∂
∂t
(∫
M
h2(x)vpdµ(x)
)
dt
=
1
p
∫
M
h2(x)vp(x, τ)dµ(x).
On the other hand, integrating by parts yields∫ τ
0
∫
M
h2(x)vp−1(x, t)Lv(x, t)dµ(x)dt
=−
∫ τ
0
∫
M
2hvp−1Γ(h, v)dµdt −
∫ τ
0
∫
M
h2(p− 1)vp−2Γ(v)dµdt.
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Observing that
0 ≤
(√
2
p− 1Γ(h)v −
√
p− 1
2
Γ(v)h
)2
≤ 2
p− 1Γ(h)v
2 + 2Γ(h, v)hv +
p− 1
2
Γ(v)h2,
we obtain the following estimate.∫ τ
0
∫
M
h2(x)vp−1(x, t)Lv(x, t)dµ(x)dt
≤
∫ τ
0
∫
M
2
p− 1Γ(h)v
pdµdt−
∫ τ
0
∫
M
p− 1
2
h2vp−2Γ(v)dµdt
=
∫ τ
0
∫
M
2
p− 1Γ(h)v
pdµdt− 2(p − 1)
p2
∫ τ
0
∫
M
h2Γ(vp/2)dµdt.
Combining with the previous conclusion we obtain ,∫
M
h2(x)vp(x, τ)dµ(x) +
2(p − 1)
p
∫ τ
0
∫
M
h2Γ(vp/2)dµdt ≤ 2p
(p− 1)‖Γ(h)‖
2
∞
∫ τ
0
∫
M
vpdµdt.
By using (H.1) and the previous inequality with an increasing sequence hn ∈ C∞0 (M),
0 ≤ hn ≤ 1, such that hn ր 1 on M, and ||Γ(hn, hn)||∞ → 0, as n → ∞, and letting
n→ +∞, we obtain ∫
M
vp(x, τ)dµ(x) = 0 thus v = 0.
As a consequence of this result, any solution in Lp(M, µ), 1 < p < +∞ of the heat
equation ∂u∂t = Lu is uniquely determined by its initial condition, and is therefore of the
form u(t, x) = Ptf(x). We stress that without further conditions, this result may fail when
p = 1 or p = +∞.
2 The heat semigroup on a complete Riemannian manifold
and its geometric applications
In this Section we shall consider a smooth and complete Riemannian manifold (M, g)
with dimension n. The Riemannian measure will be denoted by µ and we will often use
the notation 〈·, ·〉 for g(·, ·). A canonical elliptic diffusion operator on M is the Laplace-
Beltrami operator. In this Section, we will show some applications to geometry of the
Laplace-Beltrami operator and the semigroup it generates. We assume some basic knowl-
edge about Riemannian geometry (see for instance [11, 19]). Some of the covered topics
are inspired by M. Ledoux [18].
2.1 The Laplace-Beltrami operator
The Laplace-Beltrami of M will be denoted by L. We recall that it is the generator of the
pre-Dirichlet form
E(f1, f2) =
∫
M
g(∇f1,∇f2)dµ, f1, f2 ∈ C∞0 (M),
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where ∇ is the Riemannian gradient on M. Since M is assumed to be complete, as we have
seen in the previous section, the operator L is essentially self-adjoint on the space C∞0 (M).
More precisely, there exists an increasing sequence hn ∈ C∞0 (M) such that hn ր 1 on M,
and ||Γ(hn, hn)||∞ → 0, as n → ∞. Observe that for the Laplace-Beltrami operator L,
the operator Γ is simply given by Γ(f1, f2) = 〈∇f1,∇f2〉.
The Friedrichs extension of L, which is therefore the unique self-adjoint extension of L in
L2(M, µ) will still be denoted by L and the domain of this extension is denoted by D(L).
Using the results of the previous section, we then have:
• By using the spectral theorem for L in the Hilbert space L2(M, µ), we may construct
a strongly continuous contraction semigroup (Pt)t≥0 in L2(M, µ) whose infinitesimal
generator is L;
• By using the ellipticity of L, we may prove that (Pt)t≥0 admits a heat kernel, that
is: There is a smooth function p(t, x, y), t ∈ (0,+∞), x, y ∈ M, such that for every
f ∈ L2(M, µ) and x ∈M ,
Ptf(x) =
∫
M
p(t, x, y)f(y)dµ(y).
Moreover, the heat kernel satisfies the two following conditions:
– (Symmetry) p(t, x, y) = p(t, y, x);
– (Chapman-Kolmogorov relation) p(t+ s, x, y) =
∫
M
p(t, x, z)p(s, z, y)dµ(z).
• The semigroup (Pt)t≥0 is a sub-Markov semigroup: If 0 ≤ f ≤ 1 is a function in
L2(M, µ), then 0 ≤ Ptf ≤ 1.
• By using the Riesz-Thorin interpolation theorem, (Pt)t≥0 defines a contraction semi-
group on Lp(M, µ), 1 ≤ p ≤ ∞.
2.2 The heat semigroup on a compact Riemannian manifold
In this Section, we study some spectral properties of the Laplace-Beltrami operator and
of the heat semigroup on a compact Riemannian manifold. So, let (M, g) be a compact
Riemannian manifold. As usual, we denote by (Pt)t≥0 the heat semigroup and by p(t, x, y)
the corresponding heat kernel. As a preliminary result, we have the following Liouville’s
type theorem.
Lemma 2.1. Let f ∈ D(L) such that Lf = 0, then f is a constant function.
Proof. From the ellipticity of L, we first deduce that f is smooth. Then, since M is
compact, the following equality holds
−
∫
M
fLfdµ =
∫
M
Γ(f, f)dµ.
Therefore Γ(f, f) = 0, which implies that f is a constant function.
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In the compact case, the heat semigroup satisfies the so-called stochastic completeness (or
Markov) property.
Proposition 2.2. For t ≥ 0,
Pt1 = 1.
Proof. Since the constant function 1 is in L2(M, µ), by compactness of M, we may apply
Proposition 1.26.
It turns out that the compactness of M implies the compactness of the semigroup.
Proposition 2.3. For t > 0 the operator Pt is a compact operator on the Hilbert space
L2(M, µ). It is moreover trace class and
Tr(Pt) =
∫
M
p(t, x, x)µ(dx).
Proof. From the existence of the heat kernel we have
Ptf(x) =
∫
M
p(t, x, y)f(y)dµ(y).
But from the compactness of M, we have∫
M
∫
M
p(t, x, y)2dµ(x)dµ(y) < +∞.
Therefore, the operator
Pt : L
2(M, µ)→ L2(M, µ)
is a Hilbert-Schmidt operator. It is thus in particular a compact operator.
Since Pt = Pt/2Pt/2, Pt is a product of two Hilbert-Schmidt operators. It is therefore a
class trace operator and,
Tr(Pt) =
∫
M
∫
M
p(t/2, x, y)p(t/2, y, x)dµ(x)dµ(y).
We conclude then by applying the Chapman-Kolmogorov relation.
In this compact framework, we have the following theorem
Theorem 2.4. There exists a complete orthonormal basis (φn)n∈N of L2(M, µ), consisting
of eigenfunctions of −L, with φn having an eigenvalue λn with finite multiplicity satisfying
0 = λ0 < λ1 ≤ λ2 ≤ · · · ր +∞.
Moreover, for t > 0, x, y ∈M,
p(t, x, y) =
+∞∑
n=0
e−λntφn(x)φn(y),
with convergence absolute and uniform for each t > 0.
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Proof. Let t > 0. From the Hilbert-Schmidt theorem for the non negative self adjoint
compact operator Pt, there exists a complete orthonormal basis (φn(t))n∈N of L2(M, µ)
and a non increasing sequence αn(t) ≥ 0, αn(t)ց 0 such that
Ptφn(t) = αn(t)φn(t).
The semigroup property Pt+s = PtPs implies first that for k ∈ N, k ≥ 1,
φn(k) = φn(1), αn(k) = αn(1)
k.
The same result is then seen to hold for k ∈ Q, k > 0 and finally for k ∈ R, due to the
strong continuity of the semigroup. Since the map t → ‖Pt‖2 is decreasing, we deduce
that αn(1) ≤ 1. Thus, there is a λn ≥ 0 such that
αn(1) = e
−λn .
As a conclusion, there exists a complete orthonormal basis (φn)n∈N of L2(M, µ), and a
sequence λn satisfying
0 ≤ λ0 ≤ λ1 ≤ λ2 ≤ · · · ր +∞,
such that
Ptφn = e
−λntφn.
Since Pt1 = 1, we actually have λ0 = 0. Also, if f ∈ L2(M, µ) is such that Ptf = f , it is
straightforward that f ∈ D(L) and that Lf = 0, so that thanks to Liouville theorem, f is
a constant function. Therefore λ1 > 0.
Since Ptφn = e
−λntφn, by differentiating as t→ 0 in L2(M, µ), we obtain furthermore that
φn ∈ D(L) and that Lφn = −λnφn.
The family (x, y) → φn(x)φm(y) forms an orthonormal basis of L2(M ×M, µ ⊗ µ). We
therefore have a decomposition in L2(M×M, µ⊗ µ),
p(t, x, y) =
∑
m,n∈M
cmnφm(x)φn(y).
Since p(t, ·, ·) is the kernel of Pt, it is then straightforward that for m 6= n, cmn = 0 and
that cnn = e
−λnt. Therefore in L2(M, µ),
p(t, x, y) =
+∞∑
n=0
e−λntφn(x)φn(y).
The continuity of p, together with the positivity of Pt imply, via Mercer’s theorem that
actually, the above series is absolutely and uniformly convergent for t > 0.
As we stressed it in the statement of the theorem, in the decomposition
p(t, x, y) =
+∞∑
n=0
e−λntφn(x)φn(y),
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the eigenvalue λn is repeated according to its multiplicity. It is often useful to rewrite this
decomposition under the form
p(t, x, y) =
+∞∑
n=0
e−αnt
dn∑
k=1
φnk(x)φ
n
k (y),
where the eigenvalue αn is not repeated, that is
0 = α0 < α1 < α2 < · · ·
In this decomposition, dn is the dimension of the eigenspace Vn corresponding to the
eigenvalue αn and (φ
n
k)1≤k≤dn is an orthonormal basis of Vn. If we denote,
Kn(x, y) =
dn∑
k=1
φnk(x)φ
n
k (y),
then Kn is called the reproducing kernel of the eigenspace Vn. It satisfies the following
properties whose proofs are let to the reader:
Proposition 2.5.
• Kn does not depend on the choice of the basis (φnk)1≤k≤dn ;
• If f ∈ Vn, then
∫
M
Kn(x, y)f(y)dµ(y) = f(x).
From the very definition of the reproducing kernels, we have
p(t, x, y) =
+∞∑
n=0
e−αntKn(x, y). (2.1)
The compactness of M also implies the convergence to equilibrium for the semigroup.
Proposition 2.6. Let f ∈ L2(M, µ), then uniformly on M, when t→ +∞,
Ptf → 1
µ(M)
∫
M
fdµ.
Proof. It is obvious from the previous proposition and from spectral theory that in L2(M, µ),
Ptf converges to a constant function that we denote P∞f . The convergence is also uniform,
because for s, t, T > 0,
‖Pt+T f − Ps+T f‖∞ = sup
x∈M
|PT (Ptf − Psf)(x)|
= sup
x∈M
∣∣∣∣
∫
M
p(T, x, y)(Ptf − Psf)(y)dµ(y)
∣∣∣∣
≤
(
sup
x∈M
√∫
M
p(T, x, y)2dµ(y)
)
‖Ptf − Psf‖2.
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Moreover, for every t ≥ 0, ∫
M
Ptfdµ =
∫
M
fdµ. Therefore∫
M
P∞fdµ =
∫
M
fdµ.
Since P∞f is constant, we finally deduce the expected result:
P∞f =
1
µ(M)
∫
M
fdµ.
2.3 Bochner’s identity
The Bochner’s identity is a fundamental identity that connects the Ricci curvature of a
Riemannian manifold (M, g) to the Laplace-Beltrami-operator (see [11, 19]).
Theorem 2.7. If f ∈ C∞(M), then
1
2
L(‖∇f‖2)− 〈∇f,∇Lf〉 = ‖Hessf‖2HS +Ric(∇f,∇f),
where Ric denotes the Ricci curvature tensor of M and ‖Hessf‖HS the Hilbert-Schmidt
norm of the Hessian of f .
2.4 The curvature dimension inequality
We now introduce the Bakry’s Γ2 operator. For f, g ∈ C∞(M), it is defined as
Γ2(f, f) =
1
2
L(‖∇f‖2)− 〈∇f,∇Lf〉.
In the previous Section, we have seen that on our Riemannian manifold M,
Γ2(f, f) = ‖Hessf‖2HS +Ric(∇f,∇f),
Therefore it should come as no surprise that a lower bound on Ric translates into a lower
bound on Γ2.
Theorem 2.8. Let M be a Riemannian manifold. We have, in the sense of bilinear forms,
Ric ≥ ρ if and only if for every f ∈ C∞(M),
Γ2(f, f) ≥ 1
n
(Lf)2 + ρΓ(f, f).
Proof. Let us assume that Ric ≥ ρ. In that case, from Bochner’s formula we deduce that
Γ2(f, f) ≥ ‖Hessf‖2HS + ρΓ(f, f).
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From Cauchy-Schwartz inequality, we have the bound
‖Hessf‖2HS ≥
1
n
Tr (Hessf)2 .
Since Tr (Hessf) = Lf , we conclude that
Γ2(f, f) ≥ 1
n
(Lf)2 + ρΓ(f, f).
Conversely, let us now assume that for every f ∈ C∞(M),
Γ2(f, f) ≥ 1
n
(Lf)2 + ρΓ(f, f).
Let x ∈ M and v ∈ TxM. It is possible to find a function f ∈ C∞(M) such that, at x,
Hessf = 0 and ∇f = v. We have then, by using Bochner’s identity at x,
Ric(v, v) ≥ ρ‖v‖2.
Remark 2.9. The inequality
Γ2(f, f) ≥ 1
n
(Lf)2 + ρΓ(f, f).
is called the curvature dimension inequality. It is satisfied for more general operators than
Laplace-Beltrami operators on manifolds with Ricci curvature lower bounds. Many of the
results covered in those notes extend to those operators (see [2]).
We finally mention another consequence of Bochner’s identity which shall be later used.
Lemma 2.10. Let M be a Riemannian manifold such that Ric ≥ ρ. For every f ∈
C∞(M),
Γ(Γ(f)) ≤ 4Γ(f) (Γ2(f)− ρΓ(f)) .
Proof. It follows from the fact that
Γ2(f, f) ≥ ‖Hessf‖2HS + ρΓ(f, f).
and Cauchy-Schwarz inequality implies Γ(Γ(f)) ≤ 4‖Hessf‖2HSΓ(f). Details are let to
the reader.
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2.5 Stochastic completeness
In this section, we will prove a first interesting consequence of the Bochner’s identity: We
will prove that if, on a complete Riemannian manifold M, the Ricci curvature is bounded
from below, then the heat semigroup is stochastically complete, that is Pt1 = 1. This
result is due to S.T. Yau, and we will see this property is also equivalent to the uniqueness
in L∞ for solutions of the heat equation. The proof we give is due to D. Bakry.
LetM be a complete Riemannian manifold and denote by L its Laplace-Beltrami operator.
As usual, we denote by Pt the heat semigroup generated by L. Throughout the section,
we will assume that the Ricci curvature of M is bounded from below by ρ ∈ R. As seen
in the previous Section, this is equivalent to the fact that for every f ∈ C∞(M),
Γ2(f, f) ≥ 1
n
(Lf)2 + ρΓ(f, f).
We start with a technical lemma:
Lemma 2.11. If f ∈ L2(M, µ), then for every t > 0, the functions Γ(Ptf), LΓ(Ptf),Γ(Ptf, LPtf)
and Γ2(Ptf) are in L
1(M, µ).
Proof. It is straightforward to see from the spectral theorem that Γ(Ptf) ∈ L1(M, µ).
Similarly, |Γ(Ptf, LPtf)| ≤
√
Γ(Ptf)Γ(LPtf) ∈ L1(M, µ). Since,
Γ2(Ptf) =
1
2
(LΓ(Ptf)− 2Γ(Ptf, LPtf))
we are let with the problem of proving that Γ2(Ptf) ∈ L1(M, µ). If g ∈ C∞0 (M), then an
integration by parts easily yields∫
M
Γ2(g)dµ =
∫
M
(Lg)2dµ.
As a consequence, ∫
M
Γ2(g) − ρΓ(g)dµ =
∫
M
(Lg)2 + ρgLgdµ,
and we obtain∫
M
|Γ2(g)− ρΓ(g)|dµ ≤
(
1 +
1
2
|ρ|
)∫
M
(Lg)2dµ +
1
2
|ρ|
∫
M
g2dµ.
Using a density argument, it is then easily proved that for g ∈ D(L) ∩ C∞(M) we have∫
M
|Γ2(g)− ρΓ(g)|dµ ≤
(
1 +
1
2
|ρ|
)∫
M
(Lg)2dµ +
1
2
|ρ|
∫
M
g2dµ.
In particular, we deduce that if g ∈ D(L) ∩ C∞(M), then Γ2(g) ∈ L1(M, µ).
We will also need the following fundamental parabolic comparison theorem that shall be
extensively used throughout these lecture notes.
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Proposition 2.12. Let T > 0. Let u, v : M× [0, T ]→ R be smooth functions such that:
(i) For every t ∈ [0, T ], u(·, t) ∈ L2(M) and ∫ T0 ‖u(·, t)‖2dt <∞;
(ii)
∫ T
0 ‖
√
Γ(u)(·, t)‖pdt <∞ for some 1 ≤ p ≤ ∞;
(iii) For every t ∈ [0, T ], v(·, t) ∈ Lq(M) and ∫ T0 ‖v(·, t)‖qdt <∞ for some 1 ≤ q ≤ ∞.
If the inequality
Lu+
∂u
∂t
≥ v,
holds on M× [0, T ], then we have
PTu(·, T )(x) ≥ u(x, 0) +
∫ T
0
Psv(·, s)(x)ds.
Proof. Let f, g ∈ C∞0 (M), f, g ≥ 0. We claim that we must have∫
M
gPT (fu(·, T ))dµ −
∫
M
gfu(x, 0)dµ ≥ −‖
√
Γ(f)‖∞
∫ T
0
∫
M
(Ptg)
√
Γ(u)dµdt (2.2)
− ‖
√
Γ(f)‖∞
∫ T
0
‖
√
Γ(Ptg)‖2‖u(·, t)‖2dt+
∫
M
g
∫ T
0
Pt(fv(·, t))dµdt,
where for every 1 ≤ p ≤ ∞ and a measurable F , we have let ||F ||p = ||F ||Lp(M). To
establish (2.2) we consider the function
φ(t) =
∫
M
gPt(fu(·, t))dµ.
Differentiating φ we find
φ′(t) =
∫
M
gPt
(
L(fu) + f
∂u
∂t
)
dµ
=
∫
M
gPt
(
(Lf)u+ 2Γ(f, u) + fLu+ f
∂u
∂t
)
dµ
≥
∫
M
gPt ((Lf)u+ 2Γ(f, u)) dµ +
∫
M
gPt(fv)dµ.
Since ∫
M
gPt ((Lf)u) dµ =
∫
M
(Ptg)(Lf)udµ
= −
∫
M
Γ(f, u(Ptg))dµ
= −
(∫
M
PtgΓ(f, u) + uΓ(f, Ptg)dµ
)
,
27
we obtain
φ′(t) ≥
∫
M
PtgΓ(f, u)dµ −
∫
M
uΓ(f, Ptg)dµ +
∫
M
gPt(fv)dµ.
Now, we can bound∣∣∣∣
∫
M
(Ptg)Γ(f, u)dµ
∣∣∣∣ ≤ ‖√Γ(f)‖∞
∫
M
(Ptg)
√
Γ(u)dµ,
and for a.e. t ∈ [0, T ] the integral in the right-hand side is finite in view of the assumption
(ii) above. We have thus obtained
φ′(t) ≥ −‖
√
Γ(f)‖∞
∫
M
(Ptg)
√
Γ(u)dµ−
∫
M
uΓ(f, Ptg)dµ +
∫
M
gPt(fv(·, t))dµ.
As a consequence, we find∫
M
gPT (fu(·, T ))dµ −
∫
M
gfu(x, 0)dµ
≥− ‖
√
Γ(f)‖∞
∫ T
0
∫
M
(Ptg)
√
Γ(u)dµdt−
∫ T
0
∫
M
uΓ (f, Ptg) dµdt+
∫ T
0
∫
M
gPt(fv(·, t))dµdt
≥− ‖
√
Γ(f)‖∞
∫ T
0
∫
M
(Ptg)
√
Γ(u)dµdt−
∫ T
0
‖u(·, t)‖2‖Γ(f, Ptg)‖2dt+
∫
M
g
∫ T
0
Pt(fv(·, t))dtdµ
≥− ‖
√
Γ(f)‖∞
∫ T
0
∫
M
(Ptg)
√
Γ(u)dµdt− ‖
√
Γ(f)‖∞
∫ T
0
‖u(·, t)‖2‖
√
Γ(Ptg)‖2dt
+
∫
M
g
∫ T
0
Pt(fv(·, t))dtdµ,
which proves (2.2). Let now hk ∈ C∞0 (M) be a sequence such that 0 ≤ hk ≤ 1, ‖Γ(hk)‖∞ →
0 and hk increases to 1. Using hk in place of f in (2.2), and letting k →∞, gives∫
M
gPT (u(·, T ))dµ −
∫
M
gu(x, 0)dµ ≥
∫
M
g
∫ T
0
Pt(v(·, t))dtdµ.
We observe that the assumption on v and Minkowski’s integral inequality guarantee that
the function x→ ∫ T0 Pt(v(·, t))(x)dt belongs to Lq(M). We have in fact(∫
M
∣∣∣∣
∫ T
0
Pt(v(·, t))dt
∣∣∣∣
q
dµ
) 1
q
≤
∫ T
0
∣∣∣∣
∫
M
|Pt(v(·, t))|q dµ
∣∣∣∣
1
q
dt ≤
∫ T
0
∣∣∣∣
∫
M
|v(·, t)|q dµ
∣∣∣∣
1
q
dt
≤ T 1q′
(∫ T
0
∫
M
|v(·, t)|q dµdt
) 1
q
<∞.
Since this must hold for every non negative g ∈ C∞0 (M), we conclude that
PT (u(·, T ))(x) ≥ u(x, 0) +
∫ T
0
Ps(v(·, s))(x)ds,
which completes the proof.
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We are in position to prove the first gradient bound for the semigroup Pt.
Proposition 2.13. If f is a smooth function in D(L), then for every t ≥ 0 and x ∈M,√
Γ(Ptf)(x) ≤ e−ρtPt
√
Γ(f)(x).
Proof. We fix T > 0 and consider the functional
Φ(x, t) = e−ρt
√
Γ(PT−tf)(x).
We first assume that (x, t) → Γ(Ptf)(x) > 0 on M × [0, T ]. From the previous lemma,
we have Φ(t) ∈ L2(M). Moreover Γ(Φ)(t) = e−2ρt Γ(Γ(PT−tf))4Γ(PT−tf) . So, we have Γ(Φ)(t) ≤
e−2ρt(Γ2(PT−tf)− ρΓ(Ptf)). Therefore, again from the previous proposition , we deduce
that Γ(Φ)(t) ∈ L1(M). Next, we easily compute that
∂Φ
∂t
+ LΦ = e−ρt
(
Γ2(PT−tf)√
Γ(PT−tf)
− Γ(Γ(PT−tf))
4Γ(PT−tf)3/2
− ρ
√
Γ(PT−tf)
)
.
Thus,
∂Φ
∂t
+ LΦ ≥ 0.
We can then use the parabolic comparison theorem to infer that
√
Γ(PT f) ≤ e−ρTPT
(√
Γ(f)
)
.
If (x, t)→ Γ(Ptf)(x) vanishes on M× [0, T ], we consider the functional
Φ(t) = e−ρtgε(Γ(PT−tf)),
where, for 0 < ε < 1,
gε(y) =
√
y + ε2 − ε.
Since Φ(t) ∈ L2(M), an argument similar to that above (details are let to the reader)
shows that
gε(Γ(PT f)) ≤ e−ρTPT (gε(Γ(f))) .
Letting ε→ 0, we conclude that
√
Γ(PT f) ≤ e−ρTPT
(√
Γ(f)
)
.
We now prove the promised stochastic completeness result:
Theorem 2.14. For t ≥ 0, one has Pt1 = 1.
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Proof. Let f, g ∈ C∞0 (M), we have∫
M
(Ptf − f)gdµ =
∫ t
0
∫
M
(
∂
∂s
Psf
)
gdµds =
∫ t
0
∫
M
(LPsf) gdµds = −
∫ t
0
∫
M
Γ(Psf, g)dµds.
By means of the previous Proposition and Cauchy-Schwarz inequality, we find∣∣∣∣
∫
M
(Ptf − f)gdµ
∣∣∣∣ ≤
(∫ t
0
e−ρsds
)√
‖Γ(f)‖∞
∫
M
Γ(g)
1
2 dµ. (2.3)
We now apply the previous inequality with f = hn, and then let n→∞. Since by Beppo
Levi’s monotone convergence theorem we have Pthn(x)ր Pt1(x) for every x ∈M, we see
that the left-hand side converges to
∫
M
(Pt1− 1)gdµ. We thus reach the conclusion∫
M
(Pt1− 1)gdµ = 0, g ∈ C∞0 (M).
It follows that Pt1 = 1.
2.6 Convergence to equilibrium, Poincare´ and log-Sobolev inequalities
Let M be a complete n-dimensional Riemannian manifold and denote by L its Laplace-
Beltrami operator. As usual, we denote by Pt the heat semigroup generated by L.
Throughout the Section, we will assume that the Ricci curvature of M is bounded from
below by ρ > 0. We recall that this is equivalent to the fact that for every f ∈ C∞(M),
Γ2(f, f) ≥ 1
n
(Lf)2 + ρΓ(f, f).
Readers knowing Riemannian geometry know that from Bonnet-Myers theorem, the mani-
fold needs to be compact and we therefore expect the semigroup to converge to equilibrium.
However, our goal will be to not use the Bonnet-Myers theorem, because eventually we
shall provide a proof of this fact using semigroup theory. Thus the results in this Section
will not use the compactness of M.
Lemma 2.15. The Riemannian measure µ is finite, i.e. µ(M) < +∞ and for every
f ∈ L2µ(M), the following convergence holds pointwise and in L2(M, µ),
Ptf →t→+∞ 1
µ(M)
∫
M
fdµ.
Proof. Let f, g ∈ C∞0 (M), we have∫
M
(Ptf − f)gdµ =
∫ t
0
∫
M
(
∂
∂s
Psf
)
gdµds =
∫ t
0
∫
M
(LPsf) gdµds = −
∫ t
0
∫
M
Γ(Psf, g)dµds.
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By means of Cauchy-Schwarz inequality, we find∣∣∣∣
∫
M
(Ptf − f)gdµ
∣∣∣∣ ≤
(∫ t
0
e−2ρsds
)√
‖Γ(f)‖∞
∫
M
Γ(g)
1
2dµ. (2.4)
Now it is seen from spectral theorem that in L2(M) we have a convergence Ptf → P∞f ,
where P∞f belongs to the domain of L. Moreover LP∞f = 0. By ellipticity of L we
deduce that P∞f is a smooth function. Since LP∞f = 0, we have Γ(P∞f) = 0 and
therefore P∞f is constant.
Let us now assume that µ(M) = +∞. This implies in particular that P∞f = 0 because
no constant besides 0 is in L2(M). Using then (2.4) and letting t→ +∞, we infer∣∣∣∣
∫
M
fgdµ
∣∣∣∣ ≤
(∫ +∞
0
e−2ρsds
)√
‖Γ(f)‖∞
∫
M
Γ(g)
1
2dµ.
Let us assume g ≥ 0, g 6= 0 and take for f the usual localizing sequence hn. Letting
n→∞, we deduce ∫
M
gdµ ≤ 0,
which is clearly absurd. As a consequence µ(M) < +∞.
The invariance of µ implies then ∫
M
P∞fdµ =
∫
M
fdµ,
and thus
P∞f =
1
µ(M)
∫
M
fdµ.
Finally, using the Cauchy-Schwarz inequality, we find that for x ∈M, f ∈ L2(M), s, t, τ ≥
0,
|Pt+τf(x)− Ps+τf(x)| = |Pτ (Ptf − Psf)(x)|
=
∣∣∣∣
∫
M
p(τ, x, y)(Ptf − Psf)(y)µ(dy)
∣∣∣∣
≤
∫
M
p(τ, x, y)2µ(dy)‖Ptf − Psf‖22
≤ p(2τ, x, x)‖Ptf − Psf‖22.
Thus, we also have
Ptf(x)→t→+∞ 1
µ(M)
∫
M
fdµ.
Proposition 2.16. The following Poincare´ inequality is satisfied: For f ∈ D(L),
1
µ(M)
∫
M
f2dµ ≤
(
1
µ(M)
∫
M
fdµ
)2
+
n− 1
nρ
1
µ(M)
∫
M
Γ(f, f)dµ.
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Proof. Let f ∈ C∞0 (M). We have by assumption
Γ2(f, f) ≥ 1
n
(Lf)2 + ρΓ(f, f).
Therefore, by integrating the latter inequality we obtain∫
M
Γ2(f, f)dµ ≥ 1
n
(Lf)2 + ρ
∫
M
Γ(f, f)dµ.
But we have ∫
M
Γ2(f, f)dµ = −
∫
M
Γ(f, Lf)dµ =
∫
M
(Lf)2dµ.
Therefore we obtain∫
M
(Lf)2dµ ≥ ρ
∫
M
Γ(f, f)dµ = − nρ
n− 1
∫
M
fLfdµ.
By density, this last inequality is seen to hold for every function f ∈ D(L). It means
that the L2 spectrum of −L lies in {0} ∪
[
nρ
n−1 ,+∞
)
. Since from the previous proof the
projection of f onto the 0-eigenspace is given by 1µ(M)
∫
M
fdµ, we deduce that
∫
M
(
f − 1
µ(M)
∫
M
fdµ
)2
dµ ≤ n− 1
nρ
∫
M
Γ(f, f)dµ,
which is exactly Poincare´ inequality
As observed in the proof, the Poincare´ inequality∫
M
f2dµ ≤
(∫
M
fdµ
)2
+
n− 1
nρ
∫
M
Γ(f, f)dµ.
is equivalent to the fact that the L2 spectrum of −L lies in {0} ∪
[
nρ
n−1 ,+∞
)
, or in other
words that −L has a spectral gap of size at least nρn−1 . This is Lichnerowicz estimate. It is
sharp, because on the n-dimensional sphere it is known that ρ = n − 1 and that the first
non zero eigenvalue is exactly equal to n.
As a basic consequence of the spectral theorem and of the above spectral gap estimate,
we also get the rate convergence to equilibrium in L2(M, µ) for Pt.
Proposition 2.17. Let f ∈ L2(M, µ), then for t ≥ 0,∥∥∥∥Ptf −
∫
M
fdµ
∥∥∥∥
2
2
≤ e− 2nρn−1 t
∥∥∥∥f −
∫
M
fdµ
∥∥∥∥
2
2
.
As we have just seen, the convergence in L2 of Pt is connected and actually equivalent to
the Poincare´ inequality.
We now turn to the so-called log-Sobolev inequality which is connected to the convergence
in entropy for Pt. This inequality is much stronger (and more useful) than the Poincare´
inequality. To simplify a little the expressions, we assume in the sequel that µ(M) = 1
(Otherwise, just replace µ by µµ(M) in the following results).
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Theorem 2.18. For f ∈ D(L), f ≥ 0,∫
M
f2 ln f2dµ ≤
∫
M
f2dµ ln
(∫
M
f2dµ
)
+
2
ρ
∫
M
Γ(f, f)dµ.
Proof. By considering
√
f instead of f , it is enough to show that if f is positive,∫
M
f ln fdµ ≤
∫
M
fdµ ln
(∫
M
fdµ
)
+
1
2ρ
∫
M
Γ(f, f)
f
dµ.
We now have∫
M
f ln fdµ−
∫
M
fdµ ln
(∫
M
fdµ
)
= −
∫ +∞
0
d
dt
∫
M
Ptf lnPtfdµdt
= −
∫ +∞
0
∫
M
LPtf lnPtfdµdt
=
∫ +∞
0
∫
M
Γ(Ptf, lnPtf)dµdt
=
∫ +∞
0
∫
M
Γ(Ptf, Ptf)
Ptf
dµdt
Now, we know that
Γ(Ptf, Ptf) ≤ e−2ρt
(
Pt
√
Γ(f, f)
)2
.
And, from Cauchy-Schwarz inequality,
(Pt
√
Γ(f, f))2 ≤ PtΓ(f, f)
f
Ptf.
Therefore, ∫
M
f ln fdµ−
∫
M
fdµ ln
(∫
M
fdµ
)
≤
∫ +∞
0
e−2ρtdt
∫
M
Γ(f, f)
f
dµ,
which is the required inequality.
We finally prove the entropic convergence of Pt.
Theorem 2.19. Let f ∈ L2(M, µ), f ≥ 0. For t ≥ 0,∫
M
Ptf lnPtfdµ−
∫
M
Ptfdµ ln
(∫
M
Ptfdµ
)
≤ e−2ρt
(∫
M
f ln fdµ−
∫
M
fdµ ln
(∫
M
fdµ
))
.
Proof. Let us assume
∫
M
fdµ = 1, otherwise we use the following argument with f∫
Rn
fdµ
and consider the functional
Φ(t) =
∫
M
Ptf lnPtfdµ,
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which by differentiation gives
Φ′(t) =
∫
M
LPtf lnPtfdµ = −
∫
M
Γ(Ptf)
Ptf
dµ.
Using now the log-Sobolev inequality, we obtain
Φ′(t) ≤ −2ρΦ(t).
The Gronwall’s differential inequality implies then:
Φ(t) ≤ e−2ρtΦ(0),
that is ∫
M
Ptf lnPtfdµ ≤ e−2ρt
∫
M
f ln fdµ.
2.7 The Li-Yau inequality
Let M be a complete n-dimensional Riemannian manifold and, as usual, denote by L its
Laplace-Beltrami operator. Throughout the Section, we will assume again that the Ricci
curvature of M is bounded from below by ρ ∈ R. The Section is devoted to the proof of a
beautiful inequality due to P. Li and S.T. Yau.
Henceforth, we will indicate C∞b (M) = C
∞(M) ∩ L∞(M).
Lemma 2.20. Let f ∈ C∞b (M), f > 0 and T > 0, and consider the function
φ(x, t) = (PT−tf)(x)Γ(lnPT−tf)(x),
which is defined on M× [0, T ]. We have
Lφ+
∂φ
∂t
= 2(PT−tf)Γ2(lnPT−tf).
Proof. Let for simplicity g(x, t) = PT−tf(x). A simple computation gives
∂φ
∂t
= gtΓ(ln g) + 2gΓ
(
ln g,
gt
g
)
.
On the other hand,
Lφ = LgΓ(ln g) + gLΓ(ln g) + 2Γ(g,Γ(ln g)).
Combining these equations we obtain
Lφ+
∂φ
∂t
= gLΓ(ln g) + 2Γ(g,Γ(ln g)) + 2gΓ
(
ln g,
gt
g
)
.
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From (3.4) we see that
2gΓ2(ln g) = g(LΓ(ln g)− 2Γ(ln g, L(ln g)))
= gLΓ(ln g) − 2gΓ(ln g, L(ln g)).
Observing that
L(ln g) = −Γ(g)
g2
− gt
g
,
we conclude that
Lφ+
∂φ
∂t
= 2(PT−tf)Γ2(lnPT−tf).
We now turn to an important variational inequality that shall extensively be used through-
out these sections. Given a function f ∈ C∞b (M) and ε > 0, we let fε = f + ε.
Suppose that T > 0, and x ∈ M be given. For a function f ∈ C∞b (M) with f ≥ 0 we
define for t ∈ [0, T ],
Φ(t) = Pt ((PT−tfε)Γ(lnPT−tfε)) .
Theorem 2.21. Let a ∈ C1([0, T ], [0,∞)) and γ ∈ C((0, T ),R). Given f ∈ C∞0 (M), with
f ≥ 0, we have
a(T )PT (fεΓ(ln fε))− a(0)(PT fε)Γ(lnPT fε)
≥
∫ T
0
(
a′ + 2ρa− 4aγ
n
)
Φ(s)ds+
(
4
n
∫ T
0
aγds
)
LPT fε −
(
2
n
∫ T
0
aγ2ds
)
PT fε.
Proof. Let f ∈ C∞(M), f ≥ 0. Consider the function
φ(x, t) = a(t)(PT−tf)(x)Γ(lnPT−tf)(x) + b(t)(PT−tf)(x)ΓZ(lnPT−tf)(x).
Applying the previous lemma and the curvature-dimension inequality, we obtain
Lφ+
∂φ
∂t
= a′(PT−tf)Γ(lnPT−tf) + 2a(PT−tf)Γ2(lnPT−tf)
≥ (a′ + 2ρa) (PT−tf)Γ(lnPT−tf) + 2a
n
(PT−tf)(L(lnPT−tf))2.
But, we have
(L(lnPT−tf))2 ≥ 2γL(lnPT−tf)− γ2,
and
L(lnPT−tf) =
LPT−tf
PT−tf
− Γ(lnPT−tf).
Therefore we obtain,
Lφ+
∂φ
∂t
≥
(
a′ + 2ρa− 4aγ
n
)
(PT−tf)Γ(lnPT−tf) +
4aγ
n
LPT−tf − 2aγ
2
n
PT−tf.
We then easily reach the conclusion by using the parabolic comparison theorem in L∞.
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As a first application the previous result, we derive a family of Li-Yau type inequalities.
We choose the function γ in a such a way that
a′ − 4aγ
n
+ 2ρa = 0.
That is
γ =
n
4
(
a′
a
+ 2ρ
)
.
Integrating the inequality from 0 to T , and denoting V =
√
a, we obtain the following
result.
Proposition 2.22. Let V : [0, T ]→ R+ be a smooth function such that
V (0) = 1, V (T ) = 0.
We have
Γ(lnPT f) ≤
(
1− 2ρ
∫ T
0
V 2(s)ds
)
LPT f
PT f
+
n
2
(∫ T
0
V ′(s)2ds+ ρ2
∫ T
0
V (s)2ds − ρ
)
.
A first family of interesting inequalities may be obtained with the choice
V (t) =
(
1− t
T
)α
, α >
1
2
.
In this case we have ∫ T
0
V (s)2ds =
T
2α+ 1
and ∫ T
0
V ′(s)2ds =
α2
(2α − 1)T ,
In particular, we therefore proved the celebrated Li-Yau inequality:
Theorem 2.23 (Li-Yau inequality). If f ∈ C∞0 (M), f ≥ 0. For α > 12 and T > 0, we
have
Γ(lnPT f) ≤
(
1− 2ρT
2α+ 1
)
LPT f
PT f
+
n
2
(
α2
(2α− 1)T +
ρ2T
2α+ 1
− ρ
)
.
In the case, ρ = 0 and α = 1, it reduces to the beautiful sharp inequality:
Γ(lnPtf) ≤ LPtf
Ptf
+
n
2t
, t > 0. (2.5)
Although in the sequel, we shall firstl focus on the case ρ = 0, let us presently briefly
discuss the case ρ > 0.
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Using the Li-Yau inequality with α = 3/2 leads to the Bakry-Qian inequality:
LPtf
Ptf
≤ nρ
4
, t ≥ 2
ρ
.
Also, by using
V (t) =
e−
ρt
3 (e−
2ρt
3 − e− 2ρT3 )
1− e− 2ρT3
,
we obtain the following inequality:
Γ(lnPtf) ≤ e−
2ρt
3
LPtf
Ptf
+
nρ
3
e−
4ρt
3
1− e− 2ρt3
, t ≥ 0.
2.8 The parabolic Harnack inequality
Let M be a complete n-dimensional Riemannian manifold and, as usual, denote by L
its Laplace-Beltrami operator. Throughout the section, we will assume that the Ricci
curvature of M is bounded from below by −K with K ≥ 0. Our purpose is to prove a first
important consequence of the Li-Yau inequality: The parabolic Harnack inequality.
Theorem 2.24. Let f ∈ L∞(M), f ≥ 0. For every s ≤ t and x, y ∈M,
Psf(x) ≤ Ptf(y)
(
t
s
)n
2
exp
(
d(x, y)2
4(t− s) +
Kd(x, y)2
6
+
nK
4
(t− s)
)
. (2.6)
Proof. We first assume that f ∈ C∞0 (M). Let x, y ∈ M and let γ : [s, t]→ M, s < t be an
absolutely continuous path such that γ(s) = x, γ(t) = y. We write the Li-Yau inequality
in the form
Γ(lnPuf(x)) ≤ a(u)LPuf(x)
Puf(x)
+ b(u), (2.7)
where
a(u) = 1 +
2K
3
u,
and
b(u) =
n
2
(
1
u
+
K2u
3
+K
)
.
Let us now consider
φ(u) = lnPuf(γ(u)).
We compute
φ′(u) = (∂u lnPuf)(γ(u)) + 〈∇ lnPuf(γ(u)), γ′(u)〉.
Now, for every λ > 0, we have
〈∇ lnPuf(γ(u)), γ′(u)〉 ≥ − 1
2λ2
‖∇ lnPuf(x)‖2 − λ
2
2
‖γ′(u)‖2.
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Choosing λ =
√
a(u)
2 and using then (2.7) yields
φ′(u) ≥ − b(u)
a(u)
− 1
4
a(u)‖γ′(u)‖2.
By integrating this inequality from s to t we get as a result.
lnPtf(y)− lnPsf(x) ≥ −
∫ t
s
b(u)
a(u)
du− 1
4
∫ t
s
a(u)‖γ′(u)‖2du.
We now minimize the quantity
∫ t
s a(u)‖γ′(u)‖2du over the set of absolutely continuous
paths such that γ(s) = x, γ(t) = y. By using reparametrization of paths, it is seen that
∫ t
s
a(u)‖γ′(u)‖2du ≥ d
2(x, y)∫ t
s
dv
a(v)
,
with equality achieved for γ(u) = σ
( ∫ u
s
dv
a(v)∫ t
s
dv
a(v)
)
where σ : [0, 1] → M is a unit geodesic
joining x and y. As a conclusion,
Psf(x) ≤ exp
(∫ t
s
b(u)
a(u)
du+
d2(x, y)
4
∫ t
s
dv
a(v)
)
Ptf(y).
Now, from Cauchy-Schwarz inequality we have∫ t
s
dv
a(v)
≥ (t− s)
2∫ t
s a(v)dv
=
(t− s)2
(t− s) + 2K3 (t− s)2
,
and also ∫ t
s
b(u)
a(u)
du =
n
2
∫ t
s
1/u+K2u/3 +K
1 + 2Ku/3
du ≤ n
2
∫ t
s
(
1
u
+
K
2
)
du
This proves (2.6) when f ∈ C∞0 (M). We can then extend the result to f ∈ L∞(M)
by considering the approximations hnPτf ∈ C∞0 (M) , where hn ∈ C∞0 (M), hn ≥ 0,
hn →n→∞ 1 and let n→∞ and τ → 0.
The following result represents an important consequence of Theorem 2.24.
Corollary 2.25. Let p(x, y, t) be the heat kernel on M. For every x, y, z ∈ M and every
0 < s < t <∞ one has
p(x, y, s) ≤ p(x, z, t)
(
t
s
)n
2
exp
(
d(y, z)2
4(t− s) +
Kd(y, z)2
6
+
nK
4
(t− s)
)
.
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Proof. Let τ > 0 and x ∈ M be fixed. By the hypoellipticity of L − ∂t, we know that
p(x, ·, · + τ) ∈ C∞(M× (−τ,∞)). From the semigroup property we have
p(x, y, s + τ) = Ps(p(x, ·, τ))(y)
and
p(x, z, t+ τ) = Pt(p(x, ·, τ))(z)
Since we cannot apply Theorem 2.24 directly to u(y, t) = Pt(p(x, ·, τ))(y), we consider
un(y, t) = Pt(hnp(x, ·, τ))(y), where hn ∈ C∞0 (M), 0 ≤ hn ≤ 1, and hn ր 1. From (2.6)
we find
Ps(hnp(x, ·, τ))(y) ≤ Pt(hnp(x, ·, τ))(z)
(
t
s
)n
2
exp
(
d(y, z)2
4(t− s) +
Kd(y, z)2
6
+
nK
4
(t− s)
)
Letting n→∞, by Beppo Levi’s monotone convergence theorem we obtain
p(x, y, s+ τ) ≤ p(x, z, t+ τ)
(
t
s
)n
2
exp
(
d(y, z)2
4(t− s) +
Kd(y, z)2
6
+
nK
4
(t− s)
)
The desired conclusion follows by letting τ → 0.
A nice consequence of the parabolic Harnack inequality for the heat kernel is the following
lower bound for the heat kernel:
Proposition 2.26 (Cheeger-Yau lower bound). For x, z ∈M and t > 0,
p(x, z, t) ≥ 1
(4πt)n/2
exp
(
−d(x, z)
2
4t
− Kd(x, z)
2
6
− nK
4
t
)
.
Proof. We just need to use the above Harnack inequality with y = x and let s→ 0 using
the asymptotics lims→0 sn/2ps(x, x) = 1(4pi)n/2 .
Observe that when K = 0, the inequality is sharp, since it is actually an equality on the
Euclidean space !
2.9 The Gaussian upper bound
Let M be a complete n-dimensional Riemannian manifold and, as usual, denote by L
its Laplace-Beltrami operator. As in the previous section, we will assume that the Ricci
curvature of M is bounded from below by −K with K ≥ 0. Our purpose in this section
is to prove a Gaussian upper bound for the heat kernel. Our main tools are the parabolic
Harnack inequality proved in the previous section and the following integrated maximum
principle:
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Proposition 2.27. Let g : M×R≥0 → R be a non positive continuous function such that,
in the sense of distributions,
∂g
∂t
+
1
2
Γ(g) ≤ 0,
then, for every f ∈ L2(M, µ), we have∫
M
eg(y,t)(Ptf)
2(y)dµ(y) ≤
∫
M
eg(y,0)f2(y)dµ(y).
Proof. Since(
L− ∂
∂t
)
(Ptf)
2 = 2Ptf
(
L− ∂
∂t
)
(Ptf) + 2Γ(Ptf) = 2Γ(Ptf),
multiplying this identity by h2n(y)e
g(y,t), where hn is the usual localizing sequence , and
integrating by parts, we obtain
0 = 2
∫ τ
0
∫
M
h2ne
gΓ(Ptf)dµ(y)dt−
∫ τ
0
∫
M
h2ne
g
(
L− ∂
∂t
)
(Ptf)
2dµ(y)dt
= 2
∫ τ
0
∫
M
h2ne
gΓ(Ptf)dµ(y)dt+ 4
∫ τ
0
∫
M
hne
gPtfΓ(hn, Ptf)dµ(y)dt
+ 2
∫ τ
0
∫
M
h2ne
gPtfΓ(Ptf, g)dµ(y)dt −
∫ τ
0
∫
M
hne
g(Ptf)
2∂g
∂t
dµ(y)dt
−
∫
M
hne
g(Ptf)
2dµ(y)
∣∣∣∣
t=0
+
∫
M
hne
g(Ptf)
2dµ(y)
∣∣∣∣
t=τ
≥ 2
∫ τ
0
∫
M
h2ne
g
(
Γ(Ptf) + PtfΓ(Ptf, g) +
Ptf
2
4
Γ(g)
)
dµ(y)dt+ 4
∫ τ
0
∫
M
hne
gPtfΓ(hn, Ptf)dµ(y)dt
+
∫
M
hne
g(Ptf)
2dµ(y)
∣∣∣∣
t=τ
−
∫
M
hne
g(Ptf)
2dµ(y)
∣∣∣∣
t=0
.
From this we conclude∫
M
hne
g(Ptf)
2dµ(y)
∣∣∣∣
t=τ
≤
∫
M
hne
g(Ptf)
2dµ(y)
∣∣∣∣
t=0
− 4
∫ τ
0
∫
M
hne
gPtfΓ(hn, Ptf)dµ(y)dt.
We now claim that
lim
n→∞
∫ τ
0
∫
M
hne
gPtfΓ(hn, Ptf)dµ(y)dt = 0.
To see this we apply Cauchy-Schwarz inequality which gives∣∣∣∣
∫ τ
0
∫
M
hne
gPtfΓ(hn, Ptf)dµ(y)dt
∣∣∣∣ ≤
(∫ τ
0
∫
M
h2ne
g(Ptf)
2Γ(hn)dµ(y)dt
) 1
2
(∫ τ
0
∫
M
egΓ(Ptf)dµ(y)dt
) 1
2
≤
(∫ τ
0
∫
M
eg(Ptf)
2Γ(hn)dµ(y)dt
) 1
2
(∫ τ
0
∫
M
egΓ(Ptf)dµ(y)dt
) 1
2
→ 0,
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as n→∞. With the claim in hands we now let n→∞ in the above inequality obtaining∫
M
eg(y,t))(Ptf)
2(y)dµ(y) ≤
∫
M
eg(y,0))f2(y)dµ(y)
We are now ready for the main bound of this section:
Theorem 2.28. For any 0 < ǫ < 1 there exist positive constants C1 = C1(ǫ) and C2 =
C2(n, ǫ) > 0, such that for every x, y ∈M and t > 0 one has
p(x, y, t) ≤ C1
µ(B(x,
√
t))
1
2µ(B(y,
√
t))
1
2
exp
(
C2Kt− d(x, y)
2
(4 + ǫ)t
)
.
Proof. Given T > 0, and α > 0 we fix 0 < τ ≤ (1+α)T . For a function ψ ∈ C∞0 (M), with
ψ ≥ 0, in M× (0, τ) we consider the function
f(y, t) =
∫
M
p(y, z, t)p(x, z, T )ψ(z)dµ(z), x ∈M.
Since f = Pt(p(x, ·, T )ψ), it satisfies the Cauchy problem{
Lf − ft = 0 in M× (0, τ),
f(z, 0) = p(x, z, T )ψ(z), z ∈M.
Let g : M × [0, τ ] → R be a non positive continuous function such that, in the sense of
distributions,
∂g
∂t
+
1
2
Γ(g) ≤ 0.
From the previous lemma, we know that:∫
M
eg(y,τ)f2(y, τ)dµ(y) ≤
∫
M
eg(y,0)f2(y, 0)dµ(y). (2.8)
At this point we fix x ∈ M and for 0 < t ≤ τ consider the indicator function 1B(x,√t) of
the ball B(x,
√
t). Let ψk ∈ C∞0 (M), ψk ≥ 0, be a sequence such that ψk → 1B(x,√t) in
L2(M), with supp ψk ⊂ B(x, 100
√
t). Slightly abusing the notation we now set
f(y, s) = Ps(p(x, ·, T )1B(x,√t))(y) =
∫
B(x,
√
t)
p(y, z, s)p(x, z, T )dµ(z).
Thanks to the symmetry of p(x, y, s) = p(y, x, s), we have
f(x, T ) =
∫
B(x,
√
t)
p(x, z, T )2dµ(z). (2.9)
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Applying (2.8) to fk(y, s) = Ps(p(x, ·, T )ψk)(y), we find∫
M
eg(y,τ)f2k (y, τ)dµ(y) ≤
∫
M
eg(y,0)f2k (y, 0)dµ(y). (2.10)
At this point we observe that as k →∞∣∣∣∣
∫
M
eg(y,τ)f2k (y, τ)dµ(y)−
∫
M
eg(y,τ)f2(y, τ)dµ(y)
∣∣∣∣
≤ 2||eg(·,τ)||L∞(M)||p(x, ·, T )||L2(M)||p(x, ·, τ)||L∞(B(x,110√t))||ψk − 1B(x,√t)||L2(M) → 0.
By similar considerations we find∣∣∣∣
∫
M
eg(y,0)f2k (y, 0)dµ(y) −
∫
M
eg(y,0)f2(y, 0)dµ(y)
∣∣∣∣
≤ 2||eg(·,0)||L∞(M)||p(x, ·, T )||L∞(B(x,110√t))||ψk − 1B(x,√t)||L2(M) → 0.
Letting k →∞ in (2.10) we thus conclude that the same inequality holds with fk replaced
by f(y, s) = Ps(p(x, ·, T )1B(x,√t))(y). This implies in particular the basic estimate
inf
z∈B(x,√t)
eg(z,τ)
∫
B(x,
√
t)
f2(z, τ)dµ(z) (2.11)
≤
∫
B(x,
√
t)
eg(z,τ)f2(z, τ)dµ(z) ≤
∫
M
eg(z,τ)f2(z, τ)dµ(z)
≤
∫
M
eg(z,0)f2(z, 0)dµ(z) =
∫
B(y,
√
t)
eg(z,0)p(x, z, T )2dµ(z)
≤ sup
z∈B(y,√t)
eg(z,0)
∫
B(y,
√
t)
p(x, z, T )2dµ(z).
At this point we choose in (2.11)
g(y, t) = gx(y, t) = − d(x, y)
2
2((1 + 2α)T − t) .
Using the fact that Γ(d) ≤ 1, one can easily check that g satisfies
∂g
∂t
+
1
2
Γ(g) ≤ 0.
Taking into account that
inf
z∈B(x,√t)
egx(z,τ) = inf
z∈B(x,√t)
e
− d(x,z)2
2((1+2α)T−τ) ≥ e −t2((1+2α)T−τ) ,
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if we now choose τ = (1 + α)T , then from the previous inequality and from (2.9) we
conclude that∫
B(x,
√
t)
f2(z, (1 + α)T )dµ(z) ≤
(
sup
z∈B(y,√t)
e
− d(x,z)2
2(1+2α)T
+ t
2αT
)∫
B(y,
√
t)
p(x, z, T )2dµ(z).
(2.12)
We now apply Theorem 2.24 which gives for every z ∈ B(x,√t)
f(x, T )2 ≤ f(z, (1 + α)T )2(1 + α)ne t2αT +Kt3 +nKαT2 .
Integrating this inequality on B(x,
√
t) we find
(∫
B(y,
√
t)
p(x, z, T )2dµ(z)
)2
= f(x, T )2 ≤ (1 + α)
ne
t
2αT
+Kt
3
+nKαT
2
µ(B(x,
√
t))
∫
B(x,
√
t)
f2(z, (1+α)T )dµ(z).
If we now use (2.12) in the last inequality we obtain
∫
B(y,
√
t)
p(x, z, T )2dµ(z) ≤ (1 + α)
ne
t
2αT
+Kt
3
+nKαT
2
µ(B(x,
√
t))
(
sup
z∈B(y,√t)
e
− d(x,z)2
2(1+2α)T
+ t
2αT
)
.
Choosing T = (1 + α)t in this inequality we find
∫
B(y,
√
t)
p(x, z, (1 + α)t)2dµ(z) ≤ (1 + α)
ne
Kt
3
+nK
2
α(1+α)t+ 1
2α(1+α)
µ(B(x,
√
t))
(
sup
z∈B(y,√t)
e
− d(x,z)2
2(1+2α)(1+α)t
+ 1
2α(1+α)
)
.
(2.13)
We now apply Corollary 2.32 obtaining for every z ∈ B(y,√t)
p(x, y, t)2 ≤ p(x, z, (1 + α)t)2(1 + α)n exp
(
1
2α
+
Kt
3
+
nKαt
4
)
.
Integrating this inequality in z ∈ B(y,√t), we have
µ(B(y,
√
t))p(x, y, t)2 ≤ (1+α)n exp
(
1
2α
+
Kt
3
+
nKαt
4
)∫
B(y,
√
t)
p(x, z, (1 +α)t)2dµ(z).
Combining this inequality with (2.13) we conclude
p(x, y, t) ≤ (1 + α)
ne
3+α
4α(1+α)
+Kt
3
+nKt
4 (α
2+ 3
2
α)
µ(B(x,
√
t))
1
2µ(B(y,
√
t))
1
2
(
sup
z∈B(y,√t)
e
− d(x,z)2
4(1+2α)(1+α)t
)
.
If now x ∈ B(y,√t), then
d(x, z)2 ≥ (d(x, y) −√t)2 > d(x, y)2 − t,
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and therefore
sup
z∈B(y,√t)
e
− d(x,z)2
4(1+2α)(1+α)t ≤ e 14(1+2α)(1+α) e−
d(x,y)2
4(1+2α)(1+α)t .
If instead x 6∈ B(y,√t), then for every δ > 0 we have
d(x, z)2 ≥ (1− δ)d(x, y)2 − (1 + δ−1)t
Choosing δ = α/(α + 1) we find
d(x, z)2 ≥ d(x, y)
2
1 + α
− (2 + α−1)t,
and therefore
sup
z∈B(y,√t)
e
− d(x,z)2
4(1+2α)(1+α)t ≤ e−
d(x,y)2
4(1+2α)(1+α)2t
+ 2+α
−1
4(1+2α)(1+α)
For any ǫ > 0 we now choose α > 0 such that 4(1 + 2α)(1 + α)2 = 4 + ǫ to reach the
desired conclusion.
2.10 Volume doubling property
In this Section we consider a complete and n-dimensional Riemannian manifold (M, g)
with non negative Ricci curvature. Our goal is to prove the following fundamental result,
which is known as the volume doubling property. We follow an approach developed by N.
Garofalo and the author.
Theorem 2.29. There exists a constant C = C(n) > 0 such that for every x ∈ M and
every r > 0 one has
µ(B(x, 2r)) ≤ Cµ(B(x, r)).
Actually by suitably adapting the arguments given in the sequel, the previous result can
be extended to the case of negative Ricci curvature as follows:
Theorem 2.30. Assume Ric ≥ −K with K ≥ 0. There exist positive constants C1 =
C1(n,K), C2 = C2(n,K) such that for every x ∈M and every r > 0 one has
µ(B(x, 2r)) ≤ C1eKr2µ(B(x, r)).
For simplicity, we show the arguments in the case K = 0 and let the reader work out the
arguments in the case K 6= 0.
This result can be obtained from geometric methods as a consequence of the Bishop-
Gromov comparison theorem. The proof we give instead only relies on the previous
methods and has the advantage to generalize to a much larger class of operators than
Laplace-Beltrami on Riemannian manifolds.
The key heat kernel estimate that leads to the doubling property is the following uniform
and scale invariant lower bound on the heat kernel measure of balls.
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Theorem 2.31. There exist an absolute constant K > 0, and A > 0, depending only on
n, such that
PAr2(1B(x,r))(x) ≥ K, x ∈M, r > 0.
Proof. We first recall the following result that was proved in a previous section: Let
a ∈ C1([0, T ], [0,∞)) and γ ∈ C((0, T ),R). Given f ≥ 0, which is bounded and such that√
f is Lipschitz, we have
a(T )PT (fΓ(ln f))− a(0)(PT f)Γ(lnPT f)
≥
∫ T
0
(
a′ + 2ρa− 4aγ
n
)
Φ(s)ds+
(
4
n
∫ T
0
aγds
)
LPT f −
(
2
n
∫ T
0
aγ2ds
)
PT f.
We choose
a(t) = τ + T − t,
γ(t) = − n
4(τ + T − t)
where τ > 0 will later be optimized. Noting that we presently have
a′ = 1, aγ = −n
4
, aγ2 =
n2
16(τ + T − t)2 ,
we obtain the inequality
τPT (fΓ(ln f))− (T + τ)PT fΓ(lnPT f) ≥ −TLPT f − n
8
ln
(
1 +
T
τ
)
PT f
In what follows we consider a bounded function f on M such that Γ(f) ≤ 1 almost
everywhere on M. For any λ ∈ R we consider the function ψ defined by
ψ(λ, t) =
1
λ
log Pt(e
λf ), or alternatively Pt(e
λf ) = eλψ.
Notice that Jensen’s inequality gives λψ ≥ λPtf, and so we have Ptf ≤ ψ.
We now apply the previous inequality to the function eλf , obtaining
λ2τPT
(
eλfΓ(f)
)
− λ2(T + τ)eλψΓ(ψ) ≥ −TLPT (eλf )− n
8
eλψ ln
(
1 +
T
τ
)
.
Keeping in mind that Γ(f) ≤ 1, we see that PT (eλfΓ(f)) ≤ eλψ. Using this observation in
combination with the fact that
L
(
Pt(e
λf )
)
=
∂
∂t
(
Pt(e
λf )
)
=
∂eλψ
∂t
= λeλψ
∂ψ
∂t
,
and switching notation from T to t, we infer
λ2τ ≥ λ2(t+ τ)eλψΓ(ψ)− λt∂ψ
∂t
− n
8
ln
(
1 +
t
τ
)
.
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The latter inequality finally gives
∂ψ
∂t
≥ −λ
t
(
τ +
n
8λ2
ln
(
1 +
t
τ
))
≥ −λ
t
(
τ +
nt
8λ2τ
)
. (2.14)
We now optimize the right-hand side of the inequality with respect to τ . We notice
explicitly that the maximum value of the right-hand side is attained at
τ0 =
√
nt
8λ2
.
We find therefore
∂ψ
∂t
≥ −
√
n
2t
We now integrate the inequality between s and t, obtaining
ψ(λ, s) ≤ ψ(λ, t) +
√
n
2
∫ t
s
dτ√
τ
.
We infer then
Ps(λf) ≤ λψ(λ, t) + λ
√
2nt.
Letting s→ 0+ we conclude
λf ≤ λψ(λ, t) + λ
√
2nt. (2.15)
At this point we let B = B(x, r) = {x ∈ M | d(y, x) < r}, and consider the function
f(y) = −d(y, x). Since we clearly have
eλf ≤ e−λr1Bc + 1B ,
it follows that for every t > 0 one has
eλψ(λ,t)(x) = Pt(e
λf )(x) ≤ e−λr + Pt(1B)(x).
This gives the lower bound
Pt(1B)(x) ≥ eλψ(λ,t)(x) − e−λr.
To estimate the first term in the right-hand side of the latter inequality, we use the previous
estimate which gives
Pt(1B)(x) ≥ e−λ
√
2nt − e−λr.
To make use of this estimate, we now choose λ = 1r , t = Ar
2, obtaining
PAr2(1B)(x) ≥ e−A
√
2n − e−1.
The conclusion follows then easily.
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We now turn to the proof of the volume doubling property. We first recall the following
basic result which is a straightforward consequence of the Li Yau inequality.
Corollary 2.32. Let p(x, y, t) be the heat kernel on M. For every x, y, z ∈ M and every
0 < s < t <∞ one has
p(x, y, s) ≤ p(x, z, t)
(
t
s
)n
2
exp
(
d(y, z)2
4(t− s)
)
.
We are now in position to prove the volume doubling property.
From the semigroup property and the symmetry of the heat kernel we have for any y ∈M
and t > 0
p(y, y, 2t) =
∫
M
p(y, z, t)2dµ(z).
Consider now a function h ∈ C∞0 (M) such that 0 ≤ h ≤ 1, h ≡ 1 on B(x,
√
t/2) and h ≡ 0
outside B(x,
√
t). We thus have
Pth(y) =
∫
M
p(y, z, t)h(z)dµ(z) ≤
(∫
B(x,
√
t)
p(y, z, t)2dµ(z)
) 1
2 (∫
M
h(z)2dµ(z)
) 1
2
≤ p(y, y, 2t) 12µ(B(x,√t)) 12 .
If we take y = x, and t = r2, we obtain
Pr2
(
1B(x,r)
)
(x)2 ≤ Pr2h(x)2 ≤ p(x, x, 2r2) µ(B(x, r)). (2.16)
At this point we use the crucial previous theorem, which gives for some 0 < A = A(n) < 1
PAr2(1B(x,r))(x) ≥ K, x ∈M, r > 0.
Combining the latter inequality with the Harnack inequality and with (2.16), we obtain
the following on-diagonal lower bound
p(x, x, 2r2) ≥ K
∗
µ(B(x, r))
, x ∈M, r > 0. (2.17)
Applying Corollary 2.32 to (y, t)→ p(x, y, t) for every y ∈ B(x,√t) we find
p(x, x, t) ≤ C(n)p(x, y, 2t).
Integration over B(x,
√
t) gives
p(x, x, t)µ(B(x,
√
t)) ≤ C(n)
∫
B(x,
√
t)
p(x, y, 2t)dµ(y) ≤ C(n),
where we have used Pt1 ≤ 1. Letting t = r2, we obtain from this the on-diagonal upper
bound
p(x, x, r2) ≤ C(n)
µ(B(x, r))
. (2.18)
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Combining (2.17) with (2.18) we finally obtain
µ(B(x, 2r)) ≤ C
p(x, x, 4r2)
≤ C
∗
p(x, x, 2r2)
≤ C∗∗µ(B(x, r)),
where we have used once more Corollary 2.32. which gives
p(x, x, 2r2)
p(x, x, 4r2)
≤ C.
2.11 Upper and lower Gaussian bounds for the heat kernel
In this short section, as in the previous one, we consider a complete and n-dimensional
Riemannian manifold (M, g) with non negative Ricci curvature. The volume doubling
property that was proved is closely related to sharp lower and upper Gaussian bounds
that are due to P. Li and S.T. Yau. We first record a basic consequence of the volume
doubling property whose proof is let to the reader.
Theorem 2.33. Let C > 0 be the constant such that for every x ∈M, R > 0,
µ(B(x, 2R)) ≤ Cµ(B(x,R)).
Let Q = log2 C. For any x ∈M and r > 0 one has
µ(B(x, tr)) ≥ C−1tQµ(B(x, r)), 0 ≤ t ≤ 1.
We are now in position to prove the main result of the section.
Theorem 2.34. For any 0 < ε < 1 there exists a constant C = C(n, ε) > 0, which tends
to ∞ as ε→ 0+, such that for every x, y ∈M and t > 0 one has
C−1
µ(B(x,
√
t))
exp
(
−d(x, y)
2
(4− ε)t
)
≤ p(x, y, t) ≤ C
µ(B(x,
√
t))
exp
(
−d(x, y)
2
(4 + ε)t
)
.
Proof. We begin by establishing the lower bound. First, from the Harnack inequality we
obtain for all y ∈M, t > 0, and every 0 < ε < 1,
p(x, y, t) ≥ p(x, x, εt)εn2 exp
(
−d(x, y)
2
(4− ε)t
)
.
We thus need to estimate p(x, x, εt) from below. But this has already been done in the
proof of the volume doubling property where we established:
p(x, x, εt) ≥ C
∗
µ(B(x,
√
ε/2
√
t))
, x ∈M, t > 0.
On the other hand, since
√
ε/2 < 1, by the trivial inequality µ(B(x,
√
ε/2
√
t)) ≤ µ(B(x,√t)),
we conclude
p(x, y, t) ≥ C
∗
µ(B(x,
√
t))
ε
n
2 exp
(
−d(x, y)
2
(4− ε)t
)
.
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This proves the Gaussian lower bound.
For the Gaussian upper bound, we first observe that the following upper bound was proved
in a previous section:
p(x, y, t) ≤ C
µ(B(x,
√
t))
1
2µ(B(y,
√
t))
1
2
exp
(
− d(x, y)
2
(4 + ε′)t
)
.
At this point, by the triangle inequality and the volume doubling property we find.
µ(B(x,
√
t)) ≤ µ(B(y, d(x, y) +
√
t))
≤ C1µ(B(y,
√
t))
(
d(x, y) +
√
t√
t
)Q
.
with Q = log2C, where C is the doubling constant. This gives
1
µ(B(y,
√
t))
≤ C1
µ(B(x,
√
t))
(
d(x, y)√
t
+ 1
)Q
.
Combining this with the above estimate we obtain
p(x, y, t) ≤ C
1/2
1 C
µ(B(x,
√
t))
(
d(x, y)√
t
+ 1
)Q
2
exp
(
− d(x, y)
2
(4 + ε′)t
)
.
If now 0 < ε < 1, it is clear that we can choose 0 < ε′ < ε such that
C
1/2
1 C
µ(B(x,
√
t))
(
d(x, y)√
t
+ 1
)Q
2
exp
(
− d(x, y)
2
(4 + ε′)t
)
≤ C
∗
µ(B(x,
√
t))
exp
(
−d(x, y)
2
(4 + ε)t
)
,
where C∗ is a constant which tends to ∞ as ε → 0+. The desired conclusion follows by
suitably adjusting the values of both ε′ and of the constant in the right-hand side of the
estimate.
To conclude, we finally mention without proof, what the previous arguments give in the
case where Ric ≥ −K with K ≥ 0. We encourage the reader to do the proof by her-
self/himself as an exercise.
Theorem 2.35. Let us assume Ric ≥ −K with K ≥ 0. For any 0 < ε < 1 there exist
constants C1, C2 = C(n,K, ε) > 0, such that for every x, y ∈M and t > 0 one has
p(x, y, t) ≤ C1
µ(B(x,
√
t))
exp
(
−d(x, y)
2
(4 + ε)t
+KC2(t+ d(x, y)
2)
)
.
p(x, y, t) ≥ C
−1
1
µ(B(x,
√
t))
exp
(
−d(x, y)
2
(4− ε)t −KC2(t+ d(x, y)
2)
)
.
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2.12 The Poincare´ inequality on domains
Let (M, g) be a complete Riemannian manifold and Ω ⊂M be a non empty bounded set.
Let D∞ be the set of smooth functions f ∈ C∞(Ω¯) such that for every g ∈ C∞(Ω¯),∫
Ω
gLfdµ = −
∫
Ω
Γ(f, g)dµ.
It is easy to see that L is essentially self-adjoint on D∞. Its Friedrichs extension, still
denoted L, is called the Neumann Laplacian on Ω and the semigroup it generates, the
Neumann semigroup. If the boundary ∂Ω is smooth, then it is known from the Green’s
formula that ∫
Ω
gLfdµ = −
∫
Ω
Γ(f, g)dµ +
∫
∂Ω
gNfdµ,
where N is the normal unit vector. As a consequence, f ∈ D∞ if and only if Nf = 0.
However, we stress that no regularity assumption on the boundary ∂Ω is needed to define
the Neumann Laplacian and the Neumann semigroup.
Since Ω¯ is compact, the Neumann semigroup is a compact operator and −L has a discrete
spectrum 0 = λ0 < λ1 ≤ · · · . We get then, the so-called Poincare´ inequality on Ω: For
every f ∈ C∞(Ω¯), ∫
Ω
(f − fΩ)2dµ ≤ 1
λ1
∫
Ω
Γ(f)dµ.
Our goal is to understand how the constant λ1 depends on the size of the set Ω. A first
step in that direction was made by Poincare´ himself in the Euclidean case.
Theorem 2.36. If Ω ⊂ Rn is a bounded open convex set then for a smooth f : Ω¯ → R
with
∫
Ω f(x)dx = 0,
Cn
diam(Ω)2
∫
Ω
f2(x)dx ≤
∫
Ω
‖∇f(x)‖2dx.
where Cn is a constant depending on n only.
Proof. The argument of Poincare´ is beautifully simple.
1
µ(Ω)
∫
Ω
f2(x)dx =
1
2
1
µ(Ω)
∫
Ω
f2(x)dx+
1
2
1
µ(Ω)
∫
Ω
f2(y)dy
=
1
2
1
µ(Ω)2
∫
Ω
∫
Ω
(f(x)− f(y))2dxdy.
We now have
f(x)− f(y) =
∫ 1
0
(x− y) · ∇f(tx+ (1− t)y)dt,
which implies
(f(x)− f(y))2 ≤ diam(Ω)2
∫ 1
0
‖∇f‖2(tx+ (1− t)y)dt.
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By a simple change of variables, we see that∫
Ω
∫
Ω
‖∇f‖2(tx+ (1− t)y)dxdy = 1
tn
∫
Ω
∫
tΩ+(1−t)y
‖∇f‖2(u)dudy
=
1
tn
∫
Ω
∫
Ω
1tΩ+(1−t)y(u)‖∇f‖2(u)dudy.
Now, we compute∫
Ω
1tΩ+(1−t)y(u)dy = µ
(
Ω ∩ 1
1− t(u− tΩ)
)
≤ min
(
1,
tn
(1− t)n
)
µ(Ω).
As a consequence we obtain
1
µ(Ω)
∫
Ω
f2(x)dx ≤ diam(Ω)
2
2µ(Ω)
∫ 1
0
min
(
1,
tn
(1− t)n
)
dt
tn
∫
Ω
‖∇f(x)‖2dx
It is known (Payne-Weinberger) that the optimal Cn is π
2.
In this Section, we extend the above inequality to the case of Riemannian manifolds with
non negative Ricci curvature. The key point is a lower bound on the Neumann heat kernel
of Ω. From now on we assume that Ric ≥ 0 and consider an open set in M that has
a smooth and convex boundary in the sense the second fundamental form of ∂Ω is non
negative. Due to the convexity of the boundary, all the results we obtained so far may be
extended to the Neumann semigroup (see [9]). In particular, we have the following lower
bound on the Neumann heat kernel:
Theorem 2.37. Let pN (x, y, t) be the Neumann heat kernel of Ω. There exists a constant
C depending only on the dimension of M such that for every t > 0, x, y ∈M,
pN (x, y, t) ≥ C
µ(B(x,
√
t))
exp
(
−d(x, y)
2
3t
)
.
As we shall see, this implies the following Poincare´ inequality:
Theorem 2.38. For a smooth f : Ω¯→ R with ∫Ω fdµ = 0,
Cn
diam(Ω)2
∫
Ω
f2dµ ≤
∫
Ω
Γ(f)dµ.
where C is a constant depending on the dimension of M only.
Proof. We denote by R the diameter of Ω. From the previous lower bound on the Neumann
kernel of Ω, we have
pN (x, y,R2) ≥ C
µ(Ω)
,
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where C only depends on n. Denote now by PNt the Neumann semigroup. We have for
f ∈ D∞
PNR2(f
2)− (PNR2f)2 =
∫ R2
0
d
dt
PNt ((P
N
R2−tf)
2)dt.
By integrating over Ω, we find then,∫
Ω
PNR2(f
2)− (PNR2f)2dµ = −
∫ R2
0
∫
Ω
d
dt
(PNt f)
2dµdt
= 2
∫ R2
0
∫
Ω
Γ(PNt f, P
N
t f)dµdt
≤ 2R2
∫
Ω
Γ(f)dµ.
But on the other hand, we have
PNR2(f
2)(x)− (PNR2f)2(x) = PNR2
[(
f − (PNR2f)(x)
)2]
(x)
≥ C
µ(Ω)
∫
Ω
(f(y)− (PNR2f)(x))2dµ(y)
which gives ∫
Ω
PNR2(f
2)− (PNR2f)2dµ ≥ C
∫
Ω
(
f(x)− 1
µ(Ω)
∫
Ω
fdµ
)2
dµ(x)
The proof is complete.
In applications, it is often interesting to have a scale invariant Poincare´ inequality on balls.
If the manifold M has conjugate points, the geodesic spheres may not be convex and thus
the previous argument does not work. However the following result still holds true:
Theorem 2.39. There exists a constant Cn > 0 depending only on the dimension of M
such that for every r > 0 and every smooth f : B(x, r)→ R with ∫B(x,r) fdµ = 0,
Cn
r2
∫
B(x,r)
f2dµ ≤
∫
B(x,r)
Γ(f)dµ.
We only sketch the argument. By using the global lower bound
p(x, y, t) ≥ C
µ(B(x,
√
t))
exp
(
−d(x, y)
2
3t
)
,
for the heat kernel, it is possible to prove a lower bound for the Neumman heat kernel on
the ball B(x0, r): For x, y ∈ B(x0.r/2),
pN (x, y, r2) ≥ C
µ(B(x0, r))
,
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Arguing as before, we get
Cn
r2
∫
B(x0,r/2)
f2dµ ≤
∫
B(x,r)
Γ(f)dµ.
and show then that the integral on the left hand side can be taken on B(x0, r) by using a
Whitney’s type covering argument.
2.13 Sobolev inequality and volume growth
In this Section, we show how Sobolev inequalities on a Riemannian manifold are related
to the volume growth of metric balls. The link between the Hardy-Littlewood-Sobolev
theory and heat kernel upper bounds is due to Varopoulos,
Let (M, g) be a complete Riemannian manifold and let L be the Laplace-Beltrami operator
of M. As usual, we denote by Pt the semigroup generated by Pt and we assume Pt1 = 1.
We have the following so-called maximal ergodic lemma, which was first proved by Stein.
We give here the probabilistic proof since it comes with a nice constant.
Lemma 2.40. (Stein’s maximal ergodic theorem) Let p > 1. For f ∈ Lp(M, µ), denote
f∗(x) = supt≥0 |Ptf(x)|. We have
‖f∗‖Lpµ(M) ≤
p
p− 1‖f‖Lpµ(M).
Proof. For x ∈M, we denote by (Xxt )t≥0 the Markov process with generator L and started
at x. We fix T > 0. By construction, for t ≤ T , we have,
PT−tf(XxT ) = E
(
f(Xx2T−t)|XxT
)
,
and thus
P2(T−t)f(XxT ) = E
(
(PT−tf)(Xx2T−t)|XxT
)
.
As a consequence, we obtain
sup
0≤t≤T
|P2(T−t)f(XxT )| ≤ E
(
sup
0≤t≤T
|(PT−tf)(Xx2T−t)| | XxT
)
.
Jensen’s inequality yieelds then
sup
0≤t≤T
|P2(T−t)f(XxT )|p ≤ E
(
sup
0≤t≤T
|(PT−tf)(Xx2T−t)|p | XxT
)
.
We deduce
E
(
sup
0≤t≤T
|P2(T−t)f(XxT )|p
)
≤ E
(
sup
0≤t≤T
|(PT−tf)(Xx2T−t)|p
)
.
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Integrating the inequality with respect to the Riemannian measure µ, we obtain∥∥∥∥∥ sup0≤t≤T |P2(T−t)f |
∥∥∥∥∥
p
≤
(∫
M
E
(
sup
0≤t≤T
|(PT−tf)(Xx2T−t)|p
)
dµ(x)
)1/p
.
By reversibility, we get then∥∥∥∥∥ sup0≤t≤T |P2(T−t)f |
∥∥∥∥∥
p
≤
(∫
M
E
(
sup
0≤t≤T
|(PT−tf)(Xxt )|p
)
dµ(x)
)1/p
.
We now observe that the process (PT−tf)(Xxt ) is martingale and thus Doob’s maximal
inequality gives
E
(
sup
0≤t≤T
|(PT−tf)(Xxt )|p
)1/p
≤ p
p− 1E (|f(X
x
T )|p)1/p .
The proof is complete.
We now turn to the theorem by Varopoulos.
Theorem 2.41. Let n > 0, 0 < α < n, and 1 < p < nα . If there exists C > 0 such that
for every t > 0, x, y ∈M,
p(x, y, t) ≤ C
tn/2
,
then for every f ∈ Lpµ(M),
‖(−L)−α/2f‖ np
n−pα
≤
(
p
p− 1
)1−α/n 2nCα/n
α(n − pα)Γ(α/2)‖f‖p
Proof. We first observe that the bound
p(x, y, t) ≤ C
tn/2
,
implies that |Ptf(x)| ≤ C1/ptn/2p ‖f‖p. Denote Iαf(x) = (−L)−α/2f(x). We have
Iαf(x) =
1
Γ(α/2)
∫ +∞
0
tα/2−1Ptf(x)dt
Pick δ > 0, to be later chosen, and split the integral in two parts:
Iαf(x) = Jαf(x) +Kαf(x),
where Jαf(x) =
1
Γ(α/2)
∫ δ
0 t
α/2−1Ptf(x)dt and Kαf(x) = 1Γ(α/2)
∫ +∞
δ t
α/2−1Ptf(x)dt. We
have
|Jαf(x)| ≤ 1
Γ(α/2)
∫ +∞
0
tα/2−1dt|f∗(x)| = 2
αΓ(α/2)
δα/2|f∗(x)|.
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On the other hand,
|Kαf(x)| ≤ 1
Γ(α/2)
∫ +∞
δ
tα/2−1|Ptf(x)|dt
≤ C
1/p
Γ(α/2)
∫ +∞
δ
t
α
2
− n
2p
−1dt‖f‖p
≤ C
1/p
Γ(α/2)
1
−α2 + n2p
δ
α
2
− n
2p ‖f‖p.
We deduce
|Iαf(x)| ≤ 2
αΓ(α/2)
δα/2|f∗(x)|+ C
1/p
Γ(α/2)
1
−α2 + n2p
δ
α
2
− n
2p ‖f‖p.
Optimizing the right hand side of the latter inequality with respect to δ yields
|Iαf(x)| ≤ 2nC
α/n
α(n− pα)Γ(α/2)‖f‖
αp/n
p |f∗(x)|1−pα/n.
The proof is then completed by using Stein’s maximal ergodic theorem.
A special case, of particular interest, is when α = 1 and p = 2. We get in that case the
following Sobolev inequality:
Theorem 2.42. Let n > 2. If there exists C > 0 such that for every t > 0, x, y ∈M,
p(x, y, t) ≤ C
tn/2
,
then for every f ∈ C∞0 (M),
‖f‖ 2n
n−2
≤ 21−1/n 2nC
1/n
(n− 2)√π‖
√
Γ(f)‖2
We mention that the constant in the above Sobolev inequality is not sharp.
Combining the above with the Li-Yau upper bound for the heat kernel, we deduce the
following theorem:
Theorem 2.43. Assume that Ric ≥ 0 and that there exists a constant C > 0 such that
for every x ∈M and r ≥ 0, µ(B(x, r)) ≥ Crn, then there exists a constant C ′ = C ′(n) > 0
such that for every f ∈ C∞0 (M),
‖f‖ 2n
n−2
≤ C ′‖
√
Γ(f)‖2.
In many situations, heat kernel upper bounds with a polynomial decay are only available
in small times the following result is thus useful:
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Theorem 2.44. Let n > 0, 0 < α < n, and 1 < p < nα . If there exists C > 0 such that
for every 0 < t ≤ 1, x, y ∈M,
p(x, y, t) ≤ C
tn/2
,
then, there is constant C ′ such that for every f ∈ Lpµ(M),
‖(−L+ 1)−α/2f‖ np
n−pα
≤ C ′‖f‖p.
Proof. We apply the Varopoulos theorem to the semigroup Qt = e
−tPt. Details are let to
the reader.
The following corollary shall be later used:
Corollary 2.45. Let n > 2. If there exists C > 0 such that for every 0 < t ≤ 1, x, y ∈M,
p(x, y, t) ≤ C
tn/2
,
then there is constant C ′ such that for every f ∈ C∞0 (M),
‖f‖ 2n
n−2
≤ C ′
(
‖
√
Γ(f)‖2 + ‖f‖2
)
.
2.14 Isoperimetric inequality and volume growth
In this section, we study in further details the connection between volume growth of
metric balls, heat kernel upper bounds and the L1 Sobolev inequality. As we shall see,
on a manifold with non negative Ricci curvature, all these properties are equivalent one
to each other and equivalent to the isoperimetric inequality as well. We start with some
preliminaries about geometric measure theory on Riemannian manifolds.
Let (M, g) be a complete and non compact Riemannian manifold.
In what follows, given an open set Ω ⊂M we will indicate with F(Ω) the set of C1 vector
fields V ’s, on Ω such that ‖V ‖∞ ≤ 1.
Given a function f ∈ L1loc(Ω) we define the total variation of f in Ω as
Var(f ; Ω) = sup
φ∈F(Ω)
∫
Ω
fdivφdµ.
The space
BV (Ω) = {f ∈ L1(Ω) | Var(f ; Ω) <∞},
endowed with the norm
||f ||BV (Ω) = ||f ||L1(M) +Var(f ; Ω),
is a Banach space. It is well-known thatW 1,1(Ω) = {f ∈ L1(Ω) | ‖∇f‖ ∈ L1(Ω)} is a strict
subspace of BV (Ω). It is important to note that when f ∈ W 1,1(Ω), then f ∈ BV (Ω),
and one has in fact
Var(f ; Ω) = ||
√
Γ(f)||L1(Ω).
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Given a measurable set E ⊂ M we say that it has finite perimeter in Ω if 1E ∈ BV (Ω).
In such case the horizontal perimeter of E relative to Ω is by definition
P (E; Ω) = Var(1E ; Ω).
We say that a measurable set E ⊂ M is a Caccioppoli set if P (E; Ω) < ∞ for any
Ω ⊂ M. For instance, O is an open relatively compact set in M whose boundary E is
n−1 dimensional sub manifold of M, then it is a Caccioppoli set and P (E;M) = µn−1(E)
where µn−1 is the Riemannian measure on E. We will need the following approximation
result.
Proposition 2.46. Let f ∈ BV (Ω), then there exists a sequence {fn}n∈N of functions in
C∞(Ω) such that:
(i) ||fn − f ||L1(Ω) → 0;
(ii)
∫
Ω
√
Γ(fn)dµ→ Var(f ; Ω).
If Ω = M, then the sequence {fn}n∈N can be taken in C∞0 (M).
Our main result of the section is the following:
Theorem 2.47. Let n > 1. Let us assume that Ric ≥ 0. then the following assertions
are equivalent:
(1) There exists a constant C1 > 0 such that for every x ∈M, r ≥ 0,
µ(B(x, r)) ≥ C1rn.
(2) There exists a constant C2 > 0 such that for x ∈M, t > 0,
p(x, x, t) ≤ C2
t
n
2
.
(3) There exists a constant C3 > 0 such that for every Caccioppoli set E ⊂M one has
µ(E)
n−1
n ≤ C3P (E;M).
(4) With the same constant C3 > 0 as in (3), for every f ∈ BV (M) one has
(∫
M
|f | nn−1 dµ
)n−1
n
≤ C3Var(f ;M).
Proof. In the proof, we denote by d the dimension of M. That (1) → (2) follows immedi-
ately from the Li-Yau upper Gaussian bound.
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The proof that (2) → (3) is not straightforward, it relies on the Li-Yau inequality. Let
f ∈ C0(M) with f ≥ 0. By Li-Yau inequality, we obtain
Γ(Ptf)− Ptf ∂Ptf
∂t
≤ d
2t
(Ptf)
2. (2.19)
This gives in particular, , (
∂Ptf
∂t
)−
≤ d
2t
Ptf, (2.20)
where we have denoted a+ = sup{a, 0}, a− = sup{−a, 0}. Since ∫
M
∂Ptf
∂t dµ = 0, we deduce
||∂Ptf
∂t
||L1(M) ≤
d
t
||f ||L1(M), t > 0.
By duality, we deduce that for every f ∈ C∞0 (M), f ≥ 0,
‖∂Ptf
∂t
‖L∞(M) ≤
d
t
‖f‖L∞(M).
Once we have this crucial information we can return to (2.19) and infer
Γ(Ptf) ≤ 1
t
3d
2
‖f‖2L∞(M), t > 0.
Thus,
‖
√
Γ(Ptf)‖L∞(M) ≤
√
3d
2t
‖f‖L∞(M).
Applying this inequality to g ∈ C∞0 (M), with g ≥ 0 and ||g||L∞(M) ≤ 1, if f ∈ C10 (M) we
have∫
M
g(f − Ptf)dµ =
∫ t
0
∫
M
g
∂Psf
∂s
dµds =
∫ t
0
∫
M
gLPsfdµds =
∫ t
0
∫
M
LgPsfdµds
=
∫ t
0
∫
M
PsLgfdµds =
∫ t
0
∫
M
LPsgfdµds = −
∫ t
0
∫
M
Γ(Psg, f)dµds
≤
∫ t
0
‖
√
Γ(Psg)‖L∞(M)
∫
M
√
Γ(f)dµds ≤
√
6d
√
t
∫
M
√
Γ(f)dµ.
We thus obtain the following basic inequality: for f ∈ C10 (M),
‖Ptf − f‖L1(M) ≤
√
6d
√
t ‖
√
Γ(f)‖L1(M), t > 0. (2.21)
Suppose now that E ⊂ M is a bounded Caccioppoli set. But then, 1E ∈ BV (Ω), for any
bounded open set Ω ⊃ E. It is easy to see that Var(1E ; Ω) = VarH(1E ;M), and therefore
1E ∈ BV (M). There exists a sequence {fn}n∈N in C∞0 (M) satisfying (i) and (ii) above.
Applying (2.21) to fn we obtain
‖Ptfn − fn‖L1(M) ≤
√
6d
√
t ‖
√
Γ(fn)‖L1(M) =
√
6d
√
t V arH(fn,M), n ∈ N.
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Letting n→∞ in this inequality, we conclude
‖Pt1E − 1E‖L1(M) ≤
√
6d
√
t V arH(1E ,M) =
√
6d
√
t P (E;M), t > 0.
Observe now that, using Pt1 = 1, we have
||Pt1E − 1E ||L1(M) = 2
(
µ(E)−
∫
E
Pt1Edµ
)
.
On the other hand, ∫
E
Pt1Edµ =
∫
M
(
Pt/21M
)2
dµ.
We thus obtain
||Pt1E − 1E ||L1(M) = 2
(
µ(E)−
∫
M
(
Pt/21E
)2
dµ
)
.
We now observe that the assumption (1) implies
p(x, x, t) ≤ C4
tn/2
, x ∈M, t > 0.
This gives
∫
M
(Pt/21E)
2dµ ≤
(∫
E
(∫
M
p(x, y, t/2)2dµ(y)
) 1
2
dµ(x)
)2
=
(∫
E
p(x, x, t)
1
2 dµ(x)
)2
≤ C4
tn/2
µ(E)2.
Combining these equations we reach the conclusion
µ(E) ≤
√
6d
2
√
t P (E;M) +
C4
tn/2
µ(E)2, t > 0.
Now the absolute minimum of the function g(t) = Atα+Bt−β, t > 0, where A,B,α, β > 0,
is given by
gmin =
[(
α
β
) β
α+β
+
(
β
α
) α
α+β
]
A
β
α+βB
α
α+β
Applying this observation with α = 12 , β =
n
2 , we conclude
µ(E)
n−1
n ≤ C3P (E,M).
The fact that 3) implies 4) is classical geometric measure theory. It relies on the Federer
co-area formula that we recall: For every f, g ∈ C∞0 (M),∫
M
g‖∇f‖dµ =
∫ +∞
−∞
(∫
f(x)=t
g(x)dµn−1(x)
)
dt.
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Let now f ∈ C∞0 (M). We have
f(x) =
∫ +∞
0
1f(x)>t(t)dt.
By using Minkowski inequality, we get then
‖f‖ n
n−1
≤
∫ ∞
0
‖1f(·)>t‖ n
n−1
dt
≤
∫ ∞
0
µ(f > t)
n
n−1 dt
≤ C3
∫ ∞
0
µn−1(f = t)dt = C3
∫
M
√
Γ(f)dµ
Finally, we show that (4) → (1). In what follows we let ν = n/(n − 1). Let p, q ∈ (0,∞)
and 0 < θ ≤ 1 be such that
1
p
=
θ
ν
+
1− θ
q
.
Ho¨lder inequality, combined with assumption (4), gives for any f ∈ Lipd(M) with compact
support
||f ||Lp(M) ≤ ||f ||θLν(M)||f ||1−θLq(M) ≤
(
C3||
√
Γ(f)||L1(M)
)θ ||f ||1−θ
Lq(M)
.
For any x ∈ M and r > 0 we now let f(y) = (r − d(y, x))+. Clearly such f ∈ Lipd(M)
and supp f = B(x, r). Since with this choice ||√Γ(f)||θL1(M) ≤ µ(B(x, r))θ, the above
inequality implies
r
2
µ(B(x,
r
2
)
1
p ≤ r1−θ (C3µ(B(x, r))θ µ(B(x, r))
1−θ
q ,
which, noting that 1−θq + θ =
n+θp
pn , we can rewrite as follows
µ(B(x, r)) ≥
(
1
2Cθ3
)pa
µ(B(x,
r
2
))arθpa,
where we have let a = nn+θp . Notice that 0 < a < 1. Iterating the latter inequality we find
µ(B(x, r)) ≥
(
1
2Cθ3
)p∑kj=1 aj
rθp
∑k
j=1 a
j
2−θp
∑k
j=1(j−1)ajµ(B(x,
r
2k
))a
k
, k ∈ N.
From the doubling property for any x ∈M there exist constants C(x), R(x) > 0 such that
with Q(x) = log2 C(x) one has
µ(B(x, tr)) ≥ C(x)−1tQ(x)µ(B(x, r)), 0 ≤ t ≤ 1, 0 < r ≤ R(x).
This estimate implies that
lim inf
k→∞
µ(B(x,
r
2k
))a
k ≥ 1, x ∈M, r > 0.
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Since on the other hand
∑∞
j=1 a
j = nθp , and
∑∞
j=1(j − 1)aj = n
2
θ2p2
, we conclude that
µ(B(x, r)) ≥
(
2−
1
θ
(1+n
p
)C−13
)n
rn, x ∈M, r > 0.
This establishes (1), thus completing the proof.
2.15 Sharp Sobolev inequalities
In this section we are interested in sharp Sobolev inequalities in positive curvature. Let
(M, g) be a complete and n-dimensional Riemannian manifold such that Ricci ≥ ρ where
ρ > 0. We assume n > 2. As we already know, we have µ(M) < +∞, but as we already
stressed we do not want to use Bonnet-Myers theorem, since one of our goals will be to
recover it by using heat kernel techniques. Without loss of generality, and to simplify the
constants, we assume that µ(M) = 1. Our goal is to prove the following sharp result:
Theorem 2.48. For every 1 ≤ p ≤ 2nn−2 and f ∈ C∞0 (M),
nρ
(n− 1)(p − 2)
((∫
M
|f |pdµ
)2/p
−
∫
M
f2dµ
)
≤
∫
M
Γ(f)dµ.
We observe that for p = 1, the inequality becomes
nρ
(n− 1)
(∫
M
f2dµ−
(∫
M
|f |dµ
)2)
≤
∫
M
Γ(f)dµ.
which is the Poincare´ inequality with optimal Lichnerowicz constant. For p = 2, we get
the log-Sobolev inequality
nρ
2(n − 1)
(∫
M
f2 ln f2dµ −
∫
M
f2dµ ln
∫
M
f2dµ
)
≤
∫
M
Γ(f)dµ.
We prove our Sobolev inequality in several steps.
Lemma 2.49. For every 1 ≤ p ≤ 2nn−2 , there exists a constant Cp > 0 such that for every
f ∈ C∞0 (M),
Cp
((∫
M
|f |pdµ
)2/p
−
∫
M
f2dµ
)
≤
∫
M
Γ(f)dµ.
Proof. Using Jensen’s inequality, it is enough to prove the result for p = 2nn−2 . We already
proved the following Li-Yau inequality: For f ∈ C∞0 (M), f 6= 0, t > 0, and x ∈M,
‖∇ lnPtf(x)‖2 ≤ e−
2ρt
3
LPtf(x)
Ptf(x)
+
nρ
3
e−
4ρt
3
1− e− 2ρt3
.
61
As a consequence we have
LPtf(x)
Ptf(x)
≥ −nρ
3
e−
2ρt
3
1− e− 2ρt3
,
which yields, ∫ +∞
t
∂t lnPsf(x)ds ≥ −nρ
3
∫ +∞
t
e−
2ρs
3
1− e− 2ρs3
ds.
We obtain then
Ptf(x) ≤
(
1
1− e− 2ρt3
)n/2 ∫
M
fdµ.
This of course implies the following upper bound on the heat kernel,
p(x, y, t) ≤
(
1
1− e− 2ρt3
)n/2
.
Using Varopoulos theorem, we deduce therefore that there is constant C ′p such that for
every f ∈ C∞0 (M),
‖f‖2p ≤ C ′p
(
‖
√
Γ(f)‖22 + ‖f‖22
)
.
We now use the following inequality which is easy to see:(∫
M
|f |pdµ
)2/p
≤
(∫
M
fdµ
)2
+
(∫
M
∣∣∣∣f −
∫
M
fdµ
∣∣∣∣
p
dµ
)2/p
This yields
(∫
M
|f |pdµ
)2/p
≤
(∫
M
fdµ
)2
+ (p− 1)C ′p
(
‖
√
Γ(f)‖22 +
∥∥∥∥f −
∫
M
fdµ
∥∥∥∥
2
2
)
We can now bound ∥∥∥∥f −
∫
M
fdµ
∥∥∥∥
2
2
≤ 1
λ1
∫
M
Γ(f)dµ,
using the Poincare´ inequality.
Our proof follows now an argument due to Bakry and largely follows the presentation by
Ledoux [18] to which we refer for the details. We now want to prove that the optimal Cp
in the previous inequality is given by Cp =
nρ
(n−1)(p−2) . We assume p > 2 and consider the
functional (∫
M
|f |pdµ)2/p − ∫
M
f2dµ∫
M
Γ(f)dµ
.
Classical non linear variational principles on the functional provide then a positive non
trivial solution of the equation
Cp(f
p−1 − f) = −Lf.
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We point out that existence and smoothness results for this non linear pde are non a trivial
issue, we refer to the comments by Ledoux in [18] and the references therein. Set f = ur
where r is a constant to be later chosen. By the chain rule for diffusion operators, we get
Cp(u
r(p−1) − ur) = −rur−1 − r(r − 1)ur−2Γ(u).
Multiplying by u−rΓ(u) and integrating yields
Cp
(∫
M
ur(p−2)Γ(u)dµ −
∫
M
Γ(u)dµ
)
= −r
∫
M
Lu
u
Γ(u)dµ− r(r − 1)
∫
M
Γ(u)2
u2
dµ.
Now, integrating by parts,∫
M
ur(p−2)Γ(u)dµ = − 1
r(p− 2) + 1
∫
M
ur(p−2)+1Ludµ.
On the other hand, multiplying
Cp(u
r(p−1) − ur) = −rur−1 − r(r − 1)ur−2Γ(u),
by u1−rLu and integrating with respect to µ yields
Cp
(∫
M
ur(p−2)+1Ludµ −
∫
M
uLudµ
)
= −r
∫
M
(Lu)2dµ− r(r − 1)
∫
M
Lu
u
Γ(u)dµ.
Combining the previous computations gives
Cp (r(p− 2) + 1)
∫
M
ur(p−2)Γ(u)dµ = r
∫
M
(Lu)2dµ+r(r−1)
∫
M
Lu
u
Γ(u)dµ+Cp
∫
M
Γ(u)dµ
Hence, we have
Cp(p− 2)
∫
M
Γ(u)dµ =
∫
M
(Lu)2dµ+
∫
M
Lu
u
Γ(u)dµ + (r − 1) (r(p− 2) + 1)
∫
M
Γ(u)2
u2
dµ
We have from Bochner’s inequality,
Γ2(u
s) ≥ 1
n
(Lus)2 + ρΓ(us).
Once again, s is a parameter that will be later decided. Using the chain, to rewrite the
previous inequality, leads after tedious computations to
Γ2(u)+(s−1)1
u
Γ(u,Γ(u))+(s−1)2Γ(u)
2
u2
≥ ρΓ(u)+ 1
n
(Lu)2+
2
n
(s−1)1
u
LuΓ(u)+
1
n
(s−1)2 1
u2
Γ(u)2.
After integration and integration by parts, we see that
ρ
∫
M
Γ(u)dµ ≤
(
1− 1
n
)∫
M
(Lu)2dµ−s′
(
1 +
2
n
)∫
M
1
u
LuΓ(u)dµ+s′
(
1 + s′
(
1− 1
n
))∫
M
Γ(u)2
u2
dµ,
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where s′ = s−1. Combining the previous inequalities we can eliminate the term ∫
M
1
uLuΓ(u)dµ.
Chosing
s′
r
= (p− 1)n− 1
n+ 2
,
we see that the coefficient in front of
∫
M
(Lu)2dµ is zero and we are left with
(
Cp
(p− 2)(n − 1)
n
− ρ
)∫
M
Γ(u)dµ ≥ K(s′, r)
∫
M
Γ(u)2
u2
dµ,
for some constant K(s′, r) which is seen to be non-negative as soon as 2 < p ≤ 2nn−2 . We
conclude
Cp
(p− 2)(n − 1)
n
− ρ ≥ 0.
2.16 The Sobolev inequality proof of the Myer’s diameter theorem
It is a well-known result that if M is a complete n-dimensional Riemannian manifold with
Ricci ≥ ρ, for some ρ > 0, then M has to be compact with diameter less than π
√
n−1
ρ .
The proof of this fact can be found in any graduate book about Riemannian geometry
and classically relies on the study of Jacobi fields. We propose here an alternative proof of
the diameter theorem that relies on the sharp Sobolev inequality proved in the previous
section. The beautiful argument goes back to Bakry and Ledoux. We only sketch the
main arguments and refer the readers to the original article [1].
The theorem by Bakry and Ledoux is the following:
Theorem 2.50. Assume that for some p > 2, we have the inequality,
‖f‖2p ≤ ‖f‖22 +A
∫
M
Γ(f)dµ, f ∈ C∞0 (M),
then M is compact with diameter less than π
√
2pA
p−2 .
Combining this with the inequality
nρ
(n− 1)(p − 2)
((∫
M
|f |pdµ
)2/p
−
∫
M
f2dµ
)
≤
∫
M
Γ(f)dµ,
that was proved in the previous section gives diam(M) ≤ π
√
2p
p−2
√
n−1
nρ . When n = 2 we
conclude then by letting p→∞ and when n > 2, we conclude by choosing p = 2nn−2 .
By using a scaling argument it is easy to see that it is enough to prove that if for some
n > 2,
‖f‖22n
n−2
≤ ‖f‖22 +
4
n(n− 2)
∫
M
Γ(f)dµ,
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then diam(M) ≤ π.
The main idea is to apply the Sobolev inequality to the functions which are the extremals
functions on the sphere. Such extremals are solutions of the fully non linear PDE
f (n+2)/(n−2) − f = − 4
n(n− 2)Lf
and on the spheres the extremals are explicitly given by
f = (1 + λ sin d)1−n/2
where −1 < λ < 1 and d is the distance to a fixed point. So, on our manifold M, that
satisfies the inequality
‖f‖22n
n−2
≤ ‖f‖22 +
4
n(n− 2)
∫
M
Γ(f)dµ,
we consider the functional
F (λ) =
∫
M
(1 + λ sin(f))2−ndµ, −1 < λ < 1,
where f is a function on M that satisfies ‖Γ(f)‖∞ ≤ 1. The first step is to prove a
differential inequality on F . For k > 0, we denote by Dk the differential operator on
(−1, 1) defined by
Dk =
1
k
λ
∂
∂λ
+ I.
Lemma 2.51. Denoting G = Dn−1F , we have
(Dn−2G)(n−2)/n +
n− 2
n
(1− λ2)Dn−2G ≤
(
1 +
n− 2
n
)
G.
Proof. We denote α = n−2n and fλ = (1 + λ sin f)
1−n/2, −1 < λ < 1. By the chain-rule
and the hypothesis that Γ(f) ≤ 1, we get∫
M
Γ(fλ)dµ ≤
(n
2
− 1
)2 ∫
M
(1 + λ sin f)−n(1− sin2 f)dµ.
From the Sobolev inequality applied to fλ, we thus have,(∫
M
(1 + λ sin(f))−ndµ
)α
≤
∫
M
(1+λ sin(f))2−ndµ+αλ2
∫
M
(1+λ sin f)−n(1− sin2 f)dµ.
It is then an easy calculus exercise to deduce our claim.
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The next idea is then to use a comparison theorem to bound F in terms of solutions of
the equation
(Dn−2H)(n−2)/n +
n− 2
n
(1− λ2)Dn−2H ≤
(
1 +
n− 2
n
)
H.
Actually, such solutions are given by
Hc(λ) =
1
1 + α
Uc(λ)
2α
1−α +
α
1 + α
(1− λ2)Uc(λ)
2
1−α ,
where c ∈ R, α = n−2n and
Uc(λ) =
cλ+
√
c2λ2 + (1− λ2)
1− λ2 .
We have then the following comparison result:
Lemma 2.52. Let G be such that
(Dn−2G)(n−2)/n +
n− 2
n
(1− λ2)Dn−2G ≤
(
1 +
n− 2
n
)
G,
and assume that G(λ0) < Hc(λ0) for some λ0 ∈ [0, 1). Then for every λ0 ≤ λ < 1,
G(λ) ≤ Hc(λ).
Using the previous lemma, we see (again we refer to the original article for the details)
that
∫
M
sin fdµ > 0 implies that
∫
M
(1 + sin f)n−1dµ <∞ and ∫
M
sin fdµ < 0 implies that∫
M
(1− sin f)n−1dµ <∞. Iterating this result on the basis of the Sobolev inequality again,
we actually have
‖(1± sin f)−1‖∞ <∞,
from which the conclusion easily follows.
3 The heat semigroup on sub-Riemannian manifolds and its
applications
It turns out that many of methods presented in the last section can be extended to some
sub-Riemannian manifolds, provided that a correct generalization of curvature-dimension
inequality is used. This generalized curvature dimension condition was first introduced in
[6] in the context of sub-Riemannian manifolds with transverse symetries. In [6], it has
been shown that this generalized curvature dimension condition implies a Li-Yau inequality
and a Gaussian upper bound for the heat kernel. Then, in [5], it was proved that the
curvature dimension inequality implies a lower bound for the heat kernel. Combining those
results the volume doubling property and the 2-Poincare´ inequality on balls were deduced.
In this Section we sketch the results obtained in those two papers without entering into
details. We refer to the survey [3] and the forthcoming book [7] for further applications
of the sub-Riemannian curvature dimension condition (like Bonnet-Myers theorems and
eigenvalue estimates), see also [15, 16].
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3.1 Framework
Hereafter in this section, M will be a C∞ connected manifold endowed with a smooth
measure µ and a second-order diffusion operator L on M with real coefficients, locally
subelliptic, satisfying L1 = 0 and∫
M
fLgdµ =
∫
M
gLfdµ,
∫
M
fLfdµ ≤ 0,
for every f, g ∈ C∞0 (M), where C∞0 (M) denotes the space of compactly supported func-
tions. A distance d is constructed as follows (see Section 1):
d(x, y) = sup {|f(x)− f(y)| | f ∈ C∞(M), ‖Γ(f)‖∞ ≤ 1} , x, y ∈M, (3.1)
where for a function g on M we have let ||g||∞ = ess sup
M
|g|. This distance will often
be referred to as the subelliptic or sub-Riemannian distance. As before, the quadratic
functional Γ(f) = Γ(f, f), where
Γ(f, g) =
1
2
(L(fg)− fLg − gLf), f, g ∈ C∞(M), (3.2)
is known as le carre´ du champ. Given any point x ∈M there exists an open set x ∈ U ⊂M
in which the operator L can be written as
L = −
m∑
i=1
X∗i Xi, (3.3)
where the vector fields Xi have Lipschitz continuous coefficients in U , and X
∗
i indicates
the formal adjoint of Xi in L
2(M, dµ). We remark that such local representation of L is
not unique.
In addition to the differential form (3.2), we assume that M be endowed with another
smooth bilinear differential form, indicated with ΓZ , satisfying for f, g ∈ C∞(M)
ΓZ(fg, h) = fΓZ(g, h) + gΓZ(f, h),
and ΓZ(f) = ΓZ(f, f) ≥ 0. We assume that given any point x ∈ M there exists an open
set x ∈ U ⊂M in which the operator ΓZ can be written as
ΓZ(f, g) =
p∑
i=1
(Zif)(Zig),
where the vector fields Zi have Lipschitz continuous coefficients in U .
Given the first-order bilinear forms Γ and ΓZ on M, we now introduce the following
second-order differential forms:
Γ2(f, g) =
1
2
[
LΓ(f, g)− Γ(f, Lg)− Γ(g, Lf)], (3.4)
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ΓZ2 (f, g) =
1
2
[
LΓZ(f, g)− ΓZ(f, Lg)− ΓZ(g, Lf)]. (3.5)
As for Γ and ΓZ , we will use the notations Γ2(f) = Γ2(f, f), Γ
Z
2 (f) = Γ
Z
2 (f, f).
We make the following assumptions:
(H.1) There exists an increasing sequence hk ∈ C∞0 (M) such that hk ր 1 on M, and
||Γ(hk)||∞ + ||ΓZ(hk)||∞ → 0, as k →∞.
(H.2) For any f ∈ C∞(M) one has
Γ(f,ΓZ(f)) = ΓZ(f,Γ(f)).
(H.3) The heat semigroup generated by L, which will denoted Pt throughout the paper,
is stochastically complete that is, for t ≥ 0, Pt1 = 1 and for every f ∈ C∞0 (M) and
T ≥ 0, one has
sup
t∈[0,T ]
‖Γ(Ptf)‖∞ + ‖ΓZ(Ptf)‖∞ < +∞.
(H.4) Given any two points x, y ∈M, there exist a subunit curve joining them.
(H.5) The metric space (M, d) is complete.
A large class of examples where all these assumptions are satisfied arises in the context
of totally geodesic Riemannian foliations and sub-Riemannian manifolds with transverse
symmetries (see [3, 6, 8] for a detailed proof of these assumptions).
Definition 3.1. (see [6]) We shall say that M satisfies the generalized curvature-dimension
inequality CD(ρ1, ρ2, κ, n) if there exist constants ρ1 ∈ R, ρ2 > 0, κ ≥ 0, and n > 0 such
that the inequality
Γ2 (f) + νΓ
Z
2 (f) ≥
1
n
(Lf)2 +
(
ρ1 − κ
ν
)
Γ (f) + ρ2Γ
Z (f) (3.6)
holds for every f ∈ C∞ (M) and every ν > 0.
3.2 Li-Yau inequality and volume doubling properties for the subelliptic
distance
Throughout the section we assume that M satisfies the generalized curvature-dimension
inequality CD(ρ1, ρ2, κ, n), and we show how to obtain the Li-Yau estimate for the subel-
liptic operator L.
Henceforth, we will indicate C∞b (M) = C
∞(M) ∩ L∞(M) and by Pt the semigroup gener-
ated by L. A key lemma is the following.
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Lemma 3.2. Let f ∈ C∞b (M), f > 0 and T > 0, and consider the functions
φ1(x, t) = (PT−tf)(x)Γ(lnPT−tf)(x),
φ2(x, t) = (PT−tf)(x)ΓZ(lnPT−tf)(x),
which are defined on M× [0, T ). We have
Lφ1 +
∂φ1
∂t
= 2(PT−tf)Γ2(lnPT−tf)
and
Lφ2 +
∂φ2
∂t
= 2(PT−tf)ΓZ2 (lnPT−tf).
Proof. This is direct computation without trick. Let us just point out that the formula
Lφ2 +
∂φ2
∂t
= 2(PT−tf)ΓZ2 (lnPT−tf).
uses the fact that Γ(g,ΓZ(g)) = ΓZ(g,Γ(g)).
We will need the following lemma already used before.
Lemma 3.3. Let T > 0. Let u, v : M× [0, T ]→ R be smooth functions such that for every
T > 0, supt∈[0,T ] ‖u(·, t)‖∞ <∞, supt∈[0,T ] ‖v(·, t)‖∞ <∞; If the inequality
Lu+
∂u
∂t
≥ v
holds on M× [0, T ], then we have
PT (u(·, T ))(x) ≥ u(x, 0) +
∫ T
0
Ps(v(·, s))(x)ds.
We now show how to prove the Li-Yau estimates for the semigroup Pt.
Theorem 3.4. Let α > 2. For f ∈ C∞0 (M), f ≥ 0, f 6= 0, the following inequality holds
for t > 0:
Γ(lnPtf) +
2ρ2
α
tΓZ(lnPtf)
≤
(
1 +
ακ
(α− 1)ρ2 −
2ρ1
α
t
)
LPtf
Ptf
+
nρ21
2α
t− ρ1n
2
(
1 +
ακ
(α− 1)ρ2
)
+
n(α− 1)2
(
1 + ακ(α−1)ρ2
)2
8(α − 2)t .
Proof. We fix T > 0 and consider two functions a, b : [0, T ]→ R≥0 to be chosen later. Let
f ∈ C∞(M), f ≥ 0. Consider the function
φ(x, t) = a(t)(PT−tf)(x)Γ(lnPT−tf)(x) + b(t)(PT−tf)(x)ΓZ(lnPT−tf)(x).
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Applying Lemma 3.2 and the curvature-dimension inequality, we obtain
Lφ+
∂φ
∂t
=a′(PT−tf)Γ(lnPT−tf) + b′(PT−tf)ΓZ(lnPT−tf) + 2a(PT−tf)Γ2(lnPT−tf)
+ 2b(PT−tf)ΓZ2 (lnPT−tf)
≥
(
a′ + 2ρ1a− 2κa
2
b
)
(PT−tf)Γ(lnPT−tf) + (b′ + 2ρ2a)(PT−tf)ΓZ(lnPT−tf)
+
2a
n
(PT−tf)(L(lnPT−tf))2.
But, for any function γ : [0, T ]→ R
(L(lnPT−tf))2 ≥ 2γL(lnPT−tf)− γ2,
and from chain rule
L(lnPT−tf) =
LPT−tf
PT−tf
− Γ(lnPT−tf).
Therefore, we obtain
Lφ+
∂φ
∂t
≥
(
a′ + 2ρ1a− 2κa
2
b
− 4aγ
n
)
(PT−tf)Γ(lnPT−tf)
+ (b′ + 2ρ2a)(PT−tf)ΓZ(lnPT−tf) +
4aγ
n
LPT−tf − 2aγ
2
n
PT−tf.
The idea is now to chose a, b, γ such that{
a′ + 2ρ1a− 2κa2b − 4aγn = 0
b′ + 2ρ2a = 0
With this choice we get
Lφ+
∂φ
∂t
≥ 4aγ
n
LPT−tf − 2aγ
2
n
PT−tf (3.7)
We wish to apply Lemma 3.3. We take now f ∈ C∞0 (M) and apply the previous inequality
with fε = f + ε instead of f , where ε > 0. If moreover a(T ) = b(T ) = 0, we end up with
the inequality
a(0)(PT fε)(x)Γ(ln PT fε)(x) + b(0)(PT f)(x)Γ
Z(lnPT fε)(x)
≤−
∫ T
0
4aγ
n
dtLPT fε(x) +
∫ T
0
2aγ2
n
dtPT fε(x) (3.8)
If we now chose b(t) = (T − t)α and b, γ such that{
a′ + 2ρ1a− 2κa2b − 4aγn = 0
b′ + 2ρ2a = 0
the result follows by a simple computation and sending then ε→ 0.
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Observe that if ρ1 ≥ 0, then we can take ρ1 = 0 and the estimate simplifies to
Γ(lnPtf) +
2ρ2
α
tΓZ(lnPtf) ≤
(
1 +
ακ
(α− 1)ρ2
)
LPtf
Ptf
+
n(α− 1)2
(
1 + ακ(α−1)ρ2
)2
8(α− 2)t .
By adapting the classical method of Li and Yau and integrating this last inequality on
subunit curves leads to a parabolic Harnack inequality (details are in [6]). For α > 2, we
denote
Dα =
n(α− 1)2
(
1 + ακ(α−1)ρ2
)
4(α − 2) . (3.9)
The minimal value of Dα is difficult to compute, depends on κ, ρ2 and does not seem
relevant because the constants we get are anyhow not optimal. We just point out that
the choice α = 3 turns out to simplify many computations and is actually optimal when
κ = 4ρ2.
Corollary 3.5. Let us assume that ρ1 ≥ 0. Let f ∈ L∞(M), f ≥ 0, and consider
u(x, t) = Ptf(x). For every (x, s), (y, t) ∈ M × (0,∞) with s < t one has with Dα as in
(3.9)
u(x, s) ≤ u(y, t)
(
t
s
)Dα
2
exp
(
Dα
n
d(x, y)2
4(t− s)
)
.
Here d(x, y) is the sub-Riemannian distance between x and y.
It is classical since the work by Li and Yau and not difficult to prove that a parabolic
Harnack inequality implies a Gaussian upper bound on the heat kernel. With the curvature
dimension inequality in hand, it is actually also possible, but much more difficult, to prove
a lower bound. The final result proved in [5] is:
Theorem 3.6. Let us assume that ρ1 ≥ 0, then for any 0 < ε < 1 there exists a constant
C(ε) = C(n, κ, ρ2, ε) > 0, which tends to ∞ as ε → 0+, such that for every x, y ∈ M and
t > 0 one has
C(ε)−1
µ(B(x,
√
t))
exp
(
−Dαd(x, y)
2
n(4− ε)t
)
≤ pt(x, y) ≤ C(ε)
µ(B(x,
√
t))
exp
(
−d(x, y)
2
(4 + ε)t
)
,
where pt(x, y) is the heat kernel of L.
From the equivalence between Gaussian estimates for the heat kernel and volume dou-
bling properties and Poincare´ inequalities (see [20, 21]), this theorem implies the following
important result:
Theorem 3.7. Let us assume that ρ1 ≥ 0. Then, the metric measure space (M, d, µ)
satisfies the global volume doubling property and supports a scale invariant 2-Poincare´
inequality on balls.
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