ABSTRACT. We continue our study of generalized probability from the viewpoint of category theory. Assuming that each generalized probability measure is a morphism, we model basic probabilistic notions within the category cogenerated by its range. It is known that the closed unit interval I = [0, 1], carrying a suitable difference structure, cogenerates the category ID in which the classical and fuzzy probability theories can be modeled. We study generalized probability theories modeled within two different categories cogenerated by a simplex
Introduction
Categorical approach to probability theory leads to a better understanding of its mathematical foundations and it makes possible to compare different models in a natural way. For example, using particular results from [12] , [6] , [10] , [13] , [18] , it has been proved in [14] that the fuzzy probability theory developed by
T (P ) (B) =
T (δ ω ) (B) dP (ω)
for all P ∈ P(A) and all B ∈ B. Then T is said to be a fuzzy random variable (in the sense of Bugajski and Gudder, also a statistical map).
Observe that if f is a classical measurable map of Ω into Ξ, then the distribution D f of f (sending a probability P into P f = P • f ← ) is a fuzzy random variable. Indeed, D f (δ ω ) (B) = 1 iff f (ω) ∈ B and (1) means D f (P ) = P •f ← , P ∈ P(A).
In fact, this means that (identifying a set A and its characteristic function χ A ) the classical probability theory can be studied within the fuzzy probability theory SIMPLEX-VALUED PROBABILITY (the classical random events coincide with the crisp, i.e., {0, 1}-valued fuzzy events). Moreover, this makes our goal to discuss basic probability notions from the viewpoint of category theory more simple and natural.
Observe that the fuzzy random events carry a suitable algebraic structure (MV-algebra, more precisely generated Lukasiewicz tribe) and there is a oneto-one correspondence between the fuzzy random variables, sending P(A) into P(B), and dual maps from the fuzzy events M (B) into the fuzzy events M (A) partially preserving the algebraic structure of fuzzy events. Such maps are called observables and they play a more fundamental role in the fuzzy probability theory than in the classical one. Now, we recall basic facts about the category ID of D-posets of fuzzy sets and sequentially continuous D-homomorphisms, a category in which probability theory "goes well" (it is the category cogenerated by I, the interval [0, 1] carrying a suitable difference structure). In particular, σ-fields of sets and generated Lukasiewicz tribes form full subcategories of ID and observables, probability measures and states become morphisms.
D-posets have been introduced in [17] in order to model events in quantum probability (cf. [23] ). They generalize M V -algebras and other probability domains ( [22] , [12] ). It is known that D-posets are equivalent to effect algebras introduced in [7] . More recent results about D-posets and effect algebras can be found in [4] , [5] , [9] , and [20] .
Remind that a D-poset is a partially ordered set Y with the greatest element 1, the least element 0, and a partial binary operation called difference, such that a b is defined iff b ≤ a, and the following axioms are assumed:
The closed interval I carrying the natural order and difference is a canonical example of a D-poset. Fundamental to applications ( [10] , [11] , [19] ) are D-posets of fuzzy sets ( [16] ), i.e. systems X ⊆ I X carrying the pointwise partial order, containing the top and bottom elements (constant functions 1 X and 0 X ) of I X , and closed with respect to the partial operation difference defined pointwise:
, x ∈ X (we always assume that X is reduced, i.e., points of X are separated by functions of X ). If X is a singleton, then I X will be condensed to I. Denote ID the category having D-posets of fuzzy sets carrying the pointwise convergence of sequences as objects and having sequentially continuous D-homomorphisms as morphisms. Objects of ID are subobjects of the powers I X .
Category S n D
The category S n D has been introduced and basic probability notions within S n D have been defined in [13] . In the resulting S n D-probability we have n-component probability domains in which each event represents a body of competing components and the range of a state represents a simplex S n of n-tuples of possible "rewards" -the sum of the rewards is a number from [0, 1]. For n = 1 we get fuzzy events and the corresponding fuzzy probability theory. For n = 2 we get IF -events, i.e., pairs (µ, ν) of fuzzy sets µ, ν ∈ [0, 1] X such that µ(x) + ν(x) ≤ 1 for all x ∈ X, but we order our pairs (events) coordinatewise. Hence the structure of IF -events (where (µ 1 , ν 1 ) ≤ (µ 2 , ν 2 ) whenever µ 1 ≤ µ 2 and ν 2 ≤ ν 1 ) is different and, consequently, the resulting IF -probability theory models a different principle ( [21] ).
the coordinatewise partial order, difference and sequential convergence. Let X be a nonempty set and let S X n be the set of all maps of X into S n ; if X is a singleton {a}, then S {a} n will be condensed to
, and the coordinatewise sequential convergence
x ∈ X, are maximal. If for some index i, 1 ≤ i ≤ n, we have f j (x) = 0 for all j = i and all x ∈ X, then (f 1 , f 2 , . . . , f n ) is said to be pure; denote p i the corresponding maximal pure element of S X n . Clearly, if for all i, 1 ≤ i ≤ n, the functions f i are constant zero functions, then (f 1 (x), f 2 (x), . . . , f n (x)) is the least element of S X n ; it is called the bottom element and denoted by b. To avoid complicated notation, if no confusion can arise, then the bottom elements, resp. the ith maximal pure elements, will be denoted by the same symbol b, resp. p i , 1 ≤ i ≤ n, independently of the ground set X.
Let X be a nonempty set. We are interested in subsets X ⊆ S X n closed with respect to the difference, containing the bottom element and all maximal pure elements of S X n . For n = 1 we get D-posets of fuzzy sets and for n > 1 we get a structure which generalizes fuzzy events to higher dimensions.
Let
. In applications we consider only the later case.
Ò Ø ÓÒ 2.1º Let X be a nonempty set. Let X be a subset of S X n , carrying the coordinatewise order, the coordinatewise convergence and closed with respect to the inherited difference. Assume that X contains the bottom element and all maximal pure elements. Then (X , ≤, , b, p 1 , . . . , p n ) is said to be an , , b, p 1 , . . . , p n ) is said to be a simple S n D-domain and B is said to be the base of X .
SIMPLEX-VALUED PROBABILITY
If no confusion can arise, then (X , ≤, , b, p 1 , . . . , p n ) will be reduced to X . 
In what follows, all S n D-domains

ID and S n D are isomorphic
Let A ⊆ I X be a D-poset of fuzzy sets and let S n (A ) be the corresponding simple S n D-domain. It is known that A carries the dual effect algebra structure based on the partial operation ⊕ dual to the difference: for f, g ∈ A , f ⊕ g is defined whenever there exists h ∈ A such that f = h g and then f ⊕ g = h (cf. [4] ). Using the same symbol ⊕, we generalize the partial effect operation to S n (A ) in a natural way: for f , g ∈ S n (A ), f ⊕ g is defined whenever there exists h ∈ S n (A ) such that f = h g and then h = f ⊕ g. It is easy to
. Indeed, h is an "effect homomorphism" and (2), . . . , t(n) be a permutation of the indices of
and all other coordinates are equal to 0 Y .
For
. . , g n ) ∈ Y as follows:
The proof of the next assertion is straightforward and it is omitted.
Ä ÑÑ 4.2º
The maps h t , h a , and h k , 1 ≤ k ≤ n, are sequentially continuous
If Y is a singleton, then h maps X into S n and h t , h a , and h k , 1 ≤ k ≤ n, are weak states. At the end, we hint some situations which could be modeled within W S n D. For n = 1, S n D and W S n D are the same as ID. The interpretation of a state is roughly the same as in the classical probability theory, but the domain of the state can contain also fuzzy events. For n > 1, the interpretation of a weak state in W S n D defined via a state on the base of its simple S n D-domain should involve some strategy (policy) how to "redistribute" the state along n coordinates. For example, if t is the neutral permutation, then the weak state h t on S n (A ) "measures" all coordinates via the same state h on A . The weak state h a on S n (A ) averages all coordinates. Observe that the fact that weak observables and weak states in general do not preserve pure elements leads to notions depending on the number of coordinates. Hence for n < m the cogenerators S n and S m lead to different generalized probability theories.
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