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Abstract The future Surface Water and Ocean Topography (SWOT) satellite mission will provide two-
dimensional maps of water elevation for rivers with width greater than 100 m globally. We describe a mod-
eling framework and an automatic control algorithm that prescribe optimal releases from the Selingue dam
in the Upper Niger River Basin, with the objective of understanding how SWOT data might be used to the
beneﬁt of operational water management. The modeling framework was used in a twin experiment to simu-
late the ‘‘true’’ system state and an ensemble of corrupted model states. Virtual SWOT observations of reser-
voir and river levels were assimilated into the model with a repeat cycle of 21 days. The updated state was
used to initialize a Model Predictive Control (MPC) algorithm that computed the optimal reservoir release
that meets a minimum ﬂow requirement 300 km downstream of the dam. The data assimilation results indi-
cate that the model updates had a positive effect on estimates of both water level and discharge. The ‘‘per-
sistence,’’ which describes the duration of the assimilation effect, was clearly improved (greater than 21
days) by integrating a smoother into the assimilation procedure. We compared performances of the MPC
with SWOT data assimilation to an open-loop MPC simulation. Results show that the data assimilation
resulted in substantial improvements in the performances of the Selingue dam management with a greater
ability to meet environmental requirements (the number of days the target is missed falls to zero) and a
minimum volume of water released from the dam.
1. Introduction
Large dams are designed to store water that can subsequently be released to meet requirements for uses
such as hydropower and water supply, ﬂood control, navigation, recreation, and others. As demands for res-
ervoir storage to meet requirements for these uses increase (and hence water effectively becomes more
scarce), it becomes increasingly important to optimize reservoir releases [Bader et al., 2003; Lautze and
Kirshen, 2007]. In recent decades, environmental requirements for water have increasingly been recognized,
and these often take the form of minimum reservoir releases to meet minimum ﬂow requirements down-
stream of reservoirs. The ﬂow propagation in the river reaches depends on many factors such as the dis-
tance, the physical characteristics of the river (section geometry, slope, roughness) or inﬂows and outﬂows.
In particular, in large river basins, time delays may range from a few days to a few weeks. For real time reser-
voir management, these factors have to be accounted for to optimize reservoir releases. Adapted automatic
controllers can be used to compute optimal reservoir releases [see e.g., Castelletti et al., 2008; Goedbloed
et al., 2011; Nikoo et al., 2014; Raso et al., 2014] that address multiple management objectives and con-
straints, such as maximizing water supply deliveries subject to maintaining minimum streamﬂow at strate-
gic locations.
Nevertheless, the performance of such models or controllers are limited by our knowledge of the physical
characteristics of the river reaches and ﬂoodplains downstream of reservoirs and are highly impacted by
boundary conditions (e.g., inﬂows from the reservoir and the ungauged tributaries, as affected by rainfall
and evapotranspiration). Two approaches can be taken to reduce the effects of errors in the upstream and
lateral boundary conditions. The ﬁrst one is the calibration of parameters of the hydrology model used to
predict reservoir inﬂows, which can be based on historical observations. The second is to assimilate observa-
tions so as to correct the effects of model errors. One common problem is the availability of real-time data
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that represent the hydraulic state of the river both upstream and downstream of the reservoir (e.g., water
levels, extent, and surface slope). This is particularly true in the large rivers of Africa, which have limited real-
time monitoring networks. For instance, in the Niger River Basin, distances between gauges are up to
200 km on the main stem in Mali and up to 600 km in Nigeria. Real-time communication is another issue
that can degrade the performance of reservoir regulation. Some monitoring systems include remote com-
munication with in situ sensors; however, at many stations measurements are made manually as is commu-
nication with reservoir operators. Furthermore, even in cases with in situ recording and transmission
capabilities in remote locations, data transmission may be delayed by days or even weeks. When no data
are available in real time, reservoir managers usually use some predeﬁned reservoir rules to determine res-
ervoir releases. Such rules are based on historical time series and manager’s experience and may be
approximated empirically to be simulated in data-scarce regions [for examples, see Meigh et al., 1999; Coe,
2000; Guentner et al., 2004]. Although reservoir-operating rules are well adapted to seasonal reservoir man-
agement, the major limitation in a real-time context is that the actual state of the river is not accounted for,
which can lead to insufﬁcient river ﬂows during dry years or excess releases during wet years.
Recent developments in remote sensing techniques are bringing new perspectives to hydrology and water
resources management, such as crop monitoring from satellite imagery [e.g., Lu et al., 2013; Sakamoto et al.,
2014] or ﬂood forecasting from altimetry [e.g., Biancamaria et al., 2011]. The planned Surface Water and
Ocean Topography (SWOT) satellite mission, a collaboration between NASA (National Aeronautics and
Space Administration) and CNES (Centre National d’Etudes Spatiales), will further facilitate such applications.
The primary SWOT instrument will be a wide swath altimeter that will provide maps of water elevation and
extent at an unprecedented spatial resolution (50–100 m) and precision (centimetric vertical accuracy when
averaged over areas of 1 km2, Durand et al. [2010]). Potential applications of SWOT data in the hydrological
sciences have been demonstrated recently by several authors. Andreadis et al. [2007] assimilated virtual
SWOT observations into a hydrodynamic model using an Ensemble Kalman Filter (EnKF) to reduce modeling
errors due to uncertainties in lateral inﬂows over a segment of the Ohio River. A similar approach was
applied successfully by Biancamaria et al. [2011] to correct water surface elevations in the Ob River. Other
studies have focused on river characteristics (bathymetric depths and slopes, roughness) estimates by
SWOT data assimilation [Durand et al., 2008; Yoon et al., 2012; Durand et al., 2014]. At the global scale, Bian-
camaria et al. [2010] characterized the error of discharge estimates in rivers wider than 50 m using rating
curves, with a focus on the SWOT temporal sampling.
Previous studies that have evaluated the potential for SWOT hydrological applications have focused on the
characterization of surface water bodies (rivers and lakes) or the improvement of water elevation and dis-
charge estimates. The potential for use of SWOT measurements in an operational context, such as ﬂood
forecasting and water resources management, is of interest for two reasons. The ﬁrst is that opportunistic
use of SWOT data will most likely be possible, even in the context of a science mission (consider, for exam-
ple, the case of extreme events such as major ﬂoods or droughts). The second is that SWOT represents a
fundamental shift in technology from nadir pointing altimeters (essentially all previous satellite altimeters)
to swath altimetry, which has important implications for ﬁelds other than hydrology and water resources
(e.g., oceanography). It is likely that swath altimetry will become a standard in future missions, and in this
sense, SWOT can be considered a proving ground for methods that likely will be applicable to future mis-
sions as well. It is important to note that SWOT is not intended to be an operational mission, but rather a sci-
entiﬁc mission intended to demonstrate the potential of swath altimetery (which is a new concept).
However, some provision will most likely be made for near real-time (which typically can be interpreted as
latency of a day or two) release of a small subset of the entire SWOT data stream. Furthermore, if the mis-
sion is successful, operational follow-on missions may well be developed, following a research to operations
pathway similar to what has occurred for meteorological satellites. Operational satellite missions usually
provide data with latency of 24 h or less, which is the basis for the simulations we show below.
Reservoir operations have impacts on downstream and there is increasing concern related to the environ-
mental impacts. However, they often operate in systems that are partially observed and with only partial
release controls. While reservoir managers can observe their own reservoir storage and inﬂows, they are
typically unaware of downstream conditions, including inﬂows from other tributaries (downstream of their
facility), abstractions downstream and the operations of other facilities. This study shows how remotely
observed data such as will be available from SWOT can be used to partially ﬁll these gaps in knowledge and
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improve opera-
tions. Our objec-
tive was to
investigate the
potential use of
SWOT observa-
tions for estimat-
ing reservoir
operations and
their resultant
effects on down-
stream ﬂows. As
in previous stud-
ies [e.g., Andreadis
et al., 2007; Bian-
camaria et al.,
2011], we use a
twin experiment
consisting of a
‘‘true’’ simulation,
from which syn-
thetic SWOT
observations are
derived, and a
corrupted simula-
tion, in which syn-
thetic SWOT data
(including simu-
lated errors) are
assimilated. Both simulations are based on a coupled hydrology-hydrodynamic-reservoir model which rep-
resents the transformation of rainfall into runoff, streamﬂow propagation in the main stream channel, and
volume variations in the reservoir. Reservoir releases are determined by an automatic controller and imple-
mented in both the true and corrupted simulations. The controller accounts for the state of the river (water
level and discharge) and the reservoir (storage volume) as well as the streamﬂow dynamics between the
reservoir and a downstream point where a minimal ﬂow constraint is imposed. We use the Model Predictive
Control (MPC) framework [Garcia et al., 1989] with a simpliﬁed routing model initialized at each time step
by the states of the corrupted coupled model after the assimilation of SWOT observations for both the river
and the reservoir. Finally, the simpliﬁed routing model is used in a optimization loop to determine the mini-
mum reservoir release that is required to satisfy the downstream minimum ﬂow constraint. Consequently,
contrary to previous similar studies, the ‘‘true’’ simulation is not independent of the assimilation procedure
in the Model Predictive Control Experiment since it is affected by dam regulation.
We applied the approach outlined above to the upper Niger River Basin (Figure 1), between Banankoro
(upstream) and Kirango (downstream). The Selingue reservoir, located on a tributary near Banankoro, is
used for hydropower generation and low-ﬂow augmentation at Kirango and for the Niger Inner Delta
(located just downstream of Kirango). We represented only a low-ﬂow constraint at Kirango in this
exploratory analysis, but other management objectives such as hydropower maximization can be
added within the MPC framework. Although in situ data are available in the upper Niger River Basin,
such data suffer from gaps and delays in transmission, and remote sensing data are a potential alter-
native and/or could provide complementary information. In this study (which should be interpreted as
a proof of concept), we do use historically available in situ data for model calibration, and the model
is assumed perfect. Extending our methodology to ungauged regions would require more attention to
model calibration, although we note that new calibration techniques based only on remote sensing
data are being developed, and may be applicable to this problem [see e.g., Durand et al., 2008; Yoon
et al., 2012].
Figure 1. The Upper Niger River Basin.
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The remainder of the paper is organized as followed. First, the study domain and available data are
described in section 2. Section 3 details the methodology, including the modeling framework, the synthesis
of SWOT observations, the assimilation scheme, and the automatic controller. Finally, results are presented
and discussed in section 4.
2. Study Domain and Available Data
The Niger River is the third longest river in Africa. Its upper basin (Figure 1) has one large reservoir
(Selingue), which has a storage capacity of 2.1 km3 and has been in operation since 1982 [Zwarts et al.,
2005]. The mean annual inﬂow to Selingue is about 8 km3 (or 250 m3/s in average). A larger dam (about
6 km3) is planned in Guinea on a Niger River tributary in order to satisfy increasing demand (hydropower,
agriculture) in Guinea and Mali.
Seasonal variations in the discharge of the Niger River are mainly controlled by the monsoon during JJA,
which account for average precipitation of about 1500 mm in the basin upstream of Koulikoro and an
annual average discharge of about 1000 m3/s during the last decade. The low-ﬂow period extends from
December to June, with more water released than stored in the Selingue reservoir. Reservoir releases are
mainly for power production, but also support irrigation along the river. The effect of reservoir releases on
discharge are felt downstream in the 360 km reach to Markala. The time of travel through this reach is
about 30 days during low-ﬂow periods.
A small run-of-river reservoir at Markala, located a few kilometers upstream of Kirango, has a very limited
storage capacity, but it raises water levels about 5.5 m above the ﬂoodplain so that about 100,000 ha of the
cropped lands of the Ofﬁce du Niger are irrigated by gravity [Hertzog et al., 2014]. Between Selingue and
Markala, there are many other irrigated plots supplied by the Niger by submersion during ﬂoods, and by
pumping during low ﬂow. Downstream of Markala, the gauge station at Kirango requires a minimum dis-
charge of 50 m3/s, an environmental ﬂow that is necessary to preserve aquatic life in the mainstream,
before the river enters its inner delta [Zwarts et al., 2005].
Maintaining this ﬂow requires releasing water from Selingue in order to compensate for withdrawals in this
reach. However, neither the withdrawals nor the inﬂows from tributaries are gauged, so that water must be
released based on river ﬂow estimates. The monitoring network is managed by the Direction Nationale de
l’Hydraulique in Mali. Between Selingue and Markala, water levels are read on graduated rods at seven moni-
toring stations which presently have no automated recording or data transmission capability. Only the station
at Koulikoro is equipped with an automatic level sensor and data transmission capability. This absence of real-
time spatial observations has implications for the ability of the reservoir system to meet environmental
requirements. As we will show, this deﬁciency potentially can be met in part through the use of SWOT data.
Within the study area, discharge measurements were available from four in situ gauge stations: Banankoro,
Selingue, Koulikoro, and Kirango (see Figure1). Data from the Banakoro station were provided by the Global
Runoff Data Centre (GRDC), while data from the three other stations were provided by the Institut de
Recherche pour le Developpement (IRD, France). Discharge measurements for the four sites, shown in Fig-
ure 2, were used to calibrate the models. The ﬁgure shows that high ﬂows are mainly controlled by the
inﬂow from Banankoro. During low ﬂow periods (January to May), the discharge at Banankoro is lower than
50 m3/s and the discharge at Koulikoro and Kirango is maintained by the release from the Selingue dam.
Also, the discharge at Kirango is far smaller than at Koulikoro, which is mainly due to the diversion at Mar-
kala and evaporation losses.
3. Methods
3.1. Overview
In order to assess the potential beneﬁt of SWOT data for operation of the upper Niger reservoir system, we
developed a modeling framework designed to schedule real-time reservoir releases depending on a given
constraint, with the capability to assimilate synthetic SWOT water level observations. The main model has
three components that simulate (1) the inﬂows from upstream and lateral catchments, (2) the propagation
of river discharge in the reach between the upstream dam and the downstream low ﬂow control point, and
(3) the dynamics of the reservoir (volume and water level changes).
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As no SWOT observations are currently available, we set up a twin experiment based on historical data. The
model was run with past meteorological observations to simulate the ‘‘true state’’ which was then used to
produce synthetic SWOT observations. An ensemble of corrupted meteorological forcings was generated
by adding noise (see section 3.4.2) and applied to the same model to compute an ensemble of model states
that represents the best operating estimate. The ensemble of corrupted meteorological forcings was gener-
ated by adding some noise (see section 3.4.2). The twin experiment set up also allows simulation of differ-
ent reservoir release scenarios. It is important to note that only the meteorological forcings were corrupted,
but not the model itself (structure or parameters). This implies that model errors are assumed to be negligi-
ble compared to input data. Notwithstanding that this is clearly a simplifying assumption, our model cali-
bration results (below) suggest that it may in fact be the case that most model error in this case is
associated with errors in the model forcings.
We used an Ensemble Kalman Filter [EnKF, Evensen, 1994] to assimilate the synthetic SWOT water levels in
order to correct the model state ensemble (water level in the river reach and in the reservoir). Consequently,
at each time step (1 day in this study), the manager should have a reliable estimate of the river and reservoir
states. This information, combined with potential future rainfall, was used to compute the optimal reservoir
release that would satisfy the minimum discharge at the downstream end of the reach. Potential future
rainfall may be provided by meteorological centers with associated uncertainties. Since in the upper Niger
River basin, there is almost no precipitation during the low-ﬂow period which is considered for dam opera-
tions, we used historical observations instead of potential future rainfall.
A ﬁrst experiment, which we term ‘‘SWOT Data Assimilation’’ focused on different assimilation strategies
and was aimed at evaluating the impact of SWOT data assimilation on predicted water levels and dis-
charges. In this experiment, the reservoir was not considered. In a second experiment, called ‘‘Opera-
tional Reservoir Management,’’ we implemented a Model Predictive Control (MPC) framework [Garcia
et al., 1989] to compute reservoir releases automatically. Figure 3 shows the general framework of this
experiment. On the ﬁgure, P represents the meteorological forcings and ~P the corrupted ones. The dis-
charge simulated by the hydrological model is denoted by QV IC; Qrelease, Qtarget, and Qdown stand for the
Selingue reservoir release, the downstream required discharge, and the simulated downstream dis-
charge, respectively. Q and H are the discharge and water level simulated by the hydraulic model of
the reach downstream of the dam and Hres represents the water level in the reservoir. The superscript t
is used for the ‘‘truth’’ simulation.
Considering that the meteorological forcings to the large-scale hydrology model can in principle be pro-
vided by remote sensing observations and/or atmospheric reanalyses, our general methodology is well
adapted to ungauged basins since no in situ discharge or water level data are required. The river reach con-
sidered here is in fact at least partially gauged, but we argue that this study constitutes a hypothetical case
that allows exploration of the capabilities of SWOT data for operational water management. Furthermore, in
Figure 2. Discharge measurements from in situ gauge stations. The y axis has been stretched to enhance low ﬂows.
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order to simplify the model structure, we considered only one operational use of Selingue reservoir: mainte-
nance of low ﬂows. Nevertheless, other constraints, such as hydropower, could be quite easily added in the
MPC framework which is well adapted to multiobjective control.
3.2. Modeling Framework
Our basic modeling structure consists of three models that simulate the hydrology of the basin upstream of
the dam, that propagate water through the main channel of the river downstream of the Selingue reservoir,
and that represent the dynamics of the storage variations in the Selingue reservoir. We summarize each of
the three models in the following sections.
3.2.1. Hydrological Model
The hydrological model is the Variable Inﬁltration Capacity [VIC, Liang et al., 1994] model, which simulates the
vertical ﬂuxes at the land-atmosphere interface using four primary atmospheric forcings (precipitation, wind
speed and minimum, and maximum daily temperature) and three derived forcings (downward solar and long-
wave radiation, and dew point). The model-predicted runoff is routed through the river network using a simple
routing model (kinematic model developed by Lohmann et al. [1996]), which produces river discharge into the
reservoir. We also apply the VIC model to catchments which provide lateral inﬂows to the river downstream of
the reservoir. These lateral inﬂows, along with reservoir releases, provide the discharge boundary conditions to
the hydrodynamic model (section 3.2.2). The VIC model was run at one-half degree latitude-longitude spatial
resolution using forcings from a gridded meteorological data set developed by Shefﬁeld et al. [2006]. The model
can be run at different time steps. Here a daily time step and the water balance mode were chosen, meaning
that the surface temperature is assumed equal to surface air temperature, i.e., as in most hydrology models,
there was no iteration for surface energy balance closure. Five VIC model parameters were calibrated using the
Shufﬂed Complex Evolution algorithm [Duan et al., 1992] with Nash-Sutcliffe and Root Mean Square Error
(RMSE) values (predicted-observed discharge at the four stations: Banankoro, Selingue, Koulikoro, and Kirango)
used as objective functions. Calibration was performed over the period 1970–1980 at multiple subbasins in the
Upper Niger basin. Results of the calibration are discussed in section 4.
3.2.2. Hydrodynamics Model
The LISFLOOD-FP hydrodynamic model [Bates and Roo, 2000] was used to propagate the discharge pre-
dicted by VIC at the Banankoro station and the Selingue dam to the Kirango station (downstream).
Figure 3. General framework of the Operational Reservoir Management experiment.
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LISFLOOD-FP uses a coupled
1-D/2-D hydraulic model to
simulate ﬂood wave propaga-
tion over a delimited domain.
Hence it provides water surface
elevations and discharge at
each time step and at each
pixel within a channel (and
overbank if so desired) domain.
A subgrid model [Neal et al.,
2012] was used to improve the
simulation of ﬂow propagation
through the domain by consid-
ering a main channel with spe-
ciﬁc physical characteristics
(width, bottom and bank eleva-
tion, roughness, etc.). The Neal
et al. [2012] study focused on
the Niger Inner Delta, which is
located downstream of Kirango. In our study, we used the same methodology but we recalibrated the
parameters for the upstream portion of the basin which is of interest here. We used ﬂoodplain topography
from the SRTM-based HydroSHEDS database [Lehner et al., 2008] with a resolution of 910 m. The Manning
coefﬁcient was assumed constant and uniform, equal to 0.05 for the ﬂoodplain and 0.035 for the river. We
ran LISFLOOD-FP at a varying time step (initially 50 s) with the ‘‘Acceleration and Adaptive time step’’ ver-
sion of the model. Model output was daily. In addition, the calculation of the normal depth (water depth
when the surface slope equals the bottom slope, usually computed using Manning’s equation) was used as
the downstream boundary condition.
LISFLOOD-FP includes a loss term that can represent, for instance, evaporation from the river surface
and inﬁltrations through the bed. The loss term is assumed uniform in space but may vary in time.
Note that the loss term could easily be made more complex spatially if desired. This term is quite
important in our case as only about two thirds of the volume entering the upstream channel (Banan-
koro station plus Selingue dam) appears at the Kirango downstream station. These losses appear to be
attributable to evaporation and inﬁltration as well as withdrawals for rice irrigation in the ‘‘Ofﬁce du
Niger’’ agricultural domain. For our purposes, we do not need to partition among these types of losses,
but we do need to represent total losses. To quantify total losses, we ﬁrst ran the model without any
losses, then subtracted the observed discharge at Kirango from the simulated discharge, and computed
a seasonal loss term (long-term monthly mean). The daily loss term used in LISFLOOD-FP was then
obtained via a mass conservative linear interpolation of the seasonal loss term. Validation results are
presented in section 4.
3.2.3. Reservoir Model
A reservoir model was used to simulate the variations of volume and water level in the Selingue reser-
voir. A simple water balance of the reservoir was used at each time step, with volume variations com-
puted from inﬂows from the upstream catchment and outﬂows to the river (reservoir releases). A
predeﬁned volume-water elevation relationship, elaborated from observations [Zwarts et al., 2005, p. 24],
was then used to update the reservoir water elevation (see Figure 4). Minimum and maximum possible
water elevations were taken as constraints: when the reservoir water elevation reaches its minimum
value, no more water can be released, whereas if it reaches its maximum value, no more water can be
stored in the reservoir (thereafter outﬂows equal inﬂows so long as the water level condition continues).
Additionally, a minimum ﬂow release was predeﬁned to sustain low ﬂows downstream of the dam,
except if the minimum water elevation was reached. The minimum ﬂow was set to 10 m3/s. This mini-
mum ﬂow is used only when no release is required to meet the downstream discharge requirement
and when the reservoir is not full. This occurs when the discharge at Banankoro is quite large, usually
at the beginning of the high-ﬂow period when the reservoir reﬁlls. In practice, the only impact of the
minimum ﬂow is that the reservoir reﬁll is slightly slower.
Figure 4. Variations of surface extent and volume with respect to water elevation for the
Selingue reservoir.
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3.3. SWOT Observations
The SWOT satellite is planned to be
launched in 2020. A full description of the
mission and its speciﬁcations is given by
Rodriguez [2009]. Basically, it will provide
high-resolution images of water surface ele-
vations over oceans and continental water
bodies using a 120 km width swath radar
interferometer. The repeat period will be 21
days with global coverage (between lati-
tudes 78N and 78S). Figure 5 shows the
number of observations over the study
domain during each 21 day cycle. Since
SWOT data are not yet available, we gener-
ated SWOT observations using the reference
coupled model forced by historical meteoro-
logical data, to simulate the ‘‘true’’ state.
SWOT observations were generated using
the actual orbit characteristics, as obtained
from Rodriguez [2009]. For each time step
with available SWOT observations, water surface elevations simulated by the hydrodynamic model with the
SWOT swath were corrupted with (additive) observation errors. We used a random white noise of 10 cm
standard deviation to represent observation errors [Enjolras et al., 2006; Rodriguez, 2009]. It should be noted
that the error magnitude is somewhat optimistic as it does not include satellite position uncertainties and
atmospheric effects (which typically are spatially correlated, but temporally uncorrelated). We explored sen-
sitivity to different kinds of SWOT errors in section 4.4.1.
3.4. Assimilation Scheme
The assimilation scheme and method for generating ensemble members are as in Biancamaria et al. [2011].
Hence we only give some summary information here, and refer the reader to this article for further details.
3.4.1. Local Ensemble Kalman Smoother
The Kalman ﬁlter [Kalman, 1960] is a sequential data assimilation scheme widely used in hydrological scien-
ces. At each time step, new observations are combined with the model outputs derived from the simulated
state (forecast) to compute an update state (analysis). The latter is obtained by optimally accounting for
observation and model errors. Here the system state includes water levels and discharges, while observa-
tions are SWOT water levels. The original Kalman ﬁlter, based on linear systems and Gaussian errors, has
been extended to nonlinear models. One of the most popular extension is the Ensemble Kalman Filter
(EnKF) described by Evensen [1994]. It is based on a Monte Carlo approach to approximate the error covari-
ance matrix, which usually is not known:
Pe5 A2Að Þ A2Að ÞT (1)
where A is the forecast state ensemble, Pe the ensemble covariance matrix, and the superscript T the trans-
position operator. Each column of matrix A represents a speciﬁc ensemble member state.
We implemented the square root analysis algorithm developed by Evensen [2004] in order to avoid meas-
urements perturbations. With the same notation as above, the analysis step is given by:
Aa5A1PeH
T HPeH
T1R
 21
D2HAð Þ (2)
where Aa is the analysis state ensemble, D the observation matrix (columns are identical and represent the
observation vector), H the observation operator, and R the measurement covariance matrix. Note that R is
always assumed diagonal, i.e., each observation error is assumed independent.
As in Biancamaria et al. [2011], we included in the analysis step a correlation matrix S representing the
region of inﬂuence of each observation to avoid spurious long-range correlations in the error covariance
Figure 5. SWOT coverage, number of observations. The considered river
reach is shown in dark blue.
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matrix. This idea was ﬁrst introduced by Hamill et al. [2001] in order to limit the inﬂuence of observations to
the surrounding region. Equation (2) then becomes (3 represents the Schur products, i.e., element by ele-
ment multiplication):
Aa5A1 S3ðPeHT Þ
 
H S3ðPeHT Þ
 
1R
 21
D2HAð Þ (3)
As suggested by Hamill et al. [2001], we chose a ﬁfth order function from Gaspari and Cohn [1999] to com-
pute matrix S. Then the correlation factor from S equals 1 at the point where a SWOT observation is avail-
able, and decreases to 0 following a Gaussian curve. The Gaspari function depends on a length-scale
relative to the distance where it reaches 0. After some trials, we found satisfactory results without any spuri-
ous long-range correlations using a 200 km length scale.
Finally, no assimilation is possible at time steps with no available SWOT observation. When this happens,
we also used a smoother in order to keep the beneﬁt from the update operated at the previous time steps.
Note that the smoother goes both forward and backward in time (essentially post processing), whereas ﬁl-
ters goes only forward in time. The objective was to propagate the error covariance forward in time until a
new observation is available. The analysis equation is then replaced by [Moore, 1973]:
Aaj 5Aj1 S3ðPeijHT Þ
 
H S3ðPeiiHT Þ
 
1Ri
 21
Di2HAið Þ (4)
Peij5 Aj2Aj
 
Ai2Ai
 T
(5)
where i and j represent two different time steps (j> i), with and without SWOT observation, respectively.
Note that only past observations are used by the smoother, or in other words, future observations, that are
not available at current time, are not used.
In the following, the ﬁnal assimilation scheme is called Local Ensemble Kalman Smoother (LEnKS). It is
applied to the LISFLOOD-FP and the reservoir models. The reservoir state (water level) could have been
included into the LISFLOOD-FP state, leading to a simultaneous correction of water levels in the river and in
the reservoir. However, because of the dam, water levels in the reservoir are quite decoupled from water
levels in the river, and we prefer to apply the LEnKS to each model independently.
3.4.2. Ensemble Member Generation
The ensemble of model states is intended to represent model uncertainties, including uncertainties in the
meteorological forcings, the model structure, and the parameters. As in Andreadis et al. [2007]; Biancamaria
et al. [2011], only the ﬁrst category is considered here. To generate the ensemble, the forcings of the hydro-
logical model (precipitation, mean and range temperature and wind) were corrupted using the methodol-
ogy initially developed by Auclair et al. [2003] which consists of perturbing the most statistically signiﬁcant
modes. Each forcing ﬁeld is ﬁrst decomposed into Empirical Orthogonal Functions (EOFs), then the ﬁrst
modes that explain 95% of the variance are multiplied by a white noise with a 0.2 standard deviation before
the signal is reconstructed. The main advantage of the method is that the corrupted ﬁelds have coherent
spatial and temporal patterns. To limit computational costs, we used 20 ensemble members, which means
that 20 corrupted ﬁelds of each model forcing have been generated. The example of the spatially averaged
precipitation of the 20 members is shown in Figure 6.
3.4.3. Inflow Correction
At each time that SWOT observations are available, the data assimilation scheme corrects water levels in
the river reach resulting from errors in inﬂow boundary conditions (which come from hydrology model pre-
dictions). The smoother is used to propagate this correction in time until the next SWOT observation. The
smoother is more efﬁcient if the inﬂows are corrected simultaneously. Madsen and Skotner [2005] and
Andreadis et al. [2007] used an error forecast model for that purpose.
In this study, we assumed that the data assimilation procedure was able to correct the downstream dis-
charge efﬁciently, and we then compared it with the downstream discharge computed in parallel without
applying LEnKS. This resulted in a multiplicative correction factor applied to each inﬂow. The correction fac-
tor was computed for each member and updated each time SWOT observations were available. In order to
account for the propagation time in the river reach, the correction factor was averaged over the last 30
days. The correction factor is then calculated from the 30 days prior to the current observation time and is
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applied to the inﬂows until the next
SWOT observation becomes available.
This technique greatly reduces the
biases of each corrupted member.
During the low-ﬂow period, rain events
are quite rare, leading to smooth varia-
tions of the river ﬂows. Hence, at the ﬁrst
order, the methodology used to corrupt
the meteorological forcing may be
equivalent to a simple additive bias. The
inﬂow correction we implemented
behaves like a smooth time-varying bias
correction. Other methods, such as error
models or state augmentation, would
certainly be more efﬁcient if high ﬂows
are also under consideration. In our case, we preferred to use a correction method that was as simple as
possible while still being reasonably representative of errors likely to be experiences in practice.
3.5. Model Predictive Control
3.5.1. Principle
A common objective of water managers is to release water from upstream reservoirs in order to satisfy dif-
ferent kinds of constraints downstream. In the interest of simpliﬁcation, we considered only one constraint:
maintaining a minimum ﬂow of 50 m3/s at Kirango, located just upstream the Niger Inner Delta. The sim-
plest strategy considers that reservoir releases equal the difference between observed and required ﬂows
at the same time step. Such an example is presented in the results section which follows, but not surpris-
ingly, the constraint often is not satisﬁed because the method does not account for evaporative losses as
well as for the propagation time between Selingue and Kirango, which is about 30 days during the low ﬂow
periods. Consequently, the manager has to anticipate potential downstream ﬂow decreases in order to
release the optimum volume of water at the best time. To do that, some key information has to be known:
the amount of water stored in the river reach, the propagation dynamics and potential future meteorologi-
cal forcings.
The concept of Model Predictive Control (MPC) relies on an optimization loop in which different reser-
voir release scenarios are tested in order to ﬁnd the optimal one. At the time step k, a propagation
model is ﬁrst initialized and a scenario is chosen and implemented in the propagation model as a
boundary condition, as well as the future meteorological forcings. The propagation model computes the
downstream discharge for the next time steps to a predeﬁned leading horizon L. The latter has to be
larger than the propagation time (here 30 days) else the effects of the reservoir release cannot be
observed. Then a penalty function is used to evaluate the scenario, and if the penalty is still too high,
the optimization is repeated with another scenario. When the optimum is found, the computed reser-
voir release is inserted into the reservoir model as a ﬂow requirement and the optimization loop is rein-
itialized at time step k1 1.
In this study, we used the ensemble of corrupted meteorological forcings computed for the
ensemble assimilation procedure to simulate future meteorological forcings. The integrated model
coupled with the SWOT data assimilation framework was used to estimate the system state
which includes water level and discharge at any point in the river and in the ﬂoodplain. This
state was used to initialize the propagation model. Finally, the propagation dynamics were
approximated by the previously implemented LISFLOOD-FP model. Nevertheless, the optimization
loop is operated at each time step and requires many propagation simulations (for each tested
scenario). The number of iterations depends on the observed downstream discharge and the
state of the river. It typically ranges from one to several tens. The LISFLOOD-FP model is compu-
tationally too expensive to be used in iterative procedures so we instead used a simpliﬁed ﬂow
propagation model described in the next section.
Figure 6. Spatial average of precipitation for the 20 members and comparison
with the original measurements.
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3.5.2. Simplified Streamflow Propagation Model
To simulate the propagation of streamﬂows through the river reach, we used a Linear Lag-and-Route model
called LLR based on the model developed by Munier et al. [2008] in place of the more complex (but compu-
tionally expensive) LISFLOOD-FP model. Details of this model can be found in Munier [2009]. In essence, the
river reach is decomposed into several segments of equal length in which the propagation is simulated by
linear reservoirs. The LLR model takes the same inputs as the LISFLOOD-FP model, i.e., VIC and reservoir
models outputs. The model state includes discharges at each segment boundary and the output is the
downstream discharge at Kirango. This conﬁguration provides a simple but accurate representation of the
attenuation and time delay characteristics of ﬂow dynamics [Munier et al., 2008]. Note that the LLR model
only simulates discharge, and therefore cannot be used to assimilate SWOT water level data. The number of
segments and the reservoir time constant are calibrated using a theoretical case applied to the LISFLOOD-
FP model. Calibration results are shown in section 4. In contrast to LISFLOOD-FP, LLR does not account for
ﬂoodplain storage, but this is not a constraint here since only low ﬂows are considered.
In the MPC framework, at each time step, discharges at the segment boundaries are extracted from the
LISFLOOD-FP model after the assimilation step, and used to initialize the LLR model. Outputs from VIC and
evaporation in the channel, representing hydrological lateral ﬂows, and Selingue reservoir releases from the
different scenarios are then used as boundary conditions to compute the downstream discharge at Kirango.
Computation times required by the LLR model are small, so that the model is well suited for the MPC opti-
mization loop that operates at each time step.
3.5.3. Optimization Procedure
The objective of the optimization procedure is to ﬁnd the optimum reservoir release deﬁned as the mini-
mum ﬂow to be released from the Selingue reservoir that is required to maintain a downstream discharge
at Kirango greater than the predeﬁned threshold Qtarget equal to 50 m
3/s. The optimization loop is initialized
with a reservoir release (Qrelease) equal to the predeﬁned minimum ﬂow release of 2 m
3/s. The LLR model is
ﬁrst initialized using the analyzed ensemble mean from LISFLOOD-FP (obtained after the assimilation step).
Then for each reservoir release scenario, the cost function is computed using the downstream discharge
simulated by the LLR model. Qrelease is iteratively incremented by 0.1 m
3/s until the cost is lower than a pre-
deﬁned cost threshold. The reservoir release is supposed to be constant in the future. Varying reservoir
releases could be considered but the computation times would increase consequently. Besides the opti-
mum release is applied only on the next time step since the optimization is reinitialized at the following
time step and a new optimum release is computed.
The cost function has to account for downstream ﬂows below the minimum requirement Qtarget for the
next L time steps (L is the leading horizon). It is then deﬁned by:
JðQreleaseÞ5
XL
i51
aðiÞmax Qtarget2QdownðiÞ; 0
 
(6)
where Qdown is the downstream discharge simulated by LLR with Qrelease, inﬂows from the VIC model and evapo-
ration as boundary conditions. Function a is a weighting factor that accounts for the time period when the ﬂow
release at the next time step actually impacts the downstream discharge. The ﬁrst few time steps are neglected
because of propagation times. To deﬁne the weighting function, we propagated a step input through the LLR
model and extracted the time period when the downstream discharge ranges from 0.1 to 0.9 (see Figure 7).
4. Results
This section is divided into three subsections. The ﬁrst one summarizes the implementation of the VIC and
LISFLOOD-FP models, the second one the SWOT data assimilation results, and the third one the results of
the MPC applied to the integrated model.
4.1. Model Validation
In this twin experiment, the integrated model does not have to be perfect since the ‘‘truth’’ is simulated and
the meteorological forcings are corrupted to simulate observation uncertainties. Modeling errors are not
taken into account in this study. Nonetheless, the model dynamics have to be realistic in order to provide
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conﬁdence in the overall methodology.
Therefore, we implemented and eval-
uated the VIC and LISFLOOD-FP models
using real (in situ) data.
4.1.1. VIC
The parameters of the VIC model were
calibrated using observed discharge at
four stations: Banankoro, Selingue, Kouli-
koro and Kirango. The calibration period
is from 1970 to 1980. Figure 8 compares
the observed and simulated discharges
at these stations. These graphs show
that inﬂows to the target domain is
simulated accurately by the VIC model,
with Nash-Sutcliffe values ranging from 0.73 to 0.84.
The calibrated VIC model was then applied to provide hydrological inﬂows to the LISFLOOD-FP model.
4.1.2. LISFLOOD-FP
An initial LISFLOOD-FP simulation was performed with VIC outputs as upstream and lateral inﬂows. The
resulting downstream discharge was greatly overestimated when compared with in situ observations. The
difference is due to the effects of evaporation of water stored in the river and in the ﬂoodplain, as well as to
withdrawals for irrigation, especially just upstream the Kirango station where a small diversion dam is used
to irrigate rice crops in the Ofﬁce du Niger area. Groundwater inﬁltration, although more difﬁcult to esti-
mate, may also play a role. The sum of these three terms was taken into account in the LISFLOOD-FP model
by adding an ‘‘effective’’ evaporation term. This term, shown in Figure 9, was computed from the seasonal
difference between the total inﬂows from VIC and the observed downstream discharge. It was then linearly
interpolated to the LISFLOOD-FP time step. On average, the evaporation represents about 34% of the total
inﬂow, and 61% of the downstream discharge.
The coupled VIC-LISFLOOD-FP model was run at a daily time step for the period 1988–1998. This period was
chosen because very few observations were missing, and it is representative of the long term dynamics of
the river (with ‘‘typical’’ high and low ﬂow variations over a range of time scales). For instance, while the
Figure 7. Propagation of a step input through the LLR model and the a weight-
ing function.
Figure 8. Comparison of the discharge simulated by VIC and observations at Banankoro, Selingue, Koulikoro, and Kirango.
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period 1988–1993 was quite dry, 1994–
1998 was much wetter. Figure 10 com-
pares the simulated and observed dis-
charge at Koulikoro and Kirango. The
comparison shows excellent performance
of the coupled VIC-LISFLOOD-FP model,
with Nash-Sutcliffe values of 0.99 at Kouli-
koro and 0.97 at Kirango. Channel losses
were computed by averaging the differ-
ence between the downstream discharge
and total inﬂows for each month. The
same losses were then applied for each
year. In addition, the VIC model used to
compute the inﬂows for the LISFLOOD-FP
model was calibrated over a different time
period than used for evaluation. We were therefore especially encouraged by the results shown in Figure
10. In any event, in the context of a twin experiment, it is important to understand the model has to be real-
istic, but not necessary perfect. For the same reason, the validation of water level is not essential for the
twin experiment, although it would be for the application of the proposed framework to the actual opera-
tion. Here, given that virtual SWOT observation is generated by LISFLOOD-FP, spatiotemporal variations of
water levels should be realistic.
4.2. SWOT Data Assimilation
In this section, we ﬁrst describe the strategy for correcting water levels when SWOT data are assimilated
into the LISFLOOD-FP model. We then summarize the implementation and performance of data assimilation
algorithms based on the Local Ensemble Kalman Filter.
4.2.1. Water Level
Figure 11 shows an example of the effect of SWOT data assimilation on water depths at time step k5 8
(when the SWOT swath is crossing the study domain). The true water depth is shown in Figure 11(a). We
used values located at the intersection between the river and the swath (grey shading) to simulate SWOT
observation with a random noise having 10 cm standard deviation. We created an observation vector (col-
umns of matrix D) including these values, as well as a localization matrix S which limits the impact range of
Figure 9. Seasonal mean of inﬂows simulated by VIC (QV IC), outﬂows simu-
lated by LISFLOOD (Qdown) and evaporative losses (QVIC2Qdown).
Figure 10. Comparison of the simulated and observed discharge at Koulikoro and Kirango.
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data assimilation. Matrices D and S were then used to correct the model state using equation (3). Figures
11b and 11c show the difference between the truth and the forecast and analysis water depths, respec-
tively. The forecast clearly underestimates water depths under the swath. The LEnKS algorithm was able to
correct the state, resulting in differences between the truth and the analysis that are close to zero under the
swath. The RMSE for the whole river reach decreased from 52 cm for the forecast to 18 cm for the analysis,
while it decreased from 36 cm to less than 1 cm for the region under the swath. Some points upstream of
the swath boundary are partly corrected, while the most upstream points are not. This is due to the intro-
duction of the localization matrix S. Finally, it is clear that the forecast is very close to the truth in the down-
stream part of the reach, which is not surprising because the SWOT swath crossed the downstream part of
the river at the previous time step. Consequently, the water depths in this reach were corrected, and the
correction propagated in time (and in space).
One common problem with ﬁlters like the EnKF, especially for small ensemble sizes, is insufﬁcient ensemble
variance which can lead to poor performance and ﬁlter divergence where the ﬁlter no longer responds to
the observations [Anderson, 2007]. In our case, no divergence was observed. We believe that the good per-
formances of the ﬁlter may be explained by the speciﬁcity of SWOT observations. When the SWOT swath
crosses the study domain, it provides observations for all the pixels within a subreach of the river. Even with
the use of the localization (which also tends to improve the ﬁlter performance), a lot of observations are
used to correct the states corresponding to pixels within or near the subreach. Consequently, the weight of
observations in the ﬁlter tends to increase, compared to the weight of the ensemble members, even with a
low ensemble variance. Furthermore, the smoother also plays an important role in the performances of the
ﬁlter. We made some simulations including covariance inﬂation with different inﬂation factors (not shown).
The results showed an impact on the ensemble spread, but not on the ﬁlter performances.
4.2.2. Discharge at Kirango
We also analyzed the effects of the SWOT data assimilation on the downstream discharge at Kirango. We
compared different algorithms: open loop (OL, no data assimilation), LEnKF, LEnKS, and LEnKS with the
inﬂow correction (LEnKS1IFC). A 1 year simulation was performed (from July 1989 to June 1990), including
the wet and dry seasons. Results are shown in Figure 12.
The OL run results show that the meteorological forcing corruption led to a wide spread in the discharge
ensemble. The ensemble mean overestimates the truth by 44%. The application of LEnKF efﬁciently corrects
the water levels and consequently the discharge each time SWOT observations were available. But when
two consecutive observations were separated by several days, each ensemble member tended to return to
its open loop state. This transition lasted a few days, which corresponds to the propagation time in the river
reach. After this transition period and before a new observation was available, the system state was no
more inﬂuenced by SWOT observations, but only by the inﬂows, which are not corrected. In this case, the
persistence of the SWOT data assimilation was only a few days.
If the smoother was applied (Figure 12c), the persistence clearly increased due to the propagation in time
of the error covariance until a new observation was available. It can be seen that the ensemble mean was
generally close to the truth and the ensemble spread was highly reduced. The spread was even more
Figure 11. Water depth for time step k5 8: (a) truth, (b) truth minus forecast and (c) truth minus analysis. The gray shading represents the SWOT swath at this time step.
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reduced by correcting the upstream and lateral inﬂows (Figure 12d), leading to a slight increase of the per-
sistence of SWOT data assimilation.
Quantitatively, the Nash-Sutcliffe criterion of the ensemble mean was 0.71, 0.91, 0.998, and 0.999 for the
open loop, LEnKF, LEnKS, and LEnKS1IFC, respectively, showing the high efﬁciency of the LEnKS algorithm.
The mean ensemble standard deviation was 419, 146, 25, and 18 m3/s for the four simulations, respectively.
In addition, the assimilation was more persistent during low-ﬂow than high-ﬂow periods (Figure 13), mainly
because of longer propagation times (due to lower ﬂow velocity and wave celerity). For instance, the propa-
gation time between Selingue and Kirango is about a week at high ﬂows and about 25 days at low ﬂows.
The latter is almost three times larger than the maximum time between two observations (9 days in our
case).
The black line in Figure 13 represents the minimum discharge requirement at Kirango (Qtarget). The graph
clearly shows that if no water is released from the Selingue dam, the management constraint is not satisﬁed.
Figure 12. Effect of the SWOT data assimilation on the downstream discharge for different algorithms: (a) open loop, (b) LEnKF, (c) LEnKS,
and (d) LEnKS with inﬂow correction.
Figure 13. Downstream discharge for open loop and LEnKS during a low ﬂow period.
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In this example, the downstream discharge is lower than Qtarget for 100 days, with a minimum near zero at the
end of the dry season. This motivates the need to manage the Selingue dam to respect the downstream low-
ﬂow constraint, which can be done with the MPC framework as described in the next section.
4.3. Operational Reservoir Management
In the previous section, we analyzed the efﬁciency of different data assimilation strategies and showed that
the best one is LEnKS with inﬂow correction. This strategy is used in this section, where we present the
results of the automatic control of the Selingue Dam with the objective of maintaining a minimum ﬂow at
the downstream station (Kirango).
In order to apply the MPC, we ﬁrst have to set up the LLR model. Two parameters are calibrated: the num-
ber of reservoirs and the time constant. A theoretical scenario is used with the LISFLOOD-FP model, which
simulates the propagation of an upstream discharge injected at Selingue. Evaporation previously computed
is also simulated. The upstream discharge represents a ﬂow variation around the predeﬁned minimum dis-
charge requirement Qtarget of 50 m
3/s. Since the LLR model is linear, it will correctly simulate the ﬂow
dynamics for small variations around Qtarget, which is the regime where it will be used in the MPC frame-
work. The downstream discharge at Kirango simulated by LISFLOOD-FP is used as a reference to calibrate
the LLR model. The best results were obtained with 14 reservoirs and a time constant of 1.70 days. Results
are shown in Figure 14. The LLR model is clearly able to reproduce the ﬂow propagation between Selingue
and Kirango. The discharge simulated by the LLR model is slightly delayed during the peak ﬂow, which can
be explained by the nonlinearities of the ﬂow dynamics: the ﬂow velocity and the wave celerity increase
with the discharge, which is not taken into account in the LLR model.
With the LLR model in place, it is possible to run the entire simulation including MPC and SWOT data assim-
ilation. Figure 15 shows the results of three simulations, in terms of (a) downstream discharge and (b) vol-
ume in the Selingue reservoir. The ﬁrst one corresponds to the case without regulation (no reservoir). This
simulation (as shown also in Figure 10) clearly shows the need for reservoir releases for low-ﬂow augmenta-
tion. The MPC was implemented in the two other simulations, coupled with and without SWOT data assimi-
lation (DA on the ﬁgure). The effects of reservoir releases, which increase the downstream discharge during
critical periods, are accounted for in both simulations. In general, the corrupted inﬂows overestimate the
truth on average. Hence, if SWOT data are not assimilated, which means that the operator does not correct
the model states using observations, the amount of water in the river reach is overestimated, especially at
the downstream location. This results in reservoir releases that are lower than are necessary to meet the
Figure 14. Calibration of the LLR model with a theoretical scenario: (a) inﬂows (discharge around 50 m3/s at Selingue and 0 anywhere
else) and outﬂow (evaporation), and (b) downstream discharge simulated by LISFLOOD-FP and calibrated LLR.
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downstream requirement and a downstream discharge lower than Qtarget. In contrast, if the corrupted
inﬂows tended to underestimate the truth, more water would be released from the dam and the down-
stream discharge would be greater than Qtarget. In this case, the management constraint would be satisﬁed,
but not optimally since the reservoir releases would not necessarily be minimum, and water would be
released from the Selingue reservoir that otherwise could be saved for future use.
In contrast, if SWOT data are assimilated into the LISFLOOD-FP model, the model state is efﬁciently corrected
(as shown previously) and the model is able to represent accurately the hydraulic state of the river. This better
representation leads to a better estimation of required reservoir releases. As a result, the downstream dis-
charge is never lower than Qtarget and the management constraint is satisﬁed every year. Moreover, during
critical periods, Qdown is very close to Qtarget, which ensures the optimality of the method. Additionally, the
minimum water volume in the reservoir is never reached, even during the driest years (e.g., 1993).
It is interesting to consider the very dry event during the wet season of 1991 (in October), which lead to a
downstream discharge lower than the requirement for six consecutive days. The MPC anticipated this event
and released a large amount of water during this short period. However, Figure 15 shows that resulting down-
stream discharge reached a minimum of 400 m3/s, far greater than Qtarget, which suggests that excess water
was released in this particular case. The reason is that the LLR model is linear and has been calibrated around
a reference discharge of 50 m3/s. A nonlinear extension of the LLR model is currently in progress and should
improve the results in conditions like this. Another option would be to stop the control procedure during the
wet season. Meanwhile, as for low-ﬂow periods, the simulation without data assimilation overestimated the
downstream discharge and did not forecast that Qdown was about to decrease to such low values.
4.4. Discussion
4.4.1. SWOT Errors
One of the main limitations of this study is the assumption as to the nature of errors. These may include
errors in meteorological forcings, SWOT observations, and model structure and parameters. Here errors in
meteorological forcings are accounted for in the ensemble members generation step, and SWOT errors are
assumed zero-mean Gaussian with a 10 cm standard deviation (std). Other SWOT errors, such as
Figure 15. (a) Downstream discharge with and without regulation and (b) Selingue reservoir volume. The y axis on graph (a) has been stretched to enhance low ﬂows.
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troposphere reduction or orbit determination, are neglected, as well as modeling errors. Errors due to the
troposphere or to the orbit would likely have time-varying bias, i.e., spatially correlated (almost uniform
over such a small area) and temporally uncorrelated, with an std not exceeding 10 cm for a 1 km2 pixel
(SWOT Science Requirement Document, available at https://swot.jpl.nasa.gov/ﬁles/swot/SWOT_Science_
Requirements_Document.pdf). Modeling errors are more difﬁcult to characterize, as they are a combination
of errors in the structure and in the parameters. Nevertheless, SWOT observations can also be used in a
data assimilation framework to correct bathymetric errors [Durand et al., 2008; Yoon et al., 2012].
To gain some insight into the effects of such errors on the MPC performance, we performed some addi-
tional simulations with different SWOT measurement error characteristics. We compared four cases, each
one including an uncorrelated random error (zero-mean Gaussian) with different std plus an optional bias:
(a) random error (10 cm std) without bias, (b) random error (50 cm std) without bias, (c) random error
(10 cm std) with a uniform but randomly time-varying bias (10 cm std), and (d) random error (10 cm std)
with a constant bias (10 cm). Case (a) is the one presented in the previous section; case (b) is identical
except that it has a much larger standard deviation. Case (c) simulates an additive error potentially due to
tropospheric reduction or orbit errors; the 10 cm std for both random error and bias are higher than
expected, i.e., this case is quite pessimistic. Case (d) represents what would be expected with some errors in
the model parameters. More speciﬁcally, an additive 10 cm constant bias is equivalent, to ﬁrst order, to an
overestimation of the channel width (985 m instead of 800 m) or an underestimation of the Manning rough-
ness coefﬁcient (0.028 instead of 0.035). Figure 16 shows the simulation results for the ﬁrst low-ﬂow season.
First, despite higher errors in (b) than in (a), the LEnKS algorithm is able to satisfactorily correct water levels
and the downstream discharge is very close to the target when the errors are uncorrelated with no bias:
under such conditions, the algorithm is very effective at ﬁltering errors of considerable magnitude. This is
because the uncorrelated nature of the errors makes it possible for the water level of all pixels observed by
SWOT to be used to correct the water level at each pixel thanks to the local matrix. Since the error is
assumed zero-mean Gaussian and spatially uncorrelated, the LEnKS is able to average out these errors.
Results of case (c) show that the added bias may have a nonnegligible impact on the performances. Since
the bias is temporally uncorrelated, the water levels are sometimes underestimated and sometimes overes-
timated, leading to oscillations of the downstream discharge around the target. As stated previously, this is
a pessimistic case. Finally, in the last case, water levels are systematically overestimated by SWOT. Conse-
quently, although the ensemble mean discharge remains close to the target, reservoir releases are always
too low and the true downstream discharge is about 10 m3/s bellow the target. These results shows that
EnKF performs well when no bias is considered, whatever the error amplitude, while in contrast, biases may
signiﬁcantly impact the performances.
4.4.2. SWOT Data Latency
Another potential limitation of the approach is data latency, i.e., how close to real time will SWOT data be
available? As noted above, SWOT is a research mission; however, some data will be available in near real-
time, and furthermore, if SWOT is successful operational follow-on missions are a strong possibility. In either
case, data latency order 1 to 2 days is realistic, given experience with ‘‘fast release’’ of data from other
research satellites (e.g., the rapid response products from NASAs Earth Observing System satellites; see
https://earthdata.nasa.gov/data/near-real-time-data/rapid-response). In consideration of 1 to 2 day latency,
we showed that using the smoother with the ensemble Kalman ﬁlter substantially increases the persistence
of the assimilation. More speciﬁcally, Figure 12d shows that the ensemble mean is close to the truth, even
during periods when there is no SWOT data over the study domain, when the smoother (rather than ﬁlter)
is used. For instance, we showed that the persistence is greater than 9 days, which is the maximum number
of days without any SWOT observation. This is true at both high and low ﬂows. Considering that the propa-
gation time between Seligue and Kirango is about three times greater at low ﬂows than at high ﬂows, we
can expect a persistence far greater than 9 days at low ﬂows. To support this, we performed a new simula-
tion with the assumption of only one SWOT observation for each 21 days cycle. The resulting downstream
discharge is shown in Figure 17. Despite the fact that the assimilation performance is slightly worse at high
ﬂows, results clearly show that the persistence is greater than 21 days at low ﬂows. Consequently, the
impact of 1 to 2 days SWOT data latency on MPC performances would be negligible.
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4.4.3. Calibration of Model Parameters
One of the main advantages of satellite observations is their global coverage. SWOT data thus will have
potential value for water resources management, especially in ungauged regions. Nevertheless, our meth-
ods require the calibration of the model, which has been done here using historical observations. In cases
where historical data exist, at least at the downstream end of the river reach, the method can be applied as
developed in the paper (i.e., the model can be calibrated), and SWOT data can be very valuable, especially if
in situ observations no longer exist (which is quite frequent in Africa). If the method is to be applied in com-
pletely ungauged regions, the model calibration would require more attention. Several teams worldwide
are currently working on algorithms to retrieve river characteristics (width, bathymetry, roughness) from
remote sensing data, including future SWOT data [see, e.g., Durand et al., 2008; Yoon et al., 2012; Durand
et al., 2014]. Even though some key challenges still remain, such studies are promising and we expect that
when the SWOT satellite will be launched in 2020, they will provide a basis for model calibration.
That said, uncertainties (errors) in the model parameters do have an impact on our results. The hydrology
model is used to simulate inﬂows into the reservoir and the river reach. The model was calibrated in order
to provide realistic inﬂows for the ‘‘truth’’ simulation. Corrupting the meteorological forcings to generate
the ensemble strongly impacted the reservoir and river inﬂows (Figure 12a which shows the downstream
Figure 16. True and ensemble downstream discharge for different SWOT errors.
Figure 17. True and ensemble discharge at Kirango with only one SWOT observation for each 21 days cycle.
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discharge obtained with different corrupted inﬂows). Uncertainties in the hydrology model parameters
would have similar impacts on the inﬂows.
With respect to the hydrodynamic model, input uncertainties dominates parameters uncertainties in our
case. To support this point, we ran the LISFLOOD-FP model with different values of the river width (from
700 m to 900 m versus 800 m truth) and of the Manning coefﬁcient (from 0.025 to 0.045 versus 0.035 truth).
The results, shown in Figure 18, demonstrate that the impact of these parameters variations on both the
discharge and the water depth is far lower than the meteorological uncertainties shown in Figure 12a.
Nevertheless, it is possible to integrate the parameter uncertainties into the Kalman ﬁlter algorithm, for
instance by performing a dual state-parameter estimation, and this could be the topic of future work.
5. Conclusions
Our main objective was to investigate the potential of water level data from the future SWOT mission for
operational water resources management. To that end, we implemented a modeling framework with data
assimilation and an automatic control algorithm to deﬁne optimal reservoir releases from the Selingue Res-
ervoir in the Upper Niger River Basin.
As in previous studies [Andreadis et al., 2007; Biancamaria et al., 2011], we ﬁrst demonstrated the positive
effect of SWOT data assimilation on the reservoirs ability to meet water level and discharge targets with an
Ensemble Kalman Filter scheme. In addition, we evaluated the persistence of the assimilation, which
describes the duration of the effect of assimilating SWOT observations a key concern, as the satellites aver-
age revisit time will be about 12 days in the vicinity of the Niger basin. We showed that using EnKF with a
smoother much more effectively propagated the error correction forward in time (as contrasted with an
algorithm that was forward looking only), and this substantially increased the persistence of the assimilation
scheme, which is greater than 21 days under low ﬂow conditions. A correction applied to the corrupted
hydrological inﬂows also improved the persistence.
We compared the performances of the MPC with and without SWOT data assimilation, and showed that the
assimilation of SWOT data into the hydrodynamic model greatly improved the results and led to optimal
reservoir releases. Indeed, during critical (low ﬂow) periods, the downstream discharge was very close to
the minimum ﬂow requirement, which suggests that the scheme is able to save water in the Selingue
Reservoir.
In our view, the most important contribution of this proof-of-concept study is that it demonstrates that
SWOT data can potentially be used for real time water management in an ungauged river basin. Neverthe-
less, we identiﬁed several key limitations that suggest future investigations. First, even though the most
important errors in hydrological predictions generally originate from the meteorological forcings, other
Figure 18. Discharge (a) and water depth (b) at Kirango with different values of the Manning coefﬁcient (n) and of the river width (W). Same inﬂows are used for all the LISFLOOD-FP sim-
ulations; the SWOT data assimilation and MPC algorithms are not used here.
Water Resources Research 10.1002/2014WR016157
MUNIER ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 573
sources of error, such as those related to the SWOT observation (see section 4.4.1) or to the model structure
and its parameters (see section 4.4.3), may have a nonnegligible impact and should be considered in further
studies. Second, only one management constraint was considered here (low ﬂow sustainability), and consid-
ering others (such as hydropower) is certainly desirable. We note, though, that the MPC framework is well
suited to such more general problems, since other management constraints can be quite easily added into
the penalty function. Third, it is important to note that SWOT will be a scientiﬁc mission, and other con-
straints such as delays between receiving data and providing ﬁnal products to the end-user will inevitably
affect its operational use (however, provisions are being considered for some limited release of data in near
real-time). Finally, in this study, no in situ data were assimilated, as our interest was in evaluating the poten-
tial capabilities of SWOT data. Incorporation of in situ data into the assimilation procedure (which is easily
done in principle) could improve the results, especially in smaller basins where the SWOT revisit time will be
large compared to the propagation time (persistence).
Although the SWOT mission is intended primarily for scientiﬁc rather than operational purposes, the entire
mission can, in a sense, be considered a proof of concept that if successful, will likely motivate future mis-
sions that may well be more operational in nature. For this reason, understanding the operational implica-
tions of SWOT data is important not only for SWOT, but for potential future missions. The potential is
seemingly greatest in those parts of the world where in situ data are sparse, which is a further motivation
for our strategy of evaluating performance of the Selingue Dam in the absence of in situ data.
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