Abstract-An analysis of two LMS-Newton adaptive filtering algorithms with variable convergence factor is presented. The relations of these algorithms with the conventional recursive least-squares algorithm are first addressed. Their performance in stationary and nonstationary environments is then studied and closed-form formulas for the excess mean-square error (MSE) are derived. The paper deals, in addition, with the effects of roundoff errors for the case of fixed-point arithmetic. Specifically, closedform formulas for the excess MSE caused by quantization are obtained. The paper concludes with experimental results that demonstrate the validity of the analysis presented.
I. INTRODUCTION DAF'TIVE filters are used extensively in communications
A applications for channel equalization, echo cancellation, and system identification [l] , [2] . The most widely used among the gradient-based adaptation algorithms is the leastmean-square (LMS) algorithm. Unfortunately, however, the convergence of this algorithm is dependent on the statistics of the input signal. The recursive least-squares (RLS) and the LMS-Newton (LMSN) algorithms are powerful altematives when the spread of the eigenvalues of the input-signal correlation matrix is large despite their higher computational complexity.
The appropriate choice of the convergence factor in the LMS and LMSN algorithms and the forgetting factor in the RLS algorithm are key to assuring good performance for the adaptive filter. These choices are environment dependent and optimal fixed values for these factors are difficult to determine especially in nonstationary environments. In order to address this problem, several algorithms have been proposed in the past, in which a variable convergence factor is utilized [3] -[ 141. The algorithm in [ 141 has some attractive properties, such as fast convergence even when the statistics of the input signal are unknown. This algorithm has been successfully applied to adaptive subband filtering, and an improvement in convergence speed over the fixed step-size LMSN algorithm has been observed. Manuscript received December 12, 1992; revised May 25, 1994 . This work was supported by CAPESMinistry of Education of Brazil, the Natural Sciences and Engineering Research Council of Canada, and Micronet, Networks of Centres of Excellence program. The associate editor coordinating the review of this paper and approving it for publication was Dr. Fuyun Ling.
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This paper provides a detailed performance analysis of the LMSN algorithm proposed in [14] . In Section 11, the LMSN algorithm is reviewed and its relation with the IUS algorithm is clarified. Section 111 describes the use of a variable convergence factor in the LMSN algorithm and proposes a simplified algorithm. The algorithm in [14] as well as the simplified version proposed here are analyzed in stationary and nonstationary environments in Section IV and closed-form formulas for the mean-square error (MSE) are obtained. In Section V, a closed-form formula for the excess MSE caused by finite-wordlength implementation for the case of fixed-point arithmetic is derived. Section VI presents experimental results that demonstrate the accuracy of the analysis presented.
THE LMS-NEWTON ALGORITHM
The general LMSN algorithm is an approximate implementation of Newton's method for minimizing a function of several variables, which employs computationally efficient estimates for the autocorrelation matrix of the input signal and for the gradient vector of the objective function. The objective of the LMSN algorithm is to generate iteratively the filter coefficient vector that minimizes the MSE defined by
where
and superscript H denotes the complex conjugate transpose.
For such an algorithm, the coefficient vector is recursively updated in the direction given by the negative of the estimated gradient pre-multiplied by the inverse of the estimated inputsignal autocorrelation matrix as [ 11
where p is a convergence factor, e * ( n ) is the complexAconjugate of the a priori output error defined in (2), and R(n) is an estimate of the autocorrelation matrix of the input-signal vector, namely, R = E[u(n)uH(n)]. R will be referred ,to as the input-signal autocorrelation matrix hereafter. Matrix R(n) A 1053-587X/95$04.00 0 1995 IEEE can be calculated using the Robbin-Monro procedure [15] which solves the equation
The solution of (4) is given by
where a(n) is also referred to as a convergence factor. This procedure assures a good approximation for R , which is positive definite, provided that the input signal is, at least, weakly persistently exciting of order M, i.e., its spectrum is nonzero at M or more points in the frequency -w,/2 to w,/2, where w, is the sampling rate [16] . M i s the number of coefficients. In addition, the inverse matrix R-'(n) can be easily calculated using the matrix inversion lemma [ 171 which yields
If a(n) = a for all n such that
it can be shown that the LMSN algorithm minimizes a weighted sum of a posteriori output errors, E(n), defined by
Note that this is the objective function of the RLS algorithm [17] . Therefore, the LMSN algorithm can be regarded either as a stochastic algorithm that uses noisy estimates for the input autocorrelation matrix and the gradient vector or as a deterministic least-squares algorithm when (7) is satisfied. In this case, (3) and (6) represent the solution of the deterministic counterpart of the normal equation [17] given by
where R ( n ) and p(n) are, respectively, time-average approximations of the input autocomelation matrix and the crosscorrelation vector between the input-signal vector and the desired
The coefficient vector at instant n is an estimate of the Wiener solution of the normal equation, WO = R-lp. Even in the presence of additive noise, this estimate is unbiased since its mean value tends to the optimal solution. However, an excess MSE, denoted as Jex(n),-, is present at the output of the system after the mean of the coefficients has converged. Assuming that the estimate of the input autocorrelation matrix is accurate', we obtain [17] , [18] 'This assumption was found to work well in most simulated situations.
However, a more accurate formula can be derived for nearly uncorrelated input signals using information based on fourth-order statistics [18] .
where M is the total number of coefficients in the adaptive filter and is the minimum MSE.
In a nonstationary environment, the overall excess MSE has an additional component due to time variations in the statistics of the signals involved. In order to evaluate the excess MSE due to lag, denoted by Jex(n)l, the desired signal is modeled as a first-or second-order Markov process wi$ a time constant greater than that of the algorithm [18] - [21] . For a first-order Markov model, the excess MSE due to lag is given by [ 181 where u: is the variance of the zero-mean white noise in the model for the variable coefficients and tr [-] denotes the trace of matrix [.I. For a stationary zero-mean input-signal vector defined as (13) tr[R] is equal to Mu: and the total excess MSE is given by where u : is the variance of the input signal. Note that the above analysis is based on the mean-square value of the a priori error defined in (1) that is calculated using the a priori coefficient vector w(n -1). However, at each iteration, a new and more accurate estimate of the coefficient vector is available that can be used to generate a better estimate of the reference signal at the filter output, if enough processing time is provided.
VARIABLE CONVERGENCE-FACTOR LMSN ALGORITHMS
A number of problems are associated with the use of fixed convergence factors, as follows: 1) A good choice of convergence factor that results in a high speed of convergence as well as low output MSE is difficult to make and depends on a good knowledge of the environment characteristics. 2) In nonstationary environments, the choice of convergence factor is difficult since Jex(n)l can be high if the tracking performance is poor or Jex(n), can be high if fast convergence is attempted. 3) Algorithms with fixed convergence factors suffer from high sensitivity with respect to their parameters.
4)
In certain applications different convergence factors are optimal under different circumstances; for example, in subband filtering a different convergence factor is required for each subband. Many of the above problems can be eliminated through the use of a variable convergence factor that is adjusted in every iteration according to a certain optimality criterion.
A. Algorithm I
The use of a variable convergence factor in the LMSN algorithm as proposed in [14] will now be examined. The updating formula in (3) can be modified to incorporate a time-varying convergence factor
where b is a constant and a ( n ) is the convergence factor used to update R-'(n). The choice of ~( n ) must take into account all the available information. One such choice that leads to good results can be deduced by minimizing the square of the a posteriori instantaneous output error defined as After some manipulation, the solution required is obtained as
where Since matrix R-'(n-1) is positive definite, at least in the case where infinite-precision arithmetic were to be used, and ~ ( n ) is a quadratic function of the input-signal vector, the variable convergence factor given by (17) is positive and less than one provided that parameter b is chosen to be greater than 0.5.
Note that if b # 0.5 in (15), the algorithm does not minimize (8) and, therefore, does not solve the deterministic counterpart of the normal equation, described by (9).
It can be shown from (17) that
. 1
Therefore, the equations describing Algorithm I can be deduced as follows:
B . Memory Interpretations
We will now examine the mode by which variable convergence factors in genefal, and the one examined here in particular, affect matrix R(n). When the convergence factor used in the evaluation of matrix R(n) is constant in all iterations, the estimate of the input autocorrelation matrix is an exponentially-weighted time average of the outer product u(i)uH(i). However, for a variable convergence factor a ( n ) , matrix Rln) remesents a different weighted average. as in (5).
In this case, the relation between a(.) and the weights of the past samples, X(n), can be established as
and (5) can be rewritten as
i=l i=l j=i+l (25) Note that X(n) is always positive and less than unity. The above equation also allows a rough analysis of the influe?ce of constant b in the memory of the algorithm fh,at estimates R(n).
When b is large, the algorithm has long memory and R(n) tends to become invariant for large n and stationary input signals. On the other hand, as b -+ 0.5, we have a(.) --$ 1 for all n. Therefore, the weights X(n) are all equal t ! zero. In this case, the algorithm has no memory to evaluate R(n) and also there is perfect correspondence between the LMSN and RLS algorithms. In fact, the algorithm attempts to minimize a weighted sum of past a posteriori errors according to the leastsquares principle and also the instantaneous a posteriori error due to the variable convergence factor. The result is a solution that does not take into account the past a posteriori errors and, as a consequence, matrix R(n) carries only the information contained in the last input-signal vector, U(.). The timedependent characteGstic of the forgetting factor X(n) used in the updating of R-'(n) introduces large variations in this matrix which can be undesirable in cases where matrix R has a high eigenvalue spread since R-l ( n ) becomes ill-conditioned.
C . Algorithm I1
An altemative algorithm to the one proposed in [14] can be derived by noting that the development of the variable convergence factor based on the minimization of (16) does not'necessarily require (15) to be satisfied. Consequently, a variable convergence factor p ( n ) can be chosen to minimize the instantaneous a posteriori error while a fixed a(n), i.e., g(n) = CY, can be used in the recursion that determines R-l(n). The resulting convergence factor is given by fnd yields zero a posteriori error regardless of how matrix R-'(n) is estimated. Note that this is also the case for the convergence factors proposed in [7] for the LMS algorithm and in [14] for the LMSN algorithm for any value of b.
The updating equations for Algorithm I1 comprise (20)- (22) together with the following two equations:
D. Comparison of Algorithms I and II
Algorithms I and I1 are, in fact, different versions of the orthogonalized projection algorithm [ 161, [22] which employ different methods for the estimation of matrix R-l. Al go!t hm I1 uses an exponentially weighted average to compute R(n), while Algorithm I uses variable weights. The advantages of the one over the other depend heavily on the application. Algorithm I1 provides better control over matrix R(n) since a constant convergence factor is used, while Algorithm I is more attractive when little knowledge about the input signal is available. There is only a single free parameter in each algorithm, 13 for Algorithm I and a fox' Algorithm 11. These parameters do not influence directly the speed of convergence and the excess MSE. Their main role is to control fhe amount of memory that will be used in the evaluation of R-'(n) or, in other words, how accurately R-l(n) approximates R-l. Algorithm I presents an extra cost in terms of computational complexity of 2 multiplications and 1 division when compared to the conventional RLS algorithm, whereas Algorithm I1 has the same complexity.
In many applications, it may be desirable to control the misadjustment at the expense of convergence speed. This can be achieved in both algorithms by introducing a reduction factor q in the coefficient updating equation, as will become clear after the analysis to be carried out in the next section. This parameter can be used to perform fine tuning of the algorithms. Equation (22) becomes where q is the reduction factor and t ( n ) and r(n) are computed as before.
Iv. ANALYSIS OF ALGORITHMS 1 AND 11
In this section, expressions for the MSE in Algorithms I and I1 are derived for the cases of stationary and nonstationary environments.
Owing to the presence of the normalization factor, ~( n ) ,
becomes necessary during the analysis. The approximation will be made, which, for ergodic processes, corresponds to interchanging the harmonic and arithmetic averages of an infinitely long sequence {~( n ) } , n 2 0. For white Gaussian noise signals and M > 20, the approximation introduces an error of less than lo%, which is reduced further as M is increased above 20. However, for many practical input signals this approximation may not be valid. Similar approximations were used by Bottomley and Alexander [23] , and Samson and Reddy [24] for slowly varying denominators.
A. Excess MSE in Stationary Environment
On assuming that R(n -1) and w(n -1) are independent of U(.) [2] [19] , the mean value of the coefficient vector, for both algorithms, is obtained from (29) as
The speed of convergence of the algorithm can be roughly measured using (31). For an initially relaxed system, we can expect convergence of all coefficients to within 10% of the relative error between E[w(n)] and W O after n' iterations where 
where eg(n) = d*(n) -uH(n)wo is considered a zero-mean white sequence and I is the identity matrix. The error in the coefficients ~( n ) results in an excess MSE that can be expressed as [l] Jex(n + l)p = E[vH(n)Rv(n)] = tr[RK(n)] (35) where K(n) is the covariance matrix of v(n).
From (33, the difference equation describing the excess MSE is obtained as shown in (36), which appears at the top of the next page. Evaluating each term in the above equation separately and assuming that the model R ( n -1) = R + AR(n-1) holds [ 171, it can be easily shown by interchanging the trace and expected value operators the result in (37), which appears at the bottom of the next page, is obtained where the second-order error terms in RR-l(n -1) were discarded, independence between v(n -1) and u(n) was assumed [2] [ 191, and for large M, T( n ) was considered independent from each element of U( n)uH (n) taken separately. The fourth term can be similarly simplified to yield
R-~(n-l)u(n)u~(n)v(n-l)v~(n-l)u(n)u~(n)R(n -1)
[ u~( n ) R -l ( n -1) U(7L)l2
Using (37) and (38), we can rewrite (36) as error vector is of the form Jmin.
uH(n)R-l(n -l)u(n) (39)
After convergence, we obtain
where the second term represents an excess MSE due to gradient noise (see (34)) and is also present in stationaryenvironment operation. The excess MSE due to lag [ 181 can, therefore, be estimated as This solution is applicable to both Algorithms I and 11 since it is independent of the method used to estimate the input-signal autocorrelation matrix. In fact, it is applicable to orthogassumptions made in the above analysis are valid.
where K'(n -l ) is the covariance matrix Of vector given (41) is assumed for the optimal coefficient vector evolution [18] , where the elements of v(n + 1) are zero-mean white Gaussian Therefore, the total excess MSE is given by (46) q J m i n a:u;M2 Jex(n) = -+ ~ 2 -9 2 9 -9 2 .
noise samples with variance U;. In this case, the coefficient
C . Minimization of MSE
The excess MSE has a term proportional to the parameter q and a term that is inversely proportional to it. Therefore, an optimal value, qo, that minimizes the total MSE can be deduced as
where a2 = ~:n; /J,,,i,,. Applying the same procedure to the conventional LMSN algorithm or the IUS algorithm with 2p = 1 -X yields [ 181 a 2 + a ' Po = -In practice, both algorithms must present similar performance if q/(2M) (the average value for the variable convergence factor) in the normalized algorithm is made equal to the value of p used in the conventional algorithm. It should be noted that the optimal value of p. given by (48), may sometimes be high. In such cases, the approximations used to obtain (48) do not hold, and the true value of the excess MSE would be much larger than expected.
(54)
The constant N is a power-of-2 scaling factor that must be introduced to ensure that the values of T ' (~) Q lie within the range of the other variables of the algorithm. It can be verified from (21) 
1--(Y In this section, the effect of roundoff errors is examined for the case of fixed-point arithmetic using an approach similar to that in [23] . The following assumptions are made:
Numbers are represented using two's-complement for- Since e(.) = e(n)Q -qe(n), it follows that
Defining E' ( n ) as the error introduced when evaluating the inner product [wH(n -l)Qu(n)], according to (@a), namely,
The quantization error in each variable is defined as the difference between its quantized and nominal values, i.e., which yields
An analogous procedure leads to similar equations for the A. Quantization Errors errors in t(n) and ~' ( n ) , i.e., Algorithms I and I1 in finite precision are as follows:
where (53) and for Algorithm 11, where
after the additions, then ~l ( n ) ,
~3 ( n ) ,
and the elements in ~2 ( n ) can be modeled as zero-mean white Gaussian noise sources with variance equal to 2-2b/12 [25] . = vw(n -1) + vs(n).
The quantization errors in the updating of matrix R -l ( n ) , after neglecting all second-order errors, can be represented by
1 for Algorithm I and By considering the effects of quantization errors on the error signal, the excess MSE due to finite-precision arithmetic can be calculated as
where v e ( n ) is defined in (63) and
In (85), it was assumed that &1(n) is a zero-mean white Gaussian noise with variance equal to azl.
The difference equation that gives vw(n) can be expressed as a function of instantaneous quantization errors, infiniteprecision quantities, and v~( n -1 ) as
Considering that the error sources in (87) are uncorrelated to each other and that the output error after convergence, e ( n ) , can be modeled as a zero-mean white noise, (85)-(87) give
x [I-
The above equatiFn can be solved by neglecting the secondorder terms in RR-'(n -1) and assuming independence between ~( n ) and each element of u(n)uH(n) taken separately. If we also assume that g<1 (89) and use the approximation in (30), then 
If, in addition, = = a:, then Unfortunately, for both methods of %valuation of the .quantized version of R-'(n), namely, R -l ( n )~, either with variable or constant convergence factor, positive definiteness is not guaranteed, as can be shown by using an analysis similar to that in [23] . This may result in divergence of the coefficients and a stabilization scheme must be incorporated, for example, the one proposed in [23] . This strategy is applicable since V R has no significant influence on Jex(n),, as can be seen in (90). Another solution for preventing divergence of the algorithm relies on an implementation based on the QR decomposition. This technique was successfully applied in [26] to the variable-convergence-factor LMSN algorithm discussed here, and found to yield very good results in finite precision. 
VI. SIMULATION RESULTS
In order to verify the usefulness of the algorithms examined and the accuracy of the formulas presented in the preceding sections, some simulations have been performed. In all of them the adaptive filter was used to identify an unknown system modeled as a moving average process, with additional noise present. Both the additive noise and the input signal to the unknown system were pseudo-random sequences with normal distribution and zero mean.
The first and second experiments compare the mean-squared error of the variable-convergence-factor LMSN and the RLS algorithms. The additive noise variance in the first experiment was -80 dB and the input-signal variance was 0 dB. Fig. 1 shows the ensemble average of the MSE obtained in 100 simulations. Different values of the forgetting factor are used for the RLS algorithm. The unknown system was a 22nd-order nonstationary system with coefficients modeled as a first-order Markov process with a relaxation time constant of 1.0. The variance of the white noise used as input sequence to the firstorder Markov process was -60 dB. The horizontal dashed and dotted lines represent the best and the worst performances obtained, respectively, with Algorithm I for q = 1 and b ranging from 0.6 to 100.0. Fig. 2 shows the results obtained when a 64th-order nonstationary system was to be identified. The additive noise and the input-signal noise variance were -30 dB. The variance of the sequence used as input for the first-order Markov process was -10 dB. It is easy to note from these examples how badly the conventional RLS algorithm performs when the value of the forgetting factor is not close to its optimal value, and how difficult it is to find an optimal value when the characteristics of the environment are unknown. On the other hand, when a variable convergence factor was used without any tuning, very good results were obtained especially for the high-order filter.
The results of other experiments are presented in tables, where the theoretical values are compared with those obtained by averaging the results of an ensemble consisting of 100 experiments. The performance parameter shown is the excess MSE, i.e., the difference between the MSE and the variance of the additive noise. In the third experiment, an adaptive filter based on Algorithm I1 was used to identify a 35th-order nonstationary system with a relaxation time constant of 0.999. The system's time-varying coefficients were modeled as a first-order Markov process and a white-noise sequence of variance -30 dB was used as input. The variance of the input signal and additional noise were -30 dB. The measured MSE is compared with that predicted by the derived formulas for several values of parameter q. Paramenter cr was chosen such that time convergence of mamx R-'(n) could be achieved. Table I illustrates the results obtained. Table I1 shows the results obtained for a fixed-point implementation for different values of wordlength and q = 1. The unknown system in this experiment was time invariant of order 20. As can be noted, the simulation results agree with the theoretical results as long as a sufficient wordlength is provided to prevent the coefficients from freezing. shows the results obtained for different values of parameter q with a constant wordlength of 9 bits. In order to avoid overflow and to simplify the intemal scaling. the input-signal variance was made 0 dB and 3 bits were used to represent the integer part in intemal registers in all the finite precision simulations. The variance of the additional noise used in the simulations shown in Tables I1 and 111 is -20 dB. Using this scheme, only the register storing ~( n ) had to be treated separately; its content was shifted 3 bits to the right, i.e., -V = 8. Tables I  and 111 also show very little sensitivity of the algorithms with respect to parameter q.
Matrix R-'( n )~ was evaluated in double-precision floating-point arithmetic and then quantized. This approach prevents divergence. We implicitly assumed that some strategy will be used in practice to guarantee the stability of R -l ( n )~. as discussed in the previous section.
VII. CONCLUSION
Two LMSN adaptation algorithms that incorporate a variable convergence factor have been analyzed. The performance of the algorithms in stationary and nonstationary environments has been investigated and the relations between the LMSN and RLS algorithms have been established. The analysis indicates that the two algorithms can perform in most situations as well as the RLS algorithm without requiring as much knowledge of the signal statistics. The algorithms proved themselves especially suited for applications in nonstationary environments where algorithms with fixed convergence factors can very easily fail. Several simulations in different applications support these conclusions.
A roundoff-error analysis of the algorithms for the case of two's-complement fixed-point implementation has then been undertaken. In this analysis, the interaction among different roundoff errors and their accumulation have been considered.
A closed-form formula for the excess MSE due to quantization has been derived which shows that the roundoff errors in the evaluation of the input autocorrelation matrix do not have significant influence on the excess MSE.
The results obtained are in terms of closed-form formulas, which yield mean-square-error estimates that agree well with those obtained by simulation.
