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PENGEMBANGAN metaheuristicOpt: R PACKAGE UNTUK 
OPTIMASI DENGAN MENGGUNAKAN ALGORITMA 
POPULATION BASED METAHEURISTIC 




Optimasi diterapkan diberbagai disiplin ilmu seperti teknik sipil, teknik 
mekanika, ekonomi, teknik elektro dan lain-lain. Karena optimasi diterapkan 
diberbagai disiplin ilmu maka optimasi sangatlah penting. Banyak sekali 
pendekatan yang dilakukan dalam melakukan optimasi salah satunya adalah 
population based metaheuristic. Di bahasa pemrograman R terdapat package 
optimasi menggunakan algoritma population based metaheuristic yaitu 
“metaheuristicOpt”. Algoritma-algoritma pada R package “metaheuristicOpt” 
memiliki dua kelemahan yaitu kompleksitas yang tinggi dan hyperparameter 
yang sedikit. Tujuan penelitian ini adalah mengembangkan R package 
“metaheuristicOpt” dengan menambahkan 10 algoritma baru yaitu clonal 
selection algorithm, differential evolution, shuffled frog leaping, cat swarm 
optimization, artificial bee colony algorithm, krill herd algorithm, cuckoo 
search, bat algorithm, gravitational based search dan black hole optimization 
untuk menutupi kelemahan algoritma sebelumnya. Dalam menambahkan 
algoritma ini kami menjaga konsistensi arsitektur package tersebut. Untuk 
menganalisis performa dari algoritma baru yang ditambahkan setiap fungsi 
diuji menggunakan 13 fungsi uji. Yang menjadi tolok ukur eksperimen adalah 
fitness dan waktu eksekusi. Berdasarkan eksperimen yang dilakukan beberapa 
algoritma baru memiliki kecepatan eksekusi yang lebih cepat dari algoritma 
sebelumnya dan beberapa algoritma baru juga memiliki fitness yang lebih baik 
dari algoritma sebelumnya. 
Kata kunci: Metaheuristic algorithm, Optimization, R programing 







DEVELOPMENT OF metaheuristicOpt a R PACKAGE FOR 
OPTIMIZATION BASED POPULATION BASED METAHEURISTIC 
ALGORITHMS 
Muhammad Bima Adi Prabowo (NIM 1503639) 
bimaadi419@student.upi.edu 
ABSTRACT 
Optimization is applied in various scientific disciplines such as civil 
engineering, mechanical engineering, economics, electrical engineering and 
others. Because optimization is applied in various disciplines, optimization is 
very important. There are a lot of approaches used to optimize one of them is 
population based metaheuristic. In the R programming language there is an 
optimization package using the population based metaheuristic algorithm, 
namely "metaheuristicOpt". Algorithms in the R package "metaheuristicOpt" 
have two disadvantages: high complexity and few hyperparameters. Our goal 
is to develop the "metaheuristicOpt" package by adding 10 new algorithms 
namely clonal selection algorithm, differential evolution, shuffled frog 
leaping, cat swarm optimization, artificial bee colony algorithm, krill herd 
algorithm, cuckoo search, bat algorithm, gravitational based search and black 
hole optimization to cover up the weaknesses of the previous algorithm. In 
adding of these algorithms we maintain the consistency of the package 
architecture. To analyse performance of the new algorithm added to each 
function of the algorithm, experiments were carried out using 13 test 
functions. The benchmarks of the experiment are fitness and execution time. 
Based on experiments some of new algorithms added have a faster execution 
speed and better fitness than the previous algorithms. 
Keywords: Metaheuristic algorithm, Optimization, R programing 
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