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Abstract
In this dissertation, we study necessary conditions and weak invariance properties
of dynamical systems with time delay. A number of results have been obtained
recently that refine necessary conditions of optimal solutions for nonsmooth dy-
namical systems without time delay. In this dissertation, we examine the extension
of some of these results to problems with time delay. In particular, we study the
generalized problem of Bolza with the addition of delay in the state and velocity
variables and refer to this problem as the Neutral Problem of Bolza. We consider
the relationship between the generalized problem of Bolza with time delay and
control systems, establish existence of solutions for the Neutral Problem of Bolza,
and use a “decoupling” technique introduced by Clarke [2] to derive necessary
conditions of Hamiltonian and Euler-Lagrange type for this problem. We also ap-
ply the same methods to the generalized problem of Bolza with time delay in the
state variable only and compare the results obtained in this case with the results
obtained in the neutral case. Furthermore, we study the system (S, F ) involving
a closed set S and a delayed autonomous multifunction F (x(t), x(t −∆)). Under
suitable hypotheses, we provide a characterization of weak invariant properties for
F in terms of the lower hamiltonian.
iv
Introduction
In this dissertation we study dynamical systems with time delay. Systems with
time delay are of interest since it has been shown that when modeling systems
in engineering, finance, and others, there is almost always a time delay [9, 10].
More specifically, we study necessary conditions for optimal solutions and weak
invariance properties of nonsmooth dynamical systems with time delay. In our
study of necessary conditions, we study the Neutral problem of Bolza (NPB), which
consists of the generalized problem of Bolza introduced by Rockafellar [24] with
added dependence on time delay in the state and velocity variables. We consider the
relationship between the generalized problem of Bolza with time delay and general
control systems, establish existence of solutions for NPB, and use a “decoupling”
technique introduced by Clarke [2] to derive necessary conditions of Hamiltonian
and Euler-Lagrange type.
Earlier work in the calculus of variations involving neutral systems, [9],[12],[30],
established existence and necessary conditions for the problem min J(·), where J(·)
is an integral functional of the form
J(y) :=
∫ b
a
f [t, y(t− τ), y(t), y˙(t− τ), y˙(t)] dt.
In this problem, minimization was considered over the class of piecewise smooth
functions y(·) and the function f was assumed to be smooth. A relationship be-
tween the calculus of variations and control systems was established by Rockafellar
who introduced the generalized problem of Bolza [28] as a means to study general
control systems. The generalized problem of Bolza uses the technique of infinite
penalization [4], [13], [14], [31] in order to incorporate constraints. Given the use
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of infinite penalization, smoothness is no longer a viable assumption for the La-
grangian involved.
A number of results have been obtained recently that refine necessary condi-
tions for non-smooth dynamic optimization systems without time delay. Partic-
ularly noteworthy are papers by Rockafellar [24] and Clarke [2] that establish a
non-smooth unified version of the Euler-Lagrange and Hamiltonian necessary con-
ditions for optimal solutions of dynamic systems. Further results by Loewen and
Rockafellar, [13, 14], demonstrate the existence of this unification in a more re-
fined form. Both of these results were obtained in the non-smooth case for systems
without time delay. Furthermore, in his recent work [4], Clarke shows a unification
of the Euler-Lagrange and Weistrass conditions, again, for non-smooth systems
without time delay. These results are of much importance and in our research we
consider if they continue to hold for systems with time delay in the state and
velocity variables.
Previous research to obtain necessary conditions for the case of state time delay
problems includes the work of Mordukhovich and Trubnik, [16]. In [16], a method of
discrete approximations is used to obtain the Euler-Lagrange necessary conditions
for the Bolza problem and the unified Euler-Lagrange and Hamiltonian necessary
conditions for the Mayer problem, a problem similar to the Bolza problem. Some
optimal control problems of neutral type have been studied in recent work by
Mordukhovich and Wang [17],[18]. Their research is based on a technique that
involves discrete approximations. In [17], necessary conditions are derived for the
Mayer problem involving differential inclusions of the neutral type and [18] treats
the Bolza problem involving a neutral differential inclusion as a constraint. Our
problem formulation and results are different since we incorporate the delayed
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derivative in the Lagrangian itself, instead of treating it as a constraint, and we
optimize over a different class of functions.
Our study of weak invariance is brief and presents an opportunity for further
study. We provide a characterization for weak invariance properties of a sys-
tem (S, F ) consisting of a closed set S and a delayed autonomous multifunction
F (x(t), x(t − ∆)) for a fixed real number ∆ > 0. Weak invariance properties are
an important aspect of dynamical systems and are related to the Hamilton Jacobi
equation, which can be used to give a sufficient condition for optimality of dy-
namical systems. Weak invariance properties for delayed multifunctions have been
previously characterized in terms of the Bouligand contingent cone by Haddad [11].
We characterize weak invariant properties in terms of the lower hamiltonian and
arrive at our results independently.
3
Chapter 1
Preliminaries
The basic terminology used in this dissertation will follow the textbook Nonsmooth
Analysis and Control Theory [3]. A summary of the main concepts used in this
dissertation follows. Throughout, X is a real Hilbert space and S is a non-empty
closed subset of X. The functions considered will be extended real valued with
range (−∞,∞]. For any given vectors α, β, γ ∈ X and any real number c, we denote
〈α, β〉 as the inner product of α and β, which satisfies the following properties:
1. 〈α+ β, γ〉 = 〈α, γ〉+ 〈β, γ〉;
2. 〈cα, β〉 = c〈α, β〉;
3. 〈β, α〉 = 〈α, β〉;
4. 〈α, α〉 > 0 if α 6= 0.
The norm in the Hilbert space X is given by ‖α‖ = |〈α, α〉| and satisfies the
following.
1. ‖cα‖ = |c|‖α‖;
2. ‖α‖ > 0 for α 6= 0;
3. |〈α, β〉| ≤ ‖α‖‖β‖;
4. ‖α+ β‖ ≤ ‖α‖+ ‖β‖.
1.1 Basic Concepts in Nonsmooth Analysis
The definitions in this section are adapted from Chapter 1 of Nonsmooth Analysis
and Control Theory [3]. A function f : X 7→ (−∞,∞] is said to be lower semi-
continuous at a point x provided that lim infx′→x f(x′) ≥ f(x). We say that f
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is an element of F if f is lower semi-continuous in X and its effective domain
domf :=
{
x ∈ X : f(x) <∞} is not empty; the latter means that there is a point
x for which f(x) has finite value.
Suppose x is a point not lying in S. If there is a point s ∈ S whose distance to
x is minimal then we say that s is a projection of x onto S. We denote the set of
all closest points by projS(x). The distance function dS(·) measures the shortest
distance from a point x to the set S; it is defined by dS(x) = inf
{‖x− s‖ : s ∈ S}.
For s ∈ S, the proximal normal cone to S at s is denoted by NPS (s). A proximal
normal vector at the point s defines the direction of perpendicular departure from
the set S. Formally, a vector ζ ∈ NPS (s) if and only if there exists a number σ ≥ 0
such that
〈ζ, s′ − s〉 ≤ σ‖s′ − s‖2, ∀s′ ∈ S.
The limiting normal cone to S at x ∈ S is denoted and defined by
NLS (x) :=
{
w − lim ζi : ζi ∈ NPS (xi), xi S→ x
}
. Here, xi
S→ x means that xi → x
where xi ∈ S for all i and w − lim denotes the weak limit.
A vector ζ ∈ X is called a proximal subgradient of a lower semi-continuous
function f at x ∈ domf , denoted as ∂Pf(x), provided that
(ζ,−1) ∈ NPepif (x, f(x)).
Given f ∈ F and x ∈ domf then ζ ∈ ∂Pf(x) if and only if there exist positive
numbers σ and η such that
f(y) ≥ f(x) + 〈ζ, y − x〉 − σ ‖y − x‖2 ∀y ∈ B(y; η). (1.1)
We refer to the above inequality (1.1) as the proximal subgradient inequality
([3],Thrm. 2.5, pp. 33-34). In addition to the proximal subgradient, we will re-
fer to the limiting subgradient of a lower semi-continuous function. The limiting
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subgradient (or subdifferential) is the set of all vectors ζ that can be expressed
as the weak limit of a sequence {ζi}, where ζi ∈ ∂Pf(xi) for each i, and where
xi → x, f(xi)→ f(x). It is formally denoted and defined as
∂Lf(x) :=
{
w − lim ζi : ζi ∈ ∂Pf(xi), xi f→ x
}
.
An important result in the study of non-smooth analysis is known as the Density
Theorem ([3], Thrm. 3.1, pp. 39-42). This theorem states that assuming f ∈ F ,
for any x0 ∈ domf , when given an  > 0, we are guaranteed (1) the existence of a
point y ∈ x0 + B with ∂Pf(y) 6= ∅ and (2) the dom(∂Pf) is dense in domf .
In his book Optimization and Noonsmooth Analysis, Clarke introduces the gener-
alized directional derivative that characterizes a generalized subgradient for locally
Lipschitz functions mapping a Banach space into the set of real numbers ([1], pp.
25-28). For a locally Lipschitz function g : Y → IR where Y is a Banach space, the
Clarke generalized directional derivative g◦ and generalized gradient ∂C are given
by
g◦(x¯;µ) = lim sup
x→x¯, λ↓0
g(x+ λµ)− g(x)
λ
∂Cg(x¯) =
{
p : 〈p, µ〉 ≤ g◦(x¯;µ) ∀µ ∈ IRn}.
1.2 Piecewise Smooth and Absolutely
Continuous Functions
A function x(·) that maps a closed interval [a, b] into IRn is said to be piecewise
smooth (pws) if the following hold: x is continuous in [a, b], there exist points ti
so that a = t0 < t1 < · · · < tN = b, x˙(t) exists at all t ∈ [a, b]\{ti}Ni=1, x˙(·) is
continuous at each open subinterval (ti, ti+1), and x˙(·) has one-sided limits at all
t ∈ [a, b]. Notice that x(·) is a piecewise smooth function if and only if there exists
6
a function v(·) so that
x(t) = x(a) +
∫ t
a
v(s) ds (1.2)
and v(·) is piecewise continuous. Also, notice that absolutely continuous functions,
or arcs are functions for which (1.2) holds with v(·) integrable but not necessarily
piecewise continuous.
1.3 Optimal Solutions and Necessary
Conditions
Consider the calculus of variations problem, min J(·), where J(·) is an integral
functional of the form
J(y) :=
∫ b
a
L[t, y(t− τ), y(t), y˙(t− τ), y˙(t)] dt
with the given constraints y(a) = A, y(b) = B. Here A,B are each in IRn and we
minimize over all absolutely continuous functions y. When an optimal solution is
found it may be categorized as either a “weak”or a “strong” solution. A solution
is termed “weak” when there exists a δ > 0 such that J(x) ≤ J(y) for all arcs y(·)
satisfying
sup
a≤t≤b
∣∣x(t)− y(t)∣∣ ≤ δ (1.3)
and
sup
a≤t≤b
∣∣x˙(t)− y˙(t)∣∣ ≤ δ, (1.4)
where x(·) : [a, b]→ IRn. It is understood that if either y˙(t) or x˙(t) does not exist
for some some t in [a, b], then we replace it with its left or right limit. A solution is
termed strong if it satisfies J(x(·)) ≤ J(y(·)) for all arcs y(·) satisfying only (1.3).
Some of the fundamental classical necessary conditions for optimal solutions are the
Euler-Lagrange equation, Hamiltonian (Canonical) conditions, and the Weistrass
condition. In the following classical definitions we consider a piecewise smooth
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function x : [a, b] → IRn. The Euler-Lagrange equation in its classical form, for
systems without time delay, states that assuming x(·) is a weak local minimum,
the following equality holds
Lv(t, x(t), x˙(t)) = c+
∫ t
a
Lx(s, x(s), x˙(s)) ds,
assuming L to be coercive and C2 with Lvv > 0. Suppose that x(·) and p(·) are
related by p(t) = Lv(t, x(t), x˙(t))
T , where T stands for transpose, making p(t) a
column vector.
The Hamiltonian is a mapping H : [a, b]× IRn × IRn → IR defined by
H(t, x, p) := sup
v∈IRn
{〈p, v〉 − L(t, x, v)}.
The classical Hamiltonian condition states that the Euler-Lagrange equation p˙(t) =
Lx(t, x(t), x˙(t))
T holds if and only if x(·) and p(·) satisfy the Hamiltonian system
x˙(t) = ∇pH(t, x(t), p(t))T
−p˙(t) = ∇xH(t, x(t), p(t))T .
The Weistrass condition states that having x a strong local minima and v its
derivative then L(t, x, w)− L(t, x, v)− Lv(t, x, v)(w − v) ≥ 0 for all w ∈ IRn.
1.4 Weak Invariance
An autonomous differential inclusion is of the form
x˙ ∈ F (x),
where F is a set valued map which associates with any point x ∈ IRn a set F (x) ⊂
IRn. A system (S, F ) consisting of a closed set S and a multifunction F mapping
IRn to nonempty, compact, convex subsets of IRn, is said to be weakly invariant
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provided that for all x0 ∈ S, there is a trajectory x satisfying the differential
inclusion x˙(t) ∈ F (x(t)) for t ∈ [0,∞) so that
x(0) = x0, x(t) ∈ S ∀t ≥ 0.
We will assume that F is upper semi-continuous and satisfies the following growth
condition for some positive constants θ and c:
v ∈ F (x)⇒ ‖v‖ ≤ θ‖x‖+ c.
The lower Hamiltonian h corresponding to F is a function h : IR×IRn×IRn → IR
defined by
h(t, x, p) = min
v∈F (t,x)
〈p, v〉.
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Chapter 2
The Problem of Bolza and Dynamical
Systems with Time Delay
Before we begin our study of necessary conditions for the generalized problem
of Bolza with time delay, we wish to establish its relationship to dynamical sys-
tems and control. The generalized Bolza problem without time delay contains a
functional of the form
Λ¯
(
x(·)) := `(x(0), x(T )) + ∫ T
0
L
(
t, x(t), x˙(t)
)
dt,
where ` : IRn×IRn → (−∞,∞] and L : [0, T ]×IRn×IRn → (−∞,∞] are the given
data and are allowed to take on +∞ values as a means to incorporate constraints.
The Bolza problem is
(PB) minimize Λ¯
(
x(·)) (2.1)
over x(·) ∈ AC[0, T ] (= the absolutely continuous arcs defined from [0, T ] into
IRn). This problem has been shown to encompass several other problems in dy-
namic optimization [2, 28]. In particular, it encompasses the general problem in
the calculus of variations, (PL), the differential inclusion problem, (PD), and the
measurable control problem, (PC). We state these as follows:
(PL) min
∫ T
0
L(t, x(t), x˙(t)) dt, for x(0) = A, x(t) = B, L locally Lipschitz
(PD) min `(x(0), x(T )) for x˙ ∈ F (t, x(t))
(PC) min
∫ T
0
g(t, x(t), w(t)) over measurable controls w taking values in some set
U . Here, x˙ satisfies x˙(t) = f(t, x(t), w(t)) a.e., x(0) = A, x(T ) = B.
Since (PB) is the general case, one would like to derive necessary conditions for that
case and obtain the others as Corollaries. However, until the work by Clarke in [2],
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necessary conditions for PB had not been directly derived. The equivalence of PB
and PC was established by Rockafellar [28]. We consider whether this equivalence
continues to hold first, when only state time delay is present and second, when
both state and velocity variables with time delay appear.
2.1 The State Time Delay Case: Equivalence of
PDB and PDC
In this section, we consider the relationship between the delayed problem of Bolza,
(PDB), and the measurable control problem with time delay in the state variable,
(PDC). We assume that X ⊂ IRn, U ⊂ IRm is a measurable set, and consider the
measurable control functions u(·) : [0, T ] → U . In the state time-delay case, the
generalized problem of Bolza PDB and the delayed measurable control problem
PDC are defined as follows:
(PDB) min
x(·)∈X
∫ T
0
L(x(t), x(t−∆), x˙(t)) dt (2.2)
(PDC) min
x(·)∈X ,u(·)∈U
∫ T
0
L0(x(t), x(t−∆), u(t)) dt (2.3)
x˙(t) = f(x(t), x(t−∆), u(t)) a.e., (2.4)
where each L : IRn × IRn × IRn → IR and L0 : IRn × IRn × IRm → IR is lower
semicontinuous. We assume that f : IRn × IRn × IRm → IRn is Lipschitz and
u(·) ∈ U for almost all t ∈ [0, T ] (i.e. ‘a.e.’). Also, ∆ > 0 is a constant and we
define x(t) = c(t) for each t ≤ 0, where c(·) ∈ L2[−∆, 0]. Throughout, we define
v(·) := x˙(·) as is standard in the calculus of variations and write x(t−∆) as x∆(t).
Unless otherwise noted, all equalities and inequalities are assumed to hold almost
everywhere t ∈ [0, T ] (a.e.). In the following proposition, we show that these two
problems are equivalent.
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Proposition 2.1.1. The delayed problem of Bolza PDB is equivalent to the delayed
measurable control problem PDC
Proof. We first show that given a solution (x¯(·), u¯(·)) to PDC , x¯(·) solves PDB.
Define
L(x, y, v) := min
u∈U
{
L0(x, y, u) : v = f(x, y, u)
}
. (2.5)
Suppose that (x¯(·), u¯(·)) solves PDC , then L0(x¯(t), x¯∆(t), u¯(t)) ≤
L0(x(t), x∆(t), u(t)) for all (x(·), u(·)). By our definition (2.5) of L(x, y, v), and
letting v¯(·) = ˙¯x(·) we have that for almost all t
L(x¯(t), x¯∆(t), v¯(t)) =
min
u∈U
{
L0(x¯(t), x¯∆(t), u) : v¯(t) = f(x¯(t), x¯∆(t), u)
}
= L0(x¯(t), x¯∆(t), u¯(t)). (2.6)
The last equality follows since (x¯(·), u¯(·)) solves PDC . We prove that x¯(·) solves
PDB. Suppose not. Then there exists x˜(·) ∈ X so that for almost all t
L(x˜(t), x˜∆(t), v˜(t)) < L(x¯(t), x¯∆(t), v¯(t)). (2.7)
From (2.5),
L(x˜(t), x˜∆(t), v˜(t)) = min
u∈U
{
L0(x˜(t), x˜∆(t), u) : v˜(t) = f(x˜(t), x˜∆(t), u)
}
and since U is measurable and L0(·, ·, ·) is lower semicontinuous there exists u˜t ∈ U
that minimizes the set above. Using this and (2.6,2.7) above, we obtain for almost
all t
L(x˜(t), x˜∆(t), u˜t) = L(x˜(t), x˜∆(t), v˜(t))
< L(x¯(t), x¯∆(t), v¯(t)) = L0(x¯(t), x¯∆(t), u¯(t)).
But, this contradicts our assumption that (x¯(·), u¯(·)) solves PDC and thus we must
have that x¯(·) solves PDB.
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To show that given a solution x¯(·) to PDB we can find u¯(·) ∈ U so that (x¯(·), u¯(·))
solves PDC we let m = n and define u(t) := x˙(t) = f(x(t), x∆(t), u(t)). Now,
consider the set
Ut :=
{
u(·) ∈ U : L(x(t), x∆(t), v(t)) = L0(x(t), x∆(t), u(t))
}
.
Since the function t 7→ Ut is measurable, we can obtain a measurable selection
so that our set Ut is non-empty. We now consider our controls restricted to Ut.
Suppose that x¯(·) solves PDB, then L(x¯(t), x¯∆(t), v¯(t)) ≤ L(x(t), x∆(t), v(t)) for all
x(·). Suppose that (x˜(·), u˜(·)) solves PDC . Since, u˜(·) = ˙˜x(·) = v˜(·) and u˜(·) ∈ Ut,
we then have that for almost all t ∈ [0, T ]
L(x˜(t), x˜∆(t), v˜(t)) = L0(x˜(t), x˜∆(t), u˜(t))
≤ L0(x¯(t), x¯∆(t), u¯(t)) = L(x¯(t), x¯∆(t), v¯(t)).
But, since x¯(·) solves PDB,
L0(x¯(t), x¯∆(t), u¯(t)) = L(x¯(t), x¯∆(t), v¯(t))
≤ L(x˜(t), x˜∆(t), v˜(t)) = L0(x˜(t), x˜∆(t), u˜(t)),
hence it must be that L0(x¯(t), x¯∆(t), u¯(t)) = L0(x˜(t), x˜∆(t), u˜(t)). And thus, the
minimum value for PDC is attained with (x¯(·), u¯(·)) ∈ X × Ut. This completes the
proof of our proposition.
Although the argument in the above proposition uses a fixed constant time
delay ∆ > 0, a similar argument may be used when ∆(·) is a function of bounded
variation. We can see that equivalence between the generalized problem of Bolza
and the measurable control problem is clear in both the case without time delay
[28] and, by the above proposition, in the case of time delay in the state variable.
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However, in the neutral problem, where the Lagrangian L also depends on x˙(t−∆),
this equivalence does not seem to hold. One can show that the problem of Bolza
encompasses the measurable control problem but the converse is not true.
2.2 The Neutral Case
Consider the neutral problem of Bolza (PNB) and the measurable control problem
with delay in both the state and control variables (PNC). They are defined as
follows:
(PNB) min
x(·)∈X
∫ T
0
L(x(t), x(t−∆), x˙(t), x˙(t−∆)) dt, (2.8)
(PNC) min
x(·)∈X
∫ T
0
L0(x(t), x(t−∆), u(t), u(t−∆)) dt (2.9)
for x˙(t) = f(x(t), x(t−∆), u(t), u(t−∆)
where each L : IRn× IRn× IRn× IRn → (−∞,∞] and L0 : IRn× IRn× IRm× IRm →
(−∞,∞] are lower semicontinuous in all variables. The delay ∆ > 0 is a fixed
constant. We assume that f : IRn × IRn × IRm × IRm → IRn is Lipschitz, u(t) ∈ U
for almost all t ∈ [0, T ] and u(t) := 0 for all t < 0. We define x(t) := c(t) for
almost all t ∈ [−∆, 0], where c(·) is an absolutely continous function in [∆, 0].
We proceed to show that PNB encompasses PNC . We again write x∆(t) := x(· −
∆) and u∆(t) := u(· −∆).
Proposition 2.2.1. If x(·) solves PNB then there exists u(·) ∈ U so that (x(·), u(·))
solves PNC
Proof. To show that given a solution x¯(·) to PNB we can find u¯(·) ∈ U so that
(x¯(·), u¯(·)) solves PNC , we let m = n and define u(t) := x˙(t) =
f(x(t), x∆(t), u(t), u∆(t)). Consider the set
Ut :=
{
u(·) ∈ U : L(x(t), x∆(t), v(t), v∆(t)) = L0(x(t), x∆(t), u(t), u∆(t))
}
.
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Since the function t 7→ Ut is measurable, we can obtain a measurable selection so
that our set Ut is non-empty. We now consider our controls restricted to Ut. Suppose
that x¯(·) solves PNB, then L(x¯(t), x¯∆(t), v¯(t), v¯∆(t)) ≤ L(x(t), x∆(t), v(t), v∆(t)) for
all x(·). Suppose that (x˜(·), u˜(·)) solves PNC , then
L0(x˜(t), x˜∆(t), u˜(t), u˜∆(t)) ≤ L0(x¯(t), x¯∆(t), u¯(t), u¯∆(t)).
But, since x¯(·) solves PNB and each of u˜ and u¯ are elements of Ut, the following
relationship holds almost everywhere,
L0(x¯(t), x¯∆(t), u¯(t), u¯∆(t)) = L(x¯(t), x¯∆(t), v¯(t), v¯∆(t))
≤ L(x˜(t), x˜∆(t), v˜(t), v˜∆(t)) = L0(x˜(t), x˜∆(t), u˜(t), u˜∆(t)).
Hence it must be that
L0(x¯(t), x¯∆(t), u¯(t), u¯∆(t)) = L0(x˜(t), x˜∆(t), u˜(t), u˜∆(t)).
Therefore, the minimum value for PNC is attained with (x¯(·), u¯(·)) ∈ X ×Ut. This
completes our proof.
If we were to attempt the same method of proof, as in Proposition 1, to show
that a solution to PNC also solves PNB we would define
L(x(t), x∆(t), v(t), v∆(t)) :=
min
u1,u2∈U
{
L0(x(t), x∆(t), u1, u2) : v(t) = f(x(t), x∆(t), u1, u2)
}
.
Although the above minimum exists, if it is attained at say u¯1, u¯2, there is no
reason why u¯2(t) = u¯1(t−∆). This makes it possible for (x¯(·), u¯(·)) to solve PNC
while x¯(·) fails to be the solution to PNB. We provide a simple linear example for
which this occurs.
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Let u ∈ U with u(t) = t + b for some b ∈ IR. We will optimize over x ∈ X . We
let ∆ = 1 and x˙(t) = f(x(t), u(t), u(t − 1)) = Ax(t) + B(u(t) − u(t − 1)), where
A,B are positive real numbers and the initial condition is given by x(0) = x0. In
this case f has one solution x(t) = etAx0 +B(e
tA − 1). If we let
L0(x(t), u(t), u(t− 1)) = x2(t) + (u(t)− u(t− 1))2 = x2(t) + 1,
then the minimum in PNC is attained at
(x¯(t), u¯(t)) = (etAx0 + B(e
tA − 1), t). Here any control u(t) = t + b would have
satisfied since L0 is independent of u(·). Define
L(x(t), v(t), v∆(t)) = min
u1,u2∈U
{
L0(x(t), u1, u2) : v(t) = f(x(t), u1, u2)
}
= min
u1,u2∈U
{
x2(t) + (u1 − u2)2 : v(t) = f(x(t), u1, u2)
}
,
with initial condition x(0) = x0 for v(t). For any u1, u2 in U , x¯2(t) + (u1 − u2)2 ≥
x¯2(t). Minimizing over u1, u2 ∈ U we obtain
L(x¯(t), v¯(t), v¯∆(t)) ≥ x¯2(t) ≥ (etAx0)2 + (B(etA − 1))2.
The last inequality holds since x¯(t) = etAx0+B(e
tA−1). But, v(t) = f(x(t), u1, u2)
has a unique solution x˜(t) = etAx0 + (u2 − u1)B(etA − 1) so that
L(x˜(t), v˜(t), v˜∆(t)) = min
u1,u2∈U
{
x˜2(t) + (u1 − u2)2
} ≤ (etAx0)2
< (etAx0)
2 + (B(etA − 1))2 < L(x¯(t), v¯(t), v¯∆(t)).
Therefore, x¯(t) does not solve PNB, where the first inequality holds because we
can always take u1 = u2 when evaluating the minimum.
To be precise, our example simply shows that our method of proof does not
work but it does not show the failure of equivalence for these neutral problems.
The relationship between the two problems is not clear but we suspect that the
two problems are not equivalent in general.
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Chapter 3
Value Functions and a Decoupling
Technique
3.1 Optimal Control and Value Functions
Consider the constrained optimization problem of minimizing a function f(x) over
all points x subject to h(x) − α = 0, where f : IRn 7→ IR and h : IRn 7→ IRm
are given and are smooth. We refer to this problem as P (α). We associate with
this problem the value function V (·) whose value V (α) is the infimum of P (α). In
general, V may take values in [−∞,∞], having value∞ when there are no feasible
values x satisfying the constraint h(x)− α = 0. By definition we observe that for
any x ∈ IRn, f(x) ≥ V (h(x)) = V (α) and equality holds for any x solving P (α).
Suppose x0 solves P (α). Then, we have that x 7→ f(x) − V (h(x)) attains a
minimum at x0. Thus, its derivative f
′(x0) + 〈∇V (0), h′(x0)〉 = 0. This is related
to the Lagrange multiplier rule. However, the problem with this line of reasoning
is that we are not guaranteed the existence of ∇V (0). Instead, we may use non-
smooth analysis results to show that for a vector ζ in the proximal subgradient of V
at 0, i.e. ζ ∈ ∂PV (0), we can obtain that if x0 solves P (0), then f ′(x0)+〈ζ, h′(x0)〉 =
0 holds. Still, we must consider whether ∂PV (0) is non-empty. Under the following
growth condition:
The set {x ∈ IRn : f(x) ≤ r, ‖h(x)‖ ≤ s} is bounded for every r, s ∈ IR, we may
conclude that V (·) is l.s.c. and obtain our desired result as follows.
Here are some results obtained concerning the set ∂PV (0). Assuming the above
growth condition and that V (0) <∞, the following hold:
1. A solution to P (0) exists. (This holds assuming only that V (0) <∞).
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2. There exists a sequence {αi} → 0 with V (αi) → V (0) and points ζi ∈
∂PV (αi), xi solving P (αi), so that
f ′(xi) + ζTh′(xi) = 0
for each i. This result follows from the Density theorem.
3. Suppose that for each feasible x, the Jacobian h′(x) is of maximal rank. Then
V (·) is Lipschitz near zero, and we have
∅ 6= ∂LV (0) ⊂
⋃{
ζ ∈ IRm : f ′(x) + ζTh′(x) = 0},
where the union is taken over all feasible x.
4. If we assume normality of the solution x,
i.e. 0 ∈ ∂L〈ζ, h(·)〉)(x) ⇒ ζ = 0, then we get the same result as 3. for f, h
locally Lipschitz.
Complete proofs showing the derivation of the above claims concerning ∂PV (0)
may be found in ([3], pp. 103-108).
3.2 Clarke’s Decoupling Principle
In our approach, we use value functions together with a decoupling principle intro-
duced by Clarke [2] in order to derive necessary conditions for optimal solutions of
constrained problems with time delay. In his paper A decoupling principle in the
calculus of variations [2], Clarke considers the generalized problem of Bolza (2.1)
and introduces these standards assumptions:
(C1) ` is lower semicontinuous and bounded below;
(C2) At least one of the following sets is bounded:
{γ : `(γ, τ) <∞ for some τ} {τ : `(γ, τ) <∞ for some γ}
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(C3) L(t, x, v) is lower semicontinuous in (x, v), is L×B measurable in t and (x, v),
and is convex in v.
(C4) There exists a function θ : [0,∞)→ IR satisfying limr→∞ θ(r)/r =∞ and so
that
L
(
t, x, v
) ≥ θ(|v|) for all v ∈ IRn.
Using the “decoupling” principle Clarke obtains necessary conditions for optimal
solutions of the Bolza problem. The term “decoupling” refers to a general opti-
mization technique that can be roughly described as follows: additional free (i.e.
nonconstrained) variables are introduced to parameterize a family of auxiliary
problems and a proximal subgradient of the value function associated to these
parameters will be the predecessor of a Lagrange multiplier of the original con-
strained problem. In our context, the new parameters can be subsequently used
as perturbations to a given optimal arc and are related to the constraints of the
original problem through the subgradient inequalities. Clarke’s beautiful idea in
[2], was to treat the condition that x˙(t) is the derivative of a trajectory x(t) as
a constraint. This leads to considering a minimization of a Bolza-type functional
with the minimization taken over functions
(
u(·), v(·)) ∈ L2[0, T ]× L1[0, T ] under
the constraint u(t) = x0 +
∫ t
0
v(s) ds. Under additional assumptions, the subgradi-
ents with respect to these parameters can be shown to limit to adjoint arcs for the
original problem as the parameters approach 0. The decoupling technique is also
used as a tool in the derivation of necessary conditions in ([3],pp.230-243).
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Chapter 4
Existence of Solutions to Neutral Bolza
Problems
The existence of a solution for the general problem of Bolza without delay was
established by Rockafellar [28] using the direct method in the Calculus of Vari-
ations. In what follows, we use a similar method of proof to obtain existence of
solutions for our neutral problem of Bolza. The generalized problem of Bolza with
time delay in the state and velocity variables involves an integral functional of the
form
Λ
(
x(·)) := ∫ T
0
L
(
t, x(t), x(t−∆), x˙(t), x˙(t−∆)) dt, (4.1)
where L : [0, T ] × IRn × IRn × IRn × IRn → (−∞,∞] is given data and, as is now
standard in variational analysis [2, 28], is allowed to take on +∞ values as a means
to incorporate constraints. The infinite penalization technique has an obvious and
natural extension to delay problems. The time delay ∆ > 0 is a fixed constant. The
delayed velocity variable x˙(t) is set equal to 0 in the interval [−∆, 0], and the given
fixed initial state variable (the “initial tail”) c(·) : [−∆, 0]→ IRn is assumed to be
in L2[−∆, 0]. Notice that the definition of x˙(s) = 0 for each s < 0 is an arbitrary
choice of a “tail ”for the derivative. This “tail”may be replaced by any piecewise
continuous function ξ(·). Another option is to define x˙(s) = c˙(s) for all s ∈ [−∆, 0]
but this would require that c(·) be absolutely continuous. The generalized Bolza
problem with time delay is the following optimization problem:
minimize `
(
x(T )
)
+ Λ
(
x(·)) (4.2)
over x(·) ∈ AC[0, T ] (= the absolutely continuous arcs defined from [0, T ] into
IRn), and where ` : IRn → (−∞,∞] and x(t) = c(t) for all t ∈ [−∆, 0]. The
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usual conventions of extended-valued real arithmetic are in use here; in particular,
∞−∞ = ∞. An arc x(·) ∈ AC[0, T ] is said to be feasible for (4.2) provided the
sum `
(
x(T )
)
+ Λ
(
x(·)) is finite.
4.1 Assumptions
In order to obtain existence of solutions for the Neutral Bolza Problem, we assume
the following basic assumptions.
(H1) ` is lower semi-continuous and bounded below;
(H2) L(t, x, y, v, w) is lower semi-continuous in (x, y, v, w), is L×B-measurable on
[0, T ]× IR4n, and is (jointly) convex in (v, w).
(H3) There exists a nondecreasing function θ : [0,∞)→ IR satisfying
limr→∞ θ(r)/r =∞ so that
L
(
t, x, y, v, w
) ≥ θ(|v|)+ θ(|w|) for all v, w ∈ IRn.
These assumptions are the natural extension of those used by Clarke [2] and in
[28] and [30], adding delays in [28] and ∞ in [30].
4.2 The Dunford-Pettis Criterion
For the sake of completeness, we provide a proof of the Dunford-Pettis Criterion,
which is used in our existence proof. The proof is adapted from Functional Anal-
ysis Theory and Applications by Edwards [8]. Recall that the weak topology on
a Banach space E, with dual E ′ is the weakest topology on E relative to which
each of the linear forms x → 〈x, x′〉, x ∈ E, x′ ∈ E ′, are continuous. The weak*
topology is the weakest topology on E ′ relative to which each of the linear forms
x→ 〈x′, x′′〉, x′′ ∈ E ′′, are continuous.
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Theorem 4.2.1. Let T be a compact set with positive Radon measure µ. Let P be
a subset of L1. Suppose
(1) sup{∫ |f | dµ : f ∈ P} <∞
(2) Given  > 0, there exists δ > 0 such that if A ⊂ T ,µ(A) < δ then
sup{∫
A
|f | dµ : f ∈ P} ≤ .
Then, P is weakly relatively compact.
Proof. By (1) P is bounded in L1 and therefore it is bounded in the dual of L∞.
But, the bounded sets in the dual are exactly those sets that are weak* relatively
compact. Therefore P is weak* relatively compact in the dual of L∞, (L∞)∗. Let
P¯ be the (compact) weak* closure of P in (L∞)∗. We must show that P¯ ⊂ L1 (or
more precisely that each element in P¯ can be identified with an element in L1).
Let L be a continuous linear functional in P¯ . From (2) it follows that for any
 > 0, there is a δ > 0 so that for A as in (2), g ∈ L∞, |g| ≤ XA, and for each
f ∈ P ∣∣∫ fg dµ∣∣ ≤ ∫
A
|f |dµ ≤ . (4.3)
Since L ∈ P¯ , |L(g)| ≤  when g is as above. Now, consider the restriction of
L to the set of continuous functions with compact support in T , and denote this
set as K(T ). By the Riez representation theorem there exists a Radon measure
λ so that L(g) =
∫
g dλ when g ∈ K(T ). Also, ∣∣∫ g dλ∣∣ = ∣∣L(g)∣∣ ≤  when
g ∈ K(T ), |g| ≤ XA, and µ(A) ≤ δ. But, this means that |λ|(A) ≤ sup |
∫
gdλ| ≤ .
Therefore, λ is absolutely continuous with respect to µ. By the Radon-Nykodym
theorem there exists an integrable function f0 so that λ = f0µ. Hence,
L(g) =
∫
f0g dµ (4.4)
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when g ∈ K(T ).
We now wish to extend this characterization of L for all functions g ∈ L∞. In
order to show this, choose a function g ∈ L∞. By Lusin’s theorem we may find
a function gn so that gn = g for all t except in a set of small measure and with
‖gn‖∞ ≤ ‖g‖∞. Choose a sequence of such functions {gn} and choose δ′ so that
for some N and n > N , when µ({t : gn 6= g}) < δ′,
∫
{t:gn 6=g} |h| dµ < /
(
2‖g‖∞
)
for
each h. Our desired result follows from the following claims:
Claim 4.2.1.
∫
f0gn dµ→
∫
f0g dµ
Proof. This can be observed in the following estimate.
∣∣∫ f0gn dµ− ∫ f0g dµ∣∣ ≤ ∫ |f0||gn − g| dµ
=
∫
{t:gn 6=g}
|f0||gn − g| dµ <  (4.5)
where the last inequality follows from our choice of δ′ and f0 ∈ L1.
Claim 4.2.2. L(gn)→ L(g)
Proof. Since L is a linear functional we have that |L(gn) − L(g)| = |L(gn − g)|.
Now, since gn = g except in a set of measure δ
′ and for each f ∈ P ,
∣∣∫ f(gn − g) dµ| ≤ 2‖g‖∞ ∫
{t:gn 6=g}
|f | dµ < .
The last inequality follows from our choice of δ′ and f ∈ P . But, since L ∈ P¯ ,
this means that under all these same properties
∣∣L(gn − g)∣∣ <  which proves our
claim.
The above claims combined imply that L(g) =
∫
f0g dµ for each g ∈ L∞. Thus,
for each L ∈ P¯ there exists f0 ∈ L1 such that L(g) =
∫
f0g dµ. Therefore, there is
an injection L1 ↪→ (L∞)∗, which concludes our proof.
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4.3 An Existence Theorem
We now proceed to show existence of solutions for the neutral problem of Bolza
(4.2).
Theorem 4.3.1. If there exists at least one x(·) ∈ AC[0, T ] that is feasible for
(4.2), then there exists an arc x¯(·) ∈ AC[0, T ] that solves (4.2).
There are two main ingredients to the proof, and these are separately given in
the following lemmas.
Lemma 4.3.2. Suppose X ⊆ AC[0, T ] and V ⊆ L1[0, T ] are nonempty so that
sup
x(·)∈X ,v(·)∈V
∫ T
0
L(t, x(t), x(t−∆), v(t), v(t−∆)) dt < K <∞. (4.6)
Then V is weakly sequentially precompact.
Proof. The crucial information is contained in the estimate (4.7). For every v(·) ∈
V , we have by (H3) and (4.6) that
∫ T
0
θ(|v(t)|) + θ(|v(t−∆)|) dt < K.
Also,
∫ T
0
θ(|v(t)|) dt ≤ K−Tθ(0) since θ(0) is the min value of θ. Let I ⊆ [0, T ] be
any measurable set and R > 0 so that θ(R) > 0, and define A := I∩{t : |v(t)| ≤ R}
and B := I ∩ {t : |v(t)| > R}. Then
∫
I
|v(t)| dt =
∫
A
|v(t)| dt+
∫
B
|v(t)| dt
≤ Rm(I) +
∫
B
|v(t)|
θ(|v(t)|)θ(|v(t)|) dt
≤ Rm(I) +
∫
B
sup
r≥R
r
θ(r)
θ(|v(t)|) dt
≤ Rm(I) + (K − Tθ(0)) sup
r≥R
r
θ(r)
.
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Notice that θ(|v(t)|) ≥ θ(R) > 0 for t ∈ B, so that dividing by θ(|v(t)|) is permit-
ted. To summarize, there exists a constant k so that
sup
v(·)∈V
∫
I
|v(t) dt ≤ Rm(I) + k sup
r≥R
r
θ(r)
(4.7)
for all measurable I ⊆ [0, T ] and large R.
Now recall the Dunford-Pettis criterion (page 274 of [8]), which says that V ⊆
L1[0, T ] is weakly sequentially precompact if and only if
(i) supv(·)∈V ‖v(·)‖1 <∞, and
(ii) For all ε > 0 there exists a δ > 0 such that m(I) < δ implies
∫
I
|v(s)| ds < ε
for all v(·) ∈ V .
Since r
θ(r)
→ 0 as r →∞, (i) follows immediately from (4.7) by letting I = [0, T ].
To see (ii), let ε > 0. There exists R > 0 such that supr≥R
r
θ(r)
< ε
2k¯
. Let δ = ε
2R
.
If m(I) < δ, then it follows from (4.7) that∫
I
|v(s)| ds ≤ Rδ + k ε
2k
< ε.
This shows (ii) holds and the lemma is proved.
The second ingredient in the proof of Theorem 4.3.1 is the weak lower semicon-
tinuity of the Λ(·) in (4.2), and for this purpose, we introduce the following natural
modification of the maximized Hamiltonian:
H : IR× IR4n → IR
H
(
t, x, y, p, q
)
:= sup
(v,w)∈IR2n
{〈p, v〉+ 〈q, w〉 − L(t, x, y, v, w)}. (4.8)
As in nondelay problems ([28]), H is upper semi-continuous in (x, y, v, w), L× B-
measurable on [0, T ] × IR4n, and is (jointly) convex in (p, q). The joint convexity
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of L in (v, w) implies the conjugacy relationship
L(t, x, y, v, w) = sup
(p,q)∈IR2n
{〈p, v〉+ 〈q, w〉 −H(t, x, y, p, q)}.
The following proposition says, in essence, that the conjugacy “goes through” an
integral, and a proof can be found in Theorem 1 of [27].
Proposition 4.3.3. Suppose x(·), y(·), v(·), and w(·) are measurable satisfying
L
(
x(·), y(·), v(·), w(·)) ∈ L1[0, T ]. Then ∫ T
0
L(t, x(t), y(t), v(t), w(t)) dt is equal to
the supremum of
∫ T
0
[〈p(t), v(t)〉+ 〈q(t), w(t)〉 −H(t, x(t), y(t), p(t), q(t))] dt
taken over
(
p(·), q(·)) in L∞ (= the bounded measurable functions defined from
[0, T ] into IR2n).
We proceed to show the lower semicontinuity of Λ(·). The notation vi(t) w→ v¯(t)
means that {vi(·)} weakly converges to v¯(·) in L1[0, T ].
Lemma 4.3.4. Suppose sequences {xi(·)} ⊆ L2[0, T ] and {vi(·)} ⊆ L1[0, T ] are
such that xi(t)→ x¯(t) for almost all t in [0, T ] and vi(t) w→ v¯(t). Then,
∫ T
0
L
(
t, x¯(t), x¯(t−∆), v¯(t), v¯(t−∆)) dt
≤ lim inf
i→∞
∫ T
0
L
(
t, xi(t), xi(t−∆), vi(t), vi(t−∆)
)
dt.
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Proof. It follows from Proposition 4.3.3 that
lim inf
i→∞
∫ T
0
L(t, xi(t), xi(t−∆), vi(t), vi(t−∆)) dt
= lim inf
i→∞
sup
(p(·),q(·))∈L∞
{∫ T
0
〈p(t), vi(t)〉+ 〈q(t), vi(t−∆)〉
−H (t, xi(t), xi(t−∆), p(t), q(t)) dt
}
≥ sup
(p(·),q(·))∈L∞
lim inf
i→∞
{∫ T
0
〈p(t), vi(t)〉+ 〈q(t), vi(t−∆)〉
−H (t, xi(t), xi(t−∆), p(t), q(t)) dt
}
≥ sup
(p(·),q(·))∈L∞
{∫ T
0
〈p(t), v¯(t)〉+ 〈q(t), v¯(t−∆)〉
− lim sup
i→∞
H (t, xi(t), xi(t−∆), p(t), q(t)) dt
}
≥ sup
(p(·),q(·))∈L∞
{∫ T
0
〈p(t), v¯(t)〉+ 〈q(t), v¯(t−∆)〉
−H(t, x¯(t), x¯(t−∆), p(t), q(t)) dt}
=
∫ T
0
L (t, x¯(t), x¯(t−∆), v¯(t), v¯(t−∆)) dt.
The second inequality is justified by Fatou’s Lemma and vi(t)
w→ v¯(t), the last
inequality since H is upper semicontinuous, and the final equality by Proposi-
tion 4.3.3.
Proof. (of Theorem 4.3.1) From our assumption of existence of a feasible x(·), we
can select a minimizing sequence {xi(·)} ⊂ AC[0, T ] so that for each i, `(xi(T )) +
Λ
(
xi(·)
) ≤ `(x(T )) + Λ(x(·)) < ∞. Furthermore, `(·) is bounded below and
`(xi(T )) + Λ
(
xi(·)
)
is bounded above so that Λ
(
xi(·)
)
is bounded above, and so
by Lemma 4.3.2 there exists v¯(·) ∈ L1[0, T ] and a subsequence (which we do not
relabel) satisfying x˙i(·) w→ v¯(·). Defining x¯(·) ∈ AC[0, T ] by
x¯(t) = c(0) +
∫ t
0
v¯(s) ds
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(and set equal to c(t) for t ∈ [−∆, 0]), we have xi(t) → x¯(t) for all t ∈ [0, T ]. It
follows from Lemma 4.3.4 and (H1) that
`
(
x¯(T )
)
+ Λ
(
x¯(·)) ≤ lim inf
i→∞
`
(
xi(T )
)
+ Λ
(
xi(·)
)
Since {xi(·)} is a minimizing sequence, it follows that x¯(·) solves (4.2).
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Chapter 5
The Decoupling Principle and Delay
We now consider the neutral problem of Bolza with a delay function of bounded
variation appearing in the state and velocity variables of the Lagrangian L. We
consider the following functional:
Λ
(
x(·)) := `(x(T )) + ∫ T
0
L
(
t, x(t), x(t−∆(t)), x˙(t), x˙(t−∆(t))) dt, (5.1)
where ` : IRn → (−∞,∞] and L : [0, T ] × IRn × IRn × IRn × IRn → (−∞,∞] are
the given data and are allowed to take on +∞ values as a means to incorporate
constraints. The delay is a function of bounded variation ∆ : [0, T ]→ [0,∆0] with
|∆˙(t)| ≤ K∆, ∆(0) = 0, and where ∆0 > 0 and K∆ > 0 are fixed constants. We
are also given the fixed initial data (the “initial tail”) c : [−∆0, 0] → IRn that is
assumed to be in L2[−∆0, 0].
NPB with varying time delay is the following optimization problem:
minimize Λ
(
x(·)) (5.2)
over x(·) ∈ AC[0, T ], where x(t) = c(t) and x˙(t) = 0 for almost all t ∈ [−∆0, 0].
5.1 Decoupling and the Neutral Bolza Problem
In this section we show that Clarke’s decoupling principle [2] can be extended to
problem (5.2) by treating the delayed arcs x(t−∆(t)) and x˙(t−∆(t)) as additional
constraints, in which, x(t −∆(t)) and x˙(t −∆(t)) are the time delays of the arcs
x(·) and x˙(·) respectively.
Let X := IRn ×L2[0, T ]×L2[0, T ]×L1[0, T ]×L1[0, T ]. A new Bolza-type func-
tional Γ : X → (−∞,∞] that is similar to (5.1) is defined by
Γ
(
γ, u(·), w(·), v1(·), v2(·)
)
:= `
(
γ
)
+
∫ T
0
L
(
t, u(t), w(t), v1(t), v2(t)
)
dt. (5.3)
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It is not difficult to show that problem (5.2) is equivalent to minimizing Γ over X
subject to the constraints
u(t) = x(0) +
∫ t
0
v1(s) ds (5.4)
γ = x(0) +
∫ T
0
v1(t) dt (5.5)
v2(t) = v1(t−∆(t)) (5.6)
w(t) = ξ(t)[c(t−∆(t))− x(0)] + x(0) +
∫ t
0
v2(s)[1− ∆˙(s)] ds, (5.7)
∀t ∈ [0, T ]. We define ξ(t) as follows:
ξ(t) =

1, if t−∆(t) < 0;
0 otherwise,
(5.8)
and we define v1(t) = 0 for each t ∈ [−∆0, 0]. Indeed, (5.4) says that x(t) := u(t)
is absolutely continuous, (5.5) implies that γ is the endpoint x(T ), and (5.6)-
(5.7) together say that w(t) = x(t − ∆(t)) for t ∈ [0, T ]. The following function
D : X → IR is used to monitor how far an element (γ, u(·), w(·), v1(·), v2(·)) ∈ X
is from satisfying (5.4)-(5.7):
D(γ, u(·), w(·), v1(·), v2(·)) =∣∣∣∣γ − x(0)− ∫ T
0
v1(t) dt
∣∣∣∣+ ∫ T
0
∣∣∣∣u(t)− x(0)− ∫ t
0
v1(s) ds
∣∣∣∣2 dt
+
∫ T
0
∣∣∣∣w(t)− ξ(t)[c(t−∆(t))− x(0)]− x(0)− ∫ t
0
v2(s)[1− ∆˙(s)] ds
∣∣∣∣2 dt
+
∫ T
0
|v2(t)− v1(t−∆(t))| dt.
It is clear that (5.4)-(5.7) hold if and only if D(γ, u(·), w(·), v1(·), v2(·)) = 0. The
decoupling principle is contained in the following theorem.
Theorem 5.1.1. Suppose (H1)-(H3) from section 4.3 hold and  > 0. Then there
exist a constant σ > 0, an element
(
γ¯, u¯(·), w¯(·), v¯1(·), v¯2(·)
) ∈ X , and absolutely
continuous arcs p(·) and q(·) defined on [0, T ] so that
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(a) D(γ¯, u¯(·), w¯(·), v¯1(·), v¯2(·)) < ;
(b) Γ
(
γ¯, u¯(·), w¯(·), v¯1(·), v¯2(·)
)
is within  of the minimum value in (5.2);
(c) for almost all t ∈ [0, T ], the map
(u,w, v1, v2) 7→ L(t, u, w, v1, v2)− 〈p˙(t), u〉 − 〈q˙(t), w〉 − 〈p(t), v1〉
− 〈q(t)[1− ∆˙(t)], v2〉
+ σ
{
|u− u¯(t)|2 + |w − w¯(t)|2 + |v1 − v¯1(t)|2 + |v2 − v¯2(t)|2
}
is minimized at (u,w, v1, v2) =
(
u¯(t), w¯(t), v¯1(t), v¯2(t)
)
; and
(d) the map
γ 7→ `(γ) + 〈γ, p(T )〉+ σ|γ − γ¯|2
is minimized at γ = γ¯.
Proof. Denote Pη,α,β as the problem of minimizing over all arcs x(·) the functional
Λη,α(·),β(·)
(
x(·)) :=
`
(
x(T )+ η
)
+
∫ T
0
L
(
t, x(t)+α(t), x(t−∆(t))+β(t), x˙(t), x˙(t−∆(t))) dt, (5.9)
where x(t) is set equal to c(t) for t ∈ [−∆0, 0],
(
η, α(·), β(·)) ∈ IRn × L2[0, T ] ×
L2[0, T ], and where x˙(t−∆(t)) and β(·) ∈ L2[0, T ] are each set equal to 0 whenever
t −∆(t) < 0 to ensure we do not perturb the tail. Note that the integral in (5.9)
is well-defined since it is a normal integrand [25].
Define a value function V : IRn × L2[0, T ] × L2[0, T ] → (−∞,∞] by setting
V
(
η, α(·), β(·)) as the minimum value in (5.9). Here V (η, α(·), β(·)) = ∞ if there
are no feasible arcs for Pη,α,β. We begin with a lemma.
Lemma 5.1.2. V is lower semicontinuous. If V
(
η, α(·), β(·)) <∞ then a solution
to Pη,α,β exists.
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Proof. Choose
(
η, α(·), β(·)) ∈ IRn × L2[0, T ] × L2[0, T ]. To simplify notation,
we define κ := (η, α(·), β(·)). To proove that V is lower semicontinuous, i.e.
lim inf(κi→κ) V (κi) ≥ V (κ), we consider two cases.
Case1:V (κ) =∞
Choose a sequence κi converging almost everywhere, in t, to κ and suppose there
is a subsequence, we do not relable, {κi} so that V (κi) <∞ for each i. Then, for
each i, there exists a feasible arc xi so that Λκi(xi) <∞. Choose a minimizing sub-
sequence, without relabling, {xi} converging a.e. to x¯. Consider the set of feasible
arcs
B1 := {x : Λκi(x) ≤ Λκi(x¯)}.
By lower semicotinuity of Λ(·) we know that, for each i, Λκi
(
xi
) ≥ Λκi(x¯). This
means that Λκi
(
x¯
)
<∞. Taking the limit of Λκi and by the lower semicontinuity
of Λ(·) this implies that Λκ
(
x¯
)
<∞. But this is a contradiction since∞ = V (κ) ≤
Λκ
(
x¯
)
<∞. Thus it must be that for our original sequence V (κi) =∞ for each i
so that in this case V is lower semicontinuous.
Case2:V (κ) <∞
Choose a sequence κi → κ a.e. and suppose that, for each i,
V (κi) ≤ V (κ) − 2 . Then V (κi) < ∞ so, for each i, there exists a feasible arc
xi so that Λκi(xi) < ∞. Thus, Pκi has a solution, say x¯i. From our asumption
Λκi(x¯i) ≤ V (κ)− 2 . Consider the set of feasible arcs
M2 := {x : Λκi
(
x
) ≤ V (κ); ‖κi − κ‖ < }.
Choose a sequence {xj} ⊂ B2 with xj → x¯. Since B2 is closed x¯ ∈ B2. But then,
limΛκi(x¯) = Λκ(x¯) ≤ V (κ). This implies that Λκi(x¯) ≤ V (κ)− 2 ≤ Λκ(x¯)− 2 . But
this contradicts the lower semicontinuity of Λ. Hence, V (κi) > V (κ) so that V is
lower semicontinuous.
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The existence of a solution to Pη,α,β follows from the Existence Theorem in
Chapter 4.
The Density Theorem ([3], Theorem 3.1) of proximal analysis guarantees that
for any  > 0 there exists
(
η¯, α¯(·), β¯(·)) ∈ IRn × L2[0, T ] × L2[0, T ] with |η¯| +
‖α¯‖2 + ‖β¯‖2 <  and with |V
(
η¯, α¯(·), β¯(·))− V (0, 0, 0)| < . And that there exists(
ζ, φ(·), ψ(·)) ∈ IRn × L2[0, T ] × L2[0, T ] with (ζ, φ(·), ψ(·)) ∈ ∂PV (η¯, α¯(·), β¯(·)),
where ∂PV denotes the proximal subgradient of V . Notice that ψ(t) = 0 for all
t ∈ [−∆0, 0] satisfying t − ∆(t) < 0. By the proximal subgradient inequality we
have that there exist δ′ > 0 and σ′ > 0 such that for all (η, α, β) ∈ B((η¯, α¯, β¯), δ′)
the following inequality holds.
V (η, α, β)− V (η¯, α¯, β¯) + σ′{|η − η¯|2 + ‖α− α¯‖22 + ‖β − β¯‖22}
≥ 〈ζ, η − η¯〉+ 〈φ, α− α¯〉+ 〈ψ, β − β¯〉 (5.10)
Let x¯(·) be an optimal solution to (5.9) with (η, α(·), β(·)) = (η¯, α¯(·), β¯(·)), which
implies that V (η¯, α¯, β¯) = Λη¯,α¯,β¯(x¯). It is given, from the definition of V , that for
any arc x(·) one has V (η, α, β) ≤ Λη,α,β(x). We may substitute this in (5.10) to
obtain:
Λη,α,β(x)− 〈ζ, η〉 − 〈φ, α〉 − 〈ψ, β〉+ σ′{|η¯ − η|2 + ‖α¯− α‖22 + ‖β¯ − β‖22}
≥ ibid(η¯, α¯, β¯, x¯) (5.11)
Our notation follows [2] where ibid(η¯, α¯, β¯, x¯) is used to represent the left hand side
of the inequality but with the variables (η, α, β, x) substituted by (η¯, α¯, β¯, x¯). We
convert the parameter variables to perturbed arcs using the following change of
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notation:
x(·) + α(·) := u(·) x˙(·) := v1(·)
x(T ) + η := γ
x¯(·) + α¯(·) := u¯(·) ˙¯x(·) := v¯1(·)
x¯(T ) + η¯ := γ¯
x(· −∆(·)) + β(·) := w(·) x˙(· −∆(·)) := v2(·)
x¯(· −∆(·)) + β¯(·) := w¯(·) ˙¯x(· −∆(·)) := v¯2(·)
where v1(t) := 0 when t ∈ [−∆0, 0] and v2(t) := 0 when t−∆(t) < 0 since we are
not concerned with the derivative of the tail c(·), which may not exist. Now, using
the new variables, (5.11) becomes
`
(
γ
)
+
∫ T
0
L
(
t, u(t), w(t), v1(t), v2(t)
)
dt− 〈ζ, γ − x(T )〉
−
∫ T
0
{〈φ(t), u(t)− x(t)〉+ 〈ψ(t), w(t)− x(t−∆(t))〉} dt
+ σ′{‖u− x− u¯+ x¯‖22 + |γ − x(T )− γ¯ + x¯(T )|2
+ ‖w − x∆ − w¯ + x¯∆‖22} ≥ ibid(γ¯, u¯, x¯, w¯, v¯1, v¯2). (5.12)
In an effort to simplify notation, we are using x∆ := x(t − ∆(t)) and x¯∆ :=
x¯(t − ∆(t)). Since for any a, b we have (a + b)2 ≤ 2a2 + 2b2 the square terms in
(5.12) can be separated and the result is,
`
(
γ
)
+
∫ T
0
L
(
t, u(t), w(t), v1(t), v2(t)
)
dt− 〈ζ, γ − x(T )〉
−
∫ T
0
{〈φ(t), u(t)− x(t)〉+ 〈ψ(t), w(t)− x(t−∆(t))〉} dt
+ 2σ′{‖u− u¯‖22 + ‖x− x¯‖22 + ‖x∆ − x¯∆‖22 + |γ − γ¯|2
+ |x(T )− x¯(T )|2 + ‖w − w¯‖22} ≥ ibid(γ¯, u¯, x¯, w¯, v¯1, v¯2). (5.13)
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In order to eliminate the x(·) terms in the above equation we will use the following
estimates:
‖x(t)− x¯(t)‖2 =
∥∥∥∥(x(0)− x¯(0)) + ∫ t
0
{v1(s)− v¯1(s)} ds
∥∥∥∥
2
≤
√
T ‖v1(t)− v¯1(t)‖1
|x(T )− x¯(T )| =
∣∣∣∣(x(0)− x¯(0)) + ∫ T
0
{v1(s)− v¯1(s)}ds
∣∣∣∣
≤ |x(0)− x¯(0)|+
∫ T
0
|v1(s)− v¯1(s)| ds
= ‖v1 − v¯1‖1
‖x∆ − x¯∆‖2 =
∥∥∥∥(x(0)− x¯(0)) + ∫ t
0
{v2(s)− v¯2(s)}[1− ∆˙(s)] ds
∥∥∥∥
2
≤
√
T (1 +K∆) ‖v2(t)− v¯2(t)‖1 .
Substitution of these estimates into (5.13) results in
`
(
γ
)
+
∫ T
0
L
(
t, u(t), w(t), v1(t), v2(t)
)
dt− 〈ζ, γ − x(T )〉
−
∫ T
0
{〈φ(t), u(t)− x(t)〉+ 〈ψ(t), w(t)− x(t−∆(t))〉} dt
+ σ{‖u− u¯‖22 + ‖w − w¯‖22 + ‖v1 − v¯1‖21 + ‖v2 − v¯2‖21 + |γ − γ¯|2}
≥ ibid(γ¯, u¯, w¯, x¯, v¯1, v¯2), (5.14)
where σ := 2σ′(
√
T + 1)(1 +K∆).
Now, define arcs p(·) and q(·) in L2[0, T ] by
p(t) = −ζ −
∫ T
t
φ(s) ds (5.15)
q(t) = −
∫ T
t
ψ(s) ds . (5.16)
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Using integration by parts of we obtain,
∫ T
0
〈φ(t), x(t)〉 dt =
∫ T
0
〈p˙(t), x(t)〉 dt
= 〈p(t), x(t)〉
∣∣∣T
0
−
∫ T
0
〈p(t), v1(t)〉 dt
= 〈−p(T ), x(T )〉 − 〈p(0), x(0)〉 −
∫ T
0
〈p(t), v1(t)〉 dt
and
∫ T
0
〈ψ(t), x(t−∆(t))〉 dt =
∫ T
0
〈q˙(t), x(t−∆(t))〉 dt
= 〈q(t), x(t−∆(t))〉
∣∣∣T
0
−
∫ T
0
〈q(t), x˙(t−∆(t))[1− ∆˙(t)]〉 dt
= 0− 〈q(0), x(−∆(0))〉 −
∫ T
0
〈q(t)[1− ∆˙(t)], v2(t)〉 dt.
Substitution of these into (5.14) and since x(−∆(0)) = c(−∆(0)),
`
(
γ
)− 〈q(0), c(−∆(0))〉 − 〈p(0), x(0)〉+ 〈p(T ), γ〉+ σ|γ − γ¯|2
+
∫ T
0
{L(t, u(t), w(t), v1(t), v2(t))− 〈p˙(t), u(t)〉 − 〈q˙(t), w(t)〉 − 〈p(t), v1(t)〉
− 〈q(t)[1− ∆˙(t)], v2(t)〉} dt
+ σ{‖u− u¯‖22 + ‖w − w¯‖22 + ‖v1 − v¯1‖21 + ‖v2 − v¯2‖21}
≥ ibid(γ¯, u¯, w¯, v¯1, v¯2, x¯) . (5.17)
But notice that the terms 〈q(0), c(−∆(0))〉 and 〈p(0), x(0)〉 are on each side of the
inequality, do not depend on γ, , u, w, v1, v2 or x, and that x(0) = x¯(0). So, we may
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subtract them from each side of the inequality. Finally, we have
`
(
γ
)
+ 〈p(T ), γ〉+ σ|γ − γ¯|2
+
∫ T
0
{L(t, u(t), w(t), v1(t), v2(t))− 〈p˙(t), u(t)〉 − 〈q˙(t), w(t)〉 − 〈p(t), v1(t)〉
− 〈q(t)[1− ∆˙(t)], v2(t)〉} dt
+ σ{‖u− u¯‖22 + ‖w − w¯‖22 + ‖v1 − v¯1‖21 + ‖v2 − v¯2‖21} ≥ ibid(γ¯, u¯, w¯, v¯1, v¯2) .
(5.18)
We know that (5.18) holds as long as ‖α − α¯‖2 , |η − η¯|, and ‖β − β¯‖2 are each
less than δ′. But by definition
‖α− α¯‖2 =‖(u− u¯)− (x− x¯)‖2,
|η − η¯| =|(γ − γ¯)− (x(T )− x¯(T ))|, and
‖β − β¯‖2 =‖(w − w¯)− (x(t−∆(t))− x¯(t−∆(t)))‖2.
Since we bounded ‖x− x¯‖2, ‖x∆− x¯∆‖2, and |x(T )− x¯(T )| in terms of ‖v1− v¯1‖1
and ‖v2 − v¯2‖1, we only need for ‖u − u¯‖2,‖w − w¯‖2,‖v1 − v¯1‖1, ‖v2 − v¯2‖1, and
|γ − γ¯| to be small in order that our inequality (5.18) holds.
We now verify the statements (a) through (d) of the theorem.
(a)We must show that D(γ¯, u¯(·), w¯(·), v¯1(·), v¯2(·)) < . Notice that
∫ T
0
∣∣∣∣u¯(t)− c(0)− ∫ t
0
v¯1(s) ds
∣∣∣∣2 dt = ‖x¯− u¯‖22 = ‖α¯‖22,
∣∣∣∣γ¯ − c(0)− ∫ T
0
v¯1(t) dt
∣∣∣∣ = |x¯(T )− γ¯| = |η¯|,
∫ T
0
|v2(t)− v1(t−∆(t))| dt =
∫ T
0
|x˙(t−∆(t))− x˙(t−∆(t))| dt = 0,
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and ∫ T
0
∣∣∣∣w¯(t)− ξ(t) [c(t−∆(t))− x(0)]− x(0)− ∫ t
0
v¯2(s)[1− ∆˙(s)] ds
∣∣∣∣2 dt
=
∫ T
0
∣∣∣∣w¯(t)− x(0)− ∫ t
0
v¯2(s)[1− ∆˙(s)] ds
∣∣∣∣2 dt
= ‖w¯(t)− x¯(t−∆(t))‖2 = ‖β‖22.
But, ‖α¯‖2+ |η¯|+ ‖β¯‖2 <  by our original choice of α¯, η¯, and β¯, so that statement
(a) is satisfied. Now, lets prove (b).
(b)To show that the minimum value of Γ
(
γ¯, u¯(·), w¯(·), v¯1(·), v¯2(·)
)
is within  of
the minimum value in (4.3) we observe that min Γ
(
γ¯, u¯(·), w¯(·), v¯1(·), v¯2(·)
)
=
V (η¯, α¯, β¯) and that V (0, 0, 0) is the minimum for equation (4.3). Therefore, since
|V (η¯, α¯, β¯)− V (0, 0, 0)| < , it follows that (b) holds. Statement (d) is satisfied by
setting u = u¯, v1 = v¯1, v2 = v¯2, w = w¯ in (5.18). Thus, we have only left to show
that (c) holds.
Part (c) states that for almost all t ∈ [0, T ], the map
(u,w, v1, v2) 7→ L(t, u, w, v1, v2)− 〈p˙(t), u〉 − 〈q˙(t), w〉 − 〈p(t), v1〉
− 〈q(t)[1− ∆˙(t)], v2〉
+ σ
{
|u− u¯(t)|2 + |w − w¯(t)|2 + |v1 − v¯1(t)|2 + |v2 − v¯2(t)|2
}
is minimized at (u,w, v1, v2) =
(
u¯(t), w¯(t), v¯1(t), v¯2(t)
)
. To prove this let ft denote
the function
ft(u,w, v1, v2) = L(t, u, w, v1, v2)−〈p˙(t), u〉−〈q˙(t), w〉−〈p(t), v1〉−〈q(t)[1−∆˙(t)], v2〉
+ σ{|u− u¯(t)|2 + |w − w¯(t)|2 + |v1 − v¯1(t)|2 + |v2 − v¯2(t)|2}. (5.19)
Hypotheses (H2) and (H3) imply that ft attains a minimum for almost every t.
We will prove part (c) by establishing that
ft(u¯(t), w¯(t), v¯1(t), v¯2(t)) = min
(u,w,v1,v2)∈IR4n
ft(u,w, v1, v2).
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In fact, it is sufficient to show that for each r > 0 the set
A(r) :=
{
t ∈ [0, T ] : ft(u¯(t), w¯(t), v¯1(t), v¯2(t)) ≥ min
(u,w,v1,v2)∈IR4n
ft(u,w, v1, v2) + r
}
has measure zero.
Suppose not, then there exists an r > 0 withm(A(r)) > 0. Let Bi be a decreasing
sequence of subsets of A(r) such that for each i one has
1
i
m(A(r)) < m(Bi) <
3
i
m(A(r)).
Choose (u′(·), w′(·), v′1(·), v′2(·)) measurable such that for almost all t,
(u′(t), w′(t), v′1(t), v
′
2(t)) minimizes ft. The existence of this function follows from
standard measurable selection results ([25], pp. 157-207). To complete our proof
we must first show that u′,w′, v′1 − v¯1, and v′2 − v¯2 are in L2[0, T ]. Consider the
inequality
ft(u
′(t), w′(t), v′1(t), v
′
2(t)) ≤ ft(u¯(t), w¯(t), v¯1(t), v¯2(t)),
which by our choice of (u′(·), w′(·), v′1(·), v′2(·)) holds for almost all t. Let b be the
lower bound for the function L. After simplifying, we obtain from our definition of
ft in (5.19),
L(t, u′(t), w′(t), v′1(t), v
′
2(t))− 〈p˙(t), u′(t)〉 − 〈q˙(t), w′(t)〉
+ 〈p(t), v′1(t)〉+ 〈q(t)[1− ∆˙(t)], v′2(t)〉
+ σ{|u′(t)− u¯(t)|2 + |w′(t)− w¯(t)|2 + |v′1(t)− v¯1(t)|2 + |v′2(t)− v¯2(t)|2}
≤ L(t, u¯(t), w¯(t), v¯1(t), v¯2(t))− 〈p˙(t), u¯(t)〉
− 〈q˙(t), w¯(t)〉+ 〈p(t), v′1(t)〉+ 〈q(t)[1− ∆˙(t)], v′2(t)〉 . (5.20)
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Replacing L(t, u′(t), w′(t), v′1(t), v
′
2(t)) by its lowerbound b and rearranging we ob-
tain,
σ{|u′(t)− u¯(t)|2 + |w′(t)− w¯(t)|2 + |v′1(t)− v¯1(t)|2 + |v′2(t)− v¯2(t)|2}
≤ 〈p˙(t), u′(t)− u¯(t)〉+ 〈q˙(t), w′(t)− w¯(t)〉+ 〈p(t), v′1(t)− v¯1(t)〉
+ 〈q(t), v′2(t)− v¯2(t)〉+ L(t, u¯(t), w¯(t), v¯1(t), v¯2(t))− b . (5.21)
Set
W (t) = (u′(t)− u¯(t), w′(t)− w¯(t), v′1(t)− v¯1(t), v′2(t)− v¯2(t)) ,
g(t) =
(
p˙(t), q˙(t), p(t), q(t)[1− ∆˙(t)]
)
,
k(t) = L(t, u¯(t), w¯(t), v¯1(t), v¯2(t))− b .
Then inequality (5.21) becomes σ |W |2− 〈g(t),W (t)〉 − k(t) ≤ 0 and since for any
inner product |〈α, β〉| ≤ ‖α‖‖β‖, by the quadratic formula
|W |2 ≤
|g|+
√
|g|2 + 4k(t)σ
2σ
.
Thus, (2σ |W |2 − |g|)2 ≤ |g|2 + 4k(t)σ = |g|2 + 4|k(t)|σ, because by definition
k(t) ≥ 0 for almost all t. Furthermore, since g(·) ∈ L2 and k(·) ∈ L1, it follows
that the integral of (2σ |W |2−|g|)2 is bounded and thus, W ∈ L2, proving that u′,
w′,v′1− v¯1, and v′2− v¯2 are in L2[0, T ]. Now, since for each j = 1, 2; v′j− v¯j ∈ L2[0, T ]
and v¯j ∈ L1[0, T ], it follows that each v′1 and v′2 is also in L1[0, T ].
We continue now with the proof of (c). Define a family of functions
(ui, wi, v1i, v2i) ∈ L2[0, T ]× L2[0, T ]× L1[0, T ]× L1[0, T ] as:
(ui(t), wi(t), v1i(t), v2i(t)) =

(u′(t), w′(t), v′1(t), v
′
2(t)), if t ∈ Bi;
(u¯(t), w¯(t), v¯1(t), v¯2(t)), else .
(5.22)
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Then,
lim
i→∞
‖(ui, wi, v1i, v2i)− (u¯, w¯, v¯1, v¯2)‖2 = 0,
since as i → ∞, m(Bi) → 0. From the definition of (u′, w′, v′1, v′2) and since
m(A(r)) > 0, it follows that∫ T
0
ft(ui, wi, v1i, v2i) dt <
∫ T
0
ft(u¯, w¯, v¯1, v¯2) dt.
But for i sufficiently large this contradicts equation (5.18), setting γ = γ¯, u =
ui, w = wi, v1 = v1i, and v2 = v2i. Hence, it must be that m(A(r)) = 0, which
proves (c) and completes our proof.
An immediate consequence of statement (c) in Theorem 5.1.1 is that for almost
all t ∈ [0, T ], the inclusion
(
p˙(t), q˙(t), p(t), q¯(t)
) ∈ ∂PL(t, ·, ·, ·, ·)(u¯(t), w¯(t), v¯1(t), v¯2(t)) (5.23)
holds, which is a rudimentary form of the Euler-Lagrange equation. Here, q¯(t) =
q(t)[1− ∆˙(t)] and ∂PL(t, ·, ·, ·, ·)
(
u¯(t), w¯(t), v¯1(t), v¯2(t)
)
refers to the proximal sub-
gradient of L with respect to the (x, y, v1, v2) variables evaluated at(
u¯(t), w¯(t), v¯1(t), v¯2(t)
)
. An immediate consequence of (d) is that
−p(T ) ∈ ∂P `(γ¯), (5.24)
which is a forerunner of the transversality condition.
The inclusion (5.23) can be dualized and caste in Hamiltonian form as well.
Define Hσ : [0, T ]× IRn × IRn × IRn × IRn → IR by
Hσ(t, x, y, p, q) := sup
(v,w)∈IR2n
{
〈p, v〉+〈q, w〉−L(t, x, y, v, w)−σ{|v−v¯1(t)|2+|w−v¯2(t)|2}}.
The case σ = 0 is the Hamiltonian defined in (4.8) and is denoted simply as H.
Further consequences of (5.23) include the following Proposition holding almost
everywhere on [0, T ]:
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Proposition 5.1.3. The following follow from (c):
(i)
(
p˙(t), q˙(t)
) ∈ ∂P (−Hσ)(t, ·, ·, p(t), q(t)[1− ∆˙(t)])(u¯(t), w¯(t))
(ii)
(
v¯1(t), v¯2(t)
) ∈ ∂PH0(t, u¯(t), w¯(t), ·, ·)(p(t), q(t)[1− ∆˙(t)])
If Hσ is locally Lipschitz in (x, y, p, q) then we also have,
(iii)
(−p˙(t),−q˙(t), v¯1(t), v¯2(t)) ∈ ∂PHσ(t, ·, ·, ·, ·)(u¯(t), w¯(t), p(t), q(t)[1− ∆˙(t)]),
where in the above equations the proximal subgradient is taken with respect to the
(·) variable.
Proof. Choose t ∈ [0, T ] so that (c) holds. We first prove (ii). From (c) we have
that
L(t, u, w, v1, v2)− 〈p˙(t), u〉 − 〈q˙(t), w〉 − 〈p(t), v1〉 − 〈q(t)[1− ∆˙(t)], v2〉
+ σ
{
|u− u¯(t)|2 + |w − w¯(t)|2 + |v1 − v¯1(t)|2 + |v2 − v¯2(t)|2
}
≥ ibid(u¯(t), w¯(t), v¯1(t), v¯2(t)). (5.25)
Setting u = u¯(t) and w = w¯(t), in (5.25) we obtain
L(t, u¯(t), w¯(t), v1, v2)−〈p(t), v1〉−〈q(t)[1−∆˙(t)], v2〉+σ
{|v1 − v¯1(t)|2+|v2−v¯2(t)|2}
≥ L(t, u¯(t), w¯(t), v¯1(t), v¯2(t))− 〈p(t), v¯1(t)〉 − 〈q(t)[1− ∆˙(t)], v¯2(t)〉,
setting v2 = v¯2(t) we have that v1 = v¯1(t) maximizes
〈p(t), v1〉 − L(t, u¯(t), w¯(t), v1, v¯2(t))− σ |v1 − v¯1(t)|2 , (5.26)
and setting v1 = v¯1(t) we have that v2 = v¯2(t) maximizes
〈q(t)[1− ∆˙(t)], v2〉 − L(t, u¯(t), w¯(t), v¯1(t), v2)− σ |v2 − v¯2(t)|2 . (5.27)
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But, the above, (5.26)and (5.27), imply that
0 ∈ ∂P
{−〈p(t), ·〉+ L(t, u¯(t), w¯(t), ·, v¯2(t)) + σ |· − v¯1(t)|2} (v¯1(t))
and
0 ∈ ∂P
{
−〈q(t)[1− ∆˙(t)], ·〉+ L(t, u¯(t), w¯(t), v¯1(t), ·) + σ |· − v¯2(t)|2
}
(v¯2(t)) .
But, since 〈p(t), v1〉 and σ |v1 − v¯1(t)|2 are twice continuously differentiable in v1,
as are 〈q(t), v2〉 and σ |v2 − v¯2(t)|2 in v2, by a well known result in non-smooth
analysis [3] we obtain
p(t) + 2σ |v1 − v¯1(t)| ∈ ∂PL(t, u¯(t), w¯(t), ·, v¯2(t))(v¯1(t))
and
q(t)[1− ∆˙(t)] + 2σ |v2 − v¯2(t)| ∈ ∂PL(t, u¯(t), w¯(t), v¯1(t), ·)(v¯2(t)).
After evaluating the left hand side of the previous two inclusions at v1 = v¯1(t),and
v2 = v¯2(t) respectively, we have(
p(t), q(t)[1− ∆˙(t)]) ∈ ∂PL(t, u¯(t), w¯(t), ·, ·)(v¯1(t), v¯2(t)). (5.28)
By convex analysis we know that L(t, u¯(t), w¯(t), v1, v2) is the conjugate of
H0(t, u¯(t), w¯(t), p, q) so that (5.28) holds if and only if
(v¯1(t), v¯2(t)) ∈ ∂PH0(t, u¯(t), w¯(t), p(t), q(t)[1 − ∆˙(t)]). Thus, (ii) holds. Now, to
show that (i) holds, consider again the original inequality (5.25) implied by (c).
Rearranging we obtain
sup
(v1,v2)∈IR2n
{〈p(t), v1〉+ 〈q(t)[1− ∆˙(t)], v2〉 − L(t, u, w, v1, v2)
− σ{|v1 − v¯1(t)|2 + |v2 − v¯2(t)|2}}
≤ 〈p˙(t), u¯(t)− u〉+ 〈q˙(t), w¯(t)− w〉+ σ {|u− u¯(t)|2 + |w − w¯(t)|2}
+ 〈p(t), v¯1(t)〉+ 〈q(t)[1− ∆˙(t)], v¯2(t)〉 − L(t, u¯(t), w¯(t), v¯1(t), v¯2(t)). (5.29)
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Notice that we may take the supremum of the left hand side without changing the
inequality since the right hand side of the inequality is independent of v1 and v2.
Now, (5.29) is equivalent to
Hσ
(
t, u, w, p(t), q(t)[1− ∆˙(t)]) ≤ Hσ(t, u¯(t), w¯(t), p(t), q(t)[1− ∆˙(t)])
+ σ
{|u− u¯(t)|2 + |w − w¯(t)|2}+ 〈p˙(t), u¯(t)− u〉+ 〈q˙(t), w¯(t)− w〉,
which, finally, is equivalent to
(−Hσ)(t, u, w, p(t), q(t)[1− ∆˙(t)])− (−Hσ)(t, u¯(t), w¯(t), p(t), q(t)[1− ∆˙(t)])
+ σ
{|u− u¯(t)|2 + |w − w¯(t)|2}
≥ 〈p˙(t), u− u¯(t)〉+ 〈q˙(t), w − w¯(t)〉. (5.30)
By the proximal subgradient inequality [3] (5.30) implies (i). In order to prove (iii)
suppose that Hσ is locally Lipschitz in (x, y, p, q), then for any µ := (µ1, µ2, µ3, µ4)
in IR4n the directional derivative H0σ(t, u¯(t), w¯(t), p(t), q(t)[1− ∆˙(t)];µ) majorizes
lim sup
λ→0
1
λ
· {Hσ(t, u¯(t), w¯(t), p(t) + λµ3, q(t)[1− ∆˙(t)] + λµ4)
−Hσ(t, u¯(t)− λµ1, w¯(t)− λµ2, p(t), q(t)[1− ∆˙(t)])
}
≥ lim sup
λ→0
1
λ
· {Hσ(t, u¯(t), w¯(t), p(t), q(t)[1− ∆˙(t)]) + λ〈µ3, v¯1(t)〉
+ λ〈µ4, v¯2(t)〉 −Hσ(t, u¯(t)− λµ1, w¯(t)− λµ2, p(t), q(t)[1− ∆˙(t)])}
≥ lim sup
λ→0
1
λ
· {〈p˙(t),−λµ1〉+ 〈q˙(t),−λµ2〉 − σ{|λµ1|2 + |λµ2|2}
+ λ〈µ3, v¯1(t)〉+ λ〈µ4, v¯2(t)〉
}
by (5.30)
= −〈p˙(t), µ1〉 − 〈q˙(t), µ2〉+ 〈µ3, v¯1(t)〉+ 〈µ4, v¯2(t)〉.
Thus, (−p˙(t),−q˙(t), v¯1(t), v¯2(t)) ∈ ∂PHσ(t, ·, ·, ·, ·)(u¯(t), w¯(t), p(t), q(t)[1−∆˙(t)]) so
that (iii) is proved.
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5.2 Necessary Conditions for the Neutral
Problem of Bolza
The decoupling technique is a powerful tool for generating necessary conditions,
as may be surmised by observing (5.23), (5.24), and the results from the previous
Proposition. See [31] for state-of-the-art results for systems without time delays.
We now add the following additional hypothesis:
(H4) `(γ) is locally Lipschitz for each γ ∈ B(x(T ), ) for some  > 0 as in The-
orem 1 and L is locally Lipschitz on variables (x, y, v1, v2). Also, for all
(Ω,Υ,Θ,Φ) ∈ ∂PL(t, x, y, v, w), we assume the following growth conditions:
‖Ω‖ ≤ k1(t)‖Θ‖+ k2(t)
‖Υ‖ ≤ k3(t)‖Φ‖+ k4(t)
where k1(·), k2(·), k3(·),and k4(·) are integrable and positive for all t ∈ [0, T ].
Assuming (H4), we are now able to conclude that there exist arcs p(·) and q(·)
simultaneously satisfying both the Eulerian and Hamiltonian relations. This is the
same result obtained by Clarke in [2]. We prove this result in the following theorem.
Theorem 5.2.1. Assume (H1)-(H4). Let x(·) solve the Bolza problem (4.4), then
there exist arcs p(·) and q(·) with (q¯(t) = q(t)[1 − ∆˙(t)])satisfying the following
a.e.:
(1) (p˙(t), q˙(t), p(t), q¯(t)) ∈ ∂CL(t, ·, ·, ·, ·)(x(t), x(t−∆(t)), x˙(t), x˙(t−∆(t)))
(2) (−p˙(t),−q˙(t), x˙(t), x˙(t−∆(t))) ∈ ∂CH(t, ·, ·, ·, ·)(x(t), x(t−∆(t)), p(t), q¯(t))
(3) −p(T ) ∈ ∂L`(x(T ))
Proof. Assume the hypotheses of the theorem. Modify L by L˜(t, x, y, v1, v2) =
L(t, x, y, v1, v2) + |v1 − x˙(t)|2 + |v2 − x˙(t − ∆(t))|2. Applying Theorem 1 for a
sequence i ↘ 0 as i→∞ and since H˜σ for L˜ is Lipschitz in (x, y, p, q) we have
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(4.1) (p˙i(t), q˙i(t), pi(t), qi(t)[1− ∆˙(t)]) ∈ ∂P L˜(t, u¯i(t), w¯i(t), v¯1i(t), v¯2i(t)) a.e.
(4.2) −pi(T ) ∈ ∂P `(γ¯i)
(4.3) (−p˙i(t),−q˙i(t), v¯1i(t), v¯2i(t)) ∈ ∂P H˜σ(t, u¯i(t), w¯i(t), pi(t), qi(t)[1− ∆˙(t)]) a.e.,
where (4.1) and (4.2) follow by setting (c) and (d), from Theorem 1, respectively
to zero at the minimizers (t, u¯(t), w¯(t), v¯1(t), v¯2(t)), γ¯, and (4.3) follows from the
previous Proposition. Using a result from Loewen and Rockafellar [13], we conclude
that ∂P H˜σ(t, u¯i(t), w¯i(t), pi(t), qi(t)[1 − ∆˙(t)]) is contained for almost every t in
∂P H˜(t, u¯i(t), w¯i(t), pi(t), qi(t)[1− ∆˙(t)]). Thus, (4.3) holds with σ = 0. Conclusion
(b) of Theorem 1, using L˜, says that∣∣∣∣`(γ¯) + ∫ T
0
{L(t, u¯i(t), w¯i(t), v¯i(t)) + |V¯i(t))− X˙(t)|2} dt
− `(x(T ))−
∫ T
0
L(t, x(t), x(t−∆(t)), x˙(t), x˙(t−∆(t)))dt
∣∣∣∣ < i. (5.31)
Here, we let Vi(t) := (v1i(t), v2i(t)) and X˙(t) := (x˙(t), x˙(t − ∆(t))) for simplicity.
We may also write the above inequality (5.31) with L equal to our original L
obtaining,∣∣∣∣`(γ¯) + ∫ T
0
L(t, u¯i(t), w¯i(t), v¯1i(t), v¯2i(t)) dt
− `(x(T ))−
∫ T
0
L(t, x(t), x(t−∆(t)), x˙(t), x˙(t−∆(t)))dt
∣∣∣∣ < i. (5.32)
Combining (5.31) and (5.32) we can observe that
∫ T
0
|V¯i(t))− X˙(t)|2 dt 7→ 0 so
that each v1i 7→ x˙(t) and v2i(t) 7→ x˙(t −∆(t)) strongly in L2[0, T ]. From part (a)
of Theorem 1, we have that D(γ¯, u¯i(·), w¯i(·), v¯1i(·), v¯2i(·)) < i so that in particular∫ T
0
∣∣∣∣u¯i(t)− x(0)− ∫ t
0
v¯1i(s) ds
∣∣∣∣2 dt < i. (5.33)
But, since v¯1i(t) → x˙(t) in L2[0, T ], (5.33) implies that u¯i(t) → x(t). Moreover,
we can utilize the definition of D in a similar way to see that w¯i(t)→ x(t−∆(t))
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for t ∈ [0, T ] and that γi 7→ x(T ). Choose i large enough so that u¯i(t) → x(t),
w¯i(t)→ x(t−∆(t)), V¯i(t)→ X˙(t), and γi → x(T ) almost everywhere. Since `(·) is
locally Lipschitz `(γi) → `(x(T )). Combining this together with (5.32) we obtain
that
∫ T
0
L(t, u¯i(t), w¯i(t), v¯1i(t), v¯2i(t)) dt→∫ T
0
L(t, x(t), x(t−∆(t)), x˙(t), x˙(t−∆(t))) dt.
The locally Lipschitz condition of `(·) in (H4) implies that {pi(T )}∞i=1 < K`
for some 0 < K` < ∞ so that there exists a subsequence (without relabeling)
{pi(T )} → p(T ), for some absolutely continuous arc p(·). Hence, by a weak se-
quential compactness theorem ([3],p. 150), we can pass to the limit in (4.2) to
obtain that −p(T ) ∈ ∂L`(x(T )), proving (3). We have left to show that (1) and (2)
hold.
Given (H4) and (4.1) we have that,
∥∥p˙i(t)‖ ≤ k1(t)∥∥pi(t) + 2|v1i(t)− x˙(t)|∥∥+ k2(t)
≤ k1(t)‖pi(t)‖+ 2k1(t)‖v1i(t)− x˙(t)‖+ k2(t). (5.34)
We use Grownwall’s inequality to proceed with our estimate. For t ∈ [0, T ]
‖pi(t)‖ ≤ ‖pi(T )‖ek1(t)(t−T ) +
∫ T
t
ek1(t)(t−s)
(
k2(s) + 2k1(s)‖v1i(s)− x˙(s)‖
)
ds
≤ ‖pi(T )‖+ T ·
{‖k2‖+ 2‖k1‖‖v1i − x˙‖}.
Since ‖pi(T )‖ = ζi is bounded by p(T ), the functions k1, k2 are in L1[0, T ], and by
choosing i large ‖v1i − x˙‖ can be made arbitrarily small, we have found a bound,
call it M, for ‖pi(t)‖. We can use a similar argument to show that given (H4)
‖qi(t)‖ ≤ T{‖k4‖+ 2(K∆ + 1)‖k3‖‖v2i − x˙(t−∆(t))‖}.
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Hence, the sequences {pi(·)}, {qi(·)}, {p˙i(·)}, and {q˙i(·)} each have a subsequence
which converges weakly to some arcs p(·), q(·), p˙(·), q˙(·) respectively. In the case of
the pi’s, we use a subsequence of our original subsequence of arcs pi converging to
p(T ). We then use a weak sequential compactness theorem to pass to the limit on
(4.1) and (4.3) obtaining
(4.1′) (p˙(t), q˙(t), p(t), q¯(t)) ∈ ∂CL˜(t, x¯(t), x¯(t−∆(t)), x˙(t), x˙(t−∆(t))) a.e.
(4.3′) (−p˙(t),−q˙(t), x˙(t), x˙(t−∆(t))) ∈ ∂CH˜(t, x¯(t), x¯(t−∆(t)), p(t), q¯(t)) a.e.
with q¯(t) = q(t)[1− ∆˙(t)]. Using, again, a result from Loewen and Rockafellar [13]
in order to remove the tilde from (4.1′) and (4.3′) we have completed the proof of
the theorem.
We have seen thus: Given x¯(·) an optimal solution to (4.4), the additional term
|V − ˙¯X(t)|2 is added to L in order to single out x¯(·) as the unique optimal solution,
which helps validate ensuing limiting arguments without affecting the necessary
conditions themselves. The decoupling principle is then applied sequentially with
 = i, where i → 0. Necessary conditions will follow provided passage to the limit
of all the functions produced in the Theorem can be justified. This requires extra
hypotheses beyond (H1)-(H3), but nonetheless the role of these additional hypothe-
ses can be interpreted directly as being the needed requirements for the limiting
arguments to be carried out. Furthermore, both Euler-Lagrange and Hamiltonian
formulations were produced by the same adjoint arc, since the limiting (5.23) and
(i)-(iii) in Proposition 5.1.3 can be done simultaneously.
5.3 Decoupling and the State Time Delay Case
We may use the decoupling principle, analogous to the previous section, to obtain
necessary conditions for the generalized problem of Bolza with time delay in the
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state variable only [21]. We refer to this problem as the Delayed Problem of Bolza
or (DPB). The proofs in this section resemble those in the neutral case. We now
modify our integral functional as follows
Λ
(
x(·)) := `(x(T )) + ∫ T
0
L
(
t, x(t), x(t−∆(t)), x˙(t)) dt. (5.35)
The generalized Bolza problem with time delay is the following optimization prob-
lem:
minimize Λ
(
x(·)) (5.36)
over x(·) ∈ AC[0, T ], and where x(t) = c(t) for almost all t ∈ [−∆0, 0]. Again, the
delay is a function of bounded variation ∆ : [0, T ] → [0,∆0] with |∆˙(t)| ≤ K∆,
∆(0) = 0, and where ∆0 > 0 is a fixed constant. And, c : [−∆0, 0] → IRn is in
L2[−∆0, 0].
We modify our assumptions to fit this case.
(H1) ` is lower semicontinuous and bounded below;
(H2) L(t, x, y, v) is lower semicontinuous in (x, y, v), is L×B-measurable on [0, T ]×
IR3n, and is convex in v.
(H3) There exists a function θ : [0,∞)→ IR satisfying limr→∞ θ(r)/r =∞ and so
that
L
(
t, x, y, v
) ≥ θ(|v|) for all v ∈ IRn.
We treat the presence of the delayed arc w(t) := x(t − ∆(t)) as an additional
constraint, related by
w(t) = ξ(t) [c(t−∆(t))− x0] + x0 +
∫ ρ(t)
0
v(s) ds (5.37)
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for t ∈ [0, T ], where
ξ(t) =

1, if t−∆(t) < 0;
0 otherwise
(5.38)
and ρ(t) = max{0, t−∆(t)}. Note that (5.37) simply defines w(t) as equal to the
initial tail when t−∆(t) ∈ [−∆0, 0] and equal to x(t−∆(t)) for t−∆(t) in [0, T ].
Let X := IRn × L2[0, T ] × L2[0, T ] × L1[0, T ]. A new Bolza-type functional Γ :
X → (−∞,∞], which is similar to (5.35), is defined by
Γ
(
γ, u(·), w(·), v(·)
)
:= `
(
γ
)
+
∫ T
0
L
(
t, u(t), w(t), v(t)
)
dt. (5.39)
It is not difficult to show that problem (5.36) is equivalent to minimizing Γ over
X subject to the constraints
u(t) = x(0) +
∫ t
0
v(s) ds ∀t ∈ [0, T ] (5.40)
γ = x(0) +
∫ T
0
v(t) dt (5.41)
w(t) = ξ(t) [c(t−∆(t))− x0] + x0 +
∫ ρ(t)
0
v(s)[1− ∆˙(t)] ds ∀t ∈ [0, T ].(5.42)
Here ξ(·) is defined as in equation (5.38), and ρ(t) = max{0, t − ∆(t)}. Indeed,
(5.40) says that x(t) := u(t) is absolutely continuous, (5.41) implies that γ is
the endpoint x(T ), and (5.42) implies that w(t) = x(t − ∆(t)) for t ∈ [0, T ].
The following function D : X → IR is used to monitor how far an element(
γ, u(·), w(·), v(·)) ∈ X is from satisfying (5.40)-(5.42): D(γ, u(·), w(·), v(·))
=
∣∣∣∣γ − c(0)− ∫ T
0
v(t) dt
∣∣∣∣+ ∫ T
0
∣∣∣∣u(t)− c(0)− ∫ t
0
v(s) ds
∣∣∣∣2 dt
+
∫ T
0
∣∣∣∣∣w(t)− ξ(t) [c(t−∆(t)− c(0)]− c(0)−
∫ ρ(t)
0
v(s) ds
∣∣∣∣∣
2
dt.
It is clear that (5.40)-(5.42) hold if and only if D(γ, u(·), w(·), v(·)) = 0. The
decoupling principle is contained in the following theorem.
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Theorem 5.3.1. Suppose (H1)-(H3) hold and  > 0. Then there exist a constant
σ > 0, an element
(
γ¯, u¯(·), w¯(·), v¯(·)) ∈ X , and absolutely continuous arcs p(·) and
q(·) defined on [0, T ] so that
(a) D(γ¯, u¯(·), w¯(·), v¯(·)) < ;
(b) Γ
(
γ¯, u¯(·), w¯(·), v¯(·)) is within  of the minimum value in (4.4);
(c) for almost all t ∈ [0, T ], the map
(u,w, v) 7→ L(t, u, w, v)− 〈p˙(t), u〉 − 〈q˙(t), w〉 − 〈p(t) + q(t+∆(t)[1− ∆˙(t)]), v〉
+ σ
{
|u− u¯(t)|2 + |w − w¯(t)|2 + |v − v¯(t)|2
}
is minimized at (u,w, v) =
(
u¯(t), w¯(t), v¯(t)
)
; and
(d) the map
γ 7→ `(γ) + 〈γ, p(T )〉+ σ|γ − γ¯|2
is minimized at γ = γ¯.
Proof. Denote by (Pη,α,β) the problem of minimizing over all arcs x(·) the functional
Λη,α(·),β(·)
(
x(·)) :=
`
(
x(T ) + η
)
+
∫ T
0
L
(
t, x(t) + α(t), x(t−∆(t)) + β(t), x˙(t)) dt, (5.43)
where x(t) is set equal to c(t) for t ∈ [−∆0, 0],
(
η, α(·), β(·)) ∈ IRn × L2[0, T ] ×
L2[0, T ], and where β(·) ∈ L2[0, T ] is set to 0 when t−∆(t) < 0 to ensure that we
do not perturb the tail. Note that the integral in (5.43) is well-defined since it is a
normal integrand ([25]).
Define a value function V : IRn × L2[0, T ] × L2[0, T ] → (−∞,∞] by setting
V
(
η, α(·), β(·)) as the optimal value in (5.43). Here V (η, α(·), β(·)) = ∞ if there
are no feasible arcs for Pη,α,β. We begin with a lemma.
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Lemma 5.3.2. V is lower semicontinuous. If V
(
η, α(·), β(·)) <∞ then a solution
to Pη,α,β exists.
Proof. This follows from Lemma 5.1.2 in the previous section.
Let  > 0. The Density Theorem ([3], Theorem 3.1) of proximal analysis guaran-
tees the existence of
(
η¯, α¯(·), β¯(·)) and (ζ, φ(·), ψ(·)) in ∈ IRn ×L2[0, T ]×L2[0, T ]
satisfying
• |η¯|+ ‖α¯‖2 + ‖β¯‖2 < 
• |V (η¯, α¯(·), β¯(·))− V (0, 0, 0)| < ,
• (ζ, φ(·), ψ(·)) ∈ ∂PV (η¯, α¯(·), β¯(·)), where ∂PV denotes the proximal subgra-
dient of V .
Note that ψ(t) = 0 for all t ∈ [0,∆0] satisfying t − ∆(t) < 0. The proximal
subgradient inequality is
V (η, α, β)− V (η¯, α¯, β¯) + σ′{|η − η¯|2 + ‖α− α¯‖22 + ‖β − β¯‖22}
≥ 〈ζ, η − η¯〉+ 〈φ, α− α¯〉+ 〈ψ, β − β¯〉, (5.44)
where δ′ > 0 and σ′ > 0 and (5.44) holds for all (η, α, β) ∈ B((η¯, α¯, β¯), δ′). Let
x¯(·) be an optimal solution to (Pη¯,α¯,β¯), which means that V (η¯, α¯, β¯) = Λη¯,α¯,β¯(x¯). It
follows from the definition of V , that for any arc x(·) one has V (η, α, β) ≤ Λη,α,β(x).
We may substitute this in (5.44) to obtain:
Λη,α,β(x)− 〈ζ, η〉 − 〈φ, α〉 − 〈ψ, β〉
+ σ{|η¯ − η|2 + ‖α¯− α‖22 + ‖β¯ − β‖22} ≥ ibid (η¯, α¯, β¯, x¯) (5.45)
Our notation follows [2], where ibid (η¯, α¯, β¯, x¯) represents the left hand side of the
inequality but with the variables (η¯, α¯, β¯, x¯) substituted in place of (η, α, β, x).
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The following change of notation converts the parameter variables to perturba-
tions of arcs:
x(·) + α(·) := u(·) x˙(·) := v(·)
x(T ) + η := γ
x¯(·) + α¯(·) := u¯(·) ˙¯x(·) := v¯(·)
x¯(T ) + η¯ := γ¯
x(· −∆(·)) + β(·) := w(·)
x¯(· −∆(·)) + β¯(·) := w¯(·)
where v(t−∆(t)) is set equal to 0 when t−∆(t) ∈ [−∆0, 0]. The inequality (5.45)
in the new variables becomes
`
(
γ
)
+
∫ T
0
L
(
t, u(t), w(t), v(t)
)
dt− 〈ζ, γ − x(T )〉
−
∫ T
0
{〈φ(t), u(t)− x(t)〉+ 〈ψ(t), w(t)− x(t−∆(t))〉} dt
+ σ′
{
‖u− x− u¯− x¯‖22 + |γ − x(T )− γ¯ + x¯(T )|2 + ‖w − x− w¯ + x¯‖22
}
≥ ibid (γ¯, u¯, x¯, w¯, v¯). (5.46)
Since 2a2 + 2b2 ≥ (a + b)2 for any a, b, the square terms in (5.46) can be divided,
and the result is
`
(
γ
)
+
∫ T
0
L
(
t, u(t), w(t), v(t)
)
dt− 〈ζ, γ − x(T )〉
−
∫ T
0
{〈φ(t), u(t)− x(t)〉+ 〈ψ(t), w(t)− x(t−∆(t))〉} dt
+ 2σ′
{
‖u− u¯‖22 + ‖x− x¯‖22 + ‖x∆ − x¯∆‖22
+ |γ − γ¯|2 + |x(T )− x¯(T )|2 + ‖w − w¯‖22
}
≥ ibid (γ¯, u¯, x¯, w¯, v¯). (5.47)
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Here ‖x∆ − x¯∆‖22 is used to denote ‖x(t − ∆(t)) − x¯(t − ∆(t))‖22. The following
estimates are used to eliminate the dependence on x(·) terms.
‖x− x¯‖2 =
∥∥∥∥(x(0)− x¯(0)) + ∫ t
0
{v(s)− v¯(s)} ds
∥∥∥∥
2
≤
√
T ‖v − v¯‖1
|x(T )− x¯(T )| =
∣∣∣∣∫ T
0
{v(s)− v¯(s)}ds
∣∣∣∣ ≤ ‖v − v¯‖1
‖x∆ − x¯∆‖2 =

∫ T
0
∣∣∣∣∣
∫ ρ(t)
0
{v(s)− v¯(s)} ds
∣∣∣∣∣
2
dt

1
2
≤
√
T (1 +K∆) ‖v − v¯‖1 .
In particular, then
(T + 1)(1 +K∆)‖v − v¯‖21 ≥ max
{‖x− x¯‖22, |x(T )− x¯(T )|2, ‖x∆ − x¯∆‖22}, (5.48)
and substituting (5.48) into (5.47) yields
`
(
γ
)− 〈ζ, γ − x(T )〉 + ∫ T
0
L
(
t, u(t), w(t), v(t)
)
dt
−
∫ T
0
{〈φ(t), u(t)− x(t)〉+ 〈ψ(t), w(t)− x(t−∆(t))〉} dt
+ σ
{
‖u− u¯‖22 + ‖w − w¯‖22 + ‖v − v¯‖21 + |γ − γ¯|2
}
≥ ibid (γ¯, u¯, w¯, v¯), (5.49)
where σ := 6σ′(T + 1)(1 +K∆).
Now define the arcs p(·) and q(·) by
p(t) = −ζ −
∫ T
t
φ(s)ds
q(t) = −
∫ T
t
ψ(s)ds .
which belong to L2[0, T ]. The arc q(·) is extended to belong to L2[0, T + ∆0] by
defining q(s) = 0 for all s ∈ [T, T +∆0]. The next steps are integration by parts:∫ T
0
〈φ(t), x(t)〉dt =
∫ T
0
〈p˙(t), x(t)〉 dt = 〈p(t), x(t)〉
∣∣∣T
0
−
∫ T
0
〈p(t), v(t)〉 dt
= 〈−ζ, x(T )〉 − 〈p(0), x(0)〉 −
∫ T
0
〈p(t), v(t)〉dt,
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and∫ T
0
〈ψ(t), x(t−∆(t))〉 dt
= 〈q(t), x(t−∆(t))〉
∣∣∣T
0
− ∫ T
0
〈q(t), v(t−∆(t)[1− ∆˙(t)])〉 dt
= −〈q(0), x(−∆(0))〉 − ∫ T
0
〈q(t)[1− ∆˙(t)], v(t−∆(t))〉 dt
= −〈q(0), c(−∆(0))〉 − ∫ T
0
〈q(t+∆(t))[1− ∆˙(t)], v(t)〉 dt,
since x(−∆(0)) = c(−∆(0)) and q(s) = 0 for s ∈ [T, T + ∆0]. We now substitute
into (5.49) to obtain
`
(
γ
)
+ 〈p(T ), γ〉+ σ|γ − γ¯|2 +
∫ T
0
{
L(t, u(t), w(t), v(t))
− 〈φ(t), u(t)〉 − 〈ψ(t), w(t)〉 − 〈p(t) + q(t+∆(t))[1− ∆˙(t)], v(t)〉
}
dt
+ σ{‖u− u¯‖22 + ‖w − w¯‖22 + ‖v − v¯‖21}
≥ ibid (γ¯, u¯, w¯, v¯) . (5.50)
The terms 〈q(0), c(−∆(0))〉, and 〈p(0), x(0)〉 do not depend on γ, u, w or v, thus,
they are subtracted out and need not appear in the inequality (5.50).
Recall that (5.50) holds whenever ‖α− α¯‖2 , |η − η¯| and ‖β − β¯‖2 are each less
than δ′, and by definition
‖α− α¯‖2 = ‖(u− u¯)− (x− x¯)‖2,
|η − η¯| = |(γ − γ¯)− (x(T )− x¯(T ))|, and
‖β − β¯‖2 = ‖(w − w¯)− (x(t−∆(t))− x¯(t−∆(t))‖2.
Now (5.48) says that each of ‖x − x¯‖2, ‖x∆ − x¯∆‖2, and |x(T )− x¯(T )| are small
when ‖v − v¯‖1 is small, and it is also clear that ‖w − w¯‖2 is small if ‖u − u¯‖2 is
small. Therefore (5.50) holds whenever ‖u− u¯‖2, ‖v − v¯‖1, and |γ − γ¯| are small.
We now verify that statements (a) through (d) of the theorem hold. (a) We must
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show D(γ¯, u¯(·), w¯(·), v¯(·)) < . Notice that
∫ T
0
∣∣∣∣u¯(t)− x(0)− ∫ t
0
v¯(s) ds
∣∣∣∣2 dt = ‖u¯− x¯‖2 = ‖α¯‖22,
∣∣∣∣γ¯ − x(0)− ∫ T
0
v¯(t) dt
∣∣∣∣ = |γ¯ − x¯(T )| = |η¯|,
which provide bounds for the first two terms in the definition of D. For the third
term, observe that∣∣∣∣∣w¯(t)− ξ(t) [c(t−∆(t))− x0]− c(0)−
∫ ρ(t)
0
v¯(s) ds
∣∣∣∣∣
2
dt
=
∣∣∣∣∣w¯(t)− c(0)−
∫ t−∆(t)
0
v¯(s) ds
∣∣∣∣∣
2
=
∣∣β¯(t)∣∣2 ,
which implies the third term is bounded by ‖β¯‖22. But, ‖α¯‖22+ |η¯|+ ‖β¯‖22 < ‖α¯‖2+
|η¯| + ‖β¯‖2 <  by our original choice of α¯, η¯, and β¯, so that statement (a) is
satisfied.
(b) This is clear because Γ
(
γ¯, u¯(·), w¯(·), v¯(·)) = V (η¯, α¯, β¯) and V (0, 0, 0) is the
minimum for equation (4.4). Therefore, since |V (η¯, α¯, β¯)−V (0, 0, 0)| < , it follows
that Γ
(
γ¯, u¯(·), w¯(·), v¯(·)) is within  of the minimum value in (4.4) and (b) holds.
(c) The goal is to convert the integral inequality in (5.50) into the pointwise state-
ment
(u,w, v) 7→ L(t, u, w, v)− 〈p˙(t), u〉 − 〈q˙(t), w〉 − 〈p(t) + q(t+∆(t))[1− ∆˙(t)], v〉
+ σ
{
|u− u¯(t)|2 + |w − w¯(t)|2 + |v − v¯(t)|2
}
is minimized at (u,w, v) =
(
u¯(t), w¯(t), v¯(t)
)
for almost all t ∈ [0, T ].
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Let ft denote the function
ft(u,w, v) := L(t, u, w, v)−〈p˙(t), u〉− 〈q˙(t), w〉− 〈p(t)+ q(t+∆(t))[1− ∆˙(t)], v〉
+ σ{|u− u¯(t)|2 + |w − w¯(t)|2 + |v − v¯(t)|2}. (5.51)
Hypotheses (H2) and (H3) imply that ft attains a minimum for almost every t,
and hence it is sufficient to establish that
A(r) :=
{
t ∈ [0, T ] : ft(u¯(t), w¯(t), v¯(t)) ≥ min
(u,w,v)∈IR3n
ft(u,w, v) + r
}
has measure zero for every r > 0.
Suppose not, and so there exists an r > 0 with m(A(r)) > 0. Let Bi be a
decreasing sequence of subsets of A(r) such that for each i one has
1
i
m(A(r)) < m(Bi) <
3
i
m(A(r)).
Let (u′(·), w′(·), v′(·)) be measurable such that (u′(t), w′(t), v′(t)) minimizes ft for
almost each t, whose existence is guaranteed by standard measurable selection
results [25].
We next show u′(·),w′(·), and v′(·) − v¯(·) belong to L2[0, T ] (notice that v¯(·) is
only in L1[0, T ]). Consider the inequality
ft(u
′(t), w′(t), v′(t)) ≤ ft(u¯(t), w¯(t), v¯(t)),
which, after simplifying and inserting the definition (5.51), becomes
L(t, u′(t), w′(t), v′(t))−〈p˙(t), u′(t)〉−〈q˙(t), w′(t)〉+〈p(t)+q(t+∆(t))[1−∆˙(t)], v′(t)〉
+ σ{|u′(t)− u¯(t)|2 + |w′(t)− w¯(t)|2 + |v′(t)− v¯(t)|2}
≥ ibid (u¯(t), w¯(t), v¯(t)).
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Denoting the lower bound of L by b, and rearranging terms, we have
σ{|u′(t)− u¯(t)|2 + |w′(t)− w¯(t)|2 + |v′(t)− v¯(t)|2}
≤ 〈p˙(t), u′(t)− u¯(t)〉+〈q˙(t), w′(t)−w¯(t)〉+〈p(t)+q(t+∆(t))[1−∆˙(t)], v′(t)− v¯(t)〉
+ L(t, u¯(t), w¯(t), v¯(t))− b . (5.52)
Set
W (t) = (u′(t)− u¯(t), w′(t)− w¯(t), v′(t)− v¯(t)) ,
g(t) =
(
p˙(t), q˙(t), p(t) + q(t+∆(t))[1− ∆˙(t)]
)
,
k(t) = L(t, u¯(t), w¯(t), v¯(t))− b .
Then inequality (5.52) becomes σ |W |2 − 〈g,W 〉 − k ≤ 0 and by the quadratic
formula
|W |2 ≤
|g|+
√
|g|2 + 4kσ
2σ
.
Thus, (2σ |W |2 − |g|)2 ≤ |g|2 + 4kσ. Since g ∈ L2[0, T ] and k ∈ L1[0, T ] it follows
that the integral of (2σ |W |2 − |g|)2 is bounded and thus, W ∈ L2[0, T ], proving
that u′, w′,and v′− v¯ are in L2[0, T ]. Now, since v′− v¯ ∈ L2[0, T ] and v¯ ∈ L1[0, T ],
it follows that v′ is also in L1[0, T ].
We continue now with the proof of (c). Define a family of functions (ui, wi, vi) ∈
L2[0, T ]× L2[0, T ]× L1[0, T ] as:
(ui(t), wi(t), vi(t)) =

(u′(t), w′(t), v′(t)), if t ∈ Bi;
(u¯(t), w¯(t), v¯(t)), otherwise .
(5.53)
Then,
lim
i→∞
‖(ui, wi, vi)− (u¯, w¯, v¯)‖2 = 0.
From the definition of (u′, w′, v′) and since m(A(r)) > 0, it follows that∫ T
0
ft(ui, wi, vi) dt <
∫ T
0
ft(u¯, w¯, v¯) dt.
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But setting γ = γ¯, u = ui, w = wi, and v = vi for i sufficiently large, this contradicts
inequality (5.50). Hence, it must be that m(A(r)) = 0, which proves (c) and
completes our proof.
(d). This is verified by setting u = u¯, v = v¯, w = w¯ in (5.50).
As an immediate consequence of statement Theorem 5.3.1(c) is that the inclusion
(
p˙(t), q˙(t), p(t) + q(t+∆(t))[1− ∆˙(t)]) ∈ ∂PL(t, ·, ·, ·)(u¯(t), w¯(t), v¯(t)) (5.54)
holds for almost all t ∈ [0, T ], which is a rudimentary form of the Euler-Lagrange
equation. Here ∂PL(t, ·, ·, ·)(u¯(t), w¯(t), v¯(t)
)
refers to the proximal subgradient of
L with respect to the (x, y, v) variables evaluated at (u¯(t), w¯(t), v¯(t)
)
(see [3]). An
immediate consequence of (d) is that
−p(T ) ∈ ∂P `(γ¯), (5.55)
which is a forerunner of the transversality condition.
The inclusion (5.54) will next be dualized and caste in Hamiltonian form. Define
Hσ : [0, T ]× IRn × IRn × IRn → IR by
Hσ(t, x, y, p) := sup
v∈IRn
{
〈p, v〉 − L(t, x, y, v)− σ|v − v¯(t)|2
}
.
The case σ = 0 is the usual Hamiltonian and is denoted simply as H.
Proposition 5.3.3. With the assumptions and notation of the previous theorem,
the following hold. Throughout we define q¯(t−∆(t)) = q(t)−∆(t)[1− ∆˙(t)]
(i) p˙(t) ∈ ∂P (−Hσ)
(
t, ·, w¯(t), p(t) + q¯(t+∆(t)))(u¯(t))
(ii) q˙(t) ∈ ∂P (−Hσ)
(
t, u¯(t), ·, p(t) + q¯(t+∆(t)))(w¯(t))
(iii) v¯(t) ∈ ∂PH
(
t, u¯(t), w¯(t), ·)(p(t) + q¯(t+∆(t)))
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If H is in addition locally Lipschitz in (x, y, p) then
(iv) (−p˙(t),−q˙(t), v¯(t)) ∈ ∂CH
(
t, ·, ·, ·)(u¯(t), w¯(t), p(t) + q¯(t+∆(t))),
also holds, where ∂C denotes the Clarke generalized gradient. In the above inclu-
sions, the subgradients are taken with respect to the (·) variable.
Proof. Assertions (i)-(iii) will follow directly from Theorem 5.3.1(c), where we let
t ∈ [0, T ] be so that
L(t, u, w, v)− 〈p˙(t), u〉 − 〈q˙(t), w〉 − 〈p(t) + q¯(t+∆(t)), v〉
+ σ
{
|u− u¯(t)|2 + |w − w¯(t)|2 + |v − v¯(t)|2
}
≥ ibid (t, u¯(t), w¯(t), v¯(t)) (5.56)
holds for all (u,w, v) near (u¯(t), w¯(t), v¯(t)). In fact (5.56) holds whenever (u,w) is
near (u¯(t), w¯(t)) and for any v ∈ IRn, since the left hand side is convex in v. A
rearrangement of terms gives
sup
v∈IRn
{〈p(t) + q¯(t+∆(t)), v〉 − L(t, u, w, v)− σ |v − v¯(t)|2}
≤ 〈p˙(t), u¯(t)− u〉+ 〈q˙(t), w¯(t)− w〉+ σ {|u− u¯(t)|2 + |w − w¯(t)|2}
+ 〈p(t) + q¯(t+∆(t)), v¯(t)〉 − L(t, u¯(t), w¯(t), v¯(t)),
which is equivalent to
(−Hσ)(t, u, w, p(t) + q¯(t+∆(t))) ≥ (−Hσ)(t, u¯(t), w¯(t), p(t) + q¯(t+∆(t)))
+ 〈p˙(t), u− u¯(t)〉+ 〈q˙(t), w − w¯(t)〉 (5.57)
− σ {|u− u¯(t)|2 + |w − w¯(t)|2} .
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Both (i) and (ii) are implied by (5.57). The inequality (5.56) with u = u¯(t) and
w = w¯(t) is
L(t, u¯(t), w¯(t), v)− 〈p(t) + q¯(t+∆(t)), v〉+ σ |v − v¯(t)|2
≥ L(t, u¯(t), w¯(t), v¯(t))− 〈p(t) + q¯(t+∆(t)), v¯(t)〉,
and thus
p(t) + q¯(t+∆(t)) ∈ ∂PL(t, u¯(t), w¯(t), ·)(v¯(t)). (5.58)
But L(t, u¯(t), w¯(t), ·) is convex, and so the convex and proximal subgradients co-
incide. Hence (iii) holds from (5.58) and the duality relationship between subgra-
dients of convex conjugates.
To prove (iv), suppose that H is locally Lipschitz in (x, y, p), from which it is
clear that Hσ is also locally Lipschitz. Thus, for any (µ1, µ2, µ3) ∈ IR3n,
H◦σ
(
t, u¯(t), w¯(t), p(t) + q¯(t+∆(t)); (µ1, µ2, µ3)
)
majorizes
lim sup
λ→0
1
λ
· {Hσ(t, u¯(t), w¯(t), p(t) + q¯(t+∆(t)) + λµ3)
−Hσ(t, u¯(t)− λµ1, w¯(t)− λµ2, p(t) + q¯(t+∆(t)))}
≥ lim sup
λ→0
1
λ
· {Hσ(t, u¯(t), w¯(t), p(t) + q¯(t+∆(t))) + λ〈v¯(t), µ3〉
−Hσ(t, u¯(t)− λµ1, w¯(t)− λµ2, p(t) + q¯(t+∆(t)))}
≥ lim sup
λ→0
1
λ
· {〈p˙(t),−λµ1〉+ 〈q˙(t),−λµ2〉 − σ {|λµ1|2 + |λµ2|2}+ λ〈v¯(t), µ3〉}
= −〈p˙(t), µ1〉 − 〈q˙(t), µ2〉+ 〈v¯(t), µ3〉.
The last inequality is justified via (5.57). Thus the inclusion in (iv) is proved in
case where H is replaced by Hσ. However, by a key technical result of Loewen
and Rockafellar [13], one has
(−p˙(t),−q˙(t), v¯(t)) ∈ ∂CH as well, which finishes the
proof of (iv).
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5.4 Necessary Conditions for the Delayed
Problem of Bolza (DPB)
There is a large literature of necessary conditions for nonsmooth problems without
time delay, e.g. [5, 13, 14, 24, 31] and their cited references. The recent monograph
[4] further extends and unifies this subject. References with time delay include
[7, 6, 16]. Here we shall only show the result in [2] can be extended to varying time
delay under the following additional hypotheses:
(H1’) `(·) is locally Lipschitz, and
(H4) L(t, ·, ·, ·) is locally Lipschitz and satisfies the growth conditions
|ζ + ξ| ≤ k1(t)|θ|+ k2(t) |ξ| ≤ k3(t)
for almost all t ∈ [0, T ] and all (ζ, ξ, θ) ∈ ∂PL(t, x, y, v), where k1(·) belongs
to L2[0, T ], and k2(·) and k3(·) belong to L1[0, T ].
Theorem 5.4.1. Assume (H1’), (H2)-(H4), and suppose x(·) solves the Bolza
problem (4.4). Then there exist arcs p(·) and q(·) with q¯(· −∆(·)) = (· −∆(·))[1−
∆˙(t)] satisfying the following:
(a) For almost every t ∈ [0, T ],
(
p˙(t), q˙(t), p(t) + q¯(t+∆(t))
) ∈ ∂CL(t, x(t), x(t−∆(t)), x˙(t)),
(b) for almost every t ∈ [0, T ],
(−p˙(t),−q˙(t), x˙(t)) ∈ ∂CH(t, x(t), x(t−∆(t)), p(t) + q¯(t+∆(t))),
and
(c) −p(T ) ∈ ∂L`(x(T )) (where ∂L is the limiting subgradient).
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Proof. It will later be desirable for x(·) to be the unique solution to (4.4), and this
simplification is effectively achieved by modifying L as
L˜(t, x, y, v) := L(t, x, y, v) + |v − x˙|2.
Theorem 5.3.1 and Proposition 5.1.3 is applied to this data for a sequence i ↘ 0
as i→∞. There exist (γi, u¯i(·, wi(·), vi(·) ∈ X and arcs pi(·) and qi(·) satisfying
(i) For almost every t ∈ [0, T ],
(p˙i(t), q˙i(t), pi(t) + q¯i(t+∆(t))) ∈ ∂P L˜(t, u¯i(t), w¯i(t), v¯i(t)),
(ii) for almost every t ∈ [0, T ],
(−p˙i(t),−q˙i(t), v¯i(t)) ∈ ∂CH˜(t, u¯i(t), w¯i(t), pi(t) + q¯i(t+∆(t))),
and
(iii) −pi(T ) ∈ ∂P `(γ¯i)
Indeed, (i) follows from Theorem 5.3.1(c), (ii) from Proposition 5.1.3 (since the
modified Hamiltonian H˜σ associated to L˜ is locally Lipschitz in (x, y, p) by (H4)),
and (iii) from Theorem 5.3.1(d). The rest of the proof is a somewhat standard
limiting argument.
Since x(·) solves (4.4) and L is locally Lipschitz, Theorem 5.3.1(b) implies that
‖v¯i(·) − x˙(·)‖2 → 0 (even though x˙(·) itself need not belong to L2[0, T ]). This
in conjunction with Theorem 5.3.1(a) implies γi → x(T ) and both u¯i(·) → x(·),
w¯i(·) → x(· − ∆(·)) in L2[0, T ] as i → ∞. It then follows that (an unrelabeled
subsequence) satisfies
L(t, u¯i(t), w¯i(t), v¯i(t))→ L(t, x(t), x(t−∆(t)), x˙(t)) (5.59)
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for almost all t ∈ [0, T ] as i→∞. The local Lipschitz condition (H1’) on `(·), that
{γ}i is bounded, and (iii) imply {pi(T )}∞i=1 is also bounded, and therefore has a
convergent subsequence (which again is not relabeled). The limit p(T ) will be the
endpoint of and arc p(·), and belongs to ∂L`(x(T )), proving (c). We have to show
taking limits lead to (a) and (b) as well.
Using the growth hypotheses in (H4) and (i), we have that∣∣p˙i(t) + q˙i(t+∆(t))∣∣ ≤ |pi(T )|+ ∫ t
t+∆(t)
|q˙i(s)| ds+
∫ T
t
|p˙i(s) + q˙i(s)| ds
≤ |pi(T )|+ ‖k3‖1 +
∫ T
t
{
k1(s)
∣∣pi(s) + qi(s)∣∣+ 2|v¯i(t)− x˙(t)|+ k2(s)} ds
≤ α¯+
∫ T
t
{
k1(s)
∣∣pi(s) + qi(s+∆(s))∣∣} ds,
where α¯ ≥ ∣∣pi(T )∣∣ + (1 + K∆)‖k3‖1 + √T‖v¯i − x˙‖2} + ‖k2‖1 is a constant in-
dependent of i. Grownwall’s inequality implies that {pi(·) + qi(·)}i is a sequence
uniformly bounded on [0, T ], and therefore (H4) implies p˙i(t) + q˙i(t) is bounded
almost everywhere by an integrable function. Thus by familiar compactness argu-
ments, there exists a subsequence of {p˙i(·) + q˙i(·)} that converges weakly. By the
second growth assumption in (H4), a subsequence of {q˙(·)} also converges weakly,
which subsequently implies a subsequence of {p˙i(·)} converges weakly. We do not
relabel all these subsequences. Furthermore, the arcs {pi(·)}, {qi(·)} converge uni-
formly to the limiting arcs p(·), q(·), and as known (see [3]), the limiting arcs satisfy
the limiting version of (i) and (ii). These equations have the form
(a˜) (p˙(t), q˙(t), p(t) + q¯(t+∆(t))) ∈ ∂CL˜(t, x¯(t), x¯(t−∆(t)), x˙(t)) a.e.
(b˜) (−p˙(t),−q˙(t), x˙(t)) ∈ ∂CH˜(t, x¯(t), x¯(t−∆(t)), p(t)) a.e.
Finally, the results quoted earlier by Loewen and Rockafellar [13] permit the re-
moval of the tilde from (a˜) and (b˜), and thus completes the proof of the theo-
rem.
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5.5 Necessary Conditions for the Neutral
Problem of Bolza vs. Necessary Conditions
for the Delayed Problem of Bolza
It is worth noting the relationship between the results obtained in the neutral case
and the results for the case with delay occurring only in the state variable [20].
The main difference occurs in statement (c) of the main decoupling Theorem. In
the state delay case one had the inner product 〈p(t) + q(t+∆(t))[1− ∆˙(t)], v(t)〉,
whereas in the neutral case, one has two inner products 〈p(t), v1(t)〉, and 〈q(t)[1−
∆˙(t)], v2(t)〉. Given that v2(t) is defined as v1(t−∆(t)), we can see that
〈q(t)ρ(t), v2(t)〉 = 〈q(t)ρ(t), v1(t−∆(t))〉 = 〈q(t+∆(t))ρ(t), v1(t)〉,
where ρ(t) = [1 − ∆˙(t)] and the last equality follows from a change of vari-
able. Therefore, our two inner products can be combined to give 〈p(t) + q(t +
∆(t))ρ(t), v1(t)〉, which is then equivalent to the inner product for the state delay
case. Part (c) of the decoupling theorem is used to derive the Euler-Lagrange in-
clusion. Thus, the incorporation of the variable v2 gives rise to the separation in
the relationship between the arcs p and q to the subdifferential of L with respect
to the x(·) and x˙(·) variables respectively. In the case of delay in the state vari-
able only, our results resemble those obtained by Mordukhovich [16]. However, in
the neutral case, the author is not aware of any results for which the arcs p and
q were included in the Euler-Lagrange inclusion separately as in Theorem 5.2.1,
part (1). Even in the case of the necessary conditions established in the calculus
of variations, [12], p and q appear as terms related by addition.
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Chapter 6
Weak Invariance and Time Delay
In this chapter we derive the existence of Euler solutions for time delayed dif-
ferential equations and characterize weak invariance properties for differential in-
clusions with time delay in terms of the lower hamiltonian. A characterization of
weak invariance properties for these delayed differential inclusions in terms of the
Bouligand tangent cone was obtained previously by Haddad [11].
Let F (x, y) be an autonomous multifunction satisfying F : IRn × IRn ⇒ IRn,
where the double arrow denotes a map into subsets of IRn, with the following
properties:
(a) For every (x, y) ∈ IRn × IRn, F (x, y) is a non empty, compact, convex set.
(b) F is upper semicontinuous
(c) For some γ, β, c greater than zero and for all (x, y) ∈ IRn × IRn
v ∈ F (x, y)⇒ ‖v‖ ≤ γ‖x‖+ β‖y‖+ c. (6.1)
We will consider the differential inclusion: x˙(t) ∈ F (x(t), y(t)) a.e. t ∈ [0, T ] with
y(t) = x(t − ∆), where x(s) = φ(s) a.e. for s < 0 and φ : [−∆, 0] → IRn is
absolutely continuous. First, we will show that an Euler solution can be found for
a given selection of the inclusion. Second, we characterize weak invariance for the
system (S, F ) in terms of the lower hamiltonian h(x, y, p). The lower hamiltonian
h : IRn × IRn × IRn → IR is defined as
h(x, y, p) = min
v∈F (x,y)
〈p, v〉.
66
We now provide two results that are of importance in what follows. The proofs
may be found in Nonsmooth Analysis and Control Theory, [3]. Lemma 6.0.1 may
be found in Chapter 4, p.179 and Lemma 6.0.1 may be found in Chapter 3, p. 164.
Lemma 6.0.1. Let x be an arc on [a, b] which satisfies
‖x˙(t)‖ ≤ γ‖x(t)‖+ c(t) a.e., t ∈ [a, b]
where γ ≥ 0 and c(·) ∈ L1[a, b]. Then, for all t ∈ [a, b], we have
‖x(t)− x(a)‖ ≤ (eγ(t−a) − 1)‖x(a)‖+
∫ t
a
eγ(t−s)c(s) ds.
Proposition 6.0.2. Let {vi} be a sequence in L2n[a, b] such that
vi(t) ∈ F (τi(t), ui(t)) + ri(t)B¯ a.e., t ∈ [a, b],
where F is a multifunction with the above growth hypotheses and where the se-
quence of measurable functions
{
τi(·), ui(·)
}
converges a.e. to (t, u0(t)), and the
nonnegative measurable functions {ri} converge to 0 in L2[a, b]. Then there exists
a subsequence (we do not relabel), {vi} which converges weakly in L2n[a, b] to a limit
v0(·) which satisfies
v0(t) ∈ F (t, u0(t)) a.e., t ∈ [a, b].
We refer to Lemma 6.0.1 as Grownwall’s Lemma and to Proposition 6.0.2 as the
Weak Sequential Compactness Theorem.
6.1 Euler Solutions for Differential Equations
with Delay
Euler solutions for delay differential equations can be shown to exist by applying
minor modifications to the method found in Nonsmooth Analysis and Control The-
ory ([3], pp. 180-185) for differential equations without time delay. We proceed to
extend this method ([3], p. 181) for equations with constant delay ∆ > 0.
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Consider the initial value problem:
x˙(t) = f(t, x(t), x(t−∆)) , x(s) = φ(s) , s ∈ [−∆, 0], (6.2)
where φ is a uniformly continuous function, φ : [−∆, 0] → IRn, and define x(0) =
φ(0) = x0. Here f : [0, T ] × IRn × IRn → IRn and satisfies the growth con-
dition ‖f(t, x, y)‖ ≤ γ‖x‖ + β‖y‖ + c. We begin by discretizing the time. Let
pi = {t0, t1, . . . , tN} be a, not necessarily uniform, partition of [0, T ], where t0 =
0 ≤ t1 ≤ . . . ≤ tN = T . We proceed with the Euler method in the usual way.
Consider the differential equation on the interval [t0, t1] with constant right-hand
side
x˙(t) = f(t0, x0, y0), x(t0) = x0
where y0 = x(t0 − ∆) = x(−∆) = φ(−∆). This equation has a unique solution
x(t) on [t0, t1]. Using this solution to define x1 := x(t1), we may now consider on
[t1, t2] the initial value problem
x˙(t) = f(t1, x1, y1), x(t1) = x1
where y1 = x(t1 − ∆). If t1 − ∆ ≤ t0 we use the function φ to find this value.
Otherwise, it must be that t0 < t1 − ∆ ≤ t1 and from the previous step we may
use the solution found for the interval [t0, t1] to find this value. Again a unique
solution exits. The only possible problem that we need to consider is if the value
of x at t1−∆ is somehow undefined then we should just replace y1 with x0 and in
general yn = xn−1.
We can proceed similarly until we have an arc xpi, which is piecewise affine and
defined on [0, T ]. Notice that this arc depends on the partition pi defined. Let µpi
be the diameter of the partition pi, i.e. µpi := max{ti − ti−1, 1 ≤ i ≤ N}.
Define an Euler solution for the differential equation with delay to be any arc
x which is the uniform limit of Euler polygonal arcs xpij , corresponding to some
68
sequence pij converging to zero, which denotes µpij → 0. As in the book [3], we may
call this solution an Euler arc for f .
In addition, this Euler solution is Lipschitz, as in the case without time delay. We
state the results from our discussion above more formally in the following theorem.
Theorem 6.1.1. Suppose that the function f satisfies the linear growth condition
‖f(t, x, y)‖ ≤ γ‖x‖+ β‖y‖+ c
for all (t, x, y) ∈ [a, b] × IRn × IRn, and where γ, β, and c are positive. Then at
least one Euler solution x to the initial-value problem (6.2) exists on [a, b], and
any Euler solution is Lipschitz.
6.2 Weak Invariance for Delay Inclusions
A system (S, F ) consisting of a closed set S and a multifunction F mapping IRn×
IRn to nonempty, compact, convex subsets of IRn, is said to be weakly invariant
provided that for all x0 ∈ S, there is a trajectory x satisfying the differential
inclusion x˙(t) ∈ F (x(t), x(t−∆)) for t ∈ [0,∞) so that
x(0) = x0, x(t) ∈ S ∀t ≥ 0.
In order to characterize weak invariance for delayed differential inclusions we pro-
vide some technical results that allow us to pass from Euler solutions to trajectories
of our multifunctions and prove the invariance property for a given function that
satisfies the growth condition (6.1), which is satisfied by each element in F (x, y).
These results are an extension of those obtained in the case without time delay
in ([3],pp. 188-192). These technical results allow us to prove our main result, the
characterization of weak invariance for the delayed differential inclusion in terms
of the lower hamiltonian.
69
Lemma 6.2.1. Let {xi} be a sequence of arcs on [−∆, b] such that xi(s) = φ(s)
a.e. for each s < 0, where φ(·) is an absolutely continuous function defined on
[−∆, 0]. Also, {xi(a)} is bounded and for each i, xi satisfies
x˙i(t) ∈ F (τi(t), xi(t) + yi(t), xi(t−∆) + yi(t−∆)) + ri(t)B a.e. (6.3)
where yi(s) = 0 when s < 0 and {yi}, {ri}, {τi} are sequences of measurable func-
tions on [a, b] such that yi converges to 0 in L
2, ri ≥ 0 converges to 0 in L2, and τi
converges a.e. to t. Then, there is a subsequence of {xi} that converges uniformly
to an arc x, which is a trajectory of F and whose derivative converges weakly to x˙.
Proof. From the differential inclusion and the linear growth condition we have
‖x˙i(t)‖ ≤ γ‖xi(t) + yi(t)‖+ β‖xi(t−∆) + yi(t−∆)‖+ |ri(t)| (6.4)
≤ 2K‖xi(t) + yi(t)‖+ |ri(t)| (6.5)
where K = max
{
γ, β
}
. From Gronwall’s Lemma
‖xi(t)− xi(a)‖ ≤ (e2K(t−a) − 1)‖xi(a)‖+
∫ t
a
e2K(t−s)|ri(s)| ds
so that
‖xi(t)‖ ≤ ‖xi(a)‖+ (e2K(t−a) − 1)‖xi(a)‖+
∫ t
a
e2K(t−s)|ri(s)| ds
≤ e2K(t−a)‖xi(a)‖+ e2K(b−a)‖ri(s)‖1. (6.6)
Thus, xi is uniformly bounded for each i. Given this bound for xi and (6.4), its
derivative x˙i is bounded in L
2. Hence, there exists a subsequence {x˙i} , and we do
not relabel, that converges weakly to v0 ∈ L2[a, b] with {xi} converging uniformly
to x. Passing to the limit in
xi(t) = xi(a) +
∫ t
a
x˙i(s) ds
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we have
x(t) = x(a) +
∫ t
a
v0(s) ds
so that x is an arc and x˙ = v0. Applying the Weak Sequential Compactness The-
orem and applying the limit to (6.3) we obtain
x˙(t) ∈ F (t, x(t), x(t−∆)),
which completes our proof.
Corollary 6.2.2. Let f be any selection of F and let x be an Euler solution on
[a, b] of x˙(t) = f(t, x(t), x(t−∆)), x(a) = x0, and x(s) = φ(s) for each s ∈ [−∆, 0].
Then, x is a trajectory of F on [a, b]
Proof. Let xpij be the polygonal arcs whose uniform limit is x. Let t ∈ (a, b) be
a non-partition point and let τj(t) be the partition point ti immediately before t.
Then,
x˙pij(t) = f(ti, xi(t), xi(t−∆)) ∈ F (ti, xi(t), xi(t−∆))
= F (τj(t), xpij(t) + yi(t), xpij(t−∆) + yi(t−∆)) (6.7)
where yi(t) = xi(t)− xpij(t) = xpij(τj(t))− xpij(t). Since the functions xpij admit a
common Lipschitz constant K, we have that
‖yj(t)‖∞ ≤ sup
t∈[a,b]
|τj(t)− t| ≤ Kµpij
and in particular,
‖yj(t−∆)‖∞ ≤ sup
t∈[a,b]
|τj(t)−∆− (t−∆)| ≤ Kµpij .
Therefore, yj is uniformly bounded in [−∆, b]. It follows that τj and yj are mea-
surable and converge uniformly to t and 0 respectively. Taking the limit in (6.7),
using the above Lemma, shows that the uniform limit x of xpij is a trajectory of
F .
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Finally, we proceed to prove the invariance property for a given function that
satisfies the growth condition (6.1).
Lemma 6.2.3. Let S be a closed set. Let f satisfy ‖f(t, x, y)‖ ≤ γ‖x‖+β‖y‖+c for
all (t, x, y) ∈ [0, T ]×IRn×IRn. Let x(·) be an Euler arc for f on [0, T ]. Let Ω be an
open set containing x(t) for all t ∈ [−∆, T ] and suppose that every (z, w) ∈ Ω×Ω
with w(t) ∈ S for t ∈ [−∆, 0] satisfies the following: There exists s ∈ projS(z) such
that 〈f(t, z, w), z − s〉 ≤ 0. Then we have dS(x(t)) ≤ dS(x(0)), for all t ∈ [0, T ].
Proof. Let xpi be a polygonal arc in the sequence converging uniformly to x. Let
pi = {t0, . . . , tN} be a partition of [0, T ] and denote the node at ti by xi for (i =
0, 1, . . . N) so that x0 = x(0) and y0 is the value of x(t−∆) on this interval. Suppose
xpi ∈ Ω for t ∈ [0, T ]. Choose si ∈ projS(xi) such that 〈f(t, xi, wi), xi − si〉 ≤ 0.
Choose k such that ‖x˙pi‖∞ < k then,
dS
2(x1) ≤ ‖x1 − s0‖2
= ‖xi − x0‖2 + ‖x0 − s0‖2 + 2〈x1 − x0, x0 − s0〉
≤ k2(t1 − t0)2 + dS(x0)2 + 2
∫ t1
t0
〈x˙pi(t), x0 − s0〉dt
≤ k2(t1 − t0)2 + dS(x0)2 + 2
∫ t1
t0
〈f(t0, x0, y0), x0 − s0〉dt
≤ k2(t1 − t0)2 + dS(x0)2.
Notice that the last inequality follows since 〈f(t0, x0, y0), x0 − s0〉 is non-negative.
The same estimate can be applied to any node xi to obtain,
dS
2(xi) ≤ dS2(xi−1) + k2(ti − ti−1)2
≤ dS2(x0) + k2
i∑
α=1
(tα − tα−1)2
≤ dS2(x0) + k2µpi
i∑
α=1
(tα − tα−1)
≤ dS2(x0) + k2µpi(b− a).
72
We may apply this estimate to the family of Euler arcs xpij by replacing xi with
xpij and µpi with µpij in the above estimate. Since µpij → 0, passing to the limit we
obtain
dS(x(t)) ≤ dS(x(a))
for each t ∈ [a, b].
Given the above results, we can now prove that weak invariance for delay inclu-
sions can be characterized in terms of the lower Hamiltonian h corresponding to
F (x, y).
Theorem 6.2.4. Let S be a closed set. If for all x ∈ S, h(x, y,NPS (x)) ≤ 0, then
there exists a solution to x˙(t) ∈ F (x(t), x(t−∆)) with x(t) ∈ S for all t ≥ 0. Here
x(s) = φ(s) for all s ∈ [−∆, 0], φ is an absolutely continuous function on [−∆, 0],
and φ(s) ∈ S for all s ∈ [−∆, 0].
Proof. Let x ∈ Rn. Chose s ∈ projS(x), y ∈ IRn, and s2 ∈ projS(y). Choose
v ∈ F (s, s2) which minimizes v → 〈v, x−s〉. Let fp(x, y) = v. Since x−s ∈ NPS (s),
〈fp(x, y), x− s〉 ≤ 0. Also,
‖fp(x, y)‖ = ‖v‖ ≤ γ‖s‖+ β‖s2‖+ c
≤ γ‖s− x‖+ γ‖x‖+ β‖s2 − y‖+ β‖y‖+ c
≤ γdS(x) + γ‖x‖+ βdS(y) + β‖y‖+ c
≤ γ‖x− s0‖+ ‖γ‖x‖+ β‖y − s0‖+ β‖y‖+ c
≤ 2γ‖x‖+ 2β‖y‖+ (γ + β)‖s0‖+ c.
Therefore, fp satisfies the growth condition (6.1). By the above Lemma 6.2.3, for
any x0 ∈ S, the Euler solutions to x˙ = fp(x, y), with x(0) = x0 and y(s) ∈ S for
s ∈ [−∆, 0], lie in S. Now, we must show that x is a trajectory of F . Define
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Fs(x, y) := co {F (s, s2) : s ∈ projS(x), s2 ∈ projS(y)}. It can be shown that
Fs satisfies the standing hypotheses and that Fs(x, y) = F (x, y) if x, y ∈ S. By
definition, fp ∈ Fs(x, y). So, the Euler solution to x˙ = fp(x, y), say x, is a trajectory
for Fs a.e. on [0, T ]. And, since x, y ∈ S, we have that Fs(x, y) = F (x, y) and thus,
x is a trajectory of F .
In the nondelay case, there are further characterizations of weak invariance in
terms of tangential cones. In particular, weak invariance of a nondelay system
(S, F ) has been shown to be equivalent to our characterization in terms of the
lower hamiltonian and also to Haddad’s characterization in terms of the Bouligand
tangent cone ([3],p. 193). We expect that the same equivalence follows in the case
of time delay.
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