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암반구조물의 역학적 안정성과 수리적 특성을 분석하는데 있어 암반절
리는 매우 중요한 역할을 한다. 암반절리는 형상, 위치, 방향, 크기, 체적
빈도 등 다양한 파라미터를 가지고 있으며, 이러한 파라미터들은 암반의 
노출면 조사 또는 시추공 조사를 통한 실측결과로부터 확률분포 형태로 
분석된다. 여기서 암반절리의 크기는 직접적인 측정이 불가능하기 때문
에 가장 불확실성이 큰 파라미터 중 하나로 알려져 있다. 대부분 계산의 
효율성을 위해 암반절리를 원판형으로 가정하여, 원판형 절리의 직경분
포를 암반절리의 크기를 나타내는 파라미터로 활용하고 있으며, 실측이 
가능한 절리선 길이분포로부터 이러한 직경분포를 추정하는 방법을 이용
하고 있다.
지금까지의 연구들은 절리선 길이분포를 측정하는데 이용되는 조사창
을 평면으로 한정하였으며, 여기서 검출되는 절리선들을 통해 암반절리
의 직경분포를 추정해왔다. 그러나 대부분의 암반 노출면은 불규칙한 형
상으로 나타나기 때문에 충분한 크기의 평면 조사창의 설치가 불가능한 
경우가 많으며, 이로 인해 평면 조사창에서의 암반절리 직경분포 추정기
법은 적용에 제한을 많이 받게 된다.
본 연구는 암반 노출면의 형상과 관계없이 암반절리의 직경분포를 추
정할 수 있도록 조사창의 개념을 확장시키고자 하였다. 이를 위해 모든 
형상을 포함하는 개념인 임의형상 조사면(Arbitrarily shaped sampling 
surface)을 정의하였으며, 절리선의 종류 또한 새롭게 정의하였다. 정의된 
임의형상 조사면에서 절리중심체적(Joint Center Volume, JCV)을 산정하
는 기법과 이를 이용한 암반절리 직경분포 추정 기법을 제안하였으며, 
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다양한 조건에서의 검증 과정을 통해 제안된 기법의 적용성을 분석하였
다.
또한 본 연구에서는 절리선 길이분포를 측정하기 위한 디지털 절리선 
조사 프로세스를 함께 제안하였다. 이는 암반절리 직경분포 추정기법의 
적용성 확보를 위해 필요한 대형 조사면에서의 절리선 조사를 가능하게 
하기 위해서이며, 기존의 알고리즘 기반의 이미지처리(Image processing)
기법의 한계를 극복하고자 종단간 학습(End-to-End learning)이 가능한 딥
러닝(Deep learning) 네트워크로 학습된 분류기(Trained classifier)를 적용하
였다. 픽셀 단위 데이터의 3차원 데이터 구조화 기법을 함께 제시하여 
최종적으로 절리군 별 절리선 길이분포를 도출 가능하도록 구성 하였으
며, 단순 평탄면 모델, 비평탄면 모델에서 디지털 절리선 조사 프로세스
의 적용성을 분석하였다.
주요어 : 암반절리, 직경분포, 임의형상 조사면, 절리중심체적, 절리선, 
디지털 조사, 딥러닝, 데이터 구조화
학  번 : 2011-30291
- iii -
목  차
초록 ···········································································································   i
List of Figures ·························································································· vi
List of Tables ···························································································· xv
1. 서론 ······································································································· 1
2. 배경 이론 ····························································································· 6
  2.1 암반절리 직경분포 추정기법 ································································· 6
  2.2 절리중심체적 산정 기법 ······································································· 14
    2.2.1 이론적 산정법 ·················································································· 14
    2.2.2 전수조사기법 ···················································································· 21
  2.3 딥러닝을 이용한 이미지 자료의 의미론적 분할 ····························· 24
    2.3.1 합성곱 신경망 ·················································································· 24
    2.3.2 의미론적 분할 기법 ········································································ 27
    2.3.3 DeepLabV3+ ······················································································ 30
  2.4 픽셀자료의 데이터 구조화 ··································································· 32
    2.4.1 이미지 투영 기법 ············································································ 32
    2.4.2 허프 변환을 이용한 직선 검출 ···················································· 37
3. 임의형상 조사면에서의 암반절리 직경분포 추정기법 ············· 42
  3.1 임의형상 조사면 및 절리선 종류 정의 ············································· 42
    3.1.1 임의형상 조사면의 정의 ································································ 42
- iv -
    3.1.2 임의형상 조사면에서의 절리선 종류 정의 ································ 45
  3.2 임의형상 조사면에서의 JCV 산정 기법 ··········································· 49
    3.2.1 몬테카를로 시뮬레이션을 이용한 JCV 산정 기법 ·················· 49
    3.2.2 임의형상 조사면에서의 JCV행렬 종류 정의 ···························· 54
    3.2.3 새로운 JCV 산정 기법의 검증 ···················································· 60
    3.2.4 최적 JCV 산정을 위한 조건 ························································ 66
  3.3 최대우도법 기반의 암반절리 직경분포 도출 ··································· 71
    3.3.1 JCV를 이용한 암반절리 직경분포 추정 과정 ·························· 71
    3.3.2 추정 가능한 최대 절리직경 ·························································· 75
  3.4 암반절리 직경분포 추정기법에 대한 검증 ······································· 81
    3.4.1 조사면 형상에 따른 검증 ······························································ 84
    3.4.2 조사면 크기에 따른 검증 ······························································ 91
    3.4.3 절리군 방향에 따른 검증 ······························································ 97
    3.4.4 절리군 내 최대 절리직경에 따른 검증 ···································· 105
    3.4.5 검증결과에 대한 논의 ·································································· 108
  3.5 기존 조사창 개념과의 비교 ······························································· 110
4. 암반절리 직경분포 추정기법의 활용을 위한 디지털 절리선 조
사 프로세스 ····················································································· 119
  4.1 디지털 절리선 조사 프로세스의 구성 ············································· 119
  4.2 절리선 검출을 위한 분류기 학습 ····················································· 122
    4.2.1 학습 데이터의 수집 및 레이블링 ·············································· 122
    4.2.2 학습 데이터의 분류 및 증강 ······················································ 125
    4.2.3 학습 네트워크 및 분류기 선정 ·················································· 128
  4.3 절리군별 절리선 길이분포 도출 ······················································· 147
- v -
    4.3.1 2차원 이미지 픽셀 데이터의 구조화 ········································ 147
    4.3.2 2차원 데이터의 3차원 투영 ························································ 153
    4.3.3 대표 절리군 분석 ·········································································· 156
    4.3.4 3차원 점군 데이터의 구조화 ······················································ 158
  4.4 디지털 절리선 조사 프로세스의 적용 ············································· 166
    4.4.1 단순 평탄면 모델에의 적용 ························································ 166
    4.4.2 비평탄면 모델에의 적용 ······························································ 170
  4.5 현장시험을 통한 전체 프로세스의 적용 ········································· 185
    4.5.1 현장시험 개요 ················································································ 185
    4.5.2 임의형상 조사면의 설정 및 대표 절리군 분석 ······················ 186
    4.5.3 디지털 절리선 조사 프로세스의 적용 ······································ 190
    4.5.4 암반절리 직경분포의 추정 ·························································· 193
5. 결론 ··································································································· 196
References ······························································································· 201
Appendix A. JCV matrices for the verification process in Chapter 3.2.3 ·· 211
Appendix B. Estimation results of uniform distribution in Chapter 3.4.3 ·· 223




Fig. 2.1 Schematic of joint trace types ······························································· 7
Fig. 2.2 Algorithm for finding the optimum solution of the joint size 
distribution and volumetric frequency (Song, 2009) ························· 13
Fig. 2.3 Trace center zone of the contained traces of length l (Song, 2009)
················································································································ 15
Fig. 2.4 Trace center zones of dissecting traces whose partial length within 
a window is l΄ (Song, 2009) ······························································ 16
Fig. 2.5 Trace center zones of transecting traces according to the whole and 
partial trace lengths (Song, 2009) ······················································· 17
Fig. 2.6 Distance between two traces, a΄b΄ and ab, whose length is l-dl and 
l, respectively (Song and Lee, 2001) ················································· 18
Fig. 2.7 Variation of the parallelepiped volume of disc center according to 
the change in joint diameter for a constant trace length (Song, 
2006) ······································································································· 19
Fig. 2.8 Model for JCV Calculating in cylindrical sampling window (Jeon et 
al., 2011) ································································································ 22
Fig. 2.9 Examples of JCV in cylindrical sampling window using the 
complete enumeration method ······························································ 23
Fig. 2.10 Architecture of fully connected network (Byun, 2019) ·················· 25
Fig. 2.11 General architecture of CNN (after Traore et al., 2018) ·············· 26
Fig. 2.12 Efficient learning of fully convolutional networks for per-pixel 
tasks like semantic segmentation  (Long et al., 2015) ·················· 28
- vii -
Fig. 2.13 Example of U-net architecture example for 32×32 pixels in the 
lowest resolution (Ronneberger et al., 2015) ··································· 29
Fig. 2.14 Schematic of ASPP (Chen et al., 2018b) ········································ 30
Fig. 2.15 DeepLabV3+ architecture (Chen et al., 2018a) ······························· 31
Fig. 2.16 Schematic of camera coordinate system ··········································· 33
Fig. 2.17 Schematic of coordinate systems and image projection ················· 34
Fig. 2.18 Transition of line to point in Hough space ···································· 38
Fig. 2.19 Roberts’ line representation with azimuth φ and elevation θ 
(left) and the intersection point (x΄,y΄) between the direction 
vector 
 and perpendicular plane crossing the origin (right) (Dalitz 
et al., 2017) ························································································· 40
Fig. 2.20 Icosahedron after 0, 1, 2, 3 tessellation steps (Jeltsch et al., 2016)
·············································································································· 41
Fig. 3.1 Example of arbitrarily shaped sampling surface ······························· 44
Fig. 3.2 Examples of individual trace types that may appear in an arbitrarily 
shaped sampling surface ······································································· 46
Fig. 3.3 Examples of four types of trace generated by a single joint in an 
arbitrarily shaped sampling surface ····················································· 48
Fig. 3.4 Monte Carlo simulation algorithm for calculating JCV matrix ······· 53
Fig. 3.5 Examples of the shape of JCV element ············································ 58
Fig. 3.6 Example of planar shaped sampling surface to verify suggested JCV 
calculating method ················································································· 60
Fig. 3.7 Planar shaped sampling surface and analysis areas to analyze the 
effect of the size of analysis space ···················································· 67
- viii -
Fig. 3.8 Mean and maximum differences according to volumetric frequency
················································································································ 70
Fig. 3.9 Example of pre-estimation process for determining the estimable 
maximum joint diameter ······································································· 76
Fig. 3.10 Schematic of different sizes of planar shaped sampling surface ·· 78
Fig. 3.11 Relationship between estimable maximum joint diameter and 
maximum observable trace length ····················································· 80
Fig. 3.12 Verification process of the suggested estimation method ·············· 82
Fig. 3.13 Example of error rate calculation ····················································· 82
Fig. 3.14 Assumed distributions for verification process ································ 83
Fig. 3.15 Sampling surfaces to verify the effect of shape on estimation of 
joint size distribution ·········································································· 84
Fig. 3.16 Triangulated surface and cross section of the curved sampling 
surface ··································································································· 85
Fig. 3.17 Triangulated surface and cross section of the horseshoe sampling 
surface ··································································································· 85
Fig. 3.18 Estimation results of joint diameter distribution and accumulated 
error rate in case of uniform distribution for determining the 
estimable maximum joint diameter in 2 types of sampling surfaces
·············································································································· 87
Fig. 3.19 Estimation results of 4 types of assumed joint diameter 
distributions in curved sampling surface ·········································· 88
Fig. 3.20 Estimation results of 4 types of assumed joint diameter 
distributions in horseshoe sampling surface ····································· 89
- ix -
Fig. 3.21 Sampling surfaces to verify the effect of size on estimation of 
joint diameter distribution ·································································· 91
Fig. 3.22 Estimation results of joint diameter distribution and accumulated 
error rate in case of uniform distribution for determining the 
estimable maximum joint diameter in three quarters and half 
sampling surface ·················································································· 93
Fig. 3.23 Estimation results of 4 types of assumed joint diameter 
distributions in three quarters sampling surface ······························ 94
Fig. 3.24 Estimation results of 4 types of assumed joint diameter 
distributions in half sampling surface ··············································· 95
Fig. 3.25 Estimation results of 4 types of assumed joint diameter 
distributions for joint set 1 ······························································ 100
Fig. 3.26 Estimation results of 4 types of assumed joint diameter 
distributions for joint set 2 ······························································ 101
Fig. 3.27 Estimation results of 4 types of assumed joint diameter 
distributions for joint set 3 ······························································ 102
Fig. 3.28 Estimation results of 4 types of assumed joint diameter 
distributions for joint set 4 ······························································ 103
Fig. 3.29 Assumed lognormal distributions with different maximum joint 
diameters ····························································································· 106
Fig. 3.30 Estimation results of assumed lognormal distributions with different 
maximum joint diameters ································································· 107
Fig. 3.31 Horseshoe sampling surface and the sampling windows for 
comparison with traditional planar sampling windows ················· 111
- x -
Fig. 3.32 Estimation results of joint diameter distribution and accumulated 
error rate in case of uniform distribution for determining the 
estimable maximum joint diameter in 2 types of traditional 
sampling windows ············································································· 112
Fig. 3.33 Accumulated error rates of joint diameter distribution estimation in 
case of uniform distribution in horseshoe sampling surface and 2 
types of sampling windows ····························································· 113
Fig. 3.34 Example of observed traces in case of Distribution-2 in horseshoe 
sampling surface and 2 types of sampling windows ··················· 114
Fig. 3.35 Estimation results of assumed joint diameter distributions in 2 
types of traditional sampling windows ··········································· 115
Fig. 3.36 Estimation results of assumed joint diameter distributions in 2 
types of traditional sampling windows using trace length 
distribution observed in the tunnel surface corresponding to 
hypothetic planar sampling window ················································ 118
Fig. 4.1 Drone used in this study (Mavic 2 pro) ········································· 120
Fig. 4.2 Overall process of estimating joint diameter distribution with the 
digital joint trace survey process ······················································ 121
Fig. 4.3 Rock mass exposure sites for sampling training data ···················· 122
Fig. 4.4 Examples of images used for network training ······························ 123
Fig. 4.5 Schematic of image pixel labelling process used in this study ···· 124
Fig. 4.6 Example of labelling process used in this study ···························· 125
Fig. 4.7 Example of data augmentation using color and contrast 
modifications ························································································ 127
- xi -
Fig. 4.8 Example of additional data augmentation using random cropping, 
rotation and flipping ··········································································· 128
Fig. 4.9 Detailed architecture of Xception as backbone network (Chen et al., 
2018a) ··································································································· 130
Fig. 4.10 Detailed architecture of DeepLabV3+ network used in this study
·············································································································· 130
Fig. 4.11 Detailed architecture of U-Net network used in this study ········ 131
Fig. 4.12 Training results of classifier using DeepLabV3+ network ··········· 134
Fig. 4.13 Training results of classifier using U-Net network ······················ 135
Fig. 4.14 Test data sets in flat surface ··························································· 136
Fig. 4.15 Test data sets in uneven surface ···················································· 136
Fig. 4.16 Segmentation results of Test data 1 in flat surface ····················· 138
Fig. 4.17 Segmentation results of Test data 2 in flat surface ····················· 139
Fig. 4.18 Segmentation results of Test data 3 in flat surface ····················· 140
Fig. 4.19 Segmentation results of Test data 1 in uneven surface ··············· 141
Fig. 4.20 Segmentation results of Test data 2 in uneven surface ··············· 142
Fig. 4.21 Segmentation results of Test data 3 in uneven surface ··············· 143
Fig. 4.22 Schematic of variables for defining validation indices ················ 144
Fig. 4.23 Example of the process of thinning semantic segmentation results
·············································································································· 149
Fig. 4.24 Example of the result of 2D line segmentation ··························· 151
Fig. 4.25 2D line segmentation algorithm for segmenting lines in image 
pixel data ···························································································· 152
Fig. 4.26 Example of point cloud generation using ContextCapture ··········· 154
Fig. 4.27 Example of 3D projection ······························································· 155
- xii -
Fig. 4.28 Example of plane detection using CloudCompare ························ 157
Fig. 4.29 Example of joint set analysis using Dips ······································ 157
Fig. 4.30 Example of classifying point cloud traces by joint set ··············· 159
Fig. 4.31 Schematic of 3D line segment detection using the modified 
iterative hough transform ·································································· 161
Fig. 4.32 Example of 3D line segment detection using the modified iterative 
hough transform ··············································································· 162
Fig. 4.33 Example of 3D line segment linking to calculate joint trace length
············································································································ 164
Fig. 4.34 Example of joint trace polylines overlapped on 3D point cloud
············································································································ 165
Fig. 4.35 Example of joint trace length distribution derived from the 
polylines ······························································································ 165
Fig. 4.36 Flat surface model 1 for verification ············································· 166
Fig. 4.37 Flat surface model 2 for verification ············································· 167
Fig. 4.38 Flat surface model 3 for verification ············································· 167
Fig. 4.39 Comparison result between manually surveyed trace length and 
auto-calculated trace length in flat surface model 1 ···················· 168
Fig. 4.40 Comparison result between manually surveyed trace length and 
auto-calculated trace length in flat surface model 2 ···················· 168
Fig. 4.41 Comparison result between manually surveyed trace length and 
auto-calculated trace length in flat surface model 3 ···················· 169
Fig. 4.42 Uneven surface model for verification ··········································· 171
Fig. 4.43 Result of plane detection in uneven surface model using 
CloudCompare ···················································································· 172
- xiii -
Fig. 4.44 Result of joint set analysis of uneven surface model using Dips
············································································································ 172
Fig. 4.45 Example of semantic segmentation result of uneven surface model 
using the trained classifier in this study ········································ 174
Fig. 4.46 3D projection result of uneven surface model using the suggested 
method in this study ········································································· 174
Fig. 4.47 Manually surveyed traces of all joint sets in the uneven surface 
model ·································································································· 175
Fig. 4.48 Comparison result between manually surveyed trace and 
auto-calculated trace in uneven surface model ······························ 176
Fig. 4.49 Comparison results of trace length distribution derived by manual 
survey and digital joint trace survey in uneven surface model ·· 179
Fig. 4.50 Comparison results of trace length distribution derived by manual 
survey and digital joint trace survey in uneven surface model with 
truncation ···························································································· 180
Fig. 4.51 Scenery of rock slope where suggested methods in this study were 
applied ································································································ 186
Fig. 4.52 Point cloud and triangulated surface data generated by 
ContextCapture ··················································································· 187
Fig. 4.53 Overlapped point cloud and triangulated surface to crop region of 
interest ································································································ 187
Fig. 4.54 Point cloud and triangulated surface cropped for use as arbitrarily 
shaped sampling surface ··································································· 188
Fig. 4.55 Result of plane detection in arbitrarily shaped sampling surface 
using CloudCompare ········································································· 189
- xiv -
Fig. 4.56 Result of joint set analysis of arbitrarily shaped sampling surface 
using Dips ·························································································· 189
Fig. 4.57 Example of semantic segmentation result using the trained 
classifier in this study ······································································ 190
Fig. 4.58 3D projection result using the suggested method in this study · 191
Fig. 4.59 Joint trace length distribution derived from arbitrarily shaped 
sampling surface by using the digital trace survey process 
suggested in this study ····································································· 192
Fig. 4.60 Derived joint trace length distribution in arbitrarily shaped 
sampling surface classified by individual trace type ···················· 194
Fig. 4.61 Estimation results of joint diameter distribution in arbitrarily 
shaped sampling surface for all joint sets ····································· 195
- xv -
List of Tables
Table 3.1 Definition of JCV matrices ······························································· 55
Table 3.2 Definition of the number of observed joint traces in arbitrarily 
shaped sampling surface ···································································· 55
Table 3.3 JCV matrix of contained trace for joint set 1 calculated by 
theoretical method (Sampling surface: W10×H5) ··························· 62
Table 3.4 JCV matrix of contained trace for joint set 1 calculated by the 
suggested method in this study (Sampling surface: W10×H5) ····· 62
Table 3.5 JCV matrix of dissecting trace for joint set 1 calculated by 
theoretical method (Sampling surface: W10×H5) ··························· 63
Table 3.6 JCV matrix of dissecting trace for joint set 1 calculated by the 
suggested method in this study (Sampling surface: W10×H5) ····· 63
Table 3.7 JCV matrix of transecting trace for joint set 1 calculated by 
theoretical method (Sampling surface: W10×H5) ··························· 64
Table 3.8 JCV matrix of transecting trace for joint set 1 calculated by the 
suggested method in this study (Sampling surface: W10×H5) ····· 64
Table 3.9 Mean difference between each elements of the JCV matrix ······· 65
Table 3.10 Maximum difference between each elements of the JCV matrix
············································································································· 66
Table 3.11 Comparison results of differences in JCV matrix elements 
according to the size of the analysis area ···································· 68
Table 3.12 Maximum observable trace length for different sizes of planar 
shaped sampling surface ·································································· 78
- xvi -
Table 3.13 Error rates of 4 types of assumed joint diameter distribution 
estimations in 2 types of sampling surfaces ································ 90
Table 3.14 Volumetric frequency estimation results of 4 types of assumed 
joint diameter distributions in 2 types of sampling surfaces ····· 90
Table 3.15 Error rates of 4 types of assumed joint diameter distribution 
estimations in sampling surfaces of different sizes ····················· 96
Table 3.16 Volumetric frequency estimation results of 4 types of assumed 
joint diameter distributions in sampling surfaces of different sizes
··········································································································· 96
Table 3.17 Joint set orientations for verification ············································· 98
Table 3.18 Error rates of 4 types of assumed joint diameter distribution 
estimations for joint sets with different orientations ················· 104
Table 3.19 Volumetric frequency estimation results of 4 types of assumed 
joint diameter distributions for joint sets with different 
orientations ······················································································ 104
Table 3.20 Error rates of joint diameter distribution estimations for assumed 
lognormal distributions with different maximum joint diameters
········································································································· 108
Table 3.21 Volumetric frequency estimation results for assumed lognormal 
distributions with different maximum joint diameters ··············· 108
Table 3.22 Error rates of 2 types of assumed joint diameter distribution 
estimations in horseshoe sampling surface and traditional 
sampling windows ·········································································· 116
- xvii -
Table 3.23 Volumetric frequency estimation results of 2 types of assumed 
joint diameter distributions in horseshoe sampling surface and 
traditional sampling windows ························································ 116
Table 4.1 Specification of digital camera mounted on Mavic 2 pro ·········· 120
Table 4.2 Validation indices of the trained classifiers ·································· 146
Table 4.3 Accuracy index of trace label of the trained classifiers ············· 146
Table 4.4 Summary of comparison between manually surveyed trace length 
and auto-calculated trace length in flat surface models ············· 170
Table 4.5 Result of joint set clustering in uneven surface model using 
CloudCompare and Dips ································································· 173
Table 4.6 Summary of comparison between manually surveyed trace and 
auto-calculated trace in uneven surface model ····························· 177
Table 4.7 Detailed comparison between manually surveyed trace length and 
auto-calculated trace length in uneven surface model for joint set 
1 ········································································································· 181
Table 4.8 Detailed comparison between manually surveyed trace length and 
auto-calculated trace length in uneven surface model for joint set 
2 ········································································································· 182
Table 4.9 Detailed comparison between manually surveyed trace length and 
auto-calculated trace length in uneven surface model for joint set 
3 ········································································································· 183
Table 4.10 Detailed comparison between manually surveyed trace length and 
auto-calculated trace length in uneven surface model for joint set 
4 ········································································································· 184
- xviii -
Table 4.11 Orientation of joint sets in arbitrarily shaped sampling surface 
derived by CloudCompare and Dips ··········································· 188
Table 4.12 Estimation results of volumetric frequency in arbitrarily shaped 
sampling surface for all joint sets ··············································· 195
- 1 -
1. 서론
국내 암반의 대부분은 지질학적으로 고생대, 중생대의 오래된 지층에 
속하기 때문에 거듭된 조산운동과 습곡작용의 영향을 받아 단층과 절리 
등의 불연속면을 다수 포함하고 있다. 이러한 불연속면 중 암반절리는 
터널, 사면 등과 같은 암반구조물에서 안정성을 저하시키는 매우 중요한 
원인으로 여겨지고 있으며, 따라서 암반공학 분야의 다양한 실험적, 수치
해석적 연구에서 정확한 암반절리 파라미터의 사용이 필수적으로 요구되
고 있다(Um and Han, 2017).
암반절리 파라미터는 위치, 형상, 방향, 간극, 크기, 거칠기 등이 있으
며, 대부분의 파라미터는 대상 암반의 노출면 조사 또는 시추공 조사 등
의 실측결과를 기반으로 확률분포 형태로 분석된다(ISRM, 1978). 일부 
파라미터들은 직접적인 측정을 통해 분석이 가능하지만, 암반절리의 형
상과 크기는 일반적으로 절리가 암반 내부에 존재하고 있으며, 암반 자
체가 빛과 전자기파에 대해 불투과성을 보이므로 직접적인 측정이 불가
능하다(Priest, 1993). 이러한 암반절리의 형상과 크기를 분석하기 위해 대
부분의 연구에서는 Baecher et al.(1997)가 제안한 원판형 절리가 3차원 
공간상에 무작위로 위치하고 있다고 가정하는 포아송 디스크 모델을 적
용하고 있다. 이 모델은 형상을 원판형으로 가정하기 때문에 절리형상이 
분석 대상에서 제외되고, 직경으로 크기를 간단하게 나타낼 수 있기 때
문에 상당한 계산상 효율성을 제공해준다.
암반절리의 크기(직경)와 관련된 연구는 주로 직접 측정이 가능한 절
리선(Joint trace) 조사 결과를 이용한 추정기법들이 제안되어 왔다. 이러
한 추정기법들은 크게 분포종속적(Distribution-dependent)인 방법과 분포독
립적(Distribution-free)인 방법으로 나뉜다. 분포종속적인 방법은 분포의 
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종류와 매개변수를 미리 가정하여 표본분포를 도출한 다음 실제로 조사
된 표본분포와 비교하여 오차율에 따라 분포를 추정하는 방법이며
(Villaescusa and Brown, 1992; Le Pointe et al., 1993, Zhang and Einstein, 
2000), 분포독립적인 방법은 분포를 미리 가정하지 않고 현장에서 조사
된 절리선 길이분포를 이용하여 직접적으로 추정하는 방법이다(Song and 
Lee, 2001; Ryu et al., 2002; Song, 2005; Song, 2006; Tonon and Chen, 
2007; Song, 2009; Jeon et al., 2011; Suh and Song, 2016; Zhu et al., 2014; 
Hekmatnejad et al., 2018).
특히 Warburton(1980)이 원판형 절리의 직경분포와 절리선 길이 누적
분포와의 관계식을 제안한 이래로 다양한 연구들이 수행되어 왔으며, 최
근에는 주로 무한크기 조사창에서의 절리선 길이분포(True trace length 
distribution)을 이용한 추정기법들이 제안되고 있다(Zhu et al., 2014; 
Hekmatnejad et al., 2018). 이러한 연구들은 절리 직경분포를 연속적인 형
태로 분석하기 때문에 누락되는 절리 직경크기가 없이 정밀한 결과를 도
출할 수 있다. 그러나 제한된 평면 조사창 내에서의 절리선 길이분포와 
체적빈도를 이용하여 무한크기 조사창에서의 절리선 길이분포를 추정하
는 과정이 선행되어야 하기 때문에, 이 과정에서 발생되는 오차까지도 
고려해야 한다는 단점이 있다. 또한 계산과정의 복잡성 때문에 직접적인 
결과 도출이 매우 어려우며 컴퓨터를 이용한 수치계산 시에는 결국 불연
속적(Discrete)인 형태로 변환되어 활용된다는 모순이 있다.
Song(2005)은 조사창 내 양끝내포선(Contained trace)의 길이분포를 바탕
으로 절리 직경크기의 계급 구간별 분포를 도출하는 방법을 이론적으로 
제안하였으며, 이를 발전시켜 양끝내포선뿐 아니라 한끝내포선(Dissecting 
trace), 양끝외포선(Transecting trace)과 같은 조사창 내 모든 절리선 종류
를 고려한 절리 직경분포 추정기법을 제안하였다(Song, 2009). 이 기법은 
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다양한 조건에서 높은 정확도를 보였으며, 무한크기 조사창에서의 절리
선 길이분포 추정을 요구하지 않고 정해진 조사창 내 결과만을 이용하여 
직경분포를 직접 추정하기 때문에 활용도가 높다. 
이와 같이 대부분의 암반절리 직경분포 관련 연구들은 평면 조사창에
서의 절리선 조사 결과를 기반으로 하고 있다. 직경분포 추정 시 절리선 
조사 결과의 표집오차(Sampling error)에 의한 편향(Bias)의 영향을 줄이
고, 추정할 수 있는 절리 직경 크기를 증가시키기 위해서는 가능한 넓은 
영역에 대해 조사창을 설치해야 한다. 그러나 실제 현장에서는 암반구조
물의 형태에 따라 충분한 크기의 평면 조사창 설치가 불가능한 경우가 
많으며, 이로 인해 평면 조사창을 이용한 대부분의 기법들은 적용이 제
한되게 된다.
따라서 신뢰도 있는 직경분포 추정을 위해서는 기존의 평면에 국한되
었던 조사창의 개념을 확장하여 형상과 관계없이 조사 대상면을 설정할 
수 있어야 하며, 이를 이용한 암반절리 직경분포 추정기법의 정립이 필
수적이다.
하지만 조사 대상 영역의 확장은 필연적으로 절리선 조사 방법에 대한 
문제를 야기한다. 대부분의 현장에서는 암반공학 또는 지질공학 전문가
에 의한 수동 조사를 실시하고 있다. 이러한 수동 조사는 조사 대상의 
크기가 커짐에 따라 조사해야하는 영역이 증가하여 노동력의 소모가 심
하며, 조사자가 직접 측정이 불가능한 영역 또한 크게 증가하기 때문에 
대형 조사면의 경우에는 실시하기가 매우 어렵다. 따라서 이러한 문제점
을 해결하고자 다양한 절리선의 디지털 조사 기법에 대한 연구들이 수행
되어 왔다. 디지털 조사 기법은 크게 사진 또는 동영상 자료를 이용하는 
2차원 영상처리기법과 입체사진측량기법, LiDAR(Light Detection And 
Ranging)를 이용한 레이저측량기법으로 나누어 볼 수 있다. 
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Hagan(1980)이 사진측량기법을 암반의 절리 조사에 이용한 이래로 많
은 연구자들이 암반공학분야에 사진측량기법을 적용하기 시작했다. 
Tsoutrelis et al.(1990)은 사진측량을 이용한 절리 조사 시스템에 관한 연
구를 수행하였으며, Ryu et al.(2000)은 입체사진측량기법을 이용한 절리 
방향 측정 및 화상 처리 기법 기반의 혼합 접근법(Hybrid approach)을 통
한 절리선 측정 방법을 제안하였다. 이러한 혼합 접근법은 이후 연구자
들에게도 유용하게 활용되고 있다(Lemy and Hadjigeorgiou, 2003; Wang, 
2005; Wang et al., 2007; Deb et al., 2008; Mohebbi et al., 2017; Buyer 
and Schubert, 2018).
LiDAR를 이용한 레이저측량기법은 정보를 가공하는 것이 아닌 직접적
으로 3차원 정보를 획득할 수 있다는 장점이 있으며, 암반 절리선 조사
와 관련하여서는 Kemeny et al.(2006)의 연구 이래로 최근까지 다양한 연
구가 진행되어 오고 있다(Gigli and Casagli, 2011; Umili et al., 2013; 
Riquelme et al., 2014; Chen et al., 2016).
그러나 이러한 입체사진측량 또는 레이저측량기법을 이용한 절리선 조
사는 알고리즘 기반으로 절리선을 검출하기 때문에 다양한 암반의 형상
과 표면상태를 반영하기에는 한계가 있다(Zhang et al., 2019). 지속적인 
알고리즘의 보완을 통해 성능이 향상된 기법들이 제안되고는 있지만 근
본적인 해결책은 제시되지 않고 있는 실정이다. 이러한 알고리즘 기반의 
절리선 검출의 한계를 극복하고자 Byun(2019)은 최근 이미지 인식(Image 
recognition) 분야에서 뛰어난 성능을 보이고 있는 합성곱 신경망 기반의 
딥러닝(Deep learning) 네트워크를 적용한 연구를 수행하였으며, 암반 표
면에 존재하는 절리선을 효과적으로 검출할 수 있다는 결과를 제시하였
다. 그러나 학습된 분류기(Trained classfier)를 통해 픽셀단위로 도출되는 
결과에 대한 활용방안에 대해서는 논의되지 못하였다.
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본 연구에서는 먼저 조사 대상의 형상과 관계없이 적용 가능한 암반절
리 직경분포 추정 기법을 제안하여 현장 적용성을 향상시키고자 하였다. 
이를 위해 기존 조사창의 개념을 확장하여 임의형상 조사면(Arbitrarily 
shaped sampling surface)을 정의하고, 여기에 나타나는 절리선 종류 또한 
새롭게 정의하여 활용하였다. 
몬테카를로 시뮬레이션을 이용하여 수치적으로 절리중심체적(Joint 
Center Volume, JCV)을 생성하는 새로운 기법과 이를 이용한 암반절리 
추정기법을 제안하였으며, 제안된 추정기법에 대해서는 다양한 조건 하
에서 검증과정을 수행하여 적용성을 평가하였다.
또한 암반절리 직경분포 추정기법의 활용을 위한 디지털 절리선 조사 
프로세스를 구성하여 적용 가능성에 대하여 분석하였다. 디지털 절리선 
조사 프로세스는 의미론적 분할(Semantic segmantation) 방식의 딥러닝 네
트워크를 통해 학습된 분류기를 이용하였으며, 도출되는 픽셀단위의 결




이 장에서는 암반절리 직경분포 추정 및 디지털 조사 기법과 관련된 
선행연구들을 본 연구와 관련된 내용 위주로 간략하게 소개하고자 한다.
본 연구에서는 기존에 평면으로 국한되었던 조사창을 형상과 관계없이 
설치 가능하도록 확장시키기 위해 절리중심체적(Joint Center Volume, 
JCV)의 개념을 활용하였다. 따라서 2.1절에는 Warburton(1980a,b)의 관계
식을 이론적으로 발전시켜 정립하면서 JCV의 개념을 도입한 Song(2009)
의 암반절리 직경분포 추정기법에 대해 설명하였고, 2.2절에서는 JCV를 
활용한 기존 연구들에서 JCV를 산정하는 방법에 대해 수록하였다.
2.3절에서는 디지털 절리선 조사 프로세스를 구성하는 과정에서 활용
한 합성곱 신경망(Convolutional Neural Network, CNN) 및 의미론적 분할
(Semantic Segmentation) 기법에 대한 설명과 학습 네트워크로 활용된 
DeepLabV3+ 모델(Chen et al., 2018a)의 구조에 대해 간략하게 설명하였
다.
마지막으로 2.4절에서는 2차원 픽셀 데이터의 3차원 구조화 과정에서 
활용한 기법들에 대해 정리하였다.
2.1 암반절리 직경분포 추정 기법
절리의 크기는 앞서 언급한 바와 같이 직접적인 측정이 불가능한 파라
미터이다. 따라서 대부분의 연구는 직접 측정이 가능한 절리선 길이분포
와의 관계를 통해 크기분포를 추정하는 방법을 제안하고 있다. 이러한 
연구들은 Warburton(1980a,b)이 다음과 같은 절리선 길이분포 f(l)과 원판









여기서 s는 절리의 직경, l은 절리선의 길이, μs는 절리의 평균 직경, 
Sx는 최대 절리직경을 의미한다.
Song(2009)은 위와 유사한 접근법을 따르면서 분포독립적
(Distribution-free)으로 암반절리의 크기분포를 추정할 수 있는 새로운 기
법을 제안하였다. 여기서 조사창은 직사각형 모양의 평면으로, 절리는 포
아송 디스크 모델을 따른다고 가정하였다. 해당 기법에 대해서 절리의 
형상이 원판형이 아닌 직사각형의 모양일 경우도 적용이 가능한 방법을 
추가 제시하였지만, 기법의 개발과 검증에는 모두 기본적으로 원판형의 
포아송 디스크 모델을 가정하여 연구가 수행되었다. 그러므로 절리의 크
기분포는 원판형 절리의 직경분포를 의미하게 된다. 
Fig. 2.1 Schematic of joint trace types
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절리선 종류는 양끝내포선(Contained trace), 한끝내포선(Dissecting 
trace), 양끝외포선(Transecting trace)으로 구분하였으며, 이는 Fig. 2.1에 나
타난 것과 같다. Fig. 2.1에서 점은 무한크기의 조사창에서 나타나는 절
리선의 끝점(End point)들을 의미하며, 이러한 끝점들이 설치한 조사창 
내에 모두 포함되어 있을 시 양끝내포선, 하나만 포함되어 있을 시 한끝
내포선, 모두 포함되지 않았을 시 양끝외포선으로 구분된다.
다음으로 절리선 종류별로 이론적인 절리선 개수를 길이에 대한 계급 





















 ′  ∆ (2.4)
여기서 첨자 c, d, t는 각각 양끝내포선, 한끝내포선, 양끝외포선을 나
타내며, s와 l은 각각 원판형 절리의 직경과 조사창 내에 나타나는 절리
선의 길이를 의미한다. l΄은 한끝내포선 또는 양끝외포선의 경우에 조사
창에 의해 분할되어 내부에 나타나는 분할 절리선 길이를 나타낸다.
위 관계식을 수치적으로 계산하기 위해 간결하게 나타내면 다음과 같















































이 과정에서 s, l, l΄은 각각 j, k, i로 대체되었으며, ns는 절리 직경 계
급구간의 개수, nl은 절리선 길이 계급구간의 개수를 의미한다. 
이렇게 정의된 관계식에서 도입된 개념이 JCV이다. JCVijk는 특정 직경 
j를 가지는 절리가 조사창 내에서 계급구간 i 또는 k에 속하는 길이의 절
리선을 나타내기 위해 위치 가능한 절리 중심의 공간적 부피를 의미한
다. JCV는 절리선 종류별로 다르게 나타나기 때문에 총 3종류로 정의되
며, 종류별 JCV를 산정하는 방법에 대해서는 2.2절에서 추가적으로 다루
도록 하겠다.
위와 같이 정의된 이론적인 절리선의 종류별 개수는 동일한 절리 직경
분포를 가지는 대상 암반에서 실제로 측정되는 절리선의 종류별 개수와 
일치해야 한다. 그러므로 식(2.8)에 나타난 오차제곱합을 최소화하는 절
리 직경분포가 대상 암반의 실제 크기분포와 가장 유사하다고 추정해 볼 
수 있다.

















t΄은 각각 실제로 측정된 양끝내포선, 한끝내포선, 양
끝외포선의 개수를 의미하며, wi
c, wi
d, wi
t는 추정 기법의 정확도를 향상
시키고자 도입한 절리선 종류별 가중치(Weight parameter)들이다. 이러한 
가중치들은 시행착오법(Trial and error)을 통해 도출할 수 있다.
식(2.8)의 관계식에 식(2.5), 식(2.6), 식(2.7)을 대입한 다음 오차제곱합
이 최소가 되는 해를 도출하고자 편미분을 하면 아래 식(2.9)와 같은 관







































식(2.9)의 오차제곱의 편미분 값이 0이 된다고 가정하고, 각 항들을 정




































































최종적으로 위 식(2.10)은 식(2.11)과 같이 행렬식의 계산 문제로 단순
화시킬 수 있다. 
- 11 -
       (2.11)
여기서,
































        ′ 

























      ′ 
식(2.11)에서 L[j, p, nl΄]은 j, p, nl΄의 세 값 중에 최소값을 의미하며, 마
찬가지로 L[p, nl΄]은 p, nl΄의 두 값 중에 최소값을 의미한다.
위와 같이 단순화된 행렬식을 계산하면 절리 직경분포의 확률밀도함수
인 cj를 도출할 수 있다. 이러한 행렬식은 가우스 소거법(Gauss 
elimination), 가우스 사이델법(Gauss-Seidel method), 경사하강법(Conjugate 
gradient method) 등 다양한 수치계산적인 방법으로 해결할 수 있다. 그러
나 대부분의 경우 절리 직경분포 추정 행렬식은 ill-posed 역산 문제로 나
타난다(O’Sullivan, 1986). 따라서 적절한 수치계산법을 선정하여 행렬식
을 풀이하는 것이 중요하며, Song(2009)은 경사하강법(Hestenes and 
Stiefel, 1952)을 항상 양의 해만 가지도록 수정하여 적용하였다. 이는 행
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렬식의 해가 확률밀도함수이기 때문이다.
Song(2009)이 제안한 기법은 추정과정에서 절리의 체적빈도(Volumetric 
frequency)가 함께 도출되기 때문에, 다른 연구들과 비교하여 체적빈도에 
대한 추가적인 가정이나 추정이 불필요하다는 장점도 지닌다.




t의 세 항에 각각 포함되어 있기 때문에 식(2.11)에서 [Apj]행
렬에는 λv
2항이 포함되며, [bp]행렬에는 λv항이 포함된다.  따라서 행렬
식의 수치계산을 통해 도출되는 해는 λv의 면적(Area)을 가지는 분포형
태로 나타나며, 확률밀도함수인 cj는 여기에 λv
-1을 곱해준 형태로 도출
된다. 이 과정에서 체적빈도가 함께 도출되게 된다.
마지막으로 앞서 언급했던 시행착오법에 의해 정해지는 절리선 종류별 




t에 각각 0~1사이의 임의의 초기값을 총 180개 조합으
로 선정한다. 이후 각 해석 시마다 식(2.12), 식(2.13), 식(2.14)에 나타난 
방법으로 약 50회 정도 가중치를 보정해준다.

 ⇐
















t는 절리선 종류별로 추정 절리선 개수
와 실측 절리선 개수의 차이를 정규화한 값을 의미하며, 이 중 가장 큰 
값이 MaxRatio가 된다.
이렇듯 모든 가중치 조건에서 추정과정을 수행했을 시, 오차제곱합이 
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가장 낮게 나타나는 직경분포가 최종 추정분포가 된다. 
Song(2009)이 제안한 기법의 전체 알고리즘은 Fig. 2.2와 같다.
Fig. 2.2 Algorithm for finding the optimum solution of the joint size 
distribution and volumetric frequency (Song, 2009)
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2.2 절리중심체적 산정 기법
JCV는 앞서 설명했듯 특정 직경을 가지는 절리가 조사창 내에서 일정 
계급구간에 속하는 길이의 절리선을 나타내기 위해 위치 가능한 절리 중
심의 공간적 부피를 의미하며, 일반적으로 이산화된 절리 직경과 절리선 
길이로 인해 행렬 형태로 정의된다.
Song(2009)은 JCV의 개념을 정립하며 평면 조사창에서 이론적 산정법
을 제안하였으며, 이후 Jeon et al.(2001)과 Suh and Song(2016)은 조사창
의 형상을 원통형으로 확장시키고자 전수조사기법을 이용하여 JCV를 산
정하는 방법을 제안하였다.
2.2.1 이론적 산정법
Song(2009)은 절리 직경분포 추정과정에서 평면 조사창에 나타날 수 
있는 양끝내포선, 한끝내포선, 양끝외포선의 3종류의 절리선을 모두 이용
하였으며, 따라서 JCV도 절리선 종류별로 3종류로 나누어 산정하였다.
JCV를 이론적으로 산정하기 위해서는 먼저 JCV의 2차원 개념인 절리
선중심영역(Trace Center Zone, TCZ)을 구해야 한다. TCZ는 JCV에서 절
리의 직경 개념을 제외한 것으로 조사창 내에서 특정 길이 l의 절리선이 
나타나기 위해 절리선의 중심이 위치 가능한 영역을 의미한다. TCZ의 
모양과 면적 역시 JCV와 동일하게 절리선 종류별로 다르게 나타나기 때
문에 각각 정의된다.
양끝내포선의 경우 조사창 내에 길이 l의 절리선이 모두 포함되지만, 
한끝내포선, 양끝외포선의 경우에는 무한평면에서의 절리선 길이 l의 분
할 길이인 l΄의 길이가 조사창 내에 나타나게 된다. 그러므로 실제 절리
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선으로 측정되는 길이는 양끝내포선의 경우에는 l, 한끝내포선 또는 양
끝외포선인 경우에는 l΄이 된다. 
길이 l을 가지는 양끝내포선 TCZ는 Fig. 2.3에서 십자 표시된 영역과 
같이 나타나며, 이 때의 면적 Al
c는 조사창의 너비가 W, 높이가 H인 경
우 식(2.15)와 같이 정의된다.

      cos       sin      ′ (2.15)
여기서 Lx΄은 조사창 내에서 관찰 가능한 최대 절리선 길이를 의미하
며, 이는 절리방향에 따라 θ와 함께 다른 값을 갖는다.
Fig. 2.3 Trace center zone of the contained traces of length l (Song, 2009)
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길이 l΄을 가지는 한끝내포선 TCZ는 얇은 띠 형상으로 나타나며, 이 
때의 면적 Al΄
d는 식(2.16)과 같이 정의된다. Fig. 2.4는 무한평면 상에서 
l1, l2, l3의 길이를 가지는 절리선들이 조사창 내에서 길이 l΄의 한끝내포
선을 나타내는 경우에 TCZ의 예시를 보여준다.
′
       ′ cos        ′ sin  
  ′sin     ′ cos    cos     ′ sin   (2.16)
Fig. 2.4 Trace center zones of dissecting traces whose partial length within 
a window is l΄ (Song, 2009)
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길이 l΄을 가지는 양끝외포선의 TCZ는 그림 Fig. 2.5에서와 같이 2가지 
경우로 나누어 나타난다. Fig. 2.5에서 l3와 같이 분할 절리선(l΄)이 조사창 
내에서 관찰 가능한 최대 절리선 길이(Lx΄)보다 작을 경우에는 조사창 중
앙을 기준으로 대칭되는 위치에 얇은 띠 형상으로 나타나며, l4와 같이 
분할 절리선(l΄)과 조사창 내에서 관찰 가능한 최대 절리선 길이(Lx΄)가 
같을 경우에는 중앙에 빗금 친 영역과 같이 나타난다. 이 때의 면적 Al΄
t
는 식(2.17)과 같이 정의된다.
′
       ′   ′ sin  cos     ′  ′  ′
′
     ′  sin    cos   ′  ′ (2.17)
Fig. 2.5 Trace center zones of transecting traces according to the whole and 
partial trace lengths (Song, 2009)
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이렇게 절리선 종류별로 정의된 TCZ에 절리의 직경 개념을 더해 두께
를 반영해주면 JCV를 계산할 수 있다. 
Fig. 2.6에서 볼 수 있듯이 절리의 직경이 s이고 조사창에 길이 l-dl에
서 l까지의 길이를 가지는 절리선이 나타날 경우에 두께 dt는 식(2.18)과 
같이 정의된다.
 
          
(2.18)
Fig. 2.6 Distance between two traces, a΄b΄ and ab, whose length is l-dl and 
l, respectively (Song and Lee, 2001)
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최종적으로 식(2.15), 식(2.16), 식(2.17)과 같이 정의된 TCZ에 식(2.18)
의 두께를 곱해주면 각 절리선 종류별 JCV가 산정된다.
직경 s의 절리가 l-dl에서 l의 길이를 가지는 절리선을 나타내기 위한 
양끝내포선의 JCV를 의미하는 JCVc(s,l)는 식(2.19)와 같이 정의되며, Fig. 
2.7과 같이 평행육면체의 형태로 나타나게 된다. 여기서 φ는 절리면의 
법선벡터와 조사창의 법선벡터가 이루는 예각을 의미한다.
   sin             
                ×    cos      sin   (2.19)
Fig. 2.7 Variation of the parallelepiped volume of disc center according to 
the change in joint diameter for a constant trace length (Song, 
2006)
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식(2.19)에서 미세크기를 의미하는 dl을 절리선 계급 구간의 크기인 △l
로 대체하여 이산화하면 식(2.20)과 같이 정리되며, 동일한 방법으로 한
끝내포선과 양끝외포선의 JCV를 산정하면 각각 식(2.21), 식(2.22)와 같이 
나타난다.
   sin  
 ∆

           
                ×    cos      sin   (2.20)
 ′   sin 






           
      × sin     cos    cos     sin    (2.21)
 ′    sin  sin  cos 






           
      ×        ′ ≤′
 ′   sin   sin    cos  
      × 
 ∆

           
      ×    ′   ′  ′ (2.22)
여기서 G[q, l-△l]은 q와 l-△l을 비교하였을 때 더 큰 값을 의미한다.
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이러한 JCV는 수치적인 계산과정을 통해 정의되었기 때문에 정확한 
값으로 볼 수 있지만 조사창이 평면이 아닌 경우에는 동일한 계산과정을 
적용할 수 없다. 
2.2.2 전수조사기법
조사창이 평면이 아닌 경우 이론적으로 정의할 수 없는 JCV를 비평면 
형상인 원통형 조사창에 적용하고자 Jeon et al.(2011)과 Suh and 
Song(2016)은 전수조사기법을 이용하였다. 전수조사기법은 조사창 주변에 
해석 영역을 설정하고, 이러한 해석 영역 전체를 3개의 축을 따라 동일
한 간격으로 잘게 세분화하여 모든 격자 요소(Cube mesh)와 모든 절리 
직경에 대해 조사하는 기법이다.
Fig. 2.8은 전수조사기법을 이용하여 JCV를 산정하기 위해 구성된 원
통형 조사창과 해석영역, 그리고 이를 세분화한 격자 요소를 보여주고 
있다. Fig. 2.8(b)는 격자 요소를 과장되게 표현한 것으로 상기 연구들에
서 격자 요소의 개수는 10만에서 많게는 100만개까지로 설정하였다. 이
렇게 세분화된 격자 요소의 중앙에 절리의 중심이 위치한다고 가정하면, 
절리의 직경이 s일 때 조사창과 만나 발생하는 절리선의 길이를 기하학
적으로 계산해 볼 수 있다. 이 때 절리선의 길이가 l-△l과 l 사이의 조건
을 만족하면 해당 격자 요소를 JCV(s,l)에 속하는 것으로 구분하는 방법
이다.
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(a) Analysis model (b) Cube mesh for JCV calculating
Fig. 2.8 Model for JCV calculation in cylindrical sampling window (Jeon et 
al., 2011)
이렇게 절리의 직경 s를 △s 간격으로 점차 증가시켜가며 모든 격자 
요소를 JCV(s,l)에 구분하여 정리할 수 있으며, 이 때 각 항에 구분되어 
포함된 격자 요소들의 체적을 합하여 JCV(s,l)의 요소들을 정의할 수 있
다. Fig. 2.9는 전수조사기법을 이용하여 산정된 JCV의 몇 가지 요소들의 
형상에 대한 예시를 보여주고 있다. 모두 직경 5 m의 원통형 조사창에
서 경사각 60º, 경사방향 180º의 절리군에 대한 예시이며, Fig. 2.9(a), Fig. 
2.9(b), Fig. 2.9(c)는 각각 양끝내포선의 JCV(3,2), 양끝내포선의 JCV(5,6), 
한끝내포선의 JCV(3,2)를 보여주고 있다. 여기서 확인할 수 있듯이 조사
창이 평면이 아닐 시에는 이론적으로 계산하기 어려운 형상으로 JCV의 
각 요소들이 나타난다.
이러한 전수조사기법은 조사창의 형상과 관계없이 JCV를 산정할 수 
있다는 장점이 있으나, JCV의 정밀도가 격자 요소 개수에 민감하게 나
타난다. 격자 요소를 작게 설정할수록 JCV의 정밀도는 향상되지만, 계산 






Fig. 2.9 Examples of JCV in cylindrical sampling window using the 
complete enumeration method
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2.3 딥러닝을 이용한 이미지 자료의 의미론적 분할
이미지 자료의 의미론적 분할(Semantic segmentation)은 이미지에 있는 
모든 픽셀을 해당하는 레이블(Label)로 분류하는 기법을 말하는 것으로 
이미지 인식(Image recognition)의 한 방법이다. 이미지 인식 기법은 크게 
입력 이미지 자료에 대해서 하나의 레이블로 예측하여 출력하는 분류
(Classification), 레이블을 예측하면서 해당 레이블의 이미지 내 위치 정보
까지 제공하는 탐지(Detection), 이미지 자료의 모든 픽셀의 레이블을 예
측하는 분할(Segmentation)의 3종류로 나뉜다.
컴퓨터비전 분야에서 이러한 이미지 인식 기법들은 심층 신경망(Deep 
Neural Network) 기반의 딥러닝(Deep Learning)의 등장과 함께 급속도로 
발전하였다. 특히 합성곱 신경망(Convolution Neural Network, CNN)을 이
용한 AlexNet(Krizhevsky et al., 2012)이 이미지 인식 문제에서 이전의 컴
퓨터비전 기술 대비 압도적인 성능차를 보여주었으며, 이를 기반으로 최
근까지 성능이 향상된 네트워크들이 다수 개발되고 있다. 이로 인해 최
근에는 이미지 인식 문제에 합성곱 신경망을 적용하는 것이 매우 당연하
게 인식되고 있다.
2.3.1 합성곱 신경망
합성곱 신경망은 합성곱(Convolution) 연산을 사용하는 인공신경망
(Artificial Neural Network, ANN)의 한 종류이다. 인공신경망은 일반적으
로 Fig. 2.10과 같이 완전연결 신경망(Fully connected neural network) 구조
를 가지며, 입력층(Input layer), 은닉층(Hidden layer), 출력층(Output layer)
으로 구성된 노드(Node)들이 상호간에 모두 연결되어 있는 형태이다. 여
기서 입력값과 출력값은 벡터형으로 정의된다.
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Fig. 2.10 Architecture of fully connected network (Byun, 2019)
이러한 완전연결 신경망은 벡터형 데이터의 분류, 회귀문제에 적합하
지만, 3차원 텐서형 데이터인 이미지를 다루기에는 적합하지 않다. 이미
지를 완전연결 신경망에 입력자료로 이용하기 위해서는 3차원 텐서형 데
이터를 1차원 벡터형으로 변환해야 하며, 이 과정에서 데이터의 형상 정
보가 소멸하게 된다. 또한 픽셀의 수만큼 입력층에 노드가 필요하므로 
학습의 효율성이 매우 떨어진다. 
이미지 인식 분야에서 이미지의 형상 정보를 유지하면서 학습이 가능
하도록 하기 위해 적용된 것이 바로 합성곱 신경망이다. 이러한 합성곱 
신경망은 이미 1980~90대에 개발된 오래된 기술이지만(LeCun et al., 
1990), 실제 현장의 복잡한 이미지를 처리하기에는 역부족이라는 이유로 
한동안 쓰이지 않다가 앞서 언급한 AlexNet의 등장과 함께 컴퓨터비전 
분야에서 매우 활발하게 활용되고 있다.
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Fig. 2.11 General architecture of CNN (after Traore et al., 2018)
Fig. 2.11은 합성곱 신경망의 일반적인 구조를 보여주고 있다. 합성곱 
연산이 이루어지는 합성곱 계층(Convolution layer)과 이미지의 크기를 줄
여주는 역할을 하는 풀링 계층(Pooling layer)으로 이루어진 특징 추출 신
경망(Feature extraction network)과 완전연결 계층(Fully connected layer)으
로 이루어진 분류 신경망(Classifier network)으로 구성되어 있다. 
합성곱 계층은 입력 이미지에서 고유한 특징(Feature)을 강조한 새로운 
이미지인 특징맵(Feature map)을 만드는 역할을 하며, 여기서 활성화함수












풀링 계층에서는 특징맵을 다운샘플링(Downsampling)하여 크기를 줄여
주는 풀링 연산이 이루어진다. 풀링 연산은 구체적으로 특정 영역에 있
는 픽셀들을 묶어서 하나의 대표값으로 축소하는 것을 의미하며, 대표값
을 최대값으로 설정하는 최대 풀링(Max pooling) 방법과 평균값으로 설
정하는 평균 풀링(Average pooling) 방법으로 나뉜다. 이미지 인식 분야에
서는 일반적으로 최대 풀링 방법이 사용된다(Scherer et al., 2010).
이러한 합성곱 신경망은 기존에 시행착오법을 통해 특징을 직접 설정
해야 했던 문제를 신경망이 스스로 학습하며 적절한 특징을 찾아가는 종
단간 학습(End-to-End learning)을 통해 해결함으로써 전통적인 알고리즘
을 효과적으로 대체하였다(Byun, 2019).
2.3.2 의미론적 분할 기법
이미지의 의미론적 분할은 이미지에 있는 모든 픽셀에 대한 예측을 수
행하는 기법으로 일반적으로 분류 또는 탐지보다 복잡한 문제로 여겨진
다. 
이 기법은 Long et al.(2015)이 최초의 픽셀단위 종단간 예측 모델
(Pixelwise End-to-End prediction model)인 FCN(Fully Convolutional 
Network)을 제시한 이래로 활발하게 연구가 수행되어 왔다. FCN은 Fig. 
2.11에 나타낸 일반적인 CNN 구조와 다르게 합성곱 계층만으로 이루어
진 신경망을 의미한다. 이는 전체 구조의 마지막에 위치한 분류 신경망
의 완전연결 계층을 1×1의 크기를 가지는 합성곱 계층으로 대체한 구조
로 이루어져 있다.
Fig. 2.12는 이러한 FCN의 기본 구조를 보여주고 있다.
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Fig. 2.12 Efficient learning of fully convolutional networks for per-pixel 
tasks like semantic segmentation  (Long et al., 2015)
완전연결 계층은 입력자료의 크기가 고정될 수 밖에 없으며, 계층 통
과 시 각 픽셀에 대한 위치정보가 소실되지만, FCN 구조는 모든 신경망
을 합성곱 계층으로 구성함으로써 입력자료의 크기에 제한을 받지 않고, 
위치정보를 보존할 수 있다.
그러나 FCN 구조는 합성곱 계층으로만 구성되어 풀링 연산이 반복되
면서 특징맵의 크기가 입력 이미지보다 지속적으로 작아지게 된다. 전체 
신경망을 통과하면 특징맵의 1픽셀은 입력 이미지의 32×32픽셀을 대표
하게 된다. 따라서 다시 크기를 복원시켜주는 업샘플링(Upsampling) 단계
가 필요하며, 여기서 최대한 많은 정보를 소실하지 않으면서 업샘플링을 
하기위해 바로 1/32크기를 복원하는 것이 아닌 이전 계층에서 1/16, 1/8
크기의 값을 다른 연산을 거치지 않고 스킵(Skip)하여 복원과정에서 함께 
사용한다. 이러한 과정을 스킵커넥션(Skip Connection)을 이용한 업샘플링
이라 한다.
FCN의 이러한 기본구조를 기반으로 이미지의 의미론적 분할을 위한 
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다양한 신경망 모델들이 제안되었다. 대표적으로 Ronneberger et al.(2015)
의 U-Net, Badrinarayanan et al.(2015)의 SegNet 등이 있으며, 이러한 연구
들에서 다운샘플링 과정을 인코더(Encoder), 업샘플링 과정을 디코더
(Decoder)라고 정의하여 사용한다. 
Fig. 2.13은 스킵커넥션을 활용한 대표적인 인코더-디코더 형태의 모델
인 U-Net의 기본구조를 나타낸다.
Fig. 2.13 Example of U-net architecture example for 32×32 pixels in the 
lowest resolution (Ronneberger et al., 2015)
- 30 -
2.3.3 DeepLabV3+
DeepLabV3+는 Chen et al.(2018a)이 제안한 모델로 인코더-디코더 형태
의 구조를 가지고 있다. 이는 선행 네트워크 모델들과 비교해 우수한 성
능을 보여 최근까지도 의미론적 분할 분야에서 가장 널리 이용되고 있
다.
이 구조의 주요 특징은 먼저 ASPP(Atrous Spatial Pyramid Pooling)를 
들 수 있다. 이는 합성곱 연산 시 기존과 다르게 필터 내부에 빈 공간을 
두고 연산을 수행하는 Atrous 합성곱(Atrous convolution) 연산을 이용하는 
방법으로, 기존 합성곱 연산과 비교하여 동일한 계산량을 유지하면서도 
한 픽셀이 넓은 영역을 포함할 수 있기에 특징 추출 시 상당한 이점으로 
작용한다. ASPP는 Fig 2.14와 같이 필터 내부 빈 공간을 여러 크기로 하
여 Atrous 합성곱 연산을 병렬로 적용한 뒤, 이를 합쳐주는 기법을 의미
한다.
Fig. 2.14 Schematic of ASPP (Chen et al., 2018b)
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다음 특징으로는 깊이별 분리 합성곱(Depthwise separable convolution)을 
ASPP와 함께 적용했다는 점이다. 깊이별 분리 합성곱은 깊이별 합성곱
(Depthwise convolution)과 점별 합성곱(Pointwise convolution)을 결합한 합
성곱 연산을 수행하는 방식으로 모델의 성능은 유지하면서 계산 비용과 
파라미터 수를 획기적으로 줄 일 수 있다.
마지막 주요 특징으로는 인코더-디코더 방식이다. 인코더의 중추 구조
(Backborn network)로는 잔차 구조(Residual Network)를 활용하는 
ResNet(He et al., 2016)과 깊이별 분리 합성곱을 적극 활용한 구조인 
Xception(Chollet, 2017)의 2가지로 제공한다. Chen et al.(2018a)의 결과에
서는 Xception을 중추 구조로 활용한 경우가 더 좋은 예측 성능을 보였
다. 그리고 디코더는 U-Net과 유사한 형태로 일부 스킵커넥션을 추가하
여 레이블의 경계부분을 좀 더 정교하게 예측할 수 있도록 하였다.
Fig. 2.15는 이러한 DeepLabV3+ 모델의 전체적인 구조를 나타낸다.
Fig. 2.15 DeepLabV3+ architecture (Chen et al., 2018a)
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2.4 픽셀자료의 데이터 구조화
이미지의 픽셀자료를 3차원 공간상에서 분석하기 위해서는 2차원 픽셀 
좌표를 상호 매칭(Matching)되는 3차원 공간의 월드 좌표로 변환하는 과
정이 필요하다. 이렇게 변환된 좌표들은 3차원 공간상에서 점군(Point 
Cloud) 자료 형태로 존재하게 되며, 이는 좌표 정보만을 포함하고 있다. 
따라서 이러한 점군 자료를 유의미하게 활용하기 위해서는 목적에 맞게 
데이터 구조화하는 과정이 선행되어야 한다.
2.4.1 이미지 투영 기법
이미지 투영은 3차원 공간의 월드 좌표를 2차원 이미지 평면 내의 픽
셀 좌표로 투영변환하는 것을 기본으로 한다. 이러한 투영변환은 일반적
으로 다음과 같이 4가지로 정의된 좌표계를 이용한다.
(1) 월드 좌표계(World Coordinate System)
일반적으로 사용하는 좌표계로 문제에 따라 임의로 잡아서 사용할 수 
있다. 지반조사 분야에서는 동쪽(East)을 X축, 북쪽(North)을 Y축, 위쪽
(Up)을 Z축으로 하는 ENU좌표계를 월드 좌표계로 자주 사용한다.
(2) 카메라 좌표계(Camera Coordinate System)
카메라를 기준으로 한 좌표계로 일반적으로 Fig. 2.16과 같이 카메라 
렌즈의 중심을 원점, 카메라의 오른쪽 방향을 XC축, 아래쪽 방향을 YC축, 
정면 광학축 방향을 ZC축으로 사용한다. 카메라 좌표계의 단위는 월드 
좌표계와 동일해야 하며, 아래첨자 C는 월드 좌표계와의 구분을 위해 적
용하였다.
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Fig. 2.16 Schematic of camera coordinate system
(3) 이미지 좌표계(Image Coordinate System)
이미지 내에서 정의되는 좌표계로 이미지의 왼쪽상단(Left-Top) 모서리
를 원점, 오른쪽 방향을 x축 증가방향, 아래쪽 방향을 y축 증가방향으로 
한다. 이미지 좌표계에서의 단위는 픽셀(Pixel)을 사용하며, 여기서 x축과 
y축에 의해 결정되는 평면을 이미지 평면(Image plane)이라 한다. 이미지 
좌표계의 축도 월드좌표계와의 구분을 위해 소문자로 표시하였다.
(4) 정규 이미지 좌표계(Normalized Image Coordinate System)
정규 이미지 좌표계는 카메라 내부 파라미터(Intrinsic parameter)의 영향
을 제거한 이미지 좌표계로 편의상 도입된 가상의 좌표계로 볼 수 있다. 
좌표계의 단위는 정규를 통해 무차원으로 바뀌며, 카메라 초점과의 거리
가 1인 가상의 이미지 평면을 정의하는 좌표계이다. 이 때 가상의 이미
지 평면을 정규 이미지 평면(Normalized image plane)이라 하며, 정규 이
미지 좌표계는 정규 이미지 평면과 카메라 좌표계의 광학축(ZC)과의 교
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점이 원점, 오른쪽 방향을 u축 증가방향, 아래쪽 방향을 v축 증가방향으
로 한다. 여기서 축방향은 이미지 좌표계와의 구분을 위해 u, v로 정의하
였다.
이렇게 정의된 좌표계를 종합하여 나타내면 Fig. 2.17과 같다. 이는 투
영변환을 위한 투영 기준점(Projection reference point)를 카메라 좌표계의 
원점으로 설정하고, 이미지 평면을 전방에 위치시키는 경우이다. 월드 좌
표계 내의 상인 P는 이미지 좌표계 상에서 pimg에 투영이 되며, 정규 이
미지 좌표계에서는 p΄의 위치에 나타나게 된다. 
Fig. 2.17 Schematic of coordinate systems and image projection
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월드 좌표계 상의 점 P를 카메라 좌표계로 변환한 것을 
PC(PCX,PCY,PCZ)라 하고, p΄을 카메라 초점까지의 거리가 1인 아닌 임의의 
거리 d에 위치한 이미지 평면 상의 점으로 가정한 것을 p΄d(ud,vd)라 했을 
때, 투영변환 과정을 동차 좌표계(Homogeneous coordinate)를 이용하여 나
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여기서 s는 동차 좌표계 표현을 위한 계수이며, 가운데 위치하여 3차
원 좌표와 곱해지는 행렬이 투영변환 행렬(Tp(d))이 된다.
월드 좌표계 상의 점 P(PX,PY,PZ)를 이미지 좌표계 상의 점 pimg(px, py)
로 투영했을 때의 좌표는 위에 나타낸 투영변환 행렬과 카메라 내부 파
라미터(Intrinsic parameter), 외부 파라미터(Extrinsic parameter)를 함께 이
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여기서 fx, fy는 방향별 초점거리(Focal length)이고, cx, cy는 광학축과 이
미지 평면이 만나는 이미지 좌표인 주점(Principal point)을 의미한다. 
K는 카메라 내부 파라미터 행렬로 정규 이미지 좌표를 이미지 좌표로 
바꾸어 주는 역할을 한다. 따라서 투영변환행렬의 d는 정규 이미지 평면
의 카메라 초점까지의 거리인 1을 적용할 수 있으며, 이로 인해 생략이 
가능하다. [R|t]는 회전행렬(Rotation matrix)와 평행이동행렬(Translation 
matrix)을 결합한 것으로 카메라 외부 파라미터로 구성되며, 월드 좌표계
의 좌표를 카메라 좌표계에서의 좌표로 변환해주는 역할을 한다.
그러나 식(2.25)는 카메라 렌즈의 왜곡(Distortion)에 대한 반영이 없는 
관계식이기 때문에, 일반적으로는 카메라 내부 파라미터 행렬(K) 적용 
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 이며, 아래 첨자 d, u는 각각 왜곡이 반영된
(distorted) 상태와 왜곡되지 않은 상태(undistorted)를 의미한다. 그리고 k1, 
k2, k3는 방사왜곡(Radial distortion)과 관련된 계수, p1, p2는 접선왜곡
(Tangential distortion)과 관련된 계수이다.
최종적으로 식(2.25)의 과정 중간에 식(2.26)을 이용해 왜곡까지 반영해
주면 월드 좌표계의 점 P를 이미지 좌표계의 점 pimg로 투영시킬 수 있
다.
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2.4.2 허프 변환을 이용한 직선 검출
허프 변환(Hough transform)은 디지털 영상처리, 컴퓨터 비전 등과 같
은 분야에서 많이 사용하는 패턴 추출 기술이다. 주로 기하학적 형상을 
찾기 위해 적용되며, 연산효율성을 높이기 위해 기하학적 형상에 대한 
매개변수 표현을 사용한다.
허프 변환에서 직선을 찾기 위해서는 우선 직선을 매개변수화하고, 이
러한 매개변수들로 이루어진 허프 공간(Hough space) 상에 나타 내어야 
한다. 2차원 평면에 임의의 직선이 존재할 때 허프 변환에서는 식(2.27)
과 같은 직선의 극좌표 정의를 주로 이용한다. 이는 일반적으로 사용하
는 기울기와 절편을 이용하여 직선을 정의하면 수직선의 경우 기울기가 
무한대가 되기 때문에 허프 공간 내에서 정의하기가 힘들기 때문이다.
   cos    sin  (2.27)
위와 같이 직선을 직선거리(ρ)와 각도(θ)의 2개의 매개변수로 정의하
면, 이러한 매개변수들로 이루어진 2차원 허프 공간 상에 하나의 점으로 
나타낼 수 있다. 
Fig. 2.18은 이러한 허프 변환의 예시를 보여주고 있으며, 파란색으로 
표시된 직선1과 붉은색으로 표시된 직선2는 각각에 대응되는 허프 공간 
내의 점으로 변환된다. 여기서 하나의 점 P를 지나는 직선은 무수히 많
이 존재할 것이며, 이를 모두 허프 공간 상으로 변환시키면 허프 공간 
상에는 Fig. 2.17의 초록색으로 표시한 것과 같은 하나의 곡선으로 나타
나게 된다. 
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Fig. 2.18 Transition of line to point in Hough space
허프 변환을 이용한 직선 검출은 이와 같은 관계를 기반으로 한다. 먼
저 허프 공간을 일정한 간격으로 분할하고, 분할된 공간마다 누산기
(Accumulator)를 설정한다. 그리고 하나의 점을 지나는 모든 직선을 허프 
공간 내에 나타내고, 이로 인해 허프 공간 내에서 나타나는 곡선이 지나
는 모든 분할 공간의 누산기의 값을 하나씩 증가시켜준다. 이러한 과정
을 이미지 공간 내에 모든 점에 대해 수행하고, 누산기의 값이 임계값
(Threshold) 이상인 경우 해당 누산기의 값을 증가시키는데 영향을 준 모
든 점들이 해당 누산기 위치에 해당하는 직선을 이루는 것으로 검출하게 
된다. 이러한 허프 변환을 이용한 직선 검출의 정확도는 허프 공간의 분
할 간격에 따라 달라지기에 적절한 간격을 설정해 주는 것이 중요하다.
2차원에서의 직선 검출과는 다르게 3차원 직선은 매개변수의 수가 많
기 때문에 허프 공간이 매우 복잡하게 정의된다. 이로 인해 대부분의 3
차원 문제에서 허프 변환은 법선벡터로 간단하게 정의되는 평면 검출 시
에 활용되어 왔다. 이에 Dalitz et al.(2017)은 직선을 효율적으로 정의하
고, 이를 이용하여 3차원 점군 자료로부터 직선을 검출하는데 허프 변환
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을 적용하는 방법을 제안하였다.
일반적으로 3차원 직선은 식(2.28)과 같이 정의된다.
     ∥∥  (2.28)
여기서 (ɑx,ɑy,ɑz)는 직선상에 있는 한 점을 의미하며, 
(bx,by,bz)는 직선
의 방향을 나타내는 벡터이다. 이와 같이 3차원 직선은 기본적으로 ɑx, 
ɑy, ɑz, bx, by, bz의 총 6개의 매개변수로 이루어져 있다. 직선의 방향을 
나타내는 벡터를 방위각(Azimuth, φ)과 경사각(Elevation, θ)으로 나타낸
다고 하더라도 총 5개의 매개변수로 이루어지기 때문에 5차원의 허프 공
간을 고려해야 한다.
Dalitz et al.(2017)은 이러한 매개변수의 개수를 줄이고자 Roberts(1988)
가 제안한 직선의 정의를 이용하였다. 이는 를 특정 평면에 투영하여 2
차원화함으로써 기존에 5개의 매개변수로 정의되던 3차원 직선을 4개의 
매개변수로 정의하는 방법이다. 이 때 는 Fig. 2.19(a)와 같이 방위각과 
경사각으로 정의되며, Fig. 2.19(b)와 같이 특정 평면은 를 법선벡터로 
가지면서 좌표계의 원점을 지나는 평면으로 결정된다. 
이러한 방법을 따르면 새로운 평면 내의 좌표계에서 의 좌표(x΄, y΄)
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(a) Meaning of φ and θ (b) Meaning of x΄ and y΄
Fig. 2.19 Roberts’ line representation with azimuth φ and elevation θ 
(left) and the intersection point (x΄,y΄) between the direction 
vector  and perpendicular plane crossing the origin (right) 
(Dalitz et al., 2017)
여기에 Jeltsch et al.(2016)가 제안한 공간벡터의 이산화 방법을 적용하
여 를 미리 이산화하였다. 이는 공간벡터를 균일한 간격으로 분할하여 
이산화하고자 플라톤 입체(Platonic solid)를 설정하고 이를 지속적으로 테
셀레이션(Tessellation) 하는 방법이다. 식(2.30)으로 정의되는 20면체
(Icosahedron)의 플라톤 입체를 단계별로 테셀레이션을 수행해주면 Fig. 
2.20과 같이 나타난다.
    ±  ±    ±   ±       ±     ±  (2.30)
여기서,
  
     
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(a) Tessellation step 0 (b) Tessellation step 1
(c) Tessellation step 2 (d) Tessellation step 3
Fig. 2.20 Icosahedron after 0, 1, 2, 3 tessellation steps (Jeltsch et al., 2016)
Dalitz et al.(2017)은 4단계의 테셀레이션을 수행하여 총 1281개의 방향
으로 를 이산화하였으며, 이를 통해 3차원 직선을 총 3개의 매개변수로 
정의하였다. 이 방법을 이용하면 3차원의 허프 공간을 통해 직선의 검출
이 가능하기에 매우 효율적인 연산이 가능하다.
또한 누산기의 값들 중 최대값을 가지는 점들로 하나의 직선을 검출하
면 이와 관련된 점들을 누산기에서 제외하고 다시 허프 변환을 수행하는 
반복적 허프 변환(Iterative Hough transform) 방법을 제안하여 공간 상의 
모든 점군들에 대해 신속하게 모든 직선이 검출될 수 있도록 하였다.
- 42 -
3. 임의형상 조사면에서의 암반절리 직경분포 추
정 기법
3.1 임의형상 조사면 및 절리선 종류 정의
3.1.1 임의형상 조사면의 정의
조사창의 크기가 커질수록 보다 큰 절리 직경까지 추정이 가능하며 절
리선 조사 결과의 편향성이 감소하기 때문에 가능한 대형 조사창을 설치
하는 것이 암반절리 직경분포 추정에 있어 상당한 이점으로 작용한다.
일반적으로 평면에 가까운 영역에 대해 평면을 가정하여 설정되는 조
사창(Sampling window)은 대상 암반의 형상에 따라 크기가 제한적이게 
된다. 이에 본 연구에서는 대상 암반의 형상을 그대로 조사 영역으로 설
정하여 평면형으로 국한되는 조사창의 개념을 확장하고자 하였다. 먼저 
일반적으로 평면의 조사 영역을 의미하는 조사창을 조사면(Sampling 
surface)으로 표현함으로써 다양한 형상 개념을 포함할 수 있도록 하였다. 
따라서 본 연구에서 조사창으로 표현하는 것은 기존의 평면형 조사 영역
을 의미하며, 조사면은 평면 및 비평면 개념을 모두 포함하는 것으로 볼 
수 있다.
암반 노출면은 대부분 임의의 불규칙한 형상의 3차원 표면으로 이루어
져 있으며, 이러한 암반 노출면에서 절리선 조사가 수행된다. 일반적으로 
불규칙한 3차원 표면은 다각형이 결합한 입자(Mesh) 형태로 표현되며, 
다각형의 형태는 삼각형이 많이 사용된다. 하나의 3차원 표면은 다수의 
다각형을 포함되는데, 다각형의 수는 표면의 정밀도와 비례 관계에 있다. 
따라서 형상의 불규칙성이 클수록 많은 수의 다각형으로 3차원 표면을 
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구성하는 것이 바람직하다.
본 연구에서는 대상 암반에 대해 입체사진측량 또는 LiDAR를 이용한 
레이저 측량 등으로 획득한 점군(Point cloud) 자료로부터 삼각화
(Triangulation) 기법을 통해 구성된 3차원 삼각망 표면(Triangulated 
surface)을 조사면으로 설정하였다. 
3차원 삼각망 표면은 평면을 포함하여 임의의 불규칙한 형상을 모두 
표현할 수 있기 때문에 대상 암반의 형상을 그대로 반영하여 조사면을 
설정할 수 있다. 이렇게 설정된 조사 영역을 임의형상 조사면(Arbitrarily 
shaped sampling surface)로 정의하여, 기존의 조사창(Sampling window) 개
념을 대체하였다. 
이렇게 대상 암반의 형상을 그대로 반영한 임의형상 조사면을 이용하
면, 터널, 광산, 굴곡이 큰 사면 등에서 평면성을 벗어나는 영역까지 설
정할 수 있기 때문에 가능한 큰 절리 직경크기까지 추정이 가능해진다.
Fig. 3.1은 임의형상 조사면에 대한 하나의 예시를 보여주고 있다. Fig. 
3.1(a)와 같은 복잡한 형상의 대상 암반에 대해 Fig. 3.1(b)와 같이 측정된 
점군 자료를 이용하여 삼각화 기법을 통해 삼각망을 구성하게 되면, Fig. 
3.1(c)와 같이 나타난다. 이러한 삼각망 표면 전체가 조사면으로 정의되
며, Fig. 3.1(c)에 붉은색으로 표시한 부분이 조사면의 경계(Boundary)가 
된다.
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(a) Arbitrarily shaped rock mass (b) Point cloud
(c) Triangulated surface (Sampling surface)
Fig. 3.1 Example of arbitrarily shaped sampling surface
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3.1.2 임의형상 조사면에서의 절리선 종류 정의
암반절리 직경분포를 추정하기 위해서는 하나의 절리가 조사면 내에서 
나타내는 절리선을 종류별로 분류해야 하며, 이에 따른 절리의 중심 위
치에 대한 정보가 필요하다.
기존 평면 조사창의 경우 하나의 절리는 조사창 내에서 하나의 절리선
으로만 나타나며, 이를 양끝내포선(Contained trace), 한끝내포선(Dissecting 
trace), 양끝외포선(Transecting trace)의 3종류로 구분할 수 있다. 따라서 
종류별로 JCV(Joint Center Volume)의 산정이 비교적 단순하게 이루어 진
다.
그러나 형상이 다양한 임의형상 조사면에서는 조사면의 형상과 암반절
리의 위치에 따라 하나의 절리가 다수의 절리선을 나타낼 수 있다. 조사
면에서 개별 절리선은 끝점(End point)의 위치 여부에 따라 위와 같이 3
종류로 구분이 가능하지만, 해당 절리선을 나타내는 절리가 다른 위치에
서 종류가 다른 절리선을 추가로 나타낸다면 이 절리가 나타내는 절리선
을 한 종류로 표현하는 것이 불가능해진다.
이에 본 연구에서는 하나의 절리에 의해 나타나는 절리선을 양끝내포
선, 한끝내포선, 양끝외포선으로 이루어진 개별 절리선 종류들의 조합으
로 정의하였다.
개별 절리선의 구분은 절리선의 끝점 중 하나가 조사면의 경계에 위치
하고 있으면 한끝내포선, 양 끝점 모두 경계에 위치하면 양끝외포선, 끝
점이 모두 조사면 내에 위치하면 양끝내포선으로 하였으며, Fig. 3.2에 
각각의 예시를 나타내었다. 또한 Fig. 3.2(d)와 같이 절리선이 닫힌
(Closed) 형태로 나타나 끝점을 판별할 수 없을 경우는 양끝외포선으로 
구분하였다.
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(a) Contained trace (b) Dissecting trace
(c) Transecting trace (d) Transecting trace (closed-form)
Fig. 3.2 Examples of individual trace types that may appear in an arbitrarily 
shaped sampling surface
이러한 개별 절리선들의 조합으로 하나의 절리에 의해 나타나는 절리
선들의 종류를 나타내면 식(3.1)과 같다.
          ⋯   ⋯ max 
∈         (3.1)
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여기서 nmax는 하나의 절리가 가질 수 있는 최대 절리선의 개수를 의
미하며, 이는 조사면의 형상에 따라 달라질 수 있다. 이러한 nmax를 불규
칙한 조사면 형상과 관련하여 이론적으로 정의하기란 불가능하다고 볼 
수 있다. 그러나 일반적으로 tn의 개수를 예상되는 nmax보다 매우 크게 설
정하면, nmax 이상에서 tn은 모두 없음(None)으로 나타나기 때문에 정의하
기에 큰 문제가 없다. 
하나의 절리에 의해 나타나는 절리선이 존재하기 위해서는, t1은 양끝
내포선, 한끝내포선, 양끝외포선 중에 하나로 존재해야 한다. 따라서 위
와 같이 정의된 절리선 종류의 조합은 총 3×4(nmax-1)개가 존재한다고 볼 
수 있다.
이러한 정의에 따라서 절리선 종류를 분류한 뒤 해당 절리가 가지는 
실제 절리선의 개수(nt)까지만 절삭하여 표현하면 없음(None)을 제외하고 
나타낼 수 있으며, nt가 2인 경우까지를 나열해보면 아래와 같다. 이 때 
nt가 1인 경우는 평면 조사창과 같이 3종류, nt가 2인 경우는 9종류로, 절
리선의 종류는 nt에 따라서 
개 만큼 존재한다는 것을 알 수 있다.
(1) nt = 1인 경우:
[Contained], [Dissecting], [Transecting]
(2) nt = 2인 경우:
[Contained, Contained], [Contained, Dissecting], [Contained, Transecting],
[Dissecting, Contained], [Dissecting, Dissecting], [Dissecting, Transecting],
[Transecting, Contained], [Transecting, Dissecting], 
[Transecting, Transecting]
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(a) [Contained, Dissecting] trace (b) [Contained, Transecting] trace
(c) [Contained, Contained, 
Dissecting] trace
(d) [Contained, Transecting, 
Transecting] trace
Fig. 3.3 Examples of four types of trace generated by a single joint in an 
arbitrarily shaped sampling surface
Fig. 3.3은 하나의 절리에 의해 나타나는 절리선 종류에 대한 몇 가지 
예시를 보여주고 있다. Fig. 3.3(a)와 Fig. 3.3(b)는 하나의 절리가 2개의 
절리선을 가지고 있는 경우(nt=2)를, Fig. 3.3(c)와 Fig. 3.3(d)는 하나의 절
리가 3개의 절리선을 가지고 있는 경우(nt=3)를 보여준다. 
이와 같이 하나의 절리는 임의형상 조사면에서 다양한 종류의 절리선
을 발생시킬 수 있으며, 직경분포 추정 시에 이러한 모든 종류의 절리선
을 잘 반영할 수 있어야 한다.
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3.2 임의형상 조사면에서의 JCV 산정 기법
3.2.1 몬테카를로 시뮬레이션을 이용한 JCV 산정 기법
본 연구는 Song(2009)의 기법을 기반으로 암반절리 직경분포를 추정하
고자 하였으며, 따라서 JCV 개념을 이용하였다. JCV는 2장에서 설명한 
바와 같이 이론적 산정법이 있으나 평면 조사창이 아닌 경우 적용이 불
가능하며, 전수조사기법은 격자 요소(Cube mesh)의 크기에 따른 계산 효
율 문제와 계급구간 사이의 절리 직경크기가 누락되는 문제가 존재한다. 
이러한 기존 JCV 산정법의 한계를 극복하고자 본 연구에서는 몬테카
를로 시뮬레이션(Monte Carlo simulation)을 이용한 새로운 방법을 통해 
JCV를 산정하였다. 여기서 암반절리는 계산의 편의성을 위해 선행연구
들과 마찬가지로 포아송 디스크 모델(Poisson disk model)을 적용하였다. 
따라서 본 연구에서의 절리는 모두 다음과 같은 기본 가정을 따르며, 절
리의 직경분포는 일반적인 암반절리 파라미터 중 크기분포를 의미한다.
(1) 절리의 형상은 2차원 원판형을 가진다.
(2) 절리 중심의 위치는 3차원 공간 상에 무작위로 존재한다.
(3) 절리군의 방향은 독립적이며, 같은 절리군에 속하는 절리들의 방향  
     은 동일하다.
JCV는 식(2.5), 식(2.6), 식(2.7)에서와 같이 절리선 종류별로 나타나며, 
기본적으로 행렬 형태로 나타낼 수 있다. 평면 조사창에서의 이론적 산
정법의 경우 양끝내포선의 JCV는 2차원 행렬로, 한끝내포선 또는 양끝
외포선의 JCV는 분할 이전 절리선 길이 개념까지 포함된 3차원 행렬로 
나타난다. 
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그러나 임의형상 조사면의 경우 절리선의 종류가 매우 다양하기 때문
에 최대한 단순한 형태로 정리하는 것이 좋다. 이에 본 연구에서는 기본
적으로 JCV를 절리의 직경크기(s)와 조사면 내에서 실제로 나타나는 절
리선의 길이(l)에 대한 2차원 행렬로 정의하였다.
먼저 JCV의 기본개념을 이용하면, 다음과 같이 직경 s로 인해 조사면 
내에 길이 l의 절리선이 나타나는 경우에 절리선의 개수(N(l,s))를 식(3.2)
와 같이 간단한 형태로 정의할 수 있다.
   ×  (3.2)
여기서 λv는 단위부피의 3차원 공간 내에 존재하는 절리 중심의 개수
인 체적빈도(Volumetric frequency)를 의미한다.
일반적으로 암반 내에 존재하는 절리의 직경은 분포형태로 다양하게 
존재하기 때문에 식(3.2)의 관계를 이용하기 위해서는 절리 직경의 확률
밀도함수(cs)를 함께 적용해야 한다.
확률밀도함수를 적용한 다음, 모든 절리 직경크기를 반영할 수 있도록 
s에 대해 적분해주면 식(3.3)에서와 같이 조사면 내에 길이가 l로 나타나
는 모든 절리선의 개수에 대한 관계식이 정의된다. 식 (3.4)는 이를 수치




  ×  ×    (3.3)
   
 

  ×  ∆ (3.4)
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절리선의 길이에 대한 계급을 i, 절리의 직경크기에 대한 계급을 j로 








   ⋯⋯
   ⋯⋯
  ⋱ ⋮
⋮ ⋮ ⋱ ⋮
⋮ ⋮ ⋱
  ⋯ ⋯ 
(3.5)
여기서 p는 절리선의 길이에 대한 계급구간의 개수, q는 절리의 직경
크기에 대한 계급구간의 개수를 의미한다. 이러한 JCV행렬은 식(3.6)과 





























다음으로 식(3.4)를 행렬식으로 표현하면 다음과 같다.
      ∆

   (3.7)
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식(3.7)의 관계식에서 절리 직경분포의 확률밀도함수(cj)가 n차원 유클
리드 공간( n)의 표준기저벡터(n차 단위행렬의 열벡터(e1,e2,…,en))와 같은 
분포를 가진다고 가정한다면 JCV와 표준기저벡터의 곱은 JCV행렬의 각 
열벡터로 나타나게 되며, 아래 식(3.8)과 같이 간단히 정리가 가능해진다.
 ∆

   if    (3.8)
여기서 절리 직경분포의 확률밀도함수가 n차원 유클리드 공간의 표준
기저벡터와 같은 분포를 가진다는 것은 공간상의 절리들이 하나의 계급
구간에서의 직경크기만 가진다는 것을 의미하며, 차원의 개수는 절리의 
직경크기 계급구간의 개수인 q와 같아진다.
그러므로 각 직경크기 계급구간별로 해석공간 내에 임의 개수의 절리
를 발생시키고, 이로 인해 조사면 내에 발생되는 절리선 길이의 계급별 
개수(Ni)를 구할 수 있다면 식(3.8)의 관계를 이용하여 JCV행렬의 모든 
열벡터들을 구할 수 있게 된다. 이 때 해석공간의 크기와 발생 절리의 
개수로 체적빈도(λv)가 정해지고, 절리 직경 계급구간의 크기가 △s가 
된다.
이렇게 임의의 개수의 절리를 발생시켜 JCV행렬을 산정하는 몬테카를
로 시뮬레이션을 수행하게 되면, 몬테카를로 시뮬레이션의 특성 상 매 
반복 시마다 JCV행렬의 각 요소들에 편차가 나타난다. 보다 정확한 JCV
행렬을 산정하기 위해서는 최대한 많은 반복횟수를 통한 평균값을 JCV
행렬로 산정하여 반복 시 생기는 편차를 최소화해주어야 한다. 그러므로 
해석 시간을 고려하여 적절한 반복횟수를 설정해 주는 것이 중요하다.
본 연구에서는 임계값(Threshold)을 설정하여 반복횟수를 조절하였다. 
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몬테카를로 시뮬레이션 과정에서 매 반복 시마다 JCV행렬의 각 요소들 
별로 평균값의 변화를 살펴보면 특정값에 수렴하는 결과를 보이는데, 
JCV행렬의 모든 요소들에서 이러한 평균값의 변화가 설정한 임계값 이
하로 수렴했을 때의 결과를 최종 JCV로 산정하였다. 이 때 임계값은 0.1 
m3로 적용하였다. 
Fig. 3.4는 이러한 몬테카를로 시뮬레이션을 이용한 JCV 산정 방법에 
대한 알고리즘을 보여준다.
Fig. 3.4 Monte Carlo simulation algorithm for calculating JCV matrix
- 54 -
이러한 몬테카를로 시뮬레이션을 이용한 JCV의 산정기법은 조사면의 
형상과 관계없이 적용이 가능하다는 장점이 있으며, 임의의 절리 발생 
시 직경크기 계급 구간 사이의 모든 값을 반영할 수 있기 때문에 누락되
는 절리 직경크기가 있었던 이론적 산정법과 전수조사기법의 한계를 보
완할 수 있다.
3.2.2 임의형상 조사면에서의 JCV행렬 종류 정의
JCV행렬은 절리선 종류별로 정의되어야 하며, 임의형상 조사면에서는 
절리선의 종류가 매우 다양하게 나타나기 때문에 이를 모두 반영할 수 
있어야 한다. 앞서 언급했듯이 임의형상 조사면에서 하나의 절리에 의해 
나타나는 절리선은 총 3×4(nmax-1)종류로 존재할 수 있으며, 따라서 이와 
같은 3×4(nmax-1)개의 JCV행렬이 정의되어야 한다. 
그러나 실제 현장에서 관찰되는 절리선의 경우 어떠한 종류인지 구분
이 불가능하다. 예를 들어 양끝내포선이 관찰되었을 때, 이 절리선은 어
떤 종류의 조합에 속하는지 구분할 수가 없다. 이에 본 연구에서는 JCV
행렬을 Table 3.1과 같이 절리가 가지는 실제 절리선의 개수(nt)에 따라 
개별 절리선의 종류별로 정의하여 이러한 문제점을 해결하고자 하였다. 
개별 절리선의 종류는 3.1.2절에서 언급한 것과 같이 평면 조사창에서
와 동일하게 양끝내포선, 한끝내포선, 양끝외포선으로 구분하여 위 첨자
에 각각 c, d, t로 표시하였으며, 여기에 해당 절리에 의해 나타나는 절리
선의 개수를 괄호를 통해 나타내었다.
또한 동일한 분류를 통해 관측되는 절리선의 개수 또한 Table 3.2에 
정의하였다.
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Table 3.1 Definition of JCV matrices
nt = 1 nt = 2 … nt = n
JCV matrix of 
contained trace
 
   
  …  
 
JCV matrix of 
dissecting trace
 
   
 …  
 
JCV matrix of 
transecting trace
 
    
   …  
  
Table 3.2 Definition of the number of observed joint traces in arbitrarily 
shaped sampling surface
nt = 1 nt = 2 … nt = n




 …  ′





  …  ′

The number of 
observed transecting trace
 ′
    ′
   …  ′
  
모든 종류의 JCV행렬은 각각 Fig. 3.4의 알고리즘을 적용하여 산정할 
수 있다. 몬테카를로 시뮬레이션을 이용한 JCV 산정은 임의의 절리를 
발생시켜 수치계산을 반복하기 때문에 해당 절리가 가지는 절리선의 개
수(nt) 또한 분류하여 정의가 가능하다. 
그러나 실제 현장에서 관측되는 절리선은 개별 절리선의 종류로만 분
류가 가능하며, Table 3.2에 나타낸 정의대로는 분류가 불가능하다. 즉, 
양끝내포선, 한끝내포선, 양끝외포선 3종류 중 어느 것인지만 구분이 가
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능한 것이다. 그러므로 절리 직경분포 추정을 위해 필요한 절리선의 개





본 연구에서는 이러한 실측이 가능한 정보를 이용하여 절리 직경분포
를 추정하고자 식(3.7)의 관계식을 Table 3.1과 Table 3.2에 나타낸 정의를 
이용하여 다음과 같이 정리하였다.
 
     ∆

 ′
       ⋯ max
 
     ∆

 ′
       ⋯ max
 
     ∆

 ′
       ⋯ max (3.8)
식(3.8)의 관계식은 개별 절리선의 종류별로 nmax개씩 존재하며, 모두 
동일한 형태를 지니고 있다. 따라서 개별 절리선의 종류별로 식(3.8)의 
식을 모두 합한 형태를 나타내면 각각 식(3.9), 식(3.10), 식(3.11)과 같이 
나타낼 수 있다.
     ⋯  
max     
∆







     ⋯  
max     
∆






     ⋯  
max     
∆






이와 같이 JCV행렬을 종류별로 모두 합친 것을 이용하면, 실제 현장 




t)에 대한 관계식으로 정리가 가능하다. 
따라서 JCV행렬을 절리 직경분포의 확률밀도함수(cj)를 추정하는데 활용

















  ⋯  
max  (3.14)
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Fig. 3.5는 위와 같이 정의된 JCV의 형상에 대한 예시를 보여주고 있
다. 조사면은 Fig. 3.1의 형상이며, 절리군 방향은 모두 경사각 30º, 경사
방향 90º인 경우에 대한 예시이다. JCV에 해당하는 영역은 분산된 점의 
형태로 표시하였으며, Fig. 3.5(a), Fig. 3.5(b), Fig. 3.5(c)는 각각 JCVc(3,10), 
JCVd(3,10), JCV
t
(3,10)를 나타내고 있다. 절리 직경 계급과 절리선 길이 계급
모두 1 m 단위로 설정하였기에 9~10 m 직경크기의 절리가 2~3 m의 길
이의 절리선을 발생시키는 경우이다. 이론적 산정법, 전수조사기법은 9 
m 또는 10 m 직경크기와 같이 분할된 직경크기만을 고려할 수 있는데 
반해, 몬테카를로 시뮬레이션을 이용하면 계급구간 사이의 모든 직경크
기가 고려된다. 
형상을 살펴보면 모두 불규칙한 형상으로 나타나기에 이론적으로는 계
산이 불가능함을 알 수 있다.
(a) JCVc(3,10)




Fig. 3.5 Examples of the shape of JCV element (continued)
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3.2.3 새로운 JCV 산정 기법의 검증
본 연구에서 제안한 몬테카를로 시뮬레이션을 이용한 JCV의 산정기법
을 통해 임의형상 조사면에서 식(3.12), 식(3.13), 식(3.14)의 3종류의 JCV
를 구할 수 있다. 그러나 완전한 평면을 제외한 임의형상 조사면에서는 
이러한 JCV를 이론적으로 산정하는 것이 불가능하다. 따라서 이론적 산
정법을 이용하여 계산한 JCV와의 비교를 통해 새로운 JCV 산정 기법을 
검증하고자, 조사면을 완전한 평면으로 가정하고 몬테카를로 시뮬레이션
을 이용하여 JCV를 산정하였다.
Fig. 3.6은 검증을 위해 설정한 완전 평면 형태인 임의형상 조사면의 
예시를 보여주고 있다. 
Fig. 3.6 Example of planar shaped sampling surface to verify suggested JCV 
calculating method
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조사면이 평면으로 가정되면, 하나의 절리는 1개의 절리선만을 가질 
수 있기 때문에 nmax는 1로 결정된다. 그리고 식(2.20), 식(2.21), 식(2.22)
와 같은 이론적 산정법의 경우 절리 직경크기 s가 정의한 계급구간의 크
기 △s 간격으로 존재해야 한다. 따라서 몬테카를로 시뮬레이션 적용 시 
계급구간 사이의 절리 직경크기는 발생시키지 않고 △s 간격으로 일정한 
직경크기만 존재한다고 가정하였다.
또한 한끝내포선과 양끝외포선의 이론적 산정법은 3차원 JCV로 나타
난다. 본 연구에서 제안한 기법은 모든 JCV를 직경크기와 조사면 내에 
나타나는 절리선 길이에 대한 2차원 형태로 정의하기 때문에, 이러한 3
차원 JCV의 무한크기 평면 조사창에서의 절리선 길이(식(2.21), 식(2.22)
의 l)에 대한 차원을 모두 합하여 2차원 형태로 정리하여 비교하였다.
검증은 폭과 너비가 서로 다른 2개의 조사면을 설정하고, 조사면마다 
2개의 절리군에 대해 수행하였다. 조사면은 ENU(East-North-Up) 좌표계에
서 xy평면 내에 존재하는 너비 10 m, 높이 5 m인 조사면과 너비 15 m, 
높이 10 m인 조사면으로 설정하였다. 절리군의 경사각(Dip)과 경사방향
(Dip direction)은 1번 절리군은 경사각 30°, 경사방향 60°이며, 2번 절리
군은 경사각 60°, 경사방향 90°이다. 그리고 발생 절리의 최대 직경 크기
는 작은 조사면의 경우 10 m, 큰 조사면의 경우 15 m로 하였다.
Table 3.3~3.8은 너비 10 m, 높이 5 m인 조사면에서 1번 절리군이 존
재할 때의 이론적 산정법으로 계산한 JCV와 본 연구에서 제안한 기법으
로 산정한 JCV를 나열한 것이다. Table 3.3과 Table 3.4는 양끝내포선의 
JCV, Table 3.5와 Table 3.6은 한끝내포선의 JCV, Table 3.7과 Table 3.8은 
양끝외포선의 JCV를 나타낸다. 
이외의 조건들에 대한 JCV행렬은 Appendix A에 수록하였다. 이 때 2
번 절리군은 양끝외포선이 나타나지 않기에 수록하지 않았다.
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Table 3.3 JCV matrix of contained trace for joint set 1 calculated by 
theoretical method (Sampling surface: W10×H5)
j
1 2 3 4 5 6 7 8 9 10
i
1 21.48 5.883 3.771 2.793 2.222 1.846 1.579 1.38 1.226 1.103
2 0 30.616 10.786 7.461 5.778 4.736 4.02 3.496 3.095 2.777
3 0 0 31.364 11.875 8.476 6.71 5.59 4.807 4.223 3.77
4 0 0 0 28.486 11.193 8.13 6.521 5.49 4.761 4.213
5 0 0 0 0 23.774 9.582 7.038 5.695 4.83 4.214
6 0 0 0 0 0 18.272 7.525 5.572 4.538 3.869
7 0 0 0 0 0 0 12.702 5.35 3.987 3.264
8 0 0 0 0 0 0 0 7.619 3.307 2.48
9 0 0 0 0 0 0 0 0 3.477 1.596
10 0 0 0 0 0 0 0 0 0 0.66
Unit: m3
Table 3.4 JCV matrix of contained trace for joint set 1 calculated by the 
suggested method in this study (Sampling surface: W10×H5)
j
1 2 3 4 5 6 7 8 9 10
i
1 21.473 5.757 3.7 2.849 2.249 1.737 1.549 1.419 1.219 1.053
2 0 30.591 10.795 7.244 5.723 4.964 4.04 3.555 3.105 2.799
3 0 0 31.416 12.186 8.323 6.618 5.492 4.982 4.337 3.636
4 0 0 0 28.554 11.226 8.213 6.637 5.704 4.845 4.112
5 0 0 0 0 24.31 9.317 7.135 5.743 4.721 4.282
6 0 0 0 0 0 17.978 7.637 5.619 4.679 3.895
7 0 0 0 0 0 0 12.913 5.199 3.997 3.279
8 0 0 0 0 0 0 0 7.845 3.265 2.312
9 0 0 0 0 0 0 0 0 3.601 1.549
10 0 0 0 0 0 0 0 0 0 0.705
Unit: m3
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Table 3.5 JCV matrix of dissecting trace for joint set 1 calculated by 
theoretical method (Sampling surface: W10×H5)
j
1 2 3 4 5 6 7 8 9 10
i
1 7.039 17.041 26.201 35.223 44.194 53.141 62.072 70.996 79.913 88.826
2 0 9.961 20.733 29.704 38.251 46.614 54.876 63.079 71.242 79.379
3 0 0 11.223 22.272 30.975 39.048 46.823 54.43 61.931 69.361
4 0 0 0 11.572 22.417 30.668 38.17 45.304 52.222 59.001
5 0 0 0 0 11.274 21.512 29.12 35.935 42.349 48.523
6 0 0 0 0 0 10.468 19.751 26.538 32.548 38.157
7 0 0 0 0 0 0 9.237 17.263 23.062 28.151
8 0 0 0 0 0 0 0 7.638 14.134 18.792
9 0 0 0 0 0 0 0 0 5.711 10.432
10 0 0 0 0 0 0 0 0 0 3.488
Unit: m3
Table 3.6 JCV matrix of dissecting trace for joint set 1 calculated by the 
suggested method in this study (Sampling surface: W10×H5)
j
1 2 3 4 5 6 7 8 9 10
i
1 6.942 17.072 25.847 34.99 43.612 53.049 62.04 71.995 80.564 88.838
2 0 9.802 20.879 29.699 38.547 46.217 55.199 63.251 70.958 80.206
3 0 0 11.42 22.377 31.41 38.643 46.883 54.97 62 68.668
4 0 0 0 11.505 22.691 30.486 38.606 46.022 52.167 58.367
5 0 0 0 0 11.432 21.472 29.01 35.946 42.489 48.403
6 0 0 0 0 0 10.188 19.716 26.868 32.568 37.925
7 0 0 0 0 0 0 9.167 17.358 23.743 28.253
8 0 0 0 0 0 0 0 7.469 14.208 18.598
9 0 0 0 0 0 0 0 0 5.649 10.183
10 0 0 0 0 0 0 0 0 0 3.542
Unit: m3
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Table 3.7 JCV matrix of transecting trace for joint set 1 calculated by 
theoretical method (Sampling surface: W10×H5)
j
1 2 3 4 5 6 7 8 9 10
i
1 0.144 0.937 2.417 4.58 7.423 10.947 15.151 20.036 25.601 31.845
2 0 0.218 1.207 2.913 5.31 8.392 12.157 16.603 21.732 27.541
3 0 0 0.272 1.427 3.335 5.949 9.258 13.254 17.936 23.302
4 0 0 0 0.318 1.617 3.709 6.526 10.049 14.267 19.175
5 0 0 0 0 0.357 1.787 4.048 7.056 10.781 15.211
6 0 0 0 0 0 0.393 1.942 4.361 7.548 11.467
7 0 0 0 0 0 0 0.425 2.086 4.653 8.01
8 0 0 0 0 0 0 0 0.456 2.22 4.928
9 0 0 0 0 0 0 0 0 0.484 2.347
10 0 0 0 0 0 0 0 0 0 0.511
Unit: m3
Table 3.8 JCV matrix of transecting trace for joint set 1 calculated by the 
suggested method in this study (Sampling surface: W10×H5)
j
1 2 3 4 5 6 7 8 9 10
i
1 0.167 0.846 2.357 4.661 7.285 11.243 15.259 20.405 25.529 31.318
2 0 0.232 1.097 2.926 5.156 8.393 12.08 16.253 21.238 27.932
3 0 0 0.316 1.412 3.394 6.024 9.048 13.095 17.603 22.987
4 0 0 0 0.349 1.568 3.775 6.401 10.157 14.245 19.165
5 0 0 0 0 0.304 1.714 4.194 6.94 10.743 15.223
6 0 0 0 0 0 0.353 1.957 4.225 7.578 11.21
7 0 0 0 0 0 0 0.385 2.132 4.502 8.341
8 0 0 0 0 0 0 0 0.455 2.118 4.933
9 0 0 0 0 0 0 0 0 0.447 2.229
10 0 0 0 0 0 0 0 0 0 0.498
Unit: m3
- 65 -
Table 3.3~3.8의 결과를 보면, 본 연구에서 제안한 JCV의 산정 기법이 
이론적으로 산정한 결과와 매우 유사한 결과를 도출하는 것을 볼 수 있
다. 모든 조건들에서의 결과를 정리해보면 Table 3.9와 Table 3.10과 같
다. Table 3.9는 각 JCV행렬의 모든 요소들 간 차이에 대한 평균값에 대
한 결과이며, Table 3.10은 최대 차이를 보이는 요소의 값을 나타낸 것이
다.
평균값의 차이를 보면 모든 조건들에 대해서 0.4 m3이하의 차이를 보
여 이론적으로 계산한 값과 유사한 JCV를 산정할 수 있다고 판단되었
다. 최대 차이를 보이는 요소들에서는 크게는 1~2 m3정도의 차이를 보였
는데, 이 요소값에 해당하는 값이 상대적 큰 값으로 비율상으로는 2~3 
% 정도의 오차이기 때문에 큰 차이를 의미하지는 않는다. 이러한 결과
들은 본 연구에서 제안한 기법으로 산정된 JCV행렬이 직경분포 추정에 
활용될 수 있다는 것을 의미한다.





Joint set 1 Joint set 2 Joint set 1 Joint set 2
JCV matrix of 
contained trace
0.105 0.184 0.173 0.252
JCV matrix of 
dissecting trace
0.251 0.265 0.325 0.365
JCV matrix of 
transecting trace
0.123 - 0.132 -
Unit: m3
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Joint set 1 Joint set 2 Joint set 1 Joint set 2
JCV matrix of 
contained trace
0.536 0.881 0.863 1.669
JCV matrix of 
dissecting trace
0.999 1.084 1.470 1.535
JCV matrix of 
transecting trace
0.528 - 0.760 -
Unit: m3
3.2.4 최적 JCV 산정을 위한 조건
본 연구에서 제안한 JCV 산정 기법은 해석영역 내에 임의의 개수의 
절리를 발생시키는 과정을 반복하기 때문에 입력변수로 해석영역의 크기
와 발생 절리의 개수가 포함된다. 또한 JCV행렬의 크기를 결정하는 변
수인 발생절리의 최대 직경(smax)과 직경의 계급구간 크기(△s), 절리선의 
계급구간 크기(△l)가 있다. JCV를 이용한 절리 직경분포 추정의 개념상 
이러한 JCV행렬의 크기를 결정하는 변수들은 어떠한 값을 설정하여도 
상관이 없다. 물론 smax는 최대한 큰 값으로 설정할수록 분석할 수 있는 
직경 범위가 증가하고 직경과 절리선의 계급구간의 크기는 작을수록 결
과의 정밀도가 향상되는 효과가 있지만, 계산 시간이 이에 비례하여 증
가하기 때문에 이러한 변수들은 조사면 내에서 관측되는 절리선의 최대 
길이와 비교하여 적절한 값으로 설정하는 것이 바람직하다. 
따라서 JCV행렬의 크기를 결정하는 변수를 제외하고, 몬테카를로 시
뮬레이션을 위한 입력변수인 해석영역의 크기와 발생 절리의 개수가 
- 67 -
JCV 산정에 결과에 미치는 영향에 대해 분석해 보았다. 이 과정은 3.2.3
절에서와 동일하게 이론적으로 계산한 값과 비교하기 위해 조사면을 평
면으로 가정하고 수행되었다. 3.2.3절에서의 결과는 해석영역 내에 최대 
크기의 발생 절리인 10 m의 절리가 포함될 수 있는 최소 영역에 대해 
체적빈도 2 m-3의 값을 적용한 결과이다.
먼저 해석공간의 크기가 미치는 영향을 보기 위해 Fig. 3.7과 같이 해
석영역을 크기를 5종류로 나누어 결과를 비교하였다. Fig. 3.7에서 붉은
색으로 표시된 것은 발생 절리의 최대 직경이 포함될 수 있는 최소 영역
을 나타내며, 이를 최소 해석영역(Minimum analysis area)라 정의하였다. 
그리고 이를 모든 축 방향으로 1.5, 2, 2.5, 3배 확장된 영역들을 설정하
여 본 연구에서 제안한 기법으로 산정한 JCV와 이론적 계산에 의해 산
정된 JCV의 결과를 비교하였다. 체적빈도는 모두 2 m-3의 값을 적용하였
다.
Fig. 3.7 Planar shaped sampling surface and analysis areas to analyze the 
effect of the size of analysis space
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이 때 조사면의 크기는 너비 10 m, 높이 5 m의 평면이며, 절리군의 
방향은 경사각 30°, 경사방향 60°로 설정하였다. 따라서 산정된 JCV는 
3.2.3절의 Table 3.3, Table 3.5, Table 3.7의 결과와 각각 비교하였으며, 비
교결과는 Table 3.11와 같다.
결과를 살펴보면 해석영역의 크기는 유의미한 차이를 보이지 않았으
며, 크기 별로 나타나는 변화도 경향성을 보이지 않았다. 이러한 다소간
의 변화는 몬테카를로 시뮬레이션의 특성으로 인해 발생하는 것으로 판
단되며, 따라서 해석영역의 크기는 계산 효율성을 고려하여 최소 해석영
역으로 설정하는 것이 가장 유리할 것으로 판단된다.
Table 3.11 Comparison results of differences in JCV matrix elements 
according to the size of the analysis area
















































0.101 0.255 0.110 0.479 0.651 0.355
Unit: m3
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다음으로 위와 같은 조건에서 해석영역의 크기는 최소 해석영역으로 
고정하고, 발생 절리의 수를 조절하여 체적빈도를 0.1~4.0 m-3까지 0.1 
m-3단위로 바꿔가며 경향성을 살펴보았다.
Fig. 3.8은 종류별 JCV행렬의 평균값 차이와 최대 차이값을 체적빈도
별로 나타낸 결과이다. 평균값의 차이는 체적빈도가 2.5 m-3이상의 수준
이 되면 안정적인 수준으로 나타났다. 그러나 최대 차이값은 체적빈도가 
매우 작은 경우를 제외하고는 모두 경향성이 없는 형태로 나타났다. 
특히 한끝내포선의 JCV의 경우 차이값의 평균도 다른 종류의 JCV보
다 높은 수준이며, 최대 차이값이 체적빈도에 대해 매우 불규칙하게 나
타났다. 이는 한끝내포선의 JCV 요소값들이 상대적으로 큰 값을 지니고 
있기 때문이며, 실제 요소값 크기 대비 최대 차이값의 비율은 다른 절리
선 종류의 JCV 마찬가지로 2~3 % 정도로 나타났다.
이러한 결과는 몬테카를로 시뮬레이션의 특성상 나타날 수 있는 현상
이지만 직경분포 추정 결과에 영향을 미칠 수 있다. 따라서 본 연구에서
는 몬테카를로 시뮬레이션의 매 반복 시마다 체적빈도를 차이값의 평균
이 안정적으로 나타나는 2.5~3.5 m-3사이에서 임의의 값으로 적용해주는 
방법을 통해 최대한 안정적인 JCV 산정이 가능하도록 하였다.
이러한 방법을 적용하여 JCV 산정 과정을 100회 수행해 본 결과, 100
회의 결과 중 최대 차이값이 종류별로 0.598 m3, 0.679 m3, 1.205 m3이며, 
100회의 최대 차이값 평균은 종류별로 0.322 m3, 0.360 m3, 0.917 m3으로 
나타났다. 여기서 볼 수 있듯이 하나의 체적빈도 값으로 시뮬레이션을 
반복하는 것보다 비교적 안정적인 JCV 산정이 가능하였다.
따라서 해석 효율을 고려하여 최적의 JCV 산정을 위해서는 최소 해석
영역의 크기에서 2.5~3.5 m-3사이의 임의의 체적빈도를 반복적으로 적용




Fig. 3.8 Mean and maximum differences according to volumetric frequency
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3.3 최대우도법 기반의 암반절리 직경분포 도출
3.3.1 JCV를 이용한 암반절리 직경분포 추정 과정
본 연구에서 제안한 임의형상 조사면에서의 JCV 산정 기법을 이용하
면 식(3.12), 식(3.13), 식(3.14)와 같이 3종류의 JCV를 구할 수 있다. 이를 
식(3.4)에 대입하면 다음과 같이 3종류 절리선의 이론적 개수에 대한 식
을 정의할 수 있다.


































t΄)의 오차제곱합이 최소가 되는 절리 직경분포의 확률밀
도함수(cj)를 도출한다. 이러한 과정은 기본적으로 Song(2009)의 최대우도
법(Maximum likelihood method)을 이용한 추정 기법을 기반으로 하였으
며, 여기서 가중치의 적용과 관련된 항은 배제하였다. 이는 가중치의 정
의가 불분명하고 추정 결과에 미치는 영향이 크지 않다고 판단되었기 때
문이다.
따라서 식(2.8)을 가중치를 제외하고 식(3.16)과 같이 나타낼 수 있으
며, 오차제곱합이 최소일 때의 cj를 구하기 위해 ck로 편미분을 하면 식
(3.17)과 같이 정리된다.
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임의형상 조사면에서의 JCV는 모두 2차원행렬 형태로 정의하였기 때
문에 식(2.9)와 비교하여 식(3.17)은 단순한 형태로 정리된다. 여기에 완
전 평면을 제외하면 절리의 직경보다 큰 절리선이 나타날 수 있기 때문
에 계산과정에서 항상 모든 직경 크기를 고려해준다는 점이 차이가 있
다.
식(3.17)의 오차제곱의 편미분 값이 0이 된다고 가정하고, 각 항들을 
























최종적으로 식(3.19)와 같이 행렬식의 계산문제로 단순화하여 문제를 
해결할 수 있다.
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          (3.19)
여기서, 




















식(3.15)에서 알 수 있듯이 식(3.19)의 ɑ항은 JCV행렬과 체적빈도, 절리 
직경의 계급구간 크기의 곱으로 이루어져 있기 때문에 [Akj]행렬에는 λv
2
항이 포함되어 있으며, [bk]행렬에는 λv항이 포함되어 있다. 이로 인해 
행렬식의 수치계산을 통해 도출되는 해는 λv의 면적(Area)을 가지는 분
포형태로 나타나며, 확률밀도함수인 cj는 여기에 λv
-1을 곱해준 형태로 
도출된다. 이 과정에서 체적빈도가 함께 도출되게 된다. 이는 Song(2009)
의 유도과정을 기반으로 하였기 때문에 동일한 효과를 가지는 것이며, 
체적빈도를 따로 가정하지 않아도 직경분포의 확률밀도함수를 구하는 과
정에서 같이 도출된다는 장점이 있다.
절리 직경분포의 확률밀도함수인 cj는 식(3.19)를 다양한 수치계산방법
으로 해결하여 도출할 수 있다. 그러나 대부분의 경우 이 행렬식은 
ill-posed 역산 문제로 무수히 많은 해를 가지는 경우가 많기 때문에 목적
에 따라 적절한 수치계산방법을 활용해야 한다. 이러한 문제는 수학계에
서도 여전히 많은 연구가 진행되고 있는 부분으로 본 연구의 목적을 벗
어난 주제이다.
따라서 본 연구에서는 수치계산기법에 대해서는 새로운 기법의 개발
보다는 시행착오법을 통해 가장 좋은 결과를 보였던 가우스 사이델법
(Gauss-Seidel method)을 적용하는 것으로 하였다.
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가우스 사이델법은 자코비 기법(Jacobi method)을 다소 변형 시킨 것으
로 반복적으로 해를 수정하여 오차가 수렴했을 때의 해를 도출한다. 이 
때 해의 최근값이 모든 계산에서 사용되기 때문에 연속반복법(Method of 
successive iteration)이라고도 한다. Ax=b의 문제에 대해 가우스 사이델법

















이 방법을 통해 해를 도출할 때 경우에 따라 식(3.21)과 같이 이완계수
(Relaxation factor) w를 통해 수렴속도를 가속 또는 감속시킬 필요가 있
다. 이 때 미지수의 변화를 가속시킬 경우를 연속상향이완(Successive 
Over Relaxation, SOR)법이라 하고, 감속시킬 경우를 연속하향이완





본 연구에서는 식(3.19)의 행렬식을 이러한 반복법에 의해 계산할 때 
0~2사이의 모든 이완계수에 대해 0.1의 간격마다 해를 도출하여 가장 작
은 오차제곱합을 보이는 해를 도출하도록 하였다. 따라서 선택적으로 연
속상향이완법 또는 연속하향이완법이 적용된다. 또한 매 반복 시 도출되
는 해에 활성화함수로 식(2.23)과 같은 ReLU함수를 추가하여 해가 음수
인 경우에는 일시적으로 비활성화되어 재계산하도록 하였다. 이는 해가 
확률밀도함수이므로 항상 양수의 해를 갖도록 하기 위함이다.
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3.3.2 추정 가능한 최대 절리직경
본 연구에서 제안한 임의형상 조사면에서의 절리 직경분포 추정 기법
은 선행연구들과 마찬가지로 조사면의 크기가 추정결과에 큰 영향을 미
친다. 조사면의 크기가 작아질수록 상대적으로 직경이 큰 절리에 대한 
추정결과의 오차율이 큰 폭으로 증가하고, 이로 인해 전체 추정결과의 
신뢰도가 감소하게 된다. 이러한 현상은 대형 조사창을 설치하는 방법 
외에는 사실상 해결이 불가능하다.
본 연구에서는 특정 수준 이하의 오차율을 보이는 결과만을 도출하기 
위해 조사면의 크기와 비교하여 상대적으로 직경이 큰 절리에 대한 결과
는 추정 불가능한 대형 절리(Larger joints)로 정의하여 하나의 비율로만 
도출되도록 하고, 그 이하에서만 상세 분포를 도출하도록 하였다. 여기서 
상세 분포를 도출하는 상한선을 나타내는 직경크기를 추정 가능한 최대 
절리 직경(Estimable maximum joint diameter)으로 정의하였다. 
추정 가능한 최대 절리직경은 실제 추정이 이루어지기 전에 미리 특정
한 분포를 가정한 선추정 과정을 통해 결정된다. 특정 분포를 가정하여 
절리군을 발생시키고, 이로 인해 나타나는 절리선 길이분포를 관측된 값
으로 입력하여 선추정 과정을 수행하게 된다. 이러한 선추정결과를 통해 
오차율이 급격히 증가하여 누적 오차율이 임계값(Threshold) 이상이 되는 
시점으로 선정하였다. 이 때 가정하는 분포는 보수적인 설계를 위해 다
양한 분포 중 가장 민감하게 오차율이 변화하는 균일분포(Uniform 
distribution)를 적용하였다. 
임계값은 작게 설정할수록 도출되는 상세분포가 더 작은 오차율을 보
일 가능성은 높아지나, 추정 가능한 최대 절리직경이 더 작아지기 때문
에 상세분포의 비율이 낮아지게 된다. 본 연구에서는 상세분포의 오차율
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이 높게 나타나는 경우에도 10 % 수준을 유지할 수 있도록, 임계값을 8 
%로 설정하여 적용하였다.
Fig. 3.9는 이 과정에 대한 예시를 보여주고 있다. 입력자료들로 인해 
JCV행렬들이 산정되면 입력한 절리군과 동일한 방향을 가지며 절리 직
경분포는 파란색으로 표시된 것과 같이 균일분포형태를 지니는 가상의 
절리군을 조사면 주변에 임의로 발생시켜 절리선 길이분포를 계산한다. 
그리고 계산된 절리선 길이분포를 기반으로 JCV행렬과의 관계식을 통해 
직경분포를 추정하는 과정을 수행한다. 이 추정결과에서 누적 오차율이 
증가하여 임계값인 8 %에 도달하는 직경크기를 추정 가능한 최대 절리 
직경으로 결정하게 된다. Fig. 3.9의 예시에서는 약 15 m의 추정 가능한 
최대 절리직경을 갖으며, 15 m 이상의 직경크기를 가지는 절리들에 대
해서는 하나의 비율로 도출하게 된다.
Fig. 3.9 Example of pre-estimation process for determining the estimable 
maximum joint diameter
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이렇게 8 %의 임계값을 적용하면, 상세분포를 도출하는 영역에서는 
오차율이 크게 나타나는 경우에도 10 % 수준으로 나타나게 된다. 그러
나 조사면의 크기가 작아질수록 추정 가능한 최대 절리직경이 작게 제한
되기 때문에, 실제 존재하는 절리들에 비해 조사면의 크기가 작은 경우
에는 추정 불가능한 대형 절리(Larger joints)의 비율이 증가하게 된다. 이 
비율이 크게 나타나는 경우에는 조사면의 확장이 요구되는 상황으로 판
단해 볼 수 있다. 실제로 최소 90 %에 해당하는 상세분포를 도출하고자 
한다면, 추정 불가능한 대형절리의 비율이 10 % 이내로 나타나야 한다. 
이 비율이 10 % 이상 나타났을 시에는 가능한 조사면을 확장하여 절리
선을 재조사하는 것이 바람직하다. 
조사면의 확장이 가능한 상황이라면, 그 방향은 추정 가능한 최대 절
리직경이 증가하는 방향이어야 한다. 추정 가능한 최대 절리직경은 조사
면의 크기, 조사면의 형상, 절리군의 방향 등 다양한 영향을 받게 되므로 
이에 대한 고려가 필요하다. 이러한 요소들을 최대한 많이 반영할 수 있
는 변수는 조사면 내에서 관측 가능한 최대 절리선 길이(Maximum 
observable trace length)로 볼 수 있다.
본 연구에서는 관측 가능한 최대 절리선 길이와 추정 가능한 최대 절
리직경의 관계를 살펴보고자 Fig. 3.10과 같은 3종류 크기의 평면의 조사
면을 가정하여 결과를 분석해 보았다. 이 과정에서 각 조사면마다 4종류
의 절리군 방향을 설정하였으며, 모두 경사방향(Dip direction)은 180º이
며, 경사각(Dip)을 20, 40, 60, 80º로 나누어 관측 가능한 최대 절리선 길
이가 다르게 나타나도록 하였다. 각 조사면 별 관측 가능한 최대 절리선 
길이에 대해서는 Table 3.12에 정리하였다.
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Fig. 3.10 Schematic of different sizes of planar shaped sampling surface
Table 3.12 Maximum observable trace length for different sizes of planar 
shaped sampling surface
Dip: 20º Dip: 40º Dip: 60º Dip: 80º 
Sampling 
surface 1
10.64 7.78 5.77 5.08
Sampling 
surface 2
15.96 15.56 11.55 10.15
Sampling 
surface 3
21.28 26.11 23.09 20.31
Unit: m
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모든 조건에서 균일분포를 이용한 선추정 과정을 적용하면, 추정 가능
한 최대 절리직경 크기를 구해 볼 수 있다. Fig. 3.11은 임계값을 8 %로 
적용하였을 시 결과를 나타내고 있으며, 선형에 가까운 상관관계를 보이
고 있음을 알 수 있다. 여기서 절편(Intercept)을 0으로 하는 회귀직선
(Regression line)을 구해보면 그 기울기는 1.37로 나타났으며, 상관계수
(Corelation coefficient)는 0.99를 보였다. 이는 조사면 내에서 관측 가능한 
절리선 길이의 1.37배 크기의 직경까지 상세분포를 추정할 수 있으며, 이 
때의 오차율은 10 % 수준 이하로 기대해 볼 수 있다는 것을 의미한다.
결과적으로 직경분포 추정 시 추정 불가능한 대형절리의 비율이 10 %
이상으로 나타날 시에는 다음과 같은 과정을 통해 조사면 확장을 고려하
는 것이 바람직하다.
(1) 추정 불가능한 대형 절리의 비율과 현재 추정 가능한 최대 절리직
경을 고려하여 목표로 하는 추정 가능한 최대 절리직경을 설정한다. 
(2) 목표로 하는 추정 가능한 절리직경의 0.73배에 해당하는 길이를 가
지는 절리선까지 충분히 관측 가능한 정도로 조사면을 확장해 준다. 
Fig. 3.11의 결과는 평면의 조사면을 가정하여 수행된 결과이기 때문에 
도출된 수치는 조사면 확장이 필요하다고 판단될 시 하나의 참고사항으
로만 활용해야 한다. 
형상이 복잡한 조사면에서는 확장 후 예상 조사면을 가정하여 균일분
포를 이용한 선추정을 통해 분석한 다음, 목표로 하는 추정 가능한 최대 
절리직경을 만족하는지를 비교하는 것이 가장 좋은 방법으로 볼 수 있
다.
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Fig. 3.11 Relationship between estimable maximum joint diameter and 
maximum observable trace length
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3.4 암반절리 직경분포 추정기법에 대한 검증
암반절리의 직경은 직접적인 측정이 불가능한 파라미터이기 때문에 실
제 자료와의 비교를 통한 검증이 불가능하다. 이에 본 연구에서는 제안
한 직경분포 추정기법의 검증을 위해 미리 가정된 분포를 지니는 절리군
을 발생시키고, 여기서 조사면과 만나 발생되는 절리선을 모두 계산하였
다. 이를 관측된 절리선 개수(Ni΄)로 이용하여 제안된 기법으로 산정된 
JCV와 함께 식(3.19)의 관계를 통해 분포를 추정하였다. 이렇게 추정된 
분포와 미리 가정한 분포와의 비교를 통해 오차율을 측정함으로써 제안
한 추정기법에 대한 검증과정을 수행하였다. 이 과정에서 제안된 추정기
법의 온전한 적용성만을 평가하고자 표집오차(Sampling error)는 없다고 
가정하였다. 따라서 관측된 절리선 개수는 몬테카를로 시뮬레이션을 이
용하여 1개 이하의 오차를 보일 때까지 충분한 반복을 통해 도출하여 적
용하였다.
이러한 과정을 요약하면 Fig. 3.12과 같으며, JCV산정부터 직경분포 추
정 및 검증까지의 모든 과정은 MathWorks 社의 MATLAB 언어를 이용하
여 구현하였다.
추정된 직경분포는 확률밀도함수 형태로 나타나기 때문에 오차율은 확
률밀도함수 각 구간 오차의 총합으로 정의하였으며, Fig. 3.13은 이러한 
오차율 계산에 대한 예시를 보여주고 있다. 각 계급구간 별로 각각 0.01, 
0.02, 0.02, 0.00, 0.01의 차이를 보이고 있으며, 이를 합산하여 백분율로 
나타낸 6%가 예시에서의 오차율이 된다.
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Fig. 3.12 Verification process of the suggested estimation method
Fig. 3.13 Example of error rate calculation
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분포독립적(Distribution-free)인 방법이기 때문에 분포 형태에 관계없이 
추정이 가능해야 하며, 따라서 모든 과정에서 Fig. 3.14와 같이 최대 15m
까지의 직경크기를 가지는 4종류의 이산분포(Discrete distribution)를 가정
하여 이에 대한 검증을 수행하였다. Fig. 3.14(a)의 분포1은 절리선 길이
분포 또는 직경분포 가정 시 많이 활용되는 로그 정규분포(Lognormal 
distribution) 형태를 가정한 것이며, Fig. 3.14(b)의 분포2는 자연계 현상에
서 가장 일반적인 정규분포(Normal distribution) 형태를 가정한 것이다. 
Fig. 3.14(c)와 Fig. 3.14(d)의 분포3과 분포4는 특정 분포함수로 정의하기 
어려운 분포(Undefinable probability distribution)의 경우에도 추정기법의 
적용이 가능한지 검토하기 위해 설정하였다. 그리고 모든 경우에 체적빈
도는 1 m-3로 고정하였다.
(a) Distribution-1 (b) Distribution-2
(c) Distribution-3 (d) Distribution-4
Fig. 3.14 Assumed distributions for verification process
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3.4.1 조사면 형상에 따른 검증
조사면 형상이 달라짐에 따라 추정결과가 영향을 받는지 알아보기 위
해 Fig. 3.15과 같이 서로 다른 형상의 조사면을 설정하여 추정결과를 비
교해 보았다. Fig. 3.15(a)는 곡면형 조사면이며, Fig. 3.15(b)는 마제형
(Horseshoe) 터널에서 나타날 수 있는 형상을 가정한 조사면이다.  Fig. 
3.16과 Fig. 3.17은 이러한 조사면들을 해석을 위한 삼각망 표면으로 변
환한 것의 형상과 단면을 보여주고 있다. 여기서 Y축 깊이방향으로는 15 
m의 크기를 가진다.
(a) Curved sampling surface (b) Horseshoe sampling surface
Fig. 3.15 Sampling surfaces to verify the effect of shape on estimation of 
joint size distribution
- 85 -
(a) Triangulated surface (b) Cross section
Fig. 3.16 Triangulated surface and cross section of the curved sampling 
surface
(a) Triangulated surface 
(b) Cross section
Fig. 3.17 Triangulated surface and cross section of the horseshoe sampling 
surface
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2개의 조사면에 경사각 30°, 경사방향 45°의 방향성을 가지는 절리군
이 존재한다고 가정하였으며, 절리 직경크기와 절리선 길이에 대한 계급
구간의 크기는 모두 1로 설정하였다. 
절리 직경크기 계급구간의 개수는 최대 25 m까지의 절리 직경크기를 
추정할 수 있도록 25개로 하였으며, 이는 암반공학분야에서 일반적으로 
10~15 m이상의 절리를 매우 큰 대형절리로 보기 때문에 이를 충분히 반
영할 수 있는 크기로 설정한 것이다(Bieniawski, 1984; Wyllie and Mah, 
2004). 절리선 길이의 계급구간의 개수는 절리방향과 조사면을 고려하여 
나타날 수 있는 최대 절리선 길이를 반영할 수 있도록 자동으로 설정되
며, 곡면형 조사면은 18개, 마제형 조사면은 40개로 나타났다.
JCV가 산정되고 나면 균일분포를 발생시켜 오차율에 대한 임계값을 
통해 추정 가능한 최대 절리직경을 정의해야 한다. Fig. 3.18은 이러한 
과정에 대한 결과를 보여주며, 두 조사면 모두 25 m까지 누적 오차율이 
임계값인 8 %를 넘지 않았다. 따라서 추정 불가능한 대형 절리(Larger 
Joint)는 25 m 이상에 존재하기 때문에 여기서는 정의되지 않고 25 m까
지 모든 직경 크기에 대한 상세 분포를 추정하게 된다.
앞에서 가정한 4종류의 분포에 대한 추정 결과는 조사면 별로 각각 
Fig. 3.19, Fig. 3.20과 같으며, 이에 대한 오차율은 Table 3.13에 나타내었
다. 또한 추정과정에서 도출되는 체적빈도와 이에 대한 오차율은 Table 
3.14에 정리하였다.
- 87 -
(a) Curved sampling surface
(b) Horseshoe sampling surface
Fig. 3.18 Estimation results of joint diameter distribution and accumulated 
error rate in case of uniform distribution for determining the 
estimable maximum joint diameter in 2 types of sampling 
surfaces
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(a) Distribution-1 (b) Distribution-2
(c) Distribution-3 (d) Distribution-4
Fig. 3.19 Estimation results of 4 types of assumed joint diameter distributions in curved sampling surface
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(a) Distribution-1 (b) Distribution-2
(c) Distribution-3 (d) Distribution-4
Fig. 3.20 Estimation results of 4 types of assumed joint diameter distributions in horseshoe sampling surface
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Table 3.13 Error rates of 4 types of assumed joint diameter distribution 
estimations in 2 types of sampling surfaces








3.329 3.899 6.756 5.088
Unit: %
Table 3.14 Volumetric frequency estimation results of 4 types of assumed 
joint diameter distributions in 2 types of sampling surfaces





0.992 0.995 0.998 1.011
Error rate (%)





0.995 0.997 1.001 1.010
Error rate (%)
0.5 0.3 0.3 1.0
직경분포 추정의 오차율은 조사면 형상과 관계없이 모두 10% 미만으
로 나타났으며, 함께 도출되는 체적빈도는 매우 정확하게 추정이 가능함
을 확인하였다. 
이러한 결과로 보아 본 연구에서 제안한 암반절리 직경분포 추정 기법
은 조사면 형상과 관계없이 적용이 가능하다고 볼 수 있다.
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3.4.2 조사면 크기에 따른 검증
조사면 크기는 추정결과에 큰 영향을 주는 변수로, 조사면이 작아질수
록 추정 가능한 절리 직경크기가 감소하게 된다. 이러한 영향을 살펴보
고자 Fig. 3.21과 같이 형상은 유지하면서 크기가 감소된 2개의 조사면에 
대한 검증 과정을 수행하였다. 기준이 되는 조사면(Reference sampling 
surface)은 3.4.1절에서의 곡면형(Curved) 조사면이며, 이를 75 % 크기로 
축소시킨 조사면(Three quarters sampling surface)와 50 %로 축소시킨 조
사면(Half sampling surface)를 설정하여 결과를 살펴보았다. 조사면의 크
기를 제외한 모든 조건은 3.4.1절과 동일하게 설정하였다.
Fig. 3.21 Sampling surfaces to verify the effect of size on estimation of 
joint diameter distribution
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먼저 추정 가능한 최대 절리직경 크기를 파악하고자 균일분포를 발생
시켜 선추정해 본 결과는 Fig. 3.22와 같다. 기준 조사면의 결과인 Fig. 
3.18(a)와 비교하여 확연히 오차가 심하게 나타났으며, 이로 인해 누적 
오차율도 급격하게 증가하는 것을 볼 수 있다. 
75 % 크기의 조사면은 22번째 절리 직경크기 계급구간에서 누적 오차
율이 임계값인 8%를 넘어섰으며, 50 % 크기의 조사면은 16번째 절리 직
경크기 계급구간에서 임계값을 넘어섰다. 이로 인해 상세분포를 추정하
는 절리 직경크기는 각각 21 m, 15 m로 제한되고, 각각의 경우에 21 m 
이상의 절리와 15 m 이상의 절리는 추정 불가능한 대형절리(Larger 
Joint)로 하나의 비율로써 표시된다. 그러나 여기서는 기준 조사면인 
3.4.1절의 곡면형 조사면의 결과와 비교하기 위해 같은 조건으로 최대 15 
m까지의 직경크기를 가지는 분포만을 대상으로 하였기 때문에 추정 불
가능한 대형절리의 비율이 제대로 나타나는지에 대해서는 자세히 확인하
지 못하였다. 이에 대해서는 다음 절에서 추가로 다루도록 하겠다.
Fig. 3.23는 75 % 크기의 조사면에서 4종류의 분포를 추정한 결과이며, 
Fig. 3.24은 50 % 크기의 조사면에서의 결과이다. 두 조사면 모두 유사한 
경향을 보이는 분포를 추정하고 있음을 볼 수 있다. 그러나 Fig. 3.23(d)
와 Fig. 3.24(d)에서와 같이 절리 직경이 10 m 정도로 크고 분포가 불연
속적일 경우 오차가 크게 발생하는 것을 확인해 볼 수 있었다. 이러한 
현상은 Fig. 3.19(d)와 같이 기준 조사면에서도 일부 나타났었으며, 조사
면의 크기가 작아짐에 따라 오차가 증가하는 경향을 보였다. 
두 조사면 크기에서 모든 분포에 대한 추정 오차율은 Table 3.15와 같
으며, 체적빈도에 대해서는 Table 3.16에 결과를 정리하였다.
- 93 -
(a) Three quarters sampling surface
(b) Half sampling surface
Fig. 3.22 Estimation results of joint diameter distribution and accumulated 
error rate in case of uniform distribution for determining the 
estimable maximum joint diameter in three quarters and half 
sampling surface
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(a) Distribution-1 (b) Distribution-2
(c) Distribution-3 (d) Distribution-4
Fig. 3.23 Estimation results of 4 types of assumed joint diameter distributions in three quarters sampling surface
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(a) Distribution-1 (b) Distribution-2
(c) Distribution-3 (d) Distribution-4
Fig. 3.24 Estimation results of 4 types of assumed joint diameter distributions in half sampling surface
- 96 -
Table 3.15 Error rates of 4 types of assumed joint diameter distribution 
estimations in sampling surfaces of different sizes








3.537 7.672 8.342 11.783
Unit: %
Table 3.16 Volumetric frequency estimation results of 4 types of assumed 
joint diameter distributions in sampling surfaces of different 
sizes





0.988 1.013 1.005 1.003
Error rate (%)





0.996 1.005 1.021 0.998
Error rate (%)
0.4 0.5 2.1 0.2
Table 3.15를 보면, 기준 크기인 Table 3.13의 곡면형 조사면과 비교하
여 로그 정규분포 형태인 분포1을 제외하고는 모두 오차율이 증가한 것
을 확인할 수 있다. 특히 분포4의 경우 10 % 이상의 상대적으로 큰 오
차를 보였다. Fig. 3.24의 결과에서는 50 % 크기의 조사면에서 추정 불가
능한 대형절리(Larger Joint)가 존재하지 않음에도 수치가 나타나는 것을 
확인해 볼 수 있다.
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그러나 분포4는 자연계 현상에서 쉽게 나타나지 않으며, 일반적으로 
나타나는 로그 정규분포, 정규분포와 같은 형태의 분포1, 분포2의 경우 
10 % 미만의 오차율을 보였다. 또한 50 % 크기의 조사면에서 나타난 추
정 불가능한 대형절리의 수치는 1 % 미만으로 무시할 수 있는 수준이었
으며, 체적빈도는 매우 정확한 수준으로 추정되었다. 분포2에서는 조사면
의 크기가 작아짐에도 오차율이 감소하는 현상을 보였는데, 이는 최종 
행렬식의 수치계산 시 최적해 도출을 위해 이완계수를 조절해주는 과정
에서 기인한 결과로 판단된다. 오차제곱합이 최소가 되도록 이완계수가 
0.1의 단위로 검색되어 적용되기 때문에 최적해의 오차율에 약간의 편차
가 생길 수 있기 때문이다. 본 연구에서 제안한 추정 기법은 추정 가능
한 최대 절리직경을 제한함으로써 도출되는 상세분포의 오차율을 10 % 
수준 이하로 보장하기 위해 설계되었기 때문에, 10 % 이하의 오차율을 
보이는 결과의 경향성에 대해서는 추가적인 고려를 하지 않았다.
결과를 종합해보면 조사면이 작은 경우에도 본 연구에서 제안한 추정 
기법의 적용은 가능하지만, 추정 가능한 최대 절리직경이 점점 작아지는 
것으로 나타났다. 또한 분포4와 같은 정의가 어려운 분포까지 모두 고려
한 정밀한 추정을 위해서는 조사면 확장을 통해 충분한 크기의 조사면을 
확보하는 것이 필수적이다.
3.4.3 절리군 방향에 따른 검증
절리 직경분포는 절리군의 방향에 따라 각각 추정된다. 따라서 여러 
종류의 절리군이 존재할 때를 가정하여 추정 기법의 검증 과정을 수행하
였다. 본 연구에서는 절리군 내 개별절리들의 방향은 평행함을 가정하였
기 때문에 개별절리들의 방향분포에 대해서는 고려되지 않는다.
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30° Joint set 1 Joint set 2
60° Joint set 3 Joint set 4
3.4.1절의 곡면형 조사면에 Table 3.17과 같은 4개의 절리군을 가정하
였으며, 모든 조건은 동일하게 설정하였다. 관측가능한 최대 절리선 길이
가 절리군 방향에 따라 차이를 보이기 때문에 이에 따라 절리선 길이 계
급 구간의 개수는 1번 절리군은 17개, 2번 절리군은 18개, 3번 절리군은 
18개, 4번 절리군은 23개로 결정되었다. 
균일분포 발생을 통한 추정 가능한 최대 절리 직경크기는 모두 25 m
이상으로 나타났기 때문에 추정 불가능한 대형절리(Lager Joint)는 모든 
절리군에서 정의되지 않았다. 절리군 방향에 따라 누적 오차율의 증가폭
에 차이를 보이기는 했지만, 모두 임계값인 8 %미만의 수준이었다. 이러
한 증가폭의 차이는 조사면의 형상과 관측 가능한 최대 절리선 길이에 
영향을 받는 것으로 추정되나, 특별한 경향성을 찾기는 힘들었다. 또한 
조사면의 크기로 인한 누적 오차율의 변화에 비해 민감도가 매우 낮은 
수준이었기에 본 연구에서 이에 대해 자세한 분석은 생략하였으며, 상세 
그래프는 Appendix B에 수록하였다.
Fig. 3.25부터 Fig. 3.28까지 각 절리군 별로 추정 결과에 대해 상세히 
나타내었으며, 절리군 방향에 관계없이 4종류의 분포 모두에서 매우 정
확한 추정이 이루어졌음을 알 수 있다. 
Table 3.18에는 직경분포 추정에 대한 오차율을 나타냈으며, 모두 5 % 
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내외로 나타났다. Table 3.19에 나타낸 체적빈도는 다른 조건들에서와 마
찬가지로 오차율 1 % 내외에서 매우 정확한 추정값을 보였다. 이러한 
결과를 종합해 보았을 때, 본 연구에서 제안한 절리 크기분포 추정기법
은 절리군 방향에 관계없이 적용 가능하다고 판단된다.
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(a) Distribution-1 (b) Distribution-2
(c) Distribution-3 (d) Distribution-4
Fig. 3.25 Estimation results of 4 types of assumed joint diameter distributions for joint set 1
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(a) Distribution-1 (b) Distribution-2
(c) Distribution-3 (d) Distribution-4
Fig. 3.26 Estimation results of 4 types of assumed joint diameter distributions for joint set 2
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(a) Distribution-1 (b) Distribution-2
(c) Distribution-3 (d) Distribution-4
Fig. 3.27 Estimation results of 4 types of assumed joint diameter distributions for joint set 3
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(a) Distribution-1 (b) Distribution-2
(c) Distribution-3 (d) Distribution-4
Fig. 3.28 Estimation results of 4 types of assumed joint diameter distributions for joint set 4
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Table 3.18 Error rates of 4 types of assumed joint diameter distribution 
estimations for joint sets with different orientations
Distribution-1 Distribution-2 Distribution-3 Distribution-4
Joint Set 1 5.190 5.598 4.573 4.610
Joint Set 2 3.847 4.702 5.318 6.661
Joint Set 3 5.925 4.796 4.783 5.667
Joint Set 4 3.338 5.802 4.991 6.565
Unit: %
Table 3.19 Volumetric frequency estimation results of 4 types of assumed 
joint diameter distributions for joint sets with different 
orientations
Distribution-1 Distribution-2 Distribution-3 Distribution-4
Joint Set 1
Volumetric Frequency (m-3)
0.991 0.997 1.011 1.014
Error rate (%)
0.9 0.3 1.1 1.4
Joint Set 2
Volumetric Frequency (m-3)
0.999 1.005 1.003 1.012
Error rate (%)
0.1 0.5 0.3 1.2
Joint Set 3
Volumetric Frequency (m-3)
1.016 1.009 1.003 1.005
Error rate (%)
1.6 0.9 0.3 0.5
Joint Set 4
Volumetric Frequency (m-3)
1.003 1.010 0.989 1.007
Error rate (%)
0.3 1.0 1.1 0.7
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3.4.4 절리군 내 최대 절리직경에 따른 검증
지금까지의 검증에 이용한 분포들은 절리군 내에 최대 크기의 절리를 
직경 15 m라고 가정한 것들이다. 그러나 실제로 분포하는 절리군은 다
양한 최대 절리직경을 가질 수 있다. 
본 연구에서 제안한 추정기법이 다양한 최대 절리직경을 갖는 분포에
서도 적용이 가능한지 검증해보기 위해 절리 분석 시 일반적으로 활용하
는 로그 정규분포를 최대 절리직경 5, 10, 20, 25 m인 형태로 가정하여 
검증과정을 수행하였으며, 이러한 분포들은 Fig. 3.29에 나타내었다. 
검증과정은 지금까지 검증이 부족했던 추정 불가능한 대형절리(Larger 
joint)가 제대로 반영되는지 확인하기 위해 3.4.2절에서의 50 % 크기의 조
사면과 절리군 정보를 이용하여 수행하였다. 이 때 추정 가능한 절리 직
경크기는 15 m까지로 제한되며, 15 m 이상의 직경을 가지는 절리는 하
나의 비율로 표현된다. 
Fig. 3.30은 모든 조건에서의 결과를 나타낸 것으로 전체적으로 유사한 
분포를 추정했음을 보여주고 있다. 절리군 내 최대 절리 직경크기가 5 
m, 10 m로 작은 경우에 그 이상의 절리는 존재하지 않는 부분까지 추정
이 잘 이루어졌으며, 최대 절리 직경크기가 20 m, 25 m로 추정 가능한 
최대 절리직경인 15 m를 넘어서는 절리가 존재하는 경우에는 15 m까지 
상세분포에 대한 부분과 추정 불가능한 대형절리(Larger joint)의 비율에 
대해 큰 오차 없는 추정 결과를 보여주었다. 
이러한 결과들의 오차율과 체적빈도 추정결과에 대해서는 각각 Table 
3.20와 Table 3.21에 나타내었다.
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(a) Maximum joint diameter = 5 m (b) Maximum joint diameter = 10 m
(c) Maximum joint diameter = 20 m (d) Maximum joint diameter = 25 m
Fig. 3.29 Assumed lognormal distributions with different maximum joint 
diameters
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(a) Maximum joint diameter = 5 m (b) Maximum joint diameter = 10 m
(c) Maximum joint diameter = 20 m (d) Maximum joint diameter = 25 m
Fig. 3.30 Estimation results of assumed lognormal distributions with different maximum joint diameters
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Table 3.20 Error rates of joint diameter distribution estimations for assumed 
lognormal distributions with different maximum joint diameters
Maximum 
Joint Size
5 m 10 m 20 m 25 m
Error Rate 2.444 3.900 8.349 4.508
Unit: %
Table 3.21 Volumetric frequency estimation results for assumed lognormal 
distributions with different maximum joint diameters
Maximum 
Joint Size






0.996 1.005 1.021 0.998
Error rate (%)
0.4 0.5 2.1 0.2
오차율은 모든 조건에서 10 % 미만으로 분석되었으며, 이 때 오차율
은 추정 불가능한 대형절리(Larger Joint)의 비율의 오차까지 합산한 결과
이다. 체적빈도의 경우에도 실제 발생시킨 1 m-3과 매우 유사한 값으로 
도출되었다. 
이러한 결과들을 통해 본 연구에서 제안한 기법이 절리군 내 최대 절
리크기에 관계없이 적용이 가능하다는 것을 확인해 볼 수 있었다.
3.4.5 검증결과에 대한 논의
지금까지 수행했던 검증과정을 요약하여 정리하면 다음과 같다.
(1) 조사면의 형상을 2가지로 설정하여 4종류의 분포에 대해 각각 기
법의 적용성을 검증하였으며, 조사면의 형상과 관계없이 적용 가능함을 
확인하였다.
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(2) 조사면의 크기를 기준 조사면에 비해 75 %, 50 %로 축소시킨 것
에 대해 기법의 적용성을 검증하였다. 조사면의 크기 변화는 추정 가능
한 최대 절리직경 크기에 민감한 영향을 미쳤을 뿐 아니라 오차율에도 
영향을 주는 결과를 보였다. 조사면이 작아질수록 추정 가능한 최대 절
리직경 크기가 줄어들고, 오차율은 다소 증가하는 경향을 보였다. 그러나 
조사면이 작은 경우에도 추정 가능한 최대 절리직경을 제한하여, 도출되
는 상세분포는 분포4와 같이 정의가 어려운 형태를 제외하고는 10% 수
준 이하의 오차율로 나타남을 확인하였다.
(3) 절리군의 방향성에 따른 영향을 보기위해 서로 다른 방향을 가지
는 4종류의 절리군에 대해 기법의 적용성을 검증하였다. 절리군 별로 이
루어진 검증과정에서 추정결과는 모두 10% 미만의 오차율을 보여 절리
군의 방향성에 관계없이 추정기법이 적용 가능함을 확인하였다.
(4) 절리군 내 최대 절리직경에 따른 영향을 보기위해 4종류의 가상 
로그 정규분포를 가정하여 기법의 적용성을 검증하였다. 모든 조건에서 
10% 미만의 오차율을 보였으며, 추정 불가능한 대형절리(Larger joint)의 
비율에 대해서도 추정이 잘 이루어짐을 확인하였다. 
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3.5 기존 조사창 개념과의 비교
조사창은 일반적으로 직사각형의 평면을 가정하여 설치되어 왔다. 원
형 또는 타원형 등 다양한 형상을 조사창으로 가정하는 경우도 있으나, 
모두 평면 내에서의 형상 변화에 불과하여 대상 암반의 형상에 따라 조
사창의 확장이 제한되는 것은 마찬가지이다.
본 연구에서는 삼각망 표면으로 구성된 임의형상 조사면을 정의하여 
대상 암반의 형상을 평면으로 가정할 수 없는 경우에도 형상 그대로 조
사면을 설치할 수 있도록 하였다. 이를 통해 조사면의 크기를 절리선 조
사가 가능한 영역까지 최대한 확장시킬 수 있다. 
이러한 임의형상 조사면을 설정함으로써 얻을 수 있는 이점을 분석해
보고자 Fig. 3.31과 같이 마제형(Horseshoe) 조사면을 설정하고, 내부에 2
종류의 평면 조사창을 설정하여 비교하여 보았다. 마제형(Horseshoe) 조
사면은 3.4.1절에서와 동일한 것이며, 1번과 2번 조사창은 양쪽 벽면에서 
평면을 가정하여 설정한 조사창이다. 
여기서 1번 조사창은 벽면의 하단부를 기준으로 가상의 평면을 설정하
고자 할 때 최대 크기의 조사창을 가정한 것이며, 2번 조사창은 평면성
의 기준을 완화하여 조금 큰 영역을 확보하고자 할 때 가정이 가능한 조
사창이다. 기존에는 이러한 방법으로 최대한 평면에 가까운 영역에 대해 
평면의 조사창을 가정하여 활용하였다. 이렇게 가상의 평면을 가정할 시 
실제로는 존재하는 굴곡 또는 비평탄한 표면 구조로 인해 조사되는 절리
선의 길이를 가상의 평면에 투영하는 등의 가공이 필요하다.
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(a) Perspective view (b) Cross section
Fig. 3.31 Horseshoe sampling surface and the sampling windows for 
comparison with traditional planar sampling windows
3.4.1절과 같이 경사각 30º, 경사방향 45º의 방향을 갖는 절리군이 존재
한다고 가정하였으며, 임의 절리를 발생시키는 해석영역은 마제형 조사
창을 기준으로 25 m 크기의 절리까지 반영할 수 있도록 42×42×38 m 로 
설정하였다. 검증과정에서는 1 m-3의 체적빈도를 적용하므로 영역 내에 
존재하는 절리들의 개수는 67,032개가 된다.
결과를 비교해보고자 JCV의 산정은 마제형 조사면의 경우 본 연구에
서 제안한 몬테카를로 시뮬레이션을 이용한 수치적 생성 기법을 적용하
였으며, 평면 조사창은 2장의 이론적 산정법을 이용하였다. 
Fig. 3.32는 추정 가능한 최대 절리직경의 결정을 위해 균일분포를 이
용한 선추정 과정을 수행한 결과를 보여주고 있다. 여기서는 1번과 2번 
평면 조사창의 결과만을 보여주고 있으며, 동일한 조건에서 마제형 조사
면은 Fig. 3.18(b)와 같이 나타난다. 마제형 조사면에서는 25 m의 직경크
기까지 누적오차율이 임계값인 8 %를 넘지 않았던 것에 반해, 1번 조사
창과 2번 조사창은 각각 19번째, 25번째 계급구간에서 임계값을 넘어섰
다. 따라서 각각 18 m, 24 m로 추정 가능한 최대 절리직경이 제한된다.
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(a) Sampling window 1
(b) Sampling window 2
Fig. 3.32 Estimation results of joint diameter distribution and accumulated 
error rate in case of uniform distribution for determining the 
estimable maximum joint diameter in 2 types of traditional 
sampling windows
- 113 -
Fig. 3.33 Accumulated error rates of joint diameter distribution estimation in 
case of uniform distribution in horseshoe sampling surface and 2 
types of sampling windows
Fig. 3.33은 마제형 조사면과 2종류의 평면 조사창에서 균일분포를 이
용한 선추정 과정 시 누적오차율의 변화만을 나타낸 것이다. 여기서 상
대적으로 크기가 큰 마제형 조사면이 누적 오차율이 가장 낮게 나타났으
며, 평면 조사창은 크기가 작을수록 누적오차율의 증가폭이 커졌다. 이로 
인해 기존의 평면 조사창은 이론적 산정법을 적용하여 JCV를 산정하여
도 조사창 크기의 한계로 인해 직경분포 추정 시 추정 가능한 최대 절리
직경이 작게 제한되는 것을 확인해 볼 수 있다. 이것이 조사창을 확장하
여 임의형상 표면 조사면을 설치해야 하는 주요 목적을 보여주는 결과이
다.
다음으로 3.4절에서의 분포1(로그 정규분포 형태)과 분포2(정규분포 형
태)를 가정하여 검증과정을 적용해보았다. 앞선 균일분포를 이용한 선추
정 과정과 동일한 영역에서 1 m-3의 체적빈도를 적용하므로 67,032개의 
절리들이 분포하고 있다.
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Fig. 3.34는 분포2의 경우 마제형 조사면과 두 평면 조사창에서 관측되
는 절리선의 예시를 나타낸 것이다. 분포하고 있는 절리들로 인해 마제
형 조사면에는 2,572개의 절리선이 나타났으며, 1번 조사창과 2번 조사창
에는 각각 649개, 790개의 절리선이 종류별로 나타나는 것을 확인해 볼 
수 있다. 
Fig. 3.35는 두 종류의 가상 분포에 대한 1번 조사창과 2번 조사창에서
의 추정 결과를 보여주고 있으며, Table 3.22와 Table 3.23에는 마제형 조
사면의 결과와 함께 추정결과를 요약하여 나타내었다.
Fig. 3.34 Example of observed traces in case of Distribution-2 in horseshoe 
sampling surface and 2 types of sampling windows
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(a) Distribution-1 (Sampling Window 1: H=7 m) (b) Distribution-2 (Sampling Window 1: H=7 m)
(c) Distribution-1 (Sampling Window 2: H=9 m) (d) Distribution-2 (Sampling Window 2: H=9 m)
Fig. 3.35 Estimation results of assumed joint diameter distributions in 2 types of traditional sampling windows
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Table 3.22 Error rates of 2 types of assumed joint diameter distribution 
















Table 3.23 Volumetric frequency estimation results of 2 types of assumed 
























결과를 살펴보면 추정 오차율은 모든 경우에 10 % 미만으로 나타났으
며, 이는 본 연구에서 제안한 추정 기법은 도출되는 상세분포에 대해서 
10 % 수준 이하의 오차를 유지할 수 있도록 추정 가능한 최대 절리직경
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을 제한시키기 때문이다. 그리고 평면 조사창에서 크기가 작은 경우에도 
절리군 내 최대 절리 직경이 추정 가능한 최대 절리직경보다 작기 때문
에 추정 불가능한 대형절리(Larger joints)는 존재하지 않으며, 추정 비율 
역시 0 %로 나타났다. 체적빈도의 경우 매우 정확한 수준으로 추정결과
가 도출되었다.
그러나 이러한 결과는 설정한 가상의 평면 조사창과 절리들이 만나 발
생하는 절리선 길이분포 결과를 직접 이용한 결과이며, 이는 평면형의 
임의형상 조사면을 적용한 결과와 동일하다고 볼 수 있다.
실제로 가상의 평면 조사창에는 절리선이 나타나지 않으므로 가까운  
벽면에서의 절리선 길이분포를 이용할 수 밖에 없다. Fig. 3.36은 가상의 
평면 조사창의 JCV와 가상의 평면과 가까운 벽면에서의 절리선 분포를 
이용한 추정결과를 보여주고 있으며, 추정이 제대로 이루어지지 않음을 
볼 수 있다. 특히 작은 크기의 직경이 매우 과대평가되어 추정되었는데, 
이는 실제 벽면의 표면 불규칙성과 굴곡 형상의 영향으로 짧은 절리선 
길이로 만나는 절리들의 개수가 증가하는 것이 원인으로 판단된다.
이러한 가상의 평면 가정 시에는 타당한 절리선 측정 방법이 정립되
고, 절리선 길이의 투영 또는 하한 절삭 등 다양한 방법이 함께 적용되
어야한다.
결과적으로 대상 암반의 형상 그대로를 조사면으로 설정하고, 여기서 
조사되는 절리선 분포를 그대로 이용하는 것이 가장 좋으며, 이를 위해
서는 본 연구에서 제안한 임의형상 조사면을 적용하는 것이 바람직하다. 
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(a) Distribution-1 (Sampling Window 1: H=7 m) (b) Distribution-2 (Sampling Window 1: H=7 m)
(c) Distribution-1 (Sampling Window 2: H=9 m) (d) Distribution-2 (Sampling Window 2: H=9 m)
Fig. 3.36 Estimation results of assumed joint diameter distributions in 2 types of traditional sampling windows using 
trace length distribution observed in the tunnel surface corresponding to hypothetic planar sampling window
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4. 암반절리 직경분포 추정기법의 활용을 위한 디
지털 절리선 조사 프로세스
4.1 디지털 절리선 조사 프로세스의 구성
본 연구에서 제안한 임의형상 조사면(Arbitrarily shaped sampling 
surface)에서의 암반절리 직경분포 추정기법은 조사면 내에서 조사된 절
리선 길이분포를 기반으로 추정이 이루어진다. 조사자가 직접 측정하는 
수동 절리선 조사(Manual trace survey)를 통해 도출된 절리선 길이분포를 
이용하는 것이 가장 정확하지만, 조사면의 크기 및 위치에 따라 직접 측
정이 불가능한 경우가 많다. 이에 본 연구에서는 디지털 이미지 자료를 
이용하여 다중선(Polyline) 형태로 절리선 길이분포를 도출하는 디지털 절
리선 조사 프로세스를 구성하여, 직경분포 추정기법 활용 시 도움이 될 
수 있도록 하였다.
직접 측정이 불가능한 영역의 경우 디지털 이미지의 확보에도 어려움
이 있을 수 있다. 이에 입력 이미지의 확보에는 Fig. 4.1과 같은 무인항
공기(Unmaned Aerial Vehicle, UAV)인 드론을 이용하였다. 드론은 공간적 
제약이 거의 없기 때문에 사람이 직접 다가갈 수 없는 위험지역까지 촬
영이 가능하며, 주로 고정된 위치에서 촬영하는 디지털 카메라를 이용한 
입체사진측량 또는 LiDAR를 이용한 레이저측량과 비교하여 사각지역을 
최소화한 3차원 조사면을 구성할 수 있다는 장점이 있다. 
드론 제품은 DJI 社의 Mavic 2 Pro를 이용하였으며, 이는 1인치 센서
의 Hasselblad 카메라가 장착되어 일반 디지털 카메라와 비교해서 정밀한 
사진 또는 동영상 촬영이 가능한 것이 특징이다. 여기 장착된 카메라의 
제원은 Table 4.1에 정리하였다.
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(a) Top view (b) Perspective view
Fig. 4.1 Drone used in this study (Mavic 2 pro) 
Table 4.1 Specification of digital camera mounted on Mavic 2 pro
Camera Sensor 1΄΄ CMOS
Pixels 20 million
Lens FOV 77°
Aperture f/2.8 to f/11
Electronic Shutter Speed 8 ~ 1/8000 sec
Still Image Size 5472 × 3648
Max Video Bit Rate 100 Mbps
알고리즘 기반의 기존 기법들의 한계를 극복하고, 지속적인 성능 향상
이 가능한 프로세스를 구성하기 위해 의미론적 분할 방식의 딥러닝 네트
워크를 활용하여 학습된 분류기(Trained classifier)를 적용하였다. 여기에 
분류기를 통해 도출되는 픽셀 단위의 결과를 3차원 데이터 구조화하는 
기법을 함께 포함하여 전체 프로세스를 구성하였다.
이 과정에서 점군(Point cloud)자료의 도출에는 상용 프로그램인 
Bentley 社의 ContextCapture를 이용하였으며, 이 프로그램을 통해 출력되
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는 자료들을 직접 입력하여 의미론적 분할부터 절리선 길이분포 도출까
지의 전체 프로세스가 자동으로 수행되도록 하였다. 이는 MATLAB언어
를 기반으로 구현하였다.
이러한 전체 과정은 Fig. 4.2에 도식화하여 나타내었다. 이 장에서는 
여기서 녹색 점선으로 표시한 디지털 절리선 조사 프로세스(Digital joint 
trace survey process)에 대해 차례대로 다루도록 하겠다.
Fig. 4.2 Overall process of estimating joint diameter distribution with the 
digital joint trace survey process
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4.2 절리선 검출을 위한 분류기 학습
4.2.1 학습 데이터의 수집 및 레이블링
학습 데이터는 암반의 다양한 표면 상태 및 형상을 반영할 수 있도록 
국내 다양한 지역의 암반 노출면에서 직접 수집하여 활용하였다. 수집 
지역은 Fig. 4.3에 표시한 것과 같은 관악산, 북한산, 동해시 임계면, 포
천시 신북면, 정선군의 남면 및 화암면 일대이며, 일반 디지털 카메라와 
4.1절에서 소개한 드론을 이용하여 다양한 조건의 암반 이미지를 획득하
였다.
Fig. 4.3 Rock mass exposure sites for sampling training data
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수집 이미지는 다양한 크기, 빈도, 방향성을 가지는 절리들이 절리선을 
잘 나타내고 있는 것들로 정리하였으며, 비평탄면(Uneven plane)의 암반 
이미지를 다수 포함시켜 다중선 형태로 존재하는 절리선까지 반영할 수 
있도록 하였다. 또한 충전물, 흙, 수목, 그림자 등의 노이즈(Noise)들이 포
함된 이미지도 추가하였다. 이처럼 실제 암반 노출면이 촬영되는 조건을 
가공하지 않고 그대로 학습에 이용하여, 최대한 현장 조건을 잘 반영할 
수 있는 모델로 학습시키고자 하였다. Fig. 4.4는 이러한 학습 데이터용 
수집 이미지들의 예시들을 보여주고 있다.
(a) Example 1 (b) Example 2
(c) Example 3 (d) Example 4
Fig. 4.4 Examples of images used for network training
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수집된 이미지는 디지털 카메라와 드론을 이용하여 촬영을 하였기 때
문에 크기가 서로 다른 이미지들로 구성되어 있다. 따라서 절리선이 잘 
나타난 부분을 선별적으로 절삭하여 학습 데이터의 모든 이미지의 크기
를 912×912픽셀 크기로 조정하였다.
이렇게 총 188장의 이미지를 수집하였으며, 이를 학습에 활용하고자 
레이블링(Labelling) 작업을 수행하였다. 이는 딥러닝 네트워크의 학습을 
위해 암반 이미지에서 절리선(Trace)과 기타(Background) 부분을 픽셀단위
로 구분해주는 작업이다. 
그러나 Fig. 4.4의 예시에서도 볼 수 있듯이 암반 이미지에서 절리선을 
픽셀단위로 명확하게 구분하는 것은 불가능에 가깝다. 따라서 본 연구에
서는 수작업으로 다중선(Polyline) 형태로 이미지 위에 절리선으로 판단되
는 부분을 나타내고, 이러한 다중선이 지나는 픽셀들을 절리선에 해당하
는 레이블로 구분하도록 하였다. 이 때 수작업 상 오차를 고려하고자 다
중선이 지나는 픽셀들만 절리선으로 구분하는 것이 아닌 인접 픽셀
(Adjacent pixel)들까지 함께 포함되도록 하였으며, 이로 인해 절리선 레
이블이 2~3픽셀 정도의 두께를 가지고 나타난다. Fig. 4.5는 이러한 과정
의 예시를 나타낸 개념도이며, 여기서 수작업으로 붉은색 선과 같이 절
리선을 표시하면 파란색 위치의 픽셀들이 절리선 레이블로 구분된다. 
Fig. 4.5 Schematic of image pixel labelling process used in this study
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(a) Manual selected polylines (b) Labelling data
Fig. 4.6 Example of labelling process used in this study
다중선을 표시하는 수작업은 MATLAB에서 제공하는 Image Labeler 
App을 이용하였다. Fig. 4.6은 Fig. 4.4(b)에 나타난 2번 예시에 대한 다중
선 표시 수작업과 이를 이용한 레이블링 데이터를 보여주고 있다. 레이
블링 데이터에서 흰색이 절리선 레이블이며, 검은색이 기타 레이블을 의
미한다.
4.2.2 학습 데이터의 분류 및 증강
딥러닝 학습 데이터는 일반적으로 학습용 데이터(Training data)와 실험
용 데이터(Test data)로 분류한다. 그리고 학습용 데이터에서 일부를 분리
하여 검증용 데이터(Validation data)로 추가 분류한다. 학습용 데이터를 
이용하여 네트워크를 학습시키면서 검증용 데이터로 학습 중인 분류기를 
평가하여 만족스러운 수준의 성능을 나타날 때 종료하는 방식으로 학습
이 이루어진다. 실험용 데이터는 최종 학습된 분류기에 적용하여 학습이 
잘 이루어졌는지 분석할 때 이용된다.
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본 연구에서는 수집 이미지의 개수가 적기 때문에 최대한 다수의 학습
용 데이터를 확보하고자 전체 188장의 이미지에서 176장을 학습용 데이
터로 이용하였으며, 12장을 실험용 데이터로 분류하였다. 그리고 176장의 
학습용 데이터 중 20 %의 비율을 검증용 데이터로 추가 분류하였으며, 
검증 데이터에 과적합(Overfitting)되는 현상을 막고자 5중 교차검증(5-fold 
cross validation)을 적용하여 학습을 수행하였다. 이는 학습용 데이터를 
미리 5등분하여 나눈 후 매 학습 시마다 등분된 데이터를 한번 씩 검증
용 데이터로 바꿔주며 학습하는 방법이다. 
일반적으로 분류기의 성능은 학습용 데이터의 양이 많을수록 이에 비
례하여 향상된다. 절리선 검출 역시 마찬가지로 다수의 이미지를 수집하
여 학습에 이용한다면 더욱 성능이 높은 분류기로 학습시킬 수 있을 것
이다. 그러나 암반 절리선 레이블링 데이터는 다수를 확보하는데 물리적
인 시간 소모가 상당하기 때문에, 본 연구에서는 제한된 학습 데이터 개
수를 활용하여 최대한의 성능 향상을 도모하고자 데이터 증강
(Augmentation) 작업을 수행하였다. 데이터 증강은 학습 데이터의 개수가 
부족한 상황에서 데이터의 양을 늘리기 위해 이용되는 것으로, 색상
(Color)조절, 대비(Contrast)조절, 반전(Flipping), 절삭(Cropping), 회전
(Rotation), 이동(Translation) 등 다양한 방법이 있으며 분류기 성능 향상
에 효과적인 것으로 알려져 있다(Shorten and Khoshgoftaar, 2019).
먼저 다양한 암반 표면의 상태를 고려하고자 질감(texture)를 달리하기 
위해 색상 및 대비를 조절하여 Fig. 4.7과 같이 이미지의 수를 3배로 증
가시켰다. Fig. 4.7(a)는 원본 이미지이며, Fig. 4.7(b)는 절리선의 특징을 
부각시키기 위해 HDR(High Dynamic Range)기법을 적용한 이미지이다. 
마지막으로 Fig. 4.7(c)는 색상과 대비를 조절하여 표면 질감이 강조된 어
두운 이미지로 변환한 것이다. 
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다음으로 가장자리에서 발생하는 레이블링 오차의 영향을 제거하고자 
이미지를 900×900픽셀로 절삭하고, Fig. 4.8과 같은 방법으로 추가적인 
이미지 증강 작업을 수행하였다. 학습에 이용될 400×400픽셀의 크기로 
임의의 위치에서 총 9장의 이미지로 분할하고, 이를 회전과 반전을 통해 
12배로 증가시켰다. 이렇게 증강된 학습용 데이터는 총 57,024개로 나타
났다.
(a) Original image (b) HDR (c) Dark and Deepen
Fig. 4.7 Example of data augmentation using color and contrast 
modifications
- 128 -
Fig. 4.8 Example of additional data augmentation using random cropping, 
rotation and flipping
4.2.3 학습 네트워크 및 분류기 선정
절리선은 이미지 내에 임의의 위치에 불규칙한 형상으로 나타난다. 이
러한 구조를 지닌 대상은 2.3절에서 언급한 분류(Classification) 또는 탐지
(Detection)와 같은 이미지 인식 네트워크로는 검출이 불가능하며, 픽셀단
위로 레이블(Label)을 예측하는 분할(Segmentation) 네트워크를 통해 학습
이 이루어져야 한다.
본 연구에서는 학습된 분류기(Trained classifier)를 도출하기 위한 딥러
닝 네트워크를 선정하기 위해 2.3.3절에서 설명한 DeepLabV3+ 네트워크
와 대표적인 분할 네트워크로 알려진 U-Net 네트워크에 대하여 학습을 
수행하여 결과를 비교해 보았다. 이 과정에서 입력 이미지는 학습효율을 
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고려하여 400×400픽셀의 크기로 설정하였으며, 출력 픽셀의 레이블은 절
리선만을 검출하면 되므로 절리선(Trace)과 기타(Background)의 2종류로 
분류하도록 하였다.
DeepLabV3+ 네트워크의 기본 구조는 Fig. 2.14와 같으며, 인코더
(Encoder) 부분의 중추 구조(Backbone network)로는 Fig. 4.9와 같이 구성
된 Xception을 적용하였다. 
모든 합성곱 계층(Convolution layer)의 커널(Kernel)의 크기는 3×3으로 
구성되어 있으며, 활성화 함수(Activation function)로는 식(2.23)의 ReLU함
수를 이용하였다. 1픽셀의 패딩(Padding)을 적용하기 때문에 스트라이드
(Stride)가 1인 경우에는 계층 통과 시 입력과 출력 사이의 해상도가 변
화하지 않는다. 스트라이드가 2로 적용되는 계층에서만 입력 자료의 해
상도가 절반으로 줄어들게 되며, Fig. 4.9의 경우에는 5번의 다운샘플링
(Downsampling)이 일어나게 된다. 깊이별 분리 합성곱(Depthwise separable 
convolution) 연산을 위한 점별 합성곱(Pointwise convolution) 연산 시에만 
1×1 크기의 커널이 적용된다. 이와 같이 Xception에서는 최대 풀링(Max 
pooling) 계층을 스트라이드를 조절하는 방식의 합성곱 연산으로 대체하
였다.
본 연구에서는 입력 이미지의 크기가 400×400픽셀로 작기 때문에 Fig. 
4.9의 출력 과정(Exit flow)에서의 스트라이드는 1로 변경하여 총 4번의 
다운샘플링만 일어나도록 하였다. Fig. 4.10은 이렇게 구성한 
DeepLabV3+ 네트워크의 상세 구조를 나타내고 있다. Xception의 입력 과
정(Entry flow)를 거쳐 25×25픽셀의 해상도로 다운샘플링 된 이후 스트라
이드가 4로 설정된 전치 합성곱(Transposed convolution) 연산을 2번 거쳐 
입력 이미지와 해상도가 동일한 출력 이미지를 도출하게 된다. 이를 통
해 픽셀 단위의 분류가 가능하게 된다.
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Fig. 4.9 Detailed architecture of Xception as backbone network (Chen et al., 
2018a)
Fig. 4.10 Detailed architecture of DeepLabV3+ network used in this study
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U-Net 네트워크의 기본 구조는 Fig. 2.12와 같으며, 본 연구에서도 동
일한 구조로 구성하였다.
DeepLabV3+ 네트워크에서 적용한 Xception의 구조와 같이 모든 합성
곱 계층(Convolution layer)의 커널(Kernel)의 크기는 3×3으로 구성되어 있
으며, 활성화함수로는 ReLU함수가 이용된다. 또한 1픽셀의 패딩과 1의 
스트라이드를 적용하기 때문에 계층 통과 시 입력과 출력 사이의 해상도
가 변화하지 않는다. 해상도가 줄어드는 다운샘플링은 인코더 부분에서 
각 층 이동 시 2×2크기로 구성된 최대 풀링 계층을 통해 이루어진다. 따
라서 인코더 부분에서 총 4번의 다운샘플링이 이루어져 25×25픽셀의 해
상도를 가지며, 디코더 부분에서 2×2크기의 전치 합성곱 연산을 2의 스
트라이드를 적용하여 수행함으로써 입력 이미지와 동일한 해상도의 출력
이미지를 도출하게 된다.
Fig. 4.11은 이러한 U-Net 네트워크의 구조와 본 연구에서 적용한 입력 
이미지의 크기에 따른 해상도의 변화를 보여주고 있다.
Fig. 4.11 Detailed architecture of U-Net network used in this study
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다음으로 2종류의 딥러닝 네트워크에 4.2.2절에서 준비된 학습용 데이
터를 이용하여 학습을 수행하였다. 절리선의 특성 상 이러한 학습용 데
이터 내 대부분의 픽셀은 절리선 레이블이 아닌 기타 레이블에 해당한
다. 이로 인해 예측 과정에서 기타 레이블이 과도하게 나타나는 클래스 
불균형 문제(Class imbalance problem)가 발생할 수 있다. 이를 방지하기 
위해 학습 진행 시 전체적인 네트워크 모델의 오차를 측정하는 척도로 
이용되는 손실함수(Loss function)로 가중치 교차 엔트로피(Weighted cross 
entropy) 오차를 이용하였다. 이는 오차 계산 시 각 레이블마다 가중치를 
두는 방법으로 클래스 불균형 문제를 해결하는데 효과적인 것으로 알려
져 있다(Aurelio et al., 2019). 여기서 적용되는 가중치는 레이블링 데이터
에서 각 레이블에 해당 하는 픽셀 수의 비율로 설정하였다.
매 학습 시 매개변수 갱신은 미니 배치(Mini batch) 방식을 이용하였
다. 미니 배치 방식은 학습 데이터마다 매번 매개변수를 갱신하는 것이 
아닌 미니 배치 크기(Mini batch size)만큼의 데이터에 대해 평균 매개변
수 값으로 한번만 갱신하는 방법이다. 이는 모든 데이터를 한번 학습 시
킬 때 매개변수의 갱신 횟수를 줄여주는 역할을 하여 성능이 안정적으로 
변화하며 학습될 수 있게 해준다. 이러한 매개변수 갱신 방식은 성능 안
정화로 인해 학습 시간에 영향을 주는 요소이며, 최종 성능에 큰 영향을 
미치지는 않는다. 본 연구에서는 학습 효율을 고려하여 미니 배치 크기
를 16으로 설정하였으며, 갱신 시 최적화 알고리즘으로는 아담 최적화
(Adam Optimizer)를 이용하였다(Kingma and Ba, 2015). 
다음으로 미니 배치 크기에 의해 누락되는 데이터가 없도록 매 에포크
(Epoch)마다 학습용 데이터와 검증 데이터를 섞어주는 방법을 이용하였
으며, 여기서 에포크는 전체 학습용 데이터를 모두 1회씩 매개변수 갱신
에 이용하는 주기를 의미한다. 학습률(Learning rate)은 초기 0.001로 시작
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하여 매 에포크마다 30 %의 값으로 감소하도록 설정하여 안정적인 매개
변수의 수렴이 가능하도록 하였다. 
학습에는 단일 GPU가 장착된 PC를 이용하였으며, 상세정보는 다음과 
같다.
(1) CPU: AMD Ryzen Threadripper 1950X 16-Core Processor, 3.4 GHz
(2) Memory(RAM): 64.0 GB
(3) GPU: Geforce RTX 2080ti, 11.0 GB
총 5에포크의 학습이 진행되었으며, DeepLabV3+ 네트워크를 이용한 
학습에는 약 26시간, U-Net 네트워크를 이용한 학습에는 약 32시간이 소
요되었다. Fig. 4.12와 Fig. 4.13은 각각 DeepLabV3+ 네트워크와 U-Net 네
트워크를 이용한 학습 과정에서 나타난 정확도와 손실을 보여주고 있다. 
두 네트워크 모두 학습이 시작되고 적은 반복횟수에서는 불안정적인 성
능을 보이다가 3에포크 이후에는 정확도와 손실이 수렴하여 안정적인 성
능을 나타내고 있다. 최종적으로 검증용 데이터에 대한 검증 정확도는 








Fig. 4.13 Training results of classifier using U-Net network
딥러닝 네트워크의 학습은 지속적으로 학습 데이터에서 분류된 검증용 
데이터에 대한 정확도를 높이고 손실을 최소화하는 방향으로 매개변수를 
갱신하는 과정이다. 따라서 검증용 데이터에 대한 검증 정확도는 당연히 
높을 수 밖에 없으며, 이는 실질적인 학습된 분류기의 성능을 나타내는 
것이라 볼 수 없다. 
본 연구에서는 앞서 미리 분류한 12장의 실험용 데이터(Test data)를 
이용하여 학습된 분류기(Trained classifier)들의 성능을 평가하였으며, Fig. 
4.14과 같은 6장의 평탄면 내 절리선 이미지와 Fig. 4.15와 같은 6장의 
비평탄면 내 절리선 이미지로 구성하였다. 
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(a) Test data 1 (b) Test data 2 (c) Test data 3
(d) Test data 4 (e) Test data 5 (f) Test data 6
Fig. 4.14 Test data sets in flat surface
(a) Test data 1 (b) Test data 2 (c) Test data 3
Fig. 4.15 Test data sets in uneven surface (to be continued)
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(d) Test data 4 (e) Test data 5 (f) Test data 6
Fig. 4.15 Test data sets in uneven surface (continued)
실험용 데이터 중 평탄면 내 절리선 이미지의 예시 1번, 2번, 3번의 분
류기 적용 결과는 각각 Fig. 4.16, Fig. 4.17, Fig. 4.18과 같으며, 비평탄면 
내 절리선 이미지의 예시 1번, 2번, 3번의 분류기 적용 결과는 각각 Fig. 
4.19, Fig. 4.20, Fig. 4.21에 나타내었다. 결과 이미지에서 붉은색으로 표
시한 부분이 절리선 레이블로 분류된 픽셀들을 의미한다. 여기 포함되지 
않은 결과는 Appendix C에 추가로 수록하였다.
먼저 정성적으로 살펴보자면, 평탄면 내 절리선 검출에는 DeepLabV3+ 
네트워크를 이용해 학습된 분류기와 U-Net 네트워크를 이용해 학습된 분
류기의 성능 차이는 크게 없는 것으로 분석되었다. 
그러나 비평탄면 내 절리선 검출 시에는 확연한 성능 차이를 보였다. 
U-Net 네트워크를 이용해 학습된 분류기는 절리선(Trace)으로 레이블링된 
픽셀들을 기타(Background) 레이블로 분류하여 누락되는 절리선이 다수 
나타났다. 또한 이로 인해 하나의 절리선에 해당하는 픽셀들이 중간에 
끊어져 DeepLabV3+ 네트워크를 이용해 학습된 분류기에 비해 연결성이 
떨어지는 것으로 나타났다.
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(a) Original image (b) Labelling data
(c) Segmentation result using 
classifier trained by 
DeepLabV3+ network
(d) Segmentation result using 
classifier trained by 
U-Net network
Fig. 4.16 Segmentation results of Test data 1 in flat surface
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(a) Original image (b) Labelling data
(c) Segmentation result using 
classifier trained by 
DeepLabV3+ network
(d) Segmentation result using 
classifier trained by 
U-Net network
Fig. 4.17 Segmentation results of Test data 2 in flat surface
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(a) Original image (b) Labelling data
(c) Segmentation result using 
classifier trained by 
DeepLabV3+ network
(d) Segmentation result using 
classifier trained by 
U-Net network
Fig. 4.18 Segmentation results of Test data 3 in flat surface
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(a) Original image (b) Labelling data
(c) Segmentation result using 
classifier trained by 
DeepLabV3+ network
(d) Segmentation result using 
classifier trained by 
U-Net network
Fig. 4.19 Segmentation results of Test data 1 in uneven surface
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(a) Original image (b) Labelling data
(c) Segmentation result using 
classifier trained by 
DeepLabV3+ network
(d) Segmentation result using 
classifier trained by 
U-Net network
Fig. 4.20 Segmentation results of Test data 2 in uneven surface
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(a) Original image (b) Labelling data
(c) Segmentation result using 
classifier trained by 
DeepLabV3+ network
(d) Segmentation result using 
classifier trained by 
U-Net network
Fig. 4.21 Segmentation results of Test data 3 in uneven surface
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Fig. 4.22 Schematic of variables for defining validation indices
이러한 결과들을 정량적으로 비교해보기 위해 두 분류기의 결과들로 
다양한 검증 지수(Validation index)들을 계산해 보았다. 이러한 검증 지수
들에는 레이블링 데이터(Ground truth)를 기준으로 예측 분류에 성공 또
는 실패 여부를 픽셀단위로 나눈 TP(True Positive), FP(False Positive), 
FN(False Negative)의 변수들이 이용된다. 각 레이블 별로 TP는 해당 레
이블의 예측 분류에 성공한 것, FP는 다른 레이블의 픽셀을 해당 레이블
로 예측 분류한 것, FN은 해당 레이블의 픽셀을 다른 레이블로 분류하
여 예측에 실패한 것을 의미하며, Fig. 4.22는 이러한 변수들을 집합 개
념으로 표현하여 보여주고 있다. 이에 해당하는 픽셀들의 개수를 종합하
여 검증에 필요한 지수들을 계산할 수 있다. 
의미론적 분할 분야에서 학습된 분류기의 성능 평가에 가장 일반적으
로 사용되는 검증 지수는 IoU(Intersection over Union)이며, 이는 식(4.1)과 
같이 변수들의 합집합과 교집합의 비율을 의미한다. 




또한 레이블링 데이터에 대한 정밀도(Precision)과 정확도(Accuracy) 지
수는 각 레이블 별로 식(4.2)와 같이 계산된다. 예측 분류된 픽셀을 기준
으로 이들이 정밀하게 예측이 되었는지를 나타내는 지수가 정밀도이며, 
레이블링 데이터를 기준으로 이들이 얼마나 정확하게 예측되었는가를 나
타내는 지수가 정확도이다. 정확도는 실제 해당 레이블이 얼마나 인식되
었는지를 나타내므로 재현율(Recall)이라고도 불린다.
Pr   

   

(4.2)
일반적으로는 이러한 지수들을 레이블 별로 계산한 평균값을 통해 학
습된 분류기의 성능을 분석하며, 실험용 데이터 12장을 이용하여 본 연
구에서 학습된 두 분류기에 대해 계산해 본 결과는 Table 4.2와 같이 나
타난다.
DeepLabV3+ 네트워크를 이용하여 학습된 분류기가 모든 지수에서 더 
높은 값을 보이는 것으로 나타났다. 정확도에 비해 IoU와 정밀도는 낮게 
나타났는데, 이는 본 연구에서 학습된 분류기들이 평균적으로 절리선 레
이블을 두껍게 예측 분류하였기 때문에, FP의 비율이 상대적으로 높게 
나타나기 때문이다. 
IoU는 절리선의 미시적 형태 차이를 과대평가 하기 때문에 절리선 분
류기의 성능 평가에는 부적합하다고 알려져 있으며(Kim and Song, 2019), 
정밀도는 해당 레이블이 적게 나타날수록 수치가 높게 나타나기 때문에 
절리선을 잘 검출했는지에 대한 평가 지표로 보기에는 어렵다. 따라서 
실제 레이블링 데이터 중 절리선에 해당하는 픽셀을 얼마나 누락하지 않
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고 잘 검출했는지에 대한 지표인 정확도를 평가 지수로 이용하는 것이 
절리선 길이 계산이 목적인 본 연구에 더 적합하다고 볼 수 있다.
정확도 지수를 Table 4.3과 같이 평균이 아닌 절리선(Trace) 레이블로만 
계산하여 보면 DeepLabV3+ 네트워크를 이용해 학습된 분류기는 약 96 
%에 해당하는 절리선 픽셀들을 검출하지만, U-Net 네트워크를 이용해 
학습된 분류기는 89 %로 나타나 차이를 보였다.
이러한 검증 지수 분석 결과와 학습시간을 포함한 효율성을 함께 고려
하여 본 연구에서는 디지털 절리선 조사 프로세스 중 절리선 픽셀의 분
류기로 DeepLabV3+ 네트워크를 이용하여 학습된 분류기를 적용하였다.
Table 4.2 Validation indices of the trained classifiers
Mean IoU Mean Precision Mean Accuracy
Trained Classifier using 
DeepLabV3+ Network
0.620 0.661 0.941
Trained Classifier using 
U-Net Network
0.611 0.655 0.892
Table 4.3 Accuracy index of trace label of the trained classifiers
Trained Classifier using 
DeepLabV3+ Network






4.3 절리군별 절리선 길이분포 도출
4.3.1 2차원 이미지 픽셀 데이터의 구조화
학습된 분류기를 통해 검출된 절리선은 픽셀단위의 데이터로 구성되어 
있다. 이는 해당 픽셀이 절리선에 해당하는지 아닌지의 여부만을 담고 
있는 것이다. 그러므로 이러한 데이터를 절리선 길이분포 도출에 활용하
기 위해서는 픽셀 데이터를 구조화하여 물리적인 수치로 변환해주어야 
한다. 
이를 위해 본 연구에서는 먼저 절리선으로 나타난 이미지 픽셀 데이터
를 이미지 좌표계 내에서 2차원 선분(Segment)으로 변환하였다. 본 연구
에서 학습된 분류기는 절리선을 연결성이 잘 드러나게 검출하지만, 두께
를 과대평가한다는 단점이 있다. 따라서 선분으로 변환하기 위해서는 길
이 계산에 의미가 없는 두께를 없애주는 세선화(Thinning) 과정이 필요하
다. 이는 Lam et al.(1992)이 제안한 다음과 같은 기법을 이용하였다.
(1) 첫 번째 부반복(Subiteration)에서, 식(4.3)의 G1, G2, G3가 모두 충
족될 경우 픽셀 p를 삭제한다.
(2) 두 번째 부반복에서, 식(4.3)의 조건 G1, G2, G3΄이 모두 충족될 경
우 해당 픽셀 p를 삭제 한다.
(3) 모든 픽셀에 대해 두 번의 부반복을 진행해주는 것으로 1회의 세
선화를 이루며, 이러한 세선화 과정을 모든 픽셀에서 더 이상 변화가 없
을 때까지 반복한다.
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    if   and     or      








    ∨ ∨ ∧  
 ′   ∨ ∨ ∧   (4.3)
여기서, x1, x2, … , x8은 대상 픽셀 p의 인접 8픽셀을 의미하며 p의 바
로 오른쪽 픽셀을 x1으로 하여 반시계 방향으로 순서대로 지정된다.
Fig. 4.23은 학습된 분류기를 통한 절리선 검출 및 이를 세선화한 결과
까지의 과정을 하나의 예시를 통해 보여주고 있다. 먼저 Fig. 4.23(a)는 
4.1절에서 소개한 드론을 통해 촬영한 예시 이미지로 5472×3648픽셀의 
크기로 이루어져 있다. 이를 400×400픽셀의 크기로 나누고, 각 이미지를 
분류기를 통해 절리선 예측 분류를 수행한 다음에 다시 원본 이미지의 
크기로 결합해준다. 이러한 단계를 수행하면 Fig. 4.23(b)의 결과가 나타
나며, 이를 이진화(Binarization)하여 표현하면 Fig. 4.23(c)와 같다. 이진화
된 이미지를 위에서 설명한 세선화 기법을 적용해주면 Fig. 4.23(d)와 같
은 결과를 보인다.
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Fig. 4.23 Example of the process of thinning semantic segmentation results
세선화로 인해 두께의 영향을 제거하기는 하였으나, 여전히 픽셀단위
의 데이터로 구성되어 있다. 이를 2차원 선분화해주기 위해 필터를 이용
하는 다음과 같은 알고리즘을 개발하여 적용하였으며, 누락되는 픽셀 없
이 모든 절리선 픽셀 데이터를 포함시키면서 선분화 과정이 진행되는 것
이 특징이다.
(1) 필터 적용 시 경계부분을 포함하기 위해 1의 크기로 이미지 패딩
(Padding)을 적용한다.
(2) 3×3픽셀 크기의 필터를 생성하여 필터의 중심 위치에 절리선
(Trace) 레이블에 해당하는 픽셀이 위치 할 때 까지 차례대로 검색한다. 
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필터 중심에 절리선 레이블이 위치하면 이를 현재위치(Current Point)로 
지정한다.
(3) 현재위치에서 인접 8픽셀 중 절리선 레이블이 존재하여 연결 가능
한 경로를 탐색한다. 연결 가능한 경로의 개수에 따라 다음과 같이 진행
한다.
   3-1) 연결 가능한 경로 수 0개: 현재위치를 끝점(End Point)로 지정하
고 현재까지의 픽셀들을 하나의 선분으로 저장한 다음 레이블을 
삭제한다. 중간점(Check Point) 또는 분기점(Branch Point)이 있을 시 
이를 현재위치로 지정해주고 (3)의 단계로 돌아가며, 없을 시 (2)의 
단계로 돌아간다.
   3-2) 연결 가능한 경로 수 1개: 다음 경로의 픽셀을 현재위치로 지정
해주고 (3)의 단계로 돌아간다. 단, 현재까지 경로 내 픽셀 수가 5
개 이상이고 현재위치까지의 진행 경로와 다음 진행 경로가 이루
는 각도가 30º 이상일 경우, 현재위치를 중간점으로 지정하고 현재
까지의 픽셀들을 하나의 선분으로 저장한 다음 레이블을 삭제한다. 
   3-3) 연결 가능한 경로 수 2개 이상: 현재위치를 분기점으로 지정하고 
현재까지의 픽셀들을 하나의 선분으로 저장한 다음 레이블을 삭제
한다. 중간점(Check Point) 또는 분기점(Branch Point)이 있을 시 이
를 현재위치로 지정해주고 (3)의 단계로 돌아가며, 없을 시 (2)의 
단계로 돌아간다.
(4) 모든 절리선 레이블이 삭제되어 기타(Background) 레이블로 바뀔 
때 까지 (2)-(3)의 단계를 반복한다.
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Fig. 4.23의 예시 이미지에 2차원 선분화 알고리즘까지 적용한 결과는 
Fig. 4.24와 같이 나타나며, 모든 절리선 레이블에 해당하는 픽셀들이 누
락되지 않고 작은 선분 단위로 구조화 된 것을 볼 수 있다. 여기서 각각
의 서로 다른 색상들은 다른 선분으로 구분된 것을 의미한다. 2차원 선
분 데이터는 3차원 투영과 절리군 별 분류 시에만 활용되며, 최종적으로 
투영된 점군 자료를 통해 3차원 상에서 다시 선분화 과정을 거친다. 따
라서 절리선 레이블에 해당하는 픽셀들이 누락되지 않는 것에 중점을 둔 
알고리즘이며, 이 단계에서 선분들의 길이가 짧게 나타나는 것은 다음 
과정에 영향을 미치지 않는다.
2차원 선분화 알고리즘을 정리하여 순서도로 표현하면 Fig. 4.25와 같
이 정리할 수 있다.
Fig. 4.24 Example of the result of 2D line segmentation
- 152 -
Fig. 4.25 2D line segmentation algorithm for segmenting lines in image 
pixel data
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4.3.2 2차원 데이터의 3차원 투영
2차원 선분으로 구조화된 데이터는 이미지 좌표계 내에서 해당 선분에 
포함되는 픽셀들의 집합으로 이루어져 있다. 이를 길이 계산에 활용하기 
위해서는 3차원 월드 좌표계로의 변환 과정이 필요하다. 
여기서는 2.4.1절에서 설명한 이미지 투영 기법을 적용하여 2차원 선분 
별로 포함되어 있는 모든 픽셀 좌표를 3차원 월드 좌표계의 좌표로 변환
하였다. 3차원 점군 자료는 4.1절에서 언급한 상용 프로그램인 
ContextCapture를 이용해 생성되며, 이 과정에서 이미지 투영에 필요한 
변수들이 함께 저장된다.
2차원 픽셀 좌표를 3차원 월드 좌표로 변환하는 과정은 식(2.25)와 식
(2.26)을 역으로 이용하면 된다. 이 때 이미지의 왜곡 보정과 관련된 식
(2.26)을 역계산하는 것은 정해(Closed-form solution)가 존재하지 않는 7차 
방정식의 해를 구하는 문제가 된다. 이는 반복법에 의한 근사해를 구하
는 방법을 적용할 수 있지만, 여기에 실제 3차원 모델까지의 깊이(Depth)
를 추가로 추정하여 최근접점을 찾아야 하기 때문에 픽셀의 수에 따라 
계산 시간이 기하급수적으로 증가하게 된다.
본 연구는 다수의 이미지를 처리해야 하기 때문에 계산 효율을 고려하
여 3차원 점군 자료의 각 점들이 이미지 별로 이미지 좌표계에서 위치하
는 좌표를 식(2.25)와 식(2.26)을 이용하여 계산하여, 이를 매칭(Matching) 
정보로 미리 정리하였다. 그리고 투영이 필요한 픽셀에 대해 매칭되는 3
차원 점들을 검색하는 방법을 이용하였다. 이러한 방법은 위에서 언급한 
역계산 방법보다 계산효율이 수십배 이상으로 나타났다.
Fig. 4.26과 Fig. 4.27은 이러한 2차원 데이터의 3차원 투영과정을 Fig. 
4.23의 예시에 적용한 것을 순서대로 보여주고 있다.
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Fig. 4.26은 ContextCapture를 이용하여 3차원 점군 자료를 생성하는 과
정을 나타내며, 드론으로 촬영한 8장의 이미지를 정합하여 3차원 모델링 
과정이 이루어졌다. 
이렇게 생성된 점군 자료는 가장자리 부분이 이미지 내 중첩 픽셀의 
부족으로 정밀도가 떨어지게 나타난다. 이러한 부분을 절삭하여 나타내
면 Fig. 4.27(a)와 같다. 8장의 이미지에 대해 각각 4.3.1절의 2차원 선분
화 과정까지를 적용해주고, 이를 3차원 점군 모델에 투영해주면 Fig. 
4.27(b)와 같이 나타난다. Fig. 4.27(c)는 투영된 점들에 대해 절리선에 해
당하는 부분을 붉은 색으로 표시하고, 전체 점군 자료를 함께 나타낸 것
이다. 
결과를 살펴보면 절리선에 해당하는 위치에 전체적으로 잘 투영된 것
을 확인해 볼 수 있다.
Fig. 4.26 Example of point cloud generation using ContextCapture
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(a) Generated point cloud
(b) Projected joint trace points
(c) Overlapped point cloud
Fig. 4.27 Example of 3D projection
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4.3.3 대표 절리군 분석
절리 직경분포 추정과정은 절리군 별로 이루어지기 때문에 대상 암반
에 나타나는 절리선들을 절리군 별로 분류할 필요가 있다. 이를 위해서
는 대상 암반 내에 존재하는 대표 절리군을 분석하여 방향을 설정해주어
야 한다. 점군 자료를 통해 수동으로 방향을 측정하는 방법이 가장 정확
하다 볼 수 있으나, 이는 작업자의 주관이 개입할 여지가 있으며 편의성
이 떨어진다. 이를 보완하고자 본 연구에서는 점군 자료로부터 평면을 
검출하여 대표 절리군 분석에 활용하는 방법을 통해 주관적 판단의 개입
을 최소화할 수 있도록 하였다. 이 과정에는 오픈소스 프로그램인 
CloudCompare와 상용 프로그램인 Rocscience 社의 Dips를 이용하였다.
먼저 CloudCompare에 있는 평면 검출 플러그인(Plugin)을 이용하여 점
군자료로부터 평면을 검출하게 되면, Fig. 4.28와 같이 하나의 평면에 해
당하는 점들을 그룹화하여 이에 해당하는 법선벡터를 도출해준다. 여기
서는 k-d tree방식의 평면 검출 플러그인을 이용하였으며, 이는 3차원 공
간을 잘게 분할하여 분할된 공간 내의 점들로 각각 평면을 검출한 뒤 각 
공간들을 다시 합쳐주면서 방향이 유사한 평면들을 하나의 평면으로 만
들어주는 방법이다.
이렇게 도출된 각 평면들의 법선벡터들을 평면의 검출 시 발생하는 오
차제곱합이 높은 경우를 제외하고, 경사각, 경사방향으로 변환하면, Dips 
프로그램을 이용하여 Fig. 4.29와 같이 대표 절리군 방향을 분석할 수 있
다. 본 연구에서는 오차제곱합의 순서대로 나열하여 상위 30 %에 해당
하는 평면의 법선벡터들을 절삭하였으며, Dips 프로그램에서 제공하는 
퍼지 k평균 알고리즘(Fuzzy k-mean algorithm)을 이용하여 방향을 분석하
였다.
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Fig. 4.28 Example of plane detection using CloudCompare
Fig. 4.29 Example of joint set analysis using Dips
그러나 이러한 방법은 대표 절리군 분석 시 편의성을 제공해 줄 수는 
있지만, 완벽한 절리군 분석 방법이라고는 할 수 없다. 대상 암반이 평면
에 가까울수록 드러나는 절리 노출면의 개수가 감소하고, 이러한 평면 
내에는 절리선만 드러날 가능성이 높기 때문에 방향성 분석이 매우 어려
워진다. 따라서 최종적으로는 주관적인 판단을 결합하여 대표 절리군에 
대해 추가적인 보정이 이루어지는 것이 바람직하다.
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4.3.4 3차원 점군 데이터의 구조화
3차원 투영을 통해 Fig. 4.27과 같이 나타난 데이터는 월드 좌표계에서
의 좌표를 가지고 있지만, 절리선에 해당하는 점군들의 집합일 뿐 아직 
구조화되어 있지는 않다. 따라서 이를 구조화하여 절리군 별로 길이분포
를 도출하는 과정이 필요하다.
먼저 절리선에 해당하는 점군들을 대표 절리군 별로 구분하기 위해 
4.3.1절에서의 2차원 선분 데이터를 이용하였다. 4.3.1절에서 2차원 선분
화 알고리즘은 각 선분들이 최대한 선형성을 가질 수 있게 작은 길이들
로 분할하고 있다. 또한 4.3.2절에서 3차원 투영이 된 점들은 해당 점들
이 투영 전 어떠한 2차원 선분에 포함되어 있는지 정보를 가지고 있으
며, 이를 이용하면 각 선분들에 포함되는 점들을 따로 정리할 수 있다.  
따라서 각 선분들에 포함되는 3차원 상의 점들을 대표하는 근사 직선을 
선분 별로 도출해 볼 수 있으며, 직선의 근사에는 주성분 분석(Principle 
Component Analysis, PCA) 기법을 이용하였다. 이는 데이터 집합의 공분
산(Covariance)행렬로부터 고유값(Eigen value)와 고유벡터(Eigen vector)를 
이용하여, 최대 고유값을 갖는 고유벡터를 직선의 방향벡터로 도출하는 
기법이다.
본 연구에서는 이렇게 도출된 각 선분 별 근사 직선의 방향벡터가 절
리군별 대표 평면과 임계값(Threshold) 이하의 각도를 가지고 있을 시 해
당 절리군에 속하는 것으로 분류하는 방법을 적용하였으며, 여기서 임계
값은 20º로 설정하였다. 또한 각 선분이 절리군 별로 분류되는 과정에서 
중복을 허용하여, 두 절리군 평면이 교차하여 나타나는 절리선의 경우 
하나의 절리군에 속하는 것으로 분류되는 것이 아니라 각 절리군에 중복
하여 속하게 된다. 따라서 절리군 별 길이 계산 시 누락되는 절리선을 
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최소화할 수 있다. 
Fig. 4.27의 점군 자료와 Fig. 4.29의 대표 절리군 정보를 이용하여 이
러한 방법으로 점군들을 분류하면 Fig. 4.30과 같이 나타난다. Fig. 
4.30(a)는 절리군 1번, Fig. 4.30(b)는 절리군 2번에 대한 분류 결과이며, 
결과를 살펴보면 절리군 별 방향에 따라 이에 해당하는 절리선의 점군들
이 유사한 방향으로 분류되어 검출된 것을 확인해 볼 수 있다.
(a) Joint set 1
(b) Joint set 2
Fig. 4.30 Example of classifying point cloud traces by joint set
- 160 -
다음으로 절리군 별로 분류된 절리선 점군들을 3차원 공간 상에서 선
분(Segment)으로 변환해주어야 한다. 이 과정에는 2.4.2절에서 설명한 
Dalitz et al.(2017)의 반복적 허프 변환 기법을 일부 수정하여 적용하였
다. Dalitz et al.(2017)이 제안한 기법은 허프 변환을 3차원 직선 검출에 
성공적으로 적용하긴 하였으나, 무한 길이의 직선 형태로 검출되기 때문
에 절리선 길이 계산에 직접적으로 이용할 수 없다. 
본 연구에서 적용한 수정된 반복적 허프 변환 과정은 다음과 같다.
(1) 절리군 별로 분류된 절리선 점군들로 이루어진 공간을 절리군 대
표 방향과 평행한 방향으로 분할하여, 각 분할된 공간에 속하는 점군들
에 대해 허프 변환을 수행한다. 이는 공간의 크기를 줄여 허프 변환의 
정밀도를 높이기 위함이다. 너무 큰 영역에서 허프 변환을 수행하게 되
면 허프 공간의 매개변수 구간 크기가 증가하여 정밀도가 떨어지게 된
다. 여기서 공간 분할은 포함되는 점군들의 개수에 따라 40~50개로 분할
하였다.
(2) 허프 변환은 Dalitz et al.(2017)이 제안한 3차원 허프 공간을 통해 
이루어지며, 누산기(Accumulator)의 값들 중 최대값을 가지는 점들로 하
나의 직선을 검출한다. 이 때 허프 공간에서 매개변수 구간 크기는 
Dalitz et al.(2017)이 제안한 바와 같이 평면 공간은 64등분하였으며, 방
향벡터는 5단계의 테셀레이션을 통해 구성하였다.
(3) 검출된 직선에 속하는 점들을 추출하여 주성분 분석 기법을 통해 
직선의 위치를 조정해준다. 이는 허프 공간의 매개변수 구간 크기로 인
해 발생하는 본질적인 오차를 줄여주는 역할을 한다. 
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(4) 위치가 조정된 직선에 점들을 투영하여 직선상에서 서로 간의 거
리를 계산한다. 이 때 점들 사이의 거리가 임계값 이상인 경우에 서로 
다른 선분(Segment)으로 구분하게 된다. 본 연구에서 임계값은 5 cm로 
설정하였다. Fig. 4.31은 이 과정에 대한 개념도를 보여주고 있다. 좌측 
그림과 같이 점군이 분포하고 있을 시 누산기 내 최대값을 보이는 점들
을 오른쪽 그림과 같이 추출하고, 이를 2개의 선분으로 구분하여 검출한
다.
(5) 검출된 선분에 해당하는 점들을 누산기에서 제외시키고, (2)부터의 
과정을 반복한다.
위와 같은 방법을 통해 점군들을 3차원 선분으로 변환할 수 있으며, 
이를 Fig. 4.30의 각 절리군에 적용해 본 결과는 Fig. 4.32와 같다.
Fig. 4.31 Schematic of 3D line segment detection using the modified 
iterative hough transform 
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(a) Joint Set 1
(b) Joint Set 2
Fig. 4.32 Example of 3D line segment detection using the modified iterative 
hough transform 
이러한 3차원 선분들은 선형성만으로 구분된 것이기 때문에 각각의 선
분들이 하나의 절리선을 의미하는 것이 아니다. 비평탄면에서는 절리선
이 비선형으로 나타나는 경우가 많기 때문에 위 결과에서는 하나의 절리
선이 다수의 선분으로 분할되어 있다. 
본 연구에서는 절리선을 표현하기 위해 다수의 선분들 중 거리가 가까
운 선분들을 하나의 절리선으로 보고 이들을 연결하여 다중선 형태로 나
타내었다. 
이 과정은 다음과 같은 순서로 이루어진다.
(1) 하나의 선분(또는 다중선)을 선택하여 가장 가까운 거리에 있는 선
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분(또는 다중선)을 검색한다.
(2) 해당 선분(또는 다중선)과의 거리가 임계값(Threshold) 이하 일 때  
하나의 절리선으로 속하는 것으로 판단하여 두 선분(또는 다중선)을 연
결해 준다. 
(3) 두 선분(또는 다중선)의 연결 시 최단 거리에 있는 점들을 연결해
주고, 이로 인해 나타나는 모든 다중선 경로를 검색한 다음 최장 길이의 
다중선을 제외하고 나머지를 절삭한다.
(4) (1)-(3)의 과정을 더 이상 추가 연결이 발생하지 않을 때까지 반복
한다.
위와 같은 방법을 통해 최종적으로 절리선이 3차원 다중선 형태로 나
타나게 되며, 이를 이용하여 절리선 길이분포를 도출할 수 있다. Fig. 
4.33은 Fig. 4.32의 결과를 이용한 선분 연결 결과를 보여주고 있으며, 대
체적으로 관련이 있는 선분들이 잘 결합된 것을 볼 수 있다. 
이와 같은 방법은 선분(또는 다중선)의 거리에 대한 임계값의 영향이 
있기 때문에 이를 적절한 값으로 설정해주는 것이 중요하다. 이는 3차원 
점군자료를 구성할 때 사용되는 이미지 픽셀의 투영 크기(Projected pixel 
size)에 비례하여 설정해주는 것이 좋다. Fig. 4.33의 예시는 1픽셀이 1 
mm의 크기를 가지고 있는 경우로, 50픽셀에 해당하는 5 cm로 설정한 
결과이다.
여기서 1번 절리군의 경우 연결이 잘못 이루어진 부분도 다수 나타났
는데, 이는 분류기를 통한 절리선 픽셀 분류 시 노이즈가 심했던 부분에 
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집중되어 있다. 여기서 노이즈는 기타(Background) 레이블에 해당하는 픽
셀이 절리선(Trace) 레이블로 분류된 픽셀들을 의미한다. 
마지막으로 Fig. 4.34은 다중선으로 연결된 절리선들을 3차원 점군 자
료에 중첩한 것이며, 실제 절리선 위치와 유사하게 나타난 것을 확인해 
볼 수 있다. 이러한 다중선들의 길이를 계산하여 히스토그램으로 나타내
면 Fig. 4.35와 같이 절리선 길이분포를 도출할 수 있다. 
(a) Joint Set 1
(b) Joint Set 2
Fig. 4.33 Example of 3D line segment linking to calculate joint trace length
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Fig. 4.34 Example of joint trace polylines overlapped on 3D point cloud
(a) Joint set 1 (b) Joint set 2
Fig. 4.35 Example of joint trace length distribution derived from the 
polylines
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4.4 디지털 절리선 조사 프로세스의 적용
4.4.1 단순 평탄면 모델에의 적용
본 연구에서 직경분포 추정의 활용을 위해 구성한 디지털 절리선 조사 
프로세스는 분류기를 통한 픽셀단위의 절리선 검출로부터 3차원 선분 연
결까지의 과정을 포함한다. 여기서는 노이즈가 거의 없는 단순 평탄면 
모델을 통해 이러한 과정에 대한 적용성을 살펴보았다. 단순 평탄면 모
델은 노이즈를 최소화하기 위해 1~2개의 절리선을 갖는 대상으로 설정
하였으며, 이로 인해 절리면이 거의 드러나지 않는 관계로 대표 절리군
은 수동으로 입력하는 방식으로 하였다.
Fig. 4.36, Fig. 4.37, Fig. 4.38는 3종류의 단순 평탄면 모델의 이미지와 
이를 ContextCapture 프로그램을 이용하여 구성한 3차원 점군자료를 보여
주고 있다. 평탄면 모델 1번의 경우 가로방향과 세로방향의 2개의 절리
군으로 구성되어 있으며, 평탄면 모델 2번과 3번은 1개의 절리군으로 구
성되어 있다.
(a) Photo image (b) 3D point cloud
Fig. 4.36 Flat surface model 1 for verification
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(a) Photo image (b) 3D point cloud
Fig. 4.37 Flat surface model 2 for verification
(a) Photo image (b) 3D point cloud
Fig. 4.38 Flat surface model 3 for verification
단순 평탄면 모델에 본 연구에서 구성한 디지털 절리선 조사 프로세스
를 적용하여 계산한 절리선 길이 결과를 수동조사(Manual survey)를 통해 
측정된 길이와 비교를 하였다. Fig. 4.39, Fig. 4.40, Fig. 4.41은 각각의 단
순 평탄면 모델에 대한 비교 결과를 보여주고 있다. 여기서 수동조사 길
이는 모델 1번과 2번은 실제로 측정한 길이이며, 3번 모델의 경우 접근
이 위험한 지역으로 3차원 점군 자료상에서 절리선에 해당하는 부분을 
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다중선(Polyline)으로 나타내어 측정한 길이이다. 3차원 점군 자료는 모두 
스케일링(Scaling) 지표로 줄자를 이용하여 신뢰도를 미리 점검하였다. 
Fig. 4.39 Comparison result between manually surveyed trace length and 
auto-calculated trace length in flat surface model 1
Fig. 4.40 Comparison result between manually surveyed trace length and 
auto-calculated trace length in flat surface model 2
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Fig. 4.41 Comparison result between manually surveyed trace length and 
auto-calculated trace length in flat surface model 3
위 결과를 요약하면 Table 4.4와 같다. 모든 절리선에 대해 평균적으로 
2.6 cm 정도의 오차를 보였으며, 평균 오차율은 4.3 %로 나타났다. 최대 
10.8 %의 오차도 나타났지만, 이는 길이가 가장 짧은 경우로 실제 길이
의 오차는 2.0 cm 정도였다.
이러한 결과는 단순 평탄면 모델과 같이 분류기를 통해 도출된 픽셀 
단위의 결과가 노이즈가 거의 없는 경우에는 큰 오차 없이 절리선 길이
를 도출하는데 본 연구에서의 디지털 절리선 조사 프로세스가 적용이 가
능하다는 것을 의미한다.
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Table 4.4 Summary of comparison between manually surveyed trace length 













Trace 1 0.483 0.486 0.003 0.6
Trace 2 0.489 0.490 0.001 0.2
Trace 3 0.611 0.617 0.006 1.0
Model 
2
Trace 1 0.186 0.166 0.020 10.8
Trace 2 0.213 0.225 0.012 5.6
Model 
3
Trace 1 1.015 0.961 0.054 5.3
Trace 2 1.274 1.365 0.091 7.1
Trace 3 0.618 0.640 0.022 3.6
Average 0.026 (m) 4.3 (%)
4.4.2 비평탄면 모델에의 적용
디지털 절리선 조사 프로세스를 절리선이 다수 나타난 비평탄면 모델
에의 적용성을 살펴보았다. 비평탄면 모델은 Fig. 4.42와 같이 절리선이 
다수 존재하며, 절리면도 잘 드러나 있는 대상으로 선정하였다. 
대상은 서울시 관악구 관악산에 있는 쥐라기(Jurassic) 시대 대보 화강
암으로 이루어진 암반 사면 중 일부이며, 흑운모, 석영, 장석 등의 광물
로 구성된 전형적인 화강암질 암반이다. 암반 표면 상태는 풍화가 거의 
되지 않은 상태로 볼 수 있었다. 또한 Fig. 4.42에 표시한 것과 같이 총 
4개의 절리군이 발달해 있으며, 평균적으로 0.2-0.6 m의 절리 간격을 보
였다. 
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Fig. 4.42 Uneven surface model for verification
촬영은 4.1절에서 소개한 드론을 이용하였으며, 총 38장의 사진을 통해 
정밀한 점군자료가 생성될 수 있도록 하였다. 적용 대상의 크기는 Fig. 
4.42에 표시한 1.8×1.8 m 정도로 수동으로 조사가 가능한 영역으로 한정
하여 수동조사 길이와 비교해 볼 수 있도록 절삭하였다. 
절리면들이 잘 발달해 있기 때문에 먼저 대표 절리군 분석을 수행하였
다. 이 과정에서 앞서 언급한 오픈소스 프로그램 CloudCompare를 이용하
여 Fig. 4.43과 같이 평면을 검출하였으며, 검출된 총 143개의 평면 중 
오차제곱합이 높게 나타나는 상위 30 %를 절삭한 다음 100개의 평면으
로 대표 절리군 방향을 분석하였다. 방향 분석에는 Fig. 4.44와 같이 Dips 
프로그램을 이용하여 퍼지 k평균 알고리즘(Fuzzy k-mean algorithm)을 적
용하였다.
여기서 도출된 절리군 방향 결과는 Table 4.5에 나타내었다. 1번 절리
군을 제외하고는 모두 법선벡터의 차이가 10º 이내로 나타났으나, 1번 
절리군의 경우 매우 큰 차이를 보이는 것으로 나타났다. 이는 
CloudCompare를 이용한 평면 검출 알고리즘으로 인한 오차로 판단된다.  
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이 과정을 점군자료로부터 평면을 검출할 수 있는 보다 정밀한 기법으로 
대체할 수 있다면 더 신뢰도 있는 분석이 가능할 것이다. 본 연구에서는 
다음 과정을 위해 1번 절리군의 경우 수동조사 결과를 이용하고, 나머지 
절리군에 대해서는 자동 도출된 결과를 이용하였다.
Fig. 4.43 Result of plane detection in uneven surface model using 
CloudCompare
Fig. 4.44 Result of joint set analysis of uneven surface model using Dips
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Table 4.5 Result of joint set clustering in uneven surface model using 
CloudCompare and Dips 








Joint Set 1 63 69 71 45 23.4
Joint Set 2 86 284 81 283 5.1
Joint Set 3 15 108 13 80 7.0
Joint Set 4 64 143 69 142 5.1
Unit: degree
다음으로 모든 이미지에 대해 학습된 분류기를 이용해 의미론적 분할 
과정을 수행하였으며, Fig. 4.45는 이 중 하나의 예시를 보여주고 있다. 
여기서 붉은색으로 표시한 부분이 절리선 레이블로 분류된 픽셀들을 의
미한다.
이렇게 분류된 절리선 픽셀들을 4.3.1절에서의 방법을 통해 2차원 선분
화 과정을 수행한 후 4.3.2절에서의 방법으로 3차원 점군자료에서 투영시
키면 Fig. 4.46과 같이 나타난다. 이 과정에서 절삭한 대상 영역이 아닌 
경우에는 해당하는 투영 좌표를 찾을 수가 없기 때문에 제외되고, 대상 
영역 내에서만 투영 과정이 이루어진다. 이미지 별로 누락되는 부분이 
나타날 수는 있지만 다수의 이미지가 분류되어 투영이 되기 때문에, 투
영 결과를 보면 대부분의 절리선이 잘 검출된 것을 확인해 볼 수 있다.
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Fig. 4.45 Example of semantic segmentation result of uneven surface model 
using the trained classifier in this study
Fig. 4.46 3D projection result of uneven surface model using the suggested 
method in this study
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투영된 절리선 점군들은 4.3.4절에서의 방법으로 구조화하여 최종적으
로 절리군별 절리선 길이분포로 도출된다. 여기서는 이렇게 도출된 절리
선 길이들을 수동조사를 통해 조사된 길이와 비교해 보기 위해 Fig. 4.47
과 같이 수동 조사된 절리선을 절리군 별로 분류하였다. 수동조사 결과
는 실제로 측정한 결과를 기반으로 3차원 점군 내에 다중선을 이용하여 
나타냈으며, 각 절리군 평면에 속한다고 판단될 시 중복을 허용하여 분
류하였다. 
(a) Joint set 1 (b) Joint set 2
(c) Joint set 3 (d) Joint set 4
Fig. 4.47 Manually surveyed traces of all joint sets in the uneven surface 
model
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디지털 절리선 조사 프로세스를 통해 도출된 절리군 별 절리선 들과 
수동조사를 통해 조사된 절리선을 함께 나타내면 Fig. 4.48과 같이 나타
나며, 절리군 별로 잘 분류되어 유사한 위치에서 절리선들이 검출되었음
을 확인해 볼 수 있다. 그러나 픽셀 분류 시 노이즈로 인해 절리선이 아
닌 위치에서 검출되는 부분과 선분화 및 연결 알고리즘 적용 시 연결이 
잘못 이루어져 오차를 보이는 부분도 나타났다. 이에 대해서는 추가적인 
알고리즘 보완을 통해 정밀도를 향상시켜 나가야할 것으로 판단된다.
(a) Joint set 1 (b) Joint set 2
(c) Joint set 3 (d) Joint set 4
Fig. 4.48 Comparison result between manually surveyed trace and 
auto-calculated trace in uneven surface model
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이러한 결과들에 대해서 매칭비(Matching ratio)와 검출비(Detecting 
ratio)를 정의하여 분석하여 보았다. 여기서 매칭비는 디지털 절리선 조사
프로세스를 통해 검출된 절리선들이 실제 수동조사된 절리선들과 얼마나 
잘 매칭되었는지는 의미하는 지표로, 픽셀 분류 시 노이즈로 인해 절리
선이 아닌 위치에서 검출되는 부분이 많을수록 값이 낮게 나타나게 된
다. 검출비는 실제 수동조사된 절리선들 중 디지털 절리선 조사 프로세
스를 통해 검출된 절리선들의 비율을 의미하며, 이는 선분화 및 연결 알
고리즘의 문제로 오차를 보이는 경우에 값이 낮게 나타나게 된다. 또한 
매칭이 잘 이루어져 검출된 절리선들에 대한 길이계산 오차도 함께 분석
해 보았다.
비평탄면 모델의 전체 절리군에서 수동조사된 절리선들은 총 107개 이
며, 디지털 절리조사기법을 통해 검출된 절리선들은 총 122개로 나타났
다. 검출된 절리선 중 실제 절리선이 존재하지 않는 잘못된 위치에서 검
출된 노이즈(Noise) 절리선은 20개, 위치는 제대로 검출하였으나 알고리
즘의 문제로 인해 선분 연결이 잘못된(Miss matched) 절리선은 14개로 분
석되었으며, Table 4.6에 결과를 정리하였다. 
Table 4.6 Summary of comparison between manually surveyed trace and 











Matching Ratio (%) 86.67 71.88 60.00 68.57 72.13
Detecting Ratio (%) 100.00 79.31 71.43 77.42 83.18
Error Rate
of Trace Length (%)
20.27 16.89 17.49 18.38 18.39
Mean Difference 
of Trace Length (m)
0.056 0.068 0.039 0.044 0.053
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절리군을 나누지 않고 전체 절리선에 대해 분석해보면, 디지털 절리선 
조사 프로세스를 통해 검출된 절리선의 72.13 %가 수동 조사된 절리선
과 일치하였으며, 평균 5.3 cm 정도의 오차를 보였다. 그러나 절리선 길
이의 오차율을 살펴보면, 평균 18.39 %로 나타나 비평탄면 모델과 같이 
복잡한 형상에서 정밀한 길이 계산을 위해서는 전체적인 프로세스의 성
능 향상이 필요할 것으로 판단되었다.
수동 조사된 절리선은 83.18 %가 디지털 절리선 조사 프로세스를 통
해 검출되는 것으로 분석되었다. Table 4.7, Table 4.8, Table 4.9, Table 
4.10은 각각 분석에 이용한 모든 결과를 절리군 별로 나타낸 것이다.
마지막으로 이러한 결과를 종합하여 절리선 길이분포 도출 결과를 비
교해보면 Fig. 4.49와 같다. 전체적으로 유사한 길이분포를 도출하였으며, 
계급구간 별로 평균 1.19개의 오차를 보였다. 그러나 20 cm 이하의 계급
구간에서는 디지털 절리선 조사 프로세스가 절리선 개수를 과대평가하는 
것으로 나타났다. Table 4.7에서 Table 4.10까지의 결과를 보면 노이즈 절
리선들이 대부분 길이가 작은 구간에 분포하고 있으며, 이로 인해 발생
되는 결과로 판단된다. 
절리 직경분포 추정의 입력 자료로 활용 시에는 하한절삭(Truncation)
을 적용하여 이러한 노이즈 절리선의 영향을 감소시킬 수 있다. 이는 특
정 길이 이하의 절리선은 분포 계산 시 제외하는 방법으로, 3장에서 설
명한 JCV 산정 시 동일하게 하한절삭된 계급구간을 적용하면 된다. Fig. 
4.49의 결과에 디지털 절리선 조사 프로세스를 이용해 검출된 절리선과 
수동 조사된 절리선에 대해 모두 10 cm이하를 제외하는 하한절삭을 적
용하면, Fig. 4.50과 같은 결과를 보인다.
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(a) Joint set 1 (b) Joint set 2
(c) Joint set 3 (d) Joint set 4
Fig. 4.49 Comparison results of trace length distribution derived by manual 
survey and digital joint trace survey in uneven surface model
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(a) Joint set 1 (b) Joint set 2
(c) Joint set 3 (d) Joint set 4
Fig. 4.50 Comparison results of trace length distribution derived by manual 
survey and digital joint trace survey in uneven surface model with 
truncation
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Table 4.7 Detailed comparison between manually surveyed trace length and 
auto-calculated trace length in uneven surface model for joint set 1
No.




Difference (m) Error Rate (%)
1 0.311 0.312 0.001 0.321
2 0.352 0.392 0.04 10.204
3 0.327 0.337 0.01 2.967
4 0.18 0.111 0.069 62.162
5 0.09 0.165 0.075 45.455
6 1.494 1.723 0.229 13.291
7 0.167 0.144 0.023 15.972
8 0.052 - Noise -
9 0.498 0.456 0.042 9.211
10 0.158 0.128 0.03 23.438
11 0.129 0.14 0.011 7.857
12 0.127 - Miss matched -
13 0.376 0.409 0.033 8.068
14 0.124 0.102 0.022 21.569
15 0.082 0.079 0.003 3.797
16 0.067 0.079 0.012 15.19
17 0.05 - Noise -
18 0.073 0.084 0.011 13.095
19 0.08 0.074 0.006 8.108
20 0.06 0.056 0.004 7.143
21 0.054 0.07 0.016 22.857
22 0.055 - Noise -
23 0.091 0.188 0.097 51.596
24 0.054 0.034 0.02 58.824
25 0.083 0.087 0.004 4.598
26 0.069 0.077 0.008 10.39
27 0.063 0.105 0.042 40
28 0.777 0.711 0.066 9.283
29 0.069 0.139 0.07 50.36
30 0.118 0.106 0.012 11.321
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Table 4.8 Detailed comparison between manually surveyed trace length and 
auto-calculated trace length in uneven surface model for joint set 2
No.




Difference (m) Error Rate (%)
1 0.054 - Noise -
2 0.092 - Miss matched -
3 0.095 0.218 0.123 56.422
4 0.097 - Miss matched -
5 0.104 0.134 0.030 22.388
6 0.124 - Miss matched -
7 0.127 - Noise -
8 0.162 0.163 0.001 0.613
9 0.164 - Miss matched -
10 0.172 0.195 0.023 11.795
11 0.175 0.179 0.004 2.235
12 0.2 - Miss matched -
13 0.204 0.25 0.046 18.4
14 0.232 0.241 0.009 3.734
15 0.252 0.189 0.063 33.333
16 0.269 0.276 0.007 2.536
17 0.313 - Miss matched -
18 0.323 0.341 0.018 5.279
19 0.523 0.339 0.184 54.277
20 0.536 0.618 0.082 13.269
21 0.542 0.4 0.142 35.5
22 0.572 0.54 0.032 5.926
23 0.591 0.463 0.128 27.646
24 0.672 0.763 0.091 11.927
25 0.76 0.512 0.248 48.438
26 0.766 0.73 0.036 4.932
27 0.873 - Miss matched -
28 0.91 0.937 0.027 2.882
29 0.955 0.917 0.038 4.144
30 1.057 0.926 0.131 14.147
31 1.104 1.17 0.066 5.641
32 1.107 1.141 0.034 2.98
33 - 0.168 Not detected -
34 - 0.183 Not detected -
35 - 0.266 Not detected -
36 - 0.433 Not detected -
37 - 0.528 Not detected -
38 - 0.877 Not detected -
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Table 4.9 Detailed comparison between manually surveyed trace length and 
auto-calculated trace length in uneven surface model for joint set 3
No.




Difference (m) Error Rate (%)
1 0.36 0.273 0.087 31.868
2 0.174 0.283 0.109 38.516
3 0.094 0.098 0.004 4.082
4 0.608 0.575 0.033 5.739
5 0.056 - Noise -
6 0.052 - Noise -
7 0.056 - Noise -
8 0.772 0.785 0.013 1.656
9 0.066 0.115 0.049 42.609
10 0.086 0.09 0.004 4.444
11 0.411 0.332 0.079 23.795
12 0.385 0.416 0.031 7.452
13 0.061 - Noise -
14 0.052 - Noise -
15 0.132 0.16 0.028 17.5
16 0.173 - Noise -
17 0.08 - Noise -
18 0.081 0.145 0.064 44.138
19 0.065 0.074 0.009 12.162
20 0.414 0.395 0.019 4.81
21 0.977 0.957 0.02 2.09
22 0.051 - Noise -
23 0.11 0.14 0.03 21.429
24 0.053 - Noise -
25 0.11 - Noise -
26 - 0.035 Not detected -
27 - 0.081 Not detected -
28 - 0.088 Not detected -
29 - 0.096 Not detected -
30 - 0.13 Not detected -
31 - 0.132 Not detected -
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Table 4.10 Detailed comparison between manually surveyed trace length and 
auto-calculated trace length in uneven surface model for joint set 4
No.




Difference (m) Error Rate (%)
1 0.371 0.356 0.015 4.213
2 0.208 - Noise -
3 0.852 - Miss matched -
4 0.512 - Miss matched -
5 0.272 - Miss matched -
6 0.26 - Miss matched -
7 0.34 0.242 0.098 40.496
8 0.195 0.227 0.032 14.097
9 0.229 - Miss matched -
10 0.055 0.153 0.098 64.052
11 0.898 0.884 0.014 1.584
12 0.392 0.33 0.062 18.788
13 0.279 - Miss matched -
14 0.053 - Noise -
15 0.133 - Noise -
16 0.333 0.283 0.05 17.668
17 1.103 1.172 0.069 5.887
18 0.238 0.257 0.019 7.393
19 0.582 0.701 0.119 16.976
20 0.253 0.269 0.016 5.948
21 0.224 0.232 0.008 3.448
22 0.103 0.121 0.018 14.876
23 0.076 - Noise -
24 0.055 0.123 0.068 55.285
25 0.255 0.247 0.008 3.239
26 0.069 0.076 0.007 9.211
27 0.687 0.703 0.016 2.276
28 0.348 0.232 0.116 50
29 0.111 0.162 0.051 31.481
30 0.695 0.686 0.009 1.312
31 0.301 0.314 0.013 4.14
32 0.152 0.246 0.094 38.211
33 0.19 0.164 0.026 15.854
34 0.09 - Noise -
35 0.163 0.191 0.028 14.66
36 - 0.172 Not detected -
37 - 0.186 Not detected -
38 - 0.208 Not detected -
39 - 0.329 Not detected -
40 - 0.374 Not detected -
41 - 0.589 Not detected -
42 - 1.243 Not detected -
- 185 -
4.5 현장시험을 통한 전체 프로세스의 적용
4.5.1 현장시험 개요
암반절리의 직경분포는 실측이 불가능한 부분이며, 대형 조사면 설치 
시 대상 암반 또한 접근이 불가능한 지역일 가능성이 높다. 여기서는 본 
연구의 디지털 절리선 조사 프로세스 및 암반절리 직경분포 추정기법의 
적용 시 전체적인 활용 방법을 설명하고 적용성에 대해 점검해보았다.
적용 대상은 경기도 포천시 신북면에 위치한 Fig. 4.51과 같은 암반사
면으로 설정하였다. 쥐라기(Jurassic) 시대 대보 화강암으로 이루어져 있
으며, 수평 및 수직 구조의 절리가 잘 발달되어 있다. 수평 절리들은 
0.5-1.5 m의 절리 간격을 보이고 있으며, 수직 절리들은 1-2 m의 절리 간
격을 보이고 있다.
3차원 점군자료 생성을 위한 이미지는 4.1절에서 소개한 DJI Mavic 2 
Pro 드론을 이용하여 수집하였으며, 이미지 한 장의 가로 길이는 약 38 
m정도의 실제 길이로 나타났다. 이렇게 수집된 이미지를 이용하여 절리
군 별 절리선 길이분포를 검출하고, 이를 입력자료로 활용한 직경분포 
추정 결과를 도출하게 된다.
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Fig. 4.51 Scenery of rock slope where suggested methods in this study were 
applied
4.5.2 임의형상 조사면의 설정 및 대표 절리군 분석
상용프로그램인 ContextCapture를 이용하여 Fig. 4.52와 같이 3차원 점
군과 삼각망 표면 자료를 도출할 수 있다. 각각 PLY포맷과 STL포맷으로 
출력되며, 이러한 파일들이 다음 과정에서 입력자료로 이용된다.
임의형상 조사면은 3차원 점군과 삼각망 표면 자료 중 일부 영역을 절
삭하여 구성하게 되며, 여기서 동일한 영역으로 절삭하기 위해 Fig. 4.53
과 같이 두 자료를 중첩하여 나타낸 뒤 관심 영역을 제외하고 절삭하였
다. 해당 암반사면에는 수풀과 같은 노이즈가 다수 존재하고 있었기 때
문에 이로 인한 영향을 최소화하고자 하였으며, Fig. 4.53에 표시한 것과 
같이 너비 32 m, 높이 14 m, 깊이 16 m 정도의 크기를 갖는 영역이 조
사면으로 최종 설정되었다.
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Fig. 4.54는 절삭되어 조사면으로 설정된 3차원 점군 및 삼각망 표면을 
보여주고 있다. 여기서 점군은 디지털 절리선 조사 프로세스에 활용되며, 
삼각망 표면은 JCV 산정 시 활용된다.
(a) Point Cloud (b) Triangulated surface
Fig. 4.52 Point cloud and triangulated surface data generated by 
ContextCapture
Fig. 4.53 Overlapped point cloud and triangulated surface to crop region of 
interest
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(a) Point Cloud (b) Triangulated surface
Fig. 4.54 Point cloud and triangulated surface cropped for use as arbitrarily 
shaped sampling surface
관심영역 절삭을 통해 임의형상 조사면이 설정되면, 오픈소스 프로그
램 CloudCompare와 상용프로그램 Dips를 이용하여 대표 절리군을 분석해
야 한다. 평면 검출 과정에서는 k-d tree 방식의 플러그인을 이용하였으
며, Fig. 4.55와 같이 총 569개의 절리면 평면이 검출되었다. 
검출된 평면 중 구성과정에서의 오차제곱합이 높게 나타난 상위 30 %
의 평면을 제외하고 방향성을 분석한 결과, Table 4.11과 같이 총 4개의 
절리군이 존재하는 것으로 나타났다. 방향성 분석에는 Dips에서 제공하
는 퍼지 k평균 알고리즘을 이용하였으며, 이를 투영망(Stereonet)에 나타
낸 결과는 Fig. 4.56과 같다.
Table 4.11 Orientation of joint sets in arbitrarily shaped sampling surface 
derived by CloudCompare and Dips
Joint Set 1 Joint Set 2 Joint Set 3 Joint Set 4
Dip (degree) 82 90 55 18
Dip Direction (degree) 252 149 288 264
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Fig. 4.55 Result of plane detection in arbitrarily shaped sampling surface 
using CloudCompare
Fig. 4.56 Result of joint set analysis of arbitrarily shaped sampling surface 
using Dips
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4.5.3 디지털 절리선 조사 프로세스의 적용
3차원 점군자료와 이를 생성하기 위해 이용된 이미지를 이용하여 절리
선 길이분포 측정을 위한 디지털 절리선 조사기법을 적용하였다. 먼저 
본 연구에서 학습된 분류기를 통해 의미론적 분할 과정을 수행하였으며, 
Fig. 4.57은 그 중 하나의 이미지에 대한 예시를 보여주고 있다. 여기서 
붉은색으로 나타난 부분이 절리선 레이블로 분류된 픽셀들이다.
모든 이미지들에 대해 의미론적 분할 과정을 수행하고, 절리선 레이블
에 해당하는 픽셀들을 세선화 및 2차원 선분화 과정을 적용시킨 후 3차
원 점군자료로 투영하면 Fig. 4.58과 같이 나타난다. 
Fig. 4.57 Example of semantic segmentation result using the trained 
classifier in this study
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Fig. 4.58 3D projection result using the suggested method in this study
다음으로 투영된 점군자료에 3차원 데이터 구조화 과정을 적용하면 
Fig. 4.59와 같이 절리선 길이분포를 도출할 수 있다. 여기서 계급구간의 
크기는 1 m로 설정하였다. 
대부분의 절리선이 3 m이하의 길이를 가지고 있으며, 특히 1 m 이하
의 절리선의 비율이 높게 나타났다. 이는 학습된 분류기를 이용한 의미
론적 분할 과정에서 발생한 노이즈 픽셀이 세선화 과정에서 별개의 절리
선으로 구분되면서 최종적으로 노이즈 절리선으로 나타나기 때문으로 판
단된다. 노이즈 절리선들은 길이가 작은 구간에서 다수 존재하기 때문에 
모든 절리군에서 1 m 이하의 절리선 비율이 과대평가되는 경향으로 나
타난 것이다. 이러한 오차는 분류기의 성능 향상을 통해 점차 해결이 가
능한 문제이며, 학습 데이터의 추가를 통해 절리선 조사 프로세스의 전
체적인 정밀도도 지속적으로 향상이 가능할 것으로 기대된다.
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(a) Joint set 1 (b) Joint set 2
(c) Joint set 3 (d) Joint set 4
Fig. 4.59 Joint trace length distribution derived from arbitrarily shaped 
sampling surface by using the digital trace survey process 
suggested in this study
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4.5.4 암반절리 직경분포의 추정
디지털 절리선 조사 프로세스를 통해 도출된 절리선 길이분포는 절리
선 종류를 반영하지 못한 것으로, 암반절리 직경분포 추정에 이용하기 
위해서는 각 개별 절리선을 양끝내포선(Contained trace), 한끝내포선
(Dissecting trace), 양끝외포선(Transecting trace)로 분류해주어야 한다. 여
기서는 3차원 데이터 구조화 과정에서 발생하는 위치 상 오차를 고려하
기 위해, 각 끝점이 조사면 경계(Boundary)에 해당하는 모서리(Edge) 선
분과의 거리가 임계값(Threshold) 이하인 경우에 조사면 내에 포함되지 
않은 것으로 분류하였다. 이 때 임계값은 10 cm로 적용하였으며, Fig. 
4.59의 결과를 분류하면 Fig. 4.60과 같이 나타난다.
대부분의 절리선들은 양끝내포선으로 분류되었으며, 한끝내포선과 양
끝외포선은 길이가 작은 계급구간에서 소수 나타났다. 또한 양끝외포선
의 개수가 한끝내포선에 비해 높게 나타났는데, 이는 조사면 생성과 절
삭 과정에서 Fig. 4.54(b)와 같이 삼각망 표면의 경계부가 불규칙하게 구
성된 것이 원인인 것으로 판단된다. 불규칙한 경계부로 인해 경계부 근
처에서 나타나는 절리선들은 양 끝점이 모두 경계와 매우 근접해 있는 
것으로 분류되는 것이다. 본 연구에서는 상용 프로그램을 이용하여 조사
면을 구성하였는데, 이를 보완하는 삼각망 표면 구성 기법이 함께 제시
된다면 더 정밀한 절리선 종류별 길이분포가 도출될 수 있을 것이다.
마지막으로 3장에서의 몬테카를로 시뮬레이션을 이용한 JCV 산정기법
을 이용하여 각 절리군 방향별로 JCV를 산정하고, 이를 이용하여 암반
절리 직경분포를 추정할 수 있다. JCV행렬의 크기는 검출된 최대 절리
선 길이를 반영하여 절리직경 계급구간은 10개, 절리선 길이 계급구간은 
8개로 설정하였다. 추정 가능한 최대 절리직경은 균일분포를 이용하여 
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분석해 본 결과, 모든 절리군에서 10 m 이상으로 나타났기에 따로 고려
하지 않았다. 결과는 Fig. 4.61에 나타낸 것과 같으며, 모든 절리군들이 
음지수 분포 형태로 나타났다. 이는 앞서 언급한 길이가 짧은 다수의 노
이즈 절리선의 영향을 받은 것으로 보인다. 체적빈도는 Table 5.2와 같으
며, 절리선 개수가 많은 절리군일수록 높은 값으로 나타났다.
지금까지의 결과를 종합해보면, 디지털 절리선 조사 프로세스부터 암
반절리 직경분포 추정까지의 적용 과정에는 문제가 없으나, 현장에서 신
뢰도 있는 암반절리 직경분포 추정을 위해서는 디지털 절리선 조사 프로
세스의 성능 향상이 우선시되어야 할 것으로 판단된다.
(a) Joint set 1 (b) Joint set 2
(c) Joint set 3 (d) Joint set 4
Fig. 4.60 Derived joint trace length distribution in arbitrarily shaped 
sampling surface classified by individual trace type
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(a) Joint set 1 (b) Joint set 2
(c) Joint set 3 (d) Joint set 4
Fig. 4.61 Estimation results of joint diameter distribution in arbitrarily 
shaped sampling surface for all joint sets
Table 4.12 Estimation results of volumetric frequency in arbitrarily shaped 
sampling surface for all joint sets
Joint Set 1 Joint Set 2 Joint Set 3 Joint Set 4




본 연구에서는 기존의 연구들에서 평면에 국한되었던 조사창의 개념을 
확장한 임의형상 조사면(Arbitrarily shaped sampling surface)를 정의하여, 
형상과 관계없이 암반절리 직경분포를 도출할 수 있는 새로운 기법을 제
안하였다. 제안된 기법에 대해서는 조사면의 형상 변화, 조사면의 크기 
변화, 절리군 방향 변화, 절리군 내 최대 절리직경 변화와 같은 다양한 
조건 하에서 검증 과정을 수행하여 적용성을 확인하였다.
또한 암반절리 직경분포 추정기법에 입력자료로 이용되는 절리선 길이
분포를 도출하기 위한 디지털 절리선 조사 프로세스를 구성하였다. 이는 
접근이 어려운 대상에 대해 절리선 조사가 가능하게 하여 직경분포 추정 
시 유용하게 활용될 수 있다.
본 연구에서 얻은 주요 결과를 요약하면 다음과 같다.
(1) 절리선 조사 시 일반적으로 평면으로 가정되는 조사창을 확장하여 
임의형상 조사면을 정의하였으며, 여기에 나타나는 절리선의 종류 또한 
새로 정의하였다. 이는 하나의 절리에 의해 임의형상 조사면 내에 나타
날 수 있는 모든 종류의 절리선을 포함한다.
(2) 평면 조사창에서만 정의가 가능했던 절리중심체적(Joint Center 
Volume, JCV)을 몬테카를로 시뮬레이션을 이용하여 수치적으로 모사함
으로써 조사창 형상과 관계없이 산정하는 새로운 기법을 제안하였다. 이 
과정에서 앞서 정의된 임의형상 조사면과 절리선 종류의 개념을 활용하
였으며, 이론적 산정법에 의한 결과와의 비교를 통해 제안한 JCV 산정
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기법을 검증하였다.
(3) 임의형상 조사면에서의 JCV행렬의 종류를 새로 정의하였으며, 이 
과정에서 하나의 절리에 의해 다수의 절리선이 존재하는 경우를 반영하
였다. 이로 인해 현장에서 실측되는 절리선 정보를 이용하여 절리 직경
분포 추정이 이루어 질 수 있도록 하였다. 
(4) 균일분포를 이용한 선추정 과정을 통해 추정 가능한 최대 절리직
경(Estimable maximum joint diameter)을 결정하는 방법을 도입하여, 최종 
도출되는 상세분포는 10% 수준 이하의 오차율을 유지할 수 있도록 하였
다. 여기서 함께 도출되는 추정 불가능한 대형절리(Larger Joint)는 조사
면 확장과 관련된 지표로 활용될 수 있으며, 조사면 확장이 필요할 시 
관측 가능한 최대 절리선 길이를 이용한 가이드라인을 함께 제시하였다.
(5) 조사면의 형상, 조사면의 크기, 절리군의 방향, 절리군 내 최대 절
리직경을 달리하여 다양한 조건 하에서 본 연구에서 제안한 암반절리 직
경분포 추정기법에 대해 검증하였으며, 대부분의 조건에서 10 % 수준 
이하의 오차율을 나타내는 추정이 가능한 것으로 판단되었다. 
(6) 가상의 평면을 가정하는 기존 조사창 개념과의 비교를 통해 임의
형상 조사면의 필요성에 대하여 분석하였다. 가상의 평면은 한정된 영역
에서 가정되어야 하기 때문에 임의형상 조사면에 비해 상대적으로 조사 
영역의 크기가 작아지게 된다. 따라서 가상의 평면에 나타날 수 있는 절
리선 길이분포를 정확히 추정이 가능하다고 가정하더라도 임의형상 조사
면을 적용했을 때보다 추정 가능한 최대 절리직경이 급격히 제한되게 된
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다. 또한 가상의 평면에 해당하는 영역에서 실제 측정된 절리선 길이분
포를 통해 직경분포 추정 시 큰 오차를 보이며 제대로 추정이 이루어지
지 않았다. 따라서 실제 측정된 절리선 길이분포를 이용할 때 해당 영역
을 그대로 다면체 임의형상 조사면으로 구성하여야 직경분포 추정이 가
능하다.
(7) 암반절리 직경분포 추정기법의 적용 시 유용하게 활용될 수 있는 
디지털 절리선 조사 프로세스를 구성하였다. 의미론적 분할(Semantic 
segmentaion) 방식의 딥러닝 네트워크로 학습된 분류기(Trained classifier)
를 통해 픽셀 단위로 도출되는 결과를 3차원 데이터 구조화하는 과정까
지를 포함하고 있다. 학습을 위한 딥러닝 네트워크는 U-Net 네트워크와
의 정성적, 정량적 비교를 통해 상대적으로 좋은 성능을 보인 
DeepLabV3+ 네트워크를 이용하였다. 3차원 데이터 구조화는 세선화, 2차
원 선분화, 3차원 투영, 3차원 선분화 및 연결 과정으로 이루어져 있으
며, 전 과정은 MATLAB언어를 이용하여 구현하였다.
(8) 본 연구에서 구성한 디지털 절리선 조사 프로세스를 3종류의 단순 
평탄면 모델과 4개의 절리군이 존재하는 비평탄면 모델에 적용하여 절리
선 길이분포 도출까지의 과정에 대한 적용성을 살펴보았다. 또한 현장의 
대형 조사창에서 디지털 절리선 조사 프로세스부터 암반절리 직경분포 
추정까지의 과정을 적용하여 실제 현장 적용 가능성에 대해 점검하였다. 
전체 과정의 적용은 문제가 없었으나, 노이즈 절리선으로 인해 길이가 
짧은 절리선의 비율을 과대평가하는 문제가 발생하였다. 따라서 현장에
서의 신뢰도 있는 암반절리 직경분포 추정을 위해서는 디지털 절리선 조
사 프로세스의 성능 향상이 우선시되어야 할 것으로 판단되었다.
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한편 본 연구에서 제안한 암반절리 직경분포 추정기법은 절리선 조사 
시 필연적으로 나타나는 표집오차(Sampling Error)로 인한 편향(Bias)의 
영향이 반영되지 않았다. 따라서 실제 현장 자료를 이용하기 위해서는 
편향의 영향을 반영할 수 있는 추가적인 기법이 함께 적용되어야 할 것
으로 판단된다. 또한 절리군 내에 속하는 개별 절리들은 모두 평행하다
고 가정하였기 때문에 이들의 방향 분포로 인한 영향이 반영되지 못하였
다. 이에 대해서는 JCV 산정 시 절리군 내 개별 절리들의 방향 분포를 
적용하는 등의 추가적인 연구를 통해 개선해야 할 것으로 판단된다. 
여기에 암반절리의 형상을 원판형이 아닌 다양한 형상으로 확장하는 
연구를 통해 직경분포가 아닌 일반적인 개념의 크기분포를 추정하는 것
으로 발전시키는 것이 기법의 현장 적용성을 확보하기 위해서는 필수적
이라 할 수 있다.
본 연구에서 구성한 디지털 절리선 조사 프로세스는 학습 이미지의 확
보와 레이블링 작업의 어려움으로 인해 학습 데이터가 양적으로나 질적
으로 부족함이 있었다고 판단된다. 이로 인해 제한된 성능의 분류기로 
학습되어 다수의 노이즈 픽셀이 나타나는 등의 문제가 발생하였으며, 데
이터 구조화 과정에까지 지속적으로 영향을 주는 것으로 판단된다. 또한 
본 연구에서는 U-Net 네트워크와의 비교를 통해 조금 더 좋은 성능을 보
인 DeepLabV3+ 네트워크의 구조를 그대로 학습에 활용하였다. 이는 의
미론적 분할 분야에서 최상위 성능을 보이는 네트워크이지만 선형의 절
리선을 검출하는데 최적의 네트워크로 검증된 바는 없다. 따라서 다양한 
네트워크와의 추가적인 비교분석 및 네트워크 구조에 대한 상세한 연구
가 함께 수행되어야 할 것으로 판단된다.
그러나 딥러닝 기법은 학습 데이터의 보충을 통해 지속적인 분류기의 
성능 향상이 가능하다는 특징이 있다. 객관적으로 픽셀단위 레이블링 작
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업이 수행될 수 있는 기준을 정립함과 동시에 다양한 조건의 암반상태를 
학습시켜나간다면, 딥러닝 기반의 분류기는 장기적으로 충분히 기존 이
미지 처리 알고리즘을 대체하는 새로운 절리선 검출 기법으로 활용될 수 
있을 것으로 기대된다. 이와 함께 데이터 구조화 알고리즘의 보완을 통
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Appendix A. JCV matrices for the verification process in 
Chapter 3.2.3
Table A.1 JCV matrix of contained trace for joint set 2 in Chapter 3.2.3 
calculated by theoretical method (Sampling surface: W10×H5)
j
1 2 3 4 5 6 7 8 9 10
i
1 39.9 10.818 6.931 5.132 4.082 3.391 2.901 2.536 2.252 2.026
2 0 62.181 21.611 14.935 11.562 9.475 8.042 6.993 6.19 5.554
3 0 0 70.753 26.381 18.807 14.881 12.396 10.657 9.362 8.357
4 0 0 0 72.343 27.94 20.264 16.245 13.673 11.855 10.489
5 0 0 0 0 69.092 27.304 20.022 16.191 13.726 11.974
6 0 0 0 0 0 62.061 24.977 18.46 15.022 12.803
7 0 0 0 0 0 0 51.883 21.262 15.811 12.929
8 0 0 0 0 0 0 0 38.983 16.356 12.23
9 0 0 0 0 0 0 0 0 23.666 10.402
10 0 0 0 0 0 0 0 0 0 6.16
Unit: m3
Table A.2 JCV matrix of contained trace for joint set 2 in Chapter 3.2.3 
calculated by the suggested method in this study (Sampling 
surface: W10×H5)
j
1 2 3 4 5 6 7 8 9 10
i
1 39.667 11.233 6.813 5.106 3.925 3.33 2.921 2.587 2.412 2.076
2 0 62.567 21.809 14.863 11.529 9.392 8.301 7.139 6.131 5.572
3 0 0 70.551 26.376 18.692 15.038 12.204 11.018 9.377 8.49
4 0 0 0 71.822 28.227 20.706 16.321 13.776 11.619 10.713
5 0 0 0 0 69.253 27.129 19.893 16.235 14.015 12.037
6 0 0 0 0 0 61.66 25.103 18.377 15.368 12.616
7 0 0 0 0 0 0 51.266 21.248 15.613 13.1
8 0 0 0 0 0 0 0 39.864 16.231 11.821
9 0 0 0 0 0 0 0 0 23.659 10.481
10 0 0 0 0 0 0 0 0 0 6.189
Unit: m3
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Table A.3 JCV matrix of dissecting trace for joint set 2 in Chapter 3.2.3 
calculated by theoretical method (Sampling surface: W10×H5)
j
1 2 3 4 5 6 7 8 9 10
i
1 6.802 16.569 25.491 34.277 43.011 51.72 60.415 69.101 77.782 86.458
2 0 10.638 22.312 31.999 41.223 50.245 59.158 68.006 76.81 85.585
3 0 0 13.413 26.849 37.388 47.156 56.56 65.76 74.83 83.813
4 0 0 0 15.703 30.722 42.092 52.42 62.238 71.756 81.081
5 0 0 0 0 17.7 34.158 46.32 57.202 67.438 77.288
6 0 0 0 0 0 19.492 37.278 50.193 61.614 72.265
7 0 0 0 0 0 0 21.134 40.157 53.788 65.73
8 0 0 0 0 0 0 0 22.656 42.842 57.157
9 0 0 0 0 0 0 0 0 24.083 45.369
10 0 0 0 0 0 0 0 0 0 25.429
Unit: m3
Table A.4 JCV matrix of dissecting trace for joint set 2 in Chapter 3.2.3 
calculated by the suggested method in this study (Sampling 
surface: W10×H5)
j
1 2 3 4 5 6 7 8 9 10
i
1 6.996 16.689 25.764 34.045 43.059 51.864 60.086 68.865 77.697 86.383
2 0 10.614 22.169 31.969 41.443 50.577 58.701 68.248 77.561 85.8
3 0 0 13.738 26.945 37.782 47.047 56.891 65.892 74.822 83.173
4 0 0 0 16.262 30.534 42.046 53.24 62.593 71.687 82.165
5 0 0 0 0 17.475 33.833 46.858 57.327 67.415 77.195
6 0 0 0 0 0 19.938 37.555 49.977 61.236 72.482
7 0 0 0 0 0 0 20.546 40.307 54.242 65.593
8 0 0 0 0 0 0 0 22.197 42.814 57.064
9 0 0 0 0 0 0 0 0 24.065 45.242
10 0 0 0 0 0 0 0 0 0 25.78
Unit: m3
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Table A.5 JCV matrix of contained trace for joint set 1 in Chapter 3.2.3 calculated by theoretical method (Sampling 
surface: W15×H10)
j
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
i
1 68.798 18.662 11.957 8.854 7.042 5.85 5.005 4.374 3.885 3.495 3.176 2.91 2.686 2.493 2.327
2 0 107.108 37.219 25.721 19.912 16.317 13.85 12.043 10.66 9.565 8.676 7.94 7.32 6.79 6.332
3 0 0 122.606 45.651 32.542 25.748 21.447 18.438 16.199 14.46 13.067 11.924 10.969 10.158 9.46
4 0 0 0 127.475 49.079 35.587 28.525 24.008 20.815 18.417 16.539 15.024 13.772 12.719 11.819
5 0 0 0 0 125.814 49.43 36.231 29.293 24.831 21.66 19.264 17.378 15.848 14.579 13.506
6 0 0 0 0 0 119.784 47.723 35.243 28.67 24.431 21.408 19.116 17.305 15.831 14.604
7 0 0 0 0 0 0 110.766 44.601 33.12 27.069 23.159 20.365 18.242 16.56 15.188
8 0 0 0 0 0 0 0 99.749 40.516 30.216 24.785 21.273 18.759 16.846 15.329
9 0 0 0 0 0 0 0 0 87.49 35.81 26.799 22.046 18.972 16.769 15.091
10 0 0 0 0 0 0 0 0 0 74.604 30.757 23.084 19.037 16.417 14.539
11 0 0 0 0 0 0 0 0 0 0 61.602 25.585 19.25 15.908 13.744
12 0 0 0 0 0 0 0 0 0 0 0 48.929 20.485 15.448 12.789
13 0 0 0 0 0 0 0 0 0 0 0 0 36.971 15.628 11.81
14 0 0 0 0 0 0 0 0 0 0 0 0 0 26.077 11.163
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16.562
Unit: m3
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Table A.6 JCV matrix of contained trace for joint set 1 in Chapter 3.2.3 calculated by the suggested method in this 
study (Sampling surface: W15×H10)
j
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
i
1 68.951 18.778 12.121 9.083 7.124 5.804 5.053 4.366 3.791 3.513 3.176 2.94 2.639 2.518 2.359
2 0 107.828 36.958 25.785 19.59 16.552 13.918 12.167 10.496 9.652 8.788 7.777 7.327 6.965 6.477
3 0 0 122.762 45.664 32.047 25.39 21.647 18.603 16.31 14.435 13.123 12.001 10.917 10.149 9.338
4 0 0 0 127.28 49.615 35.781 29.078 24.236 20.794 18.005 16.661 15.136 13.738 12.989 11.685
5 0 0 0 0 125.535 49.393 36.129 29.015 24.882 21.918 19.504 17.474 15.884 14.681 13.309
6 0 0 0 0 0 120.647 47.526 35.729 28.532 24.484 21.261 19.147 17.407 15.744 14.649
7 0 0 0 0 0 0 110.851 44.612 32.87 26.957 23.048 20.285 18.367 16.895 15.084
8 0 0 0 0 0 0 0 99.138 40.651 30.008 24.372 21.266 18.57 16.776 15.439
9 0 0 0 0 0 0 0 0 88 36.076 26.62 21.996 19.24 16.995 15.204
10 0 0 0 0 0 0 0 0 0 74.692 30.508 23.268 18.842 16.134 14.843
11 0 0 0 0 0 0 0 0 0 0 61.322 26.02 19.422 16.059 13.665
12 0 0 0 0 0 0 0 0 0 0 0 48.942 20.37 15.332 12.583
13 0 0 0 0 0 0 0 0 0 0 0 0 36.751 15.07 11.919
14 0 0 0 0 0 0 0 0 0 0 0 0 0 26.051 11.308
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16.625
Unit: m3
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Table A.7 JCV matrix of dissecting trace for joint set 1 in Chapter 3.2.3 calculated by theoretical method (Sampling 
surface: W15×H10)
j
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
i
1 12.404 30.109 46.305 62.257 78.116 93.931 109.72 125.494 141.257 157.013 172.764 188.511 204.255 219.997 235.736
2 0 18.351 38.33 54.941 70.763 86.241 101.533 116.713 131.821 146.878 161.898 176.892 191.865 206.822 221.766
3 0 0 21.801 43.447 60.462 76.238 91.431 106.293 120.947 135.462 149.878 164.221 178.508 192.753 206.963
4 0 0 0 23.956 46.646 63.865 79.512 94.389 108.814 122.948 136.881 150.67 164.35 177.947 191.479
5 0 0 0 0 25.234 48.451 65.651 81.049 95.536 109.478 123.062 136.395 149.544 162.555 175.458
6 0 0 0 0 0 25.842 49.152 66.124 81.141 95.151 108.547 121.535 134.234 146.718 159.039
7 0 0 0 0 0 0 25.905 48.933 65.483 79.991 93.431 106.213 118.552 130.574 142.359
8 0 0 0 0 0 0 0 25.506 47.923 63.871 77.746 90.525 102.621 114.254 125.553
9 0 0 0 0 0 0 0 0 24.705 46.214 61.393 74.518 86.546 97.886 108.755
10 0 0 0 0 0 0 0 0 0 23.544 43.876 58.133 70.396 81.586 92.099
11 0 0 0 0 0 0 0 0 0 0 22.057 40.967 54.155 65.45 75.719
12 0 0 0 0 0 0 0 0 0 0 0 20.273 37.53 49.515 59.741
13 0 0 0 0 0 0 0 0 0 0 0 0 18.212 33.603 44.256
14 0 0 0 0 0 0 0 0 0 0 0 0 0 15.893 29.217
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 13.333
Unit: m3
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Table A.8 JCV matrix of dissecting trace for joint set 1 in Chapter 3.2.3 calculated by the suggested method in this 
study (Sampling surface: W15×H10)
j
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
i
1 12.384 30.173 45.901 61.842 78.532 93.282 110.283 125.382 140.534 157.326 172.228 188.109 204.7 219.295 235.991
2 0 17.904 38.323 55.772 70.329 86.74 101.769 116.682 131.49 146.985 162.482 177.297 191.817 206.881 221.306
3 0 0 21.941 43.744 60.617 76.096 91.37 105.941 120.863 134.943 149.055 165.69 177.171 193.037 205.665
4 0 0 0 24.158 46.97 63.422 79.884 94.225 108.77 123.197 136.825 150.35 164.291 178.301 191.362
5 0 0 0 0 25.155 48.151 65.896 80.565 95.133 109.225 123.26 136.086 148.933 163.484 174.966
6 0 0 0 0 0 25.925 49.784 65.655 81.023 95.266 108.267 122.117 134.952 145.887 158.759
7 0 0 0 0 0 0 25.856 48.896 65.739 80.186 94.11 106.022 118.31 130.482 141.967
8 0 0 0 0 0 0 0 25.209 48.26 63.608 77.202 90.617 102.618 114.714 125.478
9 0 0 0 0 0 0 0 0 24.49 46.604 61.264 74.258 86.741 98.015 108.446
10 0 0 0 0 0 0 0 0 0 23.328 43.495 58.322 71.191 81.895 92.366
11 0 0 0 0 0 0 0 0 0 0 22.345 40.845 54.483 65.138 75.31
12 0 0 0 0 0 0 0 0 0 0 0 20.116 37.538 49.44 59.919
13 0 0 0 0 0 0 0 0 0 0 0 0 18.299 33.675 44.093
14 0 0 0 0 0 0 0 0 0 0 0 0 0 15.977 29.105
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 13.264
Unit: m3
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Table A.9 JCV matrix of transecting trace for joint set 1 in Chapter 3.2.3 calculated by theoretical method (Sampling 
surface: W15×H10)
j
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
i
1 0.144 0.937 2.417 4.58 7.423 10.947 15.151 20.036 25.601 31.845 38.771 46.376 54.662 63.627 73.273
2 0 0.218 1.207 2.913 5.31 8.392 12.157 16.603 21.732 27.541 34.031 41.201 49.052 57.583 66.795
3 0 0 0.272 1.427 3.335 5.949 9.258 13.254 17.936 23.302 29.35 36.081 43.493 51.586 60.36
4 0 0 0 0.318 1.617 3.709 6.526 10.049 14.267 19.175 24.771 31.053 38.018 45.667 53.999
5 0 0 0 0 0.357 1.787 4.048 7.056 10.781 15.211 20.338 26.157 32.666 39.861 47.742
6 0 0 0 0 0 0.393 1.942 4.361 7.548 11.467 16.1 21.438 27.473 34.202 41.621
7 0 0 0 0 0 0 0.425 2.086 4.653 8.01 12.114 16.942 22.483 28.728 35.671
8 0 0 0 0 0 0 0 0.456 2.22 4.928 8.447 12.728 17.744 23.482 29.93
9 0 0 0 0 0 0 0 0 0.484 2.347 5.188 8.862 13.313 18.512 24.439
10 0 0 0 0 0 0 0 0 0 0.511 2.467 5.436 9.258 13.874 19.248
11 0 0 0 0 0 0 0 0 0 0 0.536 2.582 5.672 9.639 14.413
12 0 0 0 0 0 0 0 0 0 0 0 0.561 2.691 5.9 10.004
13 0 0 0 0 0 0 0 0 0 0 0 0 0.584 2.797 6.119
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0.606 2.898
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.628
Unit: m3
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Table A.10 JCV matrix of transecting trace for joint set 1 in Chapter 3.2.3 calculated by the suggested method in 
this study (Sampling surface: W15×H10)
j
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
i
1 0.151 0.948 2.405 4.768 7.459 10.739 15.021 19.952 25.879 31.924 39.079 46.412 54.364 63.335 74.033
2 0 0.244 1.138 2.985 5.359 8.377 12.16 16.588 21.691 27.742 34.086 40.958 49.324 57.924 67.117
3 0 0 0.296 1.45 3.29 5.731 9.22 13.04 17.745 23.402 29.262 36.029 43.514 51.235 60.546
4 0 0 0 0.29 1.608 3.83 6.569 10.135 14.097 19.144 24.91 30.573 37.719 45.244 53.965
5 0 0 0 0 0.403 1.734 4.029 7.156 10.883 15.141 20.52 26.526 32.367 39.853 47.635
6 0 0 0 0 0 0.425 1.925 4.512 7.694 11.612 15.954 21.403 27.755 34.475 41.725
7 0 0 0 0 0 0 0.395 2.241 4.487 7.815 12.211 16.488 22.294 28.83 35.672
8 0 0 0 0 0 0 0 0.454 2.279 5.116 8.282 12.992 17.683 23.604 29.615
9 0 0 0 0 0 0 0 0 0.569 2.31 5.038 8.817 13.46 18.784 24.491
10 0 0 0 0 0 0 0 0 0 0.54 2.387 5.528 9.355 13.576 18.901
11 0 0 0 0 0 0 0 0 0 0 0.527 2.593 5.768 9.808 14.439
12 0 0 0 0 0 0 0 0 0 0 0 0.616 2.622 5.925 9.827
13 0 0 0 0 0 0 0 0 0 0 0 0 0.532 2.779 6.238
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0.645 2.952
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.594
Unit: m3
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Table A.11 JCV matrix of contained trace for joint set 2 in Chapter 3.2.3 calculated by theoretical method (Sampling 
surface: W15×H10)
j
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
i
1 123.102 33.239 21.292 15.764 12.539 10.416 8.912 7.788 6.917 6.222 5.654 5.181 4.781 4.439 4.142
2 0 199.362 68.873 47.575 36.825 30.174 25.61 22.269 19.711 17.686 16.043 14.681 13.534 12.555 11.708
3 0 0 238.331 88.197 62.841 49.711 41.404 35.593 31.269 27.911 25.222 23.016 21.172 19.606 18.259
4 0 0 0 259.251 99.182 71.88 57.604 48.476 42.027 37.184 33.392 30.331 27.803 25.677 23.861
5 0 0 0 0 268.089 104.642 76.659 61.965 52.521 45.81 40.742 36.752 33.516 30.83 28.561
6 0 0 0 0 0 267.736 105.961 78.208 63.608 54.196 47.486 42.4 38.382 35.112 32.389
7 0 0 0 0 0 0 259.891 103.947 77.147 63.036 53.925 47.416 42.47 38.554 35.358
8 0 0 0 0 0 0 0 245.672 99.126 73.885 60.59 51.998 45.851 41.174 37.463
9 0 0 0 0 0 0 0 0 225.867 91.867 68.713 56.515 48.627 42.978 38.675
10 0 0 0 0 0 0 0 0 0 201.066 82.44 61.844 50.99 43.969 38.937
11 0 0 0 0 0 0 0 0 0 0 171.723 71.054 53.444 44.158 38.149
12 0 0 0 0 0 0 0 0 0 0 0 138.204 57.875 43.643 36.131
13 0 0 0 0 0 0 0 0 0 0 0 0 100.806 43.037 32.548
14 0 0 0 0 0 0 0 0 0 0 0 0 0 59.779 26.65
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15.332
Unit: m3
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Table A.12 JCV matrix of contained trace for joint set 2 in Chapter 3.2.3 calculated by the suggested method in this 
study (Sampling surface: W15×H10)
j
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
i
1 123.292 32.792 21.226 15.85 12.775 10.393 9.074 7.793 6.919 6.264 5.668 5.061 4.688 4.465 3.879
2 0 198.651 68.435 47.766 36.611 30.037 25.492 22.125 19.68 17.927 16.041 14.756 13.26 12.72 11.912
3 0 0 236.663 87.785 63.158 50.054 41.378 35.857 30.855 27.499 25.377 23.46 21.46 19.523 18.081
4 0 0 0 259.143 99.208 72.377 57.262 48.173 41.945 37.553 33.219 30.057 27.786 25.433 23.959
5 0 0 0 0 269.204 104.501 76.401 61.8 52.891 45.587 41.463 37.042 33.704 31.027 28.346
6 0 0 0 0 0 268.611 106.805 78.062 63.553 54.825 47.379 42.568 38.251 34.637 32.645
7 0 0 0 0 0 0 260.577 103.399 77.06 62.7 53.698 47.399 42.583 38.19 35.366
8 0 0 0 0 0 0 0 246.121 99.066 73.764 60.822 51.883 45.742 41.146 37.636
9 0 0 0 0 0 0 0 0 225.527 91.269 68.736 56.853 48.537 42.72 38.682
10 0 0 0 0 0 0 0 0 0 201.061 82.285 62.194 51.24 43.87 39.659
11 0 0 0 0 0 0 0 0 0 0 171.247 70.724 53.42 44.192 38.334
12 0 0 0 0 0 0 0 0 0 0 0 138.79 57.766 43.575 36.198
13 0 0 0 0 0 0 0 0 0 0 0 0 100.244 42.847 32.725
14 0 0 0 0 0 0 0 0 0 0 0 0 0 59.579 26.256
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15.52
Unit: m3
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Table A.13 JCV matrix of dissecting trace for joint set 2 in Chapter 3.2.3 calculated by theoretical method (Sampling 
surface: W15×H10)
j
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
i
1 13.604 33.138 50.983 68.553 86.022 103.44 120.83 138.202 155.563 172.916 190.263 207.605 224.944 242.281 259.615
2 0 21.276 44.624 63.999 82.447 100.49 118.316 136.011 153.621 171.171 188.678 206.154 223.606 241.039 258.456
3 0 0 26.825 53.698 74.777 94.312 113.121 131.519 149.659 167.626 185.469 203.221 220.905 238.535 256.124
4 0 0 0 31.407 61.443 84.184 104.841 124.475 143.511 162.162 180.547 198.74 216.79 234.73 252.584
5 0 0 0 0 35.399 68.315 92.64 114.404 134.876 154.576 173.767 192.603 211.179 229.559 247.785
6 0 0 0 0 0 38.985 74.556 100.386 123.228 144.531 164.899 184.644 203.947 222.925 241.653
7 0 0 0 0 0 0 42.267 80.313 107.576 131.46 153.579 174.613 194.915 214.693 234.082
8 0 0 0 0 0 0 0 45.312 85.685 114.313 139.206 162.123 183.814 204.67 224.926
9 0 0 0 0 0 0 0 0 48.165 90.738 120.676 146.543 170.239 192.576 213.982
10 0 0 0 0 0 0 0 0 0 50.859 95.525 126.719 153.529 177.985 200.956
11 0 0 0 0 0 0 0 0 0 0 53.416 100.083 132.487 160.212 185.407
12 0 0 0 0 0 0 0 0 0 0 0 55.857 104.442 138.014 166.626
13 0 0 0 0 0 0 0 0 0 0 0 0 58.195 108.626 143.327
14 0 0 0 0 0 0 0 0 0 0 0 0 0 60.443 112.655
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 62.61
Unit: m3
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Table A.14 JCV matrix of dissecting trace for joint set 2 in Chapter 3.2.3 calculated by the suggested method in this 
study (Sampling surface: W15×H10)
j
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
i
1 13.749 33.308 50.434 68.845 86.443 102.767 120.166 138.6 155.279 172.745 191.083 207.91 224.804 241.516 259.209
2 0 21.337 44.184 64.29 82.902 99.98 118.529 134.994 152.661 171.642 187.986 206.213 223.055 241.156 258.002
3 0 0 26.902 54.054 74.801 95.007 113.36 130.737 149.882 167.679 185.446 203.618 221.144 238.044 254.804
4 0 0 0 31.72 61.394 84.558 105.357 124.513 143.326 162.02 180.254 198.459 216.379 234.508 252.792
5 0 0 0 0 35.115 68.355 93.22 113.417 134.729 154.852 174.392 191.767 211.281 228.023 248.71
6 0 0 0 0 0 39.036 74.608 100.553 123.462 145.358 164.746 184.995 204.486 222.276 242.157
7 0 0 0 0 0 0 42.618 80.369 107.285 131.122 153.819 175.517 195.622 214.799 234.278
8 0 0 0 0 0 0 0 45.602 86.03 114.451 139.124 162.161 183.562 205.225 225.436
9 0 0 0 0 0 0 0 0 48.108 90.881 120.747 146.806 170.973 192.254 215.051
10 0 0 0 0 0 0 0 0 0 50.799 95.29 126.753 153.484 178.088 202.235
11 0 0 0 0 0 0 0 0 0 0 53.613 99.842 132.611 160.102 184.565
12 0 0 0 0 0 0 0 0 0 0 0 55.898 104.475 138.51 167.027
13 0 0 0 0 0 0 0 0 0 0 0 0 58 108.513 143.976
14 0 0 0 0 0 0 0 0 0 0 0 0 0 60.6 112.572
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 62.605
Unit: m3
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Appendix B. Estimation results of uniform distribution in 
Chapter 3.4.3
Fig. B.1 Estimation results of joint diameter distribution and accumulated 
error rate in case of uniform distribution for determining the 
estimable maximum joint diameter for joint set 1 in Chapter 3.4.3
Fig. B.2 Estimation results of joint diameter distribution and accumulated 
error rate in case of uniform distribution for determining the 
estimable maximum joint diameter for joint set 2 in Chapter 3.4.3
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Fig. B.3 Estimation results of joint diameter distribution and accumulated 
error rate in case of uniform distribution for determining the 
estimable maximum joint diameter for joint set 3 in Chapter 3.4.3
Fig. B.4 Estimation results of joint diameter distribution and accumulated 
error rate in case of uniform distribution for determining the 
estimable maximum joint diameter for joint set 4 in Chapter 3.4.3
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Appendix C. Segmentation results of test data in Chapter 
4.2.3
(a) Original image (b) Labelling data
(c) Segmentation result using 
classifier trained by 
DeepLabV3+ network
(d) Segmentation result using 
classifier trained by 
U-Net network
Fig. C.1 Segmentation results of Test data 4 in flat surface
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(a) Original image (b) Labelling data
(c) Segmentation result using 
classifier trained by 
DeepLabV3+ network
(d) Segmentation result using 
classifier trained by 
U-Net network
Fig. C.2 Segmentation results of Test data 5 in flat surface
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(a) Original image (b) Labelling data
(c) Segmentation result using 
classifier trained by 
DeepLabV3+ network
(d) Segmentation result using 
classifier trained by 
U-Net network
Fig. C.3 Segmentation results of Test data 6 in flat surface
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(a) Original image (b) Labelling data
(c) Segmentation result using 
classifier trained by 
DeepLabV3+ network
(d) Segmentation result using 
classifier trained by 
U-Net network
Fig. C.4 Segmentation results of Test data 4 in uneven surface
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(a) Original image (b) Labelling data
(c) Segmentation result using 
classifier trained by 
DeepLabV3+ network
(d) Segmentation result using 
classifier trained by 
U-Net network
Fig. C.5 Segmentation results of Test data 5 in uneven surface
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(a) Original image (b) Labelling data
(c) Segmentation result using 
classifier trained by 
DeepLabV3+ network
(d) Segmentation result using 
classifier trained by 
U-Net network
Fig. C.6 Segmentation results of Test data 6 in uneven surface
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Abstract
Estimation of Rock Joint Diameter Distribution using 
Numerically Generated Joint Center Volume
Yong-Ki Lee
Department of Energy Systems Engineering
The Graduate School
Seoul National University
Rock joints play a important role in analyzing the mechanical stability 
and hydraulic properties of rock structures. Rock joints are characterized by 
various parameters such as shape, position, orientation, size, and volumetric 
frequency, and these parameters are analyzed in the form of probability 
distribution which are derived from observation results by surveys of 
exposed surfaces or boreholes of a rock mass. Since the size of a rock joint 
cannot be measured directly, joint size is known as one of the most 
uncertain parameters. In most cases, for the efficiency of calculation, rock 
joints are assumed to be disk-shaped and the diameter distribution of the 
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disks is used to represent the size of the rock joints. To estimate the 
diameter distribution of the disk-shaped joints, the length distribution of joint 
traces is used.
Previous studies have limited the sampling window used to measure the 
trace length distribution to a plane, and the joint diameter distribution has 
been estimated through the observed joint traces in the planar sampling 
window. However, since most rock exposed surfaces have irregular shapes, 
it is often impossible to install a sufficient sized planar sampling window. 
As a result, methods for estimating the joint diameter distribution in planar 
sampling windows are limited in application.
This study tries to expand the concept of the sampling window so that 
the rock joint diameter distribution can be estimated regardless of the shape 
of the rock exposure. For this purpose, arbitrarily shaped sampling surface, 
which is a concept that includes all shapes is defined, and the type of joint 
trace is also newly defined.
A method for estimating Joint Center Volume (JCV) in the defined 
arbitrarily shaped sampling surface and a method for estimating the joint 
diameter distribution are suggested, and the suggested methods are evaluated 
for reliability through verification under various conditions.
In addition, a digital joint trace survey process is suggested to measure 
the trace length distribution digitally. This is to enable the joint trace survey 
of a large-scale sampling surface, which is necessary to ensure the 
applicability of the rock joint diameter distribution estimation method. To 
overcome the limitations of existing algorithm-based image processing 
techniques, a trained classifier based on deep learning technology capable of 
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end-to-end learning is applied. The 3D data structuring technique of 
pixel-wise data is proposed together to ultimately derive the joint trace 
length distribution. The applicability of the proposed digital joint trace 
survey process is analyzed in flat and uneven surface models.
Keywords : Rock joint, Diameter distribution, Arbitrarily shaped sampling 
surface, Joint Center Volume, Joint trace, Digital survey, Deep 
learning, Data structuring
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