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a b s t r a c t
In this article, the details of new methods based on a super-future points technique, for
improving stability regions comparedwith those of the extended BDF (EBDF) andmodified
EBDF (MEBDF), have been presented, for solving initial value problems (IVPs). Numerical
results related to five test problems show that our new methods have good performance
in saving CPU time compared with the corresponding MEBDF method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we are interested in solving stiff initial value problems (IVPs) of the form
y′ = f (t, y), y(0) = y0, (1.1)
where t ∈ [0, T ], y ∈ Rm and f ∈ [0, T ]×Rm. In [1–3], the authors have presented class 2+1hybrid BDF-likemethods, hybrid
BDF methods (HBDF) and new hybrid methods for the numerical solution of IVPs of the form (1.1). In these methods, there
is only one stage equation related to an off-step point used in the methods and this gives the methods with wide stability
regions and good performance in saving CPU time compared to the extended BDF (EBDF) and modified EBDF (MEBDF)
methods.
The k-step extended backward differentiation formulas (EBDF) of order k + 1 were introduced by Cash in 1980 [4] and
are as follows:
Stage 1: Assuming that the approximate solutions yn, yn−1, . . . , yn+1−k are given, compute y¯n+1 by using the standard k-step
BDF:
y¯n+1 +
k−
j=1
α¯jyn+1−j = hβ¯1f (tn+1, y¯n+1).
Stage 2: Compute y¯n+2 by using the standard k-step BDF:
y¯n+2 + α¯1y¯n+1 +
k−
j=2
α¯jyn+1−j = hβ¯1f (tn+2, y¯n+2).
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Stage 3: Evaluate
f¯n+1 = f (tn+1, y¯n+1), f¯n+2 = f (tn+2, y¯n+2).
Stage 4: Compute yn+1 as the solution of
yn+1 +
k−
j=1
αjyn+1−j = h[β2 f¯n+2 + β1fn+1].
We recall that the MEBDF of order (k + 1) can be obtained just by changing stage 4 in the EBDF approach to the following
stage:
Stage 4∗ : yn+1 +
k−
j=1
αjyn+1−j = h[β2 f¯n+2 + β¯1fn+1 + (β1 − β¯1)f¯n+1].
We also refer the reader for more details of MEBDF to [5,6]. Note that for each stage equation of EBDF and
MEBDF, we need to solve a nonlinear set of equations in order to obtain y¯n+1, y¯n+2 and yn+1. It is clear that the
corresponding functions should be evaluated at each time step (we remark that fortunately, MEBDF not only has
good performance in computational efficiency, it also has wide stability regions compared with the EBDF). However,
the class 2 + 1 hybrid BDF-like methods and HBDF are based on one off-step point which not only improves
the stability regions compared with the EBDF and MEBDF, but also leads to the method having only one set of
nonlinear equations to be solved at each step in the whole method. The class 2 + 1 hybrid BDF-like method is as
follows:
y¯n+s = hµfn+1 +
k−
j=0
γjyn+1−j, (1.2)
yn+1 +
k−
j=1
αjyn+1−j = h(β0fn + βs f¯n+s + β1fn+1), (1.3)
where fn = f (tn, yn), fn+1 = f (tn+1, yn+1), and f¯n+s = f (tn+s, y¯n+s), tn+s = tn + sh, 0 < s < 1. In fact, these methods are a
modified form of the HBDF method [2]. The aim of this work is to introduce newmethods based on one step point together
with two super-future points, i.e. tn+1, tn+s, s = 2, 3, to obtain improved stability regions and to have good performance in
saving CPU time, due to the reduction in function evaluation and solving of nonlinear equations required per step, compared
with the EBDF and MEBDF methods.
The paper is organized as follows. In Section 2, we formulate our new methods based on the super-future points
technique. In Section 3, we discuss the order of truncation error of the new methods. In Section 4, we discuss the stability
regions of the new methods obtained in Section 2. In Section 5, we present the test problems used in this work and
compare numerical results for our new methods with those of MEBDF and class 2 + 1 hybrid BDF-like methods. Finally,
in Section 6, some concluding remarks will be provided with respect to the numerical results presented in the previous
section.
2. Formulation of the method
In the class 2+ 1 hybrid BDF-like methods that were considered in Section 1 only one stage point or off-step point, and
therefore only one stage equation, has been used to improve the absolute stability regions as compared with the standard
BDF methods and some existing general multistep schemes such as the EBDF, MEBDF and adaptive EBDF (A-EBDF) ones [7].
Now, we suppose that y(t) is the solution of (1.1) in the interval [0, T ], tn = nh and h = Tn where the first derivative f of
the solution y(t) is continuous and differentiable. In this paper, we will be concerned with newmethods which can take the
form
y¯n+3 = hµ′fn+1 +
k−
j=0
γ ′j yn+1−j, (2.1)
y¯n+2 = hµfn+1 +
k−
j=0
γjyn+1−j, (2.2)
yn+1 +
k−
j=1
αjyn+1−j = h(β3 f¯n+3 + β2 f¯n+2 + β1fn+1), (2.3)
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where
fn+1 = f (tn+1, yn+1), f¯n+s = f (tn+s, y¯n+s), tn+s = tn + sh, s = 2, 3.
Here, there are two stage equations and we need to use one step point tn+1 together with two super-future points, i.e.
tn+s, s = 2, 3, in the first derivative f (t, y) of the solution y(t). Also, on the right hand side of Eqs. (2.1)–(2.2), yn+1 and all
starting values, yn, yn−1, . . . , yn+1−k, are being used, like in the well-known k-step BDF methods.
The parameters β1, β2, β3, αj, j = 1, 2, . . . , k, used in Eq. (2.3) should be determined. Taylor expansion shows that the
method (2.3) is of order p if and only if
1+
k−
j=1
αj(1− j)q = q
3−
j=1
βj(j)q−1, q = 0, 1, . . . , p. (2.4)
Here, the coefficients β1, β2, and β3 are nonzero and k = 1, 2, . . . , 8. The system of p+ 1 linear equations of the form (2.4)
can be solved, which gives us all of the coefficients β1, β2, β3, αj, for 1 ≤ j ≤ k. It is clear that, for k = 1, 2, . . . , 8, the order
of eachmethod of the form (2.3) is k+2. Note that in themethod presented, (2.3), two super-future points, i.e. tn+s, s = 2, 3,
have been used for whichwe need to compute yn+s, s = 2, 3, by using other suitablemethods; we consider stage equations
of the form (2.1)–(2.2). Taylor expansion shows that each stage equation of our newmethods, i.e. Eqs. (2.1)–(2.2), is of order
p− 1 if and only if
1 =
k−
j=0
cj, sq =
k−
j=0,j≠1
cj(1− j)q + qb, q = 1, . . . , p− 1, (2.5)
where cj = γj or γ ′j , j = 0, 1, . . . , k, and b = µ or µ′. From (2.4)–(2.5) it is clear that the orders of Eqs. (2.3) and (2.1)/ (2.2)
are k+ 2 and k+ 1, k = 1, 2, . . . , 8, respectively.
3. The order of the truncation error
As we mentioned in the last section, the orders of the stage equations (2.1)–(2.2) and Eq. (2.3) are k + 1 and k + 2
respectively. Now, by using the stage equations (2.1)–(2.2) in the method (2.3), we can prove that our new method of the
form (2.1)–(2.3) is of order k+2, k = 1, 2, . . . , 8. Assuming that the solution of (1.1) has the desired continuous derivatives,
the difference operator associated with method (2.1) is
y(tn+3)− y¯n+3 = C3hk+2y(k+2)(tn)+ O(hk+3), (3.1)
where tn+3 = tn + 3h, and C3 is the error constant when the method is being used to get y¯(tn+3). Similarly, the difference
operator associated with method (2.2) can be considered as
y(tn+2)− y¯n+2 = C2hk+2y(k+2)(tn)+ O(hk+3), (3.2)
where tn+2 = tn + 2h, and C2 is the error constant when the method is being used to get y¯(tn+3).
On the other hand, the difference operator associated with method (2.3) of order k+ 2 is
y(tn+1)− yn+1 = Chk+3y(k+3)(tn)+ O(hk+4), (3.3)
where C is the error constant of the methods (2.3) of order k+ 2. Then we will have the following theorem.
Theorem 3.1. Given that
(1) formula (2.1) is of order k+ 1,
(2) formula (2.2) is of order k+ 1 too,
(3) formula (2.3) is of order k+ 2,
then, the order of methods (2.1)–(2.3) is k+ 2.
Proof. Suppose that yn+1−j, j = 1, 2, . . . , k, are exact. From (2.3) and (3.3) we can write
y(tn+1)− yn+1 = h
3−
s=2
βs[f (tn+s, y(tn+s))− f (tn+s, y¯n+s)] + Chk+3y(k+3)(tn)+ O(hk+4). (3.4)
For some ηn+2 and ηn+3 in the intervals (y¯n+2, y(tn+2)) and (y¯n+3, y(tn+3)) respectively, we have
f (tn+s, y(tn+s))− f (tn+s, y¯n+s) = ∂ f
∂y
(tn+s, ηn+s)(y(tn+s)− y¯n+s) (3.5)
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for s = 2, 3. Then, from (3.1)–(3.4) we obtain
y(tn+1)− yn+1 = h
3−
s=2
βs
∂ f
∂y
(tn+s, ηn+s)(y(tn+s)− y¯n+s)+ Chk+3y(k+3)(tn)+ O(hk+4)
= h
3−
s=2
βsCs
∂ f
∂y
(tn+s, ηn+s)[hk+2y(k+2)(tn)] + hk+3Cy(k+3)(tn)+ O(hk+4)
= hk+3

y(k+2)(tn)
3−
s=2
βsCs
∂ f
∂y
(tn+s, ηn+s)+ Cy(k+3)(tn)

+ O(hk+4). (3.6)
Hence, it can be concluded that the order of our new method of the form (2.1)–(2.3) is k+ 2. 
4. Stability analysis
We now examine the stability behavior of our new methods. Applying method (2.1)–(2.3) to Dahlquist’s test equation
which has the following form:
y′ = λy, y(0) = y0, (4.1)
we can get the equations of the form
yn+3 = µ′h¯yn+1 +
k−
j=0
γ ′j yn+1−j, (4.2)
yn+2 = µh¯yn+1 +
k−
j=0
γjyn+1−j, (4.3)
yn+1 +
k−
j=1
αjyn+1−j = h¯(β3yn+3 + β2yn+2 + β1yn+1), (4.4)
where h¯ = hλ. By substituting (4.2)–(4.3) into (4.4), the difference equation
yn+1 +
k−
j=1
αjyn+1−j = h¯

β1yn+1 + β2
k−
j=0
γjyn+1−j + β3
k−
j=0
γ ′j yn+1−j

+ µβ2h¯2yn+1 + µ′β3h¯2yn+1,
can be obtained, where h¯ = hλ. Suppose that yn+1−j = rn+1−j, 0 ≤ j ≤ k. By inserting r = eiθ in the difference equation
and dividing by eniθ we can obtain the following characteristic equation:
Ah¯2 + Bh¯+ C = 0 (4.5)
where
A = µβ2eiθ + µ′β3eiθ ,
B = β1eiθ + β2
k−
j=0
γj(eiθ )1−j + β3
k−
j=0
γ ′j (e
iθ )1−j,
C = −

eiθ +
k−
j=1
αj(eiθ )1−j

, 0 ≤ θ ≤ 2π.
If we put h¯ = hλ = 0 in Eq. (4.5), then we can easily verify that by the theorem of Schur [7,8], the root condition is satisfied
by our new methods based on the super-future points technique and so the methods are zero-stable. The Eq. (4.5) also
gives us two roots h¯i(θ), i = 1, 2, which describe the stability domain using the boundary locus method and, therefore, the
values of α related to our newmethods of order p, p = 3, 4, . . . , 10, are obtained; these are tabulated in Table 4.1, showing
that our new methods have improvement the stability regions as compared with the class 2+ 1 hybrid BDF-like methods,
A-EBDF, MEBDF, EBDF and BDF.
We remark that for k = 9, 10, . . ., it is not possible to gain A(α)-stable methods of the form (2.1)–(2.3). However, we
are going to give more discussion about A-stable methods which can be considered here. As mentioned in Theorem 3.1,
the order of each stage equation (Eq. (2.1) or Eq. (2.2)) is k + 1 whereas Eq. (2.3) is of order k + 2 for k = 1, 2, . . . , 8, and
Table 4.1 shows that for k = 1, 2, our new methods of order k + 2 are A-stable. We note that it is also possible to obtain
new A-stable methods of order k+ 1 for k = 2, 3. In order to do this, we can use the same stage equations as were used in
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Table 4.1
Comparison of the A(α)-stability of our new and some existing methods.
k: 1 2 3 4 5 6 7 8
New methods:
Order 3 4 5 6 7 8 9 10
α 90° 90° 89.35° 85.99° 80.27° 72.5° 63.1° 41.85°
Class 2+ 1:
Order 3 4 5 6 7 8 9 –
α 90° 90° 89.28° 85.71° 78.31° 65.37° 43.83° –
A-EBDF:
Order 2 3 4 5 6 7 8 –
α 90° 90° 90° 88.85° 84.2° 75° 61° –
MEBDF:
Order 2 3 4 5 6 7 8 –
α 90° 90° 90° 88.4° 82.5° 74.5° 62° –
EBDF:
Order 2 3 4 5 6 7 8 –
α 90° 90° 90° 87.61° 80.2° 67.7° 48.8° –
BDF:
Order 1 2 3 4 5 6 – –
α 90° 90° 88° 73° 51° 18° – –
our new A-stable methods of order k + 2, k = 1, 2, in the Eq. (2.3) with order k + 2 for k = 2, 3. Therefore, new A-stable
methods of order k + 1 for k = 2, 3, can be obtained. One can easily verify that these new methods are also A-stable (for
k = 2, 3) by using the same process as is mentioned in this section.
5. Numerical computation
In this section, we will test our new methods of order p, p = 3, 5, 7, on three nonlinear parabolic PDEs. We will
also test our new methods of order p, p = 3, 4, . . . , 8, on two famous stiff IVPs (we note that the A-stable methods of
order 3 and 4 that we test on Examples 1–5 are those methods with k = 2 and 3 respectively as mentioned in the last
paragraph of Section 4). Then, all numerical results related to our new methods will be compared with the corresponding
MEBDF and class 2 + 1 hybrid BDF-like methods (say class 2 + 1). However before we do this, it is advisable to make
some remarks about the computational aspects of our new methods of the form (2.1)–(2.3) based on the super-future
points technique. We suggest that the nonlinear equations arising from (2.1)–(2.3) can be solved by using the following
iterations:
y¯[m]n+3 = hµ′f [m]n+1 + γ ′0y[m]n+1 +
k−
j=1
γ ′j yn+1−j, (5.1)
y¯[m]n+2 = hµf [m]n+1 + γ0y[m]n+1 +
k−
j=1
γjyn+1−j, (5.2)
y[m+1]n+1 +
k−
j=1
αjyn+1−j = h(β3 f¯ [m]n+3 + β2 f¯ [m]n+2 + β1f [m]n+1). (5.3)
We explain the process for our new method of order 6 with k = 4. We start the process by setting n = 4, k = 4, in
(2.1)–(2.3). Let us consider that y1 = y(0), which is the initial value in any test problem, and suppose that approximate
solutions yi, 2 ≤ i ≤ 4, have been obtained by using an explicit method. By using the same explicit method, we make
an initial guess for y[0]5 . This value together with the initial condition y1 and approximate solutions yi, 2 ≤ i ≤ 4, are
substituted into (5.1)–(5.1) to evaluate y¯[0]4+s, s = 2, 3. So, we can obtain an improved approximation y[1]5 by substituting
y¯[0]4+s, s = 2, 3, into (5.3). This value is then substituted into (5.1)–(5.2) to get y¯[1]4+s, s = 2, 3. Then, the process will
go on.
Now, to investigate the convergence properties of this iteration, we subtract Eqs. (5.1)–(5.3) from Eqs. (2.1)–(2.3)
respectively and hence the following terms are obtained:
|y¯[m]n+3 − y¯n+3| ≤ hL|µ′| |y[m]n+1 − yn+1| + |γ ′0| |y[m]n+1 − yn+1|,
|y¯[m]n+2 − y¯n+2| ≤ hL|µ| |y[m]n+1 − yn+1| + |γ0| |y[m]n+1 − yn+1|,
|y[m+1]n+1 − yn+1| ≤ hL
3−
s=2
|βs| |y¯[m]n+s − y¯n+s| + hL|β1| |y[m]n+1 − yn+1|,
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where
L = sup
∂ f∂y (x, y)
 on {(x, y) | 0 ≤ x ≤ X,−∞ ≤ y ≤ ∞}.
This gives us
|y[m+1]n+1 − yn+1| ≤ |y[m]n+1 − yn+1|{h2L2(|µ′β3| + |µβ2|)+ hL(|γ ′0β3| + |γ0β2| + |β1|)}.
Therefore,
|z[m+1]n+1 | ≤ |z[m]n+1|{h2L2(|µ′β3| + |µβ2|)+ hL(|γ ′0β3| + |γ0β2| + |β1|)},
where
z[m+1]n+1 = |y[m+1]n+1 − yn+1|, z[m]n+1 = |y[m]n+1 − yn+1|.
We deduce that z[m]n+1 converges to zero provided that the following condition is satisfied:
h2L2(|µ′β3| + |µβ2|)+ hL(|γ ′0β3| + |γ0β2| + |β1|) ≤ 1.
Unfortunately, any bound on hL is likely to be very restrictive when we apply our newmethods for solving stiff initial value
problems with large Lipschitz constant. Hence, under these circumstances it is normally better to solve nonlinear equations
arising from (2.1)–(2.3) by using a variant of Newton’s iteration scheme (for more details, see [9]). In this work, the Jacobian
of the iteration matrix arising from Newton’s iteration is evaluated by using a banded differencing scheme and stored as
a sparse matrix using the MATLAB code Bandjac.m. Then, the LU factorization was done in MATLAB. For further details of
Bandjac.m, which is used in the Newton–Armijo nonlinear solver (Nsold.m) and was introduced by Kelley, we refer the
reader to [9]. To understand how our new methods perform, we have used constant step size, so we are able to verify the
accuracy and order of the methods. In fact, with constant step size we are able to compare all numerical results and CPU
times for our new method with those for class 2 + 1 and MEBDF methods whenever the orders of the new and existing
methods are the same.
In this work, using the explicit Runge–Kuttamethod of order 5 (RK5) whichwas presented in [8] (see pp. 143–144 in [8]),
with step size hrk = hNrk (for Examples 1–3, the selected value of Nrk is 20 whereas it should be 200 for other test problems),
we can obtain all approximate solutions yi, 2 ≤ i ≤ 8, which are needed in our new methods, MEBDF and class 2+ 1. Also,
we have used the following predictor:
y(0)n+1 =
k−
m=0
∇myn,
to obtain an initial guess, i.e. y(0)n+1, to achieve rapid convergence of Newton’s iteration method. For more details, we refer
the reader to [1].
In this section, the time dependent PDEs, i.e. Examples 1–3, of the form
∂u
∂t
(x, t) = f

x, t, u,
∂u
∂x
(x, t),
∂2u
∂x2
(x, t)

, (x, t) ∈ Ω ≡ [a, b] × [0, T ],
will be converted into systems of ODEs of the form (1.1) by using the method of lines (MOL). We assume that the boundary
conditions are given in the form u(0, t) = g1(t), u(1, t) = g2(t) and that the initial condition is given as u(x, 0) = ϕ(x).
In fact, by using fourth-order finite difference approximations (for further details, we refer the reader to [1]) to the space
derivatives ∂u
∂x (x, t) and
∂2u
∂x2
(x, t), the abovementioned PDEs can be converted into systems of ordinary differential equations
(ODEs) of the form
dy
dt
(t) = f (x, t, y(t)), y0 = u(x, 0) = ϕ(x), (5.4)
where y = [y1, y2, . . . , yM ]T , f = [f1, f2, . . . , fM ]T and yi(t) approximates the solution u(xi, t). Thus, Eq. (5.4) results in a
system of initial value problems which may be written in the form (1.1), i.e.
y′ = f (t, y), y(0) = y0,
where y(0) = u(x, 0) = ϕ(x). One can verify that the eigenvalues of the Jacobian of this system are negative real numbers
or complex numbers with negative real parts, for some selected values of t and x, which usually makes the system stiff, and
therefore it should be solved numerically by a method with a positive effect on both accuracy and efficiency. In Table 5.1,M
means the number ofmesh pointswith respect to the x-direction used in PDE test problems,Nmeans the number of steps for
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Table 5.1
Comparative results for Examples 1–3.
M = 49,N = 1000:
Example 1: Method Order Time Max error Min error
New method: 3 3.50 5.9983e−007 2.8098e−009
5 3.91 5.9979e−007 2.8667e−009
7 4.21 5.9979e−007 2.8666e−009
MEBDF: 3 6.38 5.9962e−007 2.7546e−009
5 11.3 5.9979e−007 2.8667e−009
7 7.25 5.9979e−007 2.8667e−009
Example 2:
New method: 3 3.61 2.1715e−012 6.0452e−014
5 3.82 3.0583e−012 1.1802e−013
7 4.14 3.0426e−012 1.1541e−013
MEBDF: 3 6.53 2.5524e−012 2.9976e−014
5 11.5 3.0576e−012 1.1791e−013
7 7.17 3.0683e−012 1.1968e−013
Example 3:
New method: 3 4.96 6.3151e−010 8.1534e−011
5 5.44 4.8677e−010 1.0438e−011
7 5.74 4.8681e−010 1.0441e−011
MEBDF: 3 8.22 4.7303e−010 1.2981e−011
5 15.2 4.8677e−010 1.0437e−011
7 8.81 4.8675e−010 1.0435e−011
M = 99,N = 2000:
Example 1: Method Order Time Max error Min error
New method: 3 20.6 3.6745e−008 1.3037e−010
5 23.2 3.6739e−008 1.2285e−010
7 27.1 3.6739e−008 1.2299e−010
MEBDF: 3 31.8 3.6721e−008 1.3702e−010
5 35.5 3.6739e−008 1.2286e−010
7 38.9 3.6739e−008 1.2276e−010
Example 2:
New method: 3 20.0 1.4277e−013 2.2204e−015
5 23.8 1.8407e−013 5.5511e−017
7 30.0 1.5299e−013 4.9960e−016
MEBDF: 3 32.2 1.4611e−013 1.6098e−015
5 35.4 1.8197e−013 2.2204e−016
7 39.6 2.0373e−013 1.4433e−015
Example 3:
New method: 3 26.7 5.0244e−011 8.4186e−012
5 30.3 3.2355e−011 3.5261e−013
7 34.3 3.2429e−011 3.5627e−013
MEBDF: 3 38.3 3.0792e−011 9.9487e−013
5 43.1 3.2360e−011 3.5283e−013
7 46.4 3.2307e−011 3.5083e−013
time integration, ‘‘Time’’ means the CPU time in seconds and ‘‘Max error/Min error’’ mean themaximum/minimum absolute
errors at the end point.
Example 1. In this test problem we consider the Burgers equation of the form (see [10])
∂u
∂t
(x, t) = µ∂
2u
∂x2
(x, t)− u(x, t) ∂u
∂x
(x, t),
where (x, t) ∈ Ω = [0, 1] × [0, 1], µ = 0.1, and the initial and boundary conditions are consistent with the exact solution
u(x, t) = (1+ e(0.5x−0.25t)/µ)−1.
Example 2. Consider the following test problem [11]:
∂u
∂t
(x, t) = ∂
2u
∂x2
(x, t)+ g(x, t), (x, t) ∈ Ω = [0, 1] × [0, 1],
where g(x, t) = u2(x, t)(1 − u(x, t)) and the initial and boundary conditions are consistent with the exact solution, i.e.
u(x, t) = 1
1+ep(x−pt) , p =
√
2
2 .
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Table 5.2
Comparative results for Examples 1–3 using class 2+ 1.
M = 49,N = 1000:
Example 1: Order Time Max error Min error
3 2.97 5.9982e−007 2.8486e−009
5 3.29 5.9979e−007 2.8666e−009
7 3.57 5.9979e−007 2.8658e−009
Example 2:
3 3.01 2.6119e−012 1.7986e−014
5 3.18 3.1927e−012 1.3245e−013
7 3.53 1.9269e−012 1.0436e−014
Example 3:
3 4.22 5.5840e−010 4.8346e−011
5 4.77 4.8652e−010 1.0135e−011
7 4.74 4.8962e−010 1.2855e−011
M = 99,N = 2000:
Example 1: Order Time Max error Min error
3 17.6 3.6744e−008 1.2543e−010
5 21.6 3.6739e−008 1.2285e−010
7 25.3 3.6738e−008 1.2269e−010
Example 2:
3 18.0 2.3082e−013 3.3307e−016
5 21.6 2.2626e−013 1.1102e−016
7 25.7 3.3210e−012 2.6645e−015
Example 3:
3 22.5 4.1335e−011 5.4650e−012
5 26.6 3.2758e−011 3.5083e−013
7 30.0 3.7065e−011 9.5746e−013
Example 3. Consider the model problem [12]
∂u
∂t
(x, t) = ∂
2u
∂x2
(x, t)+ g(x, t), 0 ≤ x ≤ 1, 0 ≤ t ≤ 1,
where g(x, t, u) = u(x, t) − u2(x, t) + 3et−x cos(t + x) + e2(t−x) sin2(t + x) and the initial and boundary conditions are
consistent with the exact solution u(x, t) = et−x sin(t + x).
Example 4. Consider the stiff system of the two-dimensional Kaps problem of the form [13]
y′1 = −1002y1 + 1000y22,
y′2 = y1 − y2(1+ y2),
where the initial conditions are y1(0) = 1, y2(0) = 1. The exact solution of this problem is y1(t) = exp(−2t), y2(t) =
exp(−t). The integration interval of this problem is [0, 5].
Example 5. Consider the Hires problem as a stiff system with eight dimensions of the form [14]
y′1 = −1.71y1 + 0.43y2 + 8.32y3 + 0.0007,
y′2 = 1.71y1 − 8.75y2,
y′3 = −10.03y3 + 0.43y4 + 0.035y5,
y′4 = 8.32y2 + 1.71y3 − 1.12y4,
y′5 = −1.745y5 + 0.43y6 + 0.43y7,
y′6 = −280y6y8 + 0.69y4 + 1.71y5 − 0.43y6 + 0.69y7,
y′7 = 280y6y8 − 1.81y7,
y′8 = −280y6y8 + 1.81y7,
where the initial value of this problem is [1, 0, 0, 0, 0, 0, 0, 0.0057]T and the reference solution at the end of the integration
interval [0, 321.8122] is
y1 = 7.371312573325668e− 4, y2 = 1.442485726316185e− 4,
y3 = 5.888729740967575e− 5, y4 = 1.175651343283149e− 3,
y5 = 2.386356198831331e− 3, y6 = 6.238968252742796e− 3,
y7 = 2.849998395185769e− 3, y8 = 2.850001604814231e− 3.
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Table 5.3
Comparative results for Example 4.
N = 100: Method Order Time Max error Min error
New method: 3 0.20 2.5581e−007 3.5553e−009
4 0.24 6.4698e−009 9.4883e−011
5 0.25 6.2919e−011 3.0191e−012
6 0.23 7.3241e−013 1.3574e−013
7 0.26 1.8150e−012 3.2634e−014
8 0.23 1.7383e−012 2.2963e−014
Class 2+ 1:
3 0.13 5.6013e−008 8.5975e−010
4 0.14 1.7038e−009 2.9325e−011
5 0.15 7.0959e−011 1.3910e−012
6 0.16 2.1347e−012 6.1125e−014
7 0.17 3.8986e−012 5.5108e−014
8 0.18 2.2545e−010 3.0381e−012
MEBDF:
3 0.23 7.5840e−007 1.0191e−008
4 0.25 1.8267e−008 2.4211e−010
5 0.26 5.3695e−010 6.8213e−012
6 0.26 1.6096e−011 1.7750e−013
7 0.27 2.3754e−012 2.8331e−014
8 0.29 8.6914e−013 6.3946e−013
N = 1000: Method Order Time Max error Min error
New method: 3 0.48 2.6396e−010 4.3152e−012
4 0.45 6.5633e−013 1.3790e−014
5 0.42 2.6862e−015 1.4401e−016
6 0.55 5.0012e−015 6.6780e−017
7 0.53 4.3047e−015 5.8012e−017
8 0.53 5.0055e−015 6.7437e−017
Class 2+ 1:
3 0.34 5.8258e−011 1.3013e−012
4 0.39 1.7492e−013 5.3807e−015
5 0.43 4.5970e−016 2.8528e−017
6 0.44 3.6603e−015 4.8498e−017
7 0.45 4.9656e−014 6.4340e−016
8 0.47 2.3559e−012 3.1748e−014
MEBDF:
3 0.67 7.9884e−010 1.0625e−011
4 0.72 1.8805e−012 2.3355e−014
5 0.74 7.6111e−015 8.3131e−017
6 0.73 4.2327e−015 5.7205e−017
7 0.77 1.4112e−015 1.9007e−017
8 0.82 2.5369e−014 1.8707e−014
6. Conclusion
From Table 4.1, it can be concluded that our new methods, which are based on the super-future points technique, are
A-stable for orders p, p = 3, 4, and A(α)-stable for orders p, p = 5, 6, . . . , 10. Therefore, our newmethods have improved
stability regions compared with the class 2+ 1, A-EBDF, MEBDF and EBDF methods. On the other hand, comparing the CPU
times of our newmethods with those of MEBDF methods, we see that there is an improvement in speed, due to the number
of nonlinear equations arising from each stage, back substitutions and function evaluations, for all orders as tabulated in
Tables 5.1–5.4 related to Examples 1–5. From the numerical results which are related to Examples 1–3 and tabulated in
Tables 5.1 and 5.2, it can be concluded that there is no big gap between the Max/Min errors of our new methods and the
class 2 + 1 and MEBDF methods. But numerical results related to Examples 4 and 5, as tabulated in Tables 5.3 and 5.4,
show that our new methods have slightly more accurate results for some orders compared with the corresponding MEBDF
method while the class 2 + 1 method has a slight improvement in accuracy for some orders compared with the our new
methods.
Furthermore, one can see that the class 2+ 1 method has an improvement in speed compared with the MEBDF method,
whereas compared with our new methods, it shows a slightly improvement in speed for all orders.
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Table 5.4
Comparative results for Example 5.
N = 6400: Method Order Time Max error Min error
New method: 3 6.71 4.2363e−008 8.3663e−011
4 7.27 4.0055e−008 7.9156e−011
5 8.03 1.9436e−008 3.8408e−011
6 10.1 2.0577e−008 4.0663e−011
7 10.6 2.2846e−009 4.5149e−012
8 9.79 3.9724e−009 7.8502e−012
Class 2+ 1:
3 5.88 9.8405e−009 1.9475e−011
4 6.45 8.8637e−009 1.7516e−011
5 7.58 4.1960e−010 8.2920e−013
6 8.36 1.2511e−009 2.4724e−012
7 9.33 2.0689e−009 4.0885e−012
8 10.1 2.4400e−008 4.8212e−011
MEBDF:
3 12.1 5.6127e−007 1.1092e−009
4 12.4 9.7751e−008 1.9317e−010
5 13.2 3.5516e−008 7.0187e−011
6 14.2 2.0675e−008 4.0858e−011
7 14.7 1.9809e−009 3.9147e−012
8 16.0 6.4517e−009 1.2750e−011
N = 10 000: Method Order Time Max error Min error
New method: 3 16.5 5.6688e−009 1.1188e−011
4 19.9 4.9591e−009 9.8000e−012
5 22.3 5.4815e−009 1.0832e−011
6 27.6 4.2581e−010 8.4143e−013
7 28.2 3.1986e−010 6.3207e−013
8 27.5 4.7380e−012 9.2736e−015
Class 2+ 1:
3 14.2 5.4080e−009 1.0695e−011
4 16.5 1.0979e−009 2.1695e−012
5 19.7 1.5325e−010 3.0287e−013
6 22.2 5.5430e−011 1.0953e−013
7 25.4 2.5566e−011 5.0593e−014
8 28.6 1.3839e−009 2.7467e−012
MEBDF:
3 22.1 1.8974e−007 3.7498e−010
4 24.6 3.5079e−010 6.9323e−013
5 27.5 5.9574e−009 1.1773e−011
6 30.2 1.8505e−010 3.6566e−013
7 33.6 6.1257e−010 1.2105e−012
8 36.4 1.3622e−011 2.6914e−014
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