Solutions to an inverse monic quadratic eigenvalue problem  by Yuan, Yongxin & Dai, Hua
Linear Algebra and its Applications 434 (2011) 2367–2381
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
Solutions to an inverse monic quadratic
eigenvalue problem
Yongxin Yuan a, Hua Dai b,∗
a Department of Mathematics, Jiangsu University of Science and Technology, Zhenjiang 212003, China
b Department of Mathematics, Nanjing University of Aeronautics and Astronautics, Nanjing 210016, China
A R T I C L E I N F O A B S T R A C T
Article history:
Received 24 September 2009
Accepted 9 June 2010
Submitted by V. Mehrmann
AMS classiﬁcation:
65F18
15A24
15A57
Keywords:
Quadratic eigenvalue problem
Inverse eigenvalue problem
Monic quadratic pencil
Partially prescribed spectral information
Given n + 1 pairs of complex numbers and vectors (closed under
complex conjugation), the inverse quadratic eigenvalue problem
is to construct real symmetric or anti-symmetric matrix C and
real symmetric matrix K of size n × n so that the quadratic pencil
Q(λ) = λ2In + λC + K has the given n + 1 pairs as eigenpairs.
Necessary and sufﬁcient conditions under which this quadratic
inverse eigenvalue problem is solvable are obtained. Numeri-
cal algorithms for solving the problem are developed. Numerical
examples illustrating these solutions are presented.
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1. Introduction
Given n × n real matricesM, C and K , let
Q(λ) := λ2M + λC + K.
Then Q(λ) is called a quadratic pencil deﬁned byM, C and K . IfM is the n × n identity matrix In, Q(λ)
is said to be a monic quadratic pencil. Q(λ) = λ2In + λC + K is called a monic gyroscopic quadratic
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pencil if C and K are anti-symmetric and symmetric, respectively. The quadratic eigenvalue problem
(QEP) is to ﬁnd scalars λ and nonzero vectors x such that
Q(λ)x = 0,
where λ and x are called, respectively, eigenvalues and eigenvectors of the pencil Q(λ). It is well
known that the QEP has 2n ﬁnite eigenvalues over the complex ﬁeld, provided that the leading matrix
coefﬁcient M is nonsingular. In many practical applications, the matrix coefﬁcients M, C and K in the
QEP have some structure properties. For example, M, C, and K represent the mass, damping, and
stiffness matrices, respectively, in damped systems, and are usually real and symmetric with the
matricesM and K being positive deﬁnite and semi-deﬁnite, respectively. ThematricesM and K are real
symmetric withM being positive deﬁnite, and C is real anti-symmetric, in gyroscopic systems which
correspond to spinning structures where the Coriolis inertia forces are taken into account. A detailed
theoretical analysis of matrix polynomials in general and quadratic pencils in particular can be found
in the seminal books [21,16]. Tisseur andMeerbergen [32] surveyedmany applications, mathematical
properties, and a variety of numerical methods for the QEP.
The process of solving the eigenvalue problems and, hence, inducing the dynamical behavior of a
system from a priori known geometrical and physical parameters such as length, area, mass, elasticity,
and so on, is referred to as a direct problem. The inverse problem, in contrast, is to recover, or estimate
the geometrical and physical parameters of the system from its measured or desired behavior. The
inverse problem is just as important as the direct problem in application. The inverse eigenvalue
problem has received considerable discussions. Some general reviews and extensive bibliographies
can be found in [5,7]. The latest progress in solving the inverse eigenvalue problems has been detailed
in a recent book by Chu and Golub [8].
The inverse quadratic eigenvalue problem (IQEP) is concerned with determining the matrix coefﬁ-
cientsM, C, andK in thepencilQ(λ) from itsmeasuredor expectedeigeninformation. The formulations
of the IQEPs depend on the type of eigeninformation available and the conditions imposed upon the
matrix coefﬁcients. Recently, the IQEPhas receivedmuchattentionbecause its formationhas arisen in a
wide variety of applications. Areas of applications include structural design [18], ﬁnite element model
updating for damped or gyroscopic systems [28,14,19,17], inverse problems for damped vibration
systems [22,24,30,31], damage detection [33], control design for second-order systems [12,13,29], and
system identiﬁcation [27,1]. There are many articles in the area of the IQEP. Particularly, based on
the spectral theory of matrix polynomials, Lancaster et al. considered the IQEP of constructing real
matrices M, C, and K [23,22], Hermitian matrices M, C, and K [15], real symmetric matrices M, C, and
K [23,22], and real symmetric positive deﬁnite or semi-deﬁnite matrices M, C, and K [24,22] so that
the quadratic pencil Q(λ) has the complete information on eigenvalues and eigenvectors. The inverse
spectral problems of determining real symmetric matrices C and K so that the monic quadratic pencil
Q(λ) = λ2In + λC + K possesses the complete spectral information have been solved by Lancaster
and Ye [26], Starek and Inman [30,31]. In a large or complicated structural system, however, it is often
impossible tomeasurecomplete spectral informationdue to theﬁnitebandwidthofmeasuringdevices.
It might bemore reasonable to consider an IQEPwhere only partial spectral information is prescribed.
Chu et al. [6] considered the problem of recovering a serially linked, dampedmass-spring system from
twoprescribed eigenpairs. Bai [2] discussed theproblemof constructing adampedmass-spring system
from two real eigenvalues and three real eigenvectors, two complex conjugate eigenpairs and a real
eigenvector, and k (k 3) eigenpairs, respectively. Bai [3] considered the problem of determining real
symmetric tridiagonal matrices C and K so that the monic quadratic pencil Q(λ) = λ2In + λC + K
possesses partially described eigenpairs. Given k pairs of complex numbers and vectors (closed under
conjugation), an IQEP of constructing n × n real symmetric matricesM, C, and K so that the quadratic
pencil Q(λ) has the given k pairs as eigenpairs has been studied. For the IQEPwith k(k n) prescribed
eigenpairs, special symmetric solutionsM, C, and K withM and K being symmetric positive deﬁnite, a
general solution and some particular solutions with additional eigeninformation have been derived in
[9] and [20], respectively. For the IQEP with k(n < k 2n) prescribed eigenpairs, the solubility theory
of the problem and the general symmetric solution have been given in [4].
An IQEP of interest here is thatwhere the leadingmatrix coefﬁcientM is known and is real symmet-
ric positive deﬁnite and only C and K are to be determined. Note that the symmetry of C and K implies
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that there are totally n(n + 1) unknowns involved in the inverse problem. It is natural to conjecture
that the quadratic pencil could be determined from given n + 1 eigenpairs closed under complex
conjugation. The goal of this paper is to derive the conditions on the spectral information under which
the IQEP can be solved and solved uniquely. Let M = LLT denote the Cholesky decomposition of M,
then the QEP is equivalent to
Q˜(λ)(LTx) = 0,
where
Q˜(λ) = λ2In + λL−1CL−T + L−1KL−T .
Without loss of generality, we may assume that the given matrix M in our inverse problem is the
identity matrix. Depending upon whether the desired matrix C is real symmetric or anti-symmetric,
we consider the following inverse monic quadratic eigenvalue problems (IMQEPs).
IMQEP-1. Given a pair of matrices (Λ, X) in the form
Λ = diag{λ1, λ2, . . . , λ2l−1, λ2l , λ2l+1, . . . , λn+1} ∈ C(n+1)×(n+1) (1.1)
and
X = [x1, x2, . . . , x2l−1, x2l , x2l+1, . . . , xn+1] ∈ Cn×(n+1), (1.2)
where diagonal elements ofΛ are all distinct, X is of full row rank n, and bothΛ and X are closed under
complex conjugation in the sense that λ2j = λ¯2j−1 ∈ C, x2j = x¯2j−1 ∈ Cn for j = 1, . . . , l, and λk ∈
R, xk ∈ Rn for k = 2l + 1, . . . , n + 1, ﬁnd real symmetric matrices C and K that satisfy the equation
XΛ2 + CXΛ + KX = 0. (1.3)
In other words, each pair (λk, xk)(k = 1, . . . , n + 1) is an eigenpair of the monic quadratic pencil
Q(λ) = λ2In + λC + K. (1.4)
IMQEP-2. Given a pair of matrices (Λ, X) in the form
Λ = diag{λ1, λ2, . . . , λ2l−1, λ2l , λ2l+1, . . . , λn+1} ∈ C(n+1)×(n+1) (1.5)
and
X = [x1, x2, . . . , x2l−1, x2l , x2l+1, . . . , xn+1] ∈ Cn×(n+1), (1.6)
where diagonal elements of Λ are all distinct, X is of full row rank n, and both Λ and X are closed
under complex conjugation in the sense that λ2j = λ¯2j−1 ∈ C, x2j = x¯2j−1 ∈ Cn for j = 1, . . . , l, and
λ2k = −λ2k−1 ∈ R for k = l + 1, . . . , [(n + 1)/2], and xk ∈ Rn for k = 2l + 1, . . . , n + 1, ﬁnd real
anti-symmetric matrices C and real symmetric K that satisfy the Eq. (1.3).
The IMQEP-1 was ﬁrst presented and considered by Chu et al. in [9]. They gave some sufﬁcient
conditions under which the problem is uniquely solvable. In this paper, we use a different method to
derive necessary and sufﬁcient conditions for the solvability of the IMQEP-1. Somenecessary and sufﬁ-
cient conditions for the solvability of the IMQEP-2 are established in this investigation. The expression
of the general solution of both IMQEP-1 and IMQEP-2 is given. Furthermore, numerical algorithms
for solving the IMQEP-1 and IMQEP-2 are developed, and three numerical examples are presented to
illustrate our results.
Throughout this paper, we shall adopt the following notation. Cm×n, Rm×n denote the set of all
m × n complex and real matrices, respectively. ORn×n denotes the set of all orthogonal matrices in
Rn×n. For A ∈ Cm×n, rank(A), AT , and A+ denote the rank, transpose and Moore–Penrose generalized
inverse of A, respectively. For a symmetric A ∈ Rn×n, A > 0(A 0) means a real symmetric positive
deﬁnite (semi-deﬁnite) matrix.
2. IMQEP-1
Let αi = Re(λi) (the real part of complex number λi), βi = Im(λi) (the imaginary part of complex
number λi), yi = Re(xi), zi = Im(xi) for i = 1, 3, . . . , 2l − 1, and
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Λ˜ = diag(Λ˜1, Λ˜2) ∈ R(n+1)×(n+1), (2.1)
where Λ˜1 = diag
{[
α1 β1−β1 α1
]
, . . . ,
[
α2l−1 β2l−1−β2l−1 α2l−1
]}
, Λ˜2 = diag{λ2l+1, . . . , λn+1}, and
X˜ = [y1, z1, . . . , y2l−1, z2l−1, x2l+1, . . . , xn+1] ∈ Rn×(n+1). (2.2)
Then the Eq. (1.3) is equivalent to the following equation:
X˜Λ˜2 + CX˜Λ˜ + KX˜ = 0. (2.3)
Since rank(X) = rank (X˜) = n, the singular value decomposition (SVD) of X˜ is of the form
X˜ = U[, 0]QT = UQT1 , (2.4)
where U ∈ ORn×n, = diag(σ1, . . . , σn) > 0, Q = [Q1, q] ∈ OR(n+1)×(n+1) with
q = [q1, q2, . . . , qn+1]T . (2.5)
Substituting (2.4) into (2.3), we obtain the equation:
Q1
2QT1 Λ˜
2 + Q1UTCUQT1 Λ˜ + Q1UTKUQT1 = 0. (2.6)
For convenience, we shall denote
G˜ = Q12QT1 =
(
X˜
)T
X˜, C˜ = Q1UTCUQT1 , K˜ = Q1UTKUQT1 , (2.7)
then the Eq. (2.6) can be written as
G˜Λ˜2 + C˜Λ˜ + K˜ = 0, (2.8)
where C˜, K˜ are yet to be determined. It is obvious that the Eq. (2.8) with unknown matrix K˜ has a
symmetric solution if and only if
G˜Λ˜2 + C˜Λ˜ =
(
Λ˜T
)2
G˜ + Λ˜T C˜T . (2.9)
It is easy toverify that C˜0 = −Λ˜T G˜ − G˜Λ˜ is aparticular symmetric solution to theEq. (2.9). Consider
the following homogeneous equation:
HΛ˜ = Λ˜TH, s.t. H = HT . (2.10)
Let
H =
[
H1 H2
HT2 H3
]
, H1 = HT1 ∈ R2l×2l , H3 = HT3 ∈ R(n+1−2l)×(n+1−2l), (2.11)
then the Eq. (2.10) is equivalent to the following three matrix equations:
H3Λ˜2 = Λ˜2H3, (2.12)
H2Λ˜2 = Λ˜T1H2, (2.13)
H1Λ˜1 = Λ˜T1H1. (2.14)
Since the matrix H3 can be commuted with the diagonal matrix Λ˜2 and the diagonal elements of
Λ˜2 are distinct, it follows from the Eq. (2.12) that
H3 = diag(ξ2l+1, . . . , ξn+1), (2.15)
where the scalars ξj(j = 2l + 1, . . . , n + 1) are arbitrary real numbers.
Note that the matrices Λ˜2 and Λ˜
T
1 have no eigenvalues in common. Applying an established result
[25, Section 12.5, Theorem 1], we conclude that
H2 = 0. (2.16)
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Now, we are ready to deal with the Eq. (2.14). Let
H1 = [Hij]2l×2l with Hij =
⎡⎣η(ij)1 η(ij)2
η
(ij)
3 η
(ij)
4
⎤⎦
2×2
, for i, j = 1, . . . , l. (2.17)
When i /= j(i, j = 1, . . . , l), it follows from the Eq. (2.14) that⎡⎣η(ij)1 η(ij)2
η
(ij)
3 η
(ij)
4
⎤⎦[ α2j−1 β2j−1−β2j−1 α2j−1
]
=
[
α2i−1 −β2i−1
β2i−1 α2i−1
]⎡⎣η(ij)1 η(ij)2
η
(ij)
3 η
(ij)
4
⎤⎦ . (2.18)
After some manipulation this results in⎡⎢⎢⎢⎢⎣
ζ −β2j−1 β2i−1 0
β2j−1 ζ 0 β2i−1
−β2i−1 0 ζ −β2j−1
0 −β2i−1 β2j−1 ζ
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
η
(ij)
1
η
(ij)
2
η
(ij)
3
η
(ij)
4
⎤⎥⎥⎥⎥⎥⎥⎦ = 0, (2.19)
where ζ = α2j−1 − α2i−1. It is easily veriﬁed that
det
⎡⎢⎢⎢⎢⎣
ζ −β2j−1 β2i−1 0
β2j−1 ζ 0 β2i−1
−β2i−1 0 ζ −β2j−1
0 −β2i−1 β2j−1 ζ
⎤⎥⎥⎥⎥⎦
=
(
β22j−1 − β22i−1
)2 + ζ 4 + 2ζ 2 (β22i−1 + β22j−1) /= 0.
Hence, from the Eq. (2.19), we obtain
η
(ij)
t = 0 for t = 1, 2, 3, 4,
namely,
Hij = 0 for i /= j, i, j = 1, . . . , l.
When i = j (i = 1, . . . , l), it follows from the Eq. (2.14) that
Hii =
[
ε2i−1 δ2i−1
δ2i−1 −ε2i−1
]
, i = 1, . . . , l, (2.20)
where the scalars ε2i−1, δ2i−1(i = 1, . . . , l) are arbitrary real numbers.
Thus, the general symmetric solution to the Eq. (2.10) with unknownmatrix H can be expressed as
H = diag
{[
ε1 δ1
δ1 −ε1
]
, . . . ,
[
ε2l−1 δ2l−1
δ2l−1 −ε2l−1
]
, ξ2l+1, . . . , ξn+1
}
. (2.21)
The general symmetric solution to the Eq. (2.9) with unknown matrix C˜ becomes
C˜ = −Λ˜T G˜ − G˜Λ˜ + H. (2.22)
Combining (2.22) with (2.8), we have
K˜ = Λ˜T G˜Λ˜ − HΛ˜. (2.23)
Inserting (2.22) and (2.23) into (2.7), we obtain
Q1U
TCUQT1 = −Λ˜T G˜ − G˜Λ˜ + H (2.24)
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and
Q1U
TKUQT1 = Λ˜T G˜Λ˜ − HΛ˜. (2.25)
Following an established result [11, Theorem 2.1], we conclude that the Eqs. (2.24) and (2.25) have
symmetric solutions with respect to unknown matrices C and K if and only if
Hq = G˜Λ˜q (2.26)
and
HΛ˜q = Λ˜T G˜Λ˜q. (2.27)
Note that if the Eq. (2.26) has a solution, say H0, then H0 must be a solution to the Eq. (2.27) due to
the symmetry of matrix H0Λ˜. Therefore, we only need to consider the solvability condition for the Eq.
(2.26). It follows from (2.5) and (2.21) that the Eq. (2.26) is equivalent to⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[
q1 q2
−q2 q1
]
0
. . . [
q2l−1 q2l
−q2l q2l−1
]
q2l+1
. . .
0 qn+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ε1
δ1
...
ε2l−1
δ2l−1
ξ2l+1
...
ξn+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= G˜Λ˜q. (2.28)
Let
N = diag
{[
q1 q2
−q2 q1
]
, . . . ,
[
q2l−1 q2l
−q2l q2l−1
]
, q2l+1, . . . , qn+1
}
, g = G˜Λ˜q. (2.29)
Then, the Eq. (2.28) with respect to unknowns ε2i−1, δ2i−1(i = 1, . . . , l), ξk(k = 2l + 1, . . . , n + 1)
has a solution if and only if
rank[N, g] = rank(N), (2.30)
and has a unique solution if and only if
det(N) /= 0, (2.31)
or equivalently,
q22i−1 + q22i /= 0 (i = 1, . . . , l) and qk /= 0 (k = 2l + 1, . . . , n + 1). (2.32)
From above discussion, and noting that X˜+ = Q1−1UT , we summarize our ﬁrst major result as
follows:
Theorem 2.1. Let (Λ, X) ∈ C(n+1)×(n+1) × Cn×(n+1) be given as in (1.1) and (1.2). Separate matrices
Λ and X into real parts and imaginary parts resulting matrices Λ˜ and X˜ expressed as in (2.1) and (2.2).
Let the SVD of the matrix X˜ be (2.4), and G˜, N, g be the same as in (2.7) and (2.29). Then
(1) IMQEP-1 has a solution if and only if the condition (2.30) holds.
(2) IMQEP-1 has a unique solution if and only if the condition (2.31) or (2.32) is satisﬁed. In this case,
the unique solution to IMQEP-1 can be expressed as
C = −
(
X˜+
)T
Λ˜T X˜T − X˜Λ˜X˜+ +
(
X˜+
)T
HX˜+, (2.33)
K =
(
X˜+
)T (
Λ˜T X˜T X˜Λ˜ − HΛ˜
)
X˜+, (2.34)
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where H is the same as in (2.21) whose elements ε2i−1, δ2i−1(i = 1, . . . , l) and ξk(k = 2l +
1, . . . , n + 1) are the unique solution to the linear equation system (2.28).
Corollary 2.2. Under the same assumptions as in Theorem 2.1, if QT1 Λ˜q = 0 and, det(N) /= 0, then the
unique solution to IMQEP-1 can be expressed as
C = −
(
X˜+
)T
Λ˜T X˜T − X˜Λ˜X˜+,
K =
(
X˜+
)T
Λ˜T X˜T X˜Λ˜X˜+  0.
The above discussion offers a constructive way to solve IMQEP-1. Based on the Theorem 2.1, we
develop an algorithm for ﬁnding the unique solution to IMQEP-1 as follows.
Algorithm 2.1
(1) Form the matrices Λ˜ and X˜ as in (2.1) and (2.2) from the given data Λ and X .
(2) Compute the SVD (2.4) of the matrix X˜ .
(3) Form the matrix N in (2.29) with the elements of the vector q.
(4) If the condition (2.31) or (2.32) holds, then continue; otherwise, stop.
(5) Solve the linear equation system (2.28) for unknowns ε2i−1, δ2i−1(i = 1, . . . , l), ξk(k = 2l +
1, . . . , n + 1) and form the matrix H in (2.21).
(6) Compute the unique solution C and K according to (2.33) and (2.34).
Remark 2.1. In Algorithm 2.1, the SVD of the matrix X˜ may be replaced by the QR factorization X˜ =
[L, 0]QT , where L ∈ Rn×n is lower triangular and nonsingular, Q = [Q1, q] ∈ OR(n+1)×(n+1) and q ∈
Rn+1. In fact, q is the unit vector for the null space of the matrix X˜ . Using the QR factorization of X˜, q
may be computed efﬁciently, see, e.g. [10].
3. IMQEP-2
In this section, we will solve IMQEP-2. We consider ﬁrst the case where n is odd. Let n = 2m + 1,
βi = Im(λi), yi = Re(xi), zi = Im(xi), i = 1, 3, . . . , 2l − 1
and
Λ˜ = diag(Λ˜1, Λ˜2) ∈ R(n+1)×(n+1), (3.1)
where
Λ˜1 = diag
{[
0 β1
−β1 0
]
, . . . ,
[
0 β2l−1
−β2l−1 0
]}
,
Λ˜2 = diag{λ2l+1,−λ2l+1, . . . , λ2m+1,−λ2m+1},
and
X˜ = [y1, z1, . . . , y2l−1, z2l−1, x2l+1, . . . , xn+1] ∈ Rn×(n+1). (3.2)
Then the Eq. (1.3) is equivalent to the Eq. (2.3).
Let the SVD of the matrix X˜ be of the form (2.4). Upon substitution and using the notations in (2.7),
the Eq. (2.3) can also be written as (2.8). Similarly, if the unknownmatrix K˜ is desired to be symmetric
then theunknownmatrix C˜must also satisfy the relation (2.9). It is easily veriﬁed that C˜0 = Λ˜T G˜ − G˜Λ˜
is a particular anti-symmetric solution to the Eq. (2.9). Consider the following homogeneous equation:
HΛ˜ = Λ˜THT , s.t. H = −HT . (3.3)
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Let
H =
[
H1 H2
−HT2 H3
]
, H1 = −HT1 ∈ R2l×2l , H3 = −HT3 ∈ R(n+1−2l)×(n+1−2l), (3.4)
then the Eq. (3.3) is equivalent to the following equations:
H3Λ˜2 = −Λ˜2H3, (3.5)
H2Λ˜2 = −Λ˜T1H2, (3.6)
H1Λ˜1 = −Λ˜T1H1. (3.7)
Similarly solving the Eqs. (2.12)–(2.14), it follows that the general anti-symmetric solution to the
Eq. (3.3) can be expressed as
H =
[
H1 0
0 H3
]
= diag
{[
0 δ1
−δ1 0
]
, . . . ,
[
0 δ2l−1
−δ2l−1 0
]
,
[
0 δ2l+1
−δ2l+1 0
]
, . . . ,
[
0 δn
−δn 0
]}
. (3.8)
Therefore, the general anti-symmetric solution to the equation G˜Λ˜2 + C˜Λ˜ = (Λ˜T )2G˜ + Λ˜T C˜T with
respect to unknown matrix C˜ becomes
C˜ = Λ˜T G˜ − G˜Λ˜ + H, (3.9)
where the scalars δi(i = 1, 3, . . . , n) are arbitrary real numbers.
Combining (3.9) with (2.8), we get
K˜ = −Λ˜T G˜Λ˜ − HΛ˜. (3.10)
Inserting (3.9) and (3.10) into (2.7), we have
Q1U
TCUQT1 = Λ˜T G˜ − G˜Λ˜ + H (3.11)
and
Q1U
TKUQT1 = −Λ˜T G˜Λ˜ − HΛ˜. (3.12)
Using again Theorem 2.1 in [11], it follows that the Eq. (3.11) has an anti-symmetric solution C and the
Eq. (3.12) has a symmetric solution K if and only if
Hq = G˜Λ˜q (3.13)
and
− HΛ˜q = Λ˜T G˜Λ˜q (3.14)
hold.
Note that if the Eq. (3.13) has a solution, say H0, then H0 must be a solution to the Eq. (3.14) due to
the symmetry of matrix H0Λ˜. Therefore, we only need to consider the solvability of the Eq. (3.13). Let
N =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[
q2
−q1
]
[
q4
−q3
]
. . . [
qn+1
−qn
]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R(n+1)×(n+1)/2, g = G˜Λ˜q. (3.15)
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It is easy to check that the Eq. (3.13) is equivalent to the following linear equation system:
Nδ = g, (3.16)
where δ = [δ1, δ3, . . . , δn]T . It is well known that the linear equation system (3.16) has a solution if
and only if
rank[N, g] = rank(N), (3.17)
and has a unique solution if and only if
rank[N, g] = rank(N) = (n + 1)/2, (3.18)
or equivalently,
rank[N, g] = rank(N), q22i−1 + q22i /= 0, i = 1, 2, . . . , (n + 1)/2. (3.19)
Summing up above discussion, we have proved the following result.
Theorem 3.1. Let (Λ, X) ∈ C(n+1)×(n+1) × Cn×(n+1) begivenas in (1.5)and (1.6)andnbeodd.Separate
thematricesΛ and X into real parts and imaginary parts resulting Λ˜ and X˜ expressed as in (3.1) and (3.2).
Let the SVD of the matrix X˜ be of the form (2.4), and G˜, N, g are the same as in (2.7) and (3.15). Then
(1) IMQEP-2 has a solution if and only if the condition (3.17) holds.
(2) IMQEP-2 has a unique solution if and only if the condition (3.18) or (3.19) holds. In this case, the
unique solution of IMQEP-2 can be expressed as
C =
(
X˜+
)T
Λ˜T X˜T − X˜Λ˜X˜+ +
(
X˜+
)T
HX˜+, (3.20)
K = −
(
X˜+
)T
(Λ˜T X˜T X˜Λ˜ + HΛ˜)X˜+, (3.21)
where H is the same as in (3.8) whose elements δi(i = 1, 3, . . . , n) are the unique solution to the
linear equation system (3.16).
Based on the Theorem 3.1, we present the following algorithm for ﬁnding the unique solution to
IMQEP-2 with n being odd.
Algorithm 3.1
(1) Form the matrices Λ˜ and X˜ as in (3.1) and (3.2) from the given data Λ and X .
(2) Compute the SVD (2.4) of X˜ .
(3) Form the matrix N in (3.15) with the elements of the vector q in (2.5).
(4) If the condition (3.18) holds, then continue; otherwise, stop.
(5) Solve the linear equation system (3.16) for unknowns δi (i = 1, 3, . . . , n) and form the matrix H
in (3.8).
(6) Compute the unique solution C and K according to (3.20) and (3.21).
Now, we consider the case where n is even. Let n = 2m,
βi = Im(λi), yi = Re(xi), zi = Im(xi), i = 1, 3, . . . , 2l − 1
and
Λ˜ = diag(Λ˜1, Λ˜2) ∈ R(n+1)×(n+1), (3.22)
where
Λ˜1 = diag
{[
0 β1
−β1 0
]
, . . . ,
[
0 β2l−1
−β2l−1 0
]}
,
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Λ˜2 = diag{λ2l+1,−λ2l+1, . . . , λ2m−1,−λ2m−1, λ2m+1},
and
X˜ = [y1, z1, . . . , y2l−1, z2l−1, x2l+1, . . . , xn+1] ∈ Rn×(n+1). (3.23)
Using the SVD (2.4) of thematrix X˜ and thenotations in (2.7),we can obtain the general anti-symmetric
solution to the equation G˜Λ˜2 + C˜Λ˜ = (Λ˜T )2G˜ + Λ˜T C˜T with respect to unknownmatrix C˜ by a similar
construction
C˜ = Λ˜T G˜ − G˜Λ˜ + H, (3.24)
where
H = diag
{[
0 δ1
−δ1 0
]
, . . . ,
[
0 δm
−δm 0
]
, 0
}
∈ R(n+1)×(n+1) (3.25)
with the scalars δi(i = 1, 2, . . . , m) being arbitrary real numbers.
It follows from (3.24) that the general symmetric solution to the Eq. (2.8) with respect to unknown
matrix K˜ can be expressed as
K˜ = −Λ˜T G˜Λ˜ − HΛ˜. (3.26)
Similarly, it follows from Theorem 2.1 in [11] that the following equations:
Q1U
TCUQT1 = Λ˜T G˜ − G˜Λ˜ + H (3.27)
and
Q1U
TKUQT1 = −Λ˜T G˜Λ˜ − HΛ˜. (3.28)
have an anti-symmetric solution C and a symmetric solution K , respectively, if and only if
Hq = G˜Λ˜q (3.29)
holds.
Let
N =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
[
q2
−q1
]
. . . [
q2m
−q2m−1
]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R2m×m, g = G˜Λ˜q =
[
g˜
gn+1
]
, δ =
⎡⎢⎢⎢⎣
δ1
...
δm
⎤⎥⎥⎥⎦ (3.30)
where g˜ ∈ Rn, gn+1 = eTn+1G˜Λ˜q, and en+1 is the last column of the (n + 1) × (n + 1) identitymatrix.
It is easy to verify that the Eq. (3.29) is equivalent to
Nδ = g˜, gn+1 = 0. (3.31)
Therefore, we known that the Eq. (3.29) has a solution if and only if
rank[N, g˜] = rank(N), eTn+1G˜Λ˜q = 0, (3.32)
and has a unique solution if and only if
rank[N, g˜] = rank(N) = n/2, eTn+1G˜Λ˜q = 0 (3.33)
or equivalently,
rank[N, g˜] = rank(N), q22i−1 + q22i /= 0( i = 1, 2, . . . , n/2), eTn+1G˜Λ˜q = 0. (3.34)
By now, we obtain the following result.
Theorem 3.2. Let (Λ, X) ∈ C(n+1)×(n+1) × Cn×(n+1) be given as in (1.5) and (1.6) and n be even.
Separate the matrices Λ and X into real parts and imaginary parts resulting Λ˜ and X˜expressed as in
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(3.22) and (3.23). Let the SVD of the matrix X˜ be of the form (2.4), and G˜, N, g are the same as in (2.7)
and (3.30). Then:
(1) IMQEP-2 has a solution if and only if the condition (3.32) holds.
(2) IMQEP-2 has a unique solution if and only if the condition (3.33) or (3.34) holds. In this case, the
unique solution of IMQEP-2 can be expressed as
C =
(
X˜+
)T
Λ˜T X˜T − X˜Λ˜X˜+ +
(
X˜+
)T
HX˜+, (3.35)
K = −
(
X˜+
)T
(Λ˜T X˜T X˜Λ˜ + HΛ˜)X˜+, (3.36)
where H is the same as in (3.25) whose elements δi(i = 1, 2, . . . , n/2) are the unique solution to
the linear equation system (3.31).
From the Theorem 3.2, we can give an algorithm for ﬁnding the unique solution to IMQEP-2 with n
being even.
Algorithm 3.2
(1) Form the matrices Λ˜ and X˜ as in (3.22) and (3.23) from the given data Λ and X .
(2) Compute the SVD (2.4) of X˜ .
(3) Form the matrix N in (3.30) with the elements of the vector q in (2.5).
(4) If the condition (3.33) holds, then continue; otherwise, stop.
(5) Solve the linear equation system (3.31) for unknowns δi(i = 1, 2, . . . , n/2) and form the matrix
H in (3.25).
(6) Compute the unique solution C and K according to (3.35) and (3.36).
Remark 3.1. In Algorithm 3.1 and Algorithm 3.2, the SVD of the matrix X˜ is also replaced by the QR
factorization. The unit vector q in the null space of the matrix X˜ may be effectively computed by using
the QR factorization of X˜ , see, e.g. [10].
4. Numerical examples
In this section, we present three numerical examples to illustrate the solutions constructed in
Sections 2 and 3. For presentation, we report all numbers in ﬁve signiﬁcant digits only, though all
computations are carried out in MATLAB with full precision on a personal computer.
Example 4.1 [9]. Consider IMQEP-1 where the partial eigeninformation (Λ, X) ∈ C6×6 × C5×6 is
given by
X =
⎡⎢⎢⎢⎢⎢⎢⎣
15.159 − 11.123i 15.159 + 11.123i 65.621 + 34.379i 65.621 − 34.379i 2.2245 34.675
−77.470 − 14.809i −77.470 + 14.809i 22.625 + 24.189i 22.625 − 24.189i 1.5893 −5.8995
2.1930 − 10.275i 2.1930 + 10.275i −37.062 + 15.825i −37.062 − 15.825i 2.1455 37.801
0.38210 + 16.329i 0.38210 − 16.329i −9.6496 + 14.401i −9.6496 − 14.401i 2.1752 −66.071
57.042 + 18.419i 57.042 − 18.419i −0.61893 + 25.609i −0.61893 − 25.609i 1.6586 −6.6174
⎤⎥⎥⎥⎥⎥⎥⎦ ,
Λ=diag(−0.31828 + 0.86754i,−0.31828 − 0.86754i,−0.95669 + 0.17379i,
−0.95669 − 0.17379i,−4.4955, 1.5135).
It is easy to form the matrices X˜ and Λ˜ according to (2.1) and (2.2). We obtain the vector q =
(−0.036137, 0.16491, 0.022612,−0.088050, 0.98015, 0.050323)T from the SVD of the matrix X˜ . It
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follows from Theorem 2.1 that IMQEP-1 has a unique solution. Using Algorithm 2.1, we get the unique
solution of IMQEP-1
C =
⎡⎢⎢⎢⎢⎢⎢⎣
1.3736 1.0087 1.0979 1.7810 0.84738
1.0087 1.5763 0.78153 0.33772 0.92639
1.0979 0.78151 1.0636 1.8360 0.68102
1.7810 0.33772 1.8360 0.99459 0.47770
0.84738 0.92639 0.68102 0.47770 1.8245
⎤⎥⎥⎥⎥⎥⎥⎦ ,
K =
⎡⎢⎢⎢⎢⎢⎢⎣
0.75736 0.79188 1.3088 1.2479 1.1120
0.79188 1.2970 0.39378 0.91456 0.19323
1.3088 0.39378 0.20703 0.84555 0.40539
1.2479 0.91456 0.84555 0.085277 0.62149
1.1120 0.19323 0.40539 0.62149 0.85275
⎤⎥⎥⎥⎥⎥⎥⎦ ,
and the residual ‖X˜Λ˜2 + CX˜Λ˜ + KX˜‖2 = 4.1001e − 012.
Example 4.2. To generate test data, real 5 × 5 anti-symmetric matrix C and symmetric matrix K are
ﬁrst randomly generated, and the “exact" eigenpairs of the monic quadratic pencil Q(λ) = λ2I5 +
λC + K are numerically computed. We obtain its eigenvalues λ1 = 11.368i = λ¯2, λ3 = 5.1524i =
λ¯4, λ5 = 2.7268, λ6 = −2.7268, λ7 = 1.1807, λ8 = −1.1807, λ9 = 0.68428, λ10 = −0.68428 and
the corresponding eigenvectors
x1 = x¯2 =
⎡⎢⎢⎢⎢⎢⎢⎣
0.35683
0.55650 − 0.31393i
0.096734 + 0.49357i
0.098947 + 0.12795i
0.20732 + 0.37725i
⎤⎥⎥⎥⎥⎥⎥⎦ , x3 = x¯4 =
⎡⎢⎢⎢⎢⎢⎢⎣
0.49299
−0.38581 + 0.10971i
−0.21633 + 0.49592i
0.14716 − 0.28361i
−0.13581 − 0.42753i
⎤⎥⎥⎥⎥⎥⎥⎦ ,
x5 =
⎡⎢⎢⎢⎢⎢⎢⎣
0.32878
−0.14492
−0.35999
−0.75213
0.41899
⎤⎥⎥⎥⎥⎥⎥⎦ , x6 =
⎡⎢⎢⎢⎢⎢⎢⎣
0.45585
−0.016311
0.43762
−0.77465
0.017800
⎤⎥⎥⎥⎥⎥⎥⎦ , x7 =
⎡⎢⎢⎢⎢⎢⎢⎣
0.25971
−0.14812
0.11524
0.44906
−0.33669
⎤⎥⎥⎥⎥⎥⎥⎦ ,
x8 =
⎡⎢⎢⎢⎢⎢⎢⎣
0.13161
0.24494
0.38807
−0.031808
−0.43446
⎤⎥⎥⎥⎥⎥⎥⎦ , x9 =
⎡⎢⎢⎢⎢⎢⎢⎣
−0.36890
−0.23255
−0.35032
−0.60284
0.069174
⎤⎥⎥⎥⎥⎥⎥⎦ , x10 =
⎡⎢⎢⎢⎢⎢⎢⎣
−0.37206
0.40355
−0.31690
−0.48386
−0.21275
⎤⎥⎥⎥⎥⎥⎥⎦ .
We consider IMQEP-2 where the partial eigeninformation is given by
(Λ, X) = (diag(λ1, λ2, λ3, λ4, λ5, λ6), [x1, x2, x3, x4, x5, x6]).
It is easy to construct the matrices X˜ and Λ˜ according to (3.1) and (3.2). We obtain the vector
q = (−0.17074,−0.20861,−0.11726,−0.63044,−0.43334, 0.57301)T from the SVD of thematrix X˜ .
It is easy to check that the condition (3.19) holds. Then it follows from Theorem 3.1 that IMQEP-2
has a unique solution. We reconstruct the unique real monic quadratic pencil Q̂(λ) = λ2I5 + λĈ + K̂
by Algorithm 3.1, and obtain the difference ‖C − Ĉ‖2 = 2.0640e − 014, ‖K − K̂‖2 = 2.9068e − 013,
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Table 4.1
Residuals of the constructed quadratic pencil.
Eigenpairs Residuals ‖Q̂(λj)xj‖2
(λ1 , x1) 3.9360e−014
(λ2 , x2) 3.9360e−014
(λ3 , x3) 5.1689e−014
(λ4 , x4) 5.1689e−014
(λ5 , x5) 3.1001e−014
(λ6 , x6) 5.6942e−014
(λ7 , x7) 6.5185e−014
(λ8 , x8) 8.5192e−014
(λ9 , x9) 7.5661e−014
(λ10 , x10) 1.3066e−013
Table 4.2
Residuals of the constructed quadratic pencils.
Eigenpairs Residual ‖Q1(λj)xj‖2 Residual ‖Q2(λj)xj‖2
(λ1 , x1) 4.9631e−014 1.2637e−012
(λ2 , x2) 4.9631e−014 1.2637e−012
(λ3 , x3) 2.6587e−013 2.2888e−013
(λ4 , x4) 2.6587e−013 2.2888e−013
(λ5 , x5) 1.9570e−014 1.4943e−014
(λ6 , x6) 1.7419e−014 3.0482e−014
(λ7 , x7) 1.1137e−014 9.1174e−015
(λ8 , x8) 7.8724e−015 1.4289e−014
(λ9 , x9) 3.1569e−013 1.2480e−014
(λ10 , x10) 1.6656e−013 1.8329e−014
andtheresidual‖X˜Λ˜2 + ĈX˜Λ˜ + K̂ X˜‖2 = 7.8421e − 014. InTable4.1,weshowtheresiduals‖Q̂(λj)xj‖2,
where (λj , xj)(j = 1, . . . , 10) are the "exact" eigenpairs of Q(λ).
Suppose the prescribed spectral information is given by
(Λ, X) = (diag(λ1, λ2, λ5, λ6, λ7, λ8), [x1, x2, x5, x6, x7, x8]).
or
(Λ, X) = (diag(λ5, λ6, λ7, λ8, λ9, λ10), [x5, x6, x7, x8, x9, x10]).
Note that all eigenvalues and corresponding eigenvectors are real in the latter case. It can be veriﬁed
that both the cases satisfy the condition (3.19). Using Algorithm 3.1, we reconstruct the unique real
quadratic pencils
Q1(λ) = λ2I5 + λC1 + K1, Q2(λ) = λ2I5 + λC2 + K2
for both the cases, respectively, and get the differences ‖C − C1‖2 = 4.2546e − 014, ‖K − K1‖2 =
6.29214e − 013, ‖C − C2‖2 = 1.0547e − 013, ‖K − K2‖2 = 1.0042e − 013, and the residuals‖X˜Λ˜2 + C1X˜Λ˜ + K1X˜‖2 = 5.2330e − 014, ‖X˜Λ˜2 + C2X˜Λ˜ + K2X˜‖2 = 2.5306e − 014. The residuals‖Q1(λj)xj‖2, ‖Q2(λj)xj‖2(j = 1, . . . , 10) are shown in Table 4.2.
Example 4.3. To generate test data, we ﬁrst randomly generate real 4 × 4 anti-symmetric matrix C
and symmetric matrix K , and compute the “exact" eigenpairs of the monic quadratic pencil Q(λ) =
λ2I4 + λC + K , and get its eigenvalues λ1 = 1.5555i = λ¯2, λ3 = 0.82393i = λ¯4, λ5 = 0.72664,
λ6 = −0.72664, λ7 = 0.31292, λ8 = −0.31292, and the corresponding eigenvectors
x1 = x¯2 =
⎡⎢⎢⎢⎢⎣
−0.30388i
−0.067519 − 0.26757i
−0.14255 − 0.16466i
−0.14628 − 0.23473i
⎤⎥⎥⎥⎥⎦ , x3 = x¯4 =
⎡⎢⎢⎢⎢⎣
0.0039407 − 0.17963i
−0.40192 − 0.15027i
0.56499
−0.011352 + 0.24472i
⎤⎥⎥⎥⎥⎦ ,
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Table 4.3
Residuals of the constructed quadratic pencils.
Eigenpairs Residual ‖Q˜(λj)xj‖2 Residual ‖Q̂(λj)xj‖2
(λ1 , x1) 3.0502e−015 2.8863e−015
(λ2 , x2) 3.0502e−015 2.8863e−015
(λ3 , x3) 1.5297e−015 1.0023e−014
(λ4 , x4) 1.5297e−015 1.0023e−014
(λ5 , x5) 7.2964e−016 3.3607e−015
(λ6 , x6) 8.4107e−016 1.6644e−015
(λ7 , x7) 3.5448e−015 3.8085e−015
(λ8 , x8) 2.0641e−015 7.4709e−015
x5 =
⎡⎢⎢⎢⎢⎣
−0.64006
0.40612
0.278201
−0.049402
⎤⎥⎥⎥⎥⎦ , x6 =
⎡⎢⎢⎢⎢⎣
0.46204
−0.51839
−0.36201
0.20293
⎤⎥⎥⎥⎥⎦ , x7 =
⎡⎢⎢⎢⎢⎣
0.48336
0.26181
0.26806
−0.77969
⎤⎥⎥⎥⎥⎦ , x8 =
⎡⎢⎢⎢⎢⎣
0.30914
0.056822
0.38863
−0.81301
⎤⎥⎥⎥⎥⎦ .
Suppose the prescribed eigeninformation is given by
(Λ, X) = (diag(λ1, λ2, λ3, λ4, λ5), [x1, x2, x3, x4, x5]),
or
(Λ, X) = (diag(λ1, λ2, λ5, λ6, λ7), [x1, x2, x5, x6, x7]).
It can be checked that both the cases satisfy the condition (3.33). Using Algorithm 3.2, we reconstruct
the unique real quadratic pencils
Q˜(λ) = λ2I4 + λC˜ + K˜ , Q̂(λ) = λ2I4 + λĈ + K̂
for both the cases, respectively, and obtain the errors ‖C − C˜‖2 = 3.4466e − 015, ‖K − K˜‖2 =
1.0430e − 014, ‖C − Ĉ‖2 = 9.7663e − 015, ‖K − K̂‖2 = 1.3713e − 014, and the residuals ‖X˜Λ˜2 +
C˜X˜Λ˜ + K˜ X˜‖2 = 3.0873e − 015, ‖X˜Λ˜2 + ĈX˜Λ˜ + K̂ X˜‖2 = 5.5693e − 015. In Table 4.3, we show the
residuals ‖Q˜(λj)xj‖2, ‖Q̂(λj)xj‖2, where (λj , xj)(j = 1, . . . , 8) are the “exact" eigenpairs of Q(λ).
Suppose we change the ﬁrst element of the complex eigenvectors x1 and x2 to
xˆ1 = ¯ˆx2 =
⎡⎢⎢⎢⎢⎣
1.0000 − 0.30388i
−0.067519 − 0.26757i
−0.14255 − 0.16466i
−0.14628 − 0.23473i
⎤⎥⎥⎥⎥⎦ ,
namely, the prescribed eigeninformation is given by
(Λ, X) = (diag(λ1, λ2, λ5, λ6, λ7), [xˆ1, xˆ2, x5, x6, x7]).
It is easy to verify that rank[xˆ1, xˆ2, x5, x6, x7] = 4 and the condition (3.32) is not satisﬁed because
gn+1 /= 0. Hence, we conclude that the prescribed scalarsλ1, λ2, λ5, λ6, λ7 and the corresponding vec-
tors xˆ1, xˆ2, x5, x6, x7 indicated above cannot be part of the spectrum of any 4 × 4 real monic gyroscopic
quadratic pencil.
Acknowledgement
The authors are grateful to the referees for their valuable comments and suggestions which helped
to improve the presentation of this paper.
Y. Yuan, H. Dai / Linear Algebra and its Applications 434 (2011) 2367–2381 2381
References
[1] K.F. Alvin, K.C. Park, Second-order structural identiﬁcation procedure via state-space-based system identiﬁcation, AIAA J.
32 (1994) 397–406.
[2] Z.J. Bai, Constructing the physical parameters of a damped vibrating system from eigendata, Linear Algebra Appl. 428
(2008) 625–656.
[3] Z.J. Bai, Constructing symmetric tridiagonal inverse quadratic eigenvalue problems with partial eigendata, Inverse
Problems 24 (2008) 015005 (24pp).
[4] Y.F. Cai, Y.C. Kuo, W.W. Lin, S.F. Xu, Solutions to a quadratic inverse eigenvalue problem, Linear Algebra Appl. 430 (2009)
1590–1606.
[5] M.T. Chu, Inverse eigenvalue problems, SIAM Rev. 40 (1998) 1–39.
[6] M.T. Chu,N.D. Buono, B. Yu, Structuredquadratic inverse eigenvalueproblem, I. Serially linked systems, SIAM J. Sci. Comput.
29 (2007) 2668–2685.
[7] M.T. Chu, G.H. Golub, Structured inverse eigenvalue problems, Acta Numer. 11 (2002) 1–71.
[8] M.T. Chu, G.H. Golub, Inverse Eigenvalue Problems: Theory, Algorithms, and Applications, Oxford University Press, Oxford,
2005.
[9] M.T. Chu, Y.C. Kuo, W.W. Lin, On inverse quadratic eigenvalue problems with partially prescribed eigenstructure, SIAM J.
Matrix Anal. Appl. 25 (2004) 995–1020.
[10] T.F. Coleman, D.C. Sorensen, A note on the computation of an orthonormal basis for the null space of a matrix, Math.
Program. 29 (1984) 234–242.
[11] H. Dai, P. Lancaster, Linear matrix equations from an inverse problem of vibration theory, Linear Algebra Appl. 246 (1996)
31–47.
[12] B.N. Datta, S. Elhay, Y.M. Ram, D.R. Sarkissian, Partial eigenstructure assignment for the quadratic pencil, J. SoundVibration
230 (2000) 101–110.
[13] B.N. Datta, D.R. Sarkissian, Theory and computations of some inverse eigenvalue problems for the quadratic pencil, in:
Structured Matrices in Mathematics, Computer Science, and Engineering, Contemp. Math. 280, AMS, Providence, RI, 2001,
pp. 221–240.
[14] M.I. Friswell, J.E. Mottershead, Finite Element Model Updating in Structural Dynamics, Kluwer Academic Publishers,
Dordrecht, 1995.
[15] I. Gohberg, P. Lancaster, L. Rodman, Spectral analysis of selfadjoint matrix polynomials, Ann. Math. 112 (1980) 33–71.
[16] I. Gohberg, P. Lancaster, L. Rodman, Matrix Polynomials, Academic Press, New York, 1982.
[17] S.J. Hu, H. Li, Simultaneous mass, damping, and stiffness updating for dynamic systems, AIAA J. 45 (2007) 2529–2537.
[18] K.T. Joseph, Inverse eigenvalue problem in structural design, AIAA J. 30 (1992) 2890–2896.
[19] Y.C. Kuo, W.W. Lin, S.F. Xu, New methods for ﬁnite element model updating problems, AIAA J. 44 (2006) 1310–1316.
[20] Y.C. Kuo, W.W. Lin, S.F. Xu, Solutions of the partially described inverse quadratic eigenvalue problem, SIAM J. Matrix Anal.
Appl. 29 (2006) 33–53.
[21] P. Lancaster, Lambda-matrices and Vibrating Systems, Pergamon, Oxford, 1966.
[22] P. Lancaster, Inverse spectral problems for semisimple damped vibrating systems, SIAM J. Matrix Anal. Appl. 29 (2007)
279–301.
[23] P. Lancaster, J.Maroulas, Inverseeigenvalueproblems fordampedvibrating system, J.Math.Anal. Appl. 123 (1987)238–261.
[24] P. Lancaster, U. Prells, Inverse problems for damped vibrating systems, J. Sound Vibration 283 (2005) 891–914.
[25] P. Lancaster, M. Tismenetsky, The Theory of Matrices, second ed., Academic Press, New York, 1985.
[26] P. Lancaster, Q. Ye, Inverse spectral problems for linear and quadratic matrix pencils, Linear Algebra Appl. 107 (1988)
293–309.
[27] M. Link, Theory of a method for identifying incomplete system matrices from vibration test data, Z. Flugwiss.
Weltraumforch. 9 (1985) 76–82.
[28] J.E. Mottershead, M.I. Friswell, Model updating in structural dynamics: a survey, J. Sound Vibration 167 (1993) 347–375.
[29] N.K. Nichols, J. Kautsky, Robust eigenstructure assignment in quadratic matrix polynomials: nonsingular case, SIAM J.
Matrix Anal. Appl. 23 (2001) 77–102.
[30] L. Starek, D.J. Inman, A symmetric inverse vibration problem with overdamped modes, J. Sound Vibration 181 (1995)
893–903.
[31] L. Starek, D.J. Inman, A symmetric inverse vibration problem for nonproportional underdamped systems, ASME J. Appl.
Mech. 64 (1997) 601–605.
[32] F. Tisseur, K. Meerbergen, The quadratic eigenvalue problem, SIAM Rev. 43 (2001) 235–286.
[33] D.C. Zimmerman, M. Kaouk, Eigenstructure assignment approach for structural damage detection,AIAA J. 30 (1992) 1848–
1855.
