Abstract. Let (X , d, µ) be a separable metric measure space satisfying the known upper doubling condition, the geometrical doubling condition and the non-atomic condition that µ({x}) = 0 for all x ∈ X . In this paper, we show that the boundedness of a
Introduction
The classical theory of singular integrals of Calderón-Zygmund type started with the study of convolution operators on the Euclidean space associated with singular kernels and has been well developed into a large branch of analysis on metric spaces. One of the most interesting cases is the "space of homogeneous type" in the sense of Coifman and Weiss [3, 4] . Recall that a metric space (X , d) equipped with a nonnegative Borel measure µ is called a space of homogeneous type if (X , d, µ) satisfies the following measure doubling condition that there exists a positive constant C µ such that for any ball B(x, r) ≡ {y ∈ X : d(x, y) < r} with x ∈ X and r ∈ (0, ∞),
µ(B(x, 2r)) ≤ C µ µ(B(x, r)).
(ii) Let (X , d, µ) be an upper doubling space and λ a dominating function on X ×(0, ∞) as in Definition 1.1. It was showed in [11] that there exists another dominating function λ such that for all x, y ∈ X with d(x, y) ≤ r, (1.4) λ(x, r) ≤ C λ(y, r).
Thus, in this paper, we always assume that λ satisfies (1.4).
We now recall the notion of geometrically doubling spaces introduced in [9] . (ii) For any ǫ ∈ (0, 1) and any ball B(x, r) ⊆ X , there exists a finite ball covering {B(x i , ǫr)} i of B(x, r) such that the cardinality of this covering is at most N 0 ǫ −n , where and in what follows, N 0 is as in Definition 1.2 and n ≡ log 2 N 0 .
(iii) For every ǫ ∈ (0, 1), any ball B(x, r) ⊆ X can contain at most N 0 ǫ −n centers {x i } i of disjoint balls with radius ǫr.
(iv) There exists M ∈ N such that any ball B(x, r) ⊆ X can contain at most M centers {x i } i of disjoint balls {B(x i , r/4)} M i=1 .
Now we recall the notions of standard kernels and corresponding Calderón-Zygmund operators in the current setting from [10] . Let M (X ) be the space of all complex-valued Borel measures on X . For a measure ν ∈ M (X ), we denote by ν ≡ X |dν(x)| the total variation of ν and supp ν the smallest closed set F ⊆ X for which ν vanishes on X \ F (such a smallest closed set always exists since X is separable; see [13, p. 466] ). Also, for any function f , supp f means the essential support of the function f , namely, the smallest closed set F ⊆ X such that f vanishes at µ-almost every x ∈ X \ F . Definition 1.3. Let △ ≡ {(x, x) : x ∈ X }. A standard kernel is a mapping K : X × X \ △ → C for which, there exist positive constants τ ∈ (0, 1] and C such that for all x, y ∈ X with x = y, (1.5) |K(x, y)| ≤ C 1 λ(x, d(x, y)) ,
and that for all x, x, y ∈ X with d(x, y) ≥ 2d(x, x), .
A linear operator T is called a Calderón-Zygmund operator with K satisfying (1.5) and (1.6) if for all f ∈ L ∞ b (µ), the space of bounded functions with bounded support, and x / ∈ supp f , T f (x) ≡ X K(x, y)f (y) dµ(y).
A new example of operators with kernel satisfying (1.5) and (1.6) is the so-called Bergman-type operator appearing in [19] ; see also [10] for an explanation.
Assume that T is a Calderón-Zygmund operator with K satisfying (1.5) and (1.6). For any ν ∈ M (X ) with bounded support and x ∈ X \ supp ν, define T ν(x) ≡ X K(x, y) dν(y).
Moreover, the maximal operator T ♯ associated with T is defined as follows. For every f ∈ L ∞ b (µ) and ν ∈ M (X ), we set, for all x ∈ X , 
K(x, y) dν(y).
The main result of this paper reads as follows.
Theorem 1.1. Let T be a Calderón-Zygmund operator with kernel satisfying (1.5) and (1.6) . Then the following statements are equivalent:
T is bounded on L 2 (µ); namely, there exists a positive constant C such that for all
(ii) T is bounded on L p (µ) for some p ∈ (1, ∞); namely, there exists a positive constant
As an application of Theorem 1.1, we also obtain the following boundedness of the maximal operators associated with the Calderón-Zygmund operators. Corollary 1.1. Let T be a Calderón-Zygmund operator with kernel satisfying (1.5) and (1.6), which is bounded on L 2 (µ), and T ♯ the maximal operator associated with T . Then the following statements hold:
(ii) There exists a positive constant c such that for all ν ∈ M (X ),
Moreover, for all f ∈ L 1 (µ),
Together, Theorem 1. This paper is organized as follows. Let (X , d, µ) be a separable metric space satisfying Definitions 1.1 and 1.2, and the non-atomic condition. In Section 2, we make some preliminaries, including a Whitney-type Covering Lemma 2.2 and a Hörmander-type inequality, Lemma 2.4. In Section 3, we first establish a Cotlar type inequality and an endpoint estimate for T in terms of the so-called elementary measures, which is an alternative to the Calderón-Zygmund decomposition introduced by Nazarov, Treil and Volberg [13] in the case of X ≡ R n and the polynomial bound (1.2). As an application of these estimates and the non-atomic assumption, we further obtain (i) ⇒ (ii), (i) ⇒ (iii) and (ii) ⇒ (iii) of Theorem 1.1. We remark that the non-atomic assumption is to guarantee that every A ⊆ X of positive µ-measure can be further divided into two subsets, both of positive µ-measure (see Definition 3.1 and Remark 3.2). Notice that the non-atomic condition is automatically true under the polynomial growth condition (1.2).
Section 4 is devoted to the proof of (iii) ⇒ (i) of Theorem 1.1, while the proof of Corollary 1.1 is presented in Section 5. We point out that in [13] , the size condition of a given Calderón-Zygmund kernel K(x, y) is just related to the distance d(x, y) of x and y, which is a very important fact used in [13] . However, this may be false in our context, since K(x, y) is controlled by [λ(x, d(x, y))] −1 and λ(x, d(x, y)) depends not only on d(x, y), but also on x. To overcome this difficulty, we first restrict µ to the closure of some ball, B(x 0 , M ) for some fixed x 0 ∈ X and large radius M , where and in what follows, for an open ball B, B means the closure of B, and show that (iii) ⇒ (i) of Theorem 1.1 holds for the restriction of µ with constant independent of M . Then by a limiting argument we obtain (iii) ⇒ (i) of Theorem 1.1 for µ. Similar method is also used in the proof of Corollary 1.1 in Section 5. In Section 5, we also obtain an endpoint estimate for T ♯ via the elementary measures. Then as in [13] , using this and some tools of probability theory, we establish Corollary 1.1.
While this manuscript was in finishing touch, we learned that (i) ⇒ (ii) and (i) ⇒ (iii) of Theorem 1.1 and a variant of Lemma 3.1 in this paper were also independently obtained by Anh and Duong in [1] via a different approach modeled after the work of Tolsa [16] for measures of type (1.2) on R n . In fact, Anh and Duong in [1] first established a variant of the Calderón-Zygmund decomposition in this setting; then as an application of this, Anh and Duong further proved Theorem 1.1 and a variant of Lemma 3.1. Our approach, on the other hand, consists of extending the techniques of Nazarov, Treil and Volberg [13] .
Finally, we make some conventions on symbols. Throughout the paper, C, C, c and c stand for positive constants which are independent of the main parameters, but they may vary from line to line. Constants with subscripts, such as C 1 and c 1 , do not change in different occurrences. Also, C(α, β, · · · ) denotes a positive constant depending on α, β, · · · . If f ≤ Cg, we then write f g or g f ; and if f g f , we then write f ∼ g. For any q ∈ (1, ∞), let q ′ ≡ q/(q − 1) be the conjugate index of q. Sometimes, the characteristic function of a set E in X is denoted by χ E or 1 E , depending on what seems convenient in a particular place. For ρ ∈ (0, ∞) and B ≡ B(x, r), the notation ρB ≡ B(x, ρr) means the concentric dilation of B. For any f ∈ L 1 loc (µ), its average in a set E is denoted by
Preliminaries
In this section, we make some preliminary lemmas used in the rest of the paper. We begin with a covering lemma in [11] , which is a simple corollary of [8 
Proof. For any x ∈ Ω, letr(x) ≡ is open and the balls centered at x form a basis of neighborhood of x. Then by Lemma 2.1, there exists a sequence {B i } i ≡ {B(x i ,r(x i ))} i of balls with {x i } i ⊆ Ω satisfying that {B i } i are pairwise disjoint and {B i } i ≡ {5B i } i forms a covering of Ω. Moreover, for each i, set r i ≡ 5r(x i ). Then for any i and y ∈ 2B i , since X \ Ω is closed, we have that
This yields y ∈ Ω and hence 2B i ⊆ Ω, which implies (w) i . On the other hand, since, by the definition of r i , 3r i =
It remains to show (w) ii . To this end, we claim that for any i and x ∈ B i ∩ Ω,
Indeed, by the fact that X \ Ω is closed, we have
which further implies that
Observe that by the definition of r i , dist (x i , X \ Ω) = 2r i . This together with (2.2) gives us that
On the other hand, by this, we also have
which combined with (2.3) implies (2.1), and hence the claim holds. Now let x ∈ Ω and B i contain x. Then by (2.1), we see that B i ⊆ B(x, 2 dist (x, X \Ω)). On the other hand, observe that { 1 5 B i } i = {B i } i are mutually disjoint. This together with another application of (2.1) implies that {B(x i , 1 15 dist (x, X \ Ω))} i are also pairwise disjoint. From this and Remark 1.2(iii), we deduce that the cardinality of
is at most N 0 30 n , and so is the cardinality of {B i } i containing x. Thus, (w) ii holds, which completes the proof of Lemma 2.2.
loc (µ) and ν ∈ M (X ). The centered maximal functions M p f and Mν are defined by setting, for all x ∈ X , , 5r) ) . 
and
Proof. The proof of (ii) is just a mimic of the one in [13, Lemma 3.2] , and the proof of (iii) is similar to that of boundedness of M from
Thus, it suffices to prove (i) by similarity. By Lemma 2.5 in [9] , any disjoint collection of open balls is at most countable, so is any disjoint collection of closed balls. Moreover, by an argument similar to that used in the proof of Proposition 3.5 in [9] , we see that M p is bounded on
This finishes the proof of Lemma 2.3.
Lemma 2.4. Let η ∈ M (X ) such that η(X ) = 0 and supp η ⊆ B(x, ρ) for some ρ ∈ (0, ∞) and x ∈ X , and T be a Calderón-Zygmund operator with kernel satisfying (1.5) and (1.6) as in Definition 1.3. Then there exists a positive constant C, independent of η, x and ρ, such that for all nonnegative Borel measures ν on X ,
Moreover, for any
and (2.6)
where C is a positive constant, independent of η, x, ρ and f .
Proof. By similarity, we only prove (2.4). By η(X ) = 0, supp η ⊆ B(x, ρ) and (1.6), we have that for any y ∈ X \ B(x, 2ρ),
.
Therefore, by (1.3), we have that
which completes the proof of Lemma 2.4.
Proof of Theorem 1.1, Part I
This section is devoted to the proof of the implicity (i) ⇒ (ii), (i) ⇒ (iii) and (ii) ⇒ (iii) of Theorem 1.1. To this end, we first establish an endpoint estimate for T via the so-called elementary measures which are finite linear combinations of unit point masses with positive coefficients. We begin with the following Cotlar type inequality inspired by [13] .
Lemma 3.1. Let T be a Calderón-Zygmund operator with kernel satisfying (1.5) and (1.6), which is bounded on L 2 (µ). Then there exist positive constants C and c such that for any f ∈ L ∞ b (µ) and x ∈ supp µ,
Proof. Let x ∈ supp µ, r ∈ (0, ∞), and r j ≡ 5 j r and µ j ≡ µ(B(x, r j )) for j ∈ Z + ≡ N ∪ {0}. We claim that there exists some j ∈ N such that µ j+1 ≤ 4C 6 λ µ j−1 , where C λ is as in (1.3). For otherwise, by (1.3), we would have that for every j ∈ N,
Letting j → 0, we have µ(B(x, r)) = 0, which contradicts to the fact that µ(B(x, r)) > 0 for each r > 0 and each x ∈ supp µ. Thus, the claim holds.
Let k ∈ N be the smallest integer such that µ k+1 ≤ 4C 6 λ µ k−1 and R ≡ r k−1 ≡ 5 k−1 r. Then we see that
Observe that for all j ∈ {1, · · · , k}, we have that
. From this, (1.5), (1.3) and the Hölder inequality, we then deduce that
Then we have
On the other hand, observe that
where and in what follows, δ x denotes the Dirac measure at x, and for a linear operator T , T * means the adjoint operator of T . By writing
we obtain that
. From the Hölder inequality, the boundedness of T on L 2 (µ) and (3.2). we further deduce that
Then combining the estimates for L 1 and L 2 , and using (3.5), (3.4) and (3.3), we have that for any r ∈ (0, ∞),
Taking the supremum over r ∈ (0, ∞), we obtain (3.1), and hence complete the proof of Lemma 3.1.
Remark 3.1. We point out that if we replace the boundedness of
To prove Theorem 1.1, we still need to recall the notion of non-atomic space; see, for example, [6] . By this, it is straightforward that if µ({x}) = 0 for any x ∈ X , then (X , µ) is a non-atomic space. Moreover, it is known that if (X , µ) is a non-atomic measure space, then for any sets A 0 ⊆ A 1 ⊆ X such that 0 < µ(A 1 ) < ∞ and µ(A 0 ) ≤ t ≤ µ(A 1 ) for some t ∈ (0, ∞), there exists a set E such that A 0 ⊆ E ⊆ A 1 and µ(E) = t; see, for example, [6, p. 65 ].
We say that ν is an elementary measure if it is of the form
where N ∈ N, δ x i is the Dirac measure at some x i ∈ X and α i > 0 for i ∈ {1, · · · , N }. To prove Theorem 1.1, we first establish an endpoint estimate for T on these elementary measures. This generalizes [13, Theorem 5.1], where it was proven for polynomially bounded measures as in (1.2) on R n . Theorem 3.1. Let T be a Calderón-Zygmund operator with kernel satisfying (1.5) and (1.6), which is bounded on L 2 (µ). Then there exist positive constants C 1 and C 2 such that for all elementary measures ν,
Proof. Without loss of generality, we may normalize ν such that ν = N i=1 α i = 1, and hence we only need prove
Since for t ∈ (0, 1/µ(X )], we have
Therefore it remains to consider the case t ∈ (1/µ(X ), ∞). Let B(x 1 , ρ 1 ) be the smallest closed ball such that µ(B(x 1 , ρ 1 )) ≥ α 1 /t. Indeed, since the function ρ → µ(B(x, ρ)) is increasing and continuous from the right, and greater than 1/t ≥ α 1 /t for sufficiently large ρ > 0, such ρ 1 exists and is strictly positive. Then
Since (X , µ) is non-atomic, by Remark 3.2, we can find a Borel set E 1 such that
for the corresponding open ball B(x 2 , ρ 2 ), we have µ(B(x 2 , ρ 2 )\E 1 ) ≤ α 2 /t and henceforth find a Borel set E 2 with the property:
Repeating the process, for i ∈ {3, · · · , N }, we have B(x i , ρ i ) and
We have
Notice that for any i,
For each i, using (2.6) and µ(E i ) = α i t , we see that
Moreover, from (1.5), (1.4) and (1.3), we deduce that
By the estimates of J 1 together with J 2 and (3.9), we obtain that X \E |ϕ i | dµ α i , which, together with (3.8) and the fact that
Via (3.10), to accomplish the proof of Theorem 3.1, it suffices to show that there exist positive constants C 4 and C 5 such that
Indeed, assume that (3.11) holds for the moment. Then from µ(E) = 1 t , (3.10) and (3.11), we deduce that
This implies (3.7), and hence finishes the proof of Theorem 3.1, up to the verification of (3.11), which we do in the following lemma.
Lemma 3.2. The estimate (3.11) holds.
Proof. We first claim that there exist C 4 and C 5 such that for any set F with µ(F ) =
Indeed, let F be such a set. Then the definition of σ gives us that
From (1.4) and (1.3), it follows that for all x ∈ E i ⊆ B(x i , ρ i ) and y ∈ B( y) ), which, together with (1.5) and (1.4), further implies that for all
This combined with the fact that T * χ F \B(x, ρ i ) (x) ≤ (T * ) ♯ χ F (x) and Lemma 3.1 yields that for all x ∈ E i ⊆ B(x i , ρ i ),
Furthermore, by this, (3.
Since T is bounded on L 2 (µ), by duality, we see that T * is also bounded on L 2 (µ) and
From this fact, Lemma 2.3(i), µ(F ) = 1 t = µ(E) and the Hölder inequality, we further deduce that
which together with (3.14) gives that there exist C 4 and C 5 satisfying (3.12). Therefore the claim (3.12) holds. Suppose that µ({x ∈ X : |σ(x)| > C 6 }) > 2/t. Then either
Without loss of generality, we may only consider (3.15) by similarity. Pick some set F ⊆ X with µ(F ) = 1/t such that σ(x) > C 6 everywhere on F (such F exists because of Remark 3.2). Then apparently,
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Thus, we get a contradiction by combining (3.12) with (3.16), which implies (3.11), and hence completes the proof of Lemma 3.2. 
(ii) If we replace the assumption of Theorem 3.1 that T is bounded on L 2 (µ) by that T is bounded on L q (µ) for some q ∈ (1, ∞), then via a slight modification of the proof Theorem 3.1, we have (3.6) with
Proof of Theorem 1.1, Part I. In this part, we show that (i) of Theorem 1.1 implies (ii) and (iii) of Theorem 1.1 and that (ii) of Theorem 1.1 implies (iii) of Theorem 1.1.
We first assume that (i) holds and show that (ii) and (iii) hold. By the Marcinkiewicz interpolation theorem and a duality argument, we obtain (ii) via (iii). Therefore, we only need to prove (iii). To this end, observe that for any f ∈ L 1 (µ), f = f + − f − , where f + ≡ max{f, 0} ≥ 0 and f − ≡ max{−f, 0} ≥ 0. Moreover, if let C b (X ) be the space of all continuous functions with bounded support, by [9, Proposition 3.4] and its proof, we see that for any f ∈ L 1 (µ) and f ≥ 0, there exist {f j } j∈N ⊆ C b (X ) and f j ≥ 0 for all j ∈ N such that f j − f L 1 (µ) → 0 as j → ∞. By these observations combining with the linear property of T , we see that to show (iii), it suffices to prove that (1.7) holds for all f ∈ C b (X ) and f ≥ 0.
Let
This and the boundedness of T on L 2 (µ) yield that
which implies that
We now estimate T f t . Since, by f ∈ C b (X ), G is a bounded open set, by Lemma 2.2, there exists a sequence {B i } i of balls with finite overlap such that G = ∪ i B i and 2B i ⊆ G for all i. Without loss of generality, we may assume the cardinality of {B i } i is just N. Then the fact that {B i } i∈N has the finite overlap implies that
Then it is easy to see that f i ≥ 0 for all i ∈ N. For any N ∈ N and i ∈ {1, 2,
Then α i ≥ 0 for all i ∈ N. By G = ∪ i∈N B i and the finite overlap property of {B i } i∈N , we have
By (3.18), the fact that 2B i ⊆ G for all i ∈ N and (2.6), there exists a positive constant C 7 such that
On the other hand, by Theorem 3.1, we see that
from which together with (3.19), we deduce that
This combined with the fact that 
from which together with (3.17), it follows that there exist positive constants C 8 and C 9 such that sup t>0
This implies (1.7), and hence finishes the proof of the implicity (i) ⇒ (iii). Now assume that (ii) holds. Then by Remark 3.3(ii) and a similar proof of (i) ⇒ (iii), we see that (iii) holds. We omit the details, which completes Part I of the proof of Theorem 1.1.
Proof of Theorem 1.1, Part II
This section is devoted to the proof of (iii) ⇒ (i) of Theorem 1.1. To do so, we first establish the boundedness of T ♯ from L 1 (µ) to L 1, ∞ (µ), which implies that {T r } r∈(0,∞) is uniformly bounded from L 1 (µ) to L 1, ∞ (µ). By restricting µ to µ M , where µ M is the restriction of µ to a given ball B(x 0 , M ) for some x 0 ∈ X and M ∈ (0, ∞), we will prove that for any r ∈ (0, ∞) and p ∈ (1, ∞), T r is bounded on L p (µ M ). Then using a smooth truncation argument, we will further show that {T r } r∈(0,∞) is uniformly bounded from L 2 (µ) to L 2 (µ M ) with the constant independent of M . By letting M → ∞, {T r } r∈(0,∞) is uniformly bounded on L 2 (µ). An argument involving the random dyadic cubes from [10] will yield the desired conclusion. 
Proof. Let p ∈ (0, 1). By (i) and (ii) of Lemma 2.3, we see that M is bounded from L 1 (µ) to L 1, ∞ (µ), and M p is bounded on L 1, ∞ (µ). Then by the boundedness of T from L 1 (µ) to L 1, ∞ (µ), to show Theorem 4.1, we only need to prove that there exist positive constants C and C(p) such that for any f ∈ L ∞ b (µ) and x ∈ X ,
Moreover, it suffices to prove that for any
To this end, for any j ∈ N, let r j ≡ 5 j r and µ j ≡ µ(B(x, r j )) be as in the proof of Lemma 3.1. Again let k be the smallest positive integer such that µ k+1 ≤ 4C 6 λ µ k−1 and R ≡ r k−1 = 5 k−1 r. Similarly to the proof of (3.3), we see that
Let f 1 ≡ f χ B(x, 5R) and f 2 ≡ f − f 1 . For any u ∈ B(x, R), if K is the kernel associated with T , then by (1.6) and (1.3), we see that
This, combined with (4.2) and the fact that
implies that
from which and p ∈ (0, 1), it further follows that for all u ∈ B(x, R), 
Taking the average on the variable u over B(x, R) on both sides of (4.3), and using (4.4), the Hölder inequality and (3.2), we see that
which implies (4.1), and hence completes the proof Theorem 4.1.
Let x 0 ∈ X and M ∈ (0, ∞). We now obtain the boundedness of the truncated operators {T r } r∈(0,∞) on L p (µ M ) for all p ∈ (1, ∞). Notice that the set X \ B(x 0 , M ) has µ M -measure zero by definition, and hence we may agree that any f ∈ L p (µ M ) satisfies f | X\B(x 0 ,M ) ≡ 0. With this agreement, observe that
for f ∈ L p (µ M ), so we may also replace µ by µ M in the formula of T r f when considering functions f ∈ L p (µ M ). Finally, observe that µ M also satisfies the upper doubling condition with the same dominating function λ, so that all results shown for µ apply equally well to µ M , with constants uniform with respect to M . 
Proof. We first claim that there exists a positive constant C such that for all x ∈ B(x 0 , M ),
To this end, let B 0 ≡ B(x, r). Then (1.5) together with the Hölder inequality gives that
We prove the claim by inductively constructing an auxiliary sequence {r 0 , r 1 , r 2 , . . .} of radii such that r 0 = r and r i+1 is the smallest 2 k r i with k ∈ N satisfying
whenever such a k exists. We consider the following two cases. Case (i) For each i ∈ Z + , there exists k ∈ N such that (4.7) holds. In this case, r i+1 will be the smallest 2 k r i satisfying (4.7) for all k ∈ N, and {B i } i∈N ≡ {B(x, r i )} i∈N . Now by (1.3) and the fact that 2 i λ(x, r) ≤ λ(x, r i ) for all i ∈ Z + , we have that
and hence
which combined with (4.6) implies (4.5) and the claim holds in this case.
Case (ii) For some i 0 ∈ Z + , (4.7) holds for all i < i 0 but does not hold for i 0 . In this case, if i 0 ∈ N, we let {B i } i 0 i=1 as in Case (i), r i 0 +1 ≡ ∞ and B i 0 +1 ≡ X ; otherwise, if i 0 = 0, we then let r 1 ≡ ∞ and B 1 ≡ X . Then we see that λ(x, 2 k r i 0 ) ≤ 2λ(x, r i 0 ) for all k ∈ N and
which, together with (1.3) and the fact that 2 i λ(x, r) ≤ λ(x, r i ) for all i ≤ i 0 , gives (4.8) in this case, and the claim holds.
If
. By this and the definition of supp µ M , we get that
By this fact, we obtain that
From this and (4.5), it follows that
This finishes the proof of Lemma 4.1.
We will need the following result which shows that two bounded Calderón-Zygmund operators having the same kernel can at most differ by a multiplication operator. 
The proof will rely on the following lemma.
Lemma 4.2. For a suitable δ ∈ (0, 1), there exists a sequence of countable Borel partitions, {Q k α } α∈A k , k ∈ Z, of X with the following properties:
Moreover, it may be arranged that
where for a set Q, ∂Q ≡ {x ∈ X : d(x, Q) = d(x, X \ Q) = 0} is the boundary.
Proof. Let {Q k α } α, k∈Z be the random dyadic cubes constructed in [10] , so in fact
where ω is a point of an underlying probability space Ω. We use P to denote a probability measure on Ω (as constructed in [10] ), so that P(A) is probability of the event A ⊂ Ω. By the construction given in [10] , these sets automatically satisfy the other claims for all ω ∈ Ω, and it remains to show that we can choose ω ∈ Ω so as to also satisfy (4.9).
The "side-length" of Q k α is defined ℓ(Q k α ) ≡ δ k , where δ ∈ (0, 1) is a fixed parameter entering the construction. For ε ∈ (0, ∞), let
It was shown in [10, Lemma 10.1] that there exists an η > 0 such that for any fixed x ∈ X and k ∈ Z,
In particular, by taking the limit as ε → 0, we obtain that
Then it is possible to sum the zero probabilities over k ∈ Z to deduce
Now we can compute (the integration variable of the dP-integrals is ω ∈ Ω, the random variable implicit in the random dyadic cubes
So, the integral of µ(∪ k, α ∂Q k α (ω)) ≥ 0 is zero. This means that µ(∪ k, α ∂Q k α (ω)) = 0 for P-almost every ω ∈ Ω. Now we just fix one such ω, and for this choice, the boundaries of the corresponding dyadic cubes Q k α = Q k α (ω) have µ-measure zero. This implies (4.9) and hence finishes the proof of Lemma 4.2.
Proof of Proposition 4.1. Let
as in the proposition, and it has kernel 0. We will prove that for all M ∈ N and all f ∈ L p (µ) with supp f ⊆ B M ≡ B(x 0 , M ), and µ-almost every x ∈ X , (4.10) 
, and we have Sf = bf for all f ∈ L p (µ) with bounded support. Finally, by density this holds for all f ∈ L p (µ). Thus, proving (4.9) and (4.10) will prove the proposition, and we turn to this task. Now we prove (4.9). Let us consider functions of the form (4.12)
where {Q k α } α, k are the dyadic cubes with zero-measure boundaries, as provided by Lemma 4.2. Since (X , d) is geometrically doubling and B M is bounded, we see that only finitely many Q k α intersect B M , and hence the sum in (4.12) may taken to be finite. We claim that for µ-almost every x ∈ X , (4.13)
Indeed, observe first that for µ-almost every x ∈ X , (4.14)
On the other hand, the assumption that S has kernel 0 means that for any f ∈ L ∞ b (µ) and µ-almost every x / ∈ supp f ,
This gives that
Recall that Q k α and Q k β are disjoint if α = β, which together with (4.11) implies that almost every
)(x) = 0 for µ-almost every x ∈ Q k α ∩ B M , and thus, for µ-almost every x ∈ X ,
where δ αβ ≡ 1 if α = β and δ αβ ≡ 0 otherwise, and the last equality follows from the fact that 1 Q k α ∩B M (x) = 1 for µ-almost every x ∈ supp (S(1 Q k α ∩B M )). Multiplying (4.14)
which is precisely (4.13). Now it is easy to complete the proof of (4.9). For any f of the form (4.12), it follows from (4.13) that
On the other hand, recall that martingale convergence implies that for any f ∈ L 1 (µ),
, and thus almost everywhere for a subsequence. Also, by (4.15), we obtain that
for µ-almost every x ∈ X . As a result, for all f ∈ L p (µ),
. By this, (4.9) and the boundedness of S from L p (µ) to L p,∞ (µ), we see that
This means that either µ({x ∈ X : |b M (x)| > λ}∩B M ) = 0 or λ ≤ B, which is the same as
This implies (4.10), and hence finishes the proof of Proposition 4.1.
From Proposition 4.1, we easily deduce the following consequence.
Lemma 4.3. Let T and T be Calderón-Zygmund operators which have the same kernel satisfying (1.5) and (1.6) and are both bounded from
for some positive constant C independent of r and M . We now prove (4.17) . Observe that for each r, T ψ r is bounded on L 2 (µ M ) and from . By duality, the right hand side gives also the bound for the norm of ( As a result of (4.16), we see that {T r } r∈(0,∞) is uniformly bounded on L 2 (µ M ), with bounds also uniform in M . By letting M → ∞, we have that {T r } r∈(0,∞) is uniformly bounded on L 2 (µ). Then there exists a weak limitT bounded on L 2 (µ) and some sequence r i → 0 as i → ∞. That is, for all f ∈ L 2 (µ) and g ∈ L 2 (µ),
By a standard argument (see, for example, [7, Proposition 8.1.11]), it is easy to check thatT is a Calderón-Zygmund operator with the same kernel K(x, y) as T . It follows, from (i) ⇒ (iii) of Theorem 1.1 for the operatorT , thatT is also bounded from L 1 (µ) to L 1, ∞ (µ). Applying Lemma 4.3, we have that T is also bounded on L 2 (µ). This finishes the proof of (iii) ⇒ (i) of Theorem 1.1 and hence the proof of Theorem 1.1.
Proof of Corollary 1.1
As an application of Theorem 1.1, we prove Corollary 1.1 in this section. We begin with an inequality for T ♯ on the elementary measures.
Lemma 5.1. Let p ∈ (0, 1) and T be a Calderón-Zygmund operator with kernel satisfying (1.5) and (1.6), which is bounded on L 2 (µ). Then there exist positive constants C and C(p) such that for all elementary measures ν = i α i δ x i and x ∈ supp µ,
Proof. As in Lemma 3.1, let r ∈ (0, ∞), r j ≡ 5 j r, µ j ≡ µ(B(x, r j )) for j ∈ Z + , k be the smallest positive integer such that µ k+1 ≤ 4C 6 λ µ k−1 and R ≡ r k−1 = 5 k−1 r. Similarly to the proof of (3.3), we have
Now decompose the measure ν as ν = ν 1 + ν 2 , where
Applying (2.4) to T * , we have that for any x ∈ B(x, R),
This implies that
On the other hand, write Since T is bounded on L 2 (µ), by Theorem 3.1, we have that for every s ∈ (0, ∞), In what follows, we use P to denote a probability measure on a probability space Ω, P(A) the probability of the event A ⊂ Ω, E(ξ) the mathematical expectation of a random variable ξ ∈ L 1 (P) and V(ξ) ≡ E[(ξ − Eξ) 2 ] = Eξ 2 − (Eξ) 2 the variance of ξ ∈ L 2 (P).
For each N ∈ N, consider the random elementary measure ν N ≡ ν N N i=1 δ x i , where the random points {x i } N i=1 ⊆ X are independent and P({x i ∈ E}) = ν(E)/ ν for every Borel set E ⊆ X . This immediately implies that
for f = 1 E by definition, for simple functions f by linearity, and finally for all f ∈ L 1 (ν) by approximation. From this, we deduce that for every x ∈ X and r > R, Thus, (5.6) holds. Fix some x 0 ∈ X and M ∈ (R, ∞). On the other hand, from (1.4) and (1.3), we deduce that for any x ∈ B(x 0 , M ),
where C λ is as in (1.3) . By this, the fact that r > R, (5.6) and (1. This, together with the Cauchy inequality and (5.7), implies that there exists a positive constant c, independent of x 0 , M , r, R and N , such that
Fix a number γ ∈ (0, ∞) small enough. From the fact above, the Chebyshev inequality and (5.8), we deduce that for every point x ∈ B(x 0 , M ) such that |T r ν(x)| > t, P({|T r ν N (x)| ≤ (1 − γ)t}) ≤ P({|T r ν N (x) − T r ν(x)| > γt}) Let E be any given Borel set with µ(E) < ∞ such that T ♯ R ν(x) > t for every x ∈ E. Then
≤ γµ(E).
Thus there exists at least one choice of points {x i } N i=1 such that µ({x ∈ E : T ♯ R ν N (x) ≤ (1 − γ)t}) ≤ γµ(E), and therefore, µ({x ∈ E : T ♯ R ν N (x) > (1 − γ)t}) ≥ (1 − γ)µ(E). From this together with Proposition 5.1, it follows that
Since γ > 0 is arbitrary, we obtain that µ(E) ν t . As E is an arbitrary subset of finite measure of the set of the points x ∈ X for which T ♯ R ν(x) > t, we obtain (5.5), which completes the proof of Corollary 1.1.
Remark 5.1. If we replace the assumption of Corollary 1.1 that T is bounded on L 2 (µ) by that T is bounded on L q (µ) for some q ∈ (1, ∞), then Corollary 1.1 still holds.
