Abstract. Modelling gene regulatory networks in organisms is an important task that has recently become possible due to large scale assays using technologies such as microarrays. In this paper, the circadian clock of Arabidopsis thaliana is modelled by fitting dynamic Bayesian networks to luminescence data gathered from experiments. This work differs from previous modelling attempts by using higher-order dynamic Bayesian networks to explicitly model the time lag between the various genes being expressed. In order to achieve this goal, new techniques in preprocessing the data and in evaluating a learned model are proposed. It is shown that it is possible, to some extent, to model these time delays using a higher-order dynamic Bayesian network.
Introduction
The analysis of data obtained from experiments looking at the expression of genes has become an important topic in the realm of bioinformatics. Whilst other bioinformatics tasks such as sequence alignment, gene finding, genome assembly and genome annotation have proven very amenable to computational analysis, there are tasks which are intrinsically difficult at the current level of knowledge. These include protein structure prediction and modelling gene regulatory networks. The latter will be examined in this paper.
It is well known that genes code for proteins and that certain proteins can affect how certain genes are expressed. Gene regulatory networks encode these dependencies between genes in an organism, abstracting away the influence of proteins so that nodes correspond to genes and directed arcs correspond to causal gene-expression relations. In this paper, an attempt will be made to model these gene regulatory networks and in particular, the time lag between the expression of a gene and its effect on the expression of another gene. This modelling will proceed by using an algorithm based on ant colony optimisation known as ACO-E [1] to build dynamic Bayesian networks (DBNs). DBNs are an extension of Bayesian networks, graphical models that can be useful in modelling probabilistic relations between variables [2] . They consist of a prior network, used to model initial conditions, and a transition network, used to model the effect of interactions over time. Whilst DBNs have been used to model gene regulatory networks [3, 4, 5, 6, 7] , the method presented here differs in how the data are treated and in how it can infer interactions at multiple time periods.
To test the methods proposed, a set of gene expression data obtained from experiments observing particular genes of the plant Arabidopsis thaliana will be used. These genes are known to behave in a clock-like fashion that regulates the function of the plant [8, 9] . The data will be preprocessed and experiments will be conducted to learn the structure of DBNs using these preprocessed data. Using a new technique, these networks will be compared to a standard network developed by an expert in the field being analysed. Using these results, the ability of DBNs to reconstruct gene-regulatory networks will be investigated.
Background
The analysis of gene regulatory networks is a hard task. In order to see how various genes interact, experiments must be performed which measure the expression levels of these genes. Using this data, it is possible to develop models of genetic systems behaviour. One of the earliest and still commonly used techniques is to use differential equations that show how expression levels vary with respect to other expression levels.
However, recent advances in measurement of gene expression levels, using techniques such as DNA microarrays, have allowed the measurements of tens of thousands of genes to be performed simultaneously. With this amount of genes in an organism, all possible interactions between all the genes cannot be looked at. Therefore, methods involving graphical representations have become more widely used. These include Boolean networks, networks similar to neural networks, stochastic process calculi and Bayesian networks [10] .
Data from Arabidopsis Thaliana Experiments
The experimental study in this chapter will involve luminescence data obtained from experiments on Arabidopsis thaliana. The luminescence is an indirect measure of the synthesis of new RNA transcripts from each gene, originating from a copy of the cognate promoter and 5 untranslated region that are fused to the firefly luciferase reporter gene and integrated into the plant genome at a random location. The particular experiments in question were designed to study the 'plant circadian rhythms' of this organism, i.e. the oscillating behaviour of plants as they respond to the change in sunlight [11] . Briefly, the expression levels of the genes in plants tend to synchronise with the rising and setting of the sun, oscillating between high and low levels. However, when the light source is removed, the expression levels continue to oscillate with the same frequency, with the behaviour decaying over time.
In the experiments, there were in general two phases. The first phase, called the entrainment, switched the light on and off at regular intervals and lasted three days. The second phase had constant light and also lasted three days. At intervals of 1.5 hours, readings were taken of the expression levels of the genes being investigated.
The experiments involved ten different genes: CAB, GI, CCA1, CCR2, LHY, CAT3, ELF3, PRR9, TOC1 and ELF4. Further information about these genes can be found elsewhere [11] . There were also six different conditions under which the experiments were conducted; each condition had a different light period for the entrainment phase of the experiment. Table 1 shows, for each experimental condition, the ratio of light to dark for that condition. E.g. for condition AT0029, there are 6 hours of light followed by 18 hours of darkness in the entrainment phase. Because the experiments lasted six days, and a sample was taken every 1.5 hours, there were a total of 96 samples taken for each condition. The first of these was taken as a reference datum and subtracted from each of the following samples, leading to 95 samples with which to work.
Modelling Gene Expression Data Using DBNs
It is the stochastic nature of the gene expression process that makes probabilistic models an appropriate choice in modelling them. One interesting approach is in using Bayesian networks as a probabilistic model. This enables large scale, non-linear interactions between many genes to be represented and simulated. E.g., recent studies have looked at learning Bayesian networks with thousands of genes [12] . The large amounts of data present in microarray studies can be used to learn both the structure and parameters of the network -missing values and noise can also be taken care of. Also, Bayesian networks can be given a causal interpretation. A problem arises however in that loops are not permitted in Bayesian networks. Therefore, feedback processes cannot be represented.
A solution to this problem is to use dynamic Bayesian networks (DBNs). With DBNs, it is possible to 'unroll' what would be a loop in a Bayesian network across time. In doing so, a temporal order is brought in amongst the various variables. In this respect, DBNs are a natural way to model temporal data.
Learning a Higher-Order Dynamic Bayesian Network
Most Bayesian network structure learning algorithms are designed to learn a static structure. Whilst dynamic Bayesian networks are very similar to static networks, there are slight differences that mean extra care has to be taken when trying to learn them. Bearing in mind that a DBN has two parts, the prior and transition network, this section will focus on learning the transition network; the prior network is exactly the same as a normal Bayesian network.
In a transition network, the nodes are grouped into multiple layers that designate different timepoints. Arcs can never go back in time and the head of any arc can only be in a single layer, normally that layer at time t. It is very normal to have two layers, such that they correspond to variables at time t and t − 1. In fact, in all the general literature on Bayesian networks surveyed, learning DBNs amounted to learning DBNs with two layers. However, in general, n + 1 layers can be specified, from t − n to t. An example of a 4-layer DBN is shown in Fig. 1 .
When learning such a DBN, it is sufficient to add an extra constraint to the learning algorithm, i.e. the head of an arc must always be in the layer at time t. By following this, any Bayesian network structure learning algorithm that searches through the space of DAGs can be used and will produce a valid network.
Experimental Methodology
In order to test the ability of multi-layered DBNs to model a genetic regulatory network, experiments were conducted using the Arabidopsis thaliana data discussed in Sect. 2.1. This section will describe the steps taken to achieve this. This includes preprocessing the data, formulating prior knowledge, designing a methodology to run the algorithm and testing the results obtained against expert knowledge.
Preprocessing the Data
The data obtained from the experiments described in Sect. 2.1 are continuous in nature, i.e. they show the level of gene expression as measured. However, most scoring functions for use with structure learning are based on nominal data, i.e. data that is of a discrete nature. For the purposes of these experiments, the BDeu scoring function was used [13] . For this to be utilised, the data has to be discretised.
Whilst binary discretisation is an easy option, there is a problem with this as shown by Fig. 2a . It can be seen that as the expression level decays after entrainment, the discretised expression level flatlines, even though there is still oscillatory action occurring. One way to counter this is to discretise the data into multiple levels. However, in doing so, the amount of data at each level is reduced. This can lead to less support for dependencies when a model is fitted to the data, something that should be avoided when there is not much data to begin with.
In order to avoid this problem the first derivative of the data was taken and the data discretised as to whether this derivative was greater than or less than zero. The results of this procedure are shown in Fig. 2b . It can be seen that this discretisation captures the oscillations present in the original data. In a sense, instead of looking for correlations in the mRNA level, we are looking for correlations in the rising and falling of the mRNA level. To the authors' knowledge, this is the first time this has been done when learning Bayesian networks that model gene regulatory networks.
Finally due to the expert being able to provide knowledge on the behaviour of five of the genes and the light source, these were selected as the variables that would be used in the construction of the DBN. The genes in question were GI, CCA1, LHY, PRR9 and TOC1. Whilst the other genes could have been included in the analysis, any connections among them would be unverifiable by expert knowledge in this study. 
Prior Knowledge
In order to provide more meaningful results and to compensate for the absence of much data, prior knowledge was incorporated into the learning algorithm in the form of constraints as to the allowable edges. These constraints are summarised below:
-Connections from a variable to the same variable at a later time point were disallowed. This type of information is trivial and does not add anything interesting to the model. -No connection was allowed to the light variable, as this was causally independent of the gene expression values. -Since interactions at this genetic level took time in the region of at least one time step, no connections were allowed among the variables at time t. -A dynamic constraint was introduced that specified that if a connection was made from a variable X at time t − i to a variable Y at time t, then no other connection could be made from X to Y . This is equivalent to saying that variables only affect each other temporally in a single manner, i.e. from X to Y only ever takes a set amount of time. Without a constraint such as this, in the absence of much data, multiple interactions between the same genes at different time points could easily be inferred. -The number of slices of a possible dynamic Bayesian network was set to 9, i.e. the time slice at t and 8 slices back. Other authors show using DBNs with multiple layers to model gene regulatory networks with multiple time lags [14] . However, their methods consider arcs between arbitrary layers that are not at time t. This method is incorrect, as it means that arcs could be added between nodes without taking into account the other parents these nodes have. E.g. a local search could add an arc between X t−2 and X t−1 and between Y t−1 and X t . This implies that X t has parents X t−1 and Y t−1 , but both arcs were added without considering the other.
Testing Methodology
In order to test the ability of DBNs to recreate the expert's knowledge, a series of experiments were conducted. Each experiment used the data described in the preprocessing section, with the prior knowledge as described above. Also, the BDeu scoring criterion was used with an uniform structure prior. The parameters of the structure learning algorithm (ACO-E) were set as ρ = 0.3, q 0 = 0.8 and β = 1. These were selected as reasonable values that should perform well in most cases [1] . It has been known for some time that the value of the equivalent sample size parameter N for the BDeu scoring function has a large effect on learning structure [15, 16, 17] . In a sense, the value of N can be seen as a regularisation parameter -the larger the value of N , the more edges are supported in the learned graph [18] . This can be contrasted to scores like the BIC and AIC, where regularisation is implicit in the function and cannot be adjusted. Therefore, in learning a Bayesian network structure from data, it is important to see how the N parameter will affect the learned graph. Because of this, for each condition described in Table 1 , experiments were performed that varied the equivalent sample size N over 15 values ranging from 0.0001 to 500. These values were 0.0001, 0.001, 0.01, 0.1, 1, 3, 7, 10, 20, 30, 50, 80, 100, 300, 500. At each level of N , 10 experiments were performed. Also, the data from all the conditions was concatenated and experiments performed, varying N over 20 values ranging from 0.01 to 8000. These values were 0.01, 0.1, 1, 3, 7, 10, 20, 30, 50, 80, 100 , 300, 500, 750, 1000, 2000, 4000, 6000, 7500, 8000. Again, at each level of N , 10 experiments were performed.
For each experiment, the resulting DBN was saved for later comparison against the expert supplied knowledge.
Evaluation Criteria
Evaluating the learned DBNs was achieved by comparing them against the expert supplied knowledge. For this task, the knowledge was transformed into a DBN representing the state of the expert's knowledge on the domain. The DBN was validated by the expert and is shown in Fig. 3 . Note that although the DBN looks different to published networks in the literature, it captures the same semantics. Please also note that nodes are not shown if they have no connection to any other node. Also, although the arcs in the network are definite, the knowledge of the domain expert was not as definite. Often the time points supplied were of the order of six hours long, i.e. instead of a definite time lag being given, the lag was bounded by two times roughly six hours apart. The effect of this would be to reduce the measured accuracy of any learned network.
To compare a learned network against the standard network, two measures were used: the true positive rate (TPR) and the false positive rate (FPR). In previous work of a similar nature, evaluating the learned network proceeds in a different manner than above [14] . Some problems in their methods include:
-Firstly, as mentioned in Sect. 4.2, the method they use to add arcs can lead to incorrect conclusions about the structure of the dynamic network;
-Secondly, they don't take into account the time delay when evaluating the learned network; and -Thirdly, they don't take any false positive rate into account.
Results and Discussion
For each condition and each level of N , the mean of the TPR and that of the FPR were taken over the 10 experiments. This was done for the TimeIndependent TP (TITP) and the Time-Dependent TP (TDTP). With these results, two different types of graphs were plotted. The first was the receiver operating characteristic (ROC) curve, which plots the FPR against the TPR. The second plots the FPR and TPR as a function of N . The results of these plots for the concatenated data are shown in Fig. 4 . Due to reasons of space it was not possible to show the graphs for the individual conditions. To compensate, the area under the curve (AUC) statistic is given in Table 2 .
Discussion of Experimental Results
The value of the equivalent sample size N has a large effect on learning structure [15, 16, 17] . Therefore, in learning a Bayesian network structure from data, it is important to see how this parameter will affect the learned graph. This is the reason why the experiments described above were conducted over various values of N .
Looking first at Figs. 4a and 4b, it can be seen that the learned DBN structures do a good job of identifying all of the connections between the genes as supplied by the domain expert. In this case, the best value of N is at 1, where the true positive rate is 1 and the false positive rate at just over 0.3. With the time dependent TPRs as seen in Figs. 4c and 4d , again the best value of N is at 1, with a time dependent TPR of around 0.8 and a false positive rate of 0.3. In this case, 'best' is being taken as the absolute difference between the TPR and FPR.
These results show that the learned models are good at showing all the connections between the genes, but not as proficient at keeping out bad connections. Indeed, when examining a trace of the algorithm it can be seen that spurious connections between highly synchronised genes are often inserted. E.g. if X causes Y and X causes Z, then a connection between Y and Z can easily appear as well as the connections from X to Y and Z. Problems such as these often appear with a small amount of data and prior knowledge becomes increasingly important in these situations.
With the results of the individual conditions, different behaviours can be observed. The value of N for which best results are obtained differs widely depending on the condition used, ranging from 1 to 100. The different conditions also differ in how good the results are. E.g. the best performance came from the results with the larger light to dark ratio, i.e. AT0031b, AT0032 and AT0033. The worst performance came from the other conditions, i.e. AT0029, AT0030 and AT0047. Results such as these are plausible, as having more light in the entrainment phase equates to higher expression levels, which are less likely to be affected by noise.
It should be noted that not all the expert supplied knowledge is as accurate as may seem from the standard network. Whilst the time in that network was given in time steps of 1.5 hours, the knowledge of the expert was often given in terms of much larger grained steps (e.g. 'the morning'), as opposed to a definite time period. This is an artifact of the domain in question, as it is not completely understood at the present time. In turn, it has an effect on the time dependent true positive values obtained from comparing two networks; with better prior knowledge a more accurate comparison could be used that bounds what the correct time lags might be for an arc. It should also be noted that the layers in the network impose a discretisation in time that might not be accurately reflected in the domain.
Conclusions
This paper asked the question on whether it is possible to use multi-layered dynamic Bayesian networks to model gene regulatory networks using gene expression data. To help answer this question new techniques were devised. Firstly, the gene expression data was preprocessed by a novel method in relation to learning gene regulatory networks; the first difference was obtained and this difference discretised into two bins -rising or falling. Secondly, because of the lack of much previous work on learning higher-order DBNs, new evaluation criteria were defined to judge how well the learned network reconstructed the expert supplied network. From the results it can be seen that it is possible, to some extent, to model both the connections between various genes and the time lags associated with these connections.
