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Abstract 
This thesis concerns itself with the input/output 
relationships and data flow through management infor- 
mation systems. A data flow algorithm developed by 
John F. Wilson and William A. Smith Jr. was analyzed 
and found to- have some limitations in certain circum- 
stances. It was discovered that this algorithm was 
not designed to handle dynamic information systems, 
where feedback loops exist within the system. 
In order to modify the existing algorithm, several 
system analysis techniques were evaluated to determine 
how applicable they were in a revised model formulation. 
This evaluation provided the following results : 
1. The Time Automated Grid Technique is an infeasible 
system analysis technique for analyzing the flow 
of data in an information system. 
2. Precedence relationships are a helpful design 
tool, to be used in an input/output analysis, for 
identifying an updated document as a part of an 
information feedback loop. 
A modified manual procedure for analyzing the 
data flow in a dynamic management information system 
was proposed that would compute the number of times 
a data item is made availible to a business function. 
This modified algorithm subdivides the information 
system being analyzed into static subsystems which 
are snap shots taken at times which eliminate the 
feedback loops occurring within, the system. 
In addition, a computer model was developed that 
automatically computes the availabilities of the data 
items, as well as produces a series of reports to aid 
the analyst in investigating the flow of data through 
an information system. This model was tested against 
three realistic application cases and was found to be 
successful in producing the output reports for all 
three cases. 
Chapter I 
Introduction 
A. Background ( 
Although the concept of a management information 
system has been around for many years, system analysis 
techniques used in the development of such systems 
have not yet been completely evolved. While significant 
progress has been made in the area of mathematical 
modeling and in the use of such analytical tools as 
matrices, decision tables, flowcharts, and grid charts 
in designing MIS, we still have not developed a com- 
plete understanding of their use in the analysis^of 
data and information flow. 
In 1962, Homer designed an algorithm for analyzing 
the number of times an input was made available to 
an output. (1)  In essence he used the grid chart tech- 
nique to compute the number of possible paths an input 
element could travel through a system before being 
made available to an output element.  His model con- 
cerned the input data collected, the flow of data in 
the system, and the utility and relevance of the data. 
In formulating the model, he also used matrix algebra 
techniques which give the model the important 
characteristic that it can be mathematically manipu- 
lated. In order to use it, identification is required 
3 
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of the various data elements (inputs), reports 
(inputs or outputs), and business and decision- 
making functions (outputs). Having identified these 
components, matrices can be established for each 
report level and the input and output relationships 
can be shown. 
In Homer's algorithm, an initial single matrix 
must be established from the report level matrices 
in which the rows are the input data (d), and all 
the reports (R) that are in the system. The columns 
of the matrix are all the (R) reports and the business 
functions (B). The matrix must be filled in with l's 
where a data input appears on a report, or where a 
report is used to produce another report or business 
function. All other remaining cells of the matrix 
should be filled in with O's, except the cells which 
are formed by the intersection of identical rows and 
columns (reports), which should have a -1 inserted. 
This leaves the matrix in the form of Fig. 1, where 
t-I) is the negative identity matrix. 
R B 
d      X 0 
R      -I Y 
Fig. 1. Initial Matrix 
Homer further goes on to show that the elemen- 
tary matrix operation of adding a multiple of the 
columns containing a -1 to the columns of Y such that 
Y becomes zero, is equivalent to multiplying X times 
Y yielding the matrix in Fig. 2. 
R       .      B 
d     X XY 
R     -I 0 
Fig. 2. Matrix Following Multiplication 
This manipulation creates a solution area in the 
set of cells whose corresponding rows and columns do 
not contain -l»s. In the above figure this corres- 
ponds to the upper right submatrix (XY). According 
to the algorithm, this resulting submatrix will indi- 
cate the number of times each data input (d) is made 
available to each business function (B). 
While this algorithm was an improvement on prior 
methods, Wilson and Smith recognized that it had 
several shortcomings. (2) Upon analyzing Homer's 
model, they showed that it assumes input data from 
each source to be independently transferred to each 
subsequent report. This produces the computation of 
the number of possible paths each input could travel, 
rather than the number of times a piece of data is 
5 
actually available to business or decision-making 
activities. For example, suppose that report Rl has 
data items dl, d2, and d3 recorded on it, and Rl is 
used to prepare reports R2 and R3» Finally, R3 is 
used for business function Bl. The resultant matrix, 
in Homer's algorithm, would show that items dl, d2, 
and d3 are made available to Bl. However, if in pre- 
paring report R3, d2 is not transferred to R3 from Rl, 
the resultant upper right submatrix would describe a 
possible path but not the actual data transfer. 
Another questionable assumption that Wilson and 
Smith found in Homer's work was that multiple recording 
of identical data on a report occurs. This makes the 
preparation of reports similar to a parts assembly 
process in a manufacturing environment. They inter- 
preted the data flow network described by Homer to 
represent a parts assembly process where the d's are 
input parts, R's are subassemblies, and the B's are 
final assemblies. It seenied highly unlikely to Wilson 
and Smith that a data processing system would use the 
data more than once in preparing a specific report, 
even though the same data may be avail ble from several 
sources. 
As a result of their analysis, Wilson and Smith 
extended Homer's work in 1968 and produced a better 
6 
data flow algorithm that determined the realistic 
number of times each data inpjat is made available 
to each business function>^ They realistically assume 
that multiple recording of identical data does not 
occur when a data element (d) is available from more 
than one source. 
In accordance with.this assumption, the- revised 
algorithm rewrites the upper left submatrix as a 
Boolean matrix during every step of the matrix sweeping 
out process.  In other words, after the matrix opera- 
tion of adding multiples of the rows and columns 
containing -l's such that the lower right submatrix 
becomes zero, all the non-zero entries in the upper 
left submatrix are converted to l's. By rewriting the 
submatrix as a Boolean matrix, only those data items 
which are actually recorded on each report are shown. 
Then, to determine the number of times each data item 
is made available to each business function, the next 
to last report level is multiplied by the last level a 
matrix. The last level matrix consists only of reports 
(R) as inputs and business functions (B) as outputs. 
Upon comparing the number of paths from the mat- 
rix in Homer's model with the number of times available 
from Wilson and Smith's solution matrix, each data item/ 
business function ^cell of the latter is equal to or 
7 
less than the former. Wilson and Smith state that 
the maximum number of times each data item could be 
available to each business function is equal to the 
number of reports going to each function. 
By changing Homer's algorithm to reflect the 
modifications previously described, Wilson and Smith 
developed a much more workable and realistic model. 
However, in applying this algorithm to an input/output 
analysis for an information system design, it soon 
became apparent that it too has some limitations in 
some circumstances. 
It appears that the algorithm is not designed to 
handle a dynamic situation, one where feedback loops 
exist within' the system. This type of a dynamic 
situation will occur when a report is produced initial- 
ly and then is later updated. The report will not be 
a "once and donen item, rather it will be changed from 
its original form and contents. The problem that this 
situation creates is that a report which was produced 
from a different report could later be an input to an 
updated version of the same report. 
An example of a dynamic system and what it does 
to the matrix in Wilson and Smith*s algorithm is shown 
in Fig. 3 on the following page. In this case, re- 
port R2 is produced from Rl and report R3 is in turn 
S 
Rl R2 R3 R4 
-, 
Rl 
R2 
R3 
R4 
Rl R2 R3 
X 
R4 B 
0 
-1 1 0 0 
0 -1 1 0 
0 0 -1 1 Y 
0 1 0 ^ 
Fig. 3. Initial Matrix for a Dynamic System 
Sa 
produced from R2. Next, R3 is the input that produces 
R4. <- However R4 is then used to produce an updated 
version of report R2, creating a feedback loop. In 
an actual application, all the data items that make 
up the lower report levels would also be included, 
but they have been left out of the example to keep 
the matrix simple. 
As can be seen, a 1 appears below the -1 diagonal 
in the lower left submatrix. No matter what matrix 
operations are performed the submatrix can not be 
manipulated into forming a negative identity matrix, 
which is necessary for the data flow algorithm to work. 
This will be the case so long as any non-zero entry 
exists below the -1 diagonal, and it can be shown that 
this will happen whenever a feedback loop occurs in 
the information system being analyzed. 
B. Statement of the Problem r~ 
The Wilson and Smith model is successful in 
dealing With a static system. In practice, there are 
information systems that frequently contain feedback 
loops in the flow of data from one boundary of the 
system to the other. Thus, we do not have an effective, 
algorithm (technique) for analyzing input/output in a 
dynamic situation. 
10 
C. Objective 
The objective of this thesis is to extend the 
Wilson/Smith Data Flow Algorithm so that it provides 
a means for analyzing data flows in a dynamic infor- 
mation system. A computer model will be designed to 
perform the basic steps of the modified algorithm 
and produce a series of reports summarizing the results, 
D. Approach 
The first step toward achieving the objective 
will be the revision of the manual procedures for 
analyzing the system and manipulating the i/O matrices. 
This will involve.evaluating the possible techniques 
which might aid in the modification and incorporating 
acceptable changes in the Wilson/Smith model. The 
manual step-by-step procedure for using the data flow 
algorithm will then be revised and a set of guidelines 
will be developed to analyze the outputs of the model. 
After a concise manual process is provided for 
evaluating the input/output flow in an information 
system, step two will be the development of the com- 
puter model. This work will start with general flow 
( 
charts and input/output form design. Subsequently, 
a detail flowchart will be developed from which the 
actual code of the model will be written. The 
11 
computerized model will be tested and debugged by 
using three test cases of actual existing systems. 
The step-by-step procedure for using the computer 
model will be outlined, and a discussion of the results 
of the three test cases will be prepared. 
12 
Chapter II 
Development of Algorithm 
A. Evaluation of Possible Modifications 
Before any changes are made to the Wilson/Smith 
algorithm, to make it useful in a dynamic situation, 
various alternatives of system analysis techniques 
that might be applicable will be investigated. The 
following four techniques will be evaluated for their 
use in the modification : 
reverse order processing (outputs leading to 
inputs), used in the TAG - Time Automated ' 
Grid System 
- precedence relationships 
- "deadweight" transfer (combining outputs) 
- volume assignment to data items 
B. Reverse Order Processing 
The first of these techniques involves the basic 
principle behind the use of the TAG system. This 
principle is the feeding of data, relating to the out* 
puts of a system, into TAG and allowing TAG to pro- 
duce the inputs that will be necessary and the points 
in time these inputs will be needed. 
Use of TAG begins with transcription of the 
system^ output data requirements on an Input-Output 
13 
Analysis Form. Once the output data requirements 
have been fed into the TAG system, TAG works back- 
wards from the output to determine the necessary 
inputs. When both inputs and outputs have been de- 
fined by TAG, the next iteration of the program pro- 
duces file fo'rmat descriptions. File contents are 
based upon time, the time at which data elements enter 
the system and the time at which they are required to 
produce output. To TAG, it is the elapsed time bet- 
ween these two moments that creates the need for files. 
The files that TAG defines indicate what data must 
be available to enable the system to function. The 
user obtains an overview of the system, showing what 
inputs are necessary. Knowing the availability of 
data elements makes it possible for the system planner 
to determine whether the outputs desired are quickly 
and easily obtained, and thus economically justified. 
This type of technique is particularly well suited 
to the design of systems that are on a very large 
scale, where numerous outputs are required. The most 
beneficial results that TAG produces describe the 
minimum requirements for the data base. (3) 
The purpose of the input/output algorithm is to 
show which inputs are made available to which outputs 
in an existing system, not to minimize the number of 
14 
initial inputs (unless they are not a useful part 
of the system). The algorithm will attempt to show 
which reports could be eliminated or combined with 
other reports in order to produce the same quality 
output" functions. 
In using the method of TAG, intermediate reports 
(that are necessary requirements of the system) are 
lost in the quest to produce a minimum data base. 
This happens using the reverse order approach since 
it fails to consider the actual flow of data throughout 
the entire system. 
Thus, although the Time Automated Grid technique 
is an excellent tool for the development of a manage- 
ment information system, its application to the input/ 
output analysis for an existing system is not entirely 
feasible. Because the TAG system does not analyze 
the data flow of a system, it has been decided not 
to use the approach of starting with the desired out- 
puts and deriving the proper number of inputs. 
C. Precedence Relationships 
The next system analysis technique which will 
be investigated is the use of precedence relationships 
for the case of a report being updated in the system 
during processing. (4) Precedence relationships find 
15 
some of their most useful applications in PERT or 
CPM charts. These charts are networks of events in 
which a set of events can be shown as being necessary 
to be completed before another event can be started. 
For example in Fig. 4, if events A, B, C must 
be completed before event D may be started it will 
be shown as follows : 
Fig. 4. Example of an Event Network 
In this case, it is said that events A, B, C constitute 
the precedence set for event D. It should be noted that 
precedence relationships can be applied to different 
entities other than events.  For the purposes of the 
input/output analysis, precedence relationships will 
exist between any combination of the data elements, 
reports, or business functions. 
As another example of the way precedence relation- 
ships work, consider the case where a report is used 
as an input to an updated version of the same report. 
That is, assume report X and data item M are used to 
produce an updated version of report X. In this case, 
16 
X and M are the precedence set for report X», where 
the prime is used to denote an updated version of 
a report. For this example, it is obvious that any 
report is a precedent for the updated version of the 
same report. 
This concept of precedence relationships will 
be very useful in the modification of the I/O algorithm 
to handle dynamic situations. It mainly will be an 
aid to distinguish when a report or business function 
has been updated as a part of a feedback loop within 
the system. 
D. Combination of Outputs 
The third technique, to be evaluated for its use 
in modifying the algorithm is the combination of two 
or more outputs to yield a single output containing 
the saigp information. This concept would be applied 
in the instance when two reports or business functions 
appear to be very similar, that is, contain many of 
the same inputs or data items.  It is used to reduce 
the number of outputs (or intermediate reports) and 
consolidate the elementary reports into a conglomerate 
of larger reports or functions. (4) 
In general, the number of reports produced within 
the system would have to be kept at a reasonable limit 
17 
for cost reasons. However, combining certain reports 
might cause excessive data transport by causing data 
to be input to a process where it is not going to 
be used. This is a point that the analyst must evaluate 
carefully before making a decision to combine outputs. 
sAs an illustration of what might happen, consider 
the case in Fig. 5 of combining reports A and B 
together : 
' Rl R2 R3 R4 R5 R6 
A 0 1 r 1 0 1 
B 0 0 1 0 1 1 
Fig. 5. Section of an i/o Matrix 
It can be seen that in two of the four transports of - 
A we will have to transport B as a deadweight.  Like- 
wise in one of the three transports of B we will have 
A as a deadweight.  Thus, a total of 2 B's and 1 A 
will be transported unnecessarily. By grouping report 
4 with report 3 and report 5 with report 6 two of 
these deadweight transfers are eliminated. 
One problem with this type of analysis is that 
it tends to make the system excessively complicated, 
especially as it grows larger. However it still 
remains quite easy to calculate the total extra tran- 
sport of data if two reports are combined into one. 
16 
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Thus, this method may be valuable in helping the 
analyst spot where he might begin looking for con- 
solidation within the system with which he is working. 
With the aid of a high speed computer to perform this 
type of calculation, the analysis of carrying dead- 
weights becomes much more feasible. 
E. Volume Assignment to Data Items 
Another system analysis technique evaluated is 
volume assignment to data items. In this application 
the relative volume of a data element or record is 
indicated so that it will be possible to see how much 
is saved by combining specific items. In the case 
of an input/output analysis, the volumes would be 
characters, bits, lines or whatever is a convenient 
unit to measure the size of the data items. Thus, 
if an analyst has determined that data element (a) 
is made availible to report D three times and report E 
twice, and we know that the volume of element (a) is 
ten characters; the total transport volume of data 
element (a) would be (3 + 2)10 - 50 units. 
Use of this technique would enable the analyst 
to quantify how much transporting would be reduced 
(or increased) in modifying the paths of the data. 
However, for this to be possible a significant amount 
19 
of memory must be available in the computer for the 
computations required and the results produced. In 
the general case, one would have to test all the dif- 
ferent combinations that could occur, and it is for 
this reason that the assignment of volumes to all data 
items is not practical. 
In spite of this, the technique can still be used 
in the analysis of an information system. After a 
preliminary analysis, the analyst should have an idea 
of which data items might be combined to increase the 
efficiency of the system. It is at this point that 
volumes could be assigned to only those items that the 
analyst has identified, and from there the necessary 
computations could be made to yield a quantified solu- 
tion. In this way storage space and costs can be kept 
at a reasonable level. 
F. Incorporation of Changes 
The most important modificatijyi that needs to 
be made to the Wilson/Smith model does not involve 
the actual manipulation of the algorithm, but rather 
the analysis of the existing system prior to setting 
up the matrices. This modification is necessary to 
insure a successful analysis of a dynamic situation. 
In order to use the Input/Output algorithm for 
20 
a sequential dynamic system, it is necessary to break 
down the system into subsystems. The subsystems are 
snap shots of the system taken at times which elimi- 
nate feedback loops that occur within the system. 
In order to demonstrate how the existing system should 
be segmented into subsystems, an example will be used 
of an actual information system that is used in the 
student registration process at Lehigh University. 
A general diagram of the process is shown in 
Fig* 6, with the numbers used as an aid in following 
the flow of data through the entire system. Appendix 
B contains example copies of some of the documents 
used in the registration system. A description of 
the overall process is included in the following para- 
graphs . 
The first document (see Appendix B) that is used 
in the registration system has been termed the "Unnamed 
Form" for obvious reasons. It is prepared by each 
department in the University that plans to offer courses 
during the upcoming semester, and includes data elements 
such as course number, course name, credits, hours per 
week, instructor, etc. This form is used along with 
the experience and intuition of the registrar to pro- 
duce a master assignment board kept in the registration 
office. It is from this board that the registrar can 
21 
22 
develop a tentative schedule of classes, which the 
student may use along with whatever thought process 
is required to fill out the first half of the pre- 
registration ticket. 
r 
The registrar then compiles and tabulates a 
report showing the resulting statistics of all the 
preregistration tickets. From these statistics, which 
give a good indication of the preferences the students 
have, the registrar updates his master assignment board 
to include such changes as adding an additional section 
for a course, or dropping a course from those original- 
ly offered. The registrar may now use his board to 
produce the final schedule of classes to be offered 
in the upcoming semester. 
The registration ticket (see Appendix B) is then 
completed using the data from the first half combined 
with the final schedule of classes. The next step 
in the registration system is the use of a computer 
program to compile and create a registration file that ' 
is kept on magnetic tape. It is from this file that 
an automated system is used to produce the class lists 
and student rosters., which are distributed throughout 
the University to the appropriate students and instruc- 
tors. 
In the next step, the student looks over his 
23 . . 
roster of courses to decide if he wants to add or 
drop a course. If Tie decides that he does, he must 
fill out an add/drop slip. This slip is then pro- 
cessed and updates are made to his course roster and 
also to the registration f>ile. Upon the updating of 
the registration file, a computer program is used to 
produce revised versions of the class lists. 
Half way through the semester, the student still 
has the opportunity to drop certain courses, for 
valid reasons, but he may not add any more courses. 
If a student wishes to drop a course he must fill out 
a petition and have it signed by the instructor, dean, 
etc. Upon the successful completion of this process, 
updates are again made to the student's roster and 
the registration file, and a memo is sent to the in- 
\ 
structor of the course the student dropped. This 
completes the process of registering for courses at 
Lehigh University. 
From this description, it can be seen that the 
registration system definitly operates in a dynamic 
environment. Numerous reports are updated throughout 
the process, and some are updated more than once. 
Thus, to perform an accurate input/output analysis of 
this system, it will be necessary to reduce it to 
static subsystems. 
24 
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A procedure for reducing the system to static 
subsystems follows. Whenever the flow of data loops 
back to be input into a report that already exists, 
a feedback loop occurs, and this updated report should 
be the first document produced in the next subsystem. 
For example, in the registration system, the first 
feedback occurs in step 5 in Fig. 6 when the registrar 
uses the registration statistics to produce an update 
to his master board. Thus, the registration statis- 
tics should be the last report produced in the first 
subsystem, and the updated master board should be the 
first report produced in the second subsystem. 
Fig. 7A through 7D show how the registration 
system at Lehigh University should be segmented into 
static subsystems prior to being analyzed by a data 
flow algorithm. The solid lines represent the sec- 
tion of the overall system that is to be included in 
that particular snap shot or subsystem. In the 
example presented here, there are a total of four (4) 
subsystems, and for each of these a separate input/ 
output matrix manipulation must be carried out when 
performing the algorithm manually. 
The second major change in the algorithm includes 
how the separate subsystem matrices are set up. 
Although, by definition, a subsystem is itself a system, 
25 
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it can not be analyzed as being totally isolated from 
the rest of the system in the input/output analysis. 
Thus, when establishing one of the matrices, a report 
that was produced in a prior sybsystem must be broken 
out into its separate data items. This is the only 
way these individual data elements can be passed into 
the next subsystem from outside and eventually show 
up in the final result. This is important because 
the result we are concerned with is the number of times 
> 
a
 data item, not a report, is made availible to a    ^ 
business function. 
In Fig. 7B of the registration system example, 
the second matrix would not have the registration 
statistics appearing anywhere as a report. Instead, 
the data items that make up this report would be shown 
on the matrix as inputs (rows) into the registrars 
master board. This same procedure would also be done 
for the first half of the preregistration ticket since 
it was produced in a prior subsystem as well. 
Once the analyst has segmented the existing system 
into its subsystems (if the system is dynamic), 
and has been careful to use the data items of reports 
produced in previous subsystems, the matrix manipula- 
tion follows the same pattern of the existing algorithm 
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which is described in Appendix A. The remaining 
modifications involve the interpretation of the results 
of the matrix manipulations and what to look for 
during the actual manipulations. These additions to 
the algorithm follow in this chapter under the section 
named Guidelines for Analysis of Results. 
G. Revision of Step-by-Step Procedure 
In order to make it easier to follow the step- 
by-step procedure for using the manual data flow 
algorithm, a flowchart is shown in Fig. 8. Indicated 
on the flowchart are the numbers of the steps that 
must be taken to carry out the analysis. A complete 
listing of the steps is included in Appendix A.  It 
is the intention that the flowchart, along with the 
listing of the steps of the algorithm, should suffice 
to allow a manual input/output analysis of an infor- 
mation system. 
H.  Guidelines for Analysis of Results 
While the step-by-step matrix manipulation produces 
a realistic solution space in the resultant matrix, 
another value of the algorithm is the derivable infor- 
mation regarding the system that results. By reviewing 
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Fig. 8. Flowchart for Modified Manual Procedure 
of Data Flow Algorithm 
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the input/output matrices, one is able to spot flaws 
in the system and possible areas for improvement to 
the system's efficiency. This type of information can 
prove to be as valuable, if not more so, as the data 
on the number of times data items are made available 
to business functions. The purpose of this section 
is to provide a systematic procedure for analyzing 
the matrix(ces) that the algorithm produces. 
The analyst should begin looking, before the 
sweeping out process, for any areas where improvements 
could be made. The most significant area for improve- 
ment that the initial matrices indicate is where over- 
lap occurs between two or more rows or columns. 
Overlap occurs between two rows when a "l" appears 
in the same column in both rows, (vice versa for two 
columns). The amount of overlap should only be con- 
sidered meaningful when one of the components is a 
complete subset of the other, or at most it misses 
being a complete subset by only one element. 
Having identified an overlap situation between 
two component0, the next step is to evaluate the con- 
sequences of combining them into one component. There 
are two different cases that could occur, the first 
being the simpler to analyze. This would be the case 
in which the two components are of different types, 
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that is, one a report and the other a data item or 
business function. Here the two components should 
be combined into one to improve the system* efficiency, 
because both components are serving the same function. 
Keeping the two components separate will add redun- 
dancy to the system. 
The second case is one in which the two components 
are both reports. This presents a slightly more dif- 
ficult situation to analyze because the two reports 
will be represented as both rows and columns in the 
matrix. Thus, even though one report might be a 
complete subset of the other when they are used as 
outputs (both reports being produced from the same 
inputs), they could be used as inputs into vastly dif- 
ferent series of outputs. In this case, it is not as 
obvious that combining the reports will improve the 
system's efficiency. The amount of deadweight tran- 
sfer must be analyzed to determine if the combination 
of reports is desirable. 
Another situation which the initial matrix(ces) 
should be checked for is a report appearing as only 
an output. This means that the report is only a, 
system output and it should be looked at in detail 
to see if it is serving the function of the system 
being analyzed. Very often this will not be the case 
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and it might be possible to remove the report from 
the system. Government reports are usually good 
candidates for components that are an outgrowth of 
the system but are not necessary for providing any 
decision-making functions to management, but if 
regulations require them they can not be eliminated. 
Next, if there is any input (data item) that is 
used only once in the system, that is, the row contains 
only one "1" entry, it probably should be used as an 
input parameter. This is most applicable in an auto- 
mated information system where it becomes more im- 
portant to identify any specific items that must be 
input into the system. 
A great deal can be learned about the system under 
analysis, and its components, prior to the setting up 
of the resultant matrix, simply by observing the fol- 
lowing occurences. 
1. A row or column containing no l's or -lfs - The 
corresponding input or output is outside the bounds 
of the system being analyzed. 
J 
2. A row containing only a -1 - The component repre- 
sented by this row is actually a system output. 
3. A column containing only a -1 - The component 
represented by this column is actually a system 
input. 
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4. Both a row and column representing the same com- 
ponent contain no l's - The component is not a 
member of the system being analyzed. 
Finally, the analyst should observe closely and 
make note of any instances of a cell in the upper 
left quadrant being converted to a Boolean cell during 
the sweeping out process. Whenever this happens the 
analyst should note the row and column that form the 
cell. This indicates the spots where redundancy exists 
within the system and where specific data items might 
not be required on reports. 
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Chapter III 
Development of Computer Model 
A. General Description 
A computer model was designed and tested that 
automatically performed the matrix manipulations in 
the revised data flow algorithm. This model was 
written in FORTRAN IV since the language more easily 
represents matrices than a business oriented language 
such as COBOL. In addition, the CDC 64OO was utilized 
as the main frame computer on which the model was 
debugged in a batch operating mode. 
In conjunction with a batch operation, input to 
the model was in the form of data records keypunched . 
on cards which are then read one card at a time. As 
the input cards are read by the model, the first out- 
put report is produced. This report is simply a re- 
production of the input deck to serve as an echo 
check against possible keypunch errors by the user. 
A number line from 1 to SO is included in the heading 
of the report to aid in lining up the columns on the 
data cards. An example of this report as well as the 
other reports produced by the model are included as 
a part of Appendix C. 
As the data records are input, they are stored 
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in holding arrays where they can be accessed later 
on by the model. At the conclusion of the data input, 
these records are sorted alphabetically by data ele- 
ment name and are output to report 2, the Data 
Element Glossary. 
At this point, the model runs through an exhaus- 
tive search of the initial matrix for possible re- 
dundancy among the data items and the reports as 
they are being used as inputs in the system being 
analyzed. The criteria that is used to determine if 
a given pair of a data item and report qualifies as 
a redundant combination is if the individual elements 
that comprise the pair have less than two cells that 
are different in the initial matrix. In other words, 
there can be at most one cell that is not identical 
in the two rows of the matrix that represent the two 
data elements of the pair, for the pair to qualify 
as being redundant. Any pair of data elements that 
meet this test are then output to report 4 for perusal 
by the user. 
Following this search, the initial matrix is also 
scanned for possible input parameters (data items that 
are used as inputs only once), and for possible non- 
functioning elements (reports that are only outputs 
in the system and not inputs). If any such elements 
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are discovered by the model, the information pertain- 
ing to them is output to report 5, the Data Element 
Followup Report. 
The remainder of the model is devoted to perfor- 
ming the matrix manipulations as perscribed in the 
algorithm, to eventually produce a solution matrix 
which will show the number of times each data item 
is made availible to each business function. This 
solution matrix is the final result of the model and 
is output to report 3 along with the separate itera- 
tions of the matrices, if desired by the user. 
B. Instructions on Use of the Model 
The following step-by-step approach should be 
employed when using the computer model for analyzing 
the input/output data flow of an information system. 
The accompanying documentation for the model is in- 
cluded in Appendix C, and the actual source code is 
on file in the Industrial Engineering Department of 
Lehigh University. 
1. Draw a flowchart and identify all the data items, 
reports, and business functions of the existing 
system as outlined in steps 1 through 5 of the 
manual procedure in Appendix A. 
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2. Number consecutively all the data elements identi- 
fied in step 1 beginning with the data items, then 
reports, and finally the business functions as 
they are used in the system, by following the num- 
bered flow lines on the flowchart. 
3. DATA DECK SETUP 
The first data card contains two codes for 
controlling the type of output desired. The first 
code is for suppressing the output of all the matrix 
iterations and goes in card column 5 ( 0 for sup- 
pressing the iterations, and 1 for printing the 
iterations). The second code is an option for hav- 
ing only the solution space of the final matrix 
output as opposed to the entire solution matrix 
and goes in card column 10 ( 0 for printing only 
the solution space, and 1 for printing the entire 
solution matrix). 
The remainder of the data input cards take 
one of two different types : 
TYPE 1 
columns 1-3     data element number (the number 
previously assigned in step 2) 
column   4     the digit 1 (input type number) 
columns 5-46    data element name (description 
of the data element) 
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columns 47-4$    number of times the data element 
is used as an input in the 
*    system being analyzed 
column  49     data element type ( D - data item 
R - report 
B - business 
function) 
Each type 1 record is to be accompanied by one 
variable length type 2 record. The length of the 
type 2 record is determined by the number of times 
the data element is used as an input.  If the data 
element is not used as an input ( i.e. business 
functions) no type 2 record is required. 
TYPE 2 
columns 1-3    data element number (should match 
the data element number in the 
type 1 record) 
column   4     the digit 2 (input type number) 
columns 5-7 
8-10   data element numbers for each 
* time the element is used as an 
• input 
47-49 
In all cases where NUMBERS are to be keypunched 
on the cards they must be right-justified. 
The last data card should be a blank card, which 
is to be followed by an end-of-file card. 
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Chapter IV 
Test Cases 
A. Validation of the Model 
(TEST CASE 1) 
The first test case run on the computer model 
served the purpose of validating the logic and the 
accuracy of design of the model. In order for a 
comprehensive test of the model to be accomplished, 
a test case or example was chosen that exhibits many 
different characteristics and peculiarities that are 
involved in an input/output analysis. The test case 
that was used for this purpose was an adaption of 
the same example of an information system used by 
Wilson and Smith. (2) Thijs example, although not 
taken from a specific application of a management 
information system, produced a wide variation 
of different types of results and was sufficient 
for validating the computer model. 
To begin the analysis of this hypothetical manage- 
ment information system, a series of three matrices 
showing the input and output relationships of the docu- 
ments that comprise the system are presented for con- 
venience in Fig. 9.  Because of the complexity and 
multitude of the interrelationships of the data ele- 
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1 0 1 1 
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7 1 1 1 0 
Fig. 9. Input/Output Relationships for a 
Hypothetical Management Information 
System 
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merits, these matrices are used In lieu of the general 
system flowchart as was described in step 1 of 
Chapter III. Ordinarily a flowchart would prove to 
be very helpful to observe the overall flow of in- 
formation in the system, however this example would 
produce a flowchart that would be too complicated to 
be of much value. The numbers that appear as row and 
column headings on the three matrices correspond to 
the numbers that are assigned by the user for use in 
the model. For a definition of the data elements that 
these numbers represent, the Data Element Glossary 
can be found in Appendix C along with all the other 
output reports that are produced from the hypothetical 
validation test case. 
The first report that is of interest in Appendix 
C is the Availibility Matrix (report 3). This matrix 
was checked against the manual solution, and the two 
matrices proved to be identical.  For further valida- 
tion, reports 4 and 5 were checked in detail against 
the initial matrices to be sure they yielded correct 
results. When further checks were made, it was found 
that there were indeed five different pairs of data 
items and reports that were input into the same set 
of input reports or business functions (with a maximum 
of only one different output). Thus, these five pairs 
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are redundant data element combinations, and report 
4 appears to be correct. 
The final report that was checked was the Data 
Element Followup Report (report 5). Upon scanning 
the initial matrices, three different data items were 
found to be used only once in producing an output, 
and only one report was found to be used as only an 
output and not as an input. These were the same re- 
sults that were printed on report 5, thus concluding 
the validation of the computer model. 
Since this first test case was a hypothetical 
case in which the names and types of the data elements 
were arbitrarily assigned it was not appropriate to 
become heavily involved in an analysis of results (two 
additional test cases that are not hypothetical, but 
actual applications, will subsequently be analyzed). 
Rather, some general guidelines on what to look for 
in each report are presented, and they will be put 
into practice later during the analysis of the other 
two test cases. 
Report 3 Availability Matrix 
The ideal matrix would show only l's and O's, 
where this would demonstrate that a data item is 
availible at most only one time to a business func- 
tion. Hence, in such a perfect case, one would not 
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be concerned with duplication. 
Thus, the solution matrix of report 3 should be 
reviewed for any cell that is greater than one. Upon 
finding such a cell, the user should go back and find 
in which reports the data item is used and should then 
investigate the possibility of eliminating any of the 
duplicate sources. Report 3 simply gives the user 
a head start in knowing where to search for possible 
improvements to the system. 
Report 4 Redundant Data Element Combinations 
For each pair that is listed in this report, the 
user should investigate the possibility of combining 
the two individual elements that make up the pair into 
one document. This is especially true when a data 
item and a report have been identified as being redun- 
dant. The user should ask himself if there would be 
any problem with including the data item on the report 
in terms of effecting how the system functions.  If 
no problems can be identified, the system will be sim- 
plified and a certain amount of redundancy will be 
eliminated. 
Report 5 Data Element Followup Report 
This report checks the data elements in the sys- 
tem for two different conditions that have previously 
been discussed in Chapter III. The first of these, 
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when a data element has been identified as a possible 
input parameter, is useful mainly if the information 
system being analyzed is automated (or about to be). 
These data elements would then probably be the initial 
parameters that must bd input into the system indi- 
vidually, as opposed to being included on a report. 
It lets the user know which data inputs he will be 
responsible for obtaining other than report infor- 
mation. 
The second condition checked for by the model 
and output on report 5 is that of a possible non- 
functioning element. The identification of such a 
report is important because it could eliminate unneces- 
sary deadweight that the system is producing. The 
user should check if there is any use whatever for 
this report in the system. If there is no use for 
it, there is no reason to produce it. 
B. Lehigh University Registration System 
(TEST CASE 2) 
The second test case that was run on the computer 
model was the analysis of the registration system at 
Lehigh University. This was the same system that was 
previously used.as an example of a dynamic information 
system in Chapter II. This system is diagrammed in 
Fig. 6 of that chapter, and a description of its opera- 
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tion is also provided using the examples of the reports 
contained in Appendix B. 
Located in Appendix D are the five different out- 
put reports that the computer model produced after 
this test case was run. It should be observed that 
a few of the data elements are listed as being •UPDATED' 
or 'REVISED' in reports 1 and 2. This is the case 
when an information feedback loop occurs and a new 
version of a document is created (a dynamic situation). 
In the event a document is updated more than once 
dtfring a cycle of the system, the data element name 
includes the version number contained in parentheses. 
As can be seen from the output reports, the regis- 
tration system is designed to provide two different 
business functions : the final student roster, and the 
final version of the registration file. An interesting 
development occurs when observing the availability 
matrix of report 3; there are nothing but l»s appearing. 
The reason for this unusual occurence is the extreme 
sequential nature of the registration system where 
one report is used to produce the next, which is used 
to produce the next, etc., until finally, the business 
functions are produced from only one previous report 
which has all the data items availible to it from all 
of the previous sequences. Thus, it appears from 
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looking only at report 3 that there is no duplication 
of inputs in the registration information system. 
However, when report 4 is subsequently discussed, it 
will be shown that there really is redundancy in this 
system. 
To further analyze this test case, the user must 
look at each pair individually and determine if it is 
feasible to combine the data item with the report, or 
perhaps eliminate the data item from being input sepai- 
rately from the report, if it already is a component 
of the report. Thus, there are basically three dif- 
ferent conclusions that can be reached regarding each 
pair of data elements : the elements should be combined 
into one report, it is infeasible to combine the ele- 
ments, the data item should be eliminated as a separate 
input. The list of the combinations that were identi- 
fied by the computer model and the courses of action 
that are perscribed in each instance are included in 
detail in Appendix D. The results indicate that of 
the 29 different combinations : data items in 5 of the 
pairs should be eliminated, it is infeasible to com- 
bine data elements in 18 of the pairs, in 4 of the 
pairs the data elements should be combined toA form 
a single document, and in 2 of the pairs no action 
should be taken. 
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The final output report that was a part of the 
input/output analysis for the Lehigh University regis- 
tration system is report 5. As was previously desc- 
ribed in this chapter, two separate conditions were 
checked for in this report. The first of these, the 
possible input parameter, yielded 19 different data 
elements. The second condition, the possible non- 
functioning element, requires further investigation 
on the part of the user. 
After looking at the three candidates for non- 
functioning elements, it appears that the class list 
may be eliminated from the system, while the first 
version of the updated student roster and the memo to 
the instructor should remain as they are. It would 
appear that the initial class list should be eliminated 
from the information system since it is not used to 
produce any other output and also because an updated 
version is always produced later in the semester. 
Thus, the class list is not serving any purpose in 
the registration system. This point could probably 
be argued by faculty members who would insist that 
the initial class list is the only way they will know 
which students are in their classes. This is true, 
however the problem lies in the time delay between 
when the class list is first issued and when the 
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updated version is made availible. If the processing 
could be made more efficient, there would be a shorter 
gap in time between the issuance of the lists and 
there would be no need for the initial class list in 
the system. Thus, the current method of producing 
class lists should be looked at in more detail to see 
if this problem can be solved. 
The updated student roster (version one) can not 
be removed outright from the system because it only 
becomes non-functioning when a student petitions to 
drop a course after the deadline has passed. It will 
be a functioning data element if a student only add/ 
drops during the semester, in which case it will be 
used as the final student roster which is one of the 
business functions of the system. 
The reason for keeping the memo to the instructor 
in the registration process is because it actually 
is serving a function of the system. That function 
is the notification of the course instructor that 
one of his students is no longer in the course.  In 
a sense, the data element - memo to instructor could 
have been assigned to be a business function at the 
beginning of the input/output analysis, and then it 
would not have shown up on report 5. However, at the 
time, it was not felt to be one of the important 
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functions of the registration information system. 
C. A Program Evaluation and Review System for the 
Department of Energy   (TEST CASE 3) 
The third test case that was run on the computer 
model was the analysis of an information system that 
was designed under contract number EC-77-02-4454«A000 
for the Department of Energy's Division of Energy 
Storage Systems in Washington D.C. This system goes 
under the acronym SPERS and has the purpose of aiding 
in the evaluation of research proposals and reviewing 
and controlling ongoing funded projects. 
A general description of SPERS in flowchart form 
is shown in Fig. 10. Initially, SPERS involves the 
selection of proposals that are to be funded. This 
selection process can originate from two different 
types of proposals (solicited and unsolicited). 
Solicited proposals are competitive in nature and are 
in response to a formal, written invitation to pros- 
pective contractors for a specific effort or objective. 
Unsolicited proposals arrive at DOE in the form of 
random requests for funding to perform research and 
development work. Upon receipt of these proposals, 
a program manager is assigned to a given proposal, 
depending upon the specific branch of the Storage 
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Fig. 10 SPERS General System Flowchart 
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Division to which the proposal is assigned. ' 
At this point, all data contained in the data 
base for proposals is summarized and combined with 
data from the contractor performance report collected 
during ongoing operation of SPERS to provide input 
to the evaluation process. Prior to the final portion 
of the evaluation process, a proposal scoring sheet 
is filled out that provides further information to 
aid in evaluating a proposal. 
Once a proposal has been accepted, SPERS becomes 
primarily concerned with monitoring those contracts 
that have been funded.  Progress of contract execution 
is maintained in the SPERS data base and various manage- 
ment reports can be obtained on request through the 
use of CRT terminals and/or hard copy terminals. The 
SPERS data base is maintained via submission of 
scheduled contractor reports that have been identified 
as : Cost Plan, Cost Management Report, Milestone 
Schedule, and Contract Management Summary. 
The different output reports that were produced 
from this third test case are included in Appendix S. 
From observing the Availibility Matrix in report 3, 
this information system contains the business function 
of generating a series of management reports. Even 
though there are many reports that are availible as 
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outputs from this system, (hence, it could be said 
there are many business functions of the system) they 
are all grouped together under the title - management 
reports, and are considered as a single business 
function. The reason for this is because the data 
items that are inputs to the system are made equally 
available to the final outputs of the system. Thus, 
there is no reason to distinguish between the separate 
management output reports in terms of availabilty of 
data input. 
Unlike the Availability Matrix of test case 2 
where nothing but l's appeared, report 3 of this exam- 
ple demonstrates a duplication of inputs. This becomes 
apparent from all of the entries in the matrix that 
are greater than 1. Upon a closer inspection of 
specifically which data items are made available in 
excess, and to which reports they are used as inputs, 
it can be seen that the duplication problem occurs 
in the preparation of the four scheduled contractor 
reports that were previously mentioned. Every data 
item that is made available more than twice to the 
management reports (this would have to be considered 
excessive duplication) is input into the system on the 
scheduled contractor reports. Therefore, it is re- 
commended that the scheduled contractor reporting 
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process be investigated to determine if all four re- 
ports are required and if every piece of data on the 
reports is a necessity. 
The next step in the analysis of the SPERS in- 
formation system is to examine each of the three 
redundant data element combinations found in report 4.. 
The first of these pairs consists of the data item - 
program manager, and the proposal. The question the 
user must ask himself at this point is whether it is 
feasible to include the program manager's name on 
the initial proposal. Since the contractor will have 
no way of obtaining this information at the time the 
proposal is prepared, it is infeasible to combine the 
two data elements and the program manager should re- 
main as a separate input. 
The remaining two combinations identified in 
report 4 both include risk parameters as one of the 
data elements that comprise the pair.  For both pair 
number 2 and pair number 3 it becomes infeasible to 
combine the risk parameters with either the proposal 
scoring sheet or the contractor performance report, 
since the risk parameters are only used in the evalua- 
tion process if the cost/benefit analysis mode of 
evaluation has been selected. There are three different 
modes of evaluation that might be selected : scoring 
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model, cost/benefit analysis, or no SPERS interaction 
required. Thus, nothing can be done to eliminate the 
redundant combinations that were listed in report 4 
for the SPERS system. However, this illustrates an 
example of one instance where redundant inputs will 
not harm the efficiency of the system. 
Finally, the Data Element Followup Report shows 
that there are six possible input parameters and NO 
possible non-functioning elements. This is a good 
sign to the analyst, since it means that every data 
element in the SPERS system is serving some purpose 
in the system and should remain. Thus, no further 
action is required on the part of the user, and the 
analysis of the management information system is 
complete. 
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Chapter V 
Conclusions and Recommendations 
A. Conclusions 
The objective of this thesis was to extend the 
Wilson/Smith Data Flow Algorithm so that it is capable 
of analyzing data flows in a dynamic information sys- 
tem, and to design a computer model that will per- 
form the steps of the algorithm and produce a series 
of reports summarizing the results. Accordingly, 
possible system analysis techniques to aid in the 
modification of the algorithm were evaluated, the 
manual procedure for analyzing the system and manipu- 
lating the matrices was revised, and a set of guide- 
lines was developed to analyze the outputs of the 
proposed model. Furthermore, a computer model was 
developed and tested on a hypothetical as well as two 
existing management information systems. 
The stated objective of this thesis has been ac- 
complished in the analysis presented in the previous 
chapters. As a result of this analysis, the following 
conclusions were obtained : 
1. The Wilson and Smith Data Flow Algorithm is 
not adequately designed to handle a dynamic 
situation, one where feedback loops exist 
59. 
within the system. This type of a dynamic 
situation occurs when a report is produced 
initially and then is later updated. 
2. Using the original algorithm, whenever a dy- 
namic situation is analyzed, a 1 appears 
below the -1 diagonal in the lower left sub- 
matrix. No matter what matrix operations 
are performed, the submatrix can not be mani- 
pulated into forming a negative identity 
matrix. 
3. The application of the Time Automated Grid 
Technique to the input/output analysis for 
an existing system is not entirely feasible 
since the TAG system does not analyze the 
data flow of a system.  The approach of start- 
ing with the desired outputs and deriving 
the proper number of inputs was not appropriate 
for this thesis. 
4. The concept of precedence relationships has 
proved to be very useful in the modification 
of the i/O algorithm to handle dynamic 
situations. It aids in distinguishing when 
a report or business function has been up- 
dated as a part of a feedback loop within 
the system. 
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5. It is feasible to perform an analysis of 
carrying "deadweights" during a combination 
of outputs.  It remains quite easy to cal- 
culate the total extra transport of data if 
two reports are combined into one. 
6. In order to use the Input/Output algorithm 
for a sequential dynamic system, it is neces- 
sary to break down the system into subsystems. 
The subsystems are snap shots of the system 
taken at times which eliminate feedback loops 
that occur within the system. 
7. By reviewing the input/output matrices, one 
is able to spot flaws in the system and pos- 
sible areas for improvement to the system's 
efficiency. This type of information can 
prove to be as valuable, if not more so, as 
the data on the number of times data items 
are made available to business functions. 
&.     Both the proposed modified manual algorithm 
and the computer model did compute the num- 
ber of times each input from a dynamic in- 
formation system is made available to each 
output. 
9.  The computer model was successful in producing 
all five output reports for the hypothetical 
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example, as well as the Lehigh University 
registration and the SPERS information 
systems, 
B. Areas for Further Study 
Even though the three test cases were felt to 
represent an adequate cross section of application 
areas to be tried on the computer model, there still 
remains many types of information systems that have 
not undergone an input/output analysis. One applica- 
tion that could be run on the model in the future is 
an information system in an industrial or manufac- 
turing environment. There are many types of process 
industries or manufacturing job shops that would be 
good candidates for having their information flow 
analyzed. It is only by running more and more appli- 
cations on the computer model that possible changes 
or enhancements can be identified and the effects of 
any changes observed. 
There also exists the possibility of using the 
model as a supplement to a materials requirements 
planning or parts assembly system. The sweeping out 
process that is programmed into the' model could be 
extracted and perhaps adapted to represent the parts 
explosion problem as Wilson describes. (7) 
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However, in this type of application, it must be re- 
membered to remove the requirement that the report/ 
output cells of the matrix be Boolean. The reason 
the Boolean cells are included in the algorithm is to 
prevent the unnecessary duplication of inputs to a 
specific output. It is recommended that this model 
be compared to existing MRP or parts explosion models 
to evaluate the advantages and disadvantages of the 
algorithms used. 
Another area for future work is in the assign- 
ment of volumes to the data elements as was described 
in Chapter II of this thesis. This technique was not 
included in the design of the computer model basically 
because of computer space constraints. However, the 
author feels that this technique merits further inves- 
tigation, especially when dealing with existing auto- 
mated information systems. It might be feasible to 
develop a small model using volume assignment (in the 
form of bits or characters) that would attempt to 
minimize the storage or memory space required in large 
files or data bases. 
A final area for further study would be an analysis 
of the effect time differences have on the model, that 
is, the sequencing of when items are available to be 
used as inputs to the various outputs in a system. 
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As the model now stands, the only reference to timing 
is the numbering notation on the flow lines in the 
general system flow chart (Appendix A; step 1). How- 
ever, this notation is rather crude, and depending 
on the care with which the flow lines are numbered, 
may not be entirely accurate. For example, if three 
documents are inputs into another document, will it 
make any difference which input is availible first? 
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Appendix A 
Modified Step-by-Step Manual Procedure for 
Data Flow Algorithm 
1. Draw a flowchart detailing all reports and business 
and decision making functions of the existing system. 
Number each line in the data flow through the system, 
using a different flow line to represent separate 
interactions between two reports or functions. 
2. Establish whether a static or dynamic system 
exists by checking for feedback loops. A feedback 
loop occurs when a report or function on the chart 
has more than one line entering into it, and the lines 
are not numbered the same. 
3. Identify the separate subsystems that comprise 
the system as a whole. The system is separated at 
any point where the flow of data loops back to be input 
into a report that already exists. This occurs when 
a report has a flow line entering it with a higher 
number than a flow line leaving it. This report be- 
comes the first output of the next subsystem. 
4«    Identify all data items, reports, and business 
functions of the subsystem. 
5.    Replace any feport or business function that was 
produced in a prior subsystem with its separate data 
items. 
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IN THE FOLLOWING STEPS, THE WORD SYSTEM WILL 
REFER TO A SUBSYSTEM IN A DYNAMIC SITUATION 
6. Establish a set of rows for all data items fol- 
lowed by a set of rows for all reports in the system. 
Establish a set of columns for all reports followed 
by a set of columns for all business functions in the 
system. 
7. Insert a 1 in each cell to represent an item of 
data appearing on a report, a report used to produce 
another report, and a report used to perform a 
..-''X 
business function. 
8. Insert a -1 into each cell formed by the inter- 
section of identically labelled rows and columns. 
In general these are the rows and columns of the re- 
ports. 
9. Eliminate unnecessary rows and columns from the 
model by removing any row or column that does not 
contain a 1. 
10. Reorder the rows and columns to form an upper 
triangular subraatrix in the lower left corner of the 
matrix. All -l's should be on the main diagonal of 
the submatrix. 
11. Partition the matrix into four quadrants such 
that the lower left quadrant is the upper triangular 
submatrix and the solution area is the upper right 
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\ 
submatrix. 
12. Partition the upper right triangular submatrix 
of the lower left quadrant into -I submatrices, begin 
with the upper left -1 entry and proceed down the 
main diagonal.  Form the first -I submatrix as large 
as possible then the second, the third, etc. as large 
as possible too. The size of each -I submatrix is 
determined by the "1" entries in the upper part of 
the upper triangular submatrix which limit the dimen- 
sion of each -I. The -I submatrices may be 1 X 1 or 
larger. 
13. Attempt to reduce the number of -I submatrices 
formed in the above step by performing the elementary 
operation of interchanging parallel rows and columns, 
while still maintaining the upper triangular relation- 
ship. The number of -I submatrices is minimum if: 
(a) this number remains the same, but it is possible 
to increase the size of one -I while decreasing the 
size of another, or (b) only interchanges of parallel 
lines can be made that will increase the number of 
-I submatrices. 
14. If condition (a) of step 13 occurs, check the 
submatrix immediatly adjacent to the right of each 
-I submatrix beginning with the uppermost. If an 
adjacent submatrix has any row which does not contain 
6B 
any lfs, shift this row downward into the next -I 
submatrix and let it become the last row in that 
submatrix.  (The corresponding column must be shifted 
to the right also.)  Continue this process for all 
but the last -I submatrix, until a minimum number of 
submatrices exists and condition (a) of step 13 does 
not occur. 
15. Perform the sweeping out process beginning with 
the left uppermost -I submatrix, by removing the 
"1" entries to the right of this submatrix. This is 
accomplished by adding a multiple of the appropriate 
column with a -1 in the row cell corresponding to the 
1 to be swept out. 
16. Transform the submatrices in the upper left 
quadrant above the swept-out submatrices, EXCEPT THE 
SOLUTION AREA, into Boolean form by replacing each 
nonzero element by a "1". 
17. Select the next -I submatrix and. repeat steps 
15 and 16 above.  Continue until all submatrices to 
the right of the -I submatrices in the lower left 
quadrant have all been swept out to zero. 
18. Read the number of times each input is actually 
made availible to each output in the solution area. 
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Appendix B 
Lehigh University Registration System 
Example Documents 
Page 
Fig. B-l. Unamed Form  71 
B-2. Tentative Schedule   72 
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B-4. Registration Statistics .... 74 
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Office of tha Registrar 
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Acct. 51. 114 Biol. 324 69 Chem. 30/ 25 
Acet. 52 263 Eiol. 327 6 Chem. 311 5 
A^ct. 1C3 88 Biol. 332 28 Chrn. 336 10 
Acct. Ill 194 Biol. 353 28 Chem. 350 A 2 
Acct. 300 4 Biol. 372 11 Chem. 350 B 1 
Acct. 307 38 Biol. 445 1 Chem. 372 10 
Acct. 33 5 33 Chem. 375 14 
Acct. 3.16 90 Ch.E. 52 104 Chem. 378 3 
Acct. 317 85 Ch.E. 169 95 Chem. 333 23 
Acct. 320 2 Ch.E. 185 4 Ch«:ii. 3V0 3 
Arc!:. 32<'i 135 Ch.E. 186 5 Chen. 392 36 
Acct. 371 1 Ch.E. 210 66 Chem. 3S4 5 
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A.S. 22 38 Ch.E. 321 25 Chem. 445 1 
A.S. 24 20 Ch.E. 331 9 
A.S. 114 20 Ch.E. 340 7 C.E. 9 3 
A.S. 116 5 Ch.E. 350 1 C.E. 40 73 
Ch.E. 360 2 C.E. 104 6 
Arts 98 27 Ch.E. 390 0 C.E. 123 112 
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Ch.E. 394 0 C.E. 170 95 
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Astr. 242 13 Ch.E. 465 1 C.E. 205 
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Biol. 21 70 Chem. 22 327 C.E. 244 80 
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Biol. 35 31 Chem. 39 13 C.E. 326 28 
Biol. 191 10 Chera. 52 135 C.E. 332 8 
Biol. 221 8 Chem. 54 40 C.E. 343 19 
Biol. 261 2 Chem. 55 41 C.E. 352 10 
Biol. 303 12 Chem. 187 123 C.E. 359 8 
Biol. 306 28  . Chera. 191 107 C.E. 365 . 17 
Biol. 313 8 , Chera. 192 11 C.E. 371 45 
Biol. 317 10* Chem. 194 61 C.E. 380 0 
Biol. 322 46 Chem. 300 1 C.E. 457 1 
Fig. B-4. Registration Statistics 
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Variable List 
CODE5    -    code for  report  5 reason  (1-non-functioning 
element,  2"input parameter) 
ELMNAM - element name 
FIVENM - element name field in report 5 
FOURNM - element name field in report 4 
HOLDNM - holding area for alphabetic names 
IFULL - code for entire matrix output (Oonly solution 
space, l=entire matrix) 
ITER  - code for matrix output suppression (O-suppress 
iterations, Imprint iterations) 
KNT2  - counter for number of records in report 2 
KNT4  - counter for number of records in report 4 
KNT5  - counter for number of records in report 5 
KNTBAD - counter for the number of non-functioning 
elements 
KNTCEL - counter for the number of unequal data item 
and report cells 
KNTD - data item counter 
KNTR - report counter 
KNTYP1 - counter for type 1 records 
KRDTYP - card type read off of input type 2 record 
NO - element number 
NOBAD - element number of non-functioning elements 
N0CHK2 - element number read off of type 2 record 
NOFIVE - element number field in report 5 
9S 
NOFOUR - element number field in report 4 
NUMOUT - output data element numbers 
NUSED - number of times used 
TYFIVE - data element type field in report 5 
TYFOUR - data element type field in report 4 
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11C0URSE NUMBER 30 
12 32 43 47 
21C0URSE TITLE 30 
22 32 42 46 
31CRE0ITS 20 
32 32 43 
41MEETINGS PER WEEK 10 
42 32 
51H0URS PER MEEK 10 
52 32 
61NUHBER OF SECTIONS 10 
62 32 
71INSTRUCT0R 30 
72 32 42 46 
81MISCELLANE0US COMMENT 10 
82 32 
91TIHE OF CLASS 20 
92 33 37 
101STUOENT NAME 30 
102 35 43 47 
1110ATE OF PRE-REGISTRATION ID 
112 35 
121S0CIAL SECURITY NUMBER 20 
122 35 43 
131MAJ0R 30 
132 35 43 47 
141CLASS 30 
142 35 43 47 
151SEMESTER 10 
152 40 
161STU0ENT CLASSIFICATION 10 
162 40 
1710ATE ROSTER PRINTED 10 
172 40 
1B1H0ME ADDRESS 10 
182 40 
191L0CAL ADORESS 30 
192 40 43 47 
201R0OM NUMBER 20 
202 37 40 
211DATE OF ROSTER CHANGE 10 
212 43 
221FEE WAIVED 10 
222 43 
231CURRICULUM OIRECTOR O.K. 20 
232 43 47 
241REGISTRATI0N CFFICER O.K. 10 
242 43 
251INSTRUCT0R APPROVAL 10 
Fig. D-l. User Input Data 
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2710ATE OF COURSE DROP 10 
272 47 
281REASONS FOR COURSE DROP 10 
282 47 
291STU0ENT SIGNATURE 10 
292 47 
301R00H CAPACITY 10 
302 37 
3110THER  PRE-REGISTRATION   INPUT 10 
312   35 
321UNNAMED FORM 1R 
322 33 
331REGISTRAR MASTER BOARD 1R 
332 34 
341TENTATIVE SCHEDULE OF CLASS 1R 
342 35 
351HALF PRE-REGISTRATION TICKET 2R 
352 36 39 
361REGISTRATI0N   STATISTICS 1R 
362   37 
371REVISED MASTER BOARD 1R 
372 3d 
381FINAL SCHEOULE OF CLASSES 2R 
382 39 1*3 
391C0MPLETE0 REGISTRATION TICKET 1R 
392 i»0 
401REGISTRATION FILE 2R 
402 41 42 
411STUDENT ROSTER 1R 
412 43 
421CLASS LIST OR 
431ADD/DR0P SLIP 2R 
432 44 45 
441UPDATE0 REGISTRATION FILE (VERSION ONE)     1R 
442 46 
451UPDATE0 STUDENT ROSTER (VERSION ONE)       OR 
461UP0ATED CLASS LIST 1R 
462 k7 
471STUDENT PETITION TO OROP 3R 
k7Z  48 49 50 
481MEN0 TO INSTRUCTOR OR 
491UP0ATE0 STUDENT ROSTER (VERSION TWO)        OB 
501UPOATEO REGISTRATION FILE (VERSION TWO)    OB 
Fig. D-l.  Continued 
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Analysis of Report 4 
Pair No. 1  Eliminate credits as a separate input 
since it already is availible as a 
part of the student roster. 
Pair No.  2  It is infeasible to include the time 
of class on the unnamed form since it 
is not availible at the time the unnamed 
form is produced.' 
Pair No. 3  Include the time of the class in the 
registration statistics since it will 
be availible at the time the statistics 
are compiled. * 
Pair No.  4  It is infeasible to include the date of 
preregistration in the tentative schedule 
of classes since each student preregis- 
ters on different dates and there is 
only one tentative schedule. 
Pair No.  5  Infeasible for the same reason as Pair 
No. 4. 
Pair No. 6  Eliminate sbcial security number as a 
separate input since it already is 
availible as a part of the student roster. 
Pair No.  7  Eliminate semester as a separate input 
since it already is availible as a. part 
of the registration ticket. 
Pair No. &      Eliminate student classification as a 
separate input since it already is 
availible as a part of the registration 
ticket. 
Pair No.  9  It is infeasible to include the date 
the roster is printed on the completed 
registration ticket since it is not 
availible at the time the ticket is 
produced. 
Pair No. 10  Include the home address of the student 
on the completed registration ticket 
since it is easily availible when the 
student completes the ticket. 
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Pair No. 11  It is infeasible to include the room 
number in the registration statistics 
since the size of the class is not 
known until after the statistics have 
been compiled. 
Pair No. 12  Infeasible for the same reason as Pair 
No. 11. 
Pair No. 13  It is infeasible to include the date 
of roster change on the final schedule 
of classes since each student could 
have a roster change on different dates 
and there is only one final schedule 
of classes. 
Pair No. 14  It is infeasible to include the date 
of roster change on the student roster 
since it is not availible at the time 
the roster is produced. 
Pair No. 15  It is infeasible to include fee waived 
on the final schedule of classes for 
the same reason as Pair No. 13. 
Pair No. 16  Eliminate fee waived as a separate input 
since it is already included on the 
student roster. 
Pair No. 17  Include the name of the curriculum dir- 
ector on the student roster since the 
director must have already given his 
O.K. in order for the student to have 
a roster. 
Pair No. 18  It is infeasible to include the cur- 
riculum director O.K. on the updated 
class list since each student has a 
separate approval and the lists are 
designed for each course. 
Pair No. 19  It is infeasible to include the regis- 
tration officer O.K. on the final 
schedule of classes since it is not 
availible at the time the schedule is 
produced. 
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Pair No. 20  It is infeasible to include the regis- 
tration officer O.K. on the student 
roster since his approval is only 
required when adding or dropping a course. 
Pair No. 21  It is infeasible to include the instruc- 
tor approval on the updated class list 
since each student could have a separate 
approval and the lists are designed for 
each course. 
Pair No. 22  Infeasible for the same reason as Pair 
No. 21. 
Pair No. 23  Infeasible for the same reason as Pair 
No. 21. 
Pair No. 24  Infeasible for the same reason as Pair 
No. 21. 
Pair No. 25  Infeasible for the same reason as Pair 
No. 21. 
Pair No. 26  Include the room capacity in the regis- 
tration statistics since this data is 
a constant and is easily availible. 
Pair No. 27  It is infeasible to include other pre- 
registration input on the tentative 
schedule of classes since each student 
has separate input and only one schedule 
is produced. 
Pair No. 2#  Take no action since even though both 
elements are produced from the same in- 
puts they are separate documents used 
for different tasks. 
Pair No. 29  Same as Pair No. 28. 
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