In this paper we study two related iterative randomized algorithms for distributed computation of averages. The first one is the recently proposed Broadcast Gossip Algorithm, in which at each iteration one randomly selected node broadcasts its own state to its neighbors. The second algorithm is a novel de-synchronized version of the previous one, in which at each iteration every node is allowed to broadcast, with a given probability: hence this algorithm is affected by interference among messages. Both algorithms are proved to converge, and their performance is evaluated in terms of rate of convergence and asymptotical error: focusing on the behavior for large networks, we highlight the role of topology and design parameters on the performance. Namely, we show that on fully-connected graphs the rate is bounded away from one, whereas the asymptotical error is bounded away from zero. On the contrary, on a wide class of locally-connected graphs, the rate goes to one and the asymptotical error goes to zero, as the size of the network grows larger.
Introduction
When it comes to perform control and monitoring tasks through networked systems, a crucial role has to be played by algorithms for distributed estimation, that is algorithms to collectively compute aggregate information from locally available data. Among these problems, a prototypical one is the distributed computation of averages, also known as the average consensus problem. In the average consensus problem each node of a network is given a real number, and the goal is for the nodes to iteratively converge to a good estimate of the average of these initial values, by repeatedly communicating and updating their states.
Recently, an increasing interest has been devoted among the control and signal processing communities to randomized algorithms able to solve the average consensus problem. This is motivated because randomized algorithms may offer better performance or robustness with respect to their deterministic counterparts. As well, randomized algorithms may require less or no synchronization among the nodes, a property which is often difficult to guarantee in the applications. Moreover, it may very well happen that the communication network itself be random, thus implying the need for a stochastic analysis. These facts are especially true when communication is obtained through a wireless network. For these reasons, the present paper will study the performance of a pair of notable randomized algorithms, in terms of their ability to approach average consensus. Among randomized algorithms, researchers have devised gossip algorithms, in which at each iteration only a random subset of the nodes performs communication and update. Among these algorithms, the Broadcast Gossip Algorithm has been recently proposed: at each time step one node, randomly selected from a uniform distribution over the nodes, broadcasts its current value to its neighbors. Each of its neighbors, in turn, updates its value to a convex combination of its previous value and the received one. This algorithm may seem to require a significant synchronization,
Paper structure
After presenting the averaging problem and the algorithms under consideration in Section 2, we develop our analysis tools in Section 3. Later, Sections 4 and 5 are devoted to analyze the original broadcast gossip algorithm and the novel one, respectively. Some concluding remarks are presented in Section 6.
Notations and preliminaries
Given a set V of finite cardinality |V| = N , we define a graph on this set as G = (V, E), where E ⊆ V × V (we exclude the presence of self-loops, namely edges of type (u, u)). Given u, v ∈ V, if (v, u) ∈ E, we shall say that v is an in-neighbor of u, and conversely u is an out-neighbor of v. We will denote by N u |, are said to be the out-degree and the in-degree of node u, respectively. A graph whose nodes all have in-degree k is said to be k-regular. A graph is said to be (strongly) connected if for any pair of nodes (u, v) , one can find a path, that is an ordered list of edges, from u to v. A graph is said to be symmetric, if (u, v) ∈ E implies (v, u) ∈ E. In a symmetric graph, being the neighborhood relation symmetrical, there is no distinction between in-and out-neighbors and we will drop, consequently, the index + and −. We let 1 be the N −vector whose entries are all 1, I be the N × N identity matrix, and Ω := I − N −1 11 * . Given a N -vector a, we denote by diag(a) the diagonal matrix whose diagonal is equal to a. The adjacency matrix of the graph G, denoted by A G , is the matrix in {0, 1}
V×V such that A G uv = 1 if and only if (v, u) ∈ E. We also define the out-degree matrix as D The subscript G will be usually skipped for the ease of notation. Given a matrix M ∈ R V×V , we define the graph G M = (V, E M ) by putting (v, w) ∈ E M iff v = w and M wv = 0. A matrix M is said to be adapted to the graph
When it comes to compare two sequences {a n } n∈N and {b n } n∈N , we shall write that a n = o(b n ) if lim sup n |an| |bn| = 0, that a n = O(b n ) if lim sup n |an| |bn| < +∞, and that a n = Θ(b n ) if there existn ∈ N and positive scalars c 1 , c 2 such that c 1 b n ≤ a n ≤ c 2 b n , for n ≥n.
Given a linear operator L from a vector space to itself, for instance represented by a square matrix, we denote by sr( L) its spectral radius, that is the modulus of its largest in magnitude eigenvalue. Whenever sr( L) = 1, we shall define as esr( L) the modulus of the second largest eigenvalue in magnitude.
Broadcast gossip averaging algorithms
In this section we present the averaging problem and the algorithms we are dealing with. Let us be given a graph G = (V, E) and a vector of real values x ∈ R V , assigned to the nodes. Then, the averaging problem consists in approximating the average 1 N v∈V x v , with the constraint that at each time step each node v can communicate its current state to its out-neighbors only. The simplest solution to this problem consists in an iterative algorithm such that x(0) = x, and for all t ∈ Z ≥0 , x(t + 1) = P x(t), where P ∈ R V×V is a doubly stochastic matrix adapted to G. Provided the diagonal of P is non-zero, and the graph G is connected, the algorithm solves the averaging problem, in the sense that for every u ∈ V,
where by definition x ave (t) = 1 N v∈V x v (t). However, it is clear that this algorithm potentially requires synchronous communication along all the edges of the graph. As this requirement may be difficult to meet in real applications, in this paper we shall study algorithms which require little or no synchronization among the agents. We assume from now on that the communication network be represented by a graph, denoted by G = (V, E), whose adjacency and Laplacian matrix will be denoted by A and L, respectively.
We start recalling the Broadcast Gossip Algorithm [17, 3] . In this algorithm, at each time step one node, randomly selected from a uniform distribution over the nodes, broadcasts its current value to its neighbors. Its neighbors, in turn, update their values to a convex combination of their previous values and the received ones. More formally, we can write the algorithm as follows. Note that the only design parameter is the weight given to the received value in the convex update.
Broadcast Gossip Algorithm -Parameters: q ∈ (0, 1) For all t ∈ Z ≥0 , 1: Sample a node v from a uniform distribution over V 2: for u ∈ V do 
else 6: x u (t + 1) = x u (t) 7: end if 8: end for This algorithm can also be written in the form of iterated matrix multiplication. Let v be the broadcasting node which has been sampled at time t. Then, x(t + 1) = P (t)x(t), where
and e i is the i-th element of the canonical basis of R V . Clearly, at each time t, the matrix P (t) is the realization of a uniformly distributed random variable, depending on the stochastic choice of the broadcasting node.
The Broadcast Gossip algorithm has received a considerable, and has been extensively studied in [3] : in that paper, under the assumption that the communication graph is symmetric, the algorithm is shown to converge, and its speed of convergence is estimated. Instead, in this paper we shall concentrate on another crucial analysis question. Since the algorithm does not preserve the average of states x ave through iterations, how far from the initial average the convergence value will be?
As we noted in the introduction, the practical interest of the BGA algorithm depends on the assumption that the transmissions are instantaneous, and reliable. In an effort towards more realistic communication models, we propose a modification of the Broadcast Gossip Algorithm, which has the feature of dealing with the issue of finite-length transmissions, and consequent packet losses due to collisions.
At each time step, each node wakes up, independently with probability p, and broadcasts its current state to all its out-neighbors. It is clear that some agents can be the target of more than one message: in this case, we assume that a destructive collision occurs, and no message is actually received by these agents. Moreover, interference prevents the broadcasting nodes from hearing any others (half-duplex constraint 1 ). If an agent u ∈ V is able to receive a message from agent v, it updates its state to a convex combination with the received value, similarly to the standard BGA.
More formally, the algorithm is as follows.
Collision Broadcast Gossip Algorithm -Parameters: q ∈ (0, 1), p ∈ (0, 1) For all t ∈ Z ≥0 , 1: let Act be the random set defined by: for every v ∈ V, P[v ∈ Act] = p 2: let Rec := {u ∈ V :
if u ∈ Rec then 6:
else 8:
end if 10: end for Also the latter algorithm can be written as matrix multiplication, defining
Both algorithms can actually be rewritten in the following graph-theoretic way. Let G(t) be the subgraph of G depicting the communications taking place at a certain instant t: the pair (u, v) is an edge in G(t) iff v successfully receives a message from u at time t. Denote by A(t), D(t), L(t) the adjacency, degree and Laplacian matrices, respectively, of G(t). Clearly, for both algorithms:
Several questions are natural for the collision-prone CBGA algorithm, in comparison with its synchronous collision-less counterpart. Does the algorithm converge? How fast? Does it preserve the average of states? If not, how far it goes? Is performance poorer because of interferences?
We are going to answer the analysis questions we have posed, via a mean square analysis of the algorithm. Our interest will be mostly devoted to the properties of algorithms for large networks. To this goal, we shall often assume to have a sequence of graphs G N of increasing order N ∈ N, and we shall consider, for each N ∈ N, the corresponding matrix P (t), which depends on G and then on N . Thus we will focus on studying the asymptotical properties of the algorithms as N goes to infinity.
Mathematical models and techniques
In this section we lay down some mathematical tools that can be used to analyze gossip and other randomized algorithms. Namely, in Subsection 3.1 we review the mean square analysis in [17] , which is going to be applied to the BGA and CBGA algorithms in Sections 4 and 5, respectively. Later, in Subsection 3.2 we introduce Abelian Cayley graphs and their properties, and in Subsection 3.3 we present perturbation results about sequences of stochastic matrices and their invariant vectors.
Mean square analysis
Motivated by the interpretation of the broadcast algorithms as iterated multiplications by random matrices, given in Equations (1) and (2) , in this subsection we shall recall from [17] some definitions and results for the analysis of randomized schemes, in which the vector of states x(t) ∈ R V evolves in time following an iterate x(t+ 1) = P (t)x(t), where {P (t)} t∈Z ≥0 is a sequence of i.i.d. stochastic-matrix-valued random variables. Consequently, x(t) is a stochastic process.
The sequence P (t) is said to achieve probabilistic consensus if for any x(0) ∈ R V , it exists a scalar random variable α such that almost surely lim t→∞ x(t) = α1. The following result, proved in [17] , is a simple and effective tool to prove the convergence of these randomized linear algorithms. LetP := E[P (t)].
Proposition 3.1 (Probabilistic consensus criterion) If P (t) is such that the graph GP is strongly connected and, for all v ∈ V, almost surely P (t) vv > 0, then P (t) achieves probabilistic consensus.
For the rest of this section, we shall assume that the assumptions of Proposition 3.1 are satisfied. Then, in order to describe the speed of convergence of the algorithm, let us define d(t) := N −1 x(t)−x ave (t)1 2 , and the rate of convergence as R := sup
Let us consider the (linear) operator L :
Notice that
and it has been proved in [17] that the rate can be estimated in terms of eigenvalues of N × N matrices, as
It is clear that, if all P (t) matrices are doubly stochastic, x(t) converges to the initial average of states x ave (0). If they are not, as in the cases we are studying in this paper, it is worth asking how far is the convergence value from the initial average. To study this bias in the estimation of the average, we let β(t) = |x ave (t) − x ave (0)| 2 , and we define a matrix B such that
Let Q(t) = P (t − 1) . . . P (0), so that x(t) = Q(t)x(0). The convergence of the algorithm is equivalent to the existence of a random variable ρ, taking values in R V , such that lim t→∞ Q(t) = 1ρ * . This implies that
where E[ρ] and E[ρρ * ] are the eigenvectors relative to 1 ofP and L, respectively. In particular, ifP is doubly stochastic, then
For any N -dimensional matrix ∆, E[ρρ
as a consequence, in the latter case the matrix B can be computed as
Instead of computing B, it may be easier and significant to obtain results about some functional of B, for instance the spectral norm B 2 or the trace tr(B). The latter figure is of interest because, if we assume that the initial values x i (0) are i.i.d. random variables with zero mean and variance σ 2 , then
Motivated by our interest for the properties of the algorithms on large networks, and by Equation (9), we state the following definition.
Definition 3.1 Given a sequence of graphs G N , a randomized algorithm P (t) is said to be asymptotically unbiased if lim N →∞ tr(B).
Abelian Cayley graphs
A special family of graphs is that of Abelian Cayley graphs, which are graphs representing a group, as follows. Let G be an Abelian group, considered with the additive notation, and let S be a subset of G. Then, the Abelian Cayley graph generated by S in G is the graph G(G, S) having G as node set and E = {(g, h) ∈ G × G : h − g ∈ S} as edge set. Note that the graph G(G, S) is symmetric if and only if S is inverse-closed, and is connected if and only if S generates the group G. As well, a notion of Abelian Cayley matrix can be defined. Given a group G and a generating vector π of length |G|, we shall define the Cayley matrix generated by π as cayl(π) hg = π h−g . Correspondingly, for a given Cayley matrix M , we shall denote by π M the generating vector of the Cayley matrix M . Clearly, the adjacency matrices of G-Cayley graphs are G-Cayley matrices. Abelian Cayley graphs and matrices enjoy important properties: we refer the reader to [4, 31] for more details. (ii) The circulant graphs (resp. matrices) are Abelian Cayley graphs (resp. matrices) on the group Z N ; we shall denote the circulant matrix generated by π as circ(π). 
, where e i are elements of the canonical basis of R d . In particular, the n-dimensional hypercube graph is G(Z n 2 , {e i } i∈{1,...,n} ). Notice how all examples above are naturally forming a sequence of graphs indicized by the number of nodes N . Special cases for which we will be able to prove asymptotically unbiasedness in the following, is when the generating set S is finite and "kept fixed" as in the ring graph. Precisely we consider the following general example d . Notice that all graphs G (n) have the same generating set S for n sufficiently large, in particular they have the same degree. Moreover, by the assumption made on S, all of them are strongly connected. Rings and grids fit in this framework.
A G-Cayley structure for the communication graph G has deep consequences on the mean square analysis of randomized consensus algorithms. In particular, it is easy to see that if C is a G-Cayley matrix, then also L(C) is G-Cayley. To exploit this property, let us define a sequence of matrices by the following recursion. Let ∆(0) = N −1 11 * and ∆(t + 1) = L(∆(t)). Since 11 * is a Cayley matrix on any Abelian group, the above fact implies that for every t ∈ Z ≥0 , the matrices ∆(t) are G-Cayley. Thus, the sequence ∆(t) can be equivalently seen as the sequence of the corresponding generating vectors π(t) = e * 0 ∆(t). We shall refer to this vector as the MSA vector. Since L is linear, the MSA vector evolution can be written as a matrix multiplication π(t + 1) = M π(t). Clearly,
Moreover, M is * -stochastic, and if we let π ′ be the right invariant vector of M , that is
then, B can be computed using the fact that stochastic Cayley matrices are also doubly stochastic and Equation (8), obtaining
The following simple result will be useful later on.
Lemma 3.4 Let G be G-Cayley, and suppose that P (t) uu ≥ δ > 0 almost surely. Then,
Proof: A straightforward computation shows that
Hence, M uv > 0 implies that there exists k such that P (t) k+v,u > 0 and P (t) k0 . If k = 0, this yields
Finally, if both cases above do not happen, then, A k+v,u > 0 and A k+v,v > 0 which yields (A * A) uv > 0. The second inclusion is thus proven. To prove the first one, notice that, by the assumption made, M uv ≥ δ E[P (t) vu ]. This completes the proof.
Notice that in the BGA and CBGA examples we can always apply Lemma 3.4 with δ = 1 − q.
Local perturbation of stochastic matrices
In this section we recall a perturbation result presented in [15] and which will be used later to estimate the trace of the matrix B and to prove asymptotic unbiasedness for sequences of Cayley graphs. We assume we have fixed an infinite universe set V, an increasing sequence V n of finite cardinality subsets of V such that ∪ n V n = V and a sequence of irreducible stochastic matrices P (n) on the state spaces V n with the following stabilizing property: for every i ∈ V, there exist n(i) ∈ N such that i ∈ V n(i) and P
This property allows us to define, in a natural way, a limit stochastic matrix on V. For every i, j ∈ V, we define
The sequence of stochastic matrices P (n) is said to be weakly democratic if the corresponding invariant vectors π (n) are such that, for all i ∈ V, π (n) i → 0 for n → +∞. Fix now a finite subset W ⊆ ∩ n V n and another sequence of irreducible stochastic matricesP (n) on V n such that
In other terms,P (n) can be seen as a perturbed version of P (n) with the perturbation confined to the fixed subset W and stable (it does not change as n increases). Also for this perturbed sequence we can define, following (13), the asymptotic chainP (∞) . The following result has been proven in [15] .
Theorem 3.5 Suppose thatP (∞) andP (∞) are both irreducible. Then, if P (n) is weakly democratic, alsoP (n) is weakly democratic.
In the sequel we will use this result to prove the convergence to 0 of the trace in (11).
Broadcast without collisions
In this section we present a comprehensive analysis of the Broadcasting Gossip Algorithm, in terms of both rate of convergence and bias. The following result characterizes the convergence properties of the algorithm, extending [3, Lemma 2 and 4] to directed networks.
Proposition 4.1 (Convergence of BGA algorithm) Consider BGA algorithm. Let G be any connected graph, L its Laplacian matrix, and λ 1 the smallest positive eigenvalue of L. Then
In particular, BGA algorithm achieves probabilistic consensus.
Proof: First, we computeP , as
Then, by Proposition 3.1, the algorithm achieves probabilistic consensus. To compute L(Ω) = E[P (t) * ΩP (t)], we notice that e * i e j = δ ij , and we compute
and
The next corollary provides explicit bounds on the convergence rate, assuming the communication graph to be symmetric.
Corollary 4.2 Under the assumptions of Proposition 4.1, if G is symmetric, then
In particular, the convergence rate can be estimated as
Proof: Specializing Proposition 4.1, and combining (17) with (5), we get
Once we have understood that the algorithm converges, and how fast, it is worth to discuss to which value it converges. It is clear that the average is not preserved through each iteration, although the average can sometimes be preserved in expectation. Indeed, E [x ave (t + 1)|x(t)] = N −1 1 * P x(t), so that if G is symmetric,
However, this weak preservation property does not imply that the expected estimation error E[β(t)] be zero, neither in finite time nor as time goes to infinity. In facts, the following example, derived from [16] , shows that lim t E[β(t)] can be positive and, furthermore, it can be bounded away from zero, uniformly in the network size N .
Example 4.3 (Complete graph)
Let G be a complete graph, and consider the BGA algorithm. In this case, the operator L can be computed explicitly, giving
Namely, tr B = q 2−q 1 − 1 N and hence the BGA is not asymptotically unbiased on the complete graph. Note that by changing the parameter q, one can trade off speed and estimation bias: this is numerically investigated in Figure 1 . Similar trade-offs will be considered throughout the paper.
Next, we focus on Abelian Cayley graphs. 
where the matrix
is Cayley and T is a matrix such that T = q 2 NT whereT does not depend neither on q nor explicitly on N but only on S, and is such that the number of non-zero rows is at most d 2 and non-zero columns is at most Proof: Using the fact that all matrices are Abelian Cayley, we obtain
Since π(t) = ∆(t)e 0 (being ∆(t) symmetric for every t), we easily obtain from above that
From this we immediately see that the non-zero elements ofT have row indices in (S − S) ∪ S and column indices in S − S. Hence the result follows.
Note that, in general, C will not be a stochastic matrix since it may be negative on the diagonal, however for large enough N (and d fixed) it is surely a stochastic matrix. Note, moreover, that the entries of the matrix T in (19) are proportional to N −1 and, moreover, the number of the non-zero entries is upper bounded by (1 + d 2 ) 2 , which does not depend on N . Hence, we expect that, as N diverges, T would become negligible, and the MSA would depend on the matrix C only. This would imply the unbiasedness of the algorithm, because it is immediate to remark that the invariant vector of C is N −1 1. This fact can be actually stated as the following result. Proof: The idea is to apply the perturbation result Theorem 3.5 to the sequence of matrices C * and (C + T ) * . Notice that G C * = G (n) while G (C+T ) * ⊇ G (n) by Lemma 3.4. Hence, G C * and G (C+T ) * are both strongly connected. This also implies that the limit graph on Z d n of the two sequences G C * and G (C+T ) * both contain G (∞) which is simply the Abelian Cayley graph on Z d n generated by S which is strongly connected by the assumption made. Finally, notice that C * is Abelian Cayley, hence obviously weakly democratic, while Lemma 4.4 guarantees that (C + T ) * is a finite perturbation of C * in the sense of Section 3.3. Hence also (C + T ) * is weakly democratic. This yields, by (11) ,
The results about Cayley graphs can be made more specific in the following example.
Example 4.6 (Ring graph) Note that in this case the Cayley graph is circulant. For the ring graph, Proposition 4.1 implies that, for N large enough,
and namely R = 1 − Θ(
. Specializing the proof of Lemma 4.4, the evolution of π(t) can be written as
that is π(t + 1) = (C + T )π(t), with
Thanks to these explicit formulas, we can numerically compute the rate and bias. Namely, about the rate we obtain that esr(C) < esr(C + T ), and esr(C + T ) = 1 − Θ(N −3 ). This means that the perturbation T does not significantly affect the rate for large N . Moreover, since esr(C) = 1 − Θ(N −3 ) and esr(C + T ) − esr(C) = 1 − Θ(N −4 ) we argue that actually
On the other hand, about the bias we obtain that tr (B) = Θ(N −1 ). We can also numerically evaluate B and R as functions of q: these results are shown in Figure 2 . Note that choosing q we can trade off asymptotical error and convergence rate. , we obtain that tr B is proportional to
N on a complete graph, and to N 3 (1 − R) on a ring graph, considering the approximation for large N . In Figure 3 we plot tr B against R, for both graphs, up to a suitable scaling with respect to N . The fact that both curves are monotone decreasing highlights the fact that every value of q is Pareto optimal, in the sense that one can not improve one of the two objectives without making the other worse. Example 4.7 (Random geometric graph) In order to take into account the locality constraint on connectivity in real-world networks, several models of random geometric graphs have been proposed, as accounted in [20] . In this example we consider sequences of random geometric graphs, based on the following construction. For all N ∈ N, we sample N points {z i } i∈ZN from a uniform distribution over a unit square [0, 1] 2 , and we draw an edge (i, j) between nodes i, j ∈ Z N when z i − z j ≤ 0.8 log N N . On these realizations we run the BGA algorithm until convergence is reached, up to a small tolerance threshold, and in this way we compute an approximation of lim t→∞ β(t). The results are plotted in Figure 4 , in comparison with the analogous quantity on the complete and ring graph. It appears from simulations that, as N diverges, β is Θ(1) on the complete graph, whereas it is Θ(N −1 ) on the ring graph, and Θ(N −1/2 ) on the random geometric graph. These evidences are in accordance with the theoretical results, and suggest their extension to other families of geometric graphs.
Broadcast with collisions
In this section we present a comprehensive analysis of the Collision Broadcast Gossip Algorithm, in terms of both rate of convergence and bias. After proving a general convergence result, we focus on complete graphs in Subsection 5.1, on Abelian Cayley graphs in Subsection 5.2, and finally on ring graphs in Subsection 5.3. Our main finding is that the performance of the CBGA, in terms of both speed and bias, is close to the BGA: in this sense we may claim the robustness of broadcast gossip algorithms to local interferences.
Proposition 5.1 (Convergence of CBGA algorithm) Consider the CBGA algorithm. Let G be any connected graph, and L its Laplacian matrix. Then,
where
ij for every i and j. In particular, the CBGA algorithm achieves probabilistic consensus.
Proof: The probability of having at time t a successful transmission from v to u is
Note that GP is strongly connected: by Proposition 3.1, we can conclude the convergence of the CBGA.
Remark: Formula (20) is simpler if the graph is d-regular, because in that casē
Denote by that λ 1 is the smallest nonzero eigenvalue of L. Then esr(P ) = 1 − qp(1 − p) d λ 1 , and this together with (5) and [ 
as a lower bound for the rate of convergence. As a function of p, this lower bound is minimal whenever P[A ij (t) = 1] is maximal, that is for p equal to p * = 1 d+1 . Hence, natural questions are: is this bound tight? is p * the best choice to improve the convergence rate? The content of the next section will answer positively these questions for complete and ring graphs.
Complete graphs
A thorough analysis can be carried on for the complete graph.
Proposition 5.2 (Complete graph) Let x(t) evolve following the CBGA algorithm, and let R and B be defined by (4) and (7), respectively. Then,
Namely, tr(B) = q 2−q 1 − 1 N and then the CBGA is not asymptotically unbiased on the complete graph. Proof: It is immediate that in the complete graph either one node communicates to every others, or no node communicates. In the latter case, P (t) = I. The former case, which has probability N p(1−p) N −1 , leads to P (t) = P b , where P b = I + q u =v (e u e * v − e u e * u ) and v is the realization of a random variable uniformly distributed over the nodes. Consequently, the analysis is quite close to the one of Example 4.3. We note that
This means that the application of L keeps invariant the subspaces generated by I and 11 * , and the linear operator L can be represented by the matrix
The eigenvalues of this matrix are 1 and
and the eigenspace relative to eigenvalue 1 is spanned by
. 
Some remarks are in order about the role of the parameters p, q in the CBGA algorithm on the complete graph. From the design point of view, it is clear that p has to be chosen equal to N −1 , optimizing the speed. Instead, choosing q we trade off speed and asymptotic displacement: this trade-off is numerically investigated in Figure 5 . 
Abelian Cayley graphs
In this subsection we consider the CBGA on Abelian Cayley graphs with bounded degree. The next result characterizes the mean square analysis of the algorithm. 
is Cayley and T is a matrix whose entries do not depend on N and such that the number of non-zero rows is at most d 2 (d + 1) 2 and non-zero columns is at most d 2 .
Proof: Using commutativity of Abelian Cayley matrices and (21), we obtain that
Passing to the generating vector,
Notice now that, by the way the model has been defined, we have that A ij (t) and A hk (t) are independent whenever N − (i) ∩ N − (h) = ∅ or equivalently i − h ∈ S − S. In this case, also L ij (t) and L hk (t) are independent. Therefore, the double summation in (28) , can be restricted to k ∈ S ∪ {0} and t ∈ S − S. Consequently, the values of l for which [f 2 (π(t))] l = 0 can be restricted to (S ∪ {0}) + S − S − (S ∪ {0}). Plugging (27) inside (26) and using the information on the structure of f 2 (π(t)) obtained above, the result follows.
Thanks to Lemma 5.3, we can argue a result analogous to Theorem 4.5. Proof: The idea is to apply the perturbation result Theorem 3.5to the sequence of matrices C * and (C + T )
Hence, G C * and G (C+T ) * are both strongly connected. As in the proof of Theorem 4.5 this also implies that the limit graph on Z d n of the two sequences G C * and G (C+T ) * are also strongly connected. Finally, notice that C * is Cayley Abelian, hence obviously weakly democratic, while Lemma 4.4 guarantees that (C + T )
* is a finite perturbation of C * in the sense of Section 3.3. Hence also (C + T ) * is weakly democratic. This yields tr
The form of T depends on the graph, and is complicated to compute in general. To give an example, in the next subsection we shall compute T for the ring graph.
Ring graphs
In this subsection, we specialize the results about about Cayley graphs to the case of ring graphs. In particular, we obtain tight bounds on its convergence rate. The following lemma can be proved on the lines of Lemma 5.3 by a direct computation, which we omit.
Lemma 5.5 Let G be a ring graph on N ≥ 9 nodes. Let C be the doubly stochastic symmetric circulant matrix
and let
Then, the MSA vector evolves as π(t + 1) = (C + T )π(t).
Numerical computations based on Lemma 5.5 show that tr(B) = Θ(N −1 ), that is the asymptotical error has the same dependence on N as for the BGA.
Next result is about the rate of convergence, and shows that the bound on the convergence rate based onP is tight for the ring graph.
Proposition 5.6 (Ring graph -Rate) Given a ring graph and CBGA algorithm, we havē
Namely,
for N large enough.
Proof: ComputingP is easy. In order to compute L(Ω), we first compute, using Lemma 5.5,
and L(11 * ) = circ((C + T )1) = 11 * + circ(T 1).
Then, by straightforward computations,
provided we define τ as in the statement. Note that τ * 1 = 0 and that the eigenvalues of the circulant matrix circ(τ ) are
and those of L are 2 1 − cos
As a consequence, the eigenvalues of L(Ω) are µ 0 = 0, and
for l = 1, . . . , N − 1. Because of the N −1 factors, we have that, as N → ∞,
Then, for N large enough, esr L(Ω) = max l∈ZN \{0}
Finally, the bound on the rate follows from (5).
Remark 5.2
The speed of convergence for the Collision Broadcasting Gossip is one order faster than the Broadcasting Gossip. This is not surprising, since in the former case the average number of activated nodes per round is N p, instead of 1.
Remark 5.3 (Rate Optimization) Remarkably, for N large enough both the upper and the lower bound on the rate show the same dependence on p. Thus, they can be simultaneously optimized by taking p * = 1/3. The behavior for large N can also be investigated by numerical computations, showing that esr(C) < esr(C + T ), and esr(C + T ) = 1 − Θ(N −2 ). This means that the perturbation T does not significantly affect the rate for large N . Moreover, since esr(C) = 1 − Θ(N −2 ) and esr(C + T ) − esr(C) = 1 − Θ(N −3 ), we argue that actually
This is reminiscent of a similar observation about the BGA algorithm in Remark 4.6. We can also numerically evaluate B and R as functions of p and q: these results are shown in Figure 6 . Note that the asymptotical error does not depend significantly on p: this implies, from the design point of view, that p can be chosen equal to p * = 1/3, optimizing the convergence rate. Instead, choosing q we can trade off asymptotical error and convergence rate.
Conclusion
This paper has been devoted to study gossip algorithm for the estimation of averages, based on iterated broadcasting of current estimates, focusing on their capability of providing an unbiased estimation. In this framework, we presented a novel broadcast gossip algorithm, dealing with interference in communications, whose impact is studied in the paper. Our results, obtained under specific symmetry assumptions about the network topology, allow to conjecture an interesting picture of the performance of broadcast gossip algorithms on real world networks, in terms of achievable precision and robustness to interference. Interferences have a negative effect on the rate of convergence, which can be minimized by a suitable choice of the broadcasting probability p. As known for static consensus algorithms based on diffusion, the rate degrades on large locally connected graphs. Instead, interferences have minimal effect on the asymptotical error, which depends on the network topology: on large highly connected graphs, the algorithms provide biased estimations, whereas on locally connected graphs the estimation bias goes to zero as the network grows larger.
A better understanding of the role of the network topology in the trade-off between speed and achievable precision might come from the following extensions of our work. In this paper two simultaneous technical assumptions have been made: the graphs are Abelian Cayley, thus in particular vertex-transitive, and each node broadcasts with the same probability. Future work should consider non-vertex-transitive networks of nodes with non-uniform broadcasting probabilities. Furthermore, it seems interesting to study the performance of the algorithms on families of expander graphs and small-world networks, which ensure a good scaling of the rate of convergence, while keeping the degree of nodes bounded.
