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Resumo
Estudamos a equac¸a˜o −∆u = χ{u>0}
(
log u + λf(x, u)
)
em um domı´nio limitado e
suave Ω ⊂ Rn, com condic¸o˜es de fronteira u = 0 em ∂Ω. Demonstramos resultados
de existeˆncia e regularidade da soluc¸a˜o maximal. A positividade dessa soluc¸a˜o depende
do paraˆmetro λ e de Ω. Se a soluc¸a˜o maximal se anula em partes de Ω, obtemos uma
estimativa local para a medida de Hausdorff da fronteira livre. Se a singularidade log u
for trocada por −u−β, com 0 < β < 1, enta˜o a teoria de Alt&Caffarelli e Alt&Phillips
implica que a fronteira livre e´ regular. Tambe´m estudamos o problema de Neumann com
na˜o-linearidade logar´ıtmica por meio de perturbac¸o˜es e te´cnicas variacionais.
ix
Abstract
We study the equation −∆u = χ{u>0}
(
log u+λf(x, u)
)
in a smooth bounded domain
Ω ⊂ Rn, with boundary conditions u = 0 on ∂Ω. We obtain existence and regularity of
the maximal solution. The positivity of such a solution depends on the parameter λ and
on the domain Ω. If the maximal solution vanishes on a set of positive measure, then we
obtain local estimates for the Hausdorff measure of the free boundary. If the singularity
log u is replaced by −u−β, with 0 < β < 1, the theory of Alt&Caffarelli and Alt&Phillips
implies that the free boundary is regular. We also study the Neumann problem with
logarithmic nonlinearity using perturbation techniques and variational methods.
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Introduc¸a˜o
As equac¸o˜es de reac¸a˜o-difusa˜o teˆm um papel importante no estudo de diferentes
fenoˆmenos. Ha´ aplicac¸o˜es em dinaˆmica populacional, reac¸o˜es qu´ımicas, combusta˜o, mor-
fogeˆnese, impulsos no sistema nervoso, gene´tica, fluidos na˜o-Newtonianos, etc, conforme
[5] ou [24]. No caso em que o estudo de tais problemas envolve a evoluc¸a˜o no tempo, uma
das principais questo˜es e´ o comportamento assinto´tico das soluc¸o˜es. Muitas situac¸o˜es po-
dem ocorrer, mas uma de grande interesse e´ quando a soluc¸a˜o converge, quando o tempo
t → ∞, para uma soluc¸a˜o estaciona´ria, isto e´, uma soluc¸a˜o de um problema el´ıptico da
forma {−∆u = g(x, u), em Ω,
u = 0, em ∂Ω,
onde Ω e´ um subconjunto aberto e limitado Rn com fronteira ∂Ω suave e g e´ a na˜o-
linearidade.
O interesse central deste trabalho esta´ no estudo de problemas el´ıpticos como acima,
no caso particular em que a na˜o-linearidade g e´ tal que g(x, u) → −∞ quando u → 0.
Este fato juntamente com a condic¸a˜o de fronteira nos da˜o o comportamento singular
t´ıpico em certos problemas que surgem de aplicac¸o˜es. Como exemplo temos fluidos na˜o-
Newtonianos, reac¸o˜es qu´ımicas onde a absorc¸a˜o e´ levada em considerac¸a˜o, formac¸a˜o de
camadas limites em fluxos pseudo-pla´stiscos, etc. Para mais detalhes citamos os artigos
[9], [28], [32] e [39] e o livro [4]. Ale´m das aplicac¸o˜es, problemas singulares possuem seu
interesse matema´tico intr´ınseco.
No exemplo espec´ıfico de reac¸o˜es qu´ımicas, segundo [4] e [6], o modelo considerado e´
−∆u = −
u
(u+ ε)1+β
+ λf(x, u), em Ω,
u = 0, em ∂Ω,
(1)
onde β > 0, λ > 0 e´ um paraˆmetro, ε > 0 e´ pequeno e f ≥ 0 e´ uma na˜o-linearidade
com certas condic¸o˜es de crescimento. Como situac¸a˜o limite, isto e´, quando ε → 0, pelos
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resultados de [18] obtemos a equac¸a˜o−∆u = χ{u>0}
(− 1
uβ
+ λf(x, u)
)
, em Ω,
u = 0, em ∂Ω,
(2)
onde χ{u>0} e´ a func¸a˜o caracter´ıstica do conjunto {x ∈ Ω | u(x) > 0}. Usamos χ{u>0}
para podermos considerar tambe´m soluc¸o˜es na˜o-negativas de (2). Existem va´rios trabalhos
tratando deste problema entre outras equac¸o˜es singulares. Na Sec¸a˜o 1.1 apresentaremos
uma lista de refereˆncias. Em geral, procura-se obter resultados de existeˆncia, regularidade
e, em alguns casos, estabilidade da soluc¸a˜o. Em se tratando da regularidade, na˜o podemos
esperar uma soluc¸a˜o em C2(Ω), pois ∆u→∞ quando x→ ∂Ω.
No caso em que λ = 0, a interpretac¸a˜o do problema acima envolvendo reac¸o˜es
qu´ımicas e´ bastante intuitiva. Por exemplo, tal problema modela a distribuic¸a˜o de um
certo ga´s em uma regia˜o Ω com um catalisador e u e´ a densidade deste ga´s em reac¸a˜o.
Ao levarmos em considerac¸a˜o a absorc¸a˜o, enta˜o em alguma parte de Ω na˜o havera´ reac¸a˜o,
isto e´, o conjunto {u = 0} sera´ na˜o trivial. Podemos considerar (2) com λ > 0 como
uma perturbac¸a˜o desse problema. Espera-se que para valores pequenos do paraˆmetro λ
a na˜o-existeˆncia de soluc¸o˜es estritamente positivas se conserve. Na Sec¸a˜o 1.1 daremos
refereˆncias de trabalhos nessa linha.
A contribuic¸a˜o principal deste trabalho esta´ no estudo de um problema que possui
uma singularidade logar´ıtmica. Estudaremos o problema
−∆u = χ{u>0}
(
log u+ λf(x, u)
)
, em Ω,
u ≥ 0, em Ω,
u = 0, em ∂Ω.
(3)
O fato de, diferentemente da poteˆncia, o logaritmo mudar de sinal e na˜o ser homogeˆneo, faz
com que tenhamos outras propriedades para a soluc¸a˜o. Ale´m disso, as te´cnicas geralmente
usadas para tratar de soluc¸o˜es na˜o-negativas de problemas singulares com poteˆncia na˜o
sa˜o imediatamente adapta´veis. A grosso modo, como o logaritmo e´ uma singularidade
“mais fraca” que a poteˆncia, isto e´, log u > −u−β, a soluc¸a˜o obtida para (3) e´ de classe
C1,γ(Ω), para todo γ ∈]0, 1[, enquanto que, segundo os resultados de [14] e [18], a soluc¸a˜o
de (2) pertence a` C1,(1−β)/(1+β)(Ω). Entretanto, como a func¸a˜o logar´ıtmica muda de sinal,
pode ocorrer que, mesmo para paraˆmetros λ > 0 pequenos, tenhamos soluc¸a˜o estritamente
positiva em Ω, o que vai depender de λ1(Ω). Este fato na˜o ocorre no caso da poteˆncia.
De fato, em [18] os autores demonstram que, para todo domı´nio Ω, existe uma constante
λ∗ tal que a soluc¸a˜o maximal de (2) e´ estritamente positiva se λ > λ∗ e necessariamente
se anula em um subconjunto de Ω quando λ < λ∗. Em contrapartida, no caso em que a
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soluc¸a˜o maximal de (3) se anula em partes de Ω, isto e´, no caso em que temos fronteira
livre, temos que ela cresce com uma velocidade muito lenta pro´ximo dessa fronteira. Este
fato e´ uma obstruc¸a˜o ao tentarmos utilizar a teoria desenvolvida por Alt&Caffarelli em
[1] e por Alt&Phillips em [2] para a ana´lise da fronteira livre. Pore´m, tal teoria pode ser
adaptada para obtermos a regularidade da fronteira livre no caso do problema (2).
No Cap´ıtulo 1 obteremos resultados de existeˆncia e regularidade da soluc¸a˜o maximal
de (3). Ale´m disso, estudaremos os casos em que tal soluc¸a˜o e´ estritamente positiva e
quando ela se anula em partes do domı´nio. No primeiro caso demonstraremos ainda um
resultado de estabilidade. O caso em que a soluc¸a˜o maximal possui fronteira livre sera´
estudado no Cap´ıtulo 2, onde demonstraremos uma estimativa local para a medida de
Hausdorff da fronteira livre. Quando a singularidade e´ do tipo −u−β, obteremos a regu-
laridade da fronteira livre seguindo as te´cnicas de [2] e usando o teorema Alt&Caffarelli
de [1]. Esse resultado e´ apresentado no Cap´ıtulo 3. No Cap´ıtulo 4 sera´ apresentado um
estudo do problema com na˜o-linearidade logar´ıtmica e condic¸o˜es de fronteira do tipo Neu-
mann. Esta tese possui ainda treˆs apeˆndices. No Apeˆndice A estudaremos o problema
com na˜o-linearidade logar´ıtmica unidimensional. No Apeˆndice B apresentaremos alguns
exemplos que ilustram as propriedades das soluc¸o˜es maximais, tanto para o problema com
poteˆncia quanto para o caso com logaritmo. Finalizaremos com o Apeˆndice C que traz
uma apanhado de algumas estimativas cla´ssicas que utilizaremos no decorrer da tese.
No in´ıcio de cada cap´ıtulo daremos mais detalhes a` respeito dos resultados, mo-
tivac¸o˜es, refereˆncias e te´cnicas utilizadas. Ressaltamos que os resultados do Cap´ıtulo 1
fazem parte do trabalho [38] e os do Cap´ıtulo 4 sa˜o do trabalho [43].
Cap´ıtulo 1
Um problema singular com
na˜o-linearidade logar´ıtmica
Neste cap´ıtulo iniciamos o estudo do problema singular com na˜o-linearidade loga-
r´ıtmica. Os principais resultados sa˜o existeˆncia, regularidade e estabilidade da soluc¸a˜o
maximal. Estes resultados esta˜o contidos no trabalho [38].
1.1 Apresentac¸a˜o do problema e dos resultados
Consideremos o problema
−∆u = χ{u>0}
(
log u+ λf(x, u)
)
, em Ω,
u ≥ 0, em Ω,
u = 0, em ∂Ω
(1.1)
em um domı´nio limitado e suave Ω ⊂ Rn. E´ conveniente definirmos gλ : Ω × [0,∞[→ R
por
gλ(x, u) = χ{u>0}
(
log u+ λf(x, u)
)
, (1.2)
onde χ{u>0} denota a func¸a˜o caracter´ıstica do conjunto {x ∈ Ω | u(x) > 0} e, por
convenc¸a˜o, gλ(x, 0) = 0 q.t.p. em x. As hipo´teses na func¸a˜o f sa˜o as seguintes:
f : Ω× [0,∞)→ [0,∞) e´ mensura´vel em x ∈ Ω com fu cont´ınua, (1.3)
f(x, ·) e´ na˜o-decrescente para cada x ∈ Ω, f 6≡ 0 (1.4)
e
lim
s→∞
f(x, s)
s
= 0 uniformemente em x ∈ Ω. (1.5)
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Um exemplo t´ıpico e´ f(x, u) = up, com 0 < p < 1. Como ja´ observamos na In-
troduc¸a˜o, problemas envolvendo na˜o-linearidades singulares surgem como limites de al-
gumas equac¸o˜es que modelam fenoˆmenos f´ısicos e qu´ımicos, como por exemplo, reac¸o˜es
de cata´lise, ou fluidos na˜o-Newtonianos, conforme [4, 6, 9, 24, 28, 32, 39]. Problemas com
na˜o-linearidade contendo o logaritmo foram estudados em alguns trabalhos. Em [10] os
autores mostram existeˆncia e unicidade de soluc¸a˜o para a equac¸a˜o de Schro¨dinger na˜o-
linear e para a equac¸a˜o de Klein-Gordon em Rn. O problema parabo´lico unidimensional
com na˜o-linearidade logar´ıtmica relacionado com (1.1) em um domı´nio limitado e com
condic¸a˜o de fronteira positiva foi estudado em [44].
Um outro problema com na˜o-linearidade singular e´
−∆u = χ{u>0}
(− u−β + λf(x, u)), em Ω,
u ≥ 0, em Ω,
u = 0, em ∂Ω,
(1.6)
onde 0 < β < 1. Equac¸o˜es do tipo (1.6) teˆm sido estudadas por va´rios autores com
diferentes abordagens. Em [18] os autores estudaram a soluc¸a˜o maximal uλ de (1.6). Eles
obtiveram resultados de existeˆncia, regularidade e estabilidade. Com relac¸a˜o ao paraˆmetro
λ, existe uma constante λ∗ > 0 tal que, para 0 < λ < λ∗, a soluc¸a˜o maximal uλ se anula
em um conjunto de medida positiva e, dessa maneira, possui uma fronteira livre, isto e´,
∂{u > 0} ∩ Ω 6= ∅. Para λ > λ∗, a soluc¸a˜o maximal uλ e´ estritamente positiva em Ω. Se
λ = λ∗, enta˜o uλ∗ > 0 q.t.p. em Ω, mas se n ≤ 6, enta˜o uλ∗ > 0 em Ω e na˜o apenas q.t.p.
Em [12] e [25], os autores estudaram o caso em que f e´ limitada e depende somente de
x ∈ Ω. Eles estabeleceram existeˆncia, unicidade e estabilidade de uma soluc¸a˜o. Em [41] foi
provado um resultado de regularidade para mı´nimos do funcional relacionado ao problema
(1.6) quando λ = 0. Em [47] os autores estudaram a equac¸a˜o −∆u = −K(x)u−β + λup
para valores grandes de λ, 0 < p < 1 onde a func¸a˜o-peso K pode mudar de sinal, mas
deve ser limitada.
Vamos formalizar a definic¸a˜o de soluc¸a˜o (fraca) para o problema (1.1). Seja δ(x) :=
dist(x, ∂Ω). Uma soluc¸a˜o de (1.1) e´ uma func¸a˜o u ∈ H10 (Ω), u ≥ 0, tal que:
χ{u>0}
(
log u+ λf(·, u))δ ∈ L1(Ω)
e ∫
Ω
∇u · ∇ϕdx =
∫
{u>0}
(
log u+ λf(x, u)
)
ϕdx para toda ϕ ∈ C∞0 (Ω). (1.7)
Notemos que a segunda integral em (1.7) esta´ bem definida pois, para toda ϕ ∈ C∞0 (Ω),
temos |ϕ(x)| ≤ Cδ(x), para qualquer x ∈ Ω, onde C depende de ϕ.
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No decorrer deste cap´ıtulo consideraremos o seguinte problema auxiliar
−∆u = ( log u)χ{u>0} + λf(x, u), em Ω,
u ≥ 0, em Ω,
u = 0, em ∂Ω.
(1.8)
Analogamente, uma soluc¸a˜o de (1.8) e´ uma func¸a˜o u ∈ H10 (Ω), u ≥ 0, tal que:((
log u
)
χ{u>0} + λf(·, u)
)
δ ∈ L1(Ω) (1.9)
e ∫
Ω
∇u · ∇ϕdx =
∫
{u>0}
(log u)ϕdx+ λ
∫
Ω
f(x, u)ϕdx, para toda ϕ ∈ C∞0 (Ω). (1.10)
Dizemos que u e´ uma soluc¸a˜o maximal de (1.1) (ou de (1.8)) se u ≥ v, para qualquer
outra soluc¸a˜o v. Uma subsoluc¸a˜o de (1.1) satisfaz (1.9) e∫
Ω
∇u · ∇ϕdx ≤
∫
{u>0}
(
log u+ λf(x, u)
)
ϕdx para toda ϕ ∈ C∞0 (Ω), ϕ ≥ 0. (1.11)
Uma supersoluc¸a˜o de (1.1) satisfaz (1.9) e∫
Ω
∇u · ∇ϕdx ≥
∫
{u>0}
(
log u+ λf(x, u)
)
ϕdx para toda ϕ ∈ C∞0 (Ω), ϕ ≥ 0. (1.12)
Analogamente definimos soluc¸a˜o maximal, sub e supersoluc¸a˜o de (1.10).
Para 0 < ε < 1 consideraremos a famı´lia de problemas aproximados−∆uε = log
((uε)2 + εuε + ε
uε + ε
)
+ λf(x, uε), em Ω,
uε = 0, em ∂Ω.
(1.13)
Note que, formalmente, o problema (1.1) e´ limite de (1.13) quando ε → 0. A escolha da
perturbac¸a˜o em (1.13) e´ importante para obtermos uma soluc¸a˜o maximal uε atrave´s do
me´todo de sub e supersoluc¸a˜o, o que sera´ demonstrado no Lema 1.7. Ale´m disso, o fato
da perturbac¸a˜o ser uma func¸a˜o suave em uε auxilia no estudo da estabilidade.
Uma outra maneira de perturbar o problema (1.1) seria considerar o problema (1.13)
com uma perturbac¸a˜o hε dada por:
hε(t) :=
 log t
2 + ε
t+ ε
se 0 ≤ t ≤ 1,
log t se t ≥ 1.
Neste caso, e´ poss´ıvel provar que, com tal perturbac¸a˜o, o problema (1.13) possui uma
subsoluc¸a˜o maximal, a qual possui todas a propriedades de regularidade que necessitamos
8 Um problema singular com na˜o-linearidade logar´ıtmica
para a obtenc¸a˜o de uma soluc¸a˜o maximal para (1.1). Entretanto, essa expressa˜o na˜o e´
diferencia´vel em t = 1, o que dificulta o estudo da estabilidade.
Seja uε a soluc¸a˜o maximal de (1.13), cuja existeˆncia sera´ provada no Lema 1.7. Se
tomarmos o limite quando ε→ 0 e usarmos o Lema de Fatou, enta˜o a famı´lia uε convergira´
pontualmente para uma func¸a˜o uλ que e´ a subsoluc¸a˜o maximal de (1.8). Seguiremos
a abordagem desenvolvida em [14, 18, 41] para obter regularidade interior e global de
uλ. Um item importante e´ demonstrar uma estimativa do tipo Harnack que nos da´ um
controle local para o crescimento de uλ, que e´ o conteu´do do Lema 1.15. Enta˜o, usamos
essa estimativa para estudar o comportamento de ∇uλ em Ω, o que nos ajuda a mostrar
a regularidade Ho¨lder das primeiras derivadas ate´ a fronteira de Ω nos Lemas 1.22 e 1.23.
Vale notar que a regularidade obtida e´ para a subsoluc¸a˜o maximal, isto e´, para um func¸a˜o
que satisfaz apenas a desigualdade (1.11). Do ponto de vista heur´ıstico, como o logaritmo
e´ menos singular que u−β, obtemos mais que a regularidade C1,(1−β)/(1+β)(Ω) da soluc¸a˜o
de (1.6) em [14], conforme o seguinte enunciado.
Teorema 1.1 Se f satisfaz (1.3)-(1.5), enta˜o, para cada λ > 0, o problema (1.8) possui
uma subsoluc¸a˜o maximal uλ tal que uλ ∈ C1,γ(Ω) para cada γ ∈ (0, 1).
Para provar o Teorema 1.1 usamos a decomposic¸a˜o uλ = v+w, onde v e´ subharmoˆnica
e w ∈ C1,µ, conforme a demonstrac¸a˜o do Corola´rio 1.18 e do Lema 1.22. A maneira como
decompomos uλ e´ influenciada pelo fato da func¸a˜o logar´ıtmica mudar de sinal. Por outro
lado, a na˜o-homogeneidade do logaritmo afeta argumentos envolvendo escalonamento,
observe o Lema 1.15 com a desigualdade do tipo Harnack e a estimativa do Lema 1.22.
Em seguida provamos uma estimativa gradiente melhor para uλ, a qual e´ necessa´ria
para mostrarmos que a subsoluc¸a˜o maximal de (1.8) e´ na verdade uma soluc¸a˜o maximal
de (1.1). De fato, se utilizarmos uma func¸a˜o teste da forma ϕθ = ϕu
θ
λ, onde ϕ ∈ C∞0 (Ω)
e θ > 0 e observarmos a demonstrac¸a˜o do Corola´rio 1.26, veremos que o ponto chave e´
obter o seguinte limite:
lim
θ→0
∫
{uλ>0}∩S
uθ−1λ |∇uλ|2dx = 0,
onde S := suppϕ ⊂⊂ Ω. Portanto, a estimativa interior (1.14) abaixo sera´ suficiente. Na
verdade, tal estimativa pode ser considerada o´tima, visto que a regularidade ma´xima que
podemos ter para soluc¸o˜es de (1.1) e´ C1,1(Ω). E´ interessante comparar este fato com a
estimativa o´tima |∇uλ|2 ≤ C(uλ)1−β para 0 < β < 1 obtida em [18].
Teorema 1.2 Seja uλ a subsoluc¸a˜o maximal de (1.8). Sob as hipo´teses do Teorema 1.1,
para cada Ω′ ⊂⊂ Ω, temos a estimativa
|∇uλ|2 ≤ Cuλ (1.14)
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em Ω′, onde C > 0 depende somente de dist(Ω′, ∂Ω) e supuλ. Ale´m disso, uλ e´ na verdade
a soluc¸a˜o maximal de (1.1).
Na demonstrac¸a˜o do Teorema 1.2 tambe´m decompomos uλ em Ω
′ como uλ = v + w
com v subharmoˆnica e w ∈ C1,1(Ω′), conforme o Lema 1.25. A constante C que aparece
em (1.14) depende de supuλ, mas veremos no Lema 1.5 que uλ e´ limitada a priori.
No pro´ximo teorema enunciamos algumas propriedades da soluc¸a˜o maximal de (1.1).
Teorema 1.3 Suponhamos que f satisfac¸a (1.3)-(1.5) e seja λ1 := λ1(Ω) o primeiro
autovalor do operador −∆ em H10 (Ω). Enta˜o a soluc¸a˜o maximal uλ de (1.1) satisfaz as
seguintes propriedades:
(i) existe 0 ≤ λ∗ <∞ tal que uλ > 0 para todo λ > λ∗;
(ii) a aplica c¸a˜o λ 7−→ uλ e´ crescente para todo λ > 0 e cont´ınua para λ > λ∗;
(iii) se Ω e´ tal que λ1 > e
−1, enta˜o λ∗ > 0. Em outras palavras, para 0 < λ < λ∗,
|{x ∈ Ω : uλ = 0}| > 0;
(iv) existem domı´nios para os quais uλ > 0 para todo λ > 0;
(v) se Ω e´ tal que λ1 > e
−1 e n ≤ 11, enta˜o
uλ∗ ≥ Cδα,
onde C, α > 0 sa˜o constantes, e uλ∗ e´ chamada de soluc¸a˜o extremal.
O item (iii) acima implica que soluc¸o˜es de (1.1) se anulam em um conjunto de medida
positiva se 0 < λ < λ∗. Por outro lado, o item (iv) nos diz que existem domı´nios para
os quais λ∗ = 0. Este fato e´ diferente dos resultados em [18], onde λ∗ > 0 para qualquer
domı´nio e, essencialmente, isso e´ devido ao fato que a func¸a˜o logar´ıtmica muda de sinal.
Consideramos a questa˜o da estabilidade. Primeiro lembremos nossa notac¸a˜o para
gλ(·, u) na equac¸a˜o (1.2). Para λ > 0 fixado, dada uma func¸a˜o u ∈ L1loc(Ω), u > 0 em Ω,
definimos a expressa˜o
Λ(u) := inf
ϕ∈C∞c (Ω)
∫
Ω
|∇ϕ|2 − ∂gλ
∂u
(x, u)ϕ2∫
Ω
ϕ2
.
Uma soluc¸a˜o uλ de (1.1) e´ chamada esta´vel se Λ(uλ) > 0 e e´ chamada fracamente esta´vel
se Λ(uλ) ≥ 0. Note que, se uλ > 0, enta˜o Λ(uλ) e´ justamente o primeiro autovalor da
linearizac¸a˜o do problema (1.1) em torno da soluc¸a˜o maximal uλ. Segue enta˜o que uλ e´
esta´vel no sentido cla´ssico de Lyapunov, confira em [40], Sec¸a˜o 5.5 e Definic¸a˜o 5.1.1. A
soluc¸a˜o maximal pode ser caracterizada em termos de sua estabilidade.
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Teorema 1.4 Suponhamos que f satisfac¸a (1.3)-(1.5) e seja coˆncava. Para λ > λ∗ a
soluc¸a˜o maximal uλ de (1.1) e´ esta´vel. A soluc¸a˜o extremal uλ∗ e´ fracamente esta´vel.
Reciprocamente, se u e´ uma soluc¸a˜o fraca de (1.1) para λ ≥ λ∗ tal que u e´ positiva q.t.p.
e Λ(u) ≥ 0, enta˜o u = uλ, isto e´, a soluc¸a˜o maximal e´ u´nica na classe das soluc¸o˜es
fracamente esta´veis e positivas q.t.p.
O restante do cap´ıtulo esta´ organizado da seguinte maneira: na Sec¸a˜o 1.2 provaremos
que o limite de soluc¸o˜es maximais uε de (1.13) e´ a subsoluc¸a˜o maximal uλ de (1.8), o que
demonstra a primeira implicac¸a˜o do Teorema 1.1; a Sec¸a˜o 1.3 e´ dedicada a` demonstrac¸a˜o
da desigualdade do tipo Harnack e, como consequeˆncia, a regularidade global da sub-
soluc¸a˜o maximal uλ, concluindo portanto a demonstrac¸a˜o do Teorema 1.1; na Sec¸a˜o 1.4
provaremos a estimativa gradiente do Teorema 1.1 e obteremos que a subsoluc¸a˜o maximal
de (1.8) e´ na verdade a soluc¸a˜o maximal de (1.1); os Teoremas 1.3 e 1.4 sera˜o demonstrados
na Sec¸a˜o 4.5.
1.2 Obtenc¸a˜o de uma subsoluc¸a˜o maximal
Nesta sec¸a˜o obtemos uma subsoluc¸a˜o maximal para (1.8). Consideraremos a famı´lia
de problemas perturbados (1.13) e demonstraremos que as soluc¸o˜es maximais desses prob-
lemas convergem para a subsoluc¸a˜o maximal de (1.8).
Para 0 < ε < 1, as soluc¸o˜es uελ de (1.13) sa˜o a priori limitadas independente de ε.
Lema 1.5 Suponhamos que f satisfac¸a (1.3) e (1.5). Para 0 < ε ≤ 1, seja uελ ∈ C(Ω)
uma soluc¸a˜o de (1.13). Existe uma constante C1 > 0 independente de ε tal que
sup
0<ε<1
||uελ||L∞ ≤ C1;
Demonstrac¸a˜o. Omitimos o s´ımbolo λ em uελ e denotamos
hε(s) := log
(s2 + εs+ ε
s+ ε
)
.
Assumimos por contradic¸a˜o que existe uma sequeˆncia εj → 0 e
||uεj ||L∞ →∞
quando j →∞. Para cada j ∈ N definimos
αj := |uεj |L∞ , βj := inf
s≥0
hεj(s), Ωj := |βj|Ω, x˜ := x/|βj|.
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Note que βj → −∞ quando εj → 0. Definimos ainda
U εj(x) :=
1
αj
uεj(x˜), x ∈ Ωj.
Claramente
||U εj ||L∞(Ωj) = 1, para todo j ∈ N. (1.15)
Por outro lado,
−∆U εj(x) = 1
αj|βj|2
(
hεj
(
uεj(x˜)
)
+ λf(x˜, uεj(x˜))
)
.
Pelo Lema C.6,
||U εj ||L∞(Ωj) ≤
|βj|2 diam(Ω)2
8nαj|βj|2
(
‖hεj
(
uεj
)‖L∞(Ω) + λ‖f(·, uεj)‖L∞(Ω)).
Assim, as hipo´teses em f e a construc¸a˜o de hεj implicam que ||U εj ||L∞(Ωj) → 0, o que
contradiz (1.15). 
Provaremos agora que o problema (1.13) possui uma soluc¸a˜o maximal. A func¸a˜o
u ≡ 0 em Ω e´ obviamente uma subsoluc¸a˜o de (1.13). Necessitamos de uma supersoluc¸a˜o
independente de ε.
Lema 1.6 Suponhamos que f satisfac¸a (1.3)-(1.5). Enta˜o, para cada λ > 0, existe uma
supersoluc¸a˜o uλ de (1.13), para todo 0 < ε < 1.
Demonstrac¸a˜o. Primeiro consideremos Y soluc¸a˜o de{−∆Y = 1, em Ω,
Y = 0, em ∂Ω.
(1.16)
Enta˜o Y > 0 e e´ limitada em Ω pelo Lema C.7. Escolhemos θ > 0 tal que
θ||Y ||L∞ ≤ 1.
A seguir, sejam M > 0 e C1 > 0 constantes tais que
λf(x, u) ≤ θu para qualquer u ≥M,
e
λf(x, u) ≤ C1 para qualquer u ≤M.
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Pela nossa escolha de θ > 0 podemos tomar k > 0 tal que
k − log(k||Y ||L∞ + 1) ≥ θk||Y ||L∞
e
k − log(M + 1) ≥ C1.
Definindo uλ := kY obtemos uma supersoluc¸a˜o de (1.13) para todo 0 < ε < 1. De fato,
denotemos novamente
hε(s) := log
(s2 + εs+ ε
s+ ε
)
.
Se uλ ≥M temos que
−∆uλ − hε(uλ) = k − hε(uλ) ≥ k − log(uλ + 1)
= k − log(kY + 1) ≥ k − log(k||Y ||L∞ + 1)
≥ θk||Y ||L∞ ≥ θuλ ≥ λf(x, uλ).
Quando uλ ≤M , obtemos
−∆uλ − hε(uλ) = k − hε(uλ) ≥ k − log(uλ + 1)
≥ k − log(M + 1) ≥ C1 ≥ λf(x, uλ).
Consequentemente, uλ = kY e´ uma supersoluc¸a˜o de (1.13), para todo ε ∈]0, 1[. 
Agora usaremos um argumento de iterac¸a˜o para provar que (1.13) possui uma soluc¸a˜o
maximal.
Lema 1.7 Fixemos ε > 0 e λ > 0. Enta˜o o problema (1.13) possui uma soluc¸a˜o maximal
uελ ∈ C2(Ω) ∩ C(Ω) a qual e´ fracamente esta´vel. Ale´m disso, uελ e´ crescente com relac¸a˜o
a λ e a ε.
Demonstrac¸a˜o. Fixemos ε > 0 e
Fε(x, u) := log
(u2 + εu+ ε
u+ ε
)
+ λf(x, u) + aεu,
onde a constante aε ≥ 0 e´ fixada de modo que u 7−→ Fε(x, u) seja crescente em [0, uλ],
uniformemente em x ∈ Ω.
Comecemos com u0 = uλ e definemos a sequeˆncia un de soluc¸o˜es (u´nicas) dos proble-
mas {−∆un + aεun = Fε(x, un−1) em Ω,
un = 0 em ∂Ω.
(1.17)
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Segue que 0 ≤ · · · ≤ un+1 ≤ un ≤ · · · ≤ u0 = uλ. De fato, o Princ´ıpio do Ma´ximo
aplicado ao problema{−∆(u0 − u1) + aε(u0 − u1) ≥ Fε(x, uλ)− Fε(x, uλ) = 0 em Ω,
u0 − u1 = 0 em ∂Ω.
implica que u0 ≥ u1 ≥ 0. Analogamente, u ≤ u1 em Ω. Portanto, existe uma func¸a˜o uελ
definida pontualmente pelo limite
uελ(x) = lim
n→∞
un(x), x ∈ Ω.
Agora usaremos um argumento do tipo bootstrap para tomarmos o limite n → ∞ em
(1.17), concluindo que uελ satisfaz (1.13). Para isso definimos Fn(x) := Fε(x, un(x)).
Primeiramente observamos que (Fn) e´ uma sequeˆncia limitada em L
∞(Ω) e portanto em
Lp(Ω) para qualquer p > 1. Por (1.17) e pelo Teorema C.1, a sequeˆncia (un) e´ limitada
em W 2,p(Ω), para qualquer p > 1. Para p > n/2, temos que W 2,p(Ω) esta´ continuamente
imerso em C1,α(Ω) para α = 1 − n/2p. Isto implica que (un) e´ limitada em C1,α(Ω). O
Teorema C.3 implica que (un) e´ limitada em C
2,α(Ω). Como C2,α(Ω) esta´ compactamente
imerso em C2(Ω), passando eventualmente a uma subsequeˆncia, temos
un → uελ, em C2(Ω).
Como a sequeˆncia e´ mono´tona obtemos que a sequeˆncia toda converge para uελ em C
2(Ω).
Podemos enta˜o tomar o limite em (1.17) e deduzir que uελ satisfaz (1.13).
Atrave´s do Princ´ıpio do Ma´ximo, um argumento similar ao usado anteriormente
mostra que, se v for outra soluc¸a˜o de (1.13), enta˜o v ≤ un, para todo n ∈ N, o que implica
que v ≤ uελ, isto e´, uελ e´ a soluc¸a˜o maximal em [0, uλ]. Mas pelo Lema 1.5 podemos escolher
k de forma que qualquer supersoluc¸a˜o u′ de (1.13) satisfac¸a u′ ≤ uλ, pois Y soluc¸a˜o de
(1.16) e´ estritamente positiva. Logo, uελ e´ a soluc¸a˜o maximal de (1.13).
Pelo Princ´ıpio do Ma´ximo temos tambe´m que, para λ1 < λ2, u
ε
λ1
e´ uma subsoluc¸a˜o
de (1.13) com λ = λ2. Portanto, λ 7−→ uελ e´ crescente. O mesmo e´ va´lido para ε 7−→ uελ.
A estabilidade fraca e´ uma consequeˆncia imediata do Teorema 5.5.1 de [40]. 
Proposic¸a˜o 1.8 O limite pontual
uλ(x) := lim
ε→0
uελ(x), x ∈ Ω,
e´ a subsoluc¸a˜o maximal de (1.8). Em outras palavras,∫
Ω
uλ(−∆ϕ)dx+
∫
{uλ>0}
(− log uλ)ϕdx ≤
∫
Ω
λf(x, uλ)ϕdx, (1.18)
para qualquer ϕ ∈ C∞0 (Ω), com ϕ ≥ 0 em Ω.
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Demonstrac¸a˜o. Seja ϕ ∈ C∞0 (Ω) com ϕ ≥ 0 em Ω, λ > 0 e denotemos
hε(s) := log
(s2 + εs+ ε
s+ ε
)
.
Para cada ε > 0, ∫
Ω
uελ(−∆ϕ)dx−
∫
Ω
hε(u
ε
λ)dx =
∫
Ω
λf(x, uελ)ϕdx. (1.19)
O Teorema da Convergeˆncia Dominada implica que
lim
ε→0
∫
Ω
λf(x, uελ)ϕdx =
∫
Ω
λf(x, uλ)ϕdx. (1.20)
Analogamente,
lim
ε→0
∫
Ω
uελ(−∆ϕ)dx =
∫
Ω
uλ(−∆ϕ)dx. (1.21)
Como
lim inf
ε→0
−hε(uελ) ≥ −χ{uλ>0}(log uλ),
temos pelo Lema de Fatou que
lim inf
ε→0
∫
Ω
−hε(uελ)ϕdx ≥
∫
{uλ>0}
(− log uλ)ϕdx. (1.22)
Notemos que −hε(uελ) pode ser negativa, o que seria uma obstruc¸a˜o para utilizarmos o
Lema de Fatou. Entretanto, este caso e´ contornado pois temos limitac¸a˜o uniforme da
famı´lia (−hε(uελ)) para ε ∈ [0, 1].
Fazendo ε → 0 em (1.19) e usando (1.20)-(1.22) obtemos (1.18). Se u˜ e´ outra sub-
soluc¸a˜o de (1.8), enta˜o tambe´m sera´ uma subsoluc¸a˜o de (1.13) para cada ε > 0. Como uελ
e´ maximal, isto implica que u˜ ≤ uελ para todo ε > 0. Tomando o limite obtemos u˜ ≤ uλ
e conclu´ımos que uλ e´ maximal. 
1.3 Desigualdade do tipo Harnack e regularidade da sub-
soluc¸a˜o maximal
Nesta sec¸a˜o usaremos algumas ide´ias de [14] e [18] e provaremos estimativas ate´ a
fronteira de Ω para a subsoluc¸a˜o maximal uλ de (1.8).
Introduziremos os domı´nios escalonados que permitem tocar a fronteira ∂Ω. Como
∂Ω e´ suave, existe r0 > 0 pequeno tal que, para todo p ∈ Ω e r ∈]0, r0[, pode-se construir
um conjunto aberto e conexo Dp,r com as seguintes propriedades:
• B3r/4(p) ∩ Ω ⊂ Dp,r ⊂ Br(p) ∩ Ω;
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Ω
p
B1(p)
B3/4(p)
Dp,1
Figura 1.1: Domı´nios auxiliares.
• o domı´nio escalonado D˜p,r := r−1(Dp,r − p) possui fronteira suave e regularidade
independente de p e r.
Tambe´m adotaremos a notac¸a˜o
Ω˜ = r−1(Ω− p),
∂1D˜p,r = ∂D˜p,r ∩ (r−1(∂Ω− p)), (1.23)
∂2D˜p,r = ∂D˜p,r \ ∂1D˜p,r.
O pro´ximo resultado foi estabelecido em [31] e o utilizaremos para obtermos estima-
tivas para uma subsoluc¸a˜o local no Lema 1.11.
Lema 1.9 Sejam U ⊂ Rn um domı´nio limitado com fronteira suave e k : U → R uma
func¸a˜o mensura´vel tal que
sup
x∈U
|k(x)| dist(x, ∂U)γ <∞, (1.24)
onde γ ∈ (0, 1). Suponhamos que v seja soluc¸a˜o de{−∆v = k, em U,
v = 0, em ∂U.
Enta˜o v ∈ C1,1−γ(U).
Demonstrac¸a˜o. Delinearemos os principais passos da demonstrac¸a˜o. Os detalhes podem
ser encontrados em [31].
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Passo 1. Para x, y ∈ U , x 6= y, denotemos por G(x, y) a func¸a˜o de Green de −∆ em U .
Enta˜o temos que
v(x) =
∫
U
−G(x, y)k(y)dy, x ∈ U,
e
∇v(x) =
∫
U
−Gx(x, y)k(y)dy, x ∈ U.
Passo 2. (Lema 3.2 de [31].) Para quaisquer x1, x2 ∈ U , existe um caminho ξ : [0, 1]→ U
satisfazendo
|ξ′(t)| ≤ c|x1 − x2|,
para alguma constante c > 0 independente de x1 e x2.
Passo 3. Para x1, x2 ∈ U temos que
|∇v(x1)−∇(x2)| ≤
∫
U
∣∣Gx(x1, y)−Gx(x2, y)∣∣|k(y)|dy
≤
∫
U\BR(x1)
|Gx(x1, y)−Gx(x2, y)||k(y)|dy
+
∫
BR(x1)
|Gx(x1, y)−Gx(x2, y)||k(y)|dy,
onde R := (c+ 4)|x1 − x2| e c e´ como no Passo 2. Vamos estimar
I :=
∫
U\BR(x1)
|Gx(x1, y)−Gx(x2, y)||k(y)|dy,
II :=
∫
BR(x1)
|Gx(x1, y)−Gx(x2, y)||k(y)|dy.
Passo 4. Estimemos I. Pela Proposic¸a˜o 3.1 de [31] temos que, se δ(x) := dist(x, ∂U),
|Gx(x, y)| ≤ min
{ c
|x− y|n−1 ,
cδ(y)
|x− y|n
}
, (1.25)
e
|Gxx(x, y)| ≤ min
{ c
|x− y|n ,
cδ(y)
|x− y|n+1
}
, (1.26)
para uma constante c > 0 que depende somente de U . Assim, o Passo 2 e (1.26) implicam
que
I ≤
∫
U\BR(x1)
(∫ 1
0
|Gxx(ξ(t), y)||ξ′(t)|dt
)
|k(y)|dy
≤ c|x1 − x2|
∫
U\BR(x1)
(∫ 1
0
min{|ξ(t)− y|, δ(y)}
|ξ(t)− y|n+1 dt
)
|k(y)|dy
≤ c|x1 − x2|
∫
U\BR(x1)
min{|ξ(t)− y|, δ(y)}
|ξ(t)− y|n+1 |k(y)|dy. (1.27)
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Em (1.27) utilizamos as desigualdades:
|ξ(t)− y| ≥ |x1 − y| − |x1 − ξ(t)| ≥ (c+ 4)|x1 − x2| − c|x1 − x2| ≥ 4|x1 − x2|,
|ξ(t)− y| ≤ |x1 − y|+ |x1 − ξ(t)| ≤ (2c+ 4)|x1 − x2| ≤ 2c+ 4
c+ 4
|x1 − x2|.
Inserindo (1.24) em (1.27) obtemos, para alguma constante c > 0,
I ≤ c|x1 − x2|
∫
U\BR(x1)
min{|ξ(t)− y|, δ(y)}
|ξ(t)− y|n+1 δ(y)
−γdy
≤ c|x1 − x2|
∫
U\BR(x1)
1
|x1 − y|n+γ dy
≤ c|x1 − x2|
∫ ∞
R
r−(n+γ)rn−1dr
≤ c|x1 − x2|R−γ = c|x1 − x2|1−γ. (1.28)
Passo 5. Agora estimemos II. Por (1.24) e (1.25),
II ≤
∫
BR(x1)
|Gx(x1, y)−Gx(x2, y)||k(y)|dy
≤
∫
BR(x1)
|Gx(x1, y)||k(y)|dy +
∫
BR+d(x1+x2)(x2)
|Gx(x2, y)||k(y)|dy
≤ c
∫
BR(x1)
min{|x1 − y|, δ(y)}
|x1 − y|n δ(y)
−γdy
+ c
∫
BR+|x1−x2|(x2)
min{|x2 − y|, δ(y)}
|x2 − y|n δ(y)
−γdy.
Portanto
II ≤ c
∫
BR(x1)
|x1 − y|−n−γ+1dy + c
∫
BR+|x1−x2|(x2)
|x2 − y|−n−γ+1dy
≤ c
∫ R+|x1−x2|
0
r−γdr ≤ c|x1 − x2|1−γ. (1.29)
Passo 6. Em virtude de (1.28) e de (1.29) conclu´ımos o resultado. 
Na construc¸a˜o de uma subsoluc¸a˜o local necessitaremos ainda de uma estimativa para
extenso˜es harmoˆnicas que apresentaremos a seguir. O resultado e´ um caso particular do
Lema 9.1 de [17].
Lema 1.10 Suponhamos que h ≥ 0 seja harmoˆnica em um domı´nio limitado e suave
U ⊂ Rn. Enta˜o existe uma constante C > 0, independente de h, tal que
h(x) ≥ C
∫
∂U
hdσ dist(x, ∂U),
para todo x ∈ U .
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Demonstrac¸a˜o. Vamos estimar h no interior de U e depois pro´ximo da fronteira ∂U .
Passo 1. Seja U ′ ⊂⊂ U aberto, na˜o vazio e suave. Pelo Teorema 8.18 de [29] temos que
h(x) ≥ C
∫
U ′
udy, para todo x ∈ U ′,
onde C > 0. Verifiquemos que ∫
∂U
hdσ ≤ C
∫
U ′
hdy. (1.30)
Para isso, seja ξ soluc¸a˜o de {−∆ξ = χU ′ , em U,
ξ = 0, em ∂U.
Enta˜o ξ ≥ 0 e∫
U ′
hdy =
∫
U
(−∆ξ)hdy = −
∫
U
∂νξhdy +
∫
U
∇ξ · ∇hdy
= −
∫
U
∂νξhdy +
∫
U
∂νhdy −
∫
U
∆hξdy ≥ −
∫
∂U
∂νξhdσ.
Como ∂νξ ≤ −C para uma constante C > 0, deduzimos (1.30).
Passo 2. Seja agora ζ soluc¸a˜o de
−∆ζ = 0 em U \ U ′,
ζ = 0, em ∂U,
ζ = 1, em ∂U ′.
Pelo Lema de Hopf temos que ζ(x) ≥ c dist(x, ∂U), para todo x ∈ U \ U ′, onde c > 0.
Enta˜o a func¸a˜o
v(x) :=
h(x)
C
∫
∂U
hdσ
satisfaz v ≥ z em ∂(U \ U ′). Pelo Princ´ıpio do Ma´ximo v ≥ z em U \ U ′. Logo,
h(x) ≥ Cζ(x)
∫
∂U
hdσ ≥ C dist(x, ∂U)
∫
∂U
hdσ. (1.31)
As desigualdades (1.30) e (1.31) implicam no resultado. 
Com o pro´ximo lema podemos construir uma subsoluc¸a˜o local para (1.8). Este e´ um
ingrediente importante na prova do Lema 1.15, que e´ uma desigualdade do tipo Harnack.
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Lema 1.11 Sejam 0 < β ≤ 1 e θ > 0 constantes e u ∈ H1/2(∂Dp,r). Existem constantes
c0 := c0(θ) > 0 e c1 > 0 tais que, se
−
∫
∂Dp,r
udσ ≥ c0, (1.32)
enta˜o existe w ∈ H1(Dp,r) com as seguintes propriedades:
−∆w ≤ β logw − θ em Dp,r,
w(x) ≥ c1δ(x)−
∫
∂Dp,r
udσ em Dp,r,
w = u em ∂Dp,r.
Demonstrac¸a˜o. Seja h a extensa˜o harmoˆnica de u em Dp,r, isto e´, h satisfaz{−∆h = 0, em Dp,r,
h = u, em ∂Dp,r.
Usaremos a notac¸a˜o m := −
∫
∂Dp,r
udσ. Pelo Lema 1.10 temos que
h(x) ≥ Cδ(x)m, para todo x ∈ Dp,r. (1.33)
Para 0 < γ < 1, seja v uma soluc¸a˜o de{−∆v = δ−γ in Dp,r,
v = 0 on ∂Dp,r.
Como o Lema 1.9 implica que v ∈ C1,1−γ(Dp,r), temos que existe uma constante M > 0
tal que
v(x) ≤Mδ(x) em Dp,r. (1.34)
Seja k :=
Cm
2M
e definamos
w := h− kv.
Por (1.33) e (1.34) obtemos
w(x) ≥ C/2mδ(x) em Dp,r. (1.35)
Mostremos que, para m suficientemente grande
∆w ≥ −β logw + θ em Dp,r.
Como
−β logw ≤ w−γ para 0 < β < 1 e algum 0 < γ ≤ 1,
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precisamos mostrar que
∆w ≥ w−γ + θ.
A estimativa (1.35) implica que
w−γ(x) + θ ≤ (C/2mδ(x))−γ + θ ≤ δ−γ(x)((C/2)−γm−γ + θc),
onde c := supx∈B δ(x) ≤ 1, isto e´,
w−γ + θ ≤ δ−γ((C/2)−γm−γ + θ) em Dp,r. (1.36)
Escolhendo m de modo que
k ≥ (2/C)γm−γ + θ,
e voltando em (1.36), obtemos
w−γ + θ ≤ kδ−γ = ∆w em Dp,r,
e a prova esta´ conclu´ıda. 
Observac¸a˜o 1.12 Notemos que no Lema 1.11, c1 = (2/C). Assim, podemos escolher
m ≥ c0, onde
c0(θ) = A(B + θ),
com constantes A > 0 e B > 0 que dependem de M e de C. Este fato sera´ utilizado na
Observac¸a˜o 1.16 e em outros argumentos.
Necessitaremos tambe´m do pro´ximo lema.
Lema 1.13 Seja w ∈ W 1,1(B1) tal que w ≥ 0 q.t.p. em B1 e w = 0 em ∂B1. Suponhamos
que ∆w ∈ L1(B1). Enta˜o w satisfaz∫
B1
ϕ∆w +∇w∇ϕ ≤ 0 para qualquer ϕ ∈ C1(B1), ϕ ≥ 0. (1.37)
Demonstrac¸a˜o. Assumiremos por um momento que w seja suave em B1 e seja ϕ ∈
C1(B1). Enta˜o, para 0 < r < 1
d
dr
−
∫
∂Br
wϕ = −
∫
∂Br
∂(wϕ)
∂ν
=
cn
rn−1
∫
Br
∆(wϕ)
=
cn
rn−1
(∫
Br
ϕ∆w +∇w∇ϕ+
∫
∂Br
w
∂ϕ
∂ν
)
.
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Integrando em r ∈ (R, 1) com 0 < R < 1 obtemos
−
∫
∂B1
wϕ−−
∫
∂BR
wϕ =
∫ 1
R
cn
rn−1
(∫
Br
ϕ∆w +∇w∇ϕ+
∫
∂Br
w
∂ϕ
∂ν
)
dr. (1.38)
Por aproximac¸a˜o esta relac¸a˜o vale para uma func¸a˜o w como no enunciado do lema. Se
assumimos agora que ϕ ≥ 0, como w ≥ 0 e w = 0 em ∂B1, temos que (1.38) implica que∫ 1
R
cn
rn−1
(∫
Br
ϕ∆w +∇w∇ϕ+
∫
∂Br
w
∂ϕ
∂ν
)
dr ≤ 0. (1.39)
Observemos que, pelas hipo´teses em w, a func¸a˜o
r 7−→
∫
Br
ϕ∆w +∇w∇ϕ+
∫
∂Br
w
∂ϕ
∂ν
e´ cont´ınua. Logo, dividindo (1.38) por 1 − R e fazendo R → 1 conclu´ımos que (1.37) se
verifica. 
O pro´ximo lema, que e´ essencialmente uma desigualdade do tipo Harnack, nos da´ um
controle local no crescimento da subsoluc¸a˜o maximal uλ.
Observac¸a˜o 1.14 O Lema 1.15 a seguir e´ verdadeiro com pequenas mudanc¸as na prova
se trocarmos Dp,r pela bola Br(p). Usaremos este fato no Corola´rio 1.18.
Lema 1.15 Sejam uλ a subsoluc¸a˜o maximal de (1.8), p ∈ Ω e r ∈]0, r0[. Dado α ∈ [1, 2[,
existem constantes c0, c1 > 0, independenetes de r, p e α tais que, se
−
∫
∂Dp,r
uλdσ ≥ c0rα,
enta˜o,
uλ(x) ≥ c1r−1 dist(x, ∂Dp,r)−
∫
∂Dp,r
uλdσ, q.t.p. em x ∈ Dp,r.
Se α = 2, enta˜o o mesmo resultado e´ va´lido, pore´m neste caso c0 = c0(r) → ∞ quando
r → 0.
Demonstrac¸a˜o. Omitiremos λ e denotaremos u := uλ. Transladando para a origem,
podemos assumir que p = 0. Reescalonando u como
ur(y) := r
−αu(ry), para y ∈ Dp,1,
obtemos
−∆ur(y) + r2−α log(rαur(y)) ≤ r2−αλf(ry, rαur(y)), para y ∈ Dp,1.
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Usando coordenadas polares
−
∫
∂Dp,1
urdσ = r
−αr−n+1−
∫
∂Dp,r
udσ ≥ r−α−
∫
∂Dp,r
udσ.
Em virtude do Lema 1.11 com u = ur, β = r
2−α e θ = −r2−α log rα temos a existeˆncia de
uma func¸a˜o w ∈ H1(Dp,1) com as propriedades
−∆w ≤ r2−α log(rαw) em Dp,1,
w(x) ≥ c1δ(x)−
∫
∂Dp,1
urdσ em Dp,1,
w = ur em ∂Dp,1.
A func¸a˜o w tambe´m satisfaz{ −∆w + r2−α log(rαw) ≤ r2−αλf(ry, rαw) em Dp,1,
w = ur em ∂Dp,1.
Reescalonando de volta,
v(x) = rαw
(x
r
)
para x ∈ Dp,r,
e temos que,
−∆v − log v ≤ λf(x, v) em Dp,r.
Seja z : Ω→ R definida por
z(x) :=
{
u(x) se x ∈ Ω \Dp,r,
v(x) se x ∈ Dp,r.
Afirmamos que z e´ uma subsoluc¸a˜o de (1.8). De fato, seja ϕ ∈ C∞0 (Ω) com ϕ ≥ 0 em Ω.
Portanto,∫
Ω
z(−∆ϕ)dx =
∫
Ω
u(−∆ϕ)dx+
∫
Br
(v − u)(−∆ϕ)dx
=
∫
Ω
u(−∆ϕ)dx+
∫
Br
(v − u)(−∆ϕ)dx−
∫
Br
ϕ∆(v − u)dx
+
∫
Br
ϕ∆(v − u)dx.
Pelo Lema 1.13, temos que∫
Dp,r
(v − u)(−∆ϕ)dx+
∫
Dp,r
ϕ∆(v − u)dx ≤ 0.
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Enta˜o,∫
Ω
z(−∆ϕ)dx ≤
∫
Ω
u(−∆ϕ)dx−
∫
Dp,r
ϕ∆(v − u)dx
=
∫
Ω\Dp,r
u(−∆ϕ)dx+
∫
Dp,r
ϕ(−∆v)dx
≤
∫
Ω\Dp,r
(
(log u)χ{u>0} + λf(x, u)
)
ϕdx+
∫
Dp,r
(
log v + λf(x, v)
)
ϕdx
=
∫
Ω
(
(log z)χ{u>0} + λf(x, z)
)
ϕdx,
e z e´ uma subsoluc¸a˜o de (1.8). Como u e´ a subsoluc¸a˜o maximal, obtemos u ≥ z em Ω.
Em particular, u ≥ v em Dp,r. Portanto,
u(x) ≥ v(x) ≥ c1δ
(x
r
)
−
∫
∂Dp,r
udσ,
para quase todo x ∈ Dp,r. 
Observac¸a˜o 1.16 Como pode ser observado durante a demonstrac¸a˜o do Lema 1.15, pela
Observac¸a˜o 1.12, para 1 ≤ α < 2,
c0 = c0(r) = A(B − r2−α log rα) ≤ C,
para alguma constante C > 0 que depende de α e n, ja´ que lim
r→0
r2−α log rα = 0. Isto sera´
usado na demonstrac¸a˜o do Lema 1.25. No caso α = 2 obtemos
c0 = c0(r) = A(B − log r2),
com constantes A,B > 0 que dependem apenas de M > 0 e n. Assim, lim
r→0
c0(r) =∞.
Para apresentar as consequeˆncias do Lema 1.15, necessitamos do seguinte resultado
sobre func¸o˜es Ho¨lder cont´ınuas.
Lema 1.17 Suponhamos que w ∈ C1,µ(B1), para algum µ ∈]0, 1]. Enta˜o,∣∣∣−∫
∂Br
w − w(0)
∣∣∣ ≤ |∇w|µ,B1r1+µ,
onde |h|µ,B1 := sup
x,y∈B1
|h(x)− h(y)|
|x− y|µ .
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Demonstrac¸a˜o. Para cada z ∈ ∂Br, temos que existe ξ no segmento que une 0 e z tal
que
w(z)− w(0) = ∇w(ξ) · z.
Assim,
|w(z)− w(0)−∇w(0) · z| = |∇w(ξ) · z −∇w(0) · z|
≤ |∇w(ξ)−∇w(0)||ξ|µ r|ξ
µ|
≤ |∇w|µ,B1r1+µ.
Por outro lado, como a func¸a˜o z 7−→ ∇w(0) · z e´ harmoˆnica, temos∣∣∣−∫
∂Br
w − w(0)
∣∣∣ ≤ ∣∣∣−∫
∂Br
(w − w(0)−∇w(0) · z)
∣∣∣+ ∣∣∣−∫
∂Br
∇w(0) · z
∣∣∣
≤ −
∫
∂Br
|∇w|µ,B1r1+µ = |∇w|µ,B1r1+µ,
o que prova o lema. 
A seguir apresentaremos algumas consequeˆncias do Lema 1.15.
Corola´rio 1.18 Seja uλ a subsoluc¸a˜o maximal de (1.8). Enta˜o temos as seguintes pro-
priedades:
i) o conjunto {u > 0} := {x ∈ Ω | uλ(x) > 0} e´ aberto;
ii) uλ satisfaz
−∆uλ = log uλ + λf(x, uλ) em {u > 0};
iii) uλ ∈ C(Ω) e uλ ∈ C1,µloc ({u > 0}), para cada µ ∈]0, 1[, a menos de redefinic¸a˜o em
um conjunto de medida nula.
Demonstrac¸a˜o. Omitiremos o paraˆmetro λ na func¸a˜o uλ e denotaremos u = uλ. Aqui
usaremos o Lema 1.15 comDp,r trocado por Br(p) conforme a Observac¸a˜o 1.14. Definamos
U(x) := lim
r→0
−
∫
∂Br(x)
udσ, x ∈ Ω.
Enta˜o, U(x) = u(x) q.t.p. em x ∈ Ω e vamos identificar estas duas func¸o˜es. Seja q ∈ Ω
com u(q) > 0. Tomemos r > 0 tal que,
−
∫
∂Br(q)
udσ ≥ c0rα.
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Pelo Lema 1.15 e pela Observac¸a˜o 1.14 obtemos
u(x) ≥ τ−
∫
∂Br(q)
udσ > 0, em Br/2(q). (1.40)
Assim, Br/2(q) ⊆ {u > 0} e {u > 0} e´ aberto, o que conclui a demonstrac¸a˜o do item (i).
Tambe´m obtemos da equac¸a˜o (1.40) que u satisfaz
k1 ≤ u(x) ≤ k2 para todo x ∈ Br/2(q), (1.41)
para constantes k1, k2 > 0.
Agora provaremos o item (ii). Consideremos v e w satisfazendo:{−∆v = (log u)χ{0<u≤1} em Ω,
v = 0 em ∂Ω,
(1.42)
e {−∆w = (log u)χ{u≥1} + λf(x, u) em Ω,
w = 0 em ∂Ω.
(1.43)
Como u e´ limitada, w ∈ C1,µ(Ω), para cada µ ∈]0, 1[. Ale´m disso, v e´ subharmoˆnica, isto
e´, −∆v ≤ 0. Por outro lado, em Ω
−∆(v + w) = (log u)χ{u>0} + λf(x, u)
≤ (log u)χ{u>0} + λf(x, u).
Portanto v + w e´ uma subsoluc¸a˜o de (1.8). Como u e´ subsoluc¸a˜o maximal, temos que
u ≥ v + w em Ω. Mas, em {u > 0}
−∆(v + w) = (log u)χ{u>0} + λf(x, u) ≥ −∆u.
Em virtude do Princ´ıpio do Ma´ximo u ≤ v + w em {u > 0}. Assim, u = v + w em
{u > 0}. Mas, se u = 0, enta˜o v = w = 0. Portanto obtemos a decomposic¸a˜o u = v + w
em Ω, o que conclui a demonstrac¸a˜o do item (ii).
Agora, por (1.41) temos que u ∈ C1,µ(Br/2(q)), para todo q ∈ {u > 0} e cada
µ ∈]0, 1[, isto e´, u ∈ C1,µloc ({u > 0}) para cada µ ∈]0, 1[. Isto demonstra a segunda parte
do item (iii).
Em seguida mostraremos a continuidade de u em Ω. Como v e´ subharmoˆnica temos
que, para r > 0 suficientemente pequeno,
v(x) ≤ −
∫
∂Br(x)
vdσ, x ∈ Ω.
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Para w ∈ C1,µ(Ω), o Lema 1.17 nos diz que, para cada r suficientemente pequeno e para
uma constante C > 0,
w(x) ≤ −
∫
∂Br(x)
wdσ + Cr1+µ, x ∈ Ω.
Portanto,
u(x) ≤ −
∫
∂Br(x)
vdσ +−
∫
∂Br(x)
wdσ + Cr1+µ
= −
∫
∂Br(x)
udσ + Cr1+µ.
Multiplicando a u´ltima desigualdade por rn−1 obtemos,
u(x)rn−1 ≤ rn−1−
∫
∂Br(x)
udσ + rn−1Cr1+µ (1.44)
Tomemos p ∈ ∂{u > 0} ∩ Ω, µ ∈]0, 1[ e consideremos x ∈ Ω com |x − p| < k, com a
constante k dada por k := min{dist(p, ∂Ω)/2, 1/2}. Seja R := |x− p|. Integrando (1.44)
em ]0, R[ obtemos
u(x)|BR(0)| ≤
∫
BR(x)
udy + CRn+1+µ
≤
∫
B2R(p)
udy + CRn+1+µ. (1.45)
Suponhamos por um momento que
−
∫
∂Br(p)
udσ ≥ c0rα,
para algum r ∈]0, 2R[. Enta˜o o Lema 1.15 e a Observac¸a˜o 1.14 implicam que u(p) > 0,
que e´ uma contradic¸a˜o, pois p ∈ ∂{u > 0} ∩ Ω. Logo,
−
∫
∂Br(p)
u < c0r
α, para todo r ∈]0, 2R[.
Integrando em ]0, 2R[, ∫
B2R(p)
udσ ≤ CRα+n.
Devido a (1.45) temos que
u(x) ≤ CRα + CR1+µ.
Assim,
|u(x)− u(p)| = u(x) ≤ C(Rα +R1+µ)→ 0, quando R→ 0.
Finalmente, se p ∈ ∂Ω, enta˜o u ≤ uλ ≤ cδ, para uma constante c > 0, isto e´, u(x) → 0
quando x→ p ∈ ∂Ω. 
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Observac¸a˜o 1.19 Como uελ → uλ monotonicamente quando ε → 0, o item iii) do
Corola´rio 1.18 e o Teorema de Dini implicam que a convergeˆncia uελ → uλ e´ uniforme em
Ω. Uma demonstrac¸a˜o alternativa deste fato pode ser dada adaptando-se a demonstrac¸a˜o
da Proposic¸a˜o 3.9 de [18].
Necessitaremos tambe´m de uma estimativa para func¸o˜es harmoˆnicas nos domı´nios
Dp,r introduzidos no in´ıcio desta sec¸a˜o, a qual e´ uma consequeˆncia do Lema C.8. Por
simplicidade, trabalharemos no pro´ximo lema com r = 1.
Lema 1.20 Seja uλ a subsoluc¸a˜o maximal de (1.8) e suponhamos que h satisfac¸a{−∆h = 0, em Dp,1,
h = uλ, em ∂Dp,1,
para algum p ∈ Ω. Enta˜o, para cada k ∈ N,
sup
B1/2∩Ω
|Dkh| ≤ C1‖h‖L1(Dp,1) ≤ C2‖h‖L1(∂Dp,1),
onde as constantes C1 e C2 dependem somente de k.
Demonstrac¸a˜o. E´ poss´ıvel tomar um domı´nio suave D˜ ⊂ Rn tal que D˜ ∩ Ω = Dp,1 e
B3/4 ⊂ D˜ ⊂ B1. Estendemos h como sendo h = 0 em D˜ \Dp,1 e notemos que essa nova
func¸a˜o, denotada ainda por h e´ tambe´m harmoˆnica, pois uλ = 0 em ∂1Dp,1. Assim,
sup
B1/2∩Ω∩Ω
|Dkh| = sup
B1/2
|Dkh|,
‖h‖L1(Dp,1) = ‖h‖L1(D˜)
‖h‖L1(∂Dp,1) = ‖h‖L1(∂D˜).
O resultado se segue enta˜o do Lema C.8. 
Vamos apresentar uma estimativa el´ıptica ba´sica que iremos utilizar para provar a
regularidade C1,γ de uλ ate´ o bordo. Recordemos a notac¸a˜o para ∂1D˜p,r introduzida em
(1.23) no in´ıcio desta sec¸a˜o.
Lema 1.21 Sejam p ∈ Ω, r ∈]0, 1[ g uma func¸a˜o cont´ınua em D˜p,r. Suponhamos que
dist(0, ∂D˜p,r) ≤ 1/4 e que v ∈ H1(D˜p,r) satisfaz{−∆v ≤ g, em D˜p,r,
v = 0, em ∂1D˜p,r.
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Enta˜o existe uma constante c, que pode ser tomada independente de p e r tal que
v(y) ≤ c dist(y, ∂1D˜p,r)
(
‖g‖L∞ +−
∫
∂D˜p,r
|v|dσ
)
para todo y ∈ B1/2.
Demonstrac¸a˜o. Suponhamos −∆v = f e enta˜o escrevemos v = v1 + v2, com v1 e v2
satisfazendo: {−∆v1 = f em D˜p,r,
v1 = 0 em ∂D˜p,r,
e {−∆v2 = 0 em D˜p,r,
v2 = v em ∂D˜p,r.
Pelo Teorema C.4,
v1(y) ≤ c dist(y, ∂D˜p,r)‖f‖L∞ , para todo y ∈ B1/2 ∩ D˜p,r.
Como dist(0, ∂1D˜p,r) ≤ 1/4, temos que
v1(y) ≤ c dist(y, ∂1D˜p,r)‖f‖L∞ , para todo y ∈ B1/2 ∩ D˜p,r.
Pelo Lema 1.20
v2(y) ≤ c dist(y, ∂1D˜p,r)‖v2‖L1 ≤ C dist(y, ∂1D˜p,r)−
∫
∂D˜p,r
vdσ.
Para todo y ∈ B1/2 ∩ D˜p,r. A constante C em princ´ıpio pode depender de |∂D˜p,r|, mas
como este conjunto possui regularidade independente de p e r temos que |∂D˜p,r| ≤ c.
Portanto, obtemos a estimativa com a dependeˆncia das constantes p e r como enunciado.

Apresentaremos agora dois lemas que descrevem o comportamento de ∇uλ quando uλ
se comporta como δ. Lemas ana´logos foram provados em [14] para uma soluc¸a˜o. Adaptare-
mos a prova aqui para uma subsoluc¸a˜o de (1.8). O me´todo foi primeiro desenvolvido por
Caffarelli e Kinderlehrer em [8].
Lema 1.22 Seja uλ a subsoluc¸a˜o maximal de (1.8) e tomemos α ∈]1, 2[. Existem con-
stantes θ1, C1 > 0 que dependem apenas de Ω, α e supΩ f , tais que, se p ∈ Ω e
δ(p) ≤ θ1(uλ(p)) 1α , (1.46)
enta˜o
|∇uλ(p)| ≤ C1uλ(p)
δ(p)
.
1.3 Desigualdade do tipo Harnack e regularidade da subsoluc¸a˜o maximal 29
Ademais, se p, q ∈ Ω e, ale´m de (1.46) temos que
|p− q| ≤ θ1
(
uλ(p)
δ(p)
) 1
α−1
, (1.47)
enta˜o
|∇uλ(p)−∇uλ(q)| ≤ C1|p− q|α−1.
Demonstrac¸a˜o. Como anteriormente, denotamos u = uλ. Seja Y uma soluc¸a˜o de (1.16)
e tomemos k > 0 grande de maneira que kY seja uma supersoluc¸a˜o de (1.8). Definimos
L := ‖f‖∞ + log kY . Seja c a constante que aparece no Lema 1.21 e enta˜o tomemos
r =
(
u(p)
c(c0 + L)δ(p)
) 1
α−1
. (1.48)
De (1.46), (
δ(p)
θ1
)α
≤ u(p).
Enta˜o,
r ≥
(
δ(p)α
θα1 c(c0 + L)δ(p)
) 1
α−1
= δ(p)
(
1
θα1 c(c0 + L)
) 1
α−1
,
isto e´,
δ(p) ≤ r(θα1 c(c0 + L))
1
α−1 .
Tomemos θ1 > 0 pequeno de forma que
δ(p) ≤ r
4
.
Transladando para a origem, podemos assumir p = 0. Enta˜o definimos
ur(y) = r
−αu(ry), y ∈ D˜r.
Usamos notac¸a˜o ana´loga para vr e wr. Notemos que ur satisfaz−∆ur ≤ r
2−α
(
χ{ur>0} log(r
αur) + f(ry, r
αur)
)
em D˜r,
ur = 0 em ∂1D˜r.
Como dist(0, ∂1D˜r) < 1/4, usamos o Lema 1.21 para obter
ur(y) ≤ c dist(y, ∂1D˜r)
(
r2−αL+−
∫
∂D˜r
urdσ
)
for all y ∈ B1/2.
Em particular, quando y = 0,
ur(0)
dist(0, ∂1D˜r)
≤ c
(
r2−αL+−
∫
∂D˜r
urdσ
)
. (1.49)
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Mas de (1.48),
ur(0)
dist(0, ∂1D˜r)
=
u(p)
rα−1δ(p)
= c(c0 + L).
Enta˜o (1.49) implica
−
∫
∂D˜r
urdσ ≥ c0. (1.50)
Logo,
ur(y) ≥ c1
(
−
∫
∂D˜r
urdσ
)
dist(y, ∂D˜r) para todo y ∈ D˜r. (1.51)
Seja h a extensa˜o harmoˆnica de ur em D˜r. Estimando a me´dia de h,
−
∫
∂D˜r
hdσ = −
∫
∂D˜r
urdσ ≤ ur(0)
c1 dist(0, ∂1D˜r)
=
c(c0 + L)
c1
.
Pelo Lema C.8 obtemos
‖h‖
C2(B1/2∩Ω˜) ≤ C, Ω˜ = r
−1Ω.
Consideremos agora o problema−∆z = r
2−α
(
log(rαur) + f(ry, r
αur)
)
em D˜r,
z = 0 em ∂D˜r.
(1.52)
Por (1.50) e (1.51), o lado direito de (1.52) e´ limitado. Assim, a estimativa de Schauder
do Teorema C.4 implica que
|∇z| ≤ C em D˜r,
para qualquer z satisfazendo (1.52). Como ur − h satisfaz (1.52) vemos que
|∇ur| − |∇h| ≤ |∇(ur − h)| ≤ C em D˜r.
Em particular,
|∇ur| ≤ C + |∇h| ≤ C em B1/2 ∩ Ω˜.
Pela definic¸a˜o de ur obtemos
|∇u(0)| = rα−1|∇ur(0)| ≤ Crα−1 = C1u(p)
δ(p)
.
Se q ∈ Ω e q = ry com |y| < 1/2, isto e´, se
|p− q| < r
2
=
1
2
(
u(p)
c(c0 + L)δ(p)
) 1
α−1
,
enta˜o
|∇ur(0)−∇ur(y)| ≤ C|y|1−β para cada β ∈]0, 1[.
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Consequentemente,
|∇u(p)−∇u(q)| ≤ Crα−1
( |p− q|
r
)1−β
≤ C|p− q|α−1.
Assim, tomando θ1 > 0 suficientemente pequeno o resultado fica demonstrado. 
Lema 1.23 Para cada α ∈]1, 2[, existe uma constante C2 > 0 que depende apenas de Ω,
α e supΩ f , tal que, se p ∈ Ω e
δ(p) ≥ θ1(u(p)) 1α > 0, (1.53)
enta˜o
|∇u(p)| ≤ C2(u(p))1− 1α .
Ale´m disso, existe θ2 > 0 que depende apenas de Ω, α e supΩ f tal que, se q ∈ Ω e, ale´m
de (1.53) tivermos que
|p− q| ≤ θ2(u(p)) 1α , (1.54)
enta˜o
|∇u(p)−∇u(q)| ≤ C2|p− q|α−1.
Demonstrac¸a˜o. Seja L definido como no Lema 1.22 e tomemos
r =
(
u(p)
c(c0 + L)
) 1
α
.
Suponhamos tambe´m, sem perda de generalidade, que p = 0 e consideremos o reescalo-
namento ur(y) = r
−αu(ry), α ∈]1, 2[. Consequentemente,
δ(p) ≥ rθ1
(
c(c0 + L)
) 1
α .
Seja ρ > 0 defindo por
ρ = θ1
(
c(c0 + L)
) 1
α .
Enta˜o Brρ ⊆ Ω e, se tomarmos θ1 > 0 pequeno, podemos assumir que ρ < 1. A estimativa
el´ıptica do Lema 1.21 implica que
ur(y) ≤ c
(
r2−αL+−
∫
∂Bρ
urdσ
)
for all y ∈ Bρ/2.
Em particular, em y = 0,
c
(
r2−αL+−
∫
∂Bρ
urdσ
)
≥ u(0) = r−αu(p) = c(c0 + L).
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Consequentemente,
−
∫
∂Bρ
urdσ ≥ c0 ≥ c0ρα.
Assim,
ur(y) ≥ c1
(
−
∫
∂Bρ
urdσ
)
dist(y, ∂Bρ)
ρ
≥ c1c0 dist(y, ∂Bρ)
ρ
, para todo y ∈ Bρ.
O resto da demonstrac¸a˜o e´ ana´logo a` do Lema 1.22 e a omitiremos. 
Como consequeˆncia obtemos a regularidade ate´ a fronteira.
Corola´rio 1.24 A subsoluc¸a˜o maximal uλ de (1.8) pertence a C
1,γ(Ω) para cada γ ∈]0, 1[.
Demonstrac¸a˜o. Para facilitar, definimos u := uλ. Sejam p, q ∈ Ω com p 6= q e
u(p), u(q) > 0. Sa˜o treˆs casos a serem considerados.
Caso 1. Suponhamos δ(p) < θ1(u(p))
1
α e δ(q) < θ1(u(q))
1
α . Se
|p− q| ≤ θ1max
{
u(p)
δ(p)
,
u(q)
δ(q)
} 1
α−1
,
o Lema 1.22 implica que
|∇u(p)−∇u(q)| ≤ C|p− q|γ, γ ∈]0, 1[.
Caso contra´rio, temos novamente pelo Lema 1.22 que
|∇u(p)−∇u(q)| ≤ |∇u(p)|+ |∇u(q)|
≤ C1
(
u(p)
δ(p)
+
u(q)
δ(q)
)
≤ C1
θα−11
|p− q|α−1 = C|p− q|γ, γ ∈]0, 1[.
Caso 2. Suponhamos que δ(p) ≥ θ1(u(p)) 1α e δ(q) ≥ θ1(u(q)) 1α . Usamos o Lema 1.23 e
procedemos como no caso 1.
Caso 3. Suponhamos que δ(p) < θ1(u(p))
1
α e δ(q) ≥ θ1(u(q)) 1α . Se
|p− q| ≤ θ1
(
u(p)
δ(p)
) 1
α−1
, (1.55)
ou
|p− q| ≤ θ2(u(q)) 1α , (1.56)
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sa˜o satisfeitas, enta˜o podemos usar o Lema 1.22 ou o Lema 1.23 para deduzir que
|∇u(p)−∇u(q)| ≤ C|p− q|γ, γ ∈]0, 1[.
Caso contra´rio, se nem (1.55) e tampouco (1.56) se verificam,
|∇u(p)−∇u(q)| ≤ |∇u(p)|+ |∇u(q)|
≤
(
C1
θα−11
+
C2
θα2
)
|p− q|γ, γ ∈]0, 1[,
o que finaliza a demonstrac¸a˜o do lema. 
1.4 Estimativas gradientes e existeˆncia da soluc¸a˜o maximal
de (1.1)
Nesta sec¸a˜o obteremos a estimativa gradiente para a subsoluc¸a˜o maximal uλ de (1.8),
a qual sera´ usada para provar que uλ e´ na verdade soluc¸a˜o maximal de (1.1).
Lema 1.25 Seja uλ a subsoluc¸a˜o maximal de (1.8). Enta˜o, para qualquer subdomı´nio
Ω′ ⊂⊂ Ω, temos
|∇uλ|2 ≤ Cuλ em Ω′,
onde a constante C > 0 depende somente de dist(Ω′, ∂Ω) e supΩ uλ.
Demonstrac¸a˜o. Usaremos a notac¸a˜o u := uλ e seja Y como soluc¸a˜o do problema{−∆Y = 1, em Ω,
Y = 0, em ∂Ω.
Escolhemos k > 0 tal que ku ≤ 1 e enta˜o definimos
ϕ := u+ Y log k.
Assim, ϕ satisfaz {−∆ϕ = log(ku) + λf(x, u) em Ω,
ϕ = 0 em ∂Ω.
Podemos escrever ϕ = v + w1, onde{−∆v = log(ku) em Ω,
v = 0 em ∂Ω.
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e {−∆w1 = λf(x, u) em Ω,
w1 = 0 em ∂Ω.
Portanto v e´ subharmoˆnica e w1 ∈ C1,1(Ω′), ja´ que u ∈ C1,γ(Ω′) para qualquer γ ∈]0, 1[.
Assim,
u = v + w in Ω′
com v subharmoˆnica e w ∈ C1,1(Ω′). Seja y ∈ Ω′ e suponhamos sem perda de generalidade
que y = 0 e u(0) > 0. Definamos
us(y) = s
−2u(sy) (1.57)
e tomemos s > 0 tal que
us(0) = s
−2u(0) = 2c0(r),
onde r ≤ min{dist(Ω′, ∂Ω), 1} sera´ escolhido mais tarde. Tambe´m notamos aqui que
c0 = c0(r) pelo Lema 1.15 e pela Observac¸a˜o 1.16. De fato,
c0(r) = A(B − log r2),
com A e B constantes positivas. Enta˜o
s2 =
u(0)
2c0(r)
.
Como u = v + w, fica claro por (1.57) o que significam as notac¸o˜es vs e ws. Seja C > 0
tal que ||∇w||C1,1(Ω′) ≤ C. Enta˜o
|∇ws(y)−∇ws(x)| = s−1|∇w(sy)−∇w(sx)| ≤ C|y − x| em Ω′,
isto e´,
||∇ws||C1,1(Ω′) ≤ C.
Temos as estimativas
−
∫
∂Br
usdσ ≥ vs(0) + ws(0)− |∇ws|1,Ω′s−1r2
= us(0)− Cr2 = 2c0(r)− Cr2
≥ c0(r)r2
(
2− C
c0(r)
)
.
Como limr→0 c0(r) =∞, escolhemos r > 0 de maneira que(
2− C
c0(r)
)
≥ 1.
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Note que r na˜o depende do ponto p. Portanto
−
∫
∂Br
usdσ ≥ c0(r)r2.
Enta˜o, existe uma constante τ > 0 tal que
us(x) ≥ τ−
∫
∂Br
usdσ q.t.p. em x ∈ Br/2.
Novamente, seja h a extensa˜o harmoˆnica de us em Br/2. Enta˜o
−
∫
∂Br/2
hdσ = −
∫
∂Br/2
usdσ ≤ C.
Notemos que a constante C > 0 depende de r. O Lema C.8 implica que
|∇h| ≤ C em Br/4.
Pelo Teorema C.4, qualquer soluc¸a˜o z do problema{−∆z = log(s2us) + f(sy, s2us) em Br/2,
z = 0 em ∂Br/2,
(1.58)
satisfaz a estimativa
|∇z| ≤ C em Br/2.
Como us − h e´ uma soluc¸a˜o de (1.58), temos que
|∇us| ≤ C em Br/4.
Em particular
|∇u(0)|2 = s2|∇us(0)|2 ≤ C
2c0(r)
u(0), (1.59)
o que finaliza a demonstrac¸a˜o do lema. 
O Lema 1.25 implica que uλ e´ uma soluc¸a˜o de (1.1).
Corola´rio 1.26 A subsoluc¸a˜o maximal de (1.8) e´ a soluc¸a˜o maximal de (1.1).
Demonstrac¸a˜o. Denotemos u := uλ. Como u ∈ H10 (Ω) ∩ C1,γloc (Ω) para γ ∈]0, 1[ e u
satisfaz (1.8) em {u > 0}, temos que∫
{u>0}
ϕ(−∆u)dx =
∫
{u>0}
(log u+ λf(x, u))ϕdx, para toda ϕ ∈ C∞0 (Ω).
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Se {u > 0} possui fronteira suave, enta˜o∫
∂({u>0}∩Ω)
∂νuϕdx =
∫
∂{u>0}∩Ω
∂νuϕdx =
∫
{u>0}
∇u · ∇ϕdx+
∫
{u>0}
ϕ∆udx.
Assim, se {u > 0} possui fronteira suave e∫
∂({u>0}∩Ω)
∂νuϕdx = 0,
temos que ∫
{u>0}
∇u · ∇ϕdx =
∫
{u>0}
ϕ(−∆u)dx.
Como ∇u = 0 q.t.p. em Ω \ {u > 0}, obtemos∫
Ω
∇u · ∇ϕdx =
∫
{u>0}
∇u · ∇ϕdx =
∫
{u>0}
(log u+ λf(x, u))ϕdx
e u satisfaz (1.1). Entretanto, temos duas dificuldades:
(i) {u > 0} possui fronteira suave?
(ii) E´ verdade que
∫
∂({u>0}∩Ω)
∂νuϕdx = 0?
Notemos que, se ∇u(x) 6= 0 para x ∈ ∂{u > 0}∩Ω, enta˜o por continuidade podemos
supor |∇u(y)| > 0 em uma bola com centro x. Mas tal bola conte´m pontos de Ω\{u > 0},
onde ∇u = 0, uma contradic¸a˜o. Segue que ∇u = 0 em ∂{u > 0} ∩ Ω. Logo, a resposta
a` questa˜o (ii) e´ positiva. Entretanto, a resposta a` questa˜o (i) na˜o e´ necessariamente
positiva e daremos mais detalhes sobre este fato no Cap´ıtulo 2. Contornaremos este
fato utilizando uma aproximac¸a˜o razoa´vel. Tomemos ϕ ∈ C∞0 (Ω) e η ∈ C∞0 ({u > 0}).
Denotemos S := supp(ϕ) ⊂⊂ Ω. Integrando por partes,∫
{u>0}
∇u · ∇ϕηdx = −
∫
{u>0}
ϕ∆uηdx−
∫
{u>0}
ϕ∇u · ∇ηdx,
isto e´, ∫
{u>0}
∇u · ∇ϕηdx+
∫
{u>0}
∇u · ∇ηϕdx =
∫
{u>0}
(log u+ λf(x, u))ϕηdx.
Enta˜o ∫
{u>0}∩S
∇u · ∇ϕηdx+
∫
{u>0}∩S
∇u · ∇ηϕdx =
∫
{u>0}∩S
(log u+ λf(x, u))ϕηdx. (1.60)
Consideremos agora ηθ = u
θ, θ > 0. Como ηθ pode ser aproximada por uma func¸a˜o
η ∈ C∞0 ({u > 0}) na norma C1({u > 0} ∩ S), temos que ηθ tame´m satisfaz (1.60), isto e´,∫
{u>0}∩S
∇u · ∇ϕuθdx+
∫
{u>0}∩S
(∇u · ∇u)θuθ−1ϕdx =
∫
{u>0}∩S
(log u+ λf(x, u))ϕuθdx. (1.61)
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Temos a estimativa∣∣∣∣ ∫{u>0}∩S(∇u · ∇u)θuθ−1dx
∣∣∣∣ ≤ θ|ϕ|∞ ∫{u>0}∩Suθ−1|∇u|2dx. (1.62)
O Lema 1.25 implica que∣∣∣∣ ∫{u>0}∩S(∇u · ∇u)θuθ−1dx
∣∣∣∣ ≤ Cθ|ϕ|∞ ∫{u>0}∩Suθdx. (1.63)
Tomando o limite quando θ → 0, obtemos que (1.63) tende a 0. Voltando em (1.61) temos
que ∫
{u>0}∩S
∇u · ∇ϕdx =
∫
{u>0}∩S
(log u+ λf(x, u))ϕdx,
para qualquer ϕ ∈ C∞0 (Ω). 
1.5 Propriedades adicionais da soluc¸a˜o maximal
Nesta sec¸a˜o obteremos algumas propriedades da soluc¸a˜o maximal uλ de (1.1) e prova-
mos o Teorema 1.3. Primeiro mostraremos que, para λ suficientemente grande, a soluc¸a˜o
maximal uλ de (1.1) e´ estritamente positiva em Ω. Ale´m disso, satisfaz certas estimativas
envolvendo a func¸a˜o distaˆncia δ(x) = dist(x, ∂Ω) independente de λ.
Lema 1.27 Suponhamos que f satisfac¸a (1.3)-(1.5). Existe λ > 0 tal que, para qualquer
λ ≥ λ, a soluc¸a˜o maximal uλ de (1.1) e´ positiva em Ω. Em particular, existe uma
constante a > 0, independente de λ, tal que
aδ ≤ uλ.
Demonstrac¸a˜o. Basta encontrarmos uma subsoluc¸a˜o estritamente positiva. Seja Y a
soluc¸a˜o de (1.16) e φ soluc¸a˜o de{−∆φ = λf(x, δν(x)), em Ω,
φ = 0, em ∂Ω,
(1.64)
onde ν > 1 sera´ escolhido posteriormente. Como f(x, δν(x)) na˜o e´ identicamente nula em
Ω, existe uma constante c > 0 tal que φ ≥ 2cY . Definimos v := φ− cY e u := kvν , onde
k > 0 sera´ escolhida de uma maneira conveniente. Para verificar que u e´ de fato uma
subsoluc¸a˜o, escolhemos Ω′ ⊂⊂ Ω e η1, η2 > 0 tal que:
|∇v|2 ≥ η1 > 0, em Ω \ Ω′,
v ≥ η2 > 0, em Ω′,
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e
− log kvν − kν(ν − 1)vν−2|∇v|2 ≤ − log kvν − kν(ν − 1)vν−2η1 ≤ 0, em Ω \ Ω′.
Portanto,
−∆u− log u ≤ kνvν−1f(x, δν(x)) em Ω \ Ω′.
E em Ω′,
−∆u− log u ≤ kνvν−1f(x, δν(x))− ckνην−12 − log kην2 .
Escolhemos k > 0 tal que −ckνην−12 − log kην2 ≤ 0. Enta˜o,
−∆u− log u ≤ kνvν−1f(x, δν(x)) em Ω.
Existe uma constante c1 > 0 tal que δ
ν ≤ c1vν . Enta˜o, escolhendo ainda k de maneira
que kvν ≥ c1vν , obtemos
kνvν−1f(x, δν(x)) ≤ kνvν−1f(x, kvν) = kνvν−1f(x, u)
Consequentemente, para λ ≥ sup kνvν−1 obtemos que u > 0 e´ uma subsoluc¸a˜o de (1.1),
o que conclui a demonstrac¸a˜o. 
Observac¸a˜o 1.28 Notemos que
λ ≤ kν||v||ν−1L∞ .
Se f(x, u) = up, 0 < p < 1, enta˜o
λ ≤ λ1
1− p ||ϕ1||L∞ ,
onde λ1 e´ o primeiro autovalor de −∆ em H10 (Ω) e ϕ1 e´ a autofunc¸a˜o correspondente.
O pro´ximo resultado nos diz que em alguns casos temos que a soluc¸a˜o maximal sera´
positiva para todo λ > 0.
Lema 1.29 Seja λ1 o primeiro autovalor de −∆ em H10 (Ω) e Y a soluc¸a˜o de (1.16).
Enta˜o, se λ1‖Y ‖L∞(Ω) ≤ 1, a soluc¸a˜o maximal uλ de (1.1) e´ positiva em Ω para qualquer
λ > 0.
Demonstrac¸a˜o. Modificaremos a demonstrac¸a˜o do Lema 1.27 para encontrar uma sub-
soluc¸a˜o positiva do problema (1.1) com λ = 0. Assim, seja Y a soluc¸a˜o de (1.16) e ϕ1 a
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primeira autofunc¸a˜o associada a` λ1. Existe uma constante c > 0 tal que ϕ1 ≥ 2cY . Defin-
imos v := ϕ1− cY e u := kvν , onde ν > 0 e k > sera˜o escolhidas de maneira conveniente.
Enta˜o, se 0 < ν < 1,
−∆u = kν(ν − 1)vν−2|∇v|2 + kνλ1vν−1(v − cY )− ckνvν−1
≤ kνλ1vν + vν−1ckν(λ1Y − 1)
Suponhamos que λ1Y − 1 < 0. Enta˜o vν−1ckν(λ1Y − 1)→ −∞ pro´ximo da fronteira de
Ω mas permanece controlada longe da fronteira. Logo,
−∆u ≤ kνλ1vν + vν−1ckν(λ1Y − 1) ≤ log kvν ,
para algum k > 0. 
Definamos
λ∗ := inf{λ > 0 | (1.1) possui uma soluc¸a˜o uλ > 0 em Ω}.
Lema 1.30 Seja uλ a soluc¸a˜o maximal de (1.1). Para cada x ∈ Ω, a func¸a˜o λ 7−→ uλ(x)
e´ crescente para todo λ > 0 e cont´ınua para λ > λ∗. Em particular, uλ > 0 em Ω para
todo λ > λ∗.
Demonstrac¸a˜o. Pelo Lema 1.7, se λ1 < λ2, enta˜o u
ε
λ1
< uελ2 . Quando ε → 0 obtemos
uλ1 ≤ uλ2 e, pelo Princ´ıpio do Ma´ximo, temos a desigualdade estrita. A continuidade
advem da Observac¸a˜o 1.19 pois, pelo Lema 1.7 e pelo Teorema da Func¸a˜o impl´ıcita, para
cada ε > 0, a func¸a˜o λ 7−→ uελ e´ C1. 
Pelo Lema 1.27 temos que
λ∗ ≤ λ. (1.65)
Se a desigualdade for estrita em (1.65), ainda assim teremos uma relac¸a˜o entre uλ e δ
para λ∗ < λ ≤ λ.
Lema 1.31 Dado λ > λ∗, seja uλ a soluc¸a˜o maximal de (1.1). Enta˜o existem constantes
c, d > 0, que dependem somente de λ, tais que
cδ ≤ uλ ≤ dδ.
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Demonstrac¸a˜o. Seja uλ uma supersoluc¸a˜o de (1.1). Enta˜o uλ ≤ uλ ≤ dδ, para al-
guma constante d > 0. Para a primeira desigualdade iremos encontrar uma subsoluc¸a˜o.
Tomemos λ > λ∗ e λ0 tal que λ∗ < λ0 < λ. Seja v soluc¸a˜o de{−∆v = f(x, uλ0) em Ω,
v = 0 em ∂Ω.
Definamos w := uλ0 + µv, onde µ > 0 sera´ escolhido depois. Pelo Princ´ıpio do Ma´ximo,
v ≥ cδ, para alguma constante c > 0, o que implica que w ≥ cδ. Por outro lado,
−∆w − logw ≤ λ0f(x, uλ0) + µf(x, uλ0)
= λf(x,w) + (λ0 − λ+ µ)f(x, uλ0) + λ(f(x, uλ0)− f(x,w))
≤ λf(x,w),
para µ suficientemente pequeno. Logo w e´ uma subsoluc¸a˜o de (1.1). 
Se Ω possui volume suficientemente pequeno, enta˜o λ∗ > 0. De acordo com o
Lema 1.30, as soluc¸o˜es de (1.1) se anulam em um conjunto de medida positiva em Ω
para 0 < λ < λ∗.
Lema 1.32 Seja Ω um domı´nio tal que λ1 > e
−1, onde λ1 e´ o primeiro autovalor de −∆
em H10 (Ω). Enta˜o λ
∗ > 0.
Demonstrac¸a˜o. Suponhamos que u seja uma soluc¸a˜o de (1.1) e que u > 0 para todo
λ > 0. Multiplicando (1.1) por ϕ1 e integrando obtemos
0 <
∫
Ω
(1 + log λ1)ϕ1dx ≤
∫
Ω
(λ1u− log u)dx ≤
∫
Ω
(λ1u− log u)ϕ1dx = λ
∫
Ω
ϕ1f(x, u)dx.
Tomando o limite quando λ → 0, como o integrando do lado direito e´ limitado pelo
Lema 1.30, obtemos uma contradic¸a˜o. 
Agora tratamos a questa˜o da estabilidade da soluc¸a˜o maximal. Os pro´ximos resulta-
dos sa˜o provados de uma maneira similar aos resultados da Sec¸a˜o 5 de [18]. Entretanto,
como algumas mudanc¸as sa˜o necessa´rias, apresentaremos as demonstrac¸o˜es completas
aqui.
Lema 1.33 Para λ > λ∗ a soluc¸a˜o maximal uλ de (1.1) e´ esta´vel, isto e´, Λ(uλ) > 0.
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Demonstrac¸a˜o. Denotemos
gελ(x, t) := log
(t2 + εt+ ε
t+ ε
)
+ λf(x, t)
Como uελ e´ a soluc¸a˜o maximal de (1.13), temos∫
Ω
gελ
′(x, uελ)ϕ
2 ≤
∫
Ω
|ϕ|2 para toda ϕ ∈ C∞c (Ω). (1.66)
Agora, uελ ≥ uλ > cδ, para alguma constante c > 0. Enta˜o, quando ε → 0 em (1.66)
obtemos
Λ(uλ) ≥ 0.
Queremos mostrar a desigualdade estrita. Para isso, tomamos a seguinte perturbac¸a˜o de
(1.1) por um paraˆmetro θ < 0:
−∆u = χ{u>0}(log u+ λf(x, u) + θ), em Ω,
u ≥ 0, em Ω,
u = 0, em ∂Ω.
(1.67)
Como para o problema (1.1), (1.67) possui uma supersoluc¸a˜o U . Ale´m disso, se (1.67)
possui uma subsoluc¸a˜o positiva U , existe uma soluc¸a˜o maximal positiva uθ, e esta soluc¸a˜o
satisfaz
Λ(uθ) ≥ 0.
De fato, existe θ0 < 0 tal que (1.67) possui uma subsoluc¸a˜o positiva para θ > θ0. Isto e´
demonstrado modificando a demonstrac¸a˜o do Lema 1.31. Tomamos λ∗ < λ0 < λ e v a
soluc¸a˜o de {−∆v = f(x, uλ0) em Ω,
v = 0 em ∂Ω.
Seja µ ∈ (0, λ− λ0) e θ0 pequeno de forma que
|θ0|Y ≤ µ
2
v,
onde Y e´ soluc¸a˜o de (1.16). Enta˜o, para θ > θ0, definimos
w := uλ0 + µv + θY.
Consequentemente
−∆w − logw = (λ0 + µ)f(x, uλ0) + log
( uλ0
uλ0 + µv + θY
)
+ θ
≤ (λ0 + µ)f(x, uλ0) + θ
= (λ0 − λ− µ)f(x, uλ0) + θ + λf(x,w) + λ(f(x, uλ0)− f(x,w)) + θ
≤ λf(x,w) + θ,
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isto e´, w > 0 e´ uma subsoluc¸a˜o de (1.67), para θ > θ0. A func¸a˜o θ 7−→ Λ(uθ) e´ estritamente
crescente para θ > θ0. Enta˜o
0 ≤ Λ(uθ) < Λ(u0),
onde u0 = uλ e´ a soluc¸a˜o maximal de (1.1). Vamos demonstrar este fato. Sejam θ0 <
θ1 < θ2 e denotemos por uθ1 , uθ2 soluc¸o˜es maximais de (1.67) com paraˆmetros θ1 e θ2.
Notemos que
uθ1 < uθ2 . (1.68)
Sejam ψ1 e ψ2 as primeiras autofunc¸o˜es de{−∆ψi − u−1θi ψi − λfu(x, uθi)ψi = Λ(uθi)ψi em Ω
ψi = 0 em ∂Ω,
i = 1, 2, normalizadas de forma que ||ψi||L2(Ω) = 1. Como
u−1θi ≤ Cδ−1,
a existeˆncia de tais autofunc¸o˜es em H10 (Ω) e´ obtida atrave´s dosresultados sobre a De-
sigualdade de Hardy, conforme [7]. Enta˜o
Λ(uθ1) =
∫
Ω
|∇ψ1|2 −
(
u−1θ1 + λfu(x, uθi)
)
ψ21
≤
∫
Ω
|∇ψ2|2 −
(
u−1θ1 + λfu(x, uθi)
)
ψ22
<
∫
Ω
|∇ψ2|2 −
(
u−1θ2 + λfu(x, uθi)
)
ψ22
= Λ(uθ2)
onde a u´ltima desigualdade e´ estrita ja´ que ψ2 > 0 e por (1.68). 
Com o pro´ximo lema no´s concluimos a demonstrac¸a˜o do Teorema 1.4.
Lema 1.34 Suponhamos que u seja uma soluc¸a˜o fraca positiva de (1.1) e que Λ(u) ≥ 0.
Enta˜o u = uλ.
Demonstrac¸a˜o. Lembremos que
gλ(x, u) = χ{u>0}
(
log u+ λf(x, u)
)
.
Como Λ(u) ≥ 0, temos∫
Ω
∂gλ
∂u
(x, u)ϕ2 ≤
∫
Ω
|∇ϕ|2 para qualquer ϕ ∈ H10 (Ω). (1.69)
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Temos que tanto u quanto uλ satisfazem (1.7). Subtraindo as igualdades obtidas para u
e uλ obtemos∫
Ω
∇(uλ − u)∇ϕ ≤
∫
Ω
(gλ(x, uλ)− gλ(x, u))ϕ para qualquer ϕ ∈ H10 (Ω).
Tomando ϕ = (uλ − u)+ na relac¸a˜o anterior obtemos∫
Ω
|∇(uλ − u)+|2 ≤
∫
Ω
(gλ(x, uλ)− gλ(x, u))(uλ − u)+ (1.70)
e usando (1.69) com a mesma ϕ temos que∫
Ω
∂gλ
∂u
(x, u)(uλ − u)+2 ≤
∫
Ω
|∇(uλ − u)+|2. (1.71)
Combinando (1.70) e (1.71) obtemos∫
Ω
∂gλ
∂u
(x, u)(uλ − u)+2 ≤
∫
Ω
|∇(uλ − u)+|2 ≤
∫
Ω
(gλ(x, uλ)− gλ(x, u))(uλ − u)+.
e portanto ∫
{uλ>u}
(uλ − u)
(
gλ(x, u) +
∂gλ
∂u
(x, u)(uλ − u)− gλ(x, uλ)
)
≤ 0.
Mas gλ e´ estritamente coˆncava em (0,∞), e assim |{uλ > u}| = 0, que demonstra o
lema. 
No resto da sec¸a˜o nos dedicamos a` demonstrac¸a˜o do Teorema 1.3.
Demonstrac¸a˜o do Teorema 1.3.
O item (i) e´ exatamente o Lema 1.30. O item (ii) e´ consequeˆncia do Lema 1.31
e o Lema 1.32 implica no item (iii). Provemos o item (iv). Vamos provar estimativas
independentes de λ > λ∗ e enta˜o tomar o limite quando λ → λ∗. Tomemos λ > λ∗ e
denotemos por u = uλ a soluc¸a˜o maximal de (1.1).
Passo 1. Se
1 < q < 3 + 2
√
2, (1.72)
enta˜o, para qualquer bola BR(x) tal que B2R(x) ⊂ Ω, temos que(
−
∫
BR
u−q
)1/q
≤ CR−α (1.73)
para cada α ∈ (1, 2), onde a constante C > 0 e´ independente de λ e R.
44 Um problema singular com na˜o-linearidade logar´ıtmica
Demonstrac¸a˜o. Primeiro notemos que
−∆u+ u−β ≥ −∆u− log u ≥ 0,
para qualquer β ∈]0, 1[. Enta˜o multiplicamos o lado esquerdo da u´ltima desigualdade por
η2u−2j−1, onde j > 0 sera´ escolhido depois e η ∈ C∞c (B2R) e´ tal que
0 ≤ η ≤ 1 e η ≡ 1 em BR.
Integrando por partes obtemos,
2j + 1− ε
j2
∫
Ω
|∇(ηu−j)|2 ≤ C
∫
Ω
u−2j|∇η|2 +
∫
Ω
u−β−2j−1η2 (1.74)
para ε > 0, onde C depende de ε e j e e´ independente de λ. Se usarmos que u e´ fracamente
esta´vel, isto e´, Λ(u) ≥ 0, e tomarmos ϕ = ηu−j, obtemos,∫
Ω
|∇(ηu−j)|2 ≥
∫
Ω
u−1η2u−2j =
∫
Ω
η2u−2j−1. (1.75)
Usando (1.75) em (1.74) vemos que
2j + 1− ε
j2
∫
BR
u−2j−1 −
∫
BR
u−β−2j−1 ≤ C
∫
Ω
u−2j|∇η|2.
Tomando o limite quando β → 0 e usando o Teorema da Convergeˆncia Dominada obtemos,(2j + 1− ε
j2
− 1
)∫
BR
u−2j−1 ≤ C
∫
Ω
u−2j|∇η|2. (1.76)
Se
2j + 1− ε
j2
> 1 (1.77)
deduzimos de (1.76) que ∫
BR
u−2j−1 ≤ C,
que e´ (1.73) com q = 2j+1, onde C e´ independente de λ. Finalmente notemos que (1.77)
pode ser satisfeita para algum ε > 0 se
j < 1 +
√
2.
Em termos de q = 2j + 1 isto e´ o mesmo que (1.72). Para termos a dependeˆncia em R
como afirmado em (1.73) usamos o argumento de escalonamento, isto e´, assumimos que a
bola BR esta´ centrada na origem e definimos u˜(y) = R
−αu(Ry), α ∈]1, 2[. Logo, u˜ satisfaz
−∆u˜+ 1
u˜β
≥ 0 in 1
R
Ω.
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Enta˜o aplicamos os argumentos usados na obtenc¸a˜o de (1.76) a (1.77) a` u˜. 
Passo 2. Existe uma constante c > 0, independente de λ, tal que, se
n
2
< 3 + 2
√
2, (1.78)
enta˜o
u ≥ cδα, (1.79)
para qualquer α ∈ (1, 2) e λ > λ∗.
Demonstrac¸a˜o. Trabalharemos ainda com u˜(y) = R−αu(Ry). Definamos v = u˜−1.
Enta˜o v satisfaz {−∆v ≤ v2+β em B1,
v > 0 em ∂B1,
(1.80)
para β = (2− α)/α, e por (1.73) ∫
B1/2
vq ≤ C
para q satisfazendo (1.72). Temos enta˜o que v2+β ∈ Lq/(2+β)(B1/2) e, pela teoria de
regularidade Lp desenvolvida no cap´ıtulo 9 de [29], v ∈ W 2,q/(2+β)(B1/2). Pelo Teorema
de Imersa˜o de Sobolev, v ∈ Lt(B1/2) para 1t = 1q (2 + β − 2qn ). Se supusermos que
q > (β + 1)
n
2
, (1.81)
veremos que t > q. Repetindo este processo um nu´mero finito de vezes obtemos
v ≤ C em B1/2.
Notemos agora que, como (1.81) se verifica para qualquer β ∈]0, 1[, temos que
q >
n
2
. (1.82)
Mas as desigualdades (1.72) e (1.82) sa˜o compat´ıveis somente quando (1.78) for verdadeira.
Isto conclui a demonstrac¸a˜o do Teorema 1.3. 
Cap´ıtulo 2
Estimativas para a dimensa˜o de Hausdorff
da fronteira livre da soluc¸a˜o maximal
O item (iii) do Teorema 1.3 nos diz que, se o domı´nio Ω possuir volume pequeno,
enta˜o para λ < λ∗, a soluc¸a˜o maximal de (1.1) podera´ exibir uma fronteira livre. Neste
cap´ıtulo apresentamos resultados que descrevem a fronteira livre em termos da linguagem
da teoria Geome´trica da Medida.
Na Sec¸a˜o 2.1 apresentaremos o principal resultado deste cap´ıtulo juntamente com
as definic¸o˜es ba´sicas necessa´rias. Na Sec¸a˜o 2.2 vamos coletar estimativas para soluc¸a˜o
maximal que sera˜o u´teis para se estabelecer a na˜o-degeneresceˆncia, o que sera´ provado na
Sec¸a˜o 2.3. Por u´ltimo, demonstraremos o Teorema 2.3 na Sec¸a˜o 2.4 sobre a estimativa da
medida de Hausdorff da fronteira livre. Note que, mesmo valendo para qualquer λ > 0,
tal resultado e´ importante quando temos 0 < λ < λ∗.
2.1 Definic¸o˜es ba´sicas e apresentac¸a˜o do resultado
Comec¸amos esta sec¸a˜o com as definic¸o˜es ba´sicas de medida e dimensa˜o de Hausdorff.
As propriedades fundamentais da medida de Hausdorff podem ser encontradas no texto
cla´ssico [26].
Definic¸a˜o 2.1 Sejam E ⊂ Rn, 0 ≤ a <∞ e 0 < δ ≤ ∞. Definimos
Haδ(E) := inf
{ ∞∑
j=1
c(a)
(diamAj
2
)a∣∣∣E ⊂ ∞⋃
j=1
Aj, diamAj ≤ δ
}
,
onde c(0) = 1 e, para a > 1,
c(a) :=
pia/2
Γ(a/2 + 1)
,
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onde Γ e´ a func¸a˜o Gama usual. Definimos a medida de Hausdorff a-dimensional em Rn
por
Ha(E) := lim
δ→0
Haδ(E).
Dado qualquer conjunto E ⊂ Rn, existe um u´nico nu´mero na˜o-negativo Hdim(E) tal
que:
Ha(E) = 0 se a > Hdim(E),
Ha(E) =∞ se a < Hdim(E).
Definic¸a˜o 2.2 O nu´mero Hdim(E) e´ chamado de dimensa˜o de Hausdorff de E. Temos
Hdim(E) = inf{a | Ha(E) = 0}
O resultado central deste cap´ıtulo e´ uma estimativa local para a dimensa˜o de Haus-
dorff de ∂{u > 0}.
Teorema 2.3 Sejam Ω ⊂ Rn um domi´ınio limitado e suave e u := uλ a soluc¸a˜o maximal
de (1.1). Enta˜o
Hn−1(∂{u > 0} ∩ Ω′) <∞
para qualquer Ω′ ⊂⊂ Ω. Em particular, Hdim(∂{u > 0} ∩ Ω′) ≤ n− 1.
Um resultado ana´logo ao Teorema 2.3 foi obtido em [42] para mı´nimos de um funcional
associado ao problema com poteˆncia (1.6), para o caso em que λ = 0. O principal ponto a
ser destacado aqui e´ que, como o logaritmo e´ uma singularidade mais fraca que a poteˆncia,
a soluc¸a˜o maximal cresce com uma velocidade muito baixa pro´ximo da fronteira livre. Este
fato dificulta a obtenc¸a˜o de estimativas de na˜o-degeneresceˆncia cruciais.
Nos dedicaremos a` prova do Teorema 2.3 nas pro´ximas sec¸o˜es deste cap´ıtulo.
2.2 Estimativas pro´ximo da fronteira livre
Nesta sec¸a˜o destacamos certas estimativas para a soluc¸a˜o maximal uλ, as quais im-
plicam que, pro´ximo da fronteira livre, uλ se comporta como o quadrado da distaˆncia.
Lema 2.4 Seja uλ a soluc¸a˜o maximal de (1.1) e q ∈ ∂{uλ > 0} ∩Ω. Enta˜o, existe r > 0
e uma constante C > 0, ambos dependendo de q, tal que
uλ(x) ≤ C|x− q|2 em Br(q).
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Demonstrac¸a˜o. Os detalhes esta˜o contidos na demonstrac¸a˜o do Corola´rio 1.18. Pore´m
aqui necessitamos α = 2. Podemos repetir os argumentos da demonstrac¸a˜o do Lema 1.25
e escrever u = v + w, com v subharmoˆnica e w ∈ C1,1loc (Ω), onde a dependeˆncia em λ foi
omitida. Queremos estimar u localmente. Segue do Lema 1.17 que, para r suficientemente
pequeno e alguma constante C > 0,
w(x) ≤ −
∫
∂Br(x)
wdσ + Cr2, x ∈ Ω.
Ale´m disso, para r > 0 suficientemente pequeno,
v(x) ≤ −
∫
∂Br(x)
vdσ, x ∈ Ω.
Logo, para algum r0 > 0 e todo 0 < r < r0,
u(x) ≤ −
∫
∂Br(x)
vdσ +−
∫
∂Br(x)
wdσ + Cr2
= −
∫
∂Br(x)
udσ + Cr2.
Multiplicando a u´ltima desigualdade por rn−1 obtemos,
u(x)rn−1 ≤ rn−1−
∫
∂Br(x)
udσ + rn−1Cr2, for all 0 < r < r0. (2.1)
Consideremos x ∈ Ω com |x − q| < min{dist(q, ∂Ω), r0}. Definindo R := |x − q| e
integrando (2.1) em ]0, R[ obtemos
u(x)|BR(0)| ≤
∫
BR(x)
udy + CRn+2
≤
∫
B2R(q)
udy + CRn+2 (2.2)
Por outro lado, se
−
∫
∂Br(q)
udσ ≥ c0r2,
para algum r ∈]0, 2R[, enta˜o o Lema 1.15 implica que u(q) > 0, que e´ uma contradic¸a˜o
pois q ∈ ∂{u > 0} ∩ Ω. Assim,
−
∫
∂Br(q)
udσ < c0r
2, para todo r ∈]0, 2R[.
Integrando em ]0, 2R[, ∫
B2R(q)
udσ ≤ CR2+n.
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Notemos que, como c0r
2 → 0 quando r → 0, a constante C acima pode ser tomada
independente de 0 < r < r0. Voltando em (2.2) obtemos
u(x) ≤ CR2 + CR2.
Substituindo R obtemos o resultado. 
Lema 2.5 Seja uλ a soluc¸a˜o maximal de (1.1). Existe r0 > 0 tal que, se B4r(q) ⊂ Ω para
0 < r < r0, e q ∈ ∂{u > 0}, enta˜o existe ε0 > 0, tal que
sup
Bε(q)
u ≥ cε2,
para todo ε < ε0r. A constante c depende somente de ε0 e ε0 depende apenas de supΩ u,
Demonstrac¸a˜o. Tomemos r0 > 0 tal que u := uλ seja subharmoˆnica em Br(q), para
0 < r < r0, o que e´ poss´ıvel pelo Lema 2.4, e enta˜o fixemos r em ]0, r0[. Seja ε < r/2 e
y ∈ {u > 0} ∩Bε(q). Definamos
w(x) := u(x)− c0(
√
θε)θ|x− y|2
2n
, para x ∈ Bε(y),
onde θ sera´ fixado mais tarde e c0 = c0(
√
θε) a constante que aparece no Lema 1.15
com α = 2. A demonstrac¸a˜o e´ similar a` do Lema 2.1 em [42], mas no caso da nossa
na˜o-linearidade, algumas tecnicalidades surgem. A ide´ia e´ mostrar que ∆w ≥ 0 e enta˜o
aplicar o Princ´ıpio do Ma´ximo para assegurar que u(x0) ≥ cε2 para algum x0 ∈ ∂Bε(q).
O fato e´ que, no caso da na˜o-linearidade logar´ıtmica, precisamos usar a desigualdade do
tipo Harnack do Lema 1.15 com α = 2, e nesse caso c0 = c0(ε) → ∞ quando ε → 0.
Precisamos enta˜o de algum controle para ∆u, o que sera´ poss´ıvel pela velocidade com que
u cresce pro´ximo da fronteira livre.
Temos que
∆w = − log u− λf(x, u)− θc0(
√
θε).
Usamos o Lema 2.4 junto com o fato que, para x ∈ Bε(y), dist(x, ∂{u > 0}) ≤ 2ε. Enta˜o,
pela definic¸a˜o de c0(
√
θε),
∆w ≥ −2 logC(2ε)− λCp(2ε)2p − θ(A− 2B log(
√
θε)).
Assim,
∆w ≥ (2θB − α) log ε−M,
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para uma constante M := M(C, p,A,B, θ). Enta˜o escolhemos θ pequeno e ε0 tais que,
para 0 < ε < ε0, o lado direito da desigualdade acima seja positivo.
Temos ∆w ≥ 0 e w(y) = u(y) > 0. O Princ´ıpio do Ma´ximo implica que w > 0 em
algum ponto de ∂({u > 0} ∩ Bε(y)). Como w < 0 em ∂{u > 0}, existe x1 ∈ ∂Bε(y) com
w(x1) > 0. Consequentemente, u(x1) ≥ (
√
θε)2c0. Toando o limite quando y → q obtemos
uma sequeˆncia (xj) a qual converge para um ponto x0 ∈ ∂Bε(q). Por continuidade,
u(x0) ≥ (
√
θε)2c0. (2.3)
Como c0(
√
θε) ≥ c0(
√
θε0), obtemos
sup
Bε(q)
u ≥ cε2,
e a constante c depende apenas de ε0. 
Vamos demonstrar uma estimativa gradiente nos moldes que necessitaremos neste
cap´ıtulo. Na verdade, ela e´ mais fraca do que aquela obtida no Lema 1.25, mas a prova
na˜o utiliza a decomposic¸a˜o de uλ como a soma de uma func¸a˜o C
1,µ com uma func¸a˜o
subharmoˆnica. Em [2] os autores tambe´m obtiveram esse tipo de estimativa, conforme
o Lema 1.12 daquele trabalho. Entretanto, por tra´s da ide´ia da demonstrac¸a˜o em [42]
esta´ o fato de que qualquer mı´nimo do problema estudado e´ subharmoˆnico, o que na˜o e´
o caso da soluc¸a˜o maximal de (1.1). Exploraremos enta˜o a desigualdade do tipo Harnack
do Lema 1.15. A maneira atrave´s da qual provamos a estimativa aqui e´ por interme´dio
de estimativas el´ıpticas e e´ tambe´m diferente da te´cnica usada em [18]. Nesse caso, os
autores usaram um escalonamento da soluc¸a˜o e uma decomposic¸a˜o para uλ similar a`quela
na prova do Lema 1.25.
Lema 2.6 Sejam u := uλ a soluc¸a˜o maximal de (1.1) e q ∈ Ω com Br(q) ⊂ Ω. Enta˜o,
para cada γ ∈]0, 1[ temos
|∇u| ≤ C1u
γ
2 em Br(q),
onde C1 depende apenas de supΩ u, q, r, γ, n, λ, f e dist(q,Ω).
Demonstrac¸a˜o. Omitiremos a dependeˆncia em λ na notac¸a˜o da soluc¸a˜o maximal.
Tomemos x ∈ Br(q) e suponhamos que u(x) > 0, pois no caso em que u(x) = 0 a
estimativa e´ clara pela continuidade de ∇u. Dado γ ∈]0, 1[, tomemos α := 2/(2 − γ).
Escolhemos s > 0 tal que
−
∫
∂Bs(x)
udσ ≥ c0sα,
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com Br+s(q) ⊂ Ω e c0 como no Lema 1.15. Da´ı
u(y) ≥ τ−
∫
∂Bs(x)
udσ > 0, para qualquer y ∈ Bs/2(x),
para alguma constante τ > 0 que depende de s. Assim,
u(y) ≥ τc0sα, para todo y ∈ Bs/2(x). (2.4)
Isto implica na existeˆncia de uma constante C > 0 que depende de s tal que
C sup
Bs/2(x)
u ≤ u(y), para todo y ∈ Bs/2(x). (2.5)
Agora definimos
ρ := (u(x))1/α,
e vamos analisar as situac¸o˜es em que ρ ≤ s e ρ > s.
Caso ρ ≤ s: podemos aplicar o argumento precedente para a bola Bρ(x). Em
particular, usando o Teorema C.5 obtemos
|∇u(y)| ≤ C(ρ sup
B ρ
4
(x)
|∆u|+ ρ−1 sup
B ρ
4
(x)
u
)
. (2.6)
De (2.5) vemos que
ρ−1 sup
B ρ
4
(x)
u ≤ C(u(x))α−1α .
Por outro lado, como u e´ limitada e estritamente positiva em Bρ/4(x), e´ poss´ıvel escolher
uma constante C > 0 tal que
sup
B ρ
4
(x)
|∆u| ≤ C(u(x))−1/α.
Voltando em (2.6) e usando a definic¸a˜o de ρ obtemos a estimativa no primeiro caso.
Caso ρ > s: argumentamos como acima para obter uma estimativa ana´loga como
em (2.6) com ρ trocado por s. Como s < ρ, o primeiro termo no lado direito e´ limitado
por C(u(x))
α−1
α . Para o segundo termo vemos que
sα ≥ C sup
Bs/4(x)
u ≥ Cu(x),
isto e´,
s−1 ≤ C(u(x))−1/α.
Usando (2.5) e a definic¸a˜o de α concluimos a demonstrac¸a˜o. 
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A seguir enunciamos a estimativa gradiente do Lema 1.25 da maneira que a uti-
lizaremos nesse cap´ıtulo. Um fato importante pode ser notado na demonstrac¸a˜o dessa
estimativa. Como c0(r) → ∞ quando r → 0, analisando a expressa˜o (1.59) vemos que a
constante que aparece na estimativa pode ser tomada ta˜o pequena quanto queiramos a`
medida que nos aproximamos da fronteira livre. Assim, uλ cresce muito devagar pro´ximo
da fronteira livre.
Lema 2.7 Seja uλ a soluc¸a˜o maximal de (1.1). Dado η > 0, existe ε = ε(η) > 0 tal que,
se B2r(q) ⊂ Ω, para algum r > 0 e q ∈ ∂{u > 0}, enta˜o
|∇u|2 ≤ ηu em Bεr(q).
2.3 Densidade e na˜o-degeneresceˆncia
Nesta sec¸a˜o provaremos alguns resultados sobre a densidade e a na˜o-degeneresceˆncia
da fronteira livre, os quais nos auxiliara˜o na obtenc¸ ao de uma estimativa local para a
medida de Hausdorff de ∂{u > 0}.
Lema 2.8 Seja u := uλ a soluc¸a˜o maximal de (1.1). Existe r0 > 0 tal que, se B4r(q) ⊂ Ω
para 0 < r < r0, enta˜o existem constantes τ > 0 e ε0 > 0, que dependem somente da
dimensa˜o, tais que
|{u > 0} ∩Bε(q)|
|Bε(q)| ≥ τ,
para todo ε < ε0r.
Demonstrac¸a˜o. Tomemos r0 tal que u seja subharmoˆnica em Br(q). Enta˜o usando (2.3)
−
∫
∂B√θε(x0)
udσ ≥ c0(
√
θε)2.
Pelo Lema 1.15 com α = 2 segue que Bκε ⊂ {u > 0}, para algum κ < 1. Consequente-
mente,
|{u > 0} ∩B2ε(q)|
|B2ε(q)| ≥
|Bκε(x0)|
|B2ε(q)| = (κ/2)
n.
Enta˜o, tomando τ := (κ/2)n o lema segue. 
Lema 2.9 Sejam u := uλ a soluc¸a˜o maximal de (1.1) e B4r(q) ⊂ Ω para 0 < r < r0.
Enta˜o u−p ∈ L1({u > 0} ∩B2r(q)), para 0 < p ≤ 1/2.
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Demonstrac¸a˜o. Para 1 < p ≤ 1/2 definimos w := u1−p e obtemos
∆w = (1− p)u−p
(
− p |∇u|
2
u
+∆u
)
.
Pelos Lemas 2.6 e 2.7 temos que, para r0 suficientemente pequeno, existe uma constante
C > 0, que depende de r0, tal que
∆w ≥ (1− p)u−p
(
− Cp+∆u
)
em Br = Br(q), para 0 < r < r0. Pelo Lema 2.4 podemos fixar r0 tal que ∆u seja limitado
inferiormente em Br por uma constante suficientemente grande de forma que
∆w ≥ Cu−p, em {u > 0} ∩Br,
para alguma constante C > 0. Logo,
C
∫
{ε<u}∩Br
u−pdx ≤
∫
{ε<u}∩Br
∆wdx.
Vamos mostrar que o lado direito e´ limitado por uma constante que independe de ε e da´ı
tomaremos o limite ε→ 0. Neste ponto usamos a ide´ia da demonstrac¸a˜o do Lema 2.5 de
[42]. Consideremos, para ε > 0, a igualdade
0 ≤ ε−1
∫
{0<u≤ε}∩Br
∇w · ∇u = ε−1
∫
Br
∇w · ∇(u ∧ ε),
onde u ∧ ε := min{u, ε}. Integrando por partes encontramos∫
{ε<u}∩Br
∆wdx ≤ −ε−1
∫
{0<u≤ε}∩Br
u∆wdx+
∫
∂Br
ε−1(u ∧ ε) · ∂νwdσ.
Notemos que o primeiro termo no lado direito da desigualdade acima e´ negativo, enquanto
∇w = (1− p)∇u
up
.
Usando a estimativa gradiente do Lema 2.7 ou do Lema 2.6 obtemos que segundo termo
e´ limitado por uma constante que independe de ε se 0 < p ≤ 1/2. Tomando o limite
quando ε→ 0 o resultado fica demonstrado. 
2.4 Estimativas para a medida de Hausdorff de ∂{u > 0}
O Teorema 2.3 e´ consequeˆncia do pro´ximo resultado.
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Lema 2.10 Seja u := uλ a soluc¸a˜o maximal de (1.1) e consideremos q ∈ Ω′ ∩ ∂{u > 0},
onde Ω′ ⊂⊂ Ω. Enta˜o, existe r0 > 0 tal que, para 0 < r < r0, existe uma constante
C1 > 0, que depende somente de n, δ, tal que
Hn−1(Br(x0) ∩ ∂{u > 0}) ≤ C1.
Demonstrac¸a˜o. Tomemos r0 tal que u seja subharmoˆnica emBr0(q), o que e´ poss´ıvel pelo
Lema 2.4, e enta˜o 0 < r < r0. Durante a demonstrac¸a˜o usaremos a notac¸a˜o Bρ = Bρ(q)
e algumas ide´ias do Lema 2.9.
Passo 1. Para 0 < ε < r, seja Fε = {Bi} uma cobertura finita de ∂{u > 0} ∩ Br por
bolas abertas, cada uma de raio ε com centro em ∂{u > 0} ∩ Br. Suponhamos tambe´m
que a cobertura possui superposic¸a˜o finita uniforme, isto e´,∑
i
χBi ≤ K,
para uma constante K := K(n). Pelo Lema 2.4,
{u > 0} ∩Bi ⊂ {0 < u < ε2} ∩B2r.
Assim,
|{u > 0} ∩ (⋃Bi)| ≤ |{0 < u < ε2} ∩B2r|.
O Lema 2.8 implica que, para ε < ε0r,
Cεn ≤ |{u > 0} ∩Bi|, para cada i.
Como a superposic¸a˜o e´ finita obtemos
εn−1 cardFε ≤ Cε−1|B2r ∩ {0 < u < ε2}|.
Notemos ainda que
Hn−1(Br(x0) ∩ ∂{u > 0}) ≤ C lim inf
ε→0
εn−1 cardFε
Passo 2. Como no Lema 2.6 em [42] ou Lema 4.1 de [2], podemos considerar
ε−1
∫
B2r∩{0<u<ε2}
|∇(u1/2)|2dx = ε−1
∫
B2r
∇(u1/2) · ∇(u1/2 ∧ ε),
onde u ∧ ε := min{u1/2, ε}. Integrando por partes encontramos
ε−1
∫
B2r∩{0<u<ε2}
(
|∇(u1/2)|2 + u1/2∆(u1/2)
)
dx+
∫
B2r∩{ε2<u}
(
|∆(u1/2)|dx (2.7)
= −
∫
B2r∩{ε2<u}
∆(u1/2)dx+ ε−1
∫
∂B2r
(u1/2 ∧ ε)∂ν(u1/2)dx.
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Notemos que
|∇(u1/2)|2 = |∇u|
2
4u
,
e
∆(u1/2) =
1
4
(
− |∇u|
2
u
+∆u
)
u−1/2, em {u > 0}. (2.8)
Assim,
|∇(u1/2)|2 + u1/2∆(u1/2) = ∆u. (2.9)
Enta˜o, o integrando na primeira integral em (2.7) e´ limitado inferiormente por uma cons-
tante positiva que depende somente de r0. Pelo Lema 2.7, temos
−∆(u1/2) ≤ Cu−1/2,
e enta˜o o Lema 2.9 implica que
−
∫
B2r∩{u>0}
∆(u1/2)dx ≤ C. (2.10)
Tambe´m, a estimativa gradiente do Lema 2.7 implica que a u´ltima integral em (2.7)
e´ limitada uniformemente em ε. Finalmente, por (2.7) e pelas estimativas (2.8)–(2.10)
obtemos
ε−1C1|B2r ∩ {0 < u < ε2}|+
∫
B2r∩{ε2<u}
|∆(u1/2)|dx ≤ C2.
Tomando o limite quando ε→ 0 e usando o Passo 1 obtemos o resultado. 
Observac¸a˜o 2.11 Seja u = uλ a soluc¸a˜o maximal de (1.1). Pelo Lema 2.10 e pelo
Teorema 4.5.11 de [26] o conjunto D = Ω ∩ {u > 0} possui per´ımetro localmente finito.
Isto significa que
µu = −∇χD
e´ uma medida de Borel e a variac¸a˜o total |µu| e´ uma medida de Radon. Ale´m disso, os
resultados do Cap´ıtulo 4 de [26] nos da˜o uma caracterizac¸a˜o de µu. Para exibirmos essa
caracterizac¸a˜o, definimos a fronteira livre reduzida de A ⊂ Rn como sendo o conjunto
∂redA := {x ∈ Ω | |νu(x)| = 1},
onde νu(x) e´ o vetor unita´rio tal que∫
Br(x)
|χA − χ{y|(y−x)·νu(x)<0}|dy = o(rn).
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Enta˜o os resultados do Cap´ıtulo 4 de [26] implicam que
µu = νuHn−1b∂red{u > 0},
onde Hn−1bA(B) = Hn−1(A∩B), para todo B ⊂ Rn. Em [42] o autor prova que, no caso
da fronteira livre originada por mı´nimos de um funcional, tem-se
Hn−1(Ω ∩ ∂{u > 0} \ ∂red({u > 0})) = 0.
Entretanto, no caso de uma soluc¸a˜o maximal, na˜o sabemos dizer se isto e´ verdade.
Cap´ıtulo 3
Observac¸o˜es sobre a regularidade da
fronteira livre para o problema com
poteˆncia
Neste Cap´ıtulo apresentamos uma extensa˜o de um resultado do artigo [2] de Alt&Phillips,
que trata da regularidade da fronteira livre para mı´nimos de um funcional associado ao
problema (1.6) com λ = 0. A principal diferenc¸a e´ que, ale´m de trabalharmos com a
soluc¸a˜o maximal de (1.6), ainda temos o termo λf somado a` na˜o-linearidade. Para fa-
cilitar o entendimento da te´cnica, indicaremos os principais passos das demonstrac¸o˜es
ressaltando os pontos onde necessitamos modificac¸o˜es. Indicaremos tambe´m os pontos
em que as te´cnicas falham para o caso com singularidade logar´ıtmica.
3.1 Introduc¸a˜o
Para 0 < β < 1, consideremos o problema
−∆u = χ{u>0}
(− u−β + λf(u)), em Ω,
u ≥ 0, em Ω,
u = 0, em ∂Ω,
(3.1)
que difere do problema (1.6) apresentado na Sec¸a˜o 1.1 apenas pelo fato de f so´ depender
de u. Suponhamos que f satisfac¸a as seguintes propriedades:
f : [0,∞)→ [0,∞) e´ de classe C2, (3.2)
f e´ na˜o-decrescente, f 6≡ 0 (3.3)
e
lim
s→∞
f(s)
s
= 0. (3.4)
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Um exemplo t´ıpico e´ f(u) = up, com 0 < p < 1. Comparando com as propriedades (1.3)-
(1.5), vemos que estamos exigindo um pouco mais da regularidade de f neste cap´ıtulo. Isto
ficara´ claro no decorrer deste cap´ıtulo. Neste cap´ıtulo sera´ dada uma especial atenc¸a˜o aos
resultados de [18], os quais implicam na existeˆncia de um valor λ∗ tal que, para λ < λ∗ o
problema (3.1) na˜o possui soluc¸a˜o estritamente positiva em Ω. Especificamente, o seguinte
resultado corresponde ao Teorema 2.1 de [18].
Teorema 3.1 ([18], Teorema 2.1) Para cada λ > 0, existe uma u´nica soluc¸a˜o maximal
uλ de (3.1) e uλ ∈ C1,γ(Ω), onde γ := (1− β)/(1 + β). Ale´m disso, existe λ∗ > 0 tal que,
para 0 < λ < λ∗, uλ se anula em um subconjunto de medida positiva de Ω.
Assim, temos o surgimento de uma fronteira livre, isto e´, a fronteira do conjunto
onde a soluc¸a˜o se anula. Neste cap´ıtulo reuniremos resultados de [18] e demonstraremos
algumas estimativas gradientes mais refinadas que, juntamente com a teoria desenvolvida
em [2], implicam na regularidade da fronteira livre da soluc¸a˜o maximal uλ de (3.1) pro´ximo
de pontos conhecidos como pontos flats (Definic¸a˜o 3.13), conforme o Teorema 3.15 na
Sec¸a˜o 3.7. Vamos generalizar os resultados de [2], obtidos para mı´nimos locais do funcional
J(u) :=
∫
Ω
( |∇u|
2
+ a(x, u)u1−β
)
dx,
com condic¸o˜es de fronteira na˜o negativa, onde 0 < c ≤ a ≤ C < ∞. Ressaltamos que
foi provado em [14] que, para λ grande, a soluc¸a˜o maximal de (3.1) e´ um mı´nimo do
funcional (na˜o-diferencia´vel) associado ao problema (3.1). Na˜o esta´ claro se para λ < λ∗
este fato continua verdadeiro. Pore´m, a estimativa do tipo Harnack provada em [18] (veja
Lema 3.2) implica que, com algumas alterac¸o˜es e mais algumas estimativas gradientes, os
resultados de [2] podem ser estendidos para o caso de uma soluc¸a˜o maximal.
O me´todo usado em [2] e´ uma modificac¸a˜o do introduzido por Alt e Caffarelli em
[1]. A inspirac¸a˜o vem da teoria de Superf´ıcies Mı´nimas. Nesse caso, uma maneira de
estabelecer regularidade adicional pode ser descrita como segue: suponha que S seja uma
superf´ıcie mı´nima que, em um sistema de coordenadas apropriado, satisfaz S ∩B1 ⊂ {x |
|xn| < ε}, onde x = (x1, . . . , xn). Enta˜o, em uma bola menor, por exemplo de raio 1/2,
e possivelmente em um novo sistema de coordenadas, S ∩ B1/2 ⊂ {x | |xn| < θε}, para
algum 0 < θ < 1. Um resumo do argumento e´ o seguinte: suponhamos por contradic¸a˜o que
exista uma sequeˆncia de superf´ıcies mı´nimas Sj e uma sequeˆncia de nu´meros positivos εj
tal que essa melhora na regularidade na˜o seja poss´ıvel; enta˜o consideremos uma sequeˆncia
de blow up na direc¸a˜o de en, isto e´, definamos S˜j := {(x1, . . . , xn) | (x1, . . . , εjxn) ∈ Sj}; a
menos de uma subsequeˆncia, S˜j → S˜0, e S˜0 e´ o gra´fico de uma func¸a˜o harmoˆnica; assim, a
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melhora na regularidade e´ poss´ıvel para S˜0, o que e´ uma contradic¸a˜o pois o plano tangente
a S˜j esta´ pro´ximo do plano tangente a S˜0. Uma refereˆncia para o estudo de superf´ıcies
mı´nimas e´ [30].
As demais sec¸o˜es deste cap´ıtulo esta˜o organizadas do seguinte modo. Na Sec¸a˜o 3.2
apresentaremos a estimativa do tipo Harnack e uma estimativa gradiente demonstradas
em [18]. Estimativas gradiente mais refinadas que utilizaremos sera˜o demonstradas da
Sec¸a˜o 3.3. Como consequeˆncia, temos uma estimativa local da medida da Hausdorff da
fronteira livre, que sera´ apresentada na Sec¸a˜o 3.4. A condic¸a˜o de fronteira livre necessa´ria
para nossa ana´lise sera´ obtida na Sec¸a˜o 3.5. Introduziremos na Sec¸a˜o 3.6 a classe flat
a apresentaremos um resultado auxiliar importante para um argumento de iterac¸a˜o. Fi-
nalmente, na Sec¸a˜o 3.7 mostraremos os principais passos do argumento utilizado para
demonstrar o resultado de regularidade da fronteira livre desenvolvidos em [1] e detal-
hada posteriormente nos trabalhos [35] e [50].
3.2 Estimativas do tipo Harnack e gradiente
O primeiro resultado desta sec¸a˜o e´ uma desigualdade do tipo Harnack, como a do
Lema 1.15. Entretanto, notamos que o mesmo vale para 1 < α < 2, o que corresponde ao
Lema 3.2 de [18].
Para 0 < β < 1, definamos
α := 2/(1 + β).
Lema 3.2 Seja u := uλ a soluc¸a˜o maximal de (3.1). Dados q ∈ Ω e r ∈]0, r0[, existem
constantes c0, c1 > 0, tais que, se
−
∫
∂Br(q)
udσ ≥ c0rα,
enta˜o,
u(x) ≥ c1r−1 dist(x, ∂Br(p))−
∫
∂Br(q)
udσ, para todo x ∈ Br(q).
Como no Cap´ıtulo 2, obtemos do Lema 3.2 informac¸o˜es sobre o crescimento de
uλ pro´ximo da fronteira livre. A demonstrac¸a˜o e´ ana´loga ao caso com na˜o-linearidade
logar´ıtmica. Mais detalhes podem ser encontrados na demonstrac¸a˜o do Corola´rio 3.5 de
[18].
Lema 3.3 Seja uλ a soluc¸a˜o maximal de (3.1) e q ∈ ∂{uλ > 0} ∩Ω. Enta˜o, existe r > 0
e uma constante C > 0, ambas dependendo de q, tal que
u(x) ≤ C|x− q|α em Br(q).
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Enunciamos abaixo a estimativa gradiente obtida no Lema 3.6 de [18].
Lema 3.4 Sejam u := uλ a soluc¸a˜o maximal de (3.1) e q ∈ Ω com Br(q) ⊂ Ω. Enta˜o,
|∇u|2 ≤ C1u1−β em Br(q),
onde C1 e´ uma constante que depende de supΩ u, q, r, γ, n, λ, f e dist(q, ∂Ω).
Na pro´xima sec¸a˜o apresentaremos uma estimativa gradiente mais refinada.
3.3 Estimativas gradientes refinadas
O pro´ximo lema nos diz que a constante que aparece na estimativa gradiente do
Lema 3.4 pode ser tomada ta˜o pro´xima de 2 quanto queiramos ao nos aproximarmos da
fronteira livre. A ide´ia para demonstrar este fato e´ considerar uma sequeˆncia do tipo blow
up pro´ximo da fronteira livre e enta˜o estudar o seu limite. A demonstrac¸a˜o e´, a menos
de mudanc¸as envolvendo a parte na˜o-singular da na˜o-linearidade, essencialmente a dos
Lemas 2.1 de [2] ou 1.2 de [42].
Lema 3.5 Seja u := uλ a soluc¸a˜o maximal de (3.1). Dado η > 0, existe ε = ε(η) > 0 tal
que, se B2r(q) ⊂ Ω, para algum r > 0 e q ∈ ∂{u > 0}, enta˜o
|∇u|2 ≤ 2(1 + η)u1−β em Bεr(q).
Demonstrac¸a˜o. Atrave´s de um reescalonamento e de uma translac¸a˜o, reduzimos ao caso
r = 1 e q = 0. Denotemos a func¸a˜o resultanate ainda por u. Vemos pelo Lema 3.3 que
u(x) ≤ C|x|α para x ∈ B1. Para chegarmos ao resultado, definimos, para cada ε > 0, a
func¸a˜o
ψ(ε) := sup
x∈{u>0}∩Bε
|∇u(x)|2
u1−β(x)
.
A func¸a˜o ε 7→ ψ(ε) e´ claramente na˜o-decrescente e, pelo Lema 3.4, ψ(ε0) <∞ para algum
ε0 > 0. Assim, existe θ > 0 tal que,
lim
ε→0
ψ(ε) =: θ.
Suponhamos que θ > 2 e com isso obteremos uma contradic¸a˜o. Seja (xk) uma sequeˆncia
tal que
(xk) ⊂ {u > 0}, 0 < |xk| < 1
k
,
|∇u(xk)|2
u1−β(xk)
−→ θ,
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e definamos
ρk := (u(xk))
1/α, wk(y) :=
u(ρky + kk)
ρα
, y ∈ B1.
Como u ∈ C1,γ(Ω), para γ = (1− β)/(1 + β), vemos que (wk) sera´ limitada em C1,γ(B1).
Passando para uma subsequeˆncia temos que wk → w e∇wk → ∇w uniformemente. Como
w(0) = 1, temos tambe´m a convergeˆncia uniforme
∇wk
w1−βk
7−→ ∇w
w1−β
em uma vizinhanc¸a pequena N ⊂ B1 de 0. Notemos que
|∇w(0)|2 = θw(0)1−β, |∇w|2 ≤ θw1−β em N.
Tambe´m,
−∆wk = −w−βk + λρ2−αk f(ρky + xk, ραkwk).
Notemos ainda que λρ2−αk f(ρky + xk, ρ
α
kwk) → 0 quando ρk → 0. Tomando o limite e
usando o Teorema C.1 obtemos −∆w = −w−β em N . Como assumimos θ > 0, temos
|∇w(0)| > 0. Logo, podemos fazer uma rotac¸a˜o e supor que e1 esta´ na mesma direc¸a˜o de
∇w(0). Enta˜o, consideramos a func¸a˜o
v(x) := |∇w(x)|2 − θw(x)1−β,
a qual atinge ma´ximo em x = 0. Assim ∆v(0) ≤ 0 e D1v(0) = 0. Derivando encontramos
0 = D1v(0) = D1w(0)(2D11w(0)− θw−β).
Como D1w(0) 6= 0, temos 4(D11w(0))2 = θ2w(0)−2β. Usando estes fatos,
∆v(0) ≥ (1 + β)(θ − 2)θ(1− β)
2
w(0)−2β > 0
e temos uma contradic¸a˜o. 
Observac¸a˜o 3.6 No caso do problema com na˜o-linearidade logar´ıtmica (1.1) observamos
que, ao fazer o blow up pro´ximo da fronteira, a sequeˆncia convergira´ para uma func¸a˜o
harmoˆnica em N , isto pela na˜o-homogeneidade do logaritmo. Assim, obteremos uma
contradic¸a˜o ao repetrimos o argumento acima na˜o somente quando θ ≤ 2, mas para
qualquer θ > 0. Esta e´ uma outra maneira de verificar que o gradiente da soluc¸a˜o maximal
do problema (1.1) e´ pequeno pro´ximo da fronteira livre.
A demonstrac¸a˜o do pro´ximo lema e´ similar a`s dos Lemas 2.4 em [42] e 2.2 em [2].
Entretanto, aqui a na˜o-linearidade na˜o depende de x ∈ Ω.
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Lema 3.7 Seja u := uλ a soluc¸a˜o maximal de (3.1) e B4r(q) ⊂ Ω com q ∈ ∂{u > 0}.
Tomemos 0 ≤ s < (1 − β)/2 e x ∈ ∂{u > 0} ∩ B2r(q). Enta˜o existem τ := τ(r) > 0 e
Π := Π(r) > 0 tais que
|∇u|2 ≤ 2uγ +Πu1+s em Bτ (x).
Demonstrac¸a˜o. Como anteriormente, podemos supor r = 1. Para 0 < τ ≤ 1/9, o qual
sera´ fixado mais tarde, definimos ζ : [0, 3τ ]→ R por
ζ(t) :=
{
0, se 0 ≤ t ≤ τ,
C1(t− τ)3, se τ ≤ t ≤ 3τ,
onde C1 e´ a constante do Lema 3.4. Definimos
H(u) :=
−u1−β
1− β +
λup+1
p+ 1
,
e tambe´m
w(y) := |∇u(y)|2 + 2H(u)− Πu(y)1+s − ζ(|y − x|)u(y)1−β, para y ∈ {u > 0} ∩B3τ (x),
onde Π sera´ escolhida mais tarde. Pelo Lema 3.3 podemos tomar τ > 0 tal que H(u) < 0
para y ∈ B3τ (x). Com isso obtemos
w(y) ≤ |∇u(y)|2 − ζ(|y − x|)u(y)1−β.
Notemos que w ∈ C(B3τ (x)). Assim, pelo Lema 3.4, w ≤ 0 em ∂B3τ (x). Queremos
mostrar que w ≤ 0 em Bτ (x). Se w atinge um ma´ximo em B3τ (x), enta˜o ele ocorre
em um ponto interior. Seja x0 tal ponto de ma´ximo. Como w = 0 em {u = 0}, temos
que x0 ∈ {u > 0}. Tambe´m temos que w ∈ C2({u > 0} ∩ B3τ (x)). Logo ∆w(x0) ≤ 0.
Mostraremos que, se w(x0) > 0, enta˜o τ e Π podem ser escolhidos de forma que ∆w(x0) >
0, obtendo assim uma contradic¸a˜o. Com isso teremos w ≤ 0 em B3τ (x), e o Lema estara´
provado usando-se a definic¸a˜o de ζ.
Suponhamos enta˜o que w(x0) > 0 e vamos mostrar que ∆w(x0) > 0. Note que
|∇u(x0)| > 0. Consequentemente, podemos fazer uma mudanc¸a de coordenadas de forma
que e1 esteja na direc¸a˜o de |∇u(x0)|.
De agora em diante, todas as func¸o˜es aparecendo nas expresso˜es esta˜o sendo avaliadas
no ponto x0. Como D1w(x0) = 0, obtemos
2D11u = −2H(u) + Π(1 + s)us +D1ζ u
1−β
D1u
+ ζ(1− β)u−β.
Aqui necessitamos que a na˜o-linearidade na˜o dependa de x ∈ Ω, pois neste caso ter´ıamos
um termo a mais na derivada de H, o que dificultaria a obtenc¸a˜o das estimativas. Como
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w(x0) > 0, usando a definic¸a˜o de ζ, o Lemma 3.3 e o fato que s < (1 − β)/2, podemos
tomar Π suficientemente grande de forma que
2D11u ≥ −2H ′(u) + ηΠ(1 + s)us + ζ(1− β)u−β,
onde 0 < η < 1 pode ser tomado ta˜o pro´ximo de 1 quanto queiramos, bastando tomar Π
suficientemente grande. Em particular,
2(D11u)
2 ≥ 2H ′(u)2 + 2H ′(u)ηΠ(1 + s)us + (1− β)2ζH ′(u)u−β. (3.5)
Calculando ∆w em x0,
∆w ≥ 2(D11u)2 + 2D1uD1(∆u) + 2D1uD1(H ′(u)) + 2H ′(u)∆u
− Π(1 + s)us−β
(
s
|∇u|2
u1−β
+
∆u
u−β
)
− ζ(1− β)u−2β
(
(−β) |∇u|
2
u1−β
+
∆u
u−β
)
− 2(1− β)u−β(∇ζ · ∇u)− u1−β∆ζ.
Usando que H ′(u) = −∆u em {u > 0} teremos:
∆w ≥ 2(D11u)2 − 2H ′(u)2 − 2(1− β)u−β(∇ζ · ∇u)− u1−β∆ζ
− Π(1 + s)us−β
(
s
|∇u|2
u1−β
+
∆u
u−β
)
− ζ(1− β)u−2β
(
(−β) |∇u|
2
u1−β
+
∆u
u−β
)
.
Pelo Lema 3.5 e´ poss´ıvel escolher τ de forma que
s
|∇u|2
u1−β
+
∆u
u−β
≤ 2η1 < 2
para algum η1 < 1. Analogamente,
(−β) |∇u|
2
u1−β
+
∆u
u−β
≤ 2.
Usando este fato e (3.5) obtemos
∆w ≥ Π(1 + s)us
(
2ηH ′(u)− 2u−β
)
+ (1− β)ζu−β
(
2H ′(u)− 2u−β
)
− u1−β∆ζ − 2(1− β)u−β(∇ζ · ∇u).
Usando o Lema 3.4 e o fato que 0 ≤ s < (1 − β)/2 obtemos que o lado direito da
desigualdade acima e´ grande se tomarmos Π grande. O resultado esta´ demonstrado. 
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3.4 Estimativa da medida de Hausdorff
Como no caso do logaritmo, as estimativas obtidas na Sec¸a˜o 3.3 implicam na densi-
dade positiva (Lema 3.8) e na na˜o-degeneresceˆncia (Lema 3.9) que apresentaremos agora.
Lema 3.8 Seja u := uλ a soluc¸a˜o maximal de (3.1). Existe r0 > 0 tal que, se B4r(q) ⊂ Ω
para 0 < r < r0, enta˜o existem constantes τ > 0 e ε0 > 0, que dependem somente da
dimensa˜o, tal que
|{u > 0} ∩Bε(q)|
|Bε(q)| ≥ τ,
para todo ε < ε0r.
Demonstrac¸a˜o. Basta proceder como no Lema 2.1 de [42] com pequenas mudanc¸as
envolvendo o termo λf(u), analisando-se a prova dos Lemas 2.5 e 2.8. 
Lema 3.9 Seja u := uλ a soluc¸a˜o maximal de (3.1) e B4r(q) ⊂ Ω para 0 < r < r0. Enta˜o
u−p ∈ L1({u > 0} ∩B2r(q)), para 0 < p < (1− β)/2.
Demonstrac¸a˜o. Definamos w := u1+β−p. Por um ca´lculo simples obtemos que
∆w = (1 + β − p)u−p
(
(β − p) |∇u|
2
u1−β
+ uβ∆u
)
.
Podemos agora proceder como nos Lemas 2.5 de [42] ou 3.3 de [2], escolhendo as constantes
do Lema 3.5 de forma a eliminar a interfereˆncia de λf(u). 
Como no Cap´ıtulo 2, Sec¸a˜o 2.4, os Lemas 3.8 e 3.9 implicam em uma estimativa para
a medida de Hausdorff de ∂{uλ > 0}, como enunciado abaixo.
Proposic¸a˜o 3.10 Seja u := uλ a soluc¸a˜o maximal de (3.1) e consideremos q ∈ Ω′∩∂{u >
0}, onde Ω′ ⊂⊂ Ω. Enta˜o, existe r0 > 0 tal que, para 0 < r < r0, existe uma constante
C1 > 0, que depende somente de n, δ,Π, tal que
Hn−1(Br(x0) ∩ ∂{u > 0}) ≤ C1.
Em particular,
Hn−1(∂{u > 0} ∩ Ω′) <∞.
e Hdim(∂{u > 0} ∩ Ω′) ≤ n− 1.
A demonstrac¸a˜o da Proposic¸a˜o 3.10 se segue dos Lemas 2.6 de [42] e 4.1 de [2],
utilizando-se as estimativas apresentadas nos Lemas 3.5 e 3.7.
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3.5 Condic¸a˜o de fronteira livre
Ate´ o momento, temos importantes resultados com relac¸a˜o ao comportamento de uλ
pro´ximo de ∂{uλ > 0}. Notemos ainda que, como uλ ∈ C1,γ(Ω), temos que ∇uλ = 0 em
∂{uλ > 0}. Agora, para se aplicar as te´cnicas da teoria geome´trica da medida, precisamos
trabalhar com func¸o˜es que tenham um certo crescimento linear pro´ximo da fronteira livre.
Para isso, em [2] os autores introduzem a func¸a˜o
v(x) :=
α√
2
uλ(x)
1/α. (3.6)
Pela regularidade de uλ, temos que v tera´ crescimento linear pro´ximo de ∂{uλ > 0}.
Entretanto, se ∂{uλ > 0} ∩ Ω 6= ∅, teremos que ∇v apresentara´ um salto em ∂{uλ >
0}. O ponto inicial para estudarmos a regularidade da fronteira livre sera´ entender o
comportamento de ∇v ao longo de ∂{uλ > 0}, isto e´, precisamos de uma condic¸a˜o de
fronteira livre.
Lema 3.11 Seja u := uλ a soluc¸a˜o maximal de (3.1), v definida em 3.6 e Ω
′ ⊂⊂ Ω um
aberto. Enta˜o ∆v e´ uma medida de Borel com sinal em Ω. Em particular, existe uma
func¸a˜o de Borel Q ≥ 0, limitada, tal que∫
Ω′
v∆φdx = −
∫
∂{v>0}
∇v ·∇φdσ =
∫
∂{v>0}
Qφdσ+
∫
∂{v>0}
(1− β)α
2v
(
1−|∇v|2+λup+β
)
φdσ, (3.7)
para toda φ ∈ C0,10 (Ω′). Ale´m disso, v e´ Lipschitziana em Ω′ e ∆v possui variac¸a˜o total
finita.
Demonstrac¸a˜o. Os detalhes da demonstrac¸a˜o esta˜o no Lema 4.4 de [2]. Aqui, na˜o se
faz necessa´rio nenhum manejo diferente pela presenc¸a do termo λf(u).
Como o resultado e´ local, basta considerar v restrita a uma bola Bρ(q) = Bρ ⊂ Ω com
q ∈ ∂{u > 0} e com ρ escolhido de forma que o Lema 3.3 se verifique. Por um argumento
de aproximac¸a˜o, mostramos que
−
∫
Bρ
∇v · ∇φdx ≥
∫
Bρ∩{v>0}
φ∆vdx, para toda φ ∈ C0,10 (Bρ), φ ≥ 0
Isso implica a existeˆncia de uma medida de Radon ζ, com suporte em {v > 0} tal que
−
∫
Bρ
∇v · ∇φdx =
∫
Bρ
φdζ +
∫
Bρ∩{v>0}
φ∆vdx, para qualquer φ ∈ C0,10 (Bρ), φ ≥ 0.
Pela Proposic¸a˜o 3.10, e pelos resultados do Cap´ıtulo 3 de [27] temos que ζ e´ absolutamente
cont´ınua e da´ı o Teorema de Lebesgue-Radon-Nikodym implica na existeˆncia de Q. 
A func¸a˜o Q pode ser caracterizada em ∂red{uλ > 0} (recordemos a definic¸a˜o de
fronteira reduzida da Observac¸a˜o 2.11).
68 Observac¸o˜es sobre a regularidade da fronteira livre para o problema com poteˆncia
Lema 3.12 Seja q ∈ ∂red{uλ > 0}, v definida em (3.6) e Q a func¸a˜o do Lemma 3.11.
Enta˜o
v(x) = [ν(q) · (x− q)]− + o(|x− q|), (3.8)
e Q(x) = 1 q.t.p. com relac¸a˜o a` medida Hn−1b∂red{uλ > 0}. Aqui, [g]− denota a parte
negativa de g.
Demonstrac¸a˜o. Os detalhes sa˜o encontrados na demonstrac¸a˜o do Lema 4.5 de [2].
Consideremos q ∈ ∂red{uλ > 0} e, para r < ρ, definimos
vr(x) :=
v(rx+ q)
r
, x ∈ B1.
A estimativa gradiente do Lema 3.5 implica que, para uma subsequeˆncia, vr → v0 uni-
formemente em B1 quando r → 0+. Ale´m disso, v0 possui constante de Lipshitz no
ma´ximo igual a 1. Por outro lado, como q ∈ ∂red{uλ > 0}, vr satisfaz
∆vr = Q(rx+ q)Hn−1b∂{vr > 0}+ χ{vr>0}
(1− β)α
2vr
(
1− |∇vr|2 + λup+βr
)
,
onde
ur :=
u(rx+ q)
rα
.
A estimativa do Lema 3.9 implica que ∆vr e´ uma famı´lia limitada de medidas de Borel
com sinal satisfazendo
∆vr
∗
⇀ ∆v0.
Notemos agora que, ao fazermos r → 0, temos que λup+βr → 0 uniformemente em B1.
Assim, o Teorema C.4 e os Lemas 3.3 e 3.8 implicam que
∆v0 =
(1− β)α
2v0
(
1− |∇v0|2
)
em {v0 > 0}.
Como a constante de Lipschitz de v0 e´ no ma´ximo 1, temos que v0 e´ subharmoˆnica. Agora
o Lema 4.6 de [2] caracteriza v0 e implica que vr(x)→ [xn]−, onde x = (x1, . . . , xn−1, xn)
e ∇vr → en.
Para a caracterizac¸a˜o de Q, usamos os resultados da Sec¸a˜o 2.10 de [26] para obtermos,
no caso em que q ∈ ∂red{uλ > 0},∫
Br∩∂{u>0}
|Q(x)−Q(q)|dHn−1 ≤ r1−n.
Levando-se em considerac¸a˜o a expressa˜o (3.7) satisfeita por Q, a Fo´rmula de Green ([26],
Sec¸a˜o 4.5.6), e a caracterizac¸a˜o de v dada por (3.8), os argumentos na demonstrac¸a˜o do
Lema 4.5 de [2] (pa´gina 80) podem ser repetidos aqui para provar que Q(x) = 1. 
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3.6 A classe flat
Nesta sec¸a˜o apresentaremos a chamada classe flat. De certa maneira, essa classe serve
para medir o qua˜o “planar” a fronteira livre e´ em torno de um ponto q. Sera´ conveniente
usarmos a notac¸a˜o
x = (x′, xn), x′ = (x1, . . . , xn−1), B′ρ := {x′ ∈ Rn−1 | x ∈ Bρ}.
Definic¸a˜o 3.13 Sejam 0 ≤ σ+ ≤ 1, 0 < σ− ≤ 1 e τ ≥ 0. Dizemos que u e´ da classe
F (σ+, σ−, τ) em Bρ(q), e escrevemos u ∈ F (σ+, σ−, τ), com q ∈ ∂{u > 0}, se
1) u(x) = 0 para xn ≥ σ+ρ;
2) α/
√
2u(x)1/α ≥ −(xn + σ−ρ) para xn ≤ −σ−ρ, 1 < α < 2;
3) temos a estimativa |∇u|2 ≤ 2(1 + τ)u1−β em Bρ(q).
Se en e´ trocado por um vetor unita´rio ν, dizemos que u pertence a` classe F (σ
+, σ−, τ) na
direc¸a˜o ν.
Se a soluc¸a˜o maximal uλ ∈ F (σ+, σ−, τ), enta˜o a fronteira livre esta´ contida na faixa
−σ− ≤ xn ≤ σ+. Ale´m disso, se q ∈ ∂red{uλ > 0}∩Ω, enta˜o uλ ∈ F (σ+ρ , σ−,∞) em Bρ(q),
na direc¸a˜o νu, dada na Observac¸a˜o 2.11, quando σ
+
ρ → 0 quando ρ → 0. Para verificar
este fato, basta proceder como na demonstrac¸a˜o do Lema 3.12 e provar que, qualquer blow
up em q converge para zero em {x | x · νu ≥ 0}, mais detalhes podem ser encontrados em
[50], Proposic¸a˜o 5.2.2.
O seguinte resultado tem um papel importante no processo de iterac¸a˜o para provar
a regularidade da fronteira livre.
Lema 3.14 Suponhamos que a soluc¸a˜o maximal de (3.1) u := uλ e´ tal que u ∈ F (σ, 1, σ2)
em Bρ(q). Enta˜o existe uma constante C = C(n, β, δ,Π, s) tal que u ∈ F (Cσ,Cσ, σ2)
em Bρ/2(q). Em particular, existe σ0 tal que, se σ ≤ σ0 e se u ∈ F (σ, 1, σ4n), enta˜o
u ∈ F (4σ,Cσ, σ4n).
Demonstrac¸a˜o. Podemos supor que ρ = 1 e q = 0, basta para isso fazermos um
reescalonamento e uma rotac¸a˜o. Definimos
wσ :=
v + xn − 2σ
σ
.
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Enta˜o demonstra-se que
−∞ < −C1 ≤ wσ ≤ 0 em B3/4{xn < 1/4}, (3.9)
com C1 independente de σ. A demonstrac¸a˜o de (3.9) vem do fato de que
v(−1/2en) ≥ (1/2− Cσ)ρ, (3.10)
para alguma constante C (Lemas 5.4 e 5.8 de [2]). De fato, por um argumento do tipo
blow up e pela caracterizac¸a˜o de v dada pelo Lema 3.12, procedemos como no Lema 5.4
de [2] para demonstrar que (3.10) implica em (3.9).
De (3.9) e do fato que |∇v|2 ≤ 1 + σ2 temos que −xn − C/2σ ≤ v(x′, xn) para
−1/2 < xn < 0, x′ ∈ B′1/2 e alguma constante C > 0. 
3.7 Regularidade da fronteira livre
Apresentamos o resultado central deste cap´ıtulo.
Teorema 3.15 Seja u := uλ soluc¸a˜o maximal de (3.1) e Ω
′ ⊂⊂ Ω. Existem constantes
γ, θ, σ0, τ0 e C > 0, com 0 < γ < 1 tais que, se u ∈ F (σ, 1∞) em Bρ(q) ⊂ Ω′ na direc¸a˜o
de ν, para σ ≤ σ0 e ρ ≤ τ0σ4n/θ, enta˜o
Bρ/4(q) ∩ ∂{u > 0} e´ uma superf´ıcie C1,γ.
Demonstrac¸a˜o. Vamos delinear os passos principais, pois demonstrac¸o˜es detalhadas das
afirmac¸o˜es podem ser encontradas na Sec¸a˜o 5 de [2] e Sec¸a˜o 7 de [1].
Passo 1. Usando-se as estimativas gradientes para u provamos que u ∈ F (1, 1, C1rθ), em
Br(y), para r < ρ0 e qualquer y ∈ Ω′ ∩ ∂{u > 0}, com as constantes como no enunciado,
onde Ω′ e´ a projec¸a˜o de Ω sobre Rn−1. Pelo Lema 3.14 e tomando σ0 suficientemente
pequeno obtemos que, para qualquer x1 ∈ Bρ/4(q) ∩ ∂{u > 0},
u ∈ F (Cσ,Cσ, τ) em Bρ/4(x1) com τ := (ρ/4)θ.
Passo 2. Existem constantes σ1 > 0, c1 > 0 e C < ∞ tais que, se u ∈ F (σ, 1, τ), em
Bρ(q) com σ < σ1, τ ≤ σ4n, enta˜o
u ∈ F (σ/2, σ/2, τ/24n) em Bρ(q), na direc¸a˜o ν,
onde c1ρ ≤ ρ ≤ ρ/4 e |ν− ν| ≤ Cσ. Detalharemos um pouco mais o Passo 2 apo´s o final
da demonstrac¸a˜o.
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Passo 3. Aplicamos agora um argumento recursivo utilizando o Passo 2 para obtermos
duas sequeˆncias ρm e νm, com ρ0 = ρ/4 e ν0 = ν, satisfazendo c1ρm ≤ ρm+1 ≤ ρm/4 e
|νm+1 − νm| ≤ 2−mC˜σ, e tal que
u ∈ F (2−mCσ, 2−mCσ, 2−m4nτ) em Bρm(x1), na direc¸a˜o νm.
Isso implica ainda que
|(x− x1) · νm| ≤ 2−mCσρm em Bρm(x1), na direc¸a˜o νm.
Tomando o limite obtemos que
|(x− x1) · ν(x1)| ≤ Cσ
ργ0
|x− x1|1+γ,
o que implica o resultado de regularidade. 
Demonstrac¸a˜o do Passo 2:
Descreveremos os principais ingredientes na demonstrac¸a˜o do Passo 2.
Blow up na˜o-homogeˆneo. Seja σk uma sequeˆncia de nu´meros positivos convergindo
para 0 e τk tal que τkσ
−2
k → 0. Seja uk uma sequeˆncia tal que uk ∈ F (σk, σk, τk) em Bρk .
Para y ∈ B′1 definamos
f+k (y) := sup{h | (ρky, σkρkh) ∈ ∂{uk > 0}},
e
f−k (y) := inf{h | (ρky, σkρkh) ∈ ∂{uk > 0}}.
Um blow up na˜o-homogeˆneo e´ um limite comum para f+k e f
−
k .
Lema 3.16 ([1], Lemas 7.3 e 7.4) Existe uma subsequeˆncia kj tal que, para y ∈ B′1
f(y) = lim sup
j→∞
z→y
f+kj(z) = lim infj→∞
z→y
f−kj(z).
Ale´m disso, a func¸a˜o f e´ cont´ınua em B′1 e f(0) = 0. Com isso, a convergeˆncia de f
+
kj
e
f−kj para f se da´ uniformemente em subconjuntos compactos de B
′
1.
Fazendo um paralelo com a teoria de regularidade de superf´ıcies mı´nimas, f cor-
responde a` func¸a˜o harmoˆnica descrita na Sec¸a˜o 3.1. Os pro´ximos lemas dizem que f e´
subharmoˆnica, Lipschitz e limitada inferiormente por uma func¸a˜o afim. Estes fatos sa˜o
suficientes para aplicarmos um argumento de contradic¸a˜o na demonstrac¸a˜o do Passo 2
acima.
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Lema 3.17 ([1], Lema 7.5) A func¸a˜o f e´ subharmoˆnica em B′1.
Na demonstrac¸a˜o de que f e´ Lipschitz usa-se o fato de que f e´ mais suave do que
uma func¸a˜o Lipschitz em um sentido fraco. O resultado e´ o seguinte:
Lema 3.18 ([1], Lemas 7.6 e Lema 7.7) Existe uma constante C > 0 tal que, para
y ∈ B′1/2,
0 ≤
∫ 1/4
0
[ 1
r2
(
−
∫
∂B′r(y)
fdHn−2
)
− f(y)
]
dr ≤ C.
Em particular, f e´ Lipschitz em B
′
1/16.
O pro´ximo passo e´ mostrar que f pode ser limitada por uma func¸a˜o afim conveniente.
Lema 3.19 ([1], Lema 7.8) Existe uma constante C > 0 tal que, para qualquer θ ∈
]0, 1[, existe η = η(θ) > 0 e l ∈ Rn−1 × {0} com
f(y) ≤ 〈l, y〉+ θη
2
, para y ∈ B′η.
Argumento de contradic¸a˜o para demonstrar o Passo 2: Suponhamos que exista
uma sequeˆncia (uk) satisfazendo
uk ∈ F (σk, σk, τk) em Bρk , com σk → 0, τk = o(σ2k),
mas que a conclusa˜o do Passo 2 na˜o seja verdadeira. Usamos enta˜o uk para construirmos
f+k e f
−
k definidas em B
′
1. Como consequeˆncia dos Lemas 3.16–3.19 obtemos que
uk(x) = 0 sempre que xn > σk〈l, x′〉+ θσkη.
Em termos da definic¸a˜o 3.13, vemos que uk ∈ F (σ˜, 1, τk), em Bη, na direc¸a˜o ν, onde
σ˜ =
θσk√
1 + |σkl|2
, ν =
(−σkl, 1)√
1 + |σkl|2
.
Como σ˜ ≤ θσk e |ν − en| ≤ Cσk, obtemos a contradic¸a˜o. 
Cap´ıtulo 4
O problema de Neumann com
na˜o-linearidade logar´ıtmica
Neste cap´ıtulo abordamos o problema de Neumann com na˜o-linearidade logar´ıtmica.
Usando um me´todo de perturbac¸a˜o e tambe´m me´todos variacionais, obtemos existeˆncia
e regularidade de uma soluc¸a˜o no caso radial. Os resultados deste cap´ıtulo esta˜o contidos
no artigo [43].
4.1 Introduc¸a˜o
Estamos interessados na existeˆncia de soluc¸o˜es radiais positivas para o problema
−∆u = log u+ h(x)up, em BR,
u > 0, em BR,
∂νu = 0, em ∂BR,
(4.1)
onde BR = BR(0) ⊂ Rn e n ≥ 1. Vamos supor que h ≥ 0 e´ uma func¸a˜o de classe C1 e
radial, isto e´, h(x) = h(|x|) em BR.
Problemas como (4.1) foram tratados, por exemplo, nos trabalhos [3, 20, 37]. Em
[20] e [3] o problema estudado foi
−∆u+ a(x)
uβ
= λh(x)up, em BR,
u > 0, em BR,
∂νu = 0, em ∂BR.
(4.2)
Na verdade, em [20] os autores tratam o caso em que a ≡ 1, λ = R = 1, β > 1 e p = 0,
com h podendo mudar de sinal.
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Em [3], os autores estenderam os resultados de [20] para o caso 0 ≤ p < 1, λ > 0 e
0 < β ≤ 1. Eles provaram os resultados usando uma perturbac¸a˜o dupla. Em ambos os
trabalhos as soluc¸o˜es possuem a regularidade C2(BR \ {0}) ∩ C(BR).
Observamos que no trabalho [3] os resultados de existeˆncia dependem da relac¸a˜o entre
o paraˆmetro λ > 0 e a func¸a˜o a. No nosso caso os resultados de existeˆncia na˜o dependem
da variac¸a˜o de λ. Tambe´m, a na˜o-linearidade logar´ıtmica pode mudar de sinal, o que na˜o
e´ o caso para a(x)u−β em [3].
Mencionamos ainda que problemas T -perio´dicos, incluindo equac¸o˜es da forma
−u′′ + u−β − f(u) = h(t), (4.3)
foram tratados em [21, 23, 37]. Em [37] os autores consideraram o caso f ≡ 0 e h com
me´di positiva. Supondo f cont´ınua em [0,∞) e ilimitada, enta˜o [21] e [23] trataram,
respectivamente, os casos onde f e´ superlinear e assintoticamente linear. Em [22] os
autores investigam um sistema que e´ uma estensa˜o do caso tratado em [37].
Nossa estrate´gia no estudo do problema (4.1) sera´ adotar um argumento de dupla
perturbac¸a˜o. Primeiro, seguindo [18] e [38], para cada 0 < ε ≤ 1 consideramos a famı´lia
de problemas aproximados
−∆u = log
(u2 + εu+ ε
u+ ε
)
+ h(x)up, em BR,
u > 0, em BR,
∂νu = 0, em ∂BR.
(4.4)
Obtemos uma famı´lia de soluc¸o˜es de (4.4) e enta˜o tomamos o limite quando ε → 0 para
obter uma soluc¸a˜o de (4.1).
Para cada 0 < r < R, definimos ArR := BR \Br. Consideremos a segunda famı´lia de
problemas 
−∆u = log
(u2 + εu+ ε
u+ ε
)
+ h(x)up, em ArR,
u > 0, em ArR,
u = θ, em ∂Br
∂νu = 0, em ∂BR,
(4.5)
onde θ > 0 e´ uma constante apropriada. Quando r → 0+ obtemos uma soluc¸a˜o de
(4.4). Faz-se necessa´rio estudar o problema (4.5) pois na˜o podemos usar a desigualdade
de Poincare´ para encontrar uma soluc¸a˜o de (4.4) diretamente por me´todos variacionais.
Enunciamos agora o principal resultado deste cap´ıtulo.
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Teorema 4.1 Seja h ≥ 0 uma func¸a˜o radial de classe C1. Enta˜o o problema (4.1) possui
uma soluc¸a˜o radial positiva u ∈ C2(BR \ {0}) ∩ C(BR).
Observac¸a˜o 4.2 O Teorema 4.1 continua va´lido se trocarmos o logaritmo por uma func¸a˜o
singular mais geral. De fato, suponhamos que g : (0,∞)→ R seja tal que
lim
s→0+
g(s) = −∞,
e
lim
s→∞
g(s)
sq
<∞
para algum q ∈ (0, 1). Enta˜o podemos perturbar g por uma famı´lia gε de func¸o˜es suaves,
decrescentes em ε, tais que gε(0) = 0 e gε(s)→ g(s) pontualmente para s ∈ (0,∞) quando
ε→ 0. Esta perturbac¸a˜o pode ser feita de maneira que gε0 ≥ 0 para algum ε0 > 0 e enta˜o
todos os resultados da Sec¸a˜o 4.2 sa˜o verdadeiras com pequenas modificac¸o˜es.
As demais sec¸o˜es deste cap´ıtulo esta˜o organizadas do seguinte modo: na Sec¸a˜o
4.2 constru´ımos uma sub e uma supersoluc¸a˜o para (4.5) e obtemos estimativas para as
derivadas da supersoluc¸a˜o; a Sec¸a˜o 4.3 e´ dedicada a` prova da existeˆncia de uma soluc¸a˜o
para o problema (4.5); na Sec¸a˜o 4.4 obtemos uma soluc¸a˜o para o problema (4.4) tomando
o limite quando r → 0+ no problema (4.5); enta˜o, na Sec¸a˜o 4.5 concluimos a demonstrac¸a˜o
do Teorema 4.1.
4.2 Sub e supersoluc¸a˜o para (4.5)
Lema 4.3 Suponhamos que θ ≥ 1. Enta˜o a func¸a˜o u ≡ 1 e´ uma subsoluc¸a˜o para (4.5) e
na˜o depende de 0 < ε ≤ 1 e θ.
Demonstrac¸a˜o. Basta notar que, como h ≥ 0 em BR, a desigualdade
log
(1 + ε1 + ε
1 + ε
)
+ h(x) ≥ log 1 = 0,
e´ independente de 0 < ε ≤ 1 e de θ ≥ 1. 
Buscaremos agora uma supersoluc¸a˜o para (4.5). Denotemos por Xr o seguinte subes-
pac¸o de H1(ArR):
Xr := {u ∈ H1(ArR) | u = 0 em ∂Br}.
Para v ∈ Xr definimos a expressa˜o:
‖v‖r :=
(∫
ArR
|∇v|2dx
)1/2
.
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Observac¸a˜o 4.4 A expressa˜o ‖·‖r define uma norma em Xr e (Xr, ‖·‖r) e´ um espac¸o de
Banach reflexivo. Ale´m disso, por [36, pa´gina 71], a desigualdade de Poincare´ e´ verdadeira
em Xr, isto e´, existe η > 0 tal que∫
ArR
v2dx ≤ η
∫
ArR
|∇v|2dx, para todo v ∈ Xr. (4.6)
Por outro lado, se considerarmos o conjunto
C2r (ArR) := {u ∈ C2(ArR) | u = 0 em ∂Br},
enta˜o podemos ver que Xr e´ o fecho de C
2
r (ArR) com respeito a` norma acima em H
1(ArR).
A seguir trabalharemos com a formulac¸a˜o radial para (4.5) no caso espec´ıfico em que
ε = 1, 
−(sn−1u′)′ = sn−1 log
(u2 + u+ 1
u+ 1
)
+ sn−1h(s)up, em r < s < R,
u > 0, em r < s < R,
u(r) = θ, u′(R) = 0.
(4.7)
Notemos que
log
(u2 + u+ 1
u+ 1
)
≥ 0 para u ≥ 0.
Denotemos
f(s, z) := log
(z2 + z + 1
z + 1
)
+ h(s)zp.
Enta˜o, se v for soluc¸a˜o de
−(sn−1v′)′ = sn−1f(s, v + θ), em r < s < R,
v > 0, em r < s < R,
v(r) = 0, v′(R) = 0,
(4.8)
teremos que v + θ sera´ uma soluc¸a˜o de (4.7). Para provar a existeˆncia de uma tal v no´s
encontraremos um mı´nimo do funcional a seguir. Seja S ⊂ Xr o conjunto de func¸o˜es
sime´tricas com relac¸a˜o a` origem. Definimos Φ: S → R por
Φ(v) :=
1
2
∫ R
r
sn−1|v′|2ds−
∫ R
r
F (s, v(s))sn−1ds,
onde
F (s, t) :=
∫ t
0
f(s, (z + θ)+)dz
e z+ := max{z, 0}.
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Lema 4.5 O funcional Φ e´ de classe C1, fracamente semicont´ınuo inferiormente e coer-
civo. Dessa maneira, existe v ∈ Xr tal que
Φ(v) = min
u∈Xr
Φ(u) e Φ′(v) ≡ 0.
A demonstrac¸a˜o e´ cla´ssica e usa (4.6). Tambe´m, como v e´ uma soluc¸a˜o fraca de (4.8),
temos que
v(s) =
∫ s
r
t1−n
(∫ R
t
zn−1f(z, v(z) + θ)dz
)
dt.
Definamos
ur := v + θ.
Lema 4.6 Suponhamos que θ ≥ 1. Enta˜o a func¸a˜o u ≡ ur e´ uma supersoluc¸a˜o para
(4.5), a qual na˜o depende de 0 < ε ≤ 1.
Demonstrac¸a˜o. Claramente uma soluc¸a˜o de (4.7) e´ uma supersoluc¸a˜o de (4.5), para
todo 0 < ε ≤ 1, e ur e´ uma soluc¸a˜o de (4.7) com ur ≥ θ ≥ u em [r, R]. 
Como f e´ suave e
ur(s) = θ +
∫ s
r
t1−n
(∫ R
t
zn−1f(z, ur(z))dz
)
dt, (4.9)
temos que ur ∈ C3[r, R].
Lema 4.7 Existe uma constanteM > 0 tal que ‖ur‖∞ ≤M . A constanteM na˜o depende
de r ∈ (0, R). Ale´m disso, para cada ρ ∈ (0, R), existem constantes Cρ > 0 e rρ ∈ (0, R)
tais que
‖ur‖C1[ρ,R], ‖ur‖C2[ρ,R], ‖ur‖C3[ρ,R] ≤ Cρ, para todo r ∈ (0, rρ)
Demonstrac¸a˜o. Por (4.9) temos que
ur(s) ≤ θ +
∫ R
r
t1−n
(∫ R
r
zn−1f(z, ur(z))dz
)
dt
≤ θ + C1
∫ R
r
t1−n
(∫ R
r
zn−1(ur(z))qdz
)
dt
≤ C2 + C1‖ur‖q∞
∫ R
r
t1−n
(∫ R
r
zn−1dz
)
dt
com constantes C1, C2 > 0 e algum q ∈ (0, 1). Mas∫ R
r
t1−n
(∫ R
r
zn−1dz
)
dt ≤ C3
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para alguma constante C3 independente de r. Obtemos enta˜o
‖ur‖∞ ≤ C2 + C4‖ur‖q∞
que implica
‖ur‖∞ ≤M
com M > 0 independente de r. De fato, como
‖ur‖1−q∞ ≤ C2‖ur‖−q∞ + C4,
se tive´ssemos ‖ur‖∞ →∞ quando r → 0 ter´ıamos uma contradic¸a˜o. Usando a estimativa
para ‖ur‖∞ concluimos a demonstrac¸a˜o do lema. 
4.3 Existeˆncia de uma soluc¸a˜o para (4.5)
Nesta sec¸a˜o usaremos a sub e a supersoluc¸a˜o da Sec¸a˜o 4.2 (u e ur respectivamente)
para obter uma soluc¸a˜o do problema (4.5). Definamos a func¸a˜o
gε(s, u) := s
n−1 log
(u2 + εu+ ε
u+ ε
)
+ sn−1h(s)up + au, s ∈ [r, R], u ≥ 0,
onde a e´ escolhido de forma que a func¸a˜o u 7−→ gε(s, u) seja crescente em u para qualquer
s ∈ [r, R]. Comec¸ando com u0 = u definimos uma sequeˆncia un tal que cada un satisfaz
−(sn−1u′n+1)′ + aun+1 = gε(s, un), em r < s < R,
un+1 > 0, em r < s < R,
un+1(r) = θ, u
′
n+1(R) = 0.
(4.10)
Lema 4.8 A sequeˆncia (un) e´ na˜o-decrescente e satisfaz
u0(s) ≤ un(s) ≤ un+1(s) ≤ ur(s), para todo s ∈ [r, R] e todo n ∈ N.
Demonstrac¸a˜o. Basta provarmos que u0 ≤ u1 ≤ ur e o caso geral segue por induc¸a˜o de
uma maneira ana´loga. Temos{−(sn−1(u0 − u1)′)′ + a(u0 − u1) ≤ gε(s, u)− gε(s, u) = 0 em r < s < R,
(u0 − u1)(r) ≤ 0, (u0 − u1)′(R) = 0.
Logo, podemos aplicar o Princ´ıpio do Ma´ximo ([3], Lema 2.3) e obtemos que u0 ≤ u1
em [r, R]. Por outro lado,{−(sn−1(u1 − ur)′)′ + a(u1 − ur) ≤ gε(s, u)− gε(s, ur) ≤ 0 em r < s < R,
(u1 − ur)(r) ≤ 0, (u1 − ur)′(R) = 0.
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De novo, o Princ´ıpio do Ma´ximo implica que u1 ≤ ur em [r, R]. 
Pelo Lema 4.8 podemos definir pontualmente o limite
uεr(s) := lim
n→∞
un(s), s ∈ [r, R],
e vemos que
1 ≤ uεr(s) ≤ ur(s), s ∈ [r, R].
A func¸a˜o uεr e´, de fato, uma soluc¸a˜o de (4.5).
Lema 4.9 A func¸a˜o uεr e´ uma soluc¸a˜o de (4.5) e pertence a C
2[r, R].
Demonstrac¸a˜o. Para cada n ∈ N temos que
un(s) = θ +
∫ s
r
t1−n
(∫ R
t
zn−1
(
log
(u2n + εun + ε
un + ε
)
+ h(x)upn
)
dz
)
dt.
Como
1 ≤ un ≤M, for all n ∈ N,
obtemos como no Lema 4.7 que ‖un‖C3[r,R] e´ limitada. Enta˜o, para uma subsequeˆncia,
que ainda denotaremos por un, temos a convergeˆncia
un → uεr em C2[r, R],
concluindo a demonstrac¸a˜o do lema. 
4.4 Obtenc¸a˜o de uma soluc¸a˜o para (4.4)
Nesta sec¸a˜o tomamos o limite r → 0+ e enta˜o obtemos uma soluc¸a˜o de (4.4).
Lema 4.10 Para cada 0 < ε ≤ 1 fixado, o problema (4.4) possui uma soluc¸a˜o uε, que e´
obtida como limite de uεr quando r → 0+.
Demonstrac¸a˜o. Omitimos a dependeˆncia em ε > 0 na notac¸a˜o de uεr. Sabemos que
ur(s) = θ +
∫ s
r
t1−n
(∫ R
t
zn−1
(
log
(u2r + εur + ε
ur + ε
)
+ h(x)upr
)
dz
)
dt.
Tambe´m, ur satisfaz a estimativa
1 ≤ ur ≤M in [r, R].
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Como no Lema 4.7 podemos provar que, para cada ρ ∈ (0, R), existem constantes Cρ > 0
e rρ ∈ (0, R) tais que
‖ur‖C1[ρ,R], ‖ur‖C2[ρ,R], ‖ur‖C3[ρ,R] ≤ Cρ, para todo r ∈ (0, rρ).
Como a imersa˜o C3[ρ,R] ↪→ C2[ρ,R] e´ compacta, existe uma sequeˆncia rn e uε definida
em (0, R] tal que, se definirmos wn := urn , enta˜o
wn → uε em C2loc(0, R).
e
wn → uε em C1[ρ,R],
o que conclui a demonstrac¸a˜o. 
4.5 Demonstrac¸a˜o do Teorema 4.1
Gostar´ıamos agora de tomar o limite na famı´lia uε obtida na Sec¸a˜o 4.4 e obter uma
soluc¸a˜o de (4.1). Para isso, precisamos de algumas estimativas como as do Lema 4.7
independentes de ε. Primeiro, observemos que a seguinte estimativa e´ verdadeira em
(0, R):
1 ≤ uε ≤M. (4.11)
Note que a famı´lia (uε)0<ε≤1 satisfaz
uε(s) = uε(R/2) +
∫ s
R/2
t1−n
(∫ R
t
zn−1
(
log
(uε2 + εuε + ε
uε + ε
)
+ h(x)uεp
)
dz
)
dt. (4.12)
se s ∈ [R/2, R], e
uε(s) = uε(R/2)−
∫ R/2
s
t1−n
(∫ R
t
zn−1
(
log
(uε2 + εuε + ε
uε + ε
)
+ h(x)uεp
)
dz
)
dt. (4.13)
se s ∈ (0, R/2]. Por (4.11)-(4.13) vemos como no Lema 4.7 que, para cada ρ > 0, existem
constantes Cρ > 0 e ερ ∈ (0, R) tais que
‖uε‖C1[ρ,R], ‖uε‖C2[ρ,R], ‖uε‖C3[ρ,R] ≤ Cρ, para todo ε ∈ (0, ερ).
Argumentando como na Sec¸a˜o 4.4, podemos encontrar uma func¸a˜o u que satisfaz
−(sn−1u′)′ = sn−1 log u+ sn−1h(s)up, em 0 < s < R,
u > 0, em 0 < s < R,
u′(R) = 0,
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isto e´, u e´ uma soluc¸a˜o radial do problema (4.1). Como u ∈ C2(0, R)∩C(0, R], estendemos
continuamente u para todo o intervalo [0, R]. De fato, seja ri uma sequeˆncia em (0, R/2)
com ri → 0 quando i→∞. De (4.5) (depois de termos passado ao limite quando ε→ 0),
u(ri) = u(R/2)−
∫ R/2
ri
t1−n
(∫ R
t
zn−1
(
log u+ h(x)up
)
dz
)
dt.
Assim, se rj > ri obtemos
|u(rj)− u(ri)| =
∣∣∣ ∫ rj
ri
t1−n
(∫ R
t
zn−1
(
log u+ h(x)up
)
dz
)
dt
∣∣∣.
Por (4.11) existe uma constante C > 0 tal que
|u(rj)− u(ri)| ≤ C|rj − ri|.
Logo u(ri) e´ uma sequeˆncia de Cauchy em R. Seja L o limite dessa sequeˆncia. Por um
argumento similar conclu´ımos que, se si e´ outra sequeˆncia em (0, R/2) convergindo para
0, enta˜o necessariamente teremos u(si)→ L. Assim, provamos que
lim
r→0
u(r) = L,
o que conclui a demonstrac¸a˜o do Teorema 4.1.
Apeˆndice A
O problema unidimensional
Neste apeˆndice descreveremos alguns resultados sobre o problema com na˜o-linearidade
logar´ıtmica em dimensa˜o 1, os quais podem ser considerados como motivac¸a˜o para o es-
tudo em dimenso˜es maiores feito no Cap´ıtulo 1. Um tratamento ana´logo ao que faremos
aqui para singularidades do tipo −u−β pode ser encontrado em [11].
A.1 Resultados ba´sicos para o problema de valor inicial
Estamos interessados no estudo de soluc¸o˜es radiais para o problema (1.1) em dimensa˜o
n = 1. Iremos utilizar um me´todo geral que envolve a ana´lise da aplicac¸a˜o conhecida como
time map, a qual apresentaremos logo mais. Tal me´todo pode ser aplicado para diferentes
na˜o-linearidades com singularidades. Sendo assim, trabalharemos com uma singuaridade
geral e depois aplicaremos os resultados obtidos no caso espec´ıfico do logaritmo.
Seja f : ]0,∞[ → R uma func¸a˜o crescente de classe C1 que satisfaz
lim
t→0+
f(t) = −∞, (A.1)
Definimos
F (u) :=
∫ u
0
f(t)dt.
Suponhamos ainda que
f e F possuem somente uma raiz positiva. (A.2)
Com relac¸a˜o ao crescimento, vamos supor que f satisfaz
lim
t→∞
f(t)
tα
= C <∞, para algum α > 0. (A.3)
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Como f(t)→ −∞ as t→ 0, e´ claro que F (t) < 0 para 0 < t < Z, onde Z e´ a raiz de F .
Notemos que f(t) = log t e´ um exemplo de na˜o-linearidade com as propriedades listadas
acima.
Seja R > 0 e consideremos o problema{
u′′ + f(u) = 0, 0 < r < R,
u′(0) = u(R) = 0, u(r) > 0, 0 < r < R.
(A.4)
Associado ao problema (A.4) temos o seguinte problema de valor inicial:
u′′ + f(u) = 0, r > 0, (A.5)
u(0) = q u′(0) = 0. (A.6)
Vamos usar a notac¸a˜o u(r, q) para uma func¸a˜o que satisfac¸a (A.5)–(A.6).
Lema A.1 Suponhamos que u := u(·, q) satisfac¸a (A.5)–(A.6) e seja z a raiz de f . Enta˜o
existe τ = τ(p) > 0 tal que:
i) se q > z, enta˜o u e´ decrescente em ]0, τ [;
ii) se q < z, enta˜o u e´ crescente em ]0, τ [.
Demonstrac¸a˜o. Se q > z, enta˜o, por continuidade, existe r0 tal que
u′′ = −f(u) < 0, r ∈]0, r0[
Se u′ > 0 para r ∈]0, r0[, como u′(0) = 0, ter´ıamos u′′ > 0, o que seria uma contradic¸a˜o.
O caso em que q < z e´ tratado de maneira ana´loga. 
Definimos a energia associada com uma soluc¸a˜o u de (A.5) por
E(r) :=
1
2
(u′(r))2 + F (u(r)). (A.7)
Lema A.2 Seja u uma soluc¸a˜o positiva de (A.5) em [r1, r2]. Enta˜o E e´ constante neste
intervalo.
Demonstrac¸a˜o. Basta multiplicarmos (A.5) por u′ e enta˜o integrarmos em [r1, r2]. 
O pro´ximo resultado e´ uma consequeˆncia simples do Lema A.2.
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Lema A.3 Suponhamos que u := u(·, q) satisfac¸a (A.5)–(A.6). Enta˜o:
i) se q > z, u e´ decrescente em todo intervalo de existeˆnciai;
ii) se q < z, u e´ crescente em todo intervalo de existeˆncia;
Pelas propriedades da energia E tambe´m obtemos a seguinte estimativa a priori para
uma soluc¸a˜o u do problema de valor inicial.
Lema A.4 Sejam u := u(·, q) uma soluc¸a˜o de (A.5)–(A.6) e Z a raiz de F . Enta˜o
u(r, q) ≤ max{q, Z}.
Demonstrac¸a˜o. Se q = z, o Teorema de Unicidade para EDO’s implica que u ≡ q.
Suponhamos que q < z. Se tivermos u(r0) = Z para algum r0, enta˜o o Lema A.3 implica
que
E(r0) =
1
2
(u′(r0))2 + F (Z) =
1
2
(u′(r0)) > 0 = E(0)
o que contradiz o fato de E ser constante. Se q > z, enta˜o u(r) < u(0) = q para todo
r > 0 pelo item ii) do Lema A.3. 
o Lema A.4 nos permite obter informac¸o˜es sobre o intervalo maximal de existeˆncia
para soluc¸o˜es.
Lema A.5 Suponhamos que u(·, q) > 0 seja soluc¸a˜o de (A.5)–(A.6) em [0, rM [, onde rM
e´ o tempo maximal de existeˆncia. Enta˜o, u(rM , q) = 0 ou rM =∞.
Demonstrac¸a˜o. Suponhamos que u(·, q) > 0 em [0, rM [. Enta˜o, pelo Lema A.2,
|u′| ≤
√
2(F (u)− F (q)),
e o Lema A.4 implica que u′ tambe´m e´ limitada. Logo, se u(rM , q) 6= 0 e rM 6=∞, enta˜o
u′′ deve ser limitada, o que contradiz o fato de que rM e´ maximal. 
O pro´ximo lema implica que, se q for tal que 0 < q < Z, enta˜o na˜o obteremos uma
soluc¸a˜o para (A.4).
Lema A.6 Pata todo q > 0, o problema (A.5)–(A.6) possui uma u´nica soluc¸a˜o u =
u(·, q), a qual e´ radial, positiva e de classe C2. Se 0 < q < Z, onde Z e´ a raiz de F , enta˜o
u(·, q) > 0 em [0,∞[.
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Demonstrac¸a˜o. Vamos utilizar um argumento de ponto fixo para encontrarmos uma
soluc¸a˜o para (A.5)–(A.6) em um intervalo [0, ε[. Seja q > 0 e tomemos ε > 0 o qual sera´
escolhido mais tarde. Definamos o espac¸o de Banach
X := {(u, v) | u, v : [0, ε]→ R sa˜o cont´ınuas e v(0) = 0},
com norma dada por
‖(u, v)‖X := max{max
0≤s≤ε
|u(s)|, max
0≤s≤ε
|v(s)|}.
Consideremos a aplicac¸a˜o (u, v) 7−→ Φq(u, v) em X dada por
Φq(u, v)(r) :=
(
q +
∫ r
0
v(s)ds,
1
rn−1
∫ r
0
sn−1f(u(s))ds
)
.
Seja B > 0 uma constante (que sera´ especificada mais tarde) e definamos o conjunto
limitado Cq ⊂ X por
Cq := {(u, v) ∈ X | max
0≤s≤ε
|u(s)− q| ≤ B, max
0≤s≤ε
|v(s)| ≤ B}
= {(u, v) ∈ X | ‖(u, v)− (q, 0)‖X ≤ B}.
Se tomarmos
B := sup
0≤s≤ε
{|f(u(s))|, f ′(u(s))} <∞
veremos que
‖Φq(u, v)− (q, 0)‖X ≤ max{Bε,Bε/n} ≤ Bε,
isto e´, Φq(Cq) ⊂ Cq para ε > 0 suficientemente pequeno. Por outro lado, se (u1, v1), (u2, v2) ∈
Cq com ‖(u1, v1)− (u2, v2)‖X = τ , enta˜o,
max
0≤r≤ε
∫ r
0
|v1(s)− v2(s)|ds ≤ τε
e
max
0≤r≤ε
1
rn−1
∫ r
0
sn−1|f(u1(s))− f(u2(s))|ds ≤ Bτε/n.
Portanto, se ε > 0 for tomado suficientemente pequeno, enta˜o Φq : Cq → Cq sera´ Lipschitz
com constante de Lipschitz menor que 1 e possuira´ um ponto fixo.
Suponhamos que 0 < q < Z, sendo que Z e´ a raiz de F . Enta˜o, se r0 > 0 for tal que
u(r0, q) = 0, teremos
E(r0) =
(u′(r0, q))2
2
≥ 0.
Mas, se 0 < q < Z, este fato contradiz o seguinte:
E(r0) ≤ E(0) = F (q) < 0,
o que conclui a demonstrac¸a˜o do lema. 
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A.2 A aplicac¸a˜o time map
Seja T : Dom(T )→ R+ definida por:
Dom(T ) := {q > 0 | u(r, q) = 0, para algum r > 0},
e
T (q) := inf{r > 0 | u(r, q) = 0} = sup{r > 0 | u(s, q) > 0, s ∈ [0, r[}.
A aplicac¸a˜o T e´ chamada time map. Temos que u(·) := u(·, q) ≥ 0 e´ soluc¸a˜o de (A.4) se,
e somente se, T (q) = R. Convencionaremos que T (q) =∞ se u(r, q) > 0 para todo r > 0.
Pelo Lema A.6 temos que Z ≤ q para todo q ∈ Dom(T ), onde Z e´ o zero de F .
A demonstrac¸a˜o do pro´ximo lema pode ser adaptada do Teorema 4 de [48]. Citamos
tambe´m o Lema 4 de [11], que trata do caso espec´ıfico em que a na˜o linearidade e´ formada
por um termo linear mais uma singularidade do tipo −u−β.
Lema A.7 Suponhamos que u(·, q) satisfac¸a (A.5)–(A.6). Enta˜o T (q) < ∞ para q sufi-
cientemente grande.
O pro´ximo lema nos da´ uma fo´rmula expl´ıcita para T .
Lema A.8 Suponhamos que q > Z. Enta˜o:
T (q) =
∫ q
0
1√
2(F (q)− F (u))du. (A.8)
Demonstrac¸a˜o. Como a energia e´ constante,
(u′(s))2
2
+ F (u(s)) = E(0) = F (q).
Logo,
u′(s) = −
√
2(F (q)− F (u)),
pois u′ < 0. Integrando em [0, T (q)] obtemos a fo´rmula para T (q). 
Uma vez obtida a expressa˜o para T , podemos calcular sua derivada. Os detalhes
sobre a diferenciabilidade de T e a demonstrac¸a˜o do pro´ximo lema podem ser encontrados
em [49].
Lema A.9 Suponhamos que q > Z. Enta˜o
T ′(q) = 2−3/2
∫ q
0
θ(q)− θ(u)
q(F (q)− F (u))3/2du, (A.9)
onde
θ(x) := 2F (x)− xf(x).
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A.3 Relac¸a˜o entre o problema de Dirichlet e o problema de
Neumann
Seja u := u(·, q) soluc¸a˜o de (A.5)–(A.6) e denotemos por ξ o primeiro ponto cr´ıtico
de u. Logo, u′(ξ) = 0 e u′(r) < 0 para 0 < r < ξ. Ale´m disso, u′′(ξ) ≥ 0, o que implica
que f(u(ξ)) ≤ 0. Portanto, u(ξ) ≤ z ≤ Z e
E(ξ) =
u′(ξ)2
2
+ F (u(ξ)) < 0.
Entretanto,
E(T (q)) =
u′(T (q))2
2
+ F (u(T (q))) ≥ 0,
o que contradiz o fato de E ser constante. Seja D := Dom(T ). O Lema A.7 implica que
D 6= ∅. Ale´m disso, pelo Lema A.6, se q ∈ D, enta˜o q ≥ Z. Seja
qc := inf{q | q ∈ D}.
Os ca´lculos contidos nas pa´ginas 341 e 342 de [11] podem ser adaptados aqui e implicam
que qc ∈ D e T (qc) < ∞. Na˜o faremos os detalhes pois a demonstrac¸a˜o do Lema A.12
fornece uma demonstrac¸a˜o alternativa para este fato.
Suponhamos que u′(T (qc)) 6= 0 e consideremos a equac¸a˜o u(r) = 0. O Teorema
da Func¸a˜o Impl´ıcita implica que existe uma func¸a˜o r(q) tal que u(r(q)) = 0 em uma
vizinhanc¸a de qc. Entretanto, isto esta´ em contradic¸a˜o com o fato de qc ser o ı´nfimo de D.
Com isso, acabamos de provar o seguite lema:
Lema A.10 Existe um valor qc tal que o problema (A.5)–(A.6) com condic¸a˜o inicial qc
possui uma u´nica soluc¸a˜o u(·, qc) que satisfaz
u(T (qc), qc) = u
′(T (qc), qc) = 0
A.4 Aplicac¸a˜o ao problema com na˜o-linearidade logar´ıtmica
Seja R > 0 e consideremos o problema{
u′′ + log u = 0, 0 < r < R,
u(−R) = u(R) = 0. (A.10)
Vamos aplicar os resultados das Sec¸o˜es A.1–A.3 para estudarmos as soluc¸o˜es radiais do
problema (A.10). Estamos no caso em que f(t) = log t. Logo, com a notac¸a˜o das sec¸o˜es
anteriores, z = 1 e´ a raiz de f e Z = e e´ a raiz de F .
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Lema A.11 Existe R∗ > 0 tal que, se 0 < R < R∗, enta˜o o problema (A.10) na˜o possui
soluc¸a˜o positiva.
Demonstrac¸a˜o. Basta notarmos que, pelo Lema A.8, temos que T (q) e´ limitada inferi-
ormente por uma constante positiva. 
Lema A.12 Seja T a aplicac¸a˜o time map associada com o problema (A.10). Enta˜o:
0 < lim
q→Z+
T (q) <∞ e lim
q→∞
T (q) =∞.
Em particular, por continuidade T (Z) esta´ bem definida.
Demonstrac¸a˜o. Notemos que F (q) → 0 quando q → Z+. Logo, pelo Teorema da
Convergeˆncia Dominada,∫ q
0
1√
2(F (q)− F (u))du −→
∫ Z
0
1√−2F (u)du <∞, (A.11)
quando q → Z+. Portanto, o primeiro limite e´ verdadeiro. Para verificar a validade do
segundo limite, podemos fazer a mudanc¸a de vara´vel u = tq em (A.8) para obtermos,
para q grande:
T (q) ≈ Cq1/2, (A.12)
para alguma constante C que independe de q. Isto conclui a demonstrac¸a˜o do lema. 
A seguir analisaremos a derivada de T .
Lema A.13 Seja T a aplicac¸a˜o time map associada com o problema (A.10). Enta˜o existe
q0 tal que T e´ decrescente para Z < q < q0 e crescente para q > q0.
Demonstrac¸a˜o. Com a mudanc¸a de varia´vel u = tq obtemos
T ′(q) = 2−3/2
∫ 1
0
θ(q)− θ(tq)
(F (q)− F (tq))3/2dt.
Pela definic¸a˜o de θ,
θ(q)− θ(tq) = q log q − tq log tq + 2q(t− 1). (A.13)
A igualdade (A.13) implica que existe q0 > Z tal que θ(q)−θ(tq) < 0 para todo 0 < t < 1
e todo Z < q < q′, enquanto que θ(q) − θ(tq) > 0 para todo 0 < t < 1 e todo q > q′.
Logo, T ′ tambe´m muda de sinal em algum ponto q0. 
Os resultados desta sec¸a˜o juntamente com o Lema A.10 implicam no teorema a seguir.
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Teorema A.14 Existe R∗ tal que o problema (A.10) na˜o possui soluc¸a˜o positiva para
0 < R < R∗. Quando R = R∗ a soluc¸a˜o e´ u´nica. Existe R∗∗ > R∗ tal que (A.10) possui
exatamente duas soluc¸o˜es para R∗ < R ≤ R∗∗ e uma u´nica soluc¸a˜o para R > R∗∗. Ale´m
disso, para Rc = T (e), a soluc¸a˜o de (A.10) satisfaz u(Rc) = u
′(Rc) = 0.
Observac¸a˜o A.15 Os resultados desta sec¸a˜o podem ser adaptados para o caso em que
a na˜o-lineardidade e´ f(u) = log u + λup, com 0 < p < 1 e λ > 0 um paraˆmetro. Para o
problema radial em dimenso˜es superiores com f(u) = −u−β + λup, citamos os trabalhos
[11], onde o autor estuda o caso λ = p = 1, e o trabalho [19] que trata os casos p > 1 se
n = 2 e 1 < p < (n+ 2)/(n− 2) se n ≥ 3.
Apeˆndice B
Exemplos
Neste apeˆndice daremos alguns exemplos de soluc¸o˜es maximais para os problema
(1.1) e (1.6) que servem como motivac¸a˜o para os resultados apresentados no decorrer da
tese. Apresentaremos um resultado de [18] que nos diz que, se Ω for um intervalo e se f
depender somente de u, enta˜o a soluc¸a˜o maximal do problema com poteˆncia (1.6) para
λ < λ∗ sera´ identicamente nula. No caso em que f depende somente de x ∈ Ω e possui
suporte compacto, o Lema 5.6 de [14] implica que, se Ω = BR com R suficientemente
grande, enta˜o a soluc¸a˜o maximal de (1.6) possui suporte compacto. Daremos os detalhes
da demonstrac¸a˜o deste fato. Por fim, usaremos os resultados do Apeˆndice A.1 juntamente
com uma adaptac¸a˜o do Exemplo A de [15] para encontrarmos uma soluc¸a˜o maximal com
suporte compacto para o problema unidimensional (1.1) com na˜o-lineridade logar´ıtmica.
B.1 Exemplos para o problema com poteˆncia
O primeiro resultado desta sec¸a˜o caracteriza a soluc¸a˜o maximal de (1.6) como sendo
estritamente positiva para λ ≥ λ∗ e identicamente nula para 0 < λ < λ∗.
Proposic¸a˜o B.1 (Proposic¸a˜o 2.8 de [18] ou Lema 5.4 de [14]) Suponhamos que Ω
seja um intervalo e que f dependa somente de u. Seja uλ a soluc¸a˜o maximal de (1.6).
Enta˜o uλ > 0 para λ ≥ λ∗ e uλ ≡ 0 para 0 < λ < λ∗.
Demonstrac¸a˜o. Seja uλ a soluc¸a˜o maximal de (1.6) no caso em que Ω :=]A,B[. Supon-
hamos que uλ 6≡ 0 mas que uλ se anule em um ponto de ]A,B[. Denotemos por I a
componente conexa do conjunto aberto {uλ > 0}. Claramente I 6=]A,B[. Seja τ ∈ R tal
que I + τ ⊂]A,B[ e definamos
vτ (x) :=
{
uλ(x− τ) se x ∈ I + τ,
0 se x ∈]A,B[\(I + τ).
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Afirmamos que vτ e´ uma subsoluc¸a˜o de (1.6) sempre que I + τ ⊂]A,B[. De fato, supon-
hamos que I :=]a, b[. Se a, b ∈]A,B[, enta˜o u′λ(a) = u′λ(b) = 0 e vτ sera´ uma soluc¸a˜o. Se
a 6∈]A,B[, isto e´, se a = A, tomemos ϕ ∈ C2(A,B) satisfazendo ϕ(a) = ϕ(B) e ϕ ≥ 0.
Pelo Lema 3.4 de [18] temos que∫ B
A
ϕ′v′τdx =
∫ b
a
u′λϕ
′(·+ τ)dx
=−
∫ b
a
u′′λϕ(·+ τ)dx− ϕ(a+ τ)u′λ(a)
≤−
∫ b
a
−u−βλ + λf(u)dx
=
∫ B
A
−v−βτ + λf(vτ )dx,
o que mostra que vτ e´ uma subsoluc¸a˜o.
Um outro fato simples que afirmamos e´ que, se v1 e v2 sa˜o subsoluc¸o˜es, enta˜o
max{v1, v2} tambe´m sera´. Com isso temos que, se (τk) e´ uma sequeˆncia tal que I + τk ⊂
]A,B[ e ∪∞k=1(I + τk) =]A,B[, enta˜o, para cada m ∈ N,
vm := max
k=1,...,m
vk
sera´ uma subsoluc¸a˜o de (1.6). Como a sequeˆncia (vm) e´ mono´tona crescente, existe v tal
que vm → v quando m→∞. Notemos que v ≤ uλ, v > 0 e v e´ uma subsoluc¸a˜o de (1.6).
Portanto, uλ e´ positiva em ]A,B[, o que contradiz a hipo´tese inicial. 
No caso em que a func¸a˜o f possui suporte compacto, existe um exemplo onde efeti-
vamente temos o surgimento de fronteira livre para (1.6).
Proposic¸a˜o B.2 (Lema 5.7 de [14]) Seja f ≥ 0 tal que f ∈ L∞(Rn) com suporte
compacto. Enta˜o existem R1 > R0 > 0 tais que, para qualquer R > R1, a soluc¸a˜o
maximal u := uR de {−∆u = χ{u>0}(− u−β + f(x)), em BR,
u = 0, em ∂BR,
(B.1)
possui suporte compacto contido em BR0.
Demonstrac¸a˜o. Sejam ρ > 0 e C > 0 tais que f ≤ CχBρ . Afirmamos que basta
estabelecer o resultado para o caso de uma soluc¸a˜o maximal associada a f = χBρ . De
fato, se v e´ a soluc¸a˜o maximal de (B.1) com χBρ no lugar de f , enta˜o u ≤ v. Logo
suppu ⊂ supp v ⊂ BR0 .
B.2 Soluc¸a˜o com suporte compacto para o problema com na˜o-lineridade logar´ıtmica 93
Suponhamos que f = χBρ e seja (Rk) uma sequeˆncia tal que Rk → ∞. Denotemos
por uk a soluc¸a˜o maximal de (B.1) no domı´nio BRk . Como a soluc¸a˜o maximal e´ u´nica,
temos que uk e´ radial. Logo suppuk e´ uma bola. Se o resultado e´ falso, enta˜o, a menos
de uma subsequeˆncia, | suppuk| → ∞. Podemos assumir que Rk e´ o raio da bola suppuk.
Definamos
vk(x) := R
−α
k uk(RKx), x ∈ B1,
onde α := 2/(1 + β). Ca´lculos simples mostram que vk satisfaz
−∆vk = −v−βk + fk, em B1,
vk > 0, em B1,
vk = 0, em ∂B1,
onde fk(x) := R
2−α
k f(Rkx). Integrando esta equac¸a˜o em B1 obtemos
0 ≤ −
∫
∂B1
∂νvkdσ = −
∫
B1
v−βk dx+R
−n+2−α
∫
Rn
fdx.
Tomando o limite quando k →∞ deduzimos que∫
B1
v−βk dx→ 0. (B.2)
Mas e´ poss´ıvel mostrar que existe uma constante C > 0 independente de k tal que
vk(x) ≤ Cδ(x), para qualquer x ∈ B1 \B1/4. (B.3)
Este fato implica que
∫
B1
vkdx e´ limitada inferiormente por uma constante positiva, o que
contradiz (B.2).
Para demonstrar (B.3) observamos primeiro que vk ≤ ξk, onde ξk e´ soluc¸a˜o de{−∆ξk = fk, em B1,
ξk = 0, em ∂B1.
Como a sequeˆncia (fk) e´ limitada e fk ≡ 0 em B1 \ B1/4 para todo k, o Teorema C.4
implica na validade de (B.3). 
B.2 Soluc¸a˜o com suporte compacto para o problema com
na˜o-lineridade logar´ıtmica
Nesta sec¸a˜o usaremos os resultados do Apeˆndice A.1 juntamente com uma adaptac¸a˜o
do Exemplo A de [15] para encontrarmos uma soluc¸a˜o maximal do problema com na˜o-
lineridade logar´ıtmica com suporte compacto. Vamos demonstrar o seguinte resultado:
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Proposic¸a˜o B.3 Existe R > 0 e uma func¸a˜o f ≥ 0 tal que o problema (1.1) em dimensa˜o
n = 1, considerado em ]−R,R[, possui uma soluc¸a˜o maximal u 6≡ 0 com suporte compacto
neste intervalo.
Consideremos o problema de valor inicial
u′′ + log u+ 1 = 0, r > 0, (B.4)
u(0) = q u′(0) = 0. (B.5)
Os resultados das Sec¸o˜es A.1–A.3 podem ser aplicados para se demonstrar o seguinte
resultado.
Lema B.4 Seja T a aplicac¸a˜o time map associada ao problema (B.4). Existe um valor qc
tal que o problema (B.4)–(B.5) possui uma u´nica soluc¸a˜o u que satisfaz
u(Rc) = u
′(Rc) = 0,
onde Rc := T (qc).
Demonstrac¸a˜o da Proposic¸a˜o B.3: Seja R > Rc e consideremos a func¸a˜o f : R → R
definida por f(x) := χ]−Rc,Rc[. Com estas hipo´teses temos que u sera´ uma soluc¸a˜o na˜o
trivial de (1.1) em ] − R,R[. Seja u a soluc¸a˜o maximal de (1.1) em ] − R,R[. Vamos
mostrar que, se R for suficientemente grande, enta˜o u possuira´ suporte compacto em
Ω :=]−R,R[. Definamos
B := sup{t ∈]Rc, R[ | u > 0 em ]0, t[}.
Notemos que
u′′ + log u+ 1 = 0, em ]−Rc, Rc[.
Integrando esta equac¸a˜o em ]−Rc, 0[ obtemos
u′(0)− u′(−Rc) :=
∫ Rc
0
u′′dr = −
∫ Rc
0
log udr −Rc.
Como u′(0) = 0 (pois u e´ radial), temos que
u′(−Rc) =
∫ Rc
0
log udr +Rc, (B.6)
Por outro lado, se seguirmos os argumentos utilizados na demonstrac¸a˜o do Lema A.2, e´
poss´ıvel demonstrar que a energia associada ao problema (1.1) em ]−B,−Rc[ e´ constante.
Em outras palavras,
(u′)2
2
+ u log u− u = C, em ]−B,−Rc[,
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para uma constante C. Como u(−B) = 0, devemos ter C ≥ 0, e isto implica que
(u′)2
2
≥ u− u log u, em ]−B,−Rc[. (B.7)
Pelo Lema 2.5 temos que u satisfaz a desigualdade
u(r) ≥ c(r +B)2, para qualquer r ∈]−B,−Rc[, (B.8)
onde a constante c na˜o depende de B. Em particular, substituindo r = −Rc em (B.8),
usando (B.7) e (B.6) obtemos
c(B −Rc)2 ≤ u ≤ (u
′)2
2
+ u log u ≤
(∫ Rc
0
log udr
)2
+R2c + u log u,
onde fica subentedido que u esta´ sendo calculado em −Rc. Portanto,
B ≤ Rc + A,
para alguma constante A > 0, isto e´, B e´ limitado e u possui suporte compacto. Com
isto demonstramos a Proposic¸a˜o B.3. 
Apeˆndice C
Resultados auxiliares para problemas
el´ıpticos
Neste apeˆndice apresentaremos algumas estimativas cla´ssicas para problemas el´ıpticos
que utilizamos no decorrer da tese.
C.1 Teoremas de regularidade
Nesta sec¸a˜o apresentaremos algumas estimativas de regularidade que utilizamos no
decorrer do texto. A refereˆncia cla´ssica para tais resultados e´ [29] em seus Cap´ıtulos 6 e 8,
mas vamos apresentar os resultados em formatos espec´ıficos que podem ser encontrados em
outras refereˆncias como [33],[34], [45] e [46]. Iniciamos com um teorema de regularidade
el´ıptica em W 2,p(Ω).
Teorema C.1 ([29], Teorema 9.15 e Lema 9.17) Seja Ω ⊂ Rn um domı´nio limitado
e suave e f ∈ Lp(Ω), 1 < p < ∞. Suponha que a ∈ L∞(Ω), a ≥ 0. Enta˜o existe uma
u´nica func¸a˜o u ∈ W 2,p(Ω) ∩W 1,p0 (Ω) tal que{−∆u+ a(x)u = f, em Ω,
u = 0, em ∂Ω.
Ale´m disso, existe uma constante C > 0 independente de u e de f tal que
‖u‖W 2,p(Ω) ≤ C‖f‖Lp(Ω).
Para facilitarmos a leitura, vamos apresentar o conceito de Ho¨lder regularidade.
Definic¸a˜o C.2 Sejam f : Ω → R, x0 ∈ Ω, 0 < α < 1. A func¸a˜o f e´ chamada Ho¨lder
cont´ınua em x0 com expoente α se
sup
x∈Ω
|f(x)− f(x0)|
|x− x0|α <∞.
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A func¸a˜o f e´ chamada Ho¨lder cont´ınua em Ω se ela e´ Ho¨lder cont´ınua em cada x0 ∈ Ω
(com expoente α). Neste caso escrevemos f ∈ Cα(Ω). Similarmente, Ck,α(Ω) e´ o espac¸o
das func¸o˜es f ∈ Ck(Ω) cujas k-e´simas derivadas sa˜o Ho¨lder cont´ınuas com expoente α.
Definimos uma seminorma em Cα(Ω) por
|f |Cα(Ω) := sup
x,y∈Ω
|f(x)− f(y)|
|x− y|α ,
e a norma em Ck,α(Ω) e´ dada por
‖f‖Ck,α(Ω) := ‖f‖Ck(Ω) + |f |Cα(Ω).
Teorema C.3 ([33], Corola´rio 10.2.1) Seja Ω ⊂ Rn um domı´nio limitado e suave e
f ∈ Cα(Ω). Suponha que a ∈ L∞(Ω), a ≥ 0. Enta˜o a soluc¸a˜o u de{−∆u+ a(x)u = f, em Ω,
u = 0, em ∂Ω,
satisfaz u ∈ C2,α(Ω) e, ale´m disso
‖u‖C2,α(Ω) ≤ C‖f‖Cα(Ω),
onde C > 0 e´ uma constante que depende somente de α, n e de Ω.
Teorema C.4 ([33], Teorema 10.1.1) Sejam Ω ⊂ Rn um domı´nio suave e limitado e
f ∈ L∞(Ω). Suponhamos que u satisfac¸a
∆u = f, q.t.p. em Ω.
Enta˜o u ∈ C1,α(Ω) e
‖u‖C1,α(Ω) ≤ C‖f‖L∞(Ω), para qualquer α ∈]0, 1[,
onde a constante C depende somente de n, α e de Ω.
No caso em que o domı´nio considerado e´ uma bola, podemos ainda obter uma esti-
mativa gradiente com constantes que envolvem o raio.
Teorema C.5 ([46], Lema 1.7.3) Suponhamos que u seja uma soluc¸a˜o fraca de ∆u =
f em BR e que f seja limitada em BR. Enta˜o u ∈ C1,α(BR), para qualquer α ∈]0, 1[ e
satisfaz a estimativa
R‖∇u‖L∞(BθR) ≤ C(‖u‖L∞(BR) +R2‖f‖L∞(BR)),
para todo θ ∈]0, 1[ e uma constante C > 0 que depende somente de n, α e θ.
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No caso em que buscamos estimativas L∞ para soluc¸o˜es do problema de Dirichlet em
uma bola, podemos utilizar o seguinte resultado.
Lema C.6 Seja Ω ⊂ Rn um domı´nio suave e limitado e suponhamos que u ≥ 0 satisfac¸a{−∆u = f, em Ω,
u = 0, em ∂Ω,
com f ∈ L∞(Ω). Enta˜o u satisfaz a estimativa
‖u‖L∞(Ω) ≤ diam(Ω)
2
8n
‖f‖L∞(Ω).
Demonstrac¸a˜o. Seja R := diam(Ω)/2 e consideremos BR := BR(x0), com x0 ∈ Ω de
forma que Ω ⊂ BR. Atrave´s de uma translac¸a˜o podemos assumir x0 = 0. Seja v soluc¸a˜o
de {−∆v = ‖f‖L∞(Ω), em BR,
v = 0, em ∂BR.
Denotemos por u e f as estenso˜es de u e f por zero em BR \ Ω, de forma que{−∆u = f, em BR,
u = 0, em ∂BR.
Pelo Princ´ıpio do Ma´ximo u ≤ v em BR. Mas v e´ radial e explicitamente temos
v(r) =
‖f‖L∞(Ω)
2n
(R2 − r2).
Logo
v(r) ≤ v(0) = R
2
2n
‖f‖L∞(Ω).
Como
‖u‖L∞(Ω) = ‖u‖L∞(BR) = ‖v‖L∞(BR),
o resultado esta´ demonstrado. 
C.3 Uma estimativa L∞ em um domı´nio qualquer
Nesta sec¸a˜o vamos considerar o problema (1.16). A estimativa do seguinte resultado
e´ uma consequeˆncia da Desigualdade Isoperime´trica e de resultados de simetrizac¸a˜o.
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Lema C.7 ([5], Lema 2.5) Seja Ω ⊂ Rn um domı´nio limitado e suave. A soluc¸a˜o Y
de {−∆Y = 1, em Ω,
Y = 0, em ∂Ω,
e´ estritamente positiva em Ω e satisfaz a estimativa
‖Y ‖L∞(Ω) ≤
( |Ω|
|B|
)2/n
(2n)−1.
C.4 Estimativas para func¸o˜es harmoˆnicas
Relembremos algumas estimativas ba´sicas para func¸o˜es harmoˆnicas.
Lema C.8 (Lema 1.4.1 de [46] e Lema 9.2 de [17]) Sejam U ⊂ Rn um domı´nio suave
e limitado, g ∈ L1(∂U) e U ′ ⊂⊂ U . Suponhamos que h ∈ H1(Ω) satisfac¸a{−∆h = 0, em U,
h = g, em ∂U.
Enta˜o h satisfaz
sup
U ′
|Dkh| ≤ C1‖h‖L1(U) ≤ C2‖g‖L1(∂U),
onde C1 > 0 depende somente de k e de dist(U
′, ∂U) e C2 depende somente de U .
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