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In this paper, we introduce an iterative method for finding a common element of the set
of solutions of the generalized equilibrium problems, the set of solutions for the systems
of nonlinear variational inequalities problems and the set of fixed points of nonexpansive
mappings inHilbert spaces. Furthermore,we apply ourmain result to the set of fixed points
of an infinite family of strict pseudo-contraction mappings. The results obtained in this
paper are viewed as a refinement and improvement of the previously known results.
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1. Introduction and preliminaries
Let H be a real Hilbert space whose inner product and norm are denoted by ⟨·, ·⟩ and ‖ · ‖, respectively. Let C be
a nonempty closed convex subset of H . Let ϕ : C → R be a real-valued function, Q : C → H be a mapping and
Φ : H × C × C → R be an equilibrium-like function, that is, Φ(w, u, v)+ Φ(w, v, u) = 0 for all (w, u, v) ∈ H × C × C .
We consider the following generalized equilibrium problem:
Find x∗ ∈ C such that
Φ(Qx∗, x∗, y)+ ϕ(y)− ϕ(x∗) ≥ 0, ∀y ∈ C . (1.1)
We denote the set of solutions of the generalized equilibrium problem (1.1) by GEP(C,Q ,Φ, ϕ).
Special cases of the problem (1.1) are as follows:
(I) LetΦ(w, u, v) = F(u, v), where F : C×C → R. Then the problem (1.1) reduces to the following equilibriumproblem:
Find x∗ ∈ C such that F(x∗, v)+ ϕ(v)− ϕ(x∗) ≥ 0, ∀v ∈ C .
This problem was studied by Flores-Bazan [1].
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(II) If ϕ = 0 andΦ(w, u, v) = F(u, v), where F : C × C → R, then the problem (1.1) becomes the following equilibrium
problem:
Find x∗ ∈ C such that F(x∗, v) ≥ 0, ∀v ∈ C . (1.2)
(III) IfΦ(w, u, v) = ⟨w, v − u⟩ for all (w, u, v) ∈ H × C × C , then the problem (1.1) reduces to the following problem:
Find x∗ ∈ C such that ⟨Qx∗, v − x∗⟩ + ϕ(v)− ϕ(x∗) ≥ 0, ∀v ∈ C .
This problem was studied by Dien [2] and Noor [3].
(IV) If ϕ = 0 andΦ(w, u, v) = ⟨w, v− u⟩ for all (w, u, v) ∈ H × C × C , then the problem (1.1) reduces to the following
classical variational inequality: problem:
Find x∗ ∈ C such that ⟨Qx∗, v − x∗⟩ ≥ 0, ∀v ∈ C .
In brief, for an appropriate choice of the mapping Q , the functions Φ , ϕ and the convex set C , one can obtain a number
of the various classes of equilibrium problems as special cases.
In particular, the equilibrium problems (1.2) which were introduced by Blum-Oettli [4] and Noor-Oettli [5] in 1994 have
had a great impact and influence on the development of several branches of pure and applied sciences. In [4,5], it has been
shown that equilibrium problems include variational inequalities, fixed point, Nash equilibrium and game theory as special
cases. This means that the equilibrium problem theory provides a novel and unified treatment of a wide class of problems
which arise in economics, finance, image reconstruction, ecology, transportation, network, elasticity and optimization.
Hence collectively, equilibrium problems cover a vast range of applications.
Related to the equilibrium problems, we also have the problems of finding the fixed points of the nonlinear mappings,
which is the subject of current interest in functional analysis. It is natural to construct a unified approach for these problems.
In this direction, several authors have introduced some iterative schemes for finding a common element of the set of
solutions of the equilibrium problems and the set of fixed points of nonlinear mappings (for examples, see [6–12] and the
references therein).
On the other hand, for two nonlinear mappings A, B : C → H , we consider the following system of nonlinear variational
inequalities problems:Find (x∗, y∗) ∈ C × C such that
⟨λ Ay∗ + x∗ − y∗, x− x∗⟩ ≥ 0, ∀x ∈ C,
⟨ρBx∗ + y∗ − x∗, x− y∗⟩ ≥ 0, ∀x ∈ C,
(1.3)
where λ and ρ are positive numbers.
In particular, ifA = B, then theproblem (1.3)was studied byVerma [13–16]. Recently, Ceng-Wang-Yao [17] considered an
iterative method for the system of variational inequalities (1.3) and obtained a strong convergence theorem for the problem
(1.3) and a fixed point problem for a single nonexpansive mapping (see [17] for more details).
Motivated by the recent research work going on in this fascinating field, in this paper we introduce a general iterative
method for finding a common element of the set of solutions for the problem (1.1), the set of solutions for the problem (1.3)
and the set of fixed points of a nonexpansive mapping. Consequently, we apply our main result to the set of fixed points of
an infinite family of nonexpansivemappings and also the set of fixed points of an infinite family of strict pseudo-contraction
mappings. The results obtained in this paper can be viewed as an important extension of the previously known results.
We now recall some well-known concepts and results.
Definition 1.1. A mapping S : C → C is said to be Lipschitz continuous if there exists a positive constant L > 0 such that
‖Sx− Sy‖ ≤ L‖x− y‖, ∀x, y ∈ C .
In the case L = 1, the mapping S is known as a nonexpansive mapping. If S : C → C is a mapping, we denote the set of
fixed points of S by F(S), that is, F(S) = {x ∈ C : Sx = x}.
Let C be a nonempty closed convex subset ofH . It is well known that, for any z ∈ H , there exists a unique nearest point
in C , denoted by PCz, such that
‖z − PCz‖ ≤ ‖z − y‖, ∀y ∈ C .
Such amapping PC is called themetric projection ofH on to C . We know that PC is nonexpansive. Furthermore, for any z ∈ H
and u ∈ C ,
u = PCz ⇐⇒ ⟨u− z, w − u⟩ ≥ 0, ∀w ∈ C . (1.4)
Let ϕ : C → R be a real-valued function, Q : C → H be a mapping and Φ : H × C × C → R be an equilibrium-like
function. Let r be a positive number. For any x ∈ C , we consider the following problem:
Find y ∈ C such that
Φ(Qx, y, z)+ ϕ(z)− ϕ(y)+ 1
r
⟨ y− x, z − y⟩ ≥ 0, ∀z ∈ C, (1.5)
which is known as the auxiliary generalized equilibrium problem.
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Let T (r) : C → C be the mapping such that, for each x ∈ C, T (r)(x) is the solution set of the auxiliary problem (1.5), i.e.,
T (r)(x) =

y ∈ C : Φ(Qx, y, z)+ ϕ(z)− ϕ(y)+ 1
r
⟨ y− x, z − y⟩ ≥ 0, ∀z ∈ C

,∀x ∈ C .
From now on, we will assume the following Condition (∆):
(a) T (r) is single-valued;
(b) T (r) is nonexpansive;
(c) F(T (r)) = GEP(C,Q ,Φ, ϕ).
The following example shows the sufficient conditions for the existence of the Condition (∆).
Example 1.2 ([7]). Let C be a nonempty bounded closed convex subset of a real Hilbert spaceH and ϕ : C → R be a lower
semi-continuous and convex functional. Let Q : C → H be a mapping and Φ : H × C × C → R be an equilibrium-like
function that satisfies the following conditions:
(Φ1) for any fixed y ∈ C, (w, x) → Φ(w, x, y) is an upper semi-continuous function fromH × C to R, that is, whenever
wn → w and xn → x as n →∞, we have
lim sup
n→∞
Φ(wn, xn, y) ≤ Φ(w, x, y);
(Φ2) for any fixed (w, y) ∈ H × C, x → Φ(w, x, y) is a concave function;
(Φ3) for any fixed (w, x) ∈ H × C, y → Φ(w, x, y) is a convex function.
Then (a) and (c) of the Condition (∆) hold true. If, in addition, the mappingΦ : H × C × C → R satisfies the following:
Φ(Qx1, T (r)(x1), T (r)(x2))+ Φ(Qx2, T (r)(x2), T (r)(x1)) ≤ 0, ∀(x1, x2) ∈ C × C,
then the mapping T (r) is firmly nonexpansive, that is,
‖T (r)u− T (r)v‖2 ≤ ⟨T (r)u− T (r)v, u− v⟩, ∀u, v ∈ C .
Remark 1.3. The boundedness of the convex set C in the Example 1.2 can be replaced by the following weaker condition:
For any x ∈ C , there exist a bounded subset Dx ⊂ C and zx ∈ C such that
Φ(Qx, y, zx)+ ϕ(zx)− ϕ(y)+ 1r ⟨ y− x, zx − y⟩ < 0, ∀y ∈ C \ Dx.
Now, assuming that the Condition (∆) is satisfied, then we can introduce the following algorithm:
Algorithm (I). Let ρ and λ be two positive numbers. Let A, B : C → H and S : C → C bemappings. For any u, x1 ∈ C , there
exist sequences {un}, {yn}, {zn} and {xn} in C such that
Φ(Qxn, un, v)+ ϕ(v)− ϕ(un)+ 1r ⟨un − xn, v − un⟩ ≥ 0, ∀v ∈ C,
yn = PC (xn − ρBxn),
zn = PC (yn − λ Ayn),
xn+1 = anu+ bnxn + cn [γ1Sxn + γ2un + γ3zn] , ∀n ≥ 1,
where {an}, {bn}, {cn} are real sequences in [0, 1] and γ1, γ2, γ3 ∈ (0, 1) such that an + bn + cn = 1 for all n ≥ 1 and
γ1 + γ2 + γ3 = 1.
Of course, we will use the Algorithm (I) to obtain our main results in this paper. To do this, we also need the following
lemmas:
Lemma 1.4 ([18]). Let C be a nonempty closed convex subset of a strictly convex Banach space E. If, for each n ≥ 1, Tn : C → C
is a nonexpansive mapping, then there exists a nonexpansive mapping T : C → C such that
F(T ) =
∞
n=1
F(Tn).
In particular, if
∞
n=1 F(Tn) ≠ ∅, then the mapping T =
∑∞
n=1 µnTn satisfies the above requirement, where {µn} is a sequence
of positive real numbers such that
∑∞
n=1 µn = 1.
Lemma 1.5 ([17]). Let ρ and λ be positive numbers. For any x∗, y∗ ∈ C with y∗ = PC (x∗ − ρBx∗), (x∗, y∗) is a solution of the
problem (1.3) if and only if x∗ is a fixed point of the mapping D : C → C defined by
D(x) = PC [PC (x− ρBx)− λ APC (x− ρBx)] , ∀x ∈ C .
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Lemma 1.6 ([19]). Let E be a uniformly convex Banach space, C be a nonempty closed convex subset of E and S : C → C be a
nonexpansive mapping. Then I − S is demi-closed at zero, i.e., if {xn} converges weakly to a point x ∈ C and {xn− Sxn} converges
to zero, then x = Sx.
Lemma 1.7 ([20]). Let {xn} and {ln} be bounded sequences in a Banach space E and bn be a sequence in [0, 1] with
0 < lim inf
n→∞ bn ≤ lim supn→∞ bn < 1.
Suppose that xn+1 = (1− bn)ln + bnxn for all n ≥ 1 and
lim sup
n→∞
(‖ln+1 − ln‖ − ‖xn+1 − xn‖) ≤ 0.
Then limn→∞ ‖ln − xn‖ = 0.
Lemma 1.8 ([21]). Assume that {θn} is a sequence of nonnegative real numbers such that
θn+1 ≤ (1− an)θn + δn, ∀n ≥ 1,
where {an} is a sequence in (0, 1) and {δn} is a sequence such that
(i)
∑∞
n=1 an = ∞;
(ii) lim sup
n→∞
δn
an
≤ 0 or∑∞n=1 |δn| <∞.
Then limn→∞ θn = 0.
2. Main results
Now, we are in a position to state and prove our main results.
Theorem 2.1. Let C be a nonempty closed convex subset of a Hilbert space H . Let A, B : C → H be two nonlinear mappings
and S : C → C be a nonexpansive mapping. Assume that the Condition (∆) is satisfied and
Ω = GEP(C,Q ,Φ, ϕ) ∩ F(S) ∩ F(D) ≠ ∅,
where the mapping D is defined by Lemma 1.5. Let u ∈ C be fixed and {un}, {yn}, {zn}, {xn} be four sequences in C generated
by Algorithm (I). If the following conditions are satisfied:
(i) (I − λ A) and (I − ρB) are nonexpansive mappings, where ρ and λ are positive constants;
(ii) limn→∞ an = 0 and ∑∞n=1 an = ∞;
(iii) 0 < lim infn→∞ bn ≤ lim supn→∞ bn < 1,
then the sequence {xn} defined by the Algorithm (I) converges strongly to a pointx = PΩu. Moreover, if y = PC (x− ρBx ), then
(x,y ) is a solution to the problem (1.3).
Proof. Note that the second part follows directly from the first part and Lemma 1.5. Now, the proof of the first part is divided
into the six steps as follows:
Step 1: PΩ is well defined.
In fact, firstly, since T (r) is a nonexpansive mapping,Ω ≠ ∅ and
F(T (r)) = GEP(C,Q ,Φ, ϕ),
we have GEP(C,Q ,Φ, ϕ) is a nonempty closed convex set.
Next, by the definition of the mapping D, we observe that
D = PC [PC (I − ρB)− λ APC (I − ρB)] = PC (I − λ A)PC (I − ρB).
Consequently, since I − λ A and I − ρB are nonexpansive mappings, we know that D is a nonexpansive mapping and hence
F(D) is a closed convex set.
On the other hand, since the mapping S is nonexpansive, we have the set F(S) is a closed convex subset ofH . Therefore,
it follows thatΩ = GEP(C,Q ,Φ, ϕ) ∩ F(D) ∩ F(S) is a nonempty closed convex subset ofH . Thus the mapping PΩ is well
defined.
Step 2: The sequence {xn} is bounded.
In fact, let x∗ ∈ Ω . Since x∗ = Dx∗, we have
x∗ = PC

PC (x∗ − ρBx∗)− λ APC (x∗ − ρBx∗)

.
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Putting y∗ = PC (x∗ − ρBx∗), we have
x∗ = PC (y∗ − λ Ay∗).
Let en = γ1Sxn + γ2un + γ3zn for all n ≥ 1 and consider the following computation:
‖en − x∗‖ = ‖γ1Sxn + γ2un + γ3zn − x∗‖
≤ γ1‖Sxn − x∗‖ + γ2‖un − x∗‖ + γ3‖zn − x∗‖
≤ γ1‖xn − x∗‖ + γ2‖T (r)xn − T (r)x∗‖ + γ3‖PC (I − λ A)yn − PC (y∗ − λ Ay∗)‖
≤ γ1‖xn − x∗‖ + γ2‖xn − x∗‖ + γ3‖yn − y∗‖
= γ1‖xn − x∗‖ + γ2‖xn − x∗‖ + γ3‖PC (I − ρB)xn − PC (I − ρB)x∗‖
≤ γ1‖xn − x∗‖ + γ2‖xn − x∗‖ + γ3‖xn − x∗‖
= ‖xn − x∗‖, ∀n ≥ 1,
and
‖x2 − x∗‖2 = ‖a1u+ b1x1 + c1e1 − x∗‖2
≤ a1‖u− x∗‖ + b1‖x1 − x∗‖ + c1‖e1 − x∗‖
≤ a1‖u− x∗‖ + b1‖x1 − x∗‖ + c1‖x1 − x∗‖
≤ a1‖u− x∗‖ + (1− a1)‖x1 − x∗‖
≤ max{‖u− x∗‖, ‖x1 − x∗‖}. (2.1)
From (2.1) and induction, we know that the sequence {xn} is bounded and so are {un}, {yn} and {zn}.
Step 3: limn→∞ ‖xn+1 − xn‖ = 0.
To do this, in view of condition (iii), without loss of generalitywemay assume that bn ∈ (0, 1) for all n ∈ N. Consequently,
this allows us to put
ln = xn+1 − bnxn1− bn , ∀n ≥ 1, (2.2)
which implies that
xn+1 − xn = (1− bn)(ln − xn), ∀n ≥ 1. (2.3)
Now, by (2.2), (2.3), Lemma 1.7 and condition (iii), we show that
lim sup
n→∞
(‖ln+1 − ln‖ − ‖xn+1 − xn‖) ≤ 0. (2.4)
First, we compute ln+1 − ln. Consider the following computation:
ln+1 − ln = an+1u+ cn+1en+11− bn+1 −
anu+ cnen
1− bn
= an+1
1− bn+1 u+
1− bn+1 − an+1
1− bn+1 en+1 −
an
1− bn u−
1− bn − an
1− bn en
= an+1
1− bn+1 (u− en+1)+
an
1− bn (en − u)+ en+1 − en, ∀n ≥ 1, (2.5)
‖en+1 − en‖ = ‖γ1Sxn+1 + γ2un+1 + γ3zn+1 − (γ1Sxn + γ2un + γ3zn)‖
≤ γ1‖Sxn+1 − Sxn‖ + γ2‖un+1 − un‖ + γ3‖zn+1 − zn‖
= γ1‖Sxn+1 − Sxn‖ + γ2‖T (r)xn+1 − T (r)xn‖ + γ3‖zn+1 − zn‖
≤ γ1‖xn+1 − xn‖ + γ2‖xn+1 − xn‖ + γ3‖zn+1 − zn‖, ∀n ≥ 1, (2.6)
and
‖zn+1 − zn‖ = ‖PC (yn+1 − λ Ayn+1)− PC (yn − λ Ayn)‖
≤ ‖(I − λ A)yn+1 − (I − λ A)yn‖
≤ ‖yn+1 − yn‖
= ‖PC (xn+1 − ρBxn+1)− PC (xn − ρBxn)‖
≤ ‖(I − ρB)xn+1 − (I − ρB)xn‖
≤ ‖xn+1 − xn‖, ∀n ≥ 1. (2.7)
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Substituting (2.7) into (2.6) yields that
‖en+1 − en‖ ≤ ‖xn+1 − xn‖, ∀n ≥ 1. (2.8)
Using (2.5) and (2.8), we have
‖ln+1 − ln‖ − ‖xn+1 − xn‖ ≤ an+11− bn+1 ‖u− en+1‖ +
an
1− bn ‖en − u‖, ∀n ≥ 1. (2.9)
thus it follows from conditions (ii) and (iii) that
lim sup
n→∞
(‖ln+1 − ln‖ − ‖xn+1 − xn‖) ≤ 0,
that is, (2.4) is satisfied.
Step 4: xn − en → 0 as n →∞.
From Algorithm (I), we have
cn(en − xn) = xn+1 − xn + an(xn − u),
which implies that
cn‖en − xn‖ ≤ ‖xn+1 − xn‖ + an‖(xn − u)‖
and so, from conditions (ii) and lim
n→∞ ‖xn+1 − xn‖ = 0, it follows that
lim
n→∞ ‖en − xn‖ = 0. (2.10)
Step 5: lim sup
n→∞
⟨u−x, xn −x ⟩ ≤ 0, wherex = PΩu.
Since {xn} is a bounded sequence, there exist a subsequence {xnj} of {xn} and p ∈ C such that {xnj} converges weakly to a
point p as j →∞ and
lim sup
n→∞
⟨u−x, xn −x⟩ = lim sup
j→∞
⟨u−x, xnj −x⟩. (2.11)
Now, we show that p ∈ Ω = GEP(C,Q ,Φ, ϕ) ∩ F(D) ∩ F(S). To show this, define a mapping G : C → C by
Gx = γ1Sx+ γ2T (r)x+ γ3Dx, ∀x ∈ C .
From Lemma 1.4, it follows that G is a nonexpansive mapping such that
F(G) = F(S) ∩ F(T (r)) ∩ F(D).
On the other hand, from (2.10), we obtain
lim
j→∞ ‖Gxnj − xnj‖ = 0.
Thus, by Lemma 1.6, we have p ∈ F(G) = Ω . Consequently, from (1.4) and (2.11), it follows that
lim sup
n→∞
⟨u−x, xn −x⟩ = lim sup
j→∞
⟨u−x, xnj −x⟩
= ⟨u−x, p−x⟩
≤ 0. (2.12)
Step 6: xn →x as n →∞.
Notice that
‖xn+1 −x‖2 = ‖anu+ bnxn + cnen −x‖2
= ⟨an(u−x)+ bn(xn −x)+ cn(en −x), xn+1 −x⟩
≤ an⟨u−x, xn+1 −x⟩ + bn‖xn −x‖‖xn+1 −x‖ + cn‖en −x‖‖xn+1 −x‖
≤ an⟨u−x, xn+1 −x⟩ + bn‖xn −x‖‖xn+1 −x‖ + cn‖xn −x‖‖xn+1 −x‖
= an⟨u−x, xn+1 −x⟩ + (1− an)‖xn −x‖‖xn+1 −x‖
≤ an⟨u−x, xn+1 −x⟩ + (1− an)2 ‖xn −x‖2 + ‖xn+1 −x‖2 . (2.13)
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This implies that
‖xn+1 −x‖2 ≤ (1− an)‖xn −x‖ + 2an⟨u−x, xn+1 −x⟩. (2.14)
Therefore, using (2.12) together with the conditions (ii) and (iii), (2.14) and Lemma 1.8, it follows that xn →x as n → ∞.
This completes the proof. 
Now, we give an example for the nonlinear mappings A, B : C → H given in Theorem 2.1.
Recall that a nonlinear mapping A : C → H is said to be:
(1) α-cocoercive if there exists a constant α > 0 such that
⟨Ax− Ay, x− y⟩ ≥ α‖Ax− Ay‖2, ∀x, y ∈ C;
(2) β-strongly monotone if there exists a constant β > 0 such that
⟨Ax− Ay, x− y⟩ ≥ β‖x− y‖2, ∀x, y ∈ C;
(3) relaxed (ζ , β)-cocoercive if there exist constants ζ , β > 0 such that
⟨Ax− Ay, x− y⟩ ≥ (−ζ )‖Ax− Ay‖2 + β‖x− y‖2, ∀x, y ∈ C .
Example 2.2. Let A : C → H be a nonlinear mapping and λ be a positive constant. Assume that
(A1) A is α-cocoercive mapping and λ ∈ (0, 2α];
(A2) A is β-strongly monotone and L-Lipschitz continuous mapping and λ ∈

0, 2βL

;
(A3) A is relaxed (ζ , β)-cocoercive and L-Lipschitz continuous mapping with β − Lζ > 0 and λ ∈

0, 2(β−Lζ )L

.
If, either (A1), (A2) or (A3) is satisfied, then I − λ A is a nonexpansive mapping. Indeed, if (A1) is satisfied, then we have
‖(I − λ A)x− (I − λ A)y‖2 = ‖x− y− λ(Ax− Ay)‖2
= ‖x− y‖2 − 2λ⟨x− y, Ax− Ay⟩ + λ2‖Ax− Ay‖2
≤ ‖x− y‖2 − 2αλ‖Ax− Ay‖2 + λ2‖Ax− Ay‖2
= ‖x− y‖2 − λ(2α − λ)‖Ax− Ay‖2
≤ ‖x− y‖2, ∀x, y ∈ C .
Similarly, by using (A2) or (A3), we can show that I − λ A is a nonexpansive mapping.
Using the technique as in Theorem 2.1, one can prove the following results.
Corollary 2.3. Let C be a nonempty closed convex subset of a Hilbert spaceH . Let A, B : C → H be two nonlinear mappings.
Assume that the Condition (∆) is satisfied and
Ω = GEP(C,Q ,Φ, ϕ) ∩ F(D) ≠ ∅,
where the mapping D is defined by Lemma 1.5. Let u ∈ C be fixed and {un}, {yn}, {zn}, {xn} be four sequences in C generated by
Φ(Qxn, un, v)+ ϕ(v)− ϕ(un)+ 1r ⟨un − xn, v − un⟩ ≥ 0, ∀v ∈ C,
yn = PC (xn − ρBxn),
zn = PC (yn − λ Ayn),
xn+1 = anu+ bnxn + cn [γ un + (1− γ )zn] , ∀n ≥ 1,
(2.15)
where {an}, {bn}, {cn} are real sequences in [0, 1] and γ ∈ (0, 1) such that an + bn + cn = 1 for all n ≥ 1. If the following
conditions are satisfied:
(i) (I − λ A) and (I − ρB) are nonexpansive mappings, where ρ and λ are positive constants;
(ii) limn→∞ an = 0 and ∑∞n=1 an = ∞;
(iii) 0 < lim infn→∞ bn ≤ lim supn→∞ bn < 1,
then the sequence {xn} defined by the iterative algorithm (2.15) converges strongly to a point x = PΩu. Moreover, ify = PC (x− ρBx ), then (x,y ) is a solution to the problem (1.3).
Corollary 2.4. Let C be a nonempty closed convex subset of a Hilbert space H . Let A, B : C → H be two nonlinear mappings
and S : C → C be a nonexpansive mapping. Assume that
Ω = F(D) ∩ F(S) ≠ ∅,
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where the mapping D is defined by Lemma 1.5. Let u ∈ C be fixed and {yn}, {zn}, {xn} be three sequences in C generated byyn = PC (xn − ρBxn),
zn = PC (yn − λ Ayn),
xn+1 = anu+ bnxn + cn [γ Sxn + (1− γ )zn] , ∀n ≥ 1,
(2.16)
where {an}, {bn}, {cn} are real sequences in [0, 1] and γ ∈ (0, 1) such that an + bn + cn = 1 for all n ≥ 1. If the following
conditions are satisfied:
(i) (I − λ A) and (I − ρB) are nonexpansive mappings, where ρ and λ are positive constants;
(ii) limn→∞ an = 0 and ∑∞n=1 an = ∞;
(iii) 0 < lim infn→∞ bn ≤ lim supn→∞ bn < 1,
then the sequence {xn} defined by the iterative algorithm (2.16) converges strongly to a point x = PΩu. Moreover, if y =
PC (x− ρBx ), then (x,y ) is a solution to the problem (1.3).
Corollary 2.5. Let C be a nonempty closed convex subset of a Hilbert space H . Let S : C → C be a nonexpansive mappings.
Assume that the Condition (∆) is satisfied and
Ω = GEP(C,Q ,Φ, ϕ) ∩ F(S) ≠ ∅.
Let u ∈ C be fixed and {un}, {xn} be two sequences in C generated by
Φ(Qxn, un, v)+ ϕ(v)− ϕ(un)+ 1r ⟨un − xn, v − un⟩ ≥ 0, ∀v ∈ C,
xn+1 = anu+ bnxn + cn [γ Sxn + (1− γ )un] , ∀n ≥ 1,
(2.17)
where {an}, {bn}, {cn} are real sequences in [0, 1] and γ ∈ (0, 1) such that an + bn + cn = 1 for all n ≥ 1. If the following
conditions are satisfied:
(i) limn→∞ an = 0 and ∑∞n=1 an = ∞;
(ii) 0 < lim infn→∞ bn ≤ lim supn→∞ bn < 1,
then the sequence {xn} defined by the iterative algorithm (2.17) converges strongly to a pointx = PΩu.
Corollary 2.6. Let C be a nonempty closed convex subset of a Hilbert spaceH . Let A, B : C → H be two nonlinear mappings.
Assume that F(D) ≠ ∅, where the mapping D is defined by Lemma 1.5. Let u ∈ C be fixed and {yn}, {zn}, {xn} be three sequences
in C generated byyn = PC (xn − ρBxn),
zn = PC (yn − λ Ayn),
xn+1 = anu+ bnxn + cnzn, ∀n ≥ 1,
(2.18)
where {an}, {bn}, {cn} are real sequences in [0, 1] such that an+bn+cn = 1 for all n ≥ 1. If the following conditions are satisfied:
(i) (I − λ A) and (I − ρB) are nonexpansive mappings, where ρ and λ are positive constants;
(ii) limn→∞ an = 0 and ∑∞n=1 an = ∞;
(iii) 0 < lim infn→∞ bn ≤ lim supn→∞ bn < 1,
then the sequence {xn} defined by the iterative algorithm (2.18) converges strongly to a pointx = PF(D)u. Moreover, if y =
PC (x− ρBx ), then (x,y ) is a solution to the problem (1.3).
Corollary 2.7. Let C be a nonempty closed convex subset of a Hilbert space H . Assume that the Condition (∆) is satisfied. Let
u ∈ C be fixed and {un}, {xn} be two sequences in C generated by
Φ(Qxn, un, v)+ ϕ(v)− ϕ(un)+ 1r ⟨un − xn, v − un⟩ ≥ 0, ∀v ∈ C,
xn+1 = anu+ bnxn + cnun, ∀n ≥ 1,
(2.19)
where {an}, {bn}, {cn} are real sequences in [0, 1] such that an+bn+cn = 1 for all n ≥ 1. If the following conditions are satisfied:
(i) limn→∞ an = 0 and ∑∞n=1 an = ∞;
(ii) 0 < lim infn→∞ bn ≤ lim supn→∞ bn < 1,
then the sequence {xn} defined by the iterative algorithm (2.19) converges strongly to a pointx = PGEP(C,Q ,Φ,ϕ)u.
Corollary 2.8. Let C be a nonempty closed convex subset of a Hilbert spaceH . Let S : C → C be a nonexpansive mappings with
F(S) ≠ ∅. Let u ∈ C be fixed and {xn} be a sequence in C generated by
xn+1 = anu+ bnxn + cnSxn, ∀n ≥ 1, (2.20)
where {an}, {bn}, {cn} are real sequences in [0, 1] such that an+bn+cn = 1 for all n ≥ 1. If the following conditions are satisfied:
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(i) limn→∞ an = 0 and ∑∞n=1 an = ∞;
(ii) 0 < lim infn→∞ bn ≤ lim supn→∞ bn < 1,
then the sequence {xn} defined by the iterative algorithm (2.20) converges strongly to a pointx = PF(S)u.
Remark 2.9. If f : C → C is a contractive mapping and we replace u by f (xn) in the Algorithm (I), then we can obtain the
so-called viscosity iteration method (see [22] for more details).
3. Applications
Let {Sn} be a family of nonexpansive mappings from C into itself such that∞n=1 F(Sn) ≠ ∅ and {µn} be a sequence of
positive numbers with
∑∞
n=1 µn = 1. From Lemma 1.4, we know that the mapping S : C → C defined by
Sx =
∞−
n=1
µnSnx, ∀x ∈ C,
is well defined, nonexpansive and F(S) =∞n=1 F(Sn).
Using this fact, as an application of Theorem 2.1, we have the following result.
Theorem 3.1. Let C be a nonempty closed convex subset of a Hilbert space H . Let A, B : C → H be two nonlinear mappings
and {Sn} be a family of nonexpansive mappings from C into itself. Assume that the Condition (∆) is satisfied and
Ω =
∞
n=1
(GEP(C,Q ,Φ, ϕ) ∩ F(Sn) ∩ F(D)) ≠ ∅,
where the mapping D is defined by Lemma 1.5. Let u ∈ C be fixed and {un}, {yn}, {zn}, {xn} be four sequences generated
by Algorithm (I) with S = ∑∞n=1 µnSn, where {µn} is a sequence of positive numbers with ∑∞n=1 µn = 1. If the following
conditions are satisfied:
(i) (I − λ A) and (I − ρB) are nonexpansive mappings, where λ and ρ are positive constants;
(ii) limn→∞ an = 0 and∑∞n=1 an = ∞;
(iii) 0 < lim infn→∞ bn ≤ lim supn→∞ bn < 1,
then the sequence {xn} defined by the Algorithm (I) converges strongly to a pointx = PΩu. Moreover, if y = PC (x− ρBx ), then
(x,y ) is a solution to the problem (1.3).
Recall that a mappingW : C → C is called a τ -strict pseudo-contractionwith the coefficient τ ∈ [0, 1) if
‖Wx−Wy‖2 ≤ ‖x− y‖2 + τ‖(I −W )x− (I −W )y‖2, ∀x, y ∈ C .
It is obvious that every nonexpansive self-mapping is a 0-strict pseudo-contraction and, furthermore, the following result
is well known:
Lemma 3.2 ([23]). Let C be a nonempty closed convex subset of a real Hilbert space H and W : C → C a τ -strict pseudo-
contraction. Define a mapping W (ζ ) : C → C by W (ζ )x = ζ x + (1 − ζ )Wx for all x ∈ C, where ζ ∈ [τ , 1) is a fixed constant.
Then W (ζ ) is a nonexpansive mapping such that F(W (ζ )) = F(W ).
Now, let {Wn} be a family of τn-strict pseudo-contractions for each n ≥ 1. Observe that, from Lemma 3.2, it follows that
{W (τn)n } is a family of nonexpansive mappings from C into itself, whereW (τn)n is defined as in Lemma 3.2 for each n ≥ 1.
Using this observation, as an application of the Theorem 2.1, we have the following result.
Theorem 3.3. Let C be a nonempty closed convex subset of a Hilbert spaceH and A, B : C → H be two nonlinear mappings. Let
{Wn} be a family of τn-strict pseudo-contractions from C into itself with coefficient τn for each n ≥ 1. Assume that the Condition
(∆) is satisfied and
Ω =
∞
n=1
(GEP(C,Q ,Φ, ϕ) ∩ F(Wn) ∩ F(D)) ≠ ∅,
where the mapping D is defined by Lemma 1.5. Let u ∈ C be fixed and {un}, {yn}, {zn}, {xn} be four sequences generated
by Algorithm (I) with S = ∑∞n=1 µnW (τn)n , where {µn} is a sequence of positive numbers with ∑∞n=1 µn = 1 and W (τn)n is
defined as in Lemma 3.2 for each n ≥ 1. If the following conditions are satisfied:
(i) (I − λ A) and (I − ρB) are nonexpansive mappings, where λ and ρ are positive constants;
(ii) limn→∞ an = 0 and∑∞n=1 an = ∞;
(iii) 0 < lim infn→∞ bn ≤ lim supn→∞ bn < 1,
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then the sequence {xn} defined by the Algorithm (I) converges strongly to a pointx = PΩu. Moreover, if y = PC (x− ρBx ), then
(x,y ) is a solution to the problem (1.3).
Corollary 3.4. Let C be a nonempty closed convex subset of a Hilbert spaceH and A, B : C → H be two nonlinear mappings.
Let W : C → C be a τ -strict pseudo-contraction. Assume that the Condition (∆) is satisfied and
Ω = GEP(C,Q ,Φ, ϕ) ∩ F(W ) ∩ F(D) ≠ ∅,
where the mapping D is defined by Lemma 1.5. Let u ∈ C be fixed and {un}, {yn}, {zn}, {xn} be four sequences generated
by Algorithm (I) with S = W (τ ). If the following conditions are satisfied:
(i) (I − λ A) and (I − ρB) are nonexpansive mappings, where λ and ρ are positive constants;
(ii) limn→∞ an = 0 and∑∞n=1 an = ∞;
(iii) 0 < lim infn→∞ bn ≤ lim supn→∞ bn < 1,
then the sequence {xn} defined by the Algorithm (I) converges strongly to a pointx = PΩu. Moreover, if y = PC (x− ρBx ), then
(x,y ) is a solution to the problem (1.3).
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