Introduction
Economists often study scarcity, yet their conception of decision-making assumes an abundance of psychological resources. In the standard economic model, people are unbounded in their ability to think through problems. Regardless of complexity, they can costlessly figure out the optimal choice. They are also unbounded in their self-control able to costlessly implement and follow through on whatever plans they set out for themselves. Whether they want to save a certain amount of money each year or finish a paper on time, they face no internal barriers in accomplishing these goals. Furthermore, they are unbounded in their attention. They think through every single problem that comes at them and make a deliberative decision about each one. In this and many other ways, the economic model of human behavior ignores the actual bounds on choices (Mullainathan and Thaler 2001) . Every decision is thoroughly contemplated, perfectly calculated and easily executed.
In contrast to the traditional model, a growing body of research interprets economic phenomena with a more modest view of human behavior. In this alternative conception, individuals are bounded in all of the above-mentioned dimensions (and more).
Practically, this conception begins with the rich understanding of human behavior that experimental psychologists have developed through numerous lab and some field experiments. This view, ironically enough, emphasizes the richness of behavior that arises from scarcities and focuses on the bounds on cognitive ability, self-control, attention and self-interest. Theoretical models are now being constructed that help to incorporate these ideas into economic applications. Perhaps even more compelling is the recent empirical work that suggests the importance of these psychological insights for real behavior in contexts that economists care about. In a variety of areas, from asset pricing to savings behavior to legal decision-making, well-crafted empirical studies are challenging the traditional view of decision-making.
What does this research have to say for economic development? I begin by highlighting some areas where the existing research can be directly applied to development. The bulk of work on savings can be translated into understanding savings institutions and behavior in developing countries. Additionally, the insights about self-control have some direct links to understanding education, and the behavioral approach also appears to add some insight to the large body of research on the diffusion of innovation. The question of how (and when) to evaluate the impact of development policies can also be better understood.
Yet since psychology is only beginning to make inroads into applied areas of economics, beyond these areas, few papers explicitly deal with psychology and development. I therefore speculate about additional specific areas where psychology could be useful in the future: poverty traps, conflict, social preferences and corruption, and research on the psychology of the poor.
An important caveat is in order. The attempt to incorporate psychology into development has a dubious history. In some cases, researchers have attempted to label the poor as especially "irrational" (or "myopic") to explain their state. The research I describe here starts from a completely different presumption, that the poor have the same biases as everyone else.
2 It is neither an attempt to blame the poor for their poverty nor to argue that the poor have specific irrationalities. Instead my goal is to understand how problems in development might be driven by general psychological principles that operate for both poor and rich alike. When I speak of self-control, for example, I am speaking of those self-control problems that exist in equal measure around the world (e.g. the difficulty of resisting a tempting snack). These problems may matter more for the poor because of the context in which they live but their core is universal. (Bertrand, Shafir and Mullainathan 2003) .
Immediate Barriers to Education
The rational choice model of schooling is straightforward (Becker 1993) . Individuals trade off the costs and benefits of schooling to decide how much schooling to get.
Benefits come in a variety of forms such as better jobs or better marriage prospects.
Costs could be direct financial costs (e.g. fees) as well as any opportunity costs (e.g. foregone labor). In the case of children, of course, parents make the actual choices. They do so to maximize some combination of their own and their children's long run welfare, with their exact weight depending on their altruism.
This view of education ignores the richness of the hardships faced by parents trying to educate their children in a developing country. Consider an Indian village where a poor father Suresh is eager to send his son Laloo to school for the next school year. Suresh recognizes the value of his son's education in allowing Laloo to get a government job, marry better or simply live more comfortably in a rapidly changing world. To ensure that he has money for school fees, textbooks or perhaps a school uniform, Suresh begins to save early. Quickly he encounters some competing demands on the money. Suresh's mother falls ill and needs money to buy some anesthetics to ease her pain. Though his mother insists that her grandson's education is more important, he is torn. Enormous willpower is required to let his mother suffer while Suresh saves money that he knows could ease her pain. Knowing that he is doing what is best in the long run is small consolation in the moment. Suresh overcomes this hurdle and enrolls his son. After some weeks, Laloo starts to show disinterest. As with most children in the world, sitting in a classroom (and not an appealing one at that) is not very engaging, especially since some of his friends are outside playing. In the evenings, exhausted from tiring physical work and overwhelmed by the pressures of everyday life, how will he handle this extra stress?
Will Suresh have the mental energy to convince his son of the value of education? Will he have the energy to follow up with the teacher or other students to see whether Laloo has actually been attending school? This fictional example illustrates merely one important tension in third world educational attainment. Even the best of intentions may be very hard to implement in practice, especially in the high stress settings that the poor inhabit.
These problems are intimately related to how people view future decisions in the present, a topic that psychologists and behavioral economists have studied extensively through experiments. Several experiments have resulted in theoretical principles used to understand individual's decision making process, and these principles can provide a framework with which we can understand the difficulties the fictional Suresh faced in his attempts to implement his decision on his son's schooling.
Behavioral economists have recently begun to better understand the devices people may use to make decision across time with hyperbolic discounting theory. Generally, people value preferences differently across time and tend to exhibit short run impatience and long run patience. Formally, the theory is modeled by discount rates that vary with horizon. People have very a high discount rate for short horizons (decisions about now versus the future) but a very low one for distant horizons. Hyperbolic discounting is present in many facets of life as evidenced by the following examples.
Consider the following offer: would you rather receive $15 today or $16 in 1 month?
More generally, how much money would I need to give you in one month to make you indifferent to receiving $15 today? What about in 1 year? What about in 10 years ? Thaler (1981) presented these questions to subjects and found median answers of $20, $50 and $100. While at first blush these answers may seem reasonable, they actually imply huge discount rates that also vary hugely across time: 345% over one month, 120% over a 1-year horizon and 19% over a 10-year horizon. 3 Subjects greatly prefer the present to the future.
These choices also imply that the extent of patience changes with the horizon. This is made most clear in the following choice problem:
Would you prefer $100 today or $110 tomorrow?
Would you prefer $100 thirty days from now or $110 thirty-one days from now?
Many subjects give different answers to these two questions. In the first scenario, they often prefer the immediate reward ($100 today), but in the latter, they often prefer the delayed reward ($110 in thirty-one days).
Such preferences are inconsistent with the standard model. To see this, suppose people have a utility function u and discount the future at a daily rate δ. Then in scenario one, the value of $100 today is u(100) and the value of $110 tomorrow is δu(110). On the other hand, in problem two the value of the two options is δ 30 u(100) and δ 31 u(110). In simplified form, this is the exact same trade-off. In other words, with the standard constant discount rate, individuals should choose the same thing in both situations. The inconsistency with the two choices is resolved only if the discount rate is allowed to vary with time.
Differences in preferences for the immediate versus the future can also be seen in the field. Read, Loewenstein and Kalyanaraman (1999) ask subjects to pick three rental movies. The subjects either pick one by one for immediate consumption, or they pick all at once for the future. When picking sequentially for immediate consumption, they tend to pick "low-brow" movies. When picking simultaneously for future consumption, they tend to pick "high-brow" movies. Once again, when planning for the future, individuals are more willing to make choices that have long-run benefits (presumably "high-brow" movies) than when choosing in the present. This behavioral approach improves our understanding of many components of education.
It provides explanation of the gap between parents' stated goals and actual outcomes. The
Probe report on basic education in India finds that many parents are actually quite interested in education. Even in the poorest Indian states with the worst education systems, they find over 85% of the parents agreeing that it is important for children to be educated. In the same survey, 57% of parents feel that their sons should study "as far as possible". Another 39% feel that they should get at least a grade 10 or grade 12 education. Clearly parents in these regions value education. Yet this contrasts with very low educational attainment in these states. This gap is reminiscent of the gap between desired and actual retirement savings in the United States. In one survey, 76% of Americans believed that they should be saving more for retirement (Farkas and Johnson 1997 form dynamically consistent plans. In other words, they would only make plans on which they would follow through. Naïve people, on the other hand, would not recognize the intertemporal problem and would make plans today assuming that they'll stick with them, only to abandon them when the time comes. There are reasons to believe both views. On the one hand, individuals appear to consciously demand commitment devices, to help them commit to a particular path. On the other, they appear to have unrealistic plans.
Perhaps the best fit of the evidence is that individuals partly recognize their time inconsistency.
The practically important component of this view is that the commitment implicit in institutions is crucial to understanding behavior. 5 Institutions can help solve self-control problems by committing people to a particular path of behavior. Just as Ulysses ties himself to his ship's mast to listen to the song of the Sirens but not be lured out to sea by them, people rely on similar -albeit not so dramatic -commitment devices in everyday life. Many refer to their gym membership as a commitment device ("Paying that much money upfront every month really gets me to go to the gym"). Another example is Christmas clubs. While less common than before, they used to be a very powerful commitment tool for saving to buy Christmas gifts.
Suggestive evidence on the power of commitment devices is given in Gruber and Mullainathan (2002) which studies smoking behavior. Rational choice models of smoking treat it roughly like any other good. Smokers make rational choices about their smoking understanding the physiology of addiction that nicotine entails. Behavioral models on the other hand recognize a self-control problem in the decision to start smoking and in the decision (or rather attempts) to quit. There is some survey evidence suggestive of the behavioral model. Smokers often report that they would like to quit smoking but are unable to do so. This resembles the temporal pattern above. Looking into the future, smokers would choose to not smoke. But when the future arrives, they end up being unable to resist the lure of a cigarette today (perhaps promising that tomorrow they will quit). To differentiate these theories we examined the impact of cigarette taxes.
Under the rational model, smokers are made worse off with these taxes. This is a standard dead-weight loss argument. Smokers who would like to smoke cannot now because of the higher price. In behavioral models with hyperbolic discounters, however, taxes could make smokers better off. The very same force-high prices driving smokers to quit-that is bad in the rational model is good in this model. Smokers who wanted to quit, but were unable to due to the inability to commit, are now better off. In the parlance of time-inconsistency models, the taxes serve as a commitment device.
To determine the effect of the cigarette taxes on smokers' welfare, we use self-reported happiness data. While such data are far from perfect, they can be useful in contexts such as this one. 6 Using a panel of individuals in the United States and taking advantage of state variation in cigarette tax increases, we find that happiness of predicted smokers increases when cigarette taxes increase. Relative to the equivalent people in states with no rise in cigarette taxes (and relative to those who tend not to smoke in their own state), these predicted smokers show actual rises in self-reported well-being. In other words, contrary to the rational model and supportive of the behavioral model, cigarette taxes actually make those prone to smoke better off. This kind of effect is exactly the one I alluded to in the introduction: institutions (cigarette taxes in this case) have the potential to help solve problems within people as well as between people.
There is also evidence on people actively choosing commitment devices. Wertencroch (1998) argues that people forego quantity discounts on goods they'd be tempted to consume (e.g. cookies) in order to avoid temptation. This is a quantification of the oftenrepeated advice to dieters: don't have big bags of cookies at home. If you must buy tempting foods, buy small portions of it. Trope and Fischbach (2000) show how people strategically use penalties to spur unwanted actions. They examine people scheduled to undertake small, unpleasant medical procedures for which there's a potential time inconsistency problem. As the date of the procedure nears, people have a strong desire to skip the procedure. Trope and Fishbach show that people are aware of this problem and value a commitment device. They voluntarily agree to pay penalties for not undertaking the procedure, thus binding themselves to follow through with it In fact, they smartly pick these penalties, by picking higher ones for more aversive procedures. Ariely and Wertenbroch (2002) provide even more direct evidence. They examine whether people use deadlines as a self-control device and whether such deadlines actually work.
Students in a class at MIT chose their own due dates for three different papers required in the course. The deadlines were binding so in the absence of self-control problems, they should clearly choose the latest due date possible for all the papers. They were told there were neither benefits for early due dates nor penalties for later ones, so they could only gain from the optional choice of being able to turn it in as late as possible. In contrast, students chose evenly spaced due dates for the three papers, presumably to give them incentives to get the papers done in a timely manner. Moreover, deadlines appeared to work. In a related study, they show that people given evenly spaced deadlines do better than those given one big deadline at the end.
Savings in developing countries can also be better understood through the behavioral perspective. It provides an alternative view on institutions such as roscas (Gugerty 2003) . In a rosca, a group of people meets together at regular intervals. At each meeting, members contribute a pre-specified amount. The sum of those funds (the "pot" so to speak) is then given to one of the individuals. Eventually, each person in the rosca will get their turn and thus get back their contributions. Roscas are immensely popular but what is their attraction? They often pay no interest. In fact, given the potential for default (those who received the pot early may stop paying in), they may effectively pay a negative interest rate. One reason for their popularity may be that they serve as a commitment device in several ways. By making savings a public act, they allow social pressure from other rosca members to commit them to their desired savings level (Ardener and Burman 1995). As some rosca participants say, "you can't save alone".
Each rosca member has incentives to make sure other members continue to contribute.
Given self-control limitations, they also allow individuals to save up to larger amounts than they normally could achieve. Imagine someone who wished to make a durables purchase (or pay school fees) of 1000 rupees. By saving alone and putting aside money each month, they face a growing temptation. When they reach 400 rupees, might not some other purchase or immediate demand appear more attractive? The rosca doesn't allow this temptation to interfere. Individuals get either nothing or the full 1000 at once.
This all or nothing property might make it easier to save enough to make large purchases.
It also helps to provide a more nuanced view of individual's demand for liquidity. In the standard logic, the poor unconditionally value liquidity. After all, liquidity allows people to free up cash to attend to immediate needs that arise. If a child gets sick, money is needed to pay for medicine. This might be especially true for the poor. Shocks that are small for the well off can be considerable for the poor and force them to dip into real savings. The poor, in these models, however face a tradeoff. They value liquidity for the reasons cited above but liquidity for them is also a curse since it gives them too easy access to savings. Consequently, durable goods and illiquid savings vehicles may actually be preferred to liquid savings vehicles. Liquid holdings like cash are far too tempting and spent too readily. On the other hand, by holding their wealth in items such as jewelry, livestock, and grain, individuals may effectively commit themselves to savings and resist immediate consumption pressures. In these models, therefore, there is an optimal amount of liquidity. Even when liquidity is provided at zero cost, they will choose some mix of illiquid and liquid assets.
Another implication of the behavioral perspective is that revealed preference arguments do not necessarily hold; hence, measuring policy success can be difficult. Observing that people borrow at a given rate (and pay it back) does not necessarily mean that the loan helps them; we must also examine the use of the loan. In some cases, it clearly benefits borrowers by helping them deal with a liquidity shock. In other cases, the borrower may use the loan to satisfy immediate temptations and end up straddled with debts. This distinction is important for understanding micro-credit in developing countries. Often, the metric of success for such programs is whether programs are self-sustainable, but this measure is valid only in the standard model where revealed preference applies. In this model, profitability implies that people prefer getting these loans even at a non- One source for this might be data on loan usage. Are loans being spent on long-run investments (as is often touted) or spent on short-run consumption? Of course, some short-run consumption might well be efficient, but this data, combined with an understanding of the institution, would help to better understand (and improve) the social efficiency of micro-credit.
Policy can also provide cheaper and more efficient commitment devices. Saving in grain is an effective, but extremely risky, commitment device. Vermin may eat the grain or the interest rate earned on the grain could be zero or even negative. Moreover, it is important to recognize, that even if people demand such commitment devices, the free market may not do enough to provide them. The highly regulated financial markets in developing countries may prevent adequate innovation on these dimensions. Monopoly power may also lead to inefficient provision of these commitment devices if a monopolistic financial institution can extract more profits by catering to consumption temptations over the desire for commitment devices. In this context, governments, NGOs and donor institutions can play a large role by promoting such commitment devices.
Ashraf, Karlan and Yin (2004) give a stunning illustration of the role of commitment devices in savings. They offer depositors at a bank in the Philippines the opportunity to participate in "SEED" accounts. These accounts are like deposit accounts, except individuals cannot withdraw deposits at will. Instead, they can only withdraw the money at a prespecified date or once a prescpecified savings goal has been reached. This account does not pay extra interest and is illiquid. In most economic models, people should turn down this offer in favor of the regular accounts offered by the bank. Yet they find large demand for them. More than 30% of those offered the accounts take them up. They also find these accounts help individuals to save. Six months later, those offered the accounts show substantially greater savings rates. Experiments such as these will contribute to a deeper understanding of savings and greatly improve development policy.
Defaults and Financial Institutions
Financial institutions do not simply help savings through their commitment value. A very important set of results in behavioral economics suggests that institutions also affect behavior simply through the defaults they produce. Madrian and Shea (2001) conducted a particularly telling study along these lines. They studied a firm that altered the choice context for employee participation in their retirement plan. When employees join the firm, they are given a form that they must fill out in order to participate in the savings plan. Though the plan is quite lucrative, participation was low. Standard economic models might suggest that the subsidy ought to be raised. This firm instead changed a very simple feature of its program. Prior to the change, new employees received a form that said something to the effect of "Check this box if you would like to participate in a 401(k). Indicate how much you'd like to contribute". After the change, however, new employees received a form that said something to the effect of "Check this box if you would like not to have 3% of your pay check put into a 401(k)". By standard reasoning, this change should have little effect on contribution rates. How hard is it to check off a box? In practice, the study shows a large effect. When the default option is to not contribute, only 38% of those offered contributed. When the default option was contribution, 86% contributed. Moreover, even several years later those exposed to the contribution default still show much higher contribution rates.
While we cannot be sure from this data what people are thinking, I would speculate that some combination of procrastination and passivity played a role. Surely many looked at this form and thought, "I'll decide this later". But later never came. Perhaps they were distracted by something more interesting than retirement planning. In any case, whatever the default on the form was, they ended up with it. In fact, as other psychology tells us, as time went on they may well have justified their "decision" to themselves by saying,
"3% is what I wanted anyway" or in the case of the "not to contribute" default, "that 401(k) plan wasn't so attractive. In this way, their passivity made their decision for them.
By making the small active choice to choose later, they ended up making a large decision about thousands of dollars of money.
These insights can also help us design new institutions. One example is Save More Tomorrow, a program created by Thaler and Benartzi (2003) . The basic idea of Save More Tomorrow is to get people to make one active choice but to have them make it in such a way that if they remain passive afterwards they are still saving. Participants (who have chosen to save) decide on a target savings level and agree to start deductions at a small level from their paycheck next year. Each year thereafter, as they receive a raise in their income, their deductions increase until they hit their personal target savings level.
They can opt out of the program at any time, but the cleverness of the program is that if they do nothing and remain passive, they will continue to save (and even increase their savings rate).
The results have been stunning. In one firm, for example, more than 75% of those offered the plan participated in it rather than simply trying to save on their own. Of these, less than 20% opted out of the program. As a result, savings rates rose sharply. By the third pay increase (as the default increases cumulated), individuals had more than tripled their savings rates. But perhaps the greatest success has been the diffusion of this On a more basic level, the evidence on default behavior implies that the introduction of basic banking to rural areas could in and of itself have large impacts on behavior. While deposit accounts are not as powerful of a default as direct deposit, a basic deposit account, as opposed to cash in hand, has a psychological element of illiquidity. The person then has to make one active decision-putting the money into the account-but then the act of saving the money becomes a passive one. When cash is available in the household, an individual must take action to save it. When money is in the bank account, one must take action to spend it. In this sense, a bank account may serve as a very basic commitment device. By keeping the money at a (slight) distance, spending it may be a lot less tempting.
Status Quo Bias and Diffusion of Innovations
Another broad area of significance to development is the diffusion of innovation. A large literature has focused on the slow rate of adoption of new technologies (Rogers 2003) .
This literature has been especially important in developing countries where a longstanding puzzle is why innovations, ranging from the Green Revolution to new medical technologies to fertility practices, appear to diffuse slowly.
9
Several stylized facts emerge from this largely empirical literature. First, innovations generally follow an s-shaped diffusion, starting off slowly, speeding up suddenly (after a "tipping point") and then slowing down to a steady state level.
10
Second, adopters can be classified according to the timing of their adoption. The first adopters called "innovators" are only weakly connected in a social network sense. The second group of adopters, or "early adopters", is comprised of those who are best connected to the rest of the network. They are often opinion leaders, enjoy high status 9 See Besley and Case (1994) , Foster and Rosenzweig (1996) , Munshi (2003) and Conley and Udry (2004) for empirical work in development economics on diffusion of agricultural innovations. The work on fertility is well summarized in Retherford and Palmore (1983) and Montgomery and Casterline (1998) . 10 While much has been made of the shape of this diffusion process, it is unclear why this fact is so surprising. Many processes that start at zero and end at some positive diffusion would have this "s-shape".
and better-educated. After this sub-classification adopts, the rest of the group follows.
The final adopters, or "laggards", are socially isolated like the "innovators". 1969; Lu et al. 1967) . In this randomized experiment, a direct family planning intervention targeted at a specific group of subjects was shown to have some impact in the targeted group's behavior. But most interestingly, those who were not directly contacted by the program but socially connected to the treatment group also showed effects.
A theoretical implication of these findings is that there are multiplier effects in policy interventions. If behavior-changing polices target some people, especially opinion leaders, then the interventions may also have an effect on the broader population. Montgomery and Casterline (1993, 1998) While this work has been quite interesting, the greater incorporation of psychology into this social diffusion literature might increase our understanding in several ways. Much of the slowness of diffusion may come from status quo bias. Samuelson and Zeckhauser (1988) 
Invest in treasury bills. Over a year's time, these will yield a nearly certain return of 9% Invest in municipal bonds. Over a year's time, they will yield a tax-free return of 6%.
A second set of subjects is given the same choice but with one small difference. They are told that they are inheriting a portfolio from their uncle in which most of the portfolio is currently invested in moderate-risk company A. The choice now is subtly changed. It is how much of the portfolio to change to the other options above. Interestingly, they find a large difference between the two treatments: much more of the money is re-invested in A when it is the status quo. This bias towards the status quo appears to run quite deep and is not just due to some superficial explanations (such as information content of the uncle's investments). Samuelson and Zeckhauser (1988) demonstrate this with a very interesting piece of evidence from the field. In the 1980s, Harvard University added several plans to its choice of health plans. This provides an interesting test of status quo bias: how many of the old faculty chose the new plans and how many of the newly joined faculty chose the old plan? They find a stark difference. Existing employees "chose" the older plans at a rate two to four times higher. In other words, incumbent employees make the easiest choice of all: to do nothing. This bias towards the status quo creates a natural slowness of adoption. Not only must the innovation overcome beliefs that it is not worthwhile, it must also overcome the natural inertia intrinsic in behavior.
There is also a large literature in social psychology, which shows the power of social pressure towards conformity (see Cialdini and Trost 1998 for a review). Muzafer Sherif demonstrated the role of social pressure in a classic psychophysics study (Sherif 1937 ).
Subjects were seated in a totally dark room facing a pinpoint of light some distance from them. After some time where nothing happens, the light appears to "move" and then disappear. Shortly thereafter, a new point of light appears. It too moves after some time and then disappears. Interestingly, this movement of the light is a pure psychophysical phenomenon known as the autokinetic effect. The light does not actually move; the eye merely makes it appear to move. The subjects were put in this context for repeated trials (many different resets of the light) and asked to estimate how far it had "moved". When performed alone, these estimates were variable, ranging from an inch to several feet.
However, an interesting pattern developed when subjects did this task in groups of two or three. Subjects' estimates invariably began to converge on a particular number. A group norm quickly developed. In one variant, a member of the group was a confederate, someone who worked for the experimenter and gave a specific number. He found that the group quickly converged to the confederate's answers. Others have found that norms manipulated in this way persist for quite some time. Even when subjects are brought in up to a year later, they show adherence to that initial norm. In the context of the Sherif experiment design, Jacobs and Campbell (1961) have shown how norms can be transmitted across "generations" of subjects. Suppose subjects 1 and 2 initially converge to a norm, then subject 1 is replaced by 3 for enough trials and then 2, by 4. The final group consisting of totally new subjects 3 and 4 will conform to the norm previously established by 1 and 2.
11 11 Camerer and Weber (2003) present an interesting examination of how such norms can arise and evolve over time.
Solomon Asch expanded these results to an even simpler task. Subjects enter a lab and sit with others (confederates) to judge the length of lines such as those in Figure 1 . The subject hears the judgment of the others and then makes his own. For several trials, this is a very boring task as it is pretty obvious which line is longer. But then there is a twist.
On one of the trials, the first person makes a wrong choice. Then the second person makes the same wrong choice. And so it continues until it is the subject's turn. What
Asch found was stunning. Between 50 to 80 percent of the subjects yielded to the erroneous majority at least once. Of course, as Asch notes, it is not the subjects' perception of the line length (unlike what is perhaps the case in the Sherif experiment) that is altered. Many people are simply willing to conform in their behavior.
Similar effects have been found in more naturalistic settings. For example, numerous studies have used high-frequency data to argue for contagion effects in suicides. Media reporting of a suicide often leads to more suicides in areas covered by the newspaper in the days immediately following the reporting (Phillips 1979 and 1980) . While information stories could potentially be told, a social imitation story is much more plausible for these findings
These and numerous other experiments highlight the sheer power of social pressure to drive behavior. The traditional economic model acknowledges imitative behavior across networks but explains the phenomenon with an information diffusion story. However, some of the social network effects that drive slow diffusion of innovation may also be traced to social pressures and conformity. An important question in this literature is to empirically disentangle these two effects -information diffusion and social conformity -and to theoretically understand the ways in which they differ.
Even when information diffusion is the explanation of network effects, psychology can be helpful in understanding the impact of information. In particular, most models of diffusion (including the Bayesian model) crucially assume that the most useful information diffuses and has the correct impact on beliefs. This need not be the case. For example, experimental studies have shown that the salience of a piece of data, independent of its information content, affects how it will influence beliefs. Recent experimental work is beginning to examine what data people choose to pass on to their social network. The evidence suggests that emotional factors can have large effects, once again independent of the information content (Heath, Bell and Sternberg 2001) . These results could be useful in interpreting diffusion, especially determining which ideas tend to diffuse well (those with salient positive outcomes) and which tend to diffuse poorly (those with non-salient benefits or with salient costs).
For example, a recent study by Miguel and Kremer (2003) on social learning about deworming pills can be fruitfully interpreted in this light. They selected several schools at random and offered them deworming drugs. Using experimental variation, they estimated that the deworming drugs had extremely large and positive health and education benefits.
Miguel and Kremer further exploited this randomization to see the impact on nonselected schools in the following year when they too were offered the opportunity to take the deworming pills. They examined children who had friends in the treatment schools (and hence had friends who had already had experience with the pills). Given the positive benefits of the drugs, social learning models would imply these children would be much more likely to take the deworming pills. In contrast, Miguel and Kremer find that they are much less likely to take the drug. This "negative" social influence effect can be understood in terms of salience. 12 Deworming pills, while beneficial in the long-run, have short-run costs that are particularly salient. Children can have stomach cramps, vomiting and other side effects as the worms work their way out of the system. This asymmetry in salience of the costs and benefits suggests that the costs may well spread more than the benefits (and be more influential on choice). On average, children and parents may hear more stories about the short term side effects than the long-run benefits.
Slow diffusion may also be a consequence of the earlier discussed self-control bounds that hamper efforts to save. People may be interested in adoption but still have delays in getting the required savings or undertaking the other actions required to adopt. This is made most transparent in recent work by Duflo, Kremer and Robinson (2004) . They examine the decision by Kenyan farmers to adopt fertilizer. The fertilizer clearly shows large positive productivity benefits, but they find that even when farmers can see its benefits, they do not necessarily adopt it. Even in cases where they adopt it, they often revert to old practices after a few years. Using a set of innovative financial interventions, Duflo, Kremer and Robinson, argue that the psychology of financial management plays a
role. It appears that though the farmers would like to adopt the fertilizer they are unable to save up enough money to do so. Interventions that help them to overcome this savings problem appear to greatly increase adoption.
As a whole the literature on diffusion of innovations appears to be going through a period of change. Insights from psychology are helping to uncover new phenomena as well as to cast new light on old ones.
Self Serving Bias and Evaluation
Evaluation is one of the important issues facing development practice. When should a particular development program be evaluated? How should it be evaluated? Psychology may help us better understand the social process by which these questions are answered.
An often-repeated finding in psychology is that beliefs and the perceptions that feed into forming them can be biased. This bias may be the result of prior beliefs, personal affiliations, or a desire for a particular outcome. Hastorf and Cantril (1954) got two groups of students, one from Princeton and one from Dartmouth, to watch film of a Princeton-Dartmouth football game. Each student was asked to count the number of penalties committed by both teams as determined by their personal judgment (and not the official count from game referees). Though both groups watched the exact same tape, the counts show that they "saw a different game". Dartmouth students saw an equal number of flagrant and mild penalties committed by both teams. Princeton students, on the other hand, counted three times as many flagrant penalties by Dartmouth than flagrant penalties by Princeton and the same number of mild penalties. Clearly, school affiliations influenced the game they "saw".
Babcock and Loewenstein (1997) provide a particularly stunning example of the selfserving bias. Subjects are asked to bargain over how to deal with a particular tort case that is based on a real trial that occurred in Texas. Researchers assign each subject the role of lawyer for the defendant or plaintiff. They read all the case materials and then bargain with each other over a settlement amount. If they fail to settle, the award will be what the judge decided in the actual case (which is unknown to the subjects at the time of bargaining). Interestingly, subjects are paid as a function of the final settlement amount and pay an explicit additional cost if they must go to the judge for a decision. Subjects are also asked to assess (in private) how much they think the judge will award them. Finally, some pairs of subjects read the entire description of the case before knowing what role they'll play. Others read it afterwards. This order of reading has a large effect. Those who read the case prior to their role assignment settle at a 94% rate and don't require a decision by the judge. But those who read afterwards only settle at a 72% rate.
Moreover, as a rule, those who were assigned their roles prior to reading the case details tended to exaggerate how much the judge would favor them. In short, they exhibit quite biased beliefs based on their role These conflicting beliefs are generated through nothing more than the assigned roles. Even more significant is that this role-playing bias goes against their real life material interests in one important way. They must pay to go to court yet their biased beliefs force them to do so much more often. Much like with the football game, these subjects saw very different cases. In some sense, they saw what they "wanted" to see.
These examples of self-serving bias have far-reaching implications for all development policy and underscore the importance of randomized approaches. Implementers of specific policies will largely have this natural, self-serving bias, which may cloud the evaluation of an intervention's success. A useful example of this danger is the study of Cabot's intervention program for delinquent youth in Cambridge and Somerville, Massachusetts (Powers and Whitmer 1951) . This intervention combined all the best available tools at the time for helping these delinquent youth, from tutoring and psychiatric attention to interventions in family conflicts. Those involved in the program raved of its success. They all had very positive impressions. What made the program unique however was that a true random assignment procedure was used to assign the students. When this data was examined, contrary to the very positive (and likely heartfelt impressions of the caseworkers), there was little program effect.
Ross and Nisbett (1991) cite another interesting example of self-serving bias: a metaanalysis by Grace, Muench and Chalmers (1966) who study all medical research on the "portacaval shunt". This was a popular treatment for cirrhosis of the liver and 51 studies examined the efficacy of this treatment. The doctors and scientists doing these studies all had the same good intention: to see whether this procedure worked. But the studies differed in one important way: 15 of them used controls but without randomization while 4 of them used truly randomized strategies. Thirteen of the fifteen non-randomized studies were "markedly or moderately enthusiastic" about the procedure. Yet only one of the randomized studies was "markedly or moderately enthusiastic".
What is going on here? I believe the good intentions of the doctors and scientists compromise the evaluation. There is always subjectivity in non-randomized trials -what controls to include, what controls not to include, which specification to run, etc. Such subjectivity gives room for self-serving bias to rear its head. Exactly because the researchers on these topics are well-intentioned and exactly because they hope the procedure works, it is all too easy for them to find a positive result. Much as with the Dartmouth and Princeton students, they saw in some sense what they wanted to see.
These examples highlight the damaging role of self-serving bias in evaluation. Especially in the context of development where most people working on a project would like to see it succeed, it is all too easy for self-serving bias to affect evaluations. Beyond the obvious econometric benefits of randomized evaluation, the reduction of researcher's latent biases is one of randomization's greatest practical benefits. The methodology allows us to escape the dangers of biased perception, of which researchers or field workers are no freer than anyone else in the population. One of the big changes in modern development research is the greater reliance on randomized trials. This will better insulate us from the psychological fallibilities of researchers and policy makers.
Interesting Further Directions Self Control and Poverty Traps
The evidence on self-control bounds suggests that savings can be psychologically 
Loss Aversion and Property Rights
Consider the following simple experiment. Half a room of students is given mugs and the other half is given nothing (or a small cash payment roughly equivalent to the value of the mugs). The subjects are then placed in a simulated market where a mechanism determines an aggregate price at which the market clears. How many mugs should change hands? Efficiency dictates that market clearing should allocate the mugs to the 50% of the class that values it the most. Since the mugs were initially randomly assigned, trading should have resulted in exactly half the mugs changing hands. Kahneman, Knetsch and Thaler (1990) have in fact run this experiment. Contrary to the simple prediction, however, they find a stunningly low number of transactions. Roughly 15% of the mugs trade hands. This oddity is explained by a phenomenon called the endowment effect, in which those given objects appear to very quickly come to value them more than those not given the object. In fact, those who were given mugs had a reservation price three times that of those who were not given the mug.
This phenomenon reflects in part a deeper fact about utility functions: prospect theory, where people's utility functions are defined in large part on changes. In the traditional model of utility people would value the mug at u(c+Mug)-u(c). Notice the symmetry:
both those with and without the mug value it the same (on average). Under prospect theory, utility is defined by a value function that is evaluated locally and in changes. -v(-x) . This phenomenon, known as loss aversion, has been seen in many contexts.
14 The insight about loss aversion can also help us understand why policy change is so difficult in developing countries. Consider market reforms that transfer resources from one group to another with an efficiency gain Suppose privatizing a firm will result in gains for customers while resulting in losses for incumbent workers. Prospect theory helps to explain why such reforms are fought so vigorously -the losses are felt far more sharply by the workers. One implication of loss aversion is, at the margin, to pursue strategies that preserve the rents of incumbents rather than ones that try to buy out incumbents. All other things equal, a strategy that offers a buyout for incumbent workers will be far more costly than one that grandfathers them in. The buyout requires the government to compensate them for their loss and this can be much larger than simple utility calculations can suggest. In contrast a strategy that guarantees incumbent workers a measure of job security would not need to pay this cost. Consider now the case of ill-defined property rights. Suppose that both are unsure who owns the land. Specifically take the case where they both think they own it. This is an approximation to the situation where ownership with probability ½ already gives a partial endowment effect, or to the situation of biased beliefs where both parties may have probability greater than ½ of owning it. In this case, both A and B think they stand to lose v(-L) if they do not fight for the land. In other words, in the absence of well-defined property rights, both parties will put in large amounts of resources to secure what they already think is theirs. This is one of the powerful implications of loss aversion.
Appropriately defining property rights prevents two (or more) parties from having an endowment effect on the same object. Conflicting endowments such as this are sure to produce costly attempts at protecting the perceived endowments. Anything from costly territorial activities (fencing and de-fencing) all the way to violence may result.
Social Preferences and Corruption
In many important development contexts, self-interested behavior is very deleterious.
Bureaucrats in many countries are corrupt. They enforce regulations sporadically or take bribes. Another stark example is teacher absenteeism. Numerous studies have found that teacher absenteeism is one of the primary problems of education in developing countries.
Teachers simply do not show up to school, and as a result, little education can take place.
This blatantly selfish behavior stands in contrast to some evidence on social preferences that individuals may value the utility of others. I will review this literature and describe how social preferences may be contributing to the problem and may serve as part of the solution.
A very simple game called the ultimatum game has become an excellent tool for studying social preferences (Guth, Schmittberger and Schwarze 1982, Thaler 1988) . In this game, one player (call him the "Proposer") makes the first move and offers a split of a certain amount, say $10. The second player ("Responder") decides whether to accept or reject this split. If it is accepted, P and R get the proposed split. If rejected, then both get zero.
This game has been run in many, many countries and for stakes that range from a few dollars in the US to a few months of income in many countries. Yet the pattern of findings is relatively constant. al., (2002) , however, for some interesting differences in some tribal cultures. 17 This is most directly seen in a variant of the Ultimatum game, called the dictator game. Here the Proposer makes an "offer" but the Responder has no choice but to accept it. In this game, the threat of rejection is removed and one continues to find non-zero offers by the Proposer, though they are lower than in the Ultimatum game.
Deleted: ¶ in a positive way about another only makes it easier to deal with externalities and so on. The Responder's possible "punishment" behavior shows, however, the way in which interpersonal preferences could potentially cause inefficiencies and conflicts.
This possibility is clearest in a classic experiment by Messick and Sentis (1979) . They ask subjects to imagine they have completed a job with a partner. They are asked to decide what "fair" pay for their work is. They divide the subjects into two groups however. One group is told to imagine that they had worked 7 hours on the task while the partner had worked 10. The other group is told to imagine that they had worked 10 hours while the partner had worked 7. Both groups were told that the person who had worked 7 hours had been paid $25 and were asked what the 10 hour person should be paid. Those who were told that they had worked 7 hours (and paid $25) tended to feel that the 10-hour subject should be paid $30.29. In contrast, those who were told that they had worked 10 hours felt they should be paid $35.24. The source of the bias can be seen in the bimodality of the distribution of perceived "fair" wages. One mode was at equal pay ($25 for both) while the other mode was at equal hourly wage (so the 10 hour worker gets paid approximately $35.70). Interestingly, the difference between the two treatments was mainly in the proportion at each mode. Those who had worked 7 hours showed more subjects at the equal pay level mode while those who had been told they'd worked 10 hours showed more subjects at the equal hourly pay mode. In other words, both groups recognized two compelling norms: equal pay for equal work and equal pay for equal output. Yet their roles determined (in part) which norm they picked. Such conflicts could easily arise even if there's disagreement about measuring input levels (which often are not fully observed). More broadly, when there is not universal agreement about what is fair division, individuals trying to act "fair" may produce even more conflict than individuals acting in a self-interested manner.
Let us return to the case of teacher absenteeism. The PROBE report surveyed teachers extensively in many areas of India and noted high absenteeism levels. Its in-depth interviews are illuminating about their attitudes and highlights how teachers often feel unmotivated. Some of this discouragement can be viewed as a perceived failure of reciprocity. As noted earlier, individuals strongly adhere to the norm of reciprocity.
Failures of reciprocity (or perceived failures) can result in punitive or self-interested behavior in response. Teachers may feel a strong social preference early on and be motivated to teach and give much more than they need to. After all, from a pure selfinterest motive, they know they can get away with very little teaching. Yet they may be initially motivated to do more, to come to school, to struggle with tougher students and so on. They may view these contributions as a "gift" in large part due to the initial framing of the job (as a "plum job, with good salaries, secure employment and plenty of other time for other activities"). Thus, a young teacher may think, "I am giving a lot to the school". As with any giving, however, the teacher may expect strong reciprocity and see (perhaps in a self-interested way) many outcomes as a lack of reciprocity. For example, the Probe report notes that many schools have terrible infrastructure; accordingly, teachers may feel that the government is not reciprocating their "gifts". This may be especially exaggerated by the transfer system in India which moves teachers to various areas, disrupting the lives of teachers. Thus both the benign neglect of schooling and the active transfers could easily drive teachers to feel that the government does not reciprocate their efforts. They may also come to feel similarly vis a vis parents, who they may feel do not care about their children's education.
Even an initially motivated teacher may very quickly feel justified in their growing apathy. They gave it their best and think that their efforts were not reciprocated. Are these inferences justified? Perhaps not. As in the Messick and Sentis study teachers may very well be making such inferences in a self-interested way. The failure of the context may very well be in it allowing teachers to make such biased attributions of fairness.
Alternatively, teachers may very well be justified in these attributions. We simply cannot tell.
At a deeper level, these studies of fairness suggest that the problem of corruption may have interesting social preference wrinkles. People may be more willing to avoid taxes if they feel they are not "fair". This judgment of unfairness could be the result of getting very few government services or having to bribe corrupt middleman in order to procure government services. Economic models of corruption, by assuming blatant self-interest, ignore the tension corruption generates. If most people, as the evidence suggests, have strong social preferences, then corrupt acts will require self-justification. This resembles anecdotal evidence on corruption experiences. It is very rare that an official simply asks for a bribe. The request is often couched with an explanation for the reason for the bribe.
Even though the bribe is clearly a violation of the law, there is usually a story that serves to justify it in the context of the law. For example, a customs officer may point to improper packaging as a reason for an extra payment. These kinds of insights may one day help to better understand the nature of corruption and anti-corruption policies.
Psychology of the Poor
The work I have described so far starts with a very simple premise: apply the general insights of psychology to the context of development. This raises the question of whether there are psychological features that are unique to poverty. Are there any judgmental heuristics, for example, that are uniquely applied in some developing countries? Are there cultural differences in some developing countries that may in turn reflect in their psychology and hence on economic outcomes? These questions all fall under the purview of cultural psychology, a long dormant branch of psychology that is now enjoying resurgence (Matsumoto 2001) . For example, recent work suggests that East Asians are more overconfident than European-Americans in making probabilistic estimates and tend to focus less on individuals and more on contexts in making attributions (see Nisbett 2004) . Though the formal explanations of such cultural differences are topics of ongoing discussion, lab experiments are identifying a seemingly culture dependent difference in reasoning Given the large differences in context and affective experiences between rich and poor, might there be equally large differences between these two "cultural" groups as well? There is currently no work that I know of but it seems a question worth pursuing.
18
18 In on-going work with Marianne Bertrand and Eldar Shafir, we have isolated a few suggestive differences between the urban poor and the well-off in decision making. I should note here that this type of work should not be confused with pejorative work that argues that the poor are "dumber". Instead, this work attempts to highlight more subtle differences in cognitive heuristics used by the poor and the well-off.
Concluding Observations
Much of recent development economics has stressed the importance of institutions.
Property rights must be enforced to give appropriate incentives for investment.
Government workers must be given appropriate incentives to ensure high quality public service provision. Banking may need to be privatized to ensure a well-functioning credit system that in turn allows for better savings and smoother consumption. The common theme here is that institutions must be improved to help to resolve issues between people.
They may reduce externalities, solve asymmetries of information, or help resolve coordination problems. This focus on institutions resolving problems between people, rather than within a person is natural to economists. The predominant economic model of human behavior leaves little room for individuals themselves to make mistakes. In fact, economists assume that people are unbounded in their cognitive abilities, unbounded in their willpower and unbounded in their self-interest (Mullainathan and Thaler 2001 ).
Once we admit human complexities, institutional design in development becomes not just about solving problems between people. It is also about developing institutions that help any one person deal with their own "problems". I hope the small set of examples I have presented illustrate how a deeper understanding of the psychology of people might eventually improve development economics and policy.
