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Abstract
The cell discretization algorithm, a nonconforming extension of the 6nite element method, is used to obtain
approximations to the Navier–Stokes equations for viscous steady-state incompressible 7ow. An implementation
using polynomial bases is described that permits the use of approximations that exactly satisfy the solenoidal
requirement. A Galerkin basis is constructed and, starting with the solution of the associated Stokes problem,
Newton’s method can be used to generate an approximate solution. A unique solution exists if the viscosity
is su:ciently large; here an a posteriori computation is described that tests if uniqueness is likely to hold and
gives an error estimate showing closeness of the approximation. Tests of the algorithm applied to problems
in polygonal domains are described where approximations are 10th degree polynomials.
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0. Introduction
The stationary Navier–Stokes problem seeks a solution 〈u; 〉 to
− ?u + (u ·∇)u + grad = f ; (1)
div u = 0; (2)
u| = 0; (3)
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where u(·) is a vector 6eld representing the velocity of an incompressible 7uid in some domain 
in RK with boundary  and  is a scalar function expressing the pressure of the 7uid. Constant 
denotes the viscosity. Operator −
 acts on the components of u and the non-linear term (u ·∇)u
is
∑K
i=1 ui 9u=9xi.
Here we apply the cell discretization algorithm, a nonconforming extension of the 6nite element
method due to Greenstadt [5], Raviart and Thomas [9] and Bernardi and Maday [1]. A domain is
partitioned into cells and solutions are approximated on each cell by linear combinations of basis
functions. Another set of basis functions de6ned on the interfaces between cells is used to achieve
weak continuity over the entire domain by requiring that the diHerence of the traces of approximations
on the common boundaries of adjacent cells be orthogonal to increasing numbers of the interface
basis. These requirements, called moment collocations, are expressed as a set of linear constraints on
the coe:cients to be used to de6ne the approximation to the solution on each cell. Here we impose
additional linear constraints enforcing a weak approximation to the solenoidal requirement (2). If
the basis functions are polynomials, su:cient constraints can be added so that the approximation is
solenoidal. We then produce a Galerkin basis satisfying all these requirements.
For the stationary Stokes equations, approximations to both the velocity and the pressure have
been constructed using the cell discretization method. Convergence is shown in [12]. Convergence
of approximations to the velocity and pressure satisfying the non-stationary Stokes equations is
established in [14]. The solenoidal Galerkin basis is 6rst used in this result. These methods provide
the framework for the results shown here.
In Section 1, we give the setting for the cell discretization method and describe an algorithm for
obtaining an approximate solution using polynomial bases for problems with domains that can be
partitioned into triangles or parallelograms in R2 or tetrahedra or parallelepipeds in R3.
In Section 2, we derive an error estimate for problems with polygonal domains that shows the
approximations described in Section 1 are close to a unique solution for the stationary Navier–Stokes
system provided the viscosity  is su:ciently large. We express the error estimate in terms of the
diameter h of a cell and the degree p of the polynomial approximation.
In Section 3 we describe a test of the algorithm.
1. Computational methods
The setting for the cell discretization algorithm is given in detail in [10]. We assume that bounded
domain  in RK has a Lipschitz boundary  that is piecewise C1.
We use the conventional Hilbert spaces:
The L2() inner product is (·; ·)0, with norm ‖ · ‖0.
The Cartesian product of K copies of L2() is L2(), with inner product (u; v)0. The associated
norm is ‖u‖0.
H 1() is {u : → R : u∈L2(); Diu∈L2() for i = 1; : : : ; K} with inner product (u; v)1 and
norm ‖ · ‖1.
The notation for vector 6elds u is H1(), with (u; v)1 representing the inner product and norm
‖u‖1.
Bold-face H10() represents the subspace of H
1() consisting of vector functions with zero
boundary data.
H. Swann / Journal of Computational and Applied Mathematics 164–165 (2004) 691–706 693
Following Greenstadt’s cell discretization method, we suppose that  is partitioned into N sub-
domains 1; : : : ; N called cells. Let 0 =RK \ L.
Let (·; ·)0; i and (·; ·)1; i denote the L2(i) and H 1(i) inner product on cell i. The norms are
represented by ‖ · ‖0; i and ‖ · ‖1; i, respectively.
We de6ne H ={u∈L2() : u|i ∈H 1(i); i=1; : : : ; N}, with inner product (u; v)H =
∑N
i=1 (u; v)1; i.
When extended to a vector 6eld u, the notation is H. The inner product (u; v)H is
∑K
i=1 (u
i; vi)H ,
with norm ‖ · ‖H .
Let ij = Li ∩ Lj. We denote by ij the trace operator restricting u to its values on ij. The inner
product for L2(ij) is 〈·; ·〉ij, with norm represented as ‖ · ‖ij. There are constants Cij such that for
any w∈H; ‖ij(w)‖ij6Cij‖w‖1; i : For each ij, choose {!ijk }∞k=1 to be functions in H 1=2(ij) that are
a basis for L2(ij). For any n, suppose that F
ij
n is the linear span of {!ijk }nk=1. For any h∈L2(ij),
let Sijn (h) denote the L2(ij) orthogonal projection of h onto F
ij
n , with T
ij
n (h) ≡ h−Sijn (h). Since
{!ijk }∞k=1 is a basis, for any !¿ 0; there is some N (h; !) such that n¿N (h; !)⇒ ‖Tijn (h)‖ij ¡ !.
For u∈H , we de6ne the kth moment of u|i on ij to be
Mijk (u) ≡ 〈ij(u); !ijk 〉ij :
To make an approximation weakly continuous on , we proceed as follows:
Let NI be the number of interfaces ij. [n] denotes a multi-index, an NI -vector of nonnegative
integers (: : : ; nij; : : :), with integer nij associated with interface ij. De6ne G[n] to be the set of
functions u in H such that the diHerence of the traces from either side of any internal interface
ij; ij(u)− ji(u), is L2(ij)-orthogonal to !ijk ; k=1; : : : ; nij, so Mijk (u)=Mjik (u). This gives a notion
of weak continuity across interfaces called moment collocation.
Let G0[n] = {u∈G[n]: for any i, for any k6 nio;M iok (u) = 0}; this is the set of functions in G[n]
that are weakly 0 on the external faces io making up .
When u is a vector 6eld, we denote the appropriate extension of our de6nitions by G[n] and
G0[n].
The space of solenoidal vector 6elds is V ≡ {u∈H1() :∇·u=0}. We impose a weak solenoidal
condition as follows.
First, for any k , let {Bki ; i = 1; : : :} be a basis for H 1(k). For any m, suppose that Fkm is the
linear span of {Bki }mi=1. For any v∈H 1(k), let Pkm(v) denote the H 1(k) orthogonal projection of v
onto Fkm and de6ne Q
k
m(v) ≡ v− Pkm(v). We extend this to v∈H by letting Qm(v) be its expression
on each cell given by Qm(v)|k ≡ Qkm(v).
We use this basis to de6ne V[r] = {u∈H : (∇ · u; Bki )0; k = 0 for k = 1; : : : ; N and i6 r}.
Set G0[n][r] ≡ G0[n] ∩ V[r].
Finally, our approximation space is obtained in the following manner:
Let [m] be the number of basis functions used in the approximation on each cell.
Let H[m] = {u∈H : uq|k =
∑m
j=1 b
kq
j B
k
j} where the qth component of vector 6eld u is denoted
uq.
Let G0[m][n][r] ≡ H[m] ∩ G0[n][r]. This is a 6nite dimensional space; the moment collocation
requirements are
(〈ij(uq); !ijp〉ij − 〈ji(uq); !ijp〉ij) = 0; q= 1; : : : ; K ; p= 1; : : : ; nij (5)
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and 〈io(uq); !iop 〉io = 0; q = 1; : : : ; K ; p = 1; : : : ; nio. These requirements produce linear constraints
among the bkqi for each q; q= 1; : : : ;K.
The weak solenoidal requirement is
Bki ; K∑
q=1
Dquq


0;i
= 0; i = 1; : : : ; r; k = 1; : : : ; N: (6)
This requirement produces more linear relations among the bkqi .
Note that if we use a polynomial basis {Bki } to de6ne approximation urmn, then we can enforce
the incompressibility requirement exactly, since if the polynomial ∇ · urmn is in the span of the r
basis functions {Bki }ri=1 de6ning V[r], yet orthogonal to them, ∇ · urmn must be 0.
A crucial lemma concerns the following projections: We de6ne Prmn to be the H orthogonal
projection operator taking G0[n][r] onto G0[m][n][r], and let Qim denote the H
1(i) orthogonal
projection mapping H1(i) onto the orthogonal complement of the span of the 6rst m basis functions,
with Qm representing this projection over H.
Lemma 1. If the collocation weight functions !ijk are L2(ij) orthonormal, and nf is the maximum
number of C1 faces of any cell, then for any v∈G0[n][r]:
‖v − Prmnv‖H6 (1 + (1=1)[2nf sup{C2ij}+ Kr])1=2‖Qm(v)‖H ;
where 1 is the least eigenvalue of a positive de7nite matrix that depends on the bases and cell
structure and [n] and r: 1=1 is nonincreasing as [m]→ [∞]. Thus
lim
[m]→[∞] ‖v − P
r
mnv‖H = 0 for any v∈G0[n][r]:
The proof of this lemma, using results from [2,10,12,14] is given in [13]. Properties of and values
for 1 are found in [14]. Estimates for Qm(v) for polynomial approximations in terms of p, the degree
of the basis, and h, the diameter of a cell are found in [15]; appropriate orthonormal collocation
weight functions are described in [6].
In [14] we generate a basis for G0[m][n][r] that satis6es both the collocation constraints and the
weak solenoidal requirement. See also [11]. The method generalizes the following algorithm for
domains in R2.
The coe:cients {bkqi } for the representation on each of the N cells can be concatenated to form
vector b ≡ (bT1 ; bT2 ), where bi denotes (b1i1 ; b1i2 ; : : : ; b2i1 ; b2i2 ; : : : ; bki1 bki2 : : :). Then m˜ ≡ 2Nm is the length
of b. The linear moment collocation requirements (5) are expressed as Mibi = 0. The matrices M1
and M2 are the same. The linear weak solenoidal requirement (6) is represented as (S1
...S2)b = 0,
where matrices Sq have entries of form (Bki ; DqB
k
j )0; i ; q= 1; 2.
Thus the coe:cients {bkqi } must satisfy the conditions:
M1b1 = 0; (7)
M2b2 = 0; (8)
and S1b1 + S2b2 = 0: (9)
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Let n denote the total number of constraints in (7)–(9). If we de6ne M to be the matrix
M1 00 M2
S1 S2

, these requirements are succinctly expressed as Mb = 0; the set of acceptable (bkqi )
is the null space of M. The null space of M has dimension p ≡ m˜−n and is found using the ‘QR’
factorization of MT [2,14].
Suppose
(q11; : : : ; qm1)T; (q12; : : : ; qm2)T; : : : ; (q1p; : : : ; qmp)T
span the null space; they are orthogonal if obtained using the QR algorithm. The matrix with these
vectors as columns is denoted by Q′.
Let bold face Bk1i ≡ (Bki ; 0) de6ned on  by assuming it is zero outside k ; likewise, Bk2i is the
pair (0; Bki ). We enumerate these {Bkqi } as
(B111 ;B
11
2 ; : : : ;B
11
m1 ;B
21
1 ;B
21
2 ; : : : ;B
21
m2 ; : : : ;B
12
1 ;B
12
2 ; : : : ;B
12
m1 ;B
22
2 ; : : :);
there are m˜ such Bkqi . Denote the B
kq
i with this enumeration as {31; 32; : : : ; 3m˜} and form Bi ≡∑m˜
j=1 qji3
j. Then {Bi} is a basis for G0[m][n][r]. Any approximation of form urmn=
∑p
i=1 yiBi can
be expressed in terms of the original basis represented by {31; 32; : : : ; 3m˜} in the following way:
p∑
i=1
yiBi =
p∑
i=1
yi
m˜∑
j=1
qji3j =
m˜∑
j=1
p∑
i=1
yiqji3j:
Thus the coe:cients of 3j are 5j ≡
∑p
i=1 yiqji, which are the components of vector 5=Q
′y, where
y is the column matrix of the yi.
If the set of original basis functions {Bki } de6ned on k is an L2(k) orthonormal set, it then
follows that basis {Bi} is L2() orthonormal since the columns of Q′ are orthogonal. Such basis
functions {Bki } for triangles and parallelograms are used in our implementation of the method de-
scribed below; suitable orthogonal polynomial basis functions for tetrahedra and parallelepipeds are
described in [6].
A weak form of the Navier–Stokes problem is conventionally considered [3,8,16]. If we have u
and  such that (1)–(3) hold, then for v∈H10() ∩ V,
(−?u + (u ·∇)u + grad  − f ; v)0 = 0:
For such v; div v = 0, so (grad; v)0 = −(;∇ · v)0 = 0; the term containing the pressure  is
eliminated.
We de6ne bilinear form a(u; v)i acting on H 1(i)×H 1(i) to be
∫
i
∑K
j=1 DjuDjv dx and a(u; v) ≡∑N
i=1 a(u; v)i.
For u; v∈H, let a(u; v)=∑Kq=1 a(uq; vq) where u=(u1; : : : ; uq; : : : ; uK) and v is similarly represented.
Integrating by parts discovers that (−?u; v)0 = a(u; v) for u∈H20().
Thus we seek some u in H10() ∩ V such that for all v∈H10() ∩ V,
a(u; v) + ((u ·∇)u; v)0 = (f ; v)0: (10)
We assume that f has components in L2().
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Our approximate solution is obtained by solving (10) over the space G0[m][n][r]. Thus we must
6nd some urmn =
∑p
i=1 yiBi ∈G0[m][n][r] such that
a(urmn;Bk) + ((u
r
mn ·∇)urmn;Bk)0 = (f ;Bk)0 for k = 1; : : : ; p: (11)
We use the fact that ((u ·∇)w; v)0 is trilinear and substitute
∑p
i=1 yiBi for u
r
mn to require that

p∑
i=1
yia(Bi ;Bk) +
p∑
i=1
yi
p∑
j=1
yj((Bj · ∇)Bi ;Bk)0 − (f ;Bk)0 = 0 (12)
for k = 1; : : : ; p.
Thus we must solve this system of simultaneous quadratic equations.
There is a (not necessarily unique) solution, for theory gives us weak solutions to the stationary
Navier–Stokes equations [3,16]; projection arguments and Lemma 1 then give the existence of an
approximation in G0[m][n][r]. The error estimate in the next section does not depend on how a
solution is found. In our experiments we use the following method to 6nd a solution. It is essentially
Newton’s method, where we use an iterative approach and use a linear approximation to the nonlinear
convective term.
For Newton’s method, we need a good initial guess for an approximation. We start with the
solution to the stationary Stokes equations [12]. This works well in the examples in Section 3.
Thus we 6nd a solution u0 to
−?u0 + grad  = f for x in ;
∇ · u0 = 0;
u0| = 0:
In our approximation space G0[m][n][r], we solve linear system

p∑
i=1
y0i a(Bi ;Bk)− (f ;Bk)0 = 0:
Newton’s method for 6nding a root b for g :R → R such that g(b) = 0 supposes that we have
found bn :=
∑n
k=0 uk ; then un+1, the next term in this sum, satis6es g(bn)=(un+1) = −g′(bn), or
un+1 =−(g′(bn))−1g(bn).
We generalize to Rp; here we seek y = (y1; : : : ; yp) such that quadratic forms
gk(y) := 
p∑
i=1
yia(Bi ;Bk) +
p∑
i=1
yi
p∑
j=1
yj((Bj · ∇)Bi ;Bk)0 − (f ;Bk)0 = 0
for k = 1; : : : ; p.
Approximate: suppose yn :=
∑n
k=0 uk :=
∑p
j=1 y
n
jBj, starting with u0, the solution to the Stokes
equations. Inductively, we need to compute un+1 =−[L|yn]−1gk(yn):
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L|yn , the derivative of (gk), is the linear operator with matrix (Lik) de6ned using yn:
Lik = a(Bi ;Bk) +
p∑
j=1
ynj ((Bj · ∇)Bi ;Bk)0 +
p∑
j=1
ynj ((Bi · ∇)Bj;Bk)0:
Note that we need only generate the triple array
((Bj · ∇)Bi;Bk)0
to readily generate L|yn at any yn. The drawback is that this is a very time consuming process; it
invites parallel computation.
To 6nd un+1 =−[L|yn]−1gk(yn); we solve, for un+1,
L|yn(un+1) =−(gk(yn)) =−residual
=−

 p∑
i=1
yni a(Bi ;Bk) +
p∑
i=1
yni
p∑
j=1
ynj ((Bj · ∇)Bi ;Bk)0 − (f ;Bk)0


=−

 p∑
i=1
uni
p∑
j=1
unj ((Bj · ∇)Bi ;Bk)0)

=−(((un · ∇)un;Bk)0):
Note that each term in the last vector is the negative of the kth L2() Fourier coe:cient of
the residual relative to the ortho-normal basis {Bj}, giving us an easy way to assess the possible
convergence of these interations.
So suppose that we somehow 6nd a solution u˜ to the discrete problem (12); Newton’s method
works well if we start with a good guess. The next section addresses the following questions:
(a) Is there a unique solution to the original problem? and
(b) If (a) is true, how close is our approximation u˜ to the unique solution?
2. An error estimate
The question of convergence of approximations makes sense only if there is a unique solution to
the original problem. Uniqueness has been shown for su:ciently large  (or su:ciently small f)
[3,16]. For example, in [3], uniqueness holds if ¿C‖u‖1, where C is a certain constant depending
on the domain and u is a weak solution. We encounter a similar requirement in the following way.
We assume  is the union of triangles and/or parallelograms. We suppose that we have u˜, a
solution to (12) in G0[m][n][r]. We obtain a uniqueness result and convergence estimate if the
following requirement is met:
R1. There should be some C3¿ 0 such that, for all v∈G0[m][n][r],
a(v; v) + ((v ·∇)u˜; v)0¿C3‖v‖2H :
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In every run of our software we check to see if R1 is true by using matrix methods, for given 
and u˜, we 6nd the minimum C3 of quadratic expression a(v; v) + ((v ·∇)u˜; v)0 such that ‖v‖H = 1
for v in 6nite dimensional G0[m][n][r]. If C3¿ 0; R1 is satis6ed.
Constant C3 is positive if  is su:ciently large, as the following theorem shows:
Theorem 3. For any u˜∈G0[n], there is a constant C¿ 0 such that if ¿C‖u˜‖H ; then R1 is
satis7ed.
Proof. It is shown in [2] that PoincarUe’s inequality holds over G0[n], i.e. there is some C1¿ 0 such
that for all v∈G0[n],
a(v; v)¿C1[a(v; v) + (v; v)0](=C1‖v‖2H ):
If  is the union of triangular or parallelogram cells, then, from [3,7], there is a constant C2
depending on the cell structure such that
|((u ·∇)v;w)0|6C2‖u‖H‖v‖H‖w‖H for any u; v; and w∈H: (13)
So |((v ·∇)u˜; v)0|6C2‖u˜‖H‖v‖2H . Thus
a(v; v) + ((v ·∇)u˜; v)0¿ C1‖v‖2H − C2‖u˜‖H‖v‖2H = [C1 − C2‖u˜‖H ]‖v‖2H ;
so requirement 1 holds if C1¿C2‖u˜‖H and a suitable C is C2=C1. Note that C3 in R1 satis6es
C3¿ C1 − C2‖u˜‖H .
The constant C in Theorem 3 is not readily computed, whereas our software calculates C3 for
each approximation of u˜.
Then, assuming the existence of a solution 〈u; 〉 with u∈H20()∩C( L) and grad∈C( L) for
the stationary Navier–Stokes equations, (u is not a-priori assumed unique), we obtain the following
estimate:
Theorem 4. Assume that requirement R1 holds for  and u˜ over G0[m][n][r]. Let Pu denote Prmnu,
the H projection of a solution u on G0[m][n][r], with Qu = u −Pu. Then
2C3‖Pu − u˜‖H6E1(u; ; u˜) +
√
E1(u; ; u˜)2 + 4C3E2(u; u˜):
The Ei are the following:
E1(u; ; u˜) =
(
+ 2C1
1

‖f‖−1
)
‖Qu‖H +
√
2‖Qr()‖0
+4
√
N sup{Cij}[sup{‖Tijnij(ij())‖ij}+  sup{‖Tijnij(Dniju)‖ij}]
+ sup|u|
√
2 sup{Cij}


∑
ij
‖ij(u˜k)− ji(u˜k)‖2ij


1=2
:
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E2(u; u˜) =C1
1

‖f‖−1‖Qu‖2H
+sup|u|
√
2 sup{Cij)‖Qu‖H


∑
ij
‖ij(u˜k)− ji(u˜k)‖2ij


1=2
:
We can expect expressions Ei(·) to be small for two reasons. They may be small for theoretical
reasons; e.g. they contain ‖Qu‖H=‖u−Prmnu‖H and, by Lemma 1, ‖Qu‖H6C‖Qpu‖H6C(0:5p)−p,
where p is the degree of a polynomial approximation [12]. Or the Ei(·) are discovered to be small
because they can be computed by the approximation algorithm. For example, the norm ‖ij(u˜) −
ji(u˜)‖ij of the diHerence of the traces of u˜ on interface ij is computed in the solution process; it
should be small due to the use of moment collocations to approximate continuity and can be made
smaller if necessary by using more moment collocations. In Theorem 7 below we provide more
detailed estimates in terms of h, the largest diameter of any cell, p, the degree of the polynomial
approximation, and the number of moment collocations enforced and the number of basis functions
used to achieve the solenoidal condition.
Before giving the proof of Theorem 4, we present the following lemma concerned with the term
((u ·∇)v;w)0.
Lemma 5. (a) If u∈V ∩H10() ∩ C( L) and v∈H1(k) ∩ C( Lk); k = 1; : : : ; N , then
((u ·∇)v; v)0 =
K∑
k=1
∑
ij
∫
ij
[ij(vk)− ji(vk)]12(ij(vk) + ji(vk))ji(u) · nij ds:
(b) If u∈V ∩H10() ∩ C( L); v∈C( L) ∩H, then ((u ·∇)v; v)0 = 0:
Proof. (a) Let v be any component of v:
((u ·∇)v; v)0 =
∫

(
K∑
i=1
uiDiv
)
v dx = 1=2
∫

K∑
i=1
uiDiv2 dx
=1=2
∫

∇ · (v2u) dx− 1=2
∫

v2∇ · u dx:
The second integral is zero since u∈V. By the divergence theorem,
∫

∇ · (v2u) dx =
N∑
i=1
∫
i
∇ · (v2u) dx =
N∑
i=1
(∑
j
∫
ij
ij(v2u) · nij ds
)
;
where nij is the unit outward normal to ij (pointing outward with respect to cell i). Sums are
taken over nontrivial ij.
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If we group the integrals together that concern the same interface ij and use the fact that nij=−nji,
N∑
i=1
(∑
j
∫
ij
ij(v2u) · nij ds
)
=
∑
ij
∫
ij
[ij(v2)ij(u)− ji(v2)ji(u)] · nij ds+
∑
io
∫
io
io(v2)io(u) · nio ds:
We assume that i¡ j. The assumptions for u give io(u) = 0.
Since ij(u) = ji(u),
ij(v2)ij(u)− ji(v2)ji(u) = [ij(v2)− ji(v2)]ij(u):
Now v is continuous on any Lk , so
[ij(v2)− ji(v2)] = [ij(v)− ji(v)][ij(v) + ji(v)]:
These results yield (a).
(b) follows from (a), since if v is continuous as well, the diHerence of traces on any ij is 0.
We need Green’s formula in the following proofs. With Dnu denoting the vector of outward
normal derivatives of the components of u, Green’s formula is
(−?u; v)0 = a(u; v)− 〈Dnu; (v)〉′ ;
where 〈·; ·〉 denotes the vector L2(′) inner product. This is valid for ′ =  or ′= any j.
We make a preliminary computation before presenting a proof for Theorem 4. We assume we
have found u˜∈G0[m][n][r], such that, for any v∈G0[m][n][r],
a(u˜; v) + ((u˜ ·∇)u˜; v)0 = (f ; v)0:
Later in the proof we will set v =Pu − u˜.
We suppose that u∈H20()∩C( L) and there exists ∈C( L) with grad∈L2() such that (1),
(2) and (3) hold. Then, for all v∈H,
(−?u + (u ·∇)u + grad; v)0 = (f ; v)0:
As in [15], using Green’s formula on each cell and combining common interface terms, we get,
for v∈H,
(−?u; v)0 = a(u; v)−
∑
ij
〈Dniju; ij(v)− ji(v)〉ij −
∑
io
〈Dniou; io(v)〉io:
Thus
a(u; v) + ((u ·∇)u; v)0 = (f ; v)0 − (∇; v)0
+
∑
ij
〈Dniju; ij(v)− ji(v)〉ij +
∑
io
〈Dniou; io(v)〉io:
H. Swann / Journal of Computational and Applied Mathematics 164–165 (2004) 691–706 701
Then
a(u − u˜; v) = a(u; v)− a(u˜; v)
= (f ; v)0 − ((u ·∇)u; v)0 − (∇; v)0 +
∑
ij
〈Dniju; ij(v)− ji(v)〉ij
+
∑
io
〈Dniou; io(v)〉io + ((u˜ · ∇)u˜; v)0 − (f ; v)0
=−((u · ∇)u; v)0 + ((u˜ · ∇)u˜; v)0 − (∇; v)0
+
∑
ij
〈Dniju; ij(v)− ji(v)〉ij +
∑
io
〈Dniou; io(v)〉io: (14)
Two estimates concerning the right-hand side of this equation are the following:
Lemma 6. Suppose v∈G0[m][n][r].
(a) |(∇; v)0|6 [
√
K‖Qr()‖0 + sup{Cij}sup{‖Tijnij(ij())‖ij}nf
√
N ]‖v‖H .
(b) If nf denotes the maximum number of faces in any of the N cells,∣∣∣∣∣∣
∑
ij
〈Dniju; ij(v)− ji(v)〉ij +
∑
io
〈Dnio ; (v)〉io
∣∣∣∣∣∣
6
√
Nnf sup{Cij}sup{‖Tijnij(Dniju)‖ij}‖v‖H :
The proof is similar to that found in Lemma 1.3, (d) and (e), of [14].
Proof of Theorem 4. We show how to estimate term
−((u ·∇)u; v)0 + ((u˜ ·∇)u˜; v)0
when v =Pu − u˜.
First, −((u ·∇)u; v)0 + ((u˜ · ∇)u˜; v)0
=− ((u ·∇)(u − u˜); v)0 − ((u ·∇)u˜; v)0 + ((u˜ ·∇)u˜; v)0
=− ((u ·∇)(u − u˜); v)0 − (((u − u˜) · ∇)u˜; v)0:
Now substitute Pu − u˜ for v, and recall that Qu +Pu = u: We get
−((u ·∇)(u − u˜);Pu − u˜)0 − ((u − u˜) · ∇)u˜;Pu − u˜)0
=− ((u ·∇)(u − u˜); (u − u˜))0 + ((u ·∇)(u − u˜);Qu)0 − (((Qu +Pu − u˜) · ∇)u˜;Pu − u˜)0
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=− ((u ·∇)(u − u˜); (u − u˜))0 + ((u ·∇)(u − u˜);Qu)0
−((Qu ·∇)u˜;Pu − u˜)0 − (((Pu − u˜) · ∇)u˜;Pu − u˜)0: (15)
We majorize the 6rst three of these terms.
From Lemma 5 (a), 2((u ·∇)(u − u˜); (u − u˜))0
=
K∑
k=1


∑
ij
∫
ij
[ij((u − u˜)k)− ji((u − u˜)k)](ij((u − u˜)k) + ji((u − u˜)k))ji(u) · nij ds


=


∑
ij
∫
ij
K∑
k=1
([ij((u − u˜)k)− ji((u − u˜)k)](ij((u − u˜)k) + ji((u − u˜)k)))ji(u) · nij ds

 ;
where (u − u˜)k denotes the kth component of (u − u˜).
Now since ij(u) = ji(u); [ij((u − u˜)k)− ji((u − u˜)k)] =−[ij(u˜k)− ji(u˜k)].
Then, using Schwarz’ inequality, 2|((u ·∇)(u − u˜); (u − u˜))0|
6 sup|u|


∑
ij
K∑
k=1
‖ij(u˜k)− ji(u˜k)‖ij‖ij((u − u˜)k) + ji((u − u˜)k)‖ij

 :
Here we have used the fact that nij is a constant unit vector for triangular or parallelogram cells.
Use Schwarz’ inequality again to argue that this is less than or equal to
sup|u|


∑
ij
‖ij(u˜)− ji(u˜)‖2ij


1=2

∑
ij
‖ij(u − u˜) + ji(u − u˜)‖2ij


1=2
:
By the trace theorem,
‖ij(u − u˜) + ji(u − u˜)‖2ij6 2(C2ij‖u − u˜‖21; i + C2ji‖u − u˜‖21; j):
Finally, ‖u− u˜‖21; i=‖Qu+Pu− u˜‖21; i=‖Qu‖21; i+‖Pu− u˜‖21; i, since Pu is an H orthogonal projection.
Terms such as C2i∗‖u − u˜‖21; i occur at most nf times when substituted in the sum above, so

∑
ij
‖ij(u − u˜) + ji(u − u˜)‖2ij


1=2
6
√
2nf sup{Cij)(‖Qu‖H + ‖Pu − u˜‖H ):
For the next two terms in (15), from (13), note that
|((u ·∇)(u − u˜);Qu)0|= |((u ·∇)(Qu +Pu − u˜);Qu)0|
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6 |((u ·∇)Qu;Qu)0|+ |((u ·∇)(Pu − u˜);Qu)0|
6C2‖u‖H‖Qu‖2H + C2‖u‖H‖Pu − u˜‖H‖Qu‖H :
Also, |((Qu ·∇)u˜;Pu − u˜)0|6C2‖Qu‖H‖u˜‖H‖Pu − u˜‖H .
Finally, we note that −(((Pu − u˜) · ∇)u˜;Pu − u˜)0 is of form −((v ·∇)u˜; v)0 and thus can be
moved to the left-hand side of inequality (14) and incorporated with the term a(Pu − u˜;Pu − u˜)
to be dealt with by assumption R1.
Now, to conclude the proof of Theorem 4, from (14),
a(u − u˜;Pu − u˜) = a(Qu;Pu − u˜) + a(Pu − u˜;Pu − u˜)
=−((u ·∇)u;Pu − u˜)0 + ((u˜ · ∇)u˜;Pu − u˜)− (∇;Pu − u˜)0
+
∑
ij
〈Dniju; ij(Pu − u˜)− ji(Pu − u˜)〉ij +
∑
io
〈Dniou; io(Pu − u˜)〉io:
From Lemma 6, we get
a(Pu − u˜;Pu − u˜)
6 | − a(Qu;Pu − u˜)| − ((u ·∇)u;Pu − u˜)0 + ((u˜ · ∇)u˜;Pu − u˜)0
+[
√
K‖Qr()‖0 + sup{Cij}sup{‖Tijnij(ij())‖ij}nf
√
N ]‖Pu − u˜‖H
+
√
Nnf sup{Cij}sup{‖Tijnij(Dniju)‖ij}‖Pu − u˜‖H :
So, since |a(Qu;Pu − u˜)|6 ‖Qu‖H‖Pu − u˜‖H , and using the argument above concerning the
terms in (15),
a(Pu − u˜;Pu − u˜) + ((Pu − u˜) · ∇)u˜;Pu − u˜)0
6 ‖Pu − u˜‖H

‖Qu‖H + 2C1‖u‖H‖Qu‖H +
√
K‖Qr()‖0
+ sup{Cij}sup‖Tijnij(ij())‖ij4
√
N + 
√
Nnf sup{Cij}sup{‖Tijnij(Dniju)‖ij}
+sup|u|
√
nf
2
sup{Cij}
{∑
ij
‖ij(u˜k)− ji(u˜k)‖2ij
}1=2

+C1‖u‖H‖Qu‖2H + sup|u|
√
nf
2
sup{Cij}‖Qu‖H


∑
ij
‖ij(u˜k)− ji(u˜k)‖2ij


1=2
: (16)
Assumption R1 de6ning C3 and (16) gives an inequality of form
C3‖Pu − u˜‖2H6 ‖Pu − u˜‖H{E1(u; ; u˜)}+ E2(u; u˜);
thus de6ning E1 and E2 in the statement of the theorem; from [16], ‖u‖H6 1‖f‖−1; recall: nf6 4
and K = 2.
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To obtain the 6nal form of the error estimate, it is readily shown that positive 7 satisfying an
inequality of form 8726 97+ : for 8; 9 and :¿ 0 must also satisfy 2876 9 +
√
92 + 48:.
The next theorem expresses the error estimate of Theorem 4 in terms of
(i) p, the degree of the polynomial approximation on each cell, so [m] is (p+ 1)(p+ 2)=2;
(ii) q, the maximum degree of the Legendre polynomials providing the weight functions on the
interfaces on any trial, so [n] is q+ 1;
(iii) ;, the maximum degree of the polynomials used to enforce the weak solenoidal condition, so
[r] = (;+ 1)(;+ 2)=2 and
(iv) h, the maximum diameter of the cells partitioning .
The trace constants Cij are bounded by c1h−1=2, where c1 is independent of h and depends only
the smallest angle in any cell [15]. From [14],
√
1=16 260h−1 for p6 10.
We use the following error estimates for a polynomial implementation of these methods; they
are given in [15] and are expressed in terms of the semi-norm de6ned by the L2- norm of high
derivatives of the solution.
For u∈Hp+2() (and for h6 3 and p¿ 2),
‖Qpu‖H6 hp(0:5p)−p[|u|p+1 + |u|p+2], where, for example, |u|2p+1 =
∑
|8|=p+1 ‖D8u‖20.
For ∈H;+2(), ‖Qr()‖06 0:2h;+1(0:5(;+ 1))−(;+1)[||;+1 + ||;+2].
‖Tijnij(ij())‖ij6 0:66hq+1(0:7(q+ 2))−(q+3=2)‖(ij())q+1‖ij
where (ij())q+1 represents the (q+ 1)st tangential derivative of  on ij.
‖Tijnij(Diju)‖ij6 0:66× hq+1(0:7(q+ 2))−(q+3=2)‖(Diju)q+1‖ij :
We use these estimates to replace the appropriate terms of Theorem 4 to get Theorem 7:
Theorem 7. We use the notation of Theorem 4. In terms of h; p; q, and ;, the Ei in estimate
2C3‖Pu − u˜‖H6E1(u; ; u˜) +
√
E1(u; ; u˜)2 + 4C3E2(u; u˜)
are bounded as follows:
E1(u; ; u˜)
6
(
+ 2C1
1

‖f‖−1
)
(1 + (1=1)[8c21=h+ (;+ 1)(;+ 2)])
1=2hp(0:5p)−p[|u|p+1 + |u|p+2]:
+0:3h;+1(0:5(;+ 1))−(;+1)[||;+1 + ||;+2]
+4
√
Nc1h−1=20:66hq+1(0:7(q+ 2))−(q+3=2)
[
sup‖(ij())q+1‖ij +  sup‖(Diju)q+1‖ij
]
+sup|u|
√
2c1h−1=2


∑
ij
‖ij(u˜k)− ji(u˜k)‖2ij


1=2
:
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E2(u; u˜)
6C1
1

‖f‖−1[(1 + (1=1)[8c21=h+ (;+ 1)(;+ 2)])1=2hp(0:5p)−p[|u|p+1 + |u|p+2]]2
+ sup|u|
√
2c1h−1=2


∑
ij
‖ij(u˜k)− ji(u˜k)‖2ij


1=2
×(1 + (1=1)[8c21=h+ (;+ 1)(;+ 2)])1=2hp(0:5p)−p[|u|p+1 + |u|p+2]:
3. An example
In our experiments, we considered many values of the viscosity  and computed the values of
C3 to test the validity of requirement R1. To make accurate evaluations we used a problem with a
known solution; we suppose that  is the unit square and
u := (Fy;−Fx) where F(x; y) = (sin(<x))2(sin(<y))2 and  = cosh(x2y);
and we use (1) to de6ne f .
We use one cell, 10th degree polynomial approximations, with the solenoidal requirement enforced
by 8th degree polynomials, and the zero boundary condition weakly forced by Legendre polynomials
of degree 5 or less.
When viscosity  = 1, the 6rst approximation is essentially the solution, with maximum error
0:88× 10−2 and H error 0:83× 10−1; C3 = 0:0045.
When =10−1; C3=1:05×10−4; for =10−2; C3=2:49×10−6, with similar errors. Three iterations
of Newton’s method are needed.
When =10−3; C3 is negative, so R1 is false. However, when we use eight iterations of Newton’s
method, the approximations do converge. The errors are max: error = 0:017; H error = 0:29.
When =10−4; C3 is negative; starting with the solution to the associated Stokes equations (with
 = 10−4), there is no convergence using Newton’s method. The approximations remain bounded
but vary widely. However, when we start the iteration with a vector function closer to the actual
solution, Newton’s method rapidly converges to an approximation similar to the others.
In view of these experiments, in spite of the theoretical smallness of many components of the Ei,
the form of the estimate in Theorem 7 indicates that when both  and C3 are very small, we may not
have much information concerning convergence and uniqueness beyond providing a way to assess
when caution is appropriate. Further experiments with more complex problems and a comparison
with other methods of solution [4] are planned.
In particular, we can address two further questions:
1. It is conjectured by Temam [16, p. 168] that solutions are not unique if  is su:ciently
small. Examples of nonuniqueness for domains in R3 have been found [3,16]; does the method
for constructing solutions described here for domains in R2 give us a tool for discovering multiple
solutions in R2?
2. If requirement R1 does NOT hold for some , yet the algorithm still converges, as for =10−3
above, does it follow that multiple solutions can be found? In the example above, the critical value
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for  where Newton’s method no longer converges to a close approximation starting from the solution
of the Stokes problem is = 5:02× 10−4.
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