Abstract. We study diagonalizations of covers using various selection principles, where the covers are related to linear quasiorderings (τ -covers). Some of the new classes are characterised in terms of Borel images in combinatorial spaces. This study leads to a solution of a topological problem related to the minimal tower problem, which was stated in an earlier work.
Introduction
Combinatorial spaces. We consider zero-dimensional sets of real numbers. For convenience, we may consider other spaces with more evident combinatorial structure, such as the Baire space N N of infinite sequences of natural numbers, and the Cantor space N {0, 1} of infinite sequences of "bits" (both equipped with the product topology). The cantor space can be identified with P (N) using characteristic functions. We will often work in the subspace P ∞ (N) of P (N), consistinng of the infinite sets of natural numbers. These spaces, as well as any complete, separable, zero-dimensional metric space, are homeomorphic to sets of reals, thus our results about sets of reals can be thought of as talking about this more general case.
Selection principles. Let U and V be collections of covers of a space X. The following selection hypotheses have a long history for the case when the collections U and V are topologically significant. S 1 (U, V): For each sequence {U n } n∈N of members of U, there is a sequence {V n } n∈N such that for each n V n ∈ U n , and {V n } n∈N ∈ V. S f in (U, V): For each sequence {U n } n∈N of members of U, there is a sequence {F n } n∈N such that each F n is a finite (possibly empty) subset of U n , and n∈N F n ∈ V. U f in (U, V): For each sequence {U n } n∈N of members of U, there is a sequence {F n } n∈N such that for each n F n is a finite (possibly empty) subset of U n , and (either ∪F n = X for all but finitely many n, or else) {∪F n } n∈N \ {X} ∈ V.
All covers considered in this paper are assumed not to have X as an element. An ω-cover of X is a cover such that each finite subset of X is contained in some member of the cover. It is a γ-cover if it is infinite, and each element of X belongs to all but finitely many members of the cover. Following [5] and [10] , we consider the following types of covers: The inclusions between these classes can be summarized as follows:
These inclusions and the properties of the selection hypotheses lead to a complicated diagram depicting how the classes defined this way interrelate. However, only a few of these classes are really distinct. Figure 1 contains the distinct ones among these classes, together with their critical cardinalities, which were derived in [5] and in [10] ; see definition in Section 4. The only unsettled implications in this diagram are marked with dotted arrows. τ -covers. A cover of a space X is large if each element of X is covered by infinitely many members of the cover. Following [12] , we consider the following type of cover. A large cover U of X is said to be a τ -cover of X if for each x, y ∈ X we have either x ∈ U implies y ∈ U for all but finitely members U of the cover U, or y ∈ U implies x ∈ U for all but finitely members U of the cover U.
A quasiordering on a set X is a reflexive and transitive relation on X. It is linear if for all x, y ∈ X we have x y or y x. A countable τ -cover {U n } n∈N for a set X ⊆ R induces a linear quasiordering on X by:
x y ⇔ x ∈ U n → y ∈ U n for all but finitely many n.
If this τ -cover is Borel, then = { x, y : x y} is a Borel subset of X × X. We let T and B T denote the collections of countable open and Borel covers of X, respectively. We have the following implications.
There is a simple hierarchy between the selection principles: For each U, V in {O, Ω, T, Γ} or in {B, B Ω , B T , B Γ }, we have that
needs a little care when V is T or B T : It holds due to the following lemma. Lemma 1.1. Assume that U is a countable τ -cover of a space X, and assume that V is a collection of sets such that each V ∈ V is a union of finitely many members of U, and each member of U is contained in some member of V. Then V is a τ -cover of X.
Equivalences
The notion of τ -covers introduces seven new pairs-namely, (T, O), (T, Ω), (T, T), (T, Γ), (O, T), (Ω, T), and (Γ, T)-to which any of the selection operators S 1 , S f in , and U f in can be applied. This makes a total of 21 selection principles. Fortunately, some of them are easily eliminated, using the arguments of [9] and [5] . We will repeat the reasoning briefly for our case. The details can be found in the cited references.
First, the properties S 1 (O, T) and S f in (O, T) imply S f in (O, Ω), and thus hold only in trivial cases. Next, S f in (T, O) is equivalent to U f in (T, O), since if the finite unions cover, then the original sets cover as well. Now, since finite unions can be used to turn any cover to a γ-cover [5] , we have the following equivalences 1 :
In Theorem 3.3 we will show that S 1 (T, Γ) = S f in (T, Γ). We are thus left with eleven new properties, whose positions with respect to the other properties are described in Figure 2 . In this Figure, as well as in the one to come, there exist quite many unsettled possible implications.
Equivalences for Borel covers. For the Borel case we have the diagram corresponding to Figure 2 , but in this case, more equivalences are known (see Figure 1 ). Moreover, in Theorem 4.11 we prove that
The surviving Borel classes appear in Figure 3 . In addition, each selection principle for Borel covers implies the corresponding selection principle for open covers.
Subcovers with stronger properties
Definition 3.1. Let X be a set of reals, and U, V collections of covers of X. We say that X satisfies U V (read: U choose V) if for each cover U ∈ U there exists a subcover V ⊆ U such that V ∈ V.
Observe that for any pair U, V of collections of countable covers we have that the property S f in (U, V) implies U V . Gerlits and Nagy [4] proved that for U = Ω and V = Γ, the converse also holds, that is,
. But in general the property U V can be strictly weaker than S f in (U, V).
A useful property of this notion is the following. 
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When every τ -cover contains a γ-cover.
Theorem 3.3. The following equivalences hold:
, and that U n , n ∈ N, are countable open τ -covers of X. Using the property T Γ , we may assume that the covers U n are γ-covers of X. Thus it suffices to show that X satisfies S 1 (Γ, Γ). Using the S f in (Γ, T) property, we can choose finite subsets F n ⊆ U n such that U = n∈N F n is a τ -cover of X. Applying the property T Γ again, we have that U contains a γ-cover of X. This implies that
(2) is similar.
Corollary 3.4. The following equivalences hold:
Using similar arguments, we have the following.
Theorem 3.5. The following equivalences hold:
When every ω-cover contains a τ -cover.
Lemma 3.6. The following equivalences hold:
Theorem 3.7. The following inclusions hold:
1.
Proof. We will prove (1) (the proof of (2) is identical). Assume that X satisfies Ω T . If X is countable then it satisfies all of the properties mentioned in this paper. Otherwise let x n , n ∈ N, be distinct elements in X. Assume that
is an open ω-cover of X, and thus contains a τ -cover V of X. Let be the induced quasiordering.
Proof. Write V = {V n } n∈N . Let x 0 be a least element in X, . Consider the subsequence {V n k } k∈N consisting of the elements V n such that x 0 ∈ V n . Since τ -covers are large, this sequence is infinite. For all x ∈ X we have x 0 x, thus x ∈ V n → y ∈ V n for all but finitely many n. Since x ∈ V n k for all k, we have that for all but finitely many k, x ∈ V n k .
There are two cases to consider. Case 1. For some n x n is a least element in X, . Then V contains a γ-coverṼ of X. In this case, for all n x n belongs to all but finitely many members ofṼ, thusṼ ∩Ũ n is finite for each n, and W = {U : (∃n)U \ {x n } ∈Ṽ} is a γ-cover of X.
Case 2. For each n there exists x = x n with x x n . For each n, U n is a γ-cover of X, thus x belongs to all but finitely many members of V ∩Ũ n . Since x n does not belong to any of the members in V ∩Ũ n , V ∩Ũ n must be finite. Thus, W = {U : (∃n)U \ {x n } ∈Ṽ} is a τ -cover of X.
Combinatorics of Borel images
In this section we characterise several properties in terms of Borel images in the spaces N N and P ∞ (N), using the combinatorial structure of these spaces.
The combinatorial structures. A quasiorder ≤ * is defined on the Baire space N N by eventual dominance:
for all but finitely many n.
Also, define a quasiorder
is, for each f ∈ N N there exists g ∈ X such that f ≤ * g. b is the minimal size of an unbounded subset of N N, and d is the minimal size of a dominating subset of
is a tower if it is linearly quasiordered by ⊆ * , and it has no pseudo-intersection. t is the minimal size of a tower.
A family Y ⊆ P ∞ (N) is centered if the intersection of each (nonempty) finite subfamily of Y is infinite. Note that every tower in P ∞ (N) is centered. p is the minimal size of a centered family which has no pseudo-intersection.
The property
. For a set of reals X and a topological space Z, we say that Y is a Borel image of X in Z if there exists a Borel function
The following classes of sets were introduced in [6] :
P: The set of X ⊆ R such that no Borel image of X in P ∞ (N) is a power, B: The set of X ⊆ R such that every Borel image of X in N N is bounded (with respect to eventual domination); D: The set of X ⊆ R such that no Borel image of X in N N is dominating. For a collection J of separable metrizable spaces, let non(J ) denote the minimal cardinality of a separable metrizable space which is not a member of J . We also call non(J ) the critical cardinality for the class J . The critical cardinalities of the above classes are p, b, and d, respectively. These classes have the interesting property that they transfer the cardinal inequalities
U is a large cover of X if, and only if, h U [X] ⊆ P ∞ (N). Note that ω-covers not containing X as an element are large. The following lemma is a key observation for the rest of this section. Note that h U is a Borel function whenever U is a Borel cover of X. This Lemma implies that P =
B Ω B Γ [10] .
It is natural to define the following notion.
T: The set of X ⊆ R such that no Borel image of X in P ∞ (N) is a tower.
Proof. See [12] for the clopen version of this theorem (a straightforward usage of Lemma 4.2). The proof for the Borel case is similar.
Corollary 4.5. non(
Proof. By Theorem 4.4, t ≤ non(
). In [12] we defined T to be the collection of sets for which every countable clopen τ -cover contains a γ-cover, and showed that non(T ) = t. But Proof. According to [12] , no continuous image of an analytic set is a tower. In particular, towers are not analytic subsets of P ∞ (N). Since Borel images of analytic sets are again analytic sets, we have that every analytic set satisfies T.
The following equivalences hold [10] : Proof. By Theorems 3.3 and 4.4,
. For a subset Y of P ∞ (N) and a ∈ P ∞ (N), define
If all sets in Y ↾ a are infinite, we say that Y ↾ a is a large restriction of Y .
Theorem 4.8. For a set X of real numbers, the following are equivalent:
there exists a large restriction of Y which is linearly quasiordered by ⊆ * .
for each n, we have that U = {U n } n∈N is a Borel ω-cover of X, thus contains a τ -cover {U an } n∈N of X. Let a = {a n } n∈N , and define a cover V = {V n } n∈N of X by
Then V is a τ -cover of X, and by Lemma 4.2,
is linearly quasiordered by ⊆ * . 2 ⇒ 1: Assume that U = {U n } n∈N is an ω-cover of X. By Lemma 4.2, h U [X] is centered. Let a = {a n } n∈N be a large restriction of h U [X] which is linearly quasiordered by ⊆ * , and define V as in 1 ⇒ 2. Then
. Thus all elements in h V [X] are infinite (i.e., V is a large cover of X), and h V [X] is linearly quasiordered by ⊆ * (i.e., V is a τ -cover of X). Then V \ {∅} ⊆ U is a τ -cover of X.
Remark 4.9. Replacing the "Borel sets" by "clopen sets" and "Borel functions" by "continuous functions" in the last proof we get that the following properties are equivalent for a set X of reals:
1. Every countable clopen ω-cover of X contains a τ -cover of X.
For each continuous image
We do not know whether the open version of this result is true. For all f ∈ Y , g ≤ * f ; 2. For each f, h ∈ Y , one of the situations f (n) < g(n) ≤ h(n) or h(n) < g(n) ≤ f (n) is possibble only for finitely many n.
Theorem 4.11. For a set X of real numbers, the following are equivalent:
Proof. We must show that 3 ⇒ 4 and 4 ⇒ 1.
3 ⇒ 4: For each n, the collection
: m ∈ N}, n ∈ N, are Borel γ-covers of X. For all n, the sequence {U n m } m∈N is monotonically increasing with respect to ⊆, thus we may use (1) instead of (3) to get a τ -cover
Let g ∈ N N be such that g(n) = m n for all n. For all x ∈ X, as U is a large cover of X, we have that Ψ(x) ∈ U n g(n) (that is, Ψ(x)(n) < g(n)) for infinitely many n. Let be the linear quasiordering of X induced by the τ -cover U. Then for all x, y ∈ X, either x y or y x. In the first case we get that for all but finitely many n Ψ(x)(n) < g(n) → Ψ(y)(n) < g(n), and in the second case we get the same assertion with x and y swapped. This shows that Ψ[X] satisfies the excluded middle property.
4 ⇒ 1: Assume that U n = {U n k : k ∈ N}, n ∈ N, are Borel γ-covers of X. Define a function Ψ from X to N N so that for each x and n:
Then Ψ is a Borel map, and so Ψ[X] satisfies the excluded middle property. Let g ∈ N N be a witness for that. Then the sequence U = {U n g(n) } n∈N is a τ -cover of X: For each x ∈ X we have that g ≤ * Ψ(x), thus U is a large cover of X. Moreover, for all x, y ∈ X, we have by the excluded middle property that at least one of the assertions Ψ(x)(n) < g(n) ≤ Ψ(y)(n) or Ψ(y)(n) < g(n) ≤ Ψ(y)(n) is possibble only for finitely many n. Let be the quasiordering of X induced by U. Then the first assertion implies that x y, and the second implies y x. Problem 4.12. Does there exist an analogue characterization of U f in (Γ, T) in terms of continuous images? (Γ, Ω) , and according to [5] and [10] ,
Critical cardinalities
Proof. By Theorem 3. Proof. By Theorem 4.11, non(S 1 (B Γ , B T )) = e. Thus, our theorem will follow from the inclusions
once we prove that non(U f in (Γ, T)) ≤ e. To this end, consider a family Y ⊆ N N of size e which does not satisfy the excluded middle property, and consider the monotone γ-covers U n , n ∈ N, of N N defined in the proof of Theorem 4.11. Then, as in that proof, we cannot extract from these covers a τ -cover of Y . Thus, Y does not satisfy U f in (Γ, T).
Definition 5.5. Let κ ωτ be the minimal cardinality of a centered set Y ⊆ P ∞ (N) such that for no a ∈ P ∞ (N), the restriction Y ↾ a is large and linearly quasiordered by ⊆ * .
Lemma 5.6. non(
Proof. Let P ωτ denote the property that every clopen ω-cover contains a γ-cover. Then 
Proof. By Theorem 3.7 and Figure 2 , we have the following implications:
Thus, our lemma follows from Lemma 5.6 and Theorem 5.4, together with the known critical cardinalities from [5] and [10] . (These cardinalities appear in Figure 1 .)
Proof. By Theorem 3.6, Theorem 5.1, and Lemma 5.7,
The proof for the Borel case is the same.
The minimal tower problem
Let c denote the size of the continuum. The following inequalities are well known [2] :
For each pair except p and t, it is well known that a strict inequality is consistent.
Problem 6.1 (Minimal tower ). Is it provable that p = t?
This is one of the major and oldest problems of infinitary combinatorics. Allusions for this problem can be found in Rothberger's works (see, e.g., [8] ).
The study of the cardinal κ ωτ is directly connected to the minimal tower problem.
Proof. By Corollaries 4.3 and 4.5,
In [12] we suggested the following topological approach to the minimal tower problem. We know that S 1 (Ω, Γ) ⊆ S 1 (T, Γ), and that non(S 1 (Ω, Γ)) = p, and non(S 1 (T, Γ)) = t. Thus, if p < t is consistent, then it is consistent that S 1 (Ω, Γ) = S 1 (T, Γ). Thus the following is a logical lower bound on the difficulty of the minimal tower problem.
Problem 6.3 ([12]). Is it consistent that
We also have a Borel variant of this problem.
Both of these problems are solved in the following section.
Additivity numbers and the class S 1 (T, Γ)
For a class J of sets of real numbers with ∪J ∈ J , the additivity number of J is the minimal cardinality of a collection F ⊆ J such that ∪F ∈ J . The additivity number of J is denoted add(J ). 
Proof. By Theorem 4.4 and Lemma 7.1, we have that add(
The proof that add( T Γ ) = t is not as elegant and requires a back-and-forth usage of Lemma 4.2. Assume that κ < t, and let X α , α < κ, be sets satisfying
, and according to [13] , add(S 1 (B Γ , B Γ )) = b. By Theorem 7.2, we get that
On the other hand, by Theorem 5.2 we have
In [5] it is asked whether S 1 (Γ, Γ) is closed under taking finite unions. If the answer turns out positive, then as in the proof of Theorem 7.3, we get that S 1 (T, Γ) is closed under taking finite unions, whereas it is consistent that S 1 (Ω, Γ) is not closed under taking finite unions [3] . This would have solved Problem 6.3. Fortunately, our study of selection principles for the Borel case helps us to solve this problem as well as Problem 6.4 anyway.
Theorem 7.4 (CH). There exist sets of reals
Proof. By a theorem of Brendle [1] , assuming CH there exists a set of reals X of size continuum such that all subsets of X satisfy P. (Recall that according to [10] , P = S 1 (B Ω , B Γ ).)
As P is closed under taking Borel (continuous is enough) images, we may assume that X ⊆ The rest of the proof follow similarly using Theorem 3.5.
Sequences of compatible τ -covers
When considering sequences of τ -covers, it is convenient to have that the linear quasiorderings they define on X agree, in the sense that there exists a Borel linear quasiordering on X which is contained in all of the induced quasiorderings. In this case, we say that the τ -covers are compatible. We thus have the following new selection principle:
of X there is a sequence {U n } n∈N such that for each n U n ∈ U n , and {U n } n∈N ∈ V.
The selection principle S f in (T, V) is defined similarly. Replacing "open" by "Borel" gives the selection principles S 1 (B T , V) and S f in (B T , V).
The following implications hold:
and similarly for the Borel case.
For V = Γ the new notions coincide with the old ones.
Proposition 8.1. The following equivalences hold:
Proof. We will prove (1); (2) is similar. By Theorem 3.3, we have the following implications
is a τ -cover of X such that the induced quasiordering contains . 
is not dominating. For each finite subset F of X, put
for each n. Assume that F is a finite subset of X, and let x 0 be a least element in F (with respect to ). Then for
is not dominating, and define a Borel function Φ from X to N N by:
Let f witness that Φ[X] is not dominating. Then
is an ω-cover of X.
According to [10] , the property that for all Borel images Y maxfin(Y ) is not dominating is equivalent to the S 1 (B Γ , B Ω ) property. We thus have the following theorem.
Proof. S f in (B Γ , B Ω ) satisfies the assumptions of Lemma 8.4 [10] .
Problem 8.9. Assume that X satisfies S f in (B T , B Ω ). Does it follow that X 2 satisfies S 1 (B Γ , B Ω )?
Special elements
The Cantor set C. Let C ⊆ R be the canonic middle-third Cantor set.
Proposition 9.1. Cantor's set C does not satisfy S f in (Γ, T).
Proof. Had it satisfied this property, we would have by Theorem 4.6 that C ∈ T Γ ∩ S f in (Γ, T) = S 1 (Γ, Γ), contradicting [5] .
Thus C satisfies S f in (T, Ω) and U f in (Γ, T), and none of the other new properties.
Sierpinski sets. If a Sierpinski set satisfies T Γ
, then it satisfies S 1 (T, Γ) but not S 1 (O, O). Such a result would give another solution to Problem 6.3. Some known constructions. The paper [10] ruled out the possibility that any selection property for the open case implies any selection property for the Borel case. Some implications are ruled out by constructions of [5] and [10] . Several other implications are eliminated due to critical cardinality considerations (see also Section 10). Figures 2 and 3? 
Problem 9.4. Which implications can be added to the diagrams in

New results
In a recent work it is shown that we can express κ ωτ and e in terms of the classical cardinals. We quote here the results. A family F ⊆ P ∞ (N) is splitting if for each infinite A ⊆ N there exists S ∈ F which splits A, that is, such that the sets A ∩ S and A \ S are infinite. s is the minimal size of a splitting family. 
