The paper presents a possibility to use a new PVM-VSI (Preference Vector Method computed in Vector Space of Increments) method in making decisions that demand that different variants should be considered, while being evaluated with respect to different criteria. Hence, knowledge about them is a must, and that knowledge is not necessarily available quantitatively, whereas the very evaluation should be relatively objective; that is, independent from the decision maker's preferences or opinions. The paper presents the use of the PVM-VSI method in support decisions related to urban development-to rank projects submitted for implementation within the framework of a citizen budget. The ranking will make it feasible to determine which of the submitted projects will have the dominant influence on the town's sustainable development, and, subsequently, which ones should be presented to citizens as the better ones out of the projects submitted, and to compare the method mentioned with methods used in similar decision-making problems in the past: Fuzzy AHP (Analytic Hierarchy Process), Fuzzy TOPSIS (Technique for Order of Preference by Similarity to Ideal Solution), and Fuzzy PROMETHEE (Preference Ranking Organization METHod for Enrichment of Evaluation).
Introduction
Managing a contemporary town with a view to achieving its sustainable development requires that the urban authorities should have to account for a number of interdependencies between factors influencing or affecting the outcome of decisions being made [1] . Thus, they have to account for economic, social, and environmental factors [2] . Hence, in their decision making they will have to be knowledgeable in urban planning, spatial development, technology, ecology, sociology, and social psychology, among others. Such knowledge is also needed when new tools, such as a participatory budget, are about to be implemented.
A participatory budget, often also called a "citizen budget" (CB), is a decision-making process involving citizens in the life of their town. In such a CB scheme, citizens co-create their town's budget, by making joint decisions concerning allocation of a certain portion of the public budget [3] . A portion of public funds set out by the town authorities is allocated to implement those projects that take into consideration the needs that residents of a given quarter, street, or estate have. The implementation of such projects entails a risk, as it neglects the outcome of selected CB projects to be completed for the town's sustainable development. Therefore, in order for the CB projects to MCDA methods most frequently used in decisions concerning urban sustainable development are: AHP used in previous studies [11, 21, 24, 25, 28, 32, 35] , its fuzzy version (Fuzzy AHP) [9, 15, [21] [22] [23] 26, 29] , and a fuzzy version of the TOPSIS method used in other previous studies [10, 11, 20, 23, 26, 27, 29, 31, 33, 34] . Other examples of the use of decisions made in this manner by means of the ELECTRE method [24] , PROMETHEE [28] , ANP (Analytic Network Process), Fuzzy DEMATEL (DEcision MAking Trial and Evaluation Laboratory), Fuzzy VIKOR (Vlse Kriterijumska Optimizacija kompromisno Resenje which means multi-criteria optimization and compromise solution, in Serbian) [30] , and THOWA (2-Tuple Hybrid Ordered Weighted Averaging) [34] .
Often hybrid solutions are used along with MCDA methods in which the GIS (Geographical Information System) is used [15, 20, 25, 35] , or two methods are combined with a view to finding an optimal solution [11, 23, 24, [28] [29] [30] . Table 1 depicts the basic characteristics of the MCDA applications in the problems related to urban development. Table 1 .
Use of Multi-criteria decision analysis methods in decision-making urban development problems.
No.
Decision 
Methodological Framework
The PVM-VSI method was used as a methodological framework to evaluate and rank projects submitted for participatory budgeting. The presented method is a modification and extension of the original PVM [36, 37] . It is a multi-criteria method assisting a decision maker in making a decision by providing to him a rank of decision variants. The implemented modification allows the decision maker to account for uncertainty in evaluation of decision criteria. The individual steps of the PVM-VSI method are shown in Figure 1 . 
The PVM-VSI method was used as a methodological framework to evaluate and rank projects submitted for participatory budgeting. The presented method is a modification and extension of the original PVM [36, 37] . It is a multi-criteria method assisting a decision maker in making a decision by providing to him a rank of decision variants. The implemented modification allows the decision maker to account for uncertainty in evaluation of decision criteria. The individual steps of the PVM-VSI method are shown in Figure 1 . On the basis of the questionnaire addressed to respondents, comparative matrices are produced, where l is the number of criterion being compared. Entries of these matrices are ( , ),
where i and j are numbers of decision variants. Information contained in those matrices is often On the basis of the questionnaire addressed to respondents, comparative matrices M l are produced, where l is the number of criterion being compared. Entries of these matrices are m l (i, j), where i and j are numbers of decision variants. Information contained in those matrices is often inconsistent, which is derived from inconsistent responses. This inconsistency should be reflected in the calculation result. To that end, on the basis of the matrix M l , matrix R A k l is constituted. The matrix R A k l is an intermediate matrix of the comparison in reference to the variant A k .
In the rows of the matrix R A k l there are comparisons of the i th variant, with reference to the variant A k . In the columns there are successive k th decision variants.
The matrix R A k l is obtained from the following formula (1):
where r 
where → X j is a vector representing the j th decision variant, whereas x j (l) is an element of that vector, while N is the number of decision variants.
A matrix containing covariants Mcov j is also produced for individual variants, regarding the individual criteria (4):
where mcov j (o, p) is an entry of matrix Mcov j .
For the calculated vectors → X j a motivation preference vector for average value → Ψ is determined (5):
where i denotes a specific criterion, ψ i is the vector element → Ψ, and quart III j means the third quartile calculated with respect to the variant j.
Furthermore, a demotivation vector of preference for average values → Φ is determined (6):
where i denotes a specific criterion, φ i is the vector element → Φ, and quart I j means the first quartile calculated with respect to the variant j.
The vector → V is calculated as the difference between the vectors
On the basis of that vector, the vector → V is determined by reducing it to a unit vector (8) :
V is the magnitude of the vector → V (9):
where i denotes a specific criterion, v(i) is an element of vector
The vector → V allows determination of the transformation matrix T (10):
The matrix is always a square matrix.
Multiplying the coordinates of the vector → X j by the matrix T yields the vector of evaluation of a given decision variant
All elements of the vector → U j , apart from the first one (u j (1)), equal nil. The element u j (1) is the evaluation of a given decision variant and is comparative in its function. It should be noted that the best solution has the lowest u j value, so the issue of minimization is considered. In practice, the best option is considered to be the one over which the other variants in pairwise comparison matrices outweigh the least (compare Formulas (1)- (3)).
Likewise, the matrix Mcov j can be transformed, so that the output is the matrix Mcov j (12):
where mcov j (i, k) is an element of the matrix Mcov j . Elements of mcov j (i, k), for which i = k are variants. On that basis, the standard deviation of the evaluation of decision variants after transformation can be calculated (13):
All elements σ j (i) apart from the first one σ j (1) equal nil. The element σ j (1) is a standard deviation of the evaluation of a given decision variant.
Standard deviation is a measure of the variability of a given phenomenon, object, or objects. That variability can result from changes in the parameters of an object over time, measurement error, and if there are more objects, it may represent their heterogeneousness. If evaluation of objects proves to be difficult, it may stand for a degree of uncertainty of that evaluation. The method presented above, in which comparative matrices are constructed, is used to calculate a deviation standard to represent the degree of uncertainty of evaluation which the PVM method requires. The classical PVM method allows construction of a rank of decision variants. That rank, however, does not allow for a degree of uncertainty of evaluation to be accounted for. A modified method allows determination of a standard deviation for each decision variant included in the rank. Because in this method the standard deviation is at the same time a measure of uncertainty of the evaluation of decision variants, the very rank itself can be interpreted as a measure of uncertainty of its place within the rank. That uncertainty is a product of the decision maker's uncertainty. Two decision variants that are close to one another in the rank, but characterized by a considerably large standard deviation, can thus be qualified as equivalent.
Decision Problem
The objective behind the research performed was to create a rank of projects submitted under a citizen budget and to make conclusive decisions as to which is best. Those projects that come up in hierarchy are more suited to influence urban sustainable development. Hence, they should be given priority by citizens and urban authorities in implementing a citizen budget. This research is meant to assist a decision maker in making their decision in a scenario where they must decide which project to select on the basis of a number of criteria. The criteria are but subjective evaluations by the decision maker in accordance with the scale adopted for the research. This may be related to how precise the evaluations by the decision maker are. Use of the PVM-VSI method is to make it easy for the decision maker to create a rank of projects and select those which will best suit the development of the town, and, indirectly, would be beneficial for the town's people.
The decision maker evaluated by means of five criteria the same number of decision variants. The projects (variants) in the study were evaluated in accordance with the following criteria:
• C1-spatial order: a criterion on the basis of which the projects were evaluated as to their impact on sorting out the urban space and on how well the constituents of the space are harmonized; • C2-modernization (revitalization): this criterion accounts for the impact that projects would exert on improving aesthetic assets of the town, estate, quarter, or street to which projects apply, by increasing their value in use and advantageous transformations in the area included in the project; • C3-environmental and nature protection: a criterion that is used to evaluate projects regarding their impact on nature and the environment, surrounding greenery, inland water, and fauna management in the area concerned; • C4-sport and tourism: a criterion used in evaluation of the impact of projects on the physical wellbeing of those who live in the area concerned, and to improve the attractiveness of the environs in the eye of tourists in the area; • C5-culture: a criterion which is used to evaluate the projects in the sense of what bearing they have on spiritual development of people to whom the project may concern.
The criteria here were selected for the research in such a manner that they could be used in the evaluation of the variants on their impact on the economic, social, and environmental milieus included.
Five decision variants were evaluated according to the criteria presented above:
• A1: construction of a walking path along the river Warta from the East Boulevard to the Lubuski Bridge; • A2: a swimming pool within the river Warta water current; • A3: improvement in bicycle urban infrastructure; • A4: integrative playground for handicapped children; • A5: pro-eco revitalization of Słowiański Park.
These projects were the most interesting ones taken out of the pool of all projects submitted under the Citizen Budget 2018, Gorzów town. A number of projects were selected, which was dictated by the number of comparisons that would have to be drawn up; should all the submitted projects be included in the research, the duration of the very research would be extensively prolonged. The core of the research was not the selection of the most interesting projects, but a comparison of the proposed method assisting decisions with methods used so far in multi-criteria decision problems, where selection criteria are not quantified. Hence, the scope of projects could be narrowed down to a few of the most interesting projects out of the pool of all projects submitted under the 2018 CB.
Results
The research had nine stages. The first one was to define the weights of the individual criterion. In this case it was assumed that all criteria would have the same importance to the decision maker; thus, the criteria weights are equal. This can be interpreted as lack of weight.
Across stage two, the decision maker-taking advantage of a poll method-was asked to make pairwise comparisons of the decision variants as defined above. The variants were compared in accordance with the criteria specified above. This stage's output produced five comparison matrices. The comparison matrix for the criterion C1 (spatial order) is presented in Table 2 . The other pairwise comparison matrices are included in Appendix A. Stage four consisted of performing calculations on the basis of the matrices shown above, average evaluation vectors for the individual decision variants. The average evaluation vectors are presented in Table 4 . In the stages to follow, on the basis of the average evaluation vectors, a covariance matrix can be created for individual variants within the framework of individual criterion, as well as motivation and demotivation preference vectors. An example of a covariance matrix for the variant A1 is given in Table 5 . Tables 6 and 7 show motivation and demotivation vectors, respectively. The successive stage was to calculate the difference between the vectors as above; that is, the vector → V. It is presented in Table 8 . In the successive step, on the basis of the vector → V and the value of the normalised motivation vector, the vector → V was determined. The values of that vector are given in Table 9 . With the vector → V known, it is possible to determine a transformation matrix T. That matrix is given in Table 10 . 
On the basis of the matrix vectors, average evaluations for successive decision variants and a transformation matrix of the vector of the evaluation of a given decision variant were calculated. All elements of the evaluation vector, apart from the first one, equal nil. The first one is evaluation u j of a given decision variant and is used to compare decision variants. The evaluations obtained by the individual decision variants are given in Table 11 and Figure 2 . However, having a covariance matrix and a transformation matrix, variances can be calculated for successive decision variants, on the basis of which a standard deviation can be calculated for individual variants. Standard deviation is a value informing which area the value of evaluation calculated for a given decision variant can change in this study. Variance values (var) obtained in this study and the standard deviation values (σ) obtained from successive variants are gathered in Table 11 . On the basis of the matrix vectors, average evaluations for successive decision variants and a transformation matrix of the vector of the evaluation of a given decision variant were calculated. All elements of the evaluation vector, apart from the first one, equal nil. The first one is evaluation of a given decision variant and is used to compare decision variants. The evaluations obtained by the individual decision variants are given in Table 11 and Figure 2 . However, having a covariance matrix and a transformation matrix, variances can be calculated for successive decision variants, on the basis of which a standard deviation can be calculated for individual variants. Standard deviation is a value informing which area the value of evaluation calculated for a given decision variant can change in this study. Variance values (var) obtained in this study and the standard deviation values (σ) obtained from successive variants are gathered in Table 11 . 
Discussion
The obtained solution was analyzed using GSUA (global sensitivity and uncertainty analyses) [38, 39] in order to determine the stability of the ranking. Additionally, the results obtained in the PVM-VSI method were compared with the results obtained in the Fuzzy AHP, Fuzzy TOPSIS, and NEAT F-PROMETHEE methods.
Global Sensitivity and Uncertainty Analyses
GSUA is a variance-based method of analyzing data and models with regard to objective function [40] . This method assigns probability distribution functions to all inputs of the model and ensures their propagation to outputs [41] . This allows determination of the meaning of input factors and to assess the interactions between the input factors of the model and its outcomes. As a result, it 
Discussion
Global Sensitivity and Uncertainty Analyses
GSUA is a variance-based method of analyzing data and models with regard to objective function [40] . This method assigns probability distribution functions to all inputs of the model and ensures their propagation to outputs [41] . This allows determination of the meaning of input factors and to assess the interactions between the input factors of the model and its outcomes. As a result, it is possible to identify the input factors that reduce the variance of the results [39] to the greatest extent. This method is, therefore, fundamentally different from the traditional methods of sensitivity analysis.
The first element of GSUA was the uncertainty analysis. For this purpose, for all variants the possible values of the criteria were determined in the form of a pair of values: an average value and standard deviation. It can be assumed that they describe a random variable with a certain distribution. It was assumed that these variables have a normal distribution, and then 10,000 combinations of random variables were drawn, for which u j was determined Then, based on the calculated values of u j , a relative shift in the position of the variant was determined using formula (14) [40] :
Rank baseline u j − Rank u j (14) where Rank baseline u j is the position of the variant in the baseline ranking shown in Table 11 and Rank u j is the position in the ranking for which u j values were calculated on the basis of random variables. The 10,000 values of R s were determined, the histogram of which is shown in Figure 3 . The first element of GSUA was the uncertainty analysis. For this purpose, for all variants the possible values of the criteria were determined in the form of a pair of values: an average value and standard deviation. It can be assumed that they describe a random variable with a certain distribution. It was assumed that these variables have a normal distribution, and then 10,000 combinations of random variables were drawn, for which was determined Then, based on the calculated values of , a relative shift in the position of the variant was determined using formula (14) [40]:
where is the position of the variant in the baseline ranking shown in Table 11 and is the position in the ranking for which values were calculated on the basis of random variables. The 10,000 values of were determined, the histogram of which is shown in Figure 3 . The analysis of Figure 3 coincides with the conclusions that can be drawn from the values of standard deviations σ from Table 11 . Small differences in values with a large standard deviation prove that the assessments in pairwise comparison matrices are very imprecise or that the preferences of the decision maker are not very well defined. Therefore, it is not possible to determine a clear order in the ranking. In Figure 3 , the maximum histogram is 8 for , while the lack of changes in the ranking is only for a very small number of randomly drawn cases. This proves the high variability of and the inability to obtain an unambiguous ranking. In addition to the uncertainty analysis, a sensitivity analysis was carried out using the method developed by Saltelli [40, 42] . In this analysis, the Monte-Carlo method was used to calculate first-order and total-effect indices for a model of k factors. The sequences of quasi-random numbers [43, 44] were used to generate random values. Two studies were carried out here: (1) for criteria and (2) for criteria and variants together.
On the basis of the matrix of pairwise comparison matrices, average values and variances for the criteria were determined. These values were then used to generate random values. First-order ( ) and total-effect ( ) sensitivity indices, as well as their difference ( − ), were calculated on their basis. These values are presented in Table 12 . Table 12 . First-order and total-effect indices determined for criteria. The analysis of Figure 3 coincides with the conclusions that can be drawn from the values of standard deviations σ from Table 11 . Small differences in u j values with a large standard deviation prove that the assessments in pairwise comparison matrices are very imprecise or that the preferences of the decision maker are not very well defined. Therefore, it is not possible to determine a clear order in the ranking. In Figure 3 , the maximum histogram is 8 for R s , while the lack of changes in the ranking is only for a very small number of randomly drawn cases. This proves the high variability of u j and the inability to obtain an unambiguous ranking.
In addition to the uncertainty analysis, a sensitivity analysis was carried out using the method developed by Saltelli [40, 42] . In this analysis, the Monte-Carlo method was used to calculate first-order and total-effect indices for a model of k factors. The sequences of quasi-random numbers [43, 44] were used to generate random values. Two studies were carried out here: (1) for criteria and (2) for criteria and variants together.
On the basis of the matrix of pairwise comparison matrices, average values and variances for the criteria were determined. These values were then used to generate random values. First-order (S i ) and total-effect (S Ti ) sensitivity indices, as well as their difference (S Ti − S i ), were calculated on their basis. These values are presented in Table 12 . The highest value S i was obtained for a criterion C3. This indicates that the greatest potential to reduce the variance of results is offered by reducing the variance of criterion C3. There are two reasons for this. The first reason is the high value of the vector coordinate → V corresponding to criterion C3 (Table 9 ). This means that the share of criterion C3 in determining u j is very high. The second reason is the high value of criterion C3 variance for most variants, in particular A4 and A3, as shown in Table 13 . The difference S Ti − S i has a very small positive value, which means that the criteria are not involved in any interaction with other input factors. In a similar way, i.e., on the basis of a pairwise comparison matrix, average values and variances for criteria and variants were determined. On the basis of the determined averages and variances, random values were generated as the basis for calculating first-order (S i ) and total-effect (S Ti ) sensitivity indices, and their difference (S Ti − S i ). The value S i is shown in Table 14 . Based on the value S i in Table 14 , it is possible to determine precisely for which variants the variances of the criteria should be reduced. Comparing Tables 13 and 14 , it can be seen that the high value of S i coincides with the high variance values. Table 15 shows the differences S Ti − S i . They are very close to 0, which means that there is no, or very little, interaction with other input factors. 
Fuzzy AHP Calculations
In this study a Fuzzy AHP method was applied, as proposed by Vahidnia [15] , being an extension of AHP [4, 45] in the case in which fuzzy coefficients are used by decision makers instead of precise values.
In the first stage of the study that was carried out by means of fuzzy AHP, pairwise comparison matrices obtained in Section 5 were used with respect to the five criteria with evaluation scores proposed by Saaty (crisp) but changed into fuzzy values. Fuzzy values correspond to the individual Saaty's scale scores and they are presented in Figure 4 . In order to map crisp values onto fuzzy ones, linguistic values were used, defined for both Saaty's scale and fuzzy scale [4, 15] . Mapping of crisp values onto fuzzy ones on the grounds of a linguistic scale is given in Table 16 . A 1-9 scale of evaluation scores has been used to associate respective values of the left, mid, and right points of the range, within which the function is defined, to linguistic evaluations. In this study a Fuzzy AHP method was applied, as proposed by Vahidnia [15] , being an extension of AHP [4, 45] in the case in which fuzzy coefficients are used by decision makers instead of precise values.
In the first stage of the study that was carried out by means of fuzzy AHP, pairwise comparison matrices obtained in Section 5 were used with respect to the five criteria with evaluation scores proposed by Saaty (crisp) but changed into fuzzy values. Fuzzy values correspond to the individual Saaty's scale scores and they are presented in Figure 4 . In order to map crisp values onto fuzzy ones, linguistic values were used, defined for both Saaty's scale and fuzzy scale [4, 15] . Mapping of crisp values onto fuzzy ones on the grounds of a linguistic scale is given in Table 16 . A 1-9 scale of evaluation scores has been used to associate respective values of the left, mid, and right points of the range, within which the function is defined, to linguistic evaluations. Intermittent value (7, 8, 9) (1/9,1/8,1/7) 9
Absolutely important (8, 9, 9) (1/9,1/9,1/8)
The pairwise comparison matrix for the criterion C1 (spatial order) obtained via changes of evaluation scores in Saaty's scale into fuzzy values is presented in Table 17 . Intermittent value (7, 8, 9) (1/9,1/8,1/7) 9
The pairwise comparison matrix for the criterion C1 (spatial order) obtained via changes of evaluation scores in Saaty's scale into fuzzy values is presented in Table 17 . 
In stage two, on the basis of the average evaluation scores expressed as fuzzy values, evaluation was calculated for weak, intermittent, and high values. The outcome obtained for individual variants, as per each criterion, is given in Table 18 . Table 18 . Evaluation of variants, accounting for individual criterion-a fuzzy scale. In the following stage, partial values obtained in variants for individual criteria for weak, intermittent, and high values were aggregated into a final fuzzy value. In the last stage, the final value obtained for individual weak, intermittent, and high values was subjected to defuzzification and normalization, in this way achieving the final evaluation score for each variant. On the basis of the final evaluation score, the place in the ranking for each variant is established. 
Fuzzy TOPSIS Calculations
Another method used with a view to comparing results obtained by means of PVM-VSI is Fuzzy TOPSIS. In this method, fuzzy vectors achieved as a result of aggregation of pairwise comparisons and presented in Table 18 were used as input values of variant evaluations. Table 18 may, thus, be interpreted as a fuzzy decision matrix (FDM).
At the very beginning evaluation scores were normalized to achieve a normalized fuzzy decision matrix (NFDM), shown in Table 20 , and a weighted normalized fuzzy decision matrix (WNFDM), which due to equal weights of the criteria, is identical with the NFDM. The following stage, with research by Fuzzy TOPSIS, determines ideal and anti-ideal solutions. Values for ideal and anti-ideal solutions for individual criteria are given in Table 21 . Final results obtained in Fuzzy POPSIS are given in Table 22 . 
NEAT F-PROMETHEE Calculations
The last method remaining to describe, and used to comparative ends, is NEAT F-PROMETHEE. In this NEAT F-PROMETHEE procedure, a V-shaped preferential function was chosen. The thresholds of this function are given in Table 23 . A matrix of fuzzy preference relations created in NEAT F-PROMETHEE is presented in Table 24 . Fuzzy solutions in NEAT F-PROMETHEE are given in Table 25 . The results in Table 25 were subject to defuzzification. The defuzzified outcome is given in Table 26 . 
Comparison of Obtained Ranks
The ranks obtained in the individual MCDA methods are given collectively in Table 27 . Table 27 . Ranks obtained in individual MCDA methods.
Method Rank

PVM-VSI
After analyzing Table 27 , it can easily be noticed that the same ranks were obtained in both Fuzzy AHP, Fuzzy AHP, and NEAT F-PROMETHEE II. A slightly different ranking was obtained using the NEAT F-PROMETHEE I method. In the NEAT F-PROMETHEE I ranking, the order of variants for A1 and A4 changed, which are not comparable (using the median order-indifferentiable), while in the previously mentioned rankings, the preference was obtained A 4 A 1 . This difference is mainly due to the fact that Fuzzy AHP, Fuzzy AHP, and NEAT F-PROMETHEE II only use relations of indifference (a I b) and preference (a P b), while NEAT F-PROMETHEE I additionally includes an incomparability relation (a R b). In particular, differences between NEAT F-PROMETHEE I and II are because in the first version, the rank is constructed on the basis of crisp values φ + i φ − , while in the second version, a crisp version of φ net was used. In addition, it should be noted that the NEAT F-PROMETHEE I ranking is the closest to the PVM-VSI ranking, in which the preference A 1 A 4 was obtained for variants A 1 and A 4 . The PVM-VSI ranking overlaps with the other variants in terms of the first (A 3 ), second (A 5 ), and last (A 2 ) positions. One of the reasons for this similarity may be the fact that the PVM-VSI method contains elements that are methodically similar to the other discussed methods, namely:
1.
Initial stages (the use of pairwise comparison matrices inter alia) are close to AHP; 2.
The motivating and demotivating vector of preference to a certain degree correspond methodically-wise to the values φ + and φ − , in the method NEAT F-PROMETHEE; 3.
On certain stages of the authors' method, an approach based on vector-similar to that in the TOPSIS method-is used.
However, these authors' methods carry out operations decisively different from the other methods concerned, for instance in the way matrices of intermittent comparisons are constructed, how transformation and covariance matrices are calculated, and calculation of multiplicative aggregation of evaluation values with transformation and average value vector matrices used. Indisputably, these authors' methods give the decision maker a possibility to review the consistency of the solution by referring to the standard deviation. The decision maker can easily pick up variants well defined in the rank; that is, those that are characterized by the lowest deviation or lowest variability or consistency of the decision maker's evaluation. For example, the decision problem discussed here that had the lowest standard deviation the variant A5, which took the second place in the authors' method ranking. However, because it has lowest standard deviation, hence also the lowest differentiation of the criteria of assigned values for a given variant, it can be considered as strongly preferred.
Conclusions
This paper presents a new method called PVM-VSI, used to assist multicriteria decisions. The procedure used in the PVM-VSI method has been described and used to create a rank of projects submitted within the framework of a Citizen Budget, in order to point out which project in the decision makers' opinion is more advantageous for sustainable urban development. The identical rank was made up from the existing values and successfully applied in similar decision-making problems: Fuzzy AHP, Fuzzy TOPSIS, NEAT F-PROMETHEE I, NEAT F-PROMETHEE II. The objective was to compare the results achieved by means of the new method and the results obtained by means of known and used methods in the past in assisting multicriteria decisions, in which the decision maker had to make a choice out of many variants, where the criteria were not often quantified.
The performed study showed that the presented PVM-VSI method allows use of it in solving decision problems in which many variants are subject to evaluation with many criteria considered. According to the rank obtained in the new method applied, the best project in the pool of projects submitted to the Citizen Budget is project A 3 -improvement of the urban bicycle infrastructure. This project was followed in the rank by: A 5 -pro-eco revitalization of Słowiański Park; A 1 -construction of a walking path along the river Warta from the East Boulevard to the Lubuski Bridge; A 4 -integrative playground for handicapped children; and A 2 -a swimming pool within the river Warta water current. Accounting for urban sustainable development, citizens can be introduced to the obtained rank so that they are aware which of the projects is recommended by experts as best serving the interests of their town.
What this paper highlights is that the new method, when applied, produces final results close to currently used methods, with a view to comparing the outcome when those methods are used in similar decision problems. In this study, project A 3 proved to be the best irrespective of the used method. Also, irrespective of the applied method, the final position was taken by project A 2 . The proposed PVM-VSI method-as demonstrated-has extra merit. It is possible to analyze the consistency of the solution on the grounds of the standard deviation value. The decision maker has the possibility of pointing out those variants that are well defined in the rank and characterized by having the lowest deviation or the smallest variability or inconsistency of the evaluation scores. This method can play a significant role in the decision-making of problems of urban management, or more broadly, sustainable management. In such problems, we often have to deal with imprecise and subjective assessments, expressed on qualitative scales. Meanwhile, the PVM-VSI method we developed takes into account such imprecise and inconsistent assessments, at the same time examining the degree of imprecision and taking it into account in the final results. This is a completely different approach to, for example, the AHP method, in which if there is an inconsistency ratio greater than 0.1 for the examined pairwise comparison matrix, the decision maker must reassess the variants. Funding: This research received no external funding.
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Appendix A. Pairwise Comparison Matrix Split into Criteria
