ABSTRACT This paper proposes an effective method to improve the saliency detection performance of existing RGBD (RGB image with Depth map) saliency models. First, a progressive region classification method is proposed to collect training samples at coarse scale and fine scale via the inter-region hierarchical structure. A random forest regressor is then learned to predict the coarse saliency map and fine saliency map, respectively. Finally, the saliency maps at the two scales are integrated into the final saliency map under the constraint of the inter-region hierarchical structure. Experimental results on a RGBD image data set and a stereoscopic image data set with comparisons with the state-of-the-art saliency models validate that the proposed method consistently improves the saliency detection performance of various saliency models.
I. INTRODUCTION
Saliency detection has been widely used in a number of applications such as object segmentation [1] , [2] , content-aware image/video retargeting [3] , [4] , content-based image/video compression [5] , [6] , image/video retrieval [7] , [8] , etc. Bottom-up and top-down models are two paradigms to devise a saliency model. Bottom-up models usually exploit the low-level visual information extracted from the image for saliency computation. For example, a number of saliency models [9] , [10] exploit the center-surround scheme on various features with different formulations to measure saliency. In [11] , sparse bases are used to represent image patches, and saliency is estimated via low-rank and sparse matrix decomposition. The minimum conditional entropy is used to define saliency in [12] . A hierarchical representation of saliency in [13] and [14] improves the saliency detection performance. Local grouping cues and boundary priors are incorporated by using the graph-based manifold ranking [15] to generate high-quality saliency maps. In the aspect of top-down scheme, machine learning has been exploited to substantially improve saliency detection performance [1] , [16] , [17] . In [18] , a random forest regressor is learned to map the regional discriminative feature vector to the saliency score of each region. In [19] , a bootstrap learning method with the use of multiple kernel boosting is proposed to generate the better saliency maps.
With the development of stereo cameras, depth cameras and Kinect sensors, a number of image/video processing tasks have added depth cues into RGB images. The depth information usually comes from two main sources: depth map directly captured or estimated from a single image, and the disparity map estimated from stereoscopic images. As summarized in [20] , depth-aware saliency models usually extract depth features from depth map and integrate depth-induced saliency map with the saliency map estimated from RGB image. In [21] , the anisotropic center-surround difference on the depth map is exploited to measure saliency. In [22] , the point cloud data is used to extract the structural features of objects to estimate the depth saliency map. In [23] , the global contrast on disparity map and the domain knowledge in stereoscopic photograph are exploited to generate saliency map for stereoscopic images. In [24] , the depth cue is used to weight color contrast, and both depth weighted color contrast and depth contrast are exploited to measure saliency. In [25] , depth-based object probability and region merging are used to refine the primitive depth contrast and color contrast. In [26] , the depth features are extracted to guide the saliency ranking of RGB image while the RGB saliency is used as the guide of depth map ranking as well. The final saliency map is generated by fusing the RGB and depth saliency maps. In [27] , primary depth and appearance contrasts, different feature weighted factors and location priors are used to calculate saliency maps at three levels, and a discriminative fusion method by learning a random forest regressor is exploited to obtain the final saliency map.
Existing depth-aware saliency models generally can highlight salient regions and suppress background regions. But the saliency detection performance of existing models degrades on some complicated images with low contrasts and low-quality depth maps. For this purpose, we propose an effective method to improve saliency detection performance of the existing depth-aware saliency models by using progressive region classification and saliency fusion. The main contribution of our approach is twofold: 1) We propose a novel progressive region classification method with the inter-region hierarchical structure to collect reliable training samples.
2) An effective saliency fusion method with the guidance of inter-region hierarchical structure is proposed to integrate saliency maps at coarse scale and fine scale into the final saliency map with the better saliency detection performance.
The rest of this paper is organized as follows. Section II describes the proposed method in detail. Experimental results are presented in Section III, and conclusions are given in Section IV. Fig. 1 shows the main steps of the proposed method to improve RGBD saliency detection performance. We first propose a progressive region classification method to collect training samples and then use the inter-region hierarchical structure to remove unreliable training samples. For each image, a random forest regressor is learned to predict saliency maps. To deal with the scale problem, double-scale saliency maps are generated and integrated into the final saliency map under the constraint of inter-region hierarchical structure.
II. PROPOSED METHOD

A. PROGRESSIVE REGION CLASSIFICATION
We propose a progressive region classification method to improve the accuracy of training samples and to simultaneously ensure sufficient training samples. First, the gPb-owt-ucm method [28] is used to obtain a number of regions as the basic units, and the average saliency value of each region is computed. Then all regions are classified into L levels based on their saliency values by using the adaptive thresholding method [29] , and a set of regions at each level are generated. The regions at the 1 st level and the L th level are set to be positive samples and negative samples, respectively. To avoid that either positive samples or negative samples are too few for training a reliable regressor later, the balance of training samples is measured as follows:
where Np and Nn denote the number of positive samples and negative samples, respectively. ω is the threshold to control the balance between positive samples and negative samples, and we set ω to 0.2 for a moderate balance effect. If the initial training samples do not meet the condition in Eq. (1), the regions between the 2 nd level and the (L−1) th level are further classified into L levels, in which the regions belonging to the 1 st level and the L th level are labeled as positive samples and negative samples, respectively. The above progressive region classification process is repeated until the condition in Eq. (1) is met. Since a hierarchical segmentation facilitates to represent salient object regions at different scales, we generate two region segmentation results, S = S c , S f , in which S c denotes the coarse segmentation result and S f denotes the fine segmentation result. The examples of region classification results at coarse scale and fine scale are shown in Fig. 2(d) and (e), respectively. The positive samples and negative samples are represented by using the green area and blue area, respectively, and the remaining regions are represented by using the red area.
Because there are maybe some wrong saliency values in the original saliency map to disturb the selection of training samples, the depth cue and the inter-region hierarchical structure is exploited to remove these unreliable training samples. We use the hierarchical segmentation in different scales to find the relationship of regions in different segmentation scales and represent this relationship using the inter-region hierarchical structure H . An example of H is shown 
FIGURE 3. (a)
The diagram of the inter-region hierarchical structure, (b) the process of using the inter-region hierarchical structure to find the LSR for each positive sample: (b1) the region segmentation result at the fine scale, (b2) the merged regions marked at the fine scale, (b3) the merged result at the upper layer, (b4) the merged regions marked at the top layer, (b5) the merged results at the top layer and (b6) the LSR for each positive sample at the fine segmentation scale, respectively.
in Fig. 3(a) . Each layer represents one segmentation scale, and the nodes in each layer denote the segmented regions at this segmentation scale. In our method, the top layer of H corresponds to the relatively larger regions at the coarse scale, and the bottom layer of H corresponds to the relatively smaller regions at the fine scale. From top to bottom, the segmentation scale is finer and finer, with more and more regions. The regions at the lower layer come from the division of regions at the upper layer. We use the inter-region hierarchical structure H to express the affiliation between regions in different layers.
In H , some positive/negative samples may come from the same region in the upper layer. Using this affiliation, we merge positive/negative samples at the lower layer and use their merged region at the upper layer to represent them. For example, if regions k 0 , k 1 , · · · , k i , · · · , k j at the lower layer all belong to the region k at the upper layer and these regions occupy more than 80 percent of the total area of region k, we merge these regions and represent them using region k. Following this rule, such region merging operations go up layer by layer until the top layer is reached. During the region merging process, the region which is not further merged with other regions is termed as the largest sample region (LSR). All sample regions can find their LSR, i.e., some are combined with other sample regions and some are themselves. The specific example is shown in Fig. 3(b) . We use the positive samples marked in green in Fig. 2(e) to show the process of finding LSR. Fig. 3(b1) is the segmentation result at the bottom layer. Under the guidance of the inter-region hierarchical structure, positive samples come from the same region at the upper layer are marked with the same color in Fig. 3(b2) , and the merged result at the upper layer is shown in Fig. 3(b3) . In turn, the positive samples marked with the same color at the top layer are shown in Fig. 3(b4) , and the merged result at the top layer is shown in Fig. 3(b5) . By mapping the top-layer merged result to the bottom layer, the LSR for each positive sample at the fine segmentation scale are shown in Fig. 3(b6) . There are eight LSRs with different colors in which the five LSRs (yellow, pink, white, black and brown) terminates at the top layer and the other three LSRs (green, orange and blue) terminates at the intermediate layers.
For the r th LSR, we calculate its average depth value D(r), and the global depth distribution value of this LSR is defined as follows:
where N r denotes the number of samples in the r th LSR, and N denotes the total number of samples in all LSRs. We use the difference between the depth of each sample and D 0 to determine the reliability of this sample:
where D(s) denotes the average depth value of the s th sample, D max and D min denote the maximum and minimum depth value of all LSRs, respectively. The threshold ε is used to VOLUME 4, 2016 control the range of reliable samples, and set to a moderate value, 3, in our implementation. Any sample that does not meet the condition in Eq. (3) will be removed. This means the closer the depth value of a sample to D 0 , the more reliable it is. The examples of removing unreliable samples at coarse scale and fine scale are shown in Fig. 2 (f) and (g), respectively. In Fig. 2(f) , actually, no unreliable samples are removed.
In Fig. 2 (g), some noisy regions around obvious edges are removed. It is worth noting that positive and negative samples are processed respectively in the above process.
B. RANDOM FOREST REGRESSION
After selecting training samples, a random forest regressor is learned for each image to integrate saliency measures of different features. Following [27] , eight classes of features including color in three color spaces, i.e., RGB, HSV and Lab, respectively, depth, LM filters, HOG, LBP and geodesic distance, are used to describe each region, and a 391-dimensional feature vector is generated for each region. The saliency prediction results at the two scales, i.e., the coarse saliency map and the fine saliency map are shown in Fig. 4 (c) and (d), respectively.
C. SALIENCY FUSION
The coarse saliency map works well at focusing on global shapes, and the fine saliency map can better detect fine details. The two classes of saliency maps have complementary properties, and we integrate them under the constraint of the inter-region hierarchical structure. First, to better focus on salient regions, we filter the coarse saliency map to keep the confident salient regions:
where M c (k) denotes the normalized saliency value of the k th region at the coarse scale, λ is the threshold to filter the weak salient regions at the coarse scale, M * c (k) denotes the filtered saliency value of the k th region at the coarse scale.
With the inter-region hierarchical structure H , if the region k at the top layer of H is the LSR of the regions k 0 , k 1 , · · · , k i , · · · , k j at the bottom layer, the average saliency value of these regions at the fine scale is defined as follows:
where M f (k i ) denotes the normalized saliency value of the k th i region at the fine scale. The weighted combination of the coarse and fine saliency map for the k th i region at the fine scale is then defined as follows:
where M (k i ) denotes the final saliency value of the k th i region at the fine scale. The weights in Eq. (6) means that the larger difference between the saliency values at coarse and fine scales, the more fine details should be reserved in the final saliency map, and thus such a higher weight is assigned to the saliency values at the fine scale. In contrast, if the difference between the saliency values at coarse scale and fine scale is smaller, a higher weight is assigned to the saliency value at coarse scale to enhance the uniformity of final saliency map due to the saliency consistency between the two scales. An example of saliency fusion is shown in Fig. 4 . We can see that the filtered coarse saliency map in Fig. 4(e) can better preserve the boundaries of salient objects, the averaged fine saliency map in Fig. 4(f) can better preserve details, and the final saliency map in Fig. 4(g ) not only highlights salient objects well but also suppresses the background effectively.
III. EXPERIMENTAL RESULTS
In our method, several key parameters for training are set as follows. The maximum region number for each image to generate training samples is set to 50 for the coarse scale and 300 for the fine scale, respectively. The level of progressive region classification is set as L = 5. During constructing a decision tree in the learning process of random forest regressor, the number of predictors sampled for splitting at each node is set to 75. In order to balance the efficiency and the effectiveness, a total of 200 trees are used to construct the random forest regressor.
We performed experiments on two large public datasets designed for depth-aware salient object detection. The two datasets RGBD-1000 [20] and NJUD-2000 [21] include 1000 RGBD images and 2000 stereoscopic images, respectively, along with manually labeled ground truths for salient objects. The depth map is captured by Kinect in RGBD-1000 and estimated from the corresponding disparity maps in NJUD-2000, respectively. We use our method to improve four state-of-the-art depth-aware saliency models including SD [20] , ACSD [21] , CSD [24] and DSF [27] .
For all saliency models, we used the saliency maps, executables or source codes with default parameter settings provided by the authors. Since 500 images are randomly sampled from the RGBD-1000 dataset to train the DSF model, the remaining 500 images in the RGBD-1000 dataset and all images in the NJUD-2000 dataset are used as the two test datasets in our experiments for all the saliency models.
FIGURE 5. P-R curves comparison. (a) PR curves of original saliency maps generated using the four state-of-the-art saliency models and the correspondingly improved saliency maps using our method on RGBD-1000. (b) PR curves of original saliency maps generated using the four state-of-the-art saliency models and the correspondingly improved saliency maps using our method on NJUD-2000. (c) PR curves of each component in the proposed method on RGBD-1000. For objective evaluation, we adopt the commonly used precision-recall (PR) curve, which is plotted by connecting the precision-recall scores at all thresholds. We set the fixed threshold from 0 to 255 with an increment of 1 for each saliency map which is normalized into the range of [0, 255] in our experiments. Fig. 5 (a) and (b) shows the PR curves of original saliency maps generated using the four state-ofthe-art saliency models and the correspondingly improved saliency maps using our method. Besides, we use F-measure, which can be interpreted as a weighted average of precision and recall, to objectively evaluate the quality of different saliency maps. The weight coefficient in F-measure is set to 1 to weight precision and recall equally. TABLE I shows the average F-measure values of original saliency maps and improved saliency maps with the four saliency models on the two datasets.
As shown in Fig. 5(c) , each component in our method has its contribution to the final saliency map. Specifically, using the proposed progressive region classification method, SCP and SFP denote the generated saliency map at coarse scale and fine scale, respectively. In contrast, using the threshold classification method in [19] , SC and SF denote the generated saliency map at coarse scale and fine scale, respectively. From the comparison of SCP and SC, we can see that due to the use of progressive region classification method, the performance of generated saliency maps at coarse scale achieves obvious improvement. The effect of the proposed progressive region classification is also shown in the comparison results of SFP and SF. After integrating SCP with SFP, the performance of the final saliency map is obviously higher than both SCP and SFP. This shows that each component of our method is indispensable for the overall performance.
As show in Fig. 5 and Table I , our method improves the performance of all the four saliency models on the RGBD-1000 dataset in terms of PR curves and F-measure. On the NJUD-2000 dataset, our method also achieves improvements on saliency detection performance with ACSD, CSD and DSF, but slightly declines the performance with SD. Since for some original saliency maps generated using SD such as the bottom row of Fig. 7(c) , the selected VOLUME 4, 2016 positive samples are too few to train an effective random forest regressor.
Some original saliency maps and the improved saliency maps using our method are shown in Fig. 6 and Fig. 7 for a subjective evaluation. It can be seen from Fig. 6 and Fig. 7 that our method in most cases can improve the quality of saliency maps with more completely highlighted object regions and better suppressed background regions. However, for some rather low-quality saliency maps such as the bottom row of Fig. 7(c) , as we have analyzed, our method cannot improve the quality of saliency map.
IV. CONCLUSION
This paper proposes a new framework to improve the saliency detection performance of the existing RGBD saliency models. The progressive region classification method is proposed to collect training samples and then the interregion hierarchical structure is used to select reliable training samples. The random forest regressor is learned from training samples to generate saliency maps at coarse and fine scales. Further, a new weighted fusion method is proposed to construct the final saliency map. Both subjective and objective evaluations demonstrate that the proposed method consistently improves the saliency detection performance of various saliency models.
