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Résumé – Cet article propose une méthode de décodage permettant d’améliorer la qualité visuelle des séquences vidéos. Deux objectifs sont
visés : la réduction des effets de bloc dans les séquences de type DV, M-JPEG et MPEG d’une part, la restitution des blocs perdus (dropout)
par le système d’acquisition ou par le réseau d’autre part. La minimisation de critères appropriés permet une estimation et un traitement
simultané du fond de la séquence et une segmentation spatio-temporelle des objets en mouvement. Un suivi temporel des objets permet
ensuite de traiter chaque objet de manière indépendante et adaptée. La qualité de la séquence ainsi restituée par le décodeur est largement
améliorée.
1. Introduction
L’arrivée des dernières technologies numériques engendre
un  besoin sans cesse croissant de vitesse et d'espace de
stockage. C’est pourquoi la compression est devenue
incontournable pour les applications grand public. Citons à
titre d'exemples les appareils-photos numériques, qui codent
les images en JPEG, les caméscopes numériques, qui
compressent les séquences au format DV, un dérivé de M-
JPEG, ou encore la télévision numérique et le DVD, qui ont
adopté le format de compression MPEG-2, sans oublier bien
sûr le réseau Internet, où images et séquences transitent
compressées.
Parallèlement aux artefacts traditionnels de la compression
par DCT se sont ajoutés de nouveaux artefacts: les dropout.
Les codeurs temps-réel des caméscopes numériques récents
génèrent des pertes sur les images : pert  de blocs, décalages
de bandes. La télévision numérique, ainsi que le DVD
subissent également des artefacts de ce type. Il est donc
nécessaire d'améliorer le décodage des séquences pour
permettre, soit une meilleure qualité à débit équivalent, soit un
débit plus faible, à qualité égale ou supérieure.
De nombreuses approches ont été proposées pour réduire
les effets de bloc dans les images fixes [5][7][9]. De
nombreux travaux ont concerné la segmentation dans les
séquences [4][8], mais peu ont réellement combiné les deux
approches, avec pour objectif final l’amélioration de la qualité
de la séquence, en réduisant les effets de bloc.
Nous proposons donc dans cet article une nouvelle méthode
de décodage adaptée aux formats de compression utilisant la
transformée DCT. Cette méthode traite le problème
spatialement et temporellement, pour obtenir une amélioration
significative de qualité de la séquence, et repose sur deux
idées :
· traiter simultanément les problèmes de suppression de
blocs et de segmentation du mouvement,
· intégrer la notion d’objet, afin de permettre une
approche différente pour le traitement du fond et de
chaque objet.
De plus, cette méthode présente la particularité de traiter
efficacement le problème des dropout dans les séquences
vidéos. Les blocs perdus sont parfaitement restitués lorsque la
séquence est décodée par la méthode proposée. Ce principe
s’applique quel que soit le format de la séquence à décoder.
Dans le deuxième paragraphe, nous décrivons les deux
parties de l'algorithme : l'estimation simultanée du fond et la
segmentation du mouvement d'une part, le traitement des
objets d'autre part. Dans le troisième paragraphe, nous traitons
le problème des dropout. Enfin, nous présentons quelques
résultats expérimentaux dans le paragraphe 4. Ceux-ci
montrent que les effets de bloc et les dropout ont été fortement
atténués par rapport à la méthode de décodage standard, ce qui
permet d'obtenir une séquence de meilleure qualité.
2. Méthode de  décodage
Trois étapes sont réalisés lors du décodage de la séquence:
tout d’abord, la restauration du fond de la séquence et
l’extraction des objets en mouvement, ensuite, le traitement de
chaque objet, et finalement, la restitution de la séquence.
2.1 Restauration du fond
Cette première étape réalise la segmentation temporelle :
elle extrait le fond en y supprimant les effets de blocs, et
fournit simultanément une carte des objets en mouvement.
L’estimation du fond est considérée comme un problème
inverse. Soit kp  N images de la séquence MPEG ou M-JPEG
contenant les effets de bloc. Comme cela est décrit dans [6],
nous trouvons simultanément le fond estimé et la séquence des
objets en mouvement, appelée kc . On souhaite 0=kc  si le
point appartient à un objet en mouvement, sinon 1=kc . Le
critère correspondant s’écrit :
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qui réalise une segmentation spatio-temporelle en utilisant N
images consécutives de la séquence, et
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le terme de régularisation contenant les a-priori sur la solution.
1j  est une fonction de potentiel [2] qui préserve les
discontinuités dans l’image. Le paramètre c  détermine
l’importance que l’on accorde au fond : plus ca  est petit, plus
il y a d’objets en mouvement détectés.
Des minimisations alternées en f  t en kc  permettent
d’obtenir un fond régularisé, ainsi qu’une carte des objets en
mouvement. Concernant ( )fJ 1 , si kp  est éloigné de
l’estimée courante f , kc est petit : on se trouve sur un objet
qui se déplace.
Le critère (1) est insuffisant car il ne traite pas les effets de
bloc. Il faut y ajouter
( ) ò
W
÷÷
ø
ö
çç
è
æ
=
d
jh
Rf
fJ 2
2
3
                     (3)
où R  représente la transformée en ondelettes, et 2j  une
fonction de potentiel. d  est un seuil dépendant de l'amplitude
des effets de bloc, et la valeur de h  précise quels sont les
coefficients d'ondelettes à s uiller. Le comportement de (3) est
détaillé dans [5] : un seuillage doux dans le domaine sp tio-
fréquentiel des ondelettes est réalisé pour supprimer les effets
de bloc.
Ce nouveau critère supprime donc les effets de bloc sur le
fond, et réalise simultanément la segmentation des objets en
mouvement.
2.2 Restauration des objets
Cette deuxième étape concerne les traitements effectués sur
les objets. Les objets ont été séparés du fond par la
segmentation temporelle. Il reste donc à les différencier
spatialement les uns par rapport aux autres, pour pouvoir les
t aiter indépendamment.
2.2.1 Localisation spatiale et suivi temporel
A partir de la séquence des kc , il est possible d'isoler
chaque objet les uns des autres, en utilisant par exemple une
méthode fondée sur la morphologie mathématique, ou encore
sur les contours géodésiques actifs [8], [3]. Pour chaque objet,
une estimation de mouvement donne le vecteur
( )tytxt ddd ,=  correspondant au déplacement du pixel ( )yx,
entre les images 1-t  et t. La connaissance du mouvement
des objets permet, par une méthode classique d’appariement,
de réaliser le suivi temporel de chaque objet. Il est donc
désormais possible de les traiter séparément.
2.2.2 Suppression des blocs
L'effet de bloc est fixe sur les images de la séquence, par
contre il se déplace virtuellement sur l'objet en mouvement :
un moyennage temporel avec compensation de mouvement sur
Nn<  images permet donc de réduire ces effets de bloc. n
permet de prendre en compte les éventuelles déformations de
l'objet au cours du temps : plus l’objet évolue vite, plus n e t
choisi petit. Chaque objet est obtenu en appliquant l’équation :
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Après ce moyennage, une régularisation avec prise en
compte des discontinuités contribue à la réduction des effets
de bloc.
2.3 Reconstruction de la séquence
La séquence décodée p~ est reconstruite en utilisant une
image de fond *f sur une durée de N images, et en y
projetant les l  objets traités :
      ( ) *2**2* 1~ lkkk Ocfcp -+=                  (5)
Si pour un pixel donné on se trouve sur un objet, 0* =kc ,
alors on projette le pixel de l’objet *lO  à l’image k , sinon,
1* =kc  et l’on projette le pixel du fond 
*f .
3. Prise en compte des dropout
La méthode de décodage proposée gère les pertes isolées de
blocs sur les images. Ces pertes, qui ne correspondent pas
forcement à des blocs DCT, peuvent résulter de :
· Une erreur de transmission ur un réseau en temps
réel : le protocole de transmission n’a pas le temps de
demander une nouvelle transmission pour les blocs
perdus.
· Un défaut du codeur : dans les caméscopes numériques
de dernière technologie, les séquences sont
comprimées en temps réel au format DV. Ces codeurs
câblés génèrent des pertes de blocs, ou des décalages
d’images, différents selon les constructeurs.
· Une altération de la bande vidéo.
· Une perte de synchronisation lors du décodage.
L’altération par le temps ou par la fréquence des passages
pour les films anciens, ainsi que les dégradations chimiques,
engendrent des tâches sur le film, assimilables à des dropout.
3.1 Dropout sur le fond
Une perte sur le fond est prise en charge par l’équation (2),
lors du moyennage sur N images. Elle n’apparaît pas sur le
fond restauré. Le dropout est un « faux objet » qui est
supprimé de la liste des objets. Le critère de suppression est
temporel : un objet qui apparaît sur une seule image est
considéré comme un dropout. Il est également spatial : la
suppression peut se faire selon la taille ou la forme de l’objet.
3.2 Dropout sur les objets
Sur un objet en mouvement, le dropout est supprimé grâce
au suivi temporel. La connaissance précise de l’objet sur n
images consécutives permet de savoir si un dropout se trouve
sur un objet, pour une image donnée. Le moyennage sur
l’objet réalisé par l’équation (4) est modifié : si après
compensation de mouvement, l’un des n pixels est très
différent des 1-n  autres, il est considéré comme appartenant
à un dropout, et n’est pas pris en compte dans le moyennage.
Ce moyennage, suivi de la régularisation sur l’objet, permet de
supprimer efficacement le dropout.
4. Résultats Expérimentaux
La figure (1) est un exemple de décodage de la séquence
« Van », codée en M-JPEG à un taux de 15.6 :1. Deux zooms
permettent d’observer la qualité de la reconstruction, à la fois
sur le fond et sur un objet en mouvement. Un rehaussement de
contraste a été appliqué pour accentuer l’effet de bloc.
La séquence de la figure (2) présente une simulation de
dropout. Les décalages de bandes, affectant le fond et l’objet,
ainsi que les pertes aléatoires ont été avantageusement
supprimés lors du décodage.
La figure (3) est un extrait de la séquence des « Frères
Lumières » de 1895 fortement altérée. On observe la
suppression de la plupart des tâches présentent sur le film
original.
5. Conclusion
Cet article propose un schéma de décodage pour les
séquences vidéos codées par blocs. Cette nouvelle méthode
diffère des techniques existantes car elle réalise en parallèle
deux tâches : l'estimation du fond avec la suppression des
effets de bloc, et la détection des objets en mouvement. Une
deuxième étape consiste à traiter chaque objet
indépendamment et de manière adaptée, grâce à un suivi
temporel des objets. Les résultats expérimentaux montrent
l'efficacité du décodage obtenue en substituant le décodeur
traditionnel par le décodeur proposé : la qualité visuelle de la
séquence a été améliorée, les effets de bloc, amplifiés par
l'aspect temporel, ont été largement réduits, qu’ils soient sur le
fond ou sur les objets en mouvement. De plus, les dropout
sont supprimés de manière efficace, qu’ils soient sur le fond
ou sur les objets en mouvement.
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Figure 1 : Réduction des effets de bloc : séquence « Van », codée par M-JPEG (TC=15.6:1). A gauche,
décodeur M-JPEG standard, à droite, décodeur proposé (zoom + rehaussement de contrastes).
Figure 2 : Suppression de dropout : simulation de décalages de bandes et de pertes aléatoires. A gauche,
décodeur M-JPEG standard, à droite, décodeur proposé.
Figure 3 : Suppression de dropout : extrait de la séquence des Frères Lumière (1895).  A gauche, séquence
originale numérisée, à droite, séquence traitée.
