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I. INTRODUCTION 
Consider the system of differential equations 
dx/dr = Ax + f(x), x(0) = c, (1) 
where A is an n x n stability matrix and f(x) is a vector each of whose n 
components is a power series of higher-order terms, converging in a 
neighbourhood ]]x ]I < 6, of the origin. Bellman ([ 1,2] and references therein) 
has discussed the problem of the relative invariants of the system (l), and 
their application to a number of areas. These invariants U(X) satisfy the 
differential equation 
du/dr = diag (A, ,..., A,&, (2) 
where A,, i = 1, 2 ,..., n, are the eigenvalues of A and, when these eigenvalues 
are incommensurable, have an analytic representation in \]x]l < 6, < 6, [3]. 
Further, in the intriguing case where the li do satisfy do satisfy some 
commensurability conditions, formal power series for u cannot exist, but 
instead generalised invariants of nonanalytic type, typically involving powers 
of logarithms, occur and may be fruitfully applied to various problems. 
It is shown below that analyticity can be preserved if it is required that the 
invariants only satisfy a slight modification of (2) which is almost as simple. 
This result is related to work, in the discrete case, of Karlin and MacGregor 
[4] on functional equations and a theorem of Sternberg [6]. 
These modified relative invariants can be used to construct exact and 
approximate Liapunov functions for the system (1) which are different from 
those given by Zubov’s method [5]. 
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2. KNOWN RESULTS AND FORMAL ASPECTS 
For definiteness, suppose A has real eigenvalues and that, without loss of 
generality, A is in Jordan normal form. The complex case is formally the 
same. The usual existence and uniqueness theorems guarantee that (1) has 
solutions x(t; c) for ((c/I sufficiently small and, since A is a stability matrix, 
PoincarbLiapunov theory entails that x(t; c) exists for all t > 0 and that 
x(t; c) + 0 as t + co. It is well known [ 1,3,6] that if 
(3) 
for all combinations of rational mk, which is the condition of incommen- 
surability, then there exist solutions to (2) of the form, for c small enough, 
u,(x) = eAffui(c), i = 1, 2 ,..,, n. (4) 
In fact, 
u,(c) = lim epAFx,(r; c), 
T+aJ (5) 
for 
2+(x(t)) = Ii-Ii epAi+xi(t; x(t)) 
=e hf lim e-*l(f+r)xi(t + r; c) 
?J+aJ 
and Bellman’s argument [ 1, Sect. 4.81 shows that all such limits exist and by 
uniqueness of solutions it follows that the Ui are indeed the relative 
invariants. 
To discuss the commensurable case, for clarity let n = 2 and suppose the 
eigenvalues to be distinct. The results extend to higher dimension [4,6] but 
are lengthy to describe. Here the system is 
dx/dt = A2+ c aijxi$, dy/dt =,uY + C b,X’fl, 
$0) = Cl, Y(O) = c, * 
If relative invariants of the form 
u(XY Y) =x + JJ CijXiyiy 
i+j>Z 
u(x, y>= Y + c c,jw 
i+j>z 
(6) 
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are sought to satisfy (2), then formal substitution provides relationships such 
as 
@(i - 1) + .@c, = terms in c,, , d,, , m < i, n < j, (7) 
and a condition such as (3) is required for the existence of the formal series 
(6). 
Suppose instead that i;l =jj,~ for some pair of positive integers i, j. Then it 
is possible to have series (6) of modified relative invariants formally satisfy. 
not (2), but instead the modified system 
du/dt = Au + Cupvq. 
dv/dt =/IV + Dupvq, 
(8) 
where the values of C, D, p and q are determined so as to balance Eq. (7), 
and the corresponding relation for d,, where a coeffkient valishes because of 
commensurability. The significance of the different forms (2) and (8) is that, 
in the first case, the system (1) is conjugate to a linear system whilst, in the 
commensurable case, it is conjugate to a vector field with polynomial 
components [4,6]. 
A clearer idea of the technical details will be gained if, for a positive 
integer m > 1, we put 
ml=p (9) 
and, consequently, are able to use a very simple form of (8): 
du/dt = Au, 
dv/dt =pv + B,um. 
Formal substitution of (6) in (10) gives 
(10) 
Uij + Cfj((i -  l)J- t jp) + pij(apq> b,q, Cpq) = 03 (11) 
6, + dij(iA + (j -  1 )P) + Qij(apq, bpq 3 Cpq 7 dpq) = 0, 
i+ j<m,i#m,ori+ j>m 
(12) 
Lo + d,dm~ -4 -B, + Q,&,,~ bPq9 cpqT d,,) = 0. (13) 
Here P, and Q, are, at worst, polynomials in their arguments which consist 
of preceding coefftcients, Observe that all the Uii are well determined. As for 
the bij, if i + j < m, i + m, these may also be computed. Equation (13) is 
only consistent if B, = b,, + Q,,, leaving d,, indeterminate, as it should be 
since d(d,,u”)/dt = ml(d,,u”) =p(dmou”). 
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3. CONVERGENCE AND ALGORITHMS 
All theorems in this section will concern the system (10) corresponding to 
the case p = ml. Extension to i.A =,uj is not difficult. For higher dimension, 
all details go through with the help of the much underrated paper [6, 
Lemma 51. Higher dimensional analogues of the functional equations derived 
below follow from [4]. 
THEOREM 1. Consider the system 
dx/dt =kx + c auxiy, 
i+/>Z 
dy/dt =py + C b,X’y/, 
i+J>2 
x(0) = Cl 3 
(14) 
Y(O) = c29 
and suppose J(c(I to be su&iciently small, where c = (c, , c2), that L < 0 and, 
for some positive integer m > 1, ,u = ml. Then there exist modifed relative 
invariants u, v of the form (6), converging in a neighbourhood of the origin 
and satisfying the dt@erential equation (10). 
Proof. The formal aspects have been discussed in the preceding section. 
Convergence is a consequence of [6, Lemma 51. 
THEOREM 2. Under the same conditions as above, write x(t; c), y(t; c) as 
the solution to (14). Then 
U(C,, c2) = fim, emA’x(t; c), + 
v(c,, c2) = fit e -q y(t; c) - B, tx(t; c)m). 
+ 
Moreover, if z > 0 the functions u and v satisfy the functional equations 
u(x(7; c), ~(7; c)) = eWc,, c2), (15) 
v(x(7; c), ~(7; c)) = e”v(cl, c2) + B,t(e*‘u(cl, c~))~. (16) 
Proof. The existence of the first limit is immediate [ 1, Sect. 4.81. As for 
the second, without loss of generality we may consider the conjugate system 
dx/dt = Ax, 
dy/dt = py + B,xm + c’ Huxiyj, 
where the summation is over i + j > m, i # m, and note that the transfor- 
mation has actually given x = u. 
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Put w  = y - B,tP. Then 
dw/dt = /lW - )J’ H,X’y 
= ,uw - r’ H,,x’(w + B, tx”y’ 
and it follows that lim,,, e-“‘w exists. 
The functional equation (15) follows from the argument concerning 
Eq. (5) above. Now, 
+(c c), Y(? c)) 
= !\I e-“‘(y(t; x(t; c), y(z; c)) - B,tx(t; x(s; c), y(r; c))~) 
=e II’ lim e+(‘+‘)(y(t + r; c) - (t + r) B,x(t + r; c)~) 
t-rag 
+ B,r e“’ lim e-“(‘+‘)x(t + 5; c)” 
I+x 
= e“‘v(c,, cJ + B,r(e*‘u(c, , c,))~ 
since fi = ml. 
4. LIAPUNOV FUNCTIONS 
First, consider the incommensurable case. Let 
V(x) =x Gijuiuj 
be any positive definite quadratic form in the functions Ui, i = 1, 2,..., n, of 
Eqs. (4), (5). Suppose that the eigenvalues of the stability matrix A are so 
ordered that 
and V is a Liapunov function for the system (1) and standard methods are 
available to estimate the domains of local asymptotic stability (71. 
Furthermore, two other options are open: 
(i) The series for the ui may be truncated to give approximate 
Liapunov functions but these would almost certainly suffer the same 
problems as those in Zubov’s method [5], where lower order truncations 
often perform better than higher order approximations. 
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(ii) Numerical Liapunov functions could be constructed by computing 
U,(N) = e-@‘x,(N; C) on a grid and setting I’, = C Giju,(N) uj(N), the 
contours of the numerical Liapunov function being V, = const. 
Turning to the commensurable case, and in particular Eq. (lo), consider 
functions 
V(x) = v*/2 + EvzP + FUME, 
positive definite in urn and v. For a Liapunov function, take IV(x) = 
V(x) + v*/2. For then, remembering ,U = RZA < 0, 
dW/dt= 2,uV+pv* + 2B,vum +EB,u*” 
is negative definite, since EB, < 0 is compatible with the positive 
definiteness of V(x), as is also Bi -,uEB, < 0 beause E may be taken 
sufficiently large provided only that E* - 2F < 0. 
Since the Liapunov functions constructed above are series, in general, it 
should be pointed out that the method is distinct from that of Zubov. 
Consider the following example (from [5]). 
dx/dt = -x, dy/dt = -y + 2xy* 
With a quadratic form 2(x2 + y’), the Liapunov function constructed by 
Zubov’s method is 
v=x* + y2/(1 -xy). (17) 
The relative invariants are u = x, v = y + Cd,jxiyi, and the problem of 
commensurability arising in (13) does not occur in the equation dv/dt = -v 
because ;1= ,U = -1. The only nonzero coefficients are of the form di,i+ 1, 
i> 1, and 
2i- 2 
di,i+ 1 = - d 
(i- l)! d,,, 
2i- 1 i-Id= (i- 1/2)(i- 3/2) . . . l/2’ 
and the function v will involve the hypergeometric function F( 1, 1; l/2; xy), 
quite distinct from (17) above. In this case, the closed form given by the 
Zubov method gives the same explicit boundary xy = 1 of the stability 
domain, but in less artificial cases the approximate and numerical 
considerations (i) and (ii) would offer reasonable compromises. 
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