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ARCTIC BOUNDARIES OF THE ICE MODEL ON THREE-BUNDLE
DOMAINS
AMOL AGGARWAL
Abstract. In this paper we consider the six-vertex model at ice point on an arbitrary three-
bundle domain, which is a generalization of the domain-wall ice model on the square (or, equiv-
alently, of a uniformly random alternating sign matrix). We show that this model exhibits the
arctic boundary phenomenon, whose boundary is given by a union of explicit algebraic curves.
This was originally predicted by Colomo-Sportiello in 2016 as one of the initial applications of a
general heuristic that they introduced for locating arctic boundaries, called the (geometric) tan-
gent method. Our proof uses a probabilistic analysis of non-crossing directed path ensembles to
provide a mathematical justification of their tangent method heuristic in this case, which might
be of independent interest.
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1. Introduction
1.1. Preface. Although the six-vertex model has long been cited as an archetypal example of an
exactly solvable model in two-dimensional statistical mechanics [3], little has been mathematically
established about its geometry. This is in deep contrast with random tiling models, whose geometric
understanding has seen considerable advances over the last two decades.
The earliest result in this direction was due to Jockusch-Propp-Shor [40], who proved that a
uniformly random domino tiling of an Aztec diamond exhibits a phase transition across the inscribed
circle of the diamond. More specifically, they showed that with high probability the tiling is
deterministic, or frozen, outside of this circle due to the influence of the boundary, but that it is
random inside of it. They referred to this circle as an arctic boundary separating a frozen region
from a liquid one.
This phenomenon was soon observed to be ubiquitous within the context of highly correlated
statistical mechanical systems; see, for instance, [1, 2, 5, 6, 7, 10, 12, 13, 15, 16, 17, 18, 19, 20, 25, 28,
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29, 30, 32, 33, 34, 35, 42, 43, 44, 45, 51, 54, 57, 61]. In particular, Cohn-Kenyon-Propp developed a
variational principle [12] that prescribes a law of large numbers for random domino tilings on almost
arbitrary domains, which was used effectively by Kenyon-Okounkov [44] to explicitly determine the
arctic boundaries of uniformly random lozenge tilings on polygonal domains. The proof of this
variational principle was based on the free-fermionic (determinantal) structure underlying these
tiling models [41], so it was also applicable to more general dimer models [45] where such structure
persists.
However, these methods do not seem to apply to the six-vertex model, whose solvability is
of a substantially different nature and can be attributed to a one-parameter family of mutually
commuting transfer operators [3], which can be diagonalized through the quantum inverse scattering
method (algebraic Bethe ansatz) [47]. It was observed by Korepin [46] that the quantum inverse
scattering method is particularly applicable under a certain class of boundary data, later called
domain-wall boundary data, which also happens to be quite appealing from a physical perspective.
Using the quantum inverse scattering method, Izergin [38] and Izergin-Coker-Korepin [39] showed
that the partition function (and also some correlation functions [47]) of the domain-wall six-vertex
model can be expressed as a determinant. Yet, in spite of these striking algebraic and analytic
advances, these results implied little about the geometry of the six-vertex model.
Still, extensive simulations [34, 61, 2, 25, 43, 51, 42] over the past two decades have provided
strong numerical evidence indicating the existence of an arctic boundary for the domain-wall six-
vertex model. Based on earlier free energy predictions due to Lieb [50] and Sutherland-Yang-Yang
[60], variational principles have also been conjectured for the six-vertex model with general boundary
conditions [65, 53, 58]. However, these conjectural variational principles are intricate, and it remains
unknown whether they can be used to derive explicit predictions for arctic boundaries (even in the
case of domain-wall boundary data).
Through a series of works [16, 14, 17, 15] starting around 2008, Colomo-Pronko provided such a
prediction. In particular, in [16], they introduced a nonlocal correlation function called the empti-
ness formation probability and explained how one can derive arctic boundaries from its asymptotic
behavior. Using the quantum inverse scattering method, they provided an exact identity for this
probability in [14], which they then formally asymptotically analyzed in [15, 17] to provide explicit
predictions for the arctic curve of the domain-wall six-vertex model. Unfortunately, the identities
obtained in [14] are intricate, and it remains unknown how to mathematically justify the formal
analysis used in [15, 17] to study them.
Recently, Colomo-Sportiello [20] introduced the (geometric) tangent method to provide an al-
ternative, still heuristic, derivation of these arctic boundaries. Stated very briefly (see Section 3.1
below for a more detailed explanation), this proceeds by first introducing a new, “augmented” ver-
tex model Paug by adding an additional path to the original model P . If one understands the
asymptotics of a certain, often accessible, quantity called the (singly) refined correlation function,
one can determine the initial part of the limiting trajectory of the new (bottommost) path in Paug.
Now, the belief is that, in the continuum limit, this part of the trajectory will be a line segment
tangent to the arctic boundary of P . Assuming this to be true, one can then use one’s knowledge
of the new path’s asymptotic trajectory to characterize the arctic boundary of the vertex model.
The tangent method was implemented in [20] to predict the arctic boundary of the domain-
wall six-vertex model; the result matched earlier predictions from [15]. It was also used later
to heuristically derive the arctic boundaries for the six-vertex model on other domains [20, 19] by
Colomo-Sportiello and Colomo-Pronko-Sportiello; for vertically symmetric alternating sign matrices
[32] by Di Francesco-Lapa; various classes of non-intersecting path models [27, 28, 29, 30, 31, 32]
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by Debin-Granet-Ruelle, Debin-Ruelle, Di Francesco-Guitter, and Di Francisco-Lapa; for twenty-
vertex models by Debin-Di Francesco-Guitter [26]; and for random lecture hall tableaux by Corteel-
Keating-Nicoletti [22].
In this paper we use a probabilistic analysis of non-crossing directed path ensembles to provide
the first mathematical justification of the geometric tangent method. Instead of attempting to
implement this in the fullest possible generality, for the sake of specificity we only focus on a partic-
ular example. Perhaps the simplest (non free-fermionic) case would be the domain-wall six-vertex
model at ice point, where the weights of all six vertex types are equal; this model received con-
siderable interest over the past three decades due to its relationship with alternating sign matrices
[17, 36, 37, 48, 52, 62, 63]. In order to demonstrate the versatility of this framework, and since it
will change little in the proof, we will in fact analyze a more general situation, given by the ice
model on the three-bundle domain.
Introduced by Cantini-Sportiello in Section 4.2 of [8], this is a domain T = TA,B,C (dependent
on three integers A,B,C ≥ 0) formed by intersecting three families of A + B, A + C, and B + C
parallel curves. In particular, by setting A = 0 = B, it becomes a C×C square, and the associated
six-vertex model degenerates to the domain-wall ice model; thus, the model we consider comprises
a two parameter deformation of the domain-wall ice model. This three-bundle domain is also of
further combinatorial interest since it is an example of a dihedral domain on which the refined
Razumov-Stroganov correspondence can be established [8, 9, 55]; indeed, this point served as the
original stimulus in [8] to define the ice model on this domain. As one of the initial applications
of the tangent method, Colomo-Sportiello predicted the arctic boundary of the ice model on the
three-bundle domain in Section 5.4 of [20].
Our result, given by Theorem 1.9 below, confirms this prediction. We will also explain in
Section 1.4 below how this theorem can be degenerated in the A = 0 = B case to yield the arctic
boundary of the domain-wall ice model, thereby confirming an earlier prediction of Colomo-Pronko
[17]. An alternative route towards a mathematical proof of the latter result (that is, the arctic
boundary prediction in the alternating sign matrix case) is currently work in progress by Colomo-
Sportiello [21]. We will elaborate on this point further below, directly before Section 1.2, and
explain how their results and methods compare to ours.
Now let us take a moment to very briefly describe some of the probabilistic considerations we must
account for in the proof of Theorem 1.9; we will provide a more detailed outline in Section 3.2 below.
To that end, recall that the assumption underlying the tangent method was that the bottommost
path of the augmented model Paug is, in the continuum limit, tangent to the arctic boundary of P .
However, there are several issues with establishing this statement.
The first is that it is not transparent to us that the this arctic boundary has a deterministic
continuum limit. Indeed, although concentration estimates for the height function of vertex models
have been proven to hold in considerable generality [11, 12], they do not appear to immediately imply
that the bottommost path in a six-vertex model concentrates (and this is what one would require
in order to implement the tangent method). So, one must instead show that the first (bottommost)
path paug1 of Paug is approximately tangent to the second path paug2 of Paug. However, this then
gives rise to two issues. The first is to establish this claim, and the second is to show that the arctic
boundary of P can be approximated by paug2 in some suitable sense.
To resolve these issues, we make use of two properties satisfied by the model. The first is its
Gibbs property, and the second is that its Glauber dynamics are monotone (order-preserving).
The latter in particular implies the existence of monotone couplings between two ice models with
different boundary data, which are both used to limit the possible long-range correlations between
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distant paths of six-vertex ensembles and also to compare paug2 to the arctic boundary of P . The
Gibbs property is used to show that distant paths of the six-vertex model are nearly linear, which
is useful both for establishing the approximate tangency between paug1 and p
aug
2 and also again for
comparing paug2 to the arctic boundary of P .
Let us mention that earlier works [23, 24] of Corwin-Hammond also used and developed some of
the above probabilistic ideas (namely, the Gibbs property and monotonicity) to analyze different
classes of line ensembles. However, their settings in those papers are different from ours. Their goal
was to gain a refined qualitative understanding about fluctuations in a certain line ensemble, given
some initial quantitative behavior about the geometry of the ensemble’s extremal curve (deduced
from the integrability of their model). Ours is to gain a quantitative understanding about the limit
shape of the extremal path in our ensemble, given some initial enumerative information about the
number of such path ensembles.
Before continuing, we state three additional points. The first concerns possible extensions of our
methods to other systems. Although in this paper we adhere to the specific example of the ice
model on the three-bundle domain, the main model-specific probabilistic feature in our proof is the
monotonicity (described above) of the ice model on T . This property is in fact quite common in
the context of vertex models, so it is plausible that our methods can applied to significantly wider
classes of exactly solvable systems in statistical mechanics.
In particular, one might ask whether the methods used this paper can also be applied to the
domain-wall six-vertex model with more general weights. As explained earlier, our proofs are based
on a justification of the tangent method, which requires access to asymptotics for the singly refined
correlation function of the vertex model of interest. At ice point, these quantities can be expressed
exactly due to the works [8] of Cantini-Sportiello on the three-bundle domain and [63] of Zeilberger
in the domain-wall case.
For the six-vertex model with general weights on arbitrary three-bundle domains, such a quantity
is not yet available. However, for the domain-wall six-vertex model, it was explained in Appendix
B of [15] how to express and asymptotically analyze such a quantity in terms of an Izergin-Korepin
determinant. Although the asymptotic analysis in that work is formal, precise mathematical as-
ymptotic analyses on similar Izergin-Korepin type determinants were implemented by Bleher-Fokin
in [4] through a matrix model interpretation due to Zinn-Justin [64]. If this framework can also
be applied to understand asymptotics of the refined correlation function, then the probabilistic
analysis in this paper would allow one to confirm the predictions from [15, 20] for the arctic curves
of more general domain-wall six-vertex models, at least for some ranges of the weights that ensure
monotonicity of the model.
The second point concerns other variants of the tangent method. In this paper we proceed
through the geometric tangent method, which is the one that was described in [20]. However,
Sportiello-Colomo have also produced a doubly refined tangent method, which appears to be simpler
to mathematically justify but requires (possibly more precise) asymptotic access to a quantity called
the doubly refined correlation function. This quantity generalizes the singly refined correlation
function required for the geometric tangent method, in that asymptotics for the former imply
asymptotics for the latter, but the reverse does not hold.
In fact, asymptotics for the doubly refined correlation function do not appear to be known in
many cases of interest. In the special case of the domain-wall ice model, they can be derived
[57] through a recursion of Stroganov [59]. Using this fact, Sportiello outlined a potential route
to establish the arctic boundary for the domain-wall ice model in his slides [57] from 2015; this
will appear in forthcoming work of Colomo-Sportiello [21]. However, this doubly refined tangent
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method does not seem to apply to the ice model on the three-bundle domain, since the doubly
refined correlation function is not known in that case.
The third point concerns our definition of the arctic boundary, which will be described in more
detail in Section 1.3 below. Much of our terminology is modeled off of that from the original work
of Jockusch-Propp-Shor [40]. For us (and for them), the “frozen region” of a tiling consists of all
vertices v in the domain such that all vertices either to the northeast, northwest, southeast, or
southwest of v are fixed in the tiling and determined by the boundary conditions. One might view
this as an “external frozen region,” and our results characterize it completely for the ice model on
the three-bundle domain T .
However, it does not (nor does any variant of the tangent method) show that there are no internal
regions of T that are frozen with high probability. We might mention that the original work [40]
also did not explicitly forbid such a possibility in their situation; this was later addressed in the
paper of Cohn-Elkies-Propp [11]. In fact, it is not apparent to us that such internal frozen regions
cannot exist for the model we consider. To the contrary, it was claimed in Section 5.4 of [20] (see
in particular Figure 8 there) that such regions might exist for certain ranges (or possibly a limit
degeneration) of the parameters. To the best of our knowledge, there is neither a proof that such
an interior arctic boundary exists, nor a prediction that explicitly parameterizes it.
Now let us proceed to describe our results in more detail; the remainder of this section is organized
as follows. We will provide a definition of the six-vertex model on the three-bundle domain in
Section 1.2. We will then explain our results on its arctic boundary in Section 1.3 and detail the
degeneration to the domain-wall ice model in Section 1.4.
1.2. Six-Vertex Ensembles on the Three-Bundle Domain. In this section we define the
model of interest to us, which is the six-vertex model (at ice point) on the three-bundle domain.
Throughout this section, A,B ≥ 0 and C ≥ 1 are integers.
The three-bundle domain T = TA,B,C (with parameters A, B, and C) is defined to be the
following directed planar graph. The vertex set of T consists of all lattice points (x, y) ∈ Z2>0 such
that either (x, y) ∈ [1, A+2B+C]× [1, A+C] or (x, y) ∈ [A+B+1, A+2B+C]× [1, 2A+B+C].
The edge set of T consists of all edges connecting v1 = (x1, y1) ∈ T to v2 = (x2, y2) ∈ T satisfying
either one of the following two conditions. The first is that (x2, y2) ∈
{
(x1, y1 + 1), (x1 + 1, y1)
}
.
The second is that there exists some m ∈ [1, A + B] such that v1 = (A + B −m + 1, A + C) and
v2 = (A+B + 1, A+ C +m); in this case, the edge connecting v1 to v2 is called diagonal.
We refer to the right side of Figure 1 for a depiction of the three-bundle domain T2,3,4. Observe
in particular that all faces of TA,B,C are quadrilaterals, except for one that is a triangle. One might
view the graph TA,B,C as coming from the intersections between three sets consisting of A + B,
A+ C, and B + C parallel curves.
Next, let us define six-vertex ensembles on T , which were originally considered in Section 4.2 of
[8] and then later studied in Section 5 of [20]. To that end, an arrow configuration is a quadruple
(i1, j1; i2, j2) such that i1, j1, i2, j2 ∈ {0, 1} and i1 + j1 = i2 + j2. We view such a quadruple as an
assignment of arrows to a vertex v ∈ T . Specifically, i1 and j1 denote the numbers of vertical and
horizontal arrows entering v, respectively; similarly, i2 and j2 denote the numbers of vertical and
horizontal arrows exiting v, respectively. The fact that the ik and jk are in {0, 1}means that at most
one arrow is permitted along any edge, and the fact that i1 + j1 = i2 + j2 means that the numbers
of incoming and outgoing arrows at v are equal. There are six possible arrow configurations, which
are depicted on the left side of Figure 1.
Now, a (defective) six-vertex ensemble on T is defined to be an assignment of an arrow configu-
ration to each vertex of T , satisfying the following two (in)consistency relations.
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(0, 0; 0, 0) (0, 1; 0, 1) (1, 0; 1, 0)
(1, 0; 0, 1) (0, 1; 1, 0) (1, 1; 1, 1)
A+B B + C
A+B
A+ C
Figure 1. The chart to the left shows all six possible arrow configurations. The
three-bundle domain TA,B,C , with (A,B,C) = (2, 3, 4), is depicted to the right; the
defect line is shown as thick and dashed.
(1) If v1, v2 ∈ T are two adjacent vertices connected by a non-diagonal edge, then their arrow
configurations are consistent ; this means that there is an edge to v2 in the arrow configu-
ration at v1 if and only if there is an edge from v1 in the arrow configuration at v2.
(2) If v1, v2 ∈ T are two adjacent vertices connected by a diagonal edge, then their arrow
configurations are not consistent.
To depict the second condition above diagrammatically, we draw a defect line through the vertex
(A+B+1, A+C) and orthogonal to each diagonal edge, across which the inconsistency of adjacent
arrow configurations occurs; we refer to Figure 2 for an example. Observe in particular that the
arrows in a (defective) six-vertex ensemble form directed paths connecting vertices of T , which both
emanate from and end at either the defect line or a boundary vertex of Z2 \ T .
Boundary data for a (defective) six-vertex ensemble is prescribed by dictating which boundary
vertices are entrance and exit sites for a directed path. We will be particularly interested in domain-
wall boundary data, in which A + C paths horizontally enter T from sites of the form (0,m) for
m ∈ [1, A+C], and B+C paths vertically exit T at sites of the form (A+B+m, 2A+B+C +1)
for m ∈ [1, B + C]; this is depicted in Figure 2.
In the special case A = 0 = B, the domain T becomes a C ×C square S = SC , and the domain-
wall boundary data defined above becomes the more commonly studied domain-wall boundary data
on S, in which arrows enter from all sites along the left boundary and exit at all sites along the top
boundary. We will discuss this point in more detail in Section 1.4.
Remark 1.1. The (in)consistency conditions quickly imply that, in any (defective) six-vertex en-
semble on TA,B,C with domain-wall boundary data, A paths must end at the defect line and B
paths must start from it. For example, Figure 2 indicates that A = 2 paths end at and B = 3 paths
start from the defect line.
Remark 1.2. One might observe that the domain T = TA,B,C is a bit reminiscent of the L-shaped
domain studied in several previous works [18, 19] on the six-vertex model. However, we should
clarify that these domains are not equivalent, since T includes diagonal edges, while the L-shaped
domain does not. Furthermore, the six-vertex model on T involves defects, a property which is
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C
A
A+B B + C
A+B
A+ C
Figure 2. A (defective) six-vertex ensemble on the three-bundle domain T =
T2,3,4 is depicted above.
not shared by the six-vertex model on the L-shaped domain. These two points contribute to the
differences between the arctic boundaries for the ice models on these domains.
1.3. The Arctic Boundary of the Ice Model on T . In this paper we will be interested in
the geometry of a uniformly random (defective) six-vertex ensemble on TA,B,C with domain-wall
boundary data, as A, B, and C tend to ∞. That this probability measure is uniform on the set of
such ensembles corresponds to the ice point of the six-vertex model on T , in which each of the six
arrow configurations depicted on the left side of Figure 1 are given equal weight.
More specifically, fix positive real numbers a, b, c ≥ 0 such that a + b + c = 1, and let N ≥ 1
be an integer. Define A = ⌊aN⌋, B = ⌊bN⌋, and C = ⌊cN⌋, and consider a defective random
six-vertex ensemble E with domain-wall boundary data on T = TA,B,C . Since paths only enter and
exit T through its left and top boundaries, respectively, one might expect (with high probability)
that no paths in E should exist around some neighborhood of the southeast vertex (A+2B+C, 1)
of T . Stated equivalently, all vertices in T near its southeast corner should all be assigned arrow
configuration (0, 0; 0, 0); see, for instance, Figure 2.
Through similar reasoning, one might expect all vertices near the southwest corner (1, 1) of T
to be assigned (0, 1; 0, 1) and all vertices near the northeast corner (A+ 2B+C, 2A+B +C) of T
to be assigned (1, 0; 1, 0). In addition, one might expect all vertices near one of the two northwest
corners of T (namely (1, A+ C) or (A + B + 1, 2A+ B + C)) to be assigned (1, 1; 1, 1). However,
in view of the fact that arrow configurations are inconsistent across the defect line, at most one of
these two vertices can support the “full” arrow configuration (1, 1; 1, 1).
The existence of these “frozen facets” suggests that the (defective) six-vertex model on T exhibits
an arctic boundary separating these frozen regions from “liquid” ones. The goal of this paper will
be to understand this boundary explicitly.
To make this more precise, we require some additional notation. To that end, for any v = (x, y) ∈
R
2, define the four sets
NE(v) =
{
(x′, y′) ∈ R2 : x′ ≥ x, y′ ≥ y}; NW(v) = {(x′, y′) ∈ R2 : x′ ≤ x, y′ ≥ y};
SE(v) =
{
(x′, y′) ∈ R2 : x′ ≥ x, y′ ≤ y}; SW(v) = {(x′, y′) ∈ R2 : x′ ≤ x, y′ ≤ y}.(1.1)
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v
NE(v)NW(v)
SE(v)SW(v)
C
SE(C)
NW(C)
C
NE(C)
SW(C)
Figure 3. Depicted to the left are the four sets NE(v), NW(v), SE(v), and
SW(v) at some v ∈ R2. Depicted in the middle is a nondecreasing curve C and
the two (shaded) sets NW(C) and SE(C). Depicted to the right is a nonincreasing
curve C and the two (shaded) sets NE(C) and SW(C).
In particular, NE(v), NW(v), SE(v), and SW(v) denote the subsets of R2 to the northeast, north-
west, southeast, and southwest of v, respectively; see the left side of Figure 3 for an example.
It will be useful to extend the definitions of these sets to situations in which v is replaced by
a curve. To that end, if C is a nondecreasing curve in R2 (meaning that, if v1, v2 ∈ C, then
v2 ∈ NE(v1) ∪ SW(v1)), then let
NW(C) =
⋃
v∈C
NW(v); SE(C) =
⋃
v∈C
SE(v).(1.2)
Similarly, if C is a nonincreasing curve in R2 (meaning that, if v1, v2 ∈ C, then v2 ∈ NW(v1)∪SE(v1)),
then let
NE(C) =
⋃
v∈C
NE(v); SW(C) =
⋃
v∈C
SW(v).(1.3)
We refer to the middle and right sides of Figure 3 for examples.
Now, we can define the liquid and frozen regions of a (defective) six-vertex ensemble on T , in a
way similar to in [40].
Definition 1.3. Let E denote a (defective) six-vertex ensemble on T with domain-wall boundary
data. Then, the frozen region of E consists of all vertices v ∈ T such that at least one of the
following four conditions holds.
(1) If v′ ∈ NE(v) ∩ T , then the arrow configuration assigned to v′ is (1, 0; 1, 0).
(2) If v′ ∈ NW(v) ∩ T , then the arrow configuration assigned to v′ is (1, 1; 1, 1).
(3) If v′ ∈ SE(v) ∩ T , then the arrow configuration assigned to v′ is (0, 0; 0, 0).
(4) If v′ ∈ SW(v) ∩ T , then the arrow configuration assigned to v′ is (0, 1; 0, 1).
The liquid region of E is defined to be the complement in T of the frozen region of E .
Remark 1.4. Observe in particular that the southeast part of the boundary between the liquid and
frozen regions of a (defective) six-vertex ensemble E is given by the rightmost directed path of E .
We would like to explicitly evaluate the arctic boundary of a typical (defective) six-vertex model
E on T , namely the boundary between the liquid and frozen regions of E . Upon scaling T by 1N ,
this will be the union of four algebraic curves, which were originally predicted by equations (5.10)
and (5.11) of [20] and are given by the following definition.
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Definition 1.5. Fix real numbers a, b, c ≥ 0 such that a+b+c = 1. Define the subset T = Ta,b,c ⊂
R
2 by
T =
(
[0, 1 + b]× [0, a+ c]) ∪ ([a+ b, 1 + b]× [a+ c, 1 + a]).
Observe in particular that this is the limit of the domain N−1TA,B,C as N tends to ∞, where
A = ⌊aN⌋, B = ⌊bN⌋, and C = ⌊cN⌋, as above.
Now, for any real number z > 0, define the function ζ(z) = ζ(z; a, b, c) by
ζ(z) =
√
z2 + z + 1 +
√
(zb+ zc+ a+ c)2 − 4abz
2
+
(b− c)z − a− c
2
− 1,(1.4)
so that
ζ′(z) =
2z + 1
2
√
z2 + z + 1
+
(b+ c)2z − ab+ ac+ bc+ c2
2
√
(zb+ zc+ a+ c)2 − 4abz +
b− c
2
.
Further define the functions x(z) = xSE(z) = xSE(z; a, b, c) and y(z) = ySE(z) = ySE(z; a, b, c) by
x(z) = ζ′(z); y(z) = zζ′(z)− ζ(z),(1.5)
and additionally set
xSW(z) = y(z; b, c, a); ySW(z) = 1 + c− x(z; b, c, a);
x
(W)
NW(z) = 1 + a− x(z; c, a, b); y(W)NW (z) = 1 + c− y(z; c, a, b);
x
(N)
NW(z) = 1 + b− x(z; b, c, a); y(N)NW(z) = 1 + a− y(z; b, c, a);
xNE(z) = 1 + b− y(z; c, a, b); yNE(z) = x(z; c, a, b).
(1.6)
Now define the curves
B = BSE =
{(
x(z), y(z)
)}
z∈[0,∞]
;
BSW =
{(
xSW(z), ySW(z)
)}
z∈[0,∞]
∩ T; BNE =
{(
xNE(z), yNE(z)
)}
z∈[0,∞]
∩ T;
B
(W)
NW =
{(
x
(W)
NW(z), y
(W)
NW(z)
)}
z∈[0,∞]
∩ T; B(N)NW =
{(
x
(N)
NW(z), y
(N)
NW(z)
)}
z∈[0,∞]
∩ T,
(1.7)
and let BNW = B
(N)
NW ∪B(W)NW .
Remark 1.6. The curve B is the Legendre transform of ζ, formed by the convex envelope of the
family of lines
{
y = zx− ζ(z)}
z>0
; see Lemma 7.2 below.
It can be quickly seen that ζ(z) and ζ′(z) both have finite limits as z tends to ∞, so these
curves are well-defined and closed. The curves BSE, BSW, BNE, and BNW will be the southeast,
southwest, northeast, and northwest parts of the arctic boundary. They are depicted in Figure 4,
where on the left (a, b, c) =
(
1
2 ,
1
4 ,
1
4
)
and on the right (a, b, c) =
(
1
4 ,
1
2 ,
1
4
)
.
Remark 1.7. It can quickly be seen that B = BSE is convex and increasing and, moreover, that it
is tangent to the x-axis and the line x = 1 + b at(
x(0), y(0)
)
=
(
1
2
+
bc
a+ c
, 0
)
and lim
z→∞
(
x(z), y(z)
)
=
(
1 + b,
1
2
+
ab
b+ c
)
,
respectively; see Figure 4. The fact that these two endpoints lie on the boundary of T in particular
implies that B ⊂ T.
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(
0, 12 +
bc
a+b
)
(
1 + b, 12 +
ab
b+c
)
(
0, 12 +
bc
a+c
)
BSEBSW
BNW
BNE
(0, 0) (1 + b, 0)
(0, a+ c)
(1 + b, 1 + a)(a+ b, 1 + a)
(
1
2 + b− c+ bca+b , 1 + a
)
(
1 + b, 12 +
ab
b+c
)
(
0, 12 +
bc
a+c
)
BSEBSW
BNW
BNE
Figure 4. Depicted above are the four curves BSE, BSW, BNE, and BNW. The
situation to the left is a case when a > b, so that BNW = B
(W)
NW . The situation to
the left is a case when a < b, so that BNW = B
(N)
NW.
Then the identity (1.6) implies that BSW and BNE are decreasing and that BNW is increasing.
They furthermore imply that BSW and BSE are both tangent to the x-axis at the same point and
that BNE and BSE are both tangent to the line x = 1 + b at the same point. See Figure 4.
Remark 1.8. It can also be quickly verified from (1.6) and Remark 1.7 that, if a > b, then BNE
does not intersect the line y = 1 + a; that B(N)NW is empty (meaning that BNW = B
(W)
NW); and that
BSW and BNW are both tangent to the y-axis at
(
0, 12 +
bc
a+b
)
. It can similarly be checked that, if
a < b, then BSW does not intersect the y-axis; that B
(W)
NW is empty (meaning that BNW = B
(N)
NW);
and that BNE and BNW are both tangent to the line y = 1+ a at
(
1
2 + b− c+ bca+b , 1+ a
)
. If a = b,
then BNW is empty; BSW is tangent to the y-axis at
(
0, 12 +
c
2
)
; and BNE is tangent to the line
y = 1 + a at
(
1
2 + a− c2 , 1 + a
)
.
We refer to Figure 4 for examples of the first and second of these three phenomena.
Now the following theorem establishes thatBSE∪BSW∪BNE∪BNW is the arctic boundary of the
(defective) ice-model on TA,B,C ; this was originally predicted in Section 5.4 of [20]. In what follows,
d(v, u) = ‖v − u‖2 denotes the Euclidean distance between any two points v, u ∈ R2 and, for any
sets S1,S2 ⊆ R2, we set d(S1,S2) = infv1∈S1 infv2∈S2 d(v1, v2). Furthermore, for any subset S ⊆ R2
and constant R > 0, let RS denote the set of points of the form (Rx,Ry) for some (x, y) ∈ S.
Theorem 1.9. Fix real numbers a, b, c ∈ (0, 1) such that a + b + c = 1; let N ≥ 1 be an integer;
denote A = ⌊aN⌋, B = ⌊bN⌋, and C = ⌊cN⌋; and let δ ∈ (N−1/30, 1) be a real number (possibly
dependent on N). There exists a (small) constant γ = γ(a, b, c) > 0, only dependent on a, b, and
c, such that the following holds.
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Let E be a (defective) six-vertex ensemble on T = TA,B,C with domain-wall boundary data,
chosen uniformly at random. Then, off of an event with probability at most γ−1 exp
( − γδ24N),
the following statement holds.
Let v ∈ T be any vertex such that
d
(
N−1v,BSE ∪BSW ∪BNE ∪BNW
)
> δ.
If v is outside of the curve NBSE ∪NBSW ∪NBNE ∪NBNW, that is, if
N−1v ∈ SE(BSE) ∪ SW(BSW) ∪ NE(BNE) ∪ NW(BNW),
then v is in the frozen region of E. Otherwise, v is in the liquid region of E.
In addition to identifying the arctic boundary of the ice model on the three-bundle domain,
Theorem 1.9 can be used together with the Borel-Cantelli lemma to show a law of large numbers
limit for the bottommost path of this model. More specifically, after scaling by N−1, this path
almost surely converges as N tends to ∞ to the curve[
(0, 0),
(1
2
+
bc
a+ c
, 0
)]
∪BSE ∪
[(
1 + b,
1
2
+
ab
b+ c
)
, (1 + b, 1 + a)
]
.
One can also likely use the methods of this paper to improve the range of δ and the error probability
in Theorem 1.9, but we will not attempt to optimize these quantities here.
1.4. Arctic Boundary for the Domain-Wall Ice Model on a Square. As mentioned pre-
viously, in the case A = B = 0, the three-bundle domain T = TA,B,C degenerates to a C × C
square subgraph of Z2 (in particular, it has no triangular face). Let us relabel C by N and define
the directed subgraph1 S = SN ⊂ Z2 whose vertices consist of all lattice points in the square
[1, N ]× [1, N ].
A six-vertex ensemble on S is again an assignment of an arrow configuration to each vertex
of S, such that each pair of neighboring arrow configurations is consistent; unlike for (defective)
six-vertex ensembles on T , there is no inconsistency condition. Under domain-wall boundary data,
N paths enter S horizontally at sites on the line x = 0 and vertically exit S at sites on the line
y = N + 1. We refer to the left side of Figure 5 for an example.
Let us describe how to use the content of Section 1.3 to explicitly evaluate the arctic boundary
for a uniformly random six-vertex ensemble on S with domain-wall boundary data. To that end,
let us adopt the notation from that section and set a = 0 = b; further denote the square S =
[0, 1]× [0, 1] ⊂ R, which is the limit of the rescaled domain N−1SN as N tends to ∞.
Then, the definition (1.4) for ζ(z) implies that
ζ(z) =
√
z2 + z + 1− 1; ζ′(z) = 2z + 1
2
√
z2 + z + 1
,
so that (
x(z), y(z)
)
=
(
2z + 1
2
√
z2 + z + 1
,
2
√
z2 + z + 1− z − 2
2
√
z2 + z + 1
)
,
which parameterizes a part of an ellipse given by
A = ASE =
{
(x, y) ∈ R2 : (2x− 1)2 + (2y − 1)2 − 4(1− x)y = 1} ∩([1
2
, 1
]
×
[
0,
1
2
])
.
1Here, we always orient the edges of Z2 to the north or to the east; this makes Z2 into a directed graph.
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(
1
2 , 0
)
(
0, 12
) (
1, 12
)
(
1
2 , 1
)
ASEASW
ANEANW
Figure 5. A sample of the six-vertex model with domain-wall boundary data on
the square S7 is depicted to the left. The four arctic curves ASE, ASW, ANE, and
ANW are depicted to the right.
The curve ASE will form the southeast part of the arctic boundary separating the frozen and liquid
regions for a typical six-vertex ensemble on S with domain-wall boundary data. The remaining three
parts of this boundary are obtained from reflecting A into the lines x = 12 and y =
1
2 , or equivalently
by
ASW =
{
(x, y) ∈ R2 : (1 − x, y) ∈ ASE
}
; ANE =
{
(x, y) ∈ R2 : (x, 1− y) ∈ ASE
}
;
ANW =
{
(x, y) ∈ R2 : (1− x, 1− y) ∈ ASE
}
.
We refer to the right side of Figure 5 for depictions of these curves.
The following result, which was originally predicted in equation (13) of [17] (and then again in
equation (7.5) of [15] and equation (2.17) of [20]), provides the arctic boundary for the uniformly
random six-vertex ensemble on SN with domain-wall boundary data.
Corollary 1.10. Let N ≥ 1 be a positive integer, and let δ ∈ (N−1/30, 1) be a real number. There
exists a constant γ > 0 (independent of N) such that the following holds.
Let E be a six-vertex ensemble on the N × N square domain [1, N ] × [1, N ] with domain-
wall boundary data, chosen uniformly at random. Then, off of an event with probability at most
γ−1 exp
(− γδ24N), the following statement holds.
Let v ∈ [1, N ] × [1, N ] be any lattice point such that d(N−1v,ASE ∪ ASW ∪ ANE ∪ ANW) > δ.
If N−1v ∈ SE(ASE) ∪ SW(ASW) ∪ NE(ANE) ∪ NW(ANW), then v is in the frozen region of E.
Otherwise, v is in the liquid region of E.
Observe that Corollary 1.10 does not quite follow from Theorem 1.9 as stated, since we assume
that a, b, c > 0 in the latter result. In fact, although the southeast curve ASE from Corollary 1.10
coincides with the a = 0 = b case of the southeast curve BSE from Theorem 1.9, the remaining
(southwest, northeast, and northwest) curves in these two results do not coincide.2 However, it can
be quickly verified that the proof of Theorem 1.9 can be directly applied in the case A = 0 = B to
yield Corollary 1.10.
More specifically, Theorem 2.4 below shows that the southeast part of the boundary between the
liquid and frozen regions (which, as mentioned in Remark 1.4, is the trajectory of the rightmost
2This discrepancy arises from the fact that slightly different symmetries are required to transform the southeast
part of the arctic boundary to its other parts in the cases of the three-bundle domain T and the square domain S.
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A+B B + C
A+ C
A+B B + C
A+ C
B + C A+ C
A+B
Figure 6. Depicted above is an example of how to “rotate” a defective six-vertex
ensemble on TA,B,C to form one on TB,C,A, as summarized in the beginning of
Section 2.1.
directed path) of a uniformly random domain-wall (defective) six-vertex ensemble on TA,B,C con-
centrates with high probability around the curve B = BSE, including in the case when A = 0 = B.
This confirms that the southeast boundary of the arctic curve for a typical uniformly random
domain-wall six-vertex ensemble on S is given by ASE. That the remaining parts of the boundary
are given by ASW, ANE, and ANW follow from rotating the square and using symmetries of the
domain-wall six-vertex model; we omit further details.
Acknowledgments. The author heartily thanks Filippo Colomo and Andrea Sportiello for stimu-
lating conversations and enlightening explanations, as well as Alexei Borodin for valuable encourage-
ment and helpful discussions and suggestions. The author would also like to thank two anonymous
referees for their helpful comments on an earlier draft of this paper. The author is additionally
grateful to the workshop, “Conference on Quantum Integrable Systems, Conformal Field Theories
and Stochastic Processes,” held in 2016 at the Institut d’Études Scientifiques de Cargése (funded
by NSF grant DMS:1637087), where he was introduced to the tangent method. This work was
partially supported by the NSF Graduate Research Fellowship under grant number DGE1144152.
2. Miscellaneous Preliminaries
In this section we collect miscellaneous definitions and reductions that will facilitate the proof
of Theorem 1.9. Specifically, in Section 2.1 we recall certain symmetries of defective six-vertex
ensembles that allow us to reinterpret the model from Section 1 as a non-defective one. Then, in
Section 2.2 we define several domains and describe a Gibbs property that will be useful for the
proof of Theorem 1.9.
2.1. An Equivalent Model Without Defects. In order to apply certain monotonicity results
to be stated in Section 4, it will be useful to reformulate the defective six-vertex model described in
Section 1 as a non-defective one, in which all pairs of adjacent arrow configurations are consistent.
However, before explaining this in more detail, let us begin by recalling several symmetries of
the model that allow us to “rotate” the three-bundle domain, thereby reducing the determination
of the arctic boundary to that of its southeast part. More specifically, we fix integers A,B,C ≥ 1,
consider a defective six-vertex ensemble E on T = TA,B,C (as on the left side of Figure 6), and
explain how to associate with it a defective six-vertex ensemble on TB,C,A.
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C
A
A+B B + C
A+B
A+ C A+ C
A+B B + C
A
C
Figure 7. A (defective) six-vertex ensemble on the three-bundle domain T2,3,4 is
depicted to the left. Shown to the right is the associated (non-defective) 2-restricted
directed path ensemble.
To that end, we first consider the (B+C)× (A+B) rectangle occupying the northeast corner of
TA,B,C ; rotate it 90 degrees counterclockwise around its southwest vertex (A+B + 1, A+C); and
“reverse” all arrow configurations in the rectangle, that is, replace each edge with (or without) an
arrow with one without (or with, respectively) an arrow. This is shown in the middle of Figure 6; in
particular, observe that the arrow reversal removes the previous defect line but creates a new one.
Next, we rotate the ensemble 90 degrees counterclockwise and then reverse only the vertical arrows
in the (A + C) × (A+ 2B + C) rectangle in the east part of the rotated domain. This produces a
defective six-vertex ensemble E˜ on TB,C,A.
It is quickly verified that this sequence of transformations maps the southwest part of the arctic
boundary of E into the southeast part of arctic boundary of E˜ . Thus, upon scaling by 1N , we
obtain the first relation in (1.6) expressing the southwest part of the arctic boundary in terms of
the southeast part of associated with the cyclically shifted triple (b, c, a). The other equations in
(1.6) can be derived through similar rotations. Thus, in order to establish Theorem 1.9, it suffices
to only analyze the southeast part of the arctic boundary of E , which (as mentioned in Remark 1.4)
is given by the trajectory of its rightmost path.
Now let us describe the previously mentioned equivalence between defective six-vertex ensembles
and non-defective path ensembles. We begin with the following definition.
Definition 2.1. A directed path ensemble on T is an assignment of an arrow configuration to each
vertex of T such that the arrow configurations of adjacent vertices are consistent. An example
of such an ensemble is depicted on the right side of Figure 7; the fact that we do not impose an
inconsistency condition implies that the ensemble does not exhibit defects.
A directed path on T (or Z2) is a nondecreasing curve on R2 connecting a sequence of adjacent
vertices in T (or Z2, respectively) by edges. Then, we can view a directed path ensemble on T
as a family P = (p1,p2, . . . ,pk) of directed paths on T that do not share edges (but might share
vertices) and all enter and exit T through a boundary vertex of Z2 \T . We assume that these paths
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are ordered such that pi ⊂ SE(pj) for any 1 ≤ i ≤ j ≤ k; in particular, the rightmost (equivalently,
the bottommost) path is p1.
For any integer r ∈ [0, A+ 2B +C], we refer to a directed path ensemble P on T as r-restricted
if the number of paths in P that contain a diagonal edge of T is equal to r. For instance, the
ensemble on the right side of Figure 7 is A-restricted (where A = 2).
Remark 2.2. In what follows, we will sometimes formally refer to −∞ and ∞ as directed paths,
which are defined to be maximally northwest and southeast, respectively.3 So, for any directed path
p, we have p ∈ SE(−∞) ∩ NW(∞).
As in Section 2.1, boundary data for a directed path ensemble is prescribed by indicating which
vertices of Z2 \ T are entrance and exit sites for paths. In particular, we define domain-wall
boundary data to be that in which paths enter through the A+C vertices of the form (0,m), with
m ∈ [1, A + C], and exit through the C vertices of the form (A + 2B +m, 2A + B + C + 1), with
m ∈ [1, C], and the A vertices of the form (A+ 2B +C + 1, 2A+B +C −m+ 1), with m ∈ [1, A].
This is depicted on the right side of Figure 7.
There is a direct correspondence between defective domain-wall six-vertex ensembles and A-
restricted, domain-wall directed path ensembles on T . To see this, let E denote an ensemble of the
former type, as shown on the left side of Figure 7. As mentioned in Remark 1.1, B paths of E must
start from the defect line; this leaves A sites along the defect line at which there are no exiting
arrows, which are the places where a path of E ends at the defect line.
In particular, if we temporarily reverse all arrows in E , then the new topmost A paths will enter
from the defect line and will then exit T at sites of the form (A+2B+C +1, 2A+B+C −m+1)
for m ∈ [1, A]. Thus, adding these A “dual” paths to E and removing the original topmost B paths
from E yields a domain-wall directed path ensemble P on T , which is A-restricted; see the right side
of Figure 7 for an example. This transformation can quickly be seen to produce a bijection between
(defective) domain-wall six-vertex ensembles on T and (non-defective) A-restricted, domain-wall
directed path ensembles on T .
Definition 2.3. Fix A,B,C ∈ Z, with A,B ≥ 0 and C ≥ 1. Let F = FA,B,C denote the set of
(non-defective) A-restricted, domain-wall directed path ensembles on T = TA,B,C .
In view of this equivalence and the previously mentioned symmetries, in order to show Theo-
rem 1.9 it suffices to establish the following theorem for the behavior of the rightmost path of a
uniformly random ensemble from F.
Theorem 2.4. Fix real numbers a, b ∈ [0, 1) and c ∈ (0, 1] such that a+ b+ c = 1; let N ≥ 1 be an
integer; set A = ⌊aN⌋, B = ⌊bN⌋, and C = ⌊cN⌋; and let δ ∈ (N−1/30, 1) be a real number. There
exists a constant γ = γ(a, b, c) > 0 such that the following holds.
Let P denote a uniformly random element of F = FA,B,C, and denote its rightmost path by p1.
Then, off of an event of probability at most γ−1 exp
(− γδ24N), the following statement holds.
Let v ∈ T be any vertex such that d(N−1v,B) > δ. If v ∈ SE(B) then v ∈ SE(p1), and if
v ∈ NW(B) then v ∈ NW(p1).
Thus, for the remainder of this article, we will only consider non-defective directed path ensembles
on T and make no further reference to defective six-vertex ensembles.
3One might view −∞ and ∞ as consisting of the unique vertices
{
(−∞,−∞)
}
and
{
(∞,∞)
}
, respectively.
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2.2. A Gibbs Property and Augmented Domains. In this section we state a Gibbs prop-
erty satisfied by the uniform measure on directed path ensembles on T = TA,B,C and also define
augmented three-bundle domains. We begin with the former.
Although this Gibbs property will hold in greater generality, we only state it for rectangular
subdomains of T , which are defined to be directed subgraphs Λ ⊆ T induced by intersecting a
rectangle in Z2 with T ; equivalently, these are subsets of the form ([m,n]× [s, t]) ∩ T for integers
1 ≤ m ≤ n ≤ A+2B+C and 1 ≤ s ≤ t ≤ 2A+B+C. Observe in particular that T is a rectangular
subdomain T , obtained when the rectangle [m,n]× [s, t] = [1, A+ 2B + C]× [1, 2A+B + C].
We can define (r-restricted) directed path ensembles P = (p1,p2, . . . ,pk) on any rectangular
subdomain Λ ⊆ T analogously to as we did in Definition 2.1 (which addresses the case Λ = T ). In
particular, any directed path ensemble P on T restricts to one P|Λ on Λ.
Next, let us introduce some notation for boundary data on (restricted) directed path ensembles
on rectangular subdomains Λ ⊆ T .
Definition 2.5. We first define the west and east boundaries of Λ =
(
[m,n] × [s, t]) ∩ T to be
the sets of lattice points in Z2 \ Λ adjacent to Λ that are of the form (m − 1, y) and (n + 1, y),
respectively, for some y ∈ [s, t]. Similarly, its south and north boundaries are defined to be the sets
of lattice points in Z2 \ Λ adjacent to Λ of the form (x, s− 1) and (x, t+ 1), respectively, for some
x ∈ [m,n].
We say that an ordered pair (u,w) of two k-tuples of vertices u = (u1, u2, . . . , uk) and w =
(w1, w2, . . . , wk) constitutes admissible boundary data (on Λ) if the following three conditions hold.
First, each ui is a vertex along either the west or south boundary of Z2 \ Λ. Second, each wi is a
vertex along either the east or north boundary of Z2 \ Λ. Third, ui ∈ SE(uj) and wi ∈ SE(wj) for
any integers 1 ≤ i ≤ j ≤ k.
Boundary data for a (possibly restricted) directed path ensemble P = (p1,p2, . . . ,pk) on Λ is
given by a pair (u,w) of admissible boundary data. Here, u = (u1, u2, . . . , um) dictates the entrance
sites for the k paths in the ensemble, and w = (w1, w2, . . . , wk) dictates the k exit sites (meaning
that the path pi enters and exits Λ through ui and wi, respectively, for each i ∈ [1, k]).
Example 2.6. Domain-wall boundary data on T corresponds to when u = (u1, u2, . . . , uA+C) and
w = (w1, w2, . . . , wA+C) are defined by
ui = (0, i) if i ∈ [1, A+ C]; wi = (A+ 2B + C + 1, A+B + C + i) if i ∈ [1, A];
wi = (2A+ 2B + C − i+ 1, 2A+B + C + 1) if i ∈ [A+ 1, A+ C].
Example 2.7. Let k ∈ [1, A + 2B + C] be an integer. Singly-refined domain-wall boundary
data at (k, 0) (on T ) is defined by the pair (u,w), where u = (u1, u2, . . . , uA+C+1) and w =
(w1, w2, . . . , wA+C+1) are defined by
u1 = (k, 0); ui = (0, i− 1) if i ∈ [2, A+ C + 1];
wi = (A+ 2B + C + 1, A+B + C + i− 1) if i ∈ [1, A+ 1];
wi = (2A+ 2B + C − i+ 2, 2A+B + C + 1) if i ∈ [A+ 2, A+ C + 1].
This is obtained from the domain-wall boundary data from Example 2.6, but with an additional
path that enters T at (k, 0) and exits at (A + 2B + C + 1, A + B + C); in particular, there are
A+ C + 1 paths in the ensemble. We refer to the left side of Figure 8 for a depiction.
We now define sets of (restricted) directed path ensembles on rectangular subdomains of T with
given boundary data that are bounded to the left by some path f and to the right by some path g.
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A+ C
A+B B + C
A+ 1
C
(k, 0)
(0,−Ψ)
A+ C
A+B B + C + 1
A
A+B + C
C + 1
Figure 8. Depicted to the left is a directed path ensemble on T = T2,3,4 with
singly refined domain-wall boundary data at (k, 0) when k = 9. Depicted to the
right is a directed path ensemble on the augmented domain X3 with augmented
domain-wall boundary data.
Definition 2.8. Suppose Λ ⊆ T is a rectangular subdomain; r ≥ 0 and k ≥ 1 are positive integers;
and (u,w) is a pair of k-tuples that defines admissible boundary data on Λ. Let Eu,w;r−∞,∞ = E
u,w;r
−∞,∞;Λ
denote the set of r-restricted directed path ensembles P = (p1,p2, . . . ,pm) on Λ, with boundary
data given by (u,w).
Now let f and g be paths on Λ such that g ⊂ SE(f). Suppose that f,g enter Λ through vertices
u0, uk+1 ∈ Z2 \ Λ, respectively, and exit Λ through w0, wk+1 ∈ Z2 \ Λ, respectively. Then let
E
u,w;r
f,g = E
u,w;r
f,g;Λ denote the set of r-restricted directed path ensembles P =
(
p1,p2, . . . ,pm
)
on Λ,
with boundary data given by (u,w), and such that pi ∈ SE(f) ∩ NW(g) for each i ∈ [1,m].
Similarly let Eu,w;r−∞,g = E
u,w;r
−∞,g;Λ denote the set of such P with pi ∈ NW(g) for each i, and let
E
u,w;r
f,∞ = E
u,w;r
f,∞;Λ denote the set of such ensembles with pi ∈ SE(f) for each i.
In particular, if u and w are given by Example 2.6, then Eu,w;A−∞,∞;Λ is F from Definition 2.3.
The uniform measure on Eu,w;rf,g;Λ satisfies a Gibbs property, which essentially states the following.
If P is a uniformly random ensemble from Eu,w;rf,g;Λ and Λ′ ⊆ Λ is a rectangular subdomain then,
conditional on the part of P outside Λ′, the law of P inside Λ′ is uniform on the set of directed
path ensembles on Λ′ with specified boundary conditions. This is stated more precisely through the
following lemma, whose proof is a direct consequence of Definition 2.8 (and is therefore omitted).
Lemma 2.9. Adopt the notation of Definition 2.8, and let P = (p1,p2, . . . ,pk) ∈ Eu,w;rf,g;Λ be sampled
uniformly at random. Let Λ′ ⊆ Λ denote a rectangular subdomain; 0 ≤ i ≤ j ≤ k and 0 ≤ r′ ≤ r
be integers; and (u′,w′) be a pair of (j − i+1)-tuples constituting admissible boundary data on Λ′,
with u′ = (u′1, u
′
2, . . . , u
′
j−i+1) and w
′ = (w′1, w
′
2, . . . , w
′
j−i+1). Now condition on the paths pm ∈ P
for m /∈ [i, j]; the restrictions pm|Λ\Λ′ for m ∈ [i, j]; the event that pm enters Λ′ at u′m−i+1 and
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exits Λ′ at w′m−i+1 for each m ∈ [i, j]; and the event that the number of indices m /∈ [i, j] for which
pm contains a diagonal edge of Λ is equal to r − r′.
Then, the joint law of
(
pi|Λ′ ,pi+1|Λ′ , . . . ,pj |Λ′
)
is given by the uniform measure on Eu
′,w′;r′
pi−1,pj+1;Λ
′ ,
where we set pi−1 = −∞ if i = 1 and pj+1 =∞ if j = k.
We conclude this section by defining an augmented version of the three-bundle domain T and
its boundary data, which will be useful for implementing the tangent method later in the paper.
Definition 2.10. LetΨ ≥ 1 be an integer; the augmented three-bundle domain X = XΨ = XA,B,C;Ψ
is a directed graph whose vertex set is given by
TA,B,C ∪
(
[1, A+ 2B + C + 1]× [−Ψ, 0]) ∪ ({A+ 2B + C + 1} × [1, 2A+B + C]),
and whose edge set consists of the (directed) edges of TA,B,C , along with any directed edges in Z2
connecting vertices on X . Stated alternatively, X is the domain obtained by adding a (A + 2B +
C +1)×Ψ rectangle (and all associated edges) below the graph TA,B,C+1, and then by translating
the result down by 1. We refer to Figure 8 for an example. If Ψ = 0, we set X = X0 = TA,B,C .
Definition 2.11. Augmented domain-wall boundary data (on X = XΨ) is defined by the pair
(u,w), where u = (u1, u2, . . . , uA+C+1) and w = (w1, w2, . . . , wA+C+1) are defined by
u1 = (0,−Ψ); ui = (0, i− 1) if i ∈ [1, A+ C + 1];
wi = (A+ 2B + C + 2, A+B + C + i) if i ∈ [1, A];
wi = (2A+ 2B + C − i+ 2, 2A+B + C + 1) if i ∈ [A+ 1, A+ C + 1].
This essentially coincides with domain-wall boundary data on TA,B,C+1 (translated down by 1),
but where the entrance site of rightmost path p1 is shifted down by Ψ; see the right side of Figure 8.
Let GAΨ denote the set of all A-restricted directed path ensembles on XA,B,C;Ψ with augmented
domain-wall boundary data. In particular, setting Ψ = 0, GA0 = FA,B,C+1 denotes the set of all
A-restricted directed path ensembles on TA,B,C+1 with domain-wall boundary data.
3. The Tangent Method Heuristic
The proof of Theorem 2.4 proceeds by justifying the tangent method, which is a heuristic proposed
by Colomo-Sportiello in [20] as a way of predicting the arctic boundaries of certain exactly solvable
statistical mechanical models. Thus, we begin by recalling this heuristic in Section 3.1, and then
we outline the proof of Theorem 2.4 in Section 3.2.
Throughout this section we fix real numbers a, b, c ∈ [0, 1] such that a + b + c = 1; let N be a
positive integer; and denote A = ⌊aN⌋, B = ⌊bN⌋, and C = ⌊cN⌋.
3.1. The Heuristic. The goal of the tangent method is to provide a heuristic that explicitly
evaluates (part of) the arctic boundary of a vertex model, assuming that one has access to certain
quantities, called refined correlation functions, associated with it. In this section we outline this
heuristic in the special case of the six-vertex model on the three-bundle domain, following Section 3
of [20]. More specifically, we will explain how to derive the southeast part of the arctic boundary of
a typical A-restricted directed path ensemble P on T = TA,B,C , which (as explained in Remark 1.4)
is the trajectory of the rightmost directed path of P .
To that end, first observe that for any such ensemble P there is a unique integer K = K(P) ∈
[1, A + 2B + C] such that the vertex (K, 1) is assigned arrow configuration (0, 1; 1, 0). Stated
alternatively, this is the integer such that the rightmost (equivalently, the bottommost) directed
path in P exits the line y = 1 at (K, 1).
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(0,−Ψ)
(Φ, 0)
A+ C
A+B B + C + 1
A
A+B + C
C + 1
B
T
(θ, 0)
(ν, 0)
(0,−ψ)
Figure 9. Shown to the left is a directed path ensemble on the augmented three-
bundle domain X = X3 = X2,3,4;3; here, Φ = 9. Shown to the right is the heuristic
macroscopic limit of this ensemble, where the new (added) path is tangent to the
arctic boundary B.
For any integer k ∈ [1, A + 2B + C], define the (singly) k-refined correlation function H(k) =
HA,B,C(k) = P
[
K(P) = k], where the probability measure is uniform over all domain-wall A-
restricted directed path ensembles P on T . In what follows, we assume it is possible to asymptoti-
cally evaluate H(k) when k = xN scales linearly with N , namely, that
H(xN) ∼ exp
(
− (h(x) + o(1))N),
for some explicit, nonnegative function h(x) = ha,b,c(x). This is indeed the case in our setting,
since equation (59) of [8] provides an identity for H(k) as a sum of binomial coefficients; see
Proposition 7.5 below. Observe that h immediately provides some information about the arctic
boundary, since the value θ at which h(θ) = 0 will be where we expectK ≈ θN with high probability;
thus, (θ, 0) is the location where the arctic boundary should be tangent to the x-axis.
To obtain more precise information about the arctic boundary, we consider directed path ensem-
bles on augmented domains. More specifically, let ψ ≥ 0 be a real number, and denote Ψ = ψN
(which we assume to be an integer). Consider a uniformly random A-restricted directed path en-
semble Paug on the augmented domain XΨ (from Definition 2.10) with augmented domain-wall
boundary data (from Definition 2.11). See the left side of Figure 9 for a depiction.
The premise underlying the tangent method is that, with high probability, the trajectory of the
rightmost path paug1 of Paug will initially approximately follow a line that is tangent to the southeast
part of the arctic boundary P ; see the right side of Figure 9. Then, upon meeting this boundary,
the rightmost path of Paug will merge with it.
Assuming such a statement to be true, one might attempt to determine B as follows. Suppose
that one is able to approximately understand the location (Φ, 0) =
(
Φ(Paug), 0) ≈ (νN, 0) (for some
ν = ν(ψ) ∈ R) where the path paug1 leaves the x-axis. Then, in view of the previously mentioned
assumption, one would conclude that the line passing through (0,−ψ) and (ν, 0) should be tangent
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to the limiting arctic boundary B; see Figure 9. By then varying the parameter ψ ∈ R≥0, one
obtains a complete family of lines tangent to B; the convex envelope of these lines would then
determine B.
To evaluate ν = ν(ψ), we estimate the probability that Φ = xN for some x ∈ [0, a+ 2b+ c]. To
that end, observe that a domain-wall A-restricted directed path ensemble Paug on XΨ such that
Φ(Paug) = xN is the union of a directed up-right path from (0,−Ψ) to (Φ, 0) and an A-restricted
directed path ensemble on TA,B,C+1 with singly refined domain-wall boundary data at (xN, 0), as
in Example 2.7 (after being shifted down by 1).
Since the number of such directed up-right paths is equal to
(
Ψ+Φ−1
Ψ
)
and the number of such
directed path ensembles is proportional to the refined correlation function HA,B,C+1(xN), it follows
that P
[
Φ(Paug) = xN] is proportional to
HA,B,C+1(xN)
(
ψN + xN − 1
ψN
)
≈ exp
((
gψ(x) + o(1)
)
N
)
,
where we have denoted
gψ(x) = (ψ + x) log(ψ + x)− ψ logψ − x log x− h(x),
which is explicit if h is. In particular, gψ(x) will admit a unique maximum at some ν = νψ ∈ [0, a+
2b+c], which can be evaluated explicitly. Thus, with high probability, we have that Φ(Paug) ≈ νN .
Under the tangency assumption, it would follow that the (explicit) line through (0,−ψ) and
(ν, 0) is tangent to B for any ψ ∈ R≥0. As mentioned above, varying ψ then yields a complete
family of tangent lines to the curve B, which one can use to parameterize it as in (1.4), (1.5), and
(1.7).
3.2. Outline of the Proof of Theorem 2.4. In this section we briefly outline the proof of
Theorem 2.4, which constitutes the remainder of this paper. Denote P = (p1,p2, . . . ,pA+C) and
Paug = (paug1 ,paug2 . . . ,paugA+C+1).
(1) Tangency: Letting ℓ denote the tangent line to paug2 through (−Ψ, 0), we show that the
vertex (−Φ, 0) where paug1 enters the x-axis is close to ℓ; see Proposition 5.5 below.
(2) Concentration Estimate: We use the heuristic explained in Section 3.1 to establish a con-
centration estimate for Φ = Φ
(Paug); see Proposition 7.3 below.
(3) Comparing p1 to p
aug
2 : We show that p1 and p
aug
2 approximately follow the same trajectory
with high probability. To do this, we establish the following two statements.
(a) There exist two couplings of the laws of P and Paug such that p1 ∈ SE(paug2 ) under
the first and paug2 ∈ SE(p2) under the second; see Corollary 4.4 below.
(b) The paths p1,p2 ∈ P remain close to each other with high probability; see Proposi-
tion 6.4 below.
Together, these will essentially imply p1 ≈ paug2 ≈ p2.
Given these statements, the proof of Theorem 2.4 will appear in Section 8.
Fundamental to implementing the above outline will be a monotonicity result, given by Propo-
sition 4.1 in Section 4 below, that essentially states the following. If the boundary data for two ice
models are ordered, then these two models can be coupled in such a way that their paths are also
ordered in the interior of the domain. The proof of this statement is based on monotonicity prop-
erties for the Glauber dynamics on the set of restricted directed path ensembles; similar dynamical
ideas to establish monotonicity statements in related settings were used in [23, 24]. The existence of
the two couplings explained in part 3a above will follow as a quick consequence of Proposition 4.1.
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Next, in Section 5.1, we derive a series of miscellaneous linearity estimates for random walks
(possibly with boundary conditions) that follow from direct combinatorial considerations together
with the monotonicity result Proposition 4.1. Using these linearity estimates; Proposition 4.1;
and the Gibbs property given by Lemma 2.9, we will establish Proposition 5.5 from part 1 above.
Although this statement is slightly weaker than the claim that paug1 is approximately tangent to
p
aug
2 , it will be sufficient for our purposes.
Then, in Section 6.2 we implement part 3b above to show that p1 and p2 are close to each other
with high probability. To do this, we will first in Section 6.1 use Proposition 4.1, the linearity
estimates from Section 5.1, and Lemma 2.9 to show as Lemma 6.2 and Lemma 6.3 that the paths
p1 and p2 are “approximately convex.” Then, we will establish Proposition 6.4 in Section 6.2.
In Section 7 we establish the concentration estimate for Φ given by Proposition 7.3 of part 2
above. This will closely follow Section 3.4 of [20] (also explained in Section 3.1), using exact results
from [8, 20] on the refined partition function for the ice vertex model on the three-bundle domain.
We then conclude the proof of Theorem 2.4 in Section 8.
4. Path Monotonicity
In this section we derive several monotonicity properties for paths in a uniformly random directed
path ensemble with general boundary data. We begin by stating the result (given by Proposition 4.1)
and some of its consequences in Section 4.1; we then provide its proof in Section 4.2. Throughout
this section, we fix nonnegative integers A,B ≥ 0 and C ≥ 1.
4.1. Monotonicity Results and Consequences. In what follows (and for the remainder of
this paper), it will be convenient to introduce a partial ordering on non-decreasing curves in R2.
Specifically, if f and g are non-decreasing curves, we write f ≤ g (or equivalently g ≥ f) if, for every
two points (x, y) ∈ f and (x′, y) ∈ g on the same horizontal line, we have that x ≤ x′. Furthermore,
for any two points v = (x, y) ∈ R2 and v′ = (x′, y′) ∈ R2, we say that v ≤ v′ (or v′ ≥ v) if
v′ ∈ SE(v); this does not coincide with the lexicographic ordering on R2 but will be useful for us.
Moreover, if v = (v1, v2, . . . , vm) and v′ = (v′1, v
′
2, . . . , v
′
m) are sequences of lattice points then
we say that v ≥ v′ if vi ≥ v′i for each i ∈ [1,m]. Additionally, for any directed path ensembles P =
(p1,p2, . . . ,pm) and P ′ = (p′1,p′2, . . . ,p′m) with the same number of paths (on some rectangular
subdomain of T = TA,B,C), we say that P ≤ P ′ if pi ≤ p′i for each i ∈ [1,m].
The following proposition, which is similar to Lemma 2.6 and Lemma 2.7 of [23] and Lemma 2.6
and Lemma 2.7 of [24], provides a monotone coupling between uniform measures on directed path
ensembles on rectangular subdomains of T with different boundary data.
Proposition 4.1. Let Λ ⊆ TA,B,C be a rectangular domain, and let r, r′ ≥ 0 and m ≥ 1 be integers.
Suppose that f, g, f′, and g′ are directed paths on Λ (possibly equal to −∞ or ∞) such that f ≤ g
and f′ ≤ g′. Let f,g, f′,g′ enter and exit Λ at vertices u0, um+1, u′0, u′m+1 and w0, wm+1, w′0, w′m+1,
respectively. Further let (u,w) and (u′,w′) denote two pairs of m-tuples of vertices on Λ that
each constitutes an admissible boundary condition on Λ. Assume that Eu,w;rf,g and E
u′,w′;r′
f′,g′ are both
nonempty.
If f ≤ f′, g ≤ g′, u ≤ u′, w ≤ w′, and r ≥ r′, then it is possible to couple the uniform measures
on Eu,w;rf,g and E
u′,w′;r′
f′,g′ on a common probability space such that the following holds. If the pair
(P ,P ′) ∈ Eu,w;rf,g × Eu
′,w′;r′
f′,g′ is chosen with respect to this coupled measure, then P ≤ P ′ almost
surely.
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Remark 4.2. Observe that Proposition 4.1 also applies to rectangular subdomains [m,n]× [s, t] of
Z
2 or an augmented three-bundle domain XΨ (recall Definition 2.10), since any such domain is a
rectangular subdomain of TA,B,C (after a suitable shift) for sufficiently large integers A,B,C.
Remark 4.3. If f does not pass through a diagonal edge of Λ, then the region between f and g lies
to the right of the triangular face of T = TA,B,C . Therefore, we can replace Λ with a rectangular
subdomain of Z2 (as opposed to of T ); the same holds if (f,g) is replaced by (f′,g′). This allows
us to compare random directed path ensembles on (rectangular subdomains of) T to those on
(rectangular subdomains of) Z2.
The following corollary states that it is possible to couple uniformly chosen domain-wall, A-
restricted directed path ensembles on T and XΨ in two different ways; the first bounds the second
path in XΨ ensemble from right, and the latter bounds it from the left. In what follows, we recall
the sets F = FA,B,C and GAΨ from Definition 2.3 and Definition 2.11, respectively.
Corollary 4.4. Let Ψ denote a positive integer. It is possible to couple the uniform measures on F =
FA,B,C and on G
A
Ψ such that, if
(P ,Paug) ∈ F×GAΨ is chosen with respect to this coupled measure,
then the following holds. Denoting P = (p1,p2, . . . ,pA+C) and Paug = (paug1 ,paug2 , . . . ,paugA+C+1),
we have that paug2 ≤ p1 almost surely. It is also possible to couple these measures in such a way
that, under the same notation, p2 ≤ paug2 almost surely.
Proof. Let us denote the uniform measures on F and GAΨ by P and P
aug, respectively.
We begin by establishing the first statement of the corollary. To that end, let (u,w) denote
any pair constituting admissible boundary data on X , and let g be a path that enters and exits
X = XA,B,C;Ψ at u′0 = (0,−Ψ) and w′0 = (A + 2B + C + 2, A + B + C + 1), respectively. In
particular, g enters and exits X in the same way as does paug1 ∈ Paug. Then, Proposition 4.1 and
Remark 4.2 together imply that it is possible to couple the uniform measures on E = Eu,w;A−∞,∞;X and
E′ = Eu,w;A−∞,g;X such that the following holds. If (D′,D) ∈ E′×E is a pair of directed path ensembles
on X chosen from this coupled measure, then D′ ≤ D.
We in particular let (u,w) be obtained by removing the rightmost path from augmented domain-
wall boundary data on X (recall Definition 2.11). Stated alternatively, (u,w) is defined so that(
u ∪ {u′0},w ∪ {w′0}
)
coincides with augmented domain-wall boundary data on X . Observe that
the law of the directed path ensemble D, when restricted to T , coincides with that of P .
Now, average g over the marginal of paug1 ∈ Paug under Paug. Then, after this averaging, the
law of D′ coincides with that of (paug2 ,paug3 , . . . ,paugA+C+1). In view of this and the fact that D|T is
has the same law as P , upon averaging the coupling between D′ and D in the same way and then
comparing rightmost directed paths, we deduce the existence of a coupling between P and Paug
such that paug2 ≤ p1 almost surely. This establishes the first statement of the corollary.
To establish the second statement of the corollary, we proceed similarly, except that we now
average over the leftmost path in Paug instead of over the rightmost one. More specifically, let
A′′ ≤ A denote any nonnegative integer, and let f denote any path that enters and exits X at
u′′A+C+1 = (0, A+ C) and w
′′
A+C+1 = (A + 2B + 1, 2A+ B + C + 1), respectively. In particular, f
enters and exits X in the same way as does paugA+C+1 ∈ Paug.
Define u and w as above (from augmented domain-wall boundary data on X with the right-
most path removed). Further let (u′′,w′′) be obtained from removing the leftmost path in aug-
mented domain-wall boundary data on X . Stated alternatively, (u′′,w′′) is defined so that (u′′ ∪
{u′′A+C+1},w′′ ∪ {w′′A+C+1}
)
coincides with augmented domain-wall boundary data on X . Observe
that u′′ ≥ u and w′′ ≥ w.
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Figure 10. Depicted above are the two potential results of applying a switching
operation to a (quadrilateral) face F of T .
Then, Proposition 4.1 and Remark 4.2 together imply that it is possible to couple the uniform
measures on E = Eu,w;A−∞,∞;X and E
′′ = Eu
′′,w′′;A′′
f,∞;X such that the following holds. If (D′′,D) ∈ E′′ ×E
is a pair of directed path ensembles on X chosen from this coupled measure, then D ≤ D′′.
Now, once again average f over the marginal of paugA+C+1 ∈ Paug under Paug, and set A′′ =
max{A− 1, 0} (which is the number of paths in D′′ that contain a diagonal edge). Then, the law
of D′′ after this averaging coincides with that of (paug1 ,paug2 , . . . ,paugA+C). It follows as previously
(using the fact that D|T is has the same law as P) that averaging the above coupling between D
and D′′ with respect to f in this way yields a coupling between P and Paug such that p2 ≤ paug2
almost surely. This establishes the second statement of the corollary. 
4.2. Proof of Proposition 4.1. The proof of Proposition 4.1 will be similar to those of Lemma
2.6 and Lemma 2.7 of [23] and Lemma 2.6 and Lemma 2.7 of [24]. In particular, it will use the
Glauber dynamics on directed path ensembles on T , which can be described as follows. We first
define two switching operations on the quadrilateral faces of T .
Definition 4.5. Let F be a quadrilateral face of T , and denote its vertices by v1, v2, v3, v4, listed
in counterclockwise order with v1 to the southwest; see the left side of Figure 10. The upwards and
downwards switching operations on F are defined to be procedures that alter the arrow configura-
tions at the vertices of F .
More specifically, if our path ensemble contains the two arrows connecting (v1, v2) and (v2, v3)
but does not contain either of the arrows connecting (v1, v4) and (v4, v3), then the applying the
upwards switching operation to F removes the former two arrows and inserts the latter two arrows
(as shown in the left side of Figure 10). Otherwise, applying this operation leaves the arrows along
F unchanged.
Similarly, if our path ensemble contains the two arrows connecting (v1, v4) and (v4, v3) but does
not contain either of the arrows connecting (v1, v2) and (v2, v3), then the downwards switching
operation again removes the former two arrows and inserts the latter two arrows (see the right side
of Figure 10). Otherwise, it leaves the arrows along F unchanged.
Now we can define the Glauber dynamics on the set Eu,w;rf,g;Λ from Definition 2.8.
Definition 4.6. Adopt the notation of Definition 2.8 and assign two exponential clocks, each of
unit rate, to every quadrilateral face F of Λ ⊆ T between f and g and that does not share an edge
with either f or g (although it might share vertices with these two paths); we call the first clock
the upwards clock and the second the downwards clock associated with F . If the triangular face is
in Λ, it is not assigned a clock.
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The Glauber dynamics is defined to be the Markov chain on Eu,w;rf,g;Λ that applies the upwards (or
downwards) switching operation to a quadrilateral face F of Λ whenever its upwards (or downwards,
respectively) clock rings.
Observe that, since the triangular face of T is never switched, the local switching operation of
Definition 4.5 preserves the set of r-restricted directed path ensembles on Λ, and so the Glauber
dynamics indeed acts on Eu,w;rf,g;Λ . The following lemma indicates that the stationary measure for
these dynamics is uniform.
Lemma 4.7. Adopt the notation of Definition 4.6. The unique stationary measure for the Glauber
dynamics on Eu,w;rf,g;Λ is the uniform one.
Proof. The uniqueness of the stationary measure follows from the fact the Glauber dynamics is an
irreducible Markov chain on the finite set Eu,w;rf,g;Λ (which is quickly verified by induction on m = |u|).
That the uniform measure is stationary follows from its reversibility with respect to the Glauber
dynamics, which is a consequence of the detailed balance condition and the fact that all switchings
occur at unit rate. We refer to Section 1.6 and Section 3.3.2 of [49] for more details. 
To state the next lemma, first observe that the Glauber dynamics can be simultaneously coupled
on all of the sets Eu,w;rf,g;Λ as follows. Each quadrilateral face of T is assigned an exponential clock of
unit rate and, when the upwards (or downwards) clock assigned to a quadrilateral face F rings, the
Glauber dynamics on Eu,w;rf,g;Λ applies the upwards (or downwards, respectively) switching operation
to F if and only if F is in Λ; is between f and g; and does not share an edge with either of these
two paths. If the face F does not satisfy these conditions, then the Glauber dynamics on Eu,w;rf,g;Λ
ignores this clock ring, and F is not changed.
The following lemma shows that monotonicity is preserved under the Glauber dynamics.
Lemma 4.8. Adopt the notation of Proposition 4.1, let t ≥ 0 be a real number, and assume that
P ∈ Eu,w;rf,g;Λ and P ′ ∈ Eu
′,w′;r′
f′,g′;Λ are directed path ensembles on Λ such that P ≤ P ′.
Apply the Glauber dynamics on Eu,w;rf,g;Λ and E
u′,w′;r′
f′,g′;Λ , coupled as above. If GtP and GtP ′ denote
the images of P and P ′, respectively, after running these dynamics for time t, then GtP ≤ GtP ′
almost surely.
Proof. It suffices to show that monotonicity is preserved under each clock ring. More specifically, let
F be any quadrilateral face of T , and let S(P) = SF (P) ∈ Eu,w;rf,g;Λ and S(P ′) = SF (P ′) ∈ Eu
′,w′;r′
f′,g′;Λ
denote the directed path ensembles obtained from P and P ′, respectively, after one of the two clocks
assigned to F rings; let us assume that it was an upwards clock, as the case of a downwards clock
is entirely analogous. We claim that S(P) ≤ S(P ′).
Assume to the contrary that this is false. Denote the vertices of F by v1, v2, v3, v4, ordered
counterclockwise with v1 is in the southwest corner. Since P ≤ P ′ and since an upwards switching
cannot increase any path in a directed path ensemble, we must have that S(P ′) 6= P ′. This implies
that there are arrows in P ′ connecting (v1, v2) and (v2, v3) but no arrow connecting either (v1, v4)
or (v4, v3); after the switching, the new directed path ensemble S(P ′) contains the two arrows
connecting (v1, v4) and (v4, v3) but no arrow connecting either (v1, v2) or (v2, v3).
The two arrows connecting (v1, v2) and (v2, v3) are part of some path p′k ∈ P ′; denote the image
of this path under the switching by S(p′k) ∈ S(P ′). Similarly define S(pk) ∈ S(P) to be the image
of pk ∈ P after this switching. Then, since pk ≤ p′k, if it does not hold that S(pk) ≤ S(p′k), then
the arrows connecting (v1, v2) and (v2, v3) must be in pk.
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Therefore, neither arrow connecting (v1, v4) or (v4, v3) can be P since then pk+1 ≤ p′k+1 would
not hold. Thus, the upwards switching operation on P also moves the path pk upwards, meaning
that S(pk) ≤ S(p′k). This is a contradiction, which implies that S(P) ≤ S(P ′). Repeating this for
each clock ring, we deduce the lemma. 
Proof of Proposition 4.1. One can quickly verify (by induction on m = |u|, for example) that if
E = Eu,w;rf,g;Λ and E
′ = Eu
′,w′;r′
f′,g′;Λ are both nonempty then there exist directed path ensembles D ∈ E
and D′ ∈ E′ on Λ such that D ≤ D′. Now apply the Glauber dynamics on E and E′, coupled in the
way described above Lemma 4.8. This produces a Markov chain on E × E′. For any real number
t > 0, let Gt(D,D′) ∈ E × E′ denote the image of the pair (D,D′) ∈ E × E′ after running these
dynamics for t.
Since E×E′ is finite, the sequence {Gt(D,D′)}t>0 has a limit point (P ,P ′), which is a random
variable on E × E′. By Lemma 4.7 and the finiteness of E × E′, the marginal distributions of P
and P ′ are uniform on E and E′, respectively; this therefore produces a coupling between these two
uniform probability measures. Applying Lemma 4.8 now implies that P ≤ P ′ almost surely, from
which we deduce the proposition. 
5. Tangency of the Added Path
In this section we prove Proposition 5.5 below, which provides a sense in which the rightmost path
in a augmented domain-wall A-restricted directed path ensemble on X is approximately tangent
to the second path in this ensemble, with high probability. We establish this result in Section 5.2,
after providing some linearity estimates in Section 5.1.
5.1. Linearity of Random Walks. In this section we provide various estimates for the linear
behavior of random directed paths. We begin with the following (known) bound on binomial
coefficients that will be useful for establishing such estimates. Below, we let ℓ(v1, v2) denote the
line through v1 and v2, for any v1, v2 ∈ R2.
Lemma 5.1. Let M be a positive integer and x, y,R, S ≥ 0 be integers such that R + S = M ,
x ≤ R, and y ≤ S. Let d denote the distance from (x, y) ∈ Z2 to the line ℓ = ℓ((0, 0), (R,S)) ⊂ R2
connecting (0, 0) to (R,S), that is, d = d
(
(x, y), ℓ
)
. Then,(
x+ y
x
)(
R+ S − x− y
R− s
)(
R+ S
R
)−1
≤ 48M exp
(
− d
2
4M
)
.(5.1)
Proof. Let us assume that S ≥ R (as the alternative case R ≥ S is entirely analogous), so that
S ≥ M2 . Denote the left side of (5.1) by P . Then, the bound
(2πM)1/2
(
M
e
)M
≤M ! ≤ 2(2πM)1/2
(
M
e
)M
,(5.2)
which holds for any positive integer M (see equations (1) and (2) of [56]), implies that
logP ≤ Fy;R,S(x)− y log y − (S − y) log(S − y)
− (R + S) log(R+ S) +R logR + S logS + log(48M),(5.3)
where
Fy;R,S(x) = (x+ y) log(x+ y)− x log x
+ (R+ S − x− y) log(R + S − x− y)− (R − x) log(R− x).
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In particular, denoting θ = RS , we have that
Fy;R,S(θy) = y log y + (S − y) log(S − y) + (R+ S) log(R + S)−R logR− S logS;
F ′y;R,S(θy) = 0; F
′′
y;R,S(x) =
y − S
(R− x)(R + S − x− y) −
y
x(x+ y)
≤ − S
M2
≤ − 1
2M
,
where we have used the bounds S ≥ M2 ; x(x + y), (R − x)(R + S − x − y) ≤ M2; and 0 ≤ y ≤ S.
Integrating, it follows that for any z ∈ R such that θy + z ∈ [0, S], we have F ′y;R,S(θy + z) ≤ − |z|2M ,
and so Fy;R,S(θy + z) ≤ Fy;R,S(θy) − z24M . Setting x = θy + z and inserting this bound into (5.3)
gives logP ≤ log(48M)− z24M . Since x = θy + z implies z ≥ d, this yields the lemma. 
Corollary 5.2 quickly implies the following (also known) corollary, which states that random
walks on Z2 with fixed endpoints are approximately linear with high probability.
Corollary 5.2. Let M ≥ 1 and R,S ≥ 0 be integers such that R + S = M , and let D > 0 be a
real number. Fix vertices v1 = (x1, y1) ∈ Z2 and v2 = (x2, y2) ∈ Z2 such that x2 − x1 = R and
y2 − y1 = S. If P denotes a uniformly random (up-right) directed path in Z2 starting at v1 and
ending at v2, then
P
[
max
u∈P
d
(
u, ℓ(v1, v2)
) ≥ D] < 48M3 exp(− D2
4M
)
.
Proof. We may assume that v1 = (0, 0), that v2 = (R,S), and that R,S 6= 0. Let Λ = Λv1;v2 =(
[0, R]× [0, S]) ∩ Z2 and, for any lattice point u ∈ Λ, define the event Eu = {u ∈ P}. Then,
P
[
d
(P , ℓ(v1, v2)) ≥ D] < ∑
d(u,ℓ(v1,v2))≥D
P[Eu],(5.4)
where u is summed over all lattice points in Λ of distance greater than D from the line ℓ(v1, v2).
Denoting u = (x, y) and applying (5.1), we find that
P[Eu] =
(
x+ y
x
)(
R+ S − x− y
R− x
)(
R+ S
R
)−1
≤ 48M exp
(
− D
2
4M
)
,
from which the lemma follows upon insertion into (5.4) and the bound |Λ| ≤M2. 
The next proposition shows that a random directed path on Z2 with fixed endpoints, conditioned
to lie between two paths f and g, is approximately linear if f and g do not “push” the path too far
to the left or right (see the left side of Figure 11 for a depiction); its proof uses Proposition 4.1 and
Corollary 5.2. In what follows, we define for any M,D ∈ R the quantity
p = p(M,D) = exp
(
− D
2
4M
)
.(5.5)
Proposition 5.3. Let M ≥ 1 and R,S ≥ 0 be integers such that R + S = M , and let D,∆ > 0
be real numbers. Fix vertices v1 = (x1, y1) ∈ Z2 and v2 = (x2, y2) ∈ Z2 such that x2 − x1 = R and
y2 − y1 = S. Abbreviate ℓ = ℓ(v1, v2) and p = p(M,D).
Let f and g denote directed paths on the rectangle [x1, x2]× [y1, y2] such that f ≤ g and
max
u∈f∩SE(ℓ)
d(u, ℓ) ≤ ∆; max
u∈g∩NW(ℓ)
d(u, ℓ) ≤ ∆.
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ℓ(v1, v2)
∆
Λ
f
g
p
v1
v2
f
p′
v1
v2
D +∆
D +∆
v′1
v′2
Figure 11. The setting of Proposition 5.3 is depicted to the left. Shown to the
right is the shifting procedure used in the proof of that result.
Let p denote a uniformly random (up-right) directed path in Z2 starting at v1 and ending at v2,
conditional on the event that f ≤ p ≤ g. Then,
P
[
max
u∈p
d(u, ℓ) ≥ 2D +∆
]
< 192M3p.
Proof. As in the proof of Corollary 5.2, we may assume that v1 = (0, 0) and that v2 = (R,S); set
Λ = Λv1;v2 =
(
[0, R]× [0, S]) ∩ Z2. We will show that
P
[
max
u∈p∩NW(ℓ)
d(u, ℓ) ≥ 2D +∆
]
< 96M3p; P
[
max
u∈p∩SE(ℓ)
d(u, ℓ) ≥ 2D +∆
]
< 96M3p,
(5.6)
from which the result would follow from a union bound. We may assume in what follows that
48M3p ≤ 12 , for otherwise both terms on the right sides of (5.6) are greater than 1.
Let us only establish the latter estimate in (5.6), since the proof of the former is entirely anal-
ogous. To that end, we first produce a new random walk q on Z2 as follows. Let w = (w1, w2) ∈
SE
(
(0, 0)
)
denote the vector orthogonal to ℓ in the southeast quadrant such that |w| = D+∆; for
convenience, we assume that w ∈ Z2 (although it can be quickly seen that this is not necessary to
implement the proof below). Let q denote the uniformly random (up-right) directed walk on Z2
starting at v′1 = v1 + w = (w1, w2) and ending at v
′
2 = v2 + w = (R + w1, S + w2), conditional on
the event that q ≥ f. Observe in particular that q is obtained by shifting the endpoints of p to the
southeast by w and then by removing the east boundary g for p.
Then, by Proposition 4.1 and Remark 4.2, it is possible to couple the laws of p and q such that
p ≤ q almost surely. Denoting ℓ′ = ℓ(v′1, v′2), this implies that
P
[
max
u∈p∩SE(ℓ)
d
(
u, ℓ
) ≥ 2D +∆] ≤ P [ max
u∈q∩SE(ℓ)
d
(
u, ℓ
) ≥ 2D +∆] ≤ P [max
u∈q
d
(
u, ℓ′
) ≥ D] ,
(5.7)
where we used that, if u ∈ SE(ℓ) is such that d(u, ℓ) ≥ 2D +∆, then d(u, ℓ′) ≥ D.
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Now let r denote a uniformly random directed path on Z2 from v′1 to v
′
2. Let Ω1 denote the event
on whichmaxu∈r d
(
u, ℓ′
) ≤ D, and let Ω2 denote the event on which r ≥ f; then, Ω1 ⊆ Ω2. Denoting
the complement of Ωi by Ωci for i ∈ {1, 2}, we deduce from Corollary 5.2 that P[Ωc1] ≤ 48M3p ≤ 12 ,
and so P[Ω2] ≥ 12 .
Thus, since the law of q is that of r, conditional on Ω2, it follows that
P
[
max
u∈q
d
(
u, ℓ′
) ≥ D] ≤ P[Ωc1]
P[Ω2]
≤ 96M3p,
and so the first estimate in (5.6) follows from (5.7). As mentioned previously, the proof of the
second estimate in (5.6) is very similar, and the corollary follows from applying a union bound. 
Remark 5.4. Similar to Remark 4.3, it can be quickly seen that Proposition 5.3 also holds if p is
a directed random path on a rectangular subdomain X = XA,B,C;Ψ for any integers A,B,Ψ ≥ 0
and C ≥ 1 (instead of on Z2), if we assume that f does not contain a diagonal edge of X . Indeed,
in this case, the region between f and g lies to the right of the triangular face of X . Thus, we can
view p as a random directed path on Z2 instead of on X , in which setting Proposition 5.3 applies.
5.2. Tangency Estimates. The following proposition (see Figure 12) considers a uniformly ran-
dom augmented domain-wall A-restricted directed path ensemble Paug on XΨ and shows that the
location where the rightmost path exits the x-axis is with high probability near tangent line through
(0,−Ψ) to the second curve in Paug.
In what follows, for v1, v2 ∈ R2, we recall that ℓ(v1, v2) denotes the line through v1 and v2.
Proposition 5.5. Let N,C ≥ 2 and A,B,Ψ ≥ 0 be integers such that A + B + C = N , and let
D > 1 be a real number. Let Paug = (paug1 ,paug2 , . . . ,paugA+C+1) denote a uniformly random directed
path ensemble from the set GAΨ. Let v ∈ paug2 be some vertex such that, if ℓ = ℓ
(
(0,−Ψ), v), then
p
aug
2 ⊂ NW(ℓ).
Now let Φ ∈ [1, A+ 2B + C + 1] denote the integer such that paug1 contains an edge from (Φ, 0)
to (Φ, 1). Then,
P
[
d
(
(Φ, 0), ℓ
) ≥ 2D + 1] ≤ 224(N +Ψ)5 exp(− D2
32(N +Ψ)
)
.
Proof. Throughout this proof, we abbreviate P = Paug and pi = paugi for each i ∈ [1, A+ C + 1].
To establish this proposition, we will essentially let w ∈ X denote the location where p1 “almost
intersects ℓ” and use Lemma 2.9 and Proposition 5.3 to show that p1 is approximately linear between
(0,−Ψ) and w. This will imply that p1 is close to ℓ and thus that (Φ, 0) ∈ p1 is near ℓ.
To make this precise, we set M = 8(Ψ + N), which is an upper bound for the diameter of
X = XA,B,C;Ψ; further abbreviate p = p(M,D) (recall (5.5)). Now define the event
E =
{
d
(
(Φ, 0), ℓ
) ≥ 2D + 1},
and let Ec denote the complement of E. Furthermore, for any w ∈ SE(ℓ)∩X , also define the event
Ω(w) = {w ∈ p1} ∩
{
p2 ⊂ NW(ℓ′)
} ∩ { max
u∈p1∩SW(w)
d
(
u, ℓ′
) ≥ 2D} ,(5.8)
where we have abbreviated ℓ′ = ℓ
(
(0,−Ψ), w). See Figure 12 for an example.
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Figure 12. The setting for Proposition 5.5 and its proof is depicted above.
We claim that
E ⊆
⋃
w∈X
Ω(w); max
w∈X
P
[
Ω(w)
] ≤ 192M3p.(5.9)
Let us first establish the former statement in (5.9), to which end we restrict to E and show that⋃
w∈X Ω(w) holds. To do this, recall that v ∈ p2 ∩ ℓ, that p2 ≤ ℓ, and that p1 ≥ p2. Thus, since
the sites at which p1 and p2 exit X are of distance one from each other, there must exist a vertex
w ∈ SE(ℓ) ∩ p1 ∩ NE(v) such that d(w, ℓ) ≤ 1.
Restricting to E, we will show that Ω(w) holds. To that end, observe that w ∈ p1 and p2 ⊂
NW(ℓ′), the latter since v ∈ ℓ, p2 ⊂ NW(ℓ), w ∈ NE(v) ∩ SE(ℓ), and ℓ ∩ ℓ′ =
{
(0,−Ψ)}.
Thus, it remains to verify the last condition in (5.8); we will in fact show that it holds with
u = (Φ, 0). Under this choice of u, we have that d(u, ℓ) ≥ 2D + 1 since we are restricting to E.
Since d(w, ℓ) ≤ 1 and u ∈ SW(w), it follows that d(u, ℓ′) ≥ d(u, ℓ)− 1 ≥ 2D. This confirms the last
statement of (5.8) and thus the first claim of (5.9).
To establish the second claim of (5.9), fix some w = (x, y) ∈ SE(ℓ)∩X , and define the rectangular
subdomain Λ = Λw =
(
[0, x]× [−Ψ, y])∩X of X . Now restrict the directed path ensemble P to Λ,
and condition on its A+C north paths (p2,p3, . . . ,pA+C+1), as well as on the event that p1 exits
Λ through w.
In view of the Gibbs property Lemma 2.9, the law of p1|Λ is given by that of a uniformly random
walk on Λ conditioned to enter at (0,−Ψ), exit at w, and satisfy p1|Λ ≥ p2|Λ. Since p2 ⊂ NW(ℓ)
and p2 is to the right of the triangular face of X (since C ≥ 2), Proposition 5.3 and Remark 5.4
(applied with the f, g, and ∆ there equal to p2, ∞, and 0 here, respectively) together yield the
second estimate in (5.9).
Now the proposition follows from (5.9), a union bound, and the fact that |X | ≤M2. 
6. Proximity of p1 and p2
In this section we show that if P = (p1,p2, . . . ,pA+C) ∈ F (recall Definition 2.3) is sampled
uniformly at random then p1 and p2 are close to each other with high probability. We begin in
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Figure 13. Depicted to the left is the quantity Ξ(p) for some directed path p.
Depicted to the right is the setting for the proof of Lemma 6.3.
Section 6.1 by introducing a notion of approximate convexity and showing that p1 and p2 are
approximately convex (with high probability) with respect to this notion; then we use this to
establish the proximity statement between p1 and p2 in Section 6.2.
6.1. Convexity Estimates. We begin with the following definition.
Definition 6.1. For any u, v ∈ R2 with v ∈ NE(u), define the sets
NW(u, v) = NE(u) ∩ SW(v) ∩ NW (ℓ(u, v)); SE(u, v) = NE(u) ∩ SW(v) ∩ SE (ℓ(u, v)).(6.1)
Stated alternatively, if u = (x, y) and v = (x′, y′), then NW(u, v) is the part of the rectangle
[x, x′]× [y, y′] above (northwest) of the line ℓ(u, v); a similar statement holds for SE(u, v).
Now, for any directed up-right path p on a rectangular subdomain of some three-bundle domain
TA,B,C , define the quantity
Ξ(p) = max
u∈p
max
v∈p∩NE(u)
max
w∈p∩NW(u,v)
d
(
w, ℓ(u, v)
)
.(6.2)
One might view Ξ(p) as some measure of “approximate convexity” for the path p; see the left
side of Figure 13 for a depiction. Observe in particular that if Ξ(p) = 0 then p is (weakly) convex;
a more general estimate in terms of the lower convex envelope of p is given by (6.8) below.
We would like to bound Ξ(p1) and Ξ(p2) if P = (p1,p2, . . . ,pA+C) ∈ F is sampled uniformly at
random. The first lemma below bounds the former, and the second bounds the latter.
Lemma 6.2. Let A,B ≥ 0 and N,C ≥ 3 be integers such that A+B+C = N , and let D > 0 be a
real number. Further let P = (p1,p2, . . . ,pA+C) denote a uniformly random directed path ensemble
from F = FA,B,C. Then,
P
[
Ξ(p1) ≥ 2D
] ≤ 218N7 exp(− D2
16N
)
.
Proof. Define the event E =
{
Ξ(p1) ≥ 2D
}
. Furthermore, for any u = (x, y) ∈ T = TA,B,C and
v = (x′, y′) ∈ T ∩ NE(u), define the rectangular subdomain Λ = Λu,v =
(
[x, x′] × [y, y′]) ∩ T ⊆
mathcalT . For any directed path p on Λ that enters and exits through u and v, respectively, define
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the event
E(u, v) = Ep(u, v) = {u, v ∈ p} ∩
{
max
w∈NW(u,v)∩p
d(w, ℓ) ≥ 2D
}
,
where we abbreviated ℓ = ℓ(u, v). Observe that E ⊆ ⋃u∈T ⋃v∈T ∩NE(u)Ep1(u, v). Thus, we will
estimate P
[
Ep1(u, v)
]
, to which end we will use Lemma 2.9, Proposition 4.1, and Proposition 5.3.
More specifically, let us fix vertices u ∈ T and v ∈ T ∩ NE(u) and then condition on the paths
(p2,p3, . . . ,pA+C); on the restriction p1|T \Λ (namely, the part of p1 not in Λ); and on the event
that p1 enters and exits Λ through u and v, respectively. Then by Lemma 2.9, the conditional law
of p1|Λ is given by the uniform measure on the set of 0-restricted directed paths that enter and exit
Λ through u and v, respectively, and satisfy p1 ≥ p2. The fact that p1 must be 0-restricted is due
to the fact that it lies to the right of the triangular face of T , since C ≥ 2.
Now let q denote a uniformly random 0-restricted directed path on Z2, conditioned to start and
end at u and v, respectively. In view of Proposition 4.1 and Remark 4.3, it is possible to couple the
laws of p1 and q such that p1 ≥ q. Therefore, P
[
Ep1(u, v)
] ≤ P[Eq(u, v)].
To bound P
[
Eq(u, v)
]
, we apply Proposition 5.3 and Remark 5.4 with the (v1, v2) there equal
to the (u, v) here, the (f,g) there equal to (−∞,∞) here, the ∆ there equal to 0 here, and the M
bounded above by 4N here. This yields
P
[
Eq(u, v)
] ≤ 214N3 exp(− D2
16N
)
.(6.3)
Therefore, combining the previously mentioned estimate P
[
Ep1(u, v)
] ≤ P[Eq(u, v)] and con-
tainment of events E ⊆ ⋃u∈T ⋃v∈T ∩NE(u) Ep1(u, v) with (6.3) yields through a union bound that
P[E] ≤
∑
u∈T
∑
v∈T ∩NE(u)
P
[
Ep1(u, v)
] ≤ ∑
u∈T
∑
v∈T ∩NE(u)
P
[
Eq(u, v)
] ≤ 214N3|T |2 exp(− D2
16N
)
,
from which we deduce the lemma since |T | ≤ 4N2. 
Lemma 6.3. Adopting the notation of Lemma 6.2, we have that
P
[
Ξ(p2) ≥ 4D
] ≤ 219N7 exp(− D2
16N
)
.
Proof. The proof of this lemma will be similar to that of Lemma 6.2.
As in that proof, we first define the events E =
{
Ξ(p2) ≥ 4D
}
and F =
{
Ξ(p1) ≥ 2D
}
; let F c
denote the complement of F . By Lemma 6.2, we have that
P[F ] ≤ 218N7 exp
(
− D
2
16N
)
.(6.4)
Moreover, for any u = (x, y) ∈ T = TA,B,C and v = (x′, y′) ∈ T ∩NE(u), denote the rectangular
subdomain Λ = Λu,v =
(
[x, x′]× [y, y′]) ∩ T ⊆ T (as in the proof of Lemma 6.2). For any directed
path p on Λu,v that enters and exits through u and v, respectively, define the event
Ep(u, v) = {u, v ∈ p} ∩
{
max
w∈NW(u,v)∩p
d(w, ℓ) ≥ 4D
}
,
where we have abbreviated ℓ = ℓ(u, v).
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Since
E ⊆
⋃
u∈T
⋃
v∈T ∩NE(u)
Ep2(u, v) = F ∪
⋃
u∈T
⋃
v∈T ∩NE(u)
(
Ep2(u, v) ∩ F c
)
,(6.5)
we will estimate the probability P
[
Ep2(u, v) ∩ F c
]
for each u and v.
To that end, let us fix vertices u ∈ T and v ∈ T ∩ NE(u), and then condition on the paths
(p1,p3, . . . ,pA+C); on the restriction p2|T \Λ (namely, the part of p2 not in Λ); and on the event
that p2 enters and exits Λ through u and v, respectively. Then by Lemma 2.9, the conditional
law of p2|Λ is given by the uniform measure on the set of 0-restricted directed path ensembles that
enter and exit Λ through u and v, respectively, and satisfy p3 ≤ p2 ≤ p1.
Now let q denote a uniformly random 0-restricted directed path on Z2, conditioned on the event
that q ≤ p1 and also conditioned to start and end at u and v, respectively. In view of Proposition 4.1
and Remark 4.3 (recall that p3 lies to the right of the triangular face of T , since C ≥ 3), it is possible
to couple the laws of p2 and q such that p1 ≥ q. Therefore,
P
[
Ep2(u, v) ∩ F c
] ≤ P[Eq(u, v) ∩ F c].(6.6)
To bound the right side of (6.6), observe that 1F cΞ(p1) ≤ 2D, which since p1 ≥ q implies that
1F c maxu∈p1∩NW(ℓ) d(u, ℓ) ≤ 2D. Thus, we may apply Proposition 5.3 and Remark 5.4 with the
(v1, v2) there equal to (v1, v2) here; the p there equal to q here; the (f,g) there equal to (−∞,p1)
here; the ∆ there equal to 2D here; and the M there bounded above by 4N here, to deduce that
P
[
Eq(u, v) ∩ F c
] ≤ 214N3 exp(− D2
16N
)
.(6.7)
Combining (6.4), (6.5), (6.6), and (6.7) yields
P[E] ≤ P[F ] +
∑
u∈T
∑
v∈T ∩NE(u)
P
[
Ep2(u, v) ∩ F c
]
≤
∑
u∈T
∑
v∈T ∩NE(u)
P
[
Eq(u, v) ∩ F c
]
+ 218N7 exp
(
− D
2
16N
)
≤ 214N3|T |2 exp
(
− D
2
16N
)
+ 218N7 exp
(
− D
2
16N
)
≤ 219N7 exp
(
− D
2
16N
)
,
where we have used the fact that |T | ≤ 4N2. This implies the lemma. 
6.2. Proximity Estimates. In this section we show that, if P = (p1,p2, . . . ,pA+C) is a directed
path ensemble chosen uniformly at random from F, then any point on the curve p1 is close to p2
with high probability.
Before doing so, however, it will be useful to recall the notion of a lower convex envelope. Let
Λ =
(
[x1, x2] × [y1, y2]
) ∩ Z2 denote a rectangular subdomain of Z2, and let p denote an (up-
right) directed path on Λ. The lower convex envelope h(p) ⊂ [x1, x2] × [y1, y2] of p is defined to
be the lower boundary of Λ ∩ ⋃u,v∈p NW(u, v) (where in the union we assume that v ∈ NE(u)).
Equivalently, it is the topmost convex curve (restricted to Λ) that lies below p. We refer to the left
side of Figure 14 for a depiction.
Recalling the definition of Ξ(p) from (6.2), observe for any directed path p on some rectangular
subdomain Λ ⊂ Z2 that
max
u∈p
d
(
u,h(p)
)
+ max
v∈h(p)
d(v,p) ≤ 2Ξ(p).(6.8)
ARCTIC BOUNDARIES OF THE ICE MODEL ON THREE-BUNDLE DOMAINS 33
p
h
Λ
p2
p1
ℓ1
v2
v = v1
h2
h1
u1
u
w1 = w
s
Figure 14. Depicted to the left is the lower convex envelope h = h(p) of a
directed path p. Depicted to the right is the setting for the proof of Proposition 6.4.
Now we have the following proposition stating that p1 and p2 are “close” in a certain sense.
Proposition 6.4. Adopting the notation of Lemma 6.2, we have that
P
[
max
v1∈p1
(v1,p2) ≥ 26D+ 1
]
≤ 221N7 exp
(
− D
2
16N
)
.
Proof. Define the events
E =
{
max
v1∈p1
(v1,p2) ≥ 26D+ 1
}
; F1 =
{
Ξ(p1) ≥ 2D
}
; F2 =
{
Ξ(p2) ≥ 4D
}
; F = F1 ∪ F2.
Further let F c denote the complement of F . Then, Lemma 6.2 and Lemma 6.3 together imply that
P[F ] ≤ 220N7 exp
(
− D
2
16N
)
.(6.9)
Now let h1 = h(p1) and h2 = h(p2) denote the lower convex envelopes of p1 and p2, respectively.
Then (6.8) implies that
1F c
(
max
u∈p1
d(u,h1) + max
v∈h1
d(v,p1)
)
≤ 4D; 1F c
(
max
u∈p2
d(u,h2) + max
v∈h2
d(v,p2)
)
≤ 8D.(6.10)
Next, for any u ∈ T and w ∈ T ∩ NE(u), we define the event
Ω(u,w) =
{
u,w ∈ p1
} ∩ { max
v∈p2∩SE(u,w)
d
(
v, ℓ(u,w)
) ≤ 4D} ∩ { max
v∈p1∩R(u,w)
d
(
v, ℓ(u,w)
) ≥ 6D} ,
(6.11)
where we have set R(u,w) = SE(u,w) ∪ NW(u,w) and recalled the definitions of NW(u,w) and
SE(u,w) from (6.1); observe that R(u,w) denotes the rectangle whose southwest and northeast
corners are at u and v, respectively. Thus, Ω(u,w) denotes the event on which u and w are on
p1; p2 is not too far to the right of ℓ(u,w) when restricted to R(u,w); and the path p1 is not
approximately linear on R(u,w).
We claim that
E ∩ F c ⊆
⋃
u∈T
⋃
w∈T ∩NE(u)
Ω(u,w); max
u∈T
max
w∈T ∩NE(u)
P
[
Ω(u,w)
] ≤ 214N3 exp(− D2
16N
)
.(6.12)
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To establish the first statement of (6.12), we first for any v ∈ T define the event
E(v) =
{
v ∈ h1
} ∩ {d(v,h2) ≥ 14D+ 1}.
Then (6.10) implies that E ∩ F c ⊆ ⋃v∈T (E(v) ∩ F c); thus it suffices to show that
E(v) ∩ F c ⊆
⋃
u∈T
⋃
w∈T ∩NE(u)
Ω(u,w),(6.13)
for any v ∈ T .
To that end, let us fix v1 = (x1, y1) ∈ h1 and assume that E(v1)∩F c holds. Let v2 = (x2, y2) ∈ h2
denote a point on h2 such that d(v1,h2) = d(v1, v2) ≥ 14D+1, and let s = v1− v2 = (x1−x2, y1−
y2) ∈ R≥0×R≤0 denote the vector from v2 to v1; further let ℓ1 denote the line through v2 orthogonal
to s. Then, since d(v1, v2) = d(v1,h2) and h2 is convex, we must have that h2 ⊂ NW(ℓ1). See the
right side of Figure 14 for a depiction.
Since the vertices at which p1 and p2 enter (and exit) T are of distance one from each other,
the same holds for h1 and h2. Combining this with the facts that v1 ∈ h1 ∩ SE(ℓ1) and h2 ⊂
NW(ℓ1), we deduce that there must exist points u1 ∈ h1 ∩SW(v1) and w1 ∈ h1 ∩NE(v1) such that
max
{
d(u1, ℓ1), d(w1, ℓ1)
} ≤ 1. Typically, u1 and w1 will lie on ℓ1, as depicted in Figure 14
Now let u, v, and w denote the closest vertices in p1 to u1, v1, and w1, respectively (in Figure 14
we have drawn v = v1 and w = w1 for convenience, but we do not assume this to necessarily be the
case). We claim that Ω(u,w) holds. To that end, first observe that
min
{
d(v1, u1), d(v1, w1)
} ≥ 14D; max{d(u, u1), d(v, v1), d(w,w1)} ≤ 4D;
min
{
d(v, u), d(v, w)
} ≥ 6D.(6.14)
Indeed, the first estimate in (6.14) follows from the facts that d(v1, ℓ1) ≥ 14D + 1 and that
max
{
d(u1, ℓ1), d(w1, ℓ1)
} ≤ 1. Furthermore, the second is a consequence of the first bound in
(6.10), and the third follows from the first and second bounds in (6.14). Thus, since u1 ∈ SW(v1)
and w1 ∈ NE(v1), we have that u ∈ SW(v) and w ∈ NE(v).
Now observe that the first condition in (6.11) holds. The second condition in (6.11) also holds
since
max
z∈p2∩SE(u,w)
d(z, ℓ) ≤ max{d(u, u1), d(w,w1)} ≤ 4D,
where we have used the second estimate in (6.14) and the fact that p2 is north of h2, which is north
of ℓ1 = ℓ(u1, w1) (since h2 is convex).
To verify the third constraint in (6.11), observe that since d(v1, ℓ1) ≥ 14D + 1 we have that
d(v, ℓ1) ≥ 10D + 1 by the second estimate in (6.14). Applying this bound again, and the fact that
max
{
d(u1, ℓ1), d(w1, ℓ1)
} ≤ 1, we deduce that d(v, ℓ) ≥ 6D. This yields the third condition in
(6.11) and therefore the first statement of (6.12).
Now let us establish the second statement of (6.12); this will follow from a suitable application
of Lemma 2.9 and Proposition 5.3. More specifically, let us fix vertices u = (x, y) ∈ T and
w = (x′, y′) ∈ T ∩ NE(u), and define the rectangular subdomain Λ = Λu,w =
(
[x, y] × [x′, y′]) ∩ T
of T . Next, we condition on the paths (p2,p3, . . . ,pA+C); on the restriction p1|T \Λ; and on the
event that p1 enters and exits Λ through u and w, respectively.
Then by Lemma 2.9, the conditional law of p1|Λ is uniform on the set of 0-restricted path
ensembles that enter and exit Λ through u and v, respectively, and satisfy p1 ≥ p2. The fact that
p1 must be 0-restricted is due to the fact that it lies to the right of the triangular face of T , since
C ≥ 2. The second bound in (6.12) then follows from applying Proposition 5.3 and Remark 5.4
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with the p there equal to p1 here; the (v1, v2) there equal to the (u,w) here; the (f,g) there equal
to (p2,∞) here; the M bounded above by 4N here; and the ∆ equal there equal to 4D here.
Now the proposition follows from (6.9), (6.12), a union bound, and the fact that |T | ≤ 4N2. 
7. Exit Location of paug1 From the x-Axis
In this section we locate where the rightmost path paug1 of a uniformly random, A-restricted
directed path ensemble Paug on XA,B,C;Ψ with augmented domain-wall boundary data leaves the
x-axis. We state this result as Proposition 7.3 in Section 7.1 and reduce it to Proposition 7.7 below;
we then establish the latter proposition in Section 7.2.
7.1. Location of Φ
(Paug). We begin with the following definition that introduces several func-
tions; the relevance of these functions to the arctic boundary B is explained by Lemma 7.2 below.
Definition 7.1. For any real number z > 0, we recall ζ(z) from (1.4) and define the function
ν(z) = z−1ζ(z). In particular,
ν(z) =
√(
z(b+ c) + a+ c
)2 − 4abz + bz − cz − a− c
2z
+
√
z2 + z + 1− 1
z
.(7.1)
Lemma 7.2. Let z ≥ 0 be a real number, and define the point v = (x(z), y(z)) ∈ B (recall
Definition 1.5). If ℓ = ℓz denotes the tangent line to B at v, then the equation for ℓ is given by
y = zx− ζ(z), where ζ(z) is given by (7.1).
The proof of this lemma follows quickly from Definition 1.5 and (7.1) and is therefore omitted.
The goal of this section is to establish the following proposition; in what follows, we will use the
fact that ζ(z) is invertible on R≥0; see Remark 7.10 below.
Proposition 7.3. Let N > 0 be an integer, and fix real numbers a, b, c ∈ [0, 1] and ψ > 0 with
a+ b+ c = 1; denote A = ⌊aN⌋, B = ⌊bN⌋, C = ⌊cN⌋, and Ψ = ⌊ψN⌋. Further let D > 0 be some
real number, and let z ≥ 0 be such that ζ = ζ(z) = ψ. Set ν = ν(z).
Consider an A-restricted random directed path ensemble Paug = (paug1 ,paug2 , . . . ,paugA+C+1) on the
augmented three-bundle domain X = XA,B,C;Ψ with augmented domain-wall boundary data, chosen
uniformly at random. Let Φ = Φ(Paug) ∈ [1, A+2B+C] denote the integer such that paug1 contains
an edge from (Φ, 0) to (Φ, 1).
Then,
P
[|Φ− νN | ≥ D] ≤ 296(Ψ +N)20 exp(− ψD2
16(Ψ +N + 1)
)
.
To establish this proposition, we first evaluate the probability P
[
Φ(Paug) = k]. This quantity
can be expressed in terms of k-refined correlation functions, which are defined as follows.
Definition 7.4. For any integers A,B,C ≥ 0 and k ∈ [1, A+2B+C], define the (singly) k-refined
correlation function H(k) = HA,B,C(k) to be the probability that a uniformly random A-restricted
directed path ensemble P = (p1,p2, . . . ,pA+C) on TA,B,C contains an arrow from (k, 1) to (k, 2) in
p1.
In our specific setting on the three-bundle domain T = TA,B,C , we have the following proposition
that explicitly evaluates the k-refined correlation function; it was originally due to (59) of [8] but
appears as below as equation (5.1) of [20] (see also Appendix D of [20]), with the C + 1 here equal
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to C from [20]. In what follows, for any integers X ∈ [1, A+2B +C +1] and Y ∈ [1, X ], we define
the quantity
R(X,Y ) =
(
2N − Y + 1
N
)(
N + Y − 1
N
)(
C +X − Y
C
)(
A+B −X + Y − 1
A− 1
)
.(7.2)
Proposition 7.5 ([20, Equation (5.1)]). Let A,B,C ≥ 0 and N, k ≥ 1 be integers such that
A+B + C = N and 1 ≤ k ≤ A+ 2B + C + 1. Then,
HA,B,C+1(k) =
(
3N + 1
N
)−1(
N
B
)−1 k∑
Y=1
R(k, Y ).
Now we have the following result that evaluates P[Φ = X ] explicitly; its proof proceeds by first
expressing this probability through a k-refined correlation function and then using Proposition 7.5
to evaluate the latter explicitly.
Corollary 7.6. Let A,B,C,Ψ ≥ 0 and N,X ≥ 1 be integers such that A + B + C = N and
1 ≤ X ≤ A+ 2B + C + 1. Recalling the definition of Φ from Proposition 7.3 and of R(X,Y ) from
(7.2), there exists a constant Z = Z(A,B,C,Ψ) > 0 (independent of X) such that
P[Φ = X ] = Z−1
(
Ψ+X − 1
Ψ
) X∑
Y=1
R(X,Y ).(7.3)
Proof. Observe that a domain-wall A-restricted directed path ensemble Paug on XΨ such that
Φ(Paug) = X is the union of a directed up-right path from (0,−Ψ) to (X, 0) and an A-restricted
directed path ensemble on TA,B,C+1 with singly refined domain-wall boundary data at (X, 0) (recall
Example 2.7). Since the number of such directed up-right paths is equal to
(
Ψ+X−1
Ψ
)
and the number
of such directed path ensembles is proportional to the refined correlation function HA,B,C+1(X), it
follows that P
[
Φ(Paug) = X] is proportional to (Ψ+X−1Ψ )HA,B,C+1(X). Now the corollary follows
from Proposition 7.5. 
In view of (7.3), we would like to estimate R(X,Y ); this is given by the following proposition,
which will be established in Section 7.2.
Proposition 7.7. Adopt the notation of Proposition 7.3. For any integers X ∈ [1, A+2B+C+1]
and Y ∈ [1, X ], define R(X,Y ) as in (7.2), and set
σ(z) =
√
z2 + z + 1− 1
z
.(7.4)
If y ∈ [0, a+ 2b+ c] and x ∈ [0, 1 + a] satisfy Nx,Ny ∈ Z and d((xN, yN), (νN, σN)) ≥ D, then
R
(
xN, yN
)(
Ψ+xN−1
Ψ
)
R
(⌊νN⌋, ⌊σN⌋)(Ψ+⌊νN⌋−1Ψ ) ≤ 294(Ψ +N)18 exp
(
− ψD
2
4(ψ + 2)N
)
.
Assuming Proposition 7.7, we can now establish Proposition 7.3.
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Proof of Proposition 7.3 Assuming Proposition 7.7. Recalling the constant Z = Z(A,B,C,Ψ) from
Corollary 7.6, we have that
P
[|Φ− νN | ≥ D]
= Z−1
∑
|X−νN |≥D
X∈[1,A+2B+C+1]
X∑
Y=1
R(X,Y )
(
Ψ+X − 1
Ψ
)
≤ Z−1R(⌊νN⌋, ⌊σN⌋)(Ψ+ ⌊νN⌋ − 1
Ψ
)(
296(Ψ +N)20 exp
(
− ψD
2
16(Ψ +N + 1)
))
≤ 296(Ψ +N)20 exp
(
− ψD
2
16(Ψ +N + 1)
)
,
where we have used Proposition 7.7 and the fact that Z ≥ R(⌊νN⌋, ⌊σN⌋)(Ψ+⌊νN⌋−1Ψ ) (which holds
since the left side of (7.3) is at most equal to 1). 
7.2. Proof of Proposition 7.7. In this section we establish Proposition 7.7. To that end, we first
define the domain
D = Dψ =
{
(x, y) ∈ R2>0 : x < 1 + b;x− b < y < min{x, 1}
}
⊂ R2.
Define the functions h(x, y) = ha,b,c(x, y) and f(x) = fψ(x) on D and (0, 1 + b), respectively, by
h(x, y) = (2− y) log(2 − y)− (1− y) log(1 − y) + (1 + y) log(1 + y)− y log y
+ (c+ x− y) log(c+ x− y)− c log c− (x− y) log(x− y)
+ (a+ b + y − x) log(a+ b+ y − x) − a log a− (b+ y − x) log(b + y − x);
f(x) = (ψ + x) log(ψ + x)− ψ logψ − x log x.
(7.5)
Under this notation, we deduce from (5.2) and (7.2) that
Nh(x, y)− 7 log(32N) ≤ logR(⌊xN⌋, ⌊yN⌋) ≤ Nh(x, y) + 7 log(32N);
Nf(x)− 2 log (64(Ψ +N)) ≤ log(Ψ+ ⌊xN⌋ − 1
Ψ
)
≤ Nf(x) + 2 log (64(Ψ +N)),(7.6)
for any (x, y) ∈ D as above.
The following proposition now shows that h(x, y)+f(x) is concave on D; in the below, we denote
the Hessian of f + h by
H = H(x, y) =

∂2(f + h)
∂2x
∂2(f + h)
∂x∂y
∂2(f + h)
∂x∂y
∂2(f + h)
∂2y
 .
Lemma 7.8. Letting λ1, λ2 denote the eigenvalues of H, we have that max{λ1, λ2} ≤ − ψ2(ψ+2) .
Furthermore, there is a unique pair (ϕ, ρ) ∈ D satisfying
∂(f + h)
∂x
(ϕ, ρ) = 0;
∂(f + h)
∂y
(ϕ, ρ) = 0,(7.7)
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which is the unique maximum of f + h. In particular, for any d > 0 and (x, y) ∈ D such that
d
(
(x, y), (ϕ, ρ)
) ≥ d, we have that
f(x, y) + h(x, y) ≤ f(ϕ, ρ) + h(ϕ, ρ)− ψd
2
4(ψ + 2)
.(7.8)
Proof. Define
S =
1
(2− y)(1− y) +
1
y(1 + y)
≥ 1; T = a
(a+ b − x+ y)(b − x+ y) +
c
(c+ x− y)(x− y) ≥ 0,
where the first estimate above is due to the fact that y ∈ [0, 1] and the second is due to the fact
that y ≤ x ≤ b+ y. Then the definitions (7.5) quickly yield
H =
 −T − ψx(ψ + x) T
T −S − T
 =
 − ψx(ψ + x) 0
0 −S
− T [ 1 −1−1 1
]
.
Since S ≥ 1, x ≤ 2, ψ2(ψ+2) ≤ 1, and the matrix
[
1 −1
−1 1
]
nonnegative semi-definite, we deduce
that both eigenvalues of H are at most − ψ2(ψ+2) . This confirms the first part of the lemma, which
implies that f(x) + h(x, y) is concave on D.
The fact that f + h admits a unique maximum (ϕ, ρ) on D satisfying (7.7) follows from the fact
that f(x) + h(x, y) is concave on D that f + h is smooth on D, and that
lim
y→max{x−b,0}
∂(f + h)
∂y
(x, y) =∞; lim
y→min{x,1}
∂(f + h)
∂y
(x, y) = −∞;
lim
x→y
∂(f + h)
∂x
(x, y) =∞; lim
x→b+y
∂(f + h)
∂x
(x, y) = −∞.
The last estimate (7.8) then follows from the fact that both eigenvalues of H are bounded above
by − ψ2(ψ+2) . 
The following corollary explicitly evaluates the maximum (ϕ, ρ) of f + h; in what follows, we
observe from Remark 7.10 below that ζ(z) (from (7.1)) is invertible on R≥0.
Corollary 7.9. Adopting the notation of Lemma 7.8, we have that ϕ = ν(zψ) and ρ = σ(zψ),
where zψ is such that ζ(zψ) = ψ; here, ν and ζ were defined in (7.1), and σ was defined in (7.4).
Proof. The first and second equations in (7.7) yield
(ϕ− ρ)(a+ b− ϕ+ ρ)
(c+ ϕ− ρ)(b− ϕ+ ρ) =
2ρ− ρ2
1− ρ2 ; 1 +
ψ
ϕ
=
(ϕ− ρ)(a+ b − ϕ+ ρ)
(b− ϕ+ ρ)(c+ ϕ− ρ) ,(7.9)
respectively. Thus, denoting z = ψϕ and combining the two identities in (7.9) yields z + 1 =
2ρ−ρ2
1−ρ2 .
Solving this equation, we find that ρ = σ(z) (where we have selected the positive solution of this
equation, since ρ > 0). Letting µ = ϕ− ρ, we find from the second identity in (7.9) that
µ(a+ b− µ)
(b− µ)(c+ µ) = 1 + z.(7.10)
Solving this equation, we find that µ = ν(z)− σ(z) (where we have selected the positive solution of
(7.10) since µ = ϕ − ρ > 0). Thus, ϕ = ν(z), so the fact that z = ψϕ implies that ζ(z) = ψ, which
yields z = zψ. Since ϕ = ν(z) and ρ = σ(z), this implies the corollary. 
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Remark 7.10. From (7.4), σ(z) is increasing in z. Furthermore, (7.10) implies that µ is increasing
in z. It in particular follows that, ν(z) = ρ+ µ is increasing in z, so that ζ(z) = zν(z) is also in z.
Furthermore, limz→0 ζ(0) = 0 and limz→∞ ζ(z) = ∞ (since limz→0 ν(z) = 12 + bca+c < ∞,
limz→∞ ν(z) = 1 + b > 0, and ζ(z) = zν(z)). Thus, for any ψ ∈ R≥0 there exists a unique
z = zψ ∈ R≥0 such that ζ(z) = ψ.
Now we can establish Proposition 7.7.
Proof of Proposition 7.7. Denoting gψ(x, y) = h(x, y) + fψ(x), we have from (7.6) that
log
(
R
(
xN, yN
)(Ψ+ xN − 1
Ψ
))
− log
(
R
(⌊νN⌋, ⌊σN⌋)(Ψ+ ⌊νN⌋ − 1
Ψ
))
≤ N(gψ(x, y)− gψ(ν, σ))+ 18 log(Ψ +N) + 94 log 2,
upon which the lemma follows by exponentiation and (7.8). 
8. Proof of Theorem 2.4
In this section we establish Theorem 2.4. We do this by first addressing the case when v ∈ SE(B)
in Section 8.1 and then addressing the case when v ∈ NW(B) in Section 8.2.
8.1. The Case When v ∈ SE(B). In this section we establish the following result, which confirms
Theorem 2.4 when v ∈ SE(B).
Proposition 8.1. Adopt the notation of Theorem 2.4, where we assume that δ > N−1/5 (instead of
δ > N−1/30), and fix some v ∈ SE(B)∩T satisfying d(N−1v,B) > δ. Then there exists a constant
γ > 0 such that, off of an event of probability at most γ−1 exp
(− γδ4N), we have that v /∈ p1.
Before we establish Proposition 8.1, let us observe that the following corollary follows from
Proposition 8.1, a union bound over v ∈ SE(B) ∩ T , and the fact that p1 is nondecreasing and
continuous.
Corollary 8.2. Adopt the notation of Theorem 2.4, but where we assume that δ > N−1/5 (instead
of δ > N−1/30). Then, there exists a constant γ > 0 such that the following holds off of an event
of probability at most γ−1 exp
( − γδ4N). For any v ∈ SE(B) ∩ T satisfying d(N−1v,B) > δ, we
have that v ∈ SE(p1).
Now let us establish Proposition 8.1.
Proof of Proposition 8.1. Set D = δN−540 > 0; we may assume that N is sufficiently large so that
D > 0. Also let u = (x, y) ∈ R2≥0 denote the vertex in NB closest to v; since N−1u ∈ B, there
exists some z ∈ R≥0 such that u =
(
Nx(z), Ny(z)
)
(recall Definition 1.5). Let ℓ = Nℓz denote the
tangent line to NB; let it meet the x-axis and y-axis at (νN, 0) and (0,−ψN), respectively, for
some real numbers ν ∈ ( 12 , 1 + b) and ψ > 0. In view of Lemma 7.2, we have that ν = ν(z) and
ψ = ζ(z), where ν(z) and ζ(z) are given by (7.1).
Denote Ψ = ψN ; in what follows, it will be convenient to assume that Ψ is an integer (although
one can replace Ψ with ⌊Ψ⌋, and the estimates below will continue to hold). Then the convexity of
B; the fact that d(N−1v,B) ≥ δ; the fact that ν ≥ 12 ; and the fact that 1 + a, 1 + b ≤ 2 together
imply that δ4 ≤ ψ ≤ 4δ . Thus, Ψ ≤ 4Nδ .
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Now define the event E =
{
v ∈ p1
}
, and also the events
F =
{
max
v1∈p1
d(v1,p2) ≥ 26D+ 1
}
; G =
{
max
w∈p2∩SE(ℓ)
d(w, ℓ) ≥ 12D+ 4
}
.
We claim that E ⊆ F ∪ G. So, let Ec, F c, and Gc denote the complements of E, F , and
G, respectively; restricting to F c ∩ Gc, we will show that Ec holds. To that end, restrict to the
former event; there exists some v1 ∈ p1 such that d(v, v1) = d(v,p1) and some v2 ∈ p2 such that
d(v1, v2) = d(v1,p2). Under this notation, we have that d(v,p1) = d(v, v1) > d(v, v2) − 26D − 1,
since we are restricting to F c.
Since we are also restricting toGc, we have that d
(
v2,NW(ℓ)
)
< 12D+4, meaning that d(v,p1) >
d
(
v,NW(ℓ)
) − 38D − 5. Now, since NB is convex, v ∈ SE(ℓ), and u ∈ NB satisfies d(v,NB) =
d(v, u), we deduce that d
(
v,NW(ℓ)
)
= d(v, u) = δN . Thus, d(v,p1) > δN − 38D − 5 = 2D > 0,
meaning that v /∈ p1, so Ec holds. Thus, E ⊆ F ∪G.
Since P[F ] is bounded by Proposition 6.4, we must bound P[G]. We will do so by comparing
it to the probability of a similar event with respect to a directed path ensemble on an augmented
three-bundle domain.
More specifically, recall the augmented three-bundle domain X = XA,B,C;Ψ from Definition 2.10,
and consider a A-restricted directed path ensemble Paug = (paug1 ,paug2 , . . . ,paugA+C+1) on X with
augmented domain-wall boundary data (recall Definition 2.11), chosen uniformly at random. Let
Φ ∈ [1, A + 2B + C] denote the integer such that there is an edge in paug1 from (Φ, 0) to (Φ, 1).
Further let ℓ′ denote the line through (0,−Ψ) that passes through a vertex v′2 ∈ paug2 such that
p
aug
2 ⊂ NW(ℓ′) (see Figure 12, where the ℓ there is the ℓ′ here).
Define the events
Ω1 =
{|Φ− νN | ≥ D}; Ω2 = {d((Φ, 0), ℓ′) ≥ 2D + 1}; Ω = Ω1 ∪ Ω2,
and let Ωc denote the complement of Ω.
We claim that P[G] ≤ P[Ω]. To that end, let us restrict to the event Ωc; then, d((νN, 0), ℓ′) <
3D+1. Since ν > 12 , 1+ b ≤ 2, and ℓ and ℓ′ intersect the y-axis at the same point (0,−Ψ), we have
that d(w, ℓ′) < 12D+ 4 for any w ∈ ℓ ∩ T . Thus, since paug2 ⊂ NW
(
ℓ′
)
, it follows that
1Ωc max
w∈paug
2
∩SE(ℓ)
d(w, ℓ) < 12D+ 4.(8.1)
Now recall from Corollary 4.4 that there is a coupling between the random directed path ensem-
bles P and Paug such that p2 ≤ paug2 almost surely. Thus, (8.1) implies that P[G] ≤ P[Ω].
Hence, P[E] ≤ P[F ] + P[G] ≤ P[F ] + P[Ω]. By Proposition 6.4, Proposition 5.5, Proposition 7.3,
and the fact that δ4 ≤ ψ ≤ 4δ we have that
P[F ] ≤ 221N7
(
− D
2
16N
)
; P[Ω] ≤ 2150δ−20N20 exp
(
− δ
2D2
320N
)
.(8.2)
Now the proposition follows from summing the two estimates in (8.2). 
8.2. The Case When v ∈ NW(B). In this section we establish Theorem 2.4 in the case when
v ∈ NW(B), from which we deduce (using Corollary 8.2) that Theorem 2.4 holds.
We begin with the following lemma, which is a deterministic statement that quantifies the con-
vexity of the curve B. In what follows, we let θ = 12 +
bc
a+c and λ =
1
2 +
ab
b+c , which are the real
numbers such that B is tangent to the x-axis at (θ, 0) and to the line x = 1 + b at (1 + b, λ).
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x = 1 + b
y = 0
B
(θ, 0)
u
v
d(v, ℓ)
v2
v′2
v1
(1 + b, λ)
ℓ
Figure 15. The setting for Lemma 8.3 and its proof is depicted above.
Lemma 8.3. Let δ > 0 be a real number, and let v = (x, y) ∈ R2≥0 ∩ NW(B) be such that
d(v,B) > δ, x ∈ [θ + δ, 1 + b− δ], and y ∈ [δ, λ− δ]. Let u ∈ B be such that d(v,B) = d(v, u), and
let ℓ denote the tangent line to B at u.
Then there exists a (small) constant ̟ = ̟(a, b, c) > 0 such that, for any w ∈ B∩ (R2 \SE(v)),
we have that d(w, ℓ) > ̟δ5.
Proof. Define v1 = (x′, y) and v2 ∈ (x, y′) to be the points on B such that ℓ(v, v1) and ℓ(v, v2) are
parallel to the x-axis and y-axis, respectively; see Figure 15. The fact that B is nondecreasing and
convex then quickly implies that d(w, ℓ) ≥ min{d(v1, ℓ), d(v2, ℓ)}. Thus, it suffices to establish the
lemma in the case when w ∈ {v1, v2}. Let us assume that w = v2, since the case w = v1 is entirely
analogous.
To that end, recall from Definition 1.5 that there exist positive real numbers z′ < z such that
u =
(
x(z), y(z)
)
and v2 =
(
x(z′), y(z′)
)
; then, ℓ = ℓz (from Lemma 7.2). Now, since v ∈ [θ + δ, 1 +
b− δ]× [δ, λ− δ], θ > 12 , and 1 + b < 2, the convexity of B implies that the slope of ℓ is between δ4
and 4δ . From this and the fact that d(v, ℓ) > δ, we deduce that that x(z)− x(z′) > δ
2
4 .
Next, from the equations (1.4) and (1.5) defining x(t), we deduce the existence of a constant
̟1 = ̟1(a, b, c) > 0 such that 0 ≤ x′(t) ≤ ̟−11 . Hence, ∂∂r
(
x−1(r)
) ≥ ̟1. Since t denotes the slope
of the line tangent to B at
(
x(t), y(t)
)
, this implies that the slope of ℓ(u, v2) is at most z − ̟1δ
2
8 .
This and the fact that x(z)− x(z′) > δ24 together imply that d(v2, v′2) > ̟δ
4
32 , where v
′
2 = (x, y
′′) is
the point where ℓ(v, v2) meets ℓ (see Figure 15).
Now, since the slope of ℓ is between δ4 and
4
δ , we deduce the existence of a constant ̟ =
̟(a, b, c) > 0 such that d(v2, ℓ) > ̟δ5. This implies the lemma. 
Using this lemma, we can establish the following proposition.
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Proposition 8.4. Adopt the notation of Theorem 2.4, and fix some v ∈ NW(B) ∩ T such that
v ∈ [θ+ δ, 1+ b− δ]× [δ, λ− δ] and d(N−1v,B) > δ. Then, there exists a constant γ = γ(a, b, c) > 0
such that N−1v ∈ NW(p1) holds off of an event of probability at most γ−1 exp
(− γδ24N).
Proof. Let ε = δ6 > N−1/5 and D = ̟δ
6N−εδN−25
60 , where ̟ = ̟(a, b, c) > 0 denotes the constant
from Lemma 8.3; we may assume that N is sufficiently large so that D > 0.
As in the proof of Proposition 8.1, let u = (x, y) ∈ R2≥0 denote the vertex in NB closest to v;
since N−1u ∈ B, there exists some z ∈ R≥0 such that u =
(
Nx(z), Ny(z)
)
. Let ℓ = Nℓz denote the
tangent line to NB at u; let it meet the x-axis and y-axis at (νN, 0) and (0,−ψN), respectively,
where ν = ν(z) ∈ ( 12 , 1 + b) and ψ = ζ(z) > 0. Observe that the slope of ℓ is between δ4 and 4δ .
Denote Ψ = ψN , which we assume to be an integer.
Next define the event E =
{
v ∈ SE(p1)
}
, and recall the augmented three-bundle domain X =
XA,B,C;Ψ. Let Paug =
(
p
aug
1 ,p
aug
2 , . . . ,p
aug
A+C+1
)
denote a uniformly random A-restricted directed
path ensemble on X with augmented domain-wall boundary data. By Corollary 4.4, there is a
coupling between P and Paug such that p1 ≥ paug2 almost surely. Therefore, defining the event
F =
{
v ∈ SE(paug2 )
}
, we find that P[E] ≤ P[F ]. Hence, it suffices to bound P[F ].
To that end, as in the proof of Proposition 8.1, let Φ ∈ [1, A+2B+C+1] denote the integer such
that there is an edge in paug1 from (Φ, 0) to (Φ, 1). Further let ℓ
′ denote the line through (0,−Ψ)
that passes through a vertex v2 ∈ paug2 such that paug2 ⊂ NW(ℓ′). Define the events
G =
{
v2 ∈ SE(NB)
} ∩ {d(v2, NB) ≥ εN};
Ω1 =
{|Φ− νN | ≥ D}; Ω2 = {d((Φ, 0), ℓ′) ≥ 2D + 1}; Ω = Ω1 ∪ Ω2.
We claim that F ⊆ G ∪ Ω. Letting Ωc denote the complement of Ω, it suffices to show that
F ∩ Ωc ⊆ G. So, let us restrict to F ∩ Ωc and show that G holds.
To that end, observe that d
(
(νN, 0), ℓ′
) ≤ 3D + 1, since we are restricting to Ωc. Due to the
facts that ν > 12 and 1 + b ≤ 2, this implies that d(v2, ℓ) < 12D + 4. Moreover, since we are also
restricting to F , we have that v ∈ SE (paug2 ). Thus, no vertex of paug2 is in the interior of SE(v),
which in particular implies that v2 is in the closure of R2 \ SE(v). The fact that d(v2, ℓ) < 12D+4
and the fact that the slope of the line ℓ is between δ4 and
4
δ then yields the existence of a vertex
w ∈ ℓ ∩ (R2 \ SE(v)) such that d(v2, w) < 5δ (12D + 4).
By Lemma 8.3, we have that w ∈ SE(NB) and d(w,NB) > ̟δ5N . Therefore, since ̟δ5N >
5
δ (12D+ 4)+ εN , we have that v2 ∈ paug2 ∩ SE(NB) and d(v2, NB) > εN . Therefore, the event G
holds, and so F ⊆ G ∪ Ω.
Hence, P[E] ≤ P[F ] ≤ P[G] + P[Ω]. Thus, the proposition follows from using Corollary 8.2
(applied with the δ there equal to the ε here) to bound P[F ] and Proposition 5.5 and Proposition 7.3
to bound P[Ω] (as in the proof of Proposition 8.1). 
Now we can establish Theorem 2.4.
Proof of Theorem 2.4. If v ∈ SE(B), the result follows from Corollary 8.2, so assume that v ∈
NW(B). By Proposition 8.4 and a union bound we deduce that there exists a constant γ =
γ(a, b, c) > 0 such that, off of an event of probability at most γ−1 exp
( − γδ24N), we have that
v ∈ NW(p1) for each v ∈ NW(B) ∩ T such that N−1v ∈ [θ + δ, 1 + b − δ] × [δ, λ − δ] and
d(N−1v,B) > δ. Now that the same statement holds for all v ∈ NW(B) ∩ T follows from the fact
that p1 is nondecreasing. 
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