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Objetivos
General
Realizar el procesamiento de la sen˜al ECG con el fin de remover el ruido presente debido a
la l´ınea de potencia, utilizando el filtro de Kalman sobre un DSP.
Espec´ıficos
Identificar de manera clara el tipo de ruido que afecta la sen˜al ECG, con el fin de com-
prender de que´ manera afecta la informacio´n que se halla impl´ıcita en la sen˜al.
Seleccionar el DSP apropiado para realizar el procesamiento digital de la sen˜al, conside-
rando la capacidad del dispositivo y la complejidad del algoritmo aplicado.
Disen˜ar un filtro de Kalman capaz de reducir el ruido sin modificar informacio´n impor-
tante.
Realizar simulaciones del funcionamiento del filtro con el fin de comprobar su efectividad.
Implementar el algoritmo de filtrado en el DSP y realizar pruebas con diferentes sen˜ales.
Disen˜ar el entorno gra´fico que permita la visualizacio´n de los datos obtenidos.
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Introduccio´n
El corazo´n es un mu´sculo que se encarga de transportar la sangre a trave´s del cuerpo hu-mano. En este proceso el corazo´n se contrae de diferentes formas para bombear sangre en
diferentes direcciones. Esta actividad genera sen˜ales ele´ctricas de pequen˜a magnitud las cuales
son medibles con la instrumentacio´n adecuada. La recopilacio´n de estas sen˜ales es denominada
electrocardiograma (ECG) y es un claro indicador del comportamiento y el estado del corazo´n.
Sin embargo, en todo sistema ele´ctrico se presentan dificultades relacionadas con las interferen-
cias que inciden en las sen˜ales. El ECG es especialmente susceptible a distorsiones debido a que
presenta una magnitud reducida y su medicio´n no se hace directamente sino que se realiza sobre
el cuerpo del paciente. La distorsio´n ma´s significativa que encuentra el ECG es la interferencia
de la red ele´ctrica a 60 Hz, adema´s se encuentra interferencias importantes como los ruidos
mioele´ctricos, la distorsio´n de la l´ınea base y los artefactos. Por tal motivo es necesario aplicar
un filtro adecuado para eliminar estas distorsiones, considerando que no se deben alterar las ca-
racter´ısticas del ECG tales como magnitudes o patolog´ıas, las cuales pueden ser tomadas como
un tipo de ruido para las te´cnicas de filtrado convencionales y, al ser eliminadas, se perder´ıa
informacio´n muy valiosa sobre el funcionamiento y estado en el cual se encuentra el corazo´n.
Diferentes patolog´ıas tales como arritmias o deficiencias morfolo´gicas pueden ser detectadas
en el ECG, motivo por el cual es sumamente importante tener informacio´n precisa, libre de
ruido y artefactos en la sen˜al observada, ya que un mal filtrado de la sen˜al ECG podr´ıa esconder
las patolog´ıas causando graves perjuicios para el paciente. Por tal circunstancia, es de vital
importancia aplicar me´todos de filtrado adecuados para eliminar todas las distorsiones a las
que es susceptible el ECG y a la vez mantener intacta la informacio´n importante presente,
acerca de posibles patolog´ıas o irregularidades en el funcionamiento card´ıaco. Adema´s de esto, es
fundamental que el filtro aplicado sea realizable en tiempo real, esto quiere decir que sea posible
para el algoritmo ejecutarse en un tiempo menor al tiempo de muestreo. Por esta razo´n, para
este proceso se selecciono´ el filtro de Kalman, ya que ofrece opciones de filtrado con excelentes
caracter´ısticas en cuanto a la remocio´n de perturbaciones y un costo computacional moderado;
lo que hace posible su ejecucio´n en un DSP de caracter´ısticas simples.
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Cap´ıtulo 1
Marco de referencia
1.1. Marco Teo´rico
1.1.1. Contexto anato´mico
El corazo´n esta´ localizado en el pecho entre los pulmones, detra´s del esterno´n y encima deldiafragma. Esta´ rodeado por el pericardio. Su taman˜o es similar al de un pun˜o y su peso
es de alrededor de 250-300 g. Su centro esta´ localizado alrededor de 1.5 cm a la izquierda del
plano medio sagital. Localizados por encima del corazo´n esta´n los grandes vasos: las venas cavas
superior e inferior, la arteria y la vena pulmonares, as´ı como la arteria aorta. El arco ao´rtico
yace detra´s del corazo´n. El eso´fago y la espina dorsal yacen ma´s atra´s del corazo´n [Malmivuo y
Plonsey, 1995].
En la ce´lula muscular card´ıaca o miocito, la activacio´n ele´ctrica toma lugar por medio del
mismo mecanismo que las ce´lulas nerviosas, esto es, desde el influjo de iones de sodio a trave´s de la
membrana celular. La amplitud del potencial de accio´n tambie´n es similar, siendo de alrededor
de 100 mV de ambos, mu´sculo y nervio. La duracio´n del impulso muscular card´ıaco es; sin
embargo, dos ordenes de magnitud ma´s larga que en la ce´lula nerviosa o mu´sculo esquele´tico
estriado. Una fase de meseta sigue a la despolarizacio´n card´ıaca, y despue´s la repolarizacio´n
toma lugar. Como en la ce´lula nerviosa, la repolarizacio´n es una consecuencia de el flujo hacia
afuera de los iones de potasio. La duracio´n de accio´n del impulso es de alrededor de 300 ms
[Malmivuo y Plonsey, 1995].
1.1.2. La sen˜al electrocardiogra´fica
Consideraciones anato´micas
A continuacio´n se estudia el sistema espec´ıfico normal de produccio´n y conduccio´n del est´ı-
mulo, de lo cual depende gran parte del ana´lisis de la sen˜al electrocardiogra´fica. Ma´s del 90%
de la masa del corazo´n esta´ formada por fibras musculares contra´ctiles [Avendan˜o et al., 2009],
pero existen unas fibras espec´ıficas capaces de producir y conducir un est´ımulo a diferentes ve-
locidades, logrando una perfecta secuencia de contraccio´n muscular que permite mantener el
gasto card´ıaco necesario para las funciones corporales. El mencionado sistema de conduccio´n
esta´ formado por varias estructuras las cuales se describen a continuacio´n.
Nodo sinusal
Es un remanente del cuerno derecho del seno venoso, situado en el borde anterolateral de la
desembocadura de la vena cava superior en la aur´ıcula derecha. Esta estructura contiene dos tipos
de ce´lulas: las ce´lulas P (pa´lidas) que tin˜en de´bilmente con hematoxilina–eosina y las ce´lulas T o
transicionales. Se cree que las ce´lulas P producen el impulso card´ıaco en circunstancias normales,
5
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son estrelladas y con pocas miofibrillas por lo que no tienen funcio´n contra´ctil [Avendan˜o et al.,
2009; Arango, 1990].
Las ce´lulas T son muy abundantes en el nodo sinusal (SA), son de un tipo intermedio entre
ce´lulas P y las fibras musculares card´ıacas; sirven para organizar la distribucio´n de los impulsos
originados en las ce´lulas P y para evitar la entrada de impulsos auriculares ecto´picos. Estas
ce´lulas se unen directamente a los haces internodales. En la Figura 1.1 [Malmivuo y Plonsey,
1995], se observa la localizacio´n de las partes ma´s importantes del sistema de conduccio´n del
corazo´n. Las ce´lulas del nodo SA son ce´lulas auto-excitadas o ce´lulas marcapasos; e´stas generan
un potencial de accio´n alrededor de 70 veces por minuto. Del nodo sinusal la activacio´n se
propaga a trave´s de la aur´ıcula, pero no se puede propagar directamente por la frontera entre
la aur´ıcula y el ventr´ıculo debido a que existe una barrera de tejido no conductor y hace falta
un sistema especial de conduccio´n en este caso.
Figura 1.1.: Sistema de conduccio´n del corazo´n.
Haces internodales
La existencia de v´ıas especializadas de conduccio´n en el tejido auricular se ha discutido mucho.
Sin embargo, la informacio´n actual indica que existen tres haces que conducen ra´pidamente
los impulsos del nodo sinusal al nodo aur´ıculo-ventricular (AV): el haz interior, el medio o de
Wenckebach y el posterior o de Thorel [Avendan˜o et al., 2009].
El haz interior sale del nodo sinusal, se une en su trayecto al haz interauricular anterior,
conocido como haz de Bachmann, y termina en el borde superior del nodo auriculoventricular.
El haz de Bachmann es un gran haz muscular que parece conducir el impulso card´ıaco preferen-
temente desde la aur´ıcula derecha a la aur´ıcula izquierda. El haz internodal medio discurre entre
las cavas para terminar en el borde anterior del nodo AV, mientras el haz posterior se dirige a
la cresta terminal (crista terminalis) y finaliza en el borde inferior del nodo AV. Una caracte-
r´ıstica importante de las ce´lulas de los haces internodales es la gran resistencia que tienen a las
altas concentraciones de K+, lo que ha demostrado tanto en vivo como in vitro la conduccio´n
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preferencial del impulso a trave´s de estas v´ıas. Esta cualidad la comparten tambie´n las ce´lulas
P y T del nodo sinusal [Avendan˜o et al., 2009].
Nodo aur´ıculo–ventricular
El nodo aur´ıculo–ventricular (AV) se encuentra sobre el anillo de la mitral y por encima de
las valva septal de la tricu´spide; tiene forma de disco semilunar cuyas ce´lulas se parecen a las
T del nodo sinusal, pero son ma´s pequen˜as y en la parte media del nodo se encuentran unidas
por mu´ltiples conexiones. Hacia el extremo distal las ce´lulas se empiezan a unir en un arreglo
lineal para formar el haz de His. Mediante el uso de microelectrodos se han podido diferenciar
tres tipos de curvas de potencial de accio´n en el nodo AV. El nodo AV produce un considerable
retraso en la conduccio´n del est´ımulo de las aur´ıculas a los ventr´ıculos. Este posee una frecuencia
intr´ınseca de alrededor de 50 pulsos por minuto. Sin embargo, si el nodo AV es activado a una
frecuencia mayor, e´ste es capaz de seguir e´sta nueva frecuencia. En un corazo´n normal, el nodo
AV provee la u´nica v´ıa de conduccio´n de las aur´ıculas hacia los ventr´ıculos. Por lo tanto, este
u´ltimo so´lo puede ser excitado por pulsos que se propagan a trave´s de e´l [Avendan˜o et al., 2009].
El sistema de His–Purkinje
El haz de His se origina en el borde anteroinferior del nodo AV, esta´ compuesto por ce´lulas
longitudinales de mayor taman˜o que las ce´lulas del nodo y mide aproximadamente 15 mm, antes
de dividirse en sus ramas, como se puede observar en la Figura 1.2 [Malmivuo y Plonsey, 1995],
la rama izquierda se origina como una ancha cortina de fibras que se se distribuyen ampliamente
en el lado izquierdo del septo interventricular, mientras que la rama derecha es una extensio´n
directa del haz de His, originada en el ve´rtice del tabique interventricular muscular. A lo largo
de su trayecto por el borde derecho del septo esta rama no presenta divisiones.
Figura 1.2.: Electrofisiolog´ıa del corazo´n.
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La rama izquierda se divide a su vez en dos fasc´ıculos, uno anterosuperior y otro posteroin-
ferior que terminan en el sistema celular de Purkinje, consistente en una red endocard´ıaca que
penetra un poco en el miocardio, cuyas ce´lulas son grandes y redondeadas, con pocas miofibrillas
y mitocondrias. As´ı pues, una vez el impulso producido en el nodo sinusal llega al miocardio
ventricular a trave´s de este sistema de conduccio´n, produce una despolarizacio´n celular acom-
pan˜ada luego del feno´meno contrario, es decir, la repolarizacio´n. Toda esta actividad ele´ctrica
es recogida en el electrocardiograma (ECG) como se ve en la Figura 1.2 [Malmivuo y Plonsey,
1995]. Desde el lado interno de la pared ventricular, los diversos sitios de activacio´n causan la
formacio´n de un frente de onda, el cual se propaga a trave´s de la mesa ventricular hacia la
pared externa de e´ste. Este proceso resulta de una activacio´n ce´lula a ce´lula. Despue´s de que
cada regio´n ventricular se ha despolarizado, ocurre la repolarizacio´n. La repolarizacio´n no es
un feno´meno de propagacio´n y, debido a que la duracio´n de la accio´n del impulso es mucho
ma´s corta en el epicardio (la parte ma´s externa del mu´sculo card´ıaco) que en el endocardio (la
parte interna del mu´sculo card´ıaco), la terminacio´n de la actividad aparece como si se estuviera
propagando del epicardio hacia el endocardio.
Debido a que la frecuencia intr´ınseca del nodo sinusal es la mayor, e´ste establece la frecuencia
de activacio´n de todo el corazo´n. Si la conexio´n entre la aur´ıcula y el nodo AV falla, el nodo
AV adopta su frecuencia intr´ınseca. Si el sistema de conduccio´n falla en el haz de His, los
ventr´ıculos latira´n a una frecuencia determinada por la regio´n de estos que posea la mayor
frecuencia intr´ınseca. Las formas de onda de la accio´n del impulso, observadas en diferentes
tejidos card´ıacos especializados, se muestran en la Figura 1.2 [Avendan˜o et al., 2009; Malmivuo
y Plonsey, 1995].
1.1.3. Adquisicio´n del ECG
La adquisicio´n del ECG se realiza con electrodos ubicados sobre la piel del paciente, lo cual lo
hace un procedimiento no invasivo. Los electrodos se encargan de registrar la actividad ele´ctrica
del corazo´n y mediante cables, se transmite al equipo de medicio´n y procesamiento, donde se
realiza el filtrado y lectura del ECG.
El ECG esta´ndar maneja un total de 10 electrodos con los cuales se pueden obtener un total
de 12 derivaciones, gracias a que se observan de modo bipolar y unipolar.
Ubicacio´n de los electrodos
Derivaciones del plano frontal o de los miembros [Robledo-Carmona et al., 1993]:
Las derivaciones I, II, III, (bipolares) y aVR, aVL, aVF (monopolares) se obtienen a
partir de cuatro cables, que se colocan cada uno en una extremidad. De manera que I,
II y III describen un tria´ngulo equila´tero o tria´ngulo de Einthoven, que esta´ formado por
las piernas y los brazos, con el corazo´n en el centro:
• I se considera el brazo izquierdo como positivo y el derecho como negativo.
• II se considera pierna izquierda positiva y brazo derecho negativo.
• III se considera pierna izquierda positiva y brazo izquierdo negativo.
Las derivaciones monopolares se localizan en los ve´rtices de dicho tria´ngulo. La ley de
Einthoven dice que el potencial de II debe ser igual a la suma de los potenciales de I y III,
en caso de no cumplirse, significa que hay una inadecuada colocacio´n de los electrodos.
Se pueden desplazar los ejes de las derivaciones de los miembros al centro del tria´ngulo
que forman, obteniendo un sistema de referencia hexa axial, quedando separado cada eje
30o del contiguo, permitiendo dar una orientacio´n espacial del vector resultante de la
actividad ele´ctrica del corazo´n.
Derivaciones precordiales [Robledo-Carmona et al., 1993]: Son todas monopolares. Van
de V1 a V6.
• V1: 4o espacio intercostal, l´ınea paraesternal derecha.
• V2: 4o espacio intercostal, l´ınea paraesternal izquierda.
• V3: mitad de distancia entre V2 y V4.
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Figura 1.3.: Ubicacio´n de las derivaciones.
• V4: 5o espacio intercostal, l´ınea medioclavicular.
• V5: 5o espacio intercostal, l´ınea axilar anterior.
• V6: 5o espacio intercostal, l´ınea axilar media.
Tambie´n se pueden registrar las mismas derivaciones precordiales en el lado derecho (casos
especiales) nombra´ndose V3R, V4R, V5R, V6R. El registro electrocardiogra´fico se realiza
sobre papel milimetrado, formado por cuadrados de 1 mm de lado, con l´ınea de doble
grosor cada 5 cuadrados (5 mm).
Se puede calibrar el electrocardio´grafo tanto en lo que respecta a la escala de tensio´n
como a la velocidad de registro. Hay unos para´metros esta´ndar que son los que se deben
utilizar para poder comparar registros [Ferna´ndez et al., 2005].
En lo que respecta a la velocidad, la esta´ndar es de 25 mm/s, de manera que 1 mm equivale
a 0.04 s y 5 mm a 0.2 s. Si el registro se realiza de 50 mm/s, 1 mm equivaldr´ıa a 0.02 s.
Con respecto a la tensio´n, se mide en sentido vertical, de forma esta´ndar se programa
de modo que 1 mV sea igual a 10 mm, por lo que una onda R de 5 mm corresponde a
0.5 mV.
Sus modificaciones repercuten directamente en los valores absolutos registrados.
Figura 1.4.: Ubicacio´n de las derivaciones precordiales.
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Derivaciones
El ECG se estructura en la medicio´n del potencial ele´ctrico entre varios puntos corporales.
Las derivaciones I, II y III son perife´ricas y miden la diferencia de potencial entre los electrodos
situados en los miembros: la derivacio´n I mide la diferencia de potencial entre el electrodo del
brazo derecho y el izquierdo, la derivacio´n II, del brazo derecho a la pierna izquierda, la deriva-
cio´n III, del brazo izquierdo a la pierna izquierda.
Los electrodos perife´ricos forman los a´ngulos de lo que se conoce como el tria´ngulo de Eintho-
ven. A partir de estos tres puntos se obtiene el punto imaginario V (el baricentro del tria´ngulo,
denominado el terminal central de Wilson, donde el potencial ele´ctrico es cercano a cero), lo-
calizado en el centro del pecho, por encima del corazo´n. Estas tres derivaciones perife´ricas son
bipolares, es decir, tienen un polo positivo y un polo negativo.
Las otras nueve derivaciones miden la diferencia de potencial entre el punto imaginario V
y cada uno de los electrodos; todas ellas son unipolares, porque aunque tienen dos polos, el
polo negativo V es un polo compuesto por las sen˜ales procedentes de diferentes electrodos.
As´ı tenemos las derivaciones perife´ricas aumentadas (aVR, aVL y aVF) y las seis derivaciones
precordiales (V1–V6). Las derivaciones unipolares de los miembros aVR, aVL y aVF (aVR por
augmented vector right, por ejemplo, en referencia al electrodo del brazo derecho), se obtienen
a partir de los mismos electrodos que las derivaciones I, II y III. Sin embargo, “ven” el corazo´n
desde a´ngulos diferentes, porque el polo negativo de estas derivaciones es una modificacio´n del
punto terminal central de Wilson. Esto anula el polo negativo, y permite al polo positivo ser el
“electrodo explorador” o derivacio´n unipolar. Esto es posible porque, segu´n la ley de Kirchhoff:
I+(−II)+III = 0. Esta ecuacio´n tambie´n se escribe como I+III = II. No se escribe I−II+III = 0
debido a que Einthoven invirtio´ la polaridad de la derivacio´n II en el tria´ngulo que lleva su
nombre, probablemente porque prefer´ıa ver el pico QRS hacia arriba. La definicio´n del terminal
central de Wilson, preparo´ el camino para el desarrollo de todas las derivaciones unipolares.
La derivacio´n aVR (augmented vector right) tiene el electrodo positivo (blanco) en el brazo
derecho. El electrodo negativo es una combinacio´n del electrodo del brazo izquierdo (negro) y
el electrodo de la pierna izquierda (rojo), lo que “aumenta” la fuerza de la sen˜al del electrodo
positivo del brazo derecho.
La derivacio´n aVL (augmented vector left) tiente el electrodo positivo (negro) en el brazo
izquierdo. El electrodo negativo es una combinacio´n del electrodo del brazo derecho (blanco) y
la pierna izquierda (rojo), lo que “aumenta” la fuerza de la sen˜al del electrodo positivo del brazo
izquierdo.
La derivacio´n aVF (augmented vector foot) tiene el electrodo positivo (rojo) en la pierna
izquierda. El electrodo negativo es una combinacio´n del electrodo del brazo derecho (blanco) y
el brazo izquierdo (negro) lo que“aumenta” la sen˜al del electrodo positivo en la pierna izquierda.
Las derivaciones perife´ricas aumentadas aVR, aVL, y aVF se amplifican de este modo porque,
cuando el electrodo negativo es el terminal central de Wilson, la sen˜al es demasiado pequen˜a para
ser u´til. Bailey desplazo´ los tres lados del tria´ngulo de Einthoven (formados por las derivaciones
I, II y III), hacie´ndolas pasar por el terminal central de Wilson, obteniendo el sistema triaxial de
Bailey. La combinacio´n de las derivaciones bipolares (I, II y III) con las derivaciones aumentadas
constituye el sistema de referencia hexa-axial de Bailey, que se usa para calcular el eje ele´ctrico
del corazo´n en el plano frontal.
1.1.4. Caracter´ısticas morfolo´gicas del electrocardiograma
normal
El ECG normal esta´ constituido por una onda P, un complejo QRS y una onda T. El complejo
QRS, en realidad incluye tres ondas separadas, la Q, la R y la S; todas ellas causadas por el
paso del impulso card´ıaco a trave´s de los ventr´ıculos. En el ECG las ondas de los ventr´ıculos,
Q y S, suelen ser mucho menos prominentes que la onda P y a veces incluso pueden faltar. La
onda P depende de corrientes ele´ctricas generadas cuando las aur´ıculas se despolarizan antes
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de la contraccio´n, y el complejo QRS se produce por corrientes generadas cuando los ventr´ıcu-
los se despolarizan antes de contraerse. Por lo tanto, tanto la onda P como los componentes
del complejo QRS son ondas de despolarizacio´n. La onda T es causada por corrientes nacidas
cuando los ventr´ıculos se recuperan del estado de despolarizacio´n (Figura 1.5); e´sta se conoce
como onda de repolarizacio´n. En esencia, el ECG esta´ formado por ondas de despolarizacio´n
y repolarizacio´n. Los complejos QRS esta´n asociados con la actividad ele´ctrica ventricular y
contienen informacio´n cl´ınica importante. Tambie´n esta´n presentes en la mayor´ıa de los latidos
y su relacio´n sen˜al a ruido es la ma´s alta de todas las ondas presentas en la sen˜al electrocardio-
gra´fica [Avendan˜o et al., 2009; Malmivuo y Plonsey, 1995]. El ECG normal tiene un espectro de
frecuencia internacionalmente aceptado desde 0.01 Hz hasta los 150 Hz, el resto de frecuencias
son consideradas despreciables [Ferrero-Corral, 1994].
Figura 1.5.: ECG normal.
Ondas componentes del electrocardiograma
Durante la despolarizacio´n mioca´rdica, aparecen las ondas del ECG. Las distancias entre
deflexiones u ondas se denominan segmentos e intervalos. Los segmentos corresponden a las
zonas isoele´ctricas de cada latido, mientras que los intervalos comprenden ondas y segmentos.
Un periodo del ECG perteneciente a un individuo sano, consiste en una onda P, el complejo
QRS, la onda T y la onda U, tal como se muestra en la Figura 1.5. El ECG puede ser dividido
como sigue [Morales, 2003]:
Onda P. El vector normal de despolarizacio´n de la aur´ıcula se orienta hacia abajo y a
la izquierda de la persona, lo que indica que la despolarizacio´n se dirige desde el no´dulo
sinusal hacia la aur´ıcula derecha y luego al miocardio o de la aur´ıcula izquierda. Como el
vector apunta hacia el polo positivo de la derivacio´n II y hacia el negativo aVR, la onda
P normal es positiva en la derivacio´n II en aVR. En cambio la activacio´n de la aur´ıcula
desde un marca pasos ecto´pico situado en la porcio´n inferior de la aur´ıcula o de la unio´n
AV produce ondas P retro´gradas (negativas en II y positivas en aVR) [Avendan˜o et al.,
2009; Fauci et al., 2009]. La onda P inicia a partir de la primera deflexio´n positiva (hacia
arriba) de la l´ınea base y termina retornando a e´sta. El tiempo de duracio´n normal de
una onda P es menor que 0.11 ms de ancho. La forma depende de la localizacio´n de los
electrodos (derivacio´n) [Avendan˜o et al., 2009].
Intervalo PR. El intervalo PR se mide a partir de la primera deflexio´n hacia arriba de la
onda P hasta la primera deflexio´n del complejo QRS ya sea positiva (R) o negativa (Q).
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El intervalo PR var´ıa ligeramente de acuerdo a la edad y al ritmo card´ıaco, pero para
propo´sitos pra´cticos se puede decir que el rango esta´ entre 0.12 s y 0.20 s [Avendan˜o et al.,
2009].
Segmento PR. El segmento PR corresponde a la l´ınea isoele´ctrica entre el final de la
onda P hasta la primera deflexio´n del complejo QRS ya sea positiva (R) o negativa (Q).
Este segmento rara vez es medido [Avendan˜o et al., 2009].
Intervalo QRS. El intervalo QRS se mide a partir de la primera deflexio´n del complejo
QRS ya sea positiva (R) o negativa (Q) hasta su eventual retorno a la l´ınea isoele´ctrica.
Es un indicador del tiempo de conduccio´n intraventricular. E´ste no debe superar los 0.1
s [Avendan˜o et al., 2009].
Segmento ST. El segmento ST va desde el retorno del complejo QRS a la l´ınea base hasta
la primera deflexio´n bien sea positiva o negativa de la onda T. Mientras que la duracio´n
del segmento ST no tiene un importante significado cl´ınico, es una porcio´n sumamente
importante del ECG por sus desviaciones positivas o negativas respecto a la l´ınea base.
E´stas desviaciones se miden generalmente a 0.08 s despue´s del final del complejo QRS
[Avendan˜o et al., 2009].
Onda T. Normalmente, el vector medio de la onda T se orienta de una forma ma´s o
menos parecida al vector QRS. Como la despolarizacio´n y la repolarizacio´n son procesos
ele´ctricos opuestos, esta concordancia entre los vectores de las ondas QRS–T, indica que
la repolarizacio´n debe ocurrir en direccio´n inversa a la despolarizacio´n (es decir, desde
el epicardio hacia el endocardio o desde la punta del corazo´n hacia la base) [Avendan˜o
et al., 2009; Arango, 1990]. La onda T representa la repolarizacio´n de los ventr´ıculos. La
onda T normal es asime´trica en sus ramas y esta´ redondeada en su ve´rtice. La pendiente
de la rama inicial es ma´s suave que la de la rama terminal [Avendan˜o et al., 2009].
Intervalo QT. El intervalo QT se mide a partir de la primera deflexio´n del complejo QRS
ya sea positiva (R) o negativa (Q) hasta el retorno de la onda T a la l´ınea isoele´ctrica. El
intervalo QT se ve marcadamente afectado por el ritmo card´ıaco. Para ritmos card´ıacos
normales, entre 60 y 100 lpm, los intervalos QT esta´n entre 0.3 s y 0.4 s y el ma´ximo
intervalo QT es generalmente 10% ma´s largo en las mujeres que en los hombres. A
menos que el ritmo card´ıaco sea muy lento, un intervalo QT que exceda 0.4 s a 0.44 s es
normalmente prolongado [Avendan˜o et al., 2009].
Onda U. La onda U normal es una pequen˜a deflexio´n redondeada (menor o igual que
1 mm) que sigue a la onda T, y muestra en general la misma polaridad. El aumento
patolo´gico de la amplitud de la onda U suele deberse a determinados fa´rmacos (tales
como quinidina, procainamida, disopiramida) o a una hipopotasemia. Las ondas U ma´s
prominentes se asocian a una mayor susceptibilidad a la taquicardia ventricular de tipo
torsades de pointes [Fauci et al., 2009; Avendan˜o et al., 2009]. La inversio´n de la onda U
en las derivacio´n precordiales es patolo´gica y constituye un signo sutil de isquemia [Fauci
et al., 2009; Avendan˜o et al., 2009].
Complejo QRS. La despolarizacio´n normal del ventr´ıculo tiene lugar como frentes de
activacio´n sinusal continuos y ra´pidos. Este complejo se divide en dos grandes fases se-
cuenciales; cada fase esta´ representada por un vector medio. La primera fase consiste en
la despolarizacio´n del tabique interventricular desde la izquierda a la derecha (vector 1).
Este proceso se representa por la pequen˜a onda r septal de la derivacio´n V1 y la pequen˜a
onda q septal de la derivacio´n V6. La segunda obedece a la despolarizacio´n simulta´nea de
la masa principal de los ventr´ıculos derecho e izquierdo, y normalmente esta´ denominada
por el ventr´ıculo de mayor masa, por lo que el vector 2 se dirige a la izquierda y al plano
posterior. Por eso, la derivacio´n precordial derecha (V1) registra esta despolarizacio´n bi-
fa´sica en forma de una pequen˜a deflexio´n positiva (onda r septal) seguida de una gran
deflexio´n negativa (onda S) [Avendan˜o et al., 2009; Fauci et al., 2009].
En cambio, la derivacio´n precordial izquierda V6 registra la misma secuencia con una
pequen˜a deflexio´n negativa (onda q septal), seguida de una deflexio´n positiva relativa-
mente alta (onda R). Las derivaciones intermedias muestran un aumento relativo de la
amplitud de la onda R (progresio´n normal de la onda R), y una disminucio´n progresiva
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de la amplitud de la onda S a medida que se avanza en el to´rax desde el lado derecho
hacia el izquierdo. La derivacio´n precordial en las ondas S y R tienen aproximadamente
la misma amplitud se conoce como zona de transicio´n (habitualmente V3 y V4).
El patro´n QRS de las derivaciones de los miembros var´ıa considerablemente de una per-
sona a otra, dependiendo del eje ele´ctrico del QRS, que describe la orientacio´n del plano
frontal. Normalmente, el eje QRS oscila entre −30◦y +100◦. Si el eje es ma´s negativo que
−30◦ se habla de desviacio´n a la izquierda y si es ma´s positivo que +100◦, de desviacio´n
a la derecha. La desviacio´n del eje a la izquierda puede representar una variacio´n normal,
pero suele asociarse a hipertrofia del ventr´ıculo izquierdo, bloqueo del fasc´ıculo anterior
de la rama izquierda (bloqueo o semibloqueo fascicular anterior izquierdo) o infarto de
miocardio de la cara inferior. La desviacio´n del eje a la derecha tambie´n puede suponer
una variacio´n normal (sobre todo, en los nin˜os y adultos jo´venes) o un falso hallazgo
debido a la colocacio´n invertida de los electrodos de los miembros superiores. Tambie´n
se observa en estados de sobrecarga ventricular derecha (aguda o cro´nica), infarto de la
pared lateral del ventr´ıculo izquierdo, dextrocardia, neumoto´rax izquierdo o bloqueo fas-
cicular posterior izquierdo [Avendan˜o et al., 2009; Fauci et al., 2009]. El complejo QRS
esta´ formado por las ondas Q, R y S, aunque se pueden presentar otras denominadas R’
y S’. Su duracio´n es de aproximadamente 100 ms [Avendan˜o et al., 2009].
Intervalo PP Corresponde al espacio de tiempo entre el comienzo de la onda P y el
comienzo de la siguiente onda P [Avendan˜o et al., 2009].
Intervalo RR Corresponde al intervalo de tiempo entre la onda R de un complejo QRS
y la onda R del siguiente complejo QRS [Avendan˜o et al., 2009].
1.1.5. Alteraciones en el ECG
Algunas alteraciones del ECG [Go´mez-Mart´ın et al., 2003]:
Hipertrofia
Auricular: ondas P > 0.12 s en V1.
Auricular derecha: ondas P difa´sicas, ancho inicial en V1.
Auricular izquierda: ondas P difa´sicas, ancho final en V1.
Ventricular derecha:
R mayor que S en V1.
R que disminuye de V1 a V6.
QRS ancho.
Persistencia de S en V5 y V6.
Ventricular izquierda
Desviacio´n del eje a la izquierda.
QRS ancho.
Descenso progresivo de T con retorno a la l´ınea basal.
S en V1 y R en V5 > 25 ms.
Infarto
Ondas Q (infarto).
Ondas T invertidas (isquemia).
Segmento ST elevado (lesio´n).
Bloqueos
Aur´ıculo-Ventricular:
Primer grado PR > 0.20 s.
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Segundo grado 2/1, 3/1, 4/1 o Wenckebach (PR aumenta hasta que falta respuesta QRS).
Tercer grado. Bloqueo aur´ıculo-ventricular completo (las aur´ıculas y ventr´ıculos actu´an
independientemente).
Bloqueo de rama:
Bloqueo de rama, cuando el QRS > 0.12 s.
Bloqueo de rama derecha: R R’ en V1 o V2, S ancho en V5 y V6.
Bloqueo de rama izquierda: R R’ en V5, V6, S ancho en V1 y V2.
1.2. El Filtro de Kalman
El filtro de Kalman es esencialmente una serie de ecuaciones matema´ticas que implementan
un estimador tipo predictor-corrector que es o´ptimo en el sentido que minimiza el error estimado
de covarianza, cuando algunas condiciones son dadas. Desde el momento de su presentacio´n por
Rudolf E. Kalman en 1960 ha sido sujeto de investigacio´n y modificaciones en mu´ltiples aspectos
[Welch y Bishop, 2001]. Esto ha propiciado que gran parte de los avances en la computacio´n
digital se ha trabajado para hacer el filtro pra´ctico, pero tambie´n relativamente simple y robusto.
Raramente las condiciones necesarias para la optimalidad existen, sin embargo el filtro funcio-
na bien para la mayor parte de las aplicaciones, a pesar de esta situacio´n [Welch y Bishop, 2001].
1.2.1. El filtro de Kalman discreto
El filtro de Kalman presenta ventajas convenientes en cuanto al filtrado de la perturbacio´n
por l´ınea de alimentacio´n, ya que su efectividad no se ve afectada por las caracter´ısticas varia-
bles de la sen˜al card´ıaca como son los para´metros de amplitud, frecuencia y fase. Esto se deduce
utilizando el criterio de evaluacio´n, mas espec´ıficamente la relacio´n sen˜al a ruido (SNR) y las
magnitudes de las sen˜ales en el espectro de frecuencias.
Otros algoritmos de filtrado pueden presentar un rendimiento similar, sin embargo presentan
dificultades al manejar sen˜ales tan variables como las card´ıacas [Avendan˜o et al., 2009]. El filtro
de Kalman no presenta este inconveniente ya que se enfoca al modelo matema´tico del ruido y
gracias a esto lo puede remover sin afectar la informacio´n contenida en la sen˜al.
El proceso a ser estimado
El filtro de Kalman apunta al problema general de tratar de estimar el estado x ∈ Rn de un
proceso controlado en tiempo discreto que es gobernado por una ecuacio´n en diferencia lineal
estoca´stica, con una medicio´n z ∈ Rm tambie´n dependiente de los estados internos del sistema.
xk = Axk−1 +Bµk + wk−1 (1.1)
zk = Hxk + vk (1.2)
Donde las matrices A y H describen el comportamiento no forzado del sistema (o el com-
portamiento a entrada cero), mientras que la matriz B caracteriza el efecto de la entrada (o el
control) sobre la dina´mica del sistema [Franklin et al., 2010; Jamshidi y Malek-Zavarei, 1986].
Las variables aleatorias wk y vk representan respectivamente, el ruido del proceso y de la
medicio´n. Se asumen que son independientes una de la otra, blancas y con distribucio´n normal
de probabilidad [Welch y Bishop, 2001].
p(wk) ∼ N(0, Q) (1.3)
p(vk) ∼ N(0, R) (1.4)
En la pra´ctica la covarianza del ruido del proceso Q y la covarianza del ruido de la medicio´n R
son matrices que pueden cambiar con cada paso en el tiempo o medicio´n, sin embargo se asume
que son constantes.
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La matriz A de n × n en la ecuacio´n en diferencias relaciona el estado en el paso anterior
k − 1 con el estado actual, en ausencia de funcio´n de conduccio´n o ruido del proceso. No´tese
que en la pra´ctica A puede cambiar con cada paso del tiempo, pero aqu´ı se asume constante. El
vector B de n posiciones se relaciona con la entrada opcional de control µ ∈ Rn al estado x. La
matriz H de m×m en la ecuacio´n en diferencias relaciona el estado actual con la medicio´n. En
la pra´ctica la matriz H puede cambiar con cada paso del tiempo, pero aqu´ı se asume constante.
Los or´ıgenes computacionales del filtro
Se define xˆ−k ∈ R
n como el estado estimado a priori en el paso k dado el conocimiento del
paso previo del proceso , y xˆk ∈ R
n va a ser el estado estimado a posteriori dada la medicio´n
zk. Se puede definir los errores de estimacio´n a priori y a posteriori como:
e−k , xk − xˆ
−
k (1.5)
ek , xk − xˆk (1.6)
La covarianza del error a priori es entonces:
P−k = E{e
−
k (e
−
k )
⊤} (1.7)
y la covarianza del error a posteriori :
Pk = E{eke
⊤
k } (1.8)
En las ecuaciones posteriores de Kalman, se inicia con el objetivo de encontrar una ecuacio´n
que calcula una estimacio´n de estado a posteriori xˆk, como una combinacio´n lineal de un estimado
a priori xˆ−k y una diferencia ponderada entre una medida real zk y una prediccio´n de esta medida
Hxˆ−k , como se muestra en la siguiente ecuacio´n [Haykin, 2001; Welch y Bishop, 2001].
xˆk = xˆ
−
k +K(zk −Hxˆ
−
k ) (1.9)
Donde la matriz K contiene los factores de ponderacio´n o peso que multiplican a la diferencia
entre la medicio´n real y la medicio´n estimada. Este factor de ponderacio´n es tambie´n conocido
como la ganancia de Kalman.
La diferencia (zk −Hxˆ
−
k ) en la ecuacio´n anterior es llamada la innovacio´n de la medida o el
residuo. El residuo refleja la discrepancia entre la medida predicha Hxˆ−k y la medida real zk. Un
residuo de cero significa que ambos esta´n en completa concordancia.
La matriz K de n×m en la ecuacio´n es elegida para ser la ganancia o factor que minimiza la
covarianza del error a posteriori. Esta minimizacio´n puede ser lograda sustituyendo una ecuacio´n
en otra, despejando y posteriormente tomando la derivada de la expresio´n con respecto a K y
por ultimo igualando a 0 [Haykin, 2001; Welch y Bishop, 2001].
Kk = P
−
k H
⊤(HP−k H
⊤ +R)−1 =
P−k H
⊤
HP−k H
⊤ +R
(1.10)
De acuerdo a la ecuacio´n anterior se observa que mientras la covarianza del error de medicio´n
R se aproxima a cero, la ganancia K agrega peso al residuo ma´s pronunciadamente, es decir,
l´ım
Rk→0
Kk = H
−1 (1.11)
Donde Rk representa la covarianza del error de la medicio´n en cada paso de tiempo k.
Otra manera de pensar acerca de la ponderacio´n por K es que mientras la covarianza del error
de medicio´n (Rk) se acerca a cero, la medida actual zk es ma´s “confiable”, mientras la medicio´n
predicha Hxˆ−1k es cada vez menos confiable (como se muestra en la ecuacio´n (1.9)). Por otro
lado, mientras la covarianza del error del estimado a priori P−k se aproxima a cero sucede lo
contrario [Haykin, 2001; Van Dooren et al., 2011; Welch y Bishop, 2001].
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Los or´ıgenes probabil´ısticos del filtro
La ecuacio´n (1.9) esta´ sustentada en la probabilidad del estimado a priori Xˆ−k condicionado
por todas las mediciones anteriores zk (Regla de Bayes) [Welch y Bishop, 2001]. Por ahora el
to´pico mas importante es que el filtro de Kalman mantiene los dos momentos de distribucio´n de
estados.
E{xk} = xˆk (1.12)
Pk = E{(xk − xˆk)(xk − xˆk)
⊤} (1.13)
El estado estimado a posteriori refleja la media (primer momento) de la distribucio´n de estado,
siempre y cuando se cumpla:
p(w) ∼ N(0, Q) (1.14)
p(v) ∼ N(0, R) (1.15)
La covarianza del error de estimacio´n a posteriori refleja la varianza de la distribucio´n de estado
[Papoulis, 1989].
p(xk|zk) ∼ N(E{xk}, E{(xk − xˆk)(xk − xˆk)
⊤}) (1.16)
Algoritmo del filtro de Kalman discreto
El filtro de Kalman estima un proceso usando una forma de realimentacio´n y control: el filtro
estima el estado del proceso en un tiempo y despue´s obtiene la realimentacio´n en forma de
mediciones (ruidosas). Las ecuaciones del filtro de Kalman caen en dos grupos: Ecuaciones de
actualizacio´n de tiempo y ecuaciones de actualizacio´n de mediciones. Las ecuaciones de actua-
lizacio´n de tiempo son responsables de proyectar hacia adelante (en el tiempo) el estado actual,
al igual que la estimacio´n del error de covarianza, con el fin de obtener los estimados a priori que
son utilizados en el siguiente paso. Las ecuaciones de actualizacio´n de medidas pueden ser vistas
como ecuaciones correctoras. De hecho el algoritmo final de estimacio´n reu´ne los algoritmos de
prediccio´n-correccio´n para la resolucio´n de problemas nume´ricos.
Figura 1.6.: Funcionamiento del filtro de Kalman.
Las ecuaciones espec´ıficas para actualizacio´n de tiempo y medidas se presentan a continuacio´n:
xˆ−k = Axˆk−1 +Bµk (1.17)
P−k = APk−1A
⊤ +Q (1.18)
De nuevo no´tese como la actualizacio´n de tiempo en las ecuaciones (1.17) y (1.18) proyecta
el estado y la covarianza estimados adelante en el tiempo del paso k − 1 al paso k. A y B son
matrices del modelo de estados mientras que Q es la varianza del ruido del proceso [Maybeck,
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Kk = P
−
k H
⊤(HP−k H
⊤ +R)−1 (1.19)
xˆk = xˆ
−
k +Kk(zk −Hxˆ
−
k ) (1.20)
Pk = (I −KkH)P
−
k (1.21)
Con la ecuacio´n (1.19) se realiza el ca´lculo de la ganancia de Kalman, Kk. La ecuacio´n (1.20),
permite medir el proceso para obtener zk, y despue´s generar un estimado del estado a posteriori,
incorporando la medicio´n. Por u´ltimo, con la ecuacio´n (1.21), se obtiene la covarianza de error
estimada a posteriori.
Despue´s de cada par de actualizacio´n de tiempo y mediciones, el proceso es repetido con
el estimado previo a posteriori usado para proyectar o predecir el nuevo estimado a priori.
Esta naturaleza recursiva es una de las buenas cualidades del filtro de Kalman, lo que hace
pra´cticas muchas implementaciones. El filtro de Kalman a pesar de sus condiciones recursivas
basa su estimado actual en todas las mediciones pasadas. La siguiente figura ofrece un esquema
completo de la operacio´n del filtro.
Figura 1.7.: Esquema completo de la operacio´n del Filtro de Kalman.
Siendo P−k el estimado de la covarianza del error a priori y Rk la covarianza del error medio.
1.2.2. Procesamiento digital de sen˜ales
Los sistemas en tiempo real (STR), se asocian generalmente con aplicaciones donde el nu´mero
de procesadores que interactu´an, al igual que la cantidad de restricciones impuestas, esta´n en
continuo crecimiento [Avendan˜o et al., 2004]. Por tanto, para dichos casos, es importante gene-
rar un equilibrio entre tareas realizadas, tiempos de proceso y resultados obtenidos, de manera
que se garantice una eficiente operacio´n de conjunto. Adicionalmente, en las u´ltimas de´cadas,
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los dispositivos digitales con amplia escala de integracio´n, se vienen convirtiendo en soluciones
o´ptimas y de costo reducido, para aplicaciones con cierta envergadura [Avendan˜o et al., 2004].
Razo´n por la cual, fabricantes como: Texas Instruments (TI ), Motorola y Analog Devices, entre
otros, han desarrollado soluciones a nivel de DSP, que permiten la ejecucio´n de tareas comple-
jas de ca´lculo, con alta relacio´n entre velocidad de proceso y capacidad de memoria, adema´s
ajustables a STR.
De otro lado, las te´cnicas de ana´lisis automatizado, cobran cada vez ma´s fuerza dentro del
campo de la medicina aplicada, debido principalmente a su capacidad para efectuar valoracio´n
cl´ınica, optimizada en te´rminos de reduccio´n de tiempo de diagno´stico y reduccio´n de error
[Avendan˜o et al., 2004]. Con respecto a este u´ltimo punto, se presenta la aplicacio´n de te´cni-
cas de procesamiento digital sobre biosen˜ales, partiendo de una metodolog´ıa enfocada hacia la
implementacio´n en un dispositivo de hardware (DSP), en el caso particular de procedimientos
de ca´lculo de frecuencia fundamental (pitch) [Avendan˜o et al., 2004], en sen˜ales de voz y en
la deteccio´n de complejos QRS [Avendan˜o et al., 2004], en sen˜ales electrocardiogra´ficas, entre
otras.
Finalmente, se aclara que para este proyecto en particular se utiliza un procesador de TI, el
TMS320F2812, el cual es el nu´cleo de la tarjeta eZdspTM F2812 (ver Ape´ndice B).
Disen˜o del sistema en tiempo real
En la metodolog´ıa de disen˜o para STR, existen una serie de pasos que deben ser tenidos en
cuenta [Avendan˜o et al., 2004]:
La primera parte del disen˜o de un STR consiste en identificar las restricciones (principal-
mente de tiempo) que deben ser satisfechas por el sistema.
Se realiza un diagrama de bloques, indicando las partes funcionales que integrara´n el
STR.
Seleccio´n de los componentes individuales, tomando en cuenta la arquitectura propuesta
y respetando siempre las restricciones de tiempo que se imponen.
Realizacio´n de un diagrama de conexiones f´ısicas necesarias entre dispositivos, al igual
que un conjunto de pruebas de escritorio (simulaciones, ca´lculo de tiempos internos y de
respuesta, entre otras). Si las pruebas realizadas acreditan un comportamiento adecua-
do, se procede a la realizacio´n del prototipo, junto con pruebas reales, para conocer el
desempen˜o final del sistema.
Las pruebas reales (mediciones de voltaje, frecuencia, tiempos, entre otras) aplicadas al
sistema bajo condiciones normales de operacio´n, determinan si el sistema desarrollado
cumple con las especificaciones requeridas.
Se utiliza la herramienta de software Code Composer Studio, creada para interactuar con los
dispositivos fabricados por la compan˜´ıa Texas Instruments.
Dicha interfaz, se desarrolla sobre una plataforma operativa Windows, al tiempo que utiliza
como lenguaje de base, el conjunto de comandos Ansi C, permitiendo desarrollar aplicaciones en
un entorno ma´s amigable que los convencionales, basados en lenguaje ensamblador (Assembler)
[Avendan˜o et al., 2004].
1.3. Ruido y perturbaciones
Las perturbaciones pueden ser producidas por diferentes fuentes de cara´cter artificial o biolo´-
gico las cuales deben ser removidas o reducidas de acuerdo a su cara´cter determinista o aleatorio
segu´n sea el caso [Avendan˜o et al., 2009].
Existen varios tipos de perturbaciones que se mencionara´n a continuacio´n.
Entre los tipos de perturbaciones se cuentan:
Ruido por l´ınea de potencia: ruido producido por la red ele´ctrica a 60 Hz.
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Ruido electroquiru´rgico: se caracteriza por tener gran espectro de frecuencia y destruir
totalmente el ECG.
Ruido electromiogra´fico: ruido producido por contraccio´n muscular.
Ruido producido por desviacio´n de l´ınea base.
Ruido por contacto de electrodos.
1.3.1. Interferencia de la l´ınea de potencia
La amplificacio´n y el registro de biopotenciales, presentan frecuentemente problemas de inter-
ferencia originados por la red de distribucio´n ele´ctrica [Avendan˜o et al., 2009]. La presencia de
esta red conlleva la aparicio´n de campos ele´ctricos y magne´ticos que interaccionan tanto con el
sistema de medida como con el paciente. Entre las fuentes de interferencia se incluyen sistemas
de iluminacio´n, cables AC y tomas de corriente u otros equipos que operen cerca.
1.3.2. Ruido electroquiru´rgico
El ruido electroquiru´rgico destruye completamente el ECG y puede ser representado con una
gran cantidad de sinusoides, con frecuencias aproximadamente entre 100 kHz y 1 MHz. Como la
frecuencia de muestreo de una sen˜al ECG esta´ entre 250 Hz y 1000 Hz, se puede adicionar una
versio´n para´sita de la sen˜al a la sen˜al ECG. La amplitud, duracio´n y posiblemente la frecuencia
de aliasing debe ser variable. Se caracteriza por tener una amplitud del 200% de la amplitud
pico a pico del ECG, un contenido frecuencial con aliasing de 100 kHz a 1 MHz, duracio´n entre
1 s y 10 s.
1.3.3. Ruido por contraccio´n muscular
La actividad ele´ctrica de los mu´sculos da lugar a los miopotenciales, debido a la despolariza-
cio´n y repolarizacio´n de las fibras musculares de las membranas. Se ha denominado a la actividad
muscular sen˜al electromiogra´fica (EMG), la cual se encuentra en el rango de 100 − 300 µV. Su
amplitud puede alcanzar hasta 4− 5 mV durante prueba de esfuerzo. Las sen˜ales resultantes de
la contraccio´n muscular pueden ser asumidas como quiebres transitorios de ruido gaussiano de
media cero en banda limitada.
1.3.4. Ruido por desplazamiento de la l´ınea base debido a la
respiracio´n
El desplazamiento de la l´ınea base por respiracio´n puede ser representado como una compo-
nente sinusoidal en la frecuencia de respiracio´n adherida a la sen˜al de ECG. El espectro de la
sen˜al contaminada muestra espectros adicionales de 0.15− 0.30 Hz.
1.3.5. Artefactos por contacto de electrodos
Los artefactos por contacto de electrodos son causados por la pe´rdida de contacto entre el
electrodo y la piel, la cual efectivamente desconecta el sistema de medicio´n del sujeto. La pe´rdida
de contacto puede ser permanente o intermitente.
1.4. Criterios para medir la efectividad de los filtros
Las siguientes medidas brindan criterios para la evaluacio´n del filtrado.
PRD (Percentage Root Difference). Representa una medida convencional de distorsio´n y
se utiliza generalmente en algoritmos de compresio´n de sen˜ales. Se define como:
PRD =
√∑N
n=1
(x(n)− x˜(n))2∑N
n=1
x2(n)
× 100 (1.22)
donde x(n) es la sen˜al original, x˜(n) es la sen˜al reconstruida, y N es el taman˜o de la
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ventana sobre el cual se calcula el PRD [Avendan˜o et al., 2009].
SNR (Relacio´n sen˜al a ruido). La relacio´n sen˜al a ruido (SNR), se expresa como:
SNR = 10 log
∑N
n=1
(x(n)− x¯)2∑N
n=1 (x(n)− x˜(n))
2
(1.23)
donde se observa que a menor error entre la sen˜al original y la sen˜al filtrada, se incrementa
el SNR [Avendan˜o et al., 2009]. La relacio´n entre el SNR y el PRD es:
SNR = −20 log(0.01PRD) (1.24)
Coeficiente de correlacio´n cruzada. Con el fin de obtener una medida que tenga en cuenta
el grado de similitud entre las sen˜ales original x y filtrada y, se emplea el coeficiente de
correlacio´n cruzada de Pearson ρxy, calculado mediante [Avendan˜o et al., 2009]:
ρxy =
Cxy√
CxxCyy
(1.25)
donde Cxy es la covarianza cruzada, x y y las sen˜ales a las que se les quiere calcular los
coeficientes.
Error cuadra´tico medio (potencia media del error). Este tipo de error es empleado en la
ponderacio´n de la aproximacio´n de una sen˜al mediante una expansio´n o representacio´n
ortogonal. Se define como:
ǫ¯2 = RMS =
1
N
N∑
n=1
(x(n)− x˜(n))2 (1.26)
Medidas WDD. Existen algunos acercamientos conceptuales a esta clase de medidas de
error, entre ellos esta´ la medida de distorsio´n diagno´stica ponderada (WDD) [Avendan˜o
et al., 2009], la cual es basada en caracter´ısticas diagnosticas del complejo PQRST (tales
como duracio´n de la onda P, intervalo QT, forma de la onda T, elevacio´n del intervalo ST)
de la sen˜al original y de la reconstruida. A diferencia de otras mediciones convencionales
de distorsio´n (tales como el error cuadra´tico medio RMS o el PRD), el WDD contiene
informacio´n diagnostica directa, por lo tanto contiene mayor significado y utilidad [Zigel
et al., 2000; Avendan˜o y Rodr´ıguez, 2006].
1.5. Estado del arte
Un problema ba´sico en electrocardiograf´ıa es la reduccio´n de las perturbaciones que pueden
afectar a la sen˜al electrocardiogra´fica, entre las que se encuentran la interferencia de l´ınea de
potencia, la interferencia de l´ınea base, el fluido electromiogra´fico, artefactos por desconexio´n de
electrodos, entre otros [Avendan˜o et al., 2009].
1.5.1. Electrocardio´grafos convencionales
El ECG esta´ndar que se utiliza para fines diagno´sticos a nivel internacional se realiza con un
electrocardio´grafo digital de 12 canales. Estos equipos me´dicos deben cumplir con un conjunto
de requisitos ele´ctricos y de compatibilidad electromagne´tica (EMC) que establece la Comisio´n
Electro´nica Internacional (IEC) para esta clase de equipos [Ferna´ndez et al., 2005].
Las prestaciones principales de un electrocardio´grafo son:
1. Adquisicio´n simulta´nea de todas las derivaciones del ECG esta´ndar.
2. Impresio´n de hasta 12 derivaciones de ECG en papel te´rmico de 210 mm de ancho.
3. Almacenamiento de casos en memoria.
4. Conexio´n a diferentes perife´ricos con diversidad de puertos.
5. Medicio´n y diagno´stico automa´tico del ECG.
1.5. Estado del arte 21
6. Deteccio´n y visualizacio´n de la espiga de marcapasos.
Para eliminar el ruido introducido al ECG normalmente se utilizan amplificadores en modo
diferencial o de instrumentacio´n, como por ejemplo el CI AD620. Adema´s de esto, se aplican
filtros pasabanda entre 0.5 Hz y 150 Hz, que es la banda de frecuencia internacionalmente
aceptada en la cual se encuentra localizado el espectro del ECG [Robledo-Carmona et al., 1993].
Para la eliminacio´n del ruido proveniente de la red ele´ctrica que es uno de los principales
factores de distorsio´n en el ECG, se utilizan filtros rechaza banda sintonizados a una frecuencia
de 60 Hz; sin embargo, este tratamiento no es recomendable ya que pueden haber componentes
con informacio´n acerca del funcionamiento del corazo´n contenidas en esta banda, adema´s el
filtro puede atenuar componentes cercanas a la banda de 60 Hz lo que puede distorsionar la
informacio´n obtenida.
1.5.2. Me´todos para la eliminacio´n de interferencia AC en
sen˜ales ECG
Estrategias estacionarias de remocio´n de perturbaciones
Estas estrategias se utilizan para eliminar las interferencias ocasionadas por la l´ınea de po-
tencia, utilizando la te´cnica de filtro ranura tipo IIR y los filtros adaptativos de estimacio´n
incremental (EI). La te´cnica IIR usa la proyeccio´n vectorial para encontrar los mejores valores
iniciales de los filtros ranura, mientras que la te´cnica EI se basa en la estimacio´n de la amplitud
de la interferencia ignorando la sen˜al deseada. Ambas te´cnicas funcionan adecuadamente, asu-
miendo que la sen˜al a filtrar es de tipo estacionario; sin embargo, cuando la sen˜al sufre alguna
variabilidad por efecto temporal, puede perder su capacidad de seguimiento [Avendan˜o et al.,
2009].
Remocio´n de perturbaciones utilizando filtros IIR. Cuando una sen˜al conta-
minada pasa a trave´s de un filtro IIR para la remocio´n de la interferencia sinusoidal, la respuesta
transitoria distorsiona la salida del filtro en el inicio [Pei y Tseng, 1995]. Si se aumenta el factor
de calidad del filtro, es decir, se hace ma´s estrecha la banda rechazada, se incrementa el transi-
torio y viceversa. Por lo tanto, hay un compromiso entre la selectividad del filtro y la duracio´n
del per´ıodo transitorio [Avendan˜o et al., 2009].
Reduccio´n mediante el filtro adaptativo de estimacio´n incremental. El
filtro de estimacio´n incremental se basa en la estimacio´n de la amplitud de la interferencia ig-
norando la sen˜al deseada. Se puede demostrar que la amplitud e(n) en una muestra de una
interferencia sinusoidal se puede calcular en te´rminos de la amplitud de las dos muestras ante-
riores [Avendan˜o et al., 2009].
Estrategias no estacionarias de remocio´n de perturbaciones
Se han hecho numerosos intentos para disen˜ar un algoritmo que permita extraer la sen˜al
sinusoidal de una sen˜al de entrada no estacionaria de componentes mu´ltiples. Una de las te´cnicas
emplea filtrado adaptativo con un filtro ranura. Una herramienta ideal de ana´lisis en el dominio
de la frecuencia tal como la transformada discreta de Fourier (DFT) pierde su efectividad cuando
la frecuencia de la sen˜al de entrada var´ıa con el tiempo. Los me´todos convencionales de ana´lisis
de sen˜al, por lo tanto, no se han podido utilizar cuando se estudian sen˜ales no estacionarias. Se
han desarrollado herramientas de procesamiento de sen˜ales en el dominio del tiempo para atacar
el problema, un ejemplo del cual es la transformada wavelet. Se han propuesto me´todos alternos
de extraccio´n y ana´lisis de sen˜ales sinusoidales. Estos se refieren a una nueva clase de algoritmos
de procesamiento de sen˜ales, cuyo desarrollo no sigue los me´todos tradicionales [Avendan˜o et al.,
2009].
Algoritmo ASIC. En el me´todo denominado supresor adaptativo de interferencias sinu-
soidales (ASIC –Adaptative Sinusoidal Interference Canceller), el problema de la cancelacio´n de
interferencias sinusoidales se formula como sigue:
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Dada la sen˜al recibida, r(kTs):
r(kTs) = s(kTs) + α cos(ω0kTs + φ) (1.27)
Donde s(kTs) es la sen˜al deseada, Ts es el per´ıodo de muestreo, ω0 es la frecuencia conoci-
da; mientras que α y φ representan la amplitud y la fase desconocidas, respectivamente de la
interferencia sinusoidal. Se supone que α > 0 y que φǫ[0, 2π). El objetivo principal es extraer
sin distorsio´n s(kTs) de la sen˜al contaminada r(kTs). Cuando α y φ son obtenidos con preci-
sio´n, s(kTs) puede recuperarse substrayendo una sinusoide sinte´tica, la cual se caracteriza por
la amplitud y fase estimadas de r(kTs) [Avendan˜o et al., 2009].
Algoritmo ASIMC. En la presencia de sinusoides interferentes con incertidumbres pe-
quen˜as en las frecuencias de interferencia, se aplica el me´todo planteado como supresor adapta-
tivo de interferencias sinusoidales mu´ltiples (Adaptative Sinusoidal Interference Multiple Can-
celler). En este caso la sen˜al recibida, r(kTs), se expresa como:
r(kTs) = s(kTs) +
M∑
i=1
αi cos[(ωi +∆ωi)kTs + φi] (1.28)
Donde s(kTs) es la sen˜al de fuente estacionaria, Ts es el periodo de muestreo y (ωi +∆ωi), αi y
φi, i = 1, 2, . . . ,M . Esta expresio´n representa las frecuencias, amplitudes y fases de las sinusoides
interferentes, respectivamente. La tarea es estimar s(kTs) de las sen˜al contaminada r(kTs). El
algoritmo se evalu´a con el coeficiente SNRir [Avendan˜o et al., 2009].
Algoritmo NAENS. Es un me´todo lineal adaptativo para la extraccio´n de sen˜ales si-
nusoidales no estacionarias que interfieren con las sen˜al ECG (algoritmo NAENS por sus siglas
en ingle´s). Sea u(t) una sen˜al que representa una tensio´n o corriente. Esta funcio´n es continua
y cuasi perio´dica. Una componente sinusoidal de esta funcio´n y(t) = A senφ(t), es de intere´s;
donde A es la amplitud y φ(t) representa la fase total de esta componente. Cuando la frecuencia
es fija, el te´rmino φ(t) se puede expresar como ωt+ δ, en el cual ω es la frecuencia en rad/s y δ
es la fase constante. Idealmente los para´metros A,ω y δ son cantidades fijas; pero en la pra´ctica
esta suposicio´n no siempre es cierta. En una situacio´n t´ıpica, u(t) tiene la forma general:
u(t) =
∞∑
i=0
Ai senφi + n(t) (1.29)
En la cual n(t) denota la perturbacio´n o ruido superpuesto. En la pra´ctica todos los para´metros
de las sinusoides constituyentes pueden sufrir variaciones con el tiempo. El objetivo es extraer
de u(t) una componente sinusoidal ma´s o menos especificada [Avendan˜o et al., 2009].
Transformada wavelet. Se encuentran diferentes me´todos basados en transformada
wavelet (TW), para reducir el ruido presente en la sen˜al ECG (considerando dicho ruido como
blanco gaussiano, variaciones en la l´ınea base y l´ınea de alimentacio´n). Dichos me´todos son
aplicados despue´s de la adquisicio´n de la sen˜al ECG, trata´ndose en todos los casos como me´todos
de procesamiento de sen˜ales fuera de l´ınea. La caracter´ıstica comu´n de estos me´todos es la
utilizacio´n de la TW para cambiar el dominio de la sen˜al. En este dominio se lleva a cabo
una serie de operaciones sobre los coeficientes, realizando normalmente una umbralizacio´n y
posteriormente el ca´lculo de la transformada inversa para trasladar la sen˜al al dominio del
tiempo una vez ha sido modificada. El efecto de la TW es filtrar la sen˜al mediante un banco de
filtros de dos tipos: pasa bajas o aproximacio´n y pasa altas o detalles. El nu´mero de veces que
es filtrada la sen˜al viene determinado por el nivel de descomposicio´n. Para reducir el ruido de
la sen˜al, se eliminan los componentes obtenidos en la transformada wavelet que se encuentren
por debajo de cierto umbral o se multiplican por un factor de ponderacio´n, antes de llevar a
cabo la transformada inversa. En estos elementos, el umbral o la ponderacio´n, se encuentran las
diferencias ma´s significativas entre la mayor´ıa de me´todos propuestos en trabajos relacionados
con esta aplicacio´n [Avendan˜o et al., 2009, 2005].
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Algoritmo basado en el filtro de Kalman. La extraccio´n de sen˜ales ECG de alta
resolucio´n desde mediciones ruidosas es uno de los mayores problemas en el procesamiento digital
de sen˜ales biome´dicas y todav´ıa sigue abierto hasta el presente [Avendan˜o et al., 2006]. Dado
que las sen˜ales ECG son no estacionarias por naturaleza, las te´cnicas aplicadas tradicionalmente
para el procesamiento de sen˜ales son ineficaces.
Una de las te´cnicas ma´s eficaces aplicadas al procesamiento de sen˜ales ECG es el filtro de
Kalman. Se incluyen variantes como el Filtro de Kalman Dual (DKF), que extrae los para´metros
del sistema variantes en el tiempo y las variables de estado de una secuencia ECG [Avendan˜o
et al., 2006].
Este tipo de te´cnicas ha demostrado a trave´s de diferentes estudios [Avendan˜o et al., 2006,
2009, 2005] ser una de las ma´s efectivas, por lo tanto son las que tienen mayor aplicacio´n y
horizonte para utilizar.

Cap´ıtulo 2
Disen˜o experimental
2.1. Base de datos
La base de datos utilizada contiene una amplia cantidad de registros tomados con normasestandarizadas internacionalmente. La base de datos es proporcionada por el MIT-BIH y es
conocida como Physio00Net [Goldberger et al., 2000].
Physio00Net ofrece acceso gratuito en la web a grandes colecciones de sen˜ales fisiolo´gicas
grabadas (Physio00Bank) y software de co´digo libre relacionado (Physio00ToolKit).
2.1.1. Registros y bases de datos
Cada base de datos consiste en una serie de registros, identificados por su nombre. En la
mayor´ıa de los casos, un registro consiste de al menos tres archivos, los cuales son nombrados
usando el nombre del registro, seguido de extensiones diferentes que indican su contenido. Por
ejemplo, la base de datos de arritmia del MIT-BIH incluye el registro 100; conformado por los
tres archivos 100.atr, 100.dat y 100.hea. Casi todos los registros incluyen un archivo binario
.dat de la sen˜al, conteniendo muestras digitalizadas de una o ma´s sen˜ales; estos archivos pueden
ser muy extensos.
El .hea (header) es un texto corto que describe las sen˜ales (incluyendo el nombre o la URL
del archivo de sen˜al, formato de almacenamiento, nu´mero y tipo de sen˜ales, tiempo de muestreo,
datos de calibracio´n, caracter´ısticas del digitalizador, duracio´n del registro y tiempo de inicio).
La mayor´ıa de registros incluyen uno o ma´s archivos de anotaciones binarios (en el ejemplo, .atr
denota un archivo de anotacio´n). Los archivos de anotacio´n contienen series de etiquetas, cada
una de las cuales describe una caracter´ıstica de una o ma´s sen˜ales en un tiempo especificado en el
registro; 100.atr, por ejemplo, contiene una anotacio´n por cada complejo QRS (latido card´ıaco)
en la grabacio´n, indicando su ubicacio´n (tiempo de ocurrencia) y tipo (normal, ventricular,
ecto´pico, etc.), as´ı como otras anotaciones indican cambios en el ritmo card´ıaco predominante
y en la calidad de la sen˜al. En otras bases de datos, las anotaciones marcan caracter´ısticas de
las sen˜ales.
2.1.2. Lectura de registros y software
Physio00net tiene una herramienta llamada Physio00Toolkit, que consiste en un software de
co´digo abierto que sirve para la lectura y ana´lisis de datos provenientes de Physio00Bank, y es
utilizable en gran variedad de sistemas operativos.
Este software utiliza la librer´ıa WFDB que es una serie portable de funciones para lectura
y escritura de la sen˜al, anotaciones y archivos de encabezados en los formatos utilizados en
Physio00Bank, entre otros. Esta librer´ıa puede ser usada por un software propio escrito en
C, C++, Fortran, Java, Matlab, Perl, Phyton y otros lenguajes. La ventaja de incorporar la
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librer´ıa WFDB en un software de aplicacio´n, en lugar de tratar de escribir un co´digo propio
para la lectura de Physio00Bank (adema´s del inmediato ahorro de esfuerzo), es el soporte para
nuevos formatos de archivos y nuevos me´todos de acceso a archivos que se agregan a la librer´ıa
perio´dicamente; y el software puede entonces incorporar estas mejoras simplemente recompilando
con la u´ltima versio´n de la librer´ıa WFDB.
Una opcio´n de trabajo es utilizar los programas rdsamp(1) y rdann(1) disponibles en [Gold-
berger et al., 2000] para convertir cualquier porcio´n deseada del Physio00Bank a un formato
de texto fa´cil de procesar. Las fuentes para estos programas esta´n incluidas en el paquete de
software WFDB; los binarios esta´n disponibles tambie´n para varios sistemas operativos.
Tambie´n es posible ejecutar estas herramientas en el servidor sin descargar el software; en
este caso, se puede capturar la salida usando el navegador.
2.1.3. Equipo utilizado
El equipo consta de un procesador digital de sen˜ales (DSP) de referencia F2812 del fabricante
Texas Instruments. Los F2810 y F2812 son los primeros DSPs construidos alrededor del nu´cleo de
procesamiento l´ıder en la industria C28xxx, y alcanzan nuevos esta´ndares de alto desempen˜o en
control embebido. Estos procesadores son utilizados en un amplio rango de aplicaciones digitales.
Tambie´n se utilizara´ el software Code Composer Studio V3.1 provisto junto con el DSP, que
se utiliza como interfaz con el DSP para programacio´n y visualizacio´n de resultados. Los detalles
te´cnicos de los equipos se pueden ver en el ape´ndice B.
Adema´s de esto se requiere un PC equipado con sistema operativo Windows XP para operar
adecuadamente el software, que adema´s cuente con un puerto paralelo para realizar la conexio´n
con el DSP. Tambie´n se utilizara el equipo de co´mputo para utilizar el software MatLab R© con
el fin de realizar simulaciones.
2.1.4. Registros Electrocardiogra´ficos
El procedimiento para obtener las sen˜ales ECG en la memoria del DSP, con el fin de disponer
de ellas para su procesamiento, consta de las siguientes etapas:
1. Descargar de la sen˜al en formato de texto desde la base de datos Physio00net [Goldberger
et al., 2000].
2. Utilizar el software Matlab R© para visualizar los datos y convertir a formato DAT, para
su lectura desde el DSP.
3. Almacenar la sen˜al en la memoria del DSP para realizar el filtrado.
Concretamente, se utilizan registros provenientes de base de datos Fantasia, disponible en
Physio00Bank [Goldberger et al., 2000]. Esta base de datos consiste de sujetos rigurosamen-
te examinados y saludables; veinte jo´venes (21 − 34 an˜os de edad) y veinte de mayor edad
(68− 85 an˜os de edad). Se observaron los sujetos durante 120 minutos de reposo mientras eran
recolectados los datos de ECG y respiracio´n; en la mitad de cada grupo tambie´n se incluyen
sen˜ales de presio´n sangu´ınea. Cada subgrupo de sujetos incluye igual nu´mero de mujeres y de
hombres.
Todos los sujetos permanecieron en un estado de reposo al ritmo sinusal mientras observaban
la pel´ıcula Fantasia (Disney, 1940) para ayudar a mantenerse alertas.
El ECG continuo, la respiracio´n y la presio´n sangu´ınea (donde esta´ disponible) se encuentran
digitalizadas a una frecuencia de muestreo de 250 Hz. Cada latido se documento´ utilizando un
algoritmo automatizado de deteccio´n de arritmia, y cada marca de latido fue inspeccionada
visualmente [Goldberger et al., 2000].
Particularmente se utilizan dos subgrupos, para conformar un total de 10 muestras que pro-
vienen de 5 sujetos jo´venes y 5 sujetos mayores. U´nicamente se analizan sen˜ales ECG, las cuales
se encuentran contaminadas con ruido aleatorio desde el momento de su adquisicio´n.
Para cada uno de los 10 sujetos se tienen 10 segundos de registros ECG, a una frecuencia de
muestreo de 250 Hz, para un total de 2500 muestras por cada individuo, ver Figura 2.1.
2.2. Preprocesamiento 27
Figura 2.1.: Sen˜al ECG visualizada en Matlab.
Sujeto Edad Sexo
1 77 F
2 73 F
3 73 M
4 81 M
5 76 M
6 23 F
7 28 F
8 34 M
9 31 M
10 23 M
Tabla 2.1.: Caracter´ısticas de los sujetos de la base de datos.
En la Tabla 2.1 se especifican las caracter´ısticas de los sujetos.
2.2. Preprocesamiento
Inicialmente es necesario descargar los archivos de la base de datos de Physio00net [Goldberger
et al., 2000]. Una vez se obtienen los datos en forma de texto plano, se introducen al software
Matlab, el cual presenta facilidad para la visualizacio´n y el ana´lisis de las sen˜ales, como se
muestra en la Figura 2.1. Adema´s de esto, este software es el que permitira´ aplicar la funcio´n
que entregue los datos en un formato recargable en el DSP F2812.
La funcio´n mat2dsp.m se muestra en el ape´ndice D [Rivera, 2010]. Esta funcio´n cumple con
el propo´sito de transformar los datos del formato de texto que se obtiene de la base de datos,
a formato hexadecimal con caracter´ısticas especificas, de forma que puedan ser utilizados por el
Code Composer Studio (CCS) para procesarlos a trave´s del DSP.
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Figura 2.2.: Sen˜ales ECG y espectros de frecuencia de sujetos de mayor edad.
2.3. Extraccio´n de caracter´ısticas
Inicialmente se adquieren la sen˜ales en el espacio de trabajo de Matlab. Se obtienen 10 sujetos
con 2500 muestras cada uno, lo que equivale a 10 segundos muestreados a 250 Hz. La visualizacio´n
en Matlab se muestra en las figuras 2.2 y 2.3. La Figura 2.2, contiene las sen˜ales provenientes
de los 5 primeros sujetos de la Tabla 2.1, los cuales son agrupados all´ı por presentar la mayor
edad; y en la Figura 2.3 se encuentran las sen˜ales provenientes del segundo subgrupo de sujetos
(del 5 al 10), los cuales conforman el grupo de menor edad.
Estas sen˜ales presentan un nivel de ruido alto. Este problema se genera durante la adquisicio´n,
debido a que las sen˜ales para´sitas interfieren con las producidas por el corazo´n.
Figura 2.3.: Sen˜ales ECG y espectros de frecuencia de sujetos de menor edad.
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De estas sen˜ales se pueden extraer caracter´ısticas importantes como el espectro de frecuencias,
en este espectro se observan las sen˜ales que llevan mayor potencia de la sen˜al y su frecuencia,
los espectros se encuentran al frente la sen˜al correspondiente.
En el espectro se observa que la mayor´ıa de la informacio´n se encuentra en frecuencias rela-
tivamente bajas, adema´s de esto, se observa una componente muy significativa a la frecuencia
de 60 Hz. Esta sen˜al es la interferencia proveniente de la red ele´ctrica, la cual causa grandes
inconvenientes en el proceso de lectura e interpretacio´n del ECG.
Para realizar la remocio´n efectiva de esta perturbacio´n de 60 Hz, se utiliza el filtro de Kal-
man, ya que este algoritmo logra reducir el ruido, afectando de forma mı´nima la informacio´n
importante que pueda existir en bandas de frecuencia cercanas.
2.4. Filtrado utilizando Matlab
Con el fin de comprobar el funcionamiento del filtro de Kalman y observar su funcionamiento
se aplica el algoritmo a la sen˜al ECG en el ambiente del software de simulacio´n Matlab. El
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Figura 2.4.: Sen˜al ECG ideal generada sinte´ticamente.
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Figura 2.5.: Sen˜al de ruido generada con varianza en amplitud y frecuencia.
procedimiento realizado se puede resumir en los siguientes pasos:
1. Extraer una subseccio´n de la sen˜al. La sen˜al completa dura 10 segundos y comprende
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2500 muestras; sin embargo, no es necesario aplicar el filtro a toda la sen˜al para verificar
su funcionamiento. Se extrae una subsen˜al de 500 muestras, para aplicarle el filtrado de
Kalman.
La sen˜al utilizada se genera sinte´ticamente utilizando la funcio´n “ecg” incluida en las
librer´ıas de Matlab. La sen˜al sintetizada se muestra en la Figura 2.4.
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Figura 2.6.: Sen˜ales ECG ideal contaminada.
2. Generar una sen˜al de ruido a 60 Hz, que se crea sinte´ticamente con el fin de evaluar el
filtro, Figura 2.5.
Esta sen˜al no es constante en frecuencia ni en amplitud, ya que se introdujo varianza a
ambas caracter´ısticas con el fin de asemejarse al ruido presente en la realidad. La sen˜al
de ruido presenta un 10% de la magnitud de la sen˜al ECG.
3. Adicionar el ruido a la sen˜al original generada, obteniendo como resultado una sen˜al ECG
contaminada con ruido que se aproxime al proveniente de la red ele´ctrica, Figura 2.6.
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Figura 2.7.: Espectro de la sen˜al contaminada.
En el espectro de frecuencia se observa la componente de ruido de 60 Hz introducida,
Figura 2.7.
4. Aplicar el algoritmo de Kalman discreto a la sen˜al. Este algoritmo se describe en detalle
en la Seccio´n 1.2. Se aplican las ecuaciones de actualizacio´n de tiempo (1.17) y (1.18) y
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las de actualizacio´n de medidas (1.19), (1.20) y (1.21) a la sen˜al ruidosa, con el propo´sito
de reducir el ruido introducido por la red ele´ctrica.
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Figura 2.8.: Sen˜al filtrada.
Una vez aplicado el filtro de Kalman se logra la remocio´n del ruido presente en la sen˜al,
como se muestra en la Figura 2.8.
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Figura 2.9.: Espectro de frecuencias de la sen˜al filtrada.
La remocio´n del ruido tambie´n se puede observar en el espectro de frecuencias, donde se
aprecia una disminucio´n en la componente de 60 Hz, Figura 2.9.
Al finalizar el filtrado se puede notar tanto en la forma de onda como en el espectro de frecuen-
cia la disminucio´n del ruido. En el espectro de frecuencias se puede apreciar ma´s directamente
las frecuencias atenuadas. Logra´ndose remover la componente de ruido de 60 Hz.
2.5. Evaluacio´n del desempen˜o del filtro
En la Seccio´n 1.4, se mencionan los criterios utilizados para la medicio´n de la efectividad de
los filtros.
Estos criterios o medidas sirven para evaluar la efectividad del filtro y se calculan tomando
las dos series de datos de las figuras 2.4 y 2.8.
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2.5.1. PRD Percentage Root Difference
En la ecuacio´n (1.22), se define el ca´lculo del PRD. Esta medida sirve para comparar una
sen˜al con otra, en este caso se compara la sen˜al original con la sen˜al reconstruida.
El resultado obtenido realizando el ca´lculo del PRD en Matlab, fue el siguiente.
PRD = 0.4337 (2.1)
El PRD representa el porcentaje de la ra´ız cuadrada de la relacio´n entre la energ´ıa del error
y la energ´ıa de la sen˜al original, en un nu´mero de muestras dado N . A menor error, se obtiene
menor ı´ndice PRD, por lo cual un valor bajo de este ı´ndice, representa un buen desempen˜o del
algoritmo de filtracio´n [Avendan˜o et al., 2009].
Un ı´ndice de 1 o menor indica gran similitud entre la sen˜al original y la reconstruida; por lo
tanto, el valor obtenido indica un desempen˜o muy bueno [Avendan˜o et al., 2009].
2.5.2. SNR
La relacio´n sen˜al a ruido (SNR), compara la magnitud del ruido presente en la sen˜al recons-
truida despue´s del filtrado, con la magnitud de la sen˜al y, a la vez involucra a la sen˜al original
como punto de referencia. Tambie´n existe una relacio´n entre el PRD y la SNR; e´sta se expresa
en la ecuacio´n (1.24). Utilizando esta relacio´n se calcula la SNR:
SNR = 47.2567 (2.2)
Un valor elevado de SNR indica que el ruido es pequen˜o comparado con la sen˜al que lleva la
informacio´n; por lo tanto, el filtro cumple el objetivo de reducir el nivel de ruido y preservar la
informacio´n presente en la sen˜al.
2.5.3. Coeficiente de correlacio´n cruzada
El coeficiente de correlacio´n cruzada mide el grado de similitud entre dos sen˜ales. En la
ecuacio´n (1.25), se define esta relacio´n: entre ma´s cercano sea el valor a 1, ma´s similitud existe
entre las sen˜ales analizadas. El valor obtenido, comparando las sen˜ales original y filtrada es:
ρxy = 0.9991 (2.3)
El resultado obtenido es muy aproximado al valor ideal (1); por lo tanto, es posible concluir
que las sen˜ales presentan una relacio´n muy cercana a la ideal [Avendan˜o et al., 2009].
2.5.4. Error cuadra´tico medio de potencia
El error cuadra´tico medio de potencia o potencia media del error, es un indicador de que´
tanta potencia posee el error presente, tomando la diferencia entre dos sen˜ales. Cuanto ma´s se
acerque este valor a 0, existe mayor ajuste entre la sen˜al original y la sen˜al filtrada [Avendan˜o
et al., 2009].
RMS = 6.4424× 10−4 (2.4)
El valor obtenido es cercano a 0, lo que indica que el error presente entre las dos sen˜ales es
muy bajo, por consiguiente se considera que el filtro remueve el filtro de forma eficiente.
2.6. Filtrado utilizando el DSP
En el contexto del DSP, se presenta un grado de dificultad mayor en cuanto a la implemen-
tacio´n, ya que se maneja un lenguaje de programacio´n medio-bajo (Ansi C). Sin embargo, este
hecho tiene ventajas tales como, ma´s eficiencia en los procesos y ma´s control sobre el tiempo de
ejecucio´n del algoritmo.
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La sen˜al utilizada tiene un taman˜o de 300 muestras, las cuales se alojaron en la memoria del
DSP y se graficaron utilizando el entorno gra´fico de CCS.
El CCS tambie´n permite realizar el ana´lisis en el espectro de frecuencias, desarrollando la
transformada ra´pida de Fourier (FFT).
Figura 2.10.: Procesamiento de la sen˜al sinte´tica.
Figura 2.11.: Procesamiento de la sen˜al proveniente del sujeto 1.
Una vez se dispone de las sen˜ales se puede realizar el proceso de filtrado. El co´digo fuente
del filtrado se expone en detalle en el Ape´ndice C. La parte ma´s dispendiosa de la elaboracio´n
del co´digo fuente consistio´ en las operaciones entre matrices, ya que e´stas no se pueden realizar
de forma directa como en Matlab, sino que es necesario realizarlas paso por paso, lo cual alarga
el algoritmo y lo hace ma´s propenso a errores; sin embargo, una vez plasmadas las operaciones
que se deben realizar, el funcionamiento del algoritmo fue el esperado.
Se aplica el filtro de Kalman a la sen˜al ruidosa, con el fin de remover el ruido proveniente de la
red ele´ctrica. A simple vista se observan las sen˜ales con una reduccio´n en el ruido; sin embargo,
para una evaluacio´n ma´s profunda y objetiva se debe analizar el espectro de frecuencia de las
sen˜ales.
En las figuras tambie´n se muestra el espectro de las sen˜ales filtradas. Analizando espec´ıfi-
camente la potencia presente en la banda de 60 Hz se observa una reduccio´n en la potencia
concentrada en esta frecuencia, esto quiere decir que el ruido a esta frecuencia se removio´ satis-
factoriamente y ya no esta´ presente en la sen˜al ECG.
Aunque no todas las sen˜ales presentan el mismo nivel de ruido, ni las mismas caracter´ısticas
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Figura 2.12.: Procesamiento de la sen˜al proveniente del sujeto 2.
Figura 2.13.: Procesamiento de la sen˜al proveniente del sujeto 3.
Figura 2.14.: Procesamiento de la sen˜al proveniente del sujeto 4.
de frecuencia, amplitud y fase, el filtro de Kalman logra remover el ruido presente en la banda de
60 Hz sin afectar el resto de la sen˜al, gracias a que se emplea un modelo matema´tico adecuado
del ruido presente.
En algunas sen˜ales se observa gran cantidad de ruido; sin embargo, este ruido esta´ distribuido
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Figura 2.15.: Procesamiento de la sen˜al proveniente del sujeto 5.
Figura 2.16.: Procesamiento de la sen˜al proveniente del sujeto 6.
Figura 2.17.: Procesamiento de la sen˜al proveniente del sujeto 7.
en bandas de frecuencia diferentes a la de 60 Hz. Es posible que este ruido sea debido a otro tipo
de interferencias, tales como mal contacto de los electrodos o movimientos del paciente, para
remover este tipo de perturbacio´n se utilizan diferentes estrategias que no son tratadas en este
documento.
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Figura 2.18.: Procesamiento de la sen˜al proveniente del sujeto 8.
Figura 2.19.: Procesamiento de la sen˜al proveniente del sujeto 9.
Figura 2.20.: Procesamiento de la sen˜al proveniente del sujeto 10.
Cap´ıtulo 3
Ana´lisis de resultados y
conclusiones
3.1. Discusio´n
La medicio´n de la actividad ele´ctrica en el corazo´n se conoce como electrocardiograma (ECG),y como en cualquier entorno donde se realicen mediciones ele´ctricas de pequen˜a magnitud,
inherentemente esta´ presente el ruido.
Existen diferentes tipos de ruidos o perturbaciones como se menciono´ en la Seccio´n 1.3; sin
embargo, el objetivo del trabajo abarca u´nicamente la interferencia producida por la l´ınea de
potencia, debido a que es la que ma´s comu´nmente afecta las mediciones y la ma´s dif´ıcil de
remover utilizando sistemas de instrumentacio´n, ya que es producida por la red ele´ctrica, la cual
alimenta a los mismos equipos de registro, procesamiento y almacenamiento de la informacio´n.
Debido a esto, el objetivo general del trabajo se centro´ en la reduccio´n del ruido introducido
por la l´ınea de potencia y para tal fin la mejor opcio´n basada en la bibliograf´ıa consultada
[Avendan˜o et al., 2009, 2006, 2004] es el filtro de Kalman, debido a que se diferencia de los
dema´s filtros en que no se rige por frecuencias de corte sino en modelos matema´ticos de los
sistemas involucrados, lo que evita el inconveniente de remover informacio´n contenida en la
banda de frecuencia cercana a la frecuencia del ruido.
Teniendo claridad respecto a la forma de filtrado, el paso a seguir consistio´ en realizar pruebas
en un software de simulacio´n como Matlab, el cual ofrece facilidad para desarrollar operaciones
sobre matrices y vectores. Tambie´n permitio´ trabajar con las sen˜ales obtenidas de la base de
datos [Goldberger et al., 2000], las cuales fueron transformadas para ser guardadas en la memoria
del DSP [Rivera, 2010]. Una vez se logro´ remover el ruido caracter´ıstico de 60 Hz de la sen˜al
utilizando el filtro de Kalman y de haber realizado pruebas con varias sen˜ales de la base de datos
y sinte´ticas se procedio´ a implementar el filtro en el DSP.
Este paso presento´ la mayor dificultad, ya que el lenguaje de programacio´n en el cual se
programa el DSP es Ansi C. El lenguaje C no permite tantas libertades en cuanto a manejo de
matrices y sen˜ales de gran taman˜o, por lo cual fue necesario realizar una traduccio´n cuidadosa
de un lenguaje a otro.
Finalmente, se obtuvieron resultados satisfactorios en el DSP, similares a los obtenidos en
Matlab, lo cual demuestra que el filtro funciona adecuadamente para el propo´sito planteado de
remover la interferencia introducida por la l´ınea de potencia que se ubica alrededor de los 60 Hz,
adema´s el procedimiento se hace en tiempo real.
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Conclusiones
Se logro´ definir claramente el ruido introducido por la l´ınea de potencia, utilizando su
modelo matema´tico para aplicar el filtro de Kalman.
Se selecciono´ el DSP F2812 para implementar el algoritmo debido a su velocidad de
procesamiento y espacio de memoria y capacidad de procesar una sen˜al ECG en tiempo
real.
Se disen˜o´ un algoritmo de filtrado de Kalman basado en el modelo del ruido introducido
por la l´ınea de potencia, considerando variaciones de magnitud y frecuencia de la sen˜al,
con el fin de remover toda la interferencia que pudiera provenir de la l´ınea de potencia.
Se realizaron simulaciones del funcionamiento del filtro, as´ı como evaluaciones del desem-
pen˜o segu´n los criterios propuestos obteniendo los resultados de efectividad esperados.
Se implemento´ el algoritmo de filtrado en el DSP y se aplico´ el filtrado a sen˜ales pro-
venientes de diferentes sujetos, obtenidas de la base de datos, obteniendo los resultados
esperados de remocio´n de ruido presente de 60 Hz.
Se obtuvieron gra´ficos en tiempo real de las sen˜ales, en los cuales se puede observar la
reduccio´n del ruido, tanto en el tiempo como en su espectro de frecuencias.
Trabajo futuro
A pesar de que el filtro implementado puede trabajar en tiempo real, esta operando sobre una
sen˜al grabada en la memoria interna del DSP; esto deja abierta la posibilidad para realizar un
trabajo ma´s completo realizando la adquisicio´n directamente desde el paciente, utilizando toda
la instrumentacio´n pertinente, y realizar el filtrado en tiempo real; adema´s de esto es posible
implementar un filtro aun ma´s robusto utilizando variaciones del filtro de Kalman tales como el
Filtro de Kalman Extendido (EKF) [Avendan˜o et al., 2009].
Es importante tambie´n realizar evaluaciones mas profundas del desempen˜o comparando la
sen˜al original y la reconstruida, para este fin es posible utilizar criterios como el WDD mencio-
nado en la seccio´n 1.3, el cual permite una comparacio´n basada en caracter´ısticas diagno´sticas
en el complejo PQRST, y da una idea de que tan distorsionada resulta la onda despue´s del fil-
trado [Zigel et al., 2000]. Es una buena opcio´n de evaluacio´n del filtro ya que ha sido encontrada
superior [Zigel et al., 2000; Avendan˜o y Rodr´ıguez, 2006] a medidas utilizadas en este trabajo
tales como el PRD.
Tambie´n esta´ abierta la posibilidad de analizar automa´ticamente ciertas patolog´ıas utilizando
el algoritmo implementado en el DSP basa´ndose en mediciones de tiempos entre los complejos
QRS o las dema´s formas de las ondas. Esto convertir´ıa al trabajo en una herramienta mucho
ma´s u´til y podr´ıa aplicarse con el fin de ayudar a los pacientes en el contexto me´dico.
Ape´ndice A
Estimaciones estoca´sticas
A.1. Estimaciones estoca´sticas
Mientras hay muchas aplicaciones espec´ıficas para computar (aproximar o estimar) un estadodesconocido desde una serie de mediciones del proceso, muchos de estos me´todos no toman
en consideracio´n la naturaleza t´ıpica del ruido de las medidas. Por ejemplo, consideremos un
trabajo en rastreo para gra´ficos computacionales interactivos. Mientras los requerimientos para
la informacio´n de rastreo var´ıa con la aplicacio´n, la fuente fundamental de informacio´n es la
misma: la estimacio´n de la posicio´n se deriva de sen˜ales ele´ctricas ruidosas, de sensores meca´nicos
inerciales, o´pticos, acu´sticos o magne´ticos. Este ruido es t´ıpicamente estad´ıstico por naturaleza
(o puede ser modelado efectivamente como uno), lo que lleva a me´todos estoca´sticos para la
resolucio´n de problemas.
A.1.1. Modelos de espacio de estados
Los modelos de espacio de estados son esencialmente una nocio´n conveniente para estimacio´n
y control, desarrollados para hacer trazable lo que seria de otra manera un ana´lisis intrazable.
Conside´rese un proceso dina´mico descrito por una ecuacio´n de la forma [Van Dooren et al.,
2011]:
yi+1 = a0,i yi + · · ·+ an−1,i yi−n+1 + µi, i ≥ 0 (A.1)
Donde µi es un ruido blanco (espectralmente) aleatorio de media cero (estad´ısticamente) con
correlacio´n
E{µi, ωj} = Rµ = Qiδij (A.2)
Con una matriz de covarianza conocida de dimensiones n× n
P0 = E{y−j , y−k}, j, k ∈ {0, n− 1} (A.3)
Donde se definen los valores iniciales y0, y−1, . . . , y−n+1, variables aleatorias con media cero.
Tambie´n se asume que:
E{µi, yi} = 0 para − n+ 1 ≤ j ≤ 0 e i ≥ 0 (A.4)
Lo que asegura que
E{µi, yi} = 0 i ≥ j ≥ 0 (A.5)
En otras palabras, el ruido es estad´ısticamente independiente del proceso que se va a estimar.
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Bajo otras condiciones ba´sicas esta ecuacio´n diferencial puede ser re-escrita como:
xˆi+1 =


yi+1
yi
yi−1
...
yi−n+2

 =


a0 a1 · · · an−2 an−1
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0




yi
yi−1
yi−2
...
yi−n+1

 +


1
0
0
...
0

 µi (A.6)
Que conlleva al modelo de espacio de estados
xˆi+1 = Axˆi +Gµi (A.7)
yˆi =
[
1 0 · · · 0
]
xˆi (A.8)
O, de forma ma´s general
xˆi+1 = Axˆi +Gµi (A.9)
yˆi = Hixˆi (A.10)
La ecuacio´n representa la forma que un nuevo estado xˆi+1 es modelado como una combi-
nacio´n lineal de ambos estados, el previo y algu´n ruido del proceso µi. La segunda ecuacio´n
describe co´mo las medidas del sistema u observaciones son derivadas del estado interno. Estas
dos ecuaciones son comu´nmente referenciadas como el modelo del proceso y el modelo de me-
dicio´n, respectivamente, y sirven como base para virtualmente todos los me´todos de estimacio´n
lineal, tal como el filtro de Kalman descrito ma´s adelante [Van Dooren et al., 2011; Haykin,
2001].
A.1.2. El problema de disen˜o del observador
La implementacio´n de las leyes de control por realimentacio´n de estado requieren informacio´n
de los estados del sistema. En la pra´ctica, obtener sen˜ales de todos los estados es una tarea
que puede resultar en costos elevados debido a la necesidad de usar sensores para medir cada
uno de los estados del sistema o en el peor de los casos la variable no puede ser medida. Para
resolver este problema se ha planteado como solucio´n la construccio´n de observadores de estado.
Un observador de estado tiene como misio´n reconstruir todas las variables de estado x a partir
de la medicio´n de las sen˜ales disponibles a la salida del sistema, de forma que los estados
reconstruidos xˆ pueden ser usados para implementar la ley de control. Es importante recordar
que la construccio´n de un observador de estado solo es posible s´ı y solo s´ı el sistema es observable
[Espinosa-Espinosa, 1978; Maybeck, 1979; Van Dooren et al., 2011; Haykin, 2001].
Las muchas aproximaciones al disen˜o del observador esta´n t´ıpicamente basadas en modelos
de espacio de estados. Existe un modelo del proceso que describe la transformacio´n del estado,
que puede ser representada por ecuaciones en diferencia:
xk = Axk−1 +Bµk + wk−1 (A.11)
Adema´s, hay un modelo de medicio´n que describe la relacio´n entre el proceso o los estados y
las medidas. Se representa como:
Zk = Hxk + vk (A.12)
Los te´rminos wk y vk son variables aleatorias representando el ruido del proceso y de la
medicio´n, respectivamente. Las mediciones son espec´ıficamente elementos de un estado, pero
pueden ser una combinacio´n lineal de cualesquiera de los elementos del estado [Welch y Bishop,
2001].
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A.1.3. Ruido del proceso y de la medicio´n
Se considera el caso comu´n de medidas ruidosas de un sensor. Existen muchas fuente de
ruido en las mediciones. Por ejemplo, cada tipo de sensor tiene sus limitaciones fundamentales
relacionadas con el medio f´ısico asociado, por esta razo´n las sen˜ales se ven degradadas.
Adema´s, alguna cantidad de ruido ele´ctrico aleatorio es sumado a la sen˜al a trave´s del sensor
y los circuitos ele´ctricos [Palla´s-Areny, 2007]. La continua variacio´n de la relacio´n de la sen˜al
pura con relacio´n al ruido, afecta continuamente la cantidad y la calidad de la informacio´n. El
resultado es que la informacio´n obtenida desde cualquier sensor debe ser calificada como parte
de una secuencia de estimaciones y medidas anal´ıticas modeladas que comu´nmente involucran
medidas de ruido y de incertidumbre.
Existe el problema adicional de que el modelo de transformacio´n de estados real sea com-
pletamente desconocido. Mientras se puedan hacer predicciones sobre intervalos relativamente
cortos, usando modelos basados en transformadas de estados recientes, que no es siempre el
caso [Van Dooren et al., 2011], el resultado es que, igual que la informacio´n del sensor, las esti-
maciones del estado deben ser calificadas como mediciones para combinacio´n con otras medidas
en una secuencia global de estimacio´n. Adema´s, los modelos del proceso t´ıpicamente incorporan
algunas nociones de movimiento aleatorio o incertidumbre [Welch y Bishop, 2001].

Ape´ndice B
Referencia te´cnica del
eZdspTM F2812
Generalidades del eZdspTM F2812
El eZdsp
TM es una tarjeta auto´noma que permite examinar el procesador digital de sen˜ales (DSP)
TMS320F2812 para determinar si cumple con los requisitos de las aplicaciones. Adema´s el mo´-
dulo es una excelente plataforma para ejecutar software para el procesador TMS320F2812.
Figura B.1.: Diagrama de bloques del eZdspTMF2812.
El eZdspTMF2812 viene equipado con un DSP TMS320F2812. El eZdspTMF2812 permite una
verificacio´n a toda velocidad del co´digo para el F2812. Dos conectores de expansio´n son pro-
vistos para cualquier evaluacio´n necesaria. Para simplificar el desarrollo del co´digo y acortar el
tiempo de depuracio´n, un controlador C2000 esta incluido con el Code Composer. Adema´s, el
conector JTAG en la tarjeta provee interfaz para emuladores, operando con otros depuradores
para agregar al lenguaje ensamblador y ′C′ una depuracio´n de alto nivel.
El eZdspTM F2812 tiene las siguientes caracter´ısticas:
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• TMS320F2812 Procesador Digital de Sen˜ales
• 150 MIPS de velocidad de operacio´n
• 18K words de RAM integrada
• 128K words de memoria Flash integrada
• 64K words de memoria SRAM externa
• 30 MHz de frecuencia de reloj
• 2 conectores de expansio´n (ana´logo, I/O)
• Controlador JTAG IEEE 1149.1 integrado
• So´lo opera con 5 V tomados del adaptador AC suministrado
• TI F28xx Code Composer Studio herramientas y controladores
• Conector de emulacio´n JTAG IEEE 1149.1 integrado
Fuente: eZdspTMF2812 Technical Reference.
Ape´ndice C
Co´digo fuente
C.1. String en CCS para DSP
#include "DSP281x_Device.h"
#include <stdio.h>
#include <stdlib.h>
#include <math.h>
void Gpio_Select(void);
void InitSystem(void);
void show_ADC(int result);
interrupt void adc_isr(void);
#define N 300 //Largo del vector
#define pi 3.14159265 //Pi
//variable global
int Voltage_A0;
float y;
float Sample[N];
float ecg_filt[N];
float err[N]; //Error
float Xh[3][2]; //Buffer de estimacio´n de los estados
void main(void)
{
int i,j,k; // Contadores
int f; //Frecuencia de la red
int fs; //Frecuencia de muestreo
float v; //Variacio´n de los para´metros de la compensacio´n KF
float w; //Frecuencia angular del ruido
float C[3]; //Vector de medicio´n del sistema
float Aq[3][3]; //Matriz de transicio´n de estado del sistema
float Px[3][3]; //Matriz de covarianza
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float Q[3][3]; //Covarianza del proceso
float Xm[3];
float Pm[3][3];
float K[3];
//Variables auxiliares para operaciones entre matrices
float aux1[3][3];
float aux2[3][3];
float aux3[3][3];
float aux4[3];
float aux5;
float aux6[3][3];
float aux7[3][3];
float aux8;
//////////////////////////////////////////////////////////////////////////////////
InitSystem(); //inicializa los registros del DSP (relojes, PLL, watcdog-*)
Gpio_Select();//configura los registros del GPIO
// InitPieCtrl();//inicializa la unidad PIE
// InitPieVectTable();//inicializa la tabla de vertores del PIE
// InitAdc();//inicializacion basica del ADC
//remapea PIE - entrada para la interrupcion de comparacion del GP timer 1
EALLOW;
PieVectTable.ADCINT=&adc_isr;
EDIS;
//habilita la interrupcion por ADC: PIE-Group1 , interrupt 6
// PieCtrlRegs.PIEIER1.bit.INTx6=1;
IER=1; //habilita CPU INT1 el cual es conectado a la interrupcion ADC
EINT; //habilita la interrupcion global INTM
ERTM;//habilita la interrupcion global en tiempo real
//configura el ADC
AdcRegs.ADCTRL1.bit.SEQ_CASC=0; //modo Dual Secuencer
AdcRegs.ADCTRL1.bit.CONT_RUN=0;//no continuo
AdcRegs.ADCTRL1.bit.CPS=1;//pre-escaler =1
AdcRegs.ADCMAXCONV.all=0x0000; //configura 1 conversion en SEQ1 utiliza un solo
registro result
AdcRegs.ADCCHSELSEQ1.bit.CONV00=0x0;//configura el ADCINA0 como la conversion en
SEQ1
AdcRegs.ADCTRL2.bit.EVA_SOC_SEQ1=1;//habilita el arranque del ADC desde un disparo
del EVA
AdcRegs.ADCTRL2.bit.INT_ENA_SEQ1=1;//habilita la interrupcion SEQ1
// AdcRegs.ADCTRL3.bit.ADCCLKPS=8;//divide HSPCLK por 4
AdcRegs.ADCTRL3.bit.ADCCLKPS=4;//divide HSPCLK por 4
EvaRegs.GPTCONA.bit.TCMPOE=0;// deshabilita salida de comparacion del GP Timer
1=forced low
EvaRegs.GPTCONA.bit.T1PIN=0; //forma de la senal de salida TxPWM/TxCMP forced low
EvaRegs.GPTCONA.bit.T1TOADC=2;//habilita el EVASOC en EVA (interrupcion comienza
por cada periodo del tiempo del GP timer)
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EvaRegs.T1CON.bit.FREE=0; //para inmediatamente (recomendado)
EvaRegs.T1CON.bit.SOFT=0; //para inmediatamente (recomendado)
EvaRegs.T1CON.bit.TMODE=2;//modo de contador continuous up
EvaRegs.T1CON.bit.TPS=7; //pre-escaler = 128
EvaRegs.T1CON.bit.TENABLE=1; //habilita el GP Timer 1
EvaRegs.T1CON.bit.TCLKS10=0; //fuente de reloj interno
EvaRegs.T1CON.bit.TCLD10=0;//compara recarga cuando es cero
EvaRegs.T1CON.bit.TECMPR=0;//deshabilita operacio´n de comparacio´n
EvaRegs.T1PR=5859; // Este es para muestrear cada 0.1 s (demasiado lento)
///////////////////////////////////////////////////////////////////////
// Inicio de programa
// inicializacio´n de variables
for(i=0; i<N; i++)
{
ecg_filt[i]=0;
}
f=60; //Frecuencia del ruido 60 Hz
fs=250; //Frecuencia del muestreo 250 Hz
v=0.1; //Compensacio´n del KF
w=2*pi*f/fs;//Frecuencia angular
C[0]=1; //Vector de mediciones
C[1]=0;
C[2]=1;
Aq[0][0]=cos(w); //Matriz de transicio´n de estados
Aq[0][1]=sin(w);
Aq[0][2]=0;
Aq[1][0]=-sin(w);
Aq[1][1]=cos(w);
Aq[1][2]=0;
Aq[2][0]=0;
Aq[2][1]=0;
Aq[2][2]=1;
for (i=0; i<=2; i++) //Matriz de covarianza
{
for (j=0; j<=2; j++)
{
if (i==j)
Px[i][j]=60000;
else
Px[i][j]=0;
}
}
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Q[0][0]=v; //Covarianza del proceso
Q[0][1]=0;
Q[0][2]=0;
Q[1][0]=0;
Q[1][1]=0;
Q[1][2]=0;
Q[2][0]=0;
Q[2][1]=0;
Q[2][2]=100*v;
for (j=0; j<N; j++)
{
err[j]=0;
}
asm(" NOP"); //Inclusio´n de la base de datos al vector
asm(" NOP");
Xh[0][0]=Sample[0]; //Estado inicial
Xh[1][0]=0;
Xh[2][0]=Sample[0];
// Inicio del filtrado
//***********************************************//
for(k=1; k<N; k++)
{
//***********//
// ECUACIO´N 1
//***********//
Xm[0]=Aq[0][0]*Xh[0][0]+Aq[0][1]*Xh[1][0]+Aq[0][2]*Xh[2][0];
Xm[1]=Aq[1][0]*Xh[0][0]+Aq[1][1]*Xh[1][0]+Aq[1][2]*Xh[2][0];
Xm[2]=Aq[2][0]*Xh[0][0]+Aq[2][1]*Xh[1][0]+Aq[2][2]*Xh[2][0];
//***********//
// ECUACIO´N 2
//***********//
//Multiplicacion Aq*Px
aux1[0][0]=Aq[0][0]*Px[0][0]+Aq[0][1]*Px[1][0]+Aq[0][2]*Px[2][0];
aux1[0][1]=Aq[0][0]*Px[0][1]+Aq[0][1]*Px[1][1]+Aq[0][2]*Px[2][1];
aux1[0][2]=Aq[0][0]*Px[0][2]+Aq[0][1]*Px[1][2]+Aq[0][2]*Px[2][2];
aux1[1][0]=Aq[1][0]*Px[0][0]+Aq[1][1]*Px[1][0]+Aq[1][2]*Px[2][0];
aux1[1][1]=Aq[1][0]*Px[0][1]+Aq[1][1]*Px[1][1]+Aq[1][2]*Px[2][1];
aux1[1][2]=Aq[1][0]*Px[0][2]+Aq[1][1]*Px[1][2]+Aq[1][2]*Px[2][2];
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aux1[2][0]=Aq[2][0]*Px[0][0]+Aq[2][1]*Px[1][0]+Aq[2][2]*Px[2][0];
aux1[2][1]=Aq[2][0]*Px[0][1]+Aq[2][1]*Px[1][1]+Aq[2][2]*Px[2][1];
aux1[2][2]=Aq[2][0]*Px[0][2]+Aq[2][1]*Px[1][2]+Aq[2][2]*Px[2][2];
//Transpuesta de Aq
aux2[0][0]=Aq[0][0];
aux2[0][1]=Aq[1][0];
aux2[0][2]=Aq[2][0];
aux2[1][0]=Aq[0][1];
aux2[1][1]=Aq[1][1];
aux2[1][2]=Aq[2][1];
aux2[2][0]=Aq[0][2];
aux2[2][1]=Aq[1][2];
aux2[2][2]=Aq[2][2];
//Resultado de Aq*Px*Aq’
aux3[0][0]=aux1[0][0]*aux2[0][0]+aux1[0][1]*aux2[1][0]+aux1[0][2]*aux2[2][0];
aux3[0][1]=aux1[0][0]*aux2[0][1]+aux1[0][1]*aux2[1][1]+aux1[0][2]*aux2[2][1];
aux3[0][2]=aux1[0][0]*aux2[0][2]+aux1[0][1]*aux2[1][2]+aux1[0][2]*aux2[2][2];
aux3[1][0]=aux1[1][0]*aux2[0][0]+aux1[1][1]*aux2[1][0]+aux1[1][2]*aux2[2][0];
aux3[1][1]=aux1[1][0]*aux2[0][1]+aux1[1][1]*aux2[1][1]+aux1[1][2]*aux2[2][1];
aux3[1][2]=aux1[1][0]*aux2[0][2]+aux1[1][1]*aux2[1][2]+aux1[1][2]*aux2[2][2];
aux3[2][0]=aux1[2][0]*aux2[0][0]+aux1[2][1]*aux2[1][0]+aux1[2][2]*aux2[2][0];
aux3[2][1]=aux1[2][0]*aux2[0][1]+aux1[2][1]*aux2[1][1]+aux1[2][2]*aux2[2][1];
aux3[2][2]=aux1[2][2];
//Calculo de Pm
Pm[0][0]=aux3[0][0]+Q[0][0];
Pm[0][1]=aux3[0][1]+Q[0][1];
Pm[0][2]=aux3[0][2]+Q[0][2];
Pm[1][0]=aux3[1][0]+Q[1][0];
Pm[1][1]=aux3[1][1]+Q[1][1];
Pm[1][2]=aux3[1][2]+Q[1][2];
Pm[2][0]=aux3[2][0]+Q[2][0];
Pm[2][1]=aux3[2][1]+Q[2][1];
Pm[2][2]=aux3[2][2]+Q[2][2];
//***********//
// ECUACIO´N 3
//***********//
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// Operacio´n Pm*C’
aux4[0]=Pm[0][0]*C[0]+Pm[0][1]*C[1]+Pm[0][2]*C[2];
aux4[1]=Pm[1][0]*C[0]+Pm[1][1]*C[1]+Pm[1][2]*C[2];
aux4[2]=Pm[2][0]*C[0]+Pm[2][1]*C[1]+Pm[2][2]*C[2];
// C*Pm*C’ + 1
aux5=C[0]*aux4[0]+C[1]*aux4[1]+C[2]*aux4[2]+1;
// Calculo de K
K[0]=aux4[0]/aux5;
K[1]=aux4[1]/aux5;
K[2]=aux4[2]/aux5;
//***********//
// ECUACIO´N 4
//***********//
// C*Xm
aux8=C[0]*Xm[0]+C[1]*Xm[1]+C[2]*Xm[2];
//Calculo de Xh
Xh[0][1]=Xm[0]+K[0]*(Sample[k]-aux8);
Xh[1][1]=Xm[1]+K[1]*(Sample[k]-aux8);
Xh[2][1]=Xm[2]+K[2]*(Sample[k]-aux8);
//***********//
// ECUACIO´N 5
//***********//
//K*C
aux6[0][0]=K[0]*C[0];
aux6[0][1]=K[0]*C[1];
aux6[0][2]=K[0]*C[2];
aux6[1][0]=K[1]*C[0];
aux6[1][1]=K[1]*C[1];
aux6[1][2]=K[1]*C[2];
aux6[2][0]=K[2]*C[0];
aux6[2][1]=K[2]*C[1];
aux6[2][2]=K[2]*C[2];
//identidad(3) - K*C
aux7[0][0]=1-aux6[0][0];
C.1. String en CCS para DSP 51
aux7[0][1]=-aux6[0][1];
aux7[0][2]=-aux6[0][2];
aux7[1][0]=-aux6[1][0];
aux7[1][1]=1-aux6[1][1];
aux7[1][2]=-aux6[1][2];
aux7[2][0]=-aux6[2][0];
aux7[2][1]=-aux6[2][1];
aux7[2][2]=1-aux6[2][2];
//Calculo de Px
Px[0][0]=aux7[0][0]*Pm[0][0]+aux7[0][1]*Pm[1][0]+aux7[0][2]*Pm[2][0];
Px[0][1]=aux7[0][0]*Pm[0][1]+aux7[0][1]*Pm[1][1]+aux7[0][2]*Pm[2][1];
Px[0][2]=aux7[0][0]*Pm[0][2]+aux7[0][1]*Pm[1][2]+aux7[0][2]*Pm[2][2];
Px[1][0]=aux7[1][0]*Pm[0][0]+aux7[1][1]*Pm[1][0]+aux7[1][2]*Pm[2][0];
Px[1][1]=aux7[1][0]*Pm[0][1]+aux7[1][1]*Pm[1][1]+aux7[1][2]*Pm[2][1];
Px[1][2]=aux7[1][0]*Pm[0][2]+aux7[1][1]*Pm[1][2]+aux7[1][2]*Pm[2][2];
Px[2][0]=aux7[2][0]*Pm[0][0]+aux7[2][1]*Pm[1][0]+aux7[2][2]*Pm[2][0];
Px[2][1]=aux7[2][0]*Pm[0][1]+aux7[2][1]*Pm[1][1]+aux7[2][2]*Pm[2][1];
Px[2][2]=aux7[2][0]*Pm[0][2]+aux7[2][1]*Pm[1][2]+aux7[2][2]*Pm[2][2];
//***********//
// ECUACIO´N 6
//***********//
err[k]=Xh[2][k]-Xm[2];
//Se~nal filtrada
ecg_filt[k]=Xh[2][1];
//Actualizacion de variables
Xh[0][0]=Xh[0][1];
Xh[1][0]=Xh[1][1];
Xh[2][0]=Xh[2][1];
asm(" NOP");
} //Fin de las ecuaciones del filtro de Kalman
} // fin del main
void Gpio_Select(void)
{
EALLOW;
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GpioMuxRegs.GPAMUX.all=0x0; //todos los pines del puerto GPIO como I/O
GpioMuxRegs.GPBMUX.all=0x0;
GpioMuxRegs.GPDMUX.all=0x0;
GpioMuxRegs.GPEMUX.all=0x0;
GpioMuxRegs.GPFMUX.all=0x0;
GpioMuxRegs.GPGMUX.all=0x0;
GpioMuxRegs.GPADIR.all=0x00FF; //Puerto A como salida
GpioMuxRegs.GPBDIR.all=0x0000; //Puerto B como entrada
GpioMuxRegs.GPDDIR.all=0x0;
GpioMuxRegs.GPEDIR.all=0x0;
GpioMuxRegs.GPFDIR.all=0x0;
GpioMuxRegs.GPGDIR.all=0x0;
GpioMuxRegs.GPAQUAL.all=0x0; //configura el GPIO input qualifier con valores a cero
GpioMuxRegs.GPBQUAL.all=0x0;
GpioMuxRegs.GPDQUAL.all=0x0;
GpioMuxRegs.GPEQUAL.all=0x0;
EDIS;
}
void InitSystem(void)
{
EALLOW;
SysCtrlRegs.WDCR=0x00E8; //deshabilita el watchdog
SysCtrlRegs.SCSR=0; //watchdog genera un reset
SysCtrlRegs.PLLCR.bit.DIV=10;//configura el reloj PLL *5
SysCtrlRegs.HISPCP.all=0x1; //configura el reloj preescaler de alta velocidad
divide por 2
SysCtrlRegs.LOSPCP.all=0x2; //configura el reloj preescaler de baja velocidad
divide por 4
SysCtrlRegs.PCLKCR.bit.EVAENCLK=1;
SysCtrlRegs.PCLKCR.bit.EVBENCLK=0;
SysCtrlRegs.PCLKCR.bit.SCIAENCLK=0;
SysCtrlRegs.PCLKCR.bit.SCIBENCLK=0;
SysCtrlRegs.PCLKCR.bit.MCBSPENCLK=0;
SysCtrlRegs.PCLKCR.bit.SPIENCLK=0;
SysCtrlRegs.PCLKCR.bit.ECANENCLK=0;
SysCtrlRegs.PCLKCR.bit.ADCENCLK=1;
EDIS;
}
interrupt void adc_isr(void)
{
Voltage_A0=AdcRegs.ADCRESULT0>>4;
AdcRegs.ADCTRL2.bit.RST_SEQ1=0; //reset SEQ1
AdcRegs.ADCST.bit.INT_SEQ1_CLR=0; //limpia bir INT SEQ1
PieCtrlRegs.PIEACK.all=PIEACK_GROUP1; //acepta la interrupcion de PIE
}
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Ape´ndice D
Scripts Matlab
D.1. Funcio´n mat2dsp
function mat2dsp(x,filename,formato)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% mat2dsp :Funcio´n que convierte un vector de datos
% al formato utilizado por los puntos de prueba
% del Code Composer Studio
% Uso: x: es un vector fila que contiene los datos
% filename: es el nombre del archivo que se crear·
% format: formato de los datos, puede ser
% int : entero
% float: punto flotante 4 bytes
% double: punto flotante 8 bytes
% Ejemplo: para crear un archivo llamado signal.dat, a partir
% de un vector x, con formato float la instrucciU^n ser·
% >>mat2dsp(x,’signal.dat’,’float’);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
switch lower(formato)
case (’int’)
fid=fopen(filename,’wt’);
size=length(x);
fprintf(fid,’%s \n’, ’1651 1 0 0 0’);
for i=2:size+1
if x(i-1)<0
w=dec2hex(bitcmp(abs(floor(x(i-1))),32)+1);
else
w=[dec2hex(floor(x(i-1)))];
end
size2=length(w);
while size2<8
w=[’0’ w];
size2=length(w);
end
w=[’0x’ w];
fprintf(fid,’%s \n’, w);
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end
fclose(fid);
case (’float’)
fid=fopen(filename,’wt’);
size=length(x);
fprintf(fid,’%s \n’, ’1651 1 0 0 0’);
for i=1:size
S=num2hex(single(x(i)));
fprintf(fid,’%s \n’,[’0x’ S(5:8)]);
fprintf(fid,’%s \n’,[’0x’ S(1:4)]);
end
fclose(fid);
case (’double’)
fid=fopen(filename,’wt’);
size=length(x);
fprintf(fid,’%s \n’, ’1651 1 0 0 0’);
for i=1:size
S=num2hex(x(i));
fprintf(fid,’%s \n’,[’0x’ S(13:16)]);
fprintf(fid,’%s \n’,[’0x’ S(9:12)]);
fprintf(fid,’%s \n’,[’0x’ S(5:8)]);
fprintf(fid,’%s \n’,[’0x’ S(1:4)]);
end
fclose(fid);
otherwise
disp(’formato desconocido’)
end
Fuente: M. Sc. Jorge Hernando Rivera P., [Rivera, 2010].
D.2. Filtrado y evaluacio´n de desempen˜o
orig=ECG_ideal; %Se~nales a utilizar
y=ECG_ruido;
%Para´metros de la se~nal
f = 60;
fs = 250;
v = 0.1;
N = length(y); % Largo del vector
Xh = zeros(3,2); % Matriz de estados estimados
%Para´metros del sistema
w = 2*pi*f/fs;
C = [1 0 1]; % Vector de mediciones
Aq = [ cos(w) sin(w) 0; % Matriz de transicio´n de estados
-sin(w) cos(w) 0;
0 0 1];
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%Inicializacio´n de los para´metros del filtro
Px = 1e8*eye(3); % Valor inicial de la matriz de covarianza
Xh(:,1) = [y(1),0,y(1)]’; % Valor inicial del estado estimado
Q = zeros(3); % Valor inicial de la covarianza del proceso
Q(1,1) = v;
Q(3,3) = 1e2*v;
err = zeros(1,N);
%Filtro de Kalman
for i=2:N,
Xm = Aq*Xh(:,1);
Pm = Aq*Px*Aq’ + Q;
K = Pm*C’*( C*Pm*C’ + 1 )^-1;
Xh(:,2) = Xm + K*( y(i) - C*Xm );
Px = ( eye(3) - K*C )*Pm;
err(i) = Xh(3,2) - Xm(3);
%Actualizacion para el siguiente paso
Xh(:,1)=Xh(:,2);
%Se~nal filtrada
x(i)= Xh(3,2);
end;
plot(x)
%% Evaluacio´n del filtro
%Power Root Difference
s1=0;
s2=0;
for i=1:N
s1=s1+(orig(i)-x(i))^2;
s2=s2+(orig(i))^2;
end
PRD=sqrt((s1/s2)*100)
%Coeficiente de correlacio´n cruzada
s1=0;
for i=1:N
s1=s1+(orig(i)*orig(i));
end
Cxx=s1/N;
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s1=0;
for i=1:N
s1=s1+(x(i)*x(i));
end
Cyy=s1/N;
s1=0;
for i=1:N
s1=s1+(orig(i)*x(i));
end
Cxy=s1/N;
Rxy=Cxy/(sqrt(Cxx*Cyy))
%Error cuadratico medio
s1=0;
for i=1:N
s1=s1+(orig(i)-x(i))^2;
end
ECM=s1/N
%Relacio´n Se~nal a Ruido
SNR=-20*log10(0.01*PRD)
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