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INFINITE SERIES IN COHOMOLOGY: ATTRACTORS AND CONLEY
INDEX
LUIS HERNA´NDEZ-CORBATO, FRANCISCO R. RUIZ DEL PORTAL, AND J. J. SA´NCHEZ-GABITES
Abstract. In this paper we study the cohomological Conley index of arbitrary isolated in-
variant continua for continuous maps f : U ⊆ Rd → Rd by analyzing the topological structure
of their unstable manifold. We provide a simple dynamical interpretation for the first coho-
mological Conley index, describing it completely, and relate it to the cohomological Conley
index in higher degrees. A number of consequences are derived, including new computations
of the fixed point indices of isolated invariant continua in dimensions 2 and 3.
Our approach exploits certain attractor-repeller decomposition of the unstable manifold,
reducing the study of the cohomological Conley index to the relation between the cohomology
of an attractor and its basin of attraction. This is a classical problem that, in the present
case, is particularly difficult because the dynamics is discrete and the topology of the unstable
manifold can be very complicated. To address it we develop a new method that may be of
independent interest and involves the summation of power series in cohomology: if Z is a
metric space and K ⊆ Z is a compact, global attractor for a continuous map g : Z → Z, we
show how to interpret series of the form
∑
j≥0 aj(g
∗)j as endomorphisms of the cohomology
group of the pair (Z,K).
1. Introduction
The Conley index is a powerful topological invariant of dynamical systems that has proved
to be very useful. It can be thought of as a far-reaching generalization of the fixed point
index to (almost) arbitrary compact invariant sets X , and in fact both indices satisfy formally
similar properties. The only requirement on X is that it be isolated or locally maximal, which
means that it has a compact neighbourhood N such that X is the maximal invariant subset
of N (in that case N is called an isolating neighborhood of X). The Conley index was first
introduced by Conley [8] in the context of continuous dynamical systems under the name
“Morse index” and extended later on by several authors (see for instance [10], [30], [34], [38]
or [44]), to discrete dynamical systems. In either case the index is homotopical in nature, but
it has homological and cohomological versions that are often more convenient to work with.
For a complete introduction to the theory of Conley index we refer the reader to [30].
In this paper we shall be concerned with the (co)homological Conley index for a discrete
dynamical system generated by the iteration of some continuous map f : M → M . The
precise definition is somewhat involved and will be recalled later on, but for the purposes of
this Introduction the following rough idea will suffice: for each dimension q = 0, 1, 2, . . . the
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qth homological Conley index of an isolated invariant set X is an endomorphism hq(f,X) of
a finite dimensional vector space over a field K; intuitively, hq(f,X) captures the action of f
on a neighbourhood of X at the level of q–dimensional homology. The homology is computed
with coefficients in K, which we will take to be Q or C. By considering the eigenvalues or the
trace of hq(f,X) one obtains even simpler, yet still powerful, numerical invariants. Similar
considerations apply to the qth cohomological Conley index hq(f,X).
The following two results from [17] are our starting point (recall that a compact set X is
called acyclic if its Cˇech homology groups of degree q ≥ 1 vanish):
Theorem A. Let f be a homeomorphism defined on an open subset U of Rd and let X ⊆ U be
an isolated invariant acyclic continuum. Then there exist a finite set J and a map ϕ : J → J
such that the trace of the first homological Conley index satisfies
trace(h1(f
n, X)) = −1 + #Fix(ϕn).
In particular, trace(h1(f,X)) ≥ −1.
Theorem B. Let f be a homeomorphism defined on an open subset U of Rd and let X ⊆ U
be an isolated invariant acyclic continuum. If trace(h1(f,X)) = −1 then trace(hq(f,X)) = 0
for every q > 1.
The rather difficult proofs of these theorems involve a combinatorial description of the first
homological Conley index that is ultimately related to how f acts on the components of the
exit set of an isolating neighbourhood N of X (the exit set consists of the points in N whose
image under f lies outside int(N)). Several questions arise naturally:
(i) Is it possible to provide a dynamical interpretation of the map ϕ and the set J?
(ii) Is it possible to generalize Theorems A and B to non acyclic continua X? This suggests
that we turn to the cohomological Conley index hq(f,X) and use Cˇech cohomology
Hˇ∗, which is the preferred theory for sets with a complicated local structure, and
indeed henceforth we shall do so. (By the universal coefficient theorem, acyclic sets
also have vanishing Cˇech cohomology in every degree q ≥ 1).
(iii) Is it possible to extend the results for arbitrary continuous maps f , rather than home-
omorphisms, and possibly more general phase spaces?
In this paper was to provide answers to all these questions, obtaining suitable generaliza-
tions of Theorems A and B and deriving from them a number of corollaries concerning the
fixed point index of isolated invariant continua (these are discussed in Section 2). The original
proofs in [17] involved a very delicate “woodworking” with homology classes in an isolating
neighbourhood of X , but here we shall adopt a radically different approach which is much
more algebraic in nature. It accommodates naturally the non acyclic case and involves only
dynamically meaningful objects that are canonically associated to X (namely, its unstable
manifold), providing a straightforward interpretation of ϕ and J . In order to be able to carry
out this approach we develop a notion of summation of infinite series in cohomology that may
be of independent interest.
Main results. In order to state our main results we need to recall a construction due to
Robbin and Salamon [38]. We will be rather informal, postponing precise definitions to
Section 3. Given an invariant set X for a homeomorphism, its unstable manifold W u is
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defined as the subset of phase space consisting of those points whose negative semitrajectory
approaches X , in the sense that it eventually enters any neighbourhood of X . The unstable
manifold (which, in spite of its name, need not be a manifold) is an invariant set that contains
X . Robbin and Salamon introduced the so-called intrinsic topology onW u, which is generally
finer than the one that it inherits from the phase space and, roughly speaking, makes two
points close if and only if their backward orbits remain close to each other for a large number
of iterates. The unstable manifold endowed with the intrinsic topology has the following
properties:
(i) W u is a locally compact, Hausdorff space. In particular it has an Alexandroff com-
pactification W u∞, whose point at infinity we shall denote by ∞.
(ii) f |Wu generates a discrete dynamical system on W
u which can be trivially extended
to all of W u∞ declaring ∞ to be a fixed point.
(iii) The pair (∞, X) is an attractor-repeller Morse decomposition of W u∞.
We will show in Section 3 that, under very general circumstances, the induced homomor-
phism f ∗ : Hˇ∗(W u∞,∞) → Hˇ
∗(W u∞,∞) is equivalent to the cohomological Conley index of
X . Notice that this expresses the cohomological Conley index in terms of a canonical object
associated to X (its unstable manifold), as mentioned earlier. This justifies our interest in
the cohomology of W u∞ and the action of f
∗ on it.
Now consider the setW u∞\(X∪∞). In general this set may have infinitely many connected
components, or rather quasicomponents, as it will turn that it is advantageous to work with
the latter. This owes to the fact that the unstable manifold may have very complicated
topological structure, as illustrated by the construction given in [1]. These quasicomponents
are typically called branches of the unstable manifold. We say that a quasicomponent F
is essential if its closure in W u∞ has a nonempty intersection with X and ∞; intuitively, it
“joins” X and∞. Clearly, f permutes the essential quasicomponents ofW u∞\(X∪∞) among
themselves.
Since we want to consider the general case when f is not necessarily a homeomorphism but
merely a continuous map, the preceding discussion will need some revision. The construction
of Robbin and Salamon carries over with appropriate modifications and leads naturally to the
replacement of f |Wu
∞
and X ⊆ W u∞ with a homeomorphism f˜ onW
u
∞ and a compact invariant
set X˜ ⊆W u∞ in such a way that properties (i) to (iii) above remain true. These new objects
f˜ and X˜ are closely related but not exactly equal to f and X but, since the differences are
largely inconsequential, we suggest that the reader assumes f to be a homeomorphism and
simply ignores the tildes for the time being.
Now we can state two of the two main results in this paper, which describe the cohomology
of (W u∞, X˜) in terms of the essential quasicomponents. In degree one it is actually convenient
to use ∞ as a basepoint and work with the relative cohomology group Hˇ1(W u∞, X˜ ∪ ∞)
because it has a more symmetric description than Hˇ1(W u∞, X˜). We have the following:
Theorem 1. Let f be a continuous map and assume X has finitely many connected com-
ponents. Then there are only finitely many essential quasicomponents F1, . . . , Fm in W
u
∞ \
(X˜ ∪∞) and the cohomology group Hˇ1(W u∞, X˜ ∪∞) can be identified with the K–vector space
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having the set {Fj}
m
j=1 as a basis. Moreover, under this identification the map f˜
∗ simply
becomes the permutation Fj 7−→ f˜
−1Fj.
This result suggests that we introduce the following notation: J will denote the set of
essential quasicomponents of W u∞ \ (X˜ ∪ ∞) and ϕ : J → J will denote the permutation
induced by f˜−1 on J .
For higher degrees, our second main theorem roughly states that the cohomology of (W u∞, X˜)
is entirely determined by that of the essential quasicomponents alone:
Theorem 2. Let f be a continuous map and assume X has finitely many connected compo-
nents. In any degree q ≥ 1 such that Hˇq(X) is finite dimensional, there is an isomorphism
Hˇq+1(W u∞, X˜) = ⊕
m
j=1Hˇ
q+1(F j) that commutes with f˜
∗. Here F j denotes the closure of Fj in
the quotient space W u∞/X˜ that results from W
u
∞ by collapsing X˜ to a single point.
The description given by the theorems above holds for the iterates fn (n ≥ 1) of f as
well. Upon replacing f with fn the set X is still isolated for this new dynamical system, the
compactified unstable manifold W u∞ and its subset X˜ remain essentially the same, and the
homeomorphism f˜n induced on W u∞ can be identified with f˜
n. (This is almost immediate
when f is a homeomorphism but needs a more careful proof for continuous maps. Statements
can be found in Subsection 3.5). As a consequence, the set of essential quasicomponents for
fn can be identified with J and the permutation induced by f˜n
−1
on J is then ϕn. With
these changes, Theorems 1 and 2 extend to fn.
It is clear from Theorem 1 that the trace of f˜ ∗ on Hˇ1(W u∞, X˜∪∞) is the number of essential
quasicomponents that are fixed by f˜−1 or, equivalently, the number #Fix(ϕ) of fixed points
of ϕ. Since the trace of the 1–cohomological Conley index of X coincides with that of
f ∗ : Hˇ1(W u∞,∞) → Hˇ
1(W u∞,∞), it is just a matter of using the long exact sequence of the
triple (W u∞, X˜ ∪∞,∞) and the additivity of the trace to obtain the following generalization
of Theorem A:
Corollary 3. Let f be a continuous map and let X be an arbitrary isolated invariant con-
tinuum. Denote by i∗ the map induced by the inclusion i : X˜ ⊆ W u∞ in one-dimensional
cohomology. Then the trace of the first cohomological Conley index of X is given by
trace(h1(fn, X)) = −1 + #Fix(ϕn) + trace((f˜ ∗)n|im i∗)
unless X is an asymptotically stable attractor, in which case only the third summand should
be retained.
If Hˇ1(X) = 0 (in particular, if X is acyclic) then the third term vanishes, yielding an
expression which is formally identical to that of Theorem A. In our context, however, we
have a clear dynamical interpretation for both ϕ and J .
The eigenvalues of h1(f,X) can also be easily described in similar terms. Since the set J of
essential quasicomponents is finite, the action of ϕ partitions it into disjoint, irreducible cycles
of the form Fi1 → Fi2 → . . .→ Fir → Fi1 → . . . It is straightforward to check from Theorem
1 that each of these contributes a λr − 1 factor to the characteristic polynomial of f˜ ∗ on
Hˇ1(W u∞, X˜ ∪∞). Thus, when coefficients are taken in K = C each cycle of quasicomponents
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of minimal period r contributes r eigenvalues of f˜ ∗ that constitute precisely a complete set
of rth roots of unity. Again through the exact sequence for the pair (W u∞, X˜ ∪∞) it follows
that every eigenvalue of h1(f,X) is either one of f˜ ∗|im i∗ or one of the roots of unity just
described.
The generalization of Theorem B reads as follows:
Corollary 4. Let f be a continuous map and let X be an arbitrary isolated invariant contin-
uum. Denote by (i∗)q and (i∗)q−1 the homomorphisms induced by the inclusion X˜ ⊆ W u∞ in
q– and (q − 1)–dimensional cohomology. Assume that Fix(ϕn) = ∅; that is, f˜n sends every
essential quasicomponent onto a different one. Then
trace(hq(fn, X)) = trace((f˜ ∗)n|im (i∗)q) + trace((f˜
∗)n|im (i∗)q−1)− trace((f
∗)n|Hˇq−1(X))
in any degree q > 1 such that Hˇq(X) and Hˇq−1(X) are finitely generated.
The proof of Corollary 4 is a simple consequence of Theorem 2 but involves a minor technical
point concerning the relation between X and X˜ . We shall discuss this in detail in Section 3
and prove Corollaries 3 and 4 in Section 4.
Corollary 4 may not be very appealing aesthetically, but it has a neat consequence con-
cerning the fixed point index of f on X . This very classical invariant is an integer i(g, Z) that
provides an algebraic measure of the amount of fixed points that a continuous map g : Z → Z
has. In particular, a non–zero index implies the existence of fixed points. The celebrated
Lefschetz–Hopf theorem states that for compact triangulable spaces Z the index i(g, Z) is
equal to the so-called Lefschetz number of g, which is defined as the alternated sum of the
traces of the maps induced by g on the singular (co)homology groups Hq(Z) and usually
denoted by Λ(g). This result was later on extended by Lefschetz himself to the case where Z
is a compact absolute neighborhood retract (see [5] or [22]). It is known, however, that it does
not generally hold when Z has bad local topological features. The interest of the following
corollary is that it provides another instance where the Lefschetz–Hopf theorem holds even
though no direct assumption about the topology of X is made; in fact, the latter may well
be very complicated:
Corollary 5. Let f be a continuous map defined in a manifold and let X be an isolated
invariant continuum having finitely generated Cˇech cohomology. Then, the (Cˇech) Lefschetz
numbers Λ(fn|X) =
∑
q≥0(−1)
qtrace((f ∗q )
n), where f ∗q denotes the map induced by f in the
qth Cˇech cohomology groups of X, are well defined. Assume that Fix(ϕ) = ∅, so that f˜ sends
every essential quasicomponent onto a different one, then i(f,X) = Λ(f |X).
More generally, if we denote by d the greatest common divisor of the periods of the action
of ϕ in the set of essential quasicomponents, then i(fn, X) = Λ(fn|X) if n is not multiple of
any of those periods and i(fn, X) ≡ Λ(fn|X) mod d otherwise.
Notice that the condition that Fix(ϕ) = ∅ is automatically satisfied when X is an asymp-
totically stable attractor, since in that case the compactified unstable manifold W u∞ reduces
to the disjoint union of X˜ and ∞, there are no essential quasicomponents and the hypothe-
ses are trivially satisfied. Thus for attractors the proposed generalization of Lefschetz–Hopf
theorem holds true.
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As mentioned earlier, the action of ϕ partitions J into disjoint irreducible cycles of the form
Fi1 → Fi2 → . . . → Fir → Fi1 → . . . Written out in full, this means that f˜
−1(Fij ) = Fij+1 ,
so in particular all the quasicomponents involved in a cycle are homeomorphic to each other.
This fact can be exploited in several ways to extract information about certain numerical
invariants. For instance, trace((f ∗)n|Hˇq(Wu
∞
,X˜)) ≡ 0 mod d, for q ≥ 1, and this implies
that equations in Corollaries 3 and 4 are valid mod d no matter how ϕ acts on J . This
consequence can be easily tracked in the proofs of those corollaries in Section 4. The second
statement of Corollary 5 provides an example of this technique (another example is furnished
by Theorem 6 below):
Proof of Corollary 5. This result is a direct application of the Lefschetz–like formula (see [9],
[17], [25] or [33])
i(fn, X) =
∑
q≥0
(−1)qtrace(hq(fn, X)).
Upon replacing the formulae for trace(hq(fn, X)) given in Corollaries 3 and 4 and using
the remark above a telescopic cancellation ( mod d if gcd(n, d) 6= 1) occurs that eliminates
all the traces of (f˜ ∗)n|im (i∗)q , yielding the equality i(f
n, X) = Λ(fn|X) (valid mod d if
gcd(n, d) 6= 1). The case in which X is an attractor requires special treatment because the
term trace(h0(fn, X)) does not vanish, it is equal to 1 (cf. Section 2), but this contribution
cancels with the particular formula in Corollary 3. 
Lefschetz–Hopf theorem sharpens the celebrated original result of Lefschetz, usually re-
ferred to as Lefschetz theorem, which states that if Λ(g) 6= 0 then Fix(g) 6= ∅. This theorem
has been proven in several instances but does not hold for general arbitrary continua (non–
ANR). In 1935 Borsuk [4] (see also [2], [3], [15] and references therein) constructed a locally
connected acyclic continuum K of R3 without the fixed point property, that is, such that
there is a continuous map g : K → K without fixed points. From the previous discussion we
learn, for instance, that it is impossible to embed K (or any other counterexample to the
Lefschetz theorem) in Rn in such a way that g can be extended to a continuous map f defined
on a neighborhood of K and such that K is an attractor for f . Indeed, suppose such an em-
bedding e would be possible. Then f and K would satisfy the hypothesis of Corollary 5 and
the condition Fix(ϕ) = ∅ would be automatically satisfied so i(f,K) = Λ(f |K) = Λ(g) 6= 0,
which would imply that f and thus g has fixed points in K.
Theorem 6. Let X be an isolated invariant continuum for a homeomorphism f . Denote by d
the greatest common divisor of the periods of the essential quasicomponents of W u∞ \ (X ∪∞).
Assume X has finitely generated cohomology in all higher degrees so that χ(X) is well defined.
Then
χ(W u∞,∞) ≡ χ(X) mod d.
In specific examples the Conley index is usually explicitly computable whereas the isolated
invariant set X itself might be more elusive. We shall show in Section 3 that χ(W u∞,∞) can
in turn be computed from the Conley index of X , and so the theorem above shows that it is
possible to extract some information about the Euler characteristic of the “unobservable” X
from its “observable” Conley index.
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Proof of Theorem 6. (We do not need to distinguish between X and X˜ or f and f˜ because
f is assumed to be a homeomorphism). Clearly the number of essential quasicomponents in
W u∞ \ (X ∪∞) must be divisible by d, and then Theorem 1 implies that β
1(W u∞, X ∪∞) ≡ 0
mod d. Here βq denotes the qth Betti number; that is, the dimension of the corresponding
Cˇech cohomology group (vector space) Hˇq. As for the higher Betti numbers, for q ≥ 1 we
have βq+1(W u∞, X ∪∞) = β
q+1(W u∞, X) =
∑
i β
q+1(F i) where the last equality follows from
Theorem 2. Since all the essential quasicomponents in a cycle are homeomorphic to each other
and so are their closures in W u∞/X , the F i all have the same Betti numbers and contribute
equally to the above sum. The number of summands corresponding to each cycle is divisible
by d, so it follows that βq+1(W u∞, X ∪ ∞) ≡ 0 mod d too. Finally, β
0(W u∞, X ∪ ∞) = 0
because, by Proposition 24, each quasicomponent ofW u∞\(X∪∞) reaches X or∞ (or both, if
essential). Thus χ(W u∞, X∪∞) ≡ 0 mod d. The theorem follows from this and the additivity
of the Euler characteristic, which implies that χ(W u∞, X ∪∞) = χ(W
u
∞,∞)− χ(X). 
Most of the results in this paper are stated for connected X for simplicity. However,
since all of them follow from Theorems 1 and 2, which are valid when X has finitely many
connected components, they all have appropriate generalizations to this slightly more general
case. However, a qualitative leap takes place when one considers sets X having infinitely
many connected components: as the reader will see there arise difficulties which, although
algebraic in nature, seem to reflect new dynamical phenomena that cannot occur when X is
connected or has only finitely many connected components. For instance, we will prove the
following result:
Theorem 7. Assume that the first cohomological Conley index h1(f,X) has a nonzero eigen-
value λ ∈ C that is not a root of unity. Then at least one of the following holds:
(i) X has infinitely many connected components.
(ii) f ∗ : Hˇ1(X ;C)→ Hˇ1(X ;C) has λ as an eigenvalue.
In particular, if the phase space is R2 and f is a homeomorphism, then X must have
infinitely many connected components because (ii) cannot hold.
Unfortunately our present understanding of the interplay between algebra and dynam-
ics when X has infinitely many connected components is still rather poor, so we will have
to content ourselves with a characterization of the eigenvalues and eigenvectors of f˜ ∗ on
Hˇ1(W u∞, X˜ ∪∞) (not nearly as neat as that of Theorem 1) and a proof of Theorem 7.
Our approach to the problem. Having given a taste of the sort of results that will be
obtained in this paper, we will now present the general reasoning behind the proof of Theorem
1 (we warn the reader that the ideas presented here will turn out to be too simplistic and
are therefore not in their final form). For this informal discussion we shall dispense with the
notational distinction between X , X˜ , f and f˜ .
Begin by writing W u∞ as the union of the two open invariant sets
U := W u∞ \∞ and V := W
u
∞ \X
and consider the associated Mayer–Vietoris sequence
(1) . . . Hˇq+1(W u∞,∞)oo Hˇ
q(U ∩ V )
∆
oo Hˇq(U)⊕ Hˇq(V,∞)oo . . .oo
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In the absence of hyperbolicity the local topology of all the spaces involved in the sequence
can be very complicated, which further justifies our use of Cˇech cohomology.
Recall that W u∞ has a Morse decomposition consisting of the repeller X and the attractor
∞, and notice that U is the basin of repulsion of X and V is the basin of attraction of
∞. Now, a classical result of Hastings [16], later on generalized by other authors (see for
instance [12], [14] or [23]), implies that the inclusion of an attractor of a flow in its basin
of attraction induces isomorphisms in cohomology. We emphasize the fact that this result
is valid for continuous dynamics, and simple examples show that it is not generally true for
discrete dynamics (this will be explained in more detail later on). Nevertheless, let us take it
as a heuristic guide and accept that we can use it in our situation. Then, observing that V is
the basin of attraction of the single point ∞, we may expect that its (reduced) cohomology
should vanish. Similarly, the cohomology of U should be the same as that of X , and therefore
the above sequence could be rewritten as
(2) . . . Hˇq+1(X)oo Hˇq+1(W u∞,∞)oo Hˇ
q(U ∩ V )
∆
oo Hˇq(X)oo . . .oo
Writing a second copy of this same sequence below it and connecting the two with vertical
arrows given by f ∗ (since each term in the sequence is the cohomology of an f–invariant set,
this construction makes sense), the naturality of the Mayer–Vietoris sequence implies that
the resulting diagram is commutative and therefore relates the cohomological Conley index in
degree q+ 1 to the action of f on Hˇq+1(X) and on Hˇq(U ∩ V ), which is one degree lower. In
particular, for q = 0 this suggests that the cohomological Conley index in degree 1 is related
to the action of f ∗ on Hˇ1(X) and on Hˇ0(U ∩ V ). At least intuitively, the latter should have
a description of some sort in terms of permutations of the connected components of the set
U ∩ V , which is precisely W u∞ \ (X ∪ ∞). This is reminiscent of the content of Theorem 1
above.
If the dynamics were given by a flow, the argument outlined would be perfectly valid and
straightforward to formalize. However, in our present case of discrete dynamics we need to:
(i) Find a manageable description of Hˇ0(U ∩ V ).
(ii) Account for the fact that, in general, the inclusion of an attractor in its basin of
attraction does not induce isomorphisms in Cˇech cohomology in discrete dynamics.
Addressing (i) requires a moderate amount of work but is not especially hard because,
looking back at the exact sequence (1), all that is needed is a description of the quotient of
Hˇ0(U∩V ) modulo the image of Hˇ0(U)⊕Hˇ0(V,∞), which turns out to be rather manageable.
By contrast, (ii) poses a serious difficulty indeed because the discrete counterpart of Hast-
ings’ theorem is violated even in very simple situations. For instance, consider the homeomor-
phism g(x) := x/2 defined on {0} ∪ {2k : k ∈ Z}: clearly {0} is a global attractor for g, but
the 0–dimensional cohomology of the attractor and its basin of attraction obviously do not
coincide. (One can easily modify and generalize this example to worsen the situation). There
are several papers in the literature that obtain discrete analogues of Hastings’ theorem (see
[13], [32], [37], [40]) but they all require some sort of “niceness” condition on the topology
of the basin of attraction; at the very least that it be an absolute neighbourhood retract.
It is clear that in our context we cannot expect U and V to meet any such condition (we
will illustrate this with the well known Smale horseshoe in Section 3) and so we will need to
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make a detour to study, as a general problem of independent interest, the relation between
the cohomology of an attractor and its basin of attraction in arbitrary spaces. This will lead
us, through the heuristic argument described in the following paragraph, to introduce power
series in cohomology.
Consider a continuous map g having an attractor K with basin of attraction Z (for the
situation considered above we would let g = f , Z = V and K = ∞ or g = f−1, Z = U and
K = X) and suppose we want to prove that the inclusion K ⊆ Z induces isomorphisms in
cohomology or, equivalently, that Hˇ∗(Z,K) = 0. We may be more modest and try to show
that g∗ has no (nonzero) eigenvalues on Hˇ∗(Z,K). This amounts to proving that g∗ − λ · Id
is injective for λ 6= 0, which would certainly by true if g∗−λ · Id had an inverse. And indeed,
we can prove that this is the case by playing a notational game:
(3) (g∗ − λ · Id)−1 =
1
g∗ − λ · Id
= −
1
λ
·
1
Id− 1
λ
g∗
= −
1
λ
·
∞∑
j=0
1
λj
(g∗)j
where in the last step we have used the formula for the summation of a geometric series.
What we will see in Section 5 is that these purely formal manipulations are actually perfectly
legitimate. We will show how to assign to any formal power series A(x) =
∑∞
j=0 ajx
j an
endomorphism A(f ∗) of Hˇ∗(Z,K) in a way that is consistent with the usual operations of
formal addition and multiplication of power series so that the following relations hold:
(4) (A+B)(g∗) = A(g∗) +B(g∗) and (AB)(g∗) = A(g∗) ◦B(g∗).
In this framework, the computations performed in (3) can be formalized by considering the
(finite) power series A(x) := x−λ and its formal inverse B(x) = −1/λ
∑∞
j=0
xj/λj and observing
that the relations A(x)B(x) = B(x)A(x) = 1 imply, using (4), that A(g∗) ◦B(g∗) = B(g∗) ◦
A(g∗) = Id so that B(g∗) really is an inverse for g∗ − λ · Id. For later reference we state this
result as a corollary:
Corollary 8. g∗ has no nonzero eigenvalues on Hˇ∗(Z,K).
As a consequence we obtain a one-line proof for the classical result of Hastings about
flows mentioned earlier and the various extensions to more general situations (semiflows and
arbitrary phase spaces) that are discussed in the literature.
Corollary 9. If K is an attractor for a flow or a semiflow, the inclusion K ⊆ Z induces
isomorphisms in (Cˇech) cohomology.
Proof. Let g be the time–one map of the flow (or semiflow). The flow (or semiflow) provides
a homotopy H : (Z,K) × [0, 1] → (Z,K) from g : (Z,K) → (Z,K) to the identity. Thus
λ = 1 is an eigenvalue of g∗ : Hˇ∗(Z,K) → Hˇ∗(Z,K), which contradicts the above unless
Hˇ∗(Z,K) = 0. 
Notice that, for λ = 1, both g∗ − λ · Id and the series for (g∗ − λ · Id)−1 obtained in
Equation 3 have coefficients in Z; therefore, Corollary 9 is valid for cohomology with integer
coefficients or, in fact, with coefficients in any commutative ring with unit. Similarly, the
proof shows that the role of the flow (or semiflow) is just to provide a homotopy between g
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and the identity; hence, the corollary is also valid for any discrete dynamical system whose
generator g is homotopic to the identity on the pair (Z,K).
Returning back to our original problem of showing that the inclusions X ⊆ U and ∞ ⊆ V
induce isomorphisms in cohomology, it will turn out that this is not necessarily true, which is
not surprising given the rather fragile status of the discrete counterpart of Hastings’ theorem.
However, the use of series will allow us to perform a more detailed analysis of the situation
and conclude that certain connecting homomorphisms in (a variant of) the exact sequence
(1) are zero, and this will be enough for our general strategy, after some modifications, to go
through.
Assumptions on the phase space. We have deliberately omitted so far any assumptions
regarding the phase space M where the dynamics takes place, and we close this Introduction
with a brief discussion of this topic. The phase space will always be assumed to be paracom-
pact and Hausdorff. Besides that, the only additional condition that is required for Theorems
1 and 2 to hold is that Hˇ∗(W u∞;K) be finitely generated. This is ensured as soon as any of
the following conditions is satisfied:
(i) X has an index pair (N,L) such that Hˇ∗(N/L;K) is finitely generated.
(ii) The phase space M is a locally compact, metrizable absolute neighbourhood retract
(ANR).
(iii) The phase space M is a topological manifold.
Each of these conditions implies the previous one. In the results of Section 2 we will need to
restrict ourselves to phase spaces that are topological manifolds to ensure that certain duality
property of the Conley index is satisfied; other than that we will simply assume tacitly that
M is such that at least condition (i) is satisfied.
Structure of the paper. In an attempt to make the paper easier to read we have not
followed a strictly logical order, but rather tried to present the ideas in an order that makes
they seem as motivated and natural as possible. We begin with Section 2, where some
results concerning the fixed point index are derived from the main theorems stated above.
Section 3 reviews the basics of the Conley index and the construction of the compactified
unstable manifold, its intrinsic topology, and several other background results that are needed
later on. Even if the reader is familiar with the construction of the intrinsic topology it
would be advisable to read this section, since the case of continuous maps (rather than
homeomorphisms) requires some modifications. Section 4 llustrates how the generalizations
of Theorems A and B that we are looking for (Corollaries 3 and 4) follow as simple algebraic
exercises from the main Theorems 1 and 2. Section 5 introduces the powerful tool of series
in cohomology and, by way of example, it also includes some versions of Hastings’ theorem
for discrete dynamical systems that are not used elsewhere in the paper. Finally, having
all the necessary elements at our disposal, the strategy using the Mayer–Vietoris sequence
described above will be carried out without too much effort in Section 6, proving Theorems 1
and 2. A number of technical results are postponed to three appendices to avoid disrupting
the exposition along the paper.
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2. Applications to the fixed point index
The intrinsic understanding of the topology of the unstable manifold of an isolated invariant
set allowed us to give a description of the cohomological Conley index in Corollaries 3 and
4. In this section we exploit these results to prove statements about the fixed point index
of isolated invariant continua. We will make use of some basic concepts and results from
Conley index theory. The reader unfamiliar with these will find the necessary information
(or appropriate references) in Section 3.
There are two special types of invariant sets that sometimes have to be treated separately.
A compact invariant set X is called an (asymptotically stable) attractor if the following
two conditions are satisfied: (i) X has a neighbourhood V such that for every p ∈ V the
forward iterates of p approach X indefinitely; that is, they eventually enter any prescribed
neighbourhood ofX , and (ii)X has a neighbourhood basis that consists of positively invariant
sets. The maximal neighbourhood V for which (i) is satisfied is called the basin of attraction
of X and will be denoted by A(X). It is an open, positively invariant set. When the phase
space is locally compact the positively invariant neighbourhoods mentioned in (ii) can be
chosen to be compact, and any sufficiently small such neighbourhood N turns out to be an
isolating neighbourhood for X (in fact, X = ∩n≥0f
n(N)), so that X is an isolated invariant
set. The 0–cohomological Conley index of X is then very easy to describe: if X is a connected
attractor and N is a connected positively invariant isolating neighborhood as above, (N, ∅)
is an index pair for f (and fn) and X . Conversely, the existence of such an index pair
(N,L) where N is connected and L is empty implies that X is a connected attractor. As a
consequence (cf. [17, Subsection 3.2]), h0(fn, X) is trivial except when X is an attractor and
in this case trace(h0(f,X)) = 1.
On the opposite end, if a compact invariant set X has a neighborhood N such that N ⊆
f(N) and X = Inv(N) we say X is a repeller. This condition is stronger if f is not injective
than the usual X = ∩n≥0f
−n(N) (see Lemma 58). In the case f is a homeomorphism, it can
be shown (cf. [25, Prop. 4]) that hd(f,X) vanishes unless X is a repellor and in this case
trace(hd(f,X)) = ±1 depending on whether f preserves or reverses orientation.
The computation or estimation of the fixed point indices of the iterates of a homeomorphism
or a continuous map at an isolated fixed point, or more generally an isolated invariant set
X , is a difficult problem which reflects important information about the dynamics around X
specially in low dimensions. The above theorems provide techniques to establish some new
results and to obtain new proof of some strong known theorems. The link between the fixed
point and the Conley indices is provided by the Lefschetz–like formula (see [33], [9], [25] or
[17])
(5) i(fn, X) =
∑
q≥0
(−1)qtrace(hq(fn, X))
that relates the fixed point index of fn in an isolated invariant continuum X with the traces
of the cohomological Conley indices. If the phase space is a manifold of dimension d the
indices with q ≥ d+ 1 vanish because the groups Hˇq(N,L) become trivial for any index pair
(N,L). Moreover, see Section 3, in differentiable manifolds it is always possible to choose
index pairs such that N,L and N \L are manifolds with boundary so Hˇq(N,L) = Hq(N,L).
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This election is implicit in the results of this chapter and Cˇech cohomology is replaced with
singular cohomology without lose of generality.
The term q = 1 in the sum of Equation (5), trace(h1(fn, X)), is described in Corollary
3: it decomposes as the sum of #Fix(ϕn) − 1 (ϕ being the permutation of the essential
quasicomponents induced by f˜) and trace((f˜ ∗)n|im i∗). Recall that i
∗ is the map induced by
the inclusion i : X˜ ⊆W u∞ in one–dimensional cohomology. By exploiting the relation between
X and X˜ and f ∗ and f˜ ∗ (see Section 3), a way to control the contribution of trace((f˜ ∗)n|im i∗)
is to impose constraints on Hˇ1(X) or on the map induced by f on this cohomology group.
Suppose for the time being that f is a continuous map defined on an open subset U of R2.
Next corollary extends, when X is a singleton, the main result of [18] which allowed to give
a partial answer of Shub conjecture for maps in S2 (see [41] or [42] and [11] or [21] for some
very recent advances).
Corollary 10. Let U ⊂ S2 be an open set, f : U → f(U) ⊂ S2 be a continuous map and
X ⊆ U be an isolated invariant continuum that is not a repeller and is completely invariant,
i.e. f−1(X) = X. Then, i(fn, X) ≤ 1 for infinitely many even n ∈ N and the inequality is
strict provided X is not an attractor. Furthermore, if f is a homeomorphism the sequence
{i(fn, X)}n≥1 is periodic.
Proof. Assume that f is just a continuous map. Take an index pair (N,L) for X such that
N is proper and connected. Let us first prove that if X is not a repeller trace(h2(fn, X))
vanishes for every n ≥ 1 or, equivalently, f ∗ : H2(N,L)→ H2(N,L) is nilpotent. Since N,L
are proper subsets of S2, any 2–cocycle in H2(N,L) is determined by a connected component
of S2 \L that is completely contained in N . Denote these components by {B1, . . . , Bm}. For
the map f ∗ : H2(N,L) → H2(N,L) to be non–nilpotent we need an infinite chain Bi1 7→
Bi2 7→ Bi3 7→ . . . such that the image by f of each component covers the next one. Since
the set of components is finite, fk(Bi) ⊃ Bi for some i and k ∈ N. By continuity we have
that fk(Bi) ⊃ Bi and, as a consequence, X
′ = Inv(fk, Bi) (the maximal f
k–invariant subset
of Bi) is non–empty. From the properties of index pairs we obtain that X
′ ⊂ Bi and the
connectedness of X implies that k = 1 and X = X ′. It follows that X is a repeller. Notice
further that if f were a homeomorphism then (Bi ∪ L, L) would be an index pair, the index
map induced in (Bi ∪ L)/L would be homotopic to a map of degree 1 or −1 in the 2–sphere
and the traces of h2(fn, X) would be 1 or (−1)n, respectively.
Now, Equation (5) and Corollary 3 yield i(fn, X) = −trace(h1(fn, X)) = 1−#Fix(ϕn)−
trace((f ∗)n|im i∗). If n is multiple of the l.c.m. r of all the periods of the essential quasicom-
ponents (there are a finite number of them by Theorem 1) then ϕn is the identity map. By
Proposition 25, if there is no essential quasicomponent then X is an attractor. On the other
hand, the term trace((f ∗)n|im i∗) can be bounded using the following result (see [9, Lemma
2.3]): given any real matrix A, the trace of Al is non–negative for infinitely many values of
l ∈ N. In particular, trace((f ∗)2rl|im i∗) ≥ 0 for infinitely many l. The inequalities in the
statement now follow from these considerations.
Alexander’s duality provides an isomorphism between Hˇ1(X) and H˜0(S
2 \ X). When f
is a homeomorphism, the action of f ∗ in the former can be understood as the dual (up to
sign) of the map induced by f in H˜0(S
2 \X) and the latter has a very special form because
f permutes the connected components of S2 \ X . Although this set may be infinite, it is
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straightforward to prove that the non–zero eigenvalues of the restriction of the map to a
finite dimensional invariant subspace of H˜0(S
2 \X) are roots of unity. As a consequence the
term trace((f ∗)n|im i∗) is periodic in n and this trivially implies that {i(f
n, X)}n is a periodic
sequence. 
The particular case of acyclic X of the previous result was the main theorem of [18]. In the
case f is an orientation–preserving homeomorphism and X is a fixed point (neither attracting
nor repelling), the exact form of the sequence of indices i(fn, p) was established by Le Calvez
and Yoccoz in [26]:
i(fn, p) =
{
1− rq if n ∈ rN
1 if n /∈ rN
The integer r ≥ 1 can be easily interpreted in our terms as follows: all the essential quasi-
components (recall there are finitely many of them) have the same period, and this common
period is r. For the sake of completeness, let us give a hint on the argument. Since f is
injective, the essential quasicomponents {F1, . . . , Fk} are legitimate subsets of the plane. Let
N be an isolating neighborhood of p and ∩n≥0f
n(N) the set of points of N whose backward
trajectory does not exit N . The intersection Fi ∩ N splits in several components, take F
′
i
the union of the components that are adherent to p (with the intrinsic topology, see Section
3). It follows that f permutes the sets F ′i exactly in the same way as it permuted the quasi-
components Fi. However, {F
′
1, . . . , F
′
k} have a circular order that is preserved by the action
of f : there is an integer s ≥ 1 such that f(F ′i ) ⊃ F
′
i+s for every i. We conclude that all
the essential quasicomponents have the same period, r, and, consequently, they come in a
number rq which is multiple of r.
The knowledge of the structure of the closure of periodic orbits of homeomorphisms of the
2–sphere is an interesting problem that was stated explicitly by Le Calvez in his lecture in the
ICM 2006 [24]. The question of whether Per(f) is isolated as invariant set has been studied
in [36] and [39]. The following result can be deduced from Corollary 10:
Corollary 11. Let f : S2 → S2 be a continuous map with deg(f) 6= 0. Assume that K is an
isolated invariant continuum such that Per(f) ⊆ K and f−1(K) = K. Then K is a repeller.
Proof. Suppose that K as in the statement exists and it is not a repeller. By Corollary 10,
i(fn, K) ≤ 1 for infinitely many even n ∈ N. Applying Lefschetz–Hopf theorem to f we have
Λ(fn) = 1 + deg(f)n = i(fn, K) and we deduce that deg(f) = 0. 
An extra tool to analyze higher order terms is the duality between cohomological Conley
indices due to Szymczak [45] in the discrete setting (see also [17] for a shorter proof). It
states that, given an isolated invariant set X of a homeomorphism f defined on an open set
of Rd (automatically X is also isolated for f−1), for any 0 ≤ q ≤ d the (d− q)–cohomological
index of X and f is dual, up to sign, to the q–cohomological index of X and f−1. The sign
+1 or −1 depends on whether f preserves or reverses orientation, respectively. We insist that
this only works when the dynamics is invertible. Thus from now on we assume that f is a
homeomorphism defined on an open subset of an oriented 3–manifold.
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In dimension 3, Szymczak’s duality together with Corollary 3 provides a description of
trace(h2(fn, X)) in the following terms:
±trace(h2(fn, X)) = −1 + #Fix(ψn) + trace((f ∗)−n|im j∗)
where ψ is the permutation induced by f−1 on the set of essential quasicomponents of the
compactified stable manifold W s∞ (endowed with its intrinsic topology) and j : X ⊆ W
s
∞
denotes the inclusion. As mentioned earlier in the Introduction, since f is assumed to be a
homeomorphism there is no need to distinguish between X˜ and X or f˜ and f .
Corollary 12. Let U ⊂ R3 be an open set and f : U → f(U) ⊂ R3 be a homeomorphism. Let
X ⊆ R3 be an arbitrary isolated invariant continuum. The sequence {i(fn, X)}n is periodic
provided the eigenvalues of f ∗ : Hˇ1(X ;K)→ Hˇ1(X ;K) are roots of unity.
This condition is satisfied, for instance, when Hˇ1(X ;K) = 0 or when the topological entropy
of f |X is zero. In particular, if f is a volume contracting homeomorphism and the sequence
{i(fn, X)}n is unbounded then Hˇ
1(X) 6= 0 and the topological entropy of f |X is nontrivial.
Proof. The Lefschetz formula (5) and Szymczak’s duality entail, through the discussion of
the previous paragraph, that i(fn, X) is a sum of terms of the form −1 + #Fix(ϕn) and
−1 + #Fix(ψn), which are certainly periodic, and trace((f ∗)n|im i∗) and trace((f
∗)−n|im j∗).
Thus the sequence of indices is periodic if and only if these latter terms are periodic in n,
and this is granted by the assumption that the eigenvalues of f ∗ on Hˇ1(X) are roots of unity.
Indeed, every eigenvalue µk of f
∗|im i∗ is an eigenvalue of f
∗ on Hˇ1(X), so each µk is a root
of unity. Since the trace of an endomorphism is the sum of its eigenvalues (counted with
their multiplicity), it follows that trace((f ∗)n|im i∗) =
∑
µnk , which clearly implies that the
sequence of traces is periodic. A similar argument applies for trace((f ∗)−n|im j∗).
The key element to address the second statement is a result of Manning [29] that bounds
the topological entropy h(f |#) from below in terms of the logarithm of the spectral radius
of (f#)∗ : H1(N/L;Q) → H1(N/L;Q). Here f# : N/L → N/L denotes the index map (see
Section 3) associated to the index pair (N,L) and we assume N/L is a compact absolute
neighborhood retract (this is true if, for example, N and L are manifolds with boundary).
Since the non–wandering set of f# is equal to X∪{[L]}, from the properties of the topological
entropy we deduce that h(f#) = h((f#)|X) = h(f |X). Thus, if h(f |X) vanishes, by duality,
the spectral radius of (f |#)
∗ : H1(N/L;Q)→ H1(N/L;Q) is bounded by 1. By the universal
coefficient theorem the previous map is given by an integer matrix A. It is a standard
arithmetic consequence from the fact that the trace of An is always an integer and the
modulus of the eigenvalues is bounded by 1 that all the non–zero eigenvalues are roots of
unity (cf. [25, Proposition 2]). 
Let us apply this result to some particular cases of interest:
Theorem 13. Let U ⊂ R3 be an open set and f : U → f(U) ⊂ R3 be a homeomorphism.
Assume X is an isolated invariant continuum such that Hˇ∗(X ;Z) = Hˇ∗(S1;Z). Then the
index sequence {i(fn, X)}n is periodic.
Proof. Since f is a homeomorphism, the induced homomorphism f ∗ on Hˇ1(X ;Z) = Z must
be invertible; thus, f ∗ = ±Id. By the universal coefficient theorem it follows that f ∗ = ±Id
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also on Hˇ1(X ;Q). Thus the hypotheses of Corollary 12 are trivially satisfied and the result
follows. 
Our techniques can be applied to compute or estimate the sequence of fixed point indices
of a given homeomorphism at arbitrary isolated compact polyhedra X in dimension 3. In the
particular case where X is a cohomology 2–sphere we have:
Theorem 14. Let U ⊂ R3 be an open set, f : U → f(U) ⊂ R3 be a homeomorphism and
X ⊂ U be an isolated invariant continuum. Assume that Hˇ∗(X ;K) = Hˇ∗(S2;K). Then the
index sequence {i(fn, X)}n≥1 is periodic. Furthermore, if f reverses orientation, i(f
n, X) ≤ 2
and if, in addition, f fixes the components of the complement of X the inequality is strict
for odd n. Thus in particular, if f : R3 → R3 is an orientation–reversing homeomorphism,
i(f,X) ≤ 1.
Proof. The periodicity of the index sequence follows directly from Corollary 12. If f is
orientation–reversing, duality implies i(fn, X) = −trace(h1(fn, X))− trace(h1(f−n, X)) and,
since the first cohomology group of X vanishes, this reduces to 1−#Fix(ϕn)+1−#Fix(ψn).
Here ϕ and ψ stand, as usual, for the permutations induced by f and f−1 among the (finite)
sets of essential quasicomponents of the unstable and stable manifolds (minus X and their
points at infinity). This yields the inequality i(fn, X) ≤ 2.
Notice that the statement on the connected components of the complement of X is based
on purely cohomological information: Alexander duality guarantees that f ∗ : Hˇ2(X ;K) →
Hˇ2(X ;K) is conjugate to the map induced by f in H˜0(S
3\X ;K) (to be more precise we have to
multiply this map by −1 because f reverses orientation). We say that f |X preserves/reverses
orientation if f ∗ = id/−id. Suppose now that the equality i(fn, X) = 2 is attained for
some odd n. Then Fix(ϕ) = ∅, so the essential quasicomponents of the unstable manifold are
permuted without fixed elements and Corollary 5 applies to conclude that i(fn, X) = Λ(fn|X).
However, since f reverses orientation but fixes the components of the complement of X we
have that f |X also reverses orientation and Λ(f
n|X) = 1 + (−1)
n. The sum vanishes because
n is odd, contradicting the assumption i(fn, X) = 2. 
Corollary 15. Let f be an orientation–reversing homeomorphism of a 3–manifold B whose
boundary S is homeomorphic to S2. Assume further that the integral cohomology of B is
trivial, i.e., equal to the cohomology of a point. If S is isolated as invariant set then Fix(f)∩
int(B) 6= ∅. In other words, if Fix(f) ⊆ S, for every compactum I ⊆ int(B) there exists
x ∈ int(B) whose full orbit is disjoint from I.
We remark that the cohomological assumption on B does not force it to be homeomorphic
to a 3–ball: for instance, B could be the complement of an open standard ball inside the
Poincare´ sphere.
Proof. Denote byM the double of B along S; that is, the manifold obtained from two disjoint
copies of B by identifying their boundaries via the identity. M can be written asM = B∪B′,
with B ∩ B′ = S, and a straightforward computation using the Mayer–Vietoris sequence of
this decomposition then shows that M has the integral Cˇech cohomology of S3. (In principle,
the Mayer–Vietoris sequence requires the decomposition to consist of open sets; however, in
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the present case of Cˇech cohomology and compact sets this is not necessary as discussed in
p. 41).
The map f induces an orientation–reversing homeomorphism, denoted Df , onM by acting
independently on each copy of B. Applying Lefschetz–Hopf theorem on M we obtain 2 =
Λ(Df) = i(Df,M). If we suppose that S is isolated as invariant set in B then it is also isolated
inM and by Theorem 14 we conclude that i(Df, S) ≤ 1. Consequently, i(Df,M) 6= i(Df, S)
so there are fixed points in M \ S and, by symmetry, also in int(B). 
The following corollary can be interpreted in terms of minimal dynamics (those having
all their orbits dense): there are no orientation–reversing homeomorphism of S3 which are
minimal away from a finite number of invariant circles in which the map is homotopic to the
identity. Notice that those invariant circles can be made of fixed points and homo/heteroclinic
trajectories.
Corollary 16. Let f be an orientation–reversing homeomorphism of S3 that leaves invariant
a knot or a link K. Assume further that f |K preserves orientation and K contains all the
fixed points of f . Then K is not an isolated invariant set, i.e. for every neighborhood U of
K there exists a point x ∈ U \K such that the orbit of x is contained in U .
Proof. Suppose that K is an isolated invariant set. With the notations introduced earlier,
i(f,K) = 2−#Fix(ϕ)−#Fix(ψ)− trace(f ∗|im i∗)− trace((f
−1)∗|im j∗).
The last two summands are non–positive because the restrictions of f and f−1 to K preserve
orientation. The first two terms are non–positive as well and if #Fix(ϕ) = 0 it follows
from Corollary 5 that i(f,K) = Λ(f |K) = 0. Thus, regardless of whether Fix(ϕ) is empty
or not, we may write i(f,K) ≤ 1. However, Lefschetz–Hopf theorem applied to f yields
i(f, S3) = Λ(f) = 2 and since i(f, S3) 6= i(f,K), this means that there must exist fixed points
outside K. 
Given a compact metric space M , a homeomorphism f : M → M is said to be expansive
if there exist c > 0 such that if x, y ∈ M and dist(fm(x), fm(y)) ≤ c for every m ∈ Z then
x = y. There are many papers in the literature about expansiveness of homeomorphisms [27],
[28] and references with very hard problems [19].
It is easy see that this is equivalent to the diagonal ∆ ⊆M ×M to be an isolated invariant
set for f × f : M ×M → M ×M . For arbitrary continuous maps it has been introduced
the natural notion of positive expansiveness but using the above characterization one can
generalize the definition of expansiveness for continuous maps. A continuous map f : M →M
is expansive if ∆ ⊆ M ×M is an isolated invariant set for f × f : M ×M → M ×M so
Theorems 1, 2 and 6 and Corollaries 3, 4 and 5 are general results that also provide tools to
study expansiveness of maps defined in arbitrary compact manifolds. In particular there are
only finitely many essential quasicomponents in W u∞ \ (∆˜ ∪∞). In a forthcoming paper we
shall study some applications of our results to this theory.
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3. Some background definitions and results
In this section we recall the basic definitions of the discrete Conley index and the approach
of Robbin and Salamon in terms of the intrinsic topology in the unstable manifold, gener-
alizing it to the setting of continuous maps rather than homeomorphisms. Throughout this
section coefficients for homology or cohomology are assumed to be taken in a field K that is
not always reflected in the notation.
3.1. The cohomological Conley index. Consider a continuous map f defined on a locally
compact space. The object of study are invariant sets, that is, sets X that satisfy f(X) = X .
A full orbit of f through a point p is a sequence (pi)i∈Z such that f(pi) = pi+1 and p0 = p.
Given a set A, Inv(A) is defined as the set of points for which there is a full orbit of f passing
through them completely contained in A. Evidently, f(Inv(A)) = Inv(A), i.e., Inv(A) is an
invariant set. A compact invariant set X is said to be isolated or locally maximal provided
there is a neighborhood A of X such that X = Inv(A). The compact neighborhoods A of X
satisfying X = Inv(A) are called isolating neighborhoods of X .
The Conley index associates a topological invariant to a compact isolated invariant set X
through a compact pair whose purpose is to encapsulate the local dynamics around X . An
index pair for f and X is a compact pair (N,L), L ⊆ N that satisfies:
(i) N \ L is an isolating neighborhood of X .
(ii) f(N \ L) ⊆ N , that is, the points that are mapped outside N are contained in L.
(iii) f(L) ∩N ⊆ L, that is, L is positively invariant in N .
A classical result in the theory of Conley index [31] states that, provided the phase space is
a locally compact absolute neighborhood retract, any neighbourhood of an isolated invariant
set contains an index pair such that Hˇ∗(N,L;K) is finite dimensional. (Recall that the
class of absolute neighbourhood retracts is very wide and includes topological manifolds and
simplicial complexes). Furthermore, if the phase space is a differentiable or PL manifold then
N and L can be chosen to be manifolds with boundary [10]. The idea behind this fact is
the existence a robust subclass of index pairs that can be constructed as follows. Take an
isolating neighborhood N of X that satisfies f−1(N) ∩N ∩ f(N) (called isolating block) and
let L be a small neighborhood in N of {x ∈ N : f(x) /∈ int(N)}. Then, see [10], any compact
pair (N ′, L′) close to (N,L) is an index pair for f and X . Choosing N ′ and L′ to be manifolds
the result follows.
Consider the pointed quotient space (N/L, [L]), where [L] denotes the point consisting of
L alone. Define a map f# : (N/L, [L])→ (N/L, [L]) by
f#(p) :=
{
f(p) if p, f(p) ∈ N \ L;
[L] otherwise.
This is usually called an index map and it follows from the requirements on index pairs that
it is continuous. It is this continuity, rather than the particular details of (N,L), that the
construction of Robbin and Salamon hinges on. (In fact, they define and index pair as a
compact pair (N,L) that satisfies (i) above and makes f# continuous).
The index map induces a homomorphism f ∗# : Hˇ
∗(N/L, [L]) → Hˇ∗(N/L, [L]) in cohomol-
ogy. We recall that coefficients are taken in some field K that we omit from the notation.
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Both Hˇ∗(N/L, [L]) and f ∗# depend on the particular index pair (N,L) chosen to perform this
construction, but the shift equivalence class of f ∗# does not. The q–cohomological Conley
index can then be legitimately defined as the shift equivalence class of f ∗# : Hˇ
q(N/L, [L]) →
Hˇq(N/L, [L]), and we will denote it by hq(f,X).
Shift equivalence is an equivalence relation defined between maps in an abstract category;
in this case, between endomorphisms of a vector space and, in fact, of a finite dimensional
vector space because the pair (N,L) can be chosen to have finitely generated Cˇech cohomology
as mentioned above. We will not need to recall the definition of shift equivalence here (the
interested reader can find it in [10]), but just mention the following: in the category of finite
dimensional vector spaces, two endomorphisms that are shift equivalent have the same nonzero
eigenvalues, counted with their multiplicity, and, in particular, the same trace. Therefore, it
makes sense to speak of the nonzero eigenvalues of hq(f,X), or of the trace of hq(f,X). We
denote the latter by trace(hq(f,X)).
3.2. The intrinsic topology. Now we recall the definition of the intrinsic topology given
by Robbin and Salamon [38]. Since their paper is set up for diffeomorphisms, we go into
some detail to highlight the differences that appear when carrying over their construction to
the case of merely continuous maps.
Let X be an isolated invariant set for a continuous map f and choose an index pair (N,L)
for X . Consider the inverse sequence of pointed topological spaces
(6) (N/L, [L]) (N/L, [L])
f#
oo (N/L, [L])
f#
oo . . .oo
and denote provisionally its inverse limit by (W∞,∞). Being an inverse limit of a sequence
of compact spaces, W∞ is a compact (Hausdorff) space. Any point ξ ∈ W∞ is a sequence
ξ = (ξi)i≥0 where ξi ∈ N/L and f#(ξi+1) = ξi. The point ∞ corresponds to the constant
sequence ξ = ([L], . . . , [L], . . .). Any other ξ ∈ W∞ must have, according to the definition of
f#, one of the forms
ξ = (p0, p1, . . .)(7a)
ξ = ([L], [L], . . . , [L]︸ ︷︷ ︸
(n)
, pn, pn+1, . . .)(7b)
where the pi denote points in N \ L, f(pi+1) = pi and, in the case of (7b), f(pn) ∈ L.
The map f# induces a continuous map f˜ on W∞ in the standard way f˜(ξ) := (f#(ξi))i≥0.
More explicitly, for ξ = (ξi)i≥0 one has f˜(ξ) = (f#(ξ0), ξ0, ξ1, . . .) which makes it clear that
f˜ is a homeomorphism, its inverse being a left shift. We emphasize that this is the case
regardless of whether the original map f is a homeomorphism or more generally a continuous
map, which is the situation that we consider in this paper. The following result, which was
anticipated earlier and justifies our interest in W∞, will be proved later on:
Proposition 17. Let the phase space be a topological manifold or, more generally, a locally
compact absolute neighbourhood retract. Then (W∞,∞) has finitely generated Cˇech cohomol-
ogy and, moreover, the induced homomorphism f˜ ∗ : Hˇq(W∞,∞) → Hˇ
q(W∞,∞) belongs to
the q–cohomological Conley index of X.
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We shall show now that the dynamics of f˜ in W∞ is fairly simple. First we will see that∞
is an asymptotically stable attractor. Recall that f˜(ξ0, ξ1, . . .) = (f#(ξ0), ξ0, ξ1, . . .). Clearly
every point ξ of the form displayed in Equation (7b) above is attracted to ∞, since each
additional iterate adds an [L] to the initial part of the sequence (ξi). Similarly, points ξ of
the form given in (7a) will be attracted to ∞ as long as each pi eventually reaches L upon
iteration. Otherwise stated, a point ξ does not belong to the basin of attraction of ∞ if, and
only if, it is of the form ξ = (p0, p1, . . .) where all the forward iterates of each pi stay in N \L.
Since through each pi there is a negative semiorbit contained in N (namely, pi+1, pi+2, . . .),
this latter condition is equivalent to saying that each pi belongs to Inv(N) = X . Thus, letting
X˜ be
X˜ := {(ξi)i≥0 ∈ W∞ : ξi ∈ X for all i},
it follows from the above that the basin of attraction of ∞ is precisely W∞ \ X˜ . The set
X˜ is therefore a repeller in W∞ (the so-called dual repeller of ∞ in the parlance of Morse
decompositions) and its basin of repulsion is W∞ \∞.
Summing up, if X is an isolated invariant set for a continuous map f and W∞ is defined
as above, the following hold true:
(i) f induces in a natural way a homeomorphism f˜ on W∞.
(ii) The pair (∞, X˜) is an attractor-repeller decomposition of W∞.
Notice that X˜ can be identified with X in a straightforward manner when f |X is a home-
omorphism, but otherwise there is no inmediately apparent relation between them. Later on
we will establish the following result:
Proposition 18. If Hˇq(X) is finite dimensional, then so is Hˇq(X˜) and, moreover, the induced
homomorphisms f ∗ : Hˇq(X) → Hˇq(X) and f˜ ∗ : Hˇq(X˜) → Hˇq(X˜) are shift equivalent. In
particular, they have the same nonzero eigenvalues and the same trace.
When f is injective there is a natural identification of W∞ \ ∞, as a point set, with the
unstable manifold W u of X (this is essentially [38, Theorem 7.3, p. 390]). The topology that
W u receives under this identification is called the intrinsic topology and, since W∞ is tauto-
logically the one-point compactification of W∞ \∞, it can also be regarded as the one–point
compactification of the unstable manifold W u endowed with the intrinsic topology. However,
since in this paper f is merely continuous but not necessarily injective, this identification is
not valid any more. This is the only aspect of the construction of Robbin and Salamon that
does not carry over to our situation.
Let us see how the above affects the basic strategy sketched in the Introduction. Replacing
W u∞ withW∞, f with f˜ , andX with X˜ and making use of the attractor-repeller decomposition
of W∞ given by (ii), the Mayer–Vietoris exact sequence (2) now reads
. . . Hˇq+1(X˜)oo Hˇq+1(W∞,∞)oo Hˇ
q(U ∩ V )
∆
oo Hˇq(X˜)oo . . .oo
so it relates the homomorphism induced by f˜ on Hˇq+1(W∞,∞), which according to Proposi-
tion 17 belongs to the (q+1)-cohomological Conley index of X , to the homomorphisms that
f˜ induces on Hˇq(U ∩ V ) and Hˇq+1(X˜). This involves the set X˜ rather than X , the original
dynamical object of interest in our problem. In most applications we shall only be interested
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in the eigenvalues or the trace of the Conley index, which in turn only involves the eigenvalues
of f˜ on Hˇq+1(X˜) and, according to Proposition 18 above, this information can be recovered
from the action of f ∗ on Hˇ∗(X).
The only element foreign to the original problem that remains is U ∩ V =W∞ \ (X˜ ∪∞),
which in general differs from W u \ X . However, as the reader will see this is not really an
issue because in our arguments the explicit form of U ∩ V will play no role.
3.3. An example. Consider the realization of Smale’s horsehoe in the plane suggested by
Figure 1. D is a region of the plane consisting of a square N (in thicker outline) and two
semicircles. The dynamics is generated by a homeomorphism f : D → f(D) ⊆ D that
squeezes N horizontally and bends it into the shape of a horseshoe, as in Figure 1.(b). The
image of the square N intersects N itself in two vertical rectangles. The maximal invariant
subset of N is the horseshoe Λ, which in this realization is the Cartesian product of two
Cantor sets. Together with an attracting fixed point p outside N , these are the only two
isolated invariant subsets of D and therefore the set of points whose orbits travel from Λ to
{p} is equal to W u(Λ) \ Λ, where W u(Λ) denotes the unstable manifold of Λ.
N
D
f(D)
W u(Λ)
p
Figure 1. The unstable manifold of a horseshoe
The portion ofW u(Λ) contained in N is equal to the union of (a Cantor set of) vertical lines
that pass through Λ. Each of these vertical lines is separated by Λ into countably many open
intervals. The intrinsic topology of the unstable manifold is finer than the ambient topology
that it inherits from the plane. Indeed, for two points x, y ∈ W u(Λ) ∩ N to be close in the
intrinsic topology they must belong to the same vertical line. Otherwise there would exist
some n ∈ N for which f−n(x) and f−n(y) lie in different halves of N so (x, . . . , f−n(x), . . .) and
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(y, . . . , f−n(y), . . .) would not be close in the inverse limit. Notice, however, that the closure
of W u(Λ) in the usual topology coincides with its one–point compactification W u(Λ)∪{p} =
∩n≥0f
n(N) and, as a point set, this is equivalent to the one–point compactification of W u(Λ)
with the intrinsic topology, W u∞. Thus, with our usual notation there is a correspondence
∞ = p, X = Λ, U =W u(Λ) and V = {p} ∪W u(Λ) \ Λ.
The set of connected components of V is uncountable: in every vertical line of W u(Λ)∩N
there are already countably many components of V and there are uncountably many such
lines. Each connected component corresponds to an arc in W u(Λ) connecting two different
points of Λ except for an arc F that reaches p. (Notice that in this case both the ambient and
the intrinsic topology on W u∞(Λ) yields the same components and quasicomponents). Since
every connected component is also a quasicomponent, the only essential quasicomponent in
the example is F .
Evidently, Hastings’ Theorem fails dramatically in this example, both V and U/X have
very complicated topology: V has uncountably many quasicomponents and the first integral
cohomology group of U/X is not finitely generated (to see this one can examine the long
exact sequence of (U,X)). Notice, however, that this observation agrees with Lemma 34.
3.4. Proofs of Proposition 17 and 18. As a preparation we need a rather general obser-
vation from elementary linear algebra.
Let V be a K–vector space and let ϕ : V → V be an endomorphism of V . Consider the
constant direct sequence
S : V(0) = V
ϕ
// V
ϕ
// V
ϕ
// . . .
and denote by V∞ its direct limit and by π : V(0) → V∞ the canonical projection from the first
term of the sequence to its direct limit. Recall that V∞ is the direct sum of the (infinitely
many) copies of V that appear in S modulo the smallest equivalence relation ∼ that identifies
each v lying in any one copy of V with its image ϕ(v), which lies in the next.
Similarly, consider two copies of the sequence S connected by vertical arrows given by
ϕ. This diagram is commutative and therefore the vertical arrows induce a homomorphism
ϕ∞ : V∞ → V∞ between the direct limits. Then, with these notations, one has the following:
Lemma 19. Suppose V is finite dimensional, so that the sequence of images V ⊇ im ϕ ⊇
im ϕ2 ⊇ . . . stabilizes; that is, there exists m such that im ϕm = im ϕm+1 = . . . Denote by W
this subspace of V . Then:
(1) The restriction π|W : W → V∞ is an isomorphism.
(2) Moreover, π|W provides a conjugation between the restriction ϕ|W : W → W and
ϕ∞ : V∞ → V∞.
(3) The maps ϕ and ϕ∞ are shift equivalent.
The isomorphism ϕ|W is usually called the Leray reduction of ϕ.
In the proof of the lemma we will make use of two simple properties of shift equivalence:
(i) Suppose ϕ is an endomorphism of a vector space V . Then ϕ and the restriction
ϕ|im ϕ : im ϕ→ im ϕ are shift equivalent.
(ii) Two isomorphisms are conjugate if and only if they are shift equivalent.
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Proof. (1) The proof is easy and very similar to that of [37, Proposition 6.(2), p. 2830], so
we only sketch it. A general element of V∞ is represented by a sum of elements belonging
to different copies of V , but each of them can be pushed forward along the sequence until
they all lie in the same copy V(j) of V , where they can be summed to yield an element v.
Pushing the latter forward yet another m times we have v ∼ ϕm(v), where now ϕm(v) sits
in W . Thus, every element of V∞ can be represented by an element of W and so the direct
limit of S remains unchanged if we replace the sequence with
S ′ : W
ϕ|W
// W
ϕ|W
// W
ϕ|W
// . . .
It only remains to observe that ϕ|W is an isomorphism (it is surjective by the definition of W
and, since W is finite dimensional because V is finite dimensional by assumption, it must be
an isomorphism) and so the direct limit of S ′ is canonically isomorphic to W .
(2) This is a straightforward computation.
(3) By repeated application of property (i) of shift equivalence ϕ, ϕ|im ϕ, ϕ|im ϕ2, . . . , ϕ|W
are all shift equivalent. According to part (1) of this lemma the latter is conjugate to ϕ∞,
and so both are also shift equivalent by (ii) above. 
As a complement we have the following result:
Remark 20. Let m(0) denote the algebraic multiplicity (possibly zero) of λ = 0 as a root of
the characteristic polynomial of ϕ. Then dim V∞ = dim V −m(0).
Proof. By Lemma 19.(1) we have dim V∞ = dim W where, we recall, W = im ϕ
m; thus
dim V∞ = dim V −dim ker ϕ
m. It is easy to see from the definition ofm that V = (im ϕm)⊕
(ker ϕm). Both summands are ϕ invariant, so the eigenvalues of ϕ are the union of those of
ϕ|im ϕm and ϕ|ker ϕm . The first of these is an isomorphism (again because of the definition of
m) and has nonzero eigenvalues. The second is nilpotent so it has a single eigenvalue λ = 0
with algebraic multiplicity dim ker ϕm. Thus m(0) = dim ker ϕm, completing the proof. 
We are now ready to prove Propositions 17 and 18.
Proof of Proposition 17. The definition of (W∞,∞) together with the continuity property of
Cˇech cohomology imply that Hˇ∗(W∞,∞) can be computed as the direct limit of
Hˇ∗(N/L, [L])
(f#)
∗
// Hˇ∗(N/L, [L])
(f#)
∗
// Hˇ∗(N/L, [L])
(f#)
∗
// . . .
Notice that this sequence has the form considered earlier with V = Hˇ∗(N/L, [L]), ϕ = (f#)
∗
and V∞ = Hˇ
∗(W∞,∞). Moreover, it is straightforward to check that ϕ∞ = f˜
∗. As mentioned
earlier, the assumption about the phase space guarantees that (N,L) can be chosen to have
finite dimensional cohomology. Thus V is finite dimensional and so Lemma 19 can be applied.
Part (1) implies that Hˇ∗(W∞,∞) is finite dimensional (because it is isomorphic to a subspace
of a finite dimensional space) and part (2) means that (f#)
∗ : Hˇ∗(N/L, [L])→ Hˇ∗(N/L, [L])
and f˜ ∗ : Hˇ∗(W∞,∞)→ Hˇ
∗(W∞,∞) are shift equivalent, proving the proposition. 
When analyzing a specific isolated invariant set X it is often the case that index pairs
and the associated index map can be explicitly computed, even with numerical methods (see
[35] and its references), rendering the Conley index an essentially computable object (this is
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precisely one of the reasons why the Conley index is so useful). As a consequence, the Betti
numbers ofW u∞ are also explicitly computable. Indeed, in the situation just considered in the
previous paragraph while proving Proposition 17, an application of Remark 20 shows that
βq(W u∞,∞) = β
q(N/L, [L]) −mq(0), where mq(0) is the algebraic multiplicity of λ = 0 as a
root of the characteristic polynomial of (f#)
∗ in Hˇq(N/L, [L]). This also justifies our claim
made in the statement of Theorem 6 that χ(W u∞,∞) is explicitly computable.
Proof of Proposition 18. One only needs to observe that X˜ can alternatively be defined, tak-
ing into account that f = f# on X , as the inverse limit
X˜ = lim←−
{
X X
f
oo X
f
oo . . .oo
}
Then Lemma 19 applies directly to V = Hˇq(X) and ϕ = f ∗ to yield the desired result. 
3.5. Notations and remarks. To aid intuition it is useful (and harmless) to think of W∞
as the compactification of the unstable manifold W u (endowed with the intrinsic topology)
with the point at infinity ∞ although, as we have already explained, this is not rigorously
true. Thus from now on we shall revert to the more expressive notation W u∞ for W∞ and
speak of the “compactified unstable manifold”. This accords with the notation used in the
Introduction and should not cause any confusion.
One more comment may be in order. We have defined W u∞(= W∞) as the inverse limit
of the inverse sequence (6), which in principle could depend on the choice of the index pair
(N,L), but this is not reflected in the notation; in fact, we speak of “the” compactified
unstable manifold as if it were a canonical object. It turns out that this is the case. This was
proved by Robbin and Salamon [38, Theorem 7.3, p. 390] for diffeomorphisms (and translates
directly to homeomorphisms) but holds as well for continuous maps. For completeness we
have included a proof in Appendix C, although we will not make use of this result.
Proposition 21. W∞ is a canonical object, it does not depend on the choice of index pair.
Another technical details arises when one replaces f by an iterate fn, n ≥ 1. It turns out
that X is still an isolated invariant set for fn and one can apply our results to this map.
However, as the next proposition shows, all the objects associated to fn can be recovered
from those associated to f . The proof is also postponed to Appendix C.
Proposition 22. For any n ≥ 1 the following statements hold:
• X is an isolated invariant set for fn.
• The compactified unstable manifold for fn, denoted Wn,∞, is homemorphic to W∞.
• The maps f˜n : Wn,∞ →Wn,∞ and (f˜)
n : W∞ →W∞ are conjugate.
Note that Proposition 22 explains why the conclusion of Corollary 3 is expressed in terms of
the fixed points of ϕn: the set of essential quasicomponents of Wn,∞ and W∞ is identical and
the permutation induced by f˜n in the former corresponds to the nth power of the permutation
of the latter induced by f˜ .
The description above together with Proposition 17 yield as a corollary the relationship
between the Conley indices of X for f and fn: the nth power of an endomorphism contained
24 L. HERNA´NDEZ-CORBATO, F. R. RUIZ DEL PORTAL, AND J. J. SA´NCHEZ-GABITES
in hq(f,X) belongs to hq(fn, X). This fact can be deduced in a simple manner using adapted
index pairs: start with an index pair (N,L) and replace it with (N,Ln), index pair for f
and fn, where Ln consists of the points x of N such that {x, f(x), . . . , f
n(x)} ∩ L 6= ∅,
then the associated index maps f# and f
n
# satisfy (f#)
n = fn# and the conclusion follows. A
consequence of this connection is that the eigenvalues of hq(fn, X) are exactly the nth powers
of the eigenvalues of hq(f,X). Thus, the knowledge of the spectrum of the latter is enough
to compute the traces of hq(fn, X) for any n ≥ 1.
3.6. The quasicomponents of W u∞ \ (X˜ ∪∞). Recall that the quasicomponent of a point
z in a space Z is the intersection of all the clopen sets that contain z.
Elaborating on a definition already given in the Introduction, let us say that a component
or a quasicomponent of W u∞ \ (X˜ ∪ ∞) reaches ∞ if its closure in W
u
∞ contains ∞ and
that it reaches X˜ if its closure in W u∞ has a nonempty intersection with X˜ . An essential
quasicomponent, then, is one that reaches both ∞ and X˜ .
Throughout this section we will always assume that W u∞ has finitely many connected com-
ponents. This is equivalent to assuming that the Cˇech cohomology group Hˇ0(W u∞,∞) is
finitely generated, and it is guaranteed whenever Proposition 17 is applicable; in particular,
whenever the phase space is a topological manifold or, more generally, a locally compact
absolute neighbourhood retract. (In fact, it holds whenever X has an index pair (N,L) such
that N has finitely many connected components).
The following remark is very simple but worth singling out for later reference:
Remark 23. Let C be a component of W u∞ other than the one that contains ∞. Then C is
a component of X˜ .
Proof. First notice that, since W u∞ has finitely many connected components, there exists a
power of f˜ that leaves C invariant. Now, C is a compact (being a component of the compact
space W u∞) periodic subset of W
u
∞ \∞, which is the basin of repulsion of X˜ . These two facts
together imply that C ⊆ X˜ and, in particular, there exists a component X˜0 of X˜ such that
C ⊆ X˜0. In turn, there exists a component of W
u
∞ that contains X˜0, but this must be C
itself (otherwise one component of W u∞ would contain another). Thus C = X˜0, as was to be
shown. 
Proposition 24. Every component of W u∞ \ (X˜ ∪∞) reaches either ∞, X˜ or both. Conse-
quently the same is true of its quasicomponents, because they are unions of components.
Proof. We make use of the following result [46, Theorem 1.10, p. 101]: if Z is a connected,
compact (Hausdorff) space, K ⊆ Z is a closed nonempty subspace and C is a component of
Z \K, then C ∩K is nonempty. This result can be readily generalized to a non connected Z:
by considering each component Zi of Z and the (possibly empty) closed subset Ki := K ∩Zi
in turn, one concludes that in this more general situation either C ∩ K is nonempty or C
actually coincides with a component of Z.
Now let Z = W u∞ and K = X˜ ∪ ∞ and let C be a connected component of Z \ K =
W u∞ \ (X˜ ∪ ∞). It follows from the above that either (i) C has a nonempty intersection
with K, in which case it clearly reaches ∞ or X˜ as was to be shown, or (ii) C is actually
a connected component of W u∞. In this case C must be the component that contains ∞ or
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either a component of X˜ by Remark 23, but none of these is possible since C is a subset of
W u∞ \ (X˜ ∪∞). 
The next result characterizes when there exist essential quasicomponents:
Proposition 25. The following are equivalent:
(i) X is an asymptotically stable attractor.
(ii) W u∞ consists only of X˜ and the point ∞.
(iii) There are no essential quasicomponents.
To establish the proposition we need the following technical lemma, which will also be
useful later on. Its proof is postponed to Appendix B.
Lemma 26. Let O ⊆W u∞ \ (X˜ ∪∞) be a clopen set that contains all the essential quasicom-
ponents. Define the sets
GX˜ :=
⋃
{F : F is a quasicomponent that reaches X˜ and such that F ∩ O = ∅}
and
G∞ :=
⋃
{F : F is a quasicomponent that reaches ∞ and such that F ∩O = ∅}.
Then:
(1) W u∞ \ (X˜ ∪∞) = O ⊎GX˜ ⊎G∞.
(2) GX˜ is a clopen subset of W
u \ X˜ and G∞ is a clopen subset of W
u
∞ \∞.
(3) GX˜ is disjoint from ∞ and G∞ is disjoint from X˜. Here the closures are taken in
W u∞ (and are therefore compact).
Now we can prove Proposition 25:
Proof of Proposition 25. The implications (i) ⇒ (ii) ⇒ (iii) are trivial.
(iii) ⇒ (ii) Suppose there are no essential quasicomponents and apply Lemma 26 with
O = ∅. The condition F ∩ O = ∅ in the definitions of GX˜ and G∞ is then vacuous whereas
the other condition is f˜–invariant. Thus GX˜ and G∞ are both invariant under f˜ . By part
(3) of the lemma we see that both X˜ ∪ GX˜ and ∞ ∪ G∞ are compact invariant subsets of
W u∞ \ ∞ and W
u
∞ \ X˜ respectively. But the latter are the basins of repulsion and attraction
of X˜ and ∞, so this implies that GX˜ ⊆ X˜ and G∞ = {∞}. In particular also GX˜ ⊆ X˜ and
G∞ ⊆ {∞}, and from part (1) of the lemma it follows that W
u
∞ = X˜ ∪∞.
(ii)⇒ (i) It will suffice to prove the following: given any isolating neighborhood A ⊂ N \L
for X , there is a neighbourhood V of X such that
⋃
k≥0 f
kV ⊆ A. This guarantees that X is
an asymptotically stable attractor.
We reason by contradiction. Suppose that no such neighbourhood V exists. Then there
exists a sequence (pk) in A\X that converges to X , in the sense that it eventually enters any
given neighbourhood of X , and such that the forward trajectory of each pk exits A. For each
k denote by nk ≥ 0 the first iterate of pk that exits A, so that {pk, f(pk), . . . , f
nk−1(pk)} ⊆ A
and fnk(pk) 6∈ A. Clearly nk → +∞ because pk approaches X .
Since f(X) = X ⊆ int(A), there exists an open neighbourhood U of X such that both
U and f(U) are contained in the interior of A. In particular fnk−1(pk) cannot belong to U
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because its next iterate is already outside A (by the definition of nk) whereas the points in
U have the property that their next iterate still lies in A. Thus the sequence (fnk−1(pk))k≥0
is contained in the compact set A \U and so, after passing to a subsequence, we may assume
that it converges to some q ∈ A \ U . As limit of points that belong to Inv−m(A), q ∈ Inv
−
m(A)
for every m ≥ 1 so, by Lemma 58, q ∈ Inv−(A). It follows that q has a full negative semiorbit
in A; that is, we can find points qi ∈ A such that q0 = q and f(qi+1) = qi for every i. But
then ξ = (q0, q1, q2, . . .) ∈ W
u
∞ by definition, and ξ 6∈ X˜ (because q0 = q ∈ A \ U ⊆ A \X)
and ξ 6=∞, because q0 = q 6∈ L. Thus we have exhibited a point ξ ∈ W
u
∞ \ (X˜ ∪∞). 
The following particular case will be useful later on:
Corollary 27. Let X be connected. Then W u∞ is connected whenever X is not an asymptot-
ically stable attractor.
Proof. Observe that by Proposition 18 the hypothesis that X is connected implies (through
the Cˇech cohomology groups in degree zero) that X˜ is connected as well. It follows from
Remark 23 that W u∞ can have at most two connected components: C∞ containing ∞ and X˜
itself. The assumption that W u∞ is not connected then requires that C∞ be disjoint from X˜ .
The same argument used in the proof of Remark 23, now applied to the compact invariant
subset C∞ of W
u
∞ \ X˜, shows that C∞ = {∞}. Thus W
u
∞ = X˜ ⊎ ∞ and it follows from
Proposition 25 that X is an asymptotically stable attractor. 
4. Proofs of Corollaries 3 and 4
Having introduced the necessary background about the intrinsic topology, we are now ready
to prove Corollaries 3 and 4, which generalize the main theorems of [17]. As mentioned in
the Introduction, they follow immediately from Theorems 1 and 2 through a simple algebraic
computation.
4.1. Proof of Corollary 3. When X is an asymptotically stable attractor Corollary 3 is
vacuously trivial. To see this, first observe that W u∞ = X˜ ⊎∞ and so in particular im i
∗ =
Hˇ1(X˜). Also, there are no essential quasicomponents so #Fix(ϕ) = 0. Since by Proposition
17 the trace of the first Conley index of X is just the trace of f˜ ∗ : Hˇ1(X˜)→ Hˇ1(X˜), Corollary
3 reduces to the trivial statement that the trace of f˜ ∗ on Hˇ1(X) is the trace of f˜ ∗ on im i∗,
which is certainly true.
Suppose now that X is not an (asymptotically stable) attractor. Consider the exact se-
quence for the triple (W u∞, X˜∪∞,∞) in Cˇech cohomology. We may identify Hˇ
∗(X˜∪∞,∞) =
Hˇ∗(X˜); moreover, Hˇ0(W u∞,∞) = 0 because W
u
∞ is connected by Corollary 27. Therefore the
exact sequence reads, in the lowest degrees,
Hˇ1(X˜) Hˇ1(W u∞,∞)
i∗
oo Hˇ1(W u∞, X˜ ∪∞)oo Hˇ
0(X˜)oo 0oo
where i denotes the inclusion (X˜, ∅) ⊆ (W u∞, X˜ ∪∞). Replacing Hˇ
1(X˜) with the image of i∗
yields
0 im i∗oo Hˇ1(W u∞,∞)
i∗
oo Hˇ1(W u∞, X˜ ∪∞)oo Hˇ
0(X˜)oo 0oo
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Stacking two of these sequences on top of each other and connecting them with f˜ we obtain
the commutative diagram
0 im i∗oo
f˜∗|im i∗

Hˇ1(W u∞,∞)
i∗
oo
f˜∗

Hˇ1(W u∞, X˜ ∪∞)oo
f˜∗

Hˇ0(X˜)oo
(f˜ |
X˜
)∗

0oo
0 im i∗oo Hˇ1(W u∞,∞)
i∗
oo Hˇ1(W u∞, X˜ ∪∞)oo Hˇ
0(X˜)oo 0oo
All the vector spaces that appear in the above diagram have finite dimension; hence, the
traces of the vertical arrows are all well defined. Among them we identify:
• By Proposition 17, trace (f˜ ∗ : Hˇ1(W u∞,∞)→ Hˇ
1(W u∞,∞)) = trace h
1(f,X).
• By Theorem 1, trace (f˜ ∗ : Hˇ1(W u∞, X˜ ∪∞)→ Hˇ
1(W u∞, X˜ ∪∞)) = #Fix(ϕ).
• Since X is connected by assumption, it follows from Proposition 18 in degree zero
that X˜ is connected too. Therefore trace (f˜ ∗ : Hˇ0(X˜)→ Hˇ0(X˜)) = 1.
The additivity of the trace then gives the equation
trace h1(f,X) = #Fix(ϕ) + trace (f˜ ∗|im i∗)− 1,
which is precisely what we wanted.
4.2. Proof of Corollary 4. The condition that f˜ does not fix any essential quasicomponent
implies, through the description of Hˇq(W u∞, X˜) given in Theorem 2 for q > 1, that the trace
of f˜ ∗ on Hˇq(W u∞, X˜) is zero. An appropriate truncation of the exact sequence for the pair
(W u∞, X˜) yields
0 im (i∗)qoo Hˇq(W u∞)
oo Hˇq(W u∞, X˜)
oo Hˇq−1(X˜)oo im (i∗)q−1oo 0oo
and the additivity of the trace then gives
trace(f˜ ∗|Hˇq(Wu
∞
)) = trace(f˜
∗|im (i∗)q)− trace(f˜
∗|Hˇq−1(X˜)) + trace(f˜
∗|im (i∗)q−1)
where we have already omitted the summand corresponding to Hˇq(W u∞, X˜) since that is zero
as just mentioned. By Proposition 17 the trace on the left hand side of the equality coincides
with the trace of hq(f,X) (the absence of the basepoint∞ is irrelevant here since q > 1), and
by Proposition 18 we may replace the middle summand with trace(f ∗|Hˇq−1(X)). This proves
the corollary.
5. Summing power series in cohomology
In the Introduction we provided some heuristic motivation to study the sum of power series
in cohomology as a means to obtain information about the relation between the cohomology
of an attractor and its basin of attraction. In this section we develop and formalize these
ideas. We set ourselves in a very general context: let Z be a paracompact space, g : Z → Z a
continuous map and K ⊆ Z a compact, asymptotically stable attractor for g whose basin of
attraction is all of Z. Recall that this means that the following two conditions are satisfied:
(i) K has a neighbourhood basis comprised of positively invariant sets and (ii) for every p ∈ Z
and every neighbourhood P of K there exists an iterate n0 such that g
n0(p) ∈ P . (And in
particular, choosing P to be positively invariant by (i) one has gn(p) ∈ P for every n ≥ n0.)
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We denote by Hˇq(Z,K) the Cˇech cohomology groups of the pair (Z,K). Coefficients are
assumed to be taken in some ring R (commutative and with unit) that will not always be
displayed explicitly in the notation. The cohomology groups Hˇq(Z,K) are R–modules. In
any dimension q ≥ 0 there is an induced endomorphism g∗ : Hˇq(Z,K) → Hˇq(Z,K). We
use the standard notation (g∗)j to mean the composition of g∗ with itself j times, setting
(g∗)j = id for j = 0.
Recall that a formal power series with coefficients in R is an expression of the form A(x) :=∑∞
j=0 ajx
j, where x is just a dummy variable that serves as a placeholder and the coefficients
aj ∈ R. Formal power series can be added and multiplied in the natural way: if A(x) =∑∞
j=0 ajx
j and B(x) =
∑∞
j=0 bjx
j , then
(A+B)(x) :=
∞∑
j=0
(aj + bj)x
j and (AB)(x) :=
∞∑
j=0
cjx
j ,where cj :=
j∑
k=0
akbj−k.
The set of all power series in the indeterminate x with coefficients in R, endowed with these
operations, is a commutative ring with unit denoted by R[[x]]. A property of this ring that we
shall use repeatedly is the following: a series A(x) =
∑∞
j=0 ajx
j has a multiplicative inverse
if, and only if, its independent term a0 has a multiplicative inverse in the ring R (this fact is
easily proved by writing out the equation A(x)B(x) = 1 in full and solving for the unknown
coefficients bj in terms of the aj).
Evidently a polynomial A(x) =
∑N
j=0 ajx
j can be considered as a (finite) power series.
Formally replacing x with g∗ in A(x) yields the expression A(g∗) :=
∑N
j=0 aj(g
∗)j , which is
a well defined endomorphism of Hˇq(Z,K). Our goal in to use the extra dynamical structure
on (Z,K), namely that K is an attractor with basin of attraction Z, to give a meaningful
definition of A(g∗) when A(x) is not a polynomial but more generally a formal power series,
thus ascribing a precise meaning to expressions of the form A(g∗) =
∑∞
j=0 aj(g
∗)j as an
endomorphism of Hˇq(Z,K). This interpretation will be consistent with the one for finite
series (that is, for polynomials) and verify the relations
(8) (A +B)(g∗) = A(g∗) +B(g∗) and (AB)(g∗) = A(g∗)B(g∗),
where for notational simplicity we shall henceforth omit the symbol ◦ and simply intend the
product A(g∗)B(g∗) on the right hand side of the second formula to mean the composition
of the endomorphisms A(g∗) and B(g∗). In a fancier language, these properties mean that
summation of series will provide a homomorphism from R[[x]] to Hom(Hˇ∗(Z,K;R)).
Since K is a forward invariant set, the map g descends to a continuous map g¯ : Z/K →
Z/K on the quotient space Z/K obtained by collapsing K to a single point a. Clearly a is
still an asymptotically stable, global attractor for g¯. The strong excision property of Cˇech
cohomology (see [43, p. 318]) implies that there is an isomorphism Hˇ∗(Z,K) ∼= Hˇ∗(Z/K, a)
that conjugates g∗ and g¯∗, so instead of defining the summation of series on Hˇ∗(Z,K) we may
as well define it on Hˇ∗(Z/K, a). Thus, renaming Z/K and g¯ again as Z and g for notational
simplicity, for the rest of this section we will set ourselves, without loss of generality, in the
case when g : Z → Z is a continuous map having a single point a as a global, asymptotically
stable attractor.
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5.1. Preliminary results about cohomology. In our arguments we will need to construct
explicitly certain cohomology classes, and this is most easily done in the Alexander–Spanier
cohomology theory. This theory coincides with the more familiar one of Cˇech for paracompact
Hausdorff spaces [43, Corollary 8, p. 334], which certainly encompasses all the situations of
interest to us, so we shall treat both theories as equivalent.
Let us begin by recalling the definition of Alexander–Spanier cohomology as given in [43,
pp. 306ff.]. For each degree q = 0, 1, 2, . . . denote by Cq(Z) the set of maps ξ : Zq+1 → R.
We remark that these are just maps in the set-theoretical sense. Clearly Cq(Z) is an R–
module with pointwise addition and multiplication by scalars. The coboundary homomor-
phism ∂ : Cq(Z)→ Cq+1(Z) is defined by the standard formula
(∂(ξ))(z0, . . . , zq, zq+1) =
q+1∑
j=0
(−1)jξ(z0, . . . , zˆj , . . . , zq+1)
where the hat over the entry zˆj means that it has to be omitted from the arguments on which
ξ is evaluated. As usual, ∂2 = 0.
An element ξ ∈ Cq(Z) is said to be locally zero if there exists a covering of Z by open
sets such that ξ(z0, . . . , zq) vanishes whenever all the zi belong to the same member of the
covering. It is easy to see that this condition is equivalent to requiring that ξ vanishes on an
open neighbourhood of the diagonal {(z, . . . , z) : z ∈ Z} of Zq+1.
Denote by C
q
(Z) the quotient of Cq(Z) modulo the locally zero functions. The coboundary
of a locally zero map is easily seen to be also locally zero, so that the coboundary map
∂ descends to a homomorphism ∂ : C
q
(Z) → C
q+1
(Z) between the quotients. One thus
obtains a chain complex {C
q
(R), ∂} whose cohomology is, by definition, the Alexander–
Spanier cohomology of the space Z.
An element u ∈ Hˇq(Z) is, then, obtained from a map ξ ∈ Cq(Z) from a double quotienting
process: first one considers the class ξ of ξ in the quotient C
q
(Z) and then the class [ξ] of ξ
after quotienting by im ∂. We call ξ a representative of u. Notice that, in order to define a
cohomology class, ξ must be a cocycle; that is, ∂(ξ) must be zero in C
q
(Z). This amounts to
requiring that ∂(ξ) be locally zero as an element of Cq+1(Z). Conversely, any ξ ∈ Cq(Z) such
that ∂(ξ) is locally zero defines a cohomology class u = [ξ] ∈ Hˇq(Z). It is straightforward
to check that two maps ξ, ξ′ ∈ Cq(Z) whose coboundaries are locally zero define the same
cohomology classes in Hˇq(Z) if and only if there exists ϕ ∈ Cq−1(Z) such that ξ − ξ′ − ∂ϕ is
locally zero.
Notation. To simplify notation as much as possible we shall frequently omit parenthe-
ses and commas as long as this does not cause any confusion. Thus for instance we may
write the expression for the coboundary map ∂ on Cq(Z) simply as ∂ξ(z0 . . . zqzq+1) =∑q+1
j=0(−1)
jξ(z0 . . . zˆj . . . zq+1). For a map ξ ∈ C
q(Z) we will on occasion use the expres-
sion “ξ vanishes on P ⊆ Z” to mean that ξ(z0 . . . zq) is zero whenever all the zi ∈ P ; that is,
that ξ vanishes on P q+1. Hopefully these conventions will not cause any confusion.
Any map g : Z1 → Z2 induces a homomorphism g
∗ : Cq(Z2) → C
q(Z1) given by ξ 7−→ g
∗ξ
with g∗ξ defined by g∗ξ(z0 . . . zq) := ξ(g(z0) . . . g(zq)). One can easily check that this g
∗
commutes with the respective coboundary operators of Z1 and Z2. If g is continuous then
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g∗ sends locally zero functions to locally zero functions and therefore descends to another
homomorphism C
q
(Z2) → C
q
(Z1). This map still commutes with the coboundary maps of
Z1 and Z2, and so induces a homomorphism g
∗ : Hˇq(Z2)→ Hˇ
q(Z1). Notice that, in our spirit
of keeping notation simple, we make no notational distinction between the homomorphisms
induced by g at the levels of Cq and Hˇq.
We shall now prove two simple results about representatives of cohomology classes that
will be needed later on. To avoid having to distinguish the cases q = 0 and q ≥ 1 it is
more convenient to work in the relative cohomology group Hˇq(Z, a) instead of the absolute
cohomology group Hˇq(Z). Its definition exactly parallels all that has been laid out above,
with the only exception that in place of Cq(Z) we now consider Cq(Z, a), the set of maps
ξ : Zq+1 → R that vanish on a; that is, ξ(a . . . a) = 0. For completeness one defines Cq(Z, a) =
{0} for q < 0.
Lemma 28. Let a ∈ Z. Assume that a map ξ ∈ Cq(Z, a) satisfies ∂ξ = 0 on some neigh-
bourhood P of a. Then there exists α ∈ Cq−1(Z, a) such that ξ = ∂α on P .
Proof. When q = 0 the lemma simply claims that ξ = 0 on P , since C−1(Z, a) = {0}. This is
very easy to prove: for any point z ∈ P the equality ∂ξ = 0 on P , evaluated on (az), implies
that ξ(z) = ξ(a) = 0.
In the case q ≥ 1, set α(z0 . . . zq−1) := ξ(az0 . . . zq−1). Evidently α(a . . . a) = 0 because the
same is true of ξ. It is easy to check that ∂α(z0 . . . zq) = ξ(z0 . . . zq) − ∂ξ(az0 . . . zq). When
z0, . . . , zq all belong to P the second summand in the right hand side vanishes because of the
hypothesis concerning ∂ξ. Thus ∂α = ξ on P , as was to be proved. 
Lemma 29. Let a ∈ Z. Let u be a cohomology class in Hˇq(Z, a). Then:
(i) There exists a map ξ ∈ Cq(Z, a) that vanishes on a neighbourhood of a and represents
u; that is, u = [ξ].
(ii) If ξ′ ∈ Cq(Z, a) is any other such map, then there exists ϕ ∈ Cq−1(Z, a) that also
vanishes on some neighbourhood of a and satisfies that ξ − ξ′ − ∂ϕ is locally zero.
Proof. (i) Let ξ0 ∈ C
q(Z, a) be any cocycle such that [ξ0] = u. Since ξ0 is a cocyle, ∂ξ0 is
locally zero so, in particular, it vanishes on some neighbourhood P of a. By Lemma 28 there
exists α ∈ Cq−1(Z, a) such that ξ0 = ∂α on P . Set ξ := ξ0 − ∂α. By construction ξ vanishes
on P and, since it differs from ξ0 only by a coboundary, ξ is a cocycle whose cohomology
class in Hˇq(Z, a) is still u.
(ii) Since both ξ and ξ′ represent the same cohomology class, there exists a map ϕ0 ∈
Cq−1(Z, a) such that ξ − ξ′ − ∂ϕ0 is locally zero. By assumption there exist neighbourhoods
P and P ′ of a over which ξ, ξ′ vanish. Moreover, since ξ− ξ′− ∂ϕ0 is locally zero, it vanishes
over some neighbourhood Q of a too. Replacing P , P ′ and Q by the intersection of the three
and denoting the latter by P again we may simply assume that ξ, ξ′ and ξ − ξ′ − ∂ϕ0 all
vanish over P . This entails that ∂ϕ0 also vanishes over P , so by Lemma 28 there exists
α ∈ Cq−2(Z, a) such that ϕ0 = ∂α over P . Define ϕ
′ := ϕ0−∂α. By construction ϕ
′ vanishes
over P . Moreover, ξ − ξ′ − ∂ϕ′ = ξ − ξ′ − ∂ϕ0 + ∂∂α = ξ − ξ
′ − ∂ϕ0 because ∂
2 = 0, so
ξ − ξ′ − ∂ϕ′ is locally zero because the same is true of ξ − ξ′ − ∂ϕ0. 
INFINITE SERIES IN COHOMOLOGY: ATTRACTORS AND CONLEY INDEX 31
5.2. Summing cohomology classes. Let us return to the case of interest to us, where
dynamics are present. Recall that we had reduced ourselves to the case where g : Z → Z is
a continuous map having a single point a as a global, asymptotically stable attractor.
Provisional definition. Let a sequence of coefficients aj ∈ R be fixed once and for all. For
any map ξ ∈ Cq(Z, a) that vanishes on a neighbourhood of the attracting point a, define
S(ξ) ∈ Cq(Z, a) by the following formula:
(9) S(ξ)(z0 . . . zq) :=
∞∑
j=0
ajξ(g
j(z0) . . . g
j(zq)).
The requirement that ξ vanishes on a neighbourhood of a (say P ) guarantees that this
definition is correct. Indeed: given a particular tuple (z0 . . . zq) there exists j0 such that
gj(z0), . . . , g
j(zq) ∈ P for every j ≥ j0, and so the infinite series of Equation (9) actually
truncates to a finite summation with j running only up to j = j0. (Notice however that j0
depends on the particular tuple z0 . . . zq being considered.)
Proposition 30. S has the following properties:
(i) If ξ1, ξ2 ∈ C
q(Z, a) both vanish on a neighbourhood of a, so does any linear combination
c1ξ1 + c2ξ2, and the relation S(c1ξ1 + c2ξ2) = c1S(ξ1) + c2S(ξ2) holds.
(ii) If ξ vanishes on a neighbourhood of a so does ∂ξ, and the relation ∂(S(ξ)) = S(∂ξ)
holds.
(iii) If ξ is locally zero (so in particular it vanishes in a neighbourhood of a), then so is
S(ξ).
Proof. The proofs of (i) and (ii) are easy and we omit them. To prove (iii) we need the
following auxiliary result:
Claim. For any q ≥ 0, the diagonal of Zq+1 has a basis of neighbourhoods that are positively
invariant under g× (q+1). . . ×g.
Proof of claim. For the proof of this claim only, symbols carrying a tilde will denote objects
related to the product space Zq+1 whereas symbols without a tilde denote objects concerning
the original space Z. Set g˜ := g× (q+1). . . ×g and Z˜ := Zq+1. Let U˜ be a neighbourhood of the
diagonal of Z˜. We need to show that there is another neighbourhood V˜ of the diagonal such
that V˜ ⊆ U˜ and V˜ is positively invariant under g˜.
Let P be a positively invariant neighbourhood of a in Z so small that P˜ := P q+1 is contained
in U˜ . For any point z ∈ Z we make the following construction. Since a is a global attractor
in Z there exist j0 and a neighbourhood W of z in Z such that g
j0(W ) ⊆ P . Since P is
positively invariant under g, all the subsequent iterates of W are contained in P too; that is,
gj(W ) ⊆ P for every j ≥ j0. Set z˜ := (z,
(q+1). . . , z) ∈ Z˜ and W˜ := W q+1 ⊆ Z˜. Clearly W˜ is a
neighbourhood of z˜ in Z˜. Since all the points z˜, g˜(z˜), . . . , g˜j0−1(z˜) belong to the diagonal of
Z˜ and are therefore contained in U˜ , by choosing W sufficiently small we can guarantee that
W˜ is in turn so small that W˜ , g˜(W˜ ), . . . , g˜j0−1(W˜ ) are all contained in U˜ . Also, since we had
gj(W ) ⊆ P for j ≥ j0, we have g˜
j(W˜ ) ⊆ P˜ ⊆ U˜ for j ≥ j0. Thus, setting V˜z˜ :=
⋃
j≥0 g˜
j(W˜ )
we see that V˜z˜ ⊆ U˜ and by construction V˜z˜ is positively invariant under g˜. It only remains
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to let V˜ :=
⋃
z∈Z V˜z˜: this is a neighbourhood of the diagonal of Z˜ that is contained in U˜ and
is positively invariant under g˜. This concludes the proof of the claim. 
Back to the proof of part (iii) of the proposition, assume that ξ is locally zero. Then there
exists a neighbourhood U of the diagonal of Zq+1 such that ξ vanishes over U . By the claim
above there exists a positively invariant neighbourhood V ⊆ U of the diagonal. Clearly ξ
vanishes over V too, and this entails that S(ξ) also does: indeed, if (z0, . . . , zq) ∈ V then
(gj(z0), . . . , g
j(zq)) ∈ V for every j ≥ 0, so ξ(g
j(z0) . . . g
j(zq)) = 0 for every j ≥ 0. Thus
S(ξ)(z0 . . . zq) = 0. 
Proposition 31. Let u ∈ Hˇq(Z, a) be some cohomology class. By Lemma 29.(i) there exists
a map ξ ∈ Cq(Z, a) such that u = [ξ] and ξ vanishes on some neighbourhood of a. Consider
the map S(ξ) ∈ Cq(Z, a) defined by Equation (9). Then:
(a) S(ξ) is a cocycle, so that it indeed determines a cohomology class v = [S(ξ)] ∈
Hˇq(Z, a);
(b) moreover, v is independent of the choice of ξ.
Proof. (a) We have ∂(S(ξ)) = S(∂ξ) by Proposition 30.(ii). Since ξ represents a cohomology
class it must be a cocycle; that is, ∂ξ is locally zero. By Proposition 30.(iii) this implies
that S(∂ξ) is locally zero too. Hence ∂S(ξ) is locally zero and therefore S(ξ) is a cocycle in
C
q
(Z, a), so it does define a cohomology class v := [S(ξ)].
(b) Suppose that ξ′ is another map in Cq(Z, a) that represents u and vanishes on a neigh-
bourhood of a. Let v′ := [S(ξ′)]. We need to show that v = v′, which amounts to proving
that there exists ψ ∈ Cq−1(Z, a) such that S(ξ) − S(ξ′) − ∂ψ is locally zero. By Lemma
29.(ii) there exists ϕ ∈ Cq−1(Z, a) such that ξ − ξ′ − ∂ϕ is locally zero and ϕ vanishes in
some neighbourhood of a. The latter condition implies that S(ϕ) is well defined, and we set
ψ := ∂(S(ϕ)). Using Proposition 30.(i) and (ii) and observing that each of ξ, ξ′, ϕ vanish on
a neighbourhood of a we may write the difference S(ξ)− S(ξ′)− ∂ψ as
S(ξ)− S(ξ′)− ∂(S(ϕ)) = S(ξ)− S(ξ′)− S(∂ϕ) = S(ξ − ξ′ − ∂ϕ).
Since ξ− ξ′− ∂ϕ is locally zero, so is S(ξ− ξ′− ∂ϕ) by Proposition 30.(iii). Thus we see that
S(ξ)− S(ξ′)− ∂ψ is locally zero, which was to be proved. 
The above results justify the following definition:
Definition 32. Let u ∈ Hˇq(Z, a) and aj ∈ R. Choose a map ξ ∈ C
q(Z, a) such that u = [ξ]
and ξ vanishes on some neighbourhood of a. Then the sum of the series
∑∞
j=0 aj(g
∗)j(u) is
defined as the cohomology class v = [S(ξ)], where S(ξ) is given by Equation (9).
It is evident that this definition reduces to the standard one for finite sums.
We are finally ready to interpret power series in g∗ as endomorphisms of Hˇq(Z, a). For any
formal power series A(x) =
∑∞
j=0 ajx
j ∈ R[[x]] define a map A(g∗) : Hˇq(Z, a)→ Hˇq(Z, a) by
A(g∗) : u 7−→
∞∑
j=0
aj(g
∗)j(u).
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That A(g∗) is indeed a homomorphism of R–modules is a straightforward consequence of
Proposition 30.(i) and the definition of
∑∞
j=0 aj(g
∗)j(u). Thus, it only remains to check that
the equalities of Equation 8 are satisfied. This is the content of the following result:
Proposition 33. For any two series A,B ∈ R[[x]] one has (A+B)(g∗) = A(g∗)+B(g∗) and
(AB)(g∗) = A(g∗)B(g∗).
Proof. We will only prove that (AB)(g∗) = A(g∗)B(g∗), since the proof of the other assertion
is similar but easier. We begin by analyzing how the composition A(g∗)B(g∗) acts on a
cohomology class u ∈ Hˇq(Z, a). Let v := B(g∗)(u) and w := A(g∗)(v) = A(g∗)B(g∗)(u).
Set A(x) =
∑∞
j=0 ajx
j and B(x) =
∑∞
k=0 bkx
k. Pick a map ξ ∈ Cq(Z, a) that represents u;
that is, u = [ξ], and vanishes on a neighbourhood P of a. Without loss of generality we may
take P to be positively invariant. By definition v = [η] where η ∈ Cq(Z, a) is given by
(10) η(z0 . . . zq) =
∞∑
k=0
bkξ(g
k(z0) . . . g
k(zq)).
Since P was chosen to be positively invariant, not only ξ but also (g∗)kξ vanish on P for any
k, so the map η vanishes on the same neighbourhood P of a. Therefore we may use it to
compute w = [α] with α ∈ Cq(Z, a) given by
(11) α(z0 . . . zq) =
∞∑
j=0
ajη(g
j(z0) . . . g
j(zq)).
Evaluating Equation (10) on (gj(z0) . . . g
j(zq)) rather than on (z0 . . . zq) and replacing it in
Equation (11) yields the following expression:
α(z0 . . . zq) =
∞∑
j=0
∞∑
k=0
ajbkξ(g
k+j(z0) . . . g
k+j(zq))
which, upon eliminating the summation index k in favour of ℓ := j + k, turns into
α(z0 . . . zq) =
∞∑
j=0
∞∑
ℓ=j
ajbℓ−jξ(g
ℓ(z0) . . . g
ℓ(zq)).
We recall that all the series are actually finite sums, so these manipulations are legitimate.
Interchanging the order of summation and modifying the summation limits accordingly,
(12) α(z0 . . . zq) =
∞∑
ℓ=0
ℓ∑
j=0
ajbℓ−jξ(g
ℓ(z0) . . . g
ℓ(zq)) =
∞∑
ℓ=0
cℓξ(g
ℓ(z0) . . . g
ℓ(zq)),
where in the last step we have just expressed the sum in terms of cℓ :=
∑ℓ
j=0 ajbℓ−j . These cℓ
are readily recognized as the coefficients of the product power series (AB)(x), so Equation (12)
can be interpreted as stating that (AB)(g∗)(u) is represented by α; that is, (AB)(g∗)(u) =
[α]. Since by construction α was a representative of w = A(g∗)B(g∗)(u), it follows that
(AB)(g∗)(u) = A(g∗)B(g∗)(u) as was to be shown. 
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5.3. A discrete version of Hastings’ theorem. We are now going to obtain a suitable
version of Hastings’ theorem in the setting of discrete dynamics, characterizing when the
inclusion K ⊆ Z induces isomorphism in Cˇech cohomology with integer coefficients R = Z.
Although this result will not be used in the paper, we feel that it provides an interesting
illustration of the use of power series in cohomology.
Lemma 34. If Hˇq(Z,K;R) is countable, then for every u ∈ Hˇq(Z,K;R) there exists d ∈ N
such that (g∗)d(u) = 0. In particular, if g is a homeomorphism then Hˇq(Z,K;R) = 0.
Proof. Fix any element u ∈ Hˇq(Z,K;R). Let S := {0, 1}N denote the set of sequences (aj)
such that each aj is either 0 or 1. To each of these sequences we associate v :=
∑∞
j=0 aj(g
∗)j(u).
Since S is uncountable but Hˇq(Z,K;R) is countable by assumption, the correspondence S ∋
(aj) 7−→ v ∈ Hˇ
q(Z,K;R) cannot be injective; that is, there must exist two different sequences
(aj) and (a
′
j) in S such that
∑∞
j=0 aj(g
∗)j(u) =
∑∞
j=0 a
′
j(g
∗)j(u). According to Equation (8)
we can rewrite this relation as
∑∞
j=0(aj − a
′
j)(g
∗)j(u) = 0. Consider the power series D(x) :=∑∞
j=0(aj−a
′
j)x
j ∈ R[[x]]. Letting d be the first entry where the sequences (aj) and (a
′
j) differ,
one has D(x) = xdD0(x) with D0(x) :=
∑∞
j=d(aj − a
′
j)x
j−d. The independent term of D0 is
the difference ad − a
′
d, which is ±1 because the sequences from S consist only of zeroes and
ones and aj 6= a
′
j. Thus D0 has an inverse G ∈ R[[x]]. Multiplying D(x) = x
dD0(x) through
by G(x) yields G(x)D(x) = xd. In turn, this implies G(g∗)D(g∗)(u) = (g∗)d(u) because of
Equation (8). However, by construction D(g∗)(u) = 0, and it follows that (g∗)d(u) = 0 too.
If g∗ is an isomorphism this implies u = 0. 
The following theorem is the discrete version of Hastings’ theorem that we announced
earlier. It broadly generalizes one of the main results (Theorem 2) of [37].
Theorem 35. Let K be an attractor for a homeomorphism of a locally compact, metrizable
ANR. Take coefficients in R = Z. The inclusion of K in its basin of attraction induces
isomorphisms in Cˇech cohomology if, and only if, the latter has countable Cˇech cohomology
groups.
Proof. As usual, let Z be the basin of attraction of K. We will make use of the fact that an
attractor in a locally compact ANR always has countable Cˇech cohomology (see Proposition
53 in Appendix A). Thus if the inclusion K ⊆ Z induces isomorphisms, evidently Z has
countable Cˇech cohomology. Conversely, assume that Z has countable Cˇech cohomology.
Since K also has countabe Cˇech cohomology, it follows from the exact sequence of the pair
(Z,K) that Hˇ∗(Z,K;Z) is countable too. Now the previous lemma implies that the group is
actually zero. 
As a consequence we have the following:
Corollary 36. Let K be an attractor for a homeomorphism g of Rn. Take coefficients in R =
Z. The inclusion of K in its basin of attraction induces isomorphisms in Cˇech cohomology
if, and only if, K has finitely generated cohomology.
Proof. Suppose first that the inclusion i : K ⊆ Z induces isomorphisms in cohomology. Let
N be a compact manifold that satisfies K ⊆ N ⊆ Z and denote by j : K ⊆ N and k : N ⊆ Z
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the inclusions. Since i = k ◦ j and i∗ is an isomorphism, j∗ is surjective. But N , being a
compact manifold, has finitely generated Cˇech cohomology and therefore so does K.
To prove the converse, consider the n–sphere Sn as the compactification of Rn with a point
∞ and extend the dynamical system to all of Sn by letting∞ be fixed. Denote by R = Sn \Z
and by Z ′ = Sn \ K. It is straightforward to check that R is a repeller whose basin of
repulsion is Z ′. Now, by Alexander duality H∗(Z
′) = Hn−1−∗(K) is finitely generated and it
follows from the universal coefficient theorem thatH∗(Z ′) is countable. The previous theorem
then guarantees that the inclusion R ⊆ Z ′ induces isomorphisms in integral cohomology, so
in particular Hˇ∗(R) has finitely generated integral cohomology. The same argument using
Alexander duality and the universal coefficient theorem then shows that H∗(Z) is countable,
and the corollary follows from the previous theorem. 
6. The cohomology of (W u∞, X˜)
We are finally ready to carry out the strategy sketched in the Introduction to obtain a
description of the cohomology of (W u∞, X˜) and the action of f˜
∗ on it, proving Theorems 1
and 2 (these correspond to Theorems 44 and 45 in the present section). As mentioned earlier,
in degree one it is convenient to work with the relative group Hˇ1(W u∞, X˜ ∪∞) rather than
Hˇ1(W u∞, X˜). By Proposition 25 both are related (via the inclusion) by Hˇ
1(W u∞, X˜ ∪ ∞) =
Hˇ1(W u∞, X˜)⊕ K unless X is an asymptotically stable attractor, in which case Hˇ
1(W u∞, X˜ ∪
∞) = 0. Similarly, in higher degrees q ≥ 2 we shall use the strong excision property of Cˇech
cohomology to write Hˇq(W u∞, X˜) = Hˇ
q(W u∞/X˜, [X˜ ]) = Hˇ
q(W u∞/X˜), and it is in terms of this
latter quotient space that we shall express our results.
It might be useful to have some rough visual reference for the cohomology we intend to
compute. Let W u∞/X˜ denote the space that results from W
u
∞ by collapsing X˜ to a single
point [X˜ ]. Figure 2 provides a very schematic drawing intended to illustrate the a priori very
complicated structure ofW u∞/X˜ . Clearly the dynamics onW
u
∞ descends to the quotient space
W u∞/X˜ yielding also an attractor–repeller structure: [X˜ ] is a repeller whose basin of repulsion
is U/X˜ and∞ is an attractor whose basin of attraction is V . The relative cohomology group
Hˇ∗(W u∞, X˜ ∪∞) can be thought of as the cohomology of the space that results from W
u
∞/X˜
by collapsing [X˜] and ∞ to a single point.
The set U ∩ V that appears in the sequence (14) can be written and thought of in several
equivalent ways: U ∩ V = W u∞ \ (X˜ ∪ ∞) = (W
u
∞/X˜) \ ([X˜] ∪ ∞). In the sequel we will
sometimes alternate between these notations without further comment. Recall that those
quasicomponents of this set that are adherent to both [X˜ ] and ∞ are called essential. We
will prove in Proposition 42 that when X has finitely many connected components there are
only finitely many essential quasicomponents.
Figure 2 only illustrates part of the complexity that may be found in W u∞, in that it shows
that every quasicomponent F of W u∞ \ (X˜ ∪∞) can have its own, nonzero cohomology. The
situation is worsened by the fact that the iterates f˜nF (which are also quasicomponents
of W u∞ \ (X˜ ∪ ∞) and are not shown in Figure 2) are homeomorphic to F and so they
also have nonzero cohomology; moreover, it can be shown that they accumulate on essential
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[X˜ ]
∞
Figure 2. The quotient W u∞/X˜
quasicomponents. Thus one expects that W u∞ \ (X˜ ∪ ∞) will generally have a non finitely
generated cohomology and a very complicated topological structure.
Standing assumptions. From now on we shall always assume that W u∞ has finitely
generated Cˇech cohomology (with coefficients in the field K) in every degree. As discussed
in Section 3, this is guaranteed as soon as the phase space is a locally compact absolute
neighbourhood retract; for instance, a topological manifold.
The following remark will be useful later on to prove Corollary 49:
Remark 37. As the reader will see, the results in this section do not make use of the
specific nature of W u∞ but, rather, only of the facts that: (i) it has finitely generated Cˇech
cohomology, (ii) it has an attractor-repeller decomposition where the attractor is a singleton.
In particular, if W is any compact invariant subset of W u∞ that contains X˜ and ∞ and has
finitely generated cohomology, the forthcoming results are still true if we replace W u∞, U and
V by the more general W , W \∞ and W \ X˜ . (Definitions, however, have to be treated with
care: for example, not every quasicomponent of U ∩ V contained in W is automatically a
quasicomponent of W \ (X˜ ∪∞)).
6.1. A Mayer–Vietoris sequence. Recall that the argument hinged on a Mayer–Vietoris
sequence (1) which exploited the attractor–repeller structure ofW u∞. The relative form of the
results of Section 5 suggest that it is best to consider the relative Mayer–Vietoris sequence
(13) . . . Hˇq+1(W u∞, X˜ ∪∞)oo Hˇ
q(U ∩ V )
∆
oo Hˇq(U, X˜)⊕ Hˇq(V,∞)oo . . .oo
where (as before) U := W u∞ \ ∞ and V := W
u
∞ \ X˜ . If the dynamics were generated by a
flow, the relative cohomology groups Hˇq(U, X˜) and Hˇq(V,∞) would vanish and so ∆ would
be an isomorphism. The following theorem is the appropriate generalization to the discrete
case that concerns us:
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Theorem 38. Suppose that Hˇq(X) has finite dimension. Then the truncated Mayer–Vietoris
sequence
0 Hˇq+1(W u∞, X˜ ∪∞)oo Hˇ
q(U ∩ V )
∆
oo Hˇq(U,X)⊕ Hˇq(V,∞)oo .
is exact.
We need the following auxiliary lemma. The notation of its statement is the same as in
Section 5.
Lemma 39. Let coefficients be taken in a field K. Then the action of g∗ in every finite
dimensional, g∗–invariant subspace S of Hˇ∗(Z,A;K) is nilpotent. In particular, if g is a
homeomorphism then g∗ is an isomorphism and so S = {0}.
Proof. Consider the restriction g∗|S : S → S. Since S is finite dimensional, g
∗|S has a well
defined, nonzero characteristic polynomial P (x). Factor P (x) as P (x) = xdP0(x), where
P0(x) has a nonzero independent term. Since coefficients are taken in a field there exists
Q(x) ∈ K[[x]] such that Q(x)P0(x) = 1, and multiplying through by x
d we obtain xd =
Q(x)P (x). Thus (g∗)d = Q(g∗)P (g∗). Evaluating this on any vector u ∈ S yields (g∗)d(u) =
Q(g∗)P (g∗)(u) and, since P (g∗)(u) = 0 by the Cayley–Hamilton theorem, it follows that
(g∗)d(u) = 0. 
Proof of Theorem 38. Let k and ℓ be, respectively, the inclusions of (V,∞) and (U, X˜) into
(W u∞, X˜ ∪∞). It will suffice to prove the following two assertions:
(i) The induced homomorphism k∗ is zero in every degree.
(ii) If Hˇq(X) is finite dimensional, then ℓ∗ is zero in degree q + 1.
The images of Hˇ∗(W u∞, X˜ ∪ ∞) under k
∗ and ℓ∗ are evidently f ∗–invariant, so by the
previous lemma it suffices to show that they are finite dimensional (in every degree in the
case of k∗ and in degree q + 1 for ℓ∗). Now:
(i) The inclusion k : (V,∞) ⊆ (W u∞, X˜∪∞) factors through (W
u
∞,∞), so k
∗ factors through
Hˇ∗(W u∞,∞). Since the latter has finite dimension by Proposition 17, the same is true of the
image of k∗.
(ii) Since Hˇq(X) is finitely generated by assumption, the same holds true for Hˇq(X˜) by
Proposition 18. The exact sequence
. . . Hˇq+1(W u∞)
oo Hˇq+1(W u∞, X˜ ∪∞)oo Hˇ
q(X˜ ∪∞)oo . . .oo
then sandwiches Hˇq+1(W u∞, X˜ ∪∞) between two finite dimensional vector spaces, so that it
must be finite dimensional itself. Thus the image of ℓ∗ is finite dimensional. 
6.2. Cohomology in degree one. WhenX has finitely many connected components Hˇ0(X)
has finite dimension and according to Theorem 38 the Mayer–Vietoris sequence (13) in degree
q = 0 truncates to the following exact sequence:
(14) 0 Hˇ1(W u∞, X˜ ∪∞)oo Hˇ
0(U ∩ V )
∆
oo Hˇ0(U, X˜)⊕ Hˇ0(V,∞)oo 0oo
Our description of Hˇ1(W u∞, X˜ ∪∞) will result from a detailed examination of this sequence.
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We first recall some simple, general facts about 0–dimensional Alexander–Spanier coho-
mology that will be used without further explanation in the sequel. It follows easily from the
definitions (or see [43, Theorem 5, p.309]) that Hˇ0(Z, Y ;R) is the R–module of locally con-
stant functions ϕ : Z → R that vanish on Y . Locally constant means that every point p ∈ Z
has a neighbourhood U over which ϕ is constant or equivalently, as one can easily prove, that
for any c ∈ R the preimage ϕ−1(c) is a clopen set of Z. In particular, if F is a quasicomponent
of Z, any ϕ ∈ Hˇ0(Z, Y ;R) is constant over F : picking p ∈ F one has that ϕ−1(ϕ(p)) is a
clopen set of Z that contains p; hence it must contain all of F and so ϕ(F ) = {ϕ(p)}. Thus
it makes sense to evaluate elements from Hˇ0(Z, Y ;R) over quasicomponents F of Z (or even
over quasicomponents of subsets of Z). We will be somewhat careless with the notation and
treat ϕ(F ) or ϕ|F as the single value ϕ(p) rather than the singleton {ϕ(p)}.
Proposition 40. An element ϕ ∈ Hˇ0(U ∩ V ) belongs to the kernel of ∆ if, and only if,
ϕ|F = 0 for every essential quasicomponent F .
Proof of Proposition 40. First suppose that ϕ ∈ ker ∆, so that it belongs to the image of
the Hˇ0(U, X˜) ⊕ Hˇ0(V,∞) → Hˇ0(U ∩ V ) in the Mayer–Vietoris sequence (14). Recall that
the latter is defined as the sum of inclusion induced homomorphisms; thus, there exist maps
ψU ∈ Hˇ
0(U, X˜) and ψV ∈ Hˇ
0(V,∞) such that ϕ = ψU |U∩V + ψV |U∩V . To unclutter the
notation in the sequel we shall omit the symbols denoting the restriction to U ∩V and simply
write ϕ = ψU + ψV , in the understanding that this equality holds only on U ∩ V .
Let F be an essential quasicomponent of U ∩V and let F ′ be the quasicomponent of U that
contains F . Notice that ψU is constant on F
′. Denoting by F the closure of F in U we have
F ⊆ F ⊆ F ′ because F ′ is closed in U . Since F ∩ X˜ 6= ∅ because F is essential, F ′ ∩ X˜ 6= ∅
too. Now ψU is constant on F
′ and vanishes on X˜ , so it follows that ψU(F
′) = 0. Then
ψU (F ) = 0. An entirely analogous argument shows that ψV (F ) = 0, and from the equality
ϕ = ψU + ψV on F we conclude that ϕ(F ) = 0.
Now suppose that ϕ vanishes over every essential quasicomponent of U ∩ V . We need to
find ψU ∈ Hˇ
0(U, X˜) and ψV ∈ Hˇ
0(V,∞) such that ϕ = ψU + ψV . Define ψU and ψV as
follows. First set ψU |X˜ = 0 and ψV (∞) = 0. Now, for any point p ∈ U ∩ V let F be the
quasicomponent that contains p and set
ψU (p) :=
{
ϕ(p) if F does not reach X˜
0 otherwise
and
ψV (p) :=
{
ϕ(p) if F does not reach ∞
0 otherwise
According to this definition and to Proposition 24, for every quasicomponent F of U ∩ V
we have three possible cases (recall that ϕ, being locally constant, is constant over every
quasicomponent F of U ∩ V , so it makes sense to speak of the single value ϕ|F ):
(i) If F reaches ∞ but not X˜ , then ψU |F = ϕ|F and ψV |F = 0.
(ii) If F reaches X˜ but not ∞, then ψU |F = 0 and ψV |F = ϕ|F .
(iii) If F reaches both ∞ and X˜ , then ψU |F = ψV |F = 0.
Clearly in cases (i) and (ii) we have ϕ = ψU + ψV . Moreover, since ϕ vanishes on every
quasicomponent that reaches both ∞ and X˜ , we also have ϕ = ψU + ψV in case (iii). By
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construction ψU vanishes on X˜ and ψV vanishes on∞. Thus it only remains to show that ψU
and ψV locally constant, so that they indeed define legitimate 0–cocycles in their respective
cohomology groups. We shall argue for ψU , because the argument for ψV is completely
analogous.
Let O := ϕ−1(0). This is a clopen set of U ∩ V that contains all the essential quasicom-
ponents since ϕ vanishes on them by assumption. Consider the sets GX˜ and G∞ defined in
the statement of Lemma 26. Write U = (X˜ ∪ GX˜ ∪ O) ⊎ G∞ and observe that, since G∞ is
a clopen subset of U by Lemma 26.(2), this is actually a partition of U into two open sets.
Notice that ψU can be written as
ψU =
{
ϕ on G∞
0 on X˜ ∪GX˜ ∪ O
Since ϕ is locally constant, we see from the above expression that ψU is locally constant on
the two open sets that partition U , and so ψU is indeed locally constant on U . 
Remark 41. The proof of Proposition 40 makes no use of any assumptions about the phase
space or the invariant set X˜ itself. Thus the resulting characterization of ker ∆ holds generally.
The next proposition provides crucial information about the number of essential quasicom-
ponents:
Proposition 42. The number of essential quasicomponents of W u∞ \ (X˜ ∪ ∞) is bounded
above by the dimension of Hˇ1(W u∞, X˜ ∪∞). In particular, if X has finitely many connected
components then the number of essential quasicomponents is also finite.
To prove the proposition we need the following simple lemma:
Lemma 43. Let Q1, . . . , Qm be different quasicomponents of a space Z. Then there exist
locally constant maps ϕ1, . . . , ϕm such that ϕi|Qj = δij (the Kronecker delta) for every 1 ≤
i, j ≤ m.
Proof. It will be enough to show how to construct ϕ1. For each i = 2, . . . , m there exists a
clopen set Wi that contains Q1 and is disjoint from Qi. The intersection W :=
⋂
i≥2W1,i is a
clopen set that contains Q1 and is disjoint from the remaining Q2, . . . , Qm. Define ϕ1|W := 1
and ϕ1|W c := 0. This map is locally constant by definition and evidently satisfies ϕ1(Qj) = δ1j
for every j. 
Proof of Proposition 42. Denote by d be the dimension of Hˇ1(W u∞, X˜∪∞). Let F1, . . . , Fm be
essential quasicomponents of U ∩ V (not necessarily all of them). According to the previous
lemma there exist elements ϕ1, . . . , ϕm ∈ Hˇ
0(U∩V ) such that ϕi(Fj) = δij . Set ξi := ∆(ϕi) ∈
Hˇ1(W u∞, X˜ ∪∞). It will be enough to prove that {ξi : 1 ≤ i ≤ m} is a linearly independent
set, for this implies that m ≤ d and therefore establishes the proposition. Consider, then, a
null linear combination
∑
i λiξi = 0. Writing this as
∑
i λiξi =
∑
i λi∆(ϕi) = ∆(
∑
i λiϕi) we
see that
∑
i λiϕi ∈ ker ∆. Thus according to Proposition 40 the sum
∑
i λiϕi must vanish
on every essential quasicomponent; in particular, it must vanish on each Fj . This gives
0 =
∑
i λiϕi(Fj) =
∑
i λiδij = λj, completing the proof.
Finally, when X has finitely many connected components then d is finite (this was argued in
the proof of Theorem 38) and so there are only finitely many essential quasicomponents. 
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From now on we assume that X has indeed finitely many connected components. This has
two consequences: one the one hand, Theorem 38 shows that (14) is an exact sequence; on
the other hand, W u∞ \ (X˜ ∪ ∞) has finitely many essential quasicomponents F1, . . . , Fm by
Proposition 42. We now introduce an evaluation map as follows. Let ξ ∈ Hˇ1(W u∞, X˜ ∪∞).
According to (14) there exists ϕ ∈ Hˇ0(U∩V ) such that ∆(ϕ) = ξ, where ∆ is the coboundary
homomorphism, and given any essential quasicomponent F we define the evaluation of ξ on F
to be the element ξ(F ) := ϕ|F ∈ K. This definition is correct because ξ(F ) does not depend
on the element ϕ chosen to compute it: if ϕ, ϕ′ ∈ Hˇ0(U ∩ V ) both satisfy ∆(ϕ) = ∆(ϕ′) = ξ
then ϕ − ϕ′ ∈ ker ∆ and by Proposition 40 one has (ϕ − ϕ′)|F = 0; that is, ϕ|F = ϕ|F ′.
Finally, the evaluation map is the result of collecting the evaluations over the various essential
quasicomponents into a single map
ev : Hˇ1(W u∞, X˜ ∪∞) → K
m
ξ 7−→ (ξ(F1), . . . , ξ(Fm))
It is straightforward to check that ev is a linear map. The main result of this section is the
following:
Theorem 44. Let X have finitely many connected components. Then the map ev is an
isomorphism of vector spaces. Moreover, it conjugates f˜ ∗ with the permutation that f˜−1
induces among the essential quasicomponents of W u∞ \ (X˜ ∪∞) in the following sense: if
ξ 7−→ (ξ(F1), . . . , ξ(Fm))
then
f˜ ∗ξ 7−→ (ξ(f˜F1), . . . , ξ(f˜Fm)).
Considering F1, . . . , Fm as formal symbols, the K–vector space 〈F1, . . . , Fm〉 having the Fi
as a basis can be identified with Km in the natural way
∑
i λiFi ↔ (λ1, . . . , λm) ∈ K
m. Then
Theorem 44 says that Hˇ1(W u∞, X˜ ∪∞) can be thought of as 〈F1, . . . , Fm〉 and the action of
f˜ ∗ on Hˇ1(W u∞, X˜ ∪∞) corresponds, under this identification, to the permutation of the Fi
by the map f˜−1. It is in this form that we presented the above theorem in the Introduction
as Theorem 1.
Proof of Theorem 44. The map ev is injective. Indeed, suppose ev(ξ) = (0, . . . , 0). Pick
ϕ ∈ Hˇ0(U ∩V ) that gets sent to ξ under the coboundary map of the Mayer–Vietoris sequence
(14) and observe that ϕ(Fi) = 0 for every i = 1, . . . , m. Since the Fi exhaust all the essential
quasicomponents, according to Proposition 40 we have that ϕ belongs to the kernel of ∆ and
so ξ = ∆(ϕ) = 0.
In Proposition 42 we established that m ≤ d, where d is the dimension of Hˇ1(W u∞, X˜ ∪∞).
The previous paragraph implies that d ≤ m. Therefore d = m and ev is an isomorphism.
Alternatively, one can check explicitly that ev is surjective: given (λ1, . . . , λm) ∈ K
m, let
ϕi ∈ Hˇ
0(U ∩ V ) be as in Lemma 43 and set ϕ :=
∑
i λiϕi ∈ Hˇ
0(U ∩ V ). It is straightforward
to check that ξ := ∆(ϕ) gets sent to (λ1, . . . , λm) by the evaluation map.
Finally, let us analyze the effect of f˜ ∗ under the isomorphism ev. Let ξ be an element
of Hˇ1(W u∞, X˜ ∪ ∞) and let ϕ ∈ Hˇ
0(U ∩ V ) such that ∆(ϕ) = ξ. The naturality of the
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Mayer–Vietoris sequence implies that f˜ ∗ξ = ∆(f˜ ∗ϕ). By definition f˜ ∗ϕ = ϕ ◦ f˜ . Thus
(f˜ ∗ξ)(F ) = (ϕ ◦ f˜)(F ) = ϕ(f˜F ), as claimed. 
6.3. Cohomology in higher degrees. Finally we venture into the higher dimensional co-
homology of (W u∞, X˜) proving that the essential quasicomponents indeed deserve that name,
in the sense that (under the appropriate circumstances) they carry all the cohomological
information about (W u∞, X˜). That is the content of the following theorem:
Theorem 45. Let X have finitely many connected components. Denote by F1, . . . , Fm the
(finitely many) essential quasicomponents of U ∩ V and let F j be their closures in W
u
∞/X˜
(notice that F j = Fj ∪∞∪ [X˜ ]). For every q ≥ 1 such that Hˇ
q(X) is finite dimensional there
is an isomorphism
Hˇq+1(W u∞/X˜) = ⊕jHˇ
q+1(F j)
induced by the inclusions F j ⊆W
u
∞/X˜.
To prove Theorem 45 we need Propositions 46 and 47 below, of which the second is a
strengthening of the first. Both involve an arbitrary neighbourhood O ⊆ U ∩ V of the union
of the essential quasicomponents as well as its complement G in U ∩ V . These two sets O
and G could eventually be empty in some cases (for instance, if there are no essential qua-
sicomponents at all, which according to the discussion of Section 3 about the connectedness
of W u∞ corresponds to the case when X is an asymptotically stable attractor) but, to avoid
a cumbersome case distinction, we shall prove the propositions under the assumption that
both O and G are nonempty. If one (or both) of them are empty, the propositions are still
true, but trivially so.
Proposition 46. Let O ⊆ U ∩ V be a clopen neighbourhood of the union of the essential
quasicomponents and denote by G its complement in U ∩ V . Suppose that Hˇq(X) has finite
dimension for some q ≥ 0. Then the inclusion G ⊆ W u∞/X˜ induces the zero homomorphism
in cohomology in degree q + 1.
Proof. In the notation of Lemma 26 one has G = GX˜ ⊎ G∞, and so G = GX˜ ∪ G∞ (unlike
Lemma 26, the closures here are taken in the quotient space W u∞/X˜). Part (2) of the lemma
implies that GX˜ = GX˜ ∪ [X˜ ] (if nonempty) and G∞ = G∞∪∞ (if nonempty), so in particular
G = GX˜ ⊎G∞ and therefore Hˇ
∗(G) ∼= Hˇ∗(GX˜)⊕Hˇ
∗(G∞) because both GX˜ and G∞ are open
in G. Thus to prove the proposition it suffices to show that both inclusions GX˜ ⊆ W
u
∞/X˜
and G∞ ⊆W
u
∞/X˜ induce the zero homomorphism in degree q + 1.
The same argument used to establish assertion (ii) in the proof of Theorem 38 shows that
the inclusion (U, X˜) ⊆ (W u∞, X˜) induces the zero homomorphism in cohomology in degree
q + 1, and the strong excision property of Cˇech cohomology then implies that the same is
true of the inclusion U/X˜ ⊆ W u∞/X˜ . Now, part (3) of Lemma 26 guarantees that GX˜ is a
subset of U/X˜, so the inclusion GX˜ ⊆W
u
∞/X˜ factors through U/X˜ and consequently it also
induces the zero homomorphism in cohomology in degree q+1, as was to be shown. A similar
argument shows that the same holds (in every degree) for the inclusion G∞ ⊆W
u
∞/X˜ . 
For the proof of the next proposition we need to make a simple observation. Let a com-
pact space Z be written as the union of two compact spaces Z1 and Z2 and consider the
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corresponding Mayer–Vietoris sequence
(15) . . . Hˇq(Z1 ∩ Z2)oo Hˇ
q(Z1)⊕ Hˇ
q(Z2)oo Hˇ
q(Z)oo . . .oo
The standard sufficient condition for this sequence to be exact is that the interiors of Z1 and
Z2 cover Z. However, in the present case the above sequence is always exact. To prove this,
let (Uk) and (Vk) be decreasing neighbourhood bases of Z1 and Z2 respectively. For each k
there is an exact Mayer–Vietoris sequence for the decomposition Z = Uk ∪ Vk; furthermore,
all these sequences are connected by homomorphisms induced by the inclusions Uk+1 ⊆ Uk
and Vk+1 ⊆ Vk (shown as unlabeled vertical arrows in the diagram):
. . . Hˇq(Uk ∩ Vk)oo

Hˇq(Uk)⊕ Hˇ
q(Vk)oo

Hˇq(Z)oo
id

. . .oo
. . . Hˇq(Uk+1 ∩ Vk+1)oo Hˇ
q(Uk+1)⊕ Hˇ
q(Vk+1)oo Hˇ
q(Z)oo . . .oo
The direct limit (in k) of this sequence of Mayer–Vietoris sequences is, because of the con-
tinuity property of Cˇech cohomology, nothing but the exact sequence (15). Since the direct
limit of a sequence of exact sequences is again an exact sequence, the claim follows.
Proposition 47. Let O ⊆ U ∩ V be a clopen neighbourhood of the union of the essential
quasicomponents and denote by G its complement in U ∩ V . Suppose that Hˇq(X) has finite
dimension for some q ≥ 0. Then the inclusion O ⊆ W u∞/X˜ induces an isomorphism in
cohomology in degree q + 1.
Proof. Write W u∞/X˜ as the union of the two compact sets O and G. According to the
discussion preceding this proposition we may write an exact Mayer–Vietoris sequence
. . . Hˇq+1(O)⊕ Hˇq+1(G)oo Hˇq+1(W u∞/X˜)oo Hˇ
q(O ∩G)oo oo
The intersection O ∩ G consists of, at most, the pair of points ∞ and [X˜ ], so for q ≥ 1 the
above sequence truncates to
(16) 0 Hˇq+1(O)⊕ Hˇq+1(G)oo Hˇq+1(W u∞/X˜)oo 0oo
and, since the inclusion induced map Hˇq+1(W u∞/X˜)→ Hˇ
q+1(G) is zero according to Propo-
sition 46, this implies that Hˇq+1(W u∞/X˜)
∼= Hˇq+1(O) as was to be shown.
It remains to analyze the case q = 0, which corresponds to the end of the Mayer–Vietoris
sequence:
(17)
. . . Hˇ1(W u∞/X˜)oo Hˇ
0(O ∩G)oo Hˇ0(O)⊕ Hˇ0(G)oo Hˇ0(W u∞/X˜)oo 0oo
Observe once again that O ∩G consists of, at most, the two points ∞ and [X˜ ]. Recalling
from Lemma 26 that G is partitioned in two clopen sets, GX˜ and G∞, it is clear that a
necessary condition for O ∩G to contain ∞ is that G∞ 6= ∅, and similarly for [X˜ ]. Thus the
inclusion induced map Hˇ0(GX˜)⊕ Hˇ
0(G∞) → Hˇ
0(O ∩G) is surjective. However, Hˇ0(GX˜) ⊕
Hˇ0(G∞) = Hˇ
0(G) because both GX˜ and G∞ provide a partition of G into clopen sets, and
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so it follows that the inclusion induced map Hˇ0(G) → Hˇ0(O ∩ G) is surjective. Thus the
Mayer–Vietoris sequence (17) splits, proving that the sequence (16) is also exact for q = 0.
Reasoning as above we prove the proposition for q = 0 too. 
The proof of the above proposition also shows that the cohomology group Hˇq+1(G) vanishes
(for q ≥ 0), which is the formal counterpart of the intuitive idea that quasicomponents that
are not essential do not contribute to the cohomology of W u∞/X˜ .
Proof of Theorem 45. Since X has finitely many connected components, U ∩ V has finitely
many quasicomponents F1, . . . , Fd as shown in Proposition 42. Denote by E their union.
Claim. Let p ∈ U ∩ V be a point not in E. Then there exists a clopen set O ⊆ U ∩ V that
contains E but not p.
Proof of claim. Let F be the quasicomponent of U ∩ V that contains p. Since p 6∈ E,
clearly F is different from the Fi. Let G be a clopen set that contains F and is disjoint from
the Fi. Letting O be the complement of G in U ∩ V proves the claim.
Let O be the set of clopen subsets of U ∩ V that contain E. Clearly O = [X˜ ] ∪O ∪∞ for
each O ∈ O and, by the claim above,
⋂
O∈OO = E. Thus considering O as a directed set
(by the inclusion relation) one has lim←−O∈OO = E and therefore by the continuity property
of Cˇech cohomology Hˇ∗(E) ∼= lim−→O∈O
Hˇ∗(O). The theorem then follows from Proposition
47. 
Theorem 45 states that the cohomological information contained in the unstable manifold
is carried by the essential quasicomponents. To complete the picture, we show in Corollary
49 that this information is actually contained in connected sets that we could legitimately
call branches. The subtle points here is that a quasicomponent is not always connected. We
first need the following remark:
Remark 48. Let E be the union of the essential quasicomponents of W u∞ \ (X˜ ∪∞). Then
E is connected (unless it is empty).
Notice that this fact would be immediate if the essential quasicomponents Fj were con-
nected; however, we only know that each Fj is a union of connected components of W
u
∞ \
(X˜ ∪∞).
Proof of Remark 48. As before, we work in the quotient space W u∞/X˜. By Proposition 24
every component of U ∩ V is adherent either to [X˜ ] or to ∞, and this implies that E has
at most two connected components: A∞ containing ∞ and AX˜ containing [X˜ ]. Suppose A∞
and AX˜ are different components. Then {A∞, AX} is a partition of E in f˜–invariant clopen
sets so the ω–limit of any point of AX˜ is contained in AX˜ and the α–limit of any point in A∞
is contained in A∞. This contradicts the attractor–repeller decomposition that E inherits
from W u∞/X˜ unless E is empty. 
Now we can prove Corollary 49. For brevity we will require that X has finitely generated
Cˇech cohomology in all degrees, but the corollary can also be stated separately for each
degree, as in Theorem 45.
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Corollary 49. Assume that X has finitely generated Cˇech cohomology in all degrees. As
before, let Fj be the essential quasicomponents of W
u
∞ \ (X˜ ∪∞) and denote by E their union.
There exists an invariant continuum C ⊆ E such that the inclusions C ⊆ E ⊆ W u∞/X˜ induce
isomorphisms in cohomology in all dimensions and C \ (X˜ ∪ ∞) consists of finitely many
connected sets Gi.
Proof. We work in the quotient space W u∞/X˜ . Consider the family C of all invariant continua
C ⊆ W u∞/X˜ that contain [X˜ ] and ∞ and such that the inclusion C ⊆ W
u
∞/X˜ induces
isomorphisms in cohomology in all degrees (in particular, C has finitely generated cohomology
because W u∞/X˜ does, by assumption). By Theorem 45 and Remark 48 the set E belongs
to C. Using the continuity property of Cˇech cohomology it is easy to that the intersection
of every nested sequence of elements from C also belongs to C, and it follows from Zorn’s
lemma that C has a minimal element (with respect to the inclusion). We claim that any such
minimal set C satisfies the corollary. To see this, recall from Remark 37 that all the results in
this section hold for any compact invariant subset W of W u∞ that contains X˜ and ∞ and has
finitely generated Cˇech cohomology. In particular, Proposition 42 and Theorem 45 applied
to W := C show that C \ ([X˜ ] ∪∞) has finitely many essential quasicomponents G1, . . . , Gn
and their union G satisfies that the inclusion G ⊆ C induces isomorphisms in cohomology. It
follows that G belongs to the family C (notice that G is a continuum by Remark 48) so, by
the minimality of C, the equality C = G must hold. In particular C \ ([X˜] ∪∞) has finitely
many quasicomponents (the Gi), and then a result from general topology ([46, Corollary 9.3,
p. 19]) guarantees that each quasicomponent is actually a component; that is, each of the Gi
is connected. 
Addendum. As promised in the Introduction, we now devote a few lines to discuss the
general case when X is not assumed to have finitely many connected components. A quick
revision of the proof of Theorem 38 shows that now there is no guarantee that the Mayer–
Vietoris sequence (13) can be truncated to an exact sequence, even in the lowest degree q = 0.
However, even though we cannot describe the full group Hˇ1(W u∞, X˜∪∞), we can still describe
the eigenvectors of f˜ ∗:
Proposition 50. Let u ∈ Hˇ1(W u∞, X˜∪∞) be an eigenvector of f˜
∗ associated to an eigenvalue
λ. Then u has the form u = ∆(ϕ), where ϕ ∈ Hˇ0(U ∩ V ) satisfies ϕ(f˜F ) = λϕ(F ) for every
essential quasicomponent F .
Proof. If nonzero, the image of u in Hˇ1(U, X˜) under the homomorphism induced by the
inclusion map (U, X˜) ⊆ (W u∞, X˜ ∪ ∞) would be an eigenvector for f˜
∗ (or more precisely
for the homomorphism induced by the restriction f˜ |(U,X˜)). Since f˜ is a homeomorphism, u
would also be an eigenvector for (f˜−1)∗ (with eigenvalue λ−1) and this contradicts Corollary
8 (with Z = U , g = f˜−1, A = X˜). A similar observation applies to the inclusion (V,∞) ⊆
(W u∞, X˜ ∪∞). Thus u is sent to zero by the leftmost arrow of the Mayer–Vietoris sequence
. . . Hˇ1(U, X˜)⊕ Hˇ1(V,∞)oo Hˇ1(W u∞, X˜ ∪∞)oo Hˇ
0(U ∩ V )
∆
oo . . .oo
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and so there exists v ∈ Hˇ0(U∩V ) such that u = ∆(v). The eigenvector condition f˜ ∗(u)−λu =
0 translates into f˜ ∗(v)− λv ∈ ker ∆.
Represent v by a locally constant function ϕ : U ∩ V → C. Recalling from Proposition 40
that ker ∆ consists of those locally constant functions that vanish on the essential quasicom-
ponents of U ∩ V , the condition f˜ ∗(v)− λv ∈ ker ∆ translates into ϕ(f˜F ) = λϕ(F ) for every
essential quasicomponent of U ∩ V , as claimed. 
It is clear from the description of Hˇ1(W u∞, X˜ ∪ ∞) provided by Theorem 1 for X having
finitely many connected components that the eigenvalues of f˜ ∗ must be roots of unity. This
property is still true even when X has infinitely many connected components:
Proposition 51. Every eigenvalue of f˜ ∗ on Hˇ1(W u∞, X˜ ∪∞) is a root of unity.
To prove this result we need a lemma. Let us say that a sequence of quasicomponents (Fn)
of W u∞ \ (X˜ ∪∞) converges to another quasicomponent F if there exists a sequence of points
pn ∈ Fn that converges to a point p ∈ F . With this definition, the following lemma should
seem reasonable:
Lemma 52. Let F be a quasicomponent of W u∞\(X˜∪∞). Then the sequence of forward iter-
ates (f˜nF )n≥0 or the sequence of backward iterates (f˜
nF )n≤0 has a subsequence that converges
to an essential quasicomponent.
The proof of the lemma is postponed to Appendix B.
Proof of Proposition 51. Let λ be an eigenvalue of f˜ ∗ and let u be an eigenvector associated
to λ. According to the previous proposition we may write u = ∆(ϕ) for some locally constant
ϕ : U ∩ V → K that satisfies ϕ(f˜F ) = λϕ(F ) for every essential quasicomponent F . Notice
that ϕ cannot belong to ker ∆, since otherwise the eigenvector u would be zero; thus, by
Proposition 40 there exists an essential quasicomponent F such that ϕ(F ) 6= 0. Consider its
trajectory (f˜nF )n∈Z. By the lemma above this has a subsequence (f˜
nkF ) (where nk −→ +∞
or nk −→ −∞) that converges to an essential quasicomponent F0. Since ϕ is locally constant,
it is constant on a neighbourhood of F0 and therefore ϕ(f˜
nkF ) is constant for big enough k.
However ϕ(f˜nkF ) = λnkϕ(F ) and ϕ(F ) and λ are nonzero, so the only way for this sequence
to be eventually constant is that λnk+1−nk = 1 for large k. Hence λ is a root of unity. 
Now we can prove Theorem 7 from the Introduction. Recall that this result stated that, if
h1(f,X) has a nonzero eigenvalue λ ∈ C that is not a root of unity, then at least one of the
following alternatives must hold:
(i) X has infinitely many connected components.
(ii) f ∗ : Hˇ1(X ;C)→ Hˇ1(X ;C) has λ as an eigenvalue.
Proof of Theorem 7. (We omit the coefficients C from the notation). Let u0 ∈ Hˇ
1(W u∞,∞)
be an eigenvector of eigenvalue λ. If nonzero, the image of u0 in Hˇ
1(X˜) under the inclusion
induced map would be an eigenvector of eigenvalue λ and by Proposition 18 alternative (ii)
would hold. Thus let us assume that this is not the case and prove that then (i) holds.
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Consider the exact sequence for the triple (W u∞, X˜ ∪∞,∞), the polynomial P (x) := x−λ,
and the following commutative diagram:
Hˇ1(X˜)
P (f˜∗)

Hˇ1(W u∞,∞) ∋ u0oo
P (f˜∗)

Hˇ1(W u∞, X˜ ∪∞) ∋ v0oo
P (f˜∗)

Hˇ0(X˜)oo
P (f˜∗)

Hˇ1(X˜) Hˇ1(W u∞,∞)oo Hˇ
1(W u∞, X˜ ∪∞)oo Hˇ
0(X˜)oo
(As usual, we have identified Hˇ∗(X˜∪∞,∞) = Hˇ∗(X˜).) We denote by G the image of Hˇ0(X˜)
in Hˇ1(W u∞, X˜ ∪∞) under the coboundary homomorphism. Observe that the commutativity
of the rightmost square of the diagram shows that P (f˜ ∗)(G) ⊆ G, so that P (f˜ ∗) restricts to
a map P (f˜ ∗)|G : G→ G.
As argued in the previous paragraph, we assume that u0 is annihilated by the topmost
left arrow. Thus u0 is the image of some v0 ∈ Hˇ
1(W u∞, X˜ ∪ ∞) under the corresponding
arrow. Since u0 is an eigenvector of eigenvalue λ and therefore P (f˜
∗)(u0) = 0 (where P (f˜
∗)
is considered as an endomorphism of Hˇ1(W u∞,∞)), the commutativity of the middle square
of the above diagram implies that P (f˜ ∗)(v0) ∈ G, where now P (f˜
∗) is considered as an
endomorphism of Hˇ1(W u∞, X˜ ∪∞)).
By assumption λ is not a root of unity. It follows from Proposition 51 that the endomor-
phism P (f˜ ∗) of Hˇ1(W u∞, X˜ ∪∞) is injective, and so is its restriction P (f˜
∗)|G : G→ G. Now
suppose X had only finitely many components. Then by Proposition 18 the same would be
true of X˜ , so G would be finite dimensional and therefore P (f˜ ∗)|G : G → G would actu-
ally be surjective. In particular, since P (f˜ ∗)(v0) ∈ G and P (f˜
∗) is injective, we would have
v0 ∈ G but this is impossible since then the eigenvector u0 would be zero. This contradiction
shows that X must have infinitely many connected components; that is, alternative (i) must
hold. 
We remark that (ii) cannot hold if the phase space is R2 and f is a homeomorphism. Indeed,
in that case by Alexander duality the homomorphism f ∗ : Hˇ1(X) → Hˇ1(X) is conjugate to
f∗ : H0(R
2 − X) → H0(R
2 − X), and it is clear that the eigenvalues of the latter must be
roots of unity since H0(R
2 −X) is generated by the connected components of R2 −X and f
permutes them.
The G–horseshoe is a variant of the well known Smale’s horseshoe, described in Subsection
3.3, that provides a simple illustration of this theorem. In the notation of Figure 3, X is the
maximal invariant subset of the square N under the homeomorphism f of R2 whose action on
N is illustrated in the figure. The set X is exactly the same as Λ, the invariant set in Smale’s
horseshoe, the difference between this example and that of Subsection 3.3 purely resides in
the dynamics.
By letting L consist of three horizontal stripes of appropriate thickness, two of them at
the top and bottom of N and the third at mid height, one can easily construct an index pair
(N,L) for X . Call these three stripes Ltop, Lbot and Lmid. Let a be an oriented vertical path
that begins in Lbot and ends in Lmid; also, let b join Lmid and Ltop in a similar fashion. Then
the homology H1(N,L;C) is easily seen to have {a, b} as a basis, and the action of f∗ on this
basis is f∗(a) = a + b and f∗(b) = a + b. This has eigenvalues 0 and 2. The computation in
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N
f(N)
Figure 3. The G–horseshoe
cohomology is dual to this, so it has the same eigenvalues. It follows that h1(f,X) has the
nonzero eigenvalue λ = 2, and Theorem 7 then implies that X must have infinitely many
connected components. This can be checked explicitly by constructing the G–horseshoe and
noting that it is a Cantor set.
Appendix A.
In this appendix we make use of some results from infinite dimensional topology to prove
the following proposition:
Proposition 53. Let K be an attractor for a homeomorphism f of locally compact, metriz-
able absolute neighbourhood retract M . Then K has countable Cˇech cohomology with integer
coefficients.
Proof. Denote by Q the Hilbert cube and consider the homeomorphism of M × Q × [0, 1)
defined as fˆ := f × idQ × (t 7−→ t
2); that is, fˆ(p, q, t) := (f(p), q, t2). Clearly fˆ is a
homeomorphism that has Kˆ := K × Q × {0} as an attractor with basin of attraction Aˆ =
A×Q× [0, 1), where A is the basin of attraction of K in M .
Claim. Kˆ has a compact neighbourhood P ⊆ Aˆ that is a compact absolute neighbourhood
retract (henceforth, ANR).
Proof of claim. First observe that A is separable. To see this, pick a compact neighbour-
hood F of K in A. Since F is compact and metrizable (being a subset of the metrizable
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phase space M), it is separable. Then A =
⋃
n≤0 f
nF is a countable union of separable
spaces, therefore also separable.
Now we are entitled to apply the ANR theorem of Edwards [6, Chapter XIV] to conclude
that A×Q is a Q–manifold and furthermore A×Q× [0, 1) = Aˆ is triangulable [7, Corollary
1, p. 330]. This means that there exist a countable, locally finite simplicial complex S and a
homeomorphism h such that Aˆ ∼= |S| ×Q via h.
Since h(K˜) is a compact subset of |S| ×Q, its projection pr|S| h(K˜) onto the |S| factor is
a compact set, so it has a polyhedral compact neighbourhood N in |S|. Then N × Q is a
compact ANR neighbourhood of h(K) in |S| ×Q, and its preimage P under h is a compact
ANR neighbourhood of ˆ˜K in Aˆ. This concludes the proof of the claim. 
We continue with the proof of the proposition. Let P be as described in the claim above.
Let g denote a power of fˆ big enough so that g(P ) ⊆ P . This guarantees that the sets gn(P )
form a decreasing nested sequence of compact sets, and clearly their intersection is precisely
Kˆ. Thus the cohomology of Kˆ is the direct limit of the direct sequence H∗(P )→ H∗(g(P ))→
H∗(g2(P )) → . . . where the arrows denote the inclusion induced homomorphisms. Being a
compact ANR, the space P is homotopy dominated by a finite simplicial complex K ([20,
Corollary 6.2, p. 139]) and therefore its cohomology groups are quotients of those of K, which
are finitely generated. Thus the cohomology groups of P are also finitely generated. The
direct limit of the sequence above is therefore a countable set, proving the proposition. 
Appendix B.
In this Appendix we prove Lemmas 26 and 52, which are concerned with the quasicompo-
nent structure of W u∞ \ (X˜ ∪ ∞) and were used earlier on in Sections 3 and 6. To simplify
language, and when there is no risk of confusion, throughout this appendix we will always
refer to the quasicomponents of W u∞ \ (X˜ ∪∞) simply as “quasicomponents”, and similarly
for its components.
B.1. Auxiliary results. We begin by establishing some auxiliary results concerning the
convergence of quasicomponents. Recall that a sequence of quasicomponents Fn converges to
another quasicomponent F if there exists a sequence of points pn ∈ Fn that converges to a
point p ∈ F . We denote this situation by writing (Fn) −→ F . There follow some elementary
facts related to this definition:
Proposition 54. Let (Fn) be a sequence of quasicomponents of W
u
∞ \ (X˜ ∪∞).
(1) If (Fn) converges to F , the same is true of every subsequence of (Fn).
(2) If (Fn) converges to both F and F
′ then F = F ′.
Proof. Part (1) is trivial. As for (2), begin by picking sequences of points pn, qn ∈ Fn con-
verging to p ∈ F and q ∈ F ′ respectively. Let O be any clopen subset of W u∞ \ (X˜ ∪∞) such
that p ∈ O. Since pn → p, there exists n0 such that for n ≥ n0 one has pn ∈ O. It follows
that Fn ⊆ O, since a quasicomponent is either contained in or disjoint from any given clopen
set. Consequently the sequence (qn)n≥n0 is contained in O, which is closed, so its limit q also
belongs to O. We have thus shown that every clopen set that contains p also contains q, so
both points belong to the same quasicomponent of W u∞ \ (X˜ ∪∞). 
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Proposition 55. Let (Fn) −→ F be a convergent sequence of quasicomponents. Assume that
F does not reach ∞, so in particular it reaches X˜. Then for large enough n each Fn must
also reach X˜.
Proof. We reason by contradiction, so (after passing to a subsequence) we assume that none
of the Fn reaches X˜ . Since (Fn) −→ F , there exists a sequence of points pn ∈ Fn that
converges to p ∈ F . Choose a compact neighbourhood P of ∞ in W u∞ that is disjoint from
F . Let Cn be the connected component of Fn that contains pn. Notice that each Cn must
reach ∞ by Proposition 24 (because it does not reach X˜ by assumption) so Cn ∩ P 6= ∅;
also, since pn 6∈ P for big enough because p 6∈ P , the fact that Cn is connected implies
Cn ∩ fr(P ) 6= ∅. Choosing points p
′
n ∈ Cn ∩ fr(P ), the compactness of fr(P ) ensures that we
may find a subsequence of (p′n) that converges to some p
′ ∈ fr(P ); hence, (Fn) itself converges
to the quasicomponent F ′ that contains p′. Proposition 54.(2) implies that F = F ′ and so in
particular p′ ∈ F ′ ∩ fr(P ) = F ∩ fr(P ) ⊆ F ∩ P , which contradicts the choice of P . 
Proposition 56. Let (Fn) −→ F be a convergent sequence of quasicomponents. Suppose
that there exist sequences of points pn, qn ∈ Fn such that (i) pn and qn belong to the same
component Cn of U ∩ V and (ii) pn −→ ∞ and qn −→ X˜ (in the sense that qn eventually
enters any prescribed neighbourhood of X˜). Then F is essential.
Proof. Let P and Q be arbitrarily small, disjoint, compact neighbourhoods of ∞ and X˜ in
W u∞, respectively. For big enough n we have pn ∈ P and qn ∈ Q so, since Cn is connected,
both intersections Cn∩ fr(P ) and Cn∩ fr(Q) are nonempty. Choose sequences p
′
n ∈ Cn∩ fr(P )
and q′n ∈ Cn ∩ fr(Q). The compactness of fr(P ) and fr(Q) guarantees that (p
′
n) and (q
′
n) have
subsequences that converge to points p′ ∈ fr(P ) and q′ ∈ fr(Q′). The uniqueness of limits
established in Proposition 54.(2) implies that p′, q′ ∈ F . In particular F has a nonempty
intersection with P and Q and, since they were arbitrarily small, F reaches both ∞ and X˜;
that is, it is an essential quasicomponent. 
Remark 57. The proof of Proposition 56 shows that the Cn have a nonempty intersection
with the frontier of a suitable small neighbourhood P of ∞. Since that frontier is compact,
choosing points pn ∈ Cn∩fr(P ) there is a subsequence (pnk) that converges to some p ∈ fr(P ).
Letting F be the quasicomponent that contains p, we see that (Fnk) −→ F . Thus even if the
sequence (Fn) is not required to be convergent, it will have a convergent subsequence (Fnk)
and the conclusion of the proposition will hold for the subsequence (Fnk).
B.2. Proof of Lemma 26. Let us recall the statement of the lemma. Let O be a clopen
subset of W u∞ \ (X˜ ∪∞) that contains all the essential quasicomponents. Define the sets
GX˜ :=
⋃
{F : F is a quasicomponent that reaches X˜ and such that F ∩O = ∅}
and
G∞ :=
⋃
{F : F is a quasicomponent that reaches ∞ and such that F ∩ O = ∅}.
We need to prove that:
(1) W u∞ \ (X˜ ∪∞) = O ⊎GX˜ ⊎G∞.
(2) GX˜ is a clopen subset of W
u
∞ \ X˜ and G∞ is a clopen subset of W
u
∞ \∞.
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(3) GX˜ is disjoint from∞ and G∞ is disjoint from X˜ . Here the closures are taken in W
u
∞
(and are therefore compact).
Part (1) is easy. Since O is a clopen set of W u∞ \ (X˜ ∪ ∞), every quasicomponent F is
either contained in O or disjoint from it. By Proposition 24 every F must reach either X˜ or
∞, so clearly W u∞ \ (X˜ ∪∞) = O ∪GX˜ ∪G∞. By definition O is disjoint from GX˜ and G∞,
and these two are also mutually disjoint because a quasicomponent contained in both would
be essential and hence contained in O, contradicting the definition of GX˜ and G∞.
Now we show that G∞ is closed in W
u
∞ \∞. Let (an) ⊆ G∞ be a sequence that converges
to some a ∈ W u∞ \∞. We want to prove that a ∈ G∞. Denote by Cn and Fn the component
and quasicomponent, respectively, that contain an. By part (1) Fn reaches ∞ but not X˜ , so
the same is true of Cn. In particular, we may choose points pn ∈ Cn that converge to ∞.
Claim. a 6∈ X˜ .
Proof of claim. Assume, on the contrary, that a ∈ X˜ . Then letting qn = an in Proposition
56 and passing to a subsequence by Remark 57 we may assume that (Fn) converges to an
essential quasicomponent F . In particular there is a sequence of points bn ∈ Fn that converges
to some point b ∈ F . Since F ⊆ O and O is open in W u∞ \ (X˜ ∪∞), bn ∈ O for big enough
n so Fn ⊆ O because O is a clopen set in W
u
∞ \ (X˜ ∪∞). Thus in particular an ∈ O, which
contradicts an ∈ G∞ by part (1).
It follows from the claim that a ∈ W u∞ \ (X˜ ∪ ∞), so it makes sense to consider the
quasicomponent F that contains a. We then have that (Fn) −→ F and the contrapositive of
of Proposition 55 shows that F must reach ∞. It cannot reach X˜ too because then it would
be essential and a ∈ F ⊆ O, but O is open in W u∞ \ (X˜ ∪ ∞) and so for big enough n we
would have an ∈ O, which is not the case. Thus a ∈ G∞, as was to be shown.
An entirely analogous argument shows that GX˜ is closed in W
u
∞ \ X˜ , and by part (1) this
implies that GX˜ and G∞ are actually clopen sets of W
u
∞ \ (X˜ ∪ ∞). We use this to prove
that G∞ is also open in W
u
∞ \ ∞ by showing that its complement X˜ ∪ O ∪ GX˜ is closed.
Let (an) be a sequence in X˜ ∪ O ∪ GX˜ that converges to a point a ∈ W
u
∞ \ ∞. We need
to show that a ∈ X˜ ∪ O ∪ GX˜ . If (an) has infinitely many terms in X˜ then, since X˜ is
compact, a ∈ X˜ and we are finished. If not, after discarding the first few terms of the
sequence we can assume that none of them belongs to X˜ and so the sequence is actually
contained in O ∪ GX˜ ⊆ W
u
∞ \ (X˜ ∪ ∞). But we know that O ∪ GX˜ is closed there, so
a ∈ O ∪GX˜ ⊆ X˜ ∪ O ∪GX˜ . This finishes the proof of part (2).
Now part (3) is very easy. It will suffice to prove that ∞ 6∈ GX˜ , since the assertion about
G∞ is entirely analogous. Suppose on the contrary that ∞ ∈ GX˜ . Then clearly ∞ ∈ G
Wu
∞
\X˜
X˜
too, where the closure is now taken in W u∞ \ X˜ . However, by part (2) the set GX˜ is closed in
W u∞ \ X˜ so G
Wu
∞
\X˜
X˜
= GX˜ and we would have ∞ ∈ GX˜ , which is not the case.
B.3. Proof of Lemma 52. Again, let us recall the statement of the lemma: for any quasi-
component F , the sequence of forward iterates (f˜nF )n≥0 or the sequence of backward iterates
(f˜nF )n≤0 has a subsequence that converges to an essential quasicomponent. To prove this,
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let C be a component of F . By Proposition 24 C must reach either ∞ or X˜ . We assume the
second to be the case, since the argument in the other case is entirely analogous.
Consider the sequence Cn := f˜
nC for n ≥ 0. On the one hand each Cn reaches X˜ so we
may certainly construct a sequence qn ∈ Cn such that qn −→ X˜; on the other, letting p be
any point in C and considering its iterates pn := f˜
n(p) we see that pn converges to ∞. Thus
by Proposition 56 and Remark 57 the sequence Fn has a subsequence that converges to an
essential quasicomponent.
Appendix C.
This section provides a brief discussion on the concept of (compactified) unstable manifold
W∞ introduced in Section 3. More precisely, we prove Propositions 21 and 22. In words, we
show thatW∞ does not depend on the choice of index pair employed in its definition and that
it is not affected by replacing f by one of its iterates fn. Furthermore, the homeomorphism
f˜n induced by fn in the unstable manifold is conjugate to (f˜)n.
We will first introduce some notation. Throughout this appendix A,A′ will be used to
denote isolating neighborhoods of an isolated invariant set X . For any positive integer m
denote Invm(f, A) the set of points p ∈ A for which there exists {pi}
m
i=−m in A such that
p0 = p and f(pi+1) = pi for every −m ≤ i < m. In words, Invm(f, A) contains the points
p ∈ A for which we can find an orbit of f of length 2m+1 contained in A whose middle element
is p. If we restrict ourselves to negative semiorbits we obtain Inv−m(f, A), where p belongs
to Inv−m(f, A) if there exist {pi}
m
i=0 in A such that f(pi+1) = pi. The notation Inv
−(f, A) is
reserved to the set of points p ∈ A through which there is a full negative semiorbit {pi}
∞
i=0
contained in A. To ease the notation we will typically drop the map f if it is clear from the
context.
In the case of homeomorphisms, the previous objects have trivial descriptions in terms of
f and A (e.g. Inv−m(A) = ∩
m
k=0f
k(A)) but if f is non–invertible those descriptions are no
longer valid and some caution is needed. The proof of the following lemma (extracted from
[10, Prop 2.2]) needs some work in this most general situation:
Lemma 58. Inv−(A) =
⋂
m≥0
Inv−m(A) and Inv(A) =
⋂
m≥0
Invm(A).
Proof. Let us focus on the first claim because the second one is a straightforward consequence
of the first. One of the inclusions follows easily from the inclusion Inv−m(A) ⊂ Inv
−(A) so
we just need to prove that if q ∈ Inv−m(A) for every m ≥ 0 then q ∈ Inv
−(A). We suppose,
by hypothesis, that there exist points {qmi : 1 ≤ i ≤ m} in A such that f(q
m
i+1) = q
m
i and
f(qm1 ) = q for every 1 ≤ i < m. Since A is compact, {q
m
1 }
∞
m=1 has at least one accumulation
point, say q1. After passing to a subsequence of m, we can suppose that q
m
1 converges as
m → ∞ to q1 ∈ A. Evidently, f(q1) = q. Next, we consider the set {q
m
2 : 1 ≤ m}. Again,
after passing to a subsequence, we can suppose that qm2 converges to q2 ∈ A and f(q2) = q1.
This procedure can be used to define inductively an infinite backward semiorbit of q in A, so
q ∈ Inv−(A). 
Now we are ready to prove the following basic fact: if X is an isolated invariant set for f
then X is also an isolated invariant set for fn for any n ≥ 1 (cf. Proposition 22):
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Let A be an isolating neighborhood ofX for f and choose a smaller compact neighbourhood
A′ of X such that A′ ∪ f(A′) ∪ . . . ∪ fn−1(A′) ⊆ A. By definition, Inv(A′, fn) ⊆ Inv(A′, f)
whereas, by Lemma 58, we also have
Inv(A′, f) = Inv(A, f) =
⋂
m≥0
Invm(A, f) =
⋂
k≥0
Invnk(A, f) ⊃
⋂
k≥0
Invk(A
′, fn) = Inv(A′, fn),
Thus we conclude that X = Inv(A′, fn) so A′ is an isolating neighborhood of X for fn.
Our next step is to prove that W∞ is a canonical object (Proposition 21). Recall that the
compactified unstable manifold is defined as
W∞ = lim←−
{
N/L
f#
←− N/L
f#
←− . . .
}
for an index pair (N,L) for X and f . Once we remove ∞ (recall that it corresponds to
([L], [L], [L], . . .)) we are left with a self–similar set that can be recovered from a “local”
unstable manifold as we shall show below. If A is an isolating neighborhood of X , the limit
set of any negative semiorbit contained in A is itself invariant so it must be part of X . This
suggests that Inv−(A) would be a good candidate of “local” unstable manifold, should this
concept be given any sense.
Let us translate Inv−(A) to the language of inverse limits. Write
WA = lim
←−
{
Inv−(A)
f
←− Inv−(A)
f
←− . . .
}
.
Observe that we can trivially form a chain of inclusions:
WA → W f(A) →W f
2(A) → . . .
Indeed, if ξ = (ξ0, ξ1, . . .) ∈ W
A then, by definition, f(ξi+1) = ξi ∈ f(A) for every i ≥ 0 so ξ
belongs to W f(A).
Suppose that A′ ⊂ A is another isolating neighborhood of X . Since X = ∩k≥0Invk(A),
we can find m ≥ 0 such that Invm(A) ⊆ A
′. As a consequence, any point p that belongs to
fm(Invm(A)), i.e. there is an orbit of length 2m+ 1 inside A that ends with p, also belongs
to fm(A′).
From this observation we obtain a chain of inclusions that serves to relate the limits WA
for different isolating neighborhoods:
(18) WA
′
⊂WA ⊂W f
m(A′)
Let us explain why we shall think of WA as the initial part (close to X˜) of W∞. Consider
the union of the increasing sets {W f
j(A)}j≥0, call it W
X . As an immediate consequence of
Equation (18) we deduce that WX is independent of the choice of isolating neighborhood
A. The topology of WX comes from those of the sets W f
j(A) which in turn have the topol-
ogy of the inverse limit. The latter, however, can be expressed in simpler terms: it is the
initial topology with respect to the projection that sends ξ = (ξi) to ξ0. Indeed, ξ, ξ
′ are
close elements in the inverse limit WA iff ξj, ξ
′
j are close for every j ≥ 0. Fix an arbitrary
neighborhood of X , there exist k such that ξj, ξ
′
j belong to the neighborhood for all j ≥ k, so
we only need to examine the values j < k. Therefore, ξ and ξ′ are close in WA iff ξj, ξ
′
j are
close for all j < k which is clearly equivalent to ξ0 being close to ξ
′
0 in A.
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In order to prove that W∞ is canonical we will prove that it coincides with the Alexandroff
one–point compactification of WX . Equivalently, there is a homeomorphism between WX
and W∞ \∞.
Let (N,L) be the index pair used to define the compactified unstable manifold. Since, N \L
is an isolating neighborhood ofX (for the sake of the argument it is irrelevant whether N \L is
compact or not),WX is the union of {W f
j(N\L) : j ≥ 0}. Take any ξ = (ξ0, ξ1, . . .) ∈ W
fj(N\L).
Clearly, the sequence (ξi)i is eventually contained in N \ L, say ξi ∈ N \ L for every i ≥ m.
We then associate to ξ the element g(ξ) = ((f#)
m(ξm), . . . , f#(ξm), ξm, ξm+1, . . .), that does
not depend on m provided m is large enough. It is now an exercise to verify that g defines a
homeomorphism between WX = ∪j≥0W
fj(N\L) and W∞ \∞. This proves that W∞ does not
depend on the choice of index pair.
The homeomorphism f˜ is transformed, under conjugation by g, in a map f : WX → WX
that has the simple expression
f : (ξ0, ξ1, ξ2, . . .) 7→ (f(ξ0), ξ0 = f(ξ1), ξ1 = f(ξ2), . . .).
Let us discuss the modifications caused by replacing f by an iterate fn for a given n ≥ 1.
This substitution makes sense because X is still invariant and isolated for fn, as we showed
above.
Consider the inverse limit
WAn = lim←−
{
Inv−(fn, A)
fn
←− Inv−(fn, A)
fn
←− . . .
}
.
Denote A′ = A ∪ f(A) ∪ . . . ∪ fn−1(A). There is a natural map β that sends
WAn ∋ η = (ηi)i≥0 7→ β(η) = (f
n−1(η0), . . . , f(η0), η0, f
n−1(η1), . . . , η1, . . .) ∈ W
A′
Intuitively, the map β has an inverse that is trivially defined by
γ : (ξ0, ξ1, ξ2 . . .) 7→ (ξn−1, ξ2n−1, ξ3n−1, . . .).
Notice however that the image of an element of WA
′
under γ does not necessarily belong to
WAn . An argument similar to the one that lead to Equation (18) yields an integer m such
that the image of γ is contained in W
fm(A)
n . The composition map
WAn
β
−→W f
n−1(A) γ−→W f
m(A)
n
is the inclusion. The definitions of β and γ can be extended to W
fj(A)
n and W f
j(A′), respec-
tively, and thus to the union
WXn =
⋃
j≥0
W f
j(A)
n
β
−−−−→WX =
⋃
j≥0
W f
j(A) γ−−−−→WXn =
⋃
j≥0
W f
j(A)
n ,
It is easy to see that these extended versions β and γ are one–to–one and the composition
γ ◦ β is the identity map. We conclude that WXn is homeomorphic to W
X .
Let Wn,∞ be the compactified unstable manifold for f
n. Recall that Wn,∞ \∞ is identified
to WXn and the action of f˜
n becomes
fn(η0, η1, η2, . . .) = (f
n(η0), f
n(η1) = η0, f
n(η2) = η1, . . .).
Then, it follows easily that
β ◦ fn = (f)n ◦ γ,
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and we deduce that the maps f˜n and (f˜)n are conjugate. This concludes Proposition 22.
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