Witten Deformation and Its Application toward Morse Inequalities by Ho, Fu-Hsuan
ar
X
iv
:1
71
0.
09
57
9v
1 
 [m
ath
.D
G]
  2
6 O
ct 
20
17
Witten Deformation and Its Application toward
Morse Inequalities
Fu-Hsuan Ho
Abstract
In this undergraduate thesis, we present an analytical proof of the Morse inequal-
ities for closed smooth n-manifolds following Witten’s approach. Using techniques
from PDE theory, the proof is reduced to study the eigenspaces and eigenvalues of
harmonic oscillators on Rn.
1 Introduction
Morse theory has been a branch of differential topology that provides a direct way to
understand the topology of smooth manifolds by studying the smooth functions on them.
In the introduction of the classical book [Mil63], Milnor discussed a toy model of this
idea: assumeM = T 2 is a torus tangent to a plane V andMa be the set of points p ∈ M
so that f(p) ≤ a. and let f : M → R be the height above V . Milnor pointed out that
the homotopy type changes exactly at the critical points of f . These critical points are
all “non-degenerate” (see section 2 for definition), and near each critical point p one can
choose proper coordinate (x, y) so that f = f(p)±x2±y2. Note that the number of minus
signs in the expression for f at each point is the dimension of the cell we must attach to
go from Ma to M b, where a < f(p) < b. This gives us a motivation to study critical
points of smooth functions on manifolds.
Another formula also shows the deep connection of the topology and critical points of
smooth functions on a manifold, that is, the morse inequalities. LetM be a n-dimensional
closed and smooth manifold. Given f ∈ C∞(M), we say f is a Morse function if its criti-
cal points are non-degenerate (these terms will be defined in section 2). Morse inequalities
give a series of upper bound related to the Betti number ofM . The full statement is given
in the following:
Main Theorem 1.1 (Morse Inequalities). LetM be a closed smooth n-dimensional man-
ifold. Suppose f ∈ C∞(M) is a Morse function. Then we have
• Weak Morse Inequalities: for each 0 ≤ q ≤ n,
bq ≤ mq (1.1)
1
2• Strong Morse Inequalities: for each 0 ≤ q ≤ n
q∑
j=0
(−1)q−jbj ≤
q∑
j=0
(−1)q−jmj , (1.2)
and the equality holds when q = n, i.e.,
n∑
j=0
(−1)n−jbj =
n∑
j=0
(−1)n−jmj , (1.3)
where we denotemj as the cardinality of the set of critical points of order j and bj be the
j-th Betti number ofM (see (2.8)), for any j ∈ {0, . . . , q}.
Note that (1.3) gives a way to derive χ(M) by calculating the alternating sum of num-
bers of critical points up to index n, since the definition of Euler characteristic number
χ(M) ofM is exactly the alternating sum of Betti numbers.
A topological proof may be founded in [Mil63]. However in 1982, Witten [Wit82] dis-
covered the first analytic approach to the Morse inequalities through considering the de
Rham complex the deformed exterior derivative dt = e
−tfdetf , i.e., the so-called Witten
deformation. Inspired by physics, he adopted the semi-classical analysis of the eigenval-
ues of some properly chosen Schro¨dinger operators onM to attack this problem. His idea
was immediately absorbed by many mathematicians and was turned into mathematically
rigor papers, for example, [HS85]. Another reference is [CFKS87].
In this paper, we try to provide a rather direct and detailed proof that can be accessed
by undergraduate students who have the basic knowledge of geometry. In section 2, we
recall the basic notations and preliminaries that are needed in this thesis. Then in section 3,
we introduce to theWitten Laplacian and reduce the proof of Morse inequality to studying
the dimension of the eigenspace of Witten Laplacian, and we do this work in section 4.
The strategy is constructing enough linear independent q-forms on M (see subsection
4.2). Section 5 is devoted to calculating the eigenspace of Witten Laplacian. While the
calculation is essential to our proof, the method we adopt to find eigenvalues is rather
standard and somehow tedious, and thus we put it in the last section.
The last thing to be notice is that although we only consider the case of closed man-
ifolds, this method can be extended to more general cases, for example, manifolds with
boundary. Also, the idea of constructing linearly independent elements of operator’s eigen-
space can be extended to understand other operators we are interested in.
2 Notations and Preliminaries
From now on, we fixM to be a smooth and closed n-dimensional manifold. Let C∞(M)
be the set of real-valued smooth functions of M . A critical point of a given smooth
3function f is a point p so that for any local coordinate chart (U, ϕ, x) near p,
∂f
∂x1
(p) = · · · = ∂f
∂xn
(p) = 0. (2.1)
This definition is independent of our choice of coordinate chart near p. For any other local
coordinate chart (V, φ, y) near p, using the change of coordinate formula we get,
∂f
∂yi
(p) =
∂f
∂xj
(p)
∂(φ ◦ ϕ−1)
∂yi
(p) = 0, ∀i = 1, . . . , n. (2.2)
A critical point p ∈M of f is called non-degenerate if and only if the matrix(
∂2f
∂xi∂xj
(p)
)
(2.3)
is invertible. We quickly check that this definition is independent of the choice of the
coordinate system: let (U, ϕ, x) be a local chart satisfying (2.3). Assume (V, φ, y) is any
other local chart with non-empty intersection with U . Then
∂f
∂xi∂xj
(p) =
∑
k,l
∂(φ ◦ ϕ)−1k
∂xi
(p)
∂f
∂yk∂yl
(p)
∂(φ ◦ ϕ)−1l
∂xj
(p). (2.4)
Because φ ◦ ϕ−1 is diffeomorphism, the matrix(
∂(φ ◦ ϕ)−1k
∂xi
(p)
)
is invertible. Therefore, from 2.4 we must derive that(
∂2f
∂yk∂yl
(p)
)
is also invertible. With the terminologies prepared above, we now give the definition of
Morse function:
Definition 2.1. We say smooth function f ∈ C∞(M) is a Morse function if its critical
points are all non-degenerate.
If p ∈M is a critical point, we define a symmetric bilinear form
d2f : TpM × TpM → R
called the Hessian of f at p on TpM , the tangent space ofM at p. If X, Y ∈ Tp(M), we
may extend them to smooth vector fields X˜, Y˜ with X˜(p) = X and Y˜ (p) = Y . Define
d2f(X, Y ) = X˜(Y˜ (f))(p).
4In the following we will show that d2f is a well-defined symmetric bilinear functional:
note X˜(p) equals to X . Indeeds, by the formula
X˜(p)(Y˜ (f))− Y˜ (p)(X˜(f)) = df [X˜, Y˜ ](p) = 0,
d2f is symmetric. Also by the formula above, we have
X(Y˜ (f)) = X˜(p)(Y˜ (f)) = Y˜ (p)(X˜(f)) = Y (X˜(f))
and thus d2f is independent of how we extendX and Y , i.e., it is well-defined.
Locally on a chart (U, ϕ, x) near p, we may write X =
∑n
i=1 ai
∂
∂xi
|p and Y =∑n
j=1 bj
∂
∂xj
|p. Locally, we may extend Y by Y˜ =
∑n
j=1 bj
∂
∂xj
. Then
d2f(X, Y ) = X(Y˜ f)(p) = X
(
n∑
j=1
bj
∂
∂xj
)
=
n∑
i=1,j=1
aibj
∂2f
∂xi∂xj
(p); (2.5)
so the matrix (
∂2f
∂xk∂xl
(p)
)
(2.6)
represents the bilinear form d2f under the basis { ∂
∂xi
|p}ni=1.
Now, we mention the index of d2f . For any bilinear form B defined on a vector space
V, the index of B is defined to be the maximal dimension of any subspace W on which
B is negative definite. When we say the phrase “the index of f at p”, it always refers
to the index of d2f on TpM . We can check that the index of f at p is the number of
non-negative eigenvalues of the matrix (2.6). The lemma of Morse, which will be stated
in the following (for the proof, see [Mil63, Lemma 2.2]), shows that the index of f at p
characterizes the local behavior of f near p:
Lemma 2.2 (Morse). Let f be a smooth function. Assume p ∈ M is a critical point of f
onM . Then we can find a local chart (U, ϕ, x) near p with ϕ(p) = 0 so that
f ◦ ϕ−1(x) = −1
2
x21 − · · · −
1
2
x2l +
1
2
x2l+1 + · · ·+
1
2
x2n,
where l is the index of f at p.
From now on, we always assume f to be a fixed Morse function onM . We introduce
the notation
Crit(f)
as the set of critical points of f . By Morse lemma, the set Crit(f) must be discrete, and it
turns out to be finite by compactness ofM . We also introduce the notation
Crit(f ; j)
to represent the set of critical points on which the index of f equals to j, and we define
mj = #Crit(f ; j)
to be the cardinality of Crit(f ; j).
52.1 de Rham Cohomology
In this subsection, we discuss the basic properties of de Rham cohomology. The readers
may consult Bott and Tu’s book [BT82] for more information.
Denote Ω0(M) be the space of smooth functions. For any k = 1, . . . , n, let ΛkT ∗M
be the bundle of k forms:
ΛkT ∗M =
∐
p∈M
ΛkT ∗pM.
Fix p ∈ M and let (U, ϕ, x) be any local chart defined near p. Assume {dx1, . . . , dxn} is
the basis for T ∗pM . Then the fibre of Λ
kT ∗M at p is the vector space ΛkT ∗pM spanned by
{dxi1 ∧ · · · ∧ dik : 1 ≤ i1 < · · · < ik ≤ n}.
A smooth section of ΛkT ∗M is called a smooth k-forms. We denote
Ωk(M) = Γ
(
ΛkT ∗M
)
as the vector space of smooth k-forms. On any local chart (U, ϕ, x), a smooth k-form ω
can be written as
ω =
∑
i1<···<ik
ωi1···ikdxi1 ∧ · · · ∧ dxik , (2.7)
where ωi1···ik is a smooth function defined on U . Once again, the local representation (2.7)
is independent of choice of local chart. Suppose on (U˜ , ϕ˜, x˜) with U˜ ∩U 6= ∅. Then there
exists
The exterior derivative d is defined to be the unique real linear mapping
d : Ωq(M)→ Ωq+1(M)
sending smooth q-forms to q + 1-forms, for all q = 0, . . . , n, satisfying the following
properties
(i) df is the differential of smooth function for any f ∈ Ω0(M).
(ii) d2f = 0 for any f ∈ Ω0(M).
(iii) d(α ∧ β) = dα ∧ β + (−1)pα ∧ dβ where α is any p-form and β is any r-form.
If there is a need to distinguish those ds acting on different form, we will add an upper
index (q) and write d(q).
The complex
0→ Ω0(M) d−→ Ω1(M) d−→ · · · d−→ Ωn(M) → 0.
6together with the exterior derivative d is called the de Rham complex onM .
Note d2 always vanish. We verify this in the following: let ω ∈ Ωq. Then on any local
chart (U, ϕ, x), we can write
ω =
∑
i1<···<iq
ωi1···iqdx
i1 ∧ · · · ∧ dxiq .
Applying d twice on ω, we get
d2ω =
n∑
i,j=1
∑
i1<···<iq
∂2ωi1···iq
∂xi∂xj
dxi ∧ dxj ∧ dxi1 ∧ · · · ∧ dxiq
=
∑
i<j
∑
i1<···<iq
(
∂2ωi1···iq
∂xi∂xj
− ∂
2ωi1···iq
∂xj∂xi
)
dxi ∧ dxj ∧ dxi1 ∧ · · · ∧ dxiq = 0
since ωi1···iq is a smooth function and hence we can change the order of derivations.
Thus, it is able to define the j-th de Rham cohomology
Hj(M) =
Ker(d : Ωj(M) → Ωj+1(M))
Im(d : Ωj−1(M)→ Ωj(M))
for all j = 0, · · · , n. Since our manifoldM is has finite “good cover” (in the sense of Bott
and Tu), Hj(M) is a finite dimensional (real) vector space (the readers may consult their
book [BT82, Proposition 5.3.1]). As a result, it is able to define
bj = dimH
j(M) (2.8)
called the j-th Betti number for all j = 0, · · · , n.
Fix g to be a Riemannian metric on the tangent bundle TM . It also induces a bundle
metric pointwisely on α, β ∈ ΛrT ∗pM (independent of basis we chosen):
g(α, β) = gi1j1 · · · gikjkαi1...ikβj1...jk .
which we also denoted by g. Let dvg be the density on M induced by g so that for any
chart (U, φ, x), w ∈ C∞0 (U),∫
M
w dvg =
∫
φ(U)
w ◦ φ−1(x)
√
| det(φ∗g)|dx1 ∧ · · · ∧ dxn.
We remark that ifM is orientable, then it is no need to take absolute value above. Through
the density dvg, we are then able to defined a global L
2 inner product by
(α, β) :=
∫
M
g(α, β) dvg.
Under this inner product (·, ·), we denote d∗(q) to be the Hilbert space adjoint of d(q) for
all q = 0, . . . , n. That is,
(du, v) = (u, d∗v)
7for all u ∈ Ωq(M) and v ∈ Ωq+1(M) (once more, we will drop the upper index (q) and
write d∗ if there is no need to clarify which space d∗(q) is acting on). We call the operator
△(q) := dd∗ + d∗d : Ωq(M) → Ωq(M)
the Hodge Laplacian for all q = 0, . . . , n. Note that this operator depends on the Rie-
mannian metric g since d∗ depends on the inner product (·, ·) and this inner product is
determined by g.
We end this section with two lemmas about the local form of d and d∗:
Lemma 2.3. Fix q ∈ {0, . . . , n− 1}. For any ω ∈ Ωq(M), we have
dω =
n∑
i=1
dxi ∧ ∇ ∂
∂xi
ω. (2.9)
Remark.
(i) The operator ∇ : Γ(ΛqT ∗M) → Γ(ΛqT ∗M ⊗ T ∗M) is natural extension of the
Levi-civita connection∇TM : Γ(TM)→ Γ(TM ⊗ TM).
(ii) The notation dxk∧ represents the exterior multiplications by dxk, respectively. On
any local chart, dxk∧ sends an given r-form α, r ∈ {0, . . . , n} to dxk ∧ α. The
interior multiplication acts on differential forms following the rules:
(a) if α is a 1-form, then
dxkyα =
〈
α,
∂
∂xk
〉
where 〈·, ·〉 is the dual pairing;
(b) if β is a smooth p-form and γ is a smooth q-form, then
dxky(β ∧ γ) = (dxkyβ) ∧ γ + (−1)pβ ∧ (dxkyγ).
Proof. Note that both sides of (2.9) are section of Λq+1T ∗M . So we can check that they
agree with each other on each p ∈ M . Fix p ∈ M and we adopt the normal geodesic
coordinate around p. Say near p, we have
ω =
∑
i1<···<iq
ωi1···iqdxi1 ∧ · · · ∧ dxiq .
8Then
dω =
∑
i1<···<iq
n∑
i=1
∂ωi1···iq
∂xi
dxi ∧ dxi1 ∧ · · · ∧ dxiq
=
∑
i1<···<iq
n∑
i=1
∇ ∂
∂xi
ωi1···iqdxi ∧ dxi1 ∧ · · · ∧ dxiq
=
∑
i1<···<iq
n∑
i=1
dxi ∧∇ ∂
∂xi
(ωi1···iqdxi1 ∧ · · · ∧ dxiq)
=
n∑
i=1
dxi ∧ ∇ ∂
∂xi
ω.
(2.10)
Lemma 2.4. Fix q ∈ {1, . . . , n}. For any ω ∈ Ωq(M), we have
d∗ω = −
n∑
i=1
dxiy∇ ∂
∂xi
ω. (2.11)
Remark. The notation dxky represents the interior multiplications by dxk. On any local
chart, the interior multiplication acts on differential forms following the rules:
1. if α is a 1-form, then
dxkyα =
〈
α,
∂
∂xk
〉
where 〈·, ·〉 is the dual pairing;
2. if β is a smooth p-form and γ is a smooth q-form, then
dxky(β ∧ γ) = (dxkyβ) ∧ γ + (−1)pβ ∧ (dxkyγ).
Proof. With the same reason of the proof lemma 2.3, we can restrict our calculation on a
fixed point p ∈M . Again, use the normal geodesic coordinate around p. Also, write
ω =
∑
i1<···<iq
ωi1···iqdxi1 ∧ · · · ∧ dxiq .
Applying lemma 2.3, we have for any u ∈ Ωq−1(M),
g(ω, du) = g(ω,
n∑
i=1
dxi ∧∇ ∂
∂xi
u) =
n∑
i=1
g(dxiyω,∇ ∂
∂xi
u)
=
n∑
i=1
∂
∂xi
g(dxiyω, u)−
n∑
i=1
g(∇ ∂
∂xi
dxiyω, u)
=
n∑
i=1
∇ ∂
∂xi
g(dxiyω, u)−
n∑
i=1
g(∇ ∂
∂xi
dxiyω, u)
(2.12)
9Integrating the both sides of formula (2.12) and noticing that (d∗ω, u) = (ω, du), we then
derive that
(d∗ω, u) = (
n∑
i=1
−∇ ∂
∂xi
dxiyω, u) (2.13)
for all u ∈ Ωq−1(M), i.e., d∗ω =∑ni=1−∇ ∂
∂xi
dxiyω.
3 Witten Deformation of Laplacian
This section is divided into the following parts: first, we will introduce the deformed de
Rham cohomologies. We will show that they are all isomorphic to the usual de Rham co-
homologies. Next, we will define the Witten Laplacian. We will prove a similar inequali-
ties like the one of Morse for the deformed de Rham cohomologies. The only difference is
the upper bound of cohomology dimension are replaced by things related to the dimension
of eigenspaces of Witten Laplacian.
3.1 Deformed de Rham Cohomology
Consider the following deformed exterior derivatives
d
(q)
t : Ω
q(M) → Ωq+1(M)
defined by
d
(q)
t = e
−tfd(q)etf , ∀t > 0
for all q = 0, . . . , n. If the content is clear, we will drop the upper index of d
(q)
t and write
dt. We then get the deformed complex
0→ Ω0(M) dt−→ Ω1(M) dt−→ · · · dt−→ Ωn(M)→ 0, ∀t > 0.
Since d2t = e
−tfd2etf = 0, we can also define H•t (M) the cohomology of this complex.
Note that the defomation does not change the cohomology data. To be precise,
Theorem 3.1. The map of multiplication
e−tf : Hj(M) → Hjt (M)
u+ Imd 7→ e−tfu+ Imdt
is a vector space isomorphism for all j = 0, · · · , n.
Proof. Fix j = 0, · · · , n. It suffices to show e−tf is a well-defined bijection because
linearity is quite obvious.
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• e−tf is a well-defined map: let
u ∈ Im(d : Ωj−1(M) → Ωj(M)),
i.e., u = dv for some v ∈ Ωj−1(M). Since
e−tfu = e−tfdv = dt(e
−tfv)
and e−tfv ∈ Ωj−1(M),
e−tfu ∈ Im(dt : Ωj−1(M)→ Ωj(M)).
• e−tf is injective: assume e−tfu ∈ Imdt, i.e., e−tfu = dtv for some v ∈ Ωj−1(M).
Then
u = d(etfv) ∈ Imd.
• e−tf is surjective: let u+ Imdt ∈ Hj(M). Consider etfu+ Imd. Since
d(etfu) = etf (dtu) = 0,
etfu+ Imd ∈ Hjt (M). Also, e−tf maps etfu+ Imd to u+ Imdt.
In particular, this theorem tells us
dimHqt (M) = dimH
q(M) = bq
for all 0 ≤ q ≤ n and t ≥ 0.
3.2 Witten Laplacian
Let
d
(q)∗
t : Ω
q+1(M)→ Ωq(M)
be the formal adjoint of d
(q)
t : Ω
q(M)→ Ωq+1(M) with respect to (·, ·), i.e.,
(d
(q)
t u, v) = (u, d
(q)∗
t v)
for all u ∈ Ωq(M) and v ∈ Ωq+1(M). We call the operator
△(q)t := d(q)t d(q)∗t + d(q)∗t d(q)t : Ωq(M)→ Ωq(M)
theWitten Laplacian. Note that this operator also depends on the Riemannian metric g.
It has the local form stated in the following theorem.
11
Theorem 3.2 (Bocher type formula). Let p ∈M . Define
Λ•T ∗pM :=
n⊕
k=0
ΛkT ∗pM
Then for each ω ∈ Λ•T ∗pM ,
△tω = △ω + t|df |2ω + t
∑
k,l
Hessf (
∂
∂xl
,
∂
∂xk
)[dxl∧, dxky]ω. (3.1)
Remark. (i) We define |df |2 := g(df, df) and
Hessf := ∇df ∈ Γ(T ∗M ⊗ T ∗M). (3.2)
The latter is said to be the Hessian of f . If p ∈ M is a critical point of f , then
d2f(p) = Hessf(p) (see Definition 2.1 for the meaning of d
2f ). A justification is
given in the following: let { ∂
∂xi
}ni=1 be a basis for TpM . Then
Hessf(
∂
∂xj
,
∂
∂xk
)(p) =
∂2f
∂xj∂xk
(p)− ∂f
∂xl
(p)Γljk(p) =
∂2f
∂xj∂xk
= d2f(
∂
∂xj
,
∂
∂xk
)(p)
by the definition of critical point and formula (2.5). [dxl∧, dxky] is simply a short-
hand of dxl ∧ dxky− dxkydxl∧. As a result, there is no harm to called both d2f and
Hessf Hessian.
(ii) By the local formula above and simple calculations, we notice that△(q)t is an positive
elliptic operator with the symbol
gijξiξj .
It has an self-adjoint extension
△(q)t : Dom△(q)t ⊆ L2(M)→ L2(M),
which we use the same notation. The space Dom△(q)t is defined by
Dom△(q)t = {u ∈ L2q(M) : △(q)t u ∈ L2q(M)}.
Following by [Shu87, theorem 8.3], there exists a complete orthonormal system
{fj} consisting of eigenfunctions of △t. Here, fj are all smooth,△tfj = λjfj and
{λj} is a non-negative sequence tends to +∞. Also, the spectrum σ(△t) coincides
with the set of all and eigenvalues. Note that for any λ ∈ R, λ ∈ σ(△t) if and only
if the one of the three conditions holds:
(a) △t − λI is not injective (in this case, we call λ an eigenvalue),
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(b) △t − λI is not surjective,
(c) △t − λI is bijective, but it’s inverse
(△t − λI)−1 : L2q(M)→ L2q(M)
is not continuous (with respect to ‖ · ‖).
Proof of Bochner Type Formula. Firstly, note that
dt = d+ tdf∧ (3.3)
since for all u ∈ Ω•(M),
dtu = e
−tfd(etfu) = e−tfetf tdf ∧ u+ e−tfetfdu = (d+ tdf∧)u. (3.4)
Next, formula (3.3) yields
d∗t = d
∗ + tdfy (3.5)
because for all u ∈ Ω•(M) and v ∈ Ω•+1(M),
(u, (d∗ + tdfy)v)g = (u, d
∗v)g + (u, tdfyv) = (du, v) + (tdf ∧ u, v)
= ((d+ tdf∧)u, v) = (dtu, v) = (u, d∗tv).
(3.6)
From formula (3.3) and (3.5), we may derive that for all u ∈ Λ•T ∗pM ,
△tu = (dd∗ + d∗d)u+ t(df ∧ d∗u+ d(dfyu) + dfydu+ d∗(df ∧ u))
+t2(df ∧ dfy+ dfydf∧)u. (3.7)
Since the formula (3.1) is tensorial, we may verify the formula pointwise. Recall the
exponential map
expp : B0(r)→ M
is a diffeomorphism onto its image (0 is the origin of Rn and r is a sufficiently small
positive real number). It yields a local chart (U, ϕ, x) forM around p, called the normal
geodesic coordinate. In the normal geodesic coordinate, the components of the Rieman-
nian metric on TpM gij(p) = g(
∂
∂xi
, ∂
∂xj
) simplify to δij . Thus, this implies
{dxi1 ∧ · · · ∧ dxik : i1 < · · · < ik and k = 0, . . . , n}
is an orthonormal basis for Λ•T ∗pM .
Note that the both sides of formula (3.1) are invariant under coordinate change, it
suffices for us to check it is true under normal coordinate. Furthermore, we only need to
check those ω that are basis for Λ•T ∗pM . Write
df =
n∑
a=1
∂f
∂xa
dxa and
13
where dxI = ω = dxi1 ∧ · · · ∧ dxik (I = {1 ≤ i1 < · · · < ik ≤ n}). Then
(df ∧ dfy+ dfydf∧)dxI = ∂f
∂xa
dxa ∧ ∂f
∂xb
∂
∂xb
dxI +
∂f
∂xa
∂
∂xa
∂f
∂xa
dxa ∧ dxI
=
(
∂f
∂xa
)2(
(−1)lδaIdxa ∧ dxI−{a} +
∂
∂xa
(1− δaI )dxa ∧ dxI
)
=
(
∂f
∂xa
)2 (
(−1)2lδaIdxI + (1− δaI )dxI
)
=
(
∂f
∂xa
)2
dxI = |df |2dxI .
(3.8)
where δaI = 1 if a ∈ I , δaI = 0 otherwise. If a ∈ I , then l is the integer so that il = a and
dxI−{a} equals to dxi1 ∧ · · · ∧ ˆdxil ∧ · · · ∧ dxik .
Finally, also in the normal coordinate near p, we calculate the ”coefficient” of t in
formula (3.1). Assume near p, u can be written as
u =
∑
i1<···<iq
ui1···iqdxi1 ∧ · · · ∧ dxiq .
Applying lemmas 2.3 and 2.4 we get
df ∧ d∗u =
n∑
i=1
∂f
∂xj
dxj ∧ (−
n∑
i=1
dxiy∇ ∂
∂xi
u)
= −
n∑
i,j=1
∑
i1<···<iq
∂f
∂xj
∂ui1···iq
∂xi
dxj ∧ dxiydxi1 ∧ · · · ∧ dxiq ,
(3.9)
dfydu =
n∑
i=1
∂f
∂xj
dxjy(
n∑
i=1
dxi ∧ ∇ ∂
∂xi
u)
=
n∑
i,j=1
∑
i1<···<iq
∂f
∂xj
∂ui1···iq
∂xi
dxjydxi ∧ dxi1 ∧ · · · ∧ dxiq ,
(3.10)
ddfyu = d
n∑
i=1
∑
i1<···<iq
∂f
∂xi
ui1···iqdxiydxi1 ∧ · · · ∧ dxiq
n∑
i,j=1
∂2f
∂xj∂xi
dxj ∧ dxiy(
∑
i1<···<iq
ui1···iqdxi1 ∧ · · · ∧ dxiq)
+
n∑
i,j=1
∑
i1<···<iq
∂f
∂xj
∂ui1···iq
∂xi
dxj ∧ dxiydxi1 ∧ · · · ∧ dxiq ,
(3.11)
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and
d∗df ∧ u = d
n∑
i=1
∑
i1<···<iq
∂f
∂xi
ui1···iqdxi ∧ dxi1 ∧ · · · ∧ dxiq
−
n∑
i,j=1
∂2f
∂xj∂xi
dxjydxi ∧ (
∑
i1<···<iq
ui1···iqdxi1 ∧ · · · ∧ dxiq)
−
n∑
i,j=1
∑
i1<···<iq
∂f
∂xj
∂ui1···iq
∂xi
dxjydxi ∧ dxi1 ∧ · · · ∧ dxiq .
(3.12)
Summing up formulas (3.9) to (3.12), we get the coefficient of t equals to
df ∧ d∗u+ dfydu+ ddfyu+ d∗df ∧ u
=
n∑
i,j=1
∂2f
∂xi∂xj
dxi ∧ dxjyu−
n∑
i,j=1
∂2f
∂xi∂xj
dxiydxj ∧ u
=
n∑
i,j=1
∂2f
∂xi∂xj
dxi ∧ dxjyu−
n∑
i,j=1
∂2f
∂xj∂xi
dxiydxj ∧ u
=
n∑
i,j=1
∂2f
∂xi∂xj
[dxi∧, dxjy] ∧ u
(3.13)
because f is smooth so that
∂2f
∂xi∂xj
=
∂2f
∂xj∂xi
for all i, j ∈ {1, . . . , n}. The notation [dxi∧, dxjy] equals to dxi ∧ dxjy− dxjydxi∧ for
all i, j ∈ {1, . . . , n}.
In the normal coordinate, we have Γkij(p) = 0. Thus,
Hessf (
∂
∂xi
,
∂
∂xj
) =
∂2f
∂xi∂xj
(p)− ∂f
∂xk
(p)Γkij(p) =
∂f
∂xi∂xj
and so the last line of formula (3.13) equals to
n∑
i,j=1
Hessf(
∂
∂xi
,
∂
∂xj
)[dxi∧, dxjy]u. (3.14)
This expression is invariant under change of coordinates, and so we complete the deriva-
tion of Bochner formula.
Denote
Erµ,t(M) = {u ∈ Ωr(M) : △(r)t u = µu}
as the eigenspace of µ with respect to △(r)t in Ωr(M). Note that the deformed exterior
derivative
dt : E
r
µ,t(M)→ Er+1µ,t (M)
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sends r-forms fromErµ,t(M) toE
r+1
µ,t (M), for r = 0, . . . , n−1. Indeeds, let u ∈ Erµ,t(M),
i.e.,△(r)t u = µu for some µ ∈ R. Then we have
△(r)t (dtu) = (dtd∗t + d∗tdt)(dtu) = dtd∗tdtu = dtd∗tdtu+ dtdtd∗tu = dt(△(r)t u) = µdtu.
Let I ⊂ R be a bounded set and we denote
EqI,t(M) :=
⊕
µ∈Spec△
(q)
t ∩I
Eqµ,t(M).
Theorem 3.3. The following sequence of vector spaces
E0(0,λ],t(M)
d
(0)
t−−→ E1(0,λ],t(M)
d
(1)
t−−→ E2(0,λ],t(M)
d
(2)
t−−→ · · · d
(n−1)
t−−−→ En(0,λ],t(M)
d
(n)
t−−→ 0
is exact.
Proof. Fix r = 0, . . . , n. We need to show ker d
(r)
t = imd
(r−1)
t .
(⊇): Let u ∈ imd(r−1)t . Then u = dtv for some v ∈ Er−1(0,λ],t(M). Since d2t = 0, we must
have dtu = d
2
tv = 0. This gives u ∈ ker d(r)t .
(⊆): Let u ∈ ker d(r)t . We may write
u = u1 + · · ·+ uN
where uj ∈ Erµj ,t(M), µj distinct real positive numbers. Applying dt on both sides
of the equation above, we get
0 = dtu = dtu1 + · · ·+ dtuN .
Since each dtuj belongs to different eigenspace, {dtuj} is linearly independent.
This implies dtuj = 0 for j = 1, . . . , N . Fixing j, we have
uj =
1
µj
△(r)t uj =
1
µj
(dtd
∗
t + d
∗
tdt)uj =
1
µj
dtd
∗
tuj = dt
(
1
µj
d∗tuj
)
.
Summing uj together, we get
u = dt
(
1
µ1
d∗tu1 + · · ·+
1
µN
d∗tuN
)
∈ imd(r−1)t .
Note that the spaces Eq(0,λ],t(M) are finite-dimensional for all q = 0, . . . , n since each
of them is a finite direct sum of eigenspaces, and the eigenspaces of Witten Laplacian is
finite-dimensional. Using Theorem 3.3 and dimension theorem for vector spaces, we then
have
dim im d
(q)
t = dimE
q
(0,λ],t(M)− dimker d(q)t = dimEq(0,λ],t(M)− dim im d(q−1)t
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for q = 1, . . . , n. For the case q = 0, observe that ker d
(
t0) is a trivial vector space. For
any u ∈ ker d(0)t , we can write
α = α1 + · · ·+ αN
where αj ∈ E0µj ,t(M), µj distinct real positive numbers. Applying the Laplacian on both
sides we get
△(0)t α = µ1α1 + · · ·+ µNαN
But since
△(0)t α = d∗(0)t d(0)t α = 0,
we must have u1 = · · · = uN = 0 by linear independence of distinct eigenspaces. Thus,
α = 0, i.e., ker d
(0)
t = 0.
and dim imd
(0)
t = dimE
0
(0,λ],t(M). Then we may derive the following alternating sum
q∑
j=0
(−1)q−j dimEq(0,λ],t(M) = dim imd(q)t ≥ 0. (3.15)
Moreover, the equation holds when q = n, since rankd(q) vanishes as q = n. As a result,
we obtain estimations encountering dimHjt (M), and these estimations play important
rules in the next section of proving Morse inequalities.
Theorem 3.4. For any positive real number λ > 0 and q = 0, . . . , n, we have
dimHqt (M) ≤ dimEq[0,λ],t(M) (3.16)
and
q∑
j=0
(−1)q−j dimHjt (M) ≤
q∑
j=0
(−1)q−j dimEq[0,λ],t(M). (3.17)
The equality of (3.17) holds when q = n.
Proof.
1. First, we proof that
dimHqt (M) = dimker△(q)t .
Let {v1 + imd(q−1)t , . . . , vl + imd(q−1)t } be the basis for Hqt (M). Fix i = 1, . . . , l.
Then we can see
dtvi = 0
(vi, dtu) = 0, ∀u ∈ Ωq−1(M).
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As a consequence, for any v ∈ Ωq(M),
(△tvi, u) = (dtvi, dtu) + (d∗tvi, d∗tu) = 0,
which means vi ∈ ker△(q)t . Thus, dimHqt (M) ≤ dimker△(q)t .
On the other hand, let {u1, . . . , ul′} be the basis for ker△(q)t . Fix i = 1, . . . , l′. For
each u ∈ Ωq(M),
0 = (△tvi, vi) = (dtvi, dtvi) + (d∗tvi, d∗tvi),
which implies that dtvi = 0 and d
∗
tvi = 0. As a result, vi + imd
q−1
t ∈ Hqt (M), i.e.,
dimHqt (M) ≥ dimker△(q)t .
2. By the first part of proof, we can immediately prove (3.16) since
dimEq[0,λ],t(M) = dim(ker△(q)t ⊕ Eq(0,λ],t(M)) = dim ker△(q)t + Eq(0,λ],t(M)
≥ dimker△(q)t = dimHqt (M).
3. Part 1 of this proof and inequality (3.15) says that
dimHqt (M) = dimker△(q)t
and
q∑
j=0
(−1)q−j dimEq(0,λ],t(M) ≥ 0
respectively. Then
q∑
j=0
(−1)q−j dimEq[0,λ],t(M) =
q∑
j=0
(−1)q−j(dimEq(0,λ],t(M) + dimker△(q)t )
=
q∑
j=0
(−1)q−j dimEq(0,λ],t(M) +
q∑
i=1
(−1)q−j dimHqt (M)
≥
q∑
i=1
(−1)q−j dimHqt (M),
ending the proof of formula (3.17).
In the next section, we will prove the following theorem. If the theorem hold, plug the
previous theorem and then we derive the Morse inequalities.
Theorem 3.5. There exist C > 0 and t > 0 such that when t ≥ t0,
dimEq
[0,e−Ct],t
= mq
for all q = 0, . . . , n.
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3.3 Locally Flat Metric Near Critical Points
Let g˜ be arbitrary Riemannian metric onM . Fix p ∈ Crit(f). Let (Up, φ) be the coordinate
chart near p given by Morse lemma (lemma 2.2). We may assume Up ∩ Up′ = ∅ when
p 6= p′. Because φ is a local diffeomorphism from U to φ(Up) := U˜p, we can define a
Riemannian metric gp on U by
gp(u, v)(pˆ) = 〈dφpˆ(u), dφpˆ(v)〉
for each pˆ ∈ U , u, v ∈ TpˆM , and 〈·, ·〉 denotes the standard Euclidean metric on Rn.
Denote V =M − ∪p∈Crit(f)Up. Then
S = {Up}p∈Crit(f) ∪ {V } (3.18)
is an open covering ofM . Let {ϕp} ∪ {ψ} be a partition unity subordinate on S, where
suppϕp ⊆ Up
suppψ ⊆ V
We define a new metric g by
g = g˜ψ +
∑
p∈Crit(f)
gpϕp (3.19)
From now on, we fix g to be the metric defined by (3.19).
3.4 Witten Laplacian on Rn
Let p ∈ Crit(f ; r). Let (U, ϕ, x) be local chart p given by Morse lemma 2.2. Let u ∈
C∞0 (U) and J = {1 ≤ j1 < · · · < jq ≤ n}. Then by our construction of g, the Bochner
type formula of△t on U becomes
△t(udxJ) =
[−△u(x) + t2|x|2u(x)] dxJ + tu(x) n∑
i=1
εj[dxj∧, dxjy](dxJ). (3.20)
where dxJ = dxj1 ∧ · · · ∧ dxjq ,
△ = ∂
2
∂x21
+ · · ·+ ∂
2
∂x2n
|x|2 = x21 + · · ·+ x2n
and
εj =
{
−1 for j ≤ r
1 for j > r
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4 A study on eigenspaces
In this section, we will study the eigenspaces of △(q)t . We will show that when t is suffi-
ciently large, there is exactlymq eigenvalues that are bounded by e
−Ct. Once we establish
this, the proof of main theorem is complete by the reduction we performed last section.
4.1 Norms on Ωq(M)
For any ω ∈ Ωq(M), define
‖ω‖∞ = sup
p∈M
|ω(p)|, (4.1)
called the sup norm of ω (we write | · | for √g(·, ·)). Note that there is another way
to define the sup norm of differential form. Let {(Ui, ϕi, x)}ni=1 be a set of charts that
coversM . Assume further that the exterior bundle ΛqT ∗M trivializes on each Ui with the
trivialization (composited with ϕi × id):
ηi : Λ
qT ∗M |Ui ∼−→ ϕ−1i (Ui)× R(
n
q).
We can define the induced map ηi∗ : Γ(Ui, E|Ui)→ Γ(ϕ−1(Ui),R(
n
q)) by
ηi∗ξ = ηi ◦ ξ ◦ ϕ−1i .
Finally, let {ρi}Ni=1 be a partition of unity subordinated to {Ui}.
With the notations prepared, we can then define the sup norm of ω by
ω =
(nq)∑
i=1
∑
i1<···<iq
‖ωi,i1,...,iq‖∞,R
where ‖ · ‖∞,R is the sup norm on R.
With a similar fashion, we can define the Sobolev s norm on Ωq(M) by
‖ω‖s =
(nq)∑
i=1
∑
i1<···<iq
‖ωi,i1,...,iq‖s,R
where
ηi∗(ωϕi) =
∑
i1<...<iq
ωi,i1,...,iqdxi1 ∧ · · · ∧ dxiq
and ‖ · ‖ is the Sobolev s norm on R defined by
‖f‖2s,R =
∑
|α|≤2n
‖∂αh‖2L2(Rn)
where |α| = α1 + · · ·+ αn and ∂α = ∂α1∂xα11 · · ·
∂αn
∂xαnn
. is the s norm on R.
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4.2 Lower bound of dimEq[0,e−Ct],t(M)
Let p ∈ Crit(f, q) and (Up, ϕ, x) be a local chart such that x(p) = 0. Let κ ∈ C∞0 (R) be a
smooth function with compact support so that
1. suppκ ⊆ [−2, 2]
2. κ(y) = 1 for all x ∈ [−1, 1]
3. 0 ≤ κ(y) ≤ 1 for all x ∈ R.
For any ε > 0, set κε(y) = κ(ε
−1y). We may choose ε small enough such that the cube
centered at 0 is contained in ϕ(Up) ,i.e.,
Cε(0) := {x ∈ R : sup
1≤i≤n
|xi| ≤ 2ε} ⊆ ϕ(Up)
Now, define χ(x) = κε(x1) · · ·κε(xn) such that χ = 1 near p. Let v ∈ Ωq0(Up) ⊂
Ωq(M), where Ωq0(Up) means the set of smooth q-forms with compact support in Up de-
fined by
v ◦ ϕ−1(x) = e− t2 |x|2χ(x)dx1 ∧ dx2 ∧ · · · ∧ dxq. (4.2)
The following lemma gives a upper bound of the L2 norm of (△(q)t )jv
Lemma 4.1. For all s ∈ Z+, there exist ts > 0, depending on s, such that when t ≥ ts,
we have
‖(△(q)t )sv‖ ≤ exp(
−tε2
4
).
Proof. By calculation
△(q)t v = △(q)t (χ(x) exp(−
t|x|2
2
)) = exp(−t|x|
2
2
)
n∑
i=1
(2txi
∂κε(xi)
∂xi
− ∂
2κε(xi)
∂x2i
)
∏
j 6=i
κε(xj).
(4.3)
Define
τ1(xi) = 2txi
∂κε(xi)
∂xi
− ∂
2κε(xi)
∂x2i
Note that τ1 is non-negative the support of τ1 is contained in [−2ε,−ε] ∪ [ε, 2ε]. By an
induction argument, one can show that
(△(q)t )kv = (△(q)t )k(χ(x) exp(−
t|x|2
2
)) = exp(−t|x|
2
2
)
n∑
i=1
τk(xi)
∏
j 6=i
κε(xj) (4.4)
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where suppτk ⊆ [−2ε,−ε] ∪ [ε, 2ε]. Now, by self-adjointness of△(q)t and formula (4.4),
‖(△(q)t )sv‖2 = ((△(q)t )sv, (△(q)t )sv) = ((△(q)t )2sv, v)
= n
∫
R
exp(−ty2)τ2s(y)κε(y)dy
(∫
R
exp(−ty2)κε(y)2dy
)n−1
≤ 2n sup
y∈R
τ2s(y)
∫ ∞
ε
exp(−ty2)(y)dy
(∫
R
exp(−ty2)dy
)n−1
≤ 2n sup
y∈R
τ2s(y)
1
tε
exp(−tε
2
2
)
(pi
t
)(n−1)/2
.
As a result, we have
‖(△(q)t )sv‖ ≤ exp(−
tε2
4
)
when t ≥ t2 where ts = (2npi(n−1)/2 supy∈R τ2s(y))2/(n+1) depending on s.
There is another inequalities which is needed.
Lemma 4.2 (Sobolev Type Inequality). Let h ∈ Ωq(M) be a smooth q-form onM . Then
we have the following estimation
‖h‖∞ ≤ C‖h‖2n (4.5)
for some C > 0.
Proof. The case on Rn: Let h ∈ S (Rn) (Schwartz class on Rn). For all x ∈ Rn,
|h(x)| =
∣∣∣∣(2pi)−n
∫
Rn
ei〈x,ξ〉hˆ(ξ)dξ
∣∣∣∣ ≤ (2pi)−n
∫
|hˆ(ξ)|dξ (4.6)
= (2pi)−n
∫
Rn
|hˆ(ξ)|(1 + |ξ|2)n(1 + |ξ|2)−ndξ (4.7)
≤ (2pi)−n
(∫
Rn
(1 + |ξ|2)2n|hˆ(ξ)|2dξ
)1/2(∫
Rn
(1 + |ξ|2)−2ndξ
)1/2
(4.8)
The second line is a common trick to derive upper bound envolving L2 norm, and the last
inequalities comes from Cauchy-Schwartz.
Note that
∫
Rn
(1 + |ξ|2)−2ndξ is bounded. Thus, it remains to estimate the integration
of (1 + |ξ|)2nhˆ(ξ):∫
Rn
(1 + |ξ|2)2n|hˆ(ξ)|2 =
∫
Rn
∑
α1+···αn≤2n
ξ2α11 · · · ξ2αnn hˆ(ξ)2dξ (4.9)
=
∑
α1+···αn≤2n
∫
Rn
ξ2α11 · · · ξ2αnn hˆ(ξ)2dξ (4.10)
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Note that the Fourier transform of ξα11 · · · ξαnn hˆ(ξ) is
(−i)α1+···+αn ∂
α1
∂xα11
· · · ∂
αn
∂xαnn
h(x). (4.11)
Applying (4.10), (4.11) and Parseval’s formula (cf. [Ho¨r03, Theorem 7.1.6]), we then
have∫
Rn
(1 + |ξ|2)2n|hˆ(ξ)|2 = (2pi)n
∑
α1+···+αn≤2n
∫
Rn
(
∂α1
∂xα11
· · · ∂
αn
∂xαnn
h(x))2dx (4.12)
= (2pi)n
∑
|α|≤2n
‖∂αh‖2L2(Rn) = (2pi)n‖h‖22n, (4.13)
where |α| = α1 + · · ·+ αn and ∂α = ∂α1∂xα11 · · ·
∂αn
∂xαnn
.
Therefore, from (4.8) and (4.13), we derive that for all x ∈ Rn
|h(x)| ≤ C‖h‖2n, (4.14)
where C = (2pi)−n/2(
∫
Rn
(1 + |ξ|2)−2ndξ)1/2, independent on x. So by taking supremum
over x ∈ Rn we prove that
‖h‖∞ = sup
x∈Rn
|h(x)| ≤ C‖h‖2n. (4.15)
The case on closed manifold: let {(Ui, ϕi, x)}Ni=1 be a collection of charts covers M .
By passing to a finer cover, we may assume Ωq(M) trivializes on each Ui with the corre-
sponding trivialization (composited with ϕi × id)
fi : E|Ui → ϕ−1(Ui)× RrankΩ
q(M)
By the previous case of the estimation on Rn,
‖h‖′2n =
N∑
i=1
‖fi∗(ηih)‖2n,Rn ≤
N∑
i=1
Ci‖fi∗ηih‖∞,Rn ≤ max
1≤i≤N
{Ci}
N∑
i=1
‖fi∗ηih‖∞,Rn
= max
1≤i≤N
{Ci}‖h‖′∞
and this completes the proof.
Now fix 0 < C < ε2/4. Denote L2q(M) be the completion of Ω
q(M) with respect to
(·, ·). Let
P q
≤e−Ct
: L2q(M)→ Eq[0,e−Ct],t(M)
be the orthogonal projection with respect to (·, ·). Denote v˜ = P q
≤e−Ct
v be the orthogonal
projection of v onto Eq
[0,e−Ct],t
(M). We give an upper bound of the sup norm of
‖v − v˜‖∞ = sup
x∈M
|v(x)− v˜(x)|
in the following theorem:
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Theorem 4.3. We can find ε0 > 0 and t0 > 0 such that when t > t0, we have
‖v − v˜‖∞ ≤ e−ε0t.
Proof. Applying the Ga˚rding inequalities [Tay81, theorem 8.1], we get
‖v − v˜‖2n ≤ Cˆt((△(q)t )2n(v − v˜), v − v˜) + Cˆ‖v − v˜‖ = Cˆt‖(△(q)t )n(v − v˜)‖+ Cˆ‖v − v˜‖
(4.16)
Note that if we write v =
∑∞
i=0 ui, ui ∈ Eλi,t(M), then
‖(△(q)t )n(v − v˜)‖ =
∞∑
i=N+1
λni ‖ui‖ ≤
∞∑
i=0
λni ‖ui‖ = ‖(△(q)t )nv‖ ≤ exp(−
tε2
4
), (4.17)
for t ≥ tn by lemma 4.1. The number N is the largest integer so that λi ≤ e−Ct for all
i = 0, . . . , N .
On the other hand, also by lemma 4.1, when t ≥ t1
exp(−tε
2
4
) ≥ ‖(△(q)t )v‖ ≥
∞∑
i=N+1
λi‖ui‖ ≥ e−Ct
∞∑
i=N+1
‖ui‖ = e−Ct‖v − v˜.‖ (4.18)
Then we have
‖v − v˜‖2n ≤ Cˆt exp(−tε
2
4
) + Cˆ exp(−(ε
2
4
− C)t) (4.19)
for t ≥ max{t1, tn}. Take ε0 = min{ε2/4, ε2/4−C}/2. Then there exists t0 ≥ max{t1, tn}
so that when t ≥ t0,
‖v − v˜‖2n ≤ exp(−ε0t).
And by lemma 4.2,
‖v − v˜‖∞ ≤ ‖v − v˜‖2n ≤ exp(−ε0t)
when t ≥ t0.
Write Crit(f ; q) = {p1, . . . , pmq}. By the theorem above we know that there exists a
sequence of sections β = {v˜1, . . . , v˜mq} so that v˜j ∈ Eq[0,e−Ct],t(M) and
v˜j = vj +Rj (4.20)
where vj satisfies formula (4.2) and ‖Rj‖∞ ≤ e−ε0t.
To end this subsection, We claim that β is linearly independent when t is sufficiently
large. We define A(t), ˜A(t) ∈ Mmq×mq(R) by
A(t)ij = (vi, vj)
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and
A˜(t)ij = (v˜i, v˜j).
By our construction, A(t) is always positive definite diagonal matrix for any t > 0. We
check it in the following: for i 6= j, the supports of vi and vj are disjoint, and thus
(vi, vj) = 0. On the other hand, when i = j, (vi, vi) > 0 since vi is non-trivial.
In particular, detA(t) > 0 for any t > 0. Since
det :Mmq×mq(R)→ R
is a real-valued continuous function, there exists δ > 0 so that detB > detA(t)/2 for
any B ∈Mmq×mq(R) with supij |A(t)ij − Bij | < δ. But by Theorem 4.3,
|A(t)ij − A˜ij | ≤ (‖Ri‖2∞(vj , vj) + ‖Rj‖2∞(vi, vi) + ‖Ri‖∞‖Rj‖∞)
∫
M
dvg < δ
when t is sufficiently large. Thus, when t is sufficiently large
(a1v˜1 + · · ·+ amq v˜mq , a1v˜1 + · · ·+ amq v˜mq ) =
mq∑
i,j=1
aiaj(v˜i, v˜j)
is identically zero if and only a1 = · · · = amq = 0. Thus, there exists at least mq linear
independent elements in Eq
[0,e−Ct],t
(M), in other words,
dimEq
[0,e−Ct],t
(M) ≥ mq.
4.3 Upper bound of dimEq
[0,e−Ct],t
(M)
Conversely, we need to show dimEq
[0,e−Ct,t]
(M) ≤ mq. To do this, it suffices to show β
we chose in the last section spans all elements in Eq
[0,e−Ct,t]
(M). We claim that
Theorem 4.4. There exists C > 0 and s > 0 so that when t ≥ s, for all u ∈ Ωq(M),
u ∈ (spanβ)⊥, we have
(△(q)t u, u) ≥ Ct‖u‖2.
Let S be the open covering appeared in (3.18). Let {ϕU} be a partition of unity subor-
dinated on S so that ∑
U∈S
ϕ2U = 1
and
ϕUp = 1 on suppχ
for all p ∈ Crit(f).
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Lemma 4.5. There exists a constant C > 0, independent of t, so that for all t ≥ 0 and
for all u ∈ Ωq(M),
(△(q)t u, u) ≥
∑
U∈S
(△(q)t (ϕUu), ϕUu)− C‖u‖2.
Proof. Applying formula (3.1), we have
(△(q)t u, u) =
∫
M
(
|du|2 + |d∗u|2 + t2|df |2|u|2 + t(
∑
k,l
Hessf (
∂
∂xl
,
∂
∂xk
)[dxl∧, dxky]u, u)
)
Since
∑
ϕUdϕU = 0 and∑
|d(ϕUu)|2 = |du2|+
∑
|dϕU ∧ u|2∑
|d∗(ϕUu)|2 = |d∗u2|+
∑
|dϕUyu|2
we obtain for any u ∈ Ωq(M),∑
U∈S
(△(q)t (ϕUu), ϕUu) =
∑∫
M
|dϕU∧u|2+|dϕUyu|2dvM+(△(q)t u, u) ≤ C‖u‖2+(△(q)t u, u).
Lemma 4.6. There exists C > 0 and s > 0 such that for all u ∈ Ωq0(V ),
(△(q)t u, u) ≥ Ct‖u‖2, (4.21)
when t ≥ s.
Proof. From the Bochner type formula, we know that
(△tu, u) = (△u, u) + t2|df |2‖u‖2 + t(
∑
l,k
Hessf(
∂
∂xl
,
∂
∂xk
)[dxl∧, dxky]u, u).
On V , |df |2 > c for some c > 0, so there exists t0 > 0 such that
(△tu, u) ≥ c
2
t2‖u‖2 ≥ ct0
2
t‖u‖2 (4.22)
when t ≥ t0. Take C = ct0/2 and s = t0 and we complete the proof.
In section 5, we will introduce a operatort which can be viewed as the Witten Lapla-
cian on R (see (4.32)), and the spectrum of t will be fully characterized. This result is
essential in the proof of Lemma 4.7 and 4.8 below.
Lemma 4.7. For any p ∈ Crit(f)\Crit(f ; l) there exists C > 0 such that
(△(l)t u, u) ≥ Ct‖u‖2
for any u ∈ Ωl0(Up).
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Proof. Since in Up the metric is flat and |df |2 = |x|2, we may regard u as a l form on
Rn and △t as t. By our study of the spectrum of t, (△tu, u) ≥ Ct‖u‖2 for some
C > 0.
Lemma 4.8. For any p ∈ Crit(f ; q), there exist C > 0, s > 0 and ε > 0 so that when
t ≥ s,
(△(q)t (ϕUpu), ϕUpu) ≥ C
(
t‖ϕUpu‖2 − e−εt‖u‖2
)
for all ϕUpu ∈ Ωq(Up) and u ∈ (spanβ)⊥.
Proof. Like the previous proof, we also regard u as a q form on Rn and△t as t. By our
calculation in the appendix, there exists a complete orthonormal system {ui}∞i=0 with{
u0 = pi
−n/4t−n/4 exp(−tx2/2)dx1 ∧ · · · ∧ dxq ∈ kert
ui ∈ Eλi(t)
(4.23)
also, 0 < λ1 ≤ λ2 ≤ and λi ∼ O(t). Write ϕUpu =
∑∞
i=0 aiui. Then
(t(ϕUpu), ϕUpu)Rn =
n∑
i=1
λia
2
i ≥ Ct
n∑
i=1
a2i = Ct(‖ϕUpu‖2 − a20)
= Ct(‖ϕUpu‖2 − tn/2(ϕUpu, e−tx
2/2dx1 ∧ · · · ∧ dxq)2).
Triangle inequality gives
|(ϕUpu, e−tx
2/2dx1 ∧ · · · ∧ dxq)| ≤ |(ϕUpu, χe−tx
2/2dx1 ∧ · · · ∧ dxq)|
+ |(ϕUpu, (1− χ)e−tx
2/2dx1 ∧ · · · ∧ dxq)|
Cauchy-Schwartz inequality tells us
|(ϕUpu, (1− χ)e−tx
2/2dx1 ∧ · · · ∧ dxq)| ≤ ‖ϕUpu‖‖(1− χ)e−tx
2/2dx1 ∧ · · · ∧ dxq‖
≤ Cte−tε2/4‖ϕUpu‖
Also, we have
|(ϕUpu, χe−tx
2/2dx1 ∧ · · · ∧ dxq)| = |(u, v˜ −Rp)| = |(u,Rp)| ≤ ‖u‖e−ǫ0t (4.24)
Therefore, (△(q)t (ϕUpu), ϕUpu) ≥ C˜t(‖ϕUpu‖2−eǫ0t‖u‖)when t is sufficiently large.
Proof of Theorem 4.4. By Lemma 4.5,
(△(q)t u, u) ≥
∑
U∈S
(△(q)t ϕUpu, ϕUpu)− C1‖u‖2
We have∑
U∈S
(△(q)t (ϕUpu), ϕUpu) = (△(q)t (ϕV u), ϕV u)+
∑
p∈Crit(f)\Crit(f ;q)
(△(q)t (ϕUpu), ϕUpu)+
∑
p∈Crit(f ;q)
(△(q)t (ϕUpu), ϕUpu)
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Take C > 0 so that it satisfies Lemmas 4.6, 4.7 and 4.8 such that∑
U∈S
(△t(ϕUpu), ϕUpu) ≥ Ct‖ϕV u‖2 + Ct
∑
p∈Crit(f)\Crit(f ;q)
‖ϕUpu‖2 + C
∑
p∈Crit(f ;q)
(t‖ϕUpu‖2 − ε−ǫ0t‖u‖2)
≥ t
C˜
‖u‖2 − C˜(1 + e−ǫ0t)‖u‖2
Thus,
(△(q)t u, u) ≥ ˜˜Ct‖u‖2.
when t≫ 1 for some ˜˜C > 0.
We finally arrive at the stage of showing dimEq
[0,e−Ct],t
(M) ≤ mq . Assume dimEq[0,e−Ct],t(M) >
mq, then there exists u ∈ Eq[0,e−Ct],t(M) which is perpendicular to spanβ⊥. But this is im-
possible, by theorem 4.4,
(△(q)t u, u) ≥ ˜˜Ct‖u‖2
when t≫ 1. On the other hand, because u ∈ Eq
[0,e−Ct],t
,
(△(q)t u, u) ≤ e−Ct‖u‖2.
Thus,
˜˜Ct < e−Ct when t≫ 1, a contradiction. Therefore,
dimEq
[0,e−Ct],t
(M) ≤ mq.
4.4 Eigenvalues of Harmonic Oscillator
Consider the operator H = − ∂
∂x
+ x2 on L2(R), called the Harmonic Oscillator (In
QuantumMechanics, this operator is the Hamiltonian of a system called the one-dimensional
Harmonic Oscillator (although we need to time 1
2
in natural units), and this is the reason
why we adopt this name).
The calculation in the continuing paragraphs will derive the eigenvalues of H . The
result is
EV (H) = {2n+ 1 : n ∈ Z≥0}
where EV (H) denotes the set of eigenvalues of H .
Let {An(x)} be the polynomials determined by the formula
∞∑
n=0
An(x)
αn
n!
= e−α
2+2αx.
Define
φn(x) = (2
nn!)−1/2pi−1/4An(x)e
−x2/2
for all n ∈ Z≥0. We claim that {φn} contains all the eigenfunctions of the operator H .
To do this, we need to show that it is a complete orthonormal system for L2(R). We
do this by the following steps:
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1. Explicit formulas of φn: we first show the equality
φn(x) = (−1)n(2nn!)−1/2pi−1/4ex2/2 d
n
dxn
e−x
2
holds. By generalized Cauchy integral formula,
dn
dαn
∣∣∣∣
α=0
e−α
2+2αx =
n!
2pii
∫
γ
exp(−α2 + 2αx)
αn+1
dα
replacing α with ζ − x then gives
= ex
2
(−1)n n!
2pii
∫
γ′
−ζ2
(ζ − x)n+1dζ = (−1)
nex
2 dn
dxn
e−x
2
,
where γ and γ′ are anticlockwise loop around 0 and x, respectively. Therefore, the
proof follows from the Taylor expansion of e−α
2+2αx.
2. Recursion formulas of An: note that the polynomials {An} satisfies the recursion
formulas
A0 = 1
A′n = 2nAn−1
An+1 = 2xAn − 2nAn−1.
(4.25)
for n ≥ 1. Formulas (4.25) can be obtained directly: from 1, we know that
An(x) = (−1)nex2 d
n
dxn
e−x
2
.
Applying derivation on both sides gives
A′n(x) = (−1)n
d
dx
(
ex
2 dn
dxn
e−x
2
)
= (−1)n2xex2 d
n
dxn
e−x
2
+ (−1)nex2
n∑
k=0
(
n
k
)
dk
dxk
(−2x) d
n−k
dxn−k
e−x
2
= (−1)n2xex2 d
n
dxn
e−x
2 − (−1)n2xex2 d
n
dxn
e−x
2
+ (−1)n−12nex2 d
n−1
dxn−1
e−x
2
= 2nAn−1(x).
(4.26)
On the other hand,
A′n(x) = (−1)n
d
dx
(ex
2 dn
dxn
e−x
2
)
= (−1)n2xex2 d
n
dx2
e−x
2
+ (−1)nex2 d
n+1
dxn+1
e−x
2
= 2xAn(x)−An+1(x).
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By formula (4.26), we can replace A′n(x) by 2nAn−1(x), and this completes our
derivation of (4.25).
Now, by the recursion formulas (4.25) and 1,
Hφn + (x
2 − (2n+ 1))φn
=(2nn!)−1/2pi−1/4(−e−x2/2(x2 − 1)An + 2xe−x2/2A′n − e−x
2/2A′′n + (x
2 − (2n+ 1))e−x2/2)
=e−x
2/2(2nn!)−1/2pi−1/4(4xnAn−1 − 4n2An−2 − 2nAn) = e
−x2/2
2nn!
(2nAn − 2nAn) = 0.
This gives 2n+ 1 an eigenvalue of H with φn the corresponding eigenfunction.
3. Orthogonality: for any two non-negative integers n andm, define
In,m =
∫
R
e−x
2
An(x)Am(x).
We claim that In,m = 2
nn!
√
piδn,m: from recursion formulas (4.25), one can derive
immediately that for n ≥ 1,
A′′n(x)− 2xA′n(x) + 2nAn(x) = 0 (4.27)
the verification is left to the readers. Formula (4.27) can be also written as
ex
2 d
dx
(e−x
2
A′n(x)) + 2nAn = 0.
Assume n 6= m. We can then deduce the following to equations hold:
ex
2
Am
d
dx
(e−x
2
A′n(x)) + 2nAnAm = 0
ex
2
An
d
dx
(e−x
2
A′m(x)) + 2mAnAm = 0
Subtracting them then gives
2(n−m)e−x2AnAm =
(
An
d
dx
(e−x
2
A′m(x))− Am
d
dx
(e−x
2
A′n(x))
)
. (4.28)
By product rule of differentiation,
An
d
dx
(e−x
2
A′m(x)) =
d
dx
(Ane
−x2A′m(x))− A′ne−x
2
A′m(x)
Am
d
dx
(e−x
2
A′n(x)) =
d
dx
(Ame
−x2A′n(x))− A′me−x
2
A′n(x)
Substituting them to formula (4.28) and integrating on R give us that
2(n−m)
∫
R
e−x
2
An(x)Am(x)dx =
∫
R
d
dx
(Ane
−x2A′m(x)− Ame−x
2
A′n(x))dx
= Ane
−x2A′m(x)− Ame−x
2
A′n(x)
∣∣∣∣
∞
−∞
= 0
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and thus In,m = 0 when n 6= m.
Now, it remains to show In,n = 2
nn!
√
pi for all n ≥ 0. Note that by recursion
formulas (4.25)
0 = In−1,n+1 =
∫
R
e−x
2
An−1(x)An+1(x)dx
=
∫
R
2xe−x
2
An−1(x)An(x)dx− 2nIn−1,n−1
or
2nIn−1,n−1 =
∫
R
2xe−x
2
An−1(x)An(x)dx (4.29)
Because An(x) = (−1)nex2 dndxn e−x
2
, the right hand side of (4.29) equals to
−
∫
R
2xex
2 dn
dxn
e−x
2 dn−1
dxn−1
e−x
2
dx (4.30)
By product rule of differentiation,
2xex
2 dn−1
dxn−1
e−x
2
=
d
dx
(ex
2 dn−1
dxn−1
e−x
2
)− ex2 d
n
dxn
e−x
2
.
Pluging in (4.30) and observing that An(x) = (−1)nex2 dndxn e−x
2
, we then derive
2nIn−1,n−1 =
∫
R
ex
2 dn
dxn
e−x
2 dn
dxn
e−x
2
dx−
∫
R
dn
dxn
e−x
2 d
dx
(ex
2 dn−1
dxn−1
e−x
2
)dx
=
∫
R
e−x
2
An(x)An(x)dx+ e
−x2An(x)An−1(x)
∣∣∣∣
∞
−∞
+
∫
R
e−x
2
An−1(x)An+1(x)dx
= In,n
This recursive result immediately gives us
In,n = 2
nn!I0,0 = 2
nn!
√
pi
due to the fact that
I0,0 =
∫
R
e−x
2
dx =
√
pi.
To sum up, we have proven that In,m = 2
nn!
√
piδn,m. As∫
R
φn(x)φm(x) = (2
nn!)−1/2pi−1/4(2mm!)−1/2pi−1/4In,m = δn,m,
we conclude that the system {φn} is orthogonal.
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4. Completeness: to show completeness of the system {φn}, it suffices to show f ∈
L2(R) is orthogonal to the system {φn} if and only if f = 0 almost everywhere.
For any f ∈ L2(R) such that (f, φn) = 0 for all n ∈ Z≥0, we claim that f = 0
almost everywhere. Note that each
Pn(x) = e
x2 d
neu
2
dun
(x)
is a degree n polynomial. Therefore, the set Pn is a basis for the linear space of
polynomial. This means∫
R
f(x)φn(x) = (−1)n(2nn!)−1/2pi−1/4
∫
R
f(x)e−x
2/2Pn(x)dx = 0
if and only if ∫
R
f(x)e−x
2/2xndx = 0.
As a result, the entire function
F (z) =
∫
R
f(x)e−
x2
2
+xzdx =
∞∑
n=0
∫
R
f(x)e−x
2/2xndx = 0. (4.31)
If we take z = −it, then (4.31) says f̂ e−x2/2 = 0. Fourier inversion formula then
gives f = 0 almost everywhere, which means the system {φn} is complete.
Denote L2q(R
n) as the set of square integrable q-form on Rn. Define an operator 
(r)
t
acting on L2q(R
n) by
tudxJ = (−△u+ t2|x|2u)dxJ − tu
r∑
j=1
[dxj∧, dxjy](dxJ) + tu
n∑
j=r+1
[dxj∧, dxjy](dxJ)
(4.32)
where△ denotes the standard Laplacian on Rn and |J | = q.
Since [dxj∧, dxjy](dxJ) = εjJ , where
εjJ =
{
1 if j ∈ J
−1 if j 6∈ J
the eigenvalues of t on L
2
q(R
n) are{
t
r∑
j=1
(2Nj + 1− εjJ) + t
n∑
j=r+1
(2Nj + 1 + ε
j
J) : (N1, . . . , Nn) ∈ Z≥0 and |J | = q
}
(4.33)
So we get
ker(
(r)
t ) =
{
0 if r 6= q
Re−tx
2
dx1 ∧ · · · ∧ dxq if r = q
(4.34)
The eigenvalues other than 0 are all of the formKt for someK > 0.
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