In acoustic signal recognition problem, different analysis methods can extract different characteristics for the same goal. Good feature fusion methods can take advantage of different traits of each feature, complement each other ,remove redundancy, get more robust new features, and improve algorithm recognition rate. This method can also complete the data compression dimensionality reduction and improve the real-time algorithm. This shows that feature fusion is extraordinary. This paper presents a signal recognition method based on high order statistics and power spectrum estimation and theoretical simulation results. This method can be used to recognize underwater acoustic signals and has a high recognition rate.
Introduction
Hydroacoustic target recognition belongs to the category of pattern recognition. This problem has been widely concerned in the field of underwater acoustic engineering [1] .As shown in Figure 1 below,classical object recognition has its own mature theoretical framework [2] .
Input information
Preprocessing Feature extraction Learning
Characteristic judgment
Output results
Fig. 1 pattern recognition framework
In the pattern recognition problem, the quality of the feature extraction results directly determines the effectiveness of the target recognition. At present, a large number of research work focuses on how to extract the most suitable features for classification. Power spectrum feature is the most basic feature of the signal.And it is a frequency domain analysis. There are also time-frequency-domain-based time spectra such as wavelet transforms and Hilbert-Huang transforms. The high-order spectrum of signal accumulation can be used to extract the characteristics of the target signal. These spectral methods have also become a common means of studying the characteristics of underwater acoustic signals.
There are many features to choose from, including richness. Too few features can not reflect the goal.Too many features introduce both noise interference data and over-learning. In order to ensure the irrelevance of the features, the related features should be de-correlated and reflect the target information as much as possible. Therefore, this paper proposes an underwater acoustic recognition method based on higher-order statistics and power spectrum estimation.
In the case of submarine classification, different subjects and different starting points for research lead to differences in the choice of feature set. Some characterization studies have matured and cured. Some new features are still being constantly explored. In this paper, in order to meet the requirements of algorithm verification, the feature set meets the following three points at least:
(1)The wide is a feature that reflects as much as possible aspects of the target's characteristics.This can play the advantages of feature fusion.
(2)Accurate is the extracted features that should be as accurate as possible to reflect a certain characteristic of the target and possess the maximum discernibility.There are two layers of meaning.One is extracting accurately in the selection of the original features.The second is the processing of primitive features. For example, in the process of feature fusion and optimization, the resulting comprehensive features are as accurate as possible.
(3)Less is the use of the smallest amount of data to express as much feature information as possible.At the same time, less also means that the correlation between features is the smallest.
The contradiction between wide, accurate, and less is the key difficulty in target recognition.This article emphasizes how to use information fusion and feature optimization methods to achieve the balance of the three.As described in 2.3.2, not all features are suitable for using the typical correlation analysis method algorithm.In other words, the effects of different feature selection algorithms are different.In order to study the applicability of different features to this algorithm, different characteristics of underwater acoustic signals need to be extracted.
In general, the measured signal of underwater acoustic engineering is usually non-linear non-Gaussian non-stationary.Traditional signal processing emphasizes smoothness, randomness, and linearity. For complex signal processing, there is often a reasonable approximation to simplify the problem.Although sometimes it brings some convenience, these approximate methods sometimes have serious flaws.For example, some signals tend to lose some features after linear approximation and reduce the accuracy of signal description.This will affect the accuracy and reliability of target recognition.For the processing of non-Gaussian signals, an analysis method of high-order statistics, which has recently been frequently mentioned, is becoming a powerful tool for analyzing and processing non-Gaussian nonlinear signals;In addition, time-frequency analysis methods such as the short-time Fourier transform, wavelet transform, and Wigner distribution have achieved better results than traditional Fourier transforms in processing non-stationary signals.
In this paper, what needs to be analyzed is the effect on the algorithm when different feature combinations are combined.Spectral analysis, as the most basic feature of the signal, is of course taken into account when analyzing the effect of the feature on the algorithm.It is obvious and necessary to use the most basic power spectrum as the feature to be extracted and observe its effect on the algorithm.Based on the above considerations, the three major features extracted in this paper are power spectrum features, bispectrum features, and Wigner distribution features.Using the fewest number of features achieve the purpose of screening features from multiple levels and multiple angles and observing the effect of different feature combinations on the algorithm as much as possible.It is widely known that the power spectrum feature is the most basic and simple signal feature.so its theory is not analyzed here.This article focuses on bispectral features and Wigner distribution features.
Theoretical analysis

Bispectral features
Higher-order statistics are statistics with orders greater than second-order.Higher-order statistics mainly include high-order moments, higher-order cumulants, and high-order cumulant spectra (abbreviated as high-order spectra).Because higher-order statistics contain a wealth of information that second-order statistics do not have.Any problem that has been analyzed and processed by the power spectrum and related functions without satisfactory results is worthy of re-examination of higher-order statistical methods.Higher-order statistics are based on second-order statistics.The power spectrum and spectrum mentioned here are all second-order statistics.Second-order statistics usually do not contain phase information.But higher-order statistics overcome this shortcoming and contain richer information [4] . It can be seen that the high-order cumulant of any Gaussian process is zero.But higher moments are not the same.The third-order moment of a zero-mean Gaussian random variable is zero, but non-Gaussian random variables are not necessarily the case. In theory, using high-order cumulants can completely suppress the effects of Gaussian colored noise. Among the higher-order cumulants, the most commonly used is the third-order cumulant known as trispectrum or bispectrum.In the higher order spectrum, the lowest order bispectrum is the easiest to process and contains all the features of the higher-order spectrum.Bispectrum can extract the phase information of the signal.Bispectrum represents random signals from higher order probabilistic structures and compensates for the shortcomings of second-order statistics in this area. Higher spectrum is defined by cumulants.Assuming a zero-mean order stationary process, the order cumulant is defined as follows:
(1) We suppose that high-order cumulants 1 2 1 ( , ,..., )
kx k C τ τ τ − are absolutely corollable:
We define the k-order spectrum as k-dimensional Fourier transform of k-order cumulant:
In the special case of common power spectrum (2nd-order cumulant at k=2):
Bispectrum is a special case when k=3
Canonical Correlation Analysis
The typical correlation analysis method studies the correlation coefficient between two vectors [5] .The first problem solved by the canonical correlation analysis method can be simply described as:for the input vector The following is a detailed discussion of the algorithm [6] [7] .For observation sample sets ).We use the statistical average of observations as a reasonable approximation of its mathematical expectation.This reasonable approximation has no critical effect on the final result of the algorithm.To sum up, the first goal of the canonical correlation analysis method is to maximize formula (1).For formula 1, there are the following properties: Thus, the basic problems of the canonical correlation analysis method can be summarized as: Under the condition of formula (7), we must know the value of x w and y w to make the correlation coefficient ( , ) 
When the constraint condition formula (9) is satisfied, the correlation coefficient 
Simulation Research
In this paper, three kinds of linear frequency modulation signals with different frequency ranges are used. Two or two groups are used as sample signal source for simulation experiments. The specific parameters are as follows:
Signal A: frequency range 50Hz to 450Hz, sampling rate 2000Hz, plus white noise; Signal B: frequency range 250Hz to 650Hz, sampling rate 2000Hz, plus white noise; Signal C: frequency range 550Hz to 950Hz, sampling rate 2000Hz, plus white noise. Figure 4 shows the bispectrum features of the simulated signal.As can be seen from the figure, there are differences in the bispectrum of the three types of signals.However, this differentiation is not as obvious as the power spectrum characteristics and the Wigner distribution characteristics.This difference is due to the addition of white noise.From Section 2.1 we can see that the bispectrum calculation method is the accumulation of the delay error.In this experiment, the three types of samples selected were 1024 points of data, 32 points per segment, and a total of 32 segments (bispectrum is the average of 32 segments of data).When the data sample is short, the total number of segments decreases (the number of accumulated segments becomes smaller).This also indirectly causes the final accumulation to fail to cancel the white noise in the original signal.For a specific sample in each type of sample, it does not produce a stable bispectrum.This leads to the fact that the resulting bispectrum is not a stable bispectrum, which is detrimental to recognition.
Simulation Under the above three types of simulation settings, the canonical correlation analysis method was used for processing and ten experiments were repeated for each case.The recognition rate of each algorithm is shown in the figure below. 
Conclusions
Through the above-mentioned theoretical simulation analysis, the following basic conclusions can be obtained as follows:
(1)The typical correlation analysis method is an effective feature recognition algorithm that can be used to identify the target signal.
(2)For different signals and extracting different signal characteristics, this will have an impact on the performance of the typical correlation analysis method and its variants.We should choose different features according to local conditions to complete the target recognition.
