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Conditions on the experimental Boson-Sampling computer to disprove the Extended
Church-Turing thesis
V. S. Shchesnovich
Centro de Cieˆncias Naturais e Humanas, Universidade Federal do ABC, Santo Andre´, SP, 09210-170 Brazil
We give a set of sufficient conditions on the experimental Boson-Sampling computer to satisfy
Theorem 1.3 of Aaronson & Arkhipov (Theory of Computing 9, 143 (2013)) stating a computational
problem whose simulation on a classical computer would collapse the polynomial hierarchy of the
computational complexity to the third level. This implies that such an experimental device is in
conflict with the Extended Church-Turing thesis. In practical terms, we give a set of sufficient
conditions for the scalability of the experimental Boson-Sampling computer beyond the power of
the classical computers. The derived conditions can be also used for devising efficient verification
tests of the Boson-Sampling computer.
PACS numbers: 03.67.Lx, 05.30.Jp, 42.50.Ar
Introduction – The Boson-Sampling (BS) computer
was recently proposed by S. Aaronson and A. Arkhipov
[1] as a near-future feasible device serving as an evidence
against the Extended Church-Turing thesis (ECT), i.e.,
that any physical device can be efficiently simulated on
a classical computer. The physical setup of the BS com-
puter in the linear optics realization is a significantly re-
duced version of the Knill, Laflamme & Milburn (KLM)
universal quantum computer (UQC) [2]. The optical BS
device consists of an unitary linear network, with the in-
distinguishable single photons producing the Hong-Ou-
Mandel type interference [3] (see also Refs. [4, 5]) at the
network input, and non-adaptive photon counting mea-
surements at the network output. Ref. [1] shows evi-
dence that even an approximate classical simulation of
the probability distribution in the BS computer output
would collapse the hierarchy of the computational com-
plexity to the third level. The latter is an implausible
consequence, therefore the BS computer is in conflict the
ECT.
An UQC could simulate the BS computer, but the
scalability of the BS device beyond the classical com-
putational power could be easier to achieve. Indeed, the
sources of the single photons make spectacular advances
[6] and only the passive optical elements are needed. In
practical terms, with few dozens of single photons the BS
device would outperform the current classical computers
[1]. Hence, though it is not known if any practical com-
putational task can be solved on the BS computer, such
a device undoubtedly would have an enormous impact on
physics. Four independent groups have tested their pro-
totypes on small networks with few single photons [7–10].
Now the goal is to scale up the BS computer to at least
few dozens of single photons.
The most important novelty associated with Aaronson
& Arkhipov’s proposal of the BS computer is a change
of the focus : Instead of asking a quantum device to ef-
ficiently solve an arithmetic problem, such as factoring
large numbers [11, 12], Aaronson & Arkhipov propose
to look for the realistic quantum devices with the out-
put itself being a classically hard computational prob-
lem. They then argue that the BS computer is one of
such quantum systems. The main reason is that in the
ideal case (with perfectly indistinguishable single pho-
tons, noiseless unitary network and ideal detectors) the
N -boson output amplitudes are given as the matrix per-
manents (see Ref. [13]) of complex N × N -submatrices
of the network matrix [14, 15] and, by the classic result
of the computation complexity theory [16], require ex-
ponential in N computation time (see also Ref. [17]).
The fastest known algorithm for computation of the ma-
trix permanent, due to H. Ryser [18], requires O(N2N )
operations. The matrix permanent is a classically hard
problem in a superior computational complexity class,
the class #P (i.e., problems, generally, with no efficient
classical algorithm even for approximation of the solu-
tion). Using this, Aaronson & Arkhipov [1] present ar-
guments that the complexity of the BS computer opera-
tion is stable under errors. They argue that simulation of
the probability distribution in the BS computer output
is classically hard even with the variational distance er-
ror being an integral part of the problem. This is a novel
feature: previously non-universal quantum computations
[19–21] concerned the idealized quantum systems.
The stability of the classical hardness of the BS com-
puter output under errors is the key property. Indeed,
the UQC aims at problems in the NP class of the com-
putational complexity (i.e., with the solution being easily
verifiable on a classical computer) and requires the error
correction. The discovery of the error correction proto-
cols [22, 23] was a decisive step in favor of the physical
feasibility of the UQC. Whereas, the probability distri-
bution in a non-zero variational distance to that of the
ideal BS computer output is itself a classically hard prob-
lem. Such a variational distance enters the description of
a classically hard problem in Theorem 1.3 of Ref. [1],
the main result of Aaronson & Arkhipov. If it were not
the case, the BS computer would be quite similar to the
analog classical computer which is NP-powerful in the
ideal case, but in reality the errors in the physical setup
reduce its power to that of the usual (binary) classical
computers.
2Thus, the BS computer is a quite different type of com-
puter, to which the standard notions of an error and er-
ror correction do not apply. Hence, application of the
techniques from the realm of the UQC is not straight-
forward. For instance, the conclusion made in Ref. [24]
that the BS computer cannot disprove the ECT is un-
grounded. First, the errors in the experimental setup
were postulated N -independent (where N is the number
of the photon sources), which is an unjustified restriction
for such a general claim. It was known before that the
scalability requires 1/poly(N) scaling of errors in the ex-
perimental setup, see Refs. [25, 26]. Second, the authors
of Ref. [24] completely ignore Theorem 1.3 of Ref. [1] by
implicitly postulating in their premises that the BS com-
puter output is classically hard only in the exact runs,
corresponding to the ideal BS computer [40].
Theorem 1.3 of Ref. [1] – Adopted to our case, it
states: Let D be the probability distribution sampled
by the ideal BS computer I. Suppose that there exists
a classical algorithm C that takes as input the descrip-
tion of I as well as an error bound ǫ on the variational
distance || . . . || [41] and samples from a probability dis-
tribution D′ such that ||D′ − D|| ≤ ǫ in poly(|I|, 1/ǫ)
time. Then the absolute values of permanents of com-
plex Gaussian matrices can be efficiently approximated
on a classical computer. This, under two highly plausi-
ble numerically tested conjectures, implies collapse of the
polynomial hierarchy to the third level.
Theorem 1.3 refers to the ideal BS computer in the
so-called “collision free” regime, i.e., with N indistin-
guishable single photons on a network with M modes
such that M ≫ N2. Only one of the two conjectures
(the Permanent-of-Gaussians conjecture and the Per-
manent Anti-Concentration conjecture) has to do with
the computational complexity theory (the Permanent-of-
Gaussians) [42].
The experimental BS computer and the ECT – The
conceptual importance of the BS computer for physics
lies in its obvious conflict with the ECT [1]. Indeed, by
Theorem 1.3, given a random M -mode network with N
of its input modes connected to the ideal single photon
sources, it is impossible to efficiently simulate the output
distribution of this ideal BS computer on a classical com-
puter (in poly(M,N, 1/ǫ) time, where ǫ is a given varia-
tional distance error). Therefore, if we find the conditions
on the experimental setup of a realistic BS computer,
which would guarantee that the computational problem
of Theorem 1.3 is efficiently simulated by such an exper-
imental BS device, then this would be the first step to
falsify the ECT (building an operating BS device is the
second, decisive, step).
Below a set of sufficient conditions is given for the ex-
perimental BS device to simulate the output of the ideal
BS computer to a variational distance error ǫ for the frac-
tion 1 − δ of all networks, for any N , M , and ǫ, δ > 0,
i.e., we give the conditions for scalability of the experi-
mental BS computer, as required for falsification of the
ECT, where one has to use 1/(1− δ) different networks,
on average to have a hard instance of the network. The
simulation is efficient since no postselection is used on
the experimental BS computer runs.
Here we note that necessary conditions for the BS com-
puter to operate beyond the classical computation power
were discussed in Refs. [27, 28]. Sufficient condition on
noise in the optical network was found in Ref. [25]: the
fidelity of the optical elements in a noisy network must
be Fel = 1−O(N−2). In Ref. [26] it was shown that the
BS computer is scalable when the average single-photon
fidelity between any pair of the photon sources satisfies
〈Fph〉 = 1−O(N−3/2).
In the limit of small setup errors one can consider them
separately. Hence, by neglecting the effect of the photon
mode mismatch, we consider below the combined effect
of multi-photon components in the input modes, photon
losses, and detector dark counts. Then, we return to the
effect of the mode mismatch, neglecting the above errors.
Effect of multi-photon components, photon losses, and
detector dark counts – Assume for a while that the net-
work is ideally unitary and the photons are ideally indis-
tinguishable (i.e., have the same spectral function [43]).
Let N photon sources, replicas of each other, each output
the density matrix ρ(i) = p0|0〉〈0| + p1ρ(i)1 + p2ρ(i)2 + ...,
where index i labels the spatial mode of the network and
the k-photon component ρ
(i)
k has the probability pk. The
input density matrix (with the input modes 1, . . . , N con-
nected to the photon sources) reads
ρ = ρ(1) ⊗ . . .⊗ ρ(N) ⊗ |0〉〈0| ⊗ . . .⊗ |0〉〈0|. (1)
Set ai and bi, i = 1, . . . ,M to be the boson opera-
tors for the input and the output modes of the net-
work. We have a†i =
∑M
l=1 Uilb
†
l , with an unitary ma-
trix U . Since for now we neglect the mode mismatch,
ρ(i) ≡ ∑∞k=0 pk/k!(a†i )k|0〉〈0|aki . Photon losses can be
accounted for by introduction of the loss probability r
(and considering them to occur at the detection stage),
whereas the dark counts can be described by the integral
dark count rate ν [29, 30]. M bucket detectors, replicas
of each other, connected to the network output are de-
scribed by the no-click probability PD(0|s) = e−νrs, for
the s-photon input (i.e., the zero dark counts probability
e−ν multiplied by the total loss probability rs), and the
click probability PD(1|s) = 1− e−νrs.
It is convenient to introduce a vector notation for the
mode occupation numbers, writing |~n〉 for the Fock state
with ~n = (n1, . . . , nM ). Let us set |~n| =
∑M
i=1 ni. In Eq.
(1) we have the input ~n with ni ≥ 0, for 1 ≤ i ≤ N ,
and ni = 0, for i ≥ N + 1. The input Fock state |~n, in〉
expansion in output Fock states |~s, out〉 reads [1, 14, 15,
17]
|~n, in〉 =
∑
~s
δ|~n|,|~s |
per(U [~n |~s ])√
µ(~n)µ(~s )
|~s, out〉, (2)
where µ(~n) =
∏M
i=1 ni!, per(. . .) stands for the matrix
permanent [13], and we denote by U [~n |~s ] the N × N -
dimensional matrix obtained from U by taking the kth
3row nk times and the lth column sl times (the order of
rows/columns being unimportant).
The probability of No clicks of the output detectors
located at ~l = (l1, . . . , lNo) reads
Pout(~m ) =
∑
~s
PD(~m |~s )
∑
~n
PU (~s |~n )PI(~n ), (3)
where the binary “occupation number”ml counts the lth
detector clicks (mlα = 1 for 1 ≤ α ≤ No and mlα = 0
for No + 1 ≤ α ≤M). Here the probability PI(~n ) of the
input ~n, the conditional probability of the network out-
put ~s, PU (~s |~n ), and the conditional detection probability
PD(~m |~s ) are given as follows:
PU (~s |~n ) = |〈~s, out|~n, in〉|2 = |per(U [~n|~s])|
2
µ(~n)µ(~s )
δ|~n|,|~s |,
PI(~n ) =
N∏
i=1
pni , PD(~m |~s ) =
M∏
l=1
PD(ml|sl),
PD(m|s) = e−νrsδm,0 + (1− e−νrs)δm,1. (4)
Note the obvious identities:
∑
~n PI(~n ) = 1,∑
~s PU (~s |~n ) = 1, and
∑
~m PD(~m |~s ) = 1.
In the “collision free” regime, M ≫ N2, due to
the boson birthday paradox [1, 31, 32], the proba-
bility of photon bunching at the network output is
bounded, on average in the Haar measure, by 1 −
(
∑
|~m|=N 1)/(
∑
|~n|=N 1) = 1−
∏N−1
k=1 (1−k/M) < N(N−
1)/2M . Thus, simple bucket detectors, registering only
the presence of an input different from the vacuum, are
sufficient.
Denote by V the variational distance between the out-
put probability distributions of the realistic and the
ideal BS computers. As above discussed, the bunched
output of the ideal BS computer contributes the term
〈Vb〉 ≤ N2/2M (here and below 〈...〉 means the averag-
ing in the Haar measure). The rest of V consists of the
following two parts:
V1 ≡
∑
|~m|6=N
Pout(~m ), V2 ≡
∑
|~m|=N
|Pout(~m )− P (0)out(~m )|,
(5)
where P
(0)
out(~m ) ≡ PU (~m |~n(0)) with the ideal input ~n(0),
i.e., n
(0)
i = 1 for i = 1, . . . , N and n
(0)
i = 0 otherwise.
First of all, in V1,2 of Eq. (5) we have an expo-
nential number of terms in the summation over ~m and
also over ~s and ~n in Pout(~m ), see Eq. (3). Hence an
exponentially small bound on the output probabilities
PU (~s |~n ) is needed to bound such a sum. This can be
achieved by employing Chebyshev’s inequality with re-
spect to the Haar measure Pr(...): we simply exclude a
fraction δ of all networks. Chebyshev’s inequality reads
Pr(V < ǫ) ≥ 1− 〈V〉/ǫ, it supplies a sufficient condition
that an experimental BS device is ǫ-close in the varia-
tional distance to the ideal BS computer at least for the
fraction 1 − δ of the network matrices with δ = 〈V〉/ǫ.
We obtain (see the derivation in Ref. [34]), recalling also
the bunching term,
〈V1 + V2 + Vb〉 ≤ RA, (6)
where
RA = N
2
2M
+ 2
{
1−Q
[
1− N
2
2M
]}
+ 1−Q+Q′ (7)
with Q ≡ e−(M−N)ν (1− e−νr)N pN1 and Q′ ≡ 1 − pN1 .
Eqs. (6)-(7) have a very clear physical meaning, since Q
is the probability that N detectors have clicked, M −N
detectors had zero dark counts, and thatN indistinguish-
able single photons were at the network input, whereasQ′
is the probability of a non-ideal input. Applying Cheby-
shev’s inequality, we get the sufficient condition on the
multi-photon components, photon losses, and detector
dark counts as
RA(M,N, p1, ν, r) ≤ ǫδ. (8)
Finally, we have RA ≤ N2/M + 3 [(M −N)ν +Nr] +
4N(1 − p1) [34], and a simpler condition (sufficient for
Eq. (8)) follows
3N2
2M
+ 3 [(M −N)ν +Nr] + 4N(1− p1) ≤ ǫδ. (9)
Eq. (9) reveals that multi-photon components (and the
vacuum), photon losses, and detectors dark counts are
additive errors with respect to the classically hard prob-
lem size, i.e., M and N (it is not so in the case of the
photon mode mismatch).
Effect of the photon mode mismatch – For a realistic BS
computer with only partially indistinguishable photons,
the network output probability, generalizing PU (~s |~n ) of
Eq. (4) for nonzero mode mismatch and the approach of
Ref. [33] for N > 3, reads [34]
P˜U (~s |~n ) = 1
µ(~s )µ(~n )
Tr
{
Uρ(1) ⊗ . . .⊗ ρ(N)U†
}
, (10)
where |~n| = |~s |, Tr(. . .) is the trace in the tensor prod-
uct of |~n| Hilbert spaces associated with the frequen-
cies of spectral decomposition of the multi-photon states,
i.e., with the basis |ω1, ..., ω|~n|〉 ≡ |ω1〉 ⊗ ... ⊗ |ω|~n|〉,
U =∑σ [∏Nα=1 Ukσ(α),lα]P†σ with the sum running over
all permutations σ and the operator Pσ acting as follows
Pσ|ω1, ..., ω|~n|〉 ≡ |ωσ−1(1), ..., ωσ−1(|~n|)〉 (Pσ permutes the
frequencies in the spectral expansion of the multi-photon
states with respect to the spatial indices of the input
modes). Here the input modes (k1, . . . , k|~n|) and the
output modes (l1, . . . , l|~n|) correspond to the occupation
numbers ~n and ~s, respectfully.
We consider the case of mixed ρ(i) and, as above
discussed, neglect multi-photon (and vacuum) compo-
nents, photon losses, and detector dark counts. Thus
ρ(i) = ρ
(i)
1 ≡ ρ1 (identical sources) and |~n| = N . Due to
4the identical single photon sources, the permutations σ
in Eq. (10) with the same cycle structure contribute in
the same way [26], where all k-cycles, i.e., all cyclic per-
mutations of k photons, correspond a single parameter
gk ≡ Tr(ρk1), which can be called the partial indistin-
guishability parameter of k single photons.
By employing an approximation of the Haar dis-
tributed matrix elements in the “collision free” regime
by independent complex Gaussian random variables with
the probability density p(Ukl) = (M/π) exp{−M |Ukl|2}
[1], we obtain 〈P˜U (~s |~n ) − PU (~s |~n )〉 = 0 (the aver-
age difference between a realistic and the ideal cases is
zero). The variance of this difference can be used to
bound the variational distance V . Indeed, the varia-
tional distance is bounded by the 2-norm as follows V2 ≤
(
∑
~m 1)
∑
~m[P˜U (~m|~n(0)) − PU (~m|~n(0))]2. For the single-
photon input, ml ≤ 1, |~m| = N , we get
∑
~m 1 ≤MN/N !.
Averaging [P˜U (~m|~n(0))−PU (~m|~n(0))]2 over the Gaussian
approximation (see Ref. [26]), we obtain [44]
〈V2〉 ≤
∑
~c
χ(c1)
(
1−∏Nk=2 gckk )2∏N
k=1 k
ckck!
≡ RB(~g ), (11)
where the summation runs over the cycle structure
~c = (c1, . . . , cN ) of permutations, i.e., all ~c satisfying∑N
k=1 kck = N , and χ(n) =
∑n
k=0 n!/k! =
∫∞
1
dzzne1−z.
Here ~g = (g2, . . . , gN), the set of partial indistinguishabil-
ity parameters. By employing Chebyshev’s inequality for
the variance Pr(V < ǫ) ≥ 1−〈V2〉/ǫ2 we get the following
scalability condition on the photon mode mismatch
RB(~g ) ≤ ǫ2δ, (12)
where δ excludes a fraction of all networks, as before.
For small mode mismatch 1 − gk ≈ k(1 − 〈Fph〉) [26],
where 〈Fph〉 ≡ |〈Φ1|Φ2〉| is the average fidelity of the
single photons. Here 〈ω|Φi〉 = Φi(ω, τi) is the spectral
function of the photon from the ith source, with some
fluctuating parameter(s) τi (such as, for example, the
time of arrival), and the overline denotes the averaging
in τ1, τ2. For small mismatch, Eq. (12) becomes [26]
(1− 〈Fph〉)2
(
N3
3
− N
2
2
+
7N
6
− 1
)
≤ ǫ2δ. (13)
The scalability condition 1 − 〈Fph〉 = O(N−3/2) ap-
parently indicates to a non-additive behavior of the pho-
ton mode mismatch error with respect to scaling of the
number of photons. Whereas, additionally to the above
analyzed multi-photon components, photon losses, and
detector dark counts, the noise in the network realiza-
tion by O(N2) optical elements results in the scalability
condition on the element fidelity 1−Fel = O(N−2) [25],
i.e., showing an additive behavior.
Our results apply also to the BS computer with Gaus-
sian states [35], i.e., a BS device where more thenN input
sources are randomly heralded for single photons. Divid-
ing the output probability Pout(~m) by the total number
of N distinct input modes, we can define an equivalent of
V (5) as a sum over the input and output modes. Then
the bounds RA,B apply, since they are obviously inde-
pendent of the indices of input modes.
Verification of the experimental BS device – Assuming
that an operational device satisfying conditions (9) and
(13) is available, how one could verify it? To verify un-
conditionally that an experimental device simulates the
BS computer output, the test must be non-polynomial for
the classical computing. Otherwise, there is a black-box
simulator (e.g., a program on a computer) which would
pass the test. The variational distance to the ideal BS
computer, being the only experimental parameter that
quantifies the complexity of an experimental BS device
in Theorem 1.3, can serve as such an unconditional test
(since the detection is non-adaptive one would have the
necessary data anyway). The variational distance error
can be obtained by comparison with the classical simula-
tions of the ideal BS computer, feasible for up to N ∼ 30
photon sources. Whereas the variational distance test re-
quires an exponential number of experimental runs [45],
particular tests, i.e., against a given distribution, do not
need an exponential number of runs [36]. For instance,
it was shown [36] that the BS output can be verified
against the uniform distribution of Ref. [37] in a polyno-
mial number of runs by using as a witness the product of
squared row-norms of the network matrix. Recently, an
experimental demonstration was also performed [38].
Moreover, one can devise tests, serving as evidence of
the BS computer operation, which are based on some
(independently certified) features of the experimental
setup and also do not require an exponential number
of runs. For instance, the following unitarity test can
be applied to the experimental BS device. The lin-
ear map ϕ(U) defined in Eq. (2) is a unitary map in
the Fock space [17] and preserves the group property:
ϕ(U2U1) = ϕ(U2)ϕ(U1). Therefore, for any input |Ψ, in〉,
the relation |Ψ, out〉 = ϕ(U)|Ψ, in〉 is invertible, with the
inverse map given by ϕ(U †) = [ϕ(U)]
†
. Hence, by plac-
ing high-quality mirrors at the network output (instead of
the detectors) one redirects the photons to pass through
the U †-network after the U -network, with their return
to the same input modes. One only checks the absence
of the photons in the inputs N + 1, . . . ,M . This test
verifies in situ if the first-order coherence is still pre-
served in the network output. Conditioned on that the
input is certified to satisfy the above derived scalability
conditions, the unitarity test for a random network is a
conditional test of the BS device operation (with a sta-
tistical error scaling as inverse square-root in the number
of runs), since the photons must pass the output state of
the U -network having a classically hard probability dis-
tribution. One can devise other, more sophisticated, con-
ditional tests of the BS device operation. For instance,
by using the N -th order generalization of the HOM effect
[5] one can check that the N -th order coherence is pre-
served, as is recently proposed in Ref. [39]. This test is
also a conditional test, since it verifies the needed N -th
5order coherence in situ but, on the other hand, it is only
polynomial in N because it simply checks for the zero
probability in some of the output configurations and is
independent of the distribution in all other output con-
figurations.
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6Appendix A: Details of derivation of the bound in
Eqs. (6)-(7) on the variational distance error
Let us compute the average value of the variational
distance V , Eq. (5) of the main text. For M ≫ N2 any
N×N -dimensional submatrix of a Haar-randomM×M -
dimensional U is made of the elements approximated
by the i.i.d. complex Gaussian random variables with
the probability density p(Ukl) =
M
π exp{−M |Ukl|2} [3].
A simple way to obtain the average of the probability
PU (~s |~n ) for arbitrary ~s and ~n is to use a formula for the
matrix permanent employing the Fisher-Yates distribu-
tion of the contingency tables T : P(T |~s, ~n ) = µ(~s )µ(~n )Ni!µ(T ) ,
where Ni = |~s| = |~n|, T is a M ×M -dimensional matrix
such that
∑M
l=1 Tkl = nk and
∑M
k=1 Tkl = sl (the contin-
gency table), and µ(T ) =
∏M
k,l=1 Tkl!. From Ref. [1] we
have
per(U [~n |~s ]) = Ni!
∑
T
P(T |~s, ~n )
M∏
k,l=1
UTklkl . (A1)
Using the Gaussian approximation we get
〈∏Mk,l=1 UTklkl (UT ′klkl )∗〉 = δT,T ′ µ(T )MNi (where 〈. . .〉 stands for
the average over U). From Eq. (4) of the main text and
Eq. (A1) we get
〈PU (~s |~n )〉 = Ni!
MNi
δ|~s|,Niδ|~n|,Ni, (A2)
valid for N2i ≪M .
In the “collision free” regime, M ≫ N2, due to the
boson birthday paradox [3], the probability of photon
bunching at the network output is bounded, on average
in the Haar measure, by 1 − (∑|~m|=N 1)/(∑|~n|=N 1) =
1−∏N−1k=1 (1− k/M) < N(N − 1)/2M . Similarly, in our
case, the probability of a bunched output ~s (i.e., there is
sl > 1), PB(~s ) =
∑
|~n|=Ni
PU (~s |~n )PI(~n ), is bounded by
Ni(Ni − 1)/2M , on average in the Haar measure, where
the overline denotes the averaging with respect to the
probability PI(Ni) ≡
∑
|~n|=Ni
PI(~n ) ofNi photons in the
input. In the case of small errors, the average number of
photonsNi in the input is close toN , hence, the Gaussian
approximation can be still used in the calculations below.
By using Eq. (A2) for the averaging over U we obtain
〈V1〉 = 1−
∑
|~m|=N
∑
~s
PD(~m |~s )
∑
~n
〈PU (~s |~n )〉PI(~n )
= 1−
∑
|~m|=N
∞∑
Ni=0
∑
|~s|=Ni
PD(~m |~s ) Ni!
MNi
∑
|~n|=Ni
PI(~n )
≤ 1− e−(M−N)ν (1− e−νr)N pN1
[
1− N
2
2M
]
≡ 1−Q
[
1− N
2
2M
]
. (A3)
We have retained only the terms with Ni = N from the
sum over ~s in Eq. (A3), used that
∑
|~n|=N PI(~n ) ≥ pN1 ,
and the following inequality
∑
|~m|=N
∑
|~s|=N
PD(~m |~s ) N !
MN
≥ M !
MN (M −N)!e
−(M−N)ν
(
1− e−νr)N
≥
[
1− N
2
2M
]
e−(M−N)ν
(
1− e−νr)N , (A4)
where the single term PD(~m |~m ) is retained to bound
from below the sum over ~s (which is also reasonably close
to the whole sum for small errors), taken into account
that the number of all outputs ~m is M !N !(M−N)! , and the
fact that M !(M−N)! > M
N
[
1− N22M
]
. On the r.h.s. of
Eq. (A3) we subtract from 1 the product of the bound
1 − N22M on the average probability of the non-bunched
output and Q – the probability that N detectors have
clicked, M −N detectors had zero dark counts, and that
N indistinguishable single photons are at the network
input.
We bound V2 we split it into three parts by dividing
into three parts the summation over the indices ~s and ~n
in Eq. (3) of the main text. We will write each respective
part of V2 as V2[. . .], where the span of the vector indices
~s and ~n from the respective partial sum replaces the dots
in the brackets. Since the absolute value of a sum (in this
case the sum over ~s, ~n inside the absolute value in each
term of the variational distance V2 with fixed ~m) is less
then the sum of the absolute values, we get
V2 ≤ V2
[
~s = ~m
~n = ~n(0)
]
+V2
[
~s 6= ~m
~n = ~n(0)
]
+V2
[
all ~s
~n 6= ~n(0)
]
,
(A5)
where the first term on the r.h.s. of Eq. (A5) contains
P
(0)
out(~m ). By using Eq. (A2) we get (noticing that the
first term on the r.h.s., due to P
(0)
out(~m ), is larger)〈
V2
[
~s = ~m
~n = ~n(0)
]〉
=
∑
|~m|=N
{〈
PU (~m |~n(0))
〉
−
−PD(~m |~m )
〈
PU (~m |~n(0))
〉
pN1
}
=
∑
|~m|=N
[
1− PD(~m |~m )pN1
] N !
MN
≤ 1−Q, (A6)
where we have identified Q of Eq. (A3). Similarly as in
Eqs. (A3)-(A4), we obtain
〈
V2
[
~s 6= ~m
~n = ~n(0)
]〉
= 1−
∑
|~m|=N
{
PD(~m |~m )pN1
×
〈
PU (~m |~n(0))
〉}
≤ 1−Q
[
1− N
2
2M
]
. (A7)
Finally, using the identities
∑
~m PD(~m |~s ) = 1 and
7∑
~s PU (~s |~n ) = 1, we obtain for the last term in Eq. (A5)
V2
[ ∀~s
~n 6= ~n(0)
]
=
∑
|~m|=N
∑
~s
∑
~n6=~n(0)
{
PD(~m |~s )PU (~s |~n)
×PI(~n )
}
≤
∑
~n6=~n(0)
PI(~n ) = 1− pN1 ≡ Q′. (A8)
Gathering together the contributions (A3) and (A6)-
(A8) we obtain an upper bound on the Haar-average vari-
ational distance in Eq. (5) of the main text (valid for
M ≫ N2)
〈V1 + V2〉 ≤ 2
{
1−Q
[
1− N
2
2M
]}
+ 1−Q+Q′ ≡ R.
(A9)
A simple bound on R follows from the inequalities 1−
xN ≤ N(1− x), and 1− xNyM ≤ N(1− x) +M(1− y),
valid for x, y ∈ [0, 1] and positive integers N,M . We
get 1 − Q′ ≤ N(1 − p1). Setting x = (1 − e−νr)p1 and
y = e−(1−N/M)ν we have 1−Q = 1−xNyM ≤ N(1−p1+
r)+(M−N)ν, where we have used that 1−x ≤ 1−p1+r
and 1−y ≤ (1−N/M)ν. Since also 1−(1−a)Q ≤ 1−Q+a
for any 0 ≤ a,Q ≤ 1 we get the resulting bound
R ≤ N
2
M
+ 3 [(M −N)ν +Nr] + 4N(1− p1). (A10)
Appendix B: Derivation of Eq. (10) for the output
probability for general multi-photon input
Set ai(ω) and bi(ω), i = 1, . . . ,M to be the boson oper-
ators for the input and the output modes of the network
with frequency ω. We have a†i (ω) =
∑M
l=1 Uilb
†
l (ω), with
the unitary matrix U . If we assume that for an input ~n
all |~n| =∑Ni=1 ni input photons are detected at the out-
put, then the detection probability is given by a POVM
consisting of the following operators [2]
Π(~s ) =
1
µ(~s )

 |~n|∏
α=1
∫
dωα



 |~n|∏
α=1
b†lα(ωα)

 |0〉
×〈0|

 |~n|∏
α=1
blα(ωα)

 , (B1)
where (l1, ..., lN ) ≡ {1, ..., 1, 2, ..., 2, ...,M, ...,M}, with
index lα = j appearing sj times. In our case the in-
put density matrix ρ, corresponding to the input ~n of N
sources, is given as
ρ = ρ(1) ⊗ . . .⊗ ρ(N) ⊗ |0〉〈0| ⊗ . . .⊗ |0〉〈0|, (B2)
where the density matrices of the sources ρ(1), . . . , ρ(N)
are all diagonal in the Fock basis. In general, ρ(i) can
correspond to a ni-photon input with the photon spec-
tral function having some fluctuating parameters (as the
time of arrival or phase, for instance). We can expand
each individual density matrix ρ(i) corresponding to ni
photons as follows
ρ(i) =
∑
k
p
(i)
k |Φ(i)k 〉〈Φ(i)k |,
∑
k
p
(i)
k = 1, (B3)
|Φ(i)k 〉 =
∫
dω1...
∫
dωniΦ
(i)
k (ω1, . . . , ωni)
ni∏
j=1
a†i (ωj)√
ni!
|0〉.
Note that, by the permutational symmetry of the
creation operators a†i (ωj), the spectral function can
be always considered symmetric in the frequencies.
Then it satisfies the usual normalization condition∫
dω1 . . .
∫
dωni |Φ(i)k |2 = 1. Substituting Eq. (B3)
into Eq. (B2), the result into the detection probabil-
ity PU (~s |~n) = Tr{Π(~s)ρ}, using the expansion for the
operators a†i (ω) =
∑M
l=1 Uilb
†
l (ω) and evaluating the in-
ner products similarly as in Appendix A of Ref. [2], we
obtain after some algebra
PU (~s |~n ) = 1
µ(~s )µ(~n )
∑
σ1
∑
σ2
J(σ−11 σ2)
×
|~n|∏
α=1
U∗kσ1(α),lα
Ukσ2(α),lα , (B4)
where |~n| = |~s|, the two sums are over permutations σ1,2
of |~n| photon modes (k1, . . . , k|~n|), with index kα = i ap-
pearing ni times, the function on the permutation group
J(σ) is defined as follows
J(σ) =

 |~n|∏
α=1
∫
dωα

G(ω1, ..., ω|~n| |ωσ−1(1), ..., ωσ−1(|~n|)),
(B5)
where (setting Si ≡
∑i−1
j=1 nj)
G(ω1, ..., ω|~n| |ω′1, ..., ω′|~n|) =
N∏
i=1
Φ(i)
∗
(ωSi+1, ..., ωSi+ni)
×
N∏
i=1
Φ(i)(ω′Si+1, ..., ω
′
Si+ni), (B6)
(for simplicity of presentation, we assume that each ρ(i)
is pure; the mixed case is obtainable by summation with
the product of the probabilities from Eq. (B3)).
Observe that by introducing the basis vectors |ω〉 in the
Hilbert space of the frequency, i.e. 〈ω1, . . . , ωni |Φ(i)〉 =
Φ
(i)
k (ω1, . . . , ωni) with |ω1, ..., ω|~n|〉 = |ω1〉 ⊗ ... ⊗ |ω|~n|〉,
the function J(σ) can be also cast as follows
J(σ) =

 |~n|∏
α=1
∫
dωα

 〈ω|~n|, ..., ω1|P†σ
×ρ(1) ⊗ . . .⊗ ρ(N)|ω1, ..., ω|~n|〉
= Tr
{
P†σρ(1) ⊗ . . .⊗ ρ(N)
}
, (B7)
8where Pσ is the permutation operator acting as
Pσ|ω1, ..., ω|~n|〉 ≡ |ωσ−1(1), ..., ωσ−1(|~n|)〉. (B8)
Note that the trace in Eq. (B7) is in the tensor product
of |~n| Hilbert spaces associated with the frequencies of
spectral decomposition of the multi-photon states and
the permutation operator Pσ acts only on the frequencies,
whereas the spatial modes in ρ(1) ⊗ . . . ⊗ ρ(N) remain
fixed. Finally, substituting Eq. (B7) into Eq. (B4) and
performing the summation inside the trace we obtain the
expression in Eq. (10) of the main text, i.e.
PU (~s |~n ) = 1
µ(~s )µ(~n )
Tr
{
Uρ(1) ⊗ . . .⊗ ρ(N)U†
}
, (B9)
by introducing U = ∑σ [∏Nα=1 Ukσ(α),lα]P†σ. Observe
that the expression in Eq. (B9) is obviously positive (it
is a positive definite quadratic form with the vectorXσ ≡∏N
α=1 Ukσ(α),lα indexed by permutation σ). It reduces to
the usual expression of Refs. [3–5], i.e., with the absolute
square of the permanent of a submatrix of U replacing the
trace in Eq. (B9), in the case of the input states from all
the sources being some pure states of just a single multi-
photon component with zero mode mismatch between
the photons (in this case the input state is symmetric,
i.e. it satisfies Pσ
[
ρ(1) ⊗ . . .⊗ ρ(N)] = ρ(1)⊗ . . .⊗ ρ(N)).
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