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Kurzzusammenfassung
In der vorliegenden Dissertation wird die Spinrauschspektroskopie zur
Untersuchung der Spindynamik in GaAs-basierten Halbleiterstrukturen
nahe des thermischen Gleichgewichtes angewendet. Die Halbleiterspin-
rauschspektroskopie misst die stochastische Spinpolarisation eines Elek-
tronenensembles mit Hilfe von nicht-resonanter Faradayrotation. Dem-
entsprechend muss dem Probensystem im Gegensatz zu anderen ex-
perimentellen Techniken, in denen die Dephasierung oder Depolarisa-
tion einer künstlich erzeugten Spinpolarisation gemessen wird, keine
Energie zugeführt werden.
Da die Spinﬂuktuationen in Echtzeit gemessen werden, war die Spin-
rauschspektroskopie bisher auf Frequenzen unterhalb von 1 GHz be-
grenzt. Die experimentelle Weiterentwicklung zur ultraschnellen Spin-
rauschspektroskopie, in der die Fluktutationen mit gepulstem Licht
abgefragt werden, ermöglicht die Detektion von Spinrauschen bei Fre-
quenzen von bis zu 16 GHz. Diese Frequenzen überschreiten die Band-
breite des verwendeten Photodetektors um einen Faktor von ungefähr
200. Um die Einschränkung der Spinrauschspektroskopie durch die
endliche Bandbreite weitergehend zu untersuchen, wird elektrische Fre-
quenzmischung zur Frequenzherabsetzung des elektrischen Spinrausch-
signals angewendet. Ferner werden Spinrauschmessungen simuliert.
Diese Simulationen belegen, dass auch ultraschnelle Digitalisierer mit
niedriger Auﬂösung für die Spektralanalyse in der Spinrauschspektro-
skopie ohne einen deutlichen Verlust an Sensitivität verwendet werden
können.
Zu den untersuchten Probensystemen gehören symmetrisch gewach-
sene, modulationsdotierte (110) GaAs/AlGaAs-Mehrfachquantenﬁlme.
Dieses Experiment stellt die erste Spinrauschmessung an einem Halb-
leitersystem reduzierter Dimensionalität dar. Der Dyakonov-Perel-Me-
chanismus, der üblicherweise die Spindephasierung delokalisierter Elek-
tronen in GaAs dominiert, ist für Spins entlang der Wachstumsrich-
tung in (110)-ausgerichteten Stukturen ineﬀektiv. Allerdings sind die
dementsprechend erwarteten langen Spindephasierungszeiten in (110)-
ausgerichteten GaAs/AlGaAs-Quantenﬁlmen bei niedrigeren Tempera-
turen herkömmlichen experimentellen Methoden, die auf optischer Spin-
orientierung beruhen, nicht zugänglich, da die optische Erzeugung von
Löchern die beobachteten Spindephasierungszeiten aufgrund des Bir-
Aronov-Pikus-Mechanismus verfälscht. Im Gegensatz dazu ermöglicht
die Spinrauschspektroskopie Messungen in Abwesenheit von optisch er-
zeugten Löchern; die in dieser Arbeit gemessenen Dephasierungszei-
ten stellen die längsten veröﬀentlichten Spinlebenszeiten delokalisier-
ter Elektronen in einem GaAs-Quantenﬁlm dar. Darüberhinaus wer-
den die anisotrope Spindynamik, die auf der Tatsache beruht, dass der
Dyakonov-Perel-Mechanismus für Spins in der Quantenﬁlmebene noch
eﬀektiv ist, sowie die Flugzeitverbreiterung der Spinrauschspektren, die
aus der endlichen Aufenthaltszeit der Elektronen im Abfragevolumen
resultiert, untersucht.
Die ultraschnelle Spinrauschspektroskopie ermöglicht es, die Spindy-
namik in n-dotiertem Volumen-GaAs in hohen Magnetfeldern zu un-
tersuchen. Die untersuchten Proben weisen eine Donatorkonzentration
etwas unterhalb und oberhalb des Metall-Isolator-Überganges auf. Die
Abhängigkeit des eﬀektiven Elektron-Landé-Faktors von Temperatur,
Dotierung und Magnetfeld wird ebenso untersucht wie die Spindepha-
sierung im transversalen Magnetfeld.
Zuletzt wird die Halbleiterspinrauschspektroskopie mit einem exter-
nen Magnetfeld durchgeführt, das in einem willkürlichen Winkel zu
der Ausbreitungsrichtung des Lichtes steht, während üblicherweise ein
Magnetfeld transversal zum Wellenvektor des Lichtes angelegt wird.
Diese neuartige Geometrie der Spinrauschspektroskopie ermöglicht es,
in einer einzelnen Messung sowohl die Spindephasierung als auch die
Spinrelaxation zu untersuchen.
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Abstract
In this dissertation, spin noise spectroscopy is applied to study spin dy-
namics in GaAs based semiconductor structures close to thermal equi-
librium. Semiconductor spin noise spectroscopy measures the stochastic
spin polarization of the electron ensemble via oﬀ-resonant Faraday ro-
tation. Correspondingly, no energy has to be deposited in the sample
system contrary to other experimental techniques, in which the dephas-
ing or the depolarization of an artiﬁcially injected spin polarization is
measured.
Since the spin ﬂuctuations are measured in real-time, spin noise spec-
troscopy had been hitherto limited to frequencies below 1 GHz. This
thesis introduces the experimental advancement of ultrafast spin noise
spectroscopy, in which the ﬂuctuations are probed by pulsed light, and
detection of spin noise at frequencies up to 16 GHz is demonstrated.
These frequencies exceed the bandwidth of the photoreceiver by a fac-
tor of around 200. To further explore the limitations of the ﬁnite band-
width of the detection system, electrical frequency mixing is applied for
down-conversion of the electrical spin noise signal. Furthermore, spin
noise measurements are simulated revealing that also ultrafast digitiz-
ers with low resolution can be utilized for spectral analysis in spin noise
spectroscopy without any signiﬁcant loss of sensitivity.
The spin dynamics in a symmetrically grown, modulation-doped,
(110)-oriented GaAs/AlGaAs multiple quantum well structure are in-
vestigated in this work. This experiment represents the ﬁrst spin noise
measurements on a semiconductor system of reduced eﬀective dimen-
sionality. The Dyakonov-Perel mechanism that usually dominates spin
dephasing of free electrons in GaAs is ineﬀective in (110)-oriented struc-
tures for spins along the growth direction. Nevertheless, the correspond-
ingly anticipated long spin dephasing times in (110) GaAs/AlGaAs
quantum wells at low temperatures are not accessible with conven-
tional experiments that rely on optical spin orientation since the pho-
tocreation of holes obviates the observed spin dephasing times due to
the Bir-Aronov-Pikus mechanism. Spin noise spectroscopy however en-
ables measurements in the absence of optically created holes and the
measured spin dephasing times in this work represent the longest re-
ported spin dephasing times for delocalized electrons in GaAs quantum
wells. Additionally, the anisotropic spin dynamics, which result from
the Dyakonov-Perel mechanism that is still eﬀective for the spins in
the quantum well plane, as well as the time-of-ﬂight broadening of the
spin noise spectra, which originates from the ﬁnite transit time of the
electrons through the probe volume, are experimentally investigated.
The experimental technique of ultrafast spin noise spectroscopy en-
ables investigation of spin dynamics in n-type bulk GaAs at high mag-
netic ﬁelds. The examined samples have a doping concentration slightly
below and above the metal-to-insulator transition. The temperature,
doping and magnetic ﬁeld dependence of the eﬀective electron Landé
factor is studied as well as the spin dephasing in a transverse magnetic
ﬁeld.
Finally, semiconductor spin noise spectroscopy is carried out with a
magnetic ﬁeld oriented with an arbitrary angle to the direction of light
propagation while usually the magnetic ﬁeld is applied transverse to
the light wavevector. This novel geometry for spin noise spectroscopy
allows the investigation of spin dephasing and spin relaxation in a single
measurement.
Keywords: GaAs, spin dynamics, spin noise.
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List of symbols
In the following, a list of physical symbols that are used in this work is
given. A few symbols are not unambiguously deﬁned; their particular
meaning becomes evident in the context. Symbols that are only used
once are not included in this list.
Symbol Section
m Spin polarization 2.1
N [↑(↓)] Number of [spin-up(down)] electrons in
probe volume
2.1
σ∓ Right (left) circularly polarized probe light 2.1
α(∓) Optical absorption constant (for right and
left circularly polarized light)
2.1
E Electronic energy 2.2.1
k, k Electronic quasi wavevector 2.2.1
Γ Origin of 1st Brillouin zone in GaAs 2.2.1
m
(∗)
e (Eﬀective) electron mass 2.2.1
~, h (Reduced) Planck constant 2.2.1
s Spin operator 2.2.1
H Hamilton operator 2.2.1
9
ΩD(k) Dresselhaus spin-orbit ﬁeld 2.2.1
γD Dresselhaus coeﬃcient 2.2.1
EG Band gap 2.2.1
j Angular momentum quantum number 2.2.1
∆SO Spin-orbit splitting 2.2.1
e Elementary charge 2.2.2
r Dielectric constant of GaAs 2.2.2
r, r Spatial coordinate 2.2.2
ΨD(r) Electron donor wavefunction 2.2.2
Ψ∗1,s(r) Eﬀective hydrogen atom groundstate wave-
function
2.2.2





Ry (Eﬀective) Rydberg energy 2.2.2
a
(∗)
B (Eﬀective) Bohr radius 2.2.2
rD Average donor distance 2.2.2
nD Doping concentration 2.2.2
EF Fermi energy 2.2.2
T Temperature 2.2.2
kB Boltzmann constant 2.2.2
f(E) Fermi-Dirac distribution 2.2.2
D(E) Density of states 2.2.2
g(∗) (Eﬀective) electron Landé factor 2.2.3
µB Bohr magneton 2.2.3
B, B Magnetic ﬁeld 2.2.3
t Time 2.2.3
fL = ωL/2pi Larmor frequency 2.2.3
ωC Cyclotron frequency 2.2.3
kF Fermi wavevector 2.2.3
ν Ratio of cyclotron energy to localization en-
ergy
2.2.3
m0 Equilibrium spin polarization 2.2.4
T1 Spin relaxation time 2.2.4
T
(∗)
2 (In)homogeneous spin dephasing time 2.2.4
∆Φ, ∆φ Dephasing angle 2.2.4
τc Correlation time 2.2.4
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δω, Ω Change of precessional frequency 2.2.4
τ∗p Momentum scattering time
(including electron-electron scattering)
2.2.4
ΩD(k) Dresselhaus spin-orbit ﬁeld 2.2.4
ΩR(k) Rashba spin-orbit ﬁeld 2.2.4
αR, ξ Rashba coeﬃcient 2.2.4
E Electrical ﬁeld 2.2.4
0 Vacuum permittivity 2.2.4
Rd Distance from center of quantum well to
doping sheet
2.2.4
τd Transit time of an electron through a disor-
der domain
2.2.4
vF Fermi velocity 2.2.4
ΩHF Hyperﬁne ﬁeld 2.2.4
NL Number of lattice nuclei overlapping with
donor wavefunction
2.2.4
J Exchange integral 2.2.4
γ Spin rotation by anisotropic exchange in-
teraction
2.2.4
ED0X Binding energy of exciton-neutral donor
complex
2.3
ωD0X Frequency of excition-neutral donor transi-
tion
2.3
V Probe volume 2.3
σmz Mean deviation of spin polarization 2.3
ωlaser Laser frequency 2.3
f Oscillator strength 2.3
n(∓) Real part of refractive index (for right and
left circularly polarized light)
2.3
n′ Imaginary part of refractive index 2.3
c0 Velocity of light in vacuum 2.3
λ Probe light wavelength in vacuum 2.3
Γ Width of optical transition 2.3
n˜ Change of refractive index close to optical
transition
2.3
θF Faraday rotation angle 2.3
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σθF Mean deviation of faraday rotation 2.3
l Sample thickness 2.3
A = piw20 Laser probe area 2.3
w0 Laser beamwaist at focus 2.3
ζ Maximum degree of optical spin orientation
in the conduction band
2.3
F Spin noise suppression by Pauli blockade 2.4
f = ω/2pi frequency 2.5
S(f) Spin noise spectrum 2.5
wFWHM Full width at half maximum of spin noise
curve
2.5
zR Rayleigh range 3.1
ρ Detector responsivity 3.1
zR Rayleigh range 3.1
I Data transmission 3.1
fS Sample rate 3.1
B Detection bandwidth 3.1
Plaser Probe laser power 3.2.1
SSN Shot noise power level 3.2.1
η Relative signal strength 3.2.1
ωLO Local oscillator freqeuncy 3.3.1
q Quantization error 3.3.2
x Analog input 3.3.2
y Digital output 3.3.2
σ2SN Integrated shot noise power 3.3.2
σq(, gran/over) Mean deviation of quantization error (due
to granularity/overload of the digitizer)
3.3.2
α Spin noise amplitude in simulations 3.3.2
SNR Signa-to-noise ratio 3.3.2
N Number of averages for spectrum analysis 3.3.2
frep Pulsed laser repetition rate 3.3.3
µ Electron mobility 3.3.3
T2,z Spin dehasing time along the growth direc-
tion of a (110) quantum well
4.1
T2,⊥ Spin dehasing time perpendicular to the
growth direction of a (110) quantum well
4.1
12
κ Ratio of spin dehasing times along the
growth direction and in the quantum well
plane
4.1
τee Electron-electron scattering time 4.1.3
w(z) Laser beamwaist 4.1.3
P (r, r0) Sojourn probability in the case of two-
dimensional diﬀusion
4.1.3
D Diﬀusion constant 4.1.3
I(r) Laser beam intensity proﬁle 4.1.3
Q Spin quality factor (ratio of spin preces-
sional frequency to dephasing rate)
4.2.1
klaser Probe light wavevector 4.3
M Magnetization A.1
MS Saturation magnetization A.1
µ0 Permeability constant A.1





The physical properties of the electron spin in semiconductors have been
an active ﬁeld of research since the pioneering publications of Lampel
[1] and Parsons [2] in the end of the 1960s. The theoretical proposal of
the spin ﬁeld eﬀect transistor by Datta and Das in 1990 [3] has boosted
the number of research papers in this ﬁeld, giving rise to the notion
of semiconductor spintronics [4, 5, 6, 7]. Some years later, localized
electronic spins in semiconductors were suggested as possible qubits for
quantum computation [8, 9, 10]. The research ﬁeld of semiconductor
spintronics aims at the design of electronic devices that can be oper-
ated at higher speed while showing less energy dissipation compared
to today's silicon based CMOS technology which completely neglects
the electronic spin degree of freedom. In contrast to such quantitative
improvements, possible solid state spin-based quantum information de-
vices target the physical implementation of qualitatively new types of
algorithms and encryption protocols.
Both lines of research as well as pure scientiﬁc curiosity demand a
detailed understanding of the dephasing of electron spins in semiconduc-
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1. Introduction
tors. As a matter of fact, investigations of the electron spin dephasing
or relaxation times have been an integral part of semiconductor spin-
tronics since the very beginning [1, 2, 11]. However, most experimental
probes of semiconductor spin dynamics rely on generation of a non-
equilibrium spin polarization [1, 2, 12, 13, 14, 15, 16]. This creation
of a spin polarized electron ensemble away from thermal equilibrium is
necessarily accompanied by energy transfer to the system which mod-
iﬁes the eﬀectiveness of the diﬀerent mechanisms of spin dephasing.
Already everyday physical problems do in principle encounter such ob-
server eﬀects: For instance, a thermometer extracts thermal energy
from the investigated system and alters the temperature of the sam-
ple. In this speciﬁc case, a thermometer with a signiﬁcantly smaller
heat capacity than the investigated system will deliver physical mean-
ingful results. In an alternative approach, the experimenter repeats the
measurement with identically prepared systems and thermometers of
diﬀerent heat capacity and extrapolates the experimental outcome to
vanishing heat capacity. However, it turns out that the analogous ap-
proach for measuring dephasing times of semicondcutor spin ensembles,
though often carried out, happens to fail due to the intricate dependence
of the various spin dephasing mechanisms on the excitation density [17].
Hence, for investigating semiconductor spin dynamics, a measurement
technique corresponding to a thermometer with zero heat capacity is
needed.
The ﬂuctuation-dissipation theorem [18], which states that the re-
sponse of a system to a perturbation is directly linked to its ﬂuctua-
tions at thermal equilibrium, discloses a way to solve this problem. In
the case of the Brownian motion of a pollen particle in water, it was
Einstein who realized that the random forces which make a particle
jitter on a microscopic scale at thermal equilibrium cause the friction
while dragging the particle through the liquid [19]. Analogously, the
spin ﬂuctuations of an electronic ensemble deliver information about
the dynamics of the spin system under an inﬁnitesimal external per-
turbation which is experimentally not realizable [20]. Such spin noise,
i.e., a time-varying stochastic spin polarization, was ﬁrst predicted by
Bloch [21] for a nuclear spin system and ﬁrst measured by Sleator et
al. [22]. Later, other groups experimentally veriﬁed the ﬂuctuation-
dissipation theorem via magnetometric [23, 24, 25] and electrical [26]
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measurements of the magnetic noise of spin glasses. More recently, Ru-
gar and co-workers extended the use of spin ﬂuctuations to very small
nuclear and electronic spin ensembles by means of magnetic force mi-
croscopy [27, 28, 29, 30, 31]. In 2006, Müller and Jerschow utilized
nuclear spin noise for magnetic resonance imaging [32].
Measurement of spin noise by optical means, i.e., spin noise spec-
troscopy, was ﬁrst carried out in atom optics by Aleksandrov and Za-
passkii [33] in 1981. Spin-orbit coupling gives rise to an interaction
between the electron spin and the photon helicity via the dipole selec-
tion rules and thereby maps the spin noise onto the light polarization
of an oﬀ-resonant probe laser via the Faraday eﬀect [34]. Application
of oﬀ-resonant probe light is an established concept in atom optics to
avoid optical pumping and to study optically thick samples [35]. Sev-
eral experiments in alkali metal vapors (see, e.g., References 36 and 37)
clearly prove that for suﬃcient detuning from the resonance spin noise
spectroscopy can be viewed as a quantum non-demolition measurement
[38, 39, 40] of the atomic spin.
In 2005, spin noise spectroscopy was ﬁrst demonstrated in a semicon-
ductor system, introducing this sensitive and nearly perturbation-free
technique to study semiconductor spin physics [41]. Spin noise spec-
troscopy has been transferred to semiconductor physics rather late since
the faster spin relaxation times in semiconductors compared to atoms
require much more sophisticated experimental means [42].
In this work, spin noise spectroscopy is used to investigate spin dy-
namics in bulk GaAs in a transverse magnetic ﬁeld as well as in GaAs/
AlGaAs based quantum wells. The relevant theoretical background is
given in Chapter 2: After further elucidating the measurement principle
of semiconductor spin noise spectroscopy (Section 2.1), Section 2.2 re-
views the spin dynamics of donor electrons in GaAs. The discussion in
this section especially shows that spin dephasing is delicately inﬂuenced
by optical excitation. In the Sections 2.3 and 2.4, a model is presented
to calculate the stochastic spin polarization and the resulting variance
of the Faraday rotation, i.e., the spin noise power, for a semiconductor
system with donor-bound, localized electrons and for a fully degener-
ate semiconductor system with electrons in the conduction band. The
spectral shape of spin noise spectrum is calculated in Section 2.5.
After laying the theoretical groundwork, the experimental realization
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1. Introduction
of spin noise spectroscopy is discussed in detail (Chapter 3). First, the
particular components of the setup are introduced (Section 3.1). Then
the impact of spurious noise contributions to the detection sensitivity
is reviewed (Section 3.2). Since spin noise spectroscopy records the
spin ﬂuctuations in real-time, a high-bandwidth detection system is re-
quired and experimental realizations of spin noise spectroscopy before
this work have been limited to frequencies below 1 GHz. Section 3.3
presents three possible routes to increase the experimental bandwidth
which is required to study spin dynamics in high transverse magnetic
ﬁelds that yield a high-frequency modulation of the spin ﬂuctuations.
In Section 3.3.1, the application of electrical frequency mixing to down-
convert the high-frequency spin noise signal for spectrum analysis is
inspected. Subsequently, the inﬂuence of the resolution of the digital
data acquisition on the detection sensitivity is studied by means of simu-
lated measurements in order to prove that also ultrafast, low-resolution
analog-to-digital converters can be used to increase the bandwidth of
the spectrum analysis for spin noise spectroscopy (Section 3.3.2). Fi-
nally, an experimental advancement of semiconductor spin noise spec-
troscopy is presented where the spin dynamics are sampled by pulsed
probe light allowing detection of spin noise at frequencies that are in
principle only limited by the inverse pulse width (Section 3.3.3).
The investigated sample systems are chosen to highlight the beneﬁts
of the rather new technique of semiconductor spin noise spectroscopy
and to deliver insight into the underlying spin dephasing mechanisms
that can hardly be gathered by experiments that rely on optical spin
orientation and exclude measurements at thermal equilibrium. First,
symmetrically modulation-doped (110)-oriented GaAs/AlGaAs quan-
tum wells are examined (Section 4.1). This experiment represents the
ﬁrst application of spin noise spectroscopy to a semiconductor system
of reduced dimensionality. In these structures with a (110)-oriented
growth axis, extremely long spin dephasing times are anticipated since
the Dyakonov-Perel mechanism that usually dominates spin dephasing
of free electrons in GaAs is ineﬀective for spins aligned along the growth
direction. This behavior was experimentally demonstrated at relatively
high temperatures [43, 44]. However, at low temperatures the optical
electron-hole pair generation diminishes the observed spin dephasing
times and the intrinsic dephasing times at low temperatures remained
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unknown. In this work, spin noise spectroscopy, which largely avoids
electron-hole pair generation by detuning of the probe laser from the
optical resonance, is applied to study spin dynamics in a symmetrically
modulation-doped (110)-oriented GaAs/AlGaAs multiple quantum well
structure. Correspondingly, the probe wavelength dependence is stud-
ied ﬁrst (Section 4.1.1). Then, an in-plane magnetic ﬁeld is applied to
demonstrate that spins perpendicular to the growth direction dephase
signiﬁcantly faster due to the anisotropy of the Dyakonov-Perel mech-
anism (Section 4.1.2). In Section 4.1.3, the size of the probe volume is
systematically varied to study the inﬂuence of the ﬁnite transit time of
an electron through the laser spot. Finally, the physical origin of the
observed intrinsic spin dephasing times is discussed (Section 4.1.4).
Next, the new experimental technique of ultrafast spin noise spec-
troscopy is applied to study spin dynamics of n-type bulk GaAs in
transverse magnetic ﬁelds. A similar investigation of the spin dephas-
ing in transverse magnetic ﬁelds was carried out by means of resonant
spin ampliﬁcation [16]. The explanation of those experimental ﬁndings,
however, seems in parts to be questionable and, in addition, the inﬂu-
ence of optical pumping in those measurements has not been clariﬁed.
In this work, spin dephasing in transverse magnetic ﬁelds is investi-
gated for one sample slightly below the metal-to-insulator transition
and for another well above (Section 4.2.1). To this end, spin dephas-
ing at high precessional frequencies is evaluated by spin quality factors
that are deﬁned as the ratio of the precession frequency and the de-
phasing rate. The technique of ultrafast spin noise spectroscopy also
allows high-precision g-factor spectroscopy which is applied to inves-
tigate the doping, temperature, and magnetic ﬁeld dependence of the
eﬀective Landé factor in n-type bulk GaAs (Section 4.2.2).
In spin noise spectroscopy, the magnetic ﬁeld is most often applied
transverse to the probe light wavevector to modulate the detected spin
ﬂuctuations with the Larmor frequency. In this work, also the inﬂuence
of a magnetic ﬁeld with an arbitrary angle to the direction of light




Equilibrium Spin Fluctuations in GaAs
The central experimental tool of this work is semiconductor spin noise
spectroscopy which is applied to investigate spin dynamics of equilib-
rium carriers in GaAs. The underlying principles of this measurement
technique are elucidated in Section 2.1. Section 2.2 elaborates the ba-
sic facts of spin dynamics of donor electrons in GaAs. With these
fundamentals at hand, spin noise of donor electrons is considered in
more detail for two complementary systemsa low doped semiconduc-
tor crystal with localized, non-interacting electron spins (Section 2.3)
and a highly doped system with delocalized electrons in the conduction
band (Section 2.4). It is shown in Section 2.5 that spectral analysis of
the spin ﬂuctuations allows investigation of the underlying spin dynam-
ics.
2.1. Principles of spin noise spectroscopy
The basic principle of spin noise spectroscopy is to map spin ﬂuctua-
tions in the sample onto the polarization state of the probe light. Cor-
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2. Equilibrium Spin Fluctuations in GaAs
respondingly, spin noise spectroscopy does not rely on an artiﬁcially
injected spin polarization as other experimental techniques but on a
stochastic spin polarization at thermal equilibrium. This stochastic





has a zero mean, but a ﬁnite standard deviation that originates from
the ﬁnite ensemble size N = N↑ + N↓ and the resulting incomplete
cancellation of up- (N↑) and down (N↓) spins as ﬁrst predicted by Bloch
for a nuclear spin ensemble [21]. Due to spin dependent bleaching of an
optical transition, this ﬂuctuating spin imbalance becomes manifest in
a diﬀerence of the absorption coeﬃcient α∓ for right (σ−) and left (σ+)
circularly polarized light. This dichroism translates via the Kramers-
Kronig relations [45, 46] to a diﬀerence of the dispersive part of the
refractive index for the two light components. Due to this circular
birefringence, linearly polarized light, which is composed out of σ− and
σ+ light, acquires a rotation of its polarization direction, known as
Faraday eﬀect [34]. Hence, the linear light polarization ﬂuctuates. As
shown in the following, these ﬂuctuations contain valuable information
about the unperturbed spin dynamics in the semiconductor sample at
thermal equilibrium.
2.2. Spin dynamics of equilibrium electrons
in GaAs
This work focuses on spin dynamics in GaAs which has evolved as the
quintessential system for spinelectronic research. Nevertheless, spin
noise spectroscopy works in a variety of diﬀerent semiconductor sys-
tems: The only fundamental requirement is that the investigated sys-
tem possesses an optical transition which connects the electron spin
with the photon helicity. The bandstructure of GaAs and the corre-
sponding optical selection rules are shortly discussed in Section 2.2.1
1In the following, the axis of quantization for the electron spin is the z-axis if not
stated otherwise.
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Figure 2.1.: Band structure of GaAs: The conduction band (CB) is
separated from the valence bands by the energy gap of EG from the
conduction band; the heavy (HH) and the light hole (LH) valence band
are degenerate at the Γ-point while the degeneracy with the split-oﬀ
(SO) band is lifted by spin-orbit coupling.
to further elucidate this point. This chapter proceeds with presenting
the basic physical properties of so-called shallow impurities which al-
low to insert additional electrons in the GaAs crystal (Section 2.2.2).
Section 2.2.3 shortly reviews the interaction of an external magnetic
ﬁeld, which is applied in most of the experiments in this work, with
the orbital and spin degrees of freedom of delocalized and localized
electrons. The discussion of spin dynamics of equilibrium electrons in
GaAs closes with describing the diﬀerent mechanisms of spin dephasing
(Section 2.2.4).
2.2.1. Band structure and dipole selection rules
GaAs is a III-V semiconductor with a direct bandgap. Figure 2.1 de-
picts the dispersion E(k) of the conduction band and the three highest
valence bands in the vicinity of the Γ-point, i.e., for small quasi mo-
mentum k. The dispersion of the conduction band is parabolic close to
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the Γ-point and isotropic so that it can be written as E(k) = ~2k2/2m∗e
withm∗e being the eﬀective mass of the electron [11]. However, at higher
momenta the conduction band dispersion in GaAs has also anharmonic
contributions and, hence, the eﬀective mass is generally a function of
the electron energy. In this work, the eﬀective mass at the conduction
band edge ofm∗e/me ≈ 0.067 is an accurate approximation in the tested
temperature [47], doping [48], and magnetic ﬁeld range [49]. The con-
duction band states have s-type character, i.e., the periodic part of the
Bloch wave has a vanishing orbital angular momentum. Still, the spin
degree of freedom of the conduction band electrons has to be considered.
The conduction band states are twofold degenerate due to time-reversal
symmetry [50], i.e.,
E↑(k) = E↓(−k). (2.2)
However, since GaAs with its zinc blende structure lacks inversion sym-
metry, the conduction band is spin-split:2
E↑(k) = E↓(−k) 6= E↓(k). (2.3)
The Hamilton operator for the conduction band electrons up to the
























Here, the coordinate system is chosen to coincide with the crystallo-
graphic axes of the cubic unit cell. In GaAs, spin-orbit coupling in the
conduction band is so small (γD ≈ 27.5 eVA˚3 [53]) that it is usually
negligible for optical interband transitions close to the Γ-point. How-
ever, spin-orbit coupling plays an important role for the dephasing of a
2Lack of inversion symmetry is obviously a necessary, but not a suﬃcient criterion
for spin-split bands.
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Figure 2.2.: Dipole selection rules for GaAs for right (solid arrow) and
left (dashed arrow) circularly polarized light from the heavy (HH) and
light hole (LH) band to the conduction band; the corresponding relative
transition strength is given next to the arrows.
spin polarization in the conduction band (see Section 2.2.4).
The periodic Bloch functions of the three valence bands, which are
separated by the energy gap of EG = 1.519 eV at 0 K [54], have p-type
character. Due to spin-orbit coupling, the total angular momentum of
these wavefunctions has to be considered. The so-called heavy and light
hole band have a total angular momentum of j = 3/2, while the third
band has a total angular momentum of j = 1/2 and spin-orbit coupling
lifts its degeneracy with the heavy and light hole band at the Γ-point.
Therefore, this third valence band is called split-oﬀ band. This splitting
amounts to ∆SO = 0.341 eV in GaAs [54] (see Figure 2.1). Accordingly
, the split-oﬀ band can be neglected regarding optical transitions in a
relatively wide spectral region around EG.
Figure 2.2 shows the allowed optical transitions from the heavy and
light hole band to the conduction band close to the Γ-point for circularly
polarized light [11]. The relative strength of each transitions can be
easily calculated via the Wigner-Eckart theorem (see, e.g., Reference 50)
and is given in Figure 2.2. Correspondingly, circularly polarized light
with an energy of EG and a wavevector along the z-direction creates a





3Under continuous light excitation, the observed degree of spin polarization is also
determined by the ratio of recombination and spin dephasing time; the value of
mz = 0.5 gives the theoretical upper limit.
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Spin noise spectroscopy can be applied to any system that has an op-
tical transition which allows spin orientation in the conduction band
by irradiation with circularly polarized probe light. In the absence of
spin-orbit coupling, such an optical spin orientation is forbidden by the
dipole selection rules. Note that momentum quantization due to the
conﬁnement in a GaAs/AlGaAs quantum well lifts the degeneracy be-
tween heavy and light hole band at the Γ-point and higher degrees of
spin polarization than mz = 0.5 can be achieved by optical orientation
[55].
2.2.2. From hydrogenic impurities to the metallic
phase: Shallow donors in GaAs
The concentration of intrinsic conduction band electrons in an ideal
GaAs crystal with its large band gap is negligible even at room tem-
perature. Certain impurities of the crystal however can easily donate
an electron to the conduction band. The concentration of equilibrium
electrons close to to the conduction band edge can be adjusted by in-
corporating these shallow impurities (donors) into the crystal. Silicon
on a gallium site in the GaAs crystal acts as a donor since the silicon
atom has four valence electrons while a gallium atom has three. The
coulomb interaction between the extra positive charge of the silicon nu-
cleus and the fourth valence electron is screened by the core and valence
electrons of the silicon atom as well as by the valence electrons at other
lattice sites. Hence, this extra electron is not as tightly bound to the
nucleus as in an isolated silicon atom and can be easily ionized. The
corresponding ionization energy is calculated within the eﬀective mass
approximation, in which the nucleus of the impurity atom is treated as
a hydrogenic potential attenuated by the dielectric constant of GaAs
r = 12.5 [56]. The complete Hamilton operator is given by the single
electron Hamiltonian of the ideal crystal plus this hydrogenic potential
and the corresponding electron wavefunction ΨD(r) is assumed to be a
superposition of the Bloch waves that represent solutions for the ideal
crystal. The groundstate wavefunction is in good approximation given
by the product of the periodic Bloch function at the conduction band
26
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edge and the 1s-hydrogen-like wavefunction:
ΨD(r) ≈ uCB,0(r)ψ∗1s(r). (2.7)






which amounts to about 6 meV in GaAs. The characteristic dimensions







which is around 10 nm in GaAs. Accordingly, the donor wavefunction
ranges over a large number of lattice sites which justiﬁes a posteriori
the modeling of the screening by the macroscopic dielectric constant.
The average distance between adjacent donors amounts to rD =
(4pinD/3)
−1/3 with nD being the three dimensional density of donor
atoms. As soon as electronic wavefunctions overlap, the above modeling
does not hold anymore and the binding energy broadens, which results
in the formation of an impurity band [56]. The degree of overlap is quan-
tiﬁed by the dimensionless parameter n1/3D a
∗





the electronic states in the impurity band are completely localized and
vanishing electrical conductivity is expected at zero temperature. In the
range of 0.25 < n1/3D a
∗
B < 0.33, the metal-to-insulator transition [58] is
reported to occur which means that a doped semiconductor above this
impurity concentration shows metallic behavior with electrical conduc-
tivity at zero temperature. At n1/3D a
∗
B > 0.43, the Fermi energy EF en-





where D(E) is the density of states for the conduction band and f(E)
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As discussed in the previous paragraphs, the presence of equilibrium
electrons in or close to the conduction band in a three-dimensional
GaAs crystal is inevitably connected to the existence of impurities. In
two-dimensional structures, however, modulation-doping allows spatial
separation of the ionized impurity atoms from the carriers [59]. To this
end, the doping layers are incorporated in the barrier material, while
the donor electrons are conﬁned to the quantum well. The quantum
well structure investigated in this work is modulation-doped.
2.2.3. Electrons in a magnetic ﬁeld
An external magnetic can signiﬁcantly inﬂuence the energy and the spin
dynamics of an electron. In this section, the interaction of a magnetic
ﬁeld with the spin and orbital degrees of freedom is discussed.
Zeeman spin splitting and Larmor spin precession. In an external
magnetic ﬁeld, the degeneracy between spin-up and spin-down states at
the conduction band edge is lifted, which is known as Zeeman splitting.




B · s, (2.12)
where g∗ denotes the eﬀective Landé g-factor which strongly deviates
due to spin-orbit coupling from the vacuum electron Landé factor of












which can be derived via 3-level k · p perturbation theory in second
order.4 The underlying 3-level GaAs model, in which the lowest con-
4The k · p method is, e.g., described in Reference 61.
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duction band, the heavy- and the light-hole band, and the split-oﬀ band
are taken into account, is already depicted in Figure 2.1. As mentioned
above, the quantity ∆SO is an immediate measure of the strength of
the spin-orbit coupling. Equation (2.13) shows that for ∆SO = 0, i.e.,
no spin-orbit coupling, the eﬀective Landé factor attains the value of
the free electron g-factor. Roth's formula does only yield a qualitative
understanding of the deviation of the eﬀective Landé factor. The ex-
perimentally determined value of g∗ ≈ −0.48 at the conduction band
edge is in good quantitative agreement with 5-level k · p theory [62, 63].
Away from the conduction band edge, at higher electron energies, the
band non-parabolicity has to be considered as in the case of the eﬀec-
tive mass [47, 48, 49]. This results in a theoretically and experimentally
well established [47, 64] energy dependence of g∗:
g∗(E) = −0.48 + 6.3 eV−1 × E. (2.14)
This energy dependence iscontrary to the energy dependence of the
eﬀective massrelevant in the experimentally tested parameter range
in this work. Note that the eﬀective Landé factor approaches the free
electron value of g ≈ 2 with increasing electron energy.
The Zeeman energy amounts to g∗µBB ≈ 30µeV at a magnetic
ﬁeld of B = 1 T. In view of the thermal energy kBT ≈ 86µeV for
T = 1 K, the Zeeman spin splitting is relatively small and a magnetic
ﬁeld induced electron spin polarization can be neglected in this work.
Nevertheless, an electron spin perpendicular to the magnetic ﬁeld is a
superposition of the two spin states whose degeneracy is lifted by the
magnetic ﬁeld. Hence, the coherent time evolution of the spin shows a
beating. The equation of motion for the expectation value of the spin
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where the Einstein convention and the commutator relation [si, sj ] =
i~ijksk are used. For B = [B, 0, 0]5, this diﬀerential equation for the
y- and z-component is solved by
〈sy〉 ∝ sinωLt,
〈sz〉 ∝ cosωLt, (2.16)
where the ωL/2pi ≡ fL = g∗µBB/h is called Larmor frequency. Due
to this precessional motion, the spin component perpendicular to a
magnetic ﬁeld is modulated with this frequency.
Landau quantization and donor-bound electrons in a magnetic ﬁeld.
The so-called Landau quantization results from the quantization of the
orbital motion of a free electron perpendicular to the external ﬁeld. The










, n = 0, 1, 2, ... , (2.17)
where ωc = eBm∗e is denoted as the cyclotron frequency. The orbital mo-
tion along the magnetic ﬁeld direction still contributes to the kinetic
energy. The low eﬀective mass in GaAs yields signiﬁcantly higher cy-
clotron frequencies compared to the case of a free electron in vacuum:
The cyclotron energy ~ωc amounts to 1.72 meV in bulk GaAs at 1 T. In
reciprocal space, the occupied conduction band states at zero ﬁeld are
situated within the Fermi sphere with a radius of kF =
√
2m∗eEF/~2.
At ﬁnite magnetic ﬁeld, the electrons are redistributed onto the sur-
faces of the so-called Landau tubes which correspond to the Landau
levels ~ωc (1/2 + n) , n = 0, 1, 2, ... . The radii of the tubes and the dis-
tances between them increase with magnetic ﬁeld and, when one Landau
tube cuts the Fermi surface, the electrons populate lower Landau tubes.
Hence, the total energy of the electron oscillates while increasing the
magnetic ﬁeld. These oscillations are smeared by the momentum relax-
ation of the electrons. However, if the lowest Landau level exceeds the
5Throughout this work, the direction of an external magnetic ﬁeld is along the
x-direction if not stated otherwise.
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Fermi energy, the total energy of the electronic system will no longer
oscillate, but will monotonously increase with the magnetic ﬁeld with












The spectrum of eigenstates can signiﬁcantly diﬀer from the ener-
gies in Equation (2.17) if an additional localization potential is present.
In the case of a two-dimensional electron with a harmonic localiza-
tion potential, the eigenstates are given by the so-called Fock-Darwin
spectrum [66, 67] which can be calculated analytically. For a single
donor-bound electron, the localization potential is given by the coulomb
potential and this problem has only been solved approximately [68].
If the cyclotron energy exceeds the eﬀective Rydberg energy by far
(ν = ~ωc/2E∗Ry  1), again, an increase of the electronic energy in
a magnetic ﬁeld with a slope converging to e/2m∗e is expected. The
binding energy for the magnetic ﬁeld range used in this work (ν < 0.5)
is listed, e.g., in Reference 69.
2.2.4. Mechanisms of spin dephasing
The time evolution for a single spin is already derived in Equation (2.15).
In this section, not a single spin but the spin polarization m of an elec-
tron ensemble is considered. To this end, also spin dephasing and spin
relaxation have to be accounted for. The resulting equation of motion




























where the spin dephasing time T2 as well as the spin relaxation time
T1 are introduced phenomenologically. The quantity mx,0 describes the
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equilibrium spin polarization along the external ﬁeld. Relaxation to
the equilibrium value mx,0 is accompanied by energy dissipation while
the spin polarization transverse to the magnetic ﬁeld usually dephases
with the energy of the spin system being conserved. This work focuses
mainly on spin dephasing, however, the physical diﬀerence between spin
dephasing and relaxation blurs at the relatively low magnetic ﬁelds
used in most spin noise spectroscopy experiments, resulting in T1 '
T2. Spin dephasing can either be of homogeneous or of inhomogeneous
nature. Inhomogeneous spin dephasing is for instance observed when an
electronic ensemble is probed in which all electrons experience diﬀerent
magnetic ﬁelds or have diﬀerent eﬀective g-factors. Inhomogeneous
contrary to homogeneousspin dephasing is reversible which means
that the spin orientation can be recovered in spin echo experiments;
the corresponding inhomogeneous spin dephasing time is denoted by T ∗2
[5]. Strictly speaking, inhomogeneous spin dephasing is not described
by Equation (2.19) as the corresponding decay of the spin polarization
is non-exponential.
In order to discuss the diﬀerent mechanisms of spin dephasing, the
random walk formalism of Pines and Slichter is adopted [70], which
lucidly displays the main features of the particular mechanisms. Pines
and Slichter consider a spin in interaction with its environment. This
interaction results in an average change of the spin direction by an
angle of δφ in the time span τc where τc is the correlation time of the
given interaction. The change of the angle varies its sign with this time
constant due to scattering events. The mean square of the rotational
phase change of the spin after time t is given by〈
∆φ2
〉 ∼ (δφ)2t/τc. (2.20)





unity, a deﬁnition that is closely related to the one in Equation (2.19).
In the following, three cases have to be considered: In the ﬁrst case
(i), the change of the rotational frequency occurs during the scattering
event itself. The spin dephasing time becomes [71]
1/T2 ∼ (δφ)2/τc. (2.21)
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In the second case (ii), the interaction occurs during the whole time
span of τc resulting in a change of the precession frequency ω by δω ∼
δφ/τc. Consequently, the spin dephasing time reads
1/T2 ∼ (δω)2τc. (2.22)
Thereby, the spin dephasing becomes less eﬃcient at shorter correlation
times τc. This concept of motional narrowing was ﬁrst put forward by
Bloembergen et al. to account for the narrow linewidths found in the
nuclear magnetic resonance spectra of liquids [72]. If an additional
external ﬁeld is applied so that ωLτc > 1, δφ never exceeds δω/ωL [11].
In this case, Equation (2.20) yields
T2(B) = T2(0) (ωLτc)
2
for ωLτc > 1. (2.23)
Since T2(B)→ T2(0) forB → 0, the following expression is extrapolated









In the third case (iii), the correlation time is large compared to 1/δω,
i.e., the spin polarization has decayed before the ﬁrst scattering event
occurs and τc has to be replaced by T2 in Equation (2.22), resulting in
1/T ∗2 ∼ δω. (2.25)
In general, spin dephasing mechanisms can be assigned to one of the
three above cases. The underlying interaction is in most cases either
based on spin-orbit interaction (Elliott-Yafet mechanism, Dyakonov-
Perel mechanism, and spin dephasing by random Rashba ﬁelds, by
anisotropic exchange interaction, as well as by g-factor inhomogenei-
ties) or on the hyperﬁne interaction. Since localized electronic states
have a total quasi momentum of k = 0, spin dephasing via spin-orbit
interaction is usually ineﬀective for these electronic states. However in
impurity bands, where the electronic spin can diﬀuse from one donor
to the other via exchange interaction or electron hops, spin-orbit inter-
action is again eﬀective (see paragraph Spin dephasing by anisotropic
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exchange interaction). Spin-orbit interaction also results in the en-
ergy dependence of the eﬀective g-factor [see Equation (2.14)] which
can yield an inhomogeneous distribution of g∗ and subsequent spin de-
phasing in a transverse magnetic ﬁeld. The spin dephasing of strongly
localized carriers at low magnetic ﬁelds is dominated by hyperﬁne in-
teraction and is included in this section for the sake of completeness.
The Bir-Aronov-Pikus mechanism is only eﬀective when holes as well
as electrons are present in the sample and does not contribute to spin
dephasing at thermal equilibrium. The following discussion also shows
that excitation of the sample away from thermal equilibrium can sig-
niﬁcantly alter the observed spin dynamics in doped GaAs. Optical
excitation heats the electron ensemble and also yields photogeneration
of free electrons and holes. The presence of holes increases the spin
dephasing due to the Bir-Aronov-Pikus mechansim while the presence
of free electrons yields enhanced exchange averaging of the investigated
spin ensemble which strongly inﬂuences the spin dephasing of localized
carriers.
Elliott-Yafet mechanism. The Elliott-Yafet mechanism is based on
the fact that electronic Bloch states are because of spin-orbit coupling
not pure spin-up or spin-down states but superpositions of both [73,
74], e.g., ΨCB,k↑ = [aCB,k(r)| ↑〉+ bCB,k(r)| ↓〉] eik·r. This admixture
of the other spin species is small (|b|  1). Nevertheless, scattering
into another k-state comes along with a ﬁnite possibility of a spin-ﬂip.
Correspondingly, the Elliott-Yafet mechanism is of the form given by
Equation (2.21) [5]:
1/TEY2 ∼ 〈b2〉/τ∗p , (2.26)
where τ∗p is the momentum scattering time. Qualitatively, it does not
matter which process gives the main channel for momentum relaxation.
Either scattering due to impurity atoms [73], phonons [74], or electron-
electron interaction [75] lead to spin relaxation via the Elliott-Yafet
mechanism.6 Obviously, all of these underlying scattering mechanisms
obey an energy or temperature dependence and, consequently, optical
6The quantity τ∗p denotes the momentum scattering time including electron-
electron scattering, which keeps the total momentum of the electron system
constant, contrary to τp that can be deduced from mobility measurements.
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excitation will alter the eﬃciency of spin dephasing. Nevertheless, not
only the correlation time is energy dependent, but also the size of the
spin-down admixture b varies with the electronic energy. For III-V
semiconductors, like GaAs, Equation (2.26) becomes [71, 76]
1/TEY2 (E) ∝ E2/τ∗p (E). (2.27)
Recently, Jiang and Wu theoretically studied the relative strength of
the Elliott-Yafet mechanism to other mechanisms concluding that the
Elliott-Yafet mechanism is unimportant in most III-V semiconductors
at low magnetic ﬁelds [77].
Dyakonov-Perel mechanism. As already discussed in Section 2.2.1,
spin-orbit coupling in non-centrosymmetric semiconductor structures
becomes manifest in spin-split energy bands. The lack of inversion
symmetry can either result from bulk inversion asymmetry as in GaAs
[Dresselhaus spin splitting, see Equation (2.5)], from structure inver-
sion asymmetry as in asymmetrically doped quantum wells (Rashba
spin-splitting) [78, 79], or from interface inversion asymmetry (see, e.g.,
Reference 80). However, at GaAs/AlGaAs interfaces, the interface
asymmetry plays no crucial role [81, Chapter 2]. The spin splitting
can be described by an eﬀective, wavevector dependent magnetic ﬁeld
[see Equations (2.12) and (2.4)]. Hence, spins of electrons in diﬀer-
ent k-states precess around diﬀerent eﬀective magnetic ﬁeld vectors
and, subsequently, a spin polarization dephases due to the so-called
Dyakonov-Perel mechanism [52]. The correlation time of this interac-
tion is again given by the momentum scattering rate including scatter-
ing due to impurities, phonons, and electron-electron interaction. The
relevance of electron-electron scattering to the Dyakonov-Perel mecha-
nism was pointed out by Wu and Ning [82, 83] as well as by Glazov and
Ivchenko [84, 85].
For τ∗p  1/ω, which is most often the case, the Dyakonov-Perel
mechanism is of the type given by Equation (2.22):7
1/TDP I2 ∼ 〈Ω2〉τ∗p . (2.28)
7The corresponding spin-orbit ﬁeld has to be averaged over momentum space (see
Reference 11).
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The Dresselhaus spin-splitting for bulk GaAs is cubic in k [51] [see
Equation (2.5)]. Thus, as for the Elliot-Yafet mechanism, not only
the momentum relaxation time but also the strength of the spin-orbit
coupling becomes energy dependent and varies by moving away from
thermal equilibrium:
1/TDP I2 (E) ∝ E3τ∗p (E). (2.29)
Since the Dyakonov-Perel mechanism is eﬀective for free electrons, the











∗ ≈ 70 in bulk GaAs, the following magnetic ﬁeld
dependence of the Dyakonov-Perel spin dephasing rate is expected: (a)
no signiﬁcant change up to ﬁelds that correspond to ωcτc ≈ 1, (b)
decrease and subsequent saturation of the dephasing rate until ωcτc 
1, (c) a further decrease according to Equation (2.23) at ωLτc > 1.
Note that this discussion is independent of the direction of the applied
magnetic ﬁeld.
The Dresselhaus spin splitting is modiﬁed in quantum wells where
the quasi momentum in the growth direction kz is determined by mo-







where l is the width of the quantum well. For further calculation,
the coordinate system of the crystal has to be transformed onto the
coordinate system of the quantum well with the z-axis along the growth
direction. An interesting case results for (110)-oriented quantum wells,
which are also investigated in this work. The Dresselhaus ﬁeld is given
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[0, 0, kx] , (2.32)
where the x-axis is chosen along [110]. Hence, spins aligned along the
growth direction in (110)-grown quantum wells do not dephase due to
bulk inversion asymmetry.
Also a possible structure inversion asymmetry has to be considered




[ky,−kx, 0] , (2.33)
where αR = ξeEz is the Rashba coeﬃcient. Here, ξ is a material and
structure dependent parameter of the unit length squared and Ez de-
notes the electrical ﬁeld along the quantum well that results, e.g., from
asymmetric doping.
In systems with very low momentum scattering rates as in high mobil-
ity quantum wells at ultralow temperatures [87, 88], the Dyakonov-Perel
process is described by Equation (2.25):
1/TDP II2
∗ ∼ 〈Ω〉. (2.34)
Spin dephasing by random Rashba ﬁelds. As expounded in the pre-
vious paragraph, the Dyakonov-Perel mechanism is only present in sys-
tem lacking inversion symmetry. Accordingly, modulation-doped quan-
tum well structures with symmetrically grown doping sheets exhibit no
structural inversion asymmetry and, therefore, no Rashba ﬁelds should
be present. The structural inversion symmetry, however, only exists on
a mesoscopic scale. On a microscopic scale, there are inevitable, spatial
ﬂuctuations of the impurity density in the doping sheets. Hence, the dis-
order in the doping layers results in random electrical ﬁelds that in turn
yield Rashba ﬁelds. These random Rashba ﬁelds induce spin dephas-
ing of a two-dimensional electron gas in a modulation-doped quantum
well. This mechanism was ﬁrst suggested and studied by Sherman [89].
Assuming thin doping sheets and a totally uncorrelated spatial distribu-
tion of impurity atoms in the doping sheet, the disorder domains have
an estimated size of piR2d with Rd being the distance between the mid-
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dle of the quantum well and the remote doping layer [90]. The variance
of the electric ﬁeld along the growth axis z is calculated to be








where nD is the two-dimensional electron density in the quantum well
which coincides with the impurity density in the remote doping sheets
in a multiple well quantum well structure (neglecting the outmost dop-
ing sheets) as depicted in Figure 3.11.8 According to Equation (2.35),
the relevant dopant ﬂuctuations in one doping layer are of the order of
1/
√
piR2dnD. In GaAs/AlGaAs structures, the time of passage through
one disorder domain τd is usually shorter than the momentum scat-
tering time including electron-electron scattering τ∗p [90]. Hence, the
correlation time of the spin-orbit interaction is given by the passage
time which is a crucial diﬀerence to the usual Dyakonov-Perel spin de-
phasing. Correspondingly, the passage time in one disorder domain can





where vF is the Fermi velocity of the electron gas. Obviously, random
spin orbit coupling in a two-dimensional electron gas results in spin
dephasing of the type given by Equation (2.22). The size of the spin-
orbit ﬁeld isas in the case of spin dephasing in mesoscopic Rashba
ﬁeldsproportional to electron momentum, the electric ﬁeld size and
the material dependent constant ξ. Overall, the spin dephasing time








Spin dephasing due to g-factor inhomogeneities. At ﬁnite temper-
atures, the Fermi distribution in the conduction band is broadened by
kBT . Due to the energy dependent eﬀective g-factor [Equation (2.14)],
8Screening of the electric ﬁelds from the adjacent quantum well in a multiple quan-
tum well structure can be neglected in most practical cases [90].
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electrons at diﬀerent energies show diﬀerent eﬀective Landé factors.
The momentum state of the electrons however changes with the mo-
mentum scattering time τ∗p . Hence, a spin polarization transverse to an
external magnetic ﬁeld dephases according to Equation (2.22) [91]:
1/T IG I2 ∼ (σg∗µBB/~)2 τ∗p , (2.38)
where the standard deviation σg∗ =
√〈g∗2〉 − 〈g∗〉2 results from av-
eraging over reciprocal space. Due to fast momentum scattering, this
eﬀect is usually negligible at moderate ﬁelds (B < 10 T) [92]. The
variance of the eﬀective g-factor can however also result from spatial
inhomogeneities for localized carriers as in quantum dot ensembles. In
this case, the spin polarization dephases according to Equation (2.25):
1/T IG II2
∗ ∼ σg∗µBB/~. (2.39)
Here, σg∗ results contrary to Equation (2.38) from spatial averaging.
Bir-Aronov-Pikus mechanism. Optical spin orientation is necessarily
accompanied by the creation of electron-hole pairs in a semiconduc-
tor. Thus, away from thermal equilibrium, electrons and holes can be
present in the sample, which leads to additional spin dephasing. Bir
et al. showed that the electron spin in presence of holes dephases due
to exchange interaction between electrons and holes [93]. The strength
of this Bir-Aronov-Pikus mechanism depends on the hole density, the
electron-hole overlap, and the fact whether holes are bound or delo-
calized. The Bir-Aronov-Pikus mechanism shows distinct regimes with
diﬀerent dependencies on the hole density [11]. Qualitatively, in all
of these regimes, the eﬃciency of electron spin dephasing is increasing
with hole density. Also, the temperature dependence does not follow a
simple expression and varies for the diﬀerent regimes: Nevertheless, for
ﬁxed hole density, the electron-hole overlap increases with decreasing
temperatures and, accordingly, the Bir-Aronov-Pikus mechanism gets
more eﬃcient. While it is clear experimental evidence that the Bir-
Aronov-Pikus mechanism signiﬁcantly contributes to spin dephasing in
the absence of other spin dephasing processes [44], its relative strength
compared to other mechanisms has become subject of scientiﬁc discus-
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sion (see References 94 and 95).
Spin dephasing by hyperﬁne coupling. In GaAs all lattice nuclei have
a ﬁnite spin. The electronic spin interacts with the spins of the lattice
nuclei due to the Fermi contact interaction. This hyperﬁne coupling rep-
resents an interface between electronic and nuclear spins, as proposed by
Overhauser in 1953 for the case of metals [96]. In a semiconductor, an
electronic spin polarization creates a nuclear spin polarization on the
laboratory timescale which in turn strongly inﬂuences the electronic
spin dynamics [1, 97, 98]. Spin dephasing due to hyperﬁne interaction
in semiconductors was ﬁrst theoretically investigated by Dyakonov and
Perel [97] and later extensively discussed by Merkulov et al. [99]. De-
pending on the number of lattice nuclei carrying a nuclear spin and the
extension of the donor wavefunction, a localized electronic spin inter-
acts with a certain number of nuclear spins NL; in GaAs NL ≈ 2× 105.
Recalling the prediction of nuclear spin noise by Bloch [21], an aver-
age stochastic polarization of
√
NL nuclear spins is present at thermal
equilibrium. This hyperﬁne interaction leads to an electronic spin pre-
cession with an average frequency 〈ΩHF〉 in the nuclear magnetic ﬁeld,
the so called Overhauser ﬁeld. An expression to calculate this ﬁeld is
given in Reference 99 (see also References 100 and 101) and amounts
to around 7 mT in GaAs. The nuclear spins themselves precess in the
magnetic ﬁeld of the electron, the so-called Knight ﬁeld, which is a
factor of
√
NL smaller than the Overhauser ﬁeld. Hence, the preces-
sional frequency of the nuclear spin is signiﬁcantly smaller than for the
electrons and, in the ﬁrst step, the nuclear spin polarization can be
viewed as frozen. The correlation time τc of the hyperﬁne interaction
is determined by the strength of electronic localization, i.e, by the time
an electronic spin resides at a certain donor site. Spin diﬀusion via
exchange interaction occurs orders of magnitude faster than electronic
hopping in the low doping regime [102] so that τc ≈ ~/J [102, 103]
is given by the exchange integral between remote donor states J . In
the intermediate doping regime below the metal-to-insulator transition,
where 〈ΩHF〉τc  1, a spin polarization dephases according to Equation
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Therefore, spin dephasing based upon hyperﬁne interaction becomes
less eﬃcient with increasing doping concentrations and is completely
negligible in the metallic state. Nevertheless, also the creation of addi-
tional free carriers by optical spin orientation yields eﬃcient exchange
averaging of the hyperﬁne ﬁelds [98, 104]. In the regime of very low
doping and low temperatures, where electrons are considered as non-
interacting and strongly localized, no motional narrowing occurs, i.e.,
〈ΩHF〉τc  1 and, due to the stochastic nuclear spin polarization, a
spin ensemble is subject to inhomogeneous spin dephasing according to
Equation (2.25):
1/THF II2
∗ ∼ 〈ΩHF〉. (2.41)
However, Equations (2.40) and (2.41) only describe the decay of the
spin components perpendicular to the Overhauser ﬁeld at the particu-
lar donor sites. In the absence of an external magnetic ﬁeld, the angle
between electronic and nuclear magnetic ﬁeld is conserved during the
electronic spin precession period. Hence, one third of the spin polariza-
tion of a spin ensemble does not dephase on the timescale of the elec-
tronic but of the nuclear precession period as predicted by Merkulov et
al. [99] and experimentally demonstrated by Braun et al. [101]. Due to
the spatial variation of the electronic wavefunction, the Knight ﬁeld is
spatially inhomogeneous and diﬀerent nuclei at a given donor site have
diﬀerent precessional frequencies. Subsequently, the angle between elec-
tronic and nuclear spin is not conserved on the timescale of the nuclear
spin precession. Thus, the spin component randomly aligned with the





Spin dephasing by anisotropic exchange interaction. The exchange
interaction is mentioned as an origin of motional narrowing of the hy-
perﬁne induced spin dephasing in the last paragraph. However, in semi-
conductors without spatial inversion symmetry, the exchange interac-
tion itself is in connection with spin-orbit coupling a source of spin
dephasing for localized electronic spins. Due to spin-orbit coupling and
a crystalline structure lacking spatial inversion symmetry, the exchange
interaction between two spins is not described by a Heisenberg-type
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Hamiltonian of the form s1 · s2 but by means of a second rank ten-
sor. The antisymmetric part of this tensor gives rise to an anisotropic
exchange interaction or the so called Dzyaloshinskii-Moriya interaction
[105, 106]. Kavokin was the ﬁrst to suggest in 2001 that spin tunneling
from one donor site to another will in average encounter a ﬁnite rota-
tion of γ due to this anisotropic exchange interaction [107]. Hence, the
Dzyaloshinskii-Moriya interaction gives rise to spin dephasing of the
type of Equation (2.21):
1/TDM2 ∼ γ2/τc, (2.43)
where the time between two spin diﬀusion events τc ≈ ~/J [102, 103]
is, as in the previous paragraph, given by the isotropic part of the
exchange interaction J . Obviously, enhanced exchange averaging by
photocreation of free carriers yields strongly reduced spin dephasing
times [17]. Electron hopping contributes to spin dephasing analogously
[102, 108]. Spin dephasing due to the anisotropic exchange interaction
is expected to dominate spin dephasing at the metal-to-insulator tran-
sition and spin noise spectroscopy yields spin dephasing times around
300 ns that are in good agreement with theoretically expected values
[17]. The magnetic ﬁeld dependence of these spin dephasing mecha-
nisms is expected to be rather complex due to a variety of diﬀerent
eﬀects [102] (see also Section 4.2).
2.3. Spin noise of donor-bound electrons
In a low doped semiconductor system, where the donor electrons are lo-
calized at the impurity atoms and non-interacting with each other, spin
noise spectroscopy probes the donor-bound exciton transition (~ωD0X =
EG − ED0X). Here, EG is the fundamental absorption edge and ED0X
is the binding energy of the exciton-neutral donor complex D0X [109].
Since the donor electrons do not interact with each other, the number
of spin-up(down) electrons N↑(↓) follows a binomial distribution with
mean 〈N↑(↓)〉 = 0.5N and standard deviation σN↑(↓) = 0.5
√
N . Here,
N = N↑+N↓ = nDV is the total number of donor electrons within the
probe volume V . Thus, the standard deviation of the stochastic spin
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Neglecting the spin, the Drude-Lorentz oscillator model describes this
optical transition as a sum of N harmonic oscillators with oscillator
strength f . Within this model (see, e.g., Reference 110), the absorption
















where dispersive and dissipative contributions from far-detuned transi-
tions are subsumed by the background dielectric constant r and Γ is
the width of the optical transition. The corresponding dispersive part
of refractive index is given by [111]









(ωlaser − ωD0X)2 + Γ2/4
. (2.46)
Thus, the deviation of the real part of the refractive index from nB =√
r decreases linearly with inverse detuning and the absorbed energy
decreases with the inverse detuning squared. In other words, for oﬀ-
resonant probing the change of the refractive index is ﬁnite even at
negligible absorption (see Figure 2.3).
A stochastic spin imbalance mz yields a circular dichroism due to the
optical selection rules, i.e., diﬀerent constants of absorption α+ and α−
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Γ
Figure 2.3.: Dissipative and dispersive part of the refractive index of
an optical transition according to the Drude-Lorentz oscillator model.
for σ+ and σ− light,
∆α = α+ − α−
= ζ mzα, (2.47)
as well as a circular birefringence, i.e., diﬀerent indices of refraction n+
and n− for σ+ and σ− light,
∆n = n+ − n−
= ζ mzn˜, (2.48)
where the factor ζ = 0.5 for bulk GaAs is determined by the optical
selection rules [see Equation (2.6)]. If the probe beamwaist w0 within
the sample can be viewed as constant on the length scale of the sample
thickness l, the circular birefringence amounts to a Faraday rotation
angle of
θF = pi∆n l/λ, (2.49)
where λ is probe light wavelength in vacuum. According to Equa-
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tion (2.44), the observed integrated spin noise power reads:




Here, A = piw20 is the laser spot area and θF is assumed to be small.
Of course, Equation (2.50) is only valid if the probe volume V is large
compared to the inverse of the doping concentration nD, which is nearly
always the case.
Note that Faraday rotation is usually independent of the laser spot
area A, but in the case of spin noise spectroscopy the stochastic spin
polarization and thereby the Faraday rotation angle becomes larger for
smaller probe laser spots, resulting in the 1/A relation in the above
equation.
2.4. Spin noise of conduction band electrons
Next, a GaAs system with a doping level well above the metal-to-
insulator transition is considered. In such a sample system, the Fermi
energy lies within the conduction band. The two main diﬀerences to
very low doped samples are that (i) electrons are degenerate and Fermi-
Dirac statistics have to be applied and that (ii) the interband transition
is described by a sum of Drude-Lorentz oscillators with diﬀerent reso-
nant energies. The stochastic spin polarization in this systems varies
with the energy position in the conduction band. According to the
Pauli principle, the variance of the spin imbalance is determined by the
number of occupied and unoccupied electronic states around the Fermi
level:
σ2mz(E) ∝ f(E) [1− f(E)] . (2.51)
For a rigorous calculation, the given absorption spectrum α(E) has to
be modeled by a sum of Drude-Lorentz oscillators with diﬀerent reso-
nance energies and an energy dependent spin polarization. From a more
practical viewpointdue to the term f(E) [1− f(E)]a spin noise con-
tribution at low temperatures is only expected from electrons within a
width of kBT around the Fermi energy EF. Also, the optical absorption
sets in at energies around EF + EG. Hence, the signal strength can be
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approximated at low temperatures by calculating the optical transitions
by a single Drude-Lorentz oscillator centered around EF and assuming
noise contributions from electrons with a carrier density reduced by a
factor F [42, 112]:9
F × nD =
∫ ∞
EG
f(E) [1− f(E)]D(E)dE. (2.52)
At this stage, it is important to note that the amount of observed spin
noise power gives information about the underlying electron statistics,
i.e., the integrated spin noise power of localized non-interacting elec-
trons is temperature independent while the spin noise power of fully
delocalized electrons vanishes at zero temperature due to Pauli spin
blockade (F = 0). In other words, the amount of spin noise power
extrapolated to zero temperature is a measure of the degree of electron
localization [100].
2.5. Spectral shape of spin noise
In the previous paragraphs, it is elaborated that ﬂuctuations of the z-
component of the electron spin polarization in the sample are mapped
onto the linear light polarization. Of course, these ﬂuctuations are not
completely random but exhibit correlations in time determined by the
underlying spin dynamics. According to Equation (2.19),10 the relevant
auto-correlation function is given by [113]
〈sz(0)sz(t)〉 ∝ cosωLt e−t/T2 for t > 0. (2.53)
The Wiener-Chintchin theorem [114, 115] states that the Fourier trans-
form of this expression is equal to the power spectrum of the spin ﬂuc-
tuations that are recorded in the time domain, i.e., the spectral power
9Contrary to the previous case of fully localized electrons, the amount of probed
electrons N = FnDV is also subject to stochastic ﬂuctuations. Hence, N↑ and
N↓ are not fully correlated as in the previous case and Equation (2.44) is strictly
not valid anymore.
10Here, the spatial correlations which result from the ﬁnite residence time of delo-
calized electrons in the probe volume are not considered. They can however have
an important inﬂuence on the observed line width as discussed in Section 4.1.3.
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fL = ωL / (2π)
wFWHM = 1 / (πT2)
Figure 2.4.: Expected power spectrum of the spin ﬂuctuations. The
exponential spin dephasing yields a Lorentzian line shape. The spin
noise spectrum is centered at the Larmor frequency; the width is given
by the inverse dephasing time and the area under the curve gives the
spin noise power P as calculated in Sections 2.3 and 2.4. Here, the noise
power density is given in units of S(fL) according to Equation (2.54).
density of the total spin noise power P . The Fourier transform of such
an exponentially damped spin oscillation11 yields a Lorentzian shaped















Here, wFWHM = (piT2)−1 denotes the full width at half maximum
(FWHM) and P is the integrated spin noise power as calculated in
Equation (2.50) (see Figure 2.4). Correspondingly, spin noise noise
spectroscopy yields experimental access to the eﬀective Landé g-factor
and the spin dephasing time. In addition, the spin noise power is also
a measure for the statistics of the electrons [see Equation (2.52)].
11Note that inhomogeneous spin dephasing does not yield an exponential spin decay





The fundamentals of semiconductor spin noise spectroscopy are dis-
cussed in full detail in the previous chapter. This chapter focuses on
the experimental realization of this measurement concept. The basic
setup is introduced in Section 3.1. Section 3.2 discusses the relative
strength of the spin noise signal to the laser shot noise background and
the resulting experimental implications. The limitations of spin noise
spectroscopy by the ﬁnite experimental bandwidth and possible routes
for an extension to higher frequencies are examined in Section 3.2. For
this purpose, electrical frequency mixing is applied for down-conversion
of the spin noise signal (Section 3.3.1), the sensitivity of spin noise
spectroscopy employing ultrafast, low-bit digitizers is inspected (Sec-
tion 3.3.2), and the new experimental technique of ultrafast spin noise
spectroscopy is introduced (Section 3.3.3). The speciﬁcs of the samples



















Figure 3.1.: Basic experimental setup for semiconductor spin noise
spectroscopy.
3.1. Fundamental setup
In spin noise spectroscopy, the stochastic spin polarization in the in-
vestigated sample is measured. For this purpose, the spin ﬂuctuations
are mapped onto the direction of the linear light polarization of an oﬀ-
resonant probe laser via the Faraday eﬀect. The basic setup is depicted
in Figure 3.1. In this setup, the laser system emits linearly polarized
continuous-wave laser light. The sample is mounted in a cryostat, in
which the sample temperature can be varied. Additionally, a magnetic
ﬁeld usually transverse to the wavevector of the probe lightthe so
called Voigt geometrycan be applied to modulate the spin dynamics
via the Larmor frequency. The linearly polarized laser light, which has
a wavelength within the transparency region of the sample, is trans-
mitted through the sample and experiences a Faraday rotation. This
Faraday rotation is measured by means of a balanced detection scheme,
which consists of a balanced photoreceiver and a polarizing beam split-
ter that decomposes the probe light into the two orthogonal linear light
components. The diﬀerence signal between the two photodiodes of the
balanced receiver is for small rotation angles proportional to the Fara-
day rotation. The voltage output of the photoreceiver is spectrally ana-













Figure 3.2.: Laser diode with external cavity in Littman geometry.
Laser system. The laser system that is used for all measurements in
this work by means of conventional spin noise spectroscopy consists of
a laser diode in an external cavity. External cavities are used to tune
the laser wavelength to a narrow line within the gain spectrum of the
laser diode [116]. In this work, the laser is operated in Littman conﬁg-
uration [117] (see Figure 3.2): The collimated output of the laser diode
is directed on a diﬀraction grating and the ﬁrst order diﬀracted beam
is reﬂected by a mirror back onto the grating and the laser diode. The
utilized laser diode1 has an antireﬂection coated front facet and, hence,
a laser resonator is formed between the back facet of the laser diode
and the mirror. Since the grating is a dispersive element inside the
cavity, tilting the cavity mirror tunes the resonantly ampliﬁed longitu-
dinal mode. The system allows tuning from around 800 to 860 nm and
the laser light is coupled out of the cavity as the zero order diﬀraction
beam of the grating. The ellipsoidal beam proﬁle of the outcoupled
beam, which is typical for edge emitting quantum well laser diodes, is
corrected by means of an anamorphic prism pair. Subsequently, the
laser output is sent through an optical isolator to avoid back reﬂections
into the cavity and focused onto a micron-sized pinhole to ensure a
good spatial mode. For the measurements of Section 4.3, the spatial
ﬁltering is achieved by coupling the light into a single mode optical
ﬁber. Typical probe laser powers in this work amount to 2 to 4 mW at




laser wavelength in the transparency region of the sample; however, a
signiﬁcant portion of probe laser power is lost due to reﬂection at the
surfaces of the various optical elements and the sample although most
surfaces are antireﬂection coated. Hence, the output power of the laser
is usually 30 to 50% higher than the laser power at the photodetector.
Cryostat. In this work, three diﬀerent helium based cryogenic systems
are used. (i) For the measurements of the multiple quantum well struc-
ture (Section 4.1), an optical access to the sample with a high aperture
is needed to ensure good focusing. This is achieved by the Cryovac
Konti-Kryostat-Mikro, which cools the sample via a cold-ﬁnger. The
temperature can be adjusted from around 3.5 K up to room tempera-
ture. For focusing on the sample, a microscope objective is used (Nikon
Plan Fluor ELWD 20x/0.45 ) with a numerical aperture of 0.45. A knife
edge test delivers the beam parameters: A beamwaist at the focus point
of w0 ≈ 3.5µm with a corresponding Rayleigh range of zR ≈ 3µm is
achieved.2 For collimation of the transmitted probe light, a lens is
mounted behind the sample within the refrigerator. Magnetic ﬁelds of
up to 14 mT can be applied by a pair of coils with iron cores that are
placed outside the cryostat. The magnetic ﬁeld is carefully calibrated
by a Hall probe. (ii) For the measurements in magnetic ﬁelds up to
3 T (Section 4.2), an Oxford Instruments Spectromag with a supercon-
ducting split coil magnet is used, which allows ﬁelds of up to 8 T. The
sample is cooled in helium exchange gas and the sample temperature
can be adjusted from helium temperatures up to room temperature.
The probe laser is focused on the sample by achromatic lenses with a
focus length of 250 mm. The magnetic ﬁeld deviates strongly from the
power supply readout and is carefully recalibrated by means of a Hall
probe. The magnet is always degaussed when going to lower magnetic
ﬁelds. (iii) The measurements in an oblique magnetic ﬁeld with respect
to the probe light wavevector (Section 4.3) are carried out in an optical
helium-3/helium-4 dilution refrigerator (Oxford DL-400 ). This is a dry
2The measured beam parameters show a strong deviation from the relation for
a purely Gaussian beam: zR = piw
2
0/λ0M
2. For a Gaussian beam M = 1 is
expected, the measured beam parameters yield M ≈ 4. This deviation moti-
vates the replacement of the spatial ﬁlter by a single mode optical ﬁber for later
measurements (see previous paragraph) which yields M = 1.01 [118].
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system which means that the helium-3/helium-4 mixture is cooled by
a closed helium-4 cyle and a pulse tube cooler. The thermal contact to
the sample holder is achieved by copper wires which are connected to
the mixing chamber. The sample temperature can be varied from below
100 mK up to 10 K. The actual investigation is however carried out at a
moderate temperature of 2 K. Another feature of this system is a vector
magnet which is essential for the experiment and allows application of
magnetic ﬁelds in arbitrary directions. The vector magnet consists of
three superconducting split coils with axes orthogonal to each other.
A ﬁeld of 2 T can be applied along the axis of light propagation and
200 mT in the two other orthogonal directions. Again the sample light
is focused on the sample by an achromatic lens with a focus length of
250 mm.
Photoreceiver. The balanced receivers utilized for this work are the
New Focus 1607-AC-FS with a 3 dB-bandwidth of 650 MHz (Sections
4.1 and 4.3) and the New Focus 1807-FS with a bandwidth of 80 MHz
(Section 4.2). The silicon photodiodes of both devices have a respon-
sivity of 0.5 A/W for the utilized wavelength region which corresponds
to a quantum eﬃciency of around ~ωlaser/e × 0.5 A/W ≈ 75%. The
decisive quantity to calculate the Faraday rotation angle from the volt-
age output of the detector is the conversion gain which amounts to
ρ = 20000 V/W (New Focus 1807-FS ) and 700 V/W (New Focus 1607-
AC-FS ), respectively. The higher conversion gain comes along with
lower relative electrical noise which is speciﬁed by the minimal noise-
equivalent power of 3.3 pW/
√
Hz compared to 40 pW/
√
Hz. This ﬁgure
of merit is relevant for the signal-to-noise ratio at very low probe powers
(see Section 3.2). Both receivers have a common mode rejection ratio of
25 dB, i.e., classical laser noise is suppressed by a factor of around 300.
The voltage output of the photoreceiver isif necessaryampliﬁed by
a low noise voltage ampliﬁer to adjust the voltage amplitude to the
optimal input load of the spectrum analyzer (see next paragraph and
Section 3.3.2).
Spectrum analyzer. In the ﬁrst realization of semiconductor spin noise
spectroscopy [41], a sweeping spectrum analyzer was utilized for trans-
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forming the acquired time signal into the frequency domain. However,
a spectrum analyzer with a sweeping local oscillator measures the noise
only at the reference frequency and thereby disregards the majority of
the available data stream. Sweeping over 100 MHz bandwidth with a
resolution of 0.1 MHz simply means that around 99.9% of the acquired
signal remain unused at a time. This problem is avoided by digitiz-
ing the data stream and subsequent realtime spectrum analysis via fast
Fourier transformation (FFT) that is used in this work. The FFT al-
gorithm allows simultaneous detection of spin noise at all frequencies
within the detection bandwidth and, hence, with no void time as long
as all digitized data can be further processed. In other words, 100% of
the signal acquired in the time domain enter into the data processing
and averaging. FFT spectrum analysis yields an astonishing increase
of the experimental sensitivity [17]. The actual realtime FFT analysis
is perfectly suitable for parallel computing and, therefore, scalable to
high data throughput; details about the implementation of the soft-
ware based realtime FFT that was set up by Römer can be found in
Reference 118.
The data transmission of the digitizer measured in bits/s is given by
[119]
I = fS ×R, (3.1)
where fS denotes the sampling rate and R the sample size or bit depth.
In this work, the Alazartech 9462 PCI Express analog-to-digital con-
verter (fS = 180 MS/s, R = 16 bit) is used. According to the Nyquist-
Shannon theorem [120, 121], the spin noise spectroscopy setup in Fig-
ure 3.1 can only detect spin noise at frequencies smaller than the de-
tection bandwidth which is given by half of the sampling rate:
B = fS/2. (3.2)
It is important to cut oﬀ all shot noise at frequencies larger than B
by means of low pass frequency ﬁlters. Otherwise, undersampling of
these frequency components would result in an increased background
noise level within the detection bandwidth. The bit depth determines
the quantization error of a digitized signal, i.e., the diﬀerence between
analog input and digital output. In the case of uniform quantization
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and avoidance of overload at the digitizer, the variance of the quantiza-
tion error is proportional to 2−2R according to Bennett's approximation
[122].3 Thus, the variance of the quantization error scales exponentially
with the utilized number of bits per sample. Interestingly, the signal-
to-noise ratio in spin noise spectroscopy is not limited by this quantity.
A detailed understanding of the interplay of averaging and quantiza-
tion errors is necessary to achieve the maximal sensitivity for spin noise
spectroscopy (see Section 3.3.2).
3.2. Background noise and experimental
implications
Besides the spin noise signal, also spurious noise sources contribute
to the detected polarization ﬂuctuations. In Section 3.2.1, these noise
contributions are reviewed and the laser shot noise is identiﬁed as the
main source. Furthermore, the relative signal strength is calculated
for diﬀerent sample systems. Section 3.2.2 focuses on the experimental
methods to subtract the background noise from the signal, which are
necessitated by the frequency-dependent ampliﬁcation of the in theory
white background noise level.
3.2.1. Background noise and relative signal strength
Classical laser noise. Classical laser noise due to intensity ﬂuctua-
tions mainly manifests itself as 1/f -noise [124]. The balanced detection
scheme in Figure 3.1 is employed to reject classical noise of the laser
system and 1/f -noise is usually negligible in the experiment down to
frequencies of around 500 kHz.
Laser shot noise. In addition to the suppressible classical noise, quan-
tum mechanical shot noise, which is a consequence of the photon nature
of light, contributes to the measured polarization noise. Optical shot
noise iscontrary to spin noise (see Section 2.5)uncorrelated, i.e.,
3For a discussion of the validity of this approximation, see, e.g., Reference 123.
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the idealized autocorrelation function of the electrical current that is
generated in the detector reads
〈i(t)i(t′)〉 ∝ δ(t− t′). (3.3)
According to the Wiener-Chintchin theorem, the measured shot noise
level can be calculated by the Fourier transform of this expression. A







Accordingly, a constant background noise level would be expected.
However, due to the ﬁnite bandwidth of the detection system, every
photogenerated electron corresponds to a current pulse in the detector
of ﬁnite duration contrary to the modeling in Equation (3.3). Rectan-
gular current pulses of a length of τ would correspondingly result in a







Figure 3.3 (a) depicts the noise power density at 1 MHz as a func-
tion of the probe laser power at the detector which is measured in the
experimental setup of Figure 3.1 without a sample. The utilized photo-
detector is the New Focus 1807-FS, the laser wavelength is tuned to
833.5 nm. The absolute values are in excellent agreement with Equa-
tion (3.4) and the speciﬁed conversion gain. The dashed line indicates
the residual amount of detected noise at vanishing probe power which is
clearly negligible at 1 MHz. Hence, the measurement sensitivity in this
frequency region, where classical laser noise as well as further electrical
noise are negligible, is very close to the standard quantum limit, i.e.,
at its theoretical maximum. The conversion gain however decreases at
higher frequencies: Figure 3.3 (b) depicts the background noise power
density at 50 MHz. The linear ﬁt corresponds to a conversion gain of
ρ = 15000 V/W while also the amount of dark noise has slightly in-
creased. Still, also at higher frequencies optical shot noise is the major
source of background noise and further noise sources can be largely
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Figure 3.3.: (a) Background noise level as a function of laser power at
1 MHz. The dashed line gives the dark noise of the photodetector. The
linear increase results from optical shot noise power and the solid line
is calculated according to Equation (3.4). (b) Same as in (a), however
at 50 MHz; the solid line is a linear ﬁt that corresponds to 75% of the
conversion gain in (a).
neglected at moderately high probe laser powers.
Other noise sources. The electronic components, like detector and
the ampliﬁer, introduce additional electrical noise. The dark noise
that is detected for vanishing probe power amounts to 0.036µV2/Hz at
1 MHz is in good agreement with the speciﬁed noise equivalent power
(see Section 3.1) which corresponds to a dark noise power density of
0.016µV2/Hz. The dark noise power density is by a factor of 5 higher
at 50 MHz, but still all other spurious noise contributions can be ne-
glected in this work where moderately high laser powers of several mW
are used. In Section 3.3.2, also the noise resulting from the quantization
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by the digitizer is considered which however is also negligible for the
digitizer utilized in this work at proper input load.
Relative signal strength. The peak spin noise power density at the de-
tector is according to Equation (2.54) given by S (ωL/2pi)×(ρPlaser)2 =
2PT2 × (ρPlaser)2 where the Faraday rotation is converted into units of
the detector output by multiplication with the detector gain ρ and the
probe laser power Plaser. Note that the spin noise power is contrary to
the shot noise power quadratic in laser power and a higher laser power
accordingly increases the signal strength η which is quantiﬁed by the
ratio between peak spin noise power density and shot noise power level:
η = P T2 Plaser/~ωlaser. (3.6)
Table 3.1 gives a survey on recent semiconductor spin noise experi-
ments regarding the orders of magnitude of the integrated spin noise
power P , the spin dephasing time T2, the peak spin noise power density
S (ωL/2pi), the probe laser power at the detector Plaser, and the signal
strength η and also shows estimated values for prospective spin noise
measurements in a single quantum dot and in bulk GaAs at room tem-
perature. The last column of Table 3.1 reveals that the photon shot
noise level is large compared to the amount of spin noise, especially for
systems with high spin dephasing rates. This circumstance necessitates
the eﬃcient data averaging via real-time FFT spectrum analysis that
is introduced in Section 3.2.1. Due to the fast data acquisition, typical
integration times in this work of 10 to 20 minutes yield a signal-to-noise
ratiodeﬁned as ratio of the height of the spin noise power peak to the
variance of the shot noise levelof 20 to 30 dB.
3.2.2. Subtraction of background noise
Laser shot noise is white noise and adds in theory as a constant noise
ﬂoor to the spin noise as expounded in Section 3.2.1. However, due
to the ﬁnite detector bandwidth, the shot noise power density is fre-
quency dependent [see Equation (3.5)] and, furthermore, the frequency
response of the detector and an optional pre-ampliﬁer can generally
not be viewed as constant within the relevant frequency intervals. Sub-
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traction of the background noise ﬂoor and subsequent correction for
the frequency dependent ampliﬁcation are therefore necessary to avoid
distortion of the spin noise spectra. To this end, a reference noise spec-
trum that does not contain spin noise has to be acquired. This can be
achieved by shifting the spin noise peak in frequency by variation of
the applied magnetic ﬁeld as carried out for measurements presented in
Sections 4.2 and 4.3. The negative spin noise peak in some spectra that
are shown in this work results from this procedure (see, e.g., Figures 3.5
and 3.10).
Due to the anisotropic spin dynamics in the (110)-oriented quantum
well, the spin noise peak is centered at zero frequency in the avail-
able ﬁeld range (Section 4.1.2). Accordingly, an alternative approach
to subtract the background noise is pursued. To this end, a reference
noise spectrum is acquired by switching the optical bridge setup from
detection of circular birefringence, i.e., Faraday rotation, to linear bire-
fringence and thereby suppressing the spin noise signal contained in
the probe light, while keeping the photon shot noise background: The
polarization state of the probe laser light is changed by means of a vari-
able retarder from linearly polarized light to circularly polarized light
before it is transmitted through the sample. The circularly polarized
light does not acquire a Faraday rotation and is split in equal parts
into the two orthogonal linear polarization states via the polarizing
beam splitter cube in front of the detector. The variable retardation is
implemented in this work by a motorized Soleil-Babinet compensator.
Alternatively, a liquid crystal retarder could be utilized, which may ap-
pear more convenient because of the higher switching speed between
the two polarization states. Switching the liquid crystal retarder, how-
ever, also would introduce a slight change of the light transmission due
to a change in the absolute refractive index of the waveplate that would
have to be accounted for in the experiment. Switching the polarization
state of the probe light in front of the sample can bear some disad-
vantages if the sample exhibits linear dichroism, e.g., due to strain. In
this work, also the collimation lens that is inserted in the cryostat may
introduce linear dichroism.4 Hence, best results are achieved for the
4A method to cancel out the spin noise signal by retardation of the probe light
behind the sample is described in Reference 17.
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spin noise measurements in the (110)-oriented quantum well structure
(Section 4.1) by utilizing a double diﬀerence scheme where both the
light polarization and the magnetic ﬁeld are changed.
3.3. Extension of the experimental
bandwidth
The spin noise spectroscopy setup introduced in Section 3.1 can only
detect spin dynamics at frequencies that fall into the experimental de-
tection bandwidth which is limited by the speed of the balanced pho-
toreceiver as well as by the sampling rate of the digitizer. Accordingly,
spin noise spectroscopy before this work has been limited to frequencies
below 1 GHz [125]. This technical limitation poses a drawback of spin
noise spectroscopy compared to conventional experimental techniques
to investigate spin dynamics which allow a time resolution that corre-
sponds to a bandwidth of the order of 1 THz. Application of spin noise
spectroscopy to various semiconductor systems like, e.g., n-doped bulk
GaAs at room temperature (see Table 3.1) demands an extension of the
bandwidth. Here, the technical limitations resulting from the perfor-
mance of the photodetector and the spectrum analyzer are investigated
in detail and possible implementations to resolve fast spin dynamics
via spin noise spectroscopy are reviewed. In Section 3.3.1, electrical
frequency mixing is applied for down-sampling the spin noise signal
into the bandwidth of the spectrum analyzer, which can be utilized if
the bandwidth of the balanced receiver exceeds the bandwidth of the
spectrum analyzer. It is however shown in Section 3.3.2 by means of
simulated spin noise experiments that also ultrafast low-bit digitizers
allow spin noise spectroscopy without any signiﬁcant loss of sensitiv-
ity and, hence, the speed of the balanced photoreceiver poses the more
fundamental bottleneck to spin noise spectroscopy. On this footing, a
spin noise setup is suggested where the classical laser noise is no longer
suppressed by balanced detection but by means of interferometry. Fi-
nally, in Section 3.3.3, a new experimental method is presented that
overcomes the limitation of spin noise spectroscopy to low frequencies









Figure 3.4.: Block diagram for electrical frequency mixing of the spin
noise signal.
3.3.1. Electrical down-conversion of the noise signal
Electrical frequency mixing is an important concept in radio frequency
electronics and is applied for up- or down-conversion of electric sig-
nals. For example, in parabolic antennas for satellite reception usually
frequency mixing is deployed to convert the satellite signal that is mod-
ulated at frequencies around 11 GHz down to frequencies that allow
transmission via standard coaxial cables.
Frequency mixing is described as multiplication of the input signal
with the reference signal of a local oscillator which is given by a sine
waveform ∝ sinωLOt. If the input signal is as well a sinusoidal wave-
form, the frequency mixing results in
sin(ωLOt)×sin(ωinputt) = 1
2
[cos (ωinput − ωLO) t− cos (ωinput + ωLO) t] ,
(3.7)
i.e., the output of the mixer consists of the signal down(up)-converted
to the diﬀerence (sum) of the two frequencies. In the experimental
setup depicted in Figure 3.4, electrical frequency mixing is employed
for spin noise spectroscopy to down-convert the electrical signal from
the balanced receiver. This scheme may be useful if the available FFT
spectrum analyzer does not fully exploit the bandwidth of the balanced
receiver. To this end, the ampliﬁed electrical signal from the balanced
photoreceiver is sent through a band pass ﬁlter, which ﬁlters the fre-
quency region around the electron Larmor frequency, and gets mixed
with the output of a signal generator. The output of the frequency
mixer is sent through a low pass ﬁlter to avoid undersampling and is
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B = 88 mT
B = 93 mT B = 7 mT
Figure 3.5.: (a) Spin noise spectrum acquired by electrical frequency
mixing (see Figure 3.4); the balanced receiver has a 3 dB-bandwidth
of 650 MHz while the bandwidth of the digitizer amounts to 80 MHz
(b) Reference spectrum acquired with the conventional setup at lower
magnetic ﬁelds; the integration time is nine times shorter than in (a).
digitized and seamlessly Fourier transformed.
Figure 3.5 (a) depicts a spin noise spectrum which is acquired by this
technique. The utilized balanced receiver is the New Focus 1607-AC-
FS with a bandwidth of 650 MHz; the voltage output is ampliﬁed by
70 dB. The local oscillator is set to ωLO = 490 MHz, which is added
to the x-axis in Figure 3.5 (a), at an output power of 23 dBm. The
utilized sample is an n-doped bulk GaAs sample (sample A, see Sec-
tion 3.4.1). The two spin noise peaks correspond to 88 and 93 mT. For
comparison, a reference spectrum [Figure 3.5 (b)] at low magnetic ﬁelds
is acquired by the conventional setup of Figure 3.1. The total integra-
tion time for this reference spectrum is about 9 times shorter which
roughly corresponds to the speciﬁed conversion loss of the frequency
mixer (Mini-Circuits ZFY-11 ) of around 7.4 dB.
Accordingly, this experimental extension of the conventional setup
has a reduced sensitivity due to inevitable conversion losses of the non-
linear frequency mixing process that introduces additional noise. Fur-
thermore, spin noise at Larmor frequencies larger than the bandwidth
of the photodetector is still not detectable via this experimental modi-
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ﬁcation. It is shown in the next section that fast low-bit digitizers can
be utilized for spin noise spectroscopy without a signiﬁcant decrease of
the experimental sensitivity and, hence, the practical relevance of elec-
trical frequency mixing in spin noise measurements seems to be low.
Application might be useful in the case of very narrow spin noise peaks
at high frequencies in order to avoid a high number of FFT points and
achieve fast data processing if the suﬃcient computational power is not
at hand.
3.3.2. Limitations of FFT spectrum analysis
In this Section, it is investigated to which extent the FFT spectrum
analysis limits the experimental bandwidth of spin noise spectroscopy.
FFT spectrum analyzers usually have a lower bandwidth than spec-
trum analyzers with a sweeping reference oscillator but allow much
more eﬃcient averaging that is demanded for spin noise spectroscopy
in semiconductors (see Section 3.1 and Reference 17). In this work, a
digitizer with a high resolution of R = 16 bit and a moderate sampling
rate of fS = 180 MS/s is used. Crooker et al. recently employed a
GHz digitizer5 (fS = 2 GS/s) to measure spin dephasing rates of a few
100 MHz [125], however, at the expense of a lower eﬀective bit depth
around R = 6 bit. Ultrafast digitizers with a corresponding sampling
rate of up to 26 GHz are commercially available but show an eﬀective
bit depth as low as R = 4 bit at the maximum frequency.6
Figure 3.6 (a) depicts the input-output characteristics of a symmetric
midrise digitizer that is usually utilized for analog-to-digital conversion
of an AC signal x. The digital output y has a quantization error q =
x − y which results from overload (for |x| > |xmax|, throughout this
section xmax is set to 0.5 V.) and from the granularity. As long as q
can be viewed as distributed independently of x, the granularity results






6E.g., Guzik WDM 5000.
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(a) (b)
(c)
Figure 3.6.: (a) Input-output characteristics of a symmetric midrise
digitizer (R = 3 bit). (b) Signal-to-noise ratio (SNR) of an exemplary
simulated spin noise measurement with N averages. (c) SNR/N for
diﬀerent random number sets; all other data in this section is acquired
by means of the same set of random numbers.
In the following, spin noise measurements are simulated in which the
bit depth of the digitizer, the ratio between spin noise power and optical
shot noise level,7 and the voltage load at the digitizer input is system-
atically varied in order to study the inﬂuence of the analog-to-digital
conversion to the experimental sensitivity of spin noise spectroscopy.
The input consists of N × 1024 samples. The spin noise is represented
by sine waveforms with amplitude α [V] and a frequency fL = fS/8 that
are added to white Gaussian background noise with zero mean and the
standard deviation σSN =
√
B × SSN [V] [see Equation (3.4)].8 The
digital data is produced by simulating an R-bit digitizer corresponding
to Figure 3.6 (a) and blocks of 1024 points are Fourier transformed
7According to Section 3.2.1, other sources of detector noise can be largely neglected.
8It is carefully assured that the output of the used pseudo random number gen-
erator shows no correlations that reduce the eﬃciency of the averaging process.
The periodicity of the employed algorithm exceeds 1057 samples.
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via the FFT algorithm. The resulting power spectra are averaged and




is obtained. The spin noise
signal strength is measured by the signal-to-noise ratio (SNR) which
is extracted from the simulations as SNR = [S′(fL)− µS′ ] /σS′ , where
µS′ and σS′ denote the mean and standard deviation of S′(f) with
0 < f ≤ B , f 6= fL, respectively. All spin noise power is detected in a
single frequency bin fL and the magnitude of the spin noise peak is given
by S(fL) = α2/2×512/B on top of the shot noise ﬂoor of SSN = σ2SN/B.
All simulation data that is shown in this section is acquired with ﬁxed
relative signal strength η = S(fL)/SSN = 256×α2/σ2SN = 0.01 since the
following conclusions are independent of η for η  1. Keeping η ﬁxed
while varying σSN corresponds to simultaneous ampliﬁcation of spin
noise and background noise by a voltage ampliﬁer in the experiment.
Figure 3.6 (b) exemplarily shows the signal-to-noise ratio of the sim-
ulated spin noise measurements as a function of the averages N for a
certain set of simulation parameters. The signal-to-noise ratio increases
linearly with N and, hence, the slope of such a curve, SNR/N , is iden-
tiﬁed as a good measure for the detection sensitivity. In Figure 3.6 (c),
SNR/N is plotted for several simulations with the same parameter set
but with a diﬀerent seed for the pseudo random number generator. The
theoretically expected mean value of 0.01, which is derived below, for
the corresponding parameter set is within the error interval around the
mean of µSNR/N = 0.0099(3). Hence, in order to cope with the long
computing times, statistic averaging of the simulation results is waived
in the following and, instead, all simulation runs are carried out with the
same set of random numbers to ensure comparability between diﬀerent
parameters.
Figure 3.7 (a) shows SNR/N as a function of the bit depth R for
108 averages, η = 256× α2/σ2SN = 0.01, and diﬀerent σSN. At optimal
input load9 at σSN = 0.1...0.2 V, a decrease of the detection sensitivity
is found for R ≤ 3 bit. Lower input voltages eﬀectively reduce the bit
depth and the granular quantization error becomes signiﬁcant at a cor-
respondingly higher bit depth. Given Equation (3.8), the quite weak
inﬂuence of the bit depth may at ﬁrst sight seem surprising. The back-
ground noise, however, can be viewed as additive dither to the signal
9Since α σSN, the input load is basically given by σSN.
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(a) (b)
,
Figure 3.7.: (a) SNR/N (N = 108) as a function of the bit depth for
diﬀerent voltage loads. The ratio of spin noise to shot noise is set to
η = 256 × α2/σ2SN = 0.01; the solid lines are calculated by Equations
(3.8) and (3.9) and corrected for the statistic deviation from 0.01. The
inset shows SNR/N as a function of a superimposed DC signal µSN
revealing the eﬀective 1-bit quantization at low input load. (b) SNR/N
(N = 108, η = 256 × α2/σ2SN = 0.01) as a function of input load for
diﬀerent bit depths. The broken line gives the overload error for 8 bit.
The solid lines are calculated with these values for σq, over according to
Equation (3.9).
that helps to detect spin noise with an amplitude much smaller than
the size of the least signiﬁcant bit 2−R V. The eﬀect of such additive
dither on quantization has been subject of several investigations in in-
formation theory [129, 130, 131, 132, 133, 134, 135, 136, 137]. Additive
dither in connection with data averaging is discussed in References 130,
133, 135, 136, and 137. Overload errors are, however, disregarded in








Figure 3.8.: Interferometric spin noise setup for suppression of classical
noise without balanced detection.
lated to be much smaller than the white noise in semiconductor spin
noise spectroscopy and, hence, while dither can be purposely added to
reduce quantization errors, optical shot noise has still to be viewed as
an obstacle to spin noise spectroscopy.
The standard deviation of the spin noise spectrum S is in total com-
posed of contributions from the optical shot noise and the granular as
















Accordingly, the signal-to-noise ratio, extracted from the simulations
as described above, reads SNR = α2/2σ2SN × N . First, it is pointed
out that the linear increase of signal-to-noise ratio with N is found in
the simulations for all tested parameter sets. Deviation from this lin-
ear behavior as reported in Reference 137 is not expected due to the
larger amount of dither present in the simulations. Additionally, the
proportionality between the signal-to-noise ratio and α2 in the simula-
tions over four orders of magnitude is tested. Taking into account the
stochastic ﬂuctuations of the simulated data [see Figure 3.6 (c)], SNR/N
in Figure 3.7 (a) agrees well at high bit depths with the theoretically
expected value of η = 256×α2/σ2SN = 10−2. The granular quantization
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error at lower bit depths is well modeled by Equation (3.8) [solid lines
in Figure 3.7 (a)]. However, a signiﬁcantly smaller quantization error
in the simulations than in Bennett's formula is found at R = 1 bit or at
eﬀective 1-bit quantization in the case of low input load. This observa-
tion is not surprising since the assumptions for Equation (3.8) obviously
collapse for 1-bit quantization (see, e.g., Reference 123). Note that low
input load at low bit rates resulting in eﬀective 1-bit quantization, which
theoretically shows a decent detection sensitivity, is not of experimental
relevance since even the smallest DC oﬀset µSN yields a drastic drop of
the signal-to-noise ratio as it is visualized in the inset of Figure 3.7 (a).
Input overload, however, which occurs above σSN = 0.2...0.3 V equally
destroys the eﬃciency of the spin noise detection even at high bit depth.
Figure 3.7 (b) depicts SNR/N as a function of σSN for diﬀerent R. The
overload error for 8 bit (broken line) is extracted from the simulation
results in conjunction with Equations (3.8) and (3.9) and is in turn
utilized for calculating SNR/N for the diﬀerent bit depths (solid lines),
revealing that the overload error slightly depends on R. The optimal
voltage load, which is found to be independent of spin noise power,
varies from σSN ≈ 0.1 V (8 bit) to σSN ≈ 0.3 V (2 bit). Interestingly,
these values coincide with the literature values for optimal load in the
case of a normally distributed signal in the absence of dither [119, 138].
To conclude, the simulated spin noise measurements allow determina-
tion of the optimal input load at the digitizer for eﬃcient data averag-
ing. Furthermore, the simulations show that, at well chosen input load,
even low-bit analog-to-digital conversion allows spin noise spectroscopy
with a reasonable sensitivity. Hence, commercially available ultrafast
digitizers with a bandwidth of up to 13 GHz are perfectly suitable for
semiconductor spin noise spectroscopy so that the bandwidth of the ba-
sic spin noise spectroscopy setup in Figure 3.1 is from a technical point
of view rather limited by the balanced receiver. However, fast InGaAs
based balanced photoreceivers10 with a bandwidth of up to 20 GHz can
be utilized instead of the detectors based on silicon photodiodes used in
this work. Alternatively, suppression of classical laser noise in the spin
noise measurements can also be achieved by an interferometric setup
as depicted in Figure 3.8; here the interferometer arms are adjusted so
10E.g., Discovery Semiconductors DSC710/720.
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that all light destructively interferes at the photodiode in the absence
of spin noise. This setup would enable detection of spin noise by means
of a single ultrafast photodiode.
3.3.3. Ultrafast spin noise spectroscopy
Contrary to the two previous sections, where diﬀerent ways are dis-
cussed to mitigate the technical limitations of spin noise spectroscopy,
this section introduces a new experimental technique that completely
disposes of these bottlenecks. The basic idea is to replace the continuous-
wave laser in Figure 3.1 with an ultrafast pulsed laser light source.
Thereby, the spin-spin correlation in Equation (2.53) is only probed
when an ultrashort laser pulse traverses the sample and the relevant
correlator additionally contains the probing pulse train:
〈sz(0)sz(t)〉 → 〈sz(0)sz(t)〉 ×
∑
n
δ (t− n/frep) , (3.10)
where frep is the repetition rate of the laser source. Thus, the spin noise
spectrum, which is given by a peak S(f) around the Larmor frequency
fL = ωL/2pi in conventional spin noise spectroscopy, evolves into a sum




S (f −mfrep) . (3.11)
Accordingly, spin noise at frequencies much higher than the bandwidth
of the detector appears to slow down due to this stroboscopic sampling
and can still be detected. Ultrafast spin noise spectroscopy is lim-
ited to dynamics on timescales that are long with respect to the pulse
length. Thus, ps light pulses allow investigation of spin dynamics up
to hundreds of GHz and sub ps pulses would enable access to the THz
regime. It is important to note that this ultrafast sampling does not
per se introduce any further noise and, correspondingly, does not show
a reduced sensitivity compared to conventional spin noise spectroscopy.
The maximal widths of the spin noise curves that can be resolved by
this technique are limited by half the laser repetition rate as well as the
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Figure 3.9.: Experimental setup for ultrafast semiconductor spin noise
spectroscopy; the repetition rate of the ps laser is doubled by the Michel-
son interferometer-like setup to use the full bandwidth of the balanced
receiver of 80 MHz.
bandwidth of the detector.11
The experimental setup that is used in this work to implement ultra-
fast spin noise spectroscopy is depicted in Figure 3.9. An actively mode-
locked titanium-sapphire laser (f ′rep ≈ 80 MHz, pulse length around
3 ps) is used as light source. To exploit the full bandwidth of the
utilized digitizer of 90 MHz, the repetition rate of this system is dou-
bled by a Mach-Zehnder interferometer-like setup where one arm is
c0/4f
′
rep ≈ 94 cm longer than the other. The light power in the two
arms is carefully adjusted by means of polarization optics and the per-
11Assuming that the spin dynamics at the Larmor frequency fL are sampled via
ultrafast spin noise spectroscopy and the replica of the spin noise peak at the
lowest frequency is centered at fL − nfrep = ∆f , ∆f < frep/2 and the nearest
neighboring spin noise peak is at (n+ 1)frep − fL. Hence, the distance between
the two spin noise peaks amounts to 2(frep−∆f) < frep which should be larger
than two times the full width at half maximum of the spin noise curve wFWHM
to accurately resolve the spin dephasing rate so that wFWHM < frep/2.
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Figure 3.10.: Ultrafast spin noise spectroscopy in n-doped bulk GaAs
(sample A, see Section 3.4.1); the spin dephasing shows an inhomo-
geneous broadening that results in a crossover from a Lorentzian to a
Gaussian line shape (see Section 4.2).
fect alignment of the arm length is checked in the time domain by a
streak camera system and in the frequency domain by a fast photodi-
ode and a spectrum analyzer. This photodiode is later used to record
the exact repetition rate of the system for determining the underlying
Larmor frequency of the detected spin dynamics. The utilized balanced
receiver has a bandwidth of 80 MHz (New Focus 1807-FS ).
Figure 4.2 depicts three spectra that are acquired via ultrafast spin
noise spectroscopy in sample A (see Section 3.4.1) at 25 K. Inhomoge-
neous spin dephasing, which is discussed in detail in Section 4.2, limits
the range of applied ﬁelds to B < 3 T which corresponds to Larmor
frequencies of around 16 GHz that are 200 times larger than the band-
width of the balanced receiver.
The spin dephasing rates that can be resolved by this technique are
still limited by the detection bandwidth. However, by varying the time
delay between two subsequent probe pulses, the spin-spin correlation
function 〈sz(0)sz(t)〉 is directly probed and no high-bandwidth spectral
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analysis is needed anymore [139]. In this experimental modiﬁcation,
spin dephasing rates and the Larmor frequency would be only limited
by the inverse pulse length.
3.4. Investigated samples
In this work, three samples are investigated, two n-doped bulk GaAs
samples and a (110)-oriented multiple quantum well structure. All of
these samples were characterized regarding their absorption and pho-
toluminescence spectra by Römer (see Reference 118).
3.4.1. Bulk samples
The two bulk samples are commercial wafers grown by the Czochralski
method (see, e.g., Reference 140). Both of these samples have antire-
ﬂection coated surfaces to increase the light transmission for the spin
noise experiments. The coating is given by a λ/4-layer of amorphous
silicon nitride, which was applied by the IFS Hameln.
Sample A. The ﬁrst sample, denoted throughout this work as sam-
ple A, is 341µm thick and has a silicon doping concentration of nAD =





B ≈ 0.26 < 0.33 (see Section 2.2.2). Electrical measure-
ments reveal hopping conductivity and extrapolation to zero tempera-
ture indicates vanishing conductivity [118]. Furthermore, an anomalous
temperature behavior of the Hall voltage is found, also proving that
sample A is not in the metallic phase at low temperatures [141]. At
ﬁnite temperatures, also possible ionization of donors has to be con-
sidered. The donor ionization in sample A is roughly estimated by
Blakemore's formula [142] to be smaller than 15% in the temperature
range relevant for this work [100].12 All spin noise measurements on this
sample except the measurements shown in Section 4.3 are carried out at
a laser wavelength of λ = 850 nm, which is well within the transparency
region of the sample [118].
12Due to the broadening of the donor binding energy in sample A, Blakemore's











Figure 3.11.: Schematic of the investigated (110)-oriented multiple
quantum well structure. At the right, also the conduction band struc-
ture is qualitatively depicted.
Sample B. The second sample is 373µm thick and has a silicon donor
concentration of nBD = 8.8× 1016 cm−3. In this sample, a fully degener-




B ≈ 0.44 > 0.43). The Fermi energy at
zero magnetic ﬁeld for sample B is calculated via Equation (2.10) assum-
ing a perfectly parabolic dispersion to 10.8 meV (10.2 meV) at T = 0
(T = 30 K) which corresponds to a Fermi temperature of EF/kB ≈
125 K. Spin noise measurements on this sample are carried out at a
laser wavelength of λ = 855 nm.
3.4.2. (110)-oriented GaAs/AlGaAs multiple quantum
well
The investigated multiple quantum well structure is grown by molec-
ular beam epitaxy (see, e.g., Reference 140) on a (110)-oriented GaAs
substrate. The sample growth as well as transport measurements were
carried out in the former group of Professor Wegscheider at the Univer-
sity of Regensburg. The sample consists of ten identical, symmetrically
grown, nominally 16.8 nm thick GaAs quantum wells that are separated
by 80 nm Al0.39Ga0.61As barriers (see Figure 3.11). The quantum wells
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are symmetrically modulation-doped by silicon δ-layers in the middle of
the barriers. Transport measurements under illumination yield a carrier
density per quantum well of nD = 1.8×1011 cm−2 at 1.5 K and a corre-
sponding mobility of µ = 3.7×105 cm2/Vs. Photogalvanic experiments
by Belkov et al. [143] showed that spin dephasing due to structure inver-
sion asymmetry is minimal in such symmetrically doped (110)-oriented
quantum wells in contrast to symmetrically grown (001)-oriented struc-
tures. A 150 nm thick Al0.80Ga0.2As sacriﬁce layer is grown between
the actual structure and the substrate in order to remove the sample
structure from the substrate (see next paragraph). The conﬁnement
energy for electrons and holes is numerically calculated,13 yielding an
electronic ground state energy of 13.9 meV and a heavy (light) hole
ground state energy of 1.8 meV(10.7 meV) at low temperatures. The
next electronic energy level is at 55.7 meV. Since the doping concen-
tration corresponds to a Fermi level of EF = 6.4 eV, only the lowest
subband in the quantum well is occupied and the second subband is
out of reach regarding the temperature range in this work. White light
transmission measurements identify the optical absorption edge (inter-
band transition to the Fermi level energy) of the quantum well between
813 and 814 nm (see Reference 118).
Sample preparation. Spin noise measurements are carried out in trans-
mission. Therefore, the substrate is removed and the multiple quantum
well layer is van-der-Waals bonded to a c-cut Sapphire substrate, fol-
lowing a recipe by Yablonovitch et al. [144] (see Figure 3.12). This
recipe takes advantage of the strong dependence of the etch rate of
AlxGa1−xAs by hydroﬂuoric acid on the degree of composition x [145].
Above a certain threshold between x = 0.4 and x = 0.5, the etch rate
increases by more than seven orders of magnitude while etching for x =
0.4 is as slow as about 0.15 nm/h in concentrated (48%) hydroﬂuoric
acid at room temperature [146]. This extreme selective etching may be
related to percolation type behavior [146].
13The numerical calculation solves the Schrödinger equation for a particle in a
square potential. In this calculation, the diﬀerent eﬀective masses for electron
and holes in the quantum well and the barrier are included. The relative valence
band oﬀset is set to 0.34 [54].
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(a) (b) (c) (d) 
Figure 3.12.: Lift-oﬀ of the multiple quantum well structure and subse-
quent van-der-Waals bonding to a sapphire substrate. (a) The epilayer
is covered with Apiezon W. (b) The sacriﬁce layer is selectively etched
by hydroﬂuoric acid. (c) The epilayer is pressed onto a sapphire sub-
strate. (d) The Apiezon W is removed by an organic solvent.
A drop of melted Apiezon W, a proprietary mixture of hydrocarbons,
also known as black wax, is placed on the sample surface. A Teﬂon
stamp is brought close to the sample surface so that the adhesive forces
between the melted Apiezon W and the Teﬂon yield a full wetting of
the sample surface and the sample sticks to the stamp. By the same
method, a small Teﬂon rod is attached asymmetrically with respect
to the sample geometry to the bottom side of the substrate. As the
diﬀusion of the produced hydrogen gas from the etching zone determines
the etching rate, this rod is supposed to act as a lever [147]. The sample
attached to the Teﬂon stamp is exposed to diluted (10%) hydroﬂuoric
acid and the sacriﬁce layer is selectively etched.
After rinsing the stamp with deionized water, a drop of water is
deposited on a piece of (0001)-oriented sapphire substrate and the ﬁlm
is pressed onto it by a force of 0.8 N. Clean room tissues are used to
absorb the excess water. After about 24 hours, the ﬁlm is permanently
bonded to the sapphire substrate. Finally, the black wax is solved in




4.1. Spin noise spectroscopy in
(110)-oriented quantum wells
Semiconductor quantum wells attract a lot of attention in the con-
text of spintronics since they allow engineering of spin orbit ﬁelds (see
Section 2.2.4). GaAs/AlGaAs based quantum wells with an (110)-
oriented growth axis are especially interesting since the Dresselhaus
ﬁeld points along the growth axis for all k-states such that electronic
spins aligned with the growth axis do not dephase according to the
Dyakonov-Perel mechanism [86]. The longer spin dephasing times in
(110)-oriented quantum wells compared to equivalent (001)-oriented
structures were experimentally demonstrated by Ohno et al. in 1999
[43]. Later, Döhrmann and co-workers showed that spins in the quan-
tum well plane still undergo spin dephasing via the Dyakonov-Perel
mechanism and that, subsequently, spin dephasing is anisotropic in
(110)-oriented quantum wells [44]. However, in this investigation via
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Figure 4.1.: Ratio of the spin dephasing times of spins aligned along
and perpendicular to the growth direction z, κ = T2,z/T2,⊥, for a
(110)-oriented quantum well as a function of temperature measured
via polarization and time resolved photoluminescence. The isotropic
Bir-Aronov-Pikus mechanism that results from the opical generation
of electron-hole pairs diminishes κ at low temperatures. Data is taken
from Reference 44.
time and polarization resolved photoluminescence, the anisotropy of
the spin dephasing is diminished at low temperatures due to the Bir-
Aronov-Pikus mechanism (see Figure 4.1). Like in all experimental
probes that rely on optical spin orientation, the presence of optically
created holes yields additional spin dephasing which becomes dominant
because of the enhanced exchange interaction at low temperatures and
the absence of other eﬃcient mechanisms of spin dephasing. In 2007,
Couto et al. spatially separated optically created holes from electrons
by means of surface acoustic waves [148]. Nevertheless, the inﬂuence
of these acoustic waves on the spin dephasing has not been established
yet and the dominant mechanism of spin dephasing and the correspond-
ing spin dephasing times in (110)-oriented GaAs quantum wells at low
temperatures remained unknown. In this work, spin noise spectroscopy
is applied to study spin dynamics at thermal equilibrium, i.e., in the
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Figure 4.2.: Exemplary spin noise spectrum (acquired at 814.25 nm
and 20 K); the light-colored line is a Lorentzian ﬁtting curve centered
at zero frequency.
absence of optically created holes, to explore the intrinsic mechanisms
of spin dephasing in (110)-oriented GaAs quantum wells at low temper-
atures. This experiment constitutes the ﬁrst application of spin noise
spectroscopy to a semiconductor system of reduced eﬀective dimension-
ality [126]. The speciﬁcs of the modulation-doped multiple quantum
well structure are given in Section 3.4.2.
4.1.1. Probe wavelength dependence
Figure 4.2 shows a typical spin noise spectrum spectrum measured at a
laser wavelength of about 814.25 nm (1.5226 eV), zero magnetic ﬁeld,
and a temperature of 20 K. All measured spin noise spectra are ﬁtted
with a Lorentz function centered at zero frequency. The area under
the Lorentz curve gives the integrated spin noise power and the width
determines the spin dephasing time (see Section 2.5).
Figure 4.3 shows the measured (squares) and the calculated inte-
grated spin noise power (solid line) as a function of the probe laser
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Figure 4.3.: Spin noise power P and spin dephasing rate 1/T2,z as a
function of probe laser energy (wavelength). The measured spin noise
power agrees well with the theoretical modeling of spin noise presented
in Sections 2.4 (further details of the calculation are given in Refer-
ences 118 and 126). The spin dephasing rate scales with the amount of
absorbed energy due to the Bir-Aronov-Pikus mechanism; the broken
line is a guide to the eye.
energy. The integrated spin noise power P is calculated by the model
presented in Sections 2.3 and 2.4 (see References 118 and 126 for more
details about this calculation). The spin noise power is proportional to
the change of the real part of the refractive index squared with the min-
imum of P at the optical absorption edge (compare with Figure 2.3).
The width and the position of the optical transition for the calculation
are consistent with white light transmission measurements. The good
agreement between modeled and measured spin noise power shows that
the model presented in Sections 2.3 and 2.4 gives a realistic picture of
the origin of spin noise.
Figure 4.3 also depicts the spin dephasing rate (circles) in depen-
dence of the laser energy for a temperature of 20 K. As no magnetic
ﬁeld is applied, the measured spin dephasing time is purely given by
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the spin dephasing of spins aligned along the growth direction, i.e., T2,z
is measured. The spin depashing rate 1/T2,z increases sharply when
the laser wavelength approaches the optical absorption edge. This ob-
servation is consistent with the fact that in this temperature regime
traditional spin dephasing measurements based on optical excitation
yield results which are completely obstructed by the Bir-Aronov-Pikus
mechanism (see Figure 4.1). Measurements of this increase of 1/T2,z
by spin noise spectroscopy for wavelengths shorter than 813.7 nm are
hindered by the fact that the integrated spin noise power is zero at
the optical absorption edge and by the ﬁnite electrical frequency band-
width of the detection setup. For wavelengths longer than 815 nm,
optical absorption becomes negligible and the measured spin dephas-
ing rate is in good approximation constant indicating that the electron
system is very close to thermal equilibrium and that the residual spin
dephasing time is determined by other spin dephasing mechanisms than
the Bir-Aronov-Pikus mechanism. Further measurements (see Section
4.1.3) show that this spin dephasing rate is not yet given by the intrinsic
spin dephasing but limited by time-of-ﬂight broadening.
4.1.2. Anisotropic spin dynamics
The Dyakonov-Perel mechanism is still eﬀective for spins perpendicular
to the growth direction and, hence, the corresponding spin dephasing
time T2,⊥ is expected to be shorter than T2,z. As a result, the equation
of motion of a spin polarization diﬀers from the isotropic Bloch equation
[Equation (2.19)]. With a magnetic ﬁeld applied in x-direction, the



















The exponential ansatz [my,mz] ∝ exp(αt) yields the secular equation









For B = 0 the diﬀerential equations decouple and the spin dephasing
times are given for the two spin components by T2,z and T2,⊥.1 At low
magnetic ﬁelds, the spin dephasing rate 1/T2 increases with magnetic
ﬁeld and no spin precession is observed, i.e., α in Equation (4.2) is real.


















At B > ~(T−12,⊥−T−12,z )/2g∗µB, the spin starts precessing, however, with









where the eﬀective spin dephasing rate amounts to the arithmetic mean
of the two spin dephasing rates.
Figure 4.4 depicts the measured 1/T2 (full circles) as a function of
the applied magnetic ﬁeld at T = 20 K and λ = 815 nm. The spin noise
data shows the behavior expected from Equation (4.3) and is ﬁtted by
a corresponding least square ﬁt (top solid curve).2 The ﬁt yields the
anisotropy factor κ = T2,z/T2,⊥ which is shown as ﬁlled squares in the
inset of Figure 4.4 in dependence on the probe laser wavelength. The
anisotropy factor is smaller at λ = 815 nm than at longer wavelengths
since the Bir-Aronov-Pikus mechanism is in contrast to the Dyakonov-
Perel mechanism not explicitly dependent on the crystallographic direc-
tion and an eﬃcient isotropic spin relaxation lowers the spin relaxation
anisotropy. In agreement with the wavelength dependent data (Fig-
ure 4.3), the anisotropy factor is constant for long wavelengths since
the Bir-Aronov-Pikus mechanism is ineﬃcient at thermal equilibrium.
Also, measurements at a laser wavelength of λ = 815 nm with a
1Note that T2,⊥ cannot be solely detected in an optical experiment as the optical
selection rules for a quantum well forbid emission or absorption of circularly
polarized light with a wavevector in the quantum well plane [149].
2The eﬀective electron g-factor g∗ = 0.29 was acquired via time and polarization
resolved photoluminescence by Stefan Oertel.
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Figure 4.4.: Eﬀective spin dephasing rate as a function of the magnetic
ﬁeld applied in the quantum well plane at a probe laser wavelength
of 815 nm with a small (full symbols) and an enlarged laser spot (open
symbols) on the sample. The curves are ﬁts according to Equation (4.3).
The inset depicts κ = T2,z/T2,⊥ that is extracted from the ﬁts for
diﬀerent probe laser wavelengths. Spin noise measurements with an
enlarged laser spot yield a higher anisotropy indicating time-of-ﬂight
broadening of the spin noise spectra (see Section 4.1.3).
strongly defocused laser spot on the sample (open circles in Figure 4.4)
show a reduced spin dephasing by the Bir-Aronov-Pikus mechanism
and yield an anisotropy factor κ = 7.4(1.0) which is almost a factor
of two larger than in the focused case. This anisotropy factor is of
the same magnitude as κ measured in a similar sample at room tem-
perature [44] and in an undoped GaAs (110)-oriented quantum well at
low temperature where electrons and holes are spatially separated via
surface acoustic waves [148]. However, in these two cases the physical
origin of this anisotropy is diﬀerent. In the room temperature case, the
anisotropy is limited by intersubband spin relaxation [44] and, in the
latter case, the anisotropy is probably dominated by the yet unclear
inﬂuence of the surface acoustic waves. As argued in Section 4.1.4, the
anisotropy measured in this work is in contrast given by the hitherto un-
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known intrinsic low temperature spin dephasing times in (110)-oriented
quantum wells.
4.1.3. Time-of-ﬂight broadening
The strong increase of T2,z after defocusing cannot be solely explained
by the reduction of the Bir-Aronov-Pikus mechanism since κ is only
equal to about 6 for laser wavelengths of 816 and 817 nm where the
Bir-Aronov-Pikus mechanism is negligible (see Figure 4.4). In fact, the
strong dependence on the laser spot diameter indicates diﬀusion of elec-
trons out of the laser spot which is equivalent to time-of-ﬂight broaden-
ing. It is known from spin noise spectroscopy in atomic gases that time-
of-ﬂight broadening can have a signiﬁcant inﬂuence on the observed
width of the spin noise curve [150]. Figure 4.5 depicts the measured
spin dehasing rate in dependence on the beamwaist w at the sample
position.3 At λ = 815 nm (squares), the Bir-Aronov-Pikus mechanism
cannot be completely neglected while at λ = 816 nm (circles) the Bir-
Aronov-Pikus mechanism is negligible. Measurements at 816 nm with
twice the probe laser power (triangles) rule out that the observations
can be attributed to any excitation density dependent spin dephasing
mechanism. As intrinsic spin depashing rate, 1/T intr2,z = 42(3) MHz is
determined. This value is the average dephasing rate to which the
measured values converge by defocusing (T = 20 K and λ = 815 nm)
and corresponds to a spin dephasing time of T intr2,z = 24(2) ns which is
the longest reported spin dephasing time for delocalized electrons in
n-doped GaAs (110)-oriented quantum wells. Possible mechanisms of
spin dephasing are discussed in the next section.
In the following, the observed time-of-ﬂight broadening is theoreti-
cally modeled: The investigated electron ensemble is at thermal equi-
librium and has accordingly vanishing total momentum. For calcula-
tion of the relevant scattering time τ∗p , also electron-electron interaction
has to be included (see Section 2.2.4). The electron-electron scattering
time for a two-dimensional system in thermal equilibrium calculates to
3The beamwaist is varied by defocusing and is calculated from the beam parameters
w0 = 3.5µm and zR = 3µm via w(z) = w0
√
1 + (z/zR)2; the focus position,
z = 0, is determined for each data set by the observed time-of-ﬂight eﬀect, i.e.,
by ﬁtting a peak shaped function to the experimental data.
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Figure 4.5.: Eﬀective spin dephasing rates 1/T2,z (T = 20 K) as a
function of the laser beamwaist at the sample position for a laser wave-
length of 815 nm (squares), 816 nm (circles) and 816 nm with doubled
laser power (triangles). The dephasing rates calculated according to
the modeling given by Equation (4.8) are included for D = 100 cm2/s
(solid line), 200 cm2/s (dash-dotted line), 400 cm2/s (dashed line) and












which amounts to around 700 fs for the investigated sample system at
20 K while the mobility measurements (see Section 3.4.2) yield via the
Drude relation (µ = eτp/m∗e) a momentum scattering time of τp ≈ 14 ps
(µ = 3.7 × 105 cm2/Vs). Accordingly, with the beamwaist w of the
order of several microns, the electron dynamics on the relevant time
scale given by w/vF are diﬀusive. Thus, the sojourn probability for a
classical electron at the time t which resides at the beginning of the
4This expression is only valid for kBT  EF. Here, the Fermi temperature EF/kB
amounts 74 K and sample temperature is 20 K. At kBT  EF, the scattering
rate increases linear with temperature.
85
4. Experimental Results
Figure 4.6.: Spin noise spectrum for w = 23µm at T = 20 K and λ =
816 nm. The lines show calculated spectra according to the modeling
given by Equation (4.8) forD = 100 cm2/s (solid line), 200 cm2/s (dash-
dotted line), 400 cm2/s (dashed line) and 1000 cm2/s (dotted line).
measurement t = 0 at the two-dimensional coordinate r0 is given by
[153, 154]










Here, the D is the diﬀusion constant. The spin noise from the electron
at position r has to be weighted with the intensity proﬁle of the laser
beam:
I(r) = I0 exp(−2r2/w2). (4.7)




∣∣∣∣F {∫ dr exp(−t/T intr2,z ) · P (r, r0) · I(r)}∣∣∣∣2 , (4.8)
where exp(−t/T intr2,z ) describes the intrinsic spin dephasing and F de-
notes the Fourier transformation. Figure 4.6 shows diﬀerent spin noise
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spectra that are numerically calculated via Equation (4.8) together with
an experimental spectrum for w = 23µm. The curves are calculated
for diﬀerent diﬀusion constants. The dependence of the observed spin
dephasing rate on the beamwaist w is calculated numerically via Equa-
tion (4.8) and is included in Figure 4.5 for diﬀerent values of D. Best
agreement between model and experiment is obtained for values of D
between 100 and 1000 cm2/s, the measurement accuracy however does
not allow a more precise determination of D. The measured mobil-
ity of µ = 3.7 × 105 cm2/Vs yields together with the Einstein relation
D = µEFe ≈ 2400 cm2/s (EF = 6.4 meV) while the electron-electron
scattering time corresponds to a diﬀusion constant of D ≈ 100 cm2/s.
Accordingly, the diﬀusion constants determined by modeling the time-
of-ﬂight broadening of the spin noise spectra are in the expected range.
Hence, this experiment allows in principle investigation of the Brownian
motion of electrons at thermal equilibrium.
After the ﬁrst publication of these results [126], time-of-ﬂight broad-
ening in spin noise spectroscopy was theoretically investigated by Kos
et al. [155], however, for the case of a cylindrical laser intensity pro-
ﬁle. They derive that in this case the width of the spin noise curve is
given by D/w2 + 1/T intr2,z . The authors however do not give a conver-
sion from this ideal beam proﬁle to a physical Gaussian proﬁle. This
conversion is not expected to be linear since the measured dephasing
rates in Figure 4.5 do not show a w−2 behavior.
4.1.4. Intrinsic spin dephasing
As expounded in the previous sections, the Dyakonov-Perel mechanism
contributes to the in-plane spin dephasing with a rate of 1/T intr2,⊥ −
1/T intr2,z ≈ 300 MHz. Equations (2.32) and (2.28) with a Dresselhaus
coeﬃcient of γD ≈ 8...10 eVA˚3 [156] yield a momentum scattering time
consistent with τ∗p ≈ 700 fs as calculated in the previous section.
Still, the physical origin for T intr2,z is unknown. The Elliott-Yafet mech-
anism is expected to yield spin dephasing times of the order of several
hundred nanoseconds [157]. The recently discovered intersubband spin
relaxation [44], which is generally eﬀective in quantum wells, cannot ac-
count for the experimental ﬁndings in a quantum well with a rather large
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subband splitting (see Section 3.4.2) compared to kBT and EF [158].
Accordingly, Zhou and Wu calculated spin dephasing times longer than
100 ns for the investigated sample structure in a fully microscopic model
including all of these spin dephasing mechanisms [159].
The Van-der-Waals bonding of the quantum well structure to the
sapphire substrate introduces strain in the sample [111]. However, it has
been demonstrated theoretically [160] as well as experimentally [161]
that T2,z in a (110)-oriented grown structure is unaﬀected by strain.
Nevertheless, as expounded in Section 2.2.4, inevitable density ﬂuc-
tuations in the doping sheets yield microscopic Rashba ﬁelds that in
turn result in spin dephasing. This spin dephasing by random Rashba
ﬁelds was initially put forward by Sherman in 2003 [89] and it was
suggested in Reference 126 that this spin dephasing mechanism may
represent the ﬁnal limitation for spin depashing times in symmetric
modulation-doped (110)-oriented GaAs/AlGaAs quantum wells. Ac-
cording to Equation (2.35), the relevant ﬂuctuation of the doping den-
sity amounts to 1/
√
piR2dnD ≈ 27%. The corresponding mean devia-
tion of the electric ﬁeld is calcualted to
√〈E2z 〉 ≈ 2.5 kV/cm. Using
ξ ≈ 8.7 A˚2 from Reference 162, the corresponding spin dephasing rate
1/TRR2 amounts to around 2.5 MHz [Equation (2.37)], which is more
than one order of magnitude smaller than the observed spin dephas-
ing rates. More detailed theoretical calculations yield diﬀerent dephas-
ing times: While the fully microscopic calculation from Reference 156
agrees well with the experimental ﬁndings of this work, the work by
Glazov et al., where also spin-ﬂip collisions of electrons from diﬀerent
quantum wells of the multiple quantum well structure are explicitly
considered [163], gives spin dephasing times similar to those calculated
by Equation (2.37). The deviations between experiment and theory can
however also result from unknown sample parameters like the eﬀective
Rashba coeﬃcient.
Belkov et al. showed thatunlike to corresponding (001)-grown
quantum wellsthe symmetric growth of modulation-doped (110)-ori-
ented quantum wellsvery similar to the sample investigated in this
workresults in structures with at most very small net Rashba ﬁelds
[143]. Nevertheless, Karimov et al. [164] and Iba et al. [165] demon-
strated that growth imperfections yield signiﬁcantly shorter spin de-
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phasing times and destroy the structure inversion symmetry. Hence,
also Dyakonov-Perel spin dephasing due to net Rashba ﬁelds could con-
tribute to the observed spin dephasing. In fact, the inevitable doping
density ﬂuctuations of around 27% should exceed electric ﬁelds result-
ing from growth imperfections. However, the correlation time for the
Dyakonov-Perel mechanism is given by τ∗p ≈ 700 fs at 20 K while the
correlation time in the case of random Rashba ﬁelds is the passage time
τd = Rd/vF ≈ 250 fs. Correspondingly, motional narrowing should
be less eﬃcient at 20 K for the usual Dyakonov-Perel mechanism and,
hence, spin dephasing by net Rashba ﬁelds cannot a priori be excluded.
A criterion to decide whether the observed spin dephasing is dom-
inated by net or random Rashba ﬁelds is given by the temperature
dependence of the dephasing rates [90]. The correlation time of the net
Rashba ﬁelds is given by Equation (4.5) and should correspondingly
obey a strong temperature dependence; the observed spin dephasing
rate should in this case show a T−2 behavior. The correlation time
for the spin dephasing by random Rashba ﬁelds, on the other hand, is
the passage time through one disorder domain τd = RD/vF that should
be nearly independent of temperature as long as T < EF/kB = 74 K.
The experimental outcome (λ = 815 nm) is depicted in Figure 4.7. The
probe laser is defocused and, hence, time-of-ﬂight broadening can be ne-
glected. The measured spin dephasing rate is within the measurement
accuracy independent of temperature at low temperatures and increases
for temperatures above 15 to 20 K. The dotted line shows the tempera-
ture behavior expected for the case of the Dyakonov-Perel mechanism.
Still, the increase of the spin dephasing rates at higher temperatures
is unexpected at ﬁrst sight, but can be explained by the increased eﬃ-
ciency of the Bir-Aronov-Pikus mechanism that results from increased
absorption due to broadening of the optical transition width (see Fig-
ure 4.7). Accordingly, the experimental data supports the hypothesis
that spin dephasing in the investigated sample is dominated by ran-




Figure 4.7.: Spin dephasing rate (circles, λ = 815 nm) and width of
the optical transition (diamonds) as a function of temperature. The
broken line depicts the expected temperature dependence of the spin
dephasing rate in case of Dyakonov-Perel spin dephasing. The observed
temperature dependent spin dephasing can be attributed to the Bir-
Aronov-Pikus mechanism that gets more eﬃcient as the width of the
optical transition increases. Relative values for the width are acquired
by white light transmission measurements [118].
4.2. Spin noise spectroscopy in n-type bulk
GaAs in transverse magnetic ﬁelds
The advancement of spin noise spectroscopy to GHz frequencies, which
is introduced in Section 3.3.3, allows precision spectroscopy of the ef-
fective g-factor as well as investigation of the spin dephasing in trans-
verse magnetic ﬁelds. It is expounded in Section 2.2.3 that the eﬀective
Landé factor in GaAs shows a delicate energy dependence. This en-
ergy dependence necessitates extrapolation to zero excitation density
in conventional experiments in order to determine reliable values for g∗
[149]. In doped bulk samples below the metal-to-insulator transition,
conventional optical techniques, like time-resolved photoluminescence
or Faraday rotation, rely on a transfer from the spin polarization of
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free electrons to the donor electron ensemble [17]. Correspondingly,
these two electron species are present during a signiﬁcant portion of
the measurement time and the detected spin dynamics usually present
an average over the two electronic states [166, 167, 168]. These cir-
cumstances complicate g-factor spectroscopy in samples at the metal-
to-insulator transition and, likewise, the spin dephasing in this doping
range strongly depends on the optical excitation due free carrier gener-
ation and electron heating (see Section 2.2.4). Spin noise spectroscopy
leaves the sample system close to thermal equilibrium and, accordingly,
circumvents these problems. In this work, the eﬀective g-factor as a
function of magnetic ﬁeld and temperature (Section 4.2.2) as well as
the dependence of the spin dephasing on a transverse magnetic ﬁeld
(Section 4.2.1) are investigated for n-type bulk GaAs at (sample A) and
above (sample B) the metal-to-insulator transition. The speciﬁcs of the
samples are given in Section 3.4.1. Exemplary spin noise spectra (sam-
ple A) are shown in Figure 3.10; the spin dephasing times are extracted
via ﬁtting Lorentzian curves to the spin noise spectra.5 The Larmor
frequency is extracted from the experiment as the center frequency of
the peak plus a multiple of the laser repetition rate (see Figure 3.10),
which is determined by a stepwise increase of the magnetic ﬁeld.
4.2.1. Spin dephasing in transverse magnetic ﬁelds
Spin dephasing in a transverse magnetic ﬁeld is quantiﬁed by means of





5At high magnetic ﬁelds, Gaussian curves yield better least-square ﬁts for sample
A indicating a crossover from homogeneously broadened Lorentzian peak to an
inhomogeneously broadened Gaussian peak (see Section 2.2.4). In the interme-
diate ﬁeld region, a physical correct ﬁt function would base upon Voigt proﬁles
which have too many free parameters for practical purposes. Nevertheless, ﬁt-
ting with Gaussian proﬁles yields comparable peak widths as ﬁtting Lorentzian
proﬁles.
6This quality factor of a spin ensemble is deﬁned analogously to the Q-factor of all





Figure 4.8.: Spin quality factor [see Equation (4.9)] for sample A at a
temperature of 25 K (squares) and the Q-factor from Reference 16 at
5 K (circles); the lines are guides to the eye.
If the investigated sample shows a linear increase of the spin dephas-
ing rate in a magnetic ﬁeld, i.e., 1/T ∗2 (B) = 1/T
∗
2 (0) + C × B, e.g.,
due to inhomogeneities of the eﬀective g-factor according to Equa-
tion (2.39), then an initial increase of Q with the magnetic ﬁeld at
a slope of g∗µBT ∗2 (0)/h and a subsequent saturation of the quality fac-
tor at g∗µB/Ch is expected. A superlinear increase of 1/T ∗2 (B) would
accordingly result in a Q-factor converging to zero at high ﬁelds while
a sublinear increase or a decrease correspond to an ever increasing spin
quality factor.
Kikkawa and Awschalom for example measured via resonant spin am-
pliﬁcation a plateau of the spin quality factor of around 80 for a sample
with a doping concentration of nD = 1 × 1016 cm−3 and a tempera-
ture of 5 K [16]. They attributed this maximal Q-factor to a thermal
electron distribution and the energy dependence of g∗ yielding an inho-
mogeneous broadening. Puttika and Joynt gave a diﬀerent explanation
for the same experimental data and suggested a spin-phonon mecha-
nism, which eﬀectively leads to a homogeneous broadening of the spin
dephasing rate for localized electrons [167].
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Sample A. Figure 4.8 shows the Q-factor of a similar sample (sample
A) measured via ultrafast spin noise spectroscopy at a lattice temper-
ature of 25 K together with the data from Reference 16. The plateau
of the Q-factor measured in this work of around 250 is despite a ﬁve
times higher temperature about three times larger than the value re-
ported in Reference 16. This ﬁnding directly disproves that the spin
quality factor measured by Kikkawa and Awschalom is limited by a
g-factor spread resulting from a thermally broadened electron energy
distribution. Such a thermally broadened g-factor spread is negligible
on these timescales due to a motional narrowing type averaging in the
electron energy, which additionally leads to a quadratic dependence of
the broadening on the magnetic ﬁeld and, hence, would not result in the
formation of a Q-factor plateau [see Equation (2.38) and the paragraph
Sample B]. The ultrafast spin noise measurements also discourage the
theory of thermally activated lattice vibrations since further measure-
ments in sample A from 6 to 30K show a Q-factor at B = 1 T of similar
size as at T = 25 K.
Correspondingly, the origin of the broadening of the spin noise peak
in sample A needs a more careful assessment. According to Refer-
ence 100, the spin dephasing at zero ﬁeld in sample A is dominated by
the anisotropic exchange interaction or closely related mechanisms (see
Section 2.2.4). The magnetic ﬁeld dependence of these mechanisms is
quite intricate [102] but a magnetic ﬁeld at this doping density is rather
expected to increase the corresponding spin dephasing times:7 For in-
stance, τc in Equation (2.43) is expected to increase in a magnetic ﬁeld
due to the resulting localization [102].8
Thus, the observed increase of the spin dephasing rate in sample A
7At lower doping concentrations, where a signiﬁcant portion of the donor electrons
form clusters that consist of two neighboring donors, the spin dephasing rate
may signiﬁcantly increase in a magnetic ﬁeld [169]: The donors in such a cluster
exchange their spin frequently. Nevertheless, the mechanism according to Equa-
tion (2.43) is ineﬀective at zero magnetic ﬁeld because the rotation of the spin
by γ is compensated by the next spin exchange process which yields a rotation of
−γ. This situation changes when the spin precesses due to an additional external
ﬁeld and spin dephasing rates increase. At the doping concentration of sample
A, the average interdonor distance however amounts 23 nm and a formation of
such donor pairs is not expected.
8According to Reference 102, τc is increased by a factor of 1/e at 4 T.
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cannot result from the increased eﬃciency of the mechanism that domi-
nate spin dephasing at vanishing magnetic ﬁeld and another mechanism
has to be eﬀective. The line shape of the spin noise spectra in sample
A at high magnetic ﬁelds indicates a Gaussian broadening of the spin
noise curves (see Footnote 5 on page 91) and, hence, an inhomogeneous
mechanism of spin dephasing is expected. Depth-resolved spin noise
measurements9 that were carried out by Römer (see References 118 and
171) show that the absolute value of the eﬀective g-factor in sample A is
increased at the sample surfaces. According to the energy dependence
of the eﬀective Landé factor in GaAs [Equation (2.14)], such a behavior
is linked to a lowered Fermi energy in the impurity band and, corre-
spondingly, to a diminished carrier concentration at the sample surface.
This observation may be explained by Fermi level pinning at the surface
and consequent electron depletion; however, such a behavior is hard to
model for a doping concentration below the metal-to-insulator transi-
tion where an impurity band is formed (see References 118 and 171).
This observation can only be understood if the charge carriers in sample
A are at least partially localized. This localization is further proved by
the temperature dependence of the spin noise power in sample A where
extrapolation to vanishing temperature shows a ﬁnite amount of spin
noise [171] which can only be present if the probed electron ensemble is
not fully degenerate (see also Section 2.4). The lower Q-factor from Ref-
erence 16 may be explained by the slightly lower doping concentration
which should result in stronger localization of the electrons but can also
originate from the measurement technique itself, which does not allow
for averaging of the spin dynamics over the whole sample thickness as
spin noise spectroscopy and may enhance spatial inhomogeneities due
to the inhomogeneous optical excitation proﬁle.
Sample B. Figure 4.9 depicts the measured spin quality factor for
the samples A and B at a temperature of 25 K. While the Q-factor
in sample A levels oﬀ at about Q = 250, sample B exhibits no Q-
9Depth-resolution is a unique feature of spin noise spectroscopy [170]; conventional
experimental methods that employ light above the bandgap are exclusively sen-
sitive to the sample surface.
94
4.2. Spin noise spectroscopy in n-type bulk GaAs in transverse magnetic
ﬁelds
Figure 4.9.: Spin quality factor [Equation (4.9)] for samples A (squares)
and B (circles) at a temperature of 25 K; the lines are guides to the
eye.
factor plateau in the examined ﬁeld range.10 The electrons in sample
B with a doping concentration well above the metal-to-insulator tran-
sition (nBd = 8.8×1016 cm−3) are expected to be fully delocalized. This
assertion is backed up by the temperature dependence of the spin noise
power P [171]: Extrapolation of P to zero temperature yields vanish-
ing spin noise power. This behavior results from Pauli blockade [Equa-
tion (2.51)] and, correspondingly, proves full degeneracy of the donor
electrons. In this doping regime, the Dyakonov-Perel mechanism dom-
inates spin dephasing at zero magnetic ﬁeld for all temperatures [100].
At a magnetic ﬁeld of B = 1 T, the cyclotron and the Larmor frequency
amount to ωc ≈ 2.6 THz and ωL ≈ 37 GHz, respectively, while the mo-
mentum relaxation rate due to impurity scattering time is of the order
of τp ≈ 1 ps [172]. Hence, the Dyakonov-Perel spin dephasing times are
rather expected to increase according to Equation (2.30) in the applied
magnetic ﬁeld range of up to B = 3 T since ωcτp ' 1. Spin dephasing
10The scatter of the data for sample B above magnetic ﬁelds of 1 T results from
a drastic drop of the spin noise power. This observation may originate from




Figure 4.10.: Spin dephasing times in sample B at 25 K (circles) as
a function of magnetic ﬁeld. The lines are calculated low tempera-
ture spin dephasing times for higher doping concentrations taken from
Reference 92.
due to a thermal g-factor spread [Equation (2.38)] is not expected to
contribute to the measured rates at these moderate ﬁelds below 10 T.11
Hence, a strictly monotonic increase of the quality factor in sample B is
expected in agreement with the fact that no Q-factor plateau is formed
in the applied ﬁeld range (Figure 4.9). However, the corresponding
spin dephasing times in sample B, which are depicted in Figure 4.10 to-
gether with theory curves from Reference [92] for higher doped samples,
still slightly decrease with increasing magnetic ﬁeld. This behavior is
unexpected from theory and cannot be explained within this work.
4.2.2. Field, doping and temperature dependence of
the eﬀective Landé factor
Last, the doping, temperature, and magnetic ﬁeld dependence of g∗,
which is a consequence of the energy-dependent eﬀective g-factor, is
11The energy dependence of the eﬀective Landé factor of dg∗/dE = 6.3 eV−1 (see
Section 2.2.3) and the thermal energy of kBT = 2.2 meV result in a g-factor
spread of ∆g∗/g ≈ 3%. Equation (2.38) yields with the above scattering time a
negligible line broadening of 1 MHz.
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Figure 4.11.: Electron Landé g-factor as a function of the magnetic
ﬁeld for samples A and B at T = 25 K and as a function of the sample
temperature at a magnetic ﬁeld around B = 850 mT. The error bars of
the magnetic ﬁeld dependence include the inaccuracy of the magnetic
ﬁeld and the repetition rate frep and the ﬁtting errors.
studied. Before this work, similar systematic investigations were only
carried out for undoped or very low n-doped bulk GaAs samples [63,
173, 174].
Figure 4.11 shows the magnetic ﬁeld dependence of g∗ for samples
A and B at 25 K. A linear ﬁt to the magnetic ﬁeld dependence of g∗
between 0.5 T and 3 T yields g∗A = −0.4292(2) + 3(1)× 10−4 T−1 ×B
for sample A and g∗B = −0.4100(2) + 3(1)× 10−4 T−1×B for sample B
at T = 25 K. The insets also show the temperature dependence of the
eﬀective Landé factor in the two samples.
Dependence on doping density. The eﬀective Landé factor in sample
B at 25 K extrapolated to zero ﬁeld g∗B = −0.4100(2) is in good agree-
ment with Equation (2.14). The deviation for the conduction band
edge value corresponds to a Fermi energy of around 11 meV while the
Fermi energy calculated from the doping density amounts to 10.3 meV
(see Section 3.4.1). Including the thermal broadening at the Fermi edge
even yields a better agreememt (see next paragraph). In sample A, the
donor electrons form an impurity band and are at least partially lo-
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calized. In the following, the eﬀective g-factor of localized electrons in
GaAs is estimated. Localized electronic states are formed by a sum of
Bloch functions with diﬀerent k, i.e., the donor wavefunction given by
Equation (2.7) is only an approximate solution and for calculation of
g∗ for localized donors a proper averaging over k-space has to be car-
ried out. Contributions from k 6= 0 are given by the Fourier expansion
of the hydrogen wavefunction, i.e., they fall oﬀ as (k2 + a∗−2B )
−2 [56].
Accordingly, 〈k2〉 is of the order a∗−2B . Using the conduction band dis-
persion, this corresponds to an energy similar to the eﬀective Rydberg
energy, which in turn yields
g∗loc ≈ −0.48 + 6.3 eV−1 × E∗Ry
≈ −0.445. (4.10)
The experimental values for the eﬀective g-factor of hydrogenic donors
in GaAs are even higher: Colton et al. [175] report a value of g∗loc =
−0.41 (T = 1...2 K) in agreement with Römer [118] (g∗loc = −0.40,
T = 10 K). In sample A, the localization of the electrons is reduced due
to overlapping donor wavefunctions and, correspondingly, a lower value
is measured in this work [g∗A = −0.4292(2), 25 K]. A more detailed
knowledge about the structure of the impurity band in sample A would
allow further theoretical assessment. The measured value is in good
agreement with the value reported by Schreiber et al. for a similar
doping concentration [168].
Dependence on temperature. The eﬀective g-factor in sample B is
well understood by taking the ﬁnite Fermi energy of the system into
account (see previous paragraph). A more detailed modeling also de-
mands to include the thermal broadening at the Fermi edge. The tem-





D(E)f(E, T )[1− f(E, T )]g∗(E)dE∫∞
0
D(E)f(E, T )[1− f(E, T )]dE , (4.11)
where D(E) is the three-dimensional density of states. Here, the con-
duction band edge value is set to −0.481 in agreement within the error
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bars of the high precession measurements of Reference 63. Note that
also the band edge value of g∗ is generally a function of temperature
due to the temperature dependence of the fundamental band parame-
ters [see Equation (2.13)]. In the temperature range of this work, the
change of the GaAs band parameters is however negligible [173]. For
sample A, the measured temperature dependence of g∗ is slightly larger
than in sample B, a more detailed assessment is however not possible
within this work because of the unknown impurity band structure.
Dependence on magnetic ﬁeld. Stein et al. reported a dependence
on an external magnetic ﬁeld of the eﬀective Landé factor in a doped
GaAs/AlGaAs based quantum well in 1983 [176]. This behavior was
later explained by Lommer and co-workers [177] via the non-parabolicity
of the conduction band. The energy of conduction band electrons in-




where n gives number of the Landau level of the electron. With the
energy dependence of the eﬀective g-factor of dg∗/dE = 6.3 eV−1 and
the eﬀective mass of m∗e/me = 0.067, the change of g
∗ in a magnetic








Dobers et al. [178] carried out electron spin resonance in a doped
quantum well and found that only the electrons from the highest Lan-
dau level contribute to the detected resonance signal in their experi-
ment. Correspondingly, they found an increase of ∆g∗ with diﬀerent
slopes at diﬀerent magnetic ﬁelds according to Equation (4.12). Oest-
reich et al. [173] and Döhrmann [149] measured the change of g∗ for
free electrons in undoped bulk GaAs at the conduction band edge of
dg∗/dB ≈ 5 × 10−3 T−1 (n = 1/2). At ﬁelds above 6 T, Seck and
co-workers [174] found the same increase of the eﬀective g-factor for
donor-bound electrons. In this work, both samples show a signiﬁcantly
more moderate slope of 3(1) × 10−4 T−1 in the ﬁeld range up to 3 T
at 25 K (see Figure 4.11). This slope does not signiﬁcantly vary with
temperature from around 5 to 30 K. Nevertheless, the physical origin
of this ﬁnding is diﬀerent for the two samples.
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In sample A, the magnetic ﬁeld enhances the localization of the elec-
trons which leads to an increase of 〈k2〉 (see paragraph Dependence
on doping density). According to Reference 179, the extension of the
donor wavefunction transverse to the magnetic ﬁeld roughly decreases
proportional to B−1/2, i.e., 〈k2〉 increases linear in the magnetic ﬁeld
as observed. As ν < 0.5, in the applied magnetic ﬁeld range (see Sec-
tion 2.2.3), the relevant energy change is signiﬁcantly smaller than the
Landau level splitting ~ωc in accordance with the observed weak mag-
netic ﬁeld dependence of g∗A.
In sample B, the electrons are delocalized and are, accordingly, sub-
ject to Landau quantization. The Landau levels are however broadened
due to momentum scattering. The dominant source of momentum re-
laxation in this doping and temperature regime is impurity scattering
and the scattering time is of the order of τP ≈ 1 ps [172]. Hence,
τpωc ≈ 1 in the investigated ﬁeld range and, correspondingly, only
a weak increase of the eﬀective g-factor in a magnetic ﬁeld is ob-
served due to impurity scattering and consequent broadening of the
Landau levels. For comparison, Döhrmann [149] found an increase of
dg∗/dB ≈ 6×10−4 B−1 at a temperature of 242 K in nominally undoped
material where momentum scattering is signiﬁcantly less eﬃcient. At
ﬁelds larger than ∼ 4.6 T [Equation (2.18)] where only the lowest Lan-
dau level is occupied, an increase of dg∗/dB ≈ 5×10−3 B−1 is expected
in sample B at low temperatures.
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Figure 4.12.: Lower curve: spin noise spectrum acquired in Voigt con-
ﬁguration, i.e., Bz = 0; the two peaks correspond to Bx = 3 mT
and Bx = 6 mT. Upper curve: spin noise spectrum acquired in an
oblique magnetic ﬁeld, i.e., Bz = 3 mT while still a transverse ﬁeld of
Bx = 3 mT and Bx = 6 mT is applied, respectively. Also, noise of the
spin component along the magnetic ﬁeld B = [Bx, 0, Bz] is detected
around 0 MHz. The light-colored curves are ﬁts.
4.3. Spin noise spectroscopy in oblique
magnetic ﬁelds
In the spin noise measurements in the previous section, a magnetic ﬁeld
transverse to the wavevector of the probe light (B ⊥ klaser) is applied
to modulate the dynamics of the spin component along the probe light
wavevector klaser with the Larmor frequency. In this so-called Voigt
conﬁguration, the spin noise peak is shifted away from zero frequency
and its width is determined by the spin dephasing rate 1/T (∗)2 . In the
Faraday conﬁguration, i.e., in a longitudinal magnetic ﬁeld, the spin
noise peak is centered around zero frequency, the width is however
no longer determined by T2, but by the spin relaxation time T1 [see
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Figure 4.13.: Larmor frequency as a function of the longitudinal mag-
netic ﬁeld Bz; the lines are ﬁts according to Equation (4.13).
Equation (2.19)]. It is demonstrated in this section that application of
an oblique magnetic ﬁeld allows simultaneous measurement of the spin
dephasing as well as the spin relaxation time.
Figure 4.12 depicts spin noise spectra that are recorded in sample
A at 2 K and a probe laser wavelength of 830 nm.12 The spectra are
acquired by subsequent application of transverse magnetic ﬁelds Bx of
3 and 6 mT and subtraction of the two spectra to remove the photon
shot noise (see Section 3.2.2). In addition, a longitudinal magnetic ﬁeld
Bz is applied. The Larmor frequency is determined by the absolute
value of the magnetic ﬁeld and, correspondingly, the two peaks that are








as indicated by the ﬁtting curves in Figure 4.13. However, according to
12Note that the measurements in Section 4.2 are carried out at a laser wavelength
of 850 nm. Accordingly, the measurements presented in this section are not free
of perturbations and the width of the spin noise curves is not evaluated.
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Figure 4.14.: Observed spin noise power as a function of the longitu-
dinal magnetic ﬁeld Bz for Bx = 3 mT (squares) and 6 mT (circles).
The dashed and the dotted line are ﬁts according to Equation (4.14).
The triangles correspond to the noise power that is detected at zero
frequency; the solid line corresponds to the diﬀerence of the two other
lines.
Equation (2.19) only the spin polarization component m⊥ perpendicu-
lar to the magnetic ﬁeld B = [Bx, 0, Bz] is modulated with the Larmor
frequency. The Faraday rotation is sensitive to the component of the
stochastic spin polarization along the probe light wavevector klaser. Ac-
cordingly, the integrated spin noise power P around fL is proportional








This expected behavior is also experimentally demonstrated (see Fig-
ure 4.14). The spin ﬂuctuations along B = [Bx, 0, Bz] are correspond-
ingly not modulated with the Larmor frequency and can be detected
around zero frequency in spin noise spectroscopy as demonstrated in
Figure 4.12. In Figure 4.14, also the corresponding noise that is de-
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tected in the experiment around zero frequency is plotted as a function
of Bz. The dependence on Bz is well described by the diﬀerence of the
two ﬁtting curves according to Equation (4.14) revealing that spin noise
spectroscopy in oblique magnetic ﬁelds is well understood.
The experiment presented in this section is carried out at relatively
low magnetic ﬁelds where the diﬀerence between longitudinal and trans-
verse spin decay, i.e., between T1 and T ∗2 , is insigniﬁcant (see Sec-
tion 2.2.4). However, the results of this section show that in principle
spin noise spectroscopy with an oblique magnetic ﬁeld allows investiga-
tion of transverse and longitudinal spin dynamics in a single spin noise
spectrum. In such an experiment, long magnet sweeping times can be
avoided by taking reference curves by means of a variable retarder (see
Section 3.2.2).13
13Alternatively, equivalent information could be gathered by alternately carrying
out spin noise measurements in magnetic ﬁelds B = [B, 0, 0] and B = [0, 0, B].
This measurement scheme however demands long magnet sweeping times. If the
laser light power shows a drift, the long sweeping times do not only increase the




Semiconductor spin dynamics are most often studied by optical ex-
periments in which a non-equilibrium spin polarization is injected by
polarized light. This optical spin orientation is necessarily accompa-
nied by energy absorption and the electron system is no longer at ther-
mal equilibrium. The resulting electron heating and the presence of
free, optically generated charge carriers can have a signiﬁcant impact
on the observed spin dynamics (Section 2.2). To circumvent these ex-
perimental pitfalls, spin noise spectroscopy is applied in this work to
study spin dynamics in semiconductors. Spin noise spectroscopy avoids
optical excitations of the examined electron system and enables inves-
tigations of the electron spin dynamics in semiconductors very close to
thermal equilibrium (Section 2.1). This technique measures the ﬂuctu-
ating stochastic spin polarization of the electron ensemble (Sections 2.3
and 2.4) via the optical Faraday eﬀect, i.e., the spin ﬂuctuations of the
electron ensemble are mapped onto the polarization state of the probe
laser which can be tuned into the transparency region of the sample.
Correlations in the detected time domain signal reveal the underlying
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spin dynamics of the electron system at thermal equilibrium which are
studied by spectral analysis (Section 2.5). The experimental realization
of spin noise spectroscopy in this work shows a detection sensitivity for
the relevant frequency range and for suﬃciently high probe laser power
close to the standard quantum limit (Sections 3.1 and 3.2).
Real-time detection of electron spin dynamics is an integral part of
the measurement principle of spin noise spectroscopy and requires high-
bandwidth photodetection and spectrum analysis (Section 3.3). Prior
to this work, spin noise spectroscopy has been limited to frequencies
smaller than 1 GHz. This work introduces and assesses diﬀerent routes
to mitigate this technical limitation for universal application of semi-
conductor spin noise spectroscopy. Electrical down-conversion of the
spin noise signal is demonstrated in Section 3.3.1. However, electrical
frequency mixing comes with a signiﬁcant reduction of the detection
sensitivity and the bandwidth is still limited by the performance of
the photoreceiver. Simulated spin noise experiments (Section 3.3.2)
reveal that also high-speed, low-resolution digitizers enable spin noise
spectroscopy at the standard quantum limit, i.e., quantization noise
is negligible for the real-time spectrum analysis based on fast Fourier
transformation even with a resolution of the digitizer as low as 3 bit.
The highly eﬃcient spectrum analysis in this work can correspondingly
be extended to a considerably larger bandwidth of several GHz. In
contrast, the advancement of ultrafast spin noise spectroscopy (Section
3.3.3) disposes of the technical limitation of spin noise spectroscopy
to low frequencies. In ultrafast spin noise spectroscopy, pulsed probe
laser light is utilized instead of the hitherto used continuous-wave probe
light. The detected spin dynamics appear to slow down under this stro-
boscopic sampling and spin dynamics at frequencies of around 16 GHz
are measured with an 80 MHz photodetector (Section 4.2). The maxi-
mum precession frequency of the electron spins that can be resolved by
this technique is only limited by the inverse pulse width while the band-
width of the spin dynamics is, however, still limited by the bandwidth
of the photodetector as well as the laser repetition rate.
Spin noise spectroscopy is applied to study the spin dynamics in a
modulation-doped (110)-oriented GaAs/AlGaAs multiple quantum well
structure (Section 4.1). This experiment constitutes the ﬁrst applica-
tion of spin noise spectroscopy to a semiconductor system of reduced
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eﬀective dimensionality. (110) GaAs/AlGaAs quantum wells are of spe-
cial interest in the context of spintronics and promise long spin dephas-
ing times for delocalized electronic spins since the Dyakonov-Perel spin
dephasing mechanism is ineﬃcient for spins aligned along the growth di-
rection of these structures. These long spin lifetimes have, nevertheless,
not been measured at low temperatures prior to this work since mea-
surements with conventional experimental techniques that rely on opti-
cal spin orientation are obviated due to the presence of photogenerated
holes. The strong inﬂuence of optically created holes on the observed
spin dephasing times is demonstrated in Section 4.1.1 by tuning the spin
noise probe laser close to the optical resonance. In fact, at suﬃciently
large detuning, the longest reported spin dephasing times for delocal-
ized electronic spins in GaAs based quantum wells of T2 = 24(2) ns are
found in this work. Also, the anisotropic spin dephasing, which results
from the Dyakonov-Perel mechanism being still eﬀective for in-plane
spins, is demonstrated by application of a small in-plane magnetic ﬁeld
that rotates the spins into the quantum well plane where they rapidly
dephase (Section 4.1.2). Furthermore, systematic variation of the probe
volume shows that the ﬁnite transit time of an electron through the laser
spot results in time-of-ﬂight broadening of the spin noise spectra (Sec-
tion 4.1.3). The inﬂuence of these transit time eﬀects on the observed
spin noise spectra is modeled; calculated and experimental data show
good agreement. This time-of-ﬂight broadening should uniquely allow
the study of Brownian motion of electrons at thermal equilibrium. Fi-
nally, the mechanisms that possibly dominate spin dephasing of spins
aligned along the growth direction at low temperatures are discussed
(Section 4.1.4). Two mechanisms are elaborated in detail: spin dephas-
ing by Rashba ﬁelds resulting from growth imperfections and by random
Rashba ﬁelds that originate from inevitable dopant ﬂuctuations in the
doping sheets. The observed temperature dependence favors the latter
possibility.
The new experimental technique of ultrafast spin noise spectroscopy
which is developed in this work is applied to study the spin dynam-
ics in n-type bulk GaAs in transverse magnetic ﬁelds (Section 4.2).
Two diﬀerent bulk samples are studied, one slightly below the metal-to-
insulator transition, the other one well above. The broadening of the
spin dephasing rates in the low doped sample is signiﬁcantly smaller
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than reported for a similar sample investigated by resonant spin ampli-
ﬁcation [16]. The experimental ﬁndings in this work directly disprove
the theoretical assessment that the observed spin dephasing results from
a thermal spread of the eﬀective Landé factor. Instead, the observed
inhomogeneous spin dephasing in this work is attributed to spatial in-
homogeneities of the eﬀective g-factor. The stronger spin dephasing in
Reference 16 may accordingly be related to the inhomogeneous exci-
tation proﬁle that enhances such spatial inhomogeneities. The higher
doped sample shows a less pronounced increase of the spin dephasing
rates in a transverse magnetic ﬁeld. However, this ﬁnding still lacks
a proper explanation since no broadening of the spin noise spectra at
all is expected in this doping and magnetic ﬁeld regime. Furthermore,
the temperature, doping, and magnetic ﬁeld dependence of the eﬀective
electron Landé g-factor are investigated (Section 4.2.2). The tempera-
ture dependence and the absolute value of g∗ in the high doped sample is
quantitatively well modeled by the conduction band edge value and the
energy dependence of the eﬀective Landé factor in GaAs. However, the
unknown impurity band structure in the low doped sample only allows
a qualitative assessment. The magnetic ﬁeld dependence of the eﬀec-
tive electron g-factor is in both samples quite moderate in the applied
magnetic ﬁeld range of up to 3 T indicating that the eﬀects of Landau
quantization that are observed for free electrons in undoped samples
are suppressed due to electron localization (in the low doped sample)
or due to strong impurity scattering (in the high doped sample).
Spin noise spectroscopy is usually carried out in the Voigt geometry,
i.e., a magnetic ﬁeld is applied transverse to the probe light wavevector
to modulate the measured stochastic spin polarization. In Section 4.3,
a novel geometry for spin noise spectroscopy is introduced where a
magnetic ﬁeld with components parallel and perpendicular to the light
propagation is used. This geometry enables simultaneous detection of
transverse and longitudinal spin dynamics, i.e., spin dephasing as well
as spin relaxation in a single measurement. Correspondingly, this exper-
iment can easily distinguish between homogeneous and inhomogeneous
spin dephasing mechanisms that can contribute to the spin decay in
magnetic ﬁelds as discussed in the previous paragraph.
In summary, this work yields profound insight into the spin dynam-
ics of semiconductor systems very close to thermal equilibrium and,
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thereby, demonstrates that semiconductor spin noise spectroscopy is an
ideal tool to investigate spin dynamics of resident electrons in semi-
conductors. The extensive assessment of the detection sensitivity and
several routes to extend the experimental bandwidth may lay the ba-
sis for future spin noise measurements in very small systems, such as
single self-assembled quantum dots, and in systems with high spin de-
phasing rates, such as n-type bulk GaAs at room temperature. The
measurement principle of spin noise spectroscopy is not limited to semi-
conductors and, especially, the experimental advancement of ultrafast
spin noise spectroscopy should allow the investigation of samples with
ferromagnetic order where the spin precession frequencies are in the
GHz range due to the spontaneous magnetization of the sample (see
Appendix A). Such experiments may for instance allow the study of
noise in the vicinity to magnetic phase transitions or Bose-Einstein




Spin Noise Spectroscopy in Materials with Magnetic
Order
The main part of this dissertation focuses on spin noise spectroscopy in
non-magnetic semiconductors. The assumption of an ensemble of inde-
pendent spins is widely valid to describe these spin noise experiments
in semiconductors. However, this modeling is obviously illegitimate for
a spin system with magnetic order. On the one hand, spin noise spec-
troscopy may allow to study the transition of such a sample system to
the paramagnetic phase. On the other hand, even in the magnetically
ordered phase the spin polarization still ﬂuctuates. This fact follows
from the dissipation-ﬂuctuation theorem and was, e.g., demonstrated
in magnetometric investigations of spin glasses [24, 25]. This appendix
assesses if also the optical approach to detect spin ﬂuctuations via Fara-
day rotation of probe laser light, i.e., spin noise spectroscopy, is sensitive
to these magnetic ﬂuctuations. Contrary to the modeling in the Sec-
tions 2.3 and 2.4, spin ﬂuctuations in the presence of magnetic order
have to be viewed as thermally excited collective magnetic modes. This
picture is further discussed in Section A.1 where also the correspond-
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ing Faraday rotation noise power is estimated. Section A.2 focuses on
the actual experiments in which yttrium iron garnet ﬁlms are examined.
The ferrimagnet yttrium iron garnet has developed into a quintessential
material for studying magnetic oscillation and waves. Recently, room
temperature Bose-Einstein condensation of magnons was demonstrated
in this material [180]. The investigated samples are provided by the
group of ProfessorDemokritov at the University of Münster where the
ﬁlms were also characterized by ferromagnetic resonance.
A.1. Model
In the following, a ferromagnetic thin ﬁlm with lateral dimensions a and
b in an external magnetic ﬁeld applied in x-direction, B = [B, 0, 0], i.e.,
transverse to the light propagation is considered. The ﬁlm is assumed
to be uniformly magnetized along the external magnetic ﬁeld direction
so that the ﬁlm consists of a single magnetic domain. The average mag-
netization is accordingly given by M = [MS, 0, 0] and correspondingly
no magnetization component along the direction of light propagation is
measured in time average, i.e., 〈Mz〉 = 0. However, thermal magnetiza-
tion noise leads to a ﬁnite standard deviation 〈M2z 〉. Standing magnetic
waves are thermally excited in the sample and are characterized by the
wavevector k = [npi/a,mpi/b] with n,m = 0, 1, 2, ... . At k = 0, the
magnetic mode corresponds to a uniform precession of the magneti-
zation around its equilibrium direction. Spin noise spectroscopy can
only detect magnetic modes with a wavelength larger than the probe
spot diameter 2w0. Hence, around Nmodes ≈ ab/w20 magnetic modes
contribute to the detected Faraday rotation. Each of these modes is
activated by the thermal energy ∼ kBT . In the following, the contri-
bution to 〈M2z 〉 per mode is estimated. As only modes close to the
uniform mode are detected, it should suﬃce to consider the energy of
the uniform mode and neglect dipolar and exchange interaction. The
magnetic energy density is given by





where the ﬁrst term is the Zeeman energy and the second term is the
demagnetization energy in the case of a thin ﬁlm. All other anisotropies
besides this shape anisotropy are disregarded. It is easy to see that the
uniform magnetization along the direction of the in-plane external mag-
netic ﬁeld represents the ground state of this system. The frequency of
the uniform magnetic mode can be calculated from this energy density
by harmonic expansion around the equilibrium magnetization [181]:




B(B + µ0MS). (A.2)
A magnetization component perpendicular to the sample plane increases
the energy of the system. The Zeeman contribution can be neglected
(B  µ0MS) since very small magnetic ﬁelds are applied in the ex-
periment. Hence, thermal ﬂuctuations yield a standard deviation of
(neglecting all numerical factors of the order of unity)




where Vsample = abl is the sample volume. The expected Faraday rota-
tion noise can be calculated from the literature values for the speciﬁc
Faraday rotation ψF [rad/cm] assuming a linear relation between mag-















Strong focusing accordingly increases the spin noise power. This can
however result in a signiﬁcant inhomogeneous broadening of the noise
spectrum if the magnon dispersion ω(k) signiﬁcantly diﬀers from ω(0)
for k = pi/w0 which limits spin noise spectroscopy, e.g., in yttrium iron
garnet to rather large probe laser spots of several ten microns.1 The
1The magnetic dispersion can be calculated with the Equations (16) and (35) from
Reference 182 (n = n′ = 0). The magnon dispersion is diﬀerent for wavevectors
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Figure A.1.: Excitation of magnetic oscillations by means of radio fre-
quency antenna fabricated by short-circuiting a coaxial cable.
speciﬁc spin noise power at room temperature is P/l ≈ 10−30 rad2/cm
according to Equation (A.4) for yttrium iron garnet ﬁlms (w0 = 10µm,
ψF ≈ 50 rad/cm, µ0MS ≈ 175mT [183]) while P/l ≈ 10−28 rad2/cm for
nickel ﬁlms (ψF ≈ 1400 rad/cm [184], µ0MS = 609mT [185]). Yttrium
iron garnet is an insulator and shows only low absorption for a large
portion of the visible optical spectrum which allows usage of quite thick
ﬁlms of several microns for Faraday rotation measurements. Nickel and
other ferromagnetic metals allow only a ﬁlm thickness of the order of
the optical penetration depth around 10 nm so that the lower expected
speciﬁc noise power in yttrium iron garnet ﬁlms can be compensated
by a higher ﬁlm thickness.
A.2. Experiment
The detection of thermally excited spin noise in ferromagnets deﬁnitely
demands high detection sensitivity and very long integration times. The
Faraday rotation noise is enhanced by exciting magnetic ﬂuctuations
with radio frequency oscillations. To this end, a radio frequency an-
tenna, fabricated by short-circuiting the end of a coaxial cable, is placed
parallel, k‖, and perpendicular, k⊥, to the magnetic ﬁeld direction. This fact
may be exploited in future experiments by focusing with cylindrical lenses.
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Figure A.2.: Frequency dependent sensitivity of the utilized digitizer
AlazarTech ATS9870 (R = 8 bit and fS = 1 GS/s). The analog compo-
nents of the digitizer show a 3 dB-bandwidth around 400MHz.
around the probe laser spot (see Figure A.1). The antenna is connected
to a signal generator which is tuned to the resonance frequency of the
uniform magnetic precession.
The resonance frequency of the uniform magnetic mode of a thin mag-
netic ﬁlm can be adjusted according to Equation (A.2) to an arbitrary
value by tuning the applied magnetic ﬁeld B. However, this equation
is only valid as long a uniform magnetization state is present in the
sample. Accordingly, no uniform magnetic precession is observed in
ferromagnetic resonance measurements below a certain magnetic ﬁeld.
Measurements of ferromagnetic resonance show that a ﬁeld around 7 mT
is needed to achieve a single domain state in a 5µm thick yttrium iron
garnet ﬁlm which results in a frequency of around 1.04 GHz. Thin-
ner ﬁlms have a stronger shape anisotropy and a uniform magnetiza-
tion is correspondingly expected at lower magnetic ﬁelds. In fact, a
0.5µm thick yttrium iron garnet ﬁlm shows uniform magnetic preces-
sion around 500 MHz at a magnetic ﬁeld around 1.5 mT. The available
balanced receiver New Focus 1607-AC-FS with a 3 dB-bandwidth of 650
MHz (see Section 3.1) and digitizer AlazarTech ATS9870 (R = 8 bit and
fS = 1 GS/s) limit the spin noise measurements on yttrium iron garnet
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Figure A.3.: Faraday rotation noise spectra acquired according to the
setup in Figure A.1 in a 0.5µm thick yttrium iron garnet ﬁlm. The mag-
netic ﬁeld is set to 1.5 mT (dark-colored curve) so that the applied radio
frequency signal at 500MHz is resonant with the precession frequency
of the uniform magnetic mode. For comparison, the light-colored curve
is acquired with an external ﬁeld of 4 mT.
to the ﬁlm thickness of 0.5µm. Unfortunately, the analog components
of the digitzer show a 3 dB-bandwidth of around 400 MHz deviating
from the speciﬁcations (see Figure A.2) which reduces the detection
sensitivity in the relevant frequency range. The signal generator is set
to 500MHz at an output power of 23 dBm while the corresponding mag-
netic ﬁeld of 1.5mT is applied transverse to the sample. A frequency
doubled, diode pumped solid state laser is used as probe laser (Coher-
ent Verdi V6, λ = 532 nm). Reference noise spectra for subtraction
of the optical shot noise background are acquired by switching oﬀ the
output of the signal generator. Figure A.3 shows such a noise spectrum
(dark curve) for very long integration times of around 16 hours. The
light-colored curve depicts for comparison the corresponding curve with
an external ﬁeld of 4mT where the applied radio frequency signal is
oﬀ-resonant. Accordingly, spin noise spectroscopy is probably sensitive
enough to detect the resonantly excited magnetic oscillations. However,
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further investigations clearly demand an extension of the experimental
bandwidth. Besides using ultrafast digitizers (see Section 3.3.2), this
could be achieved by ultrafast spin noise spectroscopy employing pulsed
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