INTRODUCTION
Let's say you're an executive at a large corporation. Your particular responsibilities include making sure that all of your employees have the right hardware and software they need to do their jobs. Buying computers for everyone isn't enough; you also have to purchase software or software licenses to give employees the tools they require. Whenever you have a new hire, you have to buy more software or make sure your current software license allows another user. It's a stressful work.
Soon, there may be an alternative for executives like you. Instead of installing a suite of software for each computer, you'd only have to load one application. That application would allow workers to log into a Web-based service which hosts all the programs the user would need for his or her job. Remote machines owned by another company would run everything from e-mail to word processing to complex data analysis programs. It's called cloud computing, and it could change the entire computer industry.
Cloud computing is a computing paradigm that involves outsourcing of computing resources with the capabilities of expendable resource scalability, on-demand provisioning with little or no up-front IT infrastructure investment costs [1] . It has recently emerged as a promising hosting platform that performs an intelligent usage of a collection of services, applications, information and infrastructure comprised of pools of computer, network, information and storage resources. Moving data into the cloud offers great convenience to users since they don"t have to care about the complexities of direct hardware management. The pioneer of Cloud Computing vendors, Amazon Simple Storage Service (S3) and Amazon Elastic Compute Cloud (EC2) [webensuring] are both well known examples. While these internet-based online services do provide huge amounts of storage space and customizable computing resources, this computing platform shift, however, is eliminating the responsibility of local machines for data maintenance at the same time. As a result, users are at the mercy of their cloud service providers for the availability and integrity of their data.
However along with this advantage of storing a large amount of data including critical information on the cloud motivates highly skilled hackers and creates a need for the security to be considered as one of the top issues while considering Cloud Computing. Data security for such a cloud service encompasses several aspects including secure channels, access controls, and encryption. And, when we consider the security of data in a cloud, we must consider the security triad: confidentiality, integrity, and availability [2] . In the cloud storage model, data is stored on multiple virtualized servers. Physically the resources will span multiple servers and can even span storage sites. Thus an effective scheme to ensure the correctness of user"s data on cloud must be utilized.
The scheme proposed here relies on erasure-correcting code in the file distribution preparation to provide redundancies and guarantee the data dependability. By utilizing the homomorphic token with distributed verification of erasure-coded data, this scheme achieves the storage correctness insurance as well as data error localization. Whenever data corruption has been detected during the storage correctness verification, this scheme can almost guarantee the simultaneous localization of data errors and the identification of the misbehaving server(s).The key feature of this scheme is that it uses signcryption/unsigncryption schemes based on elliptic curves to enforce public verifiability which is an enhancement to a previously described cloud system model in [3] II.
PROPOSED SYSTEM 1. SYSTEM'S COMPONENTS
Representative network architecture for cloud data storage for the system we have proposed is illustrated in figure 1 . Four different network entities of this system can be identified as follows:
 User: users, who have data to be stored in the cloud and rely on the cloud for data computation, consist of both individual consumers and organizations.  Cloud Service Provider (CSP): a CSP, who has significant resources and expertise in building and managing distributed cloud storage servers, owns and operates live Cloud Computing systems.  Authentication Server (AS): an authentication server, who has expertise and capabilities that users may not have, is trusted to assess and expose risk of cloud storage services on behalf of the users upon request.  Certificate Authority (CA): a certification authority provides certificates for authentication and identification to User and AS.
In cloud data storage, a user stores his data through a CSP into a set of cloud servers, which are running in a simultaneous, cooperated and distributed manner. Data redundancy can be employed with technique of erasure-correcting code to further tolerate faults or server crash as user"s data grows in size and importance. Thereafter, for application purposes, the user interacts with the cloud servers via CSP to access or retrieve his data. In some cases, the user may need to perform block level operations on his data. The most general forms of these operations considered are block update, delete, insert and append.
As users no longer possess their data locally, it is of critical importance to assure users that their data are being correctly stored and maintained. That is, users should be equipped with security means so that they can make continuous correctness assurance of their stored data even without the existence of local copies. As the users do not necessarily have the time, feasibility or resources to monitor their data, this task is delegated the Authentication Server which uses signcryption scheme based on Elliptic Curves has been used for this purpose. One of the key issues is to effectively detect any unauthorized data modification and corruption, possibly due to server compromise and/or random Byzantine failures [3] . Besides, in the distributed case when such inconsistencies are successfully detected, to find which server the data error lies in is also of great significance, since it can be the first step to fast recover the storage errors. To address these problems, the main scheme for ensuring cloud data storage is presented in next section. 
NOTATION AND PRELIMINARIES
Domain parameters of the proposed scheme consist of a suitably selected elliptic curve E defined over a finite field Fq with the Weierstrass equation of the form y 2 = x 3 + ax + b and a base point G Є E(Fq ) in which q is a large prime number. In order to make the elliptic curve non-singular, a,b Є Fq should satisfy 4a 3 + 27b 2 ≠ 0(mod q) . To guard against small subgroup attacks, the point G should be of a prime order n or equivalently, nG = O where O denotes the point of elliptic curve at infinity, and we should have n > 4 √q. To protect against other known attacks on special classes of elliptic curves, n should not divide q i -1 for all 1 ≤ i ≤V (V = 20 suffices in practice), n ≠ q should be satisfied, and the curve should be non-super singular [4] .To retain the intractability of ECDLP, n should at least satisfy n > 2 160 for the common applications. If CA is not involved in the public key generation, it is necessary for CA to verify that each entity really possesses the corresponding private key of its claimed public key. This can be accomplished by a zeroknowledge technique. It should also be verified that the public keys belong to the main group.
:
The data file to be stored. It is assumed that can be denoted as a matrix of equal-sized data vectors, each consisting of blocks. Data blocks are all well represented as elements in Galois Field (2 ) for = 8 16.
: The dispersal matrix used for Reed-Solomon coding.
: The encoded file matrix, which includes a set of = + vectors, each consisting of blocks. (·): Pseudorandom function (PRF), which is defined as ∶ {0, 1} * × → (2 ). Ф (·): Pseudorandom permutation (PRP), which is defined as Ф: {0, 1} 2( ) × → {0, 1} 2( ). : A version number bound with the index for individual blocks, which records the times the block has been modified. Initially it is assumed that is 0 for all data blocks.
: The seed for PRF, which depends on the file name, block index , the server position as well as the optional block version number .
PHASES AND FLOW OF THE PROPOSED SCHEME
Different phases of the scheme where different techniques applied and the flow of data distribution, encryption and authentication is listed as follows: Phase 1: file distribution preparation.
 Done by user  Using erasure-correcting code Phase 2: Token Pre-computation.
 Done by User  Homomorpic tokens are generated using token pre-computation algorithm Phase 3: Signcryption of pre-computed Tokens.
 Done by User  Using Signcrption Scheme based on elliptic curves Phase 4: Unsigncryption of Tokens.
 Done by AS  Using Unsigncryption Scheme Phase 5: Correctness Verification and Error Localization.
 Using Challenge Token Pre-computation algorithm Phase 6: File Retrieval and Error Recovery.
 Using Error Recovery algorithm III.
FILE DISTRIBUTION PREPARATION
It is well known that erasure-correcting code may be used to tolerate multiple failures in distributed storage systems. In cloud data storage, we relay on this technique to disperse the data file redundantly across a set of = + distributed servers. A ( + , ) Reed-Solomon erasure-correcting code is used to create k redundancy parity vectors from data vectors in such a way that the original data vectors can be reconstructed from any out of the m + k data and parity vectors. By placing each of the m + k vectors on a different server, the original data file can survive the failure of any of the + servers without any data loss, with a space overhead of / . For support of efficient sequential I/O to the original file, our file layout is systematic, i.e., the unmodified data file vectors together with parity vectors are distributed across + different servers [3] . Let = ( 1, 2, . . . , ) and = ( 1 , 2 , . . . , ) ( ∈ {1, . . . , }), where ≤ 2 − 1. Note all these blocks are elements of (2 ) . The systematic layout with parity vectors is achieved with the information dispersal matrix , derived from × ( + ) Vandermonde matrix.
, where ( ∈ {1, . . . , }) are distinct elements randomly picked from (2 ) . After a sequence of elementary row transformations, the desired matrix can be written as
Where is a × identity matrix and is the secret parity generation matrix with size × . Note that is derived from a Vandermonde matrix, thus it has the property that any out of the + columns form an invertible matrix. By multiplying by , the user obtains the encoded file: = · = ( (1), (2), . . . , ( ), ( + 1), . . . , ( )) = ( 1, 2, . . . , , ( + 1), . . . , ( )), where ( ) = ( ( )1 , ( )2 , . . . , ( ) ) ( ∈ {1, . . . , }). As noticed, the multiplication reproduces the original data file vectors of and the remaining part ( + 1,…, ( )) are parity vectors generated based on .
IV. CHALLENGE TOKEN PRECOMPUTATION
In order to achieve assurance of data storage correctness and data error localization simultaneously, this scheme entirely relies on the pre-computed verification tokens. The main idea is as follows: before file distribution the user pre-computes a certain number of short verification tokens on individual vector G(j) (j ∈ {1, . . . , n}), each token covering a random subset of data blocks. Later, when the user wants to make sure the storage correctness for the data in the cloud, he challenges the cloud servers with a set of randomly generated block indices. Upon receiving challenge, each cloud server computes a short "signature" over the specified blocks and returns them to the user. The values of these signatures should match the corresponding tokens precomputed by the user. Meanwhile, as all servers operate over the same subset of the indices, the requested response values for integrity check must also be a valid codeword determined by secret matrix P.
Suppose the user wants to challenge the cloud servers times to ensure the correctness of data storage. Then, he must pre-compute verification tokens for each ( ) ( ∈ {1, . . . , }), using a PRF (·), a PRP Ф(·), a challenge key and a master permutation key PRP . To generate the th token for server , the user acts as follows:
1. Derive a random challenge value ⍺ i of GF(2 p ) by ⍺ i = f kchal (i) and a permutation key k Note that v(j)i , which is an element of GF(2p) with small size, is the response the user expects to receive from server j when he challenges it on the specified data blocks. The details of token generation are shown in Algorithm 1. 
VI. UNSIGNCRYPTION OF TOKENS.
AS who received the signcrypted text (R,C, s) , follows the below steps to extract the plaintext and verify the signature [4] Once all tokens are computed, sent encrypted and success acknowledgement message is received from AS to User, the final step before file distribution is to blind each parity block g i (j) in ( ( + 1), . . . , ( )) by ( ) ← ( ) + ( ), ∈ {1, . . . , }, where j is the secret key for parity vector ( ) ( ∈ { +
VIII. FILE RETRIEVAL AND ERROR RECOVERY
Since the layout of file matrix is systematic, the user can reconstruct the original file by downloading the data vectors from the first m servers, assuming that they return the correct response values. Notice that the verification scheme is based on random spot-checking, so the storage correctness assurance is a probabilistic one. However, by choosing system parameters (e.g., r, l, t) appropriately and conducting enough times of verification, this scheme can guarantee the successful file retrieval with high probability. On the other hand, whenever the data corruption is detected, the comparison of pre-computed tokens and received response values can guarantee the identification of misbehaving server(s), again with high probability, which will be discussed shortly. Therefore, the user can always ask servers to send back blocks of the r rows specified in the challenge and regenerate the correct blocks by erasure correction, shown in Algorithm 3, as long as there are at most k misbehaving servers are identified. The newly recovered blocks can then be redistributed to the misbehaving servers to maintain the correctness of storage.
Algorithm 3

IX. CONCLUSION
Cloud Computing is gaining remarkable popularity in the recent years for its benefits in terms of flexibility, scalability, reliability and cost effectiveness. Despite all the promises however, Cloud Computing has one problem, Security so in this thesis, we have studied the problem of data security in cloud data storage, various schemes proposed to ensure the correctness of users"s data in the cloud server and have proposed a scheme which includes Public Verifiability using signcryption.
In this scheme signature generation algorithm and key pair generation algorithm needs a random number to be generated. Using this random number as seed private keys is generated. Similarly secret integer "K" generated during signature verification algorithm should also be random in nature. An attacker can exploit this vulnerability if the algorithm used to generate the random number is not cryptographically secure i.e. it should be unpredictable. So probability of any given value being selected should be very small. As a future scope of this work cryptographically secure random number should be included while generating private keys.
