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Classificação en grandes dimensões:
Yi ; Xi i = 1,2, … , n Yi  ∈ {1,…,k}
Xi ∈ ℜp
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O problema
p  >>  n
⇒ Regra de Bayes:
Análise Discriminante Diagonal
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Nearest Shruken Centroids 



























α, θ1, ..., θk obtidos por validação cruzada
Tibshirani, Hastie, Narasimhan e Chu (2003) 
Métodos modernos de seleção de variáveis
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Taxas (locais) de falsas descoberta e não descoberta
Higher Criticism 
Dada uma sucessão de p testes e estatísticas ordenadas, z1, ..., zp com
P0 = P(H0) ;  P1 = P(H1) f0(z) ; f1(z) ; f(z) = P0 f0(z) + P1 f1(z) 
fdr(z) = P0 f0(z) / f (z) Taxa local de falsas descobertas: 
Taxa local de falsas não-descobertas: fndr(z) = 1 - fdr(z) 
Dada uma sucessão de p testes e valores de prova, π1, ..., π p ordenados
HC – máxima diferença estandartizada entre πj e o seu valor
esperado se a distribuição de todos os π fosse uniforme
Como incorporar correlações ?

















Thomaz e Gilles’s “Novas FDL”
Estimadores “encolhidos” e regularizados
Guo, Hastie e Tibshirani (2007)
Xu, Brock e Parrish (2009)
ou:
Ahdesmaki e Strimmer (2009)
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Como incorporar correlações ?
Covariâncias estimadas por modelos factoriais
Xi =  µ(Yi) +  B  fi + εi fi ∈ ℜq εi ∈ ℜP q  <<  p
⇒ Σ =  B  BT + Dε
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Duarte Silva (2009)
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± 0.02190.2393I_HCFisher’s FDL










± 2 std errorsError EstimateSelection Criterion*Rule
Singh’s Prostate Cancer Data – p=6033;  n=50+52
* C – Correlation Adjusted T-scores ; I – Independence based T-scores
HC – Higher Criticism ; FNDR – False Non-Discovery Rates
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± 0.01330.0435I_HCFisher’s FDL










± 2 std errorsError EstimateSelection CriterionRule
Simulation Experiment  -- Guo, Hastie and Tibshirani (2007) setup
p=10 000;  n=100+100 ; 100 Independent Blocks ;  ρ = 0.90
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± 0.01390.0524I_HCFisher’s FDL










± 2 std errorsError EstimateSelection CriterionRule
Simulation Experiment  -- Guo, Hastie and Tibshirani (2007) setup
p=10 000;  n=100+100 ; 100 Independent Blocks ;  ρ = 0.99
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± 0.01310.0293I_HCFisher’s FDL










± 2 std errorsError EstimateSelection CriterionRule
Simulation Experiment  -- Guo, Hastie and Tibshirani (2007) setup
p=10 000;  n=100+100 ; 10 Independent Blocks ;  ρ = 0.90
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± 0.01630.0315I_HCFisher’s FDL










± 2 std errorsError EstimateSelection CriterionRule
Simulation Experiment  -- Guo, Hastie and Tibshirani (2007) setup
p=10 000;  n=100+100 ; 10 Independent Blocks ;  ρ = 0.99
Conclusões
 A escolha do numero adequado de predictores é critica
Correlações e classificação 
em grandes dimensões
 Podem (e devem-se) incorporar correlações, 
mesmo com p >> n
 Estimadores de Covariâncias/Correlações baseados em “alvos
de referência” são fortemente dependentes da razoabilidade
dos alvos adoptados 
 Desenfatizar a importância dos ultimos vectores próprios da
matriz de covariâncias é uma forma eficaz de regularização
para uma grande variedade de condições
 Donoho e Jin’s “Higher Criticism” parece produzir os melhores resultados
 Em que condições é que se pode confiar em “alvos de referência” ?
Correlações e classificação 
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 Devem-se incorporar correlações na selecção de variáveis ?
 Qual a importância de regularizar tambem os estimadores de
médias e de probabilidades à priori ?  
Perspectivas e questões em aberto
 Quais as propriedades assintóticas de métodos regularizados ?
 Quando e Como ?
 Qual a relevância dessas propriedades ?
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