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SMOOTH BUMPS, A BOREL THEOREM AND PARTITIONS OF
SMOOTH FUNCTIONS ON P.C.F. FRACTALS.
LUKE G. ROGERS, ROBERT S. STRICHARTZ, AND ALEXANDER TEPLYAEV
Abstract. We provide two methods for constructing smooth bump functions
and for smoothly cutting off smooth functions on fractals, one using a prob-
abilistic approach and sub-Gaussian estimates for the heat operator, and the
other using the analytic theory for p.c.f. fractals and a fixed point argument.
The heat semigroup (probabilistic) method is applicable to a more general class
of metric measure spaces with Laplacian, including certain infinitely ramified
fractals, however the cut off technique involves some loss in smoothness. From
the analytic approach we establish a Borel theorem for p.c.f. fractals, showing
that to any prescribed jet at a junction point there is a smooth function with
that jet. As a consequence we prove that on p.c.f. fractals smooth functions
may be cut off with no loss of smoothness, and thus can be smoothly decom-
posed subordinate to an open cover. The latter result provides a replacement
for classical partition of unity arguments in the p.c.f. fractal setting.
1. Introduction
Recent years have seen considerable developments in the theory of analysis on
certain fractal sets from both probabilistic and analytic viewpoints [1, 14, 26]. In
this theory, either a Dirichlet energy form or a diffusion on the fractal is used to
construct a weak Laplacian with respect to an appropriate measure, and thereby
to define smooth functions. As a result the Laplacian eigenfunctions are well un-
derstood, but we have little knowledge of other basic smooth functions except in
the case where the fractal is the Sierpinski Gasket [19, 5, 20]. At the same time
the existence of a rich collection of smooth functions is crucial to several aspects
of classical analysis, where tools like smooth partitions of unity, test functions and
mollifications are frequently used. In this work we give two proofs of the existence
of smooth bump functions on fractals, one taking the probabilistic and the other
the analytic approach. The probabilistic result (Theorem 2.9) is valid provided the
fractal supports a heat operator with continuous kernel and sub-Gaussian bounds,
as is known to be the case for many interesting examples [1, 2, 3] that include non-
post-critically finite (non-p.c.f.) fractals such as certain Sierpinski carpets. In this
setting it can also be used to cut off functions of a certain smoothness class, with
some loss of smoothness (Theorem 2.7). By contrast the analytic method (Theorem
3.8) is applicable to the smaller class of self-similar p.c.f. fractals with a regular
harmonic structure and Dirichlet energy in the sense of Kigami [14].
For p.c.f. fractals we use our result on the existence of bump functions to prove a
Borel-type theorem, showing that there are compactly supported smooth functions
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with prescribed jet at a junction point (Theorem 4.3). This gives a very general
answer to a question raised in [19, 5], and previously solved only for the Sierpinski
Gasket [20]. We remark, however, that even in this special case the results of [20]
neither contain nor are contained in the theorem proven here, as the functions in
[20] do not have compact support, while those here do not deal with the tangential
derivatives at a junction point.
Finally we apply our Borel theorem to the problem of partitioning smooth func-
tions. Multiplication does not generally preserve smoothness in the fractal setting
[4], so the usual partition of unity method is not available. As a substitute for this
classical tool we show that a smooth function can be partitioned into smooth pieces
with supports subordinate to a given open cover (Theorem 5.1). This result plays a
major role in a forthcoming paper on a theory of distributions for p.c.f. self-similar
fractals [22].
Setting. Let X be a self-similar subset of Rd (or more generally any complete
metric space) in the sense that there is a finite collection of contractive similarities
{Fj}
N
j=1 of the space and X is the unique compact set satisfying X = ∪
N
j=1Fj(X).
The sets Fj(X) are the 1-cells, and for a word w = (w1, w2, . . . , wm) of length m we
define Fw = Fw1 ◦ · · · ◦Fwm and call Fw(X) an m-cell. If w is an infinite word then
we define [w]m to be its length m truncation and let Fw(X) = ∩mF[w]m(X), which
is clearly a point in X . The map from infinite words to X is surjective but not
injective, and the points of non-injectivity play an important role in understanding
the connectivity properties of the fractal (see Section 1.6 of [14]). In particular
there are critical points of the cover by the Fj , namely those x and y for which
there are j 6= k in {1, . . . , N} such that Fj(x) = Fk(y) (so Fj(x) is a critical value).
We call an infinite word w critical if Fw(X) is a critical value, and then call w˜
post-critical if there is j ∈ {1, . . . , N} such that jw is critical. The boundary ∂X of
X consists of all points Fw˜(X) for which w˜ is post-critical. In the case that the set
of post-critical words is finite the fractal is called post-critically finite (p.c.f.) and
we also use the notations V0 = ∂X and Vm = ∪wFw(V0), where the union is over
all words of length m. The points in (∪mVm) \ V0 are called junction points. We
shall always assume that V0 contains at least two elements.
We suppose that X comes equipped with a self-similar probability measure
µ, meaning that there are µ1, . . . , µN such that the cell corresponding to w =
(w1, . . . , wm) has measure µ(Fw(X)) =
∏m
j=1 µwj . In order to do analysis on X we
assume that X admits a Dirichlet form E , so E is a closed quadratic form on L2(µ)
with the (Markov) property that if u ∈ dom(E) then so is u˜ = uχ0<u<1+χu≥1 and
E(u˜, u˜) ≤ E(u, u), where χA is the characteristic function of A. We will work only
with self-similar Dirichlet forms, having the property that
(1.1) E(u, v) =
∑
m-words w
r−1w E(u ◦ Fw, v ◦ Fw)
where the factors rj are called resistance renormalization factors and as usual rw =
rw1 · · · rwm . For convenience we restrict to the case of regular harmonic structures,
in which 0 < rj < 1 for all j. In addition we assume E has the property that
C(X)∩dom(E) is dense both in dom(E) with E-norm and in the space of continuous
functions C(X) with supremum norm. We often refer to E as the energy. If X is
a nested fractal in the sense of Lindstrøm [17] then such a Dirichlet form may be
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constructed using a diffusion or a harmonic structure [16, 7, 23]. Other approaches
may be found in [21, 15, 18, 13].
Using the energy and measure we produce a weak Laplacian by defining f =
∆u if E(u, v) = −
∫
fv dµ for all v ∈ dom(E) that vanish on ∂X . Then −∆
is a non-negative self-adjoint operator on L2(µ). When ∆u ∈ C(X) we write
u ∈ dom(∆); this notation is continued inductively to define dom(∆k) for each k
and then dom(∆∞) = ∩k dom(∆
k). We say f is smooth if f ∈ dom(∆∞). On
a p.c.f. fractal the weak Laplacian admits an additional pointwise description in
which E is a renormalized limit of energies Em corresponding to the finite graph
approximations Vm and the Laplacian ∆ is a renormalized limit of the associated
graph Laplacians ∆m. Details are in Section 3.7 of [14].
By standard results, existence of the Dirichlet form E implies existence of a
strongly continuous semigroup {Pt} with generator −∆. Conversely if there is such
a semigroup and it is self-adjoint then there is a corresponding Dirichlet form, so
we could equally well begin with {Pt} and construct E (see [6, 8]). The Markov
property of E ensures that if 0 ≤ u ≤ 1 µ-a.e. then also 0 ≤ Ptu ≤ 1 µ-a.e.
If X is p.c.f. then there is a definition of boundary normal derivatives of a
function in dom(∆) and a Gauss-Green formula relating these to the integral of
the Laplacian on X . The usual definition uses resistance-renormalized limits of the
terms of the graph Laplacian that exist at the boundary point. If qi is the boundary
point of X that is fixed by Fi and ri is the resistance factor corresponding to Fi
we may define a normal derivative ∂n at qi and have a Gauss-Green formula as in
Section 3.7 of [14] by
∂nu(qi) = − lim
m→∞
r−mi ∆m,qiu(qi)(1.2) ∑
q∈∂X
(
v(q)∂nu(q)− u(q)∂nv(q)
)
=
∫
X
(v∆u − u∆v)dµ(1.3)
where in (1.2) the quantity ∆m,qiu(qi) is the graph Laplacian at qi. (We distinguish
this from the graph Laplacian at interior points because it may involve a sum over
fewer edges – for example in the case of the Sierpinski gasket the graph Laplacian
at interior vertices has four terms, but at boundary points there are only two.)
Normal derivatives may also be localized to cells, so that ∂n,Fw(X)u(Fw(qi)) is
given by the limit in (1.2) but with ∆m,wu(Fw(qi)) denoting the graph Laplacian
restricted to to edges that lie inside Fw(X). It is then easy to see that if ∆u
exists and is continuous on each of finitely many cells that meet at Fw(qi), then
it is continuous on their union if and only if the following conditions hold: u is
continuous, ∆u has a unique limit at Fw(qi), and the normal derivatives at Fw(qi)
sum to zero. We call these the matching conditions for the Laplacian.
We shall have need of two other pieces of information about a p.c.f. fractal with
regular harmonic structure. The first is that there is a Green’s function g(x, y) ≥ 0
that is continuous on X ×X and has self-similar structure related to the discrete
Greens function Ψ(x, y) on
(
V1 \ V0
)2
. According to Section 3.5 of [14]
(1.4) g(x, y) = lim
m→∞
m−1∑
k=0
∑
w∈Wk
rwΨ
(
F−1w (x), F
−1
w (y)
)
where Wk is the collection of words of length k but the sum is only over those w
such that F−1w (x) and F
−1
w (y) make sense. Integration against (the negative of)
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this Green’s function gives the Green’s operator Gf(x) = −
∫
g(x, y)f(y)dµ(y) and
solves ∆Gf = f with Dirichlet boundary conditions. In particular we will make use
of pointwise estimates of g(x, y) that follow from (1.4). The second thing we need
to know is an estimate on the oscillation of a harmonic function on a cell Fw(X),
details of which are in Section 3.2 and Appendix A of [14]. A harmonic function h(x)
is determined by its values on the boundary V0, and its values may be computed
using harmonic extension matrices Ai via h|Fw(V0) = Awm · · ·Aw1 ·h|V0 . The Ai are
positive definite, have eigenvalue 1 on the constant function and second eigenvalue
at most ri. It follows immediately that the oscillation of Aih|V0 is at most ri when
the oscillation of h|V0 is bounded by 1, and similarly that the oscillation of h|Fw(X)
is at most rw.
More details about analysis on self-similar p.c.f. fractals may be found in [14],
or [26] in the special case of the Sierpinski Gasket. The lecture notes of Barlow [1]
cover the probabilistic approach that begins with a diffusion semigroup; non-p.c.f.
examples include Sierpinski carpets [2, 3]. Some of the general theory connecting
Dirichlet forms, heat semigroups and spectral theory of the Laplacian is covered in
[6, 8].
Smooth bump functions. In classical analysis on Euclidean spaces the usual
bump functions to consider are of the form u ∈ C∞ with support in a specified
open set Ω, bounds 0 ≤ u ≤ 1 and the property u ≡ 1 on a specified compact
K ⊂ Ω. In the fractal setting described above it is not usually the case that a
product of smooth functions is itself smooth (see [4], or Section 5 below), so there
is less practical benefit to asking that our bump functions be identically 1 on K
and we will not always do so. Nor is it always essential that 0 ≤ u ≤ 1, though this
is sometimes useful. For this reason we will use the term smooth bump function
to mean a function u ∈ dom(∆∞) with support in a specified set Ω and a bound
|u− 1| ≤ ǫ on a specified compact K ⊂ Ω.
Suppose X is a p.c.f. self-similar fractal and we have a function u ∈ dom(∆∞)
with |u − 1| ≤ ǫ on K ⊂ X and such that ∆ku and ∂n∆
ku vanish on V0 for all k.
Then for any word w we see that
uw =
{
u ◦ F−1w on the cell Fw(X)
0 elsewhere
is a smooth bump function with support in Fw(X) by the matching conditions for
the Laplacian. For this reason we also use the term smooth bump function to refer
to u ∈ dom(∆∞) on X with |u− 1| ≤ ǫ on K and which vanishes to infinite order
at all points q ∈ V0, by which last phrase we mean ∆
ku(q) = ∂n∆
ku(q) = 0 for all
k.
2. A smooth bump from the heat operator
In this section (X, dist) is a metric space with Borel measure µ and a self-adjoint
Neumann Laplacian ∆. Our main result here is a procedure for using the heat flow
on X to cut-off a smooth function with only a small loss in smoothness. For this
purpose we require two assumptions on ∆.
The first assumption is that ∆ has a positive spectral gap, in the sense that there
is λ > 0 such that the spectrum of ∆ is contained in {0}∪ [λ,∞). This implies the
estimate ‖Pt− I‖2,2 ≤ min{λt, 2}, where ‖ · ‖2,2 refers to the operator norm on L
2,
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Pt is the heat operator at time t and I is the identity. For future use we also note
that the spectral representation Pt =
∫∞
0 e
−xtdE∆(x) implies there is an estimate
(2.1) ‖∆kPt‖2,2 ≤ ckt
−k.
For the second assumption, define
(D(t, d))2 = sup
{∫
L
∣∣Ptf ∣∣2 : ‖f‖22 = 1 and L ⊂ X with dist(Sppt(f), L) ≥ d
}
,
so that for any set L and any f ∈ L2 with dist
(
Sppt(f), L
)
≥ d we have
(2.2)
(∫
L
∣∣Ptf ∣∣2
)1/2
≤ D(t, d)‖f‖2.
Our second assumption is that there is ǫ0 so that for any 0 < ǫ < ǫ0 there is a
decreasing sequence tj with all tj <
2
λ and
∑
j tj = T <∞, and such that for every
non-negative integer k,
(2.3)
∞∑
j=1
t−kj+1D(tj , ǫ2
−j) = Ck <∞.
It is worth noting that if this condition is satisfied then we may make T > 0 as
small as we like, because D(t, d1) ≤ D(t, d2) if d1 ≥ d2 and therefore
∞∑
j=1
t−kj+m+1D(tj+m, ǫ2
−j) ≤
∞∑
j=1
t−kj+m+1D(tj+m, ǫ2
−(j+m))
=
∞∑
j′=m
t−kj′+1D(tj′ , ǫ2
−j′) ≤ Ck
so we may simply take m so that
∑∞
1 tj+m is as small as desired and use the
sequence t′j = tj+m. At the same time, this allows us to reduce a finite number of
the Ck to be as small as we desire. We suppose C0 ≤
1
2 .
The second assumption is given in this somewhat artificial form so as to empha-
size the estimates needed in the proof. It is a non-trivial assumption, but is known
to be true in many examples. For instance, if Ptf is given by integration against a
kernel p(t, x, y) that satisfies a sub-Gaussian upper bound
(2.4) p(t, x, y) ≤
γ1
tα/β
exp
(
−γ2
(dist(x, y)β
t
)1/(β−1))
then (2.3) may readily verified for sequences tj that decrease sufficiently rapidly, for
example tj = j
−j or tj = e
−j2 . Heat kernel bounds like (2.4) have been the subject
of a great deal of research, not only on fractals but also on manifolds and graphs
(see [9, 24, 10, 11] and the references therein). Here we satisfy ourselves with noting
that they are known for many interesting examples, including various p.c.f. fractals
[16, 7, 23, 12] and certain highly symmetric generalized Sierpinski carpets (which
are not p.c.f.) [2, 3]. They are also valid on products of some fractals [25]. Later we
shall see that requiring p(t, x, y) be continuous and satisfy (2.4) is an appropriate
choice when using our cutoff procedure to produce a smooth function.
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Definition 2.1. The space of heat-smoothed functions A(X) on X is
A(X) =
⋃
T>0
PT
(
L2(X)
)
Functions in A are characterized by the property that when expanded with respect
to an orthonormal basis of Laplacian eigenfunctions, the coefficients decay expo-
nentially with respect to the sequence of eigenvalues. In particular A(X) contains
the eigenfunctions and is thus dense in L2(X).
Theorem 2.2. Let φ ∈ A(X) be φ = PT f for some f ∈ L
2(X) with ‖f‖2 ≤ 1, and
T > 0. Let K be a fixed compact set. If 0 < ǫ < ǫ0 then there is a function v that is
equal to φ on K, that vanishes outside the ǫ-neighborhood of K, and has ∆kv ∈ L2
for all k with ‖∆kv‖2 ≤ 7c1ckCkt
−k
1 e
2λT .
On a first reading of the proof, we suggest thinking of the case where φ ≡ 1 and
X has finite measure, so that uj ≡ 1 on Kj at each step. In this case the following
heuristic may be helpful.
Our goal is a function with two properties, the first of which is L2-smoothness,
meaning that ∆kv ∈ L2 for all k, and the second is the property of being ≡ 1
on K and ≡ 0 outside the ǫ-neighborhood of K, which we call the characteristic
property. Beginning with a function u1 which has the characteristic property but
is not L2-smooth, we recursively apply a two step method. The first step smoothes
u1 by applying the heat operator for a small time t2 to obtain v2 = Pt2u1, which
is smooth but does not have the characteristic property. The second step splits X
into a neighborhood K2 of K, and the complement L2 of a larger neighborhood, as
well as the region A2 between, and sets u2 ≡ 1 on K2, u2 ≡ 0 on L2, and u2 ≡ v2
on A2.
What we have gained in passing from u1 to u2 is replacing the original abrupt
drop of the characteristic function with the improved piece on A2, as illustrated on
Figure 1. This argument is repeated inductively on nested annulus-like regions Aj ,
each time applying the heat kernel for a shorter time tj to get vj = Ptjuj−1 and
then cutting vj off to be constant outside Aj to get uj.
It is unsurprising that this process converges in L2. What is perhaps unex-
pected is that ∆kv converges in L2 for all k, and this is where the estimate (2.3)
is crucial. Essentially what is going on is that the “steepness” of the (j + 1)-th
interpolant depends both on the height it must interpolate and the “width scale”
on which it interpolates. The “width scale” depends on tj+1 through the norm
‖∆kPtj+1‖2,2 ≤ ckt
−k
j+1 for the “steepness” measured by ∆
k, but the height to be
interpolated depends instead on how much Ptj changed the function during the
smoothing step, which is controlled by D(tj , ǫ2
−j) because that is how much L2-
norm can “leak” across the annulus Aj when we apply the heat flow. The series of
terms ∆k(vj+1 − vj) is therefore essentially just t
−k
j+1D(tj , ǫ2
−j), which converges
by (2.3).
Proof. Our assumptions imply that we can choose a sequence tj with
∑
j tj = T
and all tj <
2
λ such that (2.3) holds.
Define neighborhoodsKj shrinking dyadically to K, neighborhoods Lj shrinking
dyadically to the complement of the ǫ-neighborhood of K, and annular regions Aj
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u1
v2
u2
Figure 1. Initial steps of the proof of Theorem 2.2 for a constant function.
between them as follows:
Kj = {x : dist(x,K) < ǫ2
−j},
Lj = {x : dist(x,K) > ǫ(1− 2
−j)},
Aj = {x : ǫ2
−j ≤ dist(x,K) ≤ ǫ(1− 2−j)} = X \ (Kj ∪ Lj).
Using these regions, and writing Tj =
∑j
2 ti, inductively define for j ≥ 2
u1 = fχK1
vj = Ptjuj−1
uj(x) =


PTjf x ∈ Kj
vj(x) x ∈ Aj
0 x ∈ Lj
where χK1 is the characteristic function of the set K1. It will be notationally
convenient to set t1 = 0 and v1 ≡ 0, so that the formula for uj is valid for j = 1.
From Lemma 2.6 we see that vj converges to a function v such that ∆
kv ∈ L2
for all k. However uj and vj have the same limit by Lemma 2.5. Since uj ≡ 0
outside the ǫ-neighborhood of K the same is true of v. Moreover, on K we know
that
uj = PTjf → φ
and we conclude that the function v has the asserted properties. The estimate for
∆kv then follows immediately from (2.6) and the estimate (2.1), because the latter
gives ∥∥∆kv2∥∥2 = ∥∥Pt1u1∥∥2 ≤ c1t−k1 ‖u1‖ ≤ c1t−k1 .

Lemma 2.3. For j ≥ 2,∥∥(uj − vj)χKj∥∥2 ≤ D(tj , ǫ2−j)(1 + ‖vj−1‖2).
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Proof. From the fact that Ptφ = e
−λtφ we have for j ≥ 2:
Ptjuj−1 − PTjf
= Ptj
((
PTj−1f(x)
)
χ(x)Kj−1 + vj−1χ(x)Aj−1
)
− PtjPTj−1f
= Ptj
(
−
(
PTj−1f(x)
)
χ(x)Aj−1∪Lj−1 + vj−1χ(x)Aj−1
)
.
On Kj the above is the difference between vj and uj. Since the support of the
function to which we apply the heat operator is in Aj−1 ∪Lj−1 and is therefore at
least ǫ2−j distance from Aj we can use (2.2) to see∫
Kj
|uj − vj |
2 ≤ D
(
tj , ǫ2
−j
)2∥∥(PTj−1f(x))χ(x)Aj−1∪Lj−1 + vj−1(x)χ(x)Aj−1∥∥22
so∥∥(uj − vj)χKj∥∥2 ≤ D(tj , ǫ2−j)∥∥
(
PTj−1f(x)
)
χ(x)Aj−1∪Lj−1 + vj−1(x)χ(x)Aj−1
∥∥
2
≤ D
(
tj , ǫ2
−j
)(
1 + ‖vj−1(x)χ(x)Aj−1‖2
)
because Pt contracts L
2 norm and ‖f‖2 ≤ 1. 
Lemma 2.4. For j ≥ 1
‖vj+1‖2 ≤ ‖uj‖2 ≤ 1 + 4
j∑
i=2
D(ti, ǫ2
−i) ≤ 3
Proof. Since Pt is an L
2 contraction, the first inequality is immediate. Note that
the second is true for j = 1 because ‖u1‖2 ≤ ‖f‖2 ≤ 1. We also know from our
assumption (2.3) that
∑
j D(tj , ǫ2
−j) = C0 ≤
1
2 . Induction and Lemma 2.3 then
imply
‖uj‖2 = ‖vjχAj‖2 + ‖ujχKj‖2
≤ ‖vjχAj‖2 + ‖vjχKj‖2 + ‖(uj − vj)χKj‖2
≤ ‖vj‖2 +D(tj , ǫ2
−j)
(
1 + ‖vj−1‖2
)
≤ ‖uj−1‖2 +D(tj , ǫ2
−j)
(
1 + ‖uj−2‖2
)
≤ 1 + 4
j−1∑
i=2
D(ti, ǫ2
−i) +D(tj , ǫ2
−j)
(
2 + 4
j−2∑
i=2
D(ti, ǫ2
−i)
)
≤ 1 + 4
j∑
i=2
D(ti, ǫ2
−i) ≤ 3
for j ≥ 2. Of course when j = 2 the ‖uj−2‖ term does not appear, and the estimate
is trivial when j = 1. 
Lemma 2.5. For j ≥ 2 we have
∥∥uj − vj∥∥2 ≤ 7D(tj , ǫ2−j).
Proof. Note first that uj ≡ 0 on Lj , so∥∥(uj − vj)χLj∥∥22 = ∥∥vjχLj∥∥22 =
∫
Lj
∣∣Ptjuj−1∣∣2 ≤ (D(tj , ǫ2−j))2‖uj−1‖22
because the support of uj−1 is in Kj−1∪Aj−1, so is separated from Lj by a distance
of at least ǫ2−j, and therefore (2.2) is applicable.
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Since uj and vj coincide on Aj we have∥∥uj − vj∥∥2 = ∥∥(uj − vj)χKj∥∥2 + ∥∥(uj − vj)χLj∥∥2
≤ D(tj , ǫ2
−j)
(
1 + ‖vj−1χAj−1‖2
)
+ (D(tj , ǫ2
−j))‖uj−1‖2
≤ 7D(tj , ǫ2
−j)
by Lemma 2.3 and Lemma 2.4. 
Lemma 2.6. For each non-negative integer k the sequence {∆kvj} is L
2-Cauchy.
Proof. The heat operator commutes with ∆, so for j ≥ 2∥∥∆k(vj+1 − vj)∥∥2 = ∥∥∆k(Ptj+1uj − vj)∥∥2
≤
∥∥∆kPtj+1(uj − vj)∥∥2 + ∥∥∆k(Ptj+1vj − vj)∥∥2
≤
∥∥∆kPtj+1∥∥2,2∥∥uj − vj∥∥2 + ∥∥(Ptj+1 − I)∆kvj∥∥2
≤ 7ckt
−k
j+1D(tj , 2
−jǫ) + λtj+1‖∆
kvj‖2.(2.5)
where we used (2.1), Lemma 2.5, and that ‖Pt−I‖2,2 ≤ λt for t <
2
λ by the spectral
gap assumption. Then
‖∆kvj+1‖2 ≤ 7ckt
−k
j+1D(tj , 2
−jǫ) + (1 + λtj+1)‖∆
kvj‖2
and by induction
‖∆kvj+1‖2 ≤ 7ck
j∑
l=1
(
t−kl+1D(tl, 2
−lǫ)
j∏
m=l+1
(1 + λtm+1)
)∥∥∆kv2∥∥2
≤ 7ckCke
λT
∥∥∆kv2∥∥2.(2.6)
because of (2.3) and the fact that
∑
j tj ≤ T so
∏∞
1 (1+λtm+1) ≤ e
λT . Substituting
into (2.5) gives∥∥∆k(vj+1 − vj)∥∥2 ≤ 7ckt−kj+1D(tj , 2−jǫ) + 7ckCkλeλT ∥∥∆kv2∥∥2tj+1
which is summable by the assumption (2.3). 
The construction in Theorem 2.2 produces a function v satisfying ∆kv ∈ L2 for
all k. The question of whether v is actually smooth (i.e. has ∆kv ∈ C(X) for all
k) is more difficult. Given that the only way we have to verify the assumptions
for Theorem 2.2 in specific examples is to use an estimate of the form (2.4), and
that in many instances the heat kernel is known to be continuous, the following is
essentially as useful.
Theorem 2.7. Suppose that the heat flow Pt is given by integration against a
continuous kernel p(t, x, y) satisfying (2.4). Let φ ∈ A(X) and K be a fixed compact
set. For any 0 < ǫ < ǫ0 there is a smooth function v that is equal to φ on K and
equal to zero outside the ǫ-neighborhood of K.
Theorem 2.7 is proved by applying Theorem 2.2 and the following lemma.
Lemma 2.8. If Pt is given by integration against a continuous kernel p(t, x, y)
satisfying (2.4) then ∆−k maps L2(X,µ) into the continuous functions C(X) for
all k > αβ − 1. In particular, if f is such that ∆
kf ∈ L2 for all k, then f is smooth.
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Proof. The spectral representation of ∆−k implies
∆−kf(x) =
∫∫ ∞
0
tkp(t, x, y)dt f(y)dµ(y)
=
∫∫ 1
0
tkp(t, x, y)dt f(y)dµ(y) +
∫∫ ∞
0
(t+ 1)kp(t+ 1, x, y)dt f(y)dµ(y)
however we may rewrite the second term using∫ ∞
0
(t+ 1)kp(t+ 1, x, y) dt =
∫ ∞
0
(t+ 1)k
∫
p(1, x, z)p(t, z, y) dµ(z) dt
=
∫
p(1, x, z)
∫ ∞
0
(t+ 1)kp(t, z, y) dt dµ(z)
= (∆y + I)
−kp(1, x, y).
By the inequalities of Ho¨lder and Minkowski∣∣∣∆−kf(x) −∆−kf(x′)∣∣∣
≤ ‖f‖2
∥∥∥∥
∫ 1
0
tk
(
p(t, x, y)− p(t, x′, y)
)
dt
∥∥∥∥
L2(y)
+ ‖f‖2
∥∥∥∥(∆y + I)−k(p(1, x, y)− p(1, x′, y))
∥∥∥∥
L2(y)
≤ ‖f‖2
∫ 1
0
tk
∥∥p(t, x, y)− p(t, x′, y)∥∥
L2(y)
dt+ ‖f‖2
∥∥∥∥p(1, x, y)− p(1, x′, y)
∥∥∥∥
L2(y)
because (∆y+ I)
−k is a contraction of L2. Now
∥∥p(t, x, y)− p(t, x′, y)∥∥
L2(y)
→ 0 as
x→ x′, for any fixed t, because p(t, x, y) is continuous. This deals with the second
term and shows that the integrand in the first term converges pointwise to zero.
The latter is bounded by tk
(
‖p(t, x, ·)‖2 + ‖p(t, x
′, ·)‖2
)
, which is an L1 function
when k > αβ − 1, because∥∥p(t, x, y)∥∥
L2(y)
=
∫
p(t, x, y)p(t, x, y) dµ(y) = p(2t, x, x) ≤ Ct−α/β
by (2.4). The result follows by dominated convergence. 
Corollary 2.9. If µ(X) < ∞ then for any compact set K and neighborhood U of
K, there is a smooth non-negative function that is 1 on K and vanishes outside U .
Proof. Apply the theorem to the constant function 1 and note that all of the uj
and vj are non-negative, so the limit function is also. 
3. A smooth bump as a fixed point of an operator
To understand why it is sometimes possible to construct a smooth bump function
on a self-similar set as a fixed point of an operator, we invite the reader to consider
an elementary situation. Let I = [0, 1] be the unit interval in R. We may view
I as a p.c.f. self-similar set under the contractions f0 = x/2 and f1 = (x + 1)/2.
If µ is Lebesgue measure and E is defined using a limit of a regular self-similar
harmonic structures with resistance factors 1/2 then we obtain the usual Dirichlet
energy and Laplacian, and the normal derivatives are the outward-directed one-
sided derivatives at 0 and 1 (see [14, 26] for details).
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The intuition for our construction is as follows. Consider a symmetric smooth
bump function u on the interval I = [0, 1], for which u ≡ 1 on [L, 1− L] as shown
in Figure 2. If we look at the graph of ∆u = d2u/dx2 we obtain something that
✲
✻1
0
1L 1− L
Figure 2. The smooth bump function u.
looks like a constant multiple of Figure 3, which appears as if it could be assembled
from rescaled copies of u according to a rule like
(3.1) Φu =


u
(
2x
L
)
if 0 ≤ x ≤ L2
−u
(
2x
L − 1
)
if L2 < x ≤ L
0 if L < x < 1− L
−u
(
2x−2
L + 2
)
if 1− L ≤ x < 1− L2
u
(
2x−2
L + 1
)
if 1− L2 ≤ x ≤ 1
so that we might hope there is actually a smooth bump function u which has
precisely this scaling behavior. If we let G denote the Green’s operator for the
operator ∆ on I with Dirichlet boundary conditions, then this would be equivalent
to asking that u be a fixed point of the operator
(3.2) Ψu(x) =
G ◦Φu(x)
G ◦ Φu(1/2)
It is a consequence of our general result Theorem 3.8 that the operator Ψ in (3.2)
✲
✻1
−1
0
1
L 1− L
Figure 3. The function ∆u = d2u/dx2 = Φ(u).
has a fixed point and that the fixed point is a smooth bump function. In fact more
is true in the special case of I, where the fact that removing any interior point
disconnects the set, along with the existence of an explicit formula for the Green’s
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function, allows us to prove that the fixed point has values in [0, 1] and is identically
1 on [L, 1− L]. For reasons of brevity we do not include the proof of this result; it
is a simpler version of the proof of Theorem 3.8.
Proposition 3.1. If L is sufficiently small then the operator Ψ preserves the space
of continuous functions on I that have values in [0, 1], vanish at 0 and 1, and are
identically 1 on [L, 1−L]. Furthermore Ψ is a contraction in the L∞ norm on these
functions, and its fixed point is a smooth function that vanishes to infinite order at
0 and 1.
Another example in which we can define operators Φ and Ψ that are similar to
(3.1) and (3.2) is the Sierpinski gasket SG with its standard harmonic structure
and measure, where for sufficiently large l we can set
(3.3) Φu(x) =


2u
(
F
−(l+1)
i (x)
)
if x ∈ F
(l+1)
i (SG)
−u
(
F−1j ◦ F
−l
i (x)
)
if x ∈ F li ◦ Fj(SG), j 6= i
0 otherwise
and with p any vertex from V1 let
(3.4) Ψu =
G ◦Φu(x)
G ◦ Φu(p)
as illustrated in Figure 4 for the case l = 2. Again we omit the variant of the proof
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
✔
✔
❚
❚
2u −u
−u
2u−u
−u
2u
−u −u
0
0
0 0
0
0
0
0
0 0
0
0
0
0
0 0
0
0
Figure 4. Φu in the case l = 2.
of Theorem 3.8 that establishes the following result
Proposition 3.2. The operator Ψ of (3.4) is an L∞-contractive self-map of the
set of functions that are continuous on SG, vanish at the boundary, are identically
1 on SG \ ∪iF
l
i , and satisfy
∣∣∫ u− 1∣∣ ≤ 12 . The fixed point of Ψ is a smooth bump
function.
The method described for I and SG rely heavily on the symmetry of these
sets and on the assumption that they are endowed with the symmetrical harmonic
structures and measure. This assumption is unavoidable if we want to use the same
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operation Φ at all steps of the computation, as the natural linear combination of
rescaled copies of the function will not otherwise have the desired properties, but
it is very restrictive. Even some of the simplest of the nested fractals defined by
Lindstrøm [17] have insufficient symmetry for a fixed Φ to be used in the construc-
tion of a smooth bump by this method. Nonetheless the method can be adapted to
general p.c.f. self-similar fractals with regular harmonic structure and self-similar
measure.
Let X be p.c.f. self-similar with boundary V0 = ∂X , measure µ that is self-
similar with scaling factors µj and regular harmonic structure with factors rj . We
fix a scale l1 with size to be determined later, and label the boundary l1 cells by
Yj = F
l1
j (X). Their union is Y = ∪Yj . For any ǫ > 0 we will build a smooth
function that satisfies |u − 1| ≤ ǫ on X \ Y by a construction that inductively
determines its Laplacian on the cells Yj , writing it as a fixed point of an operator
Ψ on the following space of functions.
Definition 3.3. Let C be the space of continuous functions u on X such that
u(q) = 0 for q ∈ ∂X and ‖u − 1‖1 ≤
1
2 . Note that this space is non-empty and
closed in the continuous functions with supremum norm.
To define the operator Ψ we need a little more notation. Let S ⊂ Vl1 consist of
those points that lie in some Yj and in at least one other l1-cell. If l1 is sufficiently
large then no two of the Yj can intersect; we assume this and see that the connected
components of X \ S are the cells Yj (less points of S) and the set X \ Y . Label
those boundary points of the cell Yj at which Yj intersects another l1 cell by xi,j for
i = 1, . . . , Ij . Fixing a second scale l2, also with size to be determined, we associate
to each xi,j the unique (l1 + l2)-cell in Yj containing xi,j , calling it Zi,j . We also
set Z0,j = F
l1+l2
j (X), so it is the (l1 + l2)-cell in Yj that contains qj ∈ V0, and
define wi,j to be the word such that Fi,j(X) = Fwi,j (X) = Zi,j . Figure 5 illustrates
our labelling conventions in the case X = SG, l1 = 2 and l2 = 1. We identify a
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✔
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✔
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✔
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✔
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✔
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❚
✔
✔
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❚
✔
✔
❚
❚
✔
✔
❚
❚
Z0,1 Z1,1
Z2,1
x1,1
x2,1
Z0,2Z1,2
Z2,2
x1,2
x2,2
Z1,3 Z2,3
Z0,3
x1,3 x2,3
q1 q2
q3
Figure 5. Notation if X = SG, l1 = 2 and l2 = 1.
particular function that is in C when l1 is large enough. Let f be the piecewise
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harmonic function on X with values f(xi,j) = 1 for i = 1, . . . , Ij and j = 1, . . . , N
but f(x0,j) = 0 for all j. It is clear that f is continuous, identically 1 on X \Y and
harmonic on each of the sets Yj . It fails to be harmonic only at the points xi,j with
i ≥ 1, and we readily compute that the Laplacian of f is a measure supported at
these points. In fact if δx denotes the Dirac mass at x then
(3.5) ∆f =
N∑
j=1
Ij∑
i=1
ai,jδxi,j = −
N∑
j=1
Ij∑
i=1
∂nfj(xi,j)δxi,j
with the second equality coming from the matching conditions for the Laplacian.
Since fj ◦F
l1
j is harmonic on X with boundary values 0 at qj and 1 at all qi, i 6= j,
it has normal derivatives bounded by a constant C(r) that may be chosen so as to
depend only on the harmonic structure. Scaling of the normal derivatives under
F l1j therefore implies |ai,j | = |∂nfj(xi,j)| ≤ C(r)r
−l1
j .
The smooth bump function we seek will actually be a perturbation of f , con-
structed by iteratively replacing the Dirac masses in (3.5) by rescaled copies of the
stage k bump, correcting for the boundary normal derivatives, and applying the
Dirichlet Green’s operator to obtain the stage k + 1 bump. We will see that each
stage gains one order of smoothness, so the limiting function will be in dom(∆∞).
Our first step is to estimate the effect of a perturbation of the type described.
Lemma 3.4. For each j = 1, . . . , N and i = 1, . . . , Ij let νi,j be a finite, signed
Borel measure with support in Zi,j. If we use the coefficients in (3.5) to define
ν =
N∑
j=1
Ij∑
i=1
ai,jνi,j
and let u = G(ν) be the result of applying the Dirichlet Green’s operator, then
(3.6) |u(x)| ≤ C(r)N2 sup
i,j
‖νi,j‖ for all x ∈ X
where ‖νi,j‖ is the total variation of νi,j. If in addition we have
∫
νi,j = 0 for all i
and j then
(3.7) |u(x)| ≤ C(r)N
(
sup
i,j
‖νi,j‖
)( N∑
k=1
rl2k
)
for all x ∈ X \ Y
Proof. Recall that G may be represented as integration against the continuous
kernel −g(x, y), with sign chosen so g(x, y) ≥ 0. The estimates we desire follow
from (1.4) and the fact that |ai,j | ≤ C(r)r
−l1
j . The former ensures both that
|g(x, y)| ≤ C(r)rl1j on each Yj and that the oscillation of g(x, y) on Zi,j is at most
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C(r)rwi,j . We compute
|u(x)| =
∣∣∣∣
∫
X
g(x, y)dν(y)
∣∣∣∣
≤
N∑
j=1
Ij∑
i=1
|ai,j |
∫
Zi,j
|g(x, y)|dνi,j(y)
≤
N∑
j=1
Ij∑
i=1
C(r)r−l1j
∫
Zi,j
C(r)rl1j d|νi,j(y)|
≤ C(r)N2 sup
i,j
‖νi,j‖
which establishes the first inequality. To obtain the second we observe that ∆u = 0
on X \ Y , so by the maximum principle we need only verify the inequality at the
points xi,j . Fix such a point xi′,j′ , and use that each
∫
dνi,j = 0 to subtract the
appropriate constant from each integrand before estimating:
|u(xi′,j′ )| =
∣∣∣∣
∫
X
g(xi′,j′ , y)dν(y)
∣∣∣∣
=
∣∣∣∣
N∑
j=1
Ij∑
i=1
ai,j
∫
Zi,j
g(xi′,j′ , y)dνi,j(y)
∣∣∣∣
=
∣∣∣∣
N∑
j=1
Ij∑
i=1
ai,j
∫
Zi,j
(
g(xi′,j′ , y)− g(xi′,j′ , xi,j)
)
dνi,j(y)
∣∣∣∣
≤
N∑
j=1
Ij∑
i=1
C(r)r−l1j
∫
Zi,j
C(r)rwi,j d|νi,j |
≤ C(r)
N∑
j=1
Ij∑
i=1
rl2k(i,j)‖νi,j‖
because rwi,j = r
l1
j r
l2
k for some k = k(i, j). Each k(i, j) occurs at most once for a
fixed j, so we obtain
|u(xi′,j′ )| ≤ C(r)
(
sup
i,j
‖νi,j‖
)( N∑
j=1
N∑
k=1
rl2k
)
≤ C(r)N
(
sup
i,j
‖νi,j‖
)( N∑
k=1
rl2k
)

There is an analogous but simpler estimate for the effect of introducing a mass
supported on one of the small cells Z0,j at the boundary. If ν0,j is a finite, signed
Borel measure with support in Z0,j we use (1.4) to see |g(x, y)| ≤ C(r)r
l1+l2
j on
Z0,j and therefore
(3.8)
∣∣G(ν0,j)∣∣ ≤
∣∣∣∣
∫
Z0,j
|g(x, y)|d|ν0,j(y)| ≤ C(r)r
l1+l2
j ‖ν0,j‖
The ideas discussed so far allow us to generalize the definition of the operator
Ψ in (3.2) and (3.4). The idea is that to replace the Dirac mass terms on the
boundary cells Zi,j in (3.5) with normalized rescaled copies of u ∈ C and apply the
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Green’s operator to obtain a function that is near 1 on X \ Y . By adding some
terms on the cells Z0,j we can make the result have vanishing normal derivatives
at the boundary without changing the value on X \ Y very much. In consequence
we will obtain an operator that smooths u ∈ C to be in C ∩ dom(∆) with vanishing
normal derivatives and is near 1 on X \Y . Iterating the operator will then produce
a sequence of smoother and smoother bump functions.
Let
(3.9) ui,j(x) =

µ(Zi,j)
−1
(∫
X
udµ
)−1(
u ◦ F−1i,j (x)
)
if x ∈ Zi,j
0 otherwise
so that each ui,j is continuous and has integral 1. Since u ∈ C we also have that∫
|ui,j | ≤
(∫
u
)−1
‖u‖ ≤ 3.
Definition 3.5. The operator Ψ on C is Ψu = G(v), where
(3.10) v(x) =
N∑
j=1
Ij∑
i=0
bi,jr
−l1
j ui,j(x)
and G is the Dirichlet Green’s operator. In this expression the coefficients for i ≥ 1
are given by bi,j = r
l1
j ai,j with ai,j as in (3.5), but the b0,j are yet to be determined.
Note that |bi,j| ≤ C(r) when i ≥ 1. It is immediate that G(v) ≡ 0 on ∂X and is
continuous. Moreover ∆G(v) = v is a linear combination of continuous functions,
so Ψu ∈ dom(∆). The next lemma uses the Gauss-Green formula to reduce finding
the correct b0,j to a problem in linear algebra.
Lemma 3.6. If l1 and l2 are sufficiently large then there are values b0,j such that
∂nΨu ≡ 0 on ∂X. The minimal sizes of l1 and l2 depend only on the harmonic
structure of X and the number of vertices N in ∂X.
Proof. Let hj be the function that is harmonic on X , equal to 1 at qj and 0 at
all other points of ∂X . Using ∆G(v) = v, G(v) ≡ 0 on ∂X , and the Gauss-Green
formula ∫
hj(y)v(y)dµ(y) =
∫
hj(y)∆G(v)(y)dµ(y)
=
∑
qk∈∂X
hj(qk)
(
∂nG(v)
)
(qk)
=
(
∂nG(v)
)
(qj)
from which ∂nG(v) ≡ 0 on ∂X is simply
0 =
∫
hj(y)v(y)dµ(y) =
∑
i′,j′
bi′,j′r
−l1
j′
∫
hj(y)ui′,j′(y)dµ(y)
for all j = 1, . . . , N . Moving the terms depending on the fixed values bi′,j′ for i
′ ≥ 1
this may be reformulated as
∑
j′
b0,j′r
−l1
j′
∫
hj(y)u0,j′(y)dµ(y) = −
N∑
j′=1
Ij′∑
i′=1
bi′,j′r
−l1
j′
∫
hj(y)ui′,j′(y)dµ(y)
(3.11)
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which we recognize as a matrix equation
∑
j′ M(u)j′,j r
−l1
j′ b0,j′ = A(u)j with(
M(udµ)
)
j′,j
=
∫
hj(y)u0,j′(y)dµ(y)(3.12)
(A(udµ))j = −
N∑
j′=1
Ij′∑
i′=1
bi′,j′r
−l1
j′
∫
hj(y)ui′,j′(y)dµ(y)(3.13)
It is clear that we need to know M = M(udµ) is invertible, but rather than prove
this directly we do so by proving a perturbation estimate similar to Lemma 3.4 that
will be useful later. To this end consider replacing each of the measures u0,j′dµ
in (3.12) with a copy of a different probability measure dσ scaled and translated
to give dσi′,j′ supported on Zi′,j′ . We call the result M(dσ). The difference of
these measures has mass zero, so we can compute an estimate involving the total
variation of the measures∣∣∣M(udµ− dσ)j′,j∣∣∣ =
∣∣∣∣
∫
hj(y)
(
u0,j′(y)dµ(y)− dσ0,j′ (y)
)∣∣∣∣
≤
∣∣∣∣
∫ (
hj(y)− hj(x0,j′ )
)(
u0,j′(y)dµ(y)− dσ0,j′ (y)
)
≤ C(r)rl1+l2j′ ‖udµ− dσ‖(3.14)
because hj is harmonic and therefore varies by at most C(r)r
l1+l2
j′ on each Z0,j′ . In
particular if the measures dσi′,j′ are Dirac masses at the points x0,j′ then M(dσ)
is simply the identity, so (3.14) implies∣∣(I −M)j′,j∣∣ ≤ C(r)rl1+l2j′
from whichM is invertible when l1+l2 is large, with ‖I−M
−1‖ ≤ C(N, r)
∑
j r
l1+l2
j .
A similar perturbation argument can be made for A(dµ − dσ), where A(dσ) is
obtained by replacing each ui′,j′dµ by dσi′,j′ in (3.13). Estimating the integral
terms and using the bound |bi′,j′ | ≤ C(r) we obtain
(3.15)
∣∣A(udµ− dσ)j ∣∣ ≤ C(N, r)(∑
i
rl2i
)
‖udµ− dσ‖
however this is not the most useful thing we can do here. Instead we recognize that
the bounds |hj(y)− 1| ≤ C(r)r
l1
j on Yj and |hj(y)| ≤ r
l1
j′ on Yj′ for j
′ 6= j ensure
∣∣∣∣A(udµ)j +
Ij∑
i′=1
bi′,jr
−l1
j
∣∣∣∣ ≤ C(N, r)
so that combining this with our bound on I −M−1 we have
(3.16)
∣∣∣∣b0,j −
Ij∑
i′=1
bi′,j
∣∣∣∣ ≤ C(N, r)rl1j
If we examine the function f in (3.5) it is clear that the normal derivative at
each point x0,j is
∑Ij
i=1 bi,j , so our choice of b0,j is a small perturbation of that
which would be used to cancel the normal derivatives of f . We also remark that
this shows all |b0,j | ≤ C(N, r). 
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If l1 and l2 are large enough then the values b0,j from Lemma 3.6 may be used
to complete Definition 3.5 for the operator Ψ. Some key properties of this operator
are summarized in the following lemma.
Lemma 3.7. If l1 and l2 are sufficiently large then Ψ(u) ∈ C ∩ dom(∆) and∥∥Ψu∥∥
∞
≤ C1(3.17)
∣∣Ψu(y)− 1∣∣ ≤ C2 N∑
j=1
rl2j for all y ∈ X \ Y(3.18)
where C1, C2 and the minimal sizes of l1 and l2 are constants depending only on
the harmonic structure of X, the measure µ and the number of vertices N in ∂X.
Proof. Since
Ψ(u) = G
( N∑
j=1
Ij∑
i=1
ai,jui,j +
N∑
j=1
b0,jr
−l1
j u0,j
)
we obtain (3.17) from (3.6) and (3.8), and the fact that |b0,j | ≤ C(N, r) for all j.
The estimate (3.18) is only a little more difficult. Using f(x) = 1 and (3.5) on the
set X \ Y we see that∣∣Ψu(x)− 1∣∣ = ∣∣Ψu(x)− f(x)∣∣
=
∣∣∣∣∣G
( N∑
j=1
Ij∑
i=0
bi,jr
−l1
j ui,j
)
−G
( N∑
j=1
Ij∑
i=1
ai,jδxi,j
)∣∣∣∣∣
≤
∣∣∣∣∣G
( N∑
j=1
Ij∑
i=1
ai,j
(
ui,jdµ− δxi,j
))∣∣∣∣∣+
N∑
j=1
∣∣b0,jr−l1j G(u0,jdµ)∣∣
≤ C(N, r) sup
i,j
∥∥ui,jdµ− δxi,j∥∥
( N∑
k=1
rl2k
)
+ C(N, r)
( N∑
j=1
rl2j
)
‖u0,jdµ‖
≤ C(N, r)
( N∑
j=1
rl2j
)
(3.19)
where the estimate for the b0,j terms came from (3.8) and that for the ai,j terms is
from (3.7) because
∫
ui,jdµ = 1 =
∫
δxi,j and both are supported on Zi,j .
Finally we check that ‖Ψu− 1‖1 ≤
1
2 . Using the results we have so far
‖Ψu− 1‖1 ≤
∫
X\Y
C(N, r)
( N∑
j=1
rl2j
)
dµ+
∫
Y
(
1 + C1
)
dµ
≤ C(N, r)
( N∑
j=1
rl2j
)
+ (1 + C1)µ(Y )(3.20)
so that we can be sure Ψu ∈ C if both l1 and l2 are sufficiently large, because
µ(Y )→ 0 as l1 →∞. It has already been observed that u ∈ dom(∆) and u ≡ 0 on
∂X , so the lemma is proven. 
Finally we come to the main result of this section. The following theorem im-
plements the idea that motivated our definition of Ψ, namely that Ψ smoothes
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functions in C and therefore its recursive application gives a bump function in
dom(∆∞).
Theorem 3.8. Given ǫ > 0 there are l1 and l2 sufficiently large that Ψ has a fixed
point u0 in C with |u− 1| ≤ ǫ on X \ Y . The fixed point is a smooth bump function
and every u ∈ C has ‖Ψku− u0‖∞ → 0 as k →∞.
Proof. Let u, u˜ ∈ C. We calculate Ψu − Ψu˜ = G(v − v˜), where v and v˜ are as in
(3.10). Beginning with a variant of the computation (3.19) we have
∣∣G(v − v˜)(x)∣∣ ≤
∣∣∣∣∣G
( N∑
j=1
Ij∑
i=1
ai,j
(
ui,j − u˜i,j
))∣∣∣∣∣+
∣∣∣∣G(
N∑
j=1
r−l1j
(
b0,ju0,j − b˜0,j u˜0,j
))∣∣∣∣∣
≤
∣∣∣∣∣G
( N∑
j=1
Ij∑
i=1
ai,j
(
ui,j − u˜i,j
))∣∣∣∣∣+
N∑
j=1
r−l1j |b˜0,j |
∣∣G(u0,j − u˜0,j)∣∣
+
N∑
j=1
r−l1j
∣∣b0,j − b˜0,j∣∣|G(u0,j)(x)|(3.21)
which suggests we will need to know estimates for both (ui,j− u˜i,j) and |b0,j− b˜0,j|.
Conveniently we can reduce the latter to the former using (3.14) and (3.15), because
b0,j and b˜0,j are computed from equations of the form
∑
jM(udµ)j,ib0,jr
−l1
j =
A(udµ)i. We easily see that
r−l1j
(
b0,j−b˜0,j
)
=
(
M(udµ)−1A(udµ−u˜dµ)
)
+
(
M(udµ)−1M(u˜dµ−udµ)
(
r−l1j b0,j
))
however by (3.14) we have both ‖M(udµ− u˜dµ)‖ ≤ C(N, r)‖u− u˜‖1
∑
i r
l1+l2
i and
that ‖I−M−1(udµ)‖ ≤ C(N, r)‖u‖1
∑
i r
l1+l2
i , while (3.15) gives us that ‖A(udµ−
u˜dµ)‖ ≤ C(N, r)
∑
i r
l2
i ‖u−u˜‖1. In both cases we have used that the total variation
of ui,j−u˜i,j is bounded by ‖ui,j−u˜i,j‖1 and that writing uX =
∫
X
u we can calculate
∫
|ui,j − u˜i,j | =
∫
X
∣∣∣u−1X u(x)− u˜X u˜(x)∣∣∣ ≤ u˜−1X (1+ |u|Xu−1X )
∫
|u− u˜| ≤ 8‖u− u˜‖1
The conclusion is then that r−l1j |b0,j − b˜0,j| ≤ C(N, r)‖u− u˜‖1
∑
i r
l2
i . Substituting
this into (3.21) and using (3.7) and (3.8) we find that on X \ Y
∣∣G(v − v˜)(x)∣∣ ≤ C(N, r)( N∑
i=1
rl2i
)
sup
i,j
∥∥ui,jdµ− u˜i,jdµ∥∥+ C(N, r)(∑
i
rl2i
)
‖u− u˜‖1
≤ C(N, r)
(∑
i
rl2i
)
‖u− u˜‖1
because the total variation ‖ui,jdµ− u˜i,jdµ‖ was already computed to be at most
8‖u−u˜‖1. On the rest of X we must use (3.6) instead of (3.7). The weaker estimate
is easily computed to be
(3.22)
∣∣G(v − v˜)(x)∣∣ ≤ C(N, r)‖u − u˜‖1
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From our estimates on G(v − v˜) = Ψu − Ψu˜ we see that Ψ is a contraction on
L1 if l1 and l2 are sufficiently large, because∥∥Ψu−Ψu˜∥∥
1
≤ µ(X \ Y )C(N, r)
(∑
i
rl2i
)
‖u− u˜‖1 + µ(Y )C(N, r)‖u − u˜‖1
≤ C(N, r)
(
µ(Y ) +
∑
j
rl2j
)∥∥u− u˜∥∥
1
It follows readily that Ψ has a unique fixed point in C and Ψku converges to this
fixed point in L1. From (3.22) this convergence is uniform, and we notice that the
correct choice of l2 provides |u0 − 1| = |Ψu0 − 1| ≤ ǫ on X \ Y by (3.18).
It remains only to see that u0 is a smooth bump function on X . Inductively sup-
pose Ψku ∈ dom(∆k) and both ∆jΨku ≡ 0 on ∂X for 0 ≤ j ≤ k and ∂n∆
jΨku ≡ 0
on ∂X for 0 ≤ j ≤ k−1. This is certainly true for k = 0. By construction, ∆Ψk+1u
is a linear combination of rescaled copies of Ψku that have been extended by zero
as in (3.9). Each of these functions is in dom(∆k) by the matching conditions for
the Laplacian, so we conclude that Ψk+1u ∈ dom(∆k+1). It is immediate that
∆jΨk+1u ≡ 0 on ∂X for 1 ≤ j ≤ k + 1 and ∂n∆
jΨk+1u ≡ 0 on ∂X for 1 ≤ j ≤ k.
By Lemma 3.7 we know also that Ψk+1u and ∂nΨ
k+1u vanish on ∂X , which closes
the induction and establishes that u0 ∈ dom(∆
∞) and vanishes to infinite order on
∂X . 
4. A Borel theorem on p.c.f. fractals
The classical Borel theorem tells us that given any neighborhood of x0 ∈ R and
any prescribed sequence of values for u and its derivatives at x0, we may construct
a smooth function u with support in the neighborhood and the given sequence
of derivatives at x0. Using the smooth bump functions we have constructed, we
now show that the same result holds at junction points of certain p.c.f. fractals.
In what follows X is p.c.f. and self-similar under {Fj}
N
j=1 and the measure µ is
self-similar with factors 0 < µj < 1,
∑N
1 µj = 1, so that µ(Fw(X)) =
∏m
j=1 µwj
when w is the word w1 . . . wm. The Dirichlet form is that associated to a regular
self-similar harmonic structure with resistance renormalization factors 0 < rj <
1 for j = 1, . . . , N . Our arguments depend on the existence of smooth bumps
as previously constructed. The crucial step is the existence of smooth functions
with finitely many prescribed normal derivative values, which is established in the
following lemma.
Lemma 4.1. Given a boundary point q ∈ V0 there are smooth functions fl such
that
∆kfl(p) = 0 for all k ≥ 0 and all p ∈ V0
∂n∆
kfl(p) = 0 for all k ≥ 0 and all p ∈ V0 \ {q}
∂n∆
kfl(q) = δlk
Proof. We begin with the case l = 0. If U is the smooth bump function on X
produced in Theorem 3.8 we localize it near the boundary points of X at a scale
m to be determined later. Define
Uj =
{
U ◦ F−mj on F
m
j (X)
0 otherwise
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and observe from the matching conditions for the Laplacian that each Uj is smooth.
Now apply the Dirichlet Green’s operator G to these functions and form the linear
combination
f =
N∑
j=1
ajG(Uj)
with coefficients to be chosen. It is clear from the properties of U that ∆kf = 0
on V0 for all k ≥ 0 and that ∂n∆
kf = 0 on V0 if k ≥ 1. Moreover the Gauss-Green
formula yields values of the normal derivatives at the points qi ∈ V0
∂nf(qi) = −
N∑
j=1
aj
∫
X
hiUj
where hi is the harmonic function on X with boundary values hi(qj) = δij . In
order that there be coefficients aj such that f has the properties asserted for f0 it
then suffices that we can invert the matrix with entries Aij =
∫
hiUj . We use the
fact that
|hi| ≤ r
m
j on F
m
j (X) for j 6= i
|hi − 1| ≤ r
m
i on F
m
i (X)
which follow from the estimates on the oscillation of a harmonic function that were
mentioned at the end of the introduction. Using this we calculate
|Aij | =
∣∣∣∣
∫
hiUj
∣∣∣∣ ≤ rmj µmj
∫
X
|U | for j 6= i∣∣∣∣Aii − µmi
∫
X
U
∣∣∣∣ =
∣∣∣∣
∫
(hi − 1)Ui
∣∣∣∣ ≤ rmi µmi
∫
X
|U |(4.1)
LetD be the diagonal matrix with entriesDii = µ
m
i
∫
X U . Then we readily compute
(AD−1)ij = µ
−m
j
(∫
U
)−1
Aij is close to the identity if m is large. Indeed, by (4.1)
we have |(I −AD−1)ij | ≤ Cρ
m with ρ = maxi ri and C =
(∫
U
)−1(∫
|U |
)
, so that
AD−1 is invertible provided m is sufficiently large.
We proceed by induction on l, with an almost unchanged argument. Suppose
the functions fl for l ≤ L − 1 have been constructed as linear combinations of the
form
(4.2) fl =
l∑
n=1
N∑
j=1
ajnG
(n+1)(Uj) l ≤ L− 1
and consider the function
f =
N∑
j=1
ajG
(L+1)(Uj)
so that ∆kf = 0 on V0 for all k and ∂n∆
kf = 0 on V0 for k ≥ L+ 1. When k = L
we have
∂n∆
Lf(qi) = −
N∑
j=1
ajAij
where Aij is as before, so we may select aj to obtain ∂n∆
Lf(q) = 1 and ∂n∆
Lf(p) =
0 at other points p ∈ V0. Subtracting an appropriate linear combination of the fl
for l ≤ L− 1 we obtain the desired fL in the form of (4.2). 
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With this in hand it is simple to deal with finitely many values of the Laplacian
at a boundary point q ∈ V0.
Lemma 4.2. Given a boundary point q ∈ V0 there are smooth functions gl such
that
∂n∆
kgl(p) = 0 for all k ≥ 0 and all p ∈ V0
∆kgl(p) = 0 for all k ≥ 0 and all p ∈ V0 \ {q}
∆kgl(q) = δlk
Proof. Let h be the harmonic function which is 1 at q and 0 at all other points of
V0. Clearly ∆
kh ≡ 0 for all k ≥ 1 and therefore also ∂n∆
kh(p) = 0 for all k ≥ 1 and
p ∈ V0. For each p ∈ V0 let f0,p be the function constructed in Lemma 4.1 with non-
vanishing normal derivative at p. It is clear that g0 = h−
∑
p∈V0
(
∂nh(p)
)
f0,p has the
desired properties, so we have found the first of our functions. To obtain the others
we simply apply the Dirichlet Green’s operator G. Notice that ∆kGlh(p) = δk,lδp,q
for all k and all p ∈ V0, and also ∂n∆
kGlh(p) = 0 for all k ≥ l+ 1. To obtain gk it
remains only to subtract off all normal derivatives that occur for 0 ≤ k ≤ l using
the functions from Lemma 4.1. 
The proof of a Borel-type theorem from the above lemmas is standard. All
that is needed is information about how scaling the support of a function changes
its Laplacian and normal derivatives. Recall that for a Dirichlet form associated
to a regular self-similar resistance, both the Laplacian and the normal derivative
may be obtained as renormalized limits of corresponding quantities defined on the
approximating graphs (Section 3.7 of [14]). In particular, pre-composition with
the map F−1i rescales the k-th power of the Laplacian by (µiri)
−k and its normal
derivative by µ−ki r
−k−1
i . For this reason, if q = qi is the boundary point of interest
we define
fl,m =
{
µmli r
m(l+1)
i fl ◦ F
(−m)
i on F
m
i
0 otherwise
gl,m =
{
(µiri)
mlgl ◦ F
(−m)
i on F
m
i
0 otherwise
so that we have for all k
∆kfl,m(q) = 0 ∆
kgl,m(q) = δlk
∂n∆
kfl,m(q) = δlk ∂n∆
kgl,m(q) = 0(4.3)
but the L∞ norms of the lower order derivatives have decreased and those of the
higher order derivatives have increased.
‖∆kfl,m‖∞ = µ
m(l−k)
i r
m(l+1−k)
i ‖∆
kfl‖∞(4.4)
‖∆kgl,m‖∞ = (µiri)
m(l−k)‖∆kgl‖∞(4.5)
With this in hand we can easily prove our version of the Borel theorem.
Theorem 4.3. Let q ∈ V0 be fixed, and Ω be an open neighborhood of q. Given a
jet ρ = (ρ0, ρ1, . . . ) of values for powers of the Laplacian and σ = (σ0, σ1, . . . ) of
values for their normal derivatives, there is a smooth function f with support in Ω
and both ∆kf(q) = ρk and ∂n∆
kf(q) = σk for all k.
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Proof. We give the usual proof that it is possible to define f by the series
(4.6) f =
∑
l
(
ρlgl,ml + σlfl,nl
)
for an appropriate choice of ml and nl.
Let m0 = n0 be sufficiently large that F
m0
i (X) ⊂ Ω. For each l choose ml ≥ m0
so large that ∥∥ρl∆kgl,ml∥∥∞ ≤ 2k−l−1 for 0 ≤ k ≤ l − 1
using the scaling estimate (4.5). Similarly use the scaling relation (4.4) to take
nl ≥ m0 such that ∥∥σl∆kfl,nl∥∥∞ ≤ 2k−l−1 for 0 ≤ k ≤ l− 1
Then for fixed k we have∥∥∥∥∥
∞∑
l=k+1
∆k
(
ρlgl,ml + σlfl,nl
)∥∥∥∥∥
∞
≤
∞∑
k+1
2k−l ≤ 1
so that all powers of the Laplacian applied to (4.6) produce L∞ convergent series.
It follows that f as defined in (4.6) is smooth and has support in Ω. By (4.3) it
has the desired jet, so the result follows. 
We remark that for any ǫ > 0 we could replace the bounds 2k−l−1 in the proof
with ǫ2k−l−1. It follows that we can define f by (4.6) and have the estimate
(4.7)
∥∥∆kf∥∥
∞
≤ C(k,Ω)
k∑
l=0
(
|ρl|+ |σl|
)
+ ǫ
where C(k,Ω) does not depend on the jet we prescribe.
It is also possible to estimate the effect of the size of the support Fm0i (X) on a
finite collection of jet terms. Takeml = m0 for 0 ≤ j ≤ L, nl = m0 for 0 ≤ j ≤ L−1
and thereafter choose both so large that the estimates ǫ2k−l−1 hold. From (4.4)
and (4.5) we deduce for 0 ≤ k ≤ L,
(4.8) ‖∆kf‖∞ ≤ C(k)(riµi)
−m0k
( L∑
l=0
(riµi)
m0l|ρl|+
L−1∑
l=0
r
m0(l+1)
i µ
m0l
i |σl|
)
+ ǫ.
Similar estimates hold for other norms and seminorms, provided only that their
scaling is understood. For example, if we consider the seminorm E(∆kf)1/2, then
the scaling in (4.4) and (4.5) is reduced by r
−m/2
i , so the above construction would
give
E(∆kf)1/2 ≤ C(k)r
−m0(k+1/2)
i µ
−m0k
i
( L∑
l=0
(riµi)
m0l|ρl|+
L−1∑
l=0
r
m0(l+1)
i µ
m0l
i |σl|
)
+ ǫ.
The result of the theorem may be transferred to any junction point Fw(q) and
cell Fw(X) in X , simply by modifying the desired jet to account for the effect of
composition with Fw, solving for f on X , and defining the new function to be
f ◦ F−1w on the cell. We record a version of this that will be useful later; note that
in the following we use the notation ∂n for the normal derivative with respect to
the cell Fw(X).
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Corollary 4.4. Let Fw(q) be a junction point in X. Given a jet (ρ0, ρ1, . . . ),
(σ1, σ2, . . . ) there is a smooth function f on Fw(X) that has ∆
kf(p) = ∂n∆
kf(p) =
0 at all points p ∈ ∂Fw(X) such that p 6= Fw(q), and satisfies ∆
kf(Fw(q)) = ρk
and ∂n∆
kf(Fw(q)) = σk for all k.
5. Additive Partitions of Functions
The results of [4] show that multiplication is not generally a good operation
on functions in dom(∆). In particular, for X a p.c.f. fractal with self-similar
measure and regular self-similar harmonic structure it is generically the case that
if u ∈ dom(∆) then u2 6∈ dom(∆). In such a situation there is no hope of using
a smooth partition of unity to localize problems in the classical manner. Instead
we provide a simple method for making a smooth decomposition of f ∈ dom(∆∞)
using Theorem 4.3. Throughout this section we make the same assumptions on X
as were made in Section 4.
Theorem 5.1. Let ∪αΩα be an open cover of X and f ∈ dom(∆
∞). There is a
decomposition f =
∑K
k=1 fk in which each k has a corresponding αk such that fk
is smooth on X and supported in Ωαk .
Proof. Compactness of X allows us to reduce to the case of a finite cover ∪K1 Ωαk
for which there is no sub-collection that covers X . We write Ωk for Ωαk , and
construct the functions fk inductively. At the k-th stage we suppose there are
functions f1, . . . , fk−1 with the properties asserted in the lemma, and that function
gk−1 = f −
∑k−1
l=1 fl is smooth on X and vanishes identically on a neighborhood
Πk−1 of X \
(
∪Kj=kΩj
)
. In the base case k = 1 this assumption is trivial, and it is
clear that the theorem follows immediately from the induction. We have therefore
reduced to the case where our cover consists of the two sets Ωk and Ω˜k = ∪
K
j=k+1Ωj ,
because the induction is complete once we have fk as in the lemma such that gk is
identically zero on a neighborhood Πk of X \ Ω˜k.
For a scale m and x ∈ X , define the m-scale open neighborhood of x to be
the interior of the unique m-cell containing x if x 6∈ Vm, and to be the union
{x}∪
(
∪wFw(X)\∂Fw(X)
)
if x = Fw(qi) is a junction point. By Section 1.3 of [14],
the m-scale open neighborhoods form a fundamental system of open neighborhoods
of x. At each x in Ωk there is a largest m such that the m-scale neighborhood of
x is contained in Ωk. The collection of all such largest neighborhoods of points of
Ωk is an open cover of the compact set Sppt(gk−1) \ Ω˜k. We use Λk to denote the
union over a finite subcover.
Clearly Λk has finitely many boundary points. Let those boundary points that
are also in Ω˜k be x1, . . . , xJ , and take at each a finite collection of cells {Ci,j}
Ij
i=1
having xj in their boundary. We require that Λk ∪
(
∪
Ij
i=1Ci,j
)
contains a neighbor-
hood of xj , that all of the Ci,j lie entirely within Ωk and none intersect Λk, and that
Ci,j ∩ Ci′,j′ is empty unless j = j
′, in which case it contains only xj . On each cell
we apply Corollary 4.4 to find functions hi,j that match gk−1(xj) and all powers
of its Laplacian at xj , and such that the sum
∑
i hi,j has normal derivatives that
cancel ∂n∆
ngk−1(xj) at xj for all n. Thus
∑Ij
i=1 hi,j matches gk−1 in the sense of
the matching condition and vanishes to infinite order at the other boundary points
of ∪
Ij
i=1Ci,j . The matching condition implies that fk = gk−1|Λk +
∑
j
∑
i hi,j is
smooth. It is clearly supported on Ωk and equal to f on the closure Λk of Λk,
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so gk = gk−1 − fk is zero on a neighborhood Πk of X \ Ω˜k, which completes the
induction and the proof. 
Remark 5.2. Theorem 5.1 is stronger than the partitioning results we obtained
directly from the heat kernel smoothing procedure of Section 2, but only applies to
the more limited case of p.c.f. self-similar sets with regular Dirichlet form. We note,
however, that it provides a stronger version of Theorem 3.8, because by smoothly
cutting off the constant function 1 we obtain a smooth bump that is identically 1
on a compact K and 0 outside an ǫ-neighborhood of K. In contrast to Corollary 2.9
it does not imply that there is a positive smooth bump of this type.
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