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Predmet tega magistrskega dela je načrtovanje in implementacija računalniškega
agenta, ki bi se učil strategije trgovanja z električno energijo [20]. Za razvoj agenta
in njegove strategije trgovanja bi uporabili standardni pristop spodbujevalnega uče-
nja [21], t.j., strojnega učenja, kjer agent samostojno pridobiva učne podatke z
udejstvovanjem v okolju (v tem primeru trgu električne energije) in opazovanjem
svoje uspešnosti skozi pridobljene nagrade (ustvarjenega dobička). Ker ima trg ele-
ktrične energije zvezni prostor možnih stanj, običajni pristopi k spodbujevalnem
učenju (učni algoritem Q) niso neposredno uporabni. V nalogi bo zato treba upora-
biti napredni pristop globokega spodbujevalnega učenja [15], ki omogoča obravnavo
takega prostora stanj. Uspešnost računalniškega agenta bo treba ovrednotiti na re-
alnih zgodovinskih podatkih pridobljenih iz organiziranih trgov električne energije.
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Globoko spodbujevalno učenje strategije za trgovanje z električno
energijo
Povzetek
Trgovanje na organiziranih trgih z električno energijo zaradi velike kompleksnosti
in stohastičnega značaja trgov predstavlja velik izziv. Danes so pri iskanju trgoval-
nih strategij v veliko pomoč številni napredni pristopi iz področja analize podatkov
in umetne inteligence. Tekom tega dela želimo raziskati možnost uporabe metod
globokega spodbujevalnega učenja za namene iskanja trgovalne strategije na trgu z
električno energijo. Pri omenjenih metodah dogajanje na trgu modeliramo z upo-
rabo Markovskih odločitvenih procesov. Za iskanje učinkovite strategije pa imple-
mentiramo agenta spodbujevalnega učenja, ki se na podlagi preteklih podatkov uči
optimalne trgovalne strategije.
Magistrsko delo precejšno pozornost namenja teoriji spodbujevalnega učenja, ki
pri usmerjanju učenja uporablja nagrade in kazni. Znotraj spodbujevalnega učenja
obstajajo različni pristopi, v tem delu se osredotočamo na metodo učenja Q. Ker
ima trg električne energije neskončno možnih stanj potrebujemo razširitev omenjene
metode z uporabo globokih nevronskih mrež. V magistrskem delu tako uporabimo
algoritem globokega učenja Q za učenje strategije trgovalnega agenta.
Učinkovitost naučene strategije merimo preko višine skupnega dobička in metrik,
kot sta npr. povprečna marža in odstotek poslov, ki so zaprti s pozitivnim dobič-
kom. Znotraj tega dela implementirani algoritem za trgovanje z električno energijo
zagotavlja stabilno in dovolj hitro konvergenco učenja. Rezultati kažejo, da z imple-
mentiranim učnim algoritmom precej izboljšamo naključno strategijo trgovanja na
testni množici.
Deep reinforcement learning of a strategy for electricity trading
Abstract
Trading with electricity presents great challenges due to its complexity and sto-
chastic characteristics. Nowadays, when establishing new trading strategies, emer-
ging concepts and approaches from data analysis and artificial intelligence are of
great help and importance. In this master thesis our goal is to explore different
possibilities for using deep reinforcement learning methods as a basis for new elec-
tricity trading strategies. Electricity markets are thus modelled as Markov decision
processes using deep reinforcement learning methods. For the establishment of an
efficient strategy we implement a reinforcement learning agent, which uses historical
trade data to learn the optimal trading strategy.
In this master thesis there is a big emphasis on the theory of reinforcement
learning, which defines punishments and rewards as two leading concepts during the
learning process. There are different approaches inside the reinforcement learning
theory and praxis but we focus on the Q learning method. Because the electricity
market has an infinite number of possible states, there is a need to widen and
upgrade the Q learning method which is addressed with the use of deep neural
networks. The result is a deep Q learning algorithm, which is used to train the
agent’s trading strategy.
xi
Effectiveness of developed strategy is measured by total profit and other metrics
such as average margin and win ratio. In this master thesis we developed an algori-
thm for electricity trading that provide a learning convergency that is stable and of
sufficient speed. Results of trading with implemented algorithm indicate significant
improvements when compared to random trading.
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1 Uvod
Število poslov in količina električne energije s katero se trguje na organiziranih ener-
getskih trgih, iz leta v leto narašča, nihanja cene in zadostna likvidnost trgov pa
odpirata številne tržne priložnosti. Trgi električne energije zaradi velike komple-
ksnosti in lastnega stohastičnega značaja predstavljajo velik izziv, tako za trgovce,
kot za analitike, ki preko različnih pristopov iz področja analize podatkov in umetne
inteligence napovedujejo gibanje cene v prihodnosti ter iščejo signifikantne vzorce in
potencialne tržne strategije.
Struktura trgov se v zadnjih letih močno spreminja, predvsem pod vplivom
naraščajoče uporabe algorietmskega oziroma avtomatskega trgovanja. Pri tem z
algoritemskim trgovanjem poimenujemo avtomatiziran proces oddajanja naročil s
ponudbo in povpraševanjem na borzi, ki sledi točno določenemu naboru navodil
oz. signalov. Z algoritemskim načinom trgovanja pa raste tudi uporaba umetne
inteligence, kot generatorja signalov za sprejemanje odločitev pri trgovanju.
Cilj magistrske naloge je raziskati možnosti uporabe globokega spodbujevalnega
učenja (ang. deep reinforcement learning) za iskanje trgovalne strategije na nemškem
znotrajdnevnem trgu z električno energijo. Tekom raziskovanja bomo dogajanje na
trgu modelirali z uporabo Markovskih odločitvenih procesov. Za iskanje učinkovite
trgovalne strategije pa želimo implementirati agenta spodbujevalnega učenja, ki se
bo na podlagi preteklih podatkov učil optimalne trgovalne strategije, z namenom
maksimiziranja dobička v prihodnosti.
Magistrsko delo precejšno pozornost namenja teoriji spodbujevalnega učenja, ka-
terega posebnost je uporaba nagrad in kazni za usmerjanje učenja. Znotraj spodbu-
jevalnega učenja obstajajo različni pristopi, v tem delu se osredotočimo na algoritem
učenja Q. Ker se pri problemu iskanja trgovalne strategije srečujemo z modeliranjem
trga, ki se lahko nahaja v neskončno različnih stanjih, omenjena metoda ni zado-
stno orodje za reševanje problema. Potrebujemo njeno razširitev z uporabo globokih
nevronskih mrež s čimer preidemo na globoko učenje Q. Tekom magistrskega dela
tako razvijemo algoritem globokega učenja Q, ki ga v praktičnem delu uporabimo
za učenje trgovalnega agenta.
Mera učinkovitosti algoritma za iskanje trgovalne strategije bo tekom razvoja
vedno vezana na maksimizacijo dobička. Poleg tega mora uspešen algoritem za-
gotavljati stabilno konvergenco pri učenju strategije, ki je hkrati dovolj hitra za
razpoložljive računske kapacitete. Pri testiranju strategije bomo ločili učno in te-
stno obdobje trgovanja. Dobljene rezultate bomo ovrednotili preko različnih mer,
kot sta povprečna marža in odstotek poslov, ki so bili zaprti s pozitivnim dobičkom.
Magistrsko delo se v drugem poglavju začne s predstavijo karakteristik trgovanja
z električno energijo, pregledom uporabljenih podatkov in opredelitvijo pravil trgova-
nja, ki jim mora slediti iskana trgovalna strategija. V tretjem poglavju sledi pregled
teorije spodbujevalnega učenja s poudarkom na izpeljavi algoritma učenja Q, ki ga
nato z uporabo globokih nevronskih mrež razširimo v algoritem globokega učenja
Q. V četrtem, praktičnem poglavju predstavimo implementacijo trgovalnega agenta
in učnega algoritma za trgovanje na nemškem znotrajnevnem trgu z električno ener-
gijo. V petem poglavju nadaljujemo s predstavitvijo rezultatov. V zaključku pa
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podajamo in utemeljujemo oceno primernosti uporabe globokega spodbujevalnega
učenja za trgovanje z električno energijo. Poleg tega povzemamo glavne probleme,
s katerimi smo se srečali tekom raziskovanja in navajamo možnosti nadaljnjega ra-
zvoja.
2 Trgovanje z električno energijo
Namen tega poglavja je dobro definirati problem iskanja trgovalne strategije, ki ga
rešujemo tekom tega dela. V ta namen se najprej seznanimo z osnovnimi značil-
nostmi in pojmi, ki jih srečamo pri trgovanju z električno energijo. V nadaljevanju
se osredotočimo na postavitev notacije in opredelitev pravil, ki jih mora iskana tr-
govalna strategija upoštevati. V zaključnem delu poglavja so predstavljeni tudi
uporabljeni podatki.
2.1 Osnove trgovanja z električno energijo
Posebnosti trgovanja z električno energijo v večji meri izhajajo iz fizikalnih značil-
nosti, med katerimi je pomembnejše dejstvo, da električne energije v večjih količi-
nah ne moremo shranjevati. To pomeni, da morata biti ponudba in povpraševanje
uravnotežena, to ravnotežje, pa je potrebno uravnavati v realnem času. Posledica
nezmožnosti shranjevanja električne energije je volatilnost cene, ki po eni strani na
trg vnaša tveganje, po drugi strani pa jo lahko s pridom izkoriščamo pri iskanju
tržnih priložnosti.
Druga posebnost trga z električno energijo je še omejen prenos električne ener-
gije med različnimi conami s kapacitetami prenosnega omrežja (glej poglavje 2.1.2).
Nadalje opazujemo nizko elastičnost na strani potrošnje. Ta je posledica dejstva, da
uporabniki porabo električne energije običajno niso pripravljeni prilagajati cenam
elektrike. Na strani proizvodnje, ima trg z električno energijo oligopolno strukturo.
To pomeni, da je zaradi oteženega vstopa novih podjetij, na trgu prisotno manjše
število običajno večjih podjetij, ki se posledično soočajo z manjšo konkurenco [20].
Na nihanje cen električne energije vplivajo številni dejavniki, kot so spremembe
temperature, količine sončnega sevanja, spremembe moči vetra, količina padavin
in cene drugih energentov. Količina električne energije se meri v megavatnih urah
(oznaka MWh), moč električne energije v megavatih (oznaka MW ), cena pa v evrih
na megavatno uro (oznaka EURMWh) [10].
Trgovanje z električno energijo predstavlja izmenjavo energije med bilančnimi
skupinami. Pri sklenitvi posla se pogodbeni stranki dogovorita za količino in ceno
električne energije, ki bo dobavljena ter za obdobje dostave. Vsaka izmenjava elek-
trične energije se zabeleži v obratovalne napovedi. Bilančna skupina mora poskrbeti,
da ne pride do odstopanj med napovedjo in realizacijo, sicer mora pokriti stroške
izravnave.
Bilančna skupina je skupina, sestavljena iz poljubnega števila udeležencev trga
s pripadajočimi primopredajnimi mesti, ki se združijo zaradi skupnega obračuna
odstopanj [20]. Primera udeležencev trga sta npr. podjetje GEN-I d.o.o., ki ima
tudi svojo lastno bilančno skupino ter podjetje Petrol d.o.o., Ljubljana, ki je del
bilančne skupine Optimax Energy GmbH [1].
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2.1.1 Dvostransko trgovanje in trgovanje na borzi
Danes je večina poslov z električno energijo sklenjena na organiziranih trgih tj. bor-
zah, kjer je prisotnih veliko anonimnih udeležencev. Vendar pa obstajajo tudi drugi
načini, pri katerih je npr. posel sklenjen neposredno med dvema udeležencema brez
posrednika. Slednje imenujemo dvostransko trgovanje, ki ga običajno označujemo s
kratico OTC (ang. over-the-counter). V teh primerih se stranki med seboj vidita,
cena in drugi pogoji pogodbe pa ostalim udeležencem na trgu ostanejo neznani in
jih je zato težko primerjati z referenčnimi pogodbami [20].
Veliko pogostejše je trgovanje na borzah, ki prinašajo določene prednosti, kot so
standardizirani produkti, transparentnost cen in enakopravnost vseh udeležencev.
Poleg tega borza zagotavlja določeno varnost, enostavnost in likvidnost trgovanja.
Na borzah je za vsak sklenjen posel potrebno plačati določene transakcijske stroške
(ang. transaction fee).
Na organiziranih trgih trgovanje poteka v obliki avkcij ali v obliki zveznega tr-
govanja. Pri avkcijah trgovci nekaj minut pred avkcijo oddajo svoje ponudbe in
povpraševanja. Cena na avkciji je za vse sodelujoče enotna in se oblikuje na pre-
sečišču ponudbe in povpraševanja. V primeru zveznega trgovanja trgovci na borzo
nenehno oddajajo naročila s ponudbami in povpraševanji. Običajno se cene ponudb
gibljejo nad cenami povpraševanj. Ko se omenjeni ceni srečata, se posel izvede.
2.1.2 Čezmejne prenosne kapacitete
S trgovanjem z električno energijo je tesno povezano tudi kupovanje čezmejnih pre-
nosnih kapacitet. To so kapacitete električne energije, ki jih lahko prenašamo med
dvema sosednjima državama oz. sistemoma električne energije. Znotraj posame-
znega sistema so cene električne energije enotne, med različnimi conami pa se obi-
čajno razlikujejo [22]. Zemljevid ločenih sistemov električne energije se v Evropi
običajno ujema z mejami med državami razen redkih izjem. Tako je npr. Italija
razdeljena na več con.
Kapacitete električne energije, ki jih je mogoče prenesti med dvema sosednjima
sistemoma, so omejene z zmožnostmi prenosnega omrežja. Čezmejne prenosne zmo-
gljivosti se kupujejo v obliki opcij, ki kupcu dajejo pravico ne pa tudi dolžnost za
njihovo koriščenje. Tok prenosa električne energije med dvema sistemoma se namreč
na koncu vedno realizira zgolj v eni smeri in sicer iz sistema z nižjo ceno električne
energije v sistem z višjimi cenami [22]. S čezmejnimi kapacitetami se trguje na
letnih, mesečnih, tedenskih in dnevnih avkcijah.
2.1.3 Fizični in finančni posli
Pri trgovanju z električno energijo poznamo fizične in finančne posle. Posel je fizičen,
če pri njem pride do transakcije, ki se konča s fizično dostavo električne energije.
Ob sklenitvi vsakega fizičnega posla je potrebno organizatorju trga oddati vozni red.
Tako zbrani vozni redi so nato osnova za načrtovanje tokov znotraj elektroenerket-
skega sistema [3]. Poleg tega je pri fizičnih poslih potrebno dodatno upoštevati tudi
količino zakupljenih čezmejnih kapacitet in možnost odstopanja na trgu [20].
Pri finančnih poslih ne pride do dejanske izmenjave električne energije pač pa
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le do finančnega toka med pogodbenima stranema. Zato pri finančnih poslih ni
potrebno organizatorjem trga oddajati voznih redov in tudi ne prihaja do izraču-
navanja odstopanj električne energije. Pri teh poslih se običajno zaračunavajo nižji
transakcijski stroški. Finančni posli so lahko vezani na določen indeks.
Kombiniranje fizičnih in finančnih pogodb se pogosto uporabljajo za varovalne
strategije na ravni maksimiziranja donosa celotnega portfelja [20].
2.1.4 Integracija energetskih trgov (ang. Market coupling)
V zadnjih letih v Evropi poteka integracija trgov električne energije, ki se dogaja
predvsem preko poenotenja cen (ang. price cupling) med različnimi sistemi elek-
trične energije [17]. To poteka preko uporabe skupnega algoritma za določitev cen
električne energije v večih državah, pri čemer se ustrezno upoštevajo proste kapaci-
tete tokov med različnimi državami.
Glavne posledice integracije trgov so manjšanje razlik med cenami v različnih dr-
žavah in nižanje transakcijskih stroškov. Prevladujočim udeležencem trgov onemo-
goča manipulacijo z čezmejnimi kapacitetami in s tem oviranje konkurence. Namen
spajanja trgov je tudi čimbolj učinkovita razdelitev omejenih zmogljivosti čezmej-
nega prenosnega omrežja med državami. Omogoča namreč, da tok vedno poteka
po najkrajši poti od proizvajalca do potrošnika, ne le znotraj posameznega sistema,
temveč tudi preko povezav med sosednjimi sistemi [17].
2.1.5 Produkti
Produkt na trgu z električno energijo je enolično določen s časom začetka dobave,
obdobjem dobave in državo (oz. cono), kamor se energija dobavi.
Glede na obdobje dobave ločimo produkte na 15 minutne, urne, dnevne, te-
denske, mesečne, četrtletne in letne. Znotraj dneva nadalje ločimo med trapezno
energijo (ang. peak), ki pokriva ure od 6ih zjutraj do 10ih zvečer, ko je cena elek-
trične energije običajno višja, ter nočno energijo (ang. off-peak), ki pokriva preostale
ure s tipično cenejšo električno energijo in nižjo porabo. Energijo z dostavo tekom
vseh 24 ur v dnevu pravimo tudi pasovna energija (ang. base) [20].
Nadalje produkte ločimo tudi po oddaljenosti začetka dostave. Za dnevne pro-
dukte to pomeni, da lahko kupujemo dnevni produkt z dostavo naslednji dan (ang.
Day ahead) ali dnevne produkte z dostavo več dni vnaprej. Omeniti velja, da ob
nakupu 1 MW dnevnega produkta, v resnici kupimo 24 MWh. Analogno velja za
vse produkte z obdobjem dobave različnim od ene ure.
Kratkoročno trgovanje se pogosto uporablja za namene izravnavanja povpraševa-
nja in ponudbe, kot prikazuje Slika 1. Kadar trgovci kupujejo električno energijo za
končne porabnike se mora količina električne energije v njihovem portfelju čimbolj
prilegati potrebam uporabnikov.
Na Sliki 1 lahko opazimo, da povpraševanje po električni energiji tekom dneva
ni konstantno. V nočnih urah je povpraševanje manjše, tekom dneva pa se običajno
oblikujeta dva viška. S kratkoročnimi produkti, lahko trgovci oblikujejo portfelj, ki
dobro pokrije krivuljo povpraševanja.
Poleg omenjenih delitev poznamo še druge delitve produktov, npr. na lokalne
produkte, ki so vezani na posamezno cono, običajno je to kar država (nemški pro-
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Slika 1: Izravnavanje ponudbe in povpraševanja s kratkoročnimi produkti [20]
dukti, slovenski produkti) in integrirane produkte, npr. produkte XBID, ki imajo
enotno ceno za več evropskih držav.
2.1.6 Delitev trga
Trg z električno energijo delimo na [10]:
• Terminski trg (ang. Forward market) na njem se trguje z dolgoročnimi pro-
dukti ter z produkti, katerih čas dostave je lahko še zelo oddaljen.
• Promptni trg (ang. Spot market) na njem se trguje s produkti z dostavo za en
dan vnaprej.
• Znotrajdnevni trg (ang. Intraday market) na njem se trguje s produkti s časom
dostave znotraj istega dneva.
• Izravnavni trg (ang. Inbalancing market) na njem se trguje s produkti, ki so že
v obdobju dostave. Na tem trgu poteka uravnavanje odstopanj med ponudbo
in povpraševanjem po energiji, do katerih pride v času dostave.
2.2 Definicija problema trgovanja z električno energijo
V tem poglavju postavljamo pravila, ki jih mora agent spodbujevalnega učenja upo-
števati pri trgovanju. Tukaj določene definicije in omejitve torej določajo prostor
vseh možnih trgovalnih strategij, ki so lahko rešitev zastavljenega problema. Že
uvodoma podajamo nekaj osnovnih zakonitosti. Temu sledi opredelitev notacije,
formalna definicija problema ter opis uporabljenih podatkov.
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Agent bo trgoval na zveznem, znotrajdnevnem trgu z električno energijo. Pri
tem se bomo omejili zgolj na trgovanje z urnimi H1, H2, ..., H24 tipi produktov v
nemški cenovni coni.
Ker bo edini namen trgovanja iskanje dobička, želimo začeti in končati trgovanje
s portfeljem v katerem ni odprtih pozicij za nobenega od navedenih produktov.
Pri tem je možno tudi odpiranje kratke pozicije, kar pomeni, da lahko produkt
prodajamo preden smo ga kupili in s tem v portfeju dobimo negativne količine.
Zaradi enostavnosti, se bomo omejili na trgovanje z vsakim produktom posebej,
čeprav nam trg v danem trenutku omogoča trgovanje z več kot enim produktom.
2.2.1 Slovar oznak
Za namene opredelitve pravil trgovanja bomo uporabljali sledečo notacijo:
• d je datum, ki določa trgovalni dan.
• Hi, i ∈ {1, ..., 24} je urni produkt, z dobavo elektrike med urama i− 1 in i.
• Pr = (d,Hi) je enolično določen produkt.
• T je čas, ki označuje konec trgovanja s produktom.
• t ∈ 0, 1, ..., T je časovni indeks.
• pPrt je cena produkta Pr na trgu v času t.
• qPrt je količina odprte pozicije produkta Pr v času t.
• cPrt je cena, po kateri imamo odprto pozicijo produkta Pr v času t.
• Pt = (cPrt , qPrt ) je stanje portfelja v času t.
• vt je vrednost portfelja v času t.
• tr ∈ IR+ konstanta, ki označuje transakcijske stroške na trgu v EURMWh .
Povedali smo že, da bo trgovanje omejeno na en produkt, zaradi česar bomo v
poglavjih v nadaljevanju zapise pPrt , qPrt , cPrt pisali v skrajšani obliki kot pt, qt, ct. Pri
tem se bodo spremenljivke vedno nanašale na en sam, predhodno določen produkt,
s katerim trgujemo.
Poudarimo še, da Hi ne določa produkta enolično, pač pa opisuje „tip“ produkta,
s katerim se trguje vsak dan. Za enolično določen produkt potrebujemo par (d,Hi).
2.2.2 Opredelitev pravil trgovanja
V začetku z izbiro para (d,Hi) določimo produkt Pr, s katerim bo agent trgoval.
Nato agent v vsakem času t ∈ {0, ..., T − 1} izbira med tremi različnimi akcijami
iz množice {prodaj, miruj, kupi}. Pri tem se akciji kupi in prodaj nanašata na
možnost nakupa 1 MW oz. prodaje 1 MW vnaprej izbranega produkta v primeru,
ko povečujemo količino odprte pozicije v portfelju oz. nakupa ali prodaje |qt|MW
energije v primeru, ko zapiramo odprto pozicijo. To pomeni, da absolutno vrednost
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odprte pozicije |qt| lahko v vsakem trenutku t ∈ {0, ..., T − 1} spremenimo na dva
možna načina, bodisi jo povečamo za 1 (|qt+1| = |qt| + 1), bodisi spremenimo na
vrednost 0. Z izbiro akcije miruj vrednosti odprte pozicije ne spremenimo, torej
velja qt = qt−1.
V času T agent nima več možnosti izbiranja akcije. V tem trenutku namreč
zaključimo trgovanje s produktom tako, da zapremo morebitno odprto pozicijo.
Pri trgovanju morata veljati sledeči pravili:
• q0 = qT = 0 in
• |qt| < b ∀t, za neko, v naprej znano vrednost parametra b.
Drugi pogoj omejuje vrednost odprte pozicije in s tem uravnava tveganje. Para-
meter b želimo izbrati tako, da ne posega preveč v odločanje agenta.
Vrednost portfelja v času t je enaka denarnemu toku, ki bi nastal, če bi v času t
zaprli odprto pozicijo v portfelju Pt = (ct, qt). Vrednost portfelja torej izračunamo
kot:
vt = (pt − ct)qt − tr|qt|.
Pri tem upoštevamo, da je qt < 0 v primeru odprte kratke pozicije. Za transakcijske
stroške bomo vzeli vrednost tr = 0, 09 EURMWh .
Nadalje velja, da so v vsakem času t ∈ 0, 1, ..., T znane informacije o gibanju cene
v preteklosti do vključno časa t, torej poznamo cene produkta pi, i ≤ t. Nimamo
pa informacije o razvoju cen v prihodnosti, torej ne poznamo vrednosti pk, k > t.
Iz tega sledi, da bo pri učenju trgovalne strategije, o gibanju vrednosti produkta v
prihodnosti potrebno sklepati na podlagi informacij o gibanju cen v preteklosti.
2.3 Uporabljeni podatki
Uporabili bomo podatke o gibanju cene na znotraj dnevnem zveznem trgu z elek-
trično energijo v teku enega leta. Podatke bomo vzorčili z 2,5 minutno resolucijo.
To pomeni, da med abstraktnima časoma t− 1 in t v realnosti pretečeta 2,5 minuti.
Podatki vsebujejo cene 24 različnih „tipov“ urnih produktov, z dostavo tekom celo-
tnega dneva. Trgovanje posameznega produkta bomo omejili na zadnjih nekaj ur
pred dostavo.
Za vsak izbrani produkt imamo podatke o evoluciji cen ponudbe, povpraševanja
in sklenjenih poslov. Vsebinsko so podatki podrobneje predstavljeni v poglavju 2.3.2,
pred tem pa v poglavju 2.3.1 opisujemo postopek čiščenja podatkov.
2.3.1 Čiščenje podatkov
Pred začetkom učenja smo iz podatkov izključili posamezne ekstremne vrednosti,
s čimer smo odstranili morebitne napake v podatkih oziroma izključili trenutke,
ko je stanje na trgu neugodno za trgovanje, zaradi česar naučene strategije ne bi
uporabili. V Tabeli 1 so podane statistike izračunane na podatkih pred čiščenjem.
V nadaljevanju pa podajamo pravila preko katerih smo podatke prefiltrirali.
Iz podatkov smo odstranili vse dogodke v katerih je cena večja od 200 EUR ali
manjša od −100 EUR. Nadalje smo ohranili le dogodke z razliko med ponudbo in
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Ime Minimum Maksimum Povprečje Mediana Standardni
odklon
Cena posla [EUR] -137,7 245 28,8 29,99 18,54
Cena ponudbe [EUR] -135,02 248,0 29,07 30,14 18,51
Cena povpraševanja [EUR] -144,52 230,05 28,52 29,73 18,65
Razlika med ponudbo
in povpraševanjem [EUR] -5,21 90,5 0,545 0,38 0,79
Tabela 1: Opis surovih neprečiščenih podatkov
povpraševanjem med 0 EUR in 2 EUR. Večje razlike med ponudbo in povpraše-
vanjem se dogajajo predvsem med vikendi in v nočnih urah, saj je takrat manjša
likvidnost trgov. Odstranjeni so bili tudi morebitni ekstremni skoki cen. Opisan
postopek čiščenja v nadaljevanju povzemamo s pravili za ohranitev podatkov:
−100 ≤ pt ≤ 200
0 ≤ pponudbat − p
povpraševanje
t ≤ 2
|pt − pt−1| < 20
V naslednjem poglavju podrobneje predstavljamo prečiščene podatke.
2.3.2 Opis podatkov
Za vsak izbrani produkt v podatkih dobimo informacijo o evoluciji cen ponudbe,
povpraševanja in sklenjenih poslov analogno kot prikazuje Slika 2.
Poleg cen sklenjenih poslov, ki ustrezajo vrednostim pt iz poglavja 2.2.1, po-
datki vsebujejo še razvoj cene ponudbe (oznaka pponudbat ) in povpraševanja (oznaka
ppovpraševanjet ). Na trgu se cena ponudbe praviloma giblje nekoliko nad ceno povpra-
ševanja. Cene poslov pa se običajno nahajajo med ponudbo in povpraševanjem, saj
do sklenitve posla na trgu pride, ko se cena ponudbe in povpraševanja izenačita.
Ceno ponudbe in povpraševanja smo dodatno vpeljali, ker testiranje algoritma
zgolj na cenah poslov vodi v preveč optimistične rezultate. V realnosti se namreč
cena za nakup produkta, ki je enaka ceni ponudbe, razlikuje od cene za prodajo
produkta, ki je enaka ceni povpraševanja. Razlika med omenjenima cenama pa
je običajno v škodo subjekta, ki je agresor posla. Razlika med ceno ponudbe in
povpraševanja na uporabljenih podatkih je v povprečju 0,5 EUR (glej Tabelo 1),
kar je gledano relativno na nihanje cene (glej Tabelo 2), zelo veliko.
Na Sliki 2 prikazani podatki so agregirani na 2,5 minutni resoluciji. Pri tem
ceno sklenjenega posla izračunamo kot s količinami uteženo povprečje cen poslov,
ki so bili sklenjeni v 2,5 minutnem intervalu. Cen ponudbe in povpraševanja ne
agregiramo, temveč vzamemo njuno vrednost v danem diskretnem trenutku.
Sliki 3 prikazuje porazdelitev cen sklenjenih poslov za vse produkte v opisanih
podatkih ločeno glede na dan v tednu. Znotraj posameznega dneva v tednu Slika 3
ločuje še med porazdelitvijo dnevnih ur oz. trapezne energije (oranžna barva), ter
nočne energije (modra barva). Pri tem lahko vidimo, da so cene elektrike za nočne
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Slika 2: Primer evolucije cene izbranega produkta na štiri urnem izseku podatkov
iz preteklosti
ure v splošnem nižje in manj razpršene kot cene za ure tekom dneva. Med drugim
lahko opazimo tudi, da imajo produkti z električno energijo lahko negativno ceno.
Slednje je običajno posledica pričakovanih presežkov električne energije v sistemu.
Slika 3: Porazdelitev cen nočne in trapezne energije po dnevih v tednu
Pri trgovanju nas bolj kakor dejanske vrednosti cen zanima njihovo gibanje, zato
si bomo v nadaljevanju pogledali še nekaj metrik, vezanih na nihanje cen produktov
v podatkih. Tabela 2 prikazuje informacije o spremembah cene, med sosednjima
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časovnima enotama na 2,5 minutni resoluciji. V izračun so vključene spremembe
cene vseh produktov v podatkih.
Ime Minimum Maksimum Povprečje Mediana
Spremembe cen [EUR] -14,8 15,99 0,014 0
Absolutne spremembe cen [EUR] 0 15,99 0,46 0,25
Tabela 2: Spremembe cen med sosednjima časovnima točkama na 2,5 minutni reso-
luciji v prečiščenih podatkih
V prvi vrstici Tabele 2 lahko vidimo, da v podatkih ni očitnega trenda gibanja cen
navzgor ali navzdol. Absolutna sprememba cene v 2,5 minutah je v povprečju 0,46
EUR. Ob upoštevanju razlike med ponudbo in povpraševanjem, ter transakcijskih
stroškov, lahko pričakujemo, da frekvenca trgovanja v profitabilni trgovalni strategiji
ne bo zelo visoka.
3 Spodbujevalno učenje in učenje Q
V tem poglavju se seznanimo s ključnim tehničnim znanjem za postavitev modela
globokega spodbujevalnega učenja. Poglavje zaključujemo s predstavitvijo psev-
dokode algoritma globokega učenja Q, ki ga bomo v praktičnem delu magistrske
naloge aplicirali na problem iskanja trgovalne strategije. Vsa vsebina pred tem je
namenjena izgradnji znanja za razumevanje končnega algoritma.
Predpostavljamo, da je bralec seznanjen z osnovami strojnega učenja, torej pozna
pojme, kot so nadzorovano učenje, ciljna spremenljivka, funkcija izgube itd. ter je
dovolj vešč v verjetnosti, da je seznanjen s pojmi, kot so slučajna spremenljivka,
verjetnostna mera, Markovski proces in podobno.
V uvodnem delu poglavja naredimo kratek zgodovinski pregled in pokažemo raz-
like spodbujevalnega učenja v primerjavi z nadzorovanim učenjem. Sledi predstavi-
tev delovanja spodbujevalnega učenja na idejnem nivoju, postavitev matematičnih
temeljev ter izpeljava algoritma učenja Q z dokazom o njegovi konvergenci. Nato
naredimo pregled glavnih problemov, s katerimi se srečamo pri implementaciji algo-
ritma v praksi in njihovih rešitev. Nadalje pokažemo zakaj je potrebna razširitev
spodbujevalnega učenja v globoko spodbujevalno učenje z uporabo nevronskih mrež,
ter končamo s konstrukcijo algoritma globokega učenja Q.
3.1 Uvod v spodbujevalno učenje
Ideja metod spodbujevalnega učenja sega v sam začetek razvoja umetne inteligence.
Že Alan Turring v članku Computing Machinery and Intelligence (1950) zapiše:
„Običajno nagrade in kazni povezujemo s procesom učenja“ in omenja njihovo upo-
rabo kot del učenja strojev [23].
Razvoj spodbujevalnega učenja je šel kasneje v več različnih smeri, ki so razvile
različne algoritme. Eden izmed njih, ki ga natančneje obravnavamo v tem delu, je
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algoritem učenja Q (ang. Q learning algorithm), prvič predstavljen leta 1989 v dok-
torski disertacija Chrisa Watkinsa [21]. Leta 1992 je bil podan dokaz o konvergenci
tega algoritma.
Leta 2014 je Googleovo hčerinsko podjetje DeepMind patentiralo še razširitev
učenja Q v globoko učenje Q z algoritmom za igranje različnih iger na igralni konzoli
Atari 2600 na nivoju zelo uspešnih igralcev.
Poleg obvladovanja omenjenih računalniških iger, je eden največjih in najbolj
znanih uspehov globokega spodbujevalnega učenja serija algoritmov AlphaGo, ki jih
je podjetje DeepMind razvilo med leti 2015 in 2017. Vrhunec so dosegli leta 2017 z
algoritmom globokega spodbujevalnega učenja AlphaGoZero, ki je brez človeškega
predznanja, po le treh dneh učenja, premagal mojstre igre Go. Go je igra z več
kot 10170 možnimi pozicijami igralne plošče, zaradi česar predstavlja zelo zahteven
problem za pristope umetne inteligence.
Danes se spodbujevalno učenje zelo uspešno uporablja predvsem na področjih
računalniških iger, reševanja različnih inženirskih problemov in robotike.
Ko se začnemo zanimati za področje umetne inteligence, se običajno najprej
srečamo z modeli nadzorovanega učenja. Zato jih vzemimo za osnovo in poizkusimo
pokazati, kaj so razlike med njimi in metodami spodbujevalnega učenja.
Pri nadzorovanem učenju algoritmu za učenje podamo vnaprej označene učne
primere in želimo, da v njih najde določene vzorce, oziroma napovedni model. Nau-
čeni model nato sprejema opise primerov brez oznake in na podlagi najdenih vzorcev
napoveduje oznake teh primerov.
Pri spodbujevalnemu učenju se namesto iz vnaprej označenih primerov, učimo
iz izkušenj. Začnemo z modeliranjem okolja v katerem se nahaja problem, ki ga
rešujemo. V to okolje postavimo agenta kot subjekta, ki se lahko odloča kaj želi
v danem okolju narediti. Pravimo, da je agent racionalen, če sprejema smiselne
odločitve. Racionalen agent se uči odločati tako, da raziskuje okolje v katerem se
nahaja. Tekom raziskovanja agent sam oblikuje učne primere, na podlagi opazo-
vanja okolja ter nagrad in kazni, ki jih dobiva kot posledice sprejetih odločitev. S
tako pridobljenimi učnimi primeri nato učimo model za odločanje, podobno kot pri
nadzorovanem učenju.
Bistvena razlika med obema pristopoma je predvsem v načinu pridobivanja učnih
primerov. Druga pomembna razlika je še rezultat učenja, ki je pri spodbujevalnem
učenju vezan direktno na izbiro optimalne akcije, pri danih vhodnih opazovanjih iz
okolja. Opisano razliko po korakih predstavimo na Sliki 4 [12].
Ker bo dobro razumevanje idej spodbujevalnega učenja olajšalo razumevanje ma-
tematičnega okvira v poglavju 3.3, v naslednjem poglavju naredimo pregled osnovnih
terminov in idejni opis njihove vloge pri spodbujevalnem učenju.
3.2 Idejni okvir spodbujevalnega učenja
V tem podpoglavju je razložena ideja delovanja spodbujevalnega učenja skupaj z
nekaterimi osnovnimi pojmi kot so agent, okolje in epizoda učenja. Predstavitev je,
za lažjo predstavo, tudi ponazorjena z enostavnim primerom trga.
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Slika 4: Primerjava nadzorovanega in spodbujevalnega učenja
3.2.1 Shema modela za spodbujevalno učenje
Pri spodbujevalnem učenju modeliramo svet v katerem se nahaja problem, ki ga
želimo reševati. Ta svet modeliramo preko dveh osnovnih objektov, to sta agent in
okolje ter preko njune medsebojne interakcije. Interakcijo med omenjenima objek-
toma prikazuje Slika 5, njune lastnosti pa na kratko povzemamo v naslednjih dveh
alinejah [21]:
• Agent (ang. agent): Nekaj, kar ima sposobnost izvajanja določenih akcij,
ter zaznavanja informacij iz okolja. Za agenta zato pravimo, da ima čutila,
preko katerih zaznava stanje okolja in pogone za izvajanje akcij, preko katerih
lahko spreminja stanje okolja.
Agent poleg naštetega vsebuje še strategijo, to je način oz. logiko odločanja
izvedenih akcij. Na podlagi strategije se agent odloča o tem, kaj storiti oz.
katero akcijo želi izbrati v danem stanju okolja.
• Okolje (ang. environment): Obdaja agenta in se v vsakem trenutku na-
haja v določenem stanju. To stanje se lahko spreminja kot posledica akcij,
ki jih izvaja agent ali kot posledica spreminjanja časa. Za konkreten primer









Slika 5: Interakcija med agentom in okoljem
Agent ima v vsakem trenutku na voljo množico možnih akcij, ter določene in-
formacije o trenutnem stanju okolja. Na podlagi teh informacij s svojo strategijo
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izbere eno izmed akcij in jo izvede. Okolje poleg informacij vezanih na svoje trenu-
tno stanje agentu posreduje tudi nagrado (ang. reward), ki odraža mero „uspešno-
sti/koristnosti“ izbrane akcije oziroma koristnosti stanja, v katerem se po izvedeni
akciji nahaja okolje.
Pravimo, da je agent racionalen, če izbira „prave“ akcije, tj. akcije katerih po-
sledice so stanja okolja, ki imajo visoko mero koristnosti. Ker ima agent običajno
omejeno poznavanje delovanja okolja, je za racionalnega agenta dovolj, da izbira
optimalne akcije glede na svoje predznanje. Natančneje povedano, glede na zaznane
informacije iz okolja, racionalni agent med vsemi možnimi akcijami izbere tisto, ki
ima maksimalno pričakovano mero koristnosti, glede na do sedaj pridobljene izku-
šnje in vgrajeno predznanje [21]. Racionalen agent ima zato „optimalno“ strategijo
odločanja.
Za vsak problem, ki ga želimo reševati s pomočjo spodbujevalnega učenja, mo-
ramo definirati vse elemente iz sheme na Sliki 5. Za trgovanje z električno energijo,
je slednje idejno prikazano v Tabeli 3.
Agent Akcije Okolje Informacije o stanju okolja Nagrada
kupi nemški znotrajdnevni
trgovec prodaj, trg z električno cena električne energije dobiček
miruj energijo
Tabela 3: Specifikacija elementov spodbujevalnega učenja za problem trgovanja z
električno energijo
Naš cilj je modelirati trgovanje na konkretnem energetskem trgu, vendar pa si za
lažjo predstavo v tem poglavju poglejmo primer poenostavljenega trga. Trgovanje
bo slediti pravilom iz poglavja 2.2.2. Poenostavitev bomo naredili na strani gibanja
cen na trgu s tem, da bomo definirali determinističen, diskreten trg z enim samim
produktom, katerega cena sledi funkciji 3 · sin( tπ
4
), kjer je t = 0, ..., 11 indeks časa.
Omenjeno gibanje cene je prikazano na Sliki 6.
Slika 6: Evolucija cene na trgu oz. stanja okolja v algoritmu za spodbujevalno učenje
strategije trgovanja




Cilj spodbujevalnega učenja je najti „optimalno“ strategijo za reševanje določenega
problema. Pri tem učenje strategije usmerjamo z nagradami ali kaznimi (negativne
nagrade). S pojmom strategija pa poimenujemo logiko za izbor ene izmed možnih
akcij, na osnovi zaznane informacije o trenutnem stanju okolja. Višja kot je vsota
pridobljenih nagrad, na daljšem nizu izvedenih akcij, boljša je strategija. V nada-
ljevanju želimo natančneje opisati, kako poteka učenje „optimalne“ strategije.
Omenili smo že, da pri nadzorovanem učenju potrebujemo vnaprej pripravljeno
učno množico, v kateri so primeri vnaprej pravilno označil oz. ovrednoteni. Nato
učni algoritem išče model, ki je zmožen oznako oz. vrednost ciljne spremenljivke
čimboljše napovedati. Pred začetkom učenja je model prazen in zato njegove napo-
vedi naključne.
Pri spodbujevalnem učenju namesto učne množice gradimo okolje s svojimi zako-
nitostmi, v katerem algoritem išče strategijo obnašanja/odločanja agenta. V začetku
je delovanje agenta povsem naključno. S časom pa lahko, na podlagi povratnih in-
formacij prejetih skozi nagrade, agent oblikuje učinkovito strategijo odločanja. Pri
tem agent v primeru globokega spodbujevalnega učenja iz zaznav, ki jih sprejme iz
okolja, sproti oblikuje množico učnih primerov. Te označi oz. ovrednoti na podlagi
prejetih nagrad.
Na zgornjem primeru enostavnega trga, bi torej skladno z zgoraj omenjenim nači-
nom učenja, agent v začetku naključno izbiral akcije iz množice {kupi, prodaj, miruj}.
Z vzorčenjem iz enakomerne porazdelitve, smo dobili izbiro akcij prikazano na Sliki 7.
Slika 7: Primer trgovanja agenta z naključno strategijo trgovanja
Enemu izmed zaporedij akcij, kot ga npr. prikazuje Slika 7, pravimo epizoda
učenja. Pričakujemo, da bo agent, ob ustreznih povratnih informacij v obliki nagrad,
1Stanje okolja lahko predstavimo zgolj s ceno v trenutnem času, saj lahko optimalno strategijo
na takšnem trgu določimo zgolj na podlagi poznavanja trenutne cene. Ne potrebujemo dodatnih
informacij npr. o gibanju cen v preteklosti ali trenutnem stanju potrfelja (morebitnih odprtih
pozicij agenta). Zaradi determinističnega značaja trga zlahka opazimo, da bo racionalen agent
prodajal, kadar cena na trgu doseže vrednost 3 in kupoval, kadar cena doseže vrednost -3. V
vmesnih stanjih je za agenta racionalno mirovanje (zaradi transakcijskih stroškov).
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po večjem številu epizod, našel dobro strategijo, ki bo znotraj epizode na danem trgu
izvedla optimalno izbiro akcij prikazano na Sliki 8.
Slika 8: Primer trgovanja agenta z optimalno strategijo trgovanja
Vsaka epizoda predstavlja novo izkušnjo iz katere se model uči in posodoblja svoje
dosedanje znanje oz. trenutno strategijo. V podanem primeru agenta pošljemo čez
večje število epizod, pri čemer zaznamo zaporedja prikazana na levem delu Slike 9.
Desna polovica Slike 9 prikazuje, kako zaznano zaporedje pretvorimo v povratno
informacijo o koristnosti izbranih akcij, na podlagi katere se agent lahko uči.
◦ kupi →→ ◦ miruj →→ ◦ miruj →→ ◦ prodaj→→ ... skupen profit = −12 info. →→ slabo zaporedje akcij
◦ miruj →→ ◦ prodaj →→ ◦ prodaj →→ ◦ miruj →→ ... skupen profit = +42 info. →→ dobro zaporedje akcij
Slika 9: Ponazoritev zaporedja učnih epizod spodbujevalnega učenja
Naraven način, na katerega lahko predstavimo splošno epizodo, je slučajni proces












Slika 10: Slučajni proces trojice (stanje, akcija, nagrada)
3.3 Matematični okvir spodbujevalnega učenja
V tem podpoglavju uvedemo notacijo in zastavimo matematične temelje za izgra-
dnjo algoritma učenja Q v nadaljevanju. V začetku definirani koncepti služijo za
modeliranje sveta v katerem se agent giblje, to storimo preko Markovskih odločitve-
nih procesov. Nato sledi izpeljava funkcije Q in Bellmanovega operatorja, ki bosta
ključna za razumevanje algoritma predstavljenega v naslednjem poglavju.
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3.3.1 Slovar oznak
V začetku, za lažjo berljivost navajamo slovar oznak, ki so natančneje definirane
tekom tega poglavja:
• A je množica možnih akcij agenta.
• A je slučajna spremenljivka z vrednostmi v A in a njena realizacija. a ∈ A je
posamezna akcija agenta.
• S, množica možnih stanj.
• S je slučajna spremenljivka z vrednostmi iz S in s njena realizacija. s ∈ S je
posamezno stanje okolja.
• P(U) je množica vseh verjetnostnih mer na merljivi množici U .
• R: S × A→ P(IR) je funkcija porazdelitve takojšne nagrade.
• r ∈ IR je konkretna vrednost takojšne nagrade.
• γ ∈ [0, 1] je faktor zmanjševanja nagrad v prihodnosti.
• π: S → A je strategija odločanja agenta.
• Q: S ×A→ IR je funkcija, ki izračuna pričakovano nagrado za izbiro akcije a
v stanju S.
• T je Bellmanov operator.
• L je funkcija izgube.
Splošneje velja, da z velikimi pisanimi črkami običajno označujemo množice npr.
A ali slučajne spremenljivke npr. A, med tem ko z malimi pisanimi črkami npr. a,
običajno označujemo elemente množic ali vrednosti slučajnih spremenljivk. Nadalje
spremenljivke at, st in rt, običajno zapisujemo v skrajšani obliki a, s in r. V teh
primerih gre namreč za spremenljivke, ki se spreminjajo s časom. Z indeksom t
označujemo trenutni čas. Nadalje z oznako s′ pogosto označujemo naslednje stanje,
tj. stanje z indeksom t+ 1.
3.3.2 Markovski odločitveni proces
Definirajmo Markovski odločitveni proces (v nadaljevanju MDP) določen s peterico
(S,A, P,R, γ), kjer je [24]:
• S ⊂ IRn je končna množica vseh možnih stanj okolja, n končno naravno
število.
• A je končna množica vseh možnih akcij, ki jih lahko agent izvede.
• P : S × A → P(S) Markovske prehodne verjetnosti. Torej ∀ s ∈ S, a ∈ A
P (s′|s, a) predstavlja verjetnostno porazdelitev naslednjega stanja okolja s′.
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• R: S ×A→ P(IR) je porazdelitev takojšne nagrade R(r|s, a), za katero pred-
postavimo ∃Rmax ∈ IR, 0 < Rmax < ∞ tako, da r ∈ [−Rmax, Rmax] ∀ (s, a) ∈
S × A.
• γ ∈ (0, 1] predstavlja diskontni faktor. Z njim množimo nagrade, ki jih prej-
memo v prihodnosti in na ta način zmanjšamo (diskontiramo) njihove vredno-
sti v sedanjem času. Podrobnejši opis vloge parametra γ sledi v poglavju 3.3.3.
Za dani MDP definiramo strategijo (ang. policy) kot funkcijo
π: S → P(A).
Zgornja funkcija nam za ∀s ∈ S določi porazdelitev akcij π(·|s) z vrednostmi v A.
Kot smo že omenili, se pri spodbujevalnem učenju ukvarjamo z iskanjem strategije,
torej rešitev iščemo v prostoru vseh možnih strategij zgornje oblike.













St+1 ∼ P (·|St,At)
t = 0, 1, ...
Opazimo lahko, da za dani slučajni proces velja Markovska lastnost, saj so vse tri
zgoraj naštete porazdelitve odvisne le od vrednosti slučajnih spremenljivk v pred-
hodni časovni točki, ne pa tudi od vrednosti iz daljne preteklosti (t− 1, t− 2, ...).
Učenje trgovalne strategije bo potekalo preko vzorčenja iz definiranega MDP-ja
oz. natančneje preko vzorčenja slučajnih spremenljivk At,Rt in St+1. Opomnimo,
da strategija π(·|St) za vzorčenje akcij ni podana preko definicije MDP, temveč se
jo naučimo.
3.3.3 Optimalna strategija in funkcija Q
Eden pomembnejših terminov znotraj spodbujevalnega učenja je akumulirana zni-
žana nagrada (ang. commulative discounted reward), ki nam pove kakšna je kori-
stnost posameznega stanja okolja.
Definiramo jo kot funkcijo V π:S → IR, ki vsako stanje s preslika v pričakovano
akumulirano znižano nagrado [24]. To je nagrada, ki jo dobimo, če začnemo v stanju
s in izbiramo akcije glede na podano strategijo π. Vrednost funkcije V π izračunamo
z enačbo:




γt · Rt|S0 = s
]︄
.
Faktor zmanjševanja γ znižuje absolutne vrednosti prihodnjih nagrad. Bolj kot je
nagrada oddaljena v času, bolj se zmanjša njena absolutna vrednost (v primerih, ko
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je γ < 1). Vsebinsko si razlog za zmanjševanje prihodnjih nagrad lahko razlagamo
z dejstvom, da imajo takojšne nagrade iz manj oddaljene prihodnosti večji vpliv na
vrednost para (s, a). Izbira akcije a v stanju s je namreč običajno bolj korelirana
s takojšnimi nagradami, ki v slučajnem procesu sledijo neposredno za trenutnim
stanjem. Izbira vrednosti parametra γ je v praksi običajno tesno povezana z la-
stnostmi konkretnbega problema in se navezuje na problematiko predstavljeno v
poglavju 3.5.1.
Najvišjo možno pričakovano akumulirano znižano nagrado dosegljivo iz stanja s,
ki jo bomo označevali z V ∗(s), tako dosežemo z maksimiziranjem zgornje funkcije v
prostoru vseh možnih strategij:
V ∗(s) = max
π∈{f ; f : S→P(A)}
V π(s).
Pri iskanju rešitve s spodbujevalnim učenjem nas bolj kakor najvišja koristnost,
ki jo lahko dosežemo, zanima kako do te koristnosti dejansko pridemo. Zgornjo
enačbo zato preuredimo, tako da izrazimo pogoj, pri katerem je dana strategija
optimalna.
π∗(s) je optimalna strategija . ⇐⇒ V π∗(s) = V ∗(s) ⇐⇒
⇐⇒ π∗(s) = argmaxπ V π(s)
Funkcija V π nam torej lahko pomaga prepoznavati, ali je strategija optimalna ali
ne. Po drugi strani, pa si z njo ne moremo veliko pomagati pri iskanju optimalne
strategije. Prostor vseh možnih strategij tj. funkcij iz S v P(A), je namreč prevelik,
da bi izračunali vrednost vsake možne strategije in nato med njimi izbrali strategijo
z najvišjo vrednostjo.
Zato namesto funkcije V π definiramo funkcijo Qπ, ki je prvi zelo podobna, vendar
nam bo v večjo pomoč pri iskanju optimalne strategije.
Funkcija Qπ: S×A→ IR nam pove, kakšna je pričakovana akumulirana znižana
nagrada, ki jo dobimo, če v stanju s izberemo akcijo a, v nadaljevanju pa akcije
izbiramo glede na strategijo π. Definiramo jo kot:




γt · Rt|S0 = s,A0 = a
]︄
.
Za razliko od prej, s funkcijo Qπ gledamo koristnosti posameznih parov stanj in
akcij, ne le posameznih stanj. Lokalno gledano, bi bilo v stanju s (pogojno na izbiro
π) najbolj smiselno izbrati akcijo a′, pri kateri funkcija Qπ(s, a′) doseže največjo
vrednosti. Takšen način izbiranja akcije je le še posredno vezana na izbiro neke
strategije π.
Pomembno je dejstvo, da lahko funkcijo V π izrazimo s funkcijo Qπ s tem, da
slednjo integriramo po množici vseh možnih akcij:
V π(s) = E [Qπ(s,A)|S0 = s,A ∼ π(·|s)] .
Po enakem vzorcu kot zgoraj pri funkciji V π, definiramo tudi optimalno funkcijo Qπ
kot supremum po vseh možnih strategijah:
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Q∗(s, a) = max
π
Qπ(s, a) ∀ (s, a) ∈ S × A.
Za dano funkcijo Qπ sedaj definiramo požrešno strategijo ΠQπ , ki izbere akcijo z
največjo vrednostjo funkcije Qπ. Za ∀ s ∈ S, strategija ΠQπ(·|s) torej zadošča
pogoju:
Qπ(s, a) ̸= max
a′∈A
Q(s, a′)⇒ ΠQπ(a|s) = 0.
V praksi na podlagi zgornjega pogoja izbrano akcijo definiramo kot:
a = argmaxa′∈A Q
π(s, a′).
V primeru, ko je takšnih akcij več, naključno izberemo eno izmed njih. Pravimo, da
je strategija ΠQπ požrešna, ker izbira tiste akcije v katerih je dosežena maksimalna
vrednost funkcije Qπ. Pri tem pa zanemarimo vrednosti preostalih akcij, saj je
možno npr. da je razlika med maksimalno vrednostjo funkcije Qπ in drugo največjo
doseženo vrednostjo funkcije Qπ zanemarljivo majhna.
Omeniti velja, da je tako definirana strategija ΠQπ še vedno odvisna od predho-
dne izbire strategije π, ki jo uporabimo pri izračunu vrednosti funkcije Qπ. Zaradi
odvisnosti od izbire funkcije π to še vedno ni iskana optimalna strategija. Vendar pa
definicija strategije ΠQπ že vsebuje namig o tem, kako bo potekalo lokalno izbiranje
optimalne akcije, pogojno na to, da poznamo izbire optimalnih akcij v nadaljevanju.
Če namreč za defininicijo strategije ΠQπ uporabimo Q∗, potem dobimo optimalno




Zgornja enakost nam pove, da nam za to, da najdemo optimalno strategijo π∗,
zadostuje poznavanje funkcije Q∗. Vprašanje je, kako lahko izračunamo vrednosti
funkcije Q∗, brez predhodnega poznavanja optimalne strategije π∗. Odgovor na to
vprašanje podajamo v poglavju 3.4, pred tem pa si poglejmo še Bellmanov oprerator,
ki nam bo v pomoč pri razvoju postopka za ocenjevanje omenjene funkcije.
3.3.4 Bellmanov operator
V tem podpoglavju se seznanimo z Bellmanovim operatorjem, ki nam pomaga pri
ocenjevanju vrednosti funkcije Q∗ [24].
V začetku razpišimo funkcijo Qπ na sledeči način:




γt · Rt|S0 = s,A0 = a
]︄
=
= r(s, a) + γ · E [V π(S ′)|S ′ ∼ P (·|s, a)] =
= r(s, a) + γ · E [Qπ(S ′,A′)|S ′ ∼ P (·|s, a),A′ ∼ π(·|S ′)]
kjer je
r(s, a) = E [r|s, a]
pričakovana takojšna nagrada v stanju s, če izberemo akcijo a.
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Sedaj lahko definiramo Bellmanov operator T π kot:
(TQπ)(s, a) = r(s, a) + γ · (PQπ)(s, a).
V definiciji je uporabljen operator P π s sledečim predpisom:
(PQπ)(s, a) = E [Qπ(S ′,A′)|S ′ ∼ P (·|s, a),A′ ∼ π(·|S ′)] .
Če izbiro akcije glede na strategijo π: A′ ∼ π(·|S ′) v zgornji enačbi nadomestimo s
strategijo ΠQπ : a′ = argmaxa′′∈AQπ(S ′, a′′) dobimo Bellmanov operator optimalno-
sti T ∗:




Qπ(S ′, a′)|S ′ ∼ P (·|s, a)
]︃
,
za katerega očitno velja:
T ∗Q∗ = Q∗.
Sedaj bomo pokazali še, da je operator T ∗ kontrakcija v normi ∥ · ∥∞. Torej za
poljubni dve funkciji Qπ1 = Q1, Qπ2 = Q2 iz S × A v IR velja:
∥TQ1 − TQ2∥∞ ≤ γ∥Q1 −Q2∥∞; γ ∈ (0, 1] (3.1)
Zgornjo lastnost bomo za primere, ko je S diskretna množica stanj, potrebovali v
nadaljevanju. V dokazu bo ključna uporaba naslednjih dejstev:










P (s′|s, a) ·max
a′∈A′
Qπ(s′, a′).
2. Za poljubna x, y ∈ R velja |x+ y| ≤ |x|+ |y|.










Zgornjo enačbo uporabimo v Bellmanovem operatorju spodaj:











































































P (s′|s, a) · max
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P (s′|s, a) · max
a′∈A,a′′∈A,z′∈S,z′′∈S





P (s′|s, a) · ∥Q1 −Q2∥∞ =
= γ · ∥Q1 −Q2∥∞.
Dokazali smo, da velja neenakost 3.1 in je operator T ∗ res kontrakcija [18].
3.4 Ocenjevanje vrednosti funkcije Q∗ in algoritem učenja Q
V prejšnjem poglavju smo definirali optimalno strategijo π∗, nismo pa še razvili
postopka za njeno iskanje. Cilj tega poglavja bo izgradnja iterativnega algoritma
učenja Q, ki podaja postopek za iskanje optimalne strategije. V drugem delu doka-
žemo konvergenco algoritma k optimalni strategiji.
3.4.1 Kako dobimo Q∗?
V prejšnjem poglavju smo pokazali, da za poznavanje strategije π∗, zadostuje poznati
funkcijo Q∗. Postopek za ocenjevanje omenjene funkcije sledi naslednjim korakom.
Imamo nek začetni približek Q0 in začetno stanje s0. Glede na dani MDP določen
s peterico (S,A, P,R, γ) vzorčimo elemente (s, a, r, s′):
• s ∈ S je vnaprej znano trenutno stanje,
• a ∼ π(.|s), a ∈ A je akcija, ki jo izvedemo v stanju s,
• r ∼ R(.|s, a), r ∈ [−Rmax, Rmax] nagrada, ki jo dobimo ker smo v stanju s
izbrali akcijo a,
• s′ ∼ P (·|s, a), s′ ∈ S je naslednje stanje okolja.
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Nato trenutno oceno funkcije Q, ki jo označimo z Qt, posodobimo na sledeči način:
Qt+1(s, a) = Qt(s, a) + αt
[︃






αt: S × A→ (0, 1),
kjer je αt hitrost učenja. Vrednost αt se običajno s časom zmanjšuje. To vsebinsko
pomeni, da smo v začetku učenja, ko imamo slabši približek funkcije Q, le tega
pripravljeni bolj popravljati. V nadaljevanju oceni iz posameznega vzorčenja dajemo
vedno manjšo težo, zato trenutni približek vedno manj popravljamo.
Pozoren bralec je verjetno opazil, da v zgornjem postopku nismo določili stra-
tegije π, ki ni predhodno podana v peterici (S,A, P,R, γ), ki določa MDP. Njeno
izbiro utemeljujemo v nadaljevanju. Pred tem omenimo še, da bomo od tukaj naprej
oznako Qπ zapisovali skrajšano kot Q, pri čemer bo predhodno določeno delovanje
strategije π, ki jo uporabljamo tekom ocenjevanja funkcije Q∗.
Cilj tukaj opisanega postopka, je oceniti funkcijo Q∗ z definicijskim območjem
S ×A.2 Tekom simulacije MDP dobivamo realizacije akumuliranih znižanih nagrad
parov (s, a), ki smo jih s procesom obiskali. Za oceno funkcije Q∗ mora zato definirani
MDP obiskati vse obstoječe pare (s, a) ∈ S×A. Na podlagi tega se zdi naravno, da
v opisanem postopku vzorčimo akcije a iz naključne porazdelitve z vrednostmi v A.
V dokazu konvergence algoritma učenja Q (poglavje 3.4.3), ki sledi tukaj opisanemu
postopku, bomo videli, da mora v teoriji MDP obiskati vsak tak par neskončno
mnogokrat. Podlaga za to je krepki zakon velikih števil za markovske verige. V
praksi se izkaže, da je dovolj, da MDP obišče vsak možen par (s, a) najmanj n-krat,
kjer je n neko dovolj veliko naravno število.
Vendar je v primerih, ko je kardinalnost množice S×A zelo velika, to lahko zelo
zamudno. Zato se namesto povsem naključne strategije v praksi pogosteje uporablja
kombinacija med naključno strategijo in strategijo, ki je optimalna glede na trenutno
oceno funkcije Q, tj. strategijo definirano kot ΠQ v predhodnih poglavjih. Na ta
način usmerjamo učenje funkcije Q, na dele definicijskega območja, kjer pričakujemo
večje vrednosti funkcije. Temu postopku pravimo uravnavanje med radovednostjo
in optimalnostjo in je podrobneje opisan v poglavju 3.5.2. V algoritmu učenja Q v
nadaljevanju, bomo na tem mestu uporabili ϵ-požrešno metodo (glej 3.5.2).
3.4.2 Algoritem učenja Q
Zgoraj predstavljeni postopek je formalno predstavljen v Algoritmu 1 in ga imenu-
jemo algoritem učenja Q (ang. Q learning algorithm). Izhod algoritma je funkcija
Q ≈ Q∗, iz katere dobimo pripadajočo strategijo ΠQ ≈ ΠQ∗ = π∗.
V Algoritmu 1 z u ∼ EZ[0, 1] označujemo vzorčenje iz enekomerno zvezne po-
razdelitve na intervalu [0, 1].
Algorithm 1 Algoritem učenja Q
VHOD: (S,A, P,R, γ)... peterica, ki določa markovski odločitveni proces.
Q0... začetni približek funkcije Q,
2Natančneje je definicijsko območje funkcije Q∗ podmnožica S × A, ki vsebuje le tiste pare
(s, a), ki jih lahko dosežemo v simulaciji MDP.
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npr. Q0(s, a) = 0, za vsak s ∈ S, a ∈ A
s0... začetno stanje
T ... čas, ki označuje konec epizode
K... število epizod
dϵ ≤ 1... stopnja zmanjševanja parametra ϵ
dα ≤ 1... stopnja zmanjševanja parametra α
IZHOD: Q... ocena funkcije Q∗
1: procedure AlgoritemUčenjaQ((S,A, P,R, γ), Q0, s0, T , K, dϵ, dα)
2: ϵ← 1 ▷ Verjetnost izbrane naključne akcije
3: α← 1 ▷ Parameter, ki določa hitrost učenja
4: for k in 1 to K do
5: s′ ← s0
6: for t in 1 to T do
7: VZORČIMO ČETVERICO (s, a, r, s′)————————————
8: s← s′
9: u ∼ EZ[0, 1] ▷ ϵ-požrešna metoda, glej poglavje 3.5.2
10: if u < ϵ then
11: a← random.choice(A) ▷ Naključna akcija iz A
12: else
13: a← argmaxa′∈A Q(s, a′) ▷ Optimalna akcija glede na oceno Q
14: end if
15: r ∼ R(·|s, a)
16: s′ ∼ P (·|s, a)
17: POSODOBIMO OCENO Q—————————————————
18: if t < T then
19: Q(s, a)← Q(s, a) + α [r + γ ·maxa′∈A Q(s′, a′)−Q(s, a)]
20: else
21: Q(s, a)← Q(s, a) + α [r −Q(s, a)]
22: end if
23: end for
24: ZMANJŠAMO VREDNOSTI PARAMETROV ϵ in α———————
25: ϵ← ϵ · dϵ




V Algoritmu 1 parameter ϵ ∈ [0, 1] pove s kakšno verjetnostjo izberemo naključno
akcijo, njegova vrednost se tekom učenja praviloma zmanjšuje. V začetku učenja
funkcija Q vrača slabe približke vrednosti parov (s, a), zato se ne želimo zanašati na
optimalne akcije, ki jih predlaga. Na ta način na začetku omogočimo algoritmu zelo
„široko“ raziskovanje okolja. S časom, ko funkcija Q že vsebuje informativne ocene
vrednosti, pa verjetnost izbire naključne akcije začnemo zmanjševati. Na ta način
usmerjamo raziskovanje okolja v smer, kjer pričakujemo optimalno rešitev. Prehitro
zmanjševanje parametra ϵ ima lahko kot posledico rešitev, ki namesto globalnega
poišče zgolj lokalni optimum. Vloga parametra ϵ je podrobneje razložena v poglavju
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3.5.2.
V zgornjem algoritmu smo dolžino epizode omejili s časom T , saj bomo enako
storili pri implementaciji algoritma za trgovanje. V praksi se pogosto dogaja, da so
epizode med seboj različnih dolžin in jih namesto s konstantnim časom omejujemo
s prihodom simulacije MDP v neko končno stanje s ∈ S (npr. mat pri igri šaha).
Za ustavitveni pogoj nimamo eksaktnega pravila. V praksi se pogosto pojavlja
omejitev na neko fiksno število epizod K, ki je uporabljeno tudi v Algoritmu 1.
Vendar pa je pomembno, da je število K v tem primeru ustrezno prilagojen hi-
trosti konvergence skupne nagrade med posameznimi epizodami. Ko se dosežena
akumulirana nagrada med epizodami ne izboljšuje več, je učenje smiselno končati.
3.4.3 Konvergenca algoritma učenja Q
Trditev 3.1. Za dani odločitveni markovski proces (S,A, P,R, γ), algoritem učenja
Q, ki uporablja posodobitveno pravilo
Qt+1(s, a) = Qt(s, a) + αt(s, a)
[︃






v verjetnosti konvergira k Q∗ ob predpostavkah, da∑︂
t
αt(s, a) =∞ in
∑︂
t
α2t (s, a) <∞; ∀ (s, a) ∈ S × A, (3.3)
kjer so s, a in r(s, a) trenutno stanje, akcija in nagrada v času t.
Opazimo lahko, da iz pogoja 3.3 in 0 ≤ αt(s, a) ≤ 1, sledi, da mora biti vsak par
(s, a) obiskan neskončno mnogokrat.
Pri dokazu trditve 3.1 bomo uporabili naslednjo trditev iz stohastične aproksi-
macije.
Trditev 3.2. Slučajni proces (∆t) z vrednostmi v IR definiran kot:
∆t+1(x) = (1− αt(x))∆t(x) + αt(x)Ft(x) (3.4)
konvergira v verjetnosti k 0 ob naslednjih predpostavkah:
• x ∈ S, kjer je S končna množica;
• 0 ≤ αt(x) ≤ 1,
∑︁





• ∥E [Ft(x)|Ft] ∥w ≤ γ∥∆∥w, kjer je γ < 1;
• V ar [Ft(x)|Ft] ≤ C(1 + ∥∆∥w)2, za C > 0.
V zgornjih predpostavkah je (Ft)t filtracija, ki je na koraku t podana kot Ft =
σ-{X0, ..., Xt, F0, ..., Ft−1, α0, ..., αt−1}.3 Nadalje je Ft fukcija, ki je lahko odvisna od
Ft. Oznaka ∥ · ∥w pa se nanaša na neko oteženo neskončno normo.
Trditev 3.2 bomo v tem delu privzeli brez dokazovanja, bralec lahko dokaz najde
v [13].
3Oznaka σ-{...} označuje najmanjšo σ-algebro, za katero so elementi iz dane množice merljivi.
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Dokaz Trditve 3.1
Najprej definiramo ∆t(s, a) = Qt(s, a) − Q∗(s, a). Nato preuredimo enačbo 3.2 na
sledeči način:
Qt+1(s, a) = Qt(s, a) + αt(s, a)
[︃






= Qt(s, a) (1− αt(s, a)) + αt(s, a)
[︃






Zgornji enačbi na obeh straneh odštejemo Q∗(s, a), tako da dobimo:
∆t+1(s, a) = (1− αt (s, a))∆t(s, a)+αt(s, a)
[︃






Ker želimo v zgornjem izrazu dobiti enačbo oblike 3.4, definiramo Ft(x) kot:




Sedaj za dokaz konvergence po trditvi 3.2, potrebujemo pokazati še, da so za
zgoraj določeni slučajni proces (∆t) izpolnjeni vsi štirje pogoji iz trditve.
Pogoja iz prve in druge alineje sledita iz predpostavk 3.3 za funkcijo αt(s, a).
Pokažimo, da velja tretja alineja:











= (T ∗Qt)(s, a)−Q∗(s, a)
Če uporabimo dejstvo, da je Q∗ = T ∗Q∗, dobimo:
E [Ft(s, a)|Ft] = (T ∗Qt)(s, a)− (T ∗Q∗)(s, a).
Ker je S v primerih ko je izpolnjena prva alineja, diskretna množica in smo za te
primere pokazali, da je T kontrakcija (pogoj 3.1), sledi:
∥E [Ft(s, a)|Ft] ∥∞ ≤ γ∥Qt −Q∗∥∞ = γ∥∆t∥∞.
Preostane nam še pokazati, da je izpolnjena četrta alineja:
V ar [Ft(x)|Ft] =
= E
[︄(︃
r(s, a) + γmax
a′∈A
Qt(s, a







r(s, a) + γmax
a′∈A
Qt(s, a














Glede na to, da je zaloga vrednosti r(s, a) po predpostavki omejena (glej 3.3.2),
očitno obstaja C > 0, da velja:
V ar [Ft(x)|Ft] ≤ C(1 + ∥∆∥w)2.
Potem po trditvi 3.2 slučajni proces (∆t) v verjetnosti konvergira proti 0 in
posledično tudi Qt v verjetnosti konvergira proti Q∗ [18].
3.5 Težave spodbujevalnega učenja
Teorija nam potrjuje, da v zgornjih poglavjih razviti algoritem učenja Q, deluje.
Vendar pa se pri njegovi implementaciji za konkretne primere v praksi pojavijo
določene težave. V tem poglavju navajamo najpogostejše in poizkušamo pokazati,
v kateri smeri iščemo njihove rešitve.
3.5.1 Zakasnjene nagrade
Kako definirati nagrajevanje, je ena najzahtevnejših nalog znotraj spodbujevalnega
učenja, saj zanjo nimamo eksaktnega odgovora. Nagrajevanje je zelo močno vezano
na specifike primera, ki ga rešujemo oz. cilja, ki ga želimo doseči.
V splošnem velja, da je nagrajevanje bolje določiti glede na to, kaj želimo doseči
v okolju, ne pa glede na to, kako mislimo, da bi se moral agent vesti [21]. Poleg
omenjenega obstajajo še druga vodila, ki se jih je pri tem dobro držati. Spodaj
navajamo dva problema, ki ju moramo premisliti, ko predpisujemo nagrajevanje.
Navedena problema sta si običajno navzkrižna, v smislu, da z reševanjem enega
povečamo težave drugega.
1. Vrednost akcije ni mogoče oceniti zgolj na podlagi takojšne nagrade.
2. V funkciji Q prenašamo nagrado iz prihodnosti. Katera akcija v zaporedju
ima dejansko zasluge za dobljeno skupno nagrado?
Primer za katerega prva alineja zagotovo drži je šah. V tej igri je lahko npr.
žrtvovanje posamezne figure strateška poteza, ki vodi do končne zmage. Vidimo
lahko, da kaznovanje agenta s takojšno nagrado (kaznijo) ob izgubi figure, tako iz
vidika celotne igre ni smiselno. Primer lahko preslikamo na trgovanje in sicer imamo
agenta z odprto pozicijo na trgu v napačni smeri glede na gibanje cene. V primeru,
da se agent odloči za zapiranje pozicije mu akcija sicer v tem trenutku prinese
izgubo, vendar pa z njo prepreči morebitne večje izgube v prihodnosti in hkrati
omogoči odpiranje pozicije v drugo smer, ki lahko v prihodnosti prinese dobiček.
Ta problem se pogosto rešuje na način, da nagrado pripišemo šele ob koncu
epizode, ko že poznamo pravi končen rezultat. Nato pa končno nagrado z ustreznim
zmanjšanjem (diskontiranjem) prenesemo čez celotno zaporedje potez, ki so vodile
do danega rezultata.
Problem pri to vrstnem ocenjevanju lahko predstavljajo igre, pri katerih je zelo
malo verjetno, da z naključno izbranimi potezami, dosežemo zastavljeni cilj. Pri
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takšnih igrah je za konvergenco potrebno izbiro akcij usmerjati s takojšnimi na-
gradami. Poleg tega pa ocenjevanje, pri katerem nagrado dodelimo šele ob koncu
epizode, vodi tudi do problema v drugi alineji.
V zaporedju potez, je bilo namreč lahko le nekaj potez, ki so odločilno vplivale
na končni rezultat, nagrado pa bomo dodelili vsaki izmed njih. Primer iz področja
trgovanja je, ko agent odpre pozicijo na trgu, katere vrednost na začetku precej časa
raste, nato pa začne padati. Agent na koncu zapre pozicijo z izgubo. V tem primeru
se ne zdi smiselno kazen za nastalo izgubo predpisati vsem akcijam, ki jih je izvedel
agent. Enako odpiranje pozicije bi namreč, lahko prineslo dobiček, če bi se agent
odločil za zapiranje pozicije v ustreznejšem času.
Tukaj opisan problem je, med drugim, tesno povezan z izbiro faktorja zmanj-
ševanja γ, opisanega v poglavju 3.3.3. Ta parameter v formuli za izračun skupne
zmanjšane nagrade uravnava razmerje med takojšnjo nagrado in nagradami, ki so
bolj oddaljene v prihodnosti. Z izbiro γ = 0, bi bila akumulirana nagrada enaka
takojšni nagradi.
V tem podpoglavju smo zgolj na kratko pokazali na težave, do katerih prihaja
pri določanju nagrajevanja. Več o tem, kako smo rešili problem nagrajevanja za
trgovanje z električno energijo pa sledi v praktičnem delu magistrskega dela.
3.5.2 Uravnavanje radovednosti in optimalnosti
Drugi zelo znani problem znotraj spodbujevalnega učenja je iskanje ravnotežja med
radovednostjo in optimalnostjo. Med procesom učenja se pri izbiri akcij soočamo z
naslednjima dvema možnostma, ki se običajno med seboj izključujeta:
1. Naključno izberemo še neraziskano akcijo z namenom, da pridobimo novo zna-
nje.
2. Izberemo že znano akcijo, za katero pričakujemo, da doseže visoko nagrado.
V nadaljevanju bomo predstavili dva pogosta načina za reševanje navedenega
problema.
ϵ-požrešna metoda
Ideja te metode je, da na vsakem koraku z verjetnostjo ϵ namesto optimalne izberemo
naključno akcijo. V algoritmu to implementiramo skladno s shemo na Sliki 11.
vzorčimo u ∼ EZ(0, 1)
u<ϵ←←
u≥ϵ →→
naključna akcija optimalna akcija
Slika 11: Pravilo za izbiro akcij z ϵ-požrešno metodo
Pri tem na Sliki 11 z u ∼ EZ[0, 1] označujemo vzorčenje iz enekomerno zvezne
porazdelitve na intervalu [0, 1]. Posledično očitno velja P (naključna akcija) = P (u <
ϵ) = ϵ.
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Ker v začetku učenja začnemo s slabšimi približki funkcije Q, smo bolj nagnjeni
k raziskovanju. Običajno začnemo s parametrom ϵ nastavljenim na vrednost 1, nato
pa z naraščanjem števila epizod vrednost ϵ pada. Opisana evolucija parametra ϵ je
prikazana na Sliki 12.
Slika 12: Evolucija parametra ϵ
Če vrednost parametra ϵ prehitro zmanjšujemo, lahko končamo v lokalnem opti-
mumu. Hkrati pa z manjšanjem parametra ϵ lahko pohitrimo učenje, saj raziskovanje
usmerjamo proti optimalni strategiji.
Verjetnostna izbira
Druga možnost je, da akcije vzorčimo iz porazdelitve katere verjetnosti so premo
sorazmerne vrednostim funkcije Q. Z daljšanjem časa učenja pa se vse bolj zanašamo
na izbiro akcij, ki jim daje prednost funkcija Q, tako da večamo razlike v verjetnostih
za izbiro akcij, skladno z ocenami vrednosti Q.
Skladno z zgornjim opisom definiramo porazdelitev za izbor akcij kot:




; k > 0.
Z večanjem parametra k se bolj nagibamo k optimiziranju, oz. obratno, manjši
kot je parameter k bolj smo nagnjeni k raziskovanju. To pomeni, da na začetku
učenja začnemo z majhno vrednostjo parametra k (npr. 1, da dobimo enakomerno
porazdelitev na A), nato pa k s časom učenja povečujemo.
Omenimo še, da obstajajo še druge možne rešitve iskanja ravnotežja med razisko-
vanjem ter optimiziranjem, ki vplivajo na izboljšanje konvergence algoritma. Ena
izmed zanimivejših deluje na način, da v začetni oceni funkcije Q parom (s, a) pred-
piše optimistične začetne ocene. Če med učenjem uporabljamo strategijo ΠQ, smo
zato bolj nagnjeni k obiskovanju še ne raziskanih parov, saj imajo le ti visoke ocene.
Ta metoda v praksi zelo dobro vpliva na hitrost konvergence algoritma. V tem
delu jo kljub temu ne bomo obravnavali, saj ni primerna za razširitev z globokim
spodbujevalnim učenjem, pri katerem uporabljamo nevronske mreže.
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3.5.3 Končni nabori stanj in akcij
Ena izmed predpostavk pri trditvi 3.1, ki zagotavlja konvergenco algoritma učenja Q,
je zahteva po končnem naboru parov stanj in akcij. Kadar imamo namreč neskončno
množico parov stanj in akcij, ne moremo oceniti vrednosti funkcije Q za vsak možen
par. Za redko obiskane ali celo nikoli obiskane pare (s, a), namreč ne poznamo dobrih
približkov funkcije Q. Vendar pa so v realnosti problemi, ki jih lahko modeliramo z
diskretnimi stanji mnogo redkejši od tistih z zveznimi stanji. Med drugimi ta pogoj
izključuje tudi uporabo algoritma učenja Q za problem iskanja trgovalne strategije,
ki ga rešujemo v tem magistrskem delu, saj cene na trgu lahko zavzamejo neskončno
mnogo zveznih vrednosti.
Predstavljeno težavo bomo rešili v naslednjem poglavju s tem, da spodbujevalno
učenje razširimo v globoko spodbujevalno učenje. Osnovna ideja globokega spod-
bujevalnega učenja je, da za aproksimacijo funkcije Q∗ uporabimo globoko umetno
nevronsko mrežo Q:S × A→ IR.
3.6 Globoko spodbujevalno učenje
V zaključku prejšnjega poglavja smo pokazali, da potrebujemo razširitev algoritma
učenja Q z umetnimi nevronskimi mrežami. V tem poglavju bomo najprej predsta-
vili delovanje globokih umetnih nevronskih mrež, nato pa pokazali na kakšen način
jih vgradimo v algoritem učenja Q. S tem dobimo algoritem globokega učenja Q.
Na koncu poglavja predstavimo dve možni nadgradnji omenjenega algoritma.
3.6.1 Umetne nevronske mreže
Pri razvoju novih pristopov znotraj umetne inteligence so se strokovnjaki pogosto
navdihovali z opazovanjem učenja pri ljudeh. Tako je model nevronskih mrež nastal
po vzorcu delovanja nevronov in sinaps v človeških možganih.
Nevronska mreža je sestavljena iz vozlišč, ki jim pravimo nevroni. Nevroni so
med seboj povezani s povezavami imenovanimi sinapse. V usmerjenih nevronskih
mrežah, ki jih uporabljamo v tem delu, so nevroni razporejeni v plasteh oz. nivojih.
Na Sliki 13, ki prikazuje topologijo usmerjene nevronske mreže z dvema skritima
nivojema, lahko vidimo, da med nevroni znotraj iste ravni ni direktnih povezav,
medtem ko so nevroni med sosednima plastema med seboj popolnoma povezani z
usmerjenimi povezavami.
Topologije usmerjenih nevronskih mrež, se kljub zgoraj omenjenim lastnostim,
med seboj lahko precej razlikujejo glede na število skritih nivojev, število nevronov
na posameznem nivoju, po izbiri funkcije aktivacije, načinu učenja uteži itd.
Nevronska mreža ima vsaj dve ravni nevronov. Prva je vhodna raven, ki je
enake dimenzije kot vektor vhodnih spremenljivk. Druga je izhodna raven, ki ima
v primeru regresije običajno en nevron, v primeru klasifikacije, pa imamo za vsak
razred svoj izhodni nevron. Med omenjenima plastema je lahko še poljubno število
skritih ravni nevronov.
Poglejmo si delovanje nevronskih mrež na nivoju posameznega nevrona, za ka-
terega predpostavimo, da se nahaja na i-tem mestu neke ravni in ima m vhodnih
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Slika 13: Topologija usmerjene nevronske mreže z dvema skritima nivojema
sinaps [19]. Vsaka vhodna sinapsa ima utež wji;j∈{1,,...,m}, ki jih zapišemo v vektor-
ski obliki kot wi = (wi0, wi1, ..., wim)T , kjer utež w0 dodamo umetno in ji pravimo
pristranskost nevrona (ang. bias). Nevron preko sinaps sprejme vhodne vredno-
sti x = (1, x1, x2, ..., xm)T , pri čemer so x1, x2, ..., xm vhodi povezanih nevronov iz
prejšnje plasti. Stanje nevrona vi izračuna kot:
vi = w
T




Izhod nevrona yi dobimo tako, da na stanju vi uporabimo še funkcijo aktivacije
nevrona σ:
yi = σ(vi).
Namen funkcije aktivacije je vnašanje nelinearnosti v model nevronskih mrež in s
tem omogočanje učenja kompleksnejših ciljnih funkcij. Pri nevronskih mrežah se
uporabljajo različne funkcije aktivacije. Na Sliki 14 so predstavljene tri funkcije
aktivacije, ki jih bomo preizkusili v praktičnem delu magistrske naloge.
Slika 14: Tri različne funkcije aktivacije nevrona
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Vhodne vrednosti xi na vhodni ravni dobimo preko napovednih spremenljivk, tj.
vhodnih spremenljivk funkcije, ki jo ocenjujemo z nevronsko mrežo. V nadaljnjih
plasteh pa vhodne vrednosti xi prihajajo iz izhodov nevronov na predhodnih ravneh.
V nadaljevanju vpeljemo naslednje oznake:
• w(l)ji je utež na sinapsi, ki povezuje j-ti nevron ravni (l − 1) z i-tim nevronom
ravni l,
• v(l)i je stanje i-tega nevrona ravni l,
• y(l)i je izhod i-tega nevrona ravni l.
Pri tem je l ∈ {0, 1, ..., L+1}, 0 indeks vhodne in L+1 indeks izhodne ravni. Ker

















i) ∀l ∈ {1, ..., L+ 1}.
Učenje modela globokih nevronskih mrež je ekvivalentno ocenjevanju vrednosti uteži
w
(l)
ji . Naj bo y(x) parava ciljna vrednost pri vhodu x in ŷ(x) ocena ciljne vrednosti z








kjer z W označujemo zbirko vseh uteži nevronske mreže, z X množico vseh primerov
iz množice kardinalnosti n in ∥v∥ običajno evklidsko normo vektorja v. Cilj učenja
je najti takšne uteži W , ki minimizirajo funkcijo izgube L. Za ta namen bomo
uporabili metodo imenovano gradientni spust [19].
Metoda stohastičnega gradientnega spusta
Denimo, da je L funkcija m spremenljivk θ = (ϑ1, ..., ϑm). Potem je sprememba ∆L
funkcije L (oz. totalni diferencial), do katere pride zaradi ifinitezimalne spremembe
vhodnih spremenljivk ∆θ = (∆ϑ1, ...,∆ϑm)
∆L ≈ ∇L ·∆θ,














kjer je α majhen pozitiven parameter imenovan hitrost učenja (ang. learning rate).
Vidimo lahko, da nam takšna izbita ∆θ prinese željeno lastnost, saj velja:
∆L ≈ −α∇L · ∇L = −α∥∇L∥2 ≤ 0.
Iz tega sledi sledeči način posodabljanje ocen parametrov θ:
θ1 → θ2 = θ1 − α∇L.
Velikost koraka znotraj posamezne iteracije bomo omejili z pogojem ∥∆θ∥ = ϵ,
za neko majhno konstantno vrednost ϵ > 0. S to omejitvijo enolično določimo še
vrednost parametra α = ϵ∥∇L∥ .
V nadaljevanju opisani gradientni spust razširimo v stohastično metodo gradien-
tnega spusta, ki pospeši proces učenja. Pri tej metodi izberemo naključno podmno-











Pri tem moramo zagotoviti, da velikost mini serije m dovolj velika. Zgornje pravilo
za posodobitev parametrov razširimo z opisano metodo in dobimo spodnji predpis:
ϑi → ϑ
′







; i = 1, ...,m.








. Za njihov izračun se uporablja algoritem vzvratnega
razširjanja napake (ang. error backpropagation algorithm), ki pa ga tukaj ne bomo
izpeljevali. Bralec omenjeni algoritem lahko najde v delu [14].
3.6.2 Globoko učenje Q
V poglavju 3.3.3 smo iskanje optimalne trgovalne strategije prevedli na ocenjevanje
vrednosti funkcije Q∗, ki enolično določa iskano trgovalno strategijo. Nadalje smo z
algoritmom učenja Q podali postopek za ocenjevanje vrednosti funkcije Q∗. Ena iz-
med predpostavk za konvergenco omenjenega algoritma je končen nabor parov stanj
in akcij. To omejitev odpravljamo tako, da funkcijo Q definiramo kot globoko ne-
vronsko mrežo. V nadaljevanju izpeljujemo postopek učenja tako definirane funkcije
Q [15].
Naj bo Qθ : S × A → IR globoka nevronska mreža s parametri (utežmi) θ.
Podobno kot pri učenju Q v poglavju 3.4.2, tudi tukaj za dani MDP določen s
peterico (S,A, P,R, γ) vzorčimo vrednosti (s, a, r, s’). Pri tem vzorčenje akcij
poteka iz porazdelitve π(·|s), ki je opisana v poglavju 3.4.1. Iz dobljenih vrednosti
nato izračunamo vrednost ciljne spremenljivke kot:





če obstaja naslednje stanje s′. Oziroma kot Y = r, če je s končno stanje epizode.
Nato izračunamo napako napovedi modela, tako da dobljeno ciljno spremenljivko
vstavimo v funkcijo izgube:
L(θ) = (Y −Qθ(s, a))2,
kjer je Qθ(s, a) napoved, ki jo vrne nevronska mreža ob vhodni spremenljivki (s, a).
Na naslednjem koraku posodobimo vrednost parametrov (uteži) modela θ z metodo
stohastičnega gradientnega spusta.
Pri učenju modela Qθ na zgornji način se srečamo z dvema glavnima problemoma,
ki se nanašata na neizpolnjene predpostavke množice učnih primerov potrebnih za
zagotavljanje ustreznega delovanja aproksimacije z metodo stohastičnega gradien-
tnega spusta [15]. Opis problemov skupaj z njunima rešitvama podajata spodnji
alineji.
1. Neodvisno enako porazdeljeni primeri iz učne množice
Temeljna zahteva stohastične gradientne metode so neodvisno enako poraz-
deljeni primeri, ki pa jih z zgornjo konstrukcijo ne zagotovimo.
• Vzorci, ki pripadajo isti epizodi, med seboj niso neodvisni. Vzorčimo jih
iz MDP, zaradi česar so si vrednosti, ki so časovno zelo blizu skupaj,
običajno močno korelirane.
• Porazdelitev primerov v učni množici ni enaka porazdelitvi, ki jo dobimo
ob vzorčenju akcij z upoštevanjem optimalne strategije ΠQ, ki se jo želimo
naučiti.
Dani problem lahko rešimo s konstrukcijo medpomnilnika ponovitev (ang.
replay buffer) [15]. To storimo tako, da množico za učenje globoke nevronske
mreže zgradimo iz večjega števila ponovitev, ki smo jih zaznali v daljšem ča-
sovnem obdobju (tekom večih epizod). Natančneje v vsakem času t, shranimo
dobljene vrednosti (s, a, r, s′) v medpomnilnik ponovitev M . Nato pa vzorčimo
manjše serije neodvisno enako porazdeljenih vzorcev iz M na katerih učimo
nevronsko mrežo preko stohastičnega gradientnega spusta. V nadaljevanju
bomo M imenovali pomnilnik.
Problem opisan v drugi alineji ustrezno rešuje že ϵ-požrešna metoda, ki pri
vzorčenju akcij uporablja tudi strategijo ΠQ.
2. Uporaba napovedi modela pri izračunu vrednosti ciljne spremen-
ljivke
Kot smo omenili, je za več zaporednih posnetkov iz iste trajektorija MDP-
ja običajno značilna visoka korelacija. Zaradi česar med učenjem nastanejo
sledeči potencialni problemi [15]:
• Formula za posodobitev vrednosti funkcije Q temelji na logiki Bellma-
novega operatorja, kjer je ocena vrednosti Q(s, a) izračunana z uporabo
vrednosti Q(s′, a′). Stanji s in s′ v trajektoriji ločuje en sam korak, zaradi
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česar sta običajno zelo podobni. Posledično ima nevronska mreža lahko
težave pri njunem razločevanju.
• Ko posodobimo parametre nevronske mreže, da bi dobili boljši model,
lahko posredno vplivamo na spremembo vrednosti Q(s′, a′) in ostalih bli-
žnjih stanj. To lahko ruši stabilnost učenja končnega modela.
Rešitev opisanega problema dobimo z uvedbo dodatne pomožne nevronske
mreže, ki ji pravimo ciljni model (ang. target network) in jo bomo ozna-
čevali z Qθ′ . V pomnilniku torej ohranjamo dodatno kopijo nevronske mreže
Qθ′0, ki jo uporabljamo za pridobivanje vrednosti Q(s′, a′) znotraj formule za
posodobitev funkcije Q [15].
Model Qθ′ ne učimo sproti, marveč ga sinhroniziramo z glavnim modelom Qθ
zgolj na vsakih N učnih epizod, kjer je N običajno veliko naravno število npr.
velikostnega reda 104.
Iz zgoraj opisane teorije naravno sledi konstrukcija algoritma globokega učenja
Q (ang. Deep Q learning algorithm) podana v Algoritmu 2.
Algorithm 2 Algoritem globokega učenja Q
VHOD: (S,A, P,R, γ)... peterica, ki določa markovski odločitveni proces.
Q′θ... začetni model nevronske mreže oz. začetni približek funkcije Q,
parameter θ′ označuje začetne vrednosti uteži modela
s0... začetno stanje
T ... čas, ki označuje konec epizode
K... število epizod
dϵ ≤ 1... stopnja zmanjševanja parametra ϵ
α... hitrost učenja nevronske mreže
N ... pogostost posodabljanja ciljnega modela.
IZHOD: Qθ... ocena funkcije Q∗.
1: procedure AlgoritemGlobokegaUčenjaQ((S,A, P,R, γ), Qθ, s0, T , K, dϵ, α, N)
2: ϵ← 1 ▷ Verjetnost izbrane naključne akcije
3: α← 1 ▷ Parameter, ki določa hitrost učenja
4: for k in 1 to K do
5: s′ ← s0
6: Qθ ← Qθ′
7: M = [] ▷ Pomnilnik, ki je v začetku prazen seznam
8: for t in 1 to T do
9: VZORČIMO ČETVERICO (s, a, r, s′)————————————
10: s← s′
11: u ∼ EZ[0, 1] ▷ ϵ-požrešna metoda, glej poglavje 3.5.2
12: if u < ϵ then
13: a← random.choice(A) ▷ Naključna akcija iz A
14: else




17: r ∼ R(·|s, a)
18: s′ ∼ P (·|s, a)
19: IZRAČUNAMO VREDNOST CILJNE SPREMENLJIVKE Y ——
20: if t < T then
21: Y ← r + γmaxa′∈A Qθ′(s′, a′)
22: else
23: Y ← r
24: end if
25: M ←M + [(s, a, Y )] ▷ Shranimo (s, a, Y) v pomnilnik
26: end for
27: ZMANJŠAMO VREDNOSTI PARAMETRA ϵ——————————
28: ϵ← ϵ · dϵ
29: POSODOBIMO MODEL Qθ——————————————————
30: if k mod N = 0 then ▷ Na vsakih N epizod
31: M ′ ← naključna permutacija elementov iz M
32: for (s, a, Y ) in M’ do
33: L(θ)← (Y −Qθ(s, a))2 ▷ Izračunamo funkcijo izgube
34: θ ← θ − α∇L ▷ Posodobimo uteži modela
35: end for





Izhod Algoritma 2 je naučeni model globoke nevronske mreže Qθ, ki določa iskano
optimalno strategijo ΠQθ . Če je naučen model Qθ dober približek funkcije Q∗, potem
velja ΠQθ ≈ π∗.
3.6.3 Razširitve globokega učenja Q
V poglavjih zgoraj smo opisali osnovno obliko globokega učenja Q, ki jo je podjetje
DeepMind objavilo leta 2015. Od takrat naprej so bile predlagane številne izbolj-
šave, predvsem z namenom izboljšanja konvergence in stabilnosti učenja. Nekatere
različice predlagajo tudi različne načine vzorčenja učnih primerov iz pomnilnika M.
V nadaljevanju bomo na kratko predstavili dve možni razširitvi globokega učenja Q
[15]. Prvo izmed opisanih razširitev bomo uporabili v praktičnem delu.
Pogled za L korakov naprej
Pri prvi razširitvi bomo nekoliko razpisali pravilo za posodobitev ocene vrednosti
Q, tako da bomo namesto enega koraka izpostavili prvih L korakov, kjer je L ∈ N.
Naj bodo z st, at in rt označeni stanje, akcija in takojšna nagrada v času t. Potem
posodobitveno pravilo razpišemo kot:
















Vrednost ra′t+1 predstavlja nagrado v času t + 1 ob izbiri akcije a′, ki je optimalna
glede na funkcijo Qθ. Če predpostavimo, da smo v simulaciji algoritma Q izbrali
akcijo, ki je optimalna oz. blizu optimalni, lahko izraz poenostavimo v:





Če zgornji postopek ponovimo (L − 1)-krat, L ∈ N, ter brez škode za splošnost
privzamemo t = 1, dobimo novo posodobitveno pravilo:






S takšno razširitvijo posodobitvenega pravila lahko dosežemo hitrejšo in stabilnejšo
konvergenco. Pri tem je potrebno pozorno izbrati vrednost L, saj zaradi neizpolnjene
predpostavke o izbiri optimalne akcije, za prevelike vrednosti L povsem izgubimo
konvergenco k optimalni strategiji. Običajno izberemo L ∈ {2, 3}.
Dvojno globoko učenje Q
Druga izboljšava osnovnega algoritma, ki jo želimo predstaviti tukaj, nadomesti
učenje enega modela globokih nevronskih mrež z dvema modeloma. V okoljih z
veliko šuma lahko pri globokem učenju Q pride do precenitve vrednosti neke akcije,
kar vpliva na upočasnitev konvergence ali pa se zaključi z neoptimalno strategijo.
Pri dvojnem globokem učenju omenjeni problem rešujejo tako, da za oceno vre-
dnosti akcije uporabimo drugi model, kot za izbiro naslednje akcije. Za to pri tej
metodi učimo dva ločena, vendar po zgradbi enaka, modela QA in QB. Posodobi-
tveno pravilo nadalje sledi spodnjima dvema formulama:




















To razširitev omenjamo, ker podaja boljšo rešitev za problem opisan pod točko
dve v poglavju 3.6.2. Pri računanju vrednosti ciljnih spremenljivk namreč ne upo-
rabljamo več napovedi modela, ki ga hkrati tudi učimo.
4 Razvoj trgovalnega agenta in učnega algoritma
Do sedaj smo se seznanili z osnovami trgovanja z električno energijo in določili
pravila trgovanja za praktični primer. Nadalje smo v tretjem poglavju pregledali
teorijo spodbujevalnega učenja, znotraj katerega smo podrobneje raziskali princip
delovanja algoritma globokega učenja Q. Cilj tega poglavja je učinkovita implemen-
tacija omenjenega algoritma za iskanje trgovalne strategije na znotraj dnevnem trgu
z električno energijo s programskim jezikom Python [5]. Pri implementaciji smo
uporabljali sledeče knjižnice:
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• Pandas [8], NumPy [7], Datetime [4]: za uvoz, čiščenje in preoblikovanje po-
datkov,
• Keras [2]: za implementacijo nevronskih mrež,
• Seaborn [9], Matplotlib [6]: za vizualizacijo podatkov.
Poglavje je razdeljeno na tri podpoglavja. V prvem opišemo formulacijo trgo-
vanja z električno energijo z Markovskim odločitvenim procesom. Nadalje opišemo
glavna objekta programa, Agent in Okolje, z njunimi metodami. V zadnjem pod-
poglavju sledi povezava vseh opisanih delov v shemo celotnega programa za iskanje
trgovalne strategije in psevdokoda implementiranega Algoritma globokega učenja Q.
Pri definicijah bomo uporabljali notacijo iz predhodnih poglavij. Če bralec želi
osvežiti pomen posameznih simbolov, se lahko vrne na poglavje 2.2.1, za pomen
simbolov s področja trgovanja oz. na poglavje 3.3.1 za simbole s področja spodbu-
jevalnega učenja.
Omeniti velja, da je bilo tekom razvoja opisane kode preizkušenih veliko število
različic, ki so razvoj mnogokrat usmerjale v precej različne smeri. Tu opisujemo
zgolj eno izmed različic, ki jo glede na opažene lastnosti, ocenjujemo, kot eno izmed
boljših. Izbor verzije algoritma so poleg maksimizacije dobička usmerjale lastnosti,
kot so stabilna konvergenca algoritma na testni množici in čimbolj realne tržne
razmere. Pri merjenju uspešnosti trgovanja pa smo poleg čistega dobička opazovali
še metrike kot so povprečna marža, standardni odklon marže, število sklenjenih
poslov in razmerje uspešnosti (ang. win ratio). Način merjenja uspešnosti bomo
podrobneje opisali v poglavju 5.1.
4.1 Modeliranje trgovanja z MDP
V teoretičnem delu magistrske naloge smo videli, da moramo problem, ki ga želimo
reševati s spodbujevalnim učenjem, formulirati kot Markovski odločitveni proces
preko definicije njegovih stanj, akcij, prehodnih verjetnosti in nagrad. V prvem
podpoglavju zato sledi podrobnejši opis konstrukcije vseh naštetih elementov MDP
za trgovanje z električno energijo.
4.1.1 Stanje
Stanje st nosi informacijo o razmerah na trgu do vključno časa t. Predstavlja ga
vektor z vrednostmi, ki jih ločimo v tri skupine, glede na tip informacije, ki ga
vsebujejo. Omenjeno delitev opisuje shema na Sliki 15.
st
←← ↓↓ →→
Indikatorji portfelja Indikatorji časa Indikatorji trga
Slika 15: Trije tipi informacij o stanju trga
V nadaljevanju natančneje opredeljujemo elemente, ki jih vsebuje vsak izmed na-
vedenih tipov informacij. Pri tem z 1{A} označujemo indikator dogodka A. Indikator
dogodka je na danem dogodku enak 1, zunaj njega pa 0 [16].
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• Indikatorji portfelja: Prvi trije indikatorji portfelja se vsi nanašajo na vrednost
odprte pozicije qt ∈ {0, 1, ..., b}. Za namene učenja nevronske mreže smo to
informacijo razbili na odprto dolgo, odprto kratko ali zaprto pozicijo portfelja,
za katere menimo, da bistveno vplivajo na način izbiranja optimalne akcije.
Pri tem vedno velja začetni pogoj q0 = 0.
1. Količino odprte dolge pozicije [MWh]: qt1{qt>0}.
2. Količino odprte kratke pozicije [MWh]: |qt|1{qt<0}.
3. Indikator zaprte pozicije ∈ {0, 1}: 1{qt=0}.
4. Cena odprte pozicije ct ∈ [−100, 200] [EUR]. Izračunamo jo kot uteženo
povprečje vseh cen po katerih smo odprli dano pozicijo. Ceno zaprte





; če qt + 1 = qt+1
0 ; sicer
.
5. Trenutno vrednost odprte pozicije [EUR]: vt = (pt − ct)qt − tr|qt|.
• Indikatorji časa:
1. i ∈ 1, . . . , 24 je tip urnega produkta, predstavljen s uro konca dostave.
2. t′ ∈ [60, 240] je čas do dostave produkta [min], t′ = 240 − t · 2,5, kjer
je t ∈ {0, ..., T} in vrednost 2,5 predstavlja spremembo časa na trgu pri
prehodu iz časa t v čas t+ 1.
3. d ∈ {0, . . . , 6} je dan v tednu, kjer 0 ustreza ponedeljku.
• Indikatorji trga: V tem razdelku vse razen prve alineje predstavljajo stan-
dardne tehnične indikatorje trga, ki se zelo pogosto uporabljajo pri iskanju
trgovalnih strategij. Poleg formul zato pri vsaki alineji dodajamo kratek opis
posameznega tehničnega indikatorja [11].
1. Trenutna cena produkta [EUR]: pt ∈ [−100, 200].







kjer n ∈ N označuje dolžino okna za računanje povprečja. Drseče pov-
prečje predstavlja aritmetično sredino zadnjih n cen in se pri trgovanju
zelo pogosto uporablja kot orodje za prepoznavanje trendov cene.





(pt − EMAnt−1) + EMAnt−1,
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kjer n ∈ N označuje dolžino okna. V rekurzivni formuli za vrednost
EMAnt−1 na prvem oknu vzamemo običajno drseče povprečje izračunano
pod točko 2.
Eksponentno drseče povprečje se pri trgovanju uporablja v podobnih vlo-
gah kot običajno drseče povprečje. Od slednjega se razlikuje po tem, da
večjo utež daje zadnjim cenam tj. cenam, ki so bližje času t.
4. Drseče povprečje konvergenca/divergenca (ang. Moving Average Conver-
gence Divergence) za ceno produkta [EUR]:
MACDT,N = EMAnt −MAmt , n,m ∈ N,m > n.
Iz dveh indikatorjev drsečega povprečja, definiranih po formulah iz zgor-
njih alinej, pri čemer je pomembna različna dolžina okna, dobimo indi-
kator MACD. Ta poleg trenda opisuje tudi moment, ki nosi informacijo
o hitrosti spreminjanja cen.






kjer sta Hnt in Lnt definirana kot:
Lnt = min
i∈t−n+1,...,t
pi, Hnt = max
i∈t−n+1,...,t
pi.
Oscilatorji so skupina indikatorjev na trgu, katerih vrednosti se gibljejo
na omejenem intervalu, običajno med 0 in 100. Ko se oscilatorji pribli-
žajo najvišjim oz. najnižjim možnim vrednostim to interpretiramo kot
signal, da na trgu prihaja do prekomernega kupovanja oz. prekomernega
prodajanja.






Za ta indikator velja analogen opis, kot za indikatorja pod točko 5.






kjer je RS definiran kot
RSnt =
∑︁n
i=0 (pt−i−1 − pt−i) 1{(pt−i−1−pt−i)>0}∑︁n
i=0 (pt−i−1 − pt−i) 1{(pt−i−1−pt−i)<0}
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in je n ∈ N velikost okna.
RSI je zelo pogosto uporabljen indikator in primerja relativno razmerje
med velikostjo trenda navzgor in trenda navzdol v zadnjih n korakih.
Indeks se giblje na intervalu [0, 100]. Pri tem zelo nizke vrednosti indeksa
običajno pomenijo podcenjenost, zelo visoke vrednosti pa precenjenost
produkta.





kjer sta Hnt in Lnt definirana enako kot v točki 5. Zgornji indeks je zelo
podoben indeksu K.
Zgoraj našteti tehnični indikatorji so bili preizkušeni za različne dolžine oken. Če
povzamemo, je stanje definirano kot vektor, sestavljen iz vrednosti zgoraj naštetih
indikatorjev.
4.1.2 Akcije
V vsakem času t = 0, ..., T − 1 lahko agent izbira med akcijami a ∈ {−1, 0, 1}, ki v
danem vrstnem redu pomenijo dejanja prodaje, mirovanja in nakupa.
Akciji 1 in −1, predstavljata nakup oz. prodajo 1 MW energije za produkt,
s katerim trenutno trgujemo, v primeru ko povečujemo količino odprte pozicije v
portfelju oz. nakupa in prodaje |qt|MW energije v primeru ko zapiramo odprto
pozicijo. Akcija 0 ne spremeni trenutnega stanja portfelja.
V času T zaključujemo s trgovanjem na izbranem produktu. V tem času zato
agent nima več možnosti izbiranja med akcijami, temveč se zgolj zaprejo vse takrat
odprte pozicije.
4.1.3 Prehodne verjetnosti
Spomnimo se, da prehodne verjetnosti določajo porazdelitev naslednjega stanja
s′ ∼ P (·|s, a). V našem primeru, je stanje s′ deterministično določene s trenutnim
stanjem s in izbiro akcije a.
Izbrano akcijo agent vedno izvede z verjetnostjo 1. V poglavju 4.2.1 pa bomo
videli, da okolje sestavimo iz preteklih podatkov o gibanju cen na trgu, zato stanje
trga v naslednjem časovnem trenutku ni naključno, temveč ga preberemo iz podatkov
v učni množici.
Seveda pa velja, da je informacija o spremembi stanja trga iz stanja s v stanje
s′, neznana agentu, ki se nahaja v stanju s.
4.1.4 Nagrajevanje
Tekom razvoja smo preizkusili številne, tudi zelo različne, funkcije nagrajevanja. Pri
konstrukciji smo želeli zajeti sledeče lastnosti:
• Zagotavlja stabilno konvergenco pri učenju nevronske mreže;
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• Vsebuje povratno informacijo o učinkovitosti delovanja agenta;
• Vsebuje tudi informacijo o vplivu akcije na dobiček v prihodnosti, ne le v tem
trenutku;
• Razlika med ocenami različnih strategij ustrezno odraža razlike med konkre-
tnimi dobički.
Četrta alineja se nanaša na dejstvo, da se ob neustrezni definiciji nagrajevanja
lahko zgodi, da tekom učenja model konvergira k strategiji, ki dosega vedno višjo
skupno nagrado, vendar pa ne dosega vedno višji dobiček na trgu.
V tukaj predstavljeni različici, bomo takojšne nagrade r definirali kot vrednosti
portfelja v naslednjem stanju trga, v primeru, da stanje zapuščamo z odprto pozi-
cijo oz. kot prejeti dobiček, v primeru, ko pozicijo zapremo. Pri tem smo zaradi
problemov s konvergenco uporabili vpogled naprej velikosti 2 in 3.
Definicijo funkcije nagrajevanja torej ločimo dva dela. Prvi del pokriva predpise
v primeru, ko v portfelju nimamo odprtih pozicij in se glasi:
r(st, a, st+1) =
{︄
(pt+1 − pt)a− tr ; a ̸= 0, pt ∈ st, pt+1 ∈ st+1
0 ; a = 0
.
V primeru, ko imamo portfelj (ct, qt) ∈ st in portfelj (ct+1, qt+1) ∈ st+1, nagrado
izračunamo po predpisu:
r(st, a, st+1) =
⎧⎪⎨⎪⎩
(pt+1 − ct+1) qt+1 − tr|qt+1| ; sign(a) = sign(qt), pt+1 ∈ st+1
(pt − ct)qt − tr|qt| ; sign(a) ̸= sign(qt), pt ∈ st
(pt+1 − ct)qt − tr|qt| ; a = 0, pt+1 ∈ st+1
.
Zaradi boljše konvergence smo v implementaciji uporabljali razširitev algoritma
učenja Q s pogledom vnaprej velikosti L. Za velikost pogleda vnaprej smo preizkusili
različne vrednosti. Torej smo poleg (st, at, rt), simulirali še trgovanje v dveh časovnih
korakih v naprej in pri tem dobili vrednosti (st+1, at+1, rt+1) ter (st+2, at+2, rt+2). Pri
tem je pomembno, da sta akciji at+1 in at+2 izbrani na podlagi najvišje vrednosti
funkcije Q in ne naključno, ne glede na vrednost Agent.epsilon. Formulo za izračun
komulativne nagrade v primeru pogleda vnaprej 2 nato zapišemo kot:




Pri tem smo na podlagi rezultatov simulacij, za nagradi rt+1 in rt+2 izbrali faktor
zmanjšanja 1.
4.2 Modeliranje okolja in agenta za trgovanje
Pri opisu spodbujevalnega učenja, smo v poglavju 3.2.1 med drugim pokazali, da
dinamika učenja prihaja iz interakcije med okoljem in agentom. Pri implementaciji
programa ju definiramo kot samostojna objekta opisana v nadaljevanju.
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4.2.1 Konstrukcija trga v razred Okolje
Definiramo razred Okolje s tremi lastnostmi:
• zacetek_ucenja, datum začetka učenja modela;
• konec_ucenja, datum konca učenja modela;
• podatki, ob inizializaciji Okolja se uvozijo preko metode nalozi_podatke(self).
Poleg naštetih lastnosti ima razred kolje še naslednje metode:
1. Metoda nalozi_podatke(self)
Metoda generira podatke za vse produkte v obdobju med Okolje.zacetek_ucenja
in Okolje.konec_ucenja, ter jih shrani v Okolje.podatki. Podatki so bili predho-
dno očiščeni, odstranjene so bile morebitne ekstremne vrednosti ter ustrezno
urejene manjkajoče vrednosti (glej poglavje 2.3.1).
Podatki, ki jih generira metoda, so organizirani v obliki slovarja. Ključi slo-
varja so produkti z dospetjem znotraj obdobja učenja. Produkti so enolično
določeni z datumom in uro dospetja. Po izbiri produkta Pr, s katerim trgu-
jemo, podatke za izbrani produkt dobimo z zaporedjem ukazov:
Okolje.nalozi_podatke()
pr_podatki ← Okolje.podatki[Pr]
Podatki za izbrani produkt pr_podatki so shranjeni v matriko dimenzije IRm×(T+1).
Vrstice matrike sestavljajo elementi stanj okolja v časovnih točkah t, kot je pri-
kazano spodaj: ⎡⎢⎣s0...
sT
⎤⎥⎦ , kjer je sTt ∈ IRm, t ∈ 0, 1, ...,T.
Vrstica t v zgornji matriki enolično določa indikatorje trga in časa za izbrani
produkt v času t. Iz poglavja 4.1.1 vemo, da vrstica t, tj. st =
[︁
x0, . . . , xm
]︁
,
vsebuje še komponente xj, ki nosijo informacijo o portfelju. Vrednosti teh
komponent niso enolične določene, temveč so odvisne od simulacije MDP.
Omenjene komponente so zato predhodno nastavljene na vrednost 0 in jih
ustrezno spremenimo šele med simulacijo.
2. Metoda pridobi_stanje(self, Agent, Pr, t)
Metoda tekom simulacije MDP generira trenutno stanje okolja. Koraki metode
so podani z Algoritmom 3, katerega rezultat je vektor st ∈ IRm.
Algorithm 3 Metoda pridobi_stanje




t... trenutni čas simulacije.
IZHOD: st... trenutno stanje simulacije.
1: procedure pridobi_stanje(self, Agent, Pr, t)
2: pr_podatki ← self.podatki[Pr]
3: st ← pr_podatki[t]
4: st ← upostevaj_portfelj(st,Agent.portfelj)
5: return st
6: end procedure
Funkcija upostevaj_portfelj v četrti vrstici Algoritma 3 spremeni komponente
z informacijami o portfeju, na način, da ustrezno upošteva trenutno stanje
portfelja v simulaciji. Informacije o portfeju dobimo s klicem Agent.portfelj.
4.2.2 Konstrukcija trgovalnega agenta v razred Agent
Definiramo razder Agent s sledečimi lastnostmi:
• pomnilnik, pomnilnik v katerega shranjujemo peterice (s, a, r, s′, ali smo konec).
V začetku je pomnilnik prazen.
• portfelj, predstavljen s parom, katerega komponente predstavljata povprečno
ceno odprte pozicije in skupno odprto količino. V primeru odprte kratke po-
zicije so količine negativne. Ob inicializaciji Agenta ima privzeto vrednost
(0, 0).
• ϵ, verjetnost izbire naključne akcije. Ob inicializaciji Agenta ima vrednost 1.
• γ, faktor zmanjšanja zakasnjenih nagrad, s privzeto vrednostjo 0.9.
• model, model nevronskih mrež, kjer je začetni model generira metoda inicia-
liziraj_model.
• X, množica učnih primerov, sestavljena iz stanj okolja in je v začetku praznaa.
• y, množica ciljnih spremenljivk, sestavljena iz vektorjev dolžine 3, ki predsta-
vljajo ocene vrednosti posameznih akcij. Na začetku je prazna.
Poleg zgoraj naštetih lastnosti razredu Agent definiramo še sledeče metode:
1. Metoda izberi_akcijo(st)
Metoda v posebnih primerih, ko npr. evaluiramo strategijo ali simuliramo
pogled vnaprej, z verjetnostjo 1 izbrati pričakovano optimalno akcijo. Te po-
sebne primere označujemo preko parametra izberi_opt. Če velja izberi_opt =
True, potem metoda neodvisno od vrednosti parametra Agent.epsilon izbere
pričakovano optimalno akcijo.
Pričakovano optimalno akcijo dobimo tako, da pogledamo, kakšne so napovedi,
ki jih za vhodno stanje st vrne Agent.model. Optimalna akcija je tista, za
katero model napove največjo vrednost.
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V večini primerov velja izberi_opt = False. Tedaj metoda z verjetnostjo
Agent.epsilon izbere naključno akcijo in z verjetnostjo (1−Agent.epsilon) pri-
čakovano optimalno akcijo. Psevdokodo metode podaja Algoritem 4.
Algorithm 4 Metoda izberi_akcijo
VHOD: self... objekt Agent,
st... trenutno stanje okolja,
izberi_opt... ima privzeto logično vrednost False. Ko jo
spremenimo na True metoda vedno vrne pričakovano
optimalno akcijo.
IZHOD: at... izbrana akcija.
1: procedure izberi_akcijo(self, s,izberi_opt = False)
2: u ∼ EZ[0, 1]
3: if u < self.epsilon and not izberi_opt then
4: at ← random.choice([−1, 0, 1])
5: else
6: Q_vrednosti← self.model.predict(st)





Metoda posodobi stanje portfelja Agent.portfelj, s spremembami, ki so nastale
zaradi izbire akcije at v stanju st. Vhodna spremenljivka konec zavzema lo-
gične vrednosti in pove, ali je to zadnji trgovalni čas produkta. V tem primeru
prezremo izbrano akcijo at in zapremo vse odprte pozicije.
Psevdokodo metode opisuje Algoritem 5. Spomnimo se še, da je portfelj pred-
stavljen z naborom (ct, qt) =(cena odprte pozicije, količina odprte pozicije),
konstanta tr pa označuje transakcijske stroške.
Algorithm 5 Metoda posodobi_portfelj
VHOD: self... objekt Agent,
st... trenutno stanje okolja,
at... trenutno izbrana akcija,
konec... logična vrednost, ki pove ali t = T .
IZHOD: rt... takojšna nagrada,
at... posodobljena vrednost izbrane akcije.
VPLIVI: posodobljena vrednost lastnosti self.portfelj.
1: procedure posodobi_portfelj((self,st,at,konec))
2: ct, qt ← self.potrfelj ▷ Cena in količina odprte pozicije.
3: pt ← st[’cena’] ▷ Trenutna cena na trgu.
4: r ← 0 ▷ Nagrada.
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5: if at = 1 and not konec then
6: if qt < 0 then ▷ V tem primeru zapiramo odprto kratko pozicijo
7: rt ← (pt − ct + tr) ∗ qt
8: self.portfelj← (0, 0)
9: else ▷ V tem primeru odpiramo dolgo pozicijo.
10: self.portfelj← ((ct ∗ qt + pt)/(qt + 1), qt + 1)
11: end if
12: else if at = −1 and not konec then
13: if qt > 0 then ▷ V tem primeru zapiramo odprto dolgo pozicijo
14: r ← (pt − ct − tr) ∗ qt
15: self.portfelj← (0, 0)
16: else ▷ V tem primeru odpiramo kratko pozicijo.
17: self.portfelj← ((ct ∗ qt − pt)/(qt − 1), qt − 1)
18: end if
19: else if konec and qt ̸= 0 then ▷ Zapremo odprto pozicijo.
20: r ← (pt − ct) ∗ qt − tr ∗ |qt|
21: self.portfelj← (0, 0)
22: if qt > 0 then
23: at ← −1
24: else
25: at ← 1
26: end if
27: end if
28: return rt, at
29: end procedure
3. inicializiraj_model(self)
Metoda inizializira model nevronskih mrež in ga shrani v lastnost Agent.model.
Za konstrukcijo nevronske mreže smo uporabljali python knjižnico Keras.
Končni produkt algoritma je naučen model Nevronske mreže, ki kot vhod
sprejme stanje okolja, ter vrne napoved vrednosti akcij v tem stanju. V splo-
šnem imamo zato možnost izbiranja med nevronskimi mrežami s strukturo
prikazano na Sliki 16.
Preko definicije stanj okolja ter akcij smo že določili velikost vhodnega ter
izhodnega nivoja nevronske mreže. Preostane nam še izbira števila in velikosti
skritih nivojev, ter aktivacijske funkcije.
Za nevronsko mrežo smo izbrali dve skriti plasti s 16-timi ter 8-mimi nevroni.
Začetne vrednosti uteži smo vzorčili iz normalne porazdelitve.
Na nevronih v izhodnem nivoju smo uporabili linearno aktivacijsko funkcijo,




Slika 16: Topologija nevronske mreže za aproksimacijo trgovalne strategije
Metoda se sprehodi po vseh petericah (s, a, r, s′, konec), ki jih tekom simula-
cij shranjujemo v Agent.pomnilnik. Vsako stanje s iz peterice doda kot učni
primer v množico Agent.X, ter zanj izračuna ciljno spremenljivko Agent.y.
Izračun ciljne spremenljivke določa nagrajevanje, ki predstavlja enega najve-
čjih izzivov znotraj implementacije modela, in smo se mu podrobneje posvetili
že v preteklih poglavjih (glej 4.1.4).
Algorithm 6 Metoda generiraj_ucno_monzico
VHOD: self... objekt Agent,
IZHOD: /
VPLIVI: izprazni pomnilnik agenta tj. self.pomnilnik = [],
dodaja učne primere v self.X in self.Y .
1: procedure generiraj_ucno_monzico(self )
2: for (s,a,r,s’,konec) in self.pomnilnik do
3: y ← self.model.predict(s)
4: if konec then ▷ Upoštevamo le trenutno nagrado.
5: y[a+ 1]← r
6: else ▷ Upoštevamo tudi maksimalno nagrado v naslednjem stanju.
7: y[a+ 1]← r + self.gama ∗max(self.model.predict(s’))
8: end if




13: self.pomnilnik ← []
14: end procedure
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4.3 Učni algoritem za iskanje trgovalne strategije
Rezultat učnega algoritma je naučen model globoke nevronske mreže, ki določa
iskano trgovalno strategijo. V predhodnih poglavjih smo si pogledali posamezne
komponente algoritma, ki jih tukaj sestavimo v celoto. Osnovna shema implementi-
ranega algoritma prikazana na Sliki 17 je precej preprosta in naj bo bralcu v pomoč,
pri razumevanju psevdokode Algoritma 7.
Učenje je v glavnem sestavljeno iz učnih epizod, predstavljenih vzdolž desne
strani na Sliki 17. Tekom epizod se oblikujejo učni primeri za učenje nevronske
mreže, ki se shranjujejo v pomnilnik agenta. Omenjeni učni primeri prihajajo iz













t = 0, ..., T
Shranjujemo
zaznane peterice
















če epizoda mod N = 0
Epizoda
Slika 17: Shema učnega algoritma
Algorithm 7 Algoritem učenja Q za iskanje trgovalne strategije
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VHOD: (S,A, P,R, γ)... peterica, ki določa markovski odločitveni proces,
K... število epizod,
depsilon ≤ 1... konstanta, ki določa stopnjo znižanja vrednosti Agent.epsilon,
Nuci_model... konstanta, ki pove na koliko epizod učimo model,
Nepsilon... konstanta, ki pove na koliko epizod zmanjšamo vrednost
Agent.epsilon,
L... velikost pogleda naprej pri nagrajevanju (glej 4.1.4),
zacetek_ucenja... datum začetka učenja,
konec_ucenja... datum konca učenja,
gama... faktor zmanjšanja zakasnjenih nagrad,
pogled_vnaprej... velikost pogleda vnaprej pri nagrajevanju (glej 4.1.4).
IZHOD: Agent.model... naučen model globokih nevronskih mrež.
1: procedure ucni_algoritem(zacetek_ucenja, konec_ucenja, st_epizod, N_epsilon,
N_uci_model);
2: Okolje ← Okolje(zacetek_ucenja, konec_ucenja)
3: Okolje.nalozi_podatke()
4: produkti ← Okolje.podatki.keys()
5: Agent ← Agent(gama)
6: Agent.inicializiraj_model()
7: e← 0 ▷ Epizoda.
8: while e < K do
9: Pr ← random.choice(produkti) ▷ Naključno izbran produkt.
10: profit ← 0
11: t← 0
12: T ← len(Okolje.podatki[Pr])
13: while t < T do ▷ Začetek trgovanja s produktom.
14: konec← (t = T − 1)
15: s← Okolje.pridobi_stanje(Agent, Pr, t)
16: a← Agent.izberi_akcijo(s, izberi_opt=False)
17: r, a← Agent.posodobi_portfejl(s, a, konec)
18: profit ← profit + r
19: for delta_t in range(1:L) do ▷ Začetek pogleda vnaprej
20: portfelj ← Agent.portfelj
21: if konec = False then
22: konec ← (t+ delta_t = T − 1)
23: s′ ← Okolje.pridobi_stanje(Agent, Pr, t + delta_t)
24: a′ ← Agent.izberi_akcijo(s’, izberi_opt = True)
25: r′, a′ ← Agent.posodobi_portfejl(s’, a’, konec)
26: r ← r + r′
27: else
28: Agent.pomnilnik.append(s, a, r, None, konec)
29: end if
30: end for ▷ Konec pogleda vnaprej
31: if konec = False then ▷ Generiramo naslednje stanje
32: s′ ← Okolje.pridobi_stanje(Agent, Pr, t + delta_t + 1)
33: else
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34: s′ ← None
35: end if
36: Agent.pomnilnik.append(s, a, r, s’, konec)
37: ▷ Vrnemo stanje portfelja na stanje pred pogledom vnaprej.
38: Agent.portfelj ← portfelj
39: t← t+ 1
40: end while ▷ Konec tregovanja s produktom.
41: Agent.generiraj_ucno_mnozico()
42: e← e+ 1
43: if e mod Nuci_model = 0 then
44: ▷ Naključna permutacija učnih primerov.
45: indeksi ← random.permutation(Agent.X.shape[0])
46: take(Agent.X,indeksi,axis = 0, out = Agent.X)
47: take(Agent.y,indeksi,axis = 0, out = Agent.y)
48: Agent.model.fit(agent.X, agent.y) ▷ Učimo model.
49: Agent.X ← None ▷ Izbrišemo učne primere.
50: Agent.y ← None
51: end if
52: if e mod Nepsilon = 0 then






V tem poglavju opisane vsebine zajemajo definicijo mer, preko katerih smo ocenjevali
učinkovitost učnega algoritma za trgovanje in prikaz konvergence dobička na učni
množici. Nadalje opisujemo še potek testiranja trgovanja in predstavimo dobljene
rezultate.
5.1 Mere učinkovitosti algoritma
Mera učinkovitosti je bila tekom razvoja algoritma v najsplošnejšem smislu vedno
vezana na maksimizacijo dobička. Vendar pa smo se v različnih fazah razvoja soočali
z različnimi problemi, ki so do neke mere diktirali mere učinkovitosti algoritma.
V začetnih fazah razvoja je bil glavni cilj implementacija algoritma, ki bo tekom
učenja zagotavljal kovergenco k neki pozitivni vrednosti dobička. Želeli smo, da je
konvergenca stabilna, neodvisna od obdobja na katerem učimo model in dovolj hitra
za razpoložljive računske kapacitete.
V nadaljevanju smo ločili učno in testno obdobje na način, da je testno obdobje
sledilo učnemu. Pri tem so nas poleg končnega dobička zanimale različne metrike,
kot so povprečna marža, porazdelitev marž, povprečna število sklenjenih poslov na
produkt in odstotek poslov, ki so zaprti z dobičkom (ang. win ratio).
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Ko smo testiranje strategij iz ene same cene prestavili na cene ponudbe in pov-
praševanja, smo se soočili z drastičnim poslabšanjem rezultatov. Zaradi česar smo
razvoj algoritma začeli usmerjati tako, da je predstavljal čimbolj realne razmere na
trgu.
5.2 Konvergenca dobička med učenjem modela
Eden izmed prvih izzivov je bila definicija nagrajevanja, ki zagotavlja stabilno kon-
vergenco k strategiji, ki prinaša vse višji skupni dobiček na učni množici. Graf na
Sliki 18 prikazuje zglajeno rast skupnega dobička na produkt tekom učenja modela.
Trajektorija skupnega dobička je zglajena z drsečim povprečjem (MA) čez večje šte-
vilo epizod. Razlog za glajenje je, da nas ne zanima izzid posamezne epizode, temveč
želimo, da v povprečju med učenjem skupni dobiček raste, k neki ustrezni pozitivni
vrednosti.
Slika 18: Konvergenca dobička na učni množici in zniževanje parametra ϵ
Vprašanje konvergence je v veliki meri povezano z ustavitvenim pogojem učenja,
tj. kakšno je smiselno število učnih epizod. Izkazalo se je, da ob predolgem učenju,
posebno kadar učimo na krajšem časovnem obdobju, lahko pride do preprileganja
učnim podatkom. Zaradi česar smo na podlagi opazovanj vpeljali sledeče pravilo.
Med učenjem smo večkrat shranili vmesno verzijo modela. Nato smo kot končni
model izbrali prvi shranjen model, ki leži v „bližnji“ okolici dobička, h kateremu
model med učenjem (v povprečju) konvergira.
5.3 Potek testiranja modela
Model smo testirali na zgodovinskih podatkih, pri čemer smo ločili obdobje učenja
in obdobje trgovanja. Za testiranje modela smo določilo parametra:
• du...dolžina obdobja učenja [dan],
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• dt...dolžina obdobja trgovanja [dan].
Testiranje je potekalo tako da smo model učili v prvem obdobju, sestavljenem
iz podatkov na prvih du dneh in nato trgovali v obdobju trgovanja iz naslednjih dt
dni. Nato smo obe periodi zamaknili naprej za dt dni. Opisan način testiranja je
prikazan na Sliki 19.
Slika 19: Proces učenja in testiranja trgovalne strategije
5.4 Rezultati trgovanja
Na začetku na Sliki 20 podajamo primer realizacije trgovanja z naučeno trgovalno
strategijo za enega izmed produktov iz periode trgovanja. Poleg gibanja cene na
trgu in izbranih akcij na Sliki 20 s stolpičnim diagramom prikazujemo še količino
odprtih pozicij v portfelju agenta.
Slika 20: Primer izvedenih akcij z naučeno trgovalno strategijo
Na Sliki 21 je prikazana evolucija skupnega dobička pri testiranju strategije v
obdobju šestih mesecev med 1.1.2020 in 1.7.2020. Zaradi večje likvidnosti in vola-
tilnosti cene smo trgovanje omejili zgolj na ure tekom dneva. Prikazan dobiček na
Sliki 21 že upošteva plačilo transakcijskih stroškov. Pri tem oranžna trajektorija
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izrisuje dobiček v primeru, ko smo za testiranje uporabljali ceno sklenjenih poslov
v preteklosti kot enotno ceno za kupovanje in prodajanja. Za takšno testiranje im-
plementirani model kaže optimistične rezultate, saj v razvoju skupnega dobička pri
oranžni trajektoriji ni večjih padcev, temveč opazujemo skoraj neprekinjeno počasno
rast. Vendar pa omenjen način testiranja idealizira dejanske razmere na trgu, kjer
se cena po kateri lahko kupujemo razlikuje od cene po kateri lahko prodajamo.
Slika 21: Dinamika skupnega dobička pri trgovanju z naučeno strategijo
Z namen pridobivanja bolj realističnih rezultatov smo testirali model še z vpeljavo
ločene cene za ponudbo in povpraševanje. V tem primeru ni uspelo dobiti pozitivnih
rezultatov, kljub preizkušenim različnim izboljšavam modela. Na Sliki 21 razvoj
skupnega dobička v primeru različnih cen izrisuje modra trajektorija. Ker je razlika
med ceno ponudbe in povpraševanja v primerjavi z nihanjem cene precej visoka (glej
Tabelo 2) je problematična relativno visoka frekvenca trgovanja z naučeno strategijo
(v povprečju 14,2 poslov na produkt, kadar učimo na enotni ceni za kupovanje in
prodajanje). Za izboljšavo rezultatov v primeru trgovanja z različnima cenama smo
preizkusili precej izboljšav, spodaj navajamo dva primera:
• Zvišanje transakcijskih stroškov med učenjem modela, kar je prineslo manjšo
izboljšavo, ne pa pozitivnega dobička.
• Direktno vpeljavo cen ponudbe in povpraševanja v učenje modela. S tem
pristopom nismo uspeli zagotoviti stabilne konvergence pri učenju. Zaradi
velikih negativnih dobičkov pri učenju modela je bil pogosti rezultat strategija,
ki ves čas miruje.
V Tabeli 4 podajamo še izračune različnih mer uspešnosti na dobljenih rezultatih.
Pri tem ločimo izračune dobljene pri testiranju z enotno ceno (oranžna trajektorija
na Sliki 21) in izračune dobljene z ločenima cenama (modra trajektorija na Sliki 21).
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Metrika Enotna cena Ločena cena
Skupni profit [EUR] 2698,99 -1882,5
Plačani transakcijski stroški [EUR] -1949,49 -1891,99
Povprečni dobiček na produkt [EUR] 1,31 -0,91
Varianca dobička na produkt [EUR] 9,89 14,5
Povprečna strgovana količina na produkt [MWh] 10,51 10,2
Odstotek pozitivno strgovanih produktov [%] 55,96 52,19
Tabela 4: Vrednotenje rezultatov trgovanja z naučeno strategijo
Vidimo, da je povprečen dobiček na produkt, glede na precej visoko strgovano
količino, relativno nizek. Zanimivo je tudi dejstvo, da je kljub negativnim rezultatom
v primeru ločenih cen odstotek pozitivno strgovanih produktov večji od 50%.
Učenje modela vsekakor izboljšuje rezultate trgovanja. Z naključno izbiro akcij,
bi bil namreč pričakovani dobiček (v primeru enotne cene) ravno enak plačilu tran-
sakcijskih stroškov (tj. drugi vrstici v Tabeli 4, pri enakih strgovanih količinah).
Razlog za to izhaja iz dejstva, da je za vsako možno izbiro akcij, enako verjetna
izbira akcij, kjer sta vlogi nakupnih in prodajnih poslov zamenjani. V primeru loče-
nih cen za ponudbo in povpraševanje so pričakovani rezultati z naključno strategijo
še precej slabši.
6 Zaključek
V zaključnem poglavju opredeljujemo uspešnost v tem delu razvitega algoritma za
učenje trgovalne strategije, predstavljamo možnosti nadaljnega razvoja in ocenju-
jemo primernost pristopa spodbujevalnega učenja za trgovanje z električno energijo.
6.1 Ovrednotenje implementiranega modela in možnosti na-
daljnjega razvoja
Uporaba globokega spodbujevalnega učenja za namene iskanja trgovalnih strategij
vsekakor prinaša velik izziv. V tem delu smo tekom razvoja uspešno uspeli prema-
gati problem nestabilne konvergence pri učenju strategije. Poleg tega smo s testi-
ranjem različnih parametrov in načinov nagrajevanja uspeli postaviti strategijo, ki
zagotavlja skoraj neprekinjeno počasno rast dobička, brez večjih padcev, v primeru
trgovanja na eni sami ceni. Pri tem smo uspeli odpravili tudi nekatere očitnejše
napake agenta pri odločanju. Primer je pogosto pojavljanje previsoke frekvence tr-
govanja v naučeni trgovalni strategiji, ki se je zaradi premajhne volatilnosti cene
ob relativno visokih transakcijskih stroških, izkazala za problematično. Slednje smo
odpravili z zvišanimi transakcijskimi stroški med učenjem in dodajanjem posebnih
pravil, ki so omogočala ponovno izbiro akcije šele v trenutku, ko je na trgu dejansko
prišlo do spremembe cene. Pri vsakem retrospektivnem popravljanju modela smo
pazili, da smo čim manj posegali v samo odločanje agenta. Žal je, razen redkih
izjem, običajno težko razumeti razloge za odločanje v končnem modelu.
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Predstavitev rezultatov v poglavju 5.4 pokaže, da z implementiranim učnim al-
goritmom precej izboljšamo naivno (tj. naključno) strategijo trgovanja. Med tem
ko rezultati trgovanja dobljeni na enotni ceni za ponudbo in povpraševanje izgle-
dajo obetavni, pa so v primeru vpeljave ločene cene za ponudbo in povpraševanje
potrebne še ustrezne izboljšave.
Primarno smer nadaljnjega razvoja tukaj opisanega modela vidimo v dodajanju
novih podatkov, ki bodo dodatno pojasnjevali dogajanje na trgu. Trenutno pri reše-
vanju problema trgovanja omejitev predstavlja količina pojasnjene variance gibanja
cene na trgu s strani uporabljenih tehničnih indikatorjev trga. Na tem mestu bi bilo
potrebno raziskati razpoložljive podatke o napovedih količine padavin, temperature,
moči vetra, cenah drugih energentov itd. in analizirati njihovo dodano vrednost. Pri
tem pa ne predlagamo vključevanja dodatnih informacij neposredno v model spod-
bujevalnega učenja. Zaradi boljše preglednosti in lažje analize učenja, bi bilo bolj
smiselno z nadzorovanim učenjem razviti ločen model za napovedi trendov cene na
določenem časovnem intervalu v prihodnosti. Nato pa vključiti dobljene napovedi v
model spodbujevalnega učenja.
Z izboljšanjem trgovalne strategije na zgornji način, bi morda deljno že pripomo-
gli k izboljšanju rezultatov tudi v primeru ločenih cen za ponudbo in povpraševanje.
Tukaj bi bilo smiselno raziskati še druge možnosti vpeljave ločenih cen že v samo
učenje modela. Seveda velika razlika med cenami ponudbe in povpraševanja ostaja
velika negativna značilnost pri trgovanju na izbranem trgu. Zaradi tega bi bilo v
končnem smiselno tudi razmišljati o prestavljanju modela na trgovanje z drugimi
produkti, z manjšimi tovrstnimi značilnostmi in pričakovanim večjim potencialom.
6.2 Ocena primernosti uporabljene metode za namene trgo-
vanja
Danes je za namene iskanja trgovalnih strategij z orodji umetne inteligence najbolj
razširjen pristop, pri katerem strategijo določamo na podlagi napovedovanja gibanja
cene v prihodnosti, z uporabo modelov nadzorovanega učenja. Pogojno na dobljene
napovedi modela nato analitik določi pravila izbiranja akcij pri trgovanju, glede na
to kaj se mu zdi smiselno vedenje na trgu. Zaradi česar je del trgovalne strategije
pri teh metodah običajno določen apriori s strani analitika.
Tekom magistrskega dela smo videli, da je trgovalna strategija neposreden re-
zultat spodbujevalnega učenja. Cilj globokega spodbujevalnega učenja je namreč
razviti model globokih nevronskih mrež, ki v dani situaciji napove pričakovano op-
timalno izbiro akcij. Pri tem je bistveno, da analitik ne posega v to, kaj se mu zdi
smiselno vedenje na trgu, temveč določi le željen končni rezultat oz. cilj učenja.
Idejno gledano je zato, v kontekstu problema trgovanja, prostor možnih trgoval-
nih strategij, ki ga raziskujemo s spodbujevalnim učenjem večji, od prostora trgo-
valnih strategij, ki ga raziskujemo s standardnimi metodami nadzorovanega učenja.
Pri spodbujevalnem učenju je prostor trgovalnih strategij, ki ga raziskujemo, ome-
jen z zakonitostmi trga oz. okolja v katerem se agent giblje ter s kompleksnostjo
modela nevronskih mrež za odločanje, ki ga učimo. Omenjena lastnost spodbuje-
valnega učenja po eni strani kaže na zelo velik potencial teh metod, hkrati pa tudi
na njihovo kompleksnost. Slednja je lahko problematična predvsem, ko poizkušamo
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razumeti razloge za dobljeno ciljno strategijo.
Čeprav se danes metode spodbujevalne učenja uporabljajo za namene trgovanja
predvsem na raziskovalnem področju, ne moremo spregledati praktičnega poten-
ciala, ki ga prinašajo. Na podlagi rezultatov algoritma, ki smo ga razvili tekom
tega dela, se že kaže dodana vrednost takšnega načina učenja trgovalnih strate-
gij. Sklepamo lahko, da bodo z boljšim razumevanjem globokih nevronskih mrež in
naraščajočim zanimanjem za uporabo globokega spodbujevalnega učenja rasli tudi
dosežki omenjene metode na področju trgovanja z električno energijo.
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