It is important to routinely examine and update models used to predict auroral emissions resulting from precipitating electrons in Earth's magnetotail. These models are commonly used to invert spectral auroral ground-based images to infer characteristics about incident electron populations when in situ measurements are unavailable. In this work, we examine and compare auroral emission intensities predicted by three commonly used electron transport models using varying electron population characteristics. We then compare model predictions to same-volume in situ electron measurements and ground-based imaging to qualitatively examine modeling prediction error. Initial comparisons showed differences in predictions by the GLobal airglOW (GLOW) model and the other transport models examined. Chemical reaction rates and radiative rates in GLOW were updated using recent publications, and predictions showed better agreement with the other models and the same-volume data, stressing that these rates are important to consider when modeling auroral processes. Predictions by each model exhibit similar behavior for varying atmospheric constants, energies, and energy fluxes. Same-volume electron data and images are highly correlated with predictions by each model, showing that these models can be used to accurately derive electron characteristics and ionospheric parameters based solely on multispectral optical imaging data.
Introduction and Background
Auroral events suggest signatures of acceleration processes in the Auroral Acceleration Region, Magnetosphere-Ionosphere (MI) coupling region, and magnetotail (Birn et al., 2012) . Ground-based imaging of auroral intensities, spectra, and structures are used to examine these acceleration processes and increase our understanding of the complex physics in each of these regions (Paschmann et al., 2003) . Observed intensities and their ratios are used to predict precipitating electron characteristics through inversion of electron transport modeling (Hecht et al., 2006; . A transport model simulates the movement and interaction of particles through the atmosphere and characterizes their effect on that atmosphere. It is important to periodically examine, update, and compare the different electron transport models in order to ensure accuracy in these simulations and predictions. Three commonly used electron transport models are examined and compared in this work: Electron TRANSport (ETRANS), Boltzmann 3-Constituent (B3C), and Modified GLobal AirglOW (ModGLOW).
There has been a limited number of comparisons made between these models in the past. Lummerzheim and Lilensten (1994) compared ETRANS, B3C, and GLOW to auroral observations and calculated a 15-20% uncertainty in the derived total energy flux from model inversions. Collision cross sections and secondary electron production were shown to have a considerable impact on simulation results. Solomon (2001) examined B3C and GLOW using Monte Carlo techniques and found similar ionization rates for identical electron energy inputs. Fang et al. (2008) calculated a 6-15% scaling factor needed for GLOW ionization rates to be similar to ETRANS at the same energies. These model comparisons mainly examined differences in ionization The ETRANS, B3C, and GLOW models (named for the underlying transport models each one uses) consist of the four main model types listed in Table 1 : a neutral atmosphere model, an ionospheric model, a geomagnetic model, and an electron transport model. A neutral atmosphere model is used to calculate the background neutral densities and temperatures for a given date and location. An ionosphere model uses the neutral parameters to calculate the background ion and electron temperatures and densities in the colocated region. A geomagnetic model uses the date and location to calculate strength and dip angle of the magnetic field, which lies parallel to the electron transport path. Finally, electron transport modeling simulates collisions, chemical reaction rates, radiative rates, and many other parameters for a given precipitating electron population Solomon, 2017; Strickland et al., 1999) . The results of these models include electron heating, ionization rates, volume emission rates, and many other valuable parameters. This work is concentrated specifically on the resulting spectral auroral emissions. The spectral emissions described in Table 2 are among those most commonly observed and have short radiative lifetimes. Therefore, the 427.8, 557.7, and 844.6 nm spectral emissions are the focus in this study.
The precipitating electrons simulated in each model are Maxwellian with a low-energy tail . Two parameters are used to describe these populations: total energy flux (Q) and characteristic energy (E o ). In addition, the models may vary the atmospheric constant, f o , a unitless parameter which gives the ratio of the column-integrated O density to the column-integrated N 2 density. MSIS atomic oxygen densities at each altitude are multiplied by f o in order to correct for oxygen outflow. The f o value varies depending on many characteristics that affect the atmosphere (such as auroral activity, atmospheric heating, and oxygen outflow). Detailed methods involving the calculation and use of the f o parameter are described in Hecht et al. (2006) and Hecht et al. (2008) . Modeling results presented here are a function of f o and E o , and given in units of yield (Rayleighs/Q) and are assumed to scale linearly with total energy flux. ETRANS and GLOW are modified to use identical background models for this study, while B3C source code is proprietary and could not be modified (details given below).
ETRANS
ETRANS is based on multistream electron transport modeling described in Rees and Jones (1973) and Jones and Rees (1973) . This model was updated to the current version in Lummerzheim and Lilensten (1994) , and the detailed electron impact cross sections and chemistry included are available in Lummerzheim (1987) . Sample electron distributions from a sounding rocket were used for model validation in Lummerzheim et al. (1989) and Rees and Lummerzheim (1989) . In this work, ETRANS was updated to include the IRI-16, NRLMSISE-00, and IGRF-12 models to ensure that the same set of input parameters was used for both ETRANS and GLOW. ETRANS does not include SNOE modeling of the NO neutral density due to a lack of integration for new species in the software.
B3C
This electron transport model is described in Strickland et al. (1989) and further developed in Strickland et al. (1993) . Results for intensity line ratios have been published and tested using incoherent scatter radar Note. MSIS encompasses both the MSIS-90 and NRLMSISE-00 models. Output parameters are a function of altitude within the range specified.
observations in Hecht et al. (2006 Hecht et al. ( , 2008 and Kaeppler et al. (2015) . The B3C model uses the MSIS-90 model for the neutral atmosphere combined with SAG-2 software that empirically predicts many other neutral densities not used in this study (Shroll et al., 2003) . A detailed list of the current cross sections and emission rates used is available in Appendices A-C of Strickland et al. (1999) . The FAIM model is given the neutral atmosphere as input and produces the plasma densities at the same altitudes. The neutral and plasma densities are combined with the GEO-CGM produced magnetic field, and the electron precipitation is simulated through the atmosphere by B3C.
Modified GLOW
The GLOW v.98 model, described in A and B of Solomon (1989) and further developed in Solomon, (2001 Solomon, ( , 2017 uses a Monte Carlo two-stream technique to model the electron transport through the atmosphere. This model has been tested in three case studies using ISR data and ground-based imaging by Kaeppler et al. (2015) . GLOW was written using IRI-98, NRLMSISE-00, and SNOE (Marsh et al., 2004) to model atmosphere and plasma characteristics and was updated to use IRI-16 in this study. Electron impact cross sections and chemical reactions used in the original GLOW are given in Appendices A and B of Solomon et al. (1988) .
Inspection of the radiative and chemistry reaction rates revealed discrepancies between GLOW and values from the most recent sources. Many reactions have been updated for the modified version of the model (ModGLOW) used to produce results in this work. The aim is using the most accurate chemistry modeling available. A summary of the changes can be found in Appendix A, and the modified source code including these changes is provided as a branch to the original source online. The modifications to GLOW result in offsets in predictions for each emission line but do not fundamentally change the model behavior as functions of Q, E o , (Kelley, 2009; Paschmann et al., 2003; Steele & McEwen, 1990) 
Results

Modeling Comparison
An overview of the model comparison results are shown in Figure 1 , and an examination of the different spectra is given in more detail below. The yield of each model simulation is shown for each emission line analyzed, identified by column (model name) and row (emission wavelength).
The 427.8 nm Emissions
The 427.8 nm emission yield is displayed in the top row of Figure 1 . Similar characteristics are observed for each model, such as an inverse relationship between the predicted yield and the f o value for low E o . At E o values greater than 5 keV, the predicted yield became independent of f o . B3C and GLOW approached a constant yield of approximately 250 R/Q at high energies, while predictions by ETRANS began to decline below 200 R/Q.
The 557.7 nm Emissions
The 557.7 nm emission yield is shown in the middle row of Figure 1 and was only available for the B3C and GLOW models since it is not natively simulated in ETRANS. The predictions are similar for both models, predicting a maximum yield at approximately 3 keV for E o . The 557.7 nm emission predictions are proportional to the f o values and approach constant yields for f o ≥ 1.00 in both models. 
Data Comparison 2012
In addition to comparing theoretical yield, each model is also compared using in situ electron data from a sounding rocket mission and common-volume emissions observed by ground-based imaging. The data and simulation predictions are presented in Figure 2 . Observed emissions (black) are qualitatively compared to predicted emissions by GLOW (red), ETRANS (green), and B3C (blue) made using in situ electron data from Michell et al. (2016) . Observations and predictions compare well for most of the flight with the exception of observations near the edge of the imager FoV (>400 s), where error in observations becomes large due to imager calibration errors . Each model makes predictions with the assumption that measurements are taken at Magnetic Zenith (MZ), so mean prediction error is presented as a function of distance from MZ. Identical atmospheric and electron distribution parameters are used in each simulation. An f o value of 0.5 is used, which is consistent with Global UltraViolet Imager (GUVI) O/N 2 estimates during the same time period.
The correlation coefficient (R) of each prediction versus observed intensity is presented in Table 3 as a function of model and emission wavelength. GLOW and ModGLOW predictions show the same behavior throughout the flight, so the correlation coefficient is identical for both versions of the transport code. Each model has a high correlation coefficient for each wavelength examined (R > 0.94), meaning that there is a positive linear relationship between the predicted and observed emissions.
Discussion
Each model predicts an inverse relationship between f o and 427.8 nm intensity yield. This behavior is expected due to the increase in the oxygen source population (O) with increase in f o , which dissipates the electron energy collisionally before it reaches the N 2 population (427.8 nm source). The 427.8 nm intensity yield for ETRANS decreases for all f o values at energies above 10 keV, most likely due to missing chemistry which would also predict 557.7 emissions. The complexity of the ETRANS source code and the storage of cross sections and chemistry in raw binary format does not allow for testing of this hypothesis, however. B3C and GLOW yield for 557.7 nm and 844.6 nm is proportional to the f o value due to the increase in the O population with increasing f o . All models show a steady decrease in yield of 844.6 nm with increased E o due to lower energy electrons being the primary source of these emissions. Figure 1 shows evidence that yield from the O and N 2 populations reaches saturation if the atmospheric constant is too high or too low, respectively. Variation of this parameter shows that the GLOW model saturates less quickly for 557.7 nm emissions, however. The differences in the emission yield of B3C and GLOW provide evidence that the radiative and chemical reaction rates are important in the simulations and should be updated as more data become available. Further collaboration between the modeling groups will help identify and resolve any other differences, as well. GLOW and ModGLOW showed the same behavior for Q and E o versus emission intensities, but ModGLOW predicted absolute intensities that were more accurate for each line observed when compared to in situ electron measurements.
The ETRANS model, which provides heritage and the framework for the models used currently, does not natively predict the 557.7 nm intensity line which is one of the most intense auroral lines observed. Postprocessing of ETRANS simulations, such as that used in Ni et al. (2012) , can be used to produce these emissions, but this software is not included in the current distribution. In addition, the length and complexity of the ETRANS software makes upgrades to the chemistry and transport processes difficult compared to that of GLOW. The B3C and updated GLOW model are found to have similar predictions for the 427.8, 557.7, and 844.6 nm spectral lines. An in-depth analysis of the differences between the chemistry and cross sections is outside of the scope of this research but will provide more information and feedback for future modeling. The different modeling techniques employed in GLOW and B3C produce predictions of similar magnitudes for all modeled wavelengths, validating the approach of each technique. In addition, Figure 2 predictions and observed emissions for a recent sounding rocket mission and Table 3 shows high correlation coefficients for each model.
In Figure 3a , an inversion map is produced for the observations during the rocket flight by assuming a Maxwellian electron distribution and running GLOW over the parameter space of Q and E o . The 427.8 nm absolute intensity versus the 844.6/557.7 nm intensity ratio is then plotted in the inversion map, and the E o and Q values are estimated for the observation period. Figure 3b shows the 844.6/557.7 nm intensity during the launch period, and Figure 3c compares the predicted E o to the measured E o . The predicted and measured E o values are qualitatively similar. Work in Grubbs II et al. (2018) examines these techniques and their associated errors in detail.
These models are most commonly used in combination with ground-based imaging to deduce information about the precipitating electrons responsible for the aurora. Figure 3a shows an example of an inversion map that is produced from the output of GLOW by assuming Maxwellian electron distributions over the parameter 10.1002/2017JA025026 space of Q and E o values. The model output values for the 427.8 nm intensity versus the 844.6/557.7 nm intensity ratio are plotted for each E o and Q combination, creating the inversion map. Actual measured auroral intensities at the three modeled wavelengths are compared with the inversion map to determine the E o and Q values that produced the observed auroral intensities. Figure 3b shows the 844.6/557.7 nm intensity ratio during the rocket flight, and Figure 3c compares the predicted E o based on the inversion map to the measured E o from the rocket flight. The predicted and measured E o values are qualitatively similar. Grubbs II et al. (2018) examine these techniques and their associated errors in detail.
There are strengths and limitations in each model described in this work. B3C includes time dependence in the simulations that allows for the time history of electron populations affects on atmospheric densities to be incorporated into the predictions. B3C is proprietary, which makes it less accessible to the modeling community and difficult to modify and test with different parameters (e.g., chemical reaction rates, collision cross sections, and radiative rates). GLOW is open source and available to the community for modification and testing but does not natively include time dependence in the simulations. Liang et al. (2016) have begun initial assimilation of time dependence into GLOW to examine pulsating aurora, but certain physical processes are ignored (e.g., ambipolar diffusion and electron heating). Work is currently being done to include these processes by combining GLOW and the Thermosphere Ionosphere Electrodynamics General Circulation Model (TIE-GCM; Qian et al., 2014) or GEMINI (Zettergren et al., 2014) so that there is increased accuracy in emission predictions (Solomon, 2017) . ETRANS source code is available upon request from the University of Fairbanks, AK, but is difficult to modify due to the use of raw binary chemistry and cross-section source files. However, ETRANS is multistream capable that can increase the accuracy of predictions for anisotropic electron distributions. The work shown here suggests that the behavior of emission intensities as a function of precipitating electron energy is similar regardless of the model chosen, but accurate reaction rates will result in more accurate absolute intensity predictions.
Conclusion
Relationships are demonstrated between electron population characteristics, emission line intensities, and emission line ratios using multiple electron transport models and in situ data. Modifications to the chemistry and radiative rates of GLOW result in emission line predictions similar to ETRANS and B3C. Similar relationships are shown between in situ electron populations and the 427.8, 557.7, and 844.6 nm emissions for all models analyzed, which increases confidence in their predictions. The open-source nature of the GLOW code allows for community contributions and feedback, such as the chemical reaction rate changes presented here. The B3C and modified GLOW models include more emission lines and are shown to have accurate predictions, so these models are recommended for analysis of conjugate ground-based imaging and in situ electron population characteristics. These transport codes will be incorporated into global models in order to examine energy transfer between the magnetosphere and ionosphere to better understand processes which occur in these regions.
Appendix A: GLOW Reaction Rate Coefficients
Comparisons of the chemistry used in the GLOW code versus chemical reaction rates published recently revealed many differences. In an attempt to improve the prediction accuracy of GLOW, cross sections and chemical reaction rates were updated using the most recent laboratory data available. Many coefficients given in Appendices A-C of Strickland et al. (1999) were updated during these changes, and the tables provided therein have been adapted to show these changes. Focus is given to reactions containing the most prevalent species at auroral altitudes: O, N, O 2 , N 2 , and NO. Excited states and ions of these species are also included. Unless otherwise shown, reactants are assumed to be in their ground state for the given rates. Table A1 provides the most recent chemistry coefficient rates. Table A2 gives recombination rates for electrons and different ion species. Table A3 provides electron quenching rates for excited states of ion species modeled. Radiative rates for modeled spectral lines were also updated and shown in Table A4 . Many of the reaction channels shown were missing or outdated in the GLOW model chemistry, highlighted in gray. Some reaction rates are based on assumptions made in the references, and the references have been provided for verification. Three body collisions were outside of the scope of this work but become important at altitudes below 
+1.33 × 10 −13 2 n − 9.28 × 10 −15 3 
Note. Adapted from Strickland et al. (1999) and updated with new rates that have become available. Strickland et al. (1999) and updated with new rates that have become available. Bhardwaj and Raghuram (2012) Note. Adapted from Strickland et al. (1999) and updated with new rates that have become available. Strickland et al. (1999) Note. Adapted from Strickland et al. (1999) and updated with new rates that have become available.
