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1. Introduction
Anemia disease can be diagnosed by blood 
hemoglobin concentration [1]. Generally, human can be 
defined suffering severe anemia when their hemoglobin 
level lower than 7.0 g/dL, 9.9 to 7.0 g/dL was moderate 
anemia, 10 to 11.9 g/dL was mild anemia and 12.0 g/dL 
or higher was defined as non-anemia [1].  
Cyanmethemoglobin method is a commonly clinical 
practice used to measure blood hemoglobin by drawn 
some blood from the patient to be mixed with reagent 
chemicals for analysis [2]. Alternative methods, e.g. near-
infrared spectroscopic technology that is promising in 
measuring blood hemoglobin level is worth to be 
investigated.  
Near-infrared spectroscopy (NIRS) approach has 
been found to be promising as a fast response and 
noninvasive technique for estimating blood hemoglobin 
level. NIRS technique has widely used in various fields 
such as medical [3, 4], food [5, 6], and fuel [7]. This is 
because of the overtones and combinations of 
fundamental stretching vibrations especially the 
asymmetric vibrations of C–H, O–H, and N–H produces 
absorption bands that make near-infrared (NIR) useful for 
analyzing in the biological system [8]. NIRS region of the 
electromagnetic spectrum is from about 780 nm to 2500 
nm. The advanced NIRS sensing technology produces a 
large volume of spectral data, which makes it an 
advantage in the analytical process. Multivariate 
calibration modelling has been used to establish a 
relationship between spectral data and component of 
interest. Preprocessing, calibration and validation are 
common processes rely on developing multivariate 
calibration modelling. However, several factors, e.g. 
baseline drift, weak signal to noise ratio, high 
dimensional data, and nonlinearity could degrade the 
accuracy of the NIRS approach [9]. Thus, a better 
understanding of preprocessing approach and predictive 
model is needed so that the potential of NIRS can further 
reveal. 
The international diffuse reflectance conference 
(IDRC) 2010 chemometric challenge aimed to challenge 
the ability of participates to develop a better calibration 
model for blood hemoglobin level based on given spectral 
data [10]. Although four selected models achieved good 
results, only linear models, e.g. multiple linear regression 
(MLR) and partial least square (PLS) that coupled with 
wavelength selection or reduction approaches were 
investigated [11]. It is worth to highlight that wavelength 
selection or reduction approaches could accidentally 
remove important data, and consequently minimize the 
information of spectral data for modelling. On the other 
hand, nonlinear modelling that does not involve 
wavelength selection or reduction preprocessing may be 
able to improve performance prediction of hemoglobin. 
This is because one of the major concerns in developing 
multivariate calibration method is to deal with 
nonlinearity issue in spectral data [12]. Thus, nonlinear 
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model e.g. artificial neural network (ANN) should be 
investigated to give a fair comparison among different 
modelling strategies. Latest research shown that ANN has 
high capability as a predictive model in near-infrared 
spectroscopy applications [13]. Furthermore, ANN which 
was originally inspired by neurons in the brain can be 
viewed as a universal model-free approximator that 
represent any nonlinear function with sufficient accuracy 
connected through complex networks. In addition, ANN 
as a nonlinear model may achieve a better predictive 
performance compared to linear models, e.g. PLS, MLR, 
and principal component analysis (PCA) in NIRS 
analysis [14]. 
Savitzky Golay (SG) preprocessing method with 
smoothing, first order derivatives and second order 
derivative were able to overcome most common issues 
and unwanted signal in raw spectral data [6]. 
Unappropriated SG preprocessing parameters selection 
could degrade the performance of modelling [15]. First 
and second order SG derivative approached can remove 
both baseline and slope effects and attenuate the effects 
of high frequency noise. Furthermore, SG preprocessing 
able to keep signal shape effects and guarantee better 
denoising. Moreover, SG preprocessing should be 
optimized by selecting an appropriate frame length to 
preserve the resolution of the derivative signal [16]. 
However, the optimization approach in SG preprocessing 
is seldom be investigated or discussed properly in 
previous works. Without this optimization approach, this 
may degrade the performance in NIR spectroscopic 
analysis. Therefore, the objective of this paper is to 
investigate the effect of ANN that coupled with different 
SG preprocessing strategies e.g. smoothing, first order 
and second order derivative in predicting blood 
Hemoglobin using near-infrared spectrum. 
 
2. Material and method 
There are three standard steps in developing a 
predictive model in NIRS, e.g. pre-processing, calibration 
and validation. In this study, artificial neural network 
(ANN) that coupled with SG pre-processing was 
developed and investigated as shown in Fig. 1. First, NIR 
spectral data were processed with smoothing, first, and 
second order SG derivative to remove unwanted signal. 
After that, treated spectral data were modelled using 
ANN to predict blood hemoglobin level. Results during 
training and testing were validated to measure the 
performance of the model. 
SG 
preprocessing
Artificial neural 
network (ANN)
ValidationSpectral data
 
Fig. 1 Predictive model architecture. 
 
2.1 Spectral data 
The origin spectral dataset was provided by Karl 
Norris from IDRC shootout 2010 [10]. Blood samples 
were analyzed with a NIRSystems 6500 spectrometer. All 
spectra have 700 variables, from 1100 to 2498 nm, with a 
2 nm interval as shown in Fig. 2. The blood hemoglobin 
reference was measured by a high-volume hematology 
analyzer, Coulter STKS monitor was made by the Coulter 
Corporation of Hialeah, FL. The dataset contains 231 sets 
of calibration and 194 new unseen data sets for the blind 
test to measure predictive accuracy of the modelling 
networks. 
 
Fig. 2 Blood hemoglobin reflectance raw spectral data. 
 
Table 1 shows the descriptive statistics of the samples 
and reference blood hemoglobin with a number of 
samples (n), minimum (Min), maximum (Max), mean and 
standard deviation (Std). Minimum and maximum data in 
calibration were 10.30 g/dL and 17.30 g/dL respectively. 
While minimum and maximum data in testing were 6.50 
g/dL and 18.20 g/dL respectively. From these range in 
calibration and testing, indicated that extrapolation 
samples were used for modelling. This type of 
extrapolation samples was used in IDRC shootout 2010 
[10]. 
 
Table 1 Descriptive statistics of the blood hemoglobin 
 
Data n Min 
(g/dL) 
Max 
(g/dL) 
Mean 
(g/dL) 
Std 
Calibration 231 10.30 17.30 13.78 1.66 
Testing 194 6.50 18.20 12.20 2.83 
Total 425 6.50 18.20 13.06 2.40 
 
2.2 Savitzky Golay preprocessing 
The ANN is a promising modelling technique for 
dealing with any nonlinearities and complexities data 
[17]. However, the prediction performance of ANN can 
be degraded when various aspects e.g. preprocessing data 
problems, structure and learning algorithm are not 
considered appropriate [17]. The SG preprocessing was 
used to perform smoothing (SGD0), first order (SGD1) 
and second order (SGD2) SG derivatives to remove 
unwanted signals from the spectral data before calibration 
process.  A total of 231 samples were processed with 
three different SG preprocessing methods e.g. SG 
smoothing, first order, and second order SG derivative 
preprocessed data. Optimal frame lengths for SG 
preprocessing would be measured to improve the 
performance of the model. The coefficients of smoothing 
(C0), first order (C1) and second order (C2) derivatives 
were generated by using built in matrix routine function 
from MATLAB software (MATLAB® Version8.4 
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(R2014b)). Middle value from desired order derivative 
can be estimated by the dot product of each value of C0, 
C1 and C2 represented coefficient differentiation filter 
with spectral data using Equation 1. 
𝑌𝑗 =  𝐶𝑖⨂𝑦 𝑗 =  𝐶𝑖𝑦𝑖+𝑗
𝑚−1
2
𝑛−
𝑚−1
2
  
 
(1) 
 Where Ci is set of SG coefficient, yi+j is a related set 
of data before treatment and Yj is observed value after 
treatment. While m and n are the measured number and a 
total number of frame length, respectively. 
 
2.3 Artificial neural network 
The ANN is inspired from human brain that consists 
of many neurons that connected each other to form 
complex networks for learning and thinking. One of the 
famous artificial neural networks is multi-layer 
perceptron (MLP) that trained by Levenberg-Marquardt. 
2.3.1 Multilayer perceptron 
The MLP that was applied in this study has three 
layers e.g. an input layer connected with a hidden layer 
and linked to the output layer [18].  Result outputs of 
each neuron were established by multiplying the 
corresponding weights and then the weights that are first 
summed (combined) before passed through a transfer 
function to get the desired output. With 700 input of 
spectra variables, one to ten hidden neurons were varied 
to predict the value of an output layer. To minimize time 
consuming without degrading predictive accuracy, one 
hidden layer was used, which is capable of predicting 
problems [19-20]. Default transfer functions of tan-
sigmoid for hidden layer and linear transfer function for 
output layer were used to receive input from the sum of 
the weighted inputs and the bias [21]. Nguyen-Widrow 
initialization was used to generate initial weight and bias 
values for each layer and distributed evenly over the input 
and has advantages with faster training process works 
[22]. The network has been trained 100 times with 
different initial weights to observe effects of different 
initial weights to the global performance of the model. An 
appropriate and optimal initial weights can reduce initial 
error and number of iteration required to attain specific 
error. After that, the best model for training will be 
selected based on the optimal accuracy performance. 
Finally, selected model was tested with new unseen data 
to assess the prediction accuracy of the ANN. 
 
2.3.2 Levenberg-Marquardt 
The Levenberg-Marquardt (LM) is considered as the 
solution to most of the problems that are nonlinear least 
square [23-24]. It is considered as an intermediate 
between the Gradient Descent and Gauss Newton 
algorithms. LM has been used as repetitive techniques to 
minimize the error of nonlinear functions. LM algorithm 
is extensively preferred as supervised learning technique 
because it could achieve minimum training time 
consuming in most cases. Several researches have shown 
that LM algorithm could achieve a slightly better 
accuracy compared to Scaled Conjugate Gradient (SCG) 
[23]. However, LM algorithm does not guarantee global 
optimal performance and it should be properly optimized 
using a proper strategy e.g. holdout validation or cross-
validation [24-25]. Default training parameters for LM 
algorithm provided by MATLAB function has been used 
in this research as shown in Table 2. The training process 
will stop when either the maximum number of epochs is 
reached, the goal performance is achieved, the 
performance of gradient is below minimum gradient 
value, the momentum update is exceeded, or the failure 
validation is more than the maximum amount. 
 
2.4 Performance evaluation 
Root mean squared error of calibration (RMSEC) 
and root mean squared error of prediction (RMSEP) were 
used to evaluate the performance of ANN. RMSEC and 
RMSEP are computed using Equation 2. 
RMSEC or RMSEP 
n
yy
n
i



 1
2)ˆ(
 
(2) 
Where n is the total number of samples, while ŷ and 
y denote the predicted blood hemoglobin and reference 
blood hemoglobin, respectively. The difference between 
RMSEC and RMSEP is the data that used to compute 
RMSEC was from training data, while the data that used 
to compute RMSEP were obtained from new independent 
unseen data. Therefore, the best model should have the 
lowest value of RMSEP. Next, the coefficient of 
determination (R2) was used to interpret proportion of the 
variance in the predicted data from reference value output 
of regression analysis. In other words, R2 can be used to 
describe the relationship between blood hemoglobin and 
near-infrared spectrum as stated in Equation 3. 
2
cR or
2
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2
2
)(
)ˆ(
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yy
 (3) 
Where ȳ is mean of reference data, ŷ and y denote 
the predicted and reference blood Hb respectively from 
the new unseen dataset. Rc2 is the coefficient of 
determination of calibration was taken from training 
process, while Rp2 is the coefficient of determination of 
prediction taken from the testing process. The predictive 
modelling can be considered as a perfect performance 
when the value of R2 approaching or equal to value 1 
without any measurement error. 
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Table 2: Levenberg-Marquardt (LM) training parameters 
Maximum number of epochs to train 1000 
Performance goal 0 
Maximum validation failures 6 
Minimum performance gradient 1 x 10-7 
Initial momentum update 0.001 
mu decrease factor 0.1 
mu increase factor 10 
Maximum momentum update 1 x 1010 
 
 
 
3. Results and Discussion 
3.1 Savitzky Golay preprocessing 
Spectral data has been preprocessed with different 
types of SG preprocessing e.g. smoothing SG, first order, 
and second order SG derivative with optimal number of 
frame length. In this research, the number of frame length 
for SG preprocessing were adopted from previous, i.e. 
smoothing SG was 77, first order SG derivatives was 27, 
and second order SG derivatives was 79 [26]. 
3.2 Hidden neurons 
Fig. 3 illustrates the root mean square error of 
calibration (RMSEC) and root mean square error of 
prediction (RMSEP) for training performance and 
predictive performance, respectively. The results indicate 
that most of the training performance is outperforms than 
predictive performance with RMSEC below than 0.3 
gd/L. However, training performance cannot be 
benchmarking to measure the predictive performance of 
the model. Fig. 3 (a) shows ANN without SG 
preprocessing be able to achieve an optimal performance 
of prediction when 3 number of hidden neurons were 
used with RMSEP of 0.4607 gd/L. However, overfitting 
network occurs when more than 4 number of hidden 
neurons were used with increasing value of RMSEP.  
Meanwhile, Fig. 3 (b) shows ANN coupled with 
smoothing SG tend to achieve a better performance of 
prediction with RMSEP of 0.4499 gd/L when 2 number 
of hidden neurons were used. This result indicates that 
preprocessed spectral data using smoothing SG tends to 
improve the performance of prediction and reduce the 
complexity of the network. Concurrently, Fig.4 (c) shows 
ANN coupled with first order SG derivative tends to 
produce an optimal performance prediction when 5 and 7 
number of hidden neurons were used with RMSEP of 
0.3517 gd/L and 0.4090 gd/L respectively. This result 
indicates that 5 hidden neurons tend to give optimal 
performance in the testing process. Moreover, the result 
was expected to be better compared to ANN without SG 
preprocessing and ANN coupled with smoothing SG 
because the baseline shift effect has been removed using 
first order SG derivative. Fig. 3 (d) shows an optimal 
prediction performance for ANN coupled with second 
order SG derivative was obtained with RMSEP of 0.4571 
gd/L when three number of hidden neurons were used. 
The network going to be overfitting when more than four 
number of hidden neurons were used. Consequently, the 
results indicated that the most optimal prediction of 
performance achieved when less than three number of 
hidden neurons were used; except ANN coupled with first 
order SG derivative that used five number of hidden 
neurons. Hence, different types of SG preprocessing with 
different number of hidden neurons should be measured 
to optimize prediction of performance. Therefore, five 
number of hidden neurons ANN coupled with first order 
SG derivative are acknowledged as the best performance 
of prediction with its ability to perform well on unseen 
data. 
The coefficient of determination (R2) value 
represents the summary of correlation between outputs 
and targets as shown in Fig. 4. Based on the regression 
obtained, ANN with first order SG derivative shows an 
optimal correlation of Rp2 = 0.9849 in prediction followed 
by ANN with smoothing SG of Rp2 = 0.9761, ANN with 
second order SG derivative of Rp2 = 0.9746, and ANN 
without SG derivative of Rp2 = 0.9734. The result 
indicates that the ANN with first order SG derivative has 
high correlation when Rp2 value approaching value 1 and 
can be considered as a good model for predictions.  
3.3 Prediction performance 
The performance accuracy of the artificial neural 
network with different SG preprocessing methods with an 
optimal number of hidden neurons was summarized in 
Table 3. Results indicate that ANN with SG 
preprocessing e.g. SG smoothing, first order SG 
derivative, and second order SG derivative achieved a 
better performance compared to ANN without 
preprocessing. This indicates that the unwanted signals in 
the raw spectral data were successfully reduced or 
removed using SG preprocessing. With five number of 
hidden neurons, ANN with SG1 tends to produce the 
optimal performance of predictions. This indicates that 
the complex neural networks could memorize the training 
data and generalize new unseen data for prediction. 
Results show that ANN coupled with SG1 and five 
number of hidden neurons achieved the best predictive 
accuracy with RMSEP of 0.3517 gd/L and 2
pR  of 0.9849. 
This result also indicates that ANN with first order SG 
derivative could produce better predictive accuracy 
compared to the previous works that used multiple linear 
regression (MLR), and Partial Least Square (PLS) 
[11][26]. This could be because the spectral data consists 
of nonlinear information. Besides, the combination of 
ANN and SG preprocessing using a proper optimization 
ultimately revealed the optimal predictive performance of 
the nonlinear model [15]. Table 3 depicts that the first 
order SG derivative that shows the optimal performance 
when nonlinear modelling approach, while second order 
SG derivative shows the optimal performance when 
linear modelling approached was applied [15]. This 
finding indicates that spectral data after preprocessed 
with first order SG derivative contains relevant 
information for nonlinear modelling while second SG 
derivative contains relevant information for linear 
modelling. 
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(a) (b) 
  
(c) (d) 
Fig. 3 The root mean square error of neural network (NN) versus the change of a number of hidden neurons with 
different Savitzky Golay (SG) preprocessing: (a) NN without SG preprocessing, (b) NN coupled with smoothing SG, 
(c) NN coupled with first order SG derivative, and (d) NN coupled second order SG derivative. 
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(a) (b) 
  
(c) (d) 
Fig. 4: Regression analysis plot of calibration and prediction set different preprocessing: (a) ANN without SG 
derivative, (b) ANN with smoothing SG, (c) ANN with first order SG derivative, and (d) ANN with second order SG 
derivative. 
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Table 3: The performance accuracy of the artificial neural network with different SG preprocessing methods with the 
optimal hidden neurons 
 
 
4. Conclusion 
This study investigated the feasibility of artificial 
neural network (ANN) and Savitzky Golay (SG) 
derivative in predicting blood hemoglobin using near-
infrared spectrum. Results indicates that a combination of 
SG preprocessing and ANN improved predictive 
accuracy without wavelength selection and reduction 
data. In particular, the identification of an appropriate SG 
preprocessing and the optimal hidden neurons is 
important for the ANN to achieve its optimal predictive 
accuracy. Finding shows that ANN that coupled with the 
first order SG derivative with a proper optimization was 
able to achieve a better predictive accuracy in predicting 
the blood hemoglobin using near-infrared spectral data 
with RMSEP of 0.3517 gd/L and 2
pR  of 0.9849, 
compared with the previous works [11]. Nevertheless, 
various algorithms for multilayer perceptron and different 
ANN models coupled with SG preprocessing may be 
investigated to minimize overfitting that may occur 
during training process to further improve the prediction 
accuracy. 
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