In this paper we present an algorithm for optimal processing of time-dependent sequenced route queries in road networks, i.e., given a road network where the travel time over an edge is time-dependent and a given ordered list of categories of interest, we find the fastest route between an origin and destination that passes through a sequence of points of interest belonging to each of the specified categories of interest. Our approach uses the A* search paradigm equipped with an admissible heuristic function, thus guaranteed to yield the optimal solution, along with a pruning scheme for further reducing the search space. Our experiments using a real data set have shown our proposed solution to be up to two orders of magnitude faster than a previous solution extended to handle time-dependency.
INTRODUCTION
The optimal sequenced route (OSR) query [14] aims at finding the optimal route, in terms of distance, from an origin location passing through a number of points of interest (POIs), each belonging to a specific sequence of categories of interest (COIs). This query has several applications, e.g., planning the (time-or distance-wise) optimal trip where one * This research has been partially supported by grants from CNPQ, Brazil, European Union's SEEK project and ESF, and NSERC Canada.
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However, on a typical road network the time a user requires to traverse an edge depends on the departure time, i.e., the road network is a time-dependent graph. In that context, we propose, as our main contribution, an efficient algorithm to solve the new optimal time-dependent sequence route (OTDSR) query. The OTDSR query takes as input a time-dependent graph TDG and returns a route for a user departing at time t from s towards d, visiting exactly one POI from each COI in an ordered list Cq, such that this route is optimal in terms of total travel time.
Since time is essential in this case, we also consider the time the user will spend at each POI (such assumption is not considered nor necessary in the standard OSR query). The case where that such time is itself time-dependent can be trivially addressed by simply substituting a POI node with two nodes, an "entry" and an "exit" node, modelling the time spent at the POI as the time to travel between such nodes. We also make the practically reasonable assumption that the (time-dependent) travel cost of each edge in the TDG satisfies the FIFO property, i.e., an object that starts traversing an edge first has to finish traversing this edge first as well.
Finally, our proposed solution is generic in the sense that it can be also readily applicable to the standard (i.e., nontime dependent) OSR query as well. Any OSR query instance can be trivially converted to an OTDSR query instance where the edge costs are constant and the time spent at each POI is null.
The main contribution of this short paper 1 is a method to find optimal solutions for OTDSR queries. The method is based on the A* search algorithm [6] equipped with a suitable and provably admissible heuristic function, which guarantees the optimality of the search result. For comparison purposes, we also present a solution that is obtained by extending the also optimal PNE (Progressive Neighbor Exploration) approach proposed in [14] to cope with the time-dependency characteristic. Our experiments show that our algorithm is much more efficient than the one using the extended PNE approach.
RELATED WORK
The Trip Planning Query (TPQ) was originally proposed in [11] . Differently from the OSR query as well as from the OTDSR query, no order among COIs is imposed in TPQs.
Optimal solutions to the OSR query in vector and metric spaces were first proposed in [14] and later extended in [15] . Other solutions to OSR queries have also been proposed in [13, 7, 5] . The multi-rule partial sequenced route (MRPSR) query, a generalization of the OSR and the TPQ queries, has been investigated in [1] . However, none of these take into consideration the time-dependency of road networks.
Several other works have studied the problem of finding the fastest route between two locations in time-dependent networks [16, 4, 9, 8] . However, these works do not deal with the need to visit specific COIs when traveling between locations. The authors in [12] considered the problem of finding the best trip plan which visits several predetermined POIs (no order is specified). Our OTDSR query chooses one (of possibly several) POI from each COI according to a specified COI sequence.
In [10] the authors proposed the traffic-aware route search (TARS) query which aims at finding the fastest route from an origin to a destination via POIs of specified types, while taking into account the time-dependency of the network and the possibility that some visited entities will not meet the user's needs. A TARS query may include temporal and order constraints that restrict the order by which entities are visited. While heuristics have been proposed for TARS queries, we assume that a total order over the COIs is given and, thus, we are able to find an optimal solution.
SOLUTIONS TO THE OTDSR QUERY
We propose two solutions to solve the OTDSR problem optimally. We first present a baseline solution which is based on the progressive neighbor exploration (PNE) approach in [14] . PNE is non-time-dependent thus we extended it in order to cope with the time dependency characteristic of the OTDSR query. The resulting approach, which we name TD-PNE, uses the TD-NE-A* [3] algorithm to perform the necessary time-dependent NN local searches. Next, we propose our solution, called TD-OSR, which uses an A* search to guide the network expansion; we also propose a scheme to reduce the number of node re-expansions.
Aiming at reducing the execution time of the query, a preprocessing step is performed in both solutions, TD-PNE and ours, in order to calculate bounds to guide the expansion of vertices.
Particularly, the TD-PNE solution uses the pre-computed bounds in the TD-NE-A* algorithm [3] , which is used to find local time-dependent nearest neighbors. The original TD-NE-A* algorithm aims at finding the k closest POIS from a starting point s at a given departure time t by performing an A* search. That algorithm pre-computes lower bounds to reach the closest POI, belonging to any COI, from every vertex in the network. These bounds are used as the heuristic function in the A* search. As we are interested only in POIs belonging to the sequence of COIs given as input, we modified that algorithm so that, in the pre-processing step, we calculate optimistic estimates to reach the closest POI in each COI, from each v ∈ V . Thereby, the search can be guided towards a specific COI.
In order to calculate these lower bounds, independently of a departure time, we construct a lower bound graph G. Given a TDG G, G is a graph that has the same set of vertices V and edges E as G but the cost of an edge G is given by the minimum cost possible to traverse the same edge in G; G is thus an optimistic non-time dependent version of G.
Once G is constructed, we pre-compute, from every v ∈ V and for every Ci ∈ C, the cost L(v, Ci) that is the cost of the fastest path from v to its nearest POI belonging to the category Ci in G. Note that we do not calculate the cost to reach every POI of the network from every v ∈ V . Moreover, these costs are calculated for every COI because the COI order given as the query input may include any COI and they are not known in advance. In order to compute these cost estimates, we execute Dijkstra's algorithm from each vertex v to find its nearest POI from each category in G.
The TD-OSR Algorithm
We now present TD-OSR, our main contribution in this paper. It uses an A* search to guide the network expansion so that vertices with more potential are examined first. To measure the potential of a vertex v, a function f
is the current cost from the starting point s to v , and h(v) is a heuristic function estimating the time to pass through all the categories of POIs and to reach the destination. The smaller the value given by the sum of the current cost to a vertex plus the heuristic function value for it, the greater its potential. If the estimate h(v) is a lower bound to the actual cost -which is the case as we shall show shortly-f (v) is said to be admissible and therefore, by virtue of the A* design the solution, i.e., the path found in the TDG, is guaranteed to be optimal.
In order to calculate the h(.) value, we need cost estimates to reach the COIs in the graph as well as to reach the destination d. The first is computed in the pre-processing step (described above) and is independent of the sequence given as input. The calculation of the estimate to reach the destination is more difficult because it can potentially be any node of the network. To pre-calculate the shortest path from every node to every other node that could be set as d is an impractical option. However, once d is given as a query input, we can compute the shortest path from every vertex v ∈ V to d by running Dijkstra's algorithm (one-to-all shortest paths) from d in the reverse graph of G only once. A reverse graph of G is a graph with the same set of vertices as G, but the edges are reversed, i.e., if G contains an edge (u, v) then the reverse of G contains an edge (v, u).
Once we have the estimates to reach the categories of POIs and to reach the destination computed for any vertex v, we can calculate the heuristic function h(v) as follows:
Given the sequence of COIs Cq = (C 1 q , C 2 q , ..., C m q ) and considering that a path from the starting point s to a vertex v has already passed by POIs of the categories C 1 q , ..., C i q , the heuristic value for v is given by:
is the cost of the shortest path from v to its nearest POI of the category C i q in G and L(v, d) is the estimate to reach d from v. In other words, the cost to pass through the categories of POIs in Cq = (C 1 q , C 2 q , ..., C m q ) and to reach the destination is at least the minimum cost to reach the farthest of them.
Let us define two concepts and their notations (which will also be used in the algorithm shortly). We define as the Travel Time (TT) of a mobile user the accumulated cost of traversing all edges in its current path until reaching the current node v, and we denote it by T Tv. Similarly, we denote the Arrival Time (AT) of the mobile user at a node v as ATv. Moreover, we denote ATs = t (the departure time from the starting point) and when traversing an edge between node u and v, we have ATv = ATu + cuv(ATu), where cuv(ATu) is the cost of traversing the edge (u, v) at time ATu. If we denote T T (v, d, ATv, Cq[i + 1...m]) as the remaining travel time leaving from v at time ATv towards d through POIs in the sequence Cq[i + 1...m], it suffices to prove that h(v, Cq[i + 1...m], d) ≤ T T (v, d, ATv, Cq[i + 1...m]). This relation is in fact true and a proof can be found in [2] .
Thereby, the heuristic function that guides the A* search in our approach is admissible and therefore the obtained path is guaranteed to be optimal.
Algorithm 1 shows the pseudo-code for the TD-OSR algorithm. First, the algorithm loads the reverse graph of G, denoted as G R . Then, Dijkstra's algorithm is used to calculate the costs of the fastest paths from d to every v ∈ V in G R . These costs, which are estimates to reach the destination, are stored in vector destination. This initialization step is shown in the lines 1 and 2. Next, the algorithm begins the network expansion and inserts s in a priority queue Q (line 7) which stores the set of candidates for expansion in the next step. An entry in Q is a tuple vi, AT vi, T T vi, LBvi, Rvi , where AT vi is the arrival time at vi, T T vi is the travel time from s to vi, LBvi is given by T T vi + h(vi, C[i...m]), which is calculated as defined above, and Rvi stores the ordered list of POIs that have already been reached in the path from s to vi. The priority of elements in Q is given by increasing order of LBvi, thus vertices that offer a greater chance to reach the POIs in C and the destination quickly are checked first.
The vertices are dequeued from Q (line 9) and expanded. When a vertex u is dequeued from Q it is marked as removed (line 10) in the list corresponding to the number of POIs that have already been reached in the path to it. For example, when s is dequeued, it is inserted in the list Removed[0], meaning that no POI, according to the given sequence C, was reached in the path from s to itself. For every v adjacent to u we check if it is a POI and if it belongs to next category in the sequence. If this condition is satisfied (which is verified in line 18), v is inserted in the next position of Rv and the number of POIs that belong to the sequence found in the path to v is incremented. Furthermore, we add the time the user expects to spend at a POI of the next category, τ C[next] , to the arrival time at the neighbors of v (line 19).
For each v, we check whether it is in Removed[|Rv|] . . . Removed[m] (line 26). If it is in any of these lists, it is not beneficial for us inserting v in Q, since it has been already found in a path that includes more POIs and has a lower LBv. If it is not in any of these queues and neither in Q (which is verified in line 27) it is inserted in Q. If it is in Q, we check if the new path to it includes more POIs in sequence than in the old one in Q and if LBv (of the new entry) is less or equal to the one in Q (line 32). If these conditions are satisfied, the old entry of v is removed from Q and the new one is inserted. By doing this, we avoid re-expanding vertices unnecessarily.
The algorithm stops when the next vertex expanded is the destination d and the path from s to d, R d , includes all the categories of POIs in C according to the visiting sequence as shown in lines 11 and 12.
PNE's Time-dependent Extension
In order to have a baseline solution, we propose a timedependent extension of the PNE [14] algorithm, named TD-PNE. The PNE algorithm generates the optimal route progressively by performing local NN searches in road networks with static costs. We modified that algorithm such that each NN search accounts for the dependency on departure time and is performed using the TD-NE-A* algorithm [3] . The latter is equipped with the new heuristic described above, that takes into account the next COI to be visited in the sequence. For instance, assuming that the first POI to be visited is a bank, the time-dependent NN query that starts from s is guided towards its closest banks and takes into account the departure time from s (for more details please refer to [2] ).
EXPERIMENTS
We performed experiments using a real dataset from the Attica region in Greece which was extracted from OSM 2 . It has 161066 vertices, 204854 edges and a diameter of about 70 km. We chose 20 COIs, that represent services, from the existing ones in the real dataset, making a total of 1348 POIs, i.e,. an average of 67 POIs per COI. Finally, we generated the edges' cost for different times of the day in a manner as to reflect varying traffic conditions, e.g., slower during rush hour vs. calmer middle afternoon 3 .
In the following we discuss how the algorithms behave in relation to the size of the COI sequence given as input (1, 3 or 10, with 3 being the default) and the distance between the query and the destination vertices, which we refer to as "Query Locality" (5%, 15% or 50% with 15% being the default). This distance is a percentage of the network diameter and serves to show how harder the problem becomes as this distance increases. Moreover, we also investigate the effect of the frequency of POIs.
As expected and shown in Figure 1 , the processing time of the queries and the number of expanded vertices increase with the size of the COI sequence in both solutions. There is a greater number of candidate routes to be investigated in both solutions when the sequence size increases, which explains the decrease in performance as the queried sequence gets larger. Figure 2 shows that the larger the distance between the origin and the destination, the greater the number of candidate shortest paths between these two locations which increases the number of candidate routes to be investigated in both solutions. Finally, even a detailed Figure is omitted due to lack of space, we found that the more rare the POIs, the more searching TD-OSR has to perform. On the other hand, for the TD-PNE more rare POIs implied less routes to be 3 For details please refer to [2] .
searched. Nonetheless TD-OSR was much faster than TD-PNE in all investigated scenarios.
A number of other experiments using synthetic data sets were also performed, e.g., varying the network size, the density of POIs, the average vertex degree and the number of COIs, can be found in [2] . In all of them TD-OSR outperformed TD-PNE by at least one order of magnitude.
CONCLUSION
We have addresed an extension of the well known OSR query, namely the OTDSR query, which generalizes the original OSR query. Our solution is based on the A* paradigm with an admissible heuristic function that guarantees optimality of result. In order to evaluate the merits of our proposal, the TD-OSR algorithm, we compared it to a timeaware extension of an approach previously designed for the (non-time dependent) OSR, which we named TD-PNE. Varying a number of parameters and using a real dataset, the TD-OSR was always significantly faster than the TD-PNE.
