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Abstract
The HLLC Riemann solver, which resolves both the shock waves and contact discontinuities, is popular to the com-
putational fluid dynamics community studying compressible flow problems with mesh methods. Although it was
reported to be used in meshless methods, the crucial information and procedure to realise this scheme within the
framework of meshless methods were not clarified fully. Moreover, the capability of the meshless HLLC solver to
deal with compressible liquid flows is not completely clear yet as very few related studies have been reported. There-
fore, a comprehensive investigation of a dimensional non-split HLLC Riemann solver for the least-square meshless
method is carried out in this study. The stiffened gas equation of state is adopted to capacitate the proposed method
to deal with single-phase gases and/or liquids effectively, whilst direct applying the perfect gas equation of state for
compressible liquid flows might encounter great difficulties in correlating the state variables. The spatial derivatives
of the Euler equations are computed by a least-square approximation and the flux terms are calculated by the HLLC
scheme in a dimensional non-split pattern. Simulations of gas and liquid shock tubes, moving shock passing a cylin-
der, internal supersonic flows in channels and external transonic flows over aerofoils are accomplished. The current
approach is verified by extensive comparisons of the produced numerical outcomes with various available data such
as the exact solutions, finite volume mesh method results, experimental measurements or other reference results.
Keywords: computational fluid dynamics, Euler equations, least square, clouds of points
1. Introduction
For compressible flow problems in computational fluid dynamics (CFD), the physical features such as shock waves
and/or contact discontinuities, across which the fluid density, velocity and/or pressure vary abruptly, often appear
in the solution. They are usually referred as Riemann problems (named after Bernhard Riemann) in mathematics
[1]. Based on the characteristics analysis, the exact solutions can be obtained through iterations and they perform
well for simple problems [2, 3]. However, exact Riemann solvers are computational expensive for two- and three-
dimensional problems, for which thousands or millions of mesh elements are used to discretise the whole flow domain
[4]. Therefore, great efforts have been made in the past several decades to develop the efficient approximate Riemann
solvers.
For this purpose, Harten, Lax and van Leer proposed the HLL Riemann solver with a two-wave model resolving
three constant states [5]. To restore the intermediate wave missing from the HLL solver, Toro et al. [6, 7] proposed
the HLLC Riemann solver composing a three-wave model to separate four averaged states. Consequently the contact
discontinuity was identified by the HLLC solver [6]. Batten et al. further modified the wavespeeds estimate of the
scheme, assuming the intermediate wave speed equals to the average normal velocity between the intermediate left
and right acoustic waves [8, 9]. The HLLC scheme is a versatile approximate Riemann solver and it has attractive
features including exact resolution of isolated contact and shock waves, positivity preservation and enforcement of
entropy condition [8, 10]. It is now one of the most popular approximate Riemann solvers used by the researchers
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investigating compressible flow problems with mesh methods [1, 9–14]. These facts trigger off our intention to extend
the HLLC scheme from mesh methods to meshless methods.
Meshless methods are relatively new and currently they are not as mature as mesh based methods including finite
difference, finite element and finite volume. Since the important work of Batina in meshless methods for compu-
tational gas dynamics [15, 16], many studies have been accomplished to explore the advantages of these methods
for simulating external aerodynamics problems using the JST (Jameson-Schmidt-Turkey) scheme or upwind schemes
[17–29]. Some concerns were raised by researchers regarding the efficiency of meshless methods, because these kinds
of methods are usually not faster or even slower than mesh methods on a per-point basis as indicated by Batina[16].
While this topic is beyond the scope of the current work, readers may refer to the following important works using
implicit method [17, 22, 26], adaptive method [21, 27], hybrid method [19, 38] and multi-level cloud method [18],
which have been accomplished to address this issue. It was noticed by the current authors that the HLLC scheme
was claimed to be used in meshless methods for gas dynamics problems [32]. Unfortunately, it was not clearly stated
whether the flux terms were computed in a dimensional split or non-split manner, and the wavespeeds estimate for the
HLLC scheme was not clarified. After a relatively thorough investigation of the above-mentioned works for meshless
methods, it is interesting to discover that these researcheres mainly focused on the compressible gas flows and only
the perfect gas equation of state (PG-EOS) was adopted to correlate the state variables (density, pressure and tem-
perature/energy). Consequently, it is a little difficult to foresee whether they will extend the meshless methods to the
simulation of compressible liquids for high pressure and/or high speed flow problems in hydrodynamics.
The objective of the present work is to conduct a comprehensive study of the HLLC approximate Riemann solver
within the framework of least-square meshless method (LSMM) for compressible flows. A dimensional non-split
meshless HLLC Riemann solver is presented with specific implementation details in this paper. A corresponding
step-by-step instructive computing algorithm, which is easy to follow, is also provided in the paper. The main work
concentrates on the compressible gas flows, which are very important for computational aerodynamics. Referring the
liquid flows in hydrodynamics, they are generally considered to be incompressible due to their small density variations.
However, for high pressure and/or high speed problems, simply assuming the liquids as incompressible will encounter
difficulties in numerical simulations [41, 46–51]. Therefore, a tentative study of the compressible liquid flow problems
with the meshless HLLC solver is also presented to gauge the capability of the method. Considering the fact that the
PG-EOS may be not very suitable for liquids to correlate the state variables, the stiffened gas equation of state (SG-
EOS) is adopted in the present work. This enables the presented method to effectively handle the gases and liquids
with the appropriate polytropic constants and pressure constants. To the best of our knowledge, the implementation
of the HLLC solver for the SG-EOS in meshless methods has not been reported in the literature.
The rest of this paper is organised as follows. The governing equations indicating the conservation of mass,
momentum and energy for compressible flows are presented in Section 2. The basic theory of LSMM is described
in Section 3.1, the spatial discretisation of the Euler equations is presented in Section 3.2. The HLLC approximate
Riemann solver for LSMM is illustrated in Section 3.3 followed with the time integration method described in Section
3.4. Numerical examples of one-dimensional gas and liquid shock tubes, two-dimensional moving shock passing a
cylinder, internal supersonic flows in channels and external transonic flows over aerofoils are given in Section 4 with
intensive comparisons to various available reference results. Conclusions are drawn in Section 5.
2. Governing equations
The present work focuses on the two-dimensional single-phase inviscid compressible flows, of which the mathe-
matical model is represented by the Euler equations indicating the conservation of mass, momentum and energy. The
differential forms of these equations can be expressed as
∂U
∂t
+
∂E
∂x
+
∂F
∂y
= 0 (1)
where U is a vector of conservative variables, E and F are the flux terms, and are defined as
U =

ρ
ρu
ρv
ρet
 , E =

ρu
ρu2 + p
ρuv
(ρet + p)u
 , F =

ρv
ρuv
ρv2 + p
(ρet + p)v
 (2)
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in which, ρ is the density, p is the pressure, u and v are the components of velocity vector ~V along x and y axes
respectively. The total energy per volume ρet is the sum of the internal energy ρei and kinematic energy ρek, they are
evaluated by the following formulae
ρet = ρei + ρek (3a)
ρek =
1
2
ρ(u2 + v2) (3b)
ρei = ei(ρ, p) (3c)
The stiffened gas equation of state (SG-EOS) is used in the present work, therefore the internal energy is given by
ρei =
p + γpc
γ − 1 (4)
where pc is the pressure constant and γ is the polytropic constant. For ideal gas, the pressure constant vanishes
(pc = 0) and the polytropic constant equals to the ratio of specific heats (γ = 1.4 for air). The speed of sound can be
calculated by the following formula
c2 =
γ
ρ
(p + pc) (5)
3. Numerical methods
Meshless methods are relatively new for the compressible flow applications compared to the traditional mesh-
based methods including finite difference, finite element and finite volume methods. In this section, the basic theory
of LSMM is firstly described and the spatial discretisation procedure of the Euler equations is explained. Then a
dimensional non-split implementation of the HLLC scheme in LSMM is presented. Finally the temporal discretisation
of the governing equations is given.
3.1. Basic theory of LSMM
        
 
Figure 1: Meshless points distribution in the domain Ω
The essential idea of meshless methods is to introduce a number of scattered points Pi(i = 1, 2, 3, . . . , N) to a
domain Ω. The connectivity between the points is not necessary to be considered. Fig. 1 gives an example of the
domain discretisation using meshless points. For each point, several points around it are chosen to form a cloud of
points [15, 16, 34, 35]. Fig. 2 shows a cloud of points Ci, in which the point i is named the centre and the other points
are called the satellites (Pi j is the midpoint between i and j).
The coordinate difference between the satellite j and the centre i can be expressed as
hij = x j − xi, lij = y j − yi (6)
3
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Figure 2: A typical meshless cloud of points
For simplicity, h j and l j are used to denote hij and lij, respectively. The vector rij = (h j, l j) starts from i to j, its length
is
rij =
√
h2j + l2j (7)
and the reference radius of the cloud Ci is defined as
Ri = max
(
ri1, r
i
2, . . . , r
i
j, . . . , r
i
Mi
)
(8)
where Mi is the total number of the satellites in the cloud.
Least square is adopted in the present work to approximate the spatial derivatives of a function [15, 16, 34] and
its basic idea is described as follows. Considering any differentiable function f (x, y) in a given small domain Ωi, the
Taylor series about a point Pi(xi, yi) can be expressed in the following form
f = fi + a1h + a2l + 12a3h
2 +
1
2
a4l2 + a5hl + O(h3, l3) (9)
where f = f (x, y) and fi = f (xi, yi) are the function values, h = x − xi and l = y − yi are the coordinate differences
between the points. The coefficients ak(k = 1, 2, 3, 4, 5) represent the partial derivatives of the function at Pi(xi, yi)
a1 =
∂ f
∂x
∣∣∣∣∣
i
, a2 =
∂ f
∂y
∣∣∣∣∣
i
, a3 =
∂2 f
∂x2
∣∣∣∣∣∣
i
, a4 =
∂2 f
∂y2
∣∣∣∣∣∣
i
, a5 =
∂2 f
∂x∂y
∣∣∣∣∣∣
i
(10)
By keeping the terms until second order, the approximate function value at point P j(x j, y j) is obtained
˜f j = fi + a1h j + a2l j + a3
h2j
2
+ a4
l2j
2
+ a5h jl j (11)
As the partial derivatives in the Euler equations are of first order, the terms in the formula (9) being kept to first order
is usually reasonable[36]. Consequently, the approximate value is
˜f j = fi + a1h j + a2l j (12)
and the error between the exact and approximate values is
e j = f j − ˜f j = f j −
(
fi + a1h j + a2l j
)
(13)
Then for cloud Ci, the total error can be estimated by the following norm
Φ =
1
2
Mi∑
j=1
e2j (14)
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In order to minimise the error Φ, its derivatives about a1 and a2 are set to zero
∂Φ
∂a1
=
∂Φ
∂a2
= 0 (15)
therefore a set of linear equations is obtained
Ax = b (16)
where
A =
[ ∑ h2j ∑ h jl j∑ h jl j ∑ l2j
]
(17)
x =
[
a1
a2
]
b =
[ ∑ h j( f j − fi)∑ l j( f j − fi)
]
(18)
If the matrix A is not singular, this system of equations can be solved by the following simple strategy
x = A−1b (19)
The solutions can be written into a linear combinations of the function values at different points
a1 =
∂ f
∂x
∣∣∣∣∣
i
=
Mi∑
j=1
α j( f j − fi), a2 = ∂ f
∂y
∣∣∣∣∣
i
=
Mi∑
j=1
β j( f j − fi) (20)
where α j and β j are computed from Eq. (19). They can also be estimated by the following formulae
a1 =
Mi∑
j=1
αi j( fi j − fi), a2 =
Mi∑
j=1
βi j( fi j − fi) (21)
where the subscript i j denotes the midpoint Pi j between i and j, fi j is estimated at this midpoint [17, 22, 37]. The
scalars at Pi j are two times of those at P j
αi j = 2α j, βi j = 2β j (22)
For compressible flows, computing the spatial derivatives using Eq. (21) is suitable for the implementation of Riemann
solvers [21, 23]. Some researchers introduce a weight function to the error estimation formula (14) and the derived
approach is named moving least square [17, 22] or weighted least square [27, 35, 38].
3.2. Spatial discretisation
bb bcbc
i j
ij
L R
+ −
~rij
Figure 3: A satellite j, midpoint i j and the centre i in the cloud
The formulae from (16) to (21) provide a way to compute the spatial derivatives within a cloud of points. The
Euler equations are required to be satisfied for every cloud of points in the domain. For any cloud Ci, Eq. (1) can be
written as
∂U
∂t
∣∣∣∣∣
Ci
+
(
∂E
∂x
+
∂F
∂y
)
Ci
= 0 (23)
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For simplicity, the subscript i is used to represent the cloud Ci in the following. Substitute Eq. (21) into Eq. (23) and
it becomes
∂Ui
∂t
+
Mi∑
j=1
[(
αi jEi j + βi jFi j
)
−
(
αi jEi + βi jFi
)]
= 0 (24)
In order to calculate the flux terms in a non-split manner, the above equation needs to be expressed in a compact form.
For this purpose, a parameter λ defined as
λ =
√
α2 + β2 (25)
and a vector ~η = (ηx, ηy) estimated by
ηx =
α
λ
, ηy =
β
λ
(26)
are introduced to Eq. (24). Now it can be written in the following form
∂Ui
∂t
+
Mi∑
j=1
(Gi j −Gi)λi j = 0 (27)
where
G = ηxE + ηyF =

ρq
ρuq + pηx
ρvq + pηy
(ρet + p)q
 (28)
in which q is the dot product of ~V and ~η
q = u · ηx + v · ηy (29)
Modern programming languages such as Fortran 90/95 provide advanced array operations, which makes it easy for
the computer codes be optimised on a machine with vector processors. Based on these considerations, the flux term
is advised to be computed by the following vectorised formula
G = qU + pNq (30)
where Nq = [0, ηx, ηy, q]T.
As illustrated in Fig. 3, the flux function G at the midpoint Pi j is evaluated by
Gi j = G(ULi j,URi j) (31)
A simple method to calculate the conservative variables for the left side L and the right side R is
ULi j = Ui, URi j = U j (32)
This is the classical first-order Godunov scheme, which assumes a piecewise constant distribution of the flow variables.
To improve the accuracy, a piecewise linear reconstruction of the data is adopted in this research. When reconstructing
the data, one option is to choose the conservative variables, another is to reconstruct the characteristic variables and
the other way is to select the primitive variables. In the present work, the data is reconstructed with the primitive
variables W = (ρ, u, v, p) due to its simplicity compared to the conservative and characteristic variables
WLi j = Wi +
1
2
∇Wi · rij (33a)
WRi j = W j −
1
2
∇W j · rij (33b)
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As high order schemes tend to produce spurious oscillations in the vicinity of large gradients [1], a slope or flux limiter
needs to be used to satisfy the TVD constrains [39]. In the present work, the following slope limiter is employed
ϕL =
∇Wi · ~rij∆Wij +
∣∣∣∣∇Wi · ~rij∆Wij∣∣∣∣ + ǫ
(∇Wi · ~rij)2 + (∆Wij)2 + ǫ
(34a)
ϕR =
∇Wk · ~rij∆Wij +
∣∣∣∣∇Wk · ~rij∆Wij∣∣∣∣ + ǫ
(∇Wk · ~rij)2 + (∆Wij)2 + ǫ
(34b)
where ∆Wij = W j − Wi. The small value ǫ is introduced to prevent null division in the smooth regions where
differences approach zero, it is set as ǫ = 10−12 in this research. In summary, the conservative variables are estimated
by the reconstructed primitive variables
WLi j = Wi +
1
2
ϕL∇Wi · rij (35a)
WRi j = W j −
1
2
ϕR∇W j · rij (35b)
UL,Ri j = U(WL,Ri j ) (35c)
3.3. The HLLC approximate Riemann solver
x
t
URUL
GRGL
SL SM SR
U
∗
L
U
∗
R
Figure 4: The HLLC Riemann solver
As mentioned in Section 1, the HLLC Riemann solver introduces an intermediate contact wave to the original
two-wave model of the HLL Riemann solver. Consequently, there are two intermediate averaged states (U∗L and U∗R)
separated by the contact wave S M as shown in Figure 4. The approximate solution may be expressed by four averaged
states
Ui j =

UL 0 ≤ S L
U∗L 0 ∈ (S L, S M]
U∗R 0 ∈ (S M, S R)
UR 0 ≥ S R
(36)
The corresponding midpoint flux is given by
Gi j =

GL 0 ≤ S L
G∗L 0 ∈ (S L, S M]
G∗R 0 ∈ (S M, S R)
GR 0 ≥ S R
(37)
Following the strategy of Toro [1] by applying the Rankine-Hugoniot conditions across the wave speeds S L and
S R, the following important formulations are obtained
G∗L = GL + S ∗L(U∗L − UL) (38a)
G∗R = GR + S ∗R(U∗R − UR) (38b)
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In order to compute the intermediate state flux, the averaged state conservative flow variables are necessary. To provide
these information, the intermediate flux is assumed to be a function of the averaged state flow variables as suggested
by Batten et al. [8, 9]
G∗L = q∗LU∗L + p∗LNq∗L (39a)
G∗R = q∗RU∗R + p∗RNq∗R (39b)
Substitute Eq. (38) into the above equation, we obtain
(q∗L − S ∗L)U∗L = GL − S ∗LU∗L − p∗LNq∗L (40a)
(q∗R − S ∗R)U∗R = GR − S ∗RU∗R − p∗RNq∗R (40b)
Notice that GL and GR can be estimated by Eq. (30) straightforwardly,
GL = qLUL + pLNqL (41a)
GR = qRUR + pRNqR (41b)
Substitute Eq. (41) to (40), we obtain
U∗L =
(qL − S L)UL + (pLNqL − p∗LNq∗L )
q∗L − S L
(42)
and
U∗R =
(qR − S R)UR + (pRNqR − p∗RNq∗R )
q∗R − S R
(43)
Once the intermediate velocity component q∗L,R and pressure p∗L,R are known, the conservative variables can be easily
obtained by the above two equations. Based on the condition
pM = p∗L = p
∗
R (44)
(there is no jump of pressure across the contact wave) and a convenient assumption [8] setting the contact wave speed
to the following
S M = q∗L = q
∗
R = qM (45)
the intermediate wave speed can be calculated by
S M =
ρRqR(S R − qR) − ρLqL(S L − qL) + pL − pR
ρr(S R − qR) − ρL(S L − qL) (46)
and the intermediate pressure may be estimated as
pM = ρL(qL − S L)(qL − S M) + pL = ρR(qR − S R)(qR − S M) + pR (47)
The left and right states wave speeds are computed by
S L = min(qL − cL, q˜ − c˜) (48)
and
S R = max(qR + cR, q˜ + c˜) (49)
where q˜ is an averaged velocity component evaluated by
u˜ =
√
ρLuL +
√
ρRuR√
ρL +
√
ρR
(50a)
v˜ =
√
ρLvL +
√
ρRvR√
ρL +
√
ρR
(50b)
q˜ = ηxu˜ + ηyv˜ (50c)
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For ideal gas, the averaged speed of sound c˜ can be computed from the averaged enthalpy ˜h as stated by Roe [40]
and Batten et al. [8, 9]
˜h =
√
ρLhL +
√
ρRhR√
ρL +
√
ρR
(51a)
c˜ =
√
(γ − 1)
[
˜h − 1
2
(u˜2 + v˜2)
]
(51b)
However, it is not clear whether this also stands for compressible liquids with SG-EOS (4) as the corresponding
formulations were not provided in their papers. Therefore, effort is made here to remove the ambiguity. To clarify this
point, the relation between the enthalpy and speed of sound needs to be understood
ρh = (ρet + p) (52)
Substitue Eq. (3) and (4) into Eq. (52) then divided it by ρ, we obtain
h = (ρet + p)/ρ (53a)
=
1
γ − 1
γ
ρ
(p + pc) + 12(u
2 + v2) (53b)
Substitue Eq. (5) into Eq. (53), we get
h = 1
γ − 1 c
2 +
1
2
(u2 + v2) (54)
Therefore, the averaged speed of sound for compressible liquids can also be appropriately recovered from the averaged
enthalpy given by Eq. (51).
Substitute Eq. (44), (45), (46) and (47) to Eq. (39), the intermediate left and right states flux can be expressed by
the following forms
G∗L = S MU∗L + pMNS M (55a)
G∗R = S MU∗R + pMNS M (55b)
where NS M = [0, ηx, ηy, S M]T. When programming the practical code on a computer, we separate the process into two
steps. Firstly, we need to estimate the three wave speeds (the left wave, right wave and intermediate contact wave).
Then we compute the flux as Eq (37) according to the relations of these wave speeds. The whole procedure to evaluate
9
Gi j is summarised in Algorithm 1.
Algorithm 1: Non-split meshless HLLC Riemann solver
Input : UL,UR, ~η
Output: G
begin Wave speeds estimate
WL ←− UL;
WR ←− UR;
q˜, c˜ ←− WL,WR;
S L ←− Eq. (48) ;
S R ←− Eq. (49);
S M ←− Eq. (46);
pM ←− Eq. (47);
end
begin Flux determination
if 0 < S L then
G = GL ←− Eq. (41a);
else if S L ≤ 0 < S M then
U∗L ←− Eq. (42) ;
G = G∗L ←− Eq. (55a) ;
else if S M ≤ 0 < S R then
U∗R ←− Eq. (43) ;
G = G∗R ←− Eq. (55b) ;
else
G = GR ←− Eq. (41b);
end
end
3.4. Temporal discretisation
In the present work, the Euler equations are treated by the method-of-line, which separates the temporal and spatial
spaces. The semi-discrete form of the governing equations is given by
dU
dt = R (56)
where R represents the residual. For cloud i, a forward difference discretisation of Eq. (56) is
Un+1i − Uni
∆t
= Ri (57)
An explicit four-stage Runge-Kutta scheme is applied to update the solution from time level n to n + 1,
U(0)i = U
n
i (58a)
U(1)i = U
(0)
i + α1∆tiR
(0)
i (58b)
U(2)i = U
(0)
i + α2∆tiR
(1)
i (58c)
U(3)i = U
(0)
i + α3∆tiR
(2)
i (58d)
U(4)i = U
(0)
i + α4∆tiR
(3)
i (58e)
Un+1i = U
(4)
i (58f)
where α1 = 14 , α2 =
1
3 , α3 =
1
2 and α4 = 1 are the stage coefficients.
10
4. Numerical results
In order to validate the meshless HLLC approximate Riemann solver proposed in this paper, Toro’s one-dimensional
gas shock tube problem is chosen as the first benchmark test. The method’s capability to deal with the compressible
water in a liquid shock tube is also inspected (Except this test, all the other cases are compressible gas flow problems).
Then more complicated two-dimensional problems including moving shock passing a cylinder, internal supersonic
flows in channels and external transonic flows over aerofoils are examined. All the following numerical simulations
are performed on a Compaq Presario-CQ45 laptop equipped with a dual-core P4 2.16GHz CPU, 1GB memory and
250GB hard drive. The main operating system on the laptop is Windows Vista (32bit), but the computation is run
under Cygwin, which provides a Linux like environment. The underlying serial computing programs are written in
Fortran 90 language and compiled by the GNU Fortran compiler. In this work, the finite volume method is employed
together with the JST scheme, which is based on a central differencing with second order and fourth order artificial
dissipation [42], to produce the reference results.
4.1. Gas shock tube
Toro’s shock tube, of which the mathematical model is the one-dimensional Euler equations, is chosen as the
first test case. Although it is only a 1D problem, the exact solution is quite complicated as it consists of a shock
wave, a contact discontinuity and a rarefaction. It provides a critical examination of the numerical method’s capability
to resolve these complex physical features. The tube is filled with ideal gases of different states separated by an
imaginary barrier imposed at the centre initially. The density, velocity and pressure of the gases at the initial state are
given by
W =
{ (1, 0.75, 1) −0.5 ≤ x ≤ 0
(0.125, 0, 0.1) 0 < x ≤ 0.5 (59)
ρ = 0.125
u = 0
p = 0.1
ρ = 1
u = 0.75
p = 1
Figure 5: Initial condition setup for the gas shock tube
Transmissive boundary conditions are applied at x = −0.5 and 0.5. Four hundred meshless points are used to
divide the shock tube uniformly and the solution is computed to t = 0.2. Both the first order Godunov scheme
and piecewise linear reconstruction strategy are used to obtain the numerical results. The exact solution is produced
by the computer program listed in Chapter 4 of Toro’s book [1]. The program utilises an iterative guess-correction
(Newton-Raphson) strategy to find the exact solution, while ten thousands mesh points are used to depict the exact
solution in the present work. The initial condition setup is illustrated in Figure 5. The density, velocity, pressure and
density-averaged internal energy of the numerical and exact solutions are plotted in Figure 6, in which the solid line
represents the exact solution, the dashed line is the first order result and the circular symbol stands for second order
result. It clearly shows that the contact discontinuity (at about x = 0.25) is successfully captured by the meshless
HLLC approximate Riemann solver. The second-order scheme provides a reasonable better resolution of the contact
discontinuity than the first-order one. The shock wave (at about x = 0.4) is also resolved well by the numerical
method.
4.2. Liquid shock tube
The second test case is a liquid shock tube problem proposed by Ivings et al. [41]. The density, velocity and
pressure of the liquids at the initial states are given by
W =
{ (1100, 500, 5× 109) −0.5 ≤ x ≤ 0
(1000, 0, 105) 0 < x ≤ 0.5 (60)
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Figure 6: Gas shock tube
The polytropic constant is set to γ = 7.15 and the pressure constant is taken as pc = 3 × 108. The flow field is
advanced to t = 6 × 10−5. The initial condition setup is shown in Figure 7. Figure 8 shows the exact solution and the
numerical solutions. The exact solution is depicted by ten thousand points, the numerical solutions are obtained by
the second order scheme for 100 and 400 meshless particles respectively. Obviously, the numerical method provides
satisfactory results considering the wave speeds, locations and strengths.
After testing the numerical method for one-dimensional problems, we continue to benchmark the method for
two-dimensional problems.
4.3. Moving shock passing a cylinder
This case was proposed by Luo et al. [32], in which an incident shock with Ms = 2 is moving from the left side to
the right side and passing a cylinder in a rectangular tube. The length of the tube is 6 and its height is 3. The cylinder
of radius r = 0.5 is located at the centre of the tube. The number of the points distributed in the domain is 43, 438.
The solution is advanced to t = 1.445. Figure 9 exhibits the snapshots of the flow field at t = 0.6, 0.9, 1.2 and 1.445
with the density contours. Once the shock hits the cylinder (t = 0.6), it is reflected to the left, upward and downward
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Figure 7: Initial condition setup for the liquid shock tube
directions (t = 0.9 ∼ 1.2). When the upward and downward reflected shocks touch the top and bottom boundaries
of the tube, they are reflected again(t = 1.445). These complicated flow features are clearly shown in Figure 9. The
present solution agrees well with the result of Luo et al. (Figure 19 of [32]).
4.4. Internal supersonic flow
Supersonic gas flow of M∞ = 1.4 in a channel with a 4% circular bump is considered here. The length of the
channel is 3 and its height is 1, the circular bump is located at the centre of the bottom boundary of the channel.
The number of the points in the domain is 19, 517. The solution is started with the uniform supersonic flow and then
advanced by the four-stage explicit Runge-Kutta method to the steady state. Besides the meshless method, we also
compute the solution with the finite volume method for the purpose of comparison. The results of FVM and LSMM
are shown in Figure 10. Inspecting the Mach number contours, it is not difficult to find that the flow features captured
by LSMM are identical to those captured by FVM. The FVM solution exhibits strong oscillations near the shocks
while LSMM result avoids these as shown in Figure 10 (c), which depicts the pressure coefficients on the top and
bottom boundaries of the channel.
4.5. Transonic flows over the NACA0012 aerofoil
Two groups of transonic flows over the symmetric NACA0012 aerofoil with different flow conditions are chosen.
The flow conditions for the first set are M∞ = 0.8 and α = 0o. For the second set, they are M∞ = 0.8 and α = 1.25o.
The number of meshless points in the flow domain is 5,557, while there are 42 points on the far field boundary and
310 nodes on the wall boundary. The natural neighbours around every point are chosen to form the meshless clouds.
Due to the random property of the point distribution, the number of satellites for each cloud are not the same. For this
case, the maximum number of satellites is 9, the minimum value is 4 and more than ninety percent of the clouds have
six or seven satellites. Figure 11 exhibits the scattered points around the NACA0012 aerofoil.
The physical domain is initialised with uniform flows with the corresponding Mach number and angle of attack.
Then the numerical solution starts with the impulse posed by the aerofoil. Local time stepping is applied to enhance
the convergence rate to obtain the steady flows.
Figure 14 shows the Mach number contours in the flow field for these two-group tests. The first row presents the
results of the zero-angle-of-attack and the second row give the results for α = 1.25o. We organise the FVM solution
in the left column and the LSMM solution in the right column. For the case of zero-angle-of-attack, two strong shock
waves symmetric about the aerofoil chord (x-axis) appear in the flow field, the locations of the shock wave are at the
half chord. For α = 1.25o, a strong shock appears in the upper part of the domain and a relatively weak shock appears
in the lower part of the field. The LSMM solution and FVM solution are almost the same as displayed in 14.
More details can be found when we look at Figure 12, in which the pressure coefficients around the aerofoil are
depicted. The LSMM solutions are in good agreement with the FVM and other reference results (Jameson et al. [42],
Pulliam and Stegeret [43] and Luo et al [44]) not only in smooth regions but also in regions with large gradients. The
entropy productions on the aerofoil by FVM and LSMM are shown in Fig. 13. For these two cases, it seems that
LSMM performs slightly better at the leading edge as it gives smaller entropy productions than FVM does.
4.6. Transonic flow over the RAE2822 aerofoil
For the RAE2822 aerofoil, we compute the transonic flow with the conditions M∞ = 0.73 and α = 2.8o. The
number of meshless points in the domain is 5,482, there are 42 nodes on the far field boundary and 335 points on the
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Figure 8: Liquid shock tube
wall boundary. Figure 15 is a snapshot of the scattered points around the RAE2822 aerofoil. The clouds of points are
also constructed by the natural-neighbour selection criteria. The maximum number of satellite is 9 and the minimum
value is 4 in the whole domain. The Mach number contours from the numerical solutions are shown in Figure 17, good
agreement between the FVM and LSMM results is observed once more. The pressure coefficients around the aerofoil
are shown in Figure 16(a), in which the result computed by a high-order discontinuous Galerkin method (DGM) from
Luo et al. [44] is also included. DGM, FVM and LSMM all underestimate the pressure coefficient at the leading
edge and overestimate at the trailing edge compared to the experiment [45]. The suction peaks captured by DGM,
LSMM and FVM on the aerofoil upper surface adjacent to the leading are close to the laboratory data. DGM, FVM
and LSMM get the same shock position, while DGM produces a stronger shock than FVM and LSMM. The shock
waves captured by DGM, FVM and LSMM are all stronger than the experimental result and the location is behind
the experiment. This is due to the lack of physical viscosity in the Euler equations for inviscid flows. In general,
DGM, FVM and LSMM solutions agree reasonably well with the experimental data in smooth regions. The entropy
productions on the aerofoil surface by FVM and LSMM are depicted in Fig. 16
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5. Conclusions
A meshless method with the HLLC Riemann solver for compressible flows is presented in this paper. The spatial
derivatives of the Euler equations are discretised by the least-square scheme and the midpoint flux terms are computed
by the appropriate HLLC Riemann solver for LSMM. Crucial information of the numerical method is derived and ex-
posed in this paper with a step-by-step instructive computer algorithm provided to readers. Detailed comparisons with
the available exact, finite volume and other reference results for various numerical test cases validate the methodology
for gas flows. The attempt to handle compressible liquid flows with the proposed method gets unexpected positive
feedback from the one-dimensional liquid shock tube test. Future work will include the development of the present
method for solving compressible gas flow problems with moving boundaries and complicated two-/three-dimensional
compressible liquid flows.
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Figure 9: Moving shock wave passing a cylinder
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Figure 10: Supersonic flow in a tube with a 4% circular bump, M∞ = 1.4
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Figure 11: Meshless points distribution around the NACA0012 aerofoil
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Figure 12: Pressure coefficient around the NACA0012 aerofoil
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Figure 13: Entropy production around the NACA0012 aerofoil
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Figure 14: Mach number contours for the NACA0012 aerofoil
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Figure 15: Meshless points distribution around the RAE2822 aerofoil
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Figure 16: Pressure coefficient and entropy production around the RAE2822 aerofoil
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Figure 17: Mach number contours for the RAE2822 aerofoil
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