The amount of research data is growing constantly, due to new technology with new potentials for collecting and analysing both digital data and research objects. This growth creates a demand for a coherent IT-infrastructure. Such an infrastructure must be able to provide facilities for storage, preservation and a more open access to data in order to fulfil the demands from the researchers themselves, the research councils and research foundations. 311 ment. This paper describes the various paths chosen by individual universities and research institutions, and the background for their strategies of research data management. Among the main reasons for the uneven practices are the lack of a national policy in this field, the different scientific traditions and cultures and the differences in the use and organization of IT-services.
ment. This paper describes the various paths chosen by individual universities and research institutions, and the background for their strategies of research data management. Among the main reasons for the uneven practices are the lack of a national policy in this field, the different scientific traditions and cultures and the differences in the use and organization of IT-services.
This development contains several perspectives that are of particular relevance to research libraries. As they already curate digital collections and are active in establishing web archives, the research libraries become involved in research and dissemination of knowledge in new ways. This paper gives examples of how The State and University Library's services facilitate research data management with special regard to digitization of research objects, storage, preservation and sharing of research data.
Introduction
The focus of this paper is on how national libraries and university or research libraries have a new and important part to play in research data management. First, in Section 2, we outline the concept and changing reality of research data and we make a brief presentation of the results of a DEFF research project (Danmarks Elektroniske Fag-og ForskningsbibliotekDenmark's Electronic Research Library) that charted the field of how research data management is carried out in the universities of Denmark. The activities connected with research data management such as providing facilities for data reuse and data sharing change the concept and reality of research data. We discuss this in Section 3. As part of its obligation to preserve the national cultural heritage, The State and University Library is already providing an e-infrastructure for researchers' access to its radio, television and web archives. In Section 4 we show how the cooperation between researchers and library staff is a precondition for developing and providing the right facilities for access to, and use of, data.
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The DEFF project Research Data Management in Denmark
Aim of the project
In 2013, a project group finished a project initiated and financed by DEFF with the publishing of the report Forvaltning af forskningsdata I Danmark (Research Data Management in Denmark) (Thestrup et al., 2013) . The aim of this project was to gain knowledge on a subject hitherto unexplored in Denmark, namely how the Danish universities' work on research data management is organized and how it is carried out in practice, especially with regard to data storage, data preservation and data sharing or other forms of making data more openly accessible. 2 All Danish universities participated in the survey.
Closely connected to the aim of establishing an overview in the form of a catalogue of knowledge of the universities' current activities and future plans in this field, it was also important to supplement this with the most significant international experiences in this field. In order to complete the picture of the current situation in the field of research data management in Denmark, it was also necessary to explore the leading Danish research councils' and foundations' viewpoints towards increased data accessibility. The overall vision for the project was to increase the attention and the interest of decision makers in this field, on the political level as well as on the university level.
Methods employed
The study is explorative in its design and its focus is on the present state of research data management at the level of policy and strategy, and not on the researchers' specific activities. The survey was carried out as a series of personal interviews with top level managers from the universities, university libraries and university IT-departments. The interview topics 11 covered the individual university's plans and activities with regard to data storage, data preservation, data archives, enhancing the researchers' awareness of data preservation, visibility and accessibility, and whether the university's exposure of research data is considered to be a part of its branding strategy. The personal interview was chosen, as the data-collecting technique since it -in contrast to the ordinary questionnaire-based survey -permits dialogic interaction such as follow-up questions to the interviewee's answers. Regarding the research councils and foundations, a slightly altered questionnaire was issued based on the interview guide, and it was distributed by e-mail.
Our intention by the first three seemingly overlapping topics was to ensure that the interview would cover as wide a range as possible of the various activities undertaken by universities to secure research data and to make them accessible during and after the research process. 12 Likewise, we used the term 'research data' in the interview guide in a broad sense, as the aim was that the interviewees should give as much information as possible on their activities in this field. Data storage is essentially data backup. We know from this and other surveys in the field (Sørensen et al., 2009; Pattenden-Fail et al., 2010) , that researchers' backup actions span from the use of memory sticks, over external hard drives and mail systems to the use of various cloud services. General characteristics of data storage or data backup are that the data are not meant to be accessed by others than the creator(s) and consequently they are not issued with metadata or other means of making them searchable. Further, changes will be made to the data during the research process and the first data collected will not necessarily be saved.
Concepts and definitions
Data preservation, in contrast to data backup, means securing permanent access to the original research data, and, as a rule, data from the finished research project. General characteristics of data-preservation actions are that the data are accessible to others for verification -such as datasets as part of scientific publications -or for sharing or collaboration within the scientific community. Consequently, the data must be organized and made searchable within institutional settings such as universities' repositories or data archives, or other data archives. Conditions for access to data and for reuse are formally regulated. Long-term preservation of the original data Liber Quarterly Volume 23 Issue 4 2014 and protection of sensitive data are vital characteristics of data-preservation actions.
Data archives
13 are institutions for data preservation; they are mostly subject-specific, organized on an institutional, national or international level. National data archives are frequently older institutions than, e.g., institutional repositories.
Main results of the project
Data storage
Apart from a few exceptions, Danish universities, as a rule, provide researchers only with general access to the university computer drives, and not with special facilities for data storage. The researchers themselves decide upon which type of storage they want to use, provided that it is secure. The responsibility often lies with the university department. The reasons for this policy, as explained by the respondents, are that data storage, preservation and sharing are not considered to be as important as the publication of research results. Another reason is that considerable uncertainty exists regarding the definition of research data and how to store or preserve them securely. This is reflected in the absence of centralized responsibility in favour of a transfer to departments and individual researchers, in keeping with a sceptical attitude towards a uniform (national) policy and common technological solutions -a so-called 'one-size-fits-all' arrangement. The multitude of different data types and specific needs in relation to storage are also arguments in favour of this.
The research councils and foundations make no specific demands on data storage for the research projects they have funded but expect legal and academic standards to be followed.
Data preservation
This activity is, in general, considered too resource-demanding for the universities to undertake, and with a 10+ years' time scale, it is not regarded as a natural task for the universities. Two universities have storage facilities which can also be used for long-term data preservation. There are only a few examples of research data being preserved by universities. Again, the different data types and preservation needs, together with the lack of legal obligations, are arguments for this somewhat hesitant policy. Correspondingly, not much attention from the managerial level is given to the potentials of making research data accessible or shareable. The research councils and funds have no formulated policy for data preservation but regard it, to some extent, as the responsibility of the institutions.
Data archives
The universities favour a national solution consisting of several data archives as a supplement to, and an expansion of, the existing archives. One university favours international data archives based on its specific experiences in 'big science'. The arguments for the national solution are the qualitative and quantitative differences in needs, such as data types, academic traditions and cultures and size of datasets, and also research cooperation between universities, common principles for access to data and financial costs. A national solution also calls for cooperation between the existing data archives. A few universities are, at present, considering establishing their own archives but are awaiting results from more detailed analyses.
The research councils and foundation funds are, in principle, in favour of making data accessible or shareable as this will improve utilization of the resources. This issue must be deliberated in the context of a national research infrastructure, the existing data archives, a coherent definition of research data, standardization of metadata and legal matters in connection with data sharing.
Researchers' awareness and research data as university branding
The majority of universities is already carrying out campaigns or other activities -or is planning to do so -with the aim of increasing the researchers' awareness of the potentials of preservation and accessibility of research data. All the universities in this study emphasize the importance of publication of research results as part of their strategy, and apart from new ground-breaking data, publications are considered more important than research data, as elements of strategic branding.
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Perspectives
A general result of the survey is that activities in the field of research data storage, preservation, archiving and sharing vary from university to university. This is probably due to differences in institutional and organizational structure, in size and in academic profile. Further, it appears that the universities do not seem to be very active in the field. How should we interpret this?
One way of seeing this is that the universities take a position best described as 'wait-and-see' on the issue of research data. But at the same time, they express concern in relation to the researchers' needs and do not want to exert pressure on them, e.g., in the form of mandatory rules for data preservation. Decentralized solutions are preferred, as they are seen as potentially more suitable to local needs and available resources. This consideration could also be seen reflected in the emphasis expressed on issues related to different needs, different data types, various sizes of datasets, different academic cultures, etc. The need for decentralized solutions can be seen in the cases we describe in Section 4. Researchers were involved in designing the software for handling the research objects, in order to meet their specific needs.
In addition, the launching of various local projects could be regarded as attempts to explore this mainly uncharted territory. A supplementary explanation could be that the universities are unsure of how they should handle the task, e.g., because of lack of experience in the matter. Funding is a separate concern, and publication of research results is a prerequisite for financial support for research projects, while data preservation and sharing are not. At the same time, both universities and research councils and foundations emphasize -in our opinion rightly -the importance of a clear definition of research data, standardization of metadata, clarification of central legal matters in relation to data sharing and a clear division of labour in relation to the data archives.
A quote from the questionnaire of one of the Danish research funds:
"The fund believes that data archives should be national or international, not institutional. The recent fusions, divisions and closing down of e.g., university departments demonstrates that the individual university's infrastructure has a relative short life and is ill-suited for long-term preservation of research data."
In our opinion, the universities' position is clearly understandable, as they attempt to navigate in a space characterized by different needs in the various fields of research, absence of clear definition of the problem's nature, lack of financial incentives, lack of a national policy on the issue and perhaps also lack of experience in data preservation, use of metadata and sharing of research objects. The national and research libraries already have a stable organizational position and are currently involved in various projects here. A few examples to illustrate this point:
14 recording and preservation of research data in two universities (ORBIT, Danish Technical University, RUDAR, Roskilde University), software development (DATAVERSE, The Royal Library), archiving the Danish internet (Netarchive, The State and University Library) and archiving Danish radio broadcasts (LARM, The State and University Library). The libraries have skills and experience in generating metadata for research objects and datasets, in preservation and in facilitating access to and use of data. Therefore, the libraries are the researchers' natural collaborators in developing and implementing the systems necessary for the management of research data.
Based on the findings of the survey, the project group has submitted several recommendations, among them, that a national policy, as well as a policy for the universities for preservation and sharing of research data, is formulated and that the necessary e-infrastructures are established.
A study of European and international practices in research data management 15 shows some interesting different findings. Here, funders and publishers are found to be the main drivers for work on data management plans and thus also contribute to a national policy in the field. In Denmark, the research councils and foundations are not particularly active, but seem to be waiting for a national policy, rather than developing policies of their own. The Danish universities are in the process of implementing research data management activities, but both the universities and the research funders seem yet to be lagging behind compared to the European and international development, but e.g., DeIC's activities indicate a growing awareness of the issue.
Same play, new actors -an update
Since the DEFF project was completed, several different institutions in Denmark have been active in developing infrastructures for research data management.
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Various activities have been carried out at the individual university level in order to ensure internal processes regarding management of research data. At the national level, DeIC (the Danish E-Infrastructure Cooperation) 16 and DEFF are working to evaluate different services involved in data management from application for grants to preservation and sharing of data. DeIC was founded in 2012, with the primary task to "support Denmark as an e-Science nation through delivery of e-infrastructures." DeIC was established as a merger between Forskningsnettet (the Danish Research Network) and the Danish Center for Scientific Computing (DCSC).
DeIC has formulated six strategic goals. One of them is to "Coordinate solutions concerning Data Management and large datasets" 17 :
"The amount of research data rises continuously as do the demands for long term preservation. The possibility to reuse and share data across research groups is also a criterion. The institutions' interest in and need for solutions are urgent. Stakeholders: the universities, the research libraries and other research institutions." (DeIC, 2012) One of the projects in which DeIC is involved is FIF (Faelles Infrastruktur for Forskningsdata -Common Infrastructure for Research Data). The aim of this project is to develop a Danish infrastructure for data management (Christensen-Dalsgaard, 2013) . The project, which is based on a grant from DEFF, involves resources from DeIC as well. Since DEFF represents libraries and DeIC represents the universities, the project demonstrates that research libraries are regarded as natural partners by the universities, regarding management of research data.
Parallel to this, DeIC has initiated a process to ensure that a national strategy for data management is formulated. In order to do that, DeIC has contacted the Danish universities, the Danish research councils, The State and University Library, The Royal Library, DDA (the Danish Data Archive), DEFF and a research infrastructure project called DigHumLab (Digital Humanities Laboratory 18 ). DeIC wants to formulate a policy which can be approved by the relevant institutions and by the Ministry of Science, Innovation and Higher Education 19 .
Later we shall show that some of the services provided for researchers by The State and University Library in connection with its obligation to the preservation of the national cultural heritage, already facilitate the reuse and sharing of research data. Facilities for sharing research data or other forms of improving data accessibility are an important part of the requirements of data management systems (see, e.g., Higgins, 2012) . Further, we shall discuss future perspectives generated by these services for the role of research libraries. But before we turn our attention to these matters, we shall consider how the concept and reality of research data has changed, and discuss the possible implications of this development. 
From research data to research objects and vice versa 4.1 Research data
In order to provide a conceptual framework for further analysis it is necessary briefly to consider the concepts 'research results', 'research objects' and 'research data'. Several initial definitions are provided by the Data Information Specialist Committee -UK: Research results are outputs of the research process, which has its focus on a specific research object. Research data are thus always data 'on' a specific research object, for instance, Stone Age tools, solar flares or political extremism in Europe. Research data can be seen as records of the research activity, i.e., that which is created by the activity and preserved for use or reference in the future. Consequently, the records must be authentic, reliable, usable, complete and unaltered (Higgins, 2012, p. 20) . Research data can be primary or secondary.
"Primary data are data that are collected for the specific research problem at hand, using procedures that fit the research problem best. On every occasion that primary data are collected, new data are added to the existing store of social knowledge. Increasingly, this material created by other researchers is made available for reuse by the general research community; it is then called secondary data." (Hox & Boeije, 2005, p. 593) This distinction is based on difference in the purpose of the data collection and consequently also on its relation to the research process: Whereas primary data are collected with the purpose to contribute to solving a specific research problem, secondary data are collected with different research purposes than the one for which they are initially used. 21 The researcher using secondary data "by an act of abstraction uses questions originally employed to indicate one entity to illuminate other aspects that a former analyst did not have in mind at all." (Hyman, 1972, p. 37) Primary data can be collected through methods such as experiments, clinical tests, qualitative interviews and surveys, depending on the specific research project and the area of science to which it belongs. Social science researchers often either produce their own data through methods such as surveys, interviews and field studies, or they use data from statistical records. Science data are also produced by the researchers, often by observations, experiments and computer models, or they are drawn from data archives, e.g., researchers in astronomy and genomics have for some time shared their data in common archives (Borgman, 2012) . Humanities data "most often are drawn from records of human culture, whether archival materials, published documents, or artefacts" (op. cit. p. 1061).
Primary and secondary data can be quantitative or qualitative. Secondary data used as basis for research are often quantitative and can be obtained from sources such as national statistical databases and government archives, and qualitative data can also similarly be found in some national data archives such as The Danish Data Archive. 22 When data are made accessible by depositing or sharing they can be reused for other research purposes, if primary data are reused they change into secondary. Below we elaborate further on the implications for the concepts of research object and research data.
Access to research data
A large international survey of researchers' practices and perceptions regarding data sharing finds that the majority of researchers from all subject disciplines have a positive attitude to sharing their own data and uses others' (Tenopir et al., 2011) . Only a minority, however, does so in the real world. Among the important conditions for agreement to share is a guarantee for authorship credit in the form of proper citation, offers of collaboration or of financial contributions to research. Among the reasons given for not making data available to others are lack of time, lack of funding, lack of places to put data and lack of standards. Still, at the same time, lack of access to other researchers' data is regarded as a barrier to scientific progress. 23 A survey of researchers' practice at Aarhus University shows that they favour a more open access to research data and at the same time clearly express a need for better facilities for data storage and preservation (Sørensen et al., 2009 ). Similar results -in relation to issues of access -are found in an interview-based study of researchers at Glasgow University (Pattenden-Fail et al., 2010) .
In a short summing up of the present circumstances, two trends are identified: at the same time as subject-specific data archives flourish, a lot of data lie on personal hard drives or are saved (or forgotten) elsewhere (Nelson, 2009 ). This is due to several factors: 'where', the lack of infrastructure, i.e., databases suitable for the various fields of science, 'how', basically the question of data standards, formats and metadata and 'which', raw data or quality controlled data?
An interpretation of these findings could be that issues of copyright in the sense of scientific recognition of authorship of data plays an important role, but we should also note the above-mentioned 'where', which points to insufficient data infrastructure and the 'how', which is the lack of common standards, both making data sharing cumbersome and time consuming for the researchers. 24 Whereas the issue of forms of recognition of authorship to research data is a matter that could be regarded as primarily belonging to the scientific community, the issues of infrastructure and data standards are rather a matter for information professionals in cooperation with the researchers.
But why share research data? The arguments for giving access to research data and thus facilitating sharing, use and reuse of data can be summarized thus, drawing on Borgman (2012):
1. Reproducing and verifying research results. This is, to some extent, an ideal standard, as not all experiments and field studies can be rep-licated. In the sense of verification, however, it is stressed that scientific work is subject to tests of validity and reliability by the scientific community. 2. Serving the public interest. This can be seen both as the 'tax-payer argument' and as an argument for democratic transparency. 3. Enabling new questions to be asked for research data and results. This is related to 1, but not identical to it, as it emphasizes the possibility of reuse of data in the form of the combination of different data. It is also related to 2. 4. Advancing new research. The underlying argument is that data sharing can advance scholarship. This will, in turn, increase returns from investment in research. This is also related to 2.
Of vital importance for the access to and sharing of research data is that they can be discovered and retrieved. The condition for this is that they are described by means of metadata. As the aim of this study is not an in-depth discussion of metadata and their proper use, we limit ourselves to Higgins' typology of metadata (Higgins, 2012, p. 38 ):
• Descriptive metadata -ensures identification, retrieval, classification, links to related resources; • Technical metadata -records file formats, software or hardware; • Administrative metadata -information on acquisition, accession and issues of intellectual property rights; • Use metadata -manages access, use statistics; • Preservation metadata -documents preservation, migration.
Research data and research objects -the distinction revisited
It follows from the above reflections on data and objects that the original distinction between primary and secondary data cannot be maintained without modifications. If primary data are shared and reused by other researchers for other research aims, they must be regarded as secondary data. However, the aim could also be identical, but be for the purpose of the verification of earlier results (cf. 1.). The possibility of asking new questions to old data or of a reuse together with new (primary) data (cf. 3.) also blurs the original distinction between primary and secondary data.
Research objects, such as documents and recordings can be stored in digital archives and made searchable by issuing them with metadata. As we shall see later, this is the case for The State and University Library's digital archives such as LARM (LARM Audio Research Archive), 25 The Netarchive 26 and Mediestream. 27 In the case of LARM, users can already share annotations to sources (radio broadcasts) and in the case of Mediestream, users' enrichment of the available metadata through crowd sourcing is a future vision. We will later show that these cases illustrate that research objects can be issued with potential research data and, in turn, made accessible and shareable. This makes them at the same time research objects -and research data. It expands the scope of access to research data and brings the research libraries' and national archives' role into focus. We are also faced with the need for a wider understanding of the new nature of research data, facilitated by digital preservation. Indirectly, this also strengthens the argument for the use of the term 'research data' in the wide sense in the interviews of the DEFF-project.
E-infrastructure for the Danish national cultural heritagetargeted at researchers
Below we explore the ways in which the various digital preservation projects carried out by The State and University Library contribute to increasing the accessibility of research data. We concentrate on the services LARM, Netarchive, Mediestream, and DigHumLab. We will use the insight gathered from the DEFF project to explore the practice of data management with such question as: Are data preserved, curated, or 'only' stored? Which facilities are available?
Of special importance are the options for the users' adding of data to the digital objects, changing or enriching the metadata and sharing of data. These services provide access to original research objects (audio and video recordings, websites etc.) that are stored and preserved by The State and University Library. When they, for instance, are used and manipulated by researchers, enriched with additional data and eventually made accessible to other researchers, they change their nature and become both research objects and research data. These opportunities to change and add data requires that the storage system can handle the original data, as well as metadata about the changes and the manipulated data.
In our elaboration of the cases, we focus on the factual role of the library and on the types of institutions also involved in the work. We believe that it is necessary to consider whether a project is solely a project under the auspices of libraries, archives and museums (the LAM sector) or whether it also has participation from the research sector. Finally, we use our description of the services to demonstrate how a national and research library can play a vital role in research by establishing infrastructures suited to the researchers' needs.
The cases we present below illustrate how the library -here the State and University Library -collect the data while the researchers cooperate with the library in the development of software for the use of the data.
LARM.DK
LARM is a project active from 2010 to 2013. 28 In total, 11 different institutions are involved, among them 5 universities, 29 The Kolding School of Design, The Royal School of Library and Information Science, DeIC, the Danish national broadcast service (DR), The Museum of Media and The State and University Library. LARM has established a database with radio programs from 1925 to date. The purpose of LARM is to enable researchers to use radio programs as a source for humanistic research.
The State and University Library has been involved in LARM in different ways. One way has been as a source of data for the service, especially with scanned documents which has undergone OCR, in order to enrich the metadata of files originating from DR. By the end of 2013, the database will contain more than 1,000,000 hours of radio airtime. LARM has developed a platform to present the objects and data from the database, and to enable the researchers to annotate the metadata of a given program and to collaborate using each other's annotations. LARM is an example of research infrastructure, providing access to data and objects via metadata, with facilities for annotation, sharing and collaboration. Access to the database itself is limited to researchers. The annotations are shared as text under a Creative Commons License. 30 The archive itself is not intended as a facility for long-term preservation. However, the data are preserved by The State and University Library.
The platform which makes this possible is called CHAOS (Cultural Heritage
Archive Open System 31 ) and was developed by DR, The State and University Library and the Danish Research Network. 32 The researchers access the radio programs via LARM.fm 33 when they are logged into the system; they can search the files, make their annotations and share these annotations. During this process the original objects are supplied with primary research data (or metadata), which, in turn, can be reused as secondary data by other researchers (Andersen, 2012a; Nordicom-Information, 2012) .
LARM is an example demonstrating that close cooperation is needed between the LAM sector and the researchers in order to develop a system for access to digital research objects, to supply their metadata and share the enriched objects. The LAM sector has made both data and knowhow available regarding how to store large amounts of data and make them searchable. The LAM sector provided this project with knowhow regarding software programming.
The Netarchive -the Danish Web archive
Since 2005, The Royal Library and The State and University Library have harvested the Danish part of the dynamic internet. 34 From 2005 on, this has been required by law. The harvesting is done by using several mandatory strategies: -Broad crawls: 4 times each year all websites from the domain.dk and Danish websites registered under other domains like .com, .org etc. are captured. -Selective crawls: 80-100 specially selected sites are harvested. These are harvested with different intervals, some monthly, some up to six times a day. -Event crawls: If a given event is rated as being of importance for the Danish society, and the pages are expected to disappear after the event, the archive harvests the related websites.
The Netarchive illustrates that institutions in the LAM sector are active with regard to important prerequisites for research infrastructures, in this case storage and long-term preservation of research objects which can be used by infrastructure services.
In 2012, 992,822 websites were harvested. This, of course, generated a huge amount of data. 88,542 GB are now stored in the archive. The material is issued with metadata and long-term preservation. The web pages thus harvested are archived as objects, which when used by researchers, are transformed into research data. Collaboration in the form of data sharing, as in LARM, is not yet possible. Only researchers can have online access to the Netarchive; if you are not a researcher but have a scientific purpose you can access it from the premises of the involved institutions. These limitations are necessary in order to avoid problems with copyright and to ensure the necessary protection of personal data (Andersen, 2012b; Schostag & Fønss-Jørgensen, 2012 (Schostag & Fønss-Jørgensen, 2012 ).
The Netarchive illustrates that institutions in the LAM sector are actively working in fields that contain the key elements of infrastructures for the management of research data such as storage and long-term preservation of research objects and providing access for users.
Mediestream
Mediestream 37 is a project initiated in 2010 by The State and University Library. The project started as an attempt to digitize part of the national cultural heritage, which The State and University Library has in its collections. The project involves a newspaper collection, collections of TV and radio broadcasts and several other collections. Mediestream now contains TV programs that would take more than 87 years to watch. The newspaper collection contains 32 million pages from Danish newspapers from 1666 to today. The amount of data involved is massive, both in number of files involved and overall size. The newspaper collection will be digitized during the next couple of years.
The objects in Mediestream will be digitized material and material which was digitally born or later digitized as part of the archiving process. For example, the newspapers will be digitized using microfilms as the source. The TV programs will partly be analogue material digitized from VHSbased collections dating back from 1987, and partly be programs digitally harvested. Currently, Mediesteam offers access to Danish radio and TV programs broadcasted from 2006 to today, TV commercials from 1988 to 2005 and commercials shown in Danish cinemas from . The data will be long-term preserved.
For copyright reasons, the collection will be publicly accessible only on the premises of the Library, but it is online accessible for researchers and students (Elstrøm & Jensen, 2012; Kirring & Andersen, 2008; Williams, 2012) .
In order to facilitate collaboration, The State and University Library would prefer it to be possible for researchers and students to enrich the metadata of the objects and share these annotations in both the Netarchive and Mediestream. This would transform the data for archival data into a dynamic database of research objects. Currently it is regarded as a technological problem, as a problem of quality with regard to the quality of the enriched metadata and as a copyright problem. In the future, LARM.fm could offer a solution to these.
Mediestream shows how national libraries can create collections of digital objects, which successfully can be made available for researchers and for the public as well. In this respect, Mediestream is primarily a facility for storage and preservation of research objects which, in turn, can provide content for research infrastructure services.
The three cases above illustrate the work processes involved when large collections of digital materials are made accessible. In order to facilitate searching and curating the data, librarians are needed to perform the traditional task of adding metadata. It is not just a question of adding them to the individual file or object, but also a question of combining different collections in order to create appropriate metadata. In other words, one has to use the knowledge of the librarians of the different collections libraries. Lauersen, Christiansen, and Olsen (2012) , present how different sources are combined in order to enrich the metadata of files in LARM. In this case, it was possible to digitize printed material in order to create metadata so that LARM could present information on the programs broadcasted from as far back as 1925. The authors present a workflow which could make it possible to ensure that different collections are used in combination in order to produce metadata of as high a quality as possible.
Digital Humanities Laboratory (DigHumLab)
DigHumLab is a project with the aim to contribute to skills development, internationalization and innovation through a national focus on Digital Humanities in research, education and knowledge transfer. The aim is also to develop new methods and tools for analysis of data in the digital collections (Nordicom -Information, 2012 ).
38
The project is carried out in cooperation between Aalborg University (AAU), Aarhus University (AU), The University of Copenhagen (KU), The University of Southern Denmark (SDU), the Royal Library and The State and University Library.
39 Besides these, the project also has international partners.
40
The project addresses three different fields: Language Based Materials and Tools, 41 Media Tools 42 and finally Interaction and Design Studies. 43 We do not go into depth with each of these areas, but focus on Media Tools. This provides tools for two areas -each with a work package -which will enable the researchers to analyze web pages; also it will facilitate new ways of working with sound and media. Both Media Tools work packages involve The State and University Library. The first involves the Netarchive and the second involves the collections of films, TV and Radio that The State and University Library stores as part of its obligation as a national cultural heritage library (Nordicom-Information, 2012) .
In order to ensure that the researchers involved in DigHumLab can access and use the data, The State and University Library is cooperating closely with the relevant researchers to develop the necessary tools. DigHumLab can be seen as an example of how the massive amounts of objects and data in the digital collections of national libraries best can be used by the researchers if they are involved in the development of tools for access and analysis.
Summary: access to research data and options for sharing and collaboration
The projects presented in this paper are summarized in Table 1 . The cases presented above demonstrate that a national library like The State and University Library, with a wide range of tasks, must be regarded as a natural part of a system which handles research data. In order to fulfil its tasks, the library has obtained experience, skills and knowledge regarding preservation of massive amounts of data, both in number of files and in size. These competences are created in cooperation between the LAM sector, researchers from the universities and DR, and are offered to other institutions outside the LAM sector via Digitalbevaring.dk. 44 The tradition of cooperation is continued in the FIF project mentioned earlier, in which DeIC and DEFF are evaluating systems and software to handle research data.
Conclusion and perspectives
The Danish universities clearly have a positive position on the issue of storage, preservation and sharing of research data. What for most universities prevents this from being translated into practice, is the lack of a national policy, diverse needs from the researchers' part depending on culture and traditions in the different fields of research, differences in IT-infrastructures and a general lack of financial incentives.
To some extent, the reuse of data as a consequence of data sharing blurs the classic distinction between primary and secondary data. In the case of digitally archived research objects such as broadcasts and websites, bringing together the examples of The State and University Library's services, the researchers' adding of metadata and annotations to the objects and making them shareable, adds new aspects to data sharing. This reflects a more collaborative research culture also inherent in the concepts of 'data deluge' and 'fourth paradigm for science' (the analysis of massive datasets) and also emphasizes the need for professional handling of copyright issues.
Providing storage and preservation facilities for researchers on an institutional and national level in the form of e-infrastructure(s) is the logical answer to the demand for a more open access to research data and research objects such as items of national cultural heritage. A viable e-infrastructure not only implies technology-based services for the description of data by metadata to ensure proper identification, facilitate retrieval and reuse, but also human expertise. The fields such as those of open access, copyright, metadata and archiving are evident. Less evident, but equally important, is the subjectspecific knowledge of the different data collections. This is a prerequisite not only for the adequate description of data, but also for understanding the researchers' needs and the transformation of these into adequate technical solutions. This is best carried out in collaboration between the library staff and the researchers, as demonstrated by the cases from The State and University Library.
In general, the universities, the national libraries and national archives are responding to the challenge to improve the conditions for data management, data sharing and data preservation. DEFF, DeIC and several research libraries are involved in a project to evaluate different systems to handle research data. DeIC has been in contact with universities, national archives and research libraries in order to formulate a national policy regarding research data management. The universities themselves are formulating their own internal policies regarding research data. In all, one must expect that in a short time, the universities and the LAM sector will establish a coherent national system for the handling of research data.
