Since the end of the seventies several contributions appeared in which onestate-variable-optimal-control-models where treated, whose outcome exhibits a so-called DNS (Dechert-Nishimura-Skiba)-point. These models have in common that their solution reveals the existence of (at least) two stable steady states (saddle points). At the DNS-point it holds that the decision maker is indi erent between converging to either one of these steady states. Intuition suggests that extending this feature to the class of optimal control models with two state variables will lead to the occurrence of a DNS-curve, which is de ned as being the set of points in the state space at which converging to either of two stable steady states can both be optimal. Determination of such a DNS-curve appeared to beextremely di cult, which is re ected by t h e fact that until now n o paper
Introduction
A DNS (Dechert-Nishimura-Skiba)-point can bede ned as a treshold at which there are two optimal paths. Each optimal path approaches a di erent steady state. The decision maker is indi erent concerning the choice of these two paths. Skiba (1978) analyzes a continuous time growth model with a non-convex technology where this phenomenon occurred for the rst time in the literature. Davidson et al. (1981) and Dechert (1983) analyze a rm capital accumulation model where the revenue function contains a convex segment. For this model it is possible that two saddle points occur. It then depends on the initial capital stock value to which saddle point the rm will converge to in the long run. Both Davidson and Harris (1981) and Dechert (1983) show that under a particular scenario a treshold value (or DNS-point) of the initial capital stock exists, above which it is optimal to converge to the larger saddle point and below w h i c h convergence to the smaller saddle point i s preferable. Dechert and Nishimura (1983) analyze a discrete time Ramsey model in which the production function is convex-concave. They show that, provided that the interest rate has an intermediate value, the optimal path converges to a steady state only if the initial capital stock is above a critical value, otherwise it converges to zero. All these papers have in common that the fact that the optimal paths are history dependent is caused by (local) convexities. An unstable steady state is crucial for determining the treshold separating a desirable and less desirable long run outcome. In a recent paper by Wirl and Feichtinger (1999) it was found that (local) convexities are by no means necessary for the occurrence of such tresholds. They provide two mechanisms, i.e. growth and control state interactions, that can lead to history dependence in a strictly concave framework.
All the above mentioned contributions rely on the one-dimensional structure of the dynamic optimization problem. Extending the analysis to two dimensions would suggest that the DNS-point would change into a DNS-curve on which the decision maker is indi erent between converging to di erent steady states. In the literature contributions that deal with this topic are scarce. Brock et al. (1983) prove the existence of a DNS-curve, but the exact location of it is not determined. Doing the latter is the aim of our paper. To our knowledge the present paper is the rst one in which the exact location of a DNS-curve is determined.
Designing this DNS-curve is done in the context of a classical problem in continuous time investment theory: the optimal accumulation of capital by a rm maximizing its present value over an in nite horizon. This problem has been extensively analyzed in the literature assuming a constant or decreasing returns to scale technology and adjustment c o s t s of investment (see Eisner, 1963 Lucas, 1967 Gould, 1968 . Here the speci c feature of our model is that besides the "normal" adjustment costs associated with investment, also the changes in the investment rate are made costly. Furthermore, like in Davidson et al. (1981) and Dechert (1983) , the revenue function contains one convex segment. This means that for capital stock values occurring in that segment the rm's production function exhibits increasing returns to scale. We impose that increasing returns to scale hold for intermediate values of the capital stock, so that the revenue function is concave for small and large capital stock values. Opposite to Barucci (1998) , who studies the classical framework with the exception that the revenue function is convex throughout.
The contents of the paper is as follows. The next section speci es the model. In Section 3 we analyze the model both mathematically and economically. Section 4 concludes the paper.
Model Formulation
Consider a rm that needs capital goods to produce goods which are sold on the output market. The more capital goodsthe rm owns the more goodscan besold and thus the more revenue is obtained. Of course, in case the rm has some market power the output price decreases with the number of goods that are sold, which implies that decreasing returns to scale will bepresent especially if the capital stock is su ciently large. On the other hand scale economies can cause increasing returns to scale. To analyze the e ect of this on optimal rm behavior it is imposed that there exists an interval of capital stock values for which there are increasing returns to scale. Davidson et al., 1981, Figure 2b ). This convex segment arises due to the fact that for these values of the capital stock the rm's production technology exhibits increasing returns to scale.
The rm can increase its capital stock by investing, where the investment rate is denoted by I . Besides the purchase costs, the cost of investments c (I) also consists of adjustment costs which are assumed to beconvex. This makes that c (0) = 0 c 0 > 0 c " > 0.
As usual, capital stock increases with investments and decreases with depreciation. (1)
The concept of investment adjustment costs is re ned here by penalizing changes in the investment rate (see also Jorgensen et al., 1993) . Such costs can arise in case an organization is used to a certain rate of investment, so that it has to reorganize at the moment that changes in this investment rate occur. Representing the change of investment b y v, these costs equal g (v) . For the sake of illustration, let g be quadratic, 
To include (2) in the optimization problem, investment I will bemodelled as a state variable.
The rm's objective is to maximize the discount e d c a s h o w stream over an in nite planning horizon. Collecting the revenue function and bothtypes of adjustment costs described above, and assuming a constant discount rate , we arrive at the following expression for the criterion function:
The optimal control model now consists of the expressions (1) Lucas, 1967 Gould, 1968 ). In this model Dechert (1983) proves the existence of a DNS-point with R(K ) being a convex-concave function, while Davidson et al. (1981) studies the implications of convex segments in R(K ) and concave segments in c(I ). Barucci (1998) considers convex quadratic functions for both R(K ) and c(I ).
Analysis of the Model
This section consists of ve subsections. First, in Subsection 3.1 the optimality conditions are listed, after which in Subsection 3.2 the stability behavior around the steady states is studied. In Subsection 3.3 the stable manifolds are analyzed, while in Subsection 3.4 the DNS-curve is determined. Finally, an economic intuition of the mathematical results is provided in Subsection 3.5.
Optimality Conditions
To apply Pontryagin's maximumprinciple, we start out by stating the current value
Hamiltonian:
Maximization of the Hamiltonian with respect to the control variable v gives:
Further application of Pontryagin's maximumprinciple and taking into account (1) and (2), leads to the following dynamic system:
Stability Analysis
In a steady state it holds that _ K = _ I = _ 1 = _ 2 = 0 . Now, it is straightforward to see that 2 = 0 and I = K is required for being in a steady state. 
To analyze the stability behavior of the dynamic system around the steady state, we determine the Jacobian and Dockner's K (see Dockner, 1985) . The Jacobian equals (for reasons of surveyability we will not plug in speci cation (6) -The invariant manifold of steady state K 2 is one dimensional.
-The invariant manifolds of the steady states K 1 and K 3 are two dimensional. real and imaginary parts of those eigenvectors, which correspond to the eigenvalues with negative real parts, we de ne ellipses in " { neighbourhoods of the steady states with " less than 10 ;4 : If " is su ciently small these ellipses are practically placed on the linearization of the stable manifolds which w e w ant to compute. Choosing starting points on the ellipses and going back i n t i m e w e compute numerically step by step the stable manifolds. As both stable manifolds do not range out to the other steady state, it can never be optimal to start in one steady state and to converge to the other steady state. Under the assumption that optimal trajectories have t o c o n verge to a steady state, it is evident that there must bea division of the state space into two di erent basins of attraction for steady states K 1 and K 3 . A one dimensional manifold in the state space separates these basins of attraction. Let us assume that this manifold is a smooth curve and let us call it DNS-curve (Dechert { Nishimura { Skiba curve). On this DNS-curve the rm is indi erent between converging to either one of the steady states K 1 and K 3 , which implies that the values of the objective functional of these two trajectories are exactly the same there.
Next, we compute this curve of indi erence between converging to steady state K 1 and K 3 . We have already numerically computed the shape of the stable manifolds.
And we h a ve seen that it is not really a problem to compute the value of the objective functional in case of converging to steady state K 1 or K 3 . It is evident that the indi erence curve is situated in an area of the state space, where it is possible -for a given set of initial state values -to choose a trajectory starting with these initial state values and converging to steady state K 1 and to choose another trajectory starting with these initial state values and converging to steady state K 3 .
As we can see in Figure 4 Voids are dyed Geranium Lake Red, as we can see in the northeast corner. On voids numerical computation failed to compute trajectories either converging to steady state K 1 or to steady state K 3 . Above we have added two gures depicting the stable manifolds. However, we have to clear up that with numerical methods we get only a partial information on the stable manifold. We put on each square centimeter of the state space a grid with 80 times 80 not necessarily equidistant points. For each point of the grid we tried numerically to nd trajectories converging to steady state K 1 and K 3 .
Computing both stable manifolds allow us to compare the objective functional for trajectories converging to steady state K 1 and for trajectories converging to steady state K 3 . We dye the part of region IIin Figure 4 , where it is better (in the sense of maximizing the objective functional) to converge to steady state K 1 with Cyan and the other, where it is better to converge to steady state K 3 , with Yellow. We denote the Cyan colored region with II a, the Yellow colored region with II b by accident the unstable steady state K 2 is situated in the Cyan colored region. The barrier between the Cyan and the Yellow region is the indi erence curve between steady state K 1 and steady state K 3 . This curve is the DNS curve.
Economic Analysis
For the parameter values concerned (see (8)) the optimal solution consists of two steady states to which it is optimal to converge to in the long run. In the steady state with the larger capital stock the revenue is larger, but on the other hand more depreciation investments have to beundertaken to remain in this steady state, which implies that the adjustment costs are larger too.
Both steady states have t h e i r o wn basin of attraction. The boundary between these two basins of attraction is formed by the DNS-curve. The DNS-curve consists of all points in the state space for which converging to each of the steady states leads to exactly the same value of the objective. Converging to the larger steady state requires an increase of the investment rate, while investments have to decrease in case the rm starts to approach the smaller steady state. This implies that exactly on this curve the rm's policy function is discontinuous: the control v(K I) is positive on the trajectory that approaches the larger steady state, while v(K I) is negative on the trajectory that will converge to the smaller steady state. Due to the convex adjustment cost function for the rate of change of investment, the function v(K I) is continuous everywhere outside the DNS-curve.
It thus depends on the initial levels of the capital stock and the investment rate to which steady state it is optimal to converge to. From Figure 4 it can beconcluded that the DNS-curve is decreasing in the (K I)-plane. From an economic point of view this can be explained as follows. In Figure 1 we see that for capital stock values between, say, 0:6 and 2:0, marginal revenue is low compared to marginal investment costs. Therefore, if the rm starts out with a low capital stock v alue and su ciently low investment rate it is not pro table to enter a growth phase that passes this interval of capital stock v alues. This implies that convergence to the lower steady state is optimal for low v alues of investment and capital stock. Convergence to the larger steady state is optimal for su ciently large initial values of capital stock and investment. This is especially caused by the fact that (1) changing the investment rate is costly (also in a negative direction), and (2) marginal revenue is large compared to marginal investment costs for capital stock values around 3 (see Figure 1 ).
The situation in Figure 4 occurs for a relatively large value of , which is the parameter in the adjustment cost function for the rate of change of investment. For lower values of the costs of _ I are less, so that vertical motions in the state space are punished less. Then it will turn out that only one of the stable steady states will remain optimal so that the DNS-curve disappears. For this model numerical experiments show that reducing leads to an upward movement of the DNS-curve, so that for a larger domain of initial values of capital stock and investment it becomes optimal to converge to the lower steady state. If is su ciently low, it will never be optimal to end up in the larger steady state.
Concluding Remarks
This paper considers two main features. First, and most important, in a two state variable optimal control model with two long run equilibria the location of a so-called DNS-curve is numerically determined and the economic intuition is provided. The DNS-curve connects all points in the state space on which the decision maker is in-di erent concerning to which of the two long run equilibria to converge to. To our knowledge this contribution is the rst one in which a DNS-curve is designed.
Second, our paper contributes to the literature of capital accumulation models.
Especially the e ects of increasing returns to scale for an intermediate interval of capital stock v alues are investigated. As such the paper extends the analysis of Davidson and Harris (1981) to a two dimensional framework. Furthermore the concept of adjustment costs is re ned by punishing changes in the investment rate. (1999) analyze a two-state endogenous growth model with physical and human capital in which leisure enters the utility function. By assuming that human capital does not a ect the quality of leisure, while it in uences production and investment, the analysis leads to multiple balanced growth paths. Using their method the authors show that unstable balanced growth paths with complex roots are non-optimal. Moreover, they are able to study continuity and discontinuity of the optimal policy function. The method developed by the authors should be of interest in related non-concave optimization framework. It would bea useful task to apply this method also to the analysis of the model described in the present paper.
Second, using the approach followed in this paper it must be possible to extend the analysis of two dimensional problems with non-concavities. In this way, the economic knowledge concerning the e ects of increasing returns to scale can be increased considerably.
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