The prediction of wind speed plays a significant role in wind energy systems. An accurate prediction of wind speed is more important for wind energy systems, but it is difficult due to its uncertain nature. This paper presents three artificial neural networks namely, Back Propagation Network (BPN), Radial Basis Function (RBF) and Nonlinear AutoRegressive model process with eXogenous inputs(NARX) with Mutual Information (MI) feature selection for wind speed prediction. The MI feature selection identifies the significant features and reduces the complexity of wind speed prediction model without loss of information content. The performance of prediction model is evaluated in terms of Root Mean Square Error (RMSE) and Mean Absolute Error (MAE). The results show that the performance of all three neural network models are highly satisfied. Moreover, NARX model with mutual information feature selection is more accurate in dealing with wind speed prediction.
Introduction
Renewable energy sources are available in abundance naturally and can be utilized for power generation to satisfy industrial and commercial needs. The renewable sector is witnessing a phenomenal growth, and accurate prediction is essential. In recent years, the renewable nature of wind power makes it more attractive. Nowadays, many countries face lots of problems with their energy sources due to many environmental factors and the uncertainties of origin. The power generated from wind energy is better than other energy sources. The wind turbine layout uses advanced technologies to decrease the cost of wind power generation and permit large-scale integration into the energy grid. The primary input needed for producing wind power generation is the natural wind. When the wind moves through wind turbines, the turbines convert the wind energy into mechanical energy. Then, the wind power is produced from that mechanical energy [1] . The advantages of wind energy are combined with a few difficulties like high uncertainty, limited predictability and wind power energy is not entirely deliverable [2] .
The generation of wind power can be forecasted using numerous methods on different time scales. Traditional approaches based on physics and mathematical modeling cannot handle the wind as a matter of course, considering the unpredictable variation inherent. There are two methods used for the purpose. The first method is to forecast wind power output directly based on the history of wind power data, and other process uses the power curve model to convert the natural wind speed forecast into wind power output. The wind turbine converts power from the wind that is conveyed with a power curve. The wind turbine performance can be measured by using wind speed where wind speed measured by using an anemometer. This research more focuses on the wind speed forecast by using meteorological datasets. The physical and statistical methods are two standard methods commonly used for wind speed forecasting. The combination of both methods is also utilized in some models for integrating the advantages of them. The physical method considers parameters related to physical description of wind movement in and around the wind farm. It relies on weather forecasting data like atmospheric variable and also the characteristics of wind farm environment like farm layout, obstacles, and roughness. These data are used for predicting wind power by considering the wind speed and transforming it to wind turbine at the wind farm. The physical method does not need any training input from past data. This has the offset against the problem involved in obtaining physical data. The statistical methods consider the training of past history of wind speed data and generates an output without considering physical phenomena. A statistical approach includes artificial neural networks, fuzzy logic, regression tree and support vector machine etc. The statistical approach produces a good result in wind speed forecasting. The hybrid approach is a combination of different physical and statistical approaches like a combination of Numerical Weather Prediction (NWP) and neural networks [3] , [4] . Forecasting of a wind speed is an essential measure to find the uncertainty and can also be used for some purposes such as power commitment decision, power increase or decrease decision, maintenance arrangement and energy storage optimization. The forecasting system predicts wind speed for wind power generation. Based on time horizon the wind speed forecasting is classified into three types. The first-time horizon is a very short term which is very useful for trading in intraday markets. It represents few minutes to one hour only. The second time horizon is a short term which is suitable for maintenance scheduling. It represents one hour to 12 hours. The third time horizon is a medium or long term which is useful for the maintenance of non-renewable power generation. It represents several hours to a few days. Advanced technologies have empowered taking in the huge volume of data on a continuous or periodic basis in various disciplines. These data represent the potential to discern valuable information and knowledge. Manual processing of a large amount of data to determine useful information is difficult. The dataset in the modern era has high dimensionality and huge volume, which required an automated tool for processing. This confinement needs automated tools to mine useful information and knowledge from the huge volume of data [5] . Nowadays, the enormous amount of data is collected and stored at an extraordinary rate. Consequently, the existing data analysis tools and statistical methods are inadequate for analysing this large size of data. Data mining techniques are used to provide interesting interpretation by extracting useful information from large data sets. In recent years, Knowledge Discovery in Database (KDD) plays an important role in processing large quantities of data. KDD is the process of analysing the database to explore or discover useful patterns. In this process, the data mining acts as a central process which involves deriving of algorithms to explore hidden information, develop a suitable model and discover interesting patterns [6] . On the other hand, machine learning more emphases on prediction based on known properties learned from the training data. It is capable of generalizing or optimizing data from large quantities of data. It is more faster and produces accurate results in order to identify patterns or solution. Relating machine learning with artificial intelligence will create it more effective in processing large quantities of data. Liu et al. [7] have designed the combination of Wavelet and Improved Time Series Method (ITSM) for prediction of wind speed and power. The wind speed data in time series form is decomposed into multiple subseries by using wavelet method. Then, ITSM is used to construct the prediction model for each of that subseries to find the forecasting in every subseries. Finally, the outputs of each of the subseries are collected for obtaining the forecast wind speed. As a result, the hybrid technique effectively enhances an accuracy of the wind speed. Artificial Neural Network (ANN) is the vastly utilized statistical approach for prediction of wind speed. ANN is trained from the data sets of past observation for learning the dependencies of the output based upon input values. ANN model has the capability of self-learning and self-adaption. Fadare [9] has proposed a model to predict the wind speed using ANN method. In the study, they have utilized the gradient descent backpropagation algorithm in a neural network to train ANN. For this network, latitude, longitude and altitude meteorological parameter were given as input and the forecasted monthly mean wind speed was produced as output. The minimum MAPE of an output found from this network is 8.9%.
Importance of Feature Selection Process
A feature selection method helps reduction of computational complexity of learning algorithm, improve prediction performance, better data understanding and reduce data storage space. Feature selection has gained immense popularity in machine learning applications. The feature selection finds the minimum number of feature subsets that retains high accuracy to represent the original features. When the choices of a number of subsets of features are very small, the chances of information content may be low. On the other hand, the presence of noise as an irrelevant data is highly probable when many features are selected. Hence, feature selection should be on the right selection of subsets, avoiding too large or too small number of features. There are many advantages of using the feature selection methods like data visualization and understanding, reduction of memory storage, reduction of training time and reduction of the dimensionality which may improve prediction and classification performance. The feature selection process discards redundant and irrelevant attributes while retaining the model accuracy. Irrelevant features are not useful for improving the performance of the model and should be removed. Instead, an unnecessary feature represents the same feature or relevant of another feature when both have the same impact on the model accuracy the feature selection process can remove one of them. Consider the input data Y= { y 1 , y 2 , … , y m } of size M and number of features y i = { f 1 , f 2 , … , f L } and the target prediction feature T. Feature selection process chooses the best features from y i that effectively characterizes T. The feature selection is optimal if and only if it produces highest-class separability with minimum representation. The method considers the generalization problem to construct a minimum paradigm for defined size dataset. This process 3 deals with bias-variance problems in data pre-processing based on the specified dataset. The processing algorithm guarantees to reduce complexity by using limited features from the available datasets which should be identified to obtain the best generalization.
The feature selection methods are broadly classified into three groups namely filter, wrapper and embedded methods. The filter method uses heuristics based on the prominent characteristics of the data handled instead of an algorithm for evaluation of the quality of feature subsets, with the application of a statistical measure for assignment of a rank to each feature. The ranking measure is used for scoring the features, and a threshold is used to eliminate features below the threshold. The filter method uses proper threshold value for the selection of subsets with most relevant features. It is an independent measure for evaluating features subsets without utilizing any machine learning algorithms. There are many independent criteria employed for assessment including interclass distance measures, uncertainty measures, dependency and consistency measure and the probability of error measures [10] . This method is faster than the wrapper method and practical for use on high dimensional datasets. Wrapper-based feature selection method searches for best subset of features using predetermined accuracy from an induction algorithm for evaluating generated subsets of features. The method may produce improved performance but is expensive to run. This method utilizes the learning algorithms to evaluate the subsets, while dataset is very large. In the wrapper method, optimal subset generation is the process of the heuristic search algorithm. Many search algorithms can be utilized for finding feature subsets. A sequential search algorithm is an iterative like algorithm which starts with an empty feature or complete feature and add or remove one feature at a time until the target is obtained. Heuristic search algorithms evaluate different subsets for optimizing the best solution. Wrapper methods make use of the classifier for providing a score of the feature subset depend on their predictive power. The embedded method combines the advantages of filter and wrapper approaches. In this method, the feature set is evaluated through the use of independent criteria and a learning algorithm. The independent criterion is used for the choice of an optimal subset with prearranged cardinality. The learning algorithm uses various cardinalities to select the finest subset from the optimal subsets. These methods are appropriate for feature selection mainly used on high dimensional datasets [11] .
Mutual Information Feature Selection
Mutual information (MI) is a non-linear correlation based method which is used to calculate the information shared by two, three or more number of features. [12] If the features are independent they do not have any common information and one feature does not give any information about other feature. The amount of information shared by each feature with another feature is called entropy [19] .Let X and Y are two features, then I(X; Y) represents the mutual information between them. The Mutual information I(X;Y) is zero when both X and Y are independent. The Mutual information is symmetric and non-negative. [20] , [21] , [22] , [26] For discrete random variables (X,Y), the MI is I(X; Y) = ∑ ∑ P(x, y)log (
yϵY xϵX P(x,y) represents the joint probability of 'x' and 'y'. p(x) and p(y) are marginal probability density function of x and y respectively. For continuous random variables (X,Y), MI is ( ; ) = ∫ ∫ ( , ) (
Alternate way to express mutual information in the form entropy is ( ; ) = ( ) + ( ) − ( ; ) represents the joint entropy of X and Y
The MI between two random variables can be calculated by estimating the Probability Density Function (PDF). The estimation can be done in three ways by using parametric, non-parametric and the combination of parametric and nonparametric density estimations. The non-parametric density estimations are statistical methods such as KNN, Kernel density, Wavelet density, etc. which allows functional form of regression function to be flexible whereas parametric density estimations are density functions like Bayesian, Maximum Likelihood, Maximum posteriori, etc. which assumes data from known group of distributions such as normal, Gaussian, etc. and then optimizes the parameters of the function by fitting the model to the dataset. The mixed density estimation takes the benefits of both parametric and non-parametric estimations and increases the quality of estimation. In the proposed model, the KNN estimator is utilized for probability density function estimation. First, the KNN method estimates the probability density function, then it calculates mutual information. While the value of K is small the bias also small but the variance is high, whereas the size of K is large the bias also large, but the variance is small. The procedure of Mutual Information Feature Selection (MIFS) algorithm is as follows 1. Let X be an input set, T be an output set and F be a final selected features set 2. Initialize X with the set of inputs and F with an empty set Improved Prediction of Wind Speed using Machine Learning 
Wind Speed Forecasting using Neural Network
The basic concept behind the ANN is to develop a tool that should perform computation for demonstrating the brain function. This tool must carry out various computations at a rate faster than the computed rate of the conventional framework. The ANN can be utilized for various purposes like clustering, classification, prediction, etc. During the learning procedure, known patterns of a particular problem are presented to the network to improve its performance and its generalization ability. The generalization capability is an ability to respond to the pattern correctly, which was not used during the training process. An optimization method based on gradient descent is applied to reduce the error or maximize the accuracy of the neural network. There are two major categories of learning called supervised and unsupervised learning. In supervised learning system, the class label of the pattern presented to the network is known, and it is used in the training process. If the class label is unknown or unused, the learning process is unsupervised. ANN has the capability of learning and generalizing the given input by assigning or adjusting its weights and biases for making useful decision.
NARX Model
The nonlinear autoregressive network with exogenous inputs provides very accurate chaotic time series prediction that perfectly fits to wind speed forecasting. This network with delayed inputs, delayed recurrent (feedback) outputs, the nonlinearity and dynamic character allow computation and determination of tasks that are almost impossible to solve for conventional methods or linear (time invariant) systems. NARX is a recurrent dynamic neural network, with feedbackward connecting with many layers of the neural network [13] .
Figure 1. NARX model structure
In the non-linear systems, the NARX model has utilized for the time series oriented data [14] .The learning method used in NARX model is more efficient than other neural networks. In NARX the gradient descent is improved which makes NARX becomes more active. Figure 1 shows the NARX network structure. There are two portions of inputs are given to the NARX network.
The NARX uses faster network connection with good generalization ability. It can be trained by using seriesparallel mode or only parallel mode. The series-parallel mode feeds an original output directly as part of the input to the network but the only parallel mode feeds back the output as a part of the input [15, 16, 17, and 18] . Let us consider, w (t) as the external input, s(t) as the output of the network at particular time t and n i as the delay time of external input. This NARX network can be defined as shown in equation (5) .
The output of NARX network s(t) depends on current and previous input w(t-i) and also on the previous output of the network s(t-i).
Back-Propagation Network (BPN)
In the area of the ANN, back-propagation is the most important network utilized in many of the real-world applications. It uses multi-layer feed forward network with input, hidden and output layers. The BPN training process consists of three stages namely, feed forward of the input training, backpropagation of error and updation of weights [8] . During the feed forward stage, the signal x i is given as an input to each input node X i (i=1 to n) and send it to the hidden layer. For each hidden node z j (j-1 to p) the net input is calculated by summing the weighted input signal. is the connection weight between an input node i and hidden node and is bias on hidden node The output of the hidden node is calculated by applying an activation function.
The commonly used activation function is binary sigmoid or bipolar sigmoid function. The sigmoid function is defined as
For each output node ( = 1 ) the sum of its weighted input signal is given as net input. represents the connection weight from hidden to output node and is bias on output node. The net input for the output node is calculated as follow
The output of the output layer node is calculated by applying its activation function = ( )
In the second stage is backpropagation of error is calculated from output layer to hidden layer. Error correction is computed as follows
′(
Where represents the target vector. Based on the error correction, update the changes in the weight and bias ∆w jk = αδ k z j In the third stage, each output node updates the weight and bias
Each hidden node updates the weight and bias
Initially random values are assigned as the interconnection weights values and bias values. Later, these values are changed based on the BPN training process.
Radial Basis Function (RBF) Network
The radial basis function is a functional approximation neural network which uses the most common nonlinearities such as Gaussian kernel functions and sigmoid. The input layer has a set of input units receiving an input signal and forwards it to the hidden layer. The activity function is usually Gaussian function that is regulated by hidden layer. The output layer executes linear transformation from the hidden unit to the output space. [23] , [24] , [25] The RBF neural network uses three parameters namely the centre of the basis function, the variance and weights between hidden layer and an output layer. The Gauss function in RBF network is represented as 
Performance Evaluation of Forecast Accuracy
An accurate forecasting is the primary task in uncertain wind speed. The forecasting model is trained with training data and evaluated by using the testing data. The accuracy of the prediction can be measured by the difference between forecasted value and the an observed value. Mean absolute error (MAE), and root mean square error (RMSE) are the most frequently used parameters to evaluate the wind speed forecasting.
Where y(t) represent an actual value ŷ(t) represents the forecasted value and N represents the number of forecasting used for the evaluation.
Results and discussion
Time series meteorological data was collected from the University of Waterloo weather station from 2013 to 2015 with 15 minutes intervals. The meteorological dataset features consists of Shortwave radiation (X1), Shallow soil temperature(X2), Relative humidity(X3), Reflected shortwave radiation(X4),Deep soil temperature(X5), Ambient air temperature(X6), Barometric pressure(X7), Precipitation(GeoNor) (X8), Wind direction(X9), Sonic range sensor for snow depth(X10), Precipitation (Tipping Bucket) (X11),Deep Soil moisture(X12). The data collected in the first two years was considered as training data and the last one year data was utilized as testing data.
Mutual information feature selection finds the significant features to reduce the complexity of the wind speed forecasting model. This feature selection method is meant for determining the minimum number of feature subsets from an original meteorological dataset that maintains a high accuracy to represent the original features of the dataset. This algorithm estimates the weight for each feature. The rank for each feature is calculated based on its weight, and top five features are considered for further evaluation. This algorithm identifies reflected shortwave radiation, wind direction, ambient air temperature, and relative humidity and shortwave radiation. The investigation datasets consisting of selected features produced by the MI feature selection are used as input for RBF, BPN and NARX algorithm to forecast the wind speed. All the three neural network models are evaluated in terms of RMSE and MAE. Figure 3 shows actual and forecast wind speed values using back propagation model with MI features selection. Figure 4 shows actual and forecast wind speed values using radial basis function model with MI feature selection. Figure 5 shows actual and forecast wind speed values using NARX model with MI features selection. 
Conclusion
Wind energy is the rapidly growing source of renewable energy. An accurate prediction of wind speed becomes a complicated task due to its uncertain nature. In this paper, MI feature selection method was utilized to identify significant features for improving the wind speed prediction using neural network. The NARX, BPN and RBF neural network models were developed for wind speed prediction and the performance of the models with MI feature selection were compared in terms of RMSE and MAE values. The results show that NARX with MI feature selection model outperforms other models.
