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CHAPITRE 1
Introduction
Ce travail de the`se porte principalement sur deux e´tudes de la dynamique
de particules en interactions hydrodynamiques dans des milieux conﬁne´s et a`
faible nombre de Reynolds. La premie`re est une expe´rience d’e´cho sur un sys-
te`me bidimensionnel a` grand nombre de degre´s de liberte´. La seconde est une
e´tude de traﬁc d’un nombre restreint de particules dans un re´seau de canaux
unidimensionnels. Ces deux e´tudes sont donc de natures diﬀe´rentes mais sont
intimement lie´es par une proble´matique initiale fondamentale : comprendre la
perte collective de la re´versibilite´ temporelle dans un syste`me de particules en
interactions hydrodynamiques.
Ce chapitre a pour but de pre´senter les proble´matiques et les enjeux de ces
e´tudes en passant en revue les diﬀe´rentes recherches de´ja` eﬀectue´es sur ce type
de syste`mes. Il a e´galement pour objectif de mettre en e´vidence la physique sous-
jacente a` ces syste`mes plac¸ant cette the`se a` l’interface de 3 grands domaines :
l’hydrodynamique, la matie`re molle et les syste`mes dynamiques.
Il s’organise de la fac¸on suivante. La premie`re section introduit la proprie´te´
de re´versibilite´ hydrodynamique des e´coulements visqueux. La seconde pre´sente
la notion de chaos Lagrangien et son impact sur la re´versibilite´ des e´coulements.
Dans la troisie`me partie, plusieurs exemples d’expe´riences d’e´cho sur des sys-
te`mes de particules en interactions hydrodynamiques sont de´crits. Finalement,
la dernie`re section re´sume synthe´tiquement les principaux re´sultats de la the`se.
1.1 Re´versibilite´ des e´coulements visqueux
Les e´coulements de liquides visqueux exhibent des dynamiques tre`s surpre-
nantes et souvent contre-intuitives. En eﬀet, ceux-ci ont la proprie´te´ d’eˆtre in-
variants par renversement du temps. Cette proprie´te´ est illustre´e dans la section
7
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a
b cFigure 1.1: Images extraites du ﬁlm de G.I. Taylor illustrant la re´versibilite´ des
e´coulements a` faible nombre de Reynolds [1]. La goutte de colorant est me´lange´e
au liquide visqueux en tournant le cylindre inte´rieur, puis est de´me´lange´e en
imprimant le meˆme nombre de rotations dans l’autre sens.
suivante par 2 exemples tre`s classiques et marquants. Elle sera justiﬁe´e plus
quantitativement par la suite.
1.1.1 Deux exemples classiques
Les 2 exemples mettant en jeu des e´coulements visqueux pre´sentant une
dynamique re´versible sont les suivants : l’expe´rience d’e´cho de G.I. Taylor [1] et
le Scallop Theorom de E. Purcell [2].
Ce premier eﬀectue une expe´rience de me´lange dans une cellule de Couette
cylindrique remplie d’un liquide visqueux. Il injecte une goutte de colorant au
centre de la cellule puis imprime 4 tours au cylindre inte´rieur aﬁn de me´langer
la goutte de colorant, voir ﬁgure 1.1. En eﬀectuant 4 tours au meˆme cylindre
dans le sens inverse, la goutte se ”de´me´lange” et reprend ﬁnalement sa forme
initiale.
Le Scallop Theorem de Purcell quant a` lui peut s’e´noncer de la fac¸on sui-
vante. A faible nombre de Reynolds, aucune propulsion ne peut eˆtre re´alise´e au
moyen d’un mouvement re´ciproque, voir ﬁgure 1.2. De plus, tant que le nombre
de Reynolds est nul, peu importe la vitesse a` laquelle s’eﬀectue le mouvement
aller et le mouvement retour, le de´placement sera nul. En eﬀet, l’e´quation de
Stokes n’est pas seulement invariante par renversement du temps, mais inva-
riante par reparame´trisation du temps, voir section 1.1.2. Le nom du the´ore`me
a e´te´ donne´ en re´fe´rence a` la coquille St jacques (Scallop en anglais) qui utilise
sche´matiquement un mouvement re´ciproque (en re´alite´ le mouvement est beau-
coup plus complexe) pour avancer. Celle-ci ouvre lentement sa coquille puis la
referme rapidement pour e´jecter de l’eau. Compte tenu de sa taille, l’inertie
est alors importante et cette diﬀe´rence de vitesse entre la phase aller et retour
lui permet de se de´placer. A des e´chelles plus petites en revanche, les micro-
organismes ont besoin de de´velopper des strate´gies de propulsion diﬀe´rentes.
Principalement, ceux-ci utilisent des ﬂagelles qu’ils de´forment de manie`re non-
re´ciproque aﬁn de se propulser. On peut citer notamment le spermatozo¨ıde, la
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4 51 2 3
Mouvement réciproque = pas de propulsion
Mouvement non réciproque = propulsion
Figure 1.2: Illustration du Scallop Theorem de E. Purcell. A faible nombre de
Reynolds, un mouvement re´ciproque ne peut conduire a` une propulsion nette
sur un cycle, alors qu’un cycle non-re´ciproque le permet.
bacte´rie E. Coli ou encore l’algue Volvox. L’e´tude de la propulsion animale a`
faible nombre de Reynolds est un domaine d’intense recherche depuis une ving-
taine d’anne´es [3, 4, 5, 6, 7, 8].
La section suivante justiﬁe quantitativement cette invariance par renverse-
ment temporel.
1.1.2 Invariance par reparame´trisation du temps
Les e´coulements de ﬂuides newtoniens incompressibles sont de´crits de ma-
nie`re ge´ne´rale par l’e´quation de Navier-Stokes. Cette e´quation s’obtient en appli-
quant le principe fondamental de la dynamique a` un volume V de ﬂuide donnant
une relation inte´grale sur ce volume. L’e´quation de Navier-Stokes est donc un
bilan de quantite´ de mouvement par unite´ de volume :
ρ
[
∂v
∂t
+ (v.∇)v
]
= η∆v − ρ∇P + ρf (1.1)
div(v) = 0 (1.2)
f repre´sente ici les forces volumiques exte´rieures pouvant s’appliquer sur le
ﬂuide, telle que la pesanteur. Dans toute la suite, aucune force exte´rieure ne
s’appliquera et ce terme sera nul. L’e´quation (1.2) traduit l’incompressibilite´
des e´coulements.
Plusieurs nombres sans dimension peuvent eˆtre construits a` partir de cette
e´quation et permettent de simpliﬁer le proble`me dans certaines limites. Tout
d’abord si l’on compare les forces d’inertie ρ(v.∇)v aux forces de frottement
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visqueux η∆v, on obtient le nombre de Reynolds :
Re =
|ρ(v.∇)v|
|η∆v|
∼
ρUL
η
(1.3)
ou` U est une vitesse caracte´ristique de l’e´coulement et L une longueur caracte´ris-
tique du proble`me. Dans la limite ou` ce nombre Re est petit devant l’unite´, alors
les forces visqueuses sont nettement plus importantes que les forces d’inertie et
le terme ρ(v.∇)v peut eˆtre ne´glige´ dans l’e´quation de Navier-Stokes. Ainsi dans
ce re´gime visqueux, le terme non-line´aire est supprime´ et la physique devient
beaucoup plus simple : pour un proble`me avec conditions aux limites donne´es
il y a unicite´ de la solution. Ce re´gime est obtenu si les e´coulements sont lents
comme le mouvement des glaciers ou du manteau terrestre ou si la taille carac-
te´ristique du proble`me est tre`s petite, comme dans le cas du de´placement de
bacte´ries ou encore si le ﬂuide conside´re´ est tre`s visqueux, comme du miel, du
pe´trole,... C’est dans cette limite de faible nombre de Reynolds que toutes les
e´tudes pre´sente´es dans ce manuscrit se placent.
Un deuxie`me nombre sans dimension peut eˆtre construit en comparant le
temps caracte´ristique de variation de la vitesse τ au temps caracte´ristique de
diﬀusion de la quantite´ de mouvement τd = ρL
2/η :
N =
|ρ∂v/∂t|
|η∆v|
=
τd
τ
(1.4)
Si les variations de vitesse s’eﬀectuent sur des e´chelles de temps grandes devant
la diﬀusion de la quantite´ de mouvement alors le terme instationnaire ∂v/∂t
de l’e´quation de Navier-Stokes peut lui aussi eˆtre ne´glige´. Cette limite peut
s’interpre´ter comme suit : sur le temps caracte´ristique τ , les variations de vitesse
se propagent par diﬀusion visqueuse sur une distance nettement supe´rieure a` la
taille caracte´ristique L du proble`me. Il y a alors instantane´ite´ de la dynamique.
Dans ces deux limites Re,N ≪ 1, l’e´quation de Navier-Stokes se simpliﬁe
nettement pour donner l’e´quation de Stokes stationnaire :
η∆v − ρ∇P = 0 (1.5)
div(v) = 0 (1.6)
Cette e´quation posse`de la proprie´te´ d’eˆtre invariante par reparame´trisation du
temps : par exemple, si v(x, y, z) est solution de l’e´quation avec un champ de
pression p(x, y, z), alors le champ de vitesse −v(x, y, z) sera aussi solution du
proble`me a` condition d’inverser les contraintes et les conditions aux limites.
Cette formulation mathe´matique des e´quations hydrodynamiques a` faible
nombre de Reynolds stationnaire justiﬁe bien la dynamique relate´e sur les 2
exemples de la section pre´ce´dente.
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Stirylng by chaotic advection 9 
FIGURE 2. Iterated-map results described in 94. Parameters are B = 0.5 and (a) p = 0.05; ( b )  0.10; 
(c) 0.125; (d )  0.15; ( e )  0.20; (f) 0.35; (9) 0.50; (h)  1.0; (i) 1.5. Crosses indicate agitator positions. 
As ,u (or T) is increased, the innermost trajectories become erratic and the regular 
pattern of level curves is disrupted. As figure 2 shows, this disruption or instability 
to chaotic motion sets in when ,u = 0.1 and continues to consume a larger and larger 
portion of phase space, until a t  ,u = 1.5 no trace of regularity can be seen. It should 
be emphasized that for every value of ,u we are simply iterating an explicitly given 
mapping for a predetermined number of steps. Hence increasing the value of ,u does 
not increase the computational effort nor the reliability of the plotted points. (The 
accuracy to which the points are known is several orders of magnitude larger than 
the resolution of the plotter.) This is, of course, just a restatement of the standard 
advantages of a mapping over actual time integrations of differential equations. In 
a physical problem one commonly starts with a set of differential equations, such as 
(4), and it is sometimes difficult to specialize these equations so that an explicit 
analytical mapping emerges. One is then left with the option of constructing maps 
that reeemble the system under study in some qualitative way, a procedure that has 
led to many important results, but which, clearly, from the point of view of any 
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Figure 1.3: A. Syste`me utilise´ pour l’expe´rience nume´rique de Aref [9]. B.
Trajectoires de 15 particules passives place´es sur l’axe horizontal et vertical de
la cellule dans le cas b = 0.5 et T = 0.05 (parame`tres adimensionne´s). C. Meˆme
trace´ pour les arame`tres adimensionne´s b = 0.5 et T = 1.5. Les pan ls B et C
sont extraits de [9].
1.2 Robustesse de la re´versibilite´ te porelle hy-
drodynam que
L’invariance par reparame´trisation du temps sembl indiquer que toute e pe´-
rience d’e´cho hydrodynamique (avec Re ≪ 1 et N ≪ 1) est triviale. Mais dans
un syste`me physique re´el il existe toujours des contributions non-re´versibles,
meˆme inﬁnite´simales. En eﬀet, un syste`me physique a toujours une inertie non-
nulle. De plus, il ne peut jamais eˆtre conside´re´ comme totalement isole´. Par
exemple, dans l’expe´rience d’e´cho de Taylor relate´e pre´ce´demment, le syste`me
est en contact avec un thermostat, l’air environnant. Ceci implique que les mo-
le´cules du liquide diﬀusent. Or la diﬀusion thermique est un phe´no e`ne intrin-
se`quement irre´versible. La conse´quence est que la goutte obtenue a` la ﬁn de
l’expe´rience n’a pas la forme exacte de la goutte initiale, voir ﬁgure 1.1.
Dans ce cas la`, l’irre´versibilite´ observe´e est tre`s faibl (microscopique), car la
dynamique du pr c ssu st int´grable. Mais i la dy amique re´versibl est aussi
chaotiqu , alo s toutes les contributions irre´versibles microscopiques euvent
eˆtre ampliﬁe´es conduisa t a` l’e´mergence d’ ne irre´versibilite´ macroscopique.
C’est ce couplage entre re´versibilite´ et dynamique chaotique que je de´veloppe
dans cette section.
1.2.1 Chaos Lagrangien
Le proble`me d’advection par un e´coulement d’une particule passive (i.e. un
traceur) sous le point de vue Lagrangien de´ﬁnit un syste`me dynamique :
x˙ = u(x, y, z, t), y˙ = v(x, y, z, t), z˙ = w(x, y, z, t) (1.7)
Dans cette e´quation, u, v, w sont les composantes du champ de vitesse de l’e´cou-
lement et x˙, y˙, z˙ sont les composantes de la vitesse de la particule dans les
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directions conside´re´es. Pour une ge´ome´trie bidimensionnelle et un e´coulement
incompressible, ce syste`me dynamique est hamiltonien. En eﬀet, la fonction de
courant ψ de´ﬁnit directement le hamitonien du syste`me, car u = −∂ψ/∂y et
v = ∂ψ/∂x :
x˙ = −
∂ψ
∂y
, y˙ =
∂ψ
∂x
(1.8)
Les positions x, y de la particule sont alors les variables conjugue´es du sys-
te`me. Si l’e´coulement conside´re´ est stationnaire, alors la fonction de courant est
inde´pendante du temps et le syste`me dynamique de´ﬁni est inte´grable [9]. En
revanche, si cette fonction de courant de´pend du temps, le syste`me obtenu peut
devenir chaotique.
C’est cette observation que H. Aref a mis a` proﬁt dans le papier fondateur
”Stirring by chaotic advection” (J. Fluid Mech 143, 1-21 (1984)) [9] pre´sentant
sur un exemple une me´thode d’obtention d’e´coulement laminaire et chaotique.
En appliquant un forc¸age non-stationnaire au liquide conside´re´, Aref voit appa-
raˆıtre une dynamique chaotique des particules passives pour une large gamme
des parame`tres du proble`me. Pre´cise´ment, la ge´ome´trie conside´re´e est un disque
de liquide avec 2 agitateurs ponctuels de circulation Γ place´s sur un diame`tre du
disque et se´pare´s d’une distance 2b, voir ﬁgure 1.3A. Le forc¸age consiste a` faire
fonctionner alternativement chacun des agitateurs pendant un temps T/2. A
circulation ﬁxe´e, la variation de la se´paration b et de la pe´riode T de l’actuation
engendre une dynamique tantoˆt re´gulie`re, tantoˆt chaotique, voir ﬁgure 1.3B et
C.
Le principe de l’obtention de cette dynamique chaotique est l’e´tirement puis
le repliement successif des trajectoires, a` l’instar de la ce´le`bre application du
boulanger (Baker’s map). Comme sugge´re´ initialement par Aref, ce principe a
eu de nombreuses applications expe´rimentales pour l’ame´lioration du me´lange
de ﬂuides visqueux [10, 11, 12].
1.2.2 Expe´rience d’e´cho chaotique
Une question le´gitime sur la re´versibilite´ hydrodynamique est de savoir ce
que donnerait l’expe´rience d’e´cho de Taylor lorsque le forc¸age est tel qu’il donne
lieu a` une dynamique chaotique. C’est ce proble`me qu’ont souleve´ H. Aref et
S.W. Jones en 1988 dans [13].
Leur syste`me est tre`s proche de celui de Taylor. Il consiste en deux cylindres
de rayon R1 et R2 (R2 > R1) excentre´s dont le gap entre les deux est rempli
d’un liquide visqueux, voir ﬁgure 1.4A. Ces cylindres tournent a` des vitesses an-
gulaires Ω1 et Ω2 respectivement. Dans cette simulation nume´rique, les auteurs
comparent les re´sultats de deux expe´riences d’e´cho, l’une dont l’e´coulement est
re´gulier l’autre chaotique. L’e´coulement re´gulier est simplement produit par la
rotation continue des deux cylindres. L’e´coulement chaotique quant a` lui est
produit en faisant tourner successivement les deux cylindres pendant un temps
τ . De plus, une irre´versibilite´ microscopique est introduite en rajoutant une dif-
fusivite´ D a` chacune des particules. Les parame`tres de controˆle de l’expe´rience
sont le rapport des vitesses des cylindres Ω1/Ω2 et cette diﬀusivite´ D.
12
with close initial positions characteristic of chaotic advec-
tion may lead, in this case, to a complete failure of particles 
to return to the original region upon flow reversal. This 
greater sensitivity in turn allows a mixture of two species of 
particles with close diffusivities to be separated by gradually 
enriching the set that returns to some defined region in the 
species with the smaller diffusivity, since on each cycle more 
and more of the particles with higher diffusivity will fail to 
reassemble. 
We have conducted numerical experiments to test and 
quantify these ideas. We first describe the proposed setup, 
then outline some simple quantitative estimates that lead to a 
notion of scaling in this problem. We verify this scaling for 
the numerical experiments. At the end of the paper we return 
to a discussion of potential limitations that one would en-
counter in a real device and the relation of our proposed 
method to other separation techniques. 
III. NUMERICAL EXPERIMENTS 
In keeping with the earlier work of Taylor and Heller4,5 
we again consider a Couette type device with two parallel 
rotating cylinders, However, we no longer maintain the cyl-
inders concentric. The Stokes flow between eccentric, rotat-
ing cylinders has become something of a paradigm of the 
subject of chaotic advection, since the first studies appeared 
a couple of years ago.2 The basic geometry is shown in Fig. 1. 
The two cylinders may be rotated independently. The sub-
stance to be stirred starts off inside the solid circular region. 
The entire space between the cylinders is filled with some 
resident fluid that simply provides the ambient flow field. 
Specification of a steady Stokes flow in the geometry 
shown in Fig. 1 requires a number of parameters: The ratio 
of the radii Rinner/Router was set to 0.3. The offset of the 
center of the inner cylinder relative to that of the outer, nor-
malized by Router' was 0.35. The ratio ofinner to outer angu-
• 
FIG. I. Definition sketch for the numerical stirring experiments conducted. 
The two-cylinder geometry is shown as well as the location of the disk where 
the advected particles are started. All dimensions are to scale. 
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lar velocities of rotation, o'inneJo'outer> is retained as a con-
trol variable. Once the values of these three quantities are 
given, the steady Stokes flow solution can be computed ana-
lytically.6 We are, of course, interested in more than steady 
flow. We wish to modulate the cylinder motions in time, and 
for this purpose a "modulation time" 7 is introduced. Then, 
the alternating motion of the two cylinders is described by a 
rotation of the outer one through an angle (Jouter = o'outer 7, 
followed by a rotation of the inner one by an angle (Jinner 
= o'inner7 = (Jouter X (o'inner/o'outer)' Hence, for a pulsed 
mode of operation, which we use to make the flow unsteady, 
the list of control parameters may simply be augmented by 
one: the angle through which the inner cylinder is turned on 
each cycle. The motions are assumed to be carried out so 
slowly that the Stokes flow approximation is always valid. 
For additional details on the flow and modulation strategies 
see Ref. 2. 
For the results shown here we have arbitrarily set (Jouter 
equal to 1 rad and we measure time in units of the modula-
tion time 7. When we compare pulsed and steady operation 
of the two-cylinder device we shall need to use a physical 
time to assure that diffusion has equal opportunity to act in 
the cases being compared. 
The following calculations were now performed: A 
large number of particles were placed randomly inside the 
solid circle shown in Fig. 1 of radius 0.1 X Router. The parti-
cles were advected for n cycles (i.e., for a time 2n7) of the 
pulsed, two-cylinder Stokes flow just described, and were 
diffused according to a Brownian motion rule with a prede-
termined value of the diffusivity D. This was done in the 
usual way3 by assuming in (1) to be a Gaussian process 
with autocorrelation, 
(2) 
The deterministic flow was then reversed and run for an-
other n cycles backward, while the diffusion was kept on. 
At the conclusion of this stirring and unstirring, the per-
centage P(t) of particles that had returned to the original 
circle was determined. This percentage thus depends on the 
number of cycles n or equivalently the stirring time t, the 
diffusivity D, and the flow control parameter o'inneJo'outer 
(and the parameters that are kept fixed, such as (Jouter and 
the two-cylinder geometry). In Fig. 2 we show P(t) for four 
different values of D. In the top row, Figs. 2(a) and 2(b), we 
have results for a chaotically advecting flow. The value of 
o'inner/o'outer is varied from one panel to the other. In the 
bottom row of Fig. 2 [2(c) and 2(d)], results for the same 
diffusivities are shown for integrable advection at the same 
two values of o'inner/o'outer' We have plotted P(t) in Figs. 
2(a) and 2(b), rather than P(n) to allow comparison with 
the integrable case. The main point in this comparison is that 
the diffusion be allowed to act for the same interval of time. 
Several features of Fig. 2 are easy to understand. For a 
fixed stirring time P(t) decreases with increasing D both 
for integrable and chaotic advection. This is because larger 
diffusivity leads to fewer particles reassembling at the origi-
nallocation. For very small D, the curve for P( t) is quite flat. 
Even for D = 0, however, the curve would not be completely 
flat. Computer roundoff error acts ultimately to prohibit all 
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FIG. 2. Graphs of the return percentage pet) versus stirring time t for four 
different valu s of the particle diffusivity, D = 10- 8, 10-7, 10-6, and 10-5 
xR (top to bottom). (a) Cha tic advection; flinn.Jfloufe' = 6. (b) 
Chaotic advection; flinn.Jflouter = 12. (c) Integrable advection; 
flinneJfloute, = 6. (d) Integrable advection; flinne,/flou'e, = 12. 
particles from returning to the initial disk. We have checked 
the effect of roundoff for these calculations and found it to be 
considerably less than our smallest diffusivity (for the same 
length of stirring time). 
The main feature to be noted in Fig. 2 is the difference in 
the slope ofthe P(t) curves at very small diffusivity for the 
integrable and chaotically advecting flow regimes. Clearly 
for chaotic advection the curves fall off more steeply than for 
the corresponding integrable case. For larger values of the 
diffusivity, such an effect is hardly visible. In this case the 
loss of particles by diffusion is so rapid that the amplified 
material line stretching, brought about by chaotic advection, 
is insignificant. 
Figure 3 traces in physical space how the results of Fig. 
2 come about. In the runs illustrated here 10 000 particles 
were placed within the solid circle of Fig. 1. Stirring pro-
gresses and after three cycles we obtain the picture in Fig. 
3(a). Just after constructing this figure the flow is reversed, 
and we attempt to reassemble the particles in the original 
circle. As Fig. 3(b) shows this is only partially successful. 
Figures 3(c) and 3(d) repeat the experiment with the same 
value of the diffusivity, but for integrable advection. [In this 
case the flow is steady and runs for the same amount of time 
as in 3(a) and 3(c).] We clearly see that the reassembly is 
much more successful in this case. 
Figures 4 (a) and 4 (b) show the end results of similar 
calculations, but for a larger value of the diffusivity. In Fig. 
4(b), we have the results for the chaotically advecting case; 
in 4(a) for the integrable case. Although a small effect is 
apparent, the difference is much less dramatic than in the 
comparison in Fig. 3 for smaller diffusivity. 
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FIG. 3. Real spa e particle distributions after forward stirring [(a) and 
( c )] and after reversal [( b) and (d) ]. Panels (a) and (b) are for chaotic 
and (c) and (d) for integrable advection with flinn.Jflout., = 12 and 
D = 10-
7 
X R T. Reassembly of the original circle is clearly more com-
plete in the integrable case. 
Returning to a more in-depth look at Figs. 2(a) and 
2(b) we see three distinct regions in the graphs, which we 
interpret as follows: For small t, a large percentage of the 
particles return to the original disk. The loss here is roughly 
equal to the loss that would occur if the particles diffused 
without any stirring. This range is followed by a precipitous 
drop in P( t). This is a most important feature. For this range 
of t the "striation thickness" of the advected scalar is becom-
ing comparable to the diffusive length scale, and particle loss 
resulting from chaos is very effective. Finally, the curves 
flatten at large t, basically because we have lost about as 
many particles as we can, and the number that "return" is 
approximately the number that are captured by the original 
disk, assuming a uniform distribution over the entire do-
main. 
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FIG. 4. Reassembly plots similar to those in Figs. 3 (b) and 3 (d), but for the 
largerdiffusivity D = The effect seen in Fig. 3 is much less 
pronounced. These experiments go only half as far in time as those in Fig. 3 
since the particles would otherwise become much too dispersed by diffu-
sion. 
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Figur 1.4: Fig s extrait de [13]. A. Syste`me utilise´ p r l’expe´rience nu-
me´rique. B et C. Respectivement, e´tat a` mi-parcours et e´tat ﬁnal du syste`me
chaotique pour Ω1/Ω2 = 12, D = 10
−7R22/τ et t = 6τ . D et E. Meˆme trace´ que
B et C pour le syste`me inte´grable.
Le principe des deux expe´riences est de suiv e la dynamique de 10000 par-
ticules passives constituant initialement un disque pendant un temps t dans un
s ns puis un temps t ou` le forc¸age est inverse´. L’e´tat initial es repre´sente´ ﬁ-
gure 1.4A. Un exemple des e´tats a` mi-parcours pour la dynamique chaotique et
re´gulie`re sont repre´sente´s ﬁgure 1.4B et D respectivement. Ils correspondent a`
Ω1/Ω2 = 12, D = 10
−7R22/τ et t = 6τ . Les e´tats ﬁnaux de l’expe´rience pour
ce jeu de parame`tres sont donne´s ﬁgure 1.4C et E. On peut noter de´ja` sur
cet ex mpl que le yste`me chao ique donne une dynamique d’e´cho beaucoup
moins re´versible que le syste`me inte´grable. En eﬀet, dans ce syste`me inte´grable
la diﬀusion perturbe de manie`re marginale la re´versibilite´, alors que celle-ci est
totalement perdue au niveau des trajectoires de traceurs Browniens pour le sys-
te`me chaotique.
Aﬁn de donner une mesure quantitative de la re´versibilite´, les auteurs de´-
ﬁnissent la fraction P (t) de particules revenant dans le disque initial. Ce type
de fonction P (t) se a appele´ ﬁde´lite´ dans la suite du manuscrit. Leurs re´sul-
tats sont donne´s ﬁgure 1.5 (A, B, C et D) pour 4 diﬀusivite´s D et 2 rapports
de v tesses Ω1/Ω2 diﬀe´rents. Les panels A et B correspondent a` la dynamique
chaotique alors que les panels C et D proviennent de la dynamiqu inte´grable.
A faible iﬀusivite´, la dyna ique chaotique est nettement plus irre´versible que
la dynamique re´gulie`re. Cette observation est beaucoup moins nette pour les
coeﬃcients de diﬀusion importants. En eﬀet, lorsque la diﬀusivite´ est grande,
celle-ci est suﬃsante pour faire sortir les particules du disque initial meˆme pour
la dynamique re´gulie`re. Cette observation est tre`s logique : dans la limite d’une
diﬀusion inﬁnie, l’ampliﬁcation chaotique de la se´paration des trajectoires a une
13
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particles from returning to the initial disk. We have checked 
the effect of roundoff for these calculations and found it to be 
considerably less than our smallest diffusivity (for the same 
length of stirring time). 
The main feature to be noted in Fig. 2 is the difference in 
the slope ofthe P(t) curves at very small diffusivity for the 
integrable and chaotically advecting flow regimes. Clearly 
for chaotic advection the curves fall off more steeply than for 
the corresponding integrable case. For larger values of the 
diffusivity, such an effect is hardly visible. In this case the 
loss of particles by diffusion is so rapid that the amplified 
material line stretching, brought about by chaotic advection, 
is insignificant. 
Figure 3 traces in physical space how the results of Fig. 
2 come about. In the runs illustrated here 10 000 particles 
were placed within the solid circle of Fig. 1. Stirring pro-
gresses and after three cycles we obtain the picture in Fig. 
3(a). Just after constructing this figure the flow is reversed, 
and we attempt to reassemble the particles in the original 
circle. As Fig. 3(b) shows this is only partially successful. 
Figures 3(c) and 3(d) repeat the experiment with the same 
value of the diffusivity, but for integrable advection. [In this 
case the flow is steady and runs for the same amount of time 
as in 3(a) and 3(c).] We clearly see that the reassembly is 
much more successful in this case. 
Figures 4 (a) and 4 (b) show the end results of similar 
calculations, but for a larger value of the diffusivity. In Fig. 
4(b), we have the results for the chaotically advecting case; 
in 4(a) for the integrable case. Although a small effect is 
apparent, the difference is much less dramatic than in the 
comparison in Fig. 3 for smaller diffusivity. 
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X R T. Reassembly of the original circle is clearly more com-
plete in the integrable case. 
Returning to a more in-depth look at Figs. 2(a) and 
2(b) we see three distinct regions in the graphs, which we 
interpret as follows: For small t, a large percentage of the 
particles return to the original disk. The loss here is roughly 
equal to the loss that would occur if the particles diffused 
without any stirring. This range is followed by a precipitous 
drop in P( t). This is a most important feature. For this range 
of t the "striation thickness" of the advected scalar is becom-
ing comparable to the diffusive length scale, and particle loss 
resulting from chaos is very effective. Finally, the curves 
flatten at large t, basically because we have lost about as 
many particles as we can, and the number that "return" is 
approximately the number that are captured by the original 
disk, assuming a uniform distribution over the entire do-
main. 
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FIG. 4. Reassembly plots similar to those in Figs. 3 (b) and 3 (d), but for the 
largerdiffusivity D = The effect seen in Fig. 3 is much less 
pronounced. These experiments go only half as far in time as those in Fig. 3 
since the particles would otherwise become much too dispersed by diffu-
sion. 
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Figure 1.5: Frac ion de particules P (t) retournant dans le disque initial a`
la ﬁn de l’expe´rience d’e´cho pour 4 valeurs diﬀe´rentes de la diﬀusivite´, D =
10−8, 10−7, 10−6, 10−5R22/τ (de haut en bas). A. Syste`me chaotique Ω1/Ω2 = 6.
B. Syste`me chaotique Ω1/Ω2 = 12. C. Syste`me inte´grable Ω1/Ω2 = 6. D. Sys-
te`me inte´grable Ω1/Ω2 = 12. E. Figure extraite de [10]. Observation expe´rimen-
tale e la non-re´versibilite´ lors d’une expe´rience d’e´cho sur un syste`me chaotique.
contribution e´videmment ne´gligeable a` la perte de ﬁde´lite´.
Ce phe´nome`ne d’ampliﬁcation de l’i re´versibilite´ par la natur chaotique d
la dynamique avait de´ja` e´te´ relate´ dans [10] mais non e´tudie´ de manie`re de´taille´e.
Le syste`me expe´rimental utilise´ lors est le meˆme que le syste`me nume´rique
d’Aref et Jones. Sous un forc¸age similaire, les particules constituant le colorant,
place´ initialement en forme de croissant de lune (traits discontinus ﬁgure 1.5E),
e´v luent selon une dyn mique chaotique. Apre`s renversement des contraintes, le
colorant prend une forme similaire au proﬁl original, avec cependant de grandes
ﬂuctua ions. Celles-c sont d’autant plus importantes que les particules sont
passe´es au travers de zones chaotiques de la cellule.
Finalement, comm sugg´re´ par Aref et Jones, ces re´sultats peuvent eˆtre po-
tentiellement utilise´s pour se´parer eﬃcacement une mixture de particules pas-
sives n’ayant pas les meˆmes diﬀusivite´s. C’est dans cette optique que le groupe
d’A. Stroock a conduit son e´tude nume´rique pre´sente´e dans [14].
1.2.3 Perte de fide´lite´ dans les syste`mes hamiltoni ns
Les expe´riences hydrodynamiques d’e´cho consistant a` regarder la re´versibilite´
de particules passives, a` savoir mesurer la probabilite´ que celles-ci reviennent
a` leurs positions initiales apre`s un forc¸age re´ciproque, constituent des e´tudes
tre`s similaires a` celles envisage´es dans le contexte des syste`mes dynamiques
classiques ou quantiques.
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Figure 1.6: Sche´ma illustrant l’e´volution temporelle de la fonction d’onde ψ0
pour : A. le Loschmidt-echo et B. la ﬁde´lite´.
Dans le cas quantique qui a donne´ lieu a` la majorite´ de ces e´tudes, on regarde
comment e´volue une fonction d’onde initiale ψ0 sous application d’un hamilto-
nienH1 pendant un temps t puis d’un second hamiltonienH2 = H1+dH lorsque
le temps est inverse´. La comparaison de l’e´tat initial et de l’e´tat ﬁnal se fait au
travers de la fonction ”overlap” qui de´ﬁnit la ﬁde´lite´ du processus d’e´cho :
L(t) = |〈ψ0|e
iH2t/~e−iH1t/~|ψ0〉|
2 (1.9)
Cette fonction est commune´ment appele´ Loschmidt-echo. La diﬀe´rence entre
cette appellation et la ﬁde´lite´ est illustre´e ﬁgure 1.6, tire´e de [15]. Le re´sultat
est exactement le meˆme, seulement la fac¸on dont est de´ﬁnie conceptuellement
la fonction diﬀe`re. Cette mesure de l’irre´versibilite´ est tre`s proche des mesures
eﬀectue´es sur les syste`mes hydrodynamiques de particules passives.
L’ide´e sous-jacente a` ces e´tudes est que l’analyse de la de´croissance de la ﬁde´-
lite´ en fonction du temps doit permettre de trouver une origine a` l’e´mergence de
l’irre´versibilite´ en cherchant les caracte`res universels de cette de´croissance. Ce
proble`me vieux de plus de 130 ans date du de´bat fondamental entre J.J. Losch-
midt et L. Boltzmann lorsque celui-ci baˆtit les bases de la physique statistique
avec le the´ore`me-H et le second principe de la thermodynamique.
Depuis la parution de l’article de Peres en 1984 [16] e´tudiant la stabilite´
de syste`mes quantiques, de nombreuses e´tudes tre`s formelles sont conduites en
chaos quantique et sur des syste`mes dynamiques classiques aﬁn de comprendre
l’e´volution de la ﬁde´lite´ au cours d’un cycle [17, 18, 19, 20, 15].
Les concepts the´oriques, tre`s abstraits, de´veloppe´s dans toutes ces e´tudes
sont a priori tre`s e´loigne´s de la perspective des travaux expe´rimentaux pre´sente´s
dans ce manuscrit. En revanche ils ont conduit a` des applications tre`s concre`tes
en imagerie. En eﬀet, la technique d’IRM par exemple repose sur une mesure
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A B
Figure 1.7: A. Diﬀusivite´ dans la direction (Ox) (disques noirs) et dans la di-
rection (Oz) (cercles noirs) en fonction de l’amplitude γ0 pour une concentration
volumique φ = 0.40. Echelle semi-logarithmique. B. Diﬀusivite´ dans la direction
(Ox) en fonction de l’amplitude γ0 pour 3 concentrations diﬀe´rentes : φ = 0.20
(triangles noirs), φ = 0.30 (carre´s noirs) et φ = 0.40 (disques noirs).
de la perte de la re´versibilite´ de la dynamique de renversement de spins.
1.3 Expe´riences d’e´cho ”macroscopiques” : e´tat
de l’art
La question initiale des recherches e´voque´es ici concerne l’extension des no-
tions pre´sente´es dans la partie pre´ce´dente 1.2 a` des syste`mes de particules cette
fois en interactions hydrodynamiques (i.e. pas des traceurs passifs). Cette ques-
tion a de´ja` e´te´ aborde´e par deux se´ries d’expe´riences apportant des re´ponses
partielles au proble`me : une expe´rience d’e´cho sur un syste`me tridimensionnel
de particules solides non-Browniennes cisaille´es [21, 22] et une expe´rience d’e´cho
sur un syste`me de gouttes dans un re´seau unidimensionnel de boucles [23]. Cette
section pre´sente ces deux se´ries d’expe´rience en relatant les re´sultats obtenus et
les questions qu’elles soule`vent.
1.3.1 Suspensions cisaille´es
Cette partie pre´sente les re´sultats principaux de [21] et [22]. Le syste`me
expe´rimental est le meˆme que celui de Taylor introduit pre´ce´demment, a` savoir
une cellule de Couette cylindrique remplie d’un liquide visqueux. Il pre´sente
cependant deux diﬀe´rences fondamentales par rapport a` l’expe´rience de Taylor.
Tout d’abord, la goutte de colorant est remplace´e par une suspension homoge`ne
concentre´e de particules non-Browniennes (en PMMA et de diame`tre d = 230±
20µm). De plus, la dynamique est e´tudie´e sur un grand nombre de cycle d’e´cho.
L’expe´rience relate´e dans [21] consiste a` cisailler la suspension de manie`re
re´ciproque sur un nombre important de cycles en tournant le cylindre inte´rieur
d’un angle θ(t) = θ0 sin(ωt). Ceci implique un e´coulement sinuso¨ıdal de cisaille-
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Figure 1.8: A. Fraction de particules actives en fonction du nombre de cycles
pour 2 amplitudes γ0 diﬀe´rentes a` φ = 0.2. Bleu : γ0 = 2.0 < γc, rouge :
γ0 = 3.0 > γc. Inset : valeur stationnaire de fa en fonction de γ0. B. Temps
d’e´tablissement du re´gime stationnaire τ de la fraction de particules actives en
fonction de l’amplitude γ0. On observe la divergence de ce temps a` l’approche
de la transition.
ment au liquide visqueux d’amplitude γ0 = R1θ0/W , ou` R1 est le rayon du
cylindre inte´rieur et W la largeur du gap entre les deux cylindres. Les auteurs
suivent alors sur environ 1000 cycles les trajectoires stroboscope´es d’une cen-
taine de particules au centre du gap dans le plan de´ﬁni par la verticale (Oz) et
la direction de l’e´coulement (Ox).
En calculant le de´placement quadratique moyen sur les trajectoires stro-
boscope´es dans ces 2 directions 〈∆z2〉 et 〈∆x2〉, les auteurs montrent que le
mouvement des particules est diﬀusif : 〈∆z(x)2〉 ∝ n, ou` n est le temps compte´
en nombre de cycles. Le coeﬃcient de proportionnalite´ de´ﬁnit une diﬀusivite´
Dz(x), repre´sente´e ﬁgure 1.7 en unite´ adimensionne´e en fonction de l’amplitude
γ0. Cette diﬀusivite´ reste tre`s faible (conside´re´e nulle) en dec¸a` d’une amplitude
γc puis augmente rapidement au dela`. Cette amplitude critique de´pend de la
fraction volumique de la suspension comme γc ∼ φ
−2. Ainsi, les auteurs re-
latent une transition entre un e´tat re´versible ou` les particules reviennent a` leurs
positions initiales a` faible amplitude et un e´tat irre´versible ou` les particules ont
un mouvement stroboscope´ stochastique. Finalement en s’appuyant sur une si-
mulation nume´rique de type Stokesian Dynamics reproduisant qualitativement
leurs re´sultats expe´rimentaux, les auteurs montrent que la dynamique strobo-
scope´e des particules est chaotique avec un exposant de Lyapunov λ corre´le´ a`
la diﬀusivite´.
Dans un second article [22], le meˆme groupe montre par l’expe´rience et par
un mode`le que cette transition re´versible/irre´versible est un phe´nome`ne critique
(transition de phase du second ordre) caracte´rise´ par un temps d’e´tablissement
du re´gime stationnaire divergeant a` l’approche de la transition.
Leur mode`le imple´mente´ nume´riquement est tre`s simple et ne prend pas
en compte les interactions hydrodynamiques entre les particules, seulement des
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interactions de contact a` deux corps. Il consiste en la re`gle suivante : si pendant
le premier demi-cycle deux particules sont amene´es a` se collisionner du fait
du cisaillement, alors un de´placement de direction et d’amplitude ale´atoires
est attribue´ a` chacune de ces particules sur la dynamique stroboscope´e. Ces
particules subissant une collision sont de´nomme´es ”actives”, les autres e´tant
”inactives” puisqu’elles n’auront pas bouge´ de leurs positions pre´ce´dentes.
En comptant la fraction fa de particules actives en fonction du nombre de
cycles, les auteurs relatent deux comportements, voir ﬁgure 1.8A : (i) En des-
sous d’une amplitude γc, cette fraction converge vers 0. Le syste`me e´volue donc
vers un e´tat gele´ ou` les particules suivent le meˆme mouvement a` chaque cycle.
C’est e´tat est appele´ e´tat absorbant et caracte´rise une dynamique comple`te-
ment re´versible. (ii) Au dessus de γc, la fraction fa diminue, mais converge vers
une valeur ﬁnie : le syste`me ne trouve pas de conﬁguration conduisant a` fa = 0.
L’e´tat stationnaire est donc caracte´rise´ par un nombre constant de particules ac-
tives, ces particules n’e´tant pas les meˆmes a` chaque cycle. En re´sume´, le syste`me
s’auto-organise de manie`re ale´atoire au cours de la dynamique aﬁn de minimi-
ser la fraction fa. La transition entre l’e´tat absorbant (re´versible) et l’e´tat actif
(irre´versible, diﬀusif) est du second ordre car le temps de convergence τ de la
fraction fa diverge a` l’approche de la transition, voir ﬁgure 1.8B.
Ce mode`le tre`s simple reproduit tre`s bien les observations expe´rimentales,
mais le re´sultat est ﬁnalement tre`s e´tonnant. En eﬀet, l’obtention d’un e´tat
re´versible est contre-intuitif, car les interactions entre les particules (les colli-
sions) ne sont pas re´versibles et aucun ingre´dient hydrodynamique n’est ajoute´
au mode`le. De plus, celui-ci ne fait aucun lien avec la nature chaotique de la
dynamique des particules relate´es dans [21].
Je conclus ﬁnalement cette section en relatant un re´sultat re´cent de Xu et
Schwarz [24]. Ces derniers montrent nume´riquement et par un argument de
type champ moyen, que la prise en compte des collisions a` trois corps conduit
force´ment a` une transition discontinue (du premier ordre). Or dans un syste`me
concentre´ tel que celui de [21], les collisions a` trois corps ne sont surement pas
marginales.
1.3.2 Echo dans un re´seau unidimensionnel de boucles
En 2007, Fuerstman et al ont mis en place un autre type d’expe´rience d’e´cho
hydrodynamique [23]. Celle-ci est eﬀectue´e dans une ge´ome´trie unidimension-
nelle comprenant une boucle, a` savoir un canal se se´parant en deux chemins se
reconnectant en aval, voir ﬁgure 1.9A et B. Un train de taille ﬁnie de gouttes
uniforme´ment se´pare´es est injecte´ dans le syste`me. Ces gouttes d’eau voyageant
dans un e´coulement d’hexade´cane sont cre´e´es en amont graˆce a` une jonction en
T [25].
Cette e´tude peut sembler a priori triviale au vue des concentrations utilise´es
car les interactions hydrodynamiques sont a` tre`s courte porte´e dans des canaux
unidimensionnels en raison de l’e´crantage exponentiel du au conﬁnement [26]. En
revanche les gouttes interagissent de manie`re eﬀective au passage de la boucle,
modiﬁant les distances inter-particules initiales et donnant lieu a` une dynamique
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Figure 1.9: A. Sche´ma du syste`me expe´rimental de [23]. B. Zoom sur l’e´le´ment
essentiel du syste`me : la boucle. Celle-ci est asyme´trique, les longueurs des 2
branches e´tant 1.98mm et 1.78mm. C. Haut : temps de passage des gouttes
a` l’entre´e de la boucle, le train est uniforme´ment distribue´. Bas : temps de
passage des gouttes en sortie de la boucle : le train de gouttes est maintenant
bipe´riodique.
complexe de traﬁc [27, 28, 29, 30, 31, 32]. Ceci est du a` deux re`gles tre`s robustes
observe´es expe´rimentalement : (i) une particule de´formable (goutte, bulle) arri-
vant a` une bifurcation emprunte toujours le chemin de de´bit le plus important
[31], (ii) la pre´sence d’une particule dans un canal bouche partiellement celui-ci
diminuant le de´bit de l’e´coulement. Ainsi les gouttes empruntent tour a` tour les
2 branches de la boucle, leurs vitesses dans celles-ci de´pendant du taux d’occu-
pation total de la boucle. Le motif initial du train est alors modiﬁe´ pour prendre
une forme multipe´riodique ou encore chaotique (arrangement ale´atoire sans sy-
me´trie particulie`re) en fonction de la distance inter-particule initiale, voir ﬁgure
1.9C pour un exemple de motif bipe´riodique obtenu.
L’expe´rience d’e´cho consiste a` envoyer un train de gouttes uniforme´ment
se´pare´es a` travers la boucle puis a` inverser l’e´coulement aﬁn de refaire passer
le train dans l’autre sens. Le re´sultat est encore une fois tre`s surprenant : les
gouttes reprennent leurs positions initiales apre`s l’aller-retour, voir le diagramme
spatio-temporel ﬁgure 1.10A. Le train de gouttes exhibent donc une dynamique
re´versible.
De plus, en exploitant l’invariance par renversement temporel, les auteurs
transforment l’expe´rience d’e´cho en expe´rience de traﬁc. Ils envoient cette fois
le train de gouttes au travers de deux boucles identiques place´es en se´rie. Au
passage de la premie`re boucle, le signal de´ﬁni par les intervalles de temps entre
chaque goutte est code´, voir ﬁgure 1.10C et E. Celui-ci est alors de´code´ a` la
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Figure 1.10: A et B. Diagramme spatio-temporel de la dynamique d’un train
de gouttes uniforme´ment distribue´ initialement lors d’une expe´rience d’e´cho au
travers d’une boucle. C. Signal initial et signal code´ au passage de la premie`re
boucle. D. Signal initial et signal de´code´ au passage de la deuxie`me boucle.
E. et F. Meˆmes trace´s que C. et D. pour une distance inter-particule initiale
infe´rieure.
sortie de la deuxie`me boucle : les gouttes reprennent leur espacement initial,
voir ﬁgure 1.10D et F. De fac¸on tre`s remarquable, le bruit sur le signal initial
est lui aussi de´code´ !
Contrairement a` ce que semblaient penser initialement les auteurs de [23],
nous montrerons que ces re´sultats sont en fait beaucoup plus e´tonnants qu’il
n’y parait. En eﬀet, nous verrons que la re`gle de traﬁc a` l’entre´e de la boucle
induit par nature une forte non-line´arite´ a` la dynamique brisant la syme´trie par
renversement temporel. Encore une fois, bien que les interactions entre les par-
ticules soient irre´versibles, le syste`me est caracte´rise´ par une dynamique globale
re´versible.
1.3.3 Autres exemples d’expe´riences d’e´cho en matie`re
molle
Inspire´es par les re´sultats du groupe de Pine [21], de nombreuses e´tudes se
sont focalise´es ces dernie`res anne´es sur cette transition irre´versible/re´versible
[33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44]. Qu’elles concernent des syste`mes
amorphes [40, 42, 43], le phe´nome`ne de ”plastic depinning” [35] ou relie´ a` cela
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la dynamique de vortex cisaille´s dans les supraconducteurs [38, 39, 34], la dyna-
mique de de´fauts dans les cristaux [41] ou encore la dynamique de suspensions
semi-concentre´es sphe´riques [33, 36, 44] ou asyme´triques [37], chacune de ces
e´tudes pre´sente une transition du second ordre entre un e´tat re´versible et un
e´tat irre´versible avec la divergence d’un temps caracte´ristique a` l’approche de
cette transition. De plus, la dynamique microscopique de´crivant l’e´volution de
tous ces syste`mes est intrinse`quement non-re´versible.
Finalement, aucune de ces e´tudes ne met en e´vidence d’auto-organisation
structurale du syste`me. Ge´ne´riquement, il est fait re´fe´rence a` une organisation
ale´atoire, ”random organization”, qui sugge`re que le syste`me auto-organise sa
dynamique sans se doter de structure spatiale. Cette de´nomination est aussi
a priori justiﬁe´e du fait que, dans un syste`me cisaille´, il existe une inﬁnite´ de
conﬁgurations structurales conduisant a` une dynamique gele´e, peu importe l’am-
plitude du cisaillement. Il suﬃt de placer les particules aligne´es dans la direction
du cisaillement. Evidemment, lorsque l’e´tat initial est homoge`ne un tel e´tat ﬁ-
nal est tre`s largement improbable. Mais comme l’a souligne´ D. Frenkel quelques
mois apre`s la publication de [22], ”how random is the state of random organiza-
tion ?” [45]. En eﬀet, au cours des collisions successives les particules s’arrangent
suˆrement tre`s localement de manie`re relativement ordonne´e.
1.4 Objectifs et principaux re´sultats de la the`se
1.4.1 Objectifs
Le principal objectif de cette the`se est de comprendre comment un syste`me
de particules en interactions hydrodynamiques perd collectivement la re´versibi-
lite´ de ses trajectoires lorsqu’il est force´ pe´riodiquement. Pour y parvenir, nous
avons mis en place 2 expe´riences quantitatives mode`les.
Le premier syste`me consiste en une e´mulsion monodisperse de fraction surfa-
cique controˆle´e place´e dans une chambre microﬂuidique bidimensionnelle. Cette
expe´rience donne acce`s a` la dynamique de centaines de milliers de gouttes en in-
teractions hydrodynamiques sur des temps longs. Elle permet de donner un sens
a` la notion de ”random organization” pre´sente´e a` la section 1.3 et d’identiﬁer
une origine structurale a` la perte de re´versibilite´ macroscopique.
La seconde expe´rience consiste en l’e´tude du traﬁc de gouttes dans un re´seau
unidimensionnel de boucles ﬂuidiques. Comple´te´e par des e´tudes nume´riques et
analytiques, elle permet de montrer que ces expe´riences de traﬁc ne peuvent pas
eˆtre utilise´es pour mimer des forc¸ages pe´riodiques dans le temps. En se concen-
trant sur un syste`me de petite taille (3 gouttes) nous montrons que la dynamique
de traﬁc s’auto-organise asymptotiquement pour donner le premier exemple de
syste`me hydrodynamique en interaction dont la dynamique est hamiltonienne.
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Figure 1.11: A. Sche´ma a` l’e´chelle du ge´ne´rateur de gouttes utilise´ pour les
expe´riences d’e´cho. Largeur des canaux : w = 200µm. Le rectangle en ligne
discontinue rouge constitue le Flow-Focusing. Les canaux exte´rieurs constituent
le dilueur. La phase disperse´e est injecte´e par l’entre´e A, tandis que la phase
continue est injecte´e par les entre´es B et C. Les gouttes sont produites au niveau
de la constriction D et la dilution s’eﬀectue au niveau de la jonction E. B.
Photographie du Flow-Focusing lors de la cre´ation d’une e´mulsion monodisperse.
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Figure 1.12: Illustration de la versatilite´ du syste`me de gouttes a` la demande.
3 gouttes de meˆme taille sont cre´e´es a` la jonction en T en appliquant une se´-
quence d’ouverture et de fermeture a` la vanne pneumatique. Les distances inter-
particules peuvent eˆtre modiﬁe´es sans changement de la taille des gouttes. Barre
d’e´chelle : 300µm - R. Jeanneret, 2010.
1.4.2 Principaux re´sultats
Outils microfluidiques pour l’e´laboration de syste`mes mode`les
Toutes les e´tudes expe´rimentales conduites pendant ces 3 ans utilisent des
outils microﬂuidiques. Outre les techniques de fabrication de puces microﬂui-
diques devenues tre`s communes, les me´thodes de´veloppe´es pendant cette the`se
concernent principalement la cre´ation de gouttes microme´triques. La nature de
l’expe´rience d’e´cho et de l’expe´rience de traﬁc n’e´tant pas du tout la meˆme,
les techniques utilise´es pour la cre´ation de gouttes sont tre`s diﬀe´rentes. La pre-
mie`re ne´cessite en eﬀet, la cre´ation d’e´mulsions monodisperses reproductibles
ayant une densite´ surfacique controˆle´e, alors que la seconde exige la fabrica-
tion de seulement 3 gouttes de meˆme taille avec des distances inter-particules
inde´pendantes les unes des autres.
Aﬁn de produire une e´mulsion reproductible de gouttes, nous avons fait le
choix d’utiliser une ge´ome´trie de type Flow-Focusing [46] a` laquelle est rajoute´
un module de dilution aﬁn de controˆler la fraction surfacique, voir ﬁgure 1.11A.
Ce dispositif permet de faire varier cette fraction surfacique de ∼ 10% a` ∼ 50%
sans modiﬁer la taille des gouttes.
La technique utilise´e pour fabriquer seulement 3 gouttes de meˆme taille est
celle de Drop-on-Demand [47]. Cette me´thode utilise des vannes microﬂuidiques
place´es sur le trajet de la phase disperse´e permettant de couper et de re´tablir
le de´bit aﬁn d’eﬀectuer un controˆle actif sur la formation des gouttes. Le temps
d’ouverture de la vanne de´termine la taille des gouttes, le temps de fermeture
ﬁxe quant a` lui l’espacement entre les gouttes, voir ﬁgure 1.12. Ce syste`me tre`s
versatile permet la cre´ation de n’importe quel motif de gouttes.
Toutes les techniques utilise´es pendant ma the`se aﬁn de construire les sys-
te`mes microﬂuidiques mode`les sont de´crites dans le chapitre 2.
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Figure 1.13: Relations de dispersion renormalise´es des ondes de densite´. Cercles
pleins : donne´es expe´rimentales, Ligne rouge : pre´diction the´orique. La pre´diction
the´orique se superpose sans aucun parame`tre ajustable.
Fluctuations de densite´ d’une e´mulsion bidimensionnelle simplement
advecte´e
Le dispositif e´labore´ pour l’expe´rience d’e´cho (voir section 2.3.1) a d’abord
e´te´ valide´ graˆce a` un travail collaboratif au sein de notre groupe de recherche. Ce
travail apporte une re´ponse quantitative au proble`me de propagation d’ondes de
densite´ lorsqu’une e´mulsion conﬁne´e est simplement advecte´e par un e´coulement
de liquide. Ce phe´nome`ne avait e´te´ reporte´ pour la premie`re fois par le groupe
de Bar-Ziv [48, 49, 26]. Une the´orie cine´tique prenant en compte les interac-
tions hydrodynamiques entre les gouttes ainsi que le volume exclu de celles-ci a
e´te´ de´veloppe´e rendant compte de manie`re quantitative des observations expe´-
rimentales, voir ﬁgure 1.13.
Ma contribution a` ce travail concerne exclusivement le design du dispositif
ainsi que la re´alisation des expe´riences avec Nicolas Desreumaux. L’analyse des
donne´es a e´te´ conduites par ce dernier et la the´orie a e´te´ de´veloppe´e conjointe-
ment par Nicolas Desreumaux et Jean-Baptiste Caussin. De plus, j’ai e´tudie´ en
de´tail la structure statique de ces e´mulsions au travers de la fonction de corre´-
lation de paire g(r) aﬁn de comparer les structures obtenues lors de l’expe´rience
d’e´cho.
La pre´sentation de´taille´e de ce travail fait l’objet du chapitre 3.
Echo de Loschmidt hydrodynamique
Dans ce travail de recherche, une e´mulsion monodisperse bidimensionnelle
de gouttes sphe´riques est forc¸e´e par un e´coulement sinuso¨ıdal. Les gouttes in-
teragissent principalement via un couplage re´versible.
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Figure 1.14: A. Evolution de la ﬁde´lite´ F en fonction de l’amplitude ∆. Cette
quantite´ chute brusquement a` ∆∗ mettant en e´vidence une transition de phase
du premier ordre. B. Fonction de corre´lation de paire g(r) pour diﬀe´rentes am-
plitudes en dec¸a` et au dela` de la transition. Le syste`me s’auto-organise structu-
rellement en dessous de ∆∗ aﬁn de prote´ger ge´ome´triquement la re´versibilite´.
Traditionnellement, la re´versibilite´ dans ce type d’expe´rience est quantiﬁe´e
via un coeﬃcient de diﬀusion sur la dynamique stroboscope´e [21, 22, 36, 44].
Cette diﬀusivite´ est mesure´e en e´tudiant le de´placement quadratique moyen des
particules. Ce type de mesure est donc tre`s de´pendant de la pre´cision expe´ri-
mentale et de´ﬁnir un seuil d’irre´versibilite´ n’est alors pas e´vident.
Aﬁn de minimiser l’impact de la pre´cision expe´rimentale, une nouvelle me-
sure de la re´versibilite´ de la dynamique est introduite. Celle-ci est base´e sur
un crite`re topologique : une goutte a, sur un cycle, un mouvement conside´re´
comme re´versible si celle-ci revient a` la ﬁn du cycle dans la cellule de Vorono¨ı
qu’elle occupait au de´but de ce meˆme cycle. Ce crite`re correspond en eﬀet a` la
contrainte la plus faible sur les trajectoires des gouttes permettant de les tracker
sans ambiguite´ sur le ﬁlm stroboscope´. On de´ﬁnit alors la ﬁde´lite´ F correspon-
dant, a` la ﬁn d’un cycle, a` la fraction de particules revenant dans la cage de
Vorono¨ı qu’elles occupaient au de´but du cycle.
L’expe´rience montre que l’e´volution de cette quantite´ en fonction de l’am-
plitude de l’e´coulement oscillant ∆ est discontinue : a` une amplitude tre`s bien
de´termine´e ∆∗, F chute brusquement, voir ﬁgure 1.14A. Ce comportement met
en e´vidence une transition de phase du premier ordre entre un e´tat re´versible a`
faible forc¸age et un e´tat irre´versible a` grande amplitude.
De plus, en dec¸a` de la transition, il est montre´ par l’e´tude de la fonction
de corre´lation de paire g(r) que l’e´mulsion s’auto-organise structurellement. Le
syste`me passe d’un e´tat de type gaz de sphe`res dures avec une le´ge`re attraction
pour les tre`s faibles amplitudes a` un e´tat de type liquide de sphe`res molles juste
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Figure 1.15: A. Exemple de trajectoires asymptotiques dans la limite e´tudie´e.
Pour ce jeu de parame`tres de controˆle la dynamique est quasi-pe´riodique. B.
Trajectoires expe´rimentales obtenues dans un syste`me de 20 boucles en se´rie : le
syste`me converge bien vers un attracteur ou` la dynamique est quasi-pe´riodique.
en dessous de la transition, voir ﬁgure 1.14B. Cet e´tat de type gaz de sphe`res
dures correspond a` l’e´tat initial commun a` toutes les amplitudes. C’est l’e´tat
observe´ e´galement au dessus de la transition.
Cette e´tude montre un lien direct entre re´versibilite´ et auto-organisation
structurelle : a` l’approche de la transition les gouttes s’e´cartent de plus en plus
les unes des autres aﬁn de minimiser les interactions non-re´versibles et prote´ger
la re´versibilite´ macroscopique. La perte simultane´e d’auto-organisation et de la
re´versibilite´ est explique´e par un processus de perte de me´moire appuye´ par la
mesure du plus grand exposant de Lyapunov de la dynamique.
Ce travail est pre´sente´ dans le chapitre 4.
Trafic de gouttes dans un re´seau microfluidique de boucles
Cette e´tude explore en de´tail la dynamique asymptotique de 3 gouttes dans
un re´seau inﬁni de boucles. Nous nous sommes focalise´s sur des syste`mes de
boucles tre`s peu asyme´triques (i.e. longueurs des 2 branches proches) et des
gouttes relativement grosses (i.e. qui bouchent beaucoup les canaux). On e´tu-
die dans cette limite le syste`me dynamique de´ﬁni par [λ1(n + 1), λ2(n + 1)] =
S[λ1(n), λ2(n)], ou` λ1 et λ2 sont les distances entre les 3 particules, S est la
fonction repre´sentant la boucle modiﬁant ces distances et n est le nume´ro de la
boucle.
Il est montre´ nume´riquement et analytiquement que le syste`me converge
dans une re´gion de l’espace des phases ou` la dynamique est hamiltonienne et
re´versible, voir ﬁgure 1.15A. De plus, en modiﬁant les parame`tres de controˆle, le
syste`me passe continuˆment d’une dynamique re´gulie`re a` une dynamique chao-
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tique.
Finalement, cette e´tude est appuye´e par des expe´riences microﬂuidiques re-
produisant tre`s bien qualitativement les observations nume´riques, voir ﬁgure
1.15B.
Ces travaux de recherche sont de´taille´s dans le chapitre 5.
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CHAPITRE 2
Design des expe´riences microfluidiques
Les travaux de recherche eﬀectue´s pendant ces 3 dernie`res anne´es sont fo-
calise´s sur l’e´tude de la dynamique de particules couple´es via des interactions
hydrodynamiques et e´voluant dans des milieux conﬁne´s. Je me suis concen-
tre´ sur 2 types de syste`mes. Le premier syste`me s’inte´resse a` la dynamique
d’un nombre restreint de particules e´voluant dans un re´seau unidimensionnel de
boucles (voir chapitre 5). Le second syste`me permet l’e´tude quantitative de la
dynamique d’un grand nombre de particules transporte´es dans une ge´ome´trie
bidimensionnelle. Sur ce second syste`me, 2 e´tudes ont e´te´ conduites : (i) une
expe´rience d’advection simple d’une e´mulsion bidimensionnelle permettant l’in-
vestigation quantitative de la propagation d’ondes de densite´ (voir chapitre 3),
(ii) une expe´rience dite d’e´cho ou` l’on applique un e´coulement sinuso¨ıdal a` la
meˆme e´mulsion bidimensionnelle aﬁn de sonder et de comprendre l’e´mergence
d’une dynamique macroscopique irre´versible quand bien meˆme les particules
sont uniquement couple´es via des interactions re´versibles (voir chapitre 4).
Les 2 syste`mes sont donc de nature tre`s diﬀe´rentes car le nombre de particules
implique´es varie de N = 3 (e´tude dans les re´seaux de boucles) a` N ∼ 105 (e´tude
de la propagation d’ondes et expe´rience d’e´cho). Pour chacune des ge´ome´tries
e´tudie´es, nous avons fait le choix de`s le de´but d’utiliser comme particules des
gouttes fabrique´es in-situ. En eﬀet, outre les raisons physiques sous-jacentes aux
divers proble`mes aborde´s pour ce choix (voir chapitres suivants), les techniques
de cre´ation de gouttes microme´triques sont aujourd’hui tre`s bien maˆıtrise´es,
meˆme si pas encore comple`tement comprises d’un point de vue fondamental. En
revanche l’approche pour produire un nombre controˆle´ et faible de gouttes n’est
pas du tout la meˆme que pour cre´er une e´mulsion. Par conse´quent les techniques
mises en place aﬁn de mener a` bien ces recherches ont e´te´ tre`s diﬀe´rentes pour ces
2 syste`mes. Les 2 proce´de´s de production de gouttes sont de´taille´s et explique´s
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Figure 2.1: Sections sche´matiques d’un dispositif en PDMS. Le canal se gonﬂe
lorsque la diﬀe´rence de pression impose´e est positive alors qu’il se contracte si
la diﬀe´rence de pression est ne´gative.
dans la section 2.2.
De plus, lors de la conception des expe´riences s’est pose´e la question du
choix des mate´riaux a` utiliser pour la fabrication des dispositifs microﬂuidiques.
Les mate´riaux les plus utilise´s a` ces ﬁns dans le monde acade´mique sont des
e´lastome`res, en particulier le PolyDiMethylSiloxane (PDMS) car il posse`de les
proprie´te´s ne´cessaires a` un grand nombre d’e´tudes. Cependant le caracte`re e´las-
tique du PDMS peut s’ave´rer eˆtre un inconve´nient pour certaines expe´riences,
en particulier celles pre´sente´es dans cette the`se ou` les conditions expe´rimentales
ne´cessitaient l’utilisation de mate´riaux ne pouvant se de´former en pre´sence d’un
e´coulement. Pour cela, j’ai e´te´ amene´ a` maˆıtriser une technique de fabrication de
puces microﬂuidiques en polyme`re rigide de´veloppe´e il y a quelques anne´es par
Bartolo et al [1]. La pre´sentation de cette technique fait l’objet de la premie`re
section de ce chapitre.
Dans un deuxie`me temps, je me focalise sur les particularite´s de l’expe´rience
d’e´cho, de l’optimisation du design de celle-ci au controˆle des e´coulements.
Finalement, les e´tudes relate´es dans ce manuscrit demandent de ge´rer de
grandes quantite´s de donne´es, de l’acquisition de celles-ci a` l’analyse ﬁnale. En
particulier, le tracking d’un grand nombre de particules sur des temps longs
peut s’ave´rer de´licat. Je de´taille donc dans la dernie`re section du chapitre les
me´thodes utilise´es pour la de´tection et le tracking de mes expe´riences d’e´cho
ainsi que les proble`mes survenus lors de l’acquisition des ﬁlms.
2.1 Stickers microfluidiques : me´thode et avan-
tages
Comme e´voque´ dans l’introduction de ce chapitre, le PDMS pre´sente de nom-
breux avantages par rapport a` d’autres mate´riaux pour beaucoup d’applications
microﬂuidiques. Le PDMS est notamment perme´able au gaz ce qui permet de
conduire plus aise´ment des recherches sur des organismes vivants en controˆlant
la quantite´ d’air dans le milieu. De plus, d’un point de vue optique, son auto-
ﬂuorescence est faible compare´e a` d’autres plastiques ce qui en fait un candidat
tre`s approprie´ pour des e´tudes en ﬂuorescence [2]. Un troisie`me avantage du
PDMS est sa forte de´formabilite´. En eﬀet, controˆler l’e´coulement de ﬂuides a`
des e´chelles microme´triques peut ne´cessiter l’inte´gration d’e´le´ments actifs dans
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Figure 2.2: Photographie d’un sticker microﬂuidique - R. Jeanneret, 2012.
les puces, telle que des pompes, des vannes,... [3]. Ceci est possible graˆce au
faible module d’Young du PDMS. C’est d’ailleurs en mettant a` proﬁt cette pro-
prie´te´ que j’ai mis en place des ge´ne´rateurs de gouttes a` la demande base´s sur
[4] et de´crits dans la partie 2.2.2.
Ce dernier argument en faveur du PDMS peut aussi s’ave´rer eˆtre un incon-
ve´nient pour de nombreuses e´tudes. En eﬀet, en raison de la de´formabilite´ du
PDMS, la ge´ome´trie des canaux est une fonction des contraintes me´caniques
(pression) applique´es au syste`me, ce qui change les conditions aux limites du
proble`me. Un cas extreˆme e´tant l’inversion du gradient de pression a` travers le
canal d’e´tude. Lorsqu’une diﬀe´rence de pression positive est applique´e, le canal
se courbe vers l’exte´rieur, alors qu’il se courbe vers l’inte´rieur si une diﬀe´rence
de pression ne´gative est impose´e, voir ﬁgure 2.1. Ceci implique que l’e´coulement
n’a pas le meˆme proﬁl pour une diﬀe´rence de pression positive et ne´gative. Ce
proble`me est donc re´dhibitoire pour mener a` bien une expe´rience invoquant un
e´coulement oscillant telle que l’expe´rience d’e´cho (voir chapitre 4). Outre cet
exemple tre`s particulier issu de ma propre expe´rience, cette de´formabilite´ im-
portante empeˆche toutes e´tudes sur des ﬂuides visqueux ou complexes (rhe´ologie
notamment).
Aﬁn de pallier ce proble`me de de´formabilite´ des dispositifs en PDMS, j’ai e´te´
amene´ a` fabriquer d’autres types de puces microﬂuidiques construites dans un
mate´riau rigide, les stickers microﬂuidiques. Un exemple d’un tel dispositif est
pre´sente´ ﬁgure 2.2. Cette technologie a e´te´ de´veloppe´e par Bartolo et al en 2007
[1]. Je vais, dans les parties suivantes, de´crire tout d’abord le protocole de fabri-
cation que j’ai utilise´, puis montrer quantitativement les avantages que peuvent
pre´senter ces types de dispositifs par rapport au PDMS pour mes expe´riences.
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  2. A: Sketch of the fabrication process of a µPS. B: Sketch of the fabrication process of a stencil like µPS. For both methods
ker still have reactive sites after UV illumination. C: Construction of microfluidic devices. (Left) One layer device: The circu
Figure 2.3: Protocole de fabrication des stickers microﬂuidiques a` partir du
moule en PDMS. Sche´ma extrait de [1].
2.1.1 Protocole de fabrication des stickers microfluidiques
Je pre´sente dans cette partie le protocole de fabrication des stickers a` partir
de la re´sine photore´ticulable NOA 81 (Northland Optical Adhesive, re´sine a` base
de thiole`ne).
Obtention d’un moule primaire
Avant de fabriquer un dispositif de type sticker a` proprement parler, un
moule primaire en PDMS des canaux voulus doit eˆtre cre´e´. Ce timbre en PDMS
est obtenu par re´plication d’un moule sur wafer de silicium. Ce dernier est lui-
meˆme obtenu par me´thode classique de photolithographie douce d’une re´sine
photore´ticulable (par exemple re´sine SU-8).
Cre´ation du ”micro-patterned sticker”
Un ”micro-patterned sticker” (µPS), d’apre`s les termes de [1], est l’e´le´ment
du futur dispositif microﬂuidique constitue´ de la colle photore´ticulable a` propre-
ment parler. L’obtention d’un µPS peut se faire de deux fac¸ons selon les besoins.
Ces 2 techniques A et B sont sche´matise´es ﬁgure 2.3A et 2.3B respectivement.
Pour la me´thode A, une goutte de quelques millilitres de re´sine photore´ticu-
lable est e´tale´e sur un morceau de PDMS plat. Le moule en PDMS est ensuite
place´ sur cette goutte de re´sine. Celle-ci est alors e´crase´e entre les 2 moules en
PDMS et s’e´tale jusqu’a` une position d’e´quilibre. Des bulles d’air peuvent e´ven-
tuellement eˆtre pie´ge´es dans la re´sine pendant cette e´tape. Les moules en PDMS
sont donc au pre´alable place´s dans des cloches a` vide aﬁn d’en e´vacuer l’air :
le PDMS e´tant perme´able au gaz, les bulles pie´ge´es dans la re´sine s’e´chappent
ensuite d’elles meˆmes en une dizaine de minutes ge´ne´ralement.
Pour la me´thode B, la premie`re e´tape est de mettre en contact le moule
en PDMS et le PDMS plat. La re´sine est alors de´pose´e sur un des bords du
syste`me. L’espacement entre les 2 moules en PDMS e´tant de quelques dizaines
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de microns, la re´sine va avancer a` l’inte´rieur, entraˆıne´e par les forces capillaires,
et ainsi remplir le vide. Les re´gions ou` les 2 timbres en PDMS sont en contact
seront alors de´pourvus de re´sine. Cette me´thode permet de fabriquer des µPS
e´tant ouverts sur les surfaces infe´rieure et supe´rieure, ce qui n’est pas le cas
avec la me´thode A. Elle sera utilise´e par exemple pour cre´er des stickers ayant
des surfaces infe´rieure/supe´rieure en verre plutoˆt qu’en re´sine, ou encore pour
fabriquer des dispositifs multi-couches ayant des ge´ome´tries tridimensionnelles.
Une fois que l’on a obtenu l’ensemble PDMS plat/re´sine/moule en PDMS
par l’une ou l’autre me´thode, le tout est place´ sous une lampe UV (lampe Hama-
matsu Lightningcure LC8, λ = 365 nm, intensite´ : 8.3mW.cm−2) et e´claire´ entre
1 et 10 secondes aﬁn de re´ticuler partiellement la re´sine. Les temps d’exposition
peuvent varier le´ge`rement selon l’e´paisseur du µPS.
Collage et fermeture du µPS
La re´action de re´ticulation de la re´sine est inhibe´e par l’oxyge`ne. Celui-ci
est pre´sent en permanence dans le PDMS en raison de sa perme´abilite´ aux gaz.
Ainsi lors de la premie`re exposition aux UV, la re´sine ne re´ticule qu’en volume
et une ﬁne couche liquide reste sur toute la surface du µPS, voir lignes rouges
ﬁgure 2.3. A ce stade le moule en PDMS est de´colle´, la re´sine restant sur le
PDMS plat.
Aﬁn de rendre le dispositif e´tanche, l’ensemble PDMS plat/µPS est de´pose´
sur une lame ou lamelle de verre pre´alablement perce´e, graˆce a` une sableuse,
aux endroits ou` les ﬂuides seront injecte´s, voir ﬁgure 2.3C a` gauche. Cette e´tape
demande beaucoup de pre´cision pour aligner les trous dans la lame de verre avec
les entre´es de ﬂuides pre´vues dans le µPS. La ﬁne couche de re´sine non re´ticule´e
permet alors le collage sur cette lame en exposant l’ensemble plusieurs dizaines
de secondes aux UV (lampe Hamamatsu Lightningcure LC8, λ = 365 nm, in-
tensite´ : 26mW.cm−2). En eﬀet, le verre n’e´tant pas perme´able au gaz, cette
ﬁne couche va cette fois-ci re´ticuler et adhe´rer a` la lame de verre. Le PDMS plat
peut alors eˆtre de´colle´ du dispositif ferme´ obtenu, quasiment preˆt a` l’emploi.
Cette me´thode permet de faire des dispositifs plus complique´s ayant plusieurs
e´paisseurs de canaux en combinant les e´tapes pre´ce´dentes avec plusieurs moules
en PDMS, comme sche´matise´ ﬁgure 2.3C a` droite.
Connectiques
Aﬁn de pouvoir utiliser les stickers et y injecter des ﬂuides, des connectiques
doivent eˆtre ajoute´es au niveau des trous faits dans la lame de verre. J’utilise
pour cela des connectiques upchurch nanoport N-333 que je colle graˆce a` la
meˆme re´sine photore´ticulable NOA 81, voir ﬁgure 2.2.
Contrairement a` la fabrication des dispositifs en PDMS, la me´thode des
stickers demande une certaine maˆıtrise de la technique. Il faut en eﬀet eˆtre
tre`s minutieux et chaque nouvelle ge´ome´trie a` tester demande plusieurs essais.
Il n’existe pas une recette magique applicable pour chaque dispositif a` cre´er.
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Figure 4. A: Pressure drop, ΔP, versus flow rate, Q, curve for 2 
(200 x 16 µm cross-section) PDMS microchannels (red squar
Figure 2.4: Courbes extraites de [1]. A. Chute de pression ∆P en fonction du
de´bit impose´ a` travers deux dispositifs identiques, l’un en PDMS (carre´s rouges)
l’autre en NOA 81 (disques bleus). B. Evolution du de´bit (adimensionne´ par la
valeur initiale) apre`s l’arreˆt brusque de la pression initiale (3 bars) a` t = 0 pour
le dispositif en PDMS (carre´s rouges) et pour le dispositif en NOA 81 (disques
bleus).
Notamment les temps de re´ticulation de la re´sine lors de la premie`re e´tape
de´pendent beaucoup de la ge´ome´trie cre´e´e, de l’e´paisseur du dispositif,... Mais
une fois ces techniques bien maˆıtrise´es, la fabrication des stickers devient aussi
simple et rapide que celle des puces en PDMS. Et le re´sultat obtenu pre´sente
beaucoup d’avantages par rapport au PDMS.
2.1.2 Avantages des stickers
Le proﬁt le plus important pour moi des stickers microﬂuidiques concerne
leurs proprie´te´s me´caniques. Le module d’Young de la re´sine re´ticule´e est 3
ordres de grandeur plus important que celui du PDMS (∼ GPa), ce qui induit
une parfaite rigidite´ des dispositifs dans des gammes de pression relativement
grandes. Les auteurs de [1] ont mesure´ la perte de charge dans 2 dispositifs
identiques, l’un en PDMS l’autre en NOA 81, pour diﬀe´rents de´bits impose´s a`
l’entre´e (le liquide utilise´ est une solution d’eau-glyce´rine). Les dispositifs font
2 cm de long, 200µm de large et 16µm de hauteur. La chute de pression mesure´e
en fonction du de´bit est repre´sente´e ﬁgure 2.4A pour les 2 types de dispositifs.
Pour celui en NOA 81, la perte de charge suit une loi line´aire en fonction du de´bit
(loi de Darcy) sur une tre`s large gamme (jusqu’a` plus de 15 bars). Concernant le
dispositif en PDMS, au dela` de quelques centaines de millibars la perte de charge
de´vie d’une loi line´aire en raison de la de´formation du canal. A de´bit impose´,
la diﬀe´rence de pression diminue car la section du canal augmente (le canal
se courbe vers l’exte´rieur). Ainsi, cette grande rigidite´ des stickers m’a permis
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Figure 2.5: Courbes extraites de [5]. A. Angle de contact d’avance´e d’une goutte
d’eau sur un ﬁlm de NOA 81 en fonction du temps d’exposition aux UV. Inset :
meˆmes mesures pour une goutte d’eau immerse´e dans de l’hexade´cane. B. Eﬀet
du vieillissement sur les proprie´te´s de mouillage de la re´sine NOA 81. Les points
bleus (resp. rouges) correspondent a` un ﬁlm de NOA 81 expose´ pendant 200 s
(resp. 1800 s) et conserve´ a` l’air. Les points verts correspondent a` un ﬁlm de
NOA 81 expose´ pendant 1800 s et conserve´ dans de l’hexade´cane.
de produire des e´coulements parfaitement re´ciproques, ne´cessaires a` l’e´tude sur
l’e´mergence de l’irre´versibilite´ (expe´rience d’e´cho, voir chapitre 4).
De plus, cette rigidite´ implique des temps de re´ponses beaucoup plus faibles
que pour les puces en PDMS. En eﬀet, le temps de relaxation du mate´riau est
alors beaucoup plus faible. Ceci est mis en e´vidence ﬁgure 2.4B, ou` Bartolo et al
ont repre´sente´ le de´bit mesure´ dans les meˆmes dispositifs en fonction du temps en
imposant une diﬀe´rence de pression de 3 bars brusquement coupe´e a` t = 0. Les
de´bits sont mesure´s par PIV graˆce a` des traceurs ﬂuorescents (diame`tre 1µm).
Pour le dispositif en NOA 81, l’e´coulement s’arreˆte comple`tement au bout de
quelques dizaines de millisecondes, alors qu’il faut attendre plusieurs secondes
pour la puce en PDMS. Cette proprie´te´ a e´te´ mis a` proﬁt pour la mise en place
d’un syste`me de gouttes a` la demande permettant la cre´ation d’un nombre faible
de gouttes (voir section 2.2.2).
Finalement, la re´sine NOA 81 est compatible avec beaucoup de solvants
organiques, contrairement au PDMS. Ceci permet d’injecter des ﬂuides de na-
tures tre`s diﬀe´rentes sans alte´ration des puces et donne donc acce`s a` des e´tudes
plus riches que celles conduites en PDMS. En eﬀet, le PDMS se gonﬂe dans de
nombreux solvants organiques, ce qui a des eﬀets irre´versibles sur la forme du
dispositif. C’est le cas notamment avec l’hexade´cane, huile organique tre`s utili-
se´e en microﬂuidique. Cette alte´ration des dispositifs en PDMS par les solvants
organiques limite donc les temps d’expe´rimentation a` quelques heures. On pre´-
fe´rera alors travailler en solution aqueuse lors d’une utilisation d’un dispositif
en PDMS.
Or le PDMS est naturellement hydrophobe et modiﬁer ces proprie´te´s de sur-
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face sur le long terme n’est pas facile. Pour le rendre hydrophile, une exposition
au plasma a` oxyge`ne suﬃt mais n’est pas durable. Il faut donc conse´cutive-
ment a` l’exposition remplir le dispositif d’eau aﬁn de garder ce caracte`re hy-
drophile. Ceci empeˆche l’expe´rimentateur de fabriquer beaucoup de dispositifs
en avance aﬁn d’avoir une longue pe´riode de manipulation : travailler avec du
PDMS ne´cessite une fabrication quasi-quotidienne. On comprend alors que le
PDMS n’est pas adapte´ a` la microﬂuidique digitale. Faire une e´mulsion d’huile
dans de l’eau posera des proble`mes de mouillage des gouttes sur les parois, alors
qu’une e´mulsion d’eau dans de l’huile gonﬂera la puce et limitera nettement les
temps de manipulations. La NOA 81 quant a` elle est naturellement le´ge`rement
hydrophobe (angle de contact d’avance´e θa ≈ 90˚ ), mais l’hydrophilie peut eˆtre
ajuste´e continuˆment jusqu’a` des angles de contact tre`s faibles (angle de contact
d’avance´ θa & 0˚ ) graˆce a` une me´thode mise en place par Levache´ et al en 2012
[5], voir ﬁgure 2.5A. De plus cette modiﬁcation est eﬀective sur des temps im-
portants, de l’ordre de plusieurs semaines, voir ﬁgure 2.5B [5]. J’ai donc utilise´
cette technique pour rendre mes dispositifs hydrophiles aﬁn de produire aise´-
ment des e´mulsions d’he´xade´cane dans de l’eau sans proble`me de mouillage. Les
techniques de fabrication de gouttes que j’ai mises en place pendant cette the`se
font d’ailleurs l’objet de la prochaine partie.
2.2 Faire des gouttes : de l’e´mulsion a` la goutte
unique
Durant ces 3 anne´es de the`se, je me suis inte´resse´ a` la dynamique de par-
ticules dans 2 types de ge´ome´tries conﬁne´es : (i) le comportement d’un grand
nombre de particules soumis a` un e´coulement bidimensionnel, cet e´coulement
e´tant soit pe´riodique (expe´rience d’e´cho, voir chapitre 4) soit simple (ﬂuctua-
tions de densite´ et propagation d’ondes, voir chapitre 3), (ii) l’e´volution d’un
nombre restreint de gouttes (en l’occurrence 3) s’e´coulant dans un re´seau uni-
dimensionnel de boucles (voir chapitre 5). Les enjeux et les diﬃculte´s apporte´s
par ces 2 e´tudes sont donc tre`s diﬀe´rents. En eﬀet, quelle que soit la ge´ome´-
trie utilise´e pour cre´er les gouttes, produire une e´mulsion compose´e d’un grand
nombre de gouttes monodisperses ne´cessite d’atteindre un re´gime stationnaire
de fonctionnement du dispositif. Or les temps de transitoire sont relativement
longs (quelques dizaines de secondes a` quelques minutes). Ainsi, en raison de ce
transitoire, produire un syste`me physique de seulement 3 gouttes monodisperses
est impossible avec une ge´ome´trie passive. Pour cela, il est ne´cessaire d’avoir un
controˆle actif sur les e´coulements des liquides.
Cette partie est donc se´pare´e en 2 sections. J’explique tout d’abord comment
j’ai re´ussi a` mettre en place un syste`me microﬂuidique passif permettant de cre´er
une e´mulsion bidimensionnelle monodisperse ayant une fraction surfacique et
des tailles de gouttes controˆle´es. Ensuite, j’introduis la technique de Drop-on-
Demand [4] base´e sur la technologie de vannes microﬂuidiques pneumatiques [3]
et permettant de cre´er un petit nombre de gouttes. Cette technologie est dite
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AB
Figure 2.6: A. Photographie d’une jonction en T permettant la cre´ation de
gouttes monodisperses (ici gouttes d’eau dans de l’hexade´cane + Span 80). Les
canaux au niveau de la jonction ont une largeur de 75µm - R. Jeanneret, 2010.
B. Photographie en ﬂuorescence d’un Flow-Focusing lors de la production de
gouttes monodisperses (gouttes d’hexade´cane dans de l’eau + SDS). Les canaux
d’arrive´e de ﬂuides ont une largeur de 200µm - R. Jeanneret, 2012.
active car les e´coulements de liquides sont controˆle´s dans le temps, ce qui permet
e´galement de de´coupler taille des particules et fre´quence d’e´mission.
2.2.1 Production d’une e´mulsion monodisperse
Pour produire de grandes quantite´s de gouttes monodisperses de tailles mi-
crome´triques, 2 ge´ome´tries sont couramment utilise´es : la ”jonction en T” [6]
et le Flow-Focusing (FF) [7]. Un exemple de chacune de ces ge´ome´tries, tire´
de mes expe´riences, est repre´sente´ ﬁgure 2.6. Le principe de ces syste`mes est le
cisaillement de la phase disperse´e (les gouttes) par la phase continue au niveau
d’une jonction.
Dans ces 2 ge´ome´tries la taille des gouttes et la fre´quence d’e´mission sont
ﬁxe´es d’une manie`re complexe par de nombreux parame`tres ge´ome´triques et
physiques : w/h, w/l, h/l, ηw/ηo, Qw/Qo, γ,... ou` w, h et l sont les dimensions
des canaux dans les 3 dimensions, ηw et ηo les viscosite´s des ﬂuides utilise´s, Qw et
Qo les de´bits impose´s et γ la tension interfaciale des 2 ﬂuides. Plusieurs papiers
the´oriques et expe´rimentaux apportent des re´ponses partielles sur les principes
de fonctionnement de ces ge´ne´rateurs de gouttes, mais la compre´hension totale
des processus mis en jeu n’est pas encore comple`te [8, 9, 10, 11]. En tout e´tat
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Figure 2.7: Sche´ma a` l’e´chelle du ge´ne´rateur de gouttes utilise´ pour mes expe´-
riences d’e´cho (voir chapitre 4). Largeur des canaux : w = 200µm. Le rectangle
en ligne discontinue rouge constitue le Flow-Focusing. Les canaux exte´rieurs
constituent le dilueur. La phase disperse´e est injecte´e par l’entre´e A, tandis que
la phase continue est injecte´e par les entre´es B et C. Les gouttes sont produites
au niveau de la constriction D (voir ﬁgure 2.6 pour un zoom sur cette constric-
tion) et la dilution s’eﬀectue au niveau de la jonction E.
de cause, pour un syste`me physique donne´, a` savoir la donne´e des 2 liquides et
la ge´ome´trie utilise´e, le volume des gouttes obtenues et la fre´quence a` laquelle
elles sont e´mises ne vont de´pendre que des de´bits ou pressions impose´(e)s. Mais
ces 2 quantite´s sont intimement lie´es : on ne peut varier inde´pendamment sur
une large gamme la taille des gouttes et leur fre´quence d’e´mission.
Or un des challenges de mes expe´riences bidimensionnelles e´tait de re´ussir a`
cre´er des e´mulsions ayant un grand nombre de gouttes monodisperses et dont la
fraction surfacique pouvait eˆtre facilement modiﬁe´e sans inﬂuer sur le volume
des particules. Le choix a e´te´ fait de travailler avec un ge´ne´rateur de gouttes de
type FF auquel a e´te´ ajoute´ un dilueur, voir ﬁgure 2.7. Le rectangle en traits
pointille´s rouges constitue le FF a` proprement parler. La phase disperse´e est
injecte´e au niveau de l’entre´e A, la phase continue au niveau de l’entre´e B. Les
gouttes sont alors cre´e´es a` la constriction note´e par la lettre D (la ﬁgure 2.6B
est une photographie de cette constriction). Les canaux exte´rieurs au rectangle
rouge forment le dilueur. En injectant la phase continue e´galement par l’entre´e
C, on introduit du volume de liquide supple´mentaire entre les gouttes au niveau
de la jonction E ce qui permet de les diluer. Les 3 hexagones pre´sents juste apre`s
les entre´es A, B et C sont des ﬁltres qui permettent de bloquer toute impurete´
pouvant venir des tuyaux d’injection. Ils sont constitue´s d’un re´seau de plots
rectangulaires dont la se´paration est infe´rieure a` la taille de la constriction D.
Ceci assure qu’aucune poussie`re ne vienne boucher la buse D, ce qui rendrait
le ge´ne´rateur de gouttes inutilisable. Apre`s de nombreux dispositifs jete´s pour
cette raison, ces ﬁltres sont devenus indispensables. Les dimensions de ce FF
sont les suivantes : hauteur h = 11µm, largeur des canaux w = 200µm, largeur
de la constriction l = 30µm.
Cette ge´ome´trie permet de cre´er des e´mulsions monodisperses de diame`tre
de l’ordre de 30µm parfaitement reproductibles. Les particules cre´e´es sont des
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Figure 2.8: A. Diame`tre des gouttes obtenues graˆce au Flow-Focusing en fonc-
tion du rapport des de´bits d’huile (phase disperse´e) et d’eau (phase continue)
pour diﬀe´rents de´bits d’eau applique´s. B. Diagramme de fonctionnement du ge´-
ne´rateur de gouttes dans le plan (Qhuile, Qeau). Les points rouges (resp. bleus)
correspondent a` un re´gime de production de gouttes monodisperses (resp. po-
lydisperses). Les points noirs correspondent a` un re´gime de coﬂow, ou` il n’y a
plus production de gouttes.
gouttes d’hexade´cane dans de l’eau. Un surfactant, du SDS (Sodium Dodecyl
Sulfate, concentration massique cw = 0.1%) est rajoute´ a` l’eau aﬁn de stabiliser
les gouttes et e´viter leur coalescence. La ﬁgure 2.8A pre´sente le diame`tre des
gouttes obtenues lorsque l’on impose un de´bit d’eau constant (phase continue)
et que l’on varie le de´bit en huile (phase disperse´e) sans imposer de dilution.
Sur cette ﬁgure les couleurs codent la valeur du de´bit en eau. On peut remar-
quer tout de suite qu’a` de´bit d’eau ﬁxe´ le diame`tre des gouttes obtenues est
quasiment constant en fonction du de´bit d’huile. Ce re´gime de fonctionnement
du FF est appele´ dripping. De plus, la taille des gouttes a diminue lorsque l’on
augmente le de´bit de la phase continue. Pour des de´bits en huile infe´rieurs a`
ceux pre´sente´s sur la ﬁgure l’e´mulsion obtenue est polydisperse, alors que pour
des de´bits supe´rieurs la cre´ation de gouttes ne s’eﬀectue plus et un coﬂow est
obtenu. Ceci est re´sume´ sur le diagramme du FF dans le plan (Qeau, Qhuile)
ou` sont repre´sente´s les 3 re´gimes de fonctionnement du ge´ne´rateur de gouttes,
ﬁgure 2.8B. Le domaine de fonctionnement monodisperse est contenu dans une
re´gion compacte de ce plan (Qeau, Qhuile). Il est a` noter que cette caracte´risation
a e´te´ conduite en imposant le de´bit d’eau voulu et un faible de´bit d’huile puis
en augmentant progressivement Qhuile. Le diagramme obtenu en diminuant le
de´bit d’huile aurait e´te´ relativement diﬀe´rent en raison d’un fort hyste´re´sis sur
l’apparition du re´gime monodisperse.
Le re´gime de dripping est tre`s pratique pour cre´er une e´mulsion avec une
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Figure 2.9: A. Inﬂuence du dilueur sur le diame`tre des gouttes obtenues. La di-
lution ne perturbe pas la production des gouttes jusqu’a` un de´bit de 30µl.min−1,
au dela` les particules deviennent polydisperses. B. Fraction surfacique obtenue
graˆce a` la dilution. La concentration peut eˆtre varie´e de ∼ 50% a` ∼ 10%.
taille de gouttes tre`s controˆle´e. En eﬀet, en ﬁxant le de´bit de la phase continue
je choisis la taille de gouttes de l’e´mulsion. Pour avoir une tre`s bonne reproduc-
tibilite´, j’impose le de´bit de la phase disperse´e au centre de la zone rouge aﬁn
de m’aﬀranchir des e´ventuelles incertitudes expe´rimentales sur ce de´bit.
La fraction surfacique en gouttes peut eˆtre modiﬁe´e graˆce au dilueur place´
en sortie du FF. Il faut s’assurer tout de meˆme que l’injection de liquide par
ce dilueur ne perturbe pas la production de gouttes en amont. Pour cela je
cre´e des gouttes en ﬁxant le de´bit d’eau Qeau = 0.140µl.s
−1 et le de´bit d’huile
Qhuile = 0.040µl.s
−1. J’augmente ensuite progressivement le de´bit en eau dans le
dilueur et mesure le diame`tre des gouttes. Le re´sultat est repre´sente´ ﬁgure 2.9A.
La taille des gouttes obtenues reste constante jusqu’a` 30µl.min−1. Au dela`,
le de´bit est trop important et perturbe la production de gouttes conduisant
a` la cre´ation d’une e´mulsion polydisperse. Nous pouvons e´galement par cette
expe´rience mesurer les fractions surfaciques φ accessibles. La dilution permet de
faire varier cette fraction de ∼ 50% a` ∼ 10% sans modiﬁer la taille des gouttes
ni induire de polydispersite´, voir ﬁgure 2.9B.
La ge´ome´trie FF pre´sente´e ici ainsi que la ”jonction en T”permettent la cre´a-
tion d’un courant continu de gouttes monodisperses. Ce sont surement les plus
utilise´es en microﬂuidique mais d’autres types de ge´ne´rateur de gouttes ont e´te´
mis en place permettant par exemple la production a` haute fre´quence (∼ kHz)
d’e´mulsions microme´triques monodisperses. On peut citer notamment Yobas
et al [12] qui ont re´ussi a` cre´er des gouttes monodisperses de 20µm a` 30µm
a` des fre´quences comprises entre 2000 et 12000 Hz en utilisant une ge´ome´trie
proche du Flow-Focusing ou encore Nisisako et Torii qui en 2007 ont atteint
42
AC: Control channel
AC: Fluidic channel
AC: PDMS membrane
(A) (B)
Figure 2.10: A. Sche´ma d’une coupe d’une vanne microﬂuidique. B. Photogra-
phie d’une vanne colle´e sur un sticker microﬂuidique permettant la production
de gouttes a` la demande. Figure extraite de [4].
des fre´quences de l’ordre de la centaine de kHz en paralle´lisant les ge´ne´rateurs
de gouttes [13]. Pour une revue de diﬀe´rents outils permettant la production
de courants continus de gouttes et de certaines applications de la microﬂui-
dique digitale, je conseille la lecture de [14]. Ces outils sont satisfaisants pour de
nombreuses e´tudes en microﬂuidique digitale, mais pre´sentent 2 principaux in-
conve´nients potentiellement proble´matiques pour d’autres expe´riences. En eﬀet,
pour chacun de ces ge´ne´rateurs il existe un couplage plus ou moins complexe
entre la taille des gouttes, la distance inter-particule (ou la fre´quence d’e´mission)
et la vitesse de la phase continue. Ceci implique que l’on ne peut pas faire varier
inde´pendamment sur de larges gammes la fre´quence d’e´mission et le volume des
gouttes par exemple. Ainsi pour des e´tudes de traﬁc de particules dans des re´-
seaux on veut pouvoir modiﬁer la fre´quence d’e´mission (a` savoir le courant en
particules) en gardant la taille des gouttes constante aﬁn de ne varier qu’un seul
parame`tre [15]. De plus, ces outils ge´ne`rent des courants continus de gouttes
obtenus apre`s un transitoire relativement long ne permettant pas de travailler
avec un petit nombre de particules. Notre e´tude sur la dynamique d’un nombre
ﬁni de particules dans un re´seau de boucles microﬂuidiques (voir chapitre 5) a
donc ne´cessite´ la mise en place d’une autre me´thode aﬁn de cre´er et manipuler
seulement 3 gouttes de meˆme taille. Cette technique dite de Drop-on-Demand
a e´te´ mise en place par Galas et al en 2009 [4] et est base´e sur la technologie
des vannes pneumatiques [3].
2.2.2 Production d’une goutte unique
Les techniques pre´sente´es dans la section pre´ce´dente sont dites passives car
aucun controˆle temporel n’est eﬀectue´ sur les de´bits ou pressions impose´(e)s. Ici
je pre´sente une me´thode active permettant de controˆler la pression impose´e a`
43
10
t
Fermeture vanne
Figure 2.11: Illustration de la versatilite´ du syste`me de gouttes a` la demande.
3 gouttes de meˆme taille sont cre´e´es a` la jonction en T en appliquant une se´-
quence d’ouverture et de fermeture a` la vanne pneumatique. Les distances inter-
particule peuvent eˆtre modiﬁe´es sans changement de la taille des gouttes. Barre
d’e´chelle : 300µm - R. Jeanneret, 2010.
la phase disperse´e aﬁn de de´coupler fre´quence d’e´mission et volume des gouttes
cre´e´es et de s’aﬀranchir d’un e´ventuel re´gime transitoire.
Le principe est de placer sur le trajet de la phase disperse´e en amont du
ge´ne´rateur de gouttes (une jonction en T pour mes expe´riences) une vanne
microﬂuidique permettant d’ouvrir et de fermer le canal par lequel s’e´coule ce
liquide. Un sche´ma et une photographie de ces vannes, extraits de [4], sont
repre´sente´s ﬁgure 2.10. Ces vannes sont constitue´es de 2 couches de PDMS.
Une premie`re couche tre`s ﬁne contient le canal ﬂuidique (en rouge) tandis que
l’autre couche contient le canal de controˆle (en vert). Ce canal de controˆle est
en fait une ouverture droite sans sortie. L’application d’une pression dans cette
impasse va donc de´former le canal de controˆle et appuyer sur la membrane de
PDMS se´parant les 2 canaux ce qui implique la fermeture du canal ﬂuidique.
Pour une fermeture optimale, les diﬀe´rentes tailles des canaux et de la membrane
doivent eˆtre correctement ajuste´es et le canal ﬂuidique doit avoir une section
semi-elliptique. Une section rectangulaire pour ce canal induirait la formation
de gouttie`res sur les bords synonyme de fuites de liquide, incompatibles avec
l’objectif de cre´ation controˆle´e de gouttes. La technique de fabrication de ces
vannes est de´crite en annexe 2.5.1.
Ainsi la pre´sence de cette vanne sur le trajet de la phase disperse´e permet
de couper et de re´tablir son de´bit induisant un controˆle total sur les gouttes
forme´es au niveau de la jonction en T. Le temps d’ouverture de la vanne ﬁxe la
taille des gouttes obtenues et le temps de fermeture de´termine la fre´quence de
production en fonction du de´bit impose´ a` la phase continue. Il est alors possible
de produire un train de gouttes monodisperses de taille ﬁnie avec des distances
inter-particules inde´pendantes les unes des autres. Ceci est illustre´ par la ﬁgure
2.11, ou` une se´quence d’ouverture et fermeture de la vanne microﬂuidique donne
lieu a` un train de 3 gouttes non pe´riodique. Ce syste`me expe´rimental est donc
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Figure 2.12: Formation de gouttes satellites due a` l’e´lasticite´ du PDMS. A.
Le syste`me est au repos et a` l’arreˆt. Vanne ferme´e. B. Se´quence d’ouver-
ture/fermeture de la vanne. Les gouttes sont fabrique´es a` la jonction en T.
Le canal en T s’e´largit du fait de la diﬀe´rence de pression impose´e rapidement.
C. Vanne ferme´e. Le canal en T retrouve sa forme initiale, ce qui induit la
formation d’une goutte satellite. Figure extraite de [15].
ide´al pour notre e´tude sur le traﬁc de particules (voir chapitre 5) ou` notre but
est d’injecter dans un re´seau unidimensionnel de boucles seulement 3 gouttes de
meˆme taille avec des distances inter-particules controˆlables.
Concernant la fabrication, ces vannes microﬂuidiques sont externalise´es et
colle´es sur une entre´e du dispositif principal d’e´tude. Ceci a plusieurs avantages :
- Le design des circuits microﬂuidiques peut se faire sans se soucier de l’in-
te´gration d’une vanne.
- Les vannes e´tant faites en PDMS cela permet de travailler avec des dispo-
sitifs rigides de type stickers microﬂuidiques. Il est d’ailleurs indispensable de
travailler avec des dispositifs rigides pour avoir des ge´ne´rateurs de gouttes a` la
demande eﬃcaces. En eﬀet, si les temps de relaxation du mate´riau sont impor-
tants, on peut induire la formation d’une goutte satellite lors de la fermeture
de la vanne, voir ﬁgure 2.12. Lors de la premie`re ouverture de la vanne micro-
ﬂuidique permettant la cre´ation de gouttes, la surpression dans la jonction en T
passe de 0 a` quelques centaines de millibars en quelques millisecondes. Si cette
jonction en T est faite en PDMS par exemple, les bords vont se de´former conse´-
quemment aﬁn d’absorber e´lastiquement l’e´nergie impose´e au syste`me. Ce canal
va garder cette forme de´forme´e lors de toute la se´quence d’ouverture/fermeture
de la vanne permettant la cre´ation de gouttes, car il n’aura pas le temps de
relaxer entre 2 ouvertures. Lorsque la vanne est ferme´e a` la ﬁn de la production
de la se´quence de gouttes, le canal relaxe ce qui induit un ﬂux de liquide dans la
jonction en T cre´ant une goutte satellite dans le syste`me. Ce potentiel proble`me
e´tait a` e´viter absolument pour notre e´tude de la dynamique de 3 gouttes dans
un re´seau unidimensionnel de boucles.
- La fabrication des vannes se fait de manie`re totalement inde´pendante des
autres outils, ide´al pour une production massive et exceptionnelle. Cette fabri-
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cation des vannes e´tant en eﬀet relativement longue, ce dernier point engendre
un gain de temps non-ne´gligeable.
Ce syste`me de gouttes a` la demande posse`de tout de meˆme une limitation
concernant la fre´quence d’e´mission des gouttes. La pression impose´e au canal
de controˆle est ge´ne´ralement de 1 bar. Cela suﬃt pour bien fermer la vanne
aux pressions utilise´es pour injecter les ﬂuides (autour de 500 millibars). Ce
canal de controˆle est rempli d’eau plutoˆt que d’air aﬁn d’obtenir des meilleurs
temps de re´ponse. L’ouverture et fermeture de la vanne PDMS se fait graˆce a`
une vanne sole´no¨ıde (Lee valve LHDA1211115), qui a des temps de re´ponse de
l’ordre de la milliseconde. Le point limitant de ces vannes microﬂuidiques re´side
en fait dans leur conception. Le principe est de de´former un mate´riau mou, le
PDMS, aﬁn d’obstruer un canal ﬂuidique. Les temps de relaxation de ce mate´-
riau mou sont donc relativement importants. Le temps de re´ponse de fermeture
ou d’ouverture de la vanne est en eﬀet de l’ordre de ∼ 50ms. La fre´quence
maximale de production de gouttes est donc d’environ 10Hz. Cette limitation
n’a pas eu d’inﬂuence sur nos travaux concernant le traﬁc de particules. En eﬀet,
dans cette e´tude et dans les re´gimes sonde´s, la dynamique ne de´pend pas de la
vitesse moyenne des gouttes (voir chapitre 5). Ainsi la formation des gouttes
peut se faire relativement lentement en imposant un de´bit a` la phase continue
assez faible et des temps d’ouverture et fermeture de la vanne supe´rieurs a` 50ms.
J’ai donc pre´sente´ dans ces 2 dernie`res sections diﬀe´rentes techniques micro-
ﬂuidiques ne´cessaires a` la mise en place de mes expe´riences de fac¸on ge´ne´rale.
La section suivante est focalise´e quant a` elle sur les spe´ciﬁcite´s de l’expe´rience
d’e´cho et leurs conse´quences sur la manie`re dont le syste`me expe´rimental a e´te´
ﬁnalise´.
2.3 Prototypage d’une expe´rience d’e´cho
Pour mener a` bien cette expe´rience d’e´cho, la re´ﬂexion sur l’e´laboration du
syste`me expe´rimental comprend 3 points principaux : (i) cre´er une e´mulsion
controˆle´e, (ii) re´ussir a` injecter cette e´mulsion dans une chambre de visualisa-
tion en obtenant une densite´ homoge`ne, (iii) controˆler de manie`re tre`s pre´cise
l’e´coulement induit a` cette e´mulsion. Cette re´ﬂexion m’a donc amene´ a` prototy-
per l’expe´rience en se´parant les diﬀe´rents e´le´ments a` optimiser : production de
gouttes, chambre de visualisation, controˆle des e´coulements. Je m’inte´resse dans
cette section a` ces 2 derniers e´le´ments de l’expe´rience d’e´cho, l’aspect production
de gouttes ayant de´ja` e´te´ aborde´.
2.3.1 Optimisation de la chambre de visualisation
L’e´mulsion a` obtenir dans la chambre de visualisation doit eˆtre une e´mul-
sion de gouttes sphe´riques. D’apre`s [16], des gouttes contraintes a` prendre une
forme non-sphe´rique en raison du conﬁnement peuvent eˆtre pie´ge´es dans des
trous. Ceux-ci repre´sentent eﬀectivement un puits d’e´nergie de surface pour les
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gouttes. Celles-ci restent alors pie´ge´es par de´formation de leurs surfaces a` l’in-
te´rieur des cavite´s. Pour les meˆmes raisons, des gouttes aplaties assujetties a` se
de´placer dans un canal dans lequel une glissie`re a e´te´ ajoute´e vont suivre cette
glissie`re [16]. Ainsi produire des gouttes non-sphe´riques en vue d’eﬀectuer une
expe´rience d’e´cho n’est pas envisageable : certaines gouttes pourraient se pie´ger
dans des imperfections du canal, d’autres auraient des mouvements impose´s par
ces meˆmes imperfections. Ces eﬀets sont a` e´viter a` tout prix car ils induisent
par nature une dynamique irre´versible.
De plus, ces gouttes sphe´riques doivent avoir un diame`tre comparable a` la
hauteur du canal d’e´tude aﬁn d’obtenir des interactions hydrodynamiques les
plus importantes possibles. Optimiser le diame`tre des gouttes par rapport a`
la hauteur du canal fournit un autre avantage : le syste`me obtenu peut vrai-
ment eˆtre conside´re´ comme quasi-2D car aucun de´placement dans la troisie`me
dimension spatiale n’est possible.
Comme je l’ai de´ja` pre´cise´ dans la partie 2.2.1, le fonctionnement d’un Flow-
Focusing de´pend de nombreux parame`tres ge´ome´triques et physiques. La com-
pre´hension ge´ne´rale de cette ge´ome´trie n’est pour l’instant pas comple`te. Ainsi
la de´marche suivie aﬁn de re´ussir a` cre´er une e´mulsion de gouttes sphe´riques
dans un canal bidimensionnel a e´te´ la suivante. J’ai choisi une ge´ome´trie de
Flow-Focusing que j’ai caracte´rise´e comple`tement avec les liquides utilise´s pour
mes expe´riences. Ceci a permis l’obtention du diagramme de fonctionnement de
ce ge´ne´rateur de gouttes et de connaˆıtre les tailles de gouttes accessibles, voir
ﬁgure 2.8. Une fois ces donne´es connues, la ge´ome´trie du canal de visualisation
a e´te´ choisie aﬁn de re´ussir a` obtenir une e´mulsion de gouttes sphe´riques de
manie`re reproductible.
Le prototypage de la ge´ome´trie du dispositif ﬁnal a e´te´ fait en utilisant des
stickers microﬂuidiques, facilement modulables et rapides a` fabriquer. Apre`s
avoir obtenu un FF fonctionnant selon mes besoins et un canal de visualisation
compatible avec ce FF, le design e´tait optimise´. Des dispositifs en verre ont
alors e´te´ achete´s aupre`s d’une entreprise spe´cialise´e dans la microfabrication
(Micronit Microﬂuidics, the Netherlands). Ces dispositifs, obtenus par gravure
chimique du verre, sont couteux mais de nettement meilleur qualite´ que les
stickers microﬂuidiques. En eﬀet, la rugosite´ de ces dispositifs est de seulement
∼ 100nm sur des distances de l’ordre de plusieurs centime`tres contre ∼ 1µm
pour les stickers microﬂuidiques. De plus, ils peuvent eˆtre nettoye´s facilement a`
la soude et eˆtre utilise´s durablement, ce qui n’est pas le cas des stickers.
Le sche´ma du dispositif ﬁnal utilise´ est repre´sente´ ﬁgure 2.13. La partie noire
du sche´ma correspond a` des canaux de 11µm de hauteur et la partie bleue a`
des canaux de 27µm. Deux grandes chambres identiques sont inte´gre´es dans
ce dispositif. La chambre (1) est utilise´e pour e´tudier la dynamique des parti-
cules. La seconde sert a` e´vacuer les gouttes pendant l’e´tablissement du re´gime
stationnaire du Flow-Focusing. Il est eﬀectivement primordial d’avoir une e´mul-
sion hautement monodisperse dans la chambre de visualisation. Or pendant
le re´gime transitoire du FF, de tre`s grosses gouttes sont produites qui restent
e´ventuellement bloque´es dans le canal de visualisation [16]. Ainsi lors du transi-
toire, le canal ”poubelle” (2) est ouvert pour e´vacuer ces gouttes non-souhaite´es,
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Figure 2.13: Sche´ma du dispositif ﬁnal en verre. Un module sert a` ge´ne´rer les
gouttes et a` les diluer (en noir, h = 11µm). La grande chambre chambre (1)
sert a` e´tudier la dynamique des gouttes, le canal (2) sert a` e´vacuer les gouttes
non souhaite´es et forme´es pendant le transitoire du Flow-Focusing. Les parties
bleus correspondent a` des canaux de hauteur h = 27µm. Barre d’e´chelle : 5mm
l’autre reste ferme´. Une fois que le re´gime stationnaire est e´tabli, j’envoie l’e´mul-
sion dans le canal (1) en fermant/ouvrant des vannes exte´rieures ayant de tre`s
faibles volumes morts. Cette proce´dure permet d’obtenir une e´mulsion parfaite-
ment monodisperse dans la grande chambre de visualisation (1).
Les liquides sont injecte´s par les entre´es (a), (b) et (c) pour produire les
gouttes. Les jonctions (d) et (f) sont des sorties permettant d’e´vacuer les gouttes.
L’e´coulement induit pour l’e´tude de la dynamique des gouttes dans la chambre
(1) se fait quant a` lui par une seringue place´e sur l’entre´e (e). Le mouvement du
piston de cette seringue est controˆle´ par un pousse-seringue de haute pre´cision
(Cetoni Nemesys). Mais re´ussir a` obtenir un e´coulement pe´riodique repre´sente
une grande partie de la mise en place de l’expe´rience. Je pre´sente donc dans la
section suivante, diﬀe´rentes e´tapes par lesquelles je suis passe´ avant de controˆler
parfaitement les e´coulements applique´s a` l’e´mulsion.
2.3.2 Controˆle des e´coulements
Mon approche pour cre´er un e´coulement pe´riodique a beaucoup e´volue´ pen-
dant la phase de prototypage de l’expe´rience. Les premie`res ide´es mises en place
e´taient base´es sur un controˆle en pression. Je pre´sente donc d’abord 2 de ces
principales ide´es qui n’ont pas e´te´ fructueuses. Je suis ensuite passe´ a` un controˆle
en de´bit avec un pousse-seringue de pre´cision (Cetoni Nemesys) et qui fait l’ob-
jet de la seconde partie. Mais la` encore de nombreuses subtilite´s apparaissent
lorsque l’objectif est de cre´er un e´coulement de de´bit moyen nul. Cette phase
du prototypage a donc e´te´ longue et diﬃcile.
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Figure 2.14: Sche´ma du premier dispositif utilise´ pour optimiser le controˆle des
e´coulements. Barre d’e´chelle : 1mm.
Controˆle en pression
Les premiers tests de cre´ation d’un e´coulement pe´riodique ont e´te´ faits dans
le dispositif pre´sente´ ﬁgure 2.14. Une vanne microﬂuidique en PDMS contenant
une jonction en T est colle´e sur l’entre´e (a) aﬁn de cre´er des gouttes. La sortie
(b) sert a` e´vacuer les gouttes a` la ﬁn des expe´riences, elle reste ferme´e pendant la
dure´e des manipulations. Les lignes perpendiculaires au canal principal sont en
fait des petits piliers maintenant le paralle´lisme des murs supe´rieur et infe´rieur.
Les entre´es (c) et (d) servent a` appliquer un e´coulement pe´riodique a` l’e´mulsion.
L’ide´e est d’appliquer une pression constante Pc a` l’entre´e (c) et d’appliquer une
pression oscillante Pd = Pc +∆P sin(2πt/T ) a` l’entre´e (d). Les pressions appli-
que´es a` ces entre´es sont controˆle´es graˆce a` des boites de pression, conc¸ues au
laboratoire, utilisant des re´gulateurs de pression (Parker, VSO-EP-Miniature
Pressure Controller) commande´s nume´riquement. La pression est applique´e a`
des re´servoirs de liquide connecte´s au dispositif. Or ces re´servoirs ne sont pas
comple`tement herme´tiques : l’air comprime´ injecte´ dans ces re´servoirs fuit le´ge`-
rement. Ainsi la pression eﬀective dans les re´servoirs n’est pas la pression voulue
et 〈Pd〉T 6= Pc. Ceci donne lieu irre´me´diablement a` une de´rive des gouttes dans
le canal, car le de´bit moyen n’est pas nul. Le controˆle en pression simple n’est
donc pas une solution pour maˆıtriser aussi pre´cise´ment des e´coulements.
L’ide´e suivante que j’ai mise en place est toujours base´e sur un controˆle
en pression mais de manie`re a` s’aﬀranchir de ces fuites de gaz. Cette me´thode
ne´cessite un changement dans le design du dispositif. La nouvelle puce est re-
pre´sente´e ﬁgure 2.15. Cette fois les gouttes sont cre´e´es in-situ au niveau de la
jonction en T (a). De la meˆme manie`re, la sortie (b) sert a` e´vacuer les gouttes
a` la ﬁn des expe´riences, elle reste ferme´e pendant la dure´e des manipulations.
L’application des pressions se fait cette fois via 4 entre´es (c), (d), (e) et (f). Une
vanne microﬂuidique est colle´e sur chacune de ces entre´es. Les entre´es (c) et
(d) sont relie´es au meˆme re´servoir de liquide, ainsi que les entre´es (e) et (f). La
pression P1 est applique´e au re´servoir branche´ aux entre´es (c) et (d). Le second
re´servoir est soumis a` la pression P2 > P1. Les vannes (c) et (f) sont ferme´es
pendant un temps T/2, les 2 autres restant ouvertes. Les liquides s’e´coulent
alors de la gauche vers la droite avec une diﬀe´rence de pression ∆P = P2 − P1.
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Figure 2.15: Sche´ma du second dispositif utilise´ pour optimiser le controˆle des
e´coulements. Barre d’e´chelle : 1mm.
Les vannes (c) et (d) sont alors ouvertes et les 2 autres ferme´es pendant le meˆme
temps T/2 : l’e´coulement s’inverse car la diﬀe´rence de pression est maintenant
∆P = −(P2 − P1). L’e´coulement produit est donc cense´ eˆtre pe´riodique, car
les fuites dans les re´servoirs n’ont plus aucun eﬀet. Mais cette me´thode n’est
pas plus eﬃcace que la pre´ce´dente en raison des vannes microﬂuidiques. Tout
d’abord le temps de re´ponse peut varier le´ge`rement d’une vanne a` l’autre ce qui
peut induire une de´rive. De plus, la fermeture des vannes n’assure pas force´-
ment la fermeture comple`te des canaux : des fuites de liquide peuvent exister
conduisant de la meˆme fac¸on a` une de´rive des gouttes.
J’ai de´cide´ apre`s ces tentatives infructueuses de passer a` un controˆle en de´bit
en utilisant un pousse-seringue de pre´cision.
Controˆle en de´bit
L’expe´rience d’e´cho ne´cessite de de´placer des volumes de liquide tre`s faibles.
Par exemple, avancer les gouttes sur une distance e´gale a` 10 fois leur diame`tre
ne´cessite de de´placer un volume V = 10d×L×h ∼ 50 nl de liquide (d ∼ 30µm :
diame`tre des gouttes, L = 5mm : largeur du canal, h ∼ 30µm : hauteur du ca-
nal). Pour un de´bit sinuso¨ıdalQ(t) = Q0 sin(2πt/T ) de pe´riode typique T = 10 s,
cela correspond a` une amplitude tre`s petite Q0 = 10nl.s
−1. L’erreur sur ces
de´bits impose´s doit donc eˆtre tre`s faible pour conside´rer l’e´coulement comme
pe´riodique. Ceci n’est pas du tout e´vident meˆme avec des outils de haute pre´-
cision tel que ceux utilise´s. Plusieurs proble`mes surviennent lorsque l’on essaye
na¨ıvement de brancher une seringue sur le pousse-seringue aﬁn d’eﬀectuer un
e´coulement pe´riodique. Le choix de la seringue est en fait primordial.
Tout d’abord, la vis sans ﬁn du pousse-seringue de´plac¸ant le piston de la
seringue a une vitesse minimum d’avance´e. Les de´bits accessibles ont alors un
minimum donne´ par le diame`tre inte´rieur de la seringue. Aﬁn d’appliquer des
de´bits < 100 nl.s−1, les seringues utilisables se limitent a` des volumes < 100µl,
correspondant a` des diame`tres inte´rieurs < 1mm. Or la longueur des pistons de
ces seringues est de l’ordre de 5 cm. La tige des pistons ﬂambe donc facilement
lorsque le pousse-seringue appuie dessus. Ce ﬂambage implique ne´cessairement
un e´coulement non-pe´riodique dans la chambre ou` se trouve les gouttes. Il est
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alors ne´cessaire d’utiliser la seringue en ayant place´ le piston quasiment en bout
de course aﬁn que la tige soit contraint a` un mouvement rectiligne par le conﬁ-
nement a` l’inte´rieur de la seringue.
De plus, de nombreuses seringues ont des pistons frottant beaucoup sur leur
surface inte´rieure impliquant un mouvement de stick-slip. Ces seringues sont a`
bannir pour mon expe´rience car elles induisent un bruit tre`s important dans le
mouvement des gouttes. Apre`s plusieurs essais, j’ai choisi de n’utiliser que des
seringues de 25 et 50µl de la gamme Hamilton 1700 series.
Finalement, le dernier point critique est la ﬁxation de la seringue sur le
pousse-seringue. En eﬀet, apre`s une longue pe´riode ou` j’observais des de´rives
dans le de´placement des gouttes sans en comprendre l’origine, je me suis aperc¸u
que la seringue avait tendance a` suivre le mouvement du piston. Ce proble`me
a e´te´ identiﬁe´ en ﬁlmant le de´placement du piston dans la seringue dont le
mouvement pouvait aussi eˆtre suivi graˆce aux graduations. N’e´tant pas suﬃ-
samment bien attache´ au pousse-seringue, la seringue se de´plac¸ait par rapport
a` celui-ci, entraˆıne´e par frottement du piston. Ce proble`me a e´te´ re´gle´ en ra-
joutant du scotch double-face sur la seringue aﬁn d’ame´liorer la ﬁxation sur le
pousse-seringue.
Les proble`mes e´voque´s ci-dessus sont tous simples a` ge´rer une fois qu’ils ont
e´te´ identiﬁe´s. En revanche, leur identiﬁcation a e´te´ loin d’eˆtre e´vidente et obtenir
des e´coulements re´versibles repre´sente une longue partie de la mise en place de
l’expe´rience d’e´cho.
Le dernier point a` de´crire sur la construction des expe´riences concerne la
gestion de donne´es. En eﬀet, les expe´riences monte´es fournissent des quantite´s
de donne´es tre`s importantes dont la gestion n’est pas triviale et repre´sente une
re´elle re´ﬂexion.
2.4 Acquisition, gestion et analyse des donne´es
L’expe´rience d’e´cho demande de pouvoir suivre les trajectoires de plusieurs
milliers de particules (∼ 3000) sur des temps longs (∼ 2h). Un calcul rapide
donne un ordre d’ide´e sur les quantite´s de donne´es obtenues lors d’une seule
expe´rience d’e´cho. Aﬁn d’avoir une re´solution spatiale suﬃsante sur la de´tection
des particules, les expe´riences sont ﬁlme´es avec une came´ra CCD de 4 Mega-
Pixels en codage 8 bits (Basler Aviator av2300-25gm). Une expe´rience dure
typiquement 7000 s et le framerate de la came´ra est ﬁxe´ a` 24 fps aﬁn de pouvoir
tracker facilement les particules. Ainsi je produis en terme d’acquisition d’images
4× 7000× 24Mo ∼ 700Go par expe´rience ! De plus, apre`s analyse brute de ces
images aﬁn d’obtenir les positions des particules a` chaque pas de temps le tableau
de donne´es des positions obtenu contient 3000 × 24 × 7000 × 3 ∼ 1 500 000 000
nombres (le facteur 3 dans ce calcul correspond aux positions x et y et au temps
t). Ceci e´quivaut a` des ﬁchiers de donne´es de l’ordre de 20 a` 30 Go par expe´-
rience ! Ces 2 calculs montrent donc que la gestion des donne´es est un aspect
crucial de ces recherches.
Or ge´rer des ﬁchiers de donne´es de plusieurs dizaines de Go n’est pas une
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mince aﬀaire. En eﬀet, comme les ordinateurs commerciaux actuels posse`dent
de l’ordre de 1 − 10 Go de me´moire vive (comparable a` la taille des ﬁchiers
a` traiter), les temps de calcul peuvent vite devenir exorbitants si l’on ne ge`re
pas les donne´es de manie`re intelligente. Je pre´sente donc dans cette partie 2
aspects tre`s importants du traitement de donne´es concernant mon expe´rience
d’e´cho : la de´tection des particules a` partir des ﬁlms eﬀectue´s puis le tracking
des trajectoires a` partir des ﬁchiers obtenus apre`s de´tection.
2.4.1 De´tection des particules
Apre`s acquisition des ﬁlms des expe´riences la premie`re e´tape a` eﬀectuer pour
acce´der aux trajectoires des particules est la de´tection de leurs positions a` chaque
pas de temps (i.e. sur chaque image). A partir des images brutes obtenues par
l’expe´rience, diﬀe´rentes e´tapes de traitement sont ne´cessaires pour obtenir les
positions des gouttes. En eﬀet, l’algorithme utilise´ pour de´tecter les positions a
besoin d’images binarise´es ou` les particules apparaissent en noir sur fond blanc.
A partir de ces images, l’algorithme reconnaˆıt les formes compactes et calcul
leurs centres de masses. Ces formes compactes noires doivent eˆtre bien se´pare´es
spatialement aﬁn que l’algorithme ne se trompe pas sur les centres de masses et
qu’il ”n’oublie” pas de particules. Ainsi, aﬁn d’avoir des belles images binarise´es,
les images brutes sont traite´es selon les 4 e´tapes suivantes, illustre´es par la ﬁgure
2.16.
1. Division de l’image brute par une image du background (i.e. sans les
gouttes) prise au pre´alable de l’expe´rience. Cette e´tape permet de s’af-
franchir des inhomoge´ne´ite´s d’intensite´ de l’e´clairage.
2. Seuillage de l’image obtenue aﬁn de la binariser. Cette e´tape est cruciale.
Aﬁn d’obtenir un seuillage eﬃcace les images de de´part doivent eˆtre de´ja`
fortement contraste´es.
3. Apre`s seuillage, des trous peuvent apparaˆıtre dans les particules en rai-
son d’inhomoge´ne´ite´s d’intensite´ encore pre´sentes apre`s division par le
background. Une e´tape est donc ne´cessaire pour remplir ces trous en
noir.
4. Application d’un ﬁltre sur l’aire et la forme ge´ome´trique des objets noirs
obtenus aﬁn d’e´liminer ceux ne pouvant correspondre a` des particules.
L’acquisition des ﬁlms se fait graˆce a` un VI Labview conc¸u par Bertrand
Levache´ et moi-meˆme. Pour des raisons d’optimisation de vitesse d’acquisition,
ce VI produit en sortie une se´quence empile´e d’images dans un ﬁchier .bin.
De meˆme, le traitement d’image initial e´voque´ ci-dessus est fait graˆce a` un VI
Labview. J’eﬀectue ce traitement sans extraire les images du ﬁchier original
aﬁn de gagner du temps. En eﬀet, une proce´dure de traitement ne´cessitant
l’extraction des images du ﬁchier .bin demanderait 3 a` 4 fois plus de temps.
Typiquement j’obtiens les positions de toutes les particules sur 50000 images en
2h, alors que 7-8h seraient ne´cessaires si l’on devait extraire en premier lieu les
images.
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Figure 2.16: A. Zoom sur une image brute d’une expe´rience typique. La visua-
lisation se fait en ﬂuorescence pour avoir un bon contraste. B. Image obtenue
apre`s division par le background. Les inhomoge´ne´ite´s d’intensite´ sont e´limine´es.
C. Seuillage pour obtenir une image binarise´e. Des trous peuvent apparaˆıtre
dans les particules dus aux potentielles inhomoge´ne´ite´s d’intensite´ au niveau
des particules. D. Image obtenue apre`s avoir rempli artiﬁciellement ces trous.
Des taˆches noires n’ayant pas la taille des particules a` de´tecter sont toujours
pre´sentes. Elles peuvent correspondre notamment a` des petites impurete´s pre´-
sentes en solution ou apparaˆıtre au moment du seuillage (toujours en raison
des inhomoge´ne´ite´s d’intensite´). E. Image ﬁnale obtenue apre`s application d’un
ﬁltre sur la taille et la forme ge´ome´trique des taˆches noires a` garder.
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Comme pre´cise´ dans l’introduction de cette partie, les positions obtenues a`
chaque pas de temps pour une expe´rience typique d’e´cho correspondent a` des
donne´es de 20 a` 30 Go. Manipuler des ﬁchiers de cette taille n’est pas faisable
sur des temps raisonnables avec les ordinateurs commerciaux actuels. Aﬁn de
s’abstraire de cette contrainte, le VI permettant d’obtenir les positions des par-
ticules cre´e en sortie plusieurs ﬁchiers, chacun correspondant a` une se´quence de
1000 images successives. Ces ﬁchiers ont une taille typique de 150 Mo et sont
donc facilement manipulables.
L’e´tape suivante de traitement de donne´es est le tracking : les trajectoires
des particules sont recompose´es seulement a` partir des positions de celles-ci a`
chaque pas de temps.
2.4.2 Tracking des particules
Principe du tracking
J’ai utilise´ pour le tracking des gouttes la version Matlab de l’algorithme
tre`s connu de J.C. Crocker et D.G. Grier [17]. Cet algorithme est base´ sur
une minimisation de tous les de´placements possibles des gouttes entre 2 images
conse´cutives.
Une contrainte est rajoute´e sur ce proble`me de minimisation aﬁn d’obtenir
un algorithme convergeant rapidement : une borne supe´rieure est donne´e par
l’utilisateur sur le de´placement maximum qu’une particule peut parcourir entre
2 images. Cette borne supe´rieure doit eˆtre plus faible que la distance moyenne
inter-particule aﬁn que l’algorithme ne puisse confondre des particules. Ainsi,
pour obtenir un bon tracking, c’est a` dire recomposer les trajectoires d’une ma-
jorite´ des gouttes sur le temps complet de l’expe´rience, la fre´quence d’acquisition
doit eˆtre suﬃsamment e´leve´e aﬁn que le de´placement moyen des particules entre
2 images soit tre`s petit devant la distance moyenne inter-particules. La fre´quence
d’acquisition doit eˆtre d’autant plus importante que la vitesse et la fraction sur-
facique des particules sont grandes. Pour mes expe´riences d’e´cho, ﬁlmer a` 24
images/s s’est ave´re´ suﬃsant pour pouvoir tracker aise´ment les gouttes.
Me´thodes
L’une des diﬃculte´s de l’expe´rience d’e´cho est la manipulation de gros ﬁchiers
de donne´es. En eﬀet, la me´moire vive des ordinateurs actuels ne permet pas de
conduire des calculs rapides sur des ﬁchiers de 20 a` 30 Go. Tracker les trajectoires
des particules en une seule fois sur la dure´e totale des expe´riences n’e´tait pas
faisable sur des temps raisonnables. Pour donner un ordre d’ide´e, le temps pour
obtenir les trajectoires a` partir des positions sur toute la dure´e d’une expe´rience
est de l’ordre d’une semaine si l’on ne fait pas attention a` ce proble`me de taille de
ﬁchiers. Etant donne´ le nombre d’expe´riences conduites (∼ 15), le temps passe´
pour simplement obtenir les trajectoires aurait donc e´te´ de ∼ 15 semaines !
Aﬁn de pallier ce proble`me de tailles de ﬁchiers, j’ai de´cide´ de conduire
le tracking un peu diﬀe´remment. L’ide´e est de se´parer chaque expe´rience en
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diﬀe´rentes parties de meˆme dure´e et de tracker les trajectoires des gouttes dans
chacun de ces intervalles de manie`re inde´pendante. Les trajectoires globales
sont ensuite recompose´es en re´associant les trajectoires obtenues dans chaque
intervalle de temps.
Concre`tement les positions a` chaque pas de temps sont stocke´es dans des
ﬁchiers contenant les informations de 1000 images conse´cutives (note´s : po-
sition1.txt, position1001.txt, position2001.txt,...). L’obtention des trajectoires
globales se fait ensuite en 2 e´tapes :
1. Je tracke les trajectoires sur chacun de ces ﬁchiers inde´pendamment.
Je cre´e alors le meˆme nombre de ﬁchiers ”tracking” ou` les particules sont
cette fois labellise´es (tracking1.txt, tracking1001.txt, tracking2001.txt,...).
A ce stade, les labels donne´s a` chaque particule sont inde´pendants entre
les diﬀe´rents ﬁchiers tracking.txt.
2. Aﬁn d’obtenir les trajectoires sur toute la dure´e de l’expe´rience, il est
donc ne´cessaire de re´associer les labels entre les diﬀe´rents intervalles de
temps. Cela se fait en comparant les positions sur la dernie`re image de
l’intervalle n − 1 et sur la premie`re image de l’intervalle n. Le tracking
eﬀectue´ pendant la premie`re e´tape se fait donc sur les ﬁchiers positions
ayant 1 image en commun : la dernie`re de l’intervalle n−1 et la premie`re
de l’intervalle n.
Cette me´thode m’a permis un gain de temps conside´rable sur le tracking des
particules. En eﬀet, en se´parant les ﬁchiers, le temps pour obtenir les trajectoires
des particules pour l’ensemble des expe´riences a e´te´ re´duit a` ∼ 1 semaine.
Proble`mes associe´s a` l’acquisition et solutions apporte´es
L’acquisition des ﬁlms des expe´riences d’e´cho s’eﬀectue a` 24 images/s aﬁn
d’obtenir un tracking eﬃcace. Or lors des expe´riences pre´liminaires, je me suis
aperc¸u que les trajectoires obtenues n’e´taient pas comple`tes. Ceci est illustre´ par
la ﬁgure 2.17A, ou` est repre´sente´ l’histogramme des longueurs des trajectoires
tracke´es pour un expe´rience test de 7400 images. Cet histogramme est pique´ sur 3
valeurs : (i) quelques centaines de trajectoires correspondant a` la totalite´ du ﬁlm
(7400 images) sont obtenues, (ii) environ 2300 trajectoires ont des longueurs de
3000 images, (iii) environ 2300 trajectoires ont des longueurs de 4400 images. Ces
2 derniers types de trajectoires correspondent en fait aux meˆmes particules dont
les trajectoires totales n’ont pas pu eˆtre obtenues. L’explication pour ces erreurs
dans le tracking vient d’un proble`me lors de l’acquisition : l’enregistrement des
images sur l’ordinateur ne se fait pas a` une cadence re´gulie`re. De temps en temps,
le syste`me ne parvient pas a` enregistrer plusieurs images de suite. Ces ”chutes”
du framerate impliquent par la suite un mauvais tracking : aux instants ou` ces
images n’ont pas e´te´ enregistre´es, les particules se de´placent sur des distances
trop importantes pour que l’algorithme de tracking les reconnaissent.
Une astuce permet cependant de s’aﬀranchir de ces chutes de framerate.
L’ide´e est de s’abstraire des sauts trop importants dans le de´placement des
particules entre 2 images dus a` ces chutes de framerate. Pour cela, j’eﬀectue
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Figure 2.17: Histogrammes des longueurs des trajectoires obtenues en appli-
quant normalement l’algorithme de tracking (A) et en appliquant la me´thode
du centre de masse (B).
le tracking dans le re´fe´rentiel du centre de masse des gouttes en soustrayant
a` chaque instant la position du centre de masse aux positions de toutes les
particules. Ainsi je tracke le mouvement de particules diﬀusant autour d’une
position moyenne. En eﬀet, l’expe´rience d’e´cho consiste a` appliquer un e´coule-
ment sinuso¨ıdal a` l’e´mulsion. La trajectoire de chacune des particules ﬂuctuent
alors autour d’une sinuso¨ıde : en soustrayant la position du centre de masse,
j’obtiens un syste`me de particules ”browniennes” diﬀusant autour de positions
bien de´ﬁnies. Le proble`me est que la trajectoire du centre de masse ne peut eˆtre
obtenue qu’en connaissant les trajectoires de toutes les particules... L’ide´e est
donc de reconstruire la trajectoire du centre de masse sur la totalite´ de l’expe´-
rience a` partir d’une seule pe´riode de la sinuso¨ıde. Pour cela j’eﬀectue les e´tapes
suivantes :
1. Pendant l’expe´rience, j’enregistre dans un ﬁchier le temps e´coule´ entre 2
prises d’images.
2. Je repe`re ou` sont les chutes du framerate dans le ﬁlm eﬀectue´ graˆce au
ﬁchier pre´ce´dent.
3. Je repe`re un intervalle de temps d’une pe´riode de sinuso¨ıde ou` le framerate
est stable.
4. Je tracke les particules pendant cette pe´riode de la sinuso¨ıde. Cela me
permet d’obtenir la trajectoire du centre de masse pendant cet intervalle
de temps.
5. Je reconstruit la trajectoire ”ide´ale” du centre de masse a` partir de cette
brique e´le´mentaire obtenue sur une pe´riode. Pour cela je concate`ne cette
trajectoire sur le nombre de cycles voulus (i.e. le nombre de pe´riode du
ﬁlms).
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6. La dernie`re e´tape consiste a` supprimer des points de cette trajectoire
”ide´ale” aﬁn de prendre en compte les chutes de framerate. Ceci se fait
toujours graˆce au ﬁchier du temps e´coule´ entre 2 prises d’images.
Cette me´thode fonctionne tre`s bien. L’histogramme des longueurs de trajec-
toires obtenues avec cette me´thode pour le meˆme syste`me que pre´ce´demment
est repre´sente´ ﬁgure 2.17B : cette fois-ci environ 2900 trajectoires correspondant
a` la totalite´ du ﬁlm sont obtenues.
Ce proble`me d’acquisition a e´te´ remarque´ lors d’expe´riences pre´liminaires
servant a` caracte´riser et a` comprendre le fonctionnement du tracking. La fre´-
quence de chutes de framerate e´tait alors tre`s importante : 1 chute toutes les
200-300 images prises. Ceci e´tait du a` l’ordinateur utilise´ a` ce moment la` qui
n’e´tait pas assez puissant pour suivre la cadence impose´e par la came´ra. Pour
reme´dier de manie`re de´ﬁnitive a` ce proble`me, j’ai monte´ une machine suﬃsam-
ment puissante avec des temps d’acce`s disque re´duits aﬁn de faire de l’acquisition
sans de tels ennuis. La description de cette machine est en annexe 2.5.2. A noter
que meˆme avec cet ordinateur, j’ai continue´ d’appliquer la me´thode du centre
de masse pour le tracking. En eﬀet, l’algorithme de J.C. Crocker et D.G. Grier
est optimise´ pour le tracking de particules browniennes : cette me´thode permet
donc de se placer dans des conditions ou` l’algorithme convergera plus rapide-
ment.
Cette section cloˆt ce chapitre sur le design des expe´riences microﬂuidiques
que j’ai eﬀectue´es pendant ces 3 ans. La mise en place de ces expe´riences s’est
ave´re´e complique´e car sous chacune d’elles se cache des subtilite´s non anticipe´es.
Ces diﬃculte´s m’ont a` plusieurs reprises de´courage´ mais la satisfaction obtenue
lorsque les re´sultats apparaissent n’en est que plus grande. Ces expe´riences m’ont
permis notamment de re´pondre de manie`re quantitative a` diﬀe´rents proble`mes
actuels concernant la dynamique de particules en interactions hydrodynamiques.
Les re´sultats obtenus sur les diﬀe´rents syste`mes e´tudie´s sont pre´sente´s dans les
chapitres suivants.
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2.5 Annexes
2.5.1 Protocole de fabrication des vannes microfluidiques
Ce paragraphe est extrait du manuscrit de the`se de Na¨ıs Coq [18].
Deux lithographies sont ne´cessaires pour fabriquer les deux canaux perpendi-
culaires d’un bloc vanne. Le canal ﬂuidique doit eˆtre de section arrondie pour se
fermer comple`tement. Le moule correspondant est donc re´alise´ en re´sine positive
MAP 1275, qui donne le bon proﬁl apre`s cuisson. Rappelons qu’une re´sine est
dite positive si les zones expose´es aux UV sont dissoutes lors du de´veloppement.
Le protocole de lithographie du canal ﬂuidique est sche´matise´ ﬁgure 2.18A. Le
canal ﬂuidique doit avoir une section de rapport ∼ 10, ici 20µm de haut pour
200µm de large. Le canal de controˆle, de section rectangulaire classique, est re´a-
lise´ a` partir d’un moule de re´sine ne´gative (SU 8). Sa hauteur n’est pas critique.
Nos canaux de controˆle mesurent 50 a` 70µm de haut pour 200µm de large.
Les deux canaux sont fabrique´s se´pare´ment. Le PDMS du canal ﬂuidique est
sous-re´ticule´, puis les deux canaux sont colle´s par gradient de re´ticulation. Ces
e´tapes sont de´taille´es sur la ﬁgure 2.18B.
Une fois de´moule´ et perce´, le bloc vanne est referme´ par une e´paisseur de
PDMS. Une couche de PDMS est spin-coate´e sur une lame de verre, et laisse´e
30 minutes a` 73˚ C (sous-re´ticulation). Le bloc vanne est de´pose´ sur la surface, et
l’ensemble est mis au four une nuit. Ce type de collage permet d’e´viter quelques
proble`mes lie´s au collage plasma, dans le cas duquel la fermeture du canal ﬂui-
dique est parfois irre´versible.
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Figure 2.18: Fabrication des vannes. Les sche´mas ne sont pas a` l’e´chelle. A :
Protocole de lithographie pour la re´sine positive. Une dernie`re e´tape de cuisson
modiﬁe la forme des canaux. B : Lithographie multicouche, avec collage par
gradient de re´ticulation. L’entre´e du canal ﬂuidique (in) est ensuite connecte´e
au re´servoir de ﬂuide, et la sortie (out) au canal d’e´tude.
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Figure 2.19: Photographie de l’ordinateur servant principalement a` l’acquisi-
tion des ﬁlms des expe´riences.
2.5.2 Description de la machine servant a` l’acquisition des
films
L’ordinateur servant a` l’acquisition des ﬁlms a e´te´ monte´ a` partir des e´le´-
ments dans la liste qui suit. La ﬁgure 2.19 pre´sente une photographie de cette
machine avec localisation de ces diﬀe´rents e´le´ments.
1. 1 carte me`re Asus P8Z68-V
2. 1 processeur Intel Core I7-2600K (3.4 GHz)
3. 4 barrettes de 2 Go de RAM
4. 1 carte graphique Asus V998
5. 1 carte re´seau Intel PRO/1000 CT Desktop Adapter Single Port
6. 1 carte LSI MegaRAID SAS 9265-8i
7. 4 disques durs SSD Vertex 4 250 Go
8. 1 disque dur Western Digital 320 Go
9. 1 lecteur/graveur DVD Asus
10. 1 boitier NZXT Phantom
Les 4 disques durs SSD sont installe´s en montage RAID 0 graˆce a` la carte
MegaRAID. Ce montage RAID 0 permet de quadrupler la vitesse d’e´criture
sur ces disques. L’acquisition des ﬁlms se fait donc sur ces disques. De plus,
j’ai installe´ 8 Go de RAM aﬁn d’avoir des performances suﬃsantes pour le
traitement de donne´es en particulier la de´tection et le tracking des particules.
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CHAPITRE 3
Propagation d’ondes de densite´ et structure statique d’une
e´mulsion bidimensionnelle simplement advecte´e
Lorsqu’une particule solide ou de´formable est advecte´e par un ﬂuide por-
teur dans un milieu conﬁne´, la friction sur les parois conﬁnantes (induite par
l’e´change de quantite´ de mouvement) implique que la vitesse de la particule
est diﬀe´rente de la vitesse locale du ﬂuide. Autrement dit, la pre´sence d’une
particule de taille comparable aux dimensions du conﬁnement va entraˆıner une
modiﬁcation plus ou moins locale de l’e´coulement. De facto, lorsqu’un grand
nombre de particules est advecte´ dans une telle ge´ome´trie, celles-ci sont a priori
en interactions hydrodynamiques.
Une manifestation intriguante de ces interactions hydrodynamiques dans un
e´coulement bouchon est la propagation de phonons dans un train de gouttes
re´gulie`rement espace´es (cristal 1D), quand bien meˆme le syste`me n’est carac-
te´rise´ par aucune inertie ni interactions potentielles [1]. Cette e´tude du groupe
de Bar-Ziv a permis de valider une mode´lisation simple des interactions hydro-
dynamiques dans une cellule de Hele-Shaw, syste`me utilise´ pour les recherches
pre´sente´es dans ce chapitre et le suivant.
Ainsi, avant de pre´senter les re´sultats de ce chapitre, je commence par un
bref rappel concernant les e´coulements et les interactions hydrodynamiques dans
une cellule de Hele-Shaw.
3.1 Ecoulement et interactions hydrodynamiques
dans une cellule de Hele-Shaw
Une cellule de Hele-Shaw est forme´e par deux plaques paralle`les se´pare´es
d’une distance h tre`s faible devant les dimensions des plaques dans le plan de
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l’e´coulement. On peut montrer que, dans ce type de ge´ome´trie, un e´coulement
stationnaire, a` faible nombre de Reynolds et moyenne´ sur la hauteur h est po-
tentiel. En eﬀet, l’e´quation pour le champ de vitesse hydrodynamique s’e´crit :
〈v(x, y)〉h = −
h2
12η
∇‖P (3.1)
ou` 〈v(x, y)〉h est le champ de vitesse moyenne´ sur la hauteur h, P le champ de
pression, η la viscosite´ du ﬂuide et ∇‖ le gradient dans le plan de l’e´coulement
(plan paralle`le aux plaques). Le calcul complet pour arriver a` cette expression se
trouve en annexe 3.3.1. Ainsi l’e´coulement dans une cellule de Hele-Shaw dans
la limite e´voque´e plus haut de´coule eﬀectivement d’un potentiel des vitesses
φ = − h
2
12ηP .
Un objet advecte´ par un ﬂuide porteur dans ce type de ge´ome´trie et avan-
c¸ant moins vite que le ﬂuide va se comporter comme un obstacle perturbant cet
e´coulement potentiel. Ainsi une goutte non de´formable (i.e. a` bas nombre capil-
laire) aplatie selon la hauteur (avec un rayon R > h/2) se comportera comme un
obstacle cylindrique d’axe perpendiculaire a` l’e´coulement. En faisant de manie`re
classique un de´veloppement multipolaire de cette perturbation, il est possible de
montrer que le champ re´sultant de l’obstacle cylindrique de´coule d’un potentiel
dipolaire, voir annexe 3.3.2. Le potentiel total comprenant l’e´coulement simple
a` une vitesse U dans la direction (Ox) ainsi que la perturbation dipolaire s’e´crit
alors :
φ = Ur cos(θ)
(
1 +
R2
r2
)
(3.2)
Ces perturbations dipolaires induites par chacune des gouttes dans une e´mul-
sion bidimensionnelle induisent des interactions hydrodynamiques a` longue por-
te´e (∼ 1/r2) entre celles-ci. Ces interactions donnent lieu a` une dynamique
complexe pour les particules. L’e´tude de cette dynamique fait l’objet de la sec-
tion suivante, ou` je pre´sente les re´sultats expe´rimentaux et the´oriques de notre
groupe.
3.2 Re´sultats expe´rimentaux et the´oriques
Dans cette section, je pre´sente les re´sultats de nos travaux concernant la
dynamique d’un ensemble de gouttes monodisperses en interactions hydrody-
namiques s’e´coulant dans une cellule de Hele-Shaw. L’objectif de ce travail
est de de´crire et de comprendre les structures spatio-temporelles apparaissant
dans cette e´mulsion. Une vide´o, disponible a` l’adresse https://blog.espci.
fr/raphaeljeanneret/files/2013/10/video_S1.mov, illustre bien ce phe´no-
me`ne : des agre´gats de particules se forment et se de´truisent d’une manie`re
continue au sein de l’e´mulsion. Le niveau de cohe´rence de ces structures est e´tu-
die´ dans l’article ”Hydrodynamic ﬂuctuations in conﬁned particle-laden ﬂuids”
(Phys. Rev. Lett. 111, 118301 (2013)), que j’inse`re tel quel dans la prochaine
section en modiﬁant la mise en page aﬁn qu’elle soit adapte´e au format de ce
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manuscrit. Dans un second temps, je caracte´rise en de´tail la structure statique
des e´mulsions a` travers l’e´tude de la fonction de corre´lation de paire g(r). Cette
description constitue une information tre`s importante pour le chapitre suivant
concernant l’expe´rience d’e´cho.
3.2.1 Hydrodynamic fluctuations in confined particle-laden
fluids
Abstract
We address the collective dynamics of non-Brownian particles cruising in a
conﬁned microﬂuidic geometry and provide a comprehensive characterization
of their spatiotemporal density ﬂuctuations. We show that density excitations
freely propagate at all scales, and in all directions even though the particles are
neither aﬀected by potential forces nor by inertia. We introduce a kinetic theory
which quantitatively accounts for our experimental ﬁndings, demonstrating that
the ﬂuctuation spectrum of this non-equilibrium system is shaped by the com-
bination of truly long-range hydrodynamic interactions and local collisions. We
also demonstrate that the free propagation of density waves is a generic phe-
nomenon which should be observed in a much broader range of hydrodynamic
systems.
Je pre´cise a` ce stade que ma contribution a` cet article concerne le design
de la puce microﬂuidique utilise´e ainsi que la re´alisation des expe´riences (avec
Nicolas Desreumaux). L’analyse des donne´es a e´te´ conduite par ce dernier et la
the´orie a e´te´ de´veloppe´e conjointement par Nicolas Desreumaux, Jean-Baptiste
Caussin, Eric Lauga et Denis Bartolo.
Introduction
Understanding the collective dynamics of non-Brownian particles in viscous
ﬂuids is a long-standing challenge in ﬂuid mechanics. For example, many features
of sedimentation in a quiescent ﬂuid are still poorly understood. Rather than
falling along straight lines, as an isolated particle does, sedimenting particles ex-
perience swirling motion correlated over large ﬁnite distance, the physical origin
of which has been under debate for more than 30 years [2, 3]. The conceptual
complexity of this collective dynamics contrasts with the formal simplicity of the
(linear) Stokes equation that rules low-Reynolds-number ﬂows. Immersed bodies
generically aﬀect both the momentum and the mass transfers of the ﬂuid, even
when not driven by external ﬁelds. As a result, long-range interactions arise
between the particles due to the interplay between the local velocity of the ﬂuid
and the motion of the particles. They vanish only for uniform ﬂows, for which
the particles would be all advected at the same speed as the ﬂuid, irrespec-
tive of their spatial distribution. Such a condition is never achieved when the
ﬂuid is conﬁned by rigid walls or obstacles. Friction with the bounding walls
causes strong distortions of the ﬂow ﬁeld, inducing eﬀective interactions bet-
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Figure 3.1: (A) : Picture of the microﬂuidic setup. During the experiments
one of these two 5-cm long channels was continuously fed with monodisperse
droplets. Scale bar : 5 cm. (B) : Typical snapshot of an experimental movie. The
black arrows indicate the direction of the ﬂow. Scale bar : 500µm.
ween the particles [4, 5, 6, 7]. As it turns out the transport of particle-laden
ﬂuid through rigidly conﬁned geometries is involved in a number of industrial
and natural processes, including ﬁltration [8], colloid deposition on solid sur-
faces [9, 10], droplet-based microﬂuidics [11, 12], blood micro-ﬂows [13], protein
motion in lipid membranes [4], bacteria swarming [14, 15]. Understanding the
particle transport in conﬁned ﬁlms is a necessary ﬁrst step toward the descrip-
tion of particle traﬃc in more complex geometries such as ordered, or random
porous networks. Recently, pioneering experiments probed the propagation of
density heterogeneities in bidimensional emulsions and droplet streams [1, 16].
Focusing on a semi-local quantity, the droplet density averaged over the channel
width, Beatus et al revealed the propagation of longitudinal nonlinear density
waves, Burgers shocks, resulting from the linear variation of the droplet speed
with the local density [16]. However, this observation does not account for the
complexity of the structural [17], and spatiotemporal ﬂuctuations observed at
all scales in rigidly conﬁned particle-laden ﬂuids, regardless of their speciﬁc geo-
metry, composition, and driving mechanism [17, 18, 16, 14, 19].
Here we combine advanced microﬂuidic experiments and kinetic theory to
shed light on the collective dynamics of particles advected in shallow micro-
channels. We ﬁrst characterize their density ﬂuctuations. We show that they
freely propagate, at all scales and in all directions, in a dispersive manner.
We then quantitatively demonstrate how the interplay of hydrodynamic and
steric interactions shape the ﬂuctuation spectrum of the linear density waves.
Finally, we show how bidimensional microﬂuidic emulsions can be eﬀectively
used as a proxy to probe collective eﬀects in a much broader range of hydro-
dynamic systems including diﬀusiophoretic suspensions, foams, or emulsions,
cruising through porous media, and conﬁned sedimentation.
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Results
We developed a model microﬂuidic experiment which made it possible to
track the individual positions of hundred of thousands of identical droplets in-
teracting hydrodynamically in a shallow channel. Brieﬂy, the system consists
of a monodisperse oil-in-water emulsion ﬂowing in a shallow microchannel. The
length and width of the channel, L×W = 5 cm×5mm, are much larger than its
height, h = 27±0.1µm, which compares with the droplet diameter, see Fig. 3.1.
The emulsion is therefore conﬁned in a quasi-2D geometry. The droplets are
formed at a conventional ﬂow-focusing junction followed by a dilution module.
The ﬂuid ﬂow-rates are imposed by high-precision syringe pumps. Etched-glass
microchips ensure that the channel dimensions are unaﬀected by the ﬂow condi-
tions. In addition, the geometry of the junction, and the range of ﬂow rates, are
chosen so-that the formation of the droplet was unaﬀected by the dilution ﬂow.
Therefore we accurately controlled both the droplet radius, Rd, and the average
area fraction, φ, occupied by the emulsion. Here, we report results obtained for
Rd = 16.7 ± 0.3µm (Rd/h = 0.62), and 0.21 < φ < 0.56. Varying the droplet
sizes up to Rd ∼ 2h does not qualitatively change our measurements. The dro-
plets are visualized using ﬂuorescence imaging. For each experiment we tracked
∼ 105 particle trajectories in a region close to the center of the main channel,
Fig. 3.1B. For more details, see chapter 2 of this manuscript.
Without droplets, the ﬂuid ﬂow would be uniform along the x-direction in
the observation region. This is evidenced by the linear trajectories followed by
isolated droplets cruising along the channel. Conversely, even at the smallest sur-
face fraction, the droplets undergo large ﬂuctuations in their motion, as shown
in the supplementary movie [20]. These ﬂuctuations lead to the formation of
particle clusters at all scales. These clusters are clearly seen to travel at a speed
that is diﬀerent from the mean droplet velocity. Density bands transverse to the
ﬂow are faster than the longitudinal ones. However, these clusters are transient
structures, they form and break apart in a continuous fashion. Our purpose is to
elucidate the physical mechanisms responsible for this complex and ﬂuctuating
dynamics. To quantify the spatiotemporal ﬂuctuations of the droplet density
ﬁeld ρ(r, t), where r = (x, y), we measure its power spectrum. Introducing the
Fourier transform of the local density, ρq,ω′ =
1
2pi
∫
ρ(r, t)ei(q·r−ω
′t)dr dt, the
power spectrum is deﬁned as |ρ˜q,ω′ |
2, where ρ˜(r, t) ≡ ρ(r, t) − 〈ρ(r, t)〉. Prac-
tically, ρ is computed from the particle positions as ρ(r, t) ≡
∑
i G(r − ri(t)),
where ri(t) is the position of the i
th droplet, and where G is a Gaussian shape
function.
In Fig 3.2A, we show a cut of a typical power spectrum in the (ω′, qx) plane.
This example corresponds to φ = 0.39, and to qyRd = 0.2. Several important
comments are in order : (i) The power spectrum is localized in the Fourier space,
which is the hallmark of propagative dynamics for the density ﬂuctuations, as
ﬁrst noted in [16] for the speciﬁc case of the y-averaged density mode (qy = 0).
We stress that compression modes propagate even though the droplets do not
interact via potential forces, and even though their inertia is negligible compared
to the viscous friction at this scale. These “sound” modes originate only from
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the hydrodynamic coupling between the advected particles ; (ii) The curve on
which the spectrum is peaked corresponds to the dispersion curve of the density
waves. It deviates markedly from a straight line at moderate wavelengths. The
hydrodynamic interactions do not merely renormalize the mean advection speed
but cause the density ﬂuctuations to propagate in a dispersive fashion ; (iii) The
global shape of the spectrum is conserved for every area fraction, and more
surprisingly for every wave vector qy provided that the wavelength remains
larger than the particle size (see below).
In all that follows, we discard the trivial non-dispersive contribution due
to the advection at the mean droplet velocity 〈vd〉. We focus on the density
ﬂuctuations in the frame moving at 〈vd〉, and introduce the reduced pulsation
ω ≡ ω′ − 〈vd〉qx. Experiments done at diﬀerent area fractions, and thus at dif-
ferent continuous phase velocities due to dilution, are compared by normalizing
the wave vectors by R−1d , and the pulsations by vF/Rd, where vF is the velo-
city of the continuous phase imposed by the syringe pumps. Fig 3.2B shows a
typical dispersion relation : ω = ω(qx, qy), obtained for φ = 0.39. The spec-
trum is symmetric along the qy direction as expected from the symmetry of
the system. Furthermore, density ﬂuctuations propagate in all directions except
in the one strictly transverse to the ﬂow (qx = 0). In addition, the dispersion
curve displays an axial symmetry with respect to the qy-axis. It is worth no-
ting that the sign of the associated phase velocity changes as qx increases. The
long wavelength excitations propagate downstream, while the short wavelength
excitations propagate upstream.
In Fig. 3.2C, we show that once renormalized by φ, the dispersion relations
corresponding to 12 diﬀerent area fractions collapse on a single master curve.
This noticeable collapse is not speciﬁc to the purely longitudinal waves and
occurs for all the possible qy values. Our systematic rescaling demonstrate that a
unique set of physical mechanisms dictates the collective motion of the droplets,
at all scales, regardless of the droplet density.
We now propose a theoretical model which quantitatively accounts for our
experimental ﬁndings. The instantaneous conﬁguration of the emulsion is fully
determined by the positions of N identical axisymmetric particles : ri(t), i =
1 . . . N . The dynamics of an isolated particle has proven to be correctly captured
by a constant mobility coeﬃcient, µ, deﬁned as r˙i(t) ≡ µv(ri, t) where v(r, t) is
the in-plane ﬂuid velocity ﬁeld averaged over the channel height in the absence
of the particle i [1, 16]. In our quasi-2D geometry, the ﬂuid ﬂow is potential and
derives from the local pressure ﬁeld, v = −G∇P , whereG = h2/12 η, η being the
viscosity of the aqueous phase ; v(r, t) is then fully determined when considering
the incompressibility condition, and the no-ﬂux boundary conditions through
the sidewalls of the channel. In a particle-free channel, the velocity ﬁeld would
be uniform, v = vFxˆ. The particles are not passive tracers (µ < 1), therefore
their relative motion with respect to the ﬂuid results in a dipolar disturbance
of the surrounding ﬂow [4, 5]. The potential dipolar perturbation, vdip(r, ri(t)),
induced at the position r by a particle located at ri(t) is deﬁned by the modiﬁed
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Figure 3.2: (A) : Grayscale power spectrum of the density ﬂuctuations plotted
in the (qx,ω
′) plane for qy = 0.2/Rd, φ = 0.39, and vF = 1mm/s. Solid line :
theoretical prediction for the location of the dispersion curve. (B) : Experimen-
tal dispersion curve ω(qx, qy), φ = 0.39. Recall that units are chosen so that
Rd = 1, and vF = 1. Given the size of the observation window, the smallest
ﬁnite value for q is given by qW = 11.6. The dotted line indicates the qy value
corresponding to the power spectrum shown in A. (C) : Renormalized dispersion
relations in the moving frame, qy = 0. Circles : experimental data, solid line :
theoretical prediction, Eq. 3.8, with no adjustable parameter. (D) : Variations
of the mean droplet velocity with φ. Circles : experimental data. Solid line : best
linear ﬁt. The error bars account for statistical ﬂuctuations, and correspond to
the standard deviation. (E) : vgx plotted versus qy at qx = 0. Circles : experi-
mental data for φ = 0.56. Solid line : Theoretical prediction with no adjustable
parameter deduced from Eq. 3.8. The error bars correspond to a 95% conﬁdence
interval in the measurement of vgx from the slope of the dispersion curve.
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incompressibility relation
∇ · vdip(r, ri(t)) = σ∂xδ(r− ri(t)), (3.3)
where σ is the dipole strength (σ > 0). In order to establish the equations
of motion of the N particles, we now assume the dipolar disturbances to be
pairwise additive. This yields r˙i(t) = µvFxˆ + µ
∑
j 6=i v
dip(ri(t), rj(t)). We now
move from these N coupled equations to an hydrodynamic description for the
particle density ﬁeld ρ(r, t). ρ(r, t) obeys the conservation equation
∂tρ(r, t) +∇ · j(r, t) = 0. (3.4)
In order to relate the local particle current j(r, t) to the local structure of the
suspension, we used a conventional kinetic theory framework [21, 22]
j(r, t) = µρ(r, t)vF + µ
∫
dr′vdip(r, r′)ρ(2)(r, r′, t), (3.5)
where ρ(2)(r, r′, t) is the two-point distribution function. We now assume that
the particle positions decorrelate over a distance as small as one particle diame-
ter. In addition to this mean-ﬁeld approximation, we also explicitly account for
the steric repulsion between the particles via the following closure relation for
Eq. 3.5
ρ(2)(r, r′) =
∣∣∣∣ 0 if |r− r′| < 2Rd,ρ(r)ρ(r′) if |r− r′| ≥ 2Rd, (3.6)
where Rd is the radius of a particle. Eqs. 3.5 and 3.6 deﬁne the equations of
motion for the particle-density ﬁeld. In principle, the eﬀective extent of the
excluded volume could be larger that the particle radius due to short-range
intermolecular repulsions, and lubrication forces. However no measurable dif-
ference with the actual droplet radius could be observed in our experiments.
We now focus on the dynamics of small density ﬂuctuations, ρ˜(r, t), around
an homogeneous state : ρ˜(r, t) ≡ ρ(r, t) − ρ0, where ρ0 = 〈ρ(r, t)〉 = φ/(πR
2
d).
As done in our experiments, we work in the frame moving at the mean dro-
plet velocity 〈vd〉 = µvFxˆ+µρ0
∫
|r−r′|≥2Rd
vdip(r, r′) dr′. At leading order in ρ˜,
and combining Eq. 3.5 and Eq. 3.6 ansatz, the current functional that captures
both the hydrodynamic interactions (long-range) and the contact interactions
(short-range) remains non-local : j˜(r, t) ≡ µρ0
∫
|r−r′|≥2Rd
vdip(r, r′)ρ˜(r′, t) dr′.
However, using Eq. 3.3 and focusing on particles far from the sidewalls, then
∇ · j˜ takes a simple local form
∇ · j˜(r, t) = −
µρ0σ
4πRd
∫ 2pi
0
ρ˜(r− 2Rdrˆ
′) cos θ′dθ′, (3.7)
where, since Rd ≪ W , we have used the expression of the dipolar pertur-
bation corresponding to an unbounded domain [5], vdip(r, r + 2Rdrˆ
′) · rˆ′ =
−(σ cos θ′)/8πR2d, with rˆ
′ ≡ cos θ′xˆ+sin θ′yˆ . We now look for plane wave solu-
tions ρ˜(r, t) =
∑
q
ρ˜q exp(iωt− iq · r) of Eq. 3.4. After some elementary algebra
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we infer their dispersion relation, which is our main theoretical result
ω = (µσρ0)qx
J1(2qRd)
2qRd
, (3.8)
where J1 is the ﬁrst Bessel function. As ω is real, this relation implies that
density waves freely propagate in the channel in qualitative agreement with our
experimental observations. It is worth noting that since ∇ · j˜ is a local quantity,
the form of the dispersion relation is generic, and does not depend on the chan-
nel size, and geometry. In addition, the linear variations of ω with ρ0 explain the
collapse of the normalized dispersion relations on a single master curve over the
entire range of wave vectors (Fig. 3.2C). We now move to a quantitative compa-
rison between our theoretical predictions and our experimental measurements.
Eq. 3.8 is fully determined by two physical parameters : the droplet radius Rd,
and µσρ0 that quantiﬁes the strength of the hydrodynamic couplings. In order
to determine this latter parameter, we exploit another speciﬁc feature of the
hydrodynamic interactions. Due to their symmetry, the sum of all the dipolar
perturbations would leave the mean droplet velocity unchanged in an isotropic
and homogeneous system. However, in anisotropic-channel geometries, 〈vd〉 in-
creases linearly with the mean density irrespective of the channel size [12]. At 0th
order in ρ˜, 〈vd〉 = µvFxˆ+
1
2 (µσρ0)xˆ. Importantly this relation provides a direct
means to measure independently the last unknown parameter of our theory. The
linear increase of the measured value of 〈vD〉 with ρ0 appears clearly in Fig. 3.2D.
The strength of the hydrodynamic coupling (µσρ0) can thus be inferred from a
linear ﬁt (see Fig. 3.2D). We superimposed our theoretical predictions for the
dispersion relation, Eq. 3.8, both in the laboratory frame and in the frame mo-
ving at 〈vd〉 in Figs. 3.2A and 3.2C. We ﬁnd that the agreement between the
theory and the experiments is excellent over a wide range of wave vectors, and
of area fractions. Without any free ﬁtting parameters, our model quantitatively
captures the dispersive nature of the density ﬂuctuations observed in the ﬂowing
emulsions.
To gain additional physical insight into the propagation of the density waves,
it is worth looking at the small-q expansion of Eq. 3.8 : ω = 12µσρ0qx[1 −
1
2 (qRd)
2] +O
(
(qRd)
4
)
. At leading order, this relation is non-dispersive (linear)
whatever the direction of propagation. The phase velocity scales linearly with the
magnitude of the dipolar coupling σ. In addition, it does not depend explicitly
on Rd, which implies that the small-q excitations propagate only due to the
long-range hydrodynamic interactions between the particles. Conversely, the
dispersive term in ω(q) explicitly depends on the particle radius. At high q,
the propagation of the density waves is set by the combination of the excluded
volume interactions and the angular symmetry of the hydrodynamic couplings.
To introduce our last quantitative results, we recall that one of the most striking
feature observed in the ﬂowing emulsions is the propagation of vertical density
bands which propagate at a signiﬁcantly faster speed than the mean droplet ﬂow,
see supplemental movie [20]. An homogeneous vertical band spanning the entire
width of the channel corresponds to the linear superposition of plane waves
associated with qy = 0, and with qx’s distributed around qx = 0. In the frame
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moving at 〈vd〉, their speed is given by the x-component of the group velocity
vgx(qx, qy) = ∂ω/∂qx evaluated at q = 0. In Fig. 3.2E, we plot the experimental
values of vgx(0, qy), which we measured from the slope at the origin of the
dispersion curves (as the ones shown in Fig. 3.2C). Again the agreement with
the theoretical curve deduced from Eq. 3.8 is excellent. This plot reveals that
the density bands extended across the entire channel width are the fastest and
propagate at velocities 1.5 higher that the mean droplet ﬂow, thereby making
them highly visible on the experimental movies.
Conclusion
To close this letter we further stress on the relevance of our results to a much
broader range of physical systems. Two ingredients dictate the collective beha-
vior of the conﬁned emulsions : (i) the hydrodynamic interactions between the
particles result from dipolar perturbations to the mean ﬂow, (ii) the particles
have a ﬁnite size. As it turns out these two features are shared by a number of
very distinct hydrodynamic systems. A ﬁrst class of example concern the trans-
port of particles in porous media. Regardless of the spatial dimension (2D or
3D), the ﬂuid ﬂow in a porous network is a potential ﬂow at scales larger than
the typical pore size. In addition, it has been recently shown that when particles
locally obstruct the porous network they induce a dipolar perturbation to the
velocity ﬁeld [18]. Therefore, the dispersive propagation of density excitations is
expected to be found in particle ﬁlters, blood micro-vessels, soils, etc. It is also
worth noting that the dipolar perturbations to the ﬂow found in Hele-Shaw and
in network geometries are not restricted to particles advected by the surroun-
ding ﬂuid. Sedimenting particles, rising bubbles and even self-propelled particles
would move faster than the (conﬁned) host ﬂuid, thereby inducing dipolar per-
turbations in the far ﬁeld as well. The same collective phenomenology would
be found except that the speed of the density waves should have the opposite
signs, and that the mean particle velocity should decay with the volume frac-
tion. As a last example, we point that particles diﬀusiophoretically transported
by an homogeneous solute gradient [23] should also display a very similar pro-
pagative dynamics, as they also induce a weak far ﬁeld disturbance that has a
dipolar symmetry [24]. This last example makes it clear that conﬁnement is not
a requirement to observe the propagation of dispersive waves. The model micro-
ﬂuidic experiment that we characterized and described in a quantitative fashion
should be seen as a proxy to probe generic collective eﬀects in particle-laden
ﬂuids driven out of equilibrium.
3.2.2 Structure statique d’une e´mulsion bidimensionnelle
simplement advecte´e
Je pre´sente ici des re´sultats sur la structure statique de l’e´mulsion bidimen-
sionnelle simplement advecte´e que j’ai obtenus ulte´rieurement a` la publication
de l’article pre´sente´ pre´ce´demment. La structure est explore´e via la fonction de
corre´lation de paire. Cette fonction g(r) de´crit comment varie la densite´ d’un
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Figure 3.3: Fonction de corre´lation de pair g(r) d’une e´mulsion simplement
advecte´e pour diﬀe´rents de´bits impose´s a` la phase continue. Les courbes sont
de´cale´es verticalement d’une valeur constante (0.5) pour une meilleure visibilite´.
La fonction de corre´lation de pair dans l’approximation de Percus-Yevick est
aussi trace´e aﬁn de comparer l’e´mulsion a` un gaz de sphe`res dures.
syste`me de particules en fonction de la distance r a` une particule de re´fe´rence.
Elle est ide´ale pour caracte´riser la structure statique d’un ensemble de parti-
cules.
Les variations de g(r) en fonction de la distance adimensionne´e r/a (a est
le diame`tre des particules) sont pre´sente´es ﬁgure 3.3 pour 3 de´bits diﬀe´rents
impose´s a` la phase continue (Q = 0.02 ; 0.03 et 0.04µl.s−1) et pour une frac-
tion surfacique φ = 0.36. Cette fraction surfacique correspond a` celle utilise´e
pour mon expe´rience d’e´cho et permet donc une comparaison directe avec les
structures obtenues dans le cas d’un e´coulement pe´riodique, voir chapitre 4.
Cependant, les fonctions de corre´lation ne de´pendent pas qualitativement de la
fraction surfacique tant que le syste`me est dilue´. Le diame`tre des particules dans
cette e´tude est a = 25.5± 0.5µm. Les gouttes sont donc sphe´riques et occupe la
hauteur entie`re du canal (hauteur du canal : h = 27± 0.1µm).
La structure obtenue est caracte´rise´e par 2 pics localise´s en r = a et r = 2a.
Le premier pic, tre`s important, en r = a traduit le comportement de sphe`res
dures des gouttes. En eﬀet, celles-ci sont non de´formables en raison des faibles
nombres capillaires utilise´s Ca ∼ 10−4. En revanche, la structure obtenue n’est
pas celle d’un gaz de sphe`res dures, comme en te´moigne le trace´ de la fonc-
tion de corre´lation de paire dans l’approximation de Percus-Yevick a` la meˆme
concentration. Le pic en r = 2a traduit en fait, dans ce syste`me dilue´, l’exis-
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tence d’interactions eﬀectives attractives a` courte porte´e entre les particules. Au
dessus de r = 2a les positions des gouttes ne sont plus du tout corre´le´es. L’exis-
tence du pic en r = 2a peut faire penser que les gouttes subissent des interactions
physico-chimiques attractives a` courte porte´e caracte´ristiques du syste`me expe´-
rimental et conduisant a` l’adhe´sion des gouttes entre elles. Or comme le montre
la ﬁgure 3.3, la structure ne de´pend pas du de´bit impose´ a` la phase continue.
De plus, ce type de structure a de´ja` e´te´ reporte´ par Rouyer et al en 2000 [17]
dans un syste`me fondamentalement diﬀe´rent : un lit ﬂuidise´ bidimensionnel de
disques rigides. Ceci prouve que le pic en r = 2a est une conse´quence directe
des interactions hydrodynamiques entre les gouttes.
L’e´tude de la structure statique de l’e´mulsion bidimensionnelle constitue la
dernie`re partie de ce chapitre consacre´ a` la dynamique d’un ensemble de gouttes
s’e´coulant dans une cellule de Hele-Shaw. Je vais me servir de cette e´tude dans le
prochain chapitre relatant mon expe´rience d’e´cho aﬁn de comparer les structures
obtenues lorsque l’e´mulsion subit cette fois un e´coulement pe´riodique.
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3.3 Annexes
3.3.1 Ecoulement dans une cellule de Hele-Shaw
Une cellule de Hele-Shaw est forme´e par deux plaques paralle`les se´pare´es
d’une distance h tre`s faible devant les dimensions des plaques dans le plan de
l’e´coulement, voir ﬁgure 3.4. Je vais montrer que, a` faible nombre de Reynolds,
l’e´coulement dans une cellule de Hele-Shaw, moyenne´ sur la hauteur h, est un
e´coulement potentiel.
L’e´quation de conservation de la masse s’e´crit :
∂vx
∂x
+
∂vy
∂y
+
∂vz
∂z
= 0 (3.9)
Les e´chelles de longueur dans la direction (Oz) sont tre`s faibles devant celles
dans le plan (xOy). En eﬀet, par de´ﬁnition d’une cellule de Hele-Shaw, h≪ L.
On peut en de´duire un ordre de grandeur de la vitesse selon (Oz) a` partir de
l’e´quation de conservation de la masse :
vz ≈
h
L
vx(y) ≪ vx(y) (3.10)
Ainsi la vitesse dans la direction (Oz) est tre`s petite compare´e aux vitesses dans
le plan (xOy). On peut donc conside´rer que l’e´coulement est paralle`le au plan
(xOy) et que vz = 0.
A bas nombre de Reynolds et en re´gime stationnaire, l’e´quation re´gissant la
dynamique du liquide est l’e´quation de Stokes :
η∆v = ∇P (3.11)
Le meˆme argument sur les e´chelles de longueur du proble`me permet de faire les
approximations suivantes :
∂2vx(y)
∂x2
≪
∂2vx(y)
∂z2
et
∂2vx(y)
∂y2
≪
∂2vx(y)
∂z2
(3.12)
L’e´quation de Stokes se re´e´crit donc :
η
∂2vx
∂z2
=
∂P
∂x
(3.13)
η
∂2vy
∂z2
=
∂P
∂y
(3.14)
∂P
∂z
= 0 (3.15)
D’apre`s (3.15), la pression ne de´pend que des coordonne´es x et y. On peut
ainsi re´soudre les e´quations (3.13) et (3.14) en eﬀectuant une se´paration des
variables sur la vitesse :
v(x, y, z) = u(x, y)f(z) (3.16)
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Figure 3.4: Sche´ma d’une cellule de Hele-Shaw de hauteur h. Les e´chelles de
longueurs dans le plan (xOy) sont tre`s grandes compare´es a` la hauteur : h ≪
L. Le proﬁl d’e´coulement parabolique dans la direction (Oz) est repre´sente´ en
rouge.
Cette se´paration des variables implique :
∂2f
∂z2
= A (3.17)
ou` A = 1ηux
∂P
∂x =
1
ηuy
∂P
∂y est une constante. La re´solution de l’e´quation (3.17)
avec les conditions aux limites de non-glissement sur les plaques donne :
f(z) = A
h2
8
[(
z
h/2
)2
− 1
]
(3.18)
On obtient ﬁnalement l’e´quation suivante pour le champ de vitesse :
v(x, y, z) =
h2
8η
[(
z
h/2
)2
− 1
]
∇‖P (3.19)
ou` ∇‖ indique que seules les composantes selon (Ox) et (Oy) du gradient sont
a` prendre en compte. Si l’on calcule maintenant la moyenne sur la hauteur h de
l’e´quation (3.19), le re´sultat ﬁnal est le suivant :
〈v(x, y)〉h = −
h2
12η
∇‖P (3.20)
La vitesse moyenne´e sur la hauteur h de´coule donc d’un potentiel φ = − h
2
12ηP .
3.3.2 Ecoulement potentiel autour d’un obstacle cylindrique
Dans l’annexe pre´ce´dente, j’ai montre´ que l’e´coulement dans une cellule de
Hele-Shaw correspond a` un e´coulement potentiel pour la vitesse moyenne´e sur
la hauteur de la cellule. Dans cette section, je vais montrer que la pre´sence d’un
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Figure 3.5: Sche´ma d’un ensemble constitue´ d’une source de ﬂuide S et d’un
puits P aligne´s selon l’axe (Ox). Leurs de´bits sont identiques et note´s Q. Dans la
limite ou` la se´paration d tend vers 0 en maintenant le produit p = Qd constant,
ce syste`me constitue un dipoˆle. Les lignes de courant de l’e´coulement cre´e´ par
ce dipoˆle sont repre´sente´es par les ﬂe`ches noires.
obstacle cylindrique d’axe perpendiculaire au plan (xOy) et de rayon R perturbe
l’e´coulement de manie`re dipolaire.
Conside´rons que le syste`me est soumis a` gradient de pression constant dans
la direction (Ox). L’e´coulement obtenu sans obstacle est alors uniforme dans la
direction (Ox). On note la vitesse dans cette direction vx = U . Cette vitesse U
correspond a` la vitesse moyenne´e selon la hauteur de la cellule. Le potentiel des
vitesses associe´ a` cet e´coulement s’e´crit alors :
φuniforme = Ux (3.21)
ou encore, en coordonne´es cylindriques :
φuniforme = Ur cos(θ) (3.22)
La pre´sence de l’obstacle perturbe cet e´coulement. Pour obtenir la forme
de cette perturbation nous pouvons eﬀectuer un de´veloppement multipolaire.
Ce de´veloppement multipolaire de la perturbation doit satisfaire les conditions
aux limites du proble`me, a` savoir l’impe´ne´trabilite´ du ﬂuide a` la surface de
l’obstacle. Si le de´veloppement satisfait aux conditions aux limites, celui-la` sera
l’unique solution du proble`me. En eﬀet, l’e´quation a` re´soudre est l’e´quation de
Laplace que satisfait le potentiel des vitesses φ, ∆φ = 0, qui est line´aire. Le
premier terme non-nul du de´veloppement multipolaire est le dipoˆle. En eﬀet,
le monopoˆle implique une source de ﬂuide, ce qui n’est e´videmment pas le cas
d’un obstacle. Rajouter seulement un terme dipolaire au potentiel des vitesses
est-il compatible avec les conditions aux limites du proble`me ? Ecrivons donc le
potentiel des vitesses comme suit :
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φ = φuniforme + φdipoˆle = Ur cos(θ) +
p cos(θ)
2πr
(3.23)
Le potentiel des vitesses dipolaire e´crit ci-dessus correspond au potentiel cre´e´
par une source S et un puits P de meˆme de´bit Q, aligne´s selon l’axe (Ox) et
se´pare´s d’une distance d avec d→ 0 en maintenant le produit Qd constant, voir
ﬁgure 3.5. Le parame`tre p e´quivaut a` Qd et est appele´ moment du dipoˆle. Les
composantes du vecteur vitesse s’e´crivent alors :
vr =
∂φ
∂r
=
(
U −
p
2πr2
)
cos(θ) ; vθ =
1
r
∂φ
∂θ
= −
(
U +
p
2πr2
)
sin(θ) (3.24)
Les conditions aux limites sur le champ de vitesse sont les suivantes :
vx = U loin de l
′obstacle (3.25)
vr(r = R, θ) = 0 (3.26)
Cette seconde condition traduit l’impe´ne´trabilite´ du ﬂuide a` la surface de l’obs-
tacle. Le champ de vitesse cre´e´ par le dipoˆle de´croit en 1/r2, ce qui induit que
la premie`re condition est automatiquement ve´riﬁe´e. La seconde condition doit
eˆtre vraie pour tout θ, ce qui implique que :
p = 2πUR2 (3.27)
Il existe donc bien un terme dipolaire satisfaisant aux conditions aux limites
du proble`me. Le de´veloppement multipolaire de la perturbation se re´duit alors
eﬀectivement a` un dipoˆle. Celui-ci est un dipoˆle de source car le parame`tre p
obtenu est positif. Les lignes de courants cre´e´ par ce dipoˆle sont repre´sente´es sur
la ﬁgure 3.5. Le potentiel des vitesses de l’e´coulement s’e´crit donc ﬁnalement :
φ = Ur cos(θ)
(
1 +
R2
r2
)
(3.28)
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CHAPITRE 4
Expe´rience hydrodynamique d’e´cho
Une proprie´te´ remarquable, et souvent contre intuitive, des e´coulements de
ﬂuides visqueux est leur invariance par renversement du temps. Une conse´quence
importante de cette proprie´te´ concerne les processus de me´lange, comme parfai-
tement illustre´e par G.I. Taylor au travers d’une expe´rience mode`le en 1966. Il
injecte une goutte de colorant dans un ﬂuide visqueux contenu dans une cellule
de Couette cylindrique : en imprimant 4 tours vers la droite a` l’axe de la cellule,
Taylor me´lange la goutte au ﬂuide environnant, puis la reforme en tournant l’axe
de la cellule de 4 nouvelles rotations vers la gauche, il ”de´me´lange” la solution
et repositionne la goutte dans sa forme initiale, voir la vide´o de l’expe´rience [1].
La mesure de la de´formation de la goutte est une mesure de type e´cho com-
mune a` de nombreux domaines de la physique (RMN, acoustique, rhe´ologie,...)
et utilise´e pre´cise´ment pour isoler les composantes irre´versibles de processus dy-
namiques. Dans le meˆme contexte hydrodynamique, D.J. Pine et collaborateurs
ont revisite´ en 2005 l’expe´rience d’e´cho de Taylor en remplac¸ant la goutte de co-
lorant par une distribution homoge`ne concentre´e de particules non-Browniennes
[2]. Ce dispositif qui permet une visualisation directe des trajectoires a mis en
e´vidence une transition dynamique inattendue. Sous application de se´quences
de de´formations oscillantes, et donc re´ciproques, la re´versibilite´ des e´coulements
est brise´e pour des amplitudes de cisaillement exce´dant une valeur ”critique” γc.
Pre´cise´ment, en dec¸a` de γc, les particules reviennent a` leurs positions initiales
apre`s chaque pe´riode de l’oscillation, alors qu’au dela` les trajectoires strobosco-
pe´es sont diﬀusives.
Ces re´sultats sont a` mettre en paralle`le avec le de´bat fondamental entre
Loschmidt et Boltzmann lorsque ce dernier baˆtit les bases de la physique statis-
tique. Loschmidt avanc¸a alors que si, a` un instant donne´, on inverse la vitesse
de chacune des particules d’un gaz dans une boˆıte, le syste`me, caracte´rise´ par
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des interactions me´caniques re´versibles, devrait revenir a` sa position initiale.
Ceci invaliderait alors le principe d’une ﬂe`che du temps et serait en de´saccord
avec le second principe de la thermodynamique. Ainsi un syste`me caracte´rise´
par des lois microscopiques re´versibles doit voir l’e´mergence d’une irre´versibilite´
au niveau macroscopique.
Le but de l’expe´rience d’e´cho pre´sente´e dans ce chapitre est donc de ca-
racte´riser et de comprendre l’e´mergence de cette irre´versibilite´ macroscopique
dans un syste`me ayant un grand nombre de degre´s de liberte´ (Nparticules ≫ 1)
et e´voluant par le biais d’une dynamique re´versible a` l’e´chelle microscopique.
La mise en place de cette expe´rience d’e´cho est de´crite dans le chapitre 2. Les
re´sultats les plus importants a` ce jour, identiﬁant un lien direct entre la struc-
ture du syste`me et la re´versibilite´, sont de´crits dans la premie`re section de ce
chapitre a` travers l’article actuellement en examination pour publication dans
Nature Communications. J’ai inse´re´ cet article tel quel en modiﬁant la mise en
page aﬁn qu’elle soit cohe´rente avec le format de ce manuscrit. Dans un second
temps, j’approfondis l’approche structurelle en de´taillant l’ordre orientationnel
des e´mulsions. Finalement, je m’attarde sur les perspectives possibles de cette
e´tude.
4.1 Geometrically-protected reversibility in hy-
drodynamic Loschmidt-echo experiments
Abstract
We demonstrate an archetypal Loschmidt-echo experiment involving thou-
sands of droplets which interact in a reversible fashion via a viscous ﬂuid. Firstly,
we show that, unlike equilibrium systems, periodically driven microﬂuidic emul-
sions self-organize and geometrically protect their macroscopic reversibility. Self-
organization is not merely dynamical ; we show that it has a clear structural si-
gnature akin to that found in a mixture of molecular liquids. Secondly, we show
that, above a maximal shaking amplitude, structural order and reversibility are
lost simultaneously in the form of a ﬁrst order non-equilibrium phase transition.
We account for this discontinuous transition in terms of a memory-loss process.
Finally, we suggest potential applications of microﬂuidic echo as a robust tool
to tailor colloidal self-assembly at large scales.
Introduction
The echo protocol consists in studying the evolution of a system after a re-
versal in its dynamics. Both from a theoretical and an applied perspective echo
protocols have attracted much interest in ﬁelds as diverse as quantum infor-
mation [3], medical imaging, high Tc superconductors [4], ﬂuid mechanics [5],
granular [6] and soft matter [7, 2, 8, 9]. For instance, in statistical and non-linear
physics, the echo dynamics of chaotic systems has been an area of intense fun-
damental research since the original debate between Loschmidt and Boltzmann
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about the emergence of macroscopic irreversibility in systems governed by time-
reversible laws at the microscopic level [10]. Conversely, in the condensed matter
and mechanics communities, the echo protocols had been predominantly used
as eﬀective characterization methods (e.g. neutron and NMR spin echo) until
publication of a seminal set of experiments by Pine and coworkers [2, 11]. These
experiments consist in shearing periodically a concentrated suspension, in which
actual irreversible collisions overcome the reversible hydrodynamic interactions
between the particles [11, 12]. Unexpectedly, it was found that when decreasing
the driving amplitude the system self-organizes, and displays a bona ﬁde non-
equilibrium second order transition yielding a macroscopically reversible state.
The authors hence revealed a behavior somehow opposite to Loschmidt’s ge-
danken experiment, suggested 137 years ago [10, 3] : macroscopic reversibility
emerges from an underlying time-irreversible dynamics. A surge of theoretical
studies then showed that the irreversible-to-reversible transition belongs to the
universality class of directed percolation [11, 13, 14], thereby identifying reversi-
bility as the trapping in an absorbing state. In addition subsequent experiments
showed that this scenario is relevant to a broader class of classical many-body
systems including driven vortices in type-II superconductors [4] and dense gra-
nular media [6]. Notably, until now, no structural change has been observed at
the irreversible-to-reversible transition, and this phenomenon has been referred
to as a ”random self-organization”.
Here, we introduce an archetypal Loschmidt echo experiment. We take ad-
vantage of a microﬂuidic setup in which more than N ∼ 2 × 105 interacting
droplets evolve according to a time-reversible dynamics at the microscopic level.
This setup makes it possible to probe the emergence of macroscopic irreversibi-
lity from the single-particle to the entire system level as the droplets are driven
in a periodic fashion. We ﬁrst provide a quantitative deﬁnition of the system
reversibility, which does not depend on the resolution of the measurement ap-
paratus. We then demonstrate that macroscopic irreversibility arises only above
a minimal driving amplitude, in the form of a ﬁrst order nonequilibrium phase
transition. Conversely, in the small driving regime we demonstrate that struc-
tural order emerges in the emulsion and geometrically-protects reversible ma-
crostates. This spatial ordering corresponds to the formation of two coexisting
liquid-like phases. The simultaneous loss of reversibility and translational order
at higher drivings is then explained by investigating how this many-body system
forgets about its trajectory upon periodic driving.
We close our article by discussing practical applications of these fundamental
results, with a special emphasis on large-scale colloidal self-assembly.
Results
A microfluidic echo experiment
The experimental setup is thoroughly described in the Methods section and
in the chapter 2. The system is composed of spherical oil droplets dispersed in
an aqueous solution, Fig. 4.1a. This emulsion is conﬁned in a 5 cm-long, and
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Figure 4.1: (a) Typical snapshot of an experiment. 18 single-cycle trajecto-
ries are superimposed (black lines). (b) Variations of the instantaneous mean
displacement δ (t) ≡ 〈xi(t)− xi(t = 0)〉i plotted versus time over 4 cycles. δ (t)
oscillates at a period T with an amplitude ∆. Here, ∆ = 27.9 a, and T = 10 s.
Average performed over ∼ 3000 trajectories. (c) Strobed trajectory followed by
a single particle over 500 cycles (driving amplitude, ∆1 = 27.9 a). (d) Orange
curve : Strobed trajectory followed by a single particle over 500 cycles (driving
amplitude, ∆2 = 28.4 a). Blue curve : same trajectory as in (c). (e) Schematic
picture to guide the deﬁnition of the ﬁdelity function F . The positions of four
droplets at the beginning of the cycle (ﬁlled circles) deﬁne the Vorono¨ı cells. In
the left panel, all four droplets return to their initial Vorono¨ı cells at the end of
the cycle (empty circles), which corresponds to F = 1. In the right panel, only
two droplets return to their initial cells (blue circles). The two others escape
after a cycle (red circles). This case corresponds to F = 0.5. (f) Evolution of the
ﬁdelity F with the driving amplitude ∆. The color of the markers codes for ∆,
same color-code throughout the entire document. A threshold amplitude ∆∗ is
clearly deﬁned : below ∆∗, F remains close to 1, while above the ﬁdelity decays
sharply.
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5 mm-wide microchannel shown in Figure 2.13. The droplets are highly mono-
disperse, their diameter a = 25.5± 0.5µm is comparable to the channel height
h = 27 ± 0.1µm. In all that follows the area fraction is set to φ = 0.36 ± 0.02.
We use a high-precision syringe pump to drive the oil droplets in a periodic
fashion, see Fig. 4.1a and Supplementary Movie 1 [15]. The instantaneous water
ﬂow rate is sinusoidal : Q(t) = Q sin(2πt/T ), where T is the actuation period.
The experiment consists in tracking the instantaneous position (xi(t), yi(t)) of
∼ 3000 droplets at the center of the channel over hundreds of oscillation per-
iods. Already over a single period, the hydrodynamic interactions between the
droplets alter their motion. The trajectories ﬂuctuate around the straight lines
parallel to the x-axis that passive tracers would follow, Fig. 4.1a. However, the
center of mass of the particles displays a well-deﬁned periodic motion along the
x-direction, with a residual drift one order of magnitude smaller than the smal-
lest driving amplitude. Deﬁning the instantaneous mean particle displacement
δ (t) ≡ 〈xi(t)− xi(t = 0)〉i, we ﬁnd that δ(t) oscillates in a sinusoidal manner at
a period T with an amplitude ∆ that scales as QT , see Fig. 4.1b. Within our
experimental conditions, δ(t) deviates by less than 5% from an ideal sinusoidal
trajectory.
∆ is the sole control parameter of our echo experiments : starting from the
same initial conditions, we investigate the global reversibility of the droplet tra-
jectories as ∆ is increased. We stress that we henceforth focus on the long-time
dynamics of the periodically-driven emulsions, where all the measured quantities
have reached their stationary value.
Fidelity decay in shaken emulsions
Supplementary Movies 2 [16] and 3 [17] show the dynamics of the droplets for
two diﬀerent, but very close, driving amplitudes ∆1 = 27.9 a, and ∆2 = 28.4 a
respectively. These two movies are strobed at a period T . In Supplementary
Movie 2 [16], the particles merely ﬂuctuate around their initial position. It is
therefore possible to keep track of each particle by inspecting their strobed
pictures only. Increasing ∆ by 2% only yields a markedly diﬀerent dynamics. In
Supplementary Movie 3 [17], the strobed trajectories are composed of apparently
uncorrelated large amplitude jumps, which prohibit tracking the individual-
droplet positions. This signiﬁcant qualitative change in the strobed trajectories
suggests that the system undergoes a sharp transition from a reversible to an
irreversible state. Let us now provide a quantitative description for this intuitive
picture. The strobed trajectory of a single droplet is shown in Fig. 4.1c (resp. d)
for ∆1 (resp. ∆2). Irrespective of the driving amplitude, they look like random
walks. Strictly speaking none of the two dynamics is reversible, as even for the
smaller amplitude, the strobed trajectory does not amount to a single point.
Therefore, the distinction between the two dynamics is intrinsically related to
the spatial resolution at which we observe them, see Fig. 4.1c and 4.1d.
In order to minimize the impact of spatial resolution, we quantify the amount
of reversibility without referring explicitly to the magnitude of the particle dis-
placements. Here, a system is deﬁned to be reversible if the particle positions
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Figure 4.2: (a) Instantaneous ﬁdelity function F∆(T, T + t) plotted as a func-
tion of the rescaled instantaneous displacement δ(t)/∆∗ for all the driving am-
plitudes. Again, the color codes for the driving amplitude ∆. (b) Instantaneous
ﬁdelity function F∆(T, T + t) plotted as a function of the rescaled instanta-
neous displacement δ(t)/∆ in the reversible regime ∆ < ∆∗. For sake of clarity,
only half of the experiments below the transition is displayed. The ﬁdelity de-
cays asymptotically as ∼ −0.7 δ(t)/∆, which demonstrates that the emulsion
self-organizes diﬀerently for each driving amplitude.
can be inferred solely from the inspection of two subsequent strobed pictures.
The weakest constraint on the trajectories to solve this inference problem in a
unambiguous fashion is that the particles at t+T do not escape the Vorono¨ı cell
they occupied at t. Any algorithm based on distance minimization would indeed
fail in reconstructing deterministically the droplets’ trajectory if this topological
condition were not met. As exempliﬁed in Fig. 4.1e, we introduce the ﬁdelity
function F(∆) which is the time averaged fraction of droplets that occupy the
same Vorono¨ı cell at the beginning and at the end of a period. A perfectly re-
versible dynamics corresponds to F = 1, whereas a fully irreversible system is
characterized by F = 0. This deﬁnition reﬂects our initial intuitive criteria. We
recall here that F is a stationary quantity reached after a number of oscilla-
tions. We may note that, not surprisingly, F is an overlap function between
two conformations of the system akin to that deﬁned in [18, 19] to quantify
dynamical heterogeneities in amorphous granular ensembles.
Irreversibility as a breakdown of self-organization
The variations of F(∆) are plotted in Fig. 4.1f. F remains close to 1 at
small amplitudes. Above a well-identiﬁed threshold : ∆∗/a = 28.1 ± 0.3, the
ﬁdelity decays sharply toward very small values and plateaus as ∆ is further
increased. Increasing ∆ by 2% around ∆∗, the number of droplets remaining in
their Vorono¨ı cell drops from 94% to 50%. The extreme sharpness of the ﬁdelity
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loss is a strong hint of a genuine non-equilibrium phase transition.
Two comments are in order. Firstly, the strong ﬁdelity decay is all the more
surprising insofar as the droplets interact almost exclusively via reciprocal ﬂows.
The capillary number, Ca, that quantiﬁes how much the droplets are deformed
by the ﬂow gradients is indeed kept below Ca = 10−4 in all our experiments.
Accordingly, we observe no change in the drop shape in the course of a cycle. The
Reynolds number, Re, is also much smaller than one both in the oil and in the
water phases : Re < 10−2. In addition, during half a cycle, the ﬂuid momentum
diﬀuses over a distance that scales as ℓ ∼√ηT/ρ, where η is the water viscosity
and ρ its density. Within our experimental conditions ℓ ∼ 3 mm, which is
comparable to the channel width. Consequently, the ﬂuid ﬂows in the two phases
are very well accounted for by the Stokes equation which is invariant under time
reparametrization [20]. In addition, we stress that the droplets only experience
lubricated contacts with the other droplets and the walls. Actual contacts would
result in coalescence or wall-wetting events. None of these events were observed
in the entire ensembles of ∼ 2×105 droplets. Altogether these four observations
imply that the droplets are chieﬂy coupled by time-reversible hydrodynamic
interactions at all inter-particle distances. We can thus already conclude that any
macroscopic ﬁdelity loss must arise from the collective ampliﬁcation of minute
irreversible processes that cannot be probed at the single/two particle levels.
A second important comment is that the uniform ﬂow ﬁeld in the aqueous
phase does not provide any intrinsic length scale to set the value of ∆∗. This
situation contrasts with the previous mechanical echo experiments, which are all
based on a macroscopic shear deformation [2, 6, 9]. The non-uniformity of shear
ﬂows yields a natural criterion for the ”critical” strain amplitude, γ, at which
particle collisions occur. The ﬁdelity decay is then expected to occur when the
relative displacement γa between two particles moving along two parallel ﬂow
lines separated by a equals the typical inter-particle distance a/
√
φ (in 2D). In
our Hele-Shaw geometry, the mean ﬂow is a plug ﬂow that can merely advect
the droplet ensemble in a uniform fashion. This observation further supports the
hypothesis that the hydrodynamic interactions are responsible for the transition
toward a macroscopically (ir)reversible state in our experiments.
To gain a deeper physical insight in the collective nature of this disconti-
nuous phase transition, we quantify how much the system diﬀers from its initial
conformation in the course of a cycle. We introduce an ”instantaneous” ﬁdelity
function F∆(T, T+t) where t ∈ [0, T ], which is deﬁned as the fraction of droplets
that occupy the same Vorono¨ı cell at time t as at the beginning of a cycle. (The
positions of the droplets are measured in the frame of the center of mass of the
N droplets to discard trivial advection.) We show the variations of F∆(T, T + t)
averaged over 15 cycles as a function of the instantaneous mean displacement
δ(t) in Fig. 4.2a where the color codes for the driving amplitude.
For ∆ < ∆∗ (blue curves), and δ(t)/∆∗ ≪ 1, almost no particle escapes
its initial Vorono¨ı cell, and F∆(T, T + t) hardly deviates from 1. For higher
displacements, F∆(T, T + t) decays linearly with δ(t) until t = T/2. Then starts
the echo process, the direction of the ﬂow is reversed and the system should
retrace its steps back. As expected, F∆(T, T + t) increases, linearly again, as
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δ(t) goes back to zero. However, in agreement with Fig. 4.1f, the dynamics is
not fully reversible and the ﬁnal value F∆(T, 2T ) = F(∆) is slightly smaller
than 1, see Fig. 4.2b. Looking now at the variations of the instantaneous ﬁdelity
with δ(t)/∆ in Fig. 4.2b, we readily note that the decay rate of the ﬁdelity
depends on the driving amplitude, and decreases as ∆−1. From this observation
we infer a pivotal result : the conformation of the droplets, at the beginning of a
cycle, is a function of the overall driving amplitude. In other words the emulsion
self-organizes when periodically driven.
We now consider the case of the higher amplitudes. For ∆ > ∆∗ (red curves
in Fig. 4.2a), the variations of F∆(T, T + t) are markedly diﬀerent. During the
ﬁrst half of the cycle, F∆(T, T + t) hardly depends on the driving amplitude :
the ﬁdelity decays rapidly and almost all the droplets rearrange. At the onset
of ﬂow reversal some of the rearrangements are suppressed by the reversible
dynamics and the ﬁdelity increases. However, approaching the end of the cycle
the droplets no longer manage to retrace their steps back anymore, and the
ﬁdelity decays again to reach a small F(∆) value. Importantly, in this limit, the
system self-organizes into a state that does not depend on the driving amplitude
anymore.
Self-organization has been reported in periodically sheared suspensions ﬁrst
by Corte´ et al [11]. Reversible states were shown to correspond to absorbing
states where the particles do not interact at all in the course of the cycles. We
have just described an opposite scenario. Even for ∆ < ∆∗ where the dynamics is
reversible, the particles strongly interact. A macroscopic fraction of the droplets
rearrange even for the smallest driving amplitudes, Fig. 4.2a. The instantaneous
position of the individual droplets is not trapped inside an absorbing state.
The phenomenology that we observe is actually similar to that found in soft
solids close to the onset of plastic ﬂows [7, 9]. The existence of reversible plastic
events is a generic feature of dry grains, concentrated emulsions and suspensions
interacting elastically when driven periodically below their yield stress.
We have shown above that : (i) the loss of ﬁdelity results from a non-
equilibrium phase transition, (ii) this collective phenomenon is associated to
the self-organization of the droplets below the reversibility threshold. We now
provide an explicit connection between these two ﬁndings and shed light on the
nature of the self-organization process.
Geometrically-protected reversible states
Looking at two instantaneous snapshots of the droplets below and above ∆∗
(Fig. 4.3a, and 4.3b respectively), one clearly notices that the spatial structure
of the emulsion strongly depends on the driving amplitude. The droplets ﬁll the
channel in a more homogeneous fashion when undergoing reversible trajectories.
To go beyond this qualitative observation, we have plotted the variations of the
(strobed) radial distribution function g(r) at the beginning of each cycle, for
diﬀerent driving amplitudes in Fig. 4.3c. We also show the radial distribution
corresponding to the initial conditions common to all the experiments, the hi-
ghest curve in Fig. 4.3c (same curve as that plotted Fig. 3.3). In the initial state,
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Figure 4.3: (a) Snapshot of an emulsion shaken at ∆ = 0.99∆∗ in the reversible
regime, φ = 0.37. (b) Snapshot of an emulsion shaken at ∆ = 1.53∆∗ in the
irreversible regime, φ = 0.36. Note that the area fraction in (a) and (b) are quasi
identical. (c) Strobed radial distribution function g(r) for diﬀerent driving am-
plitudes ∆. For sake of clarity the curves are shifted vertically by a 0.5 constant
value. A sharp change in the structure occurs at ∆∗. Above ∆∗ the structure of
the emulsion does not depend on ∆ any longer and remains identical to the one
found in the initial state common to all the experiments (black curve). (d) Ratio
of the fraction of droplets separated by a distance r∗ = 1.5 a, to the fraction of
droplets in close contact, g(r∗)/g(a), plotted versus ∆/∆∗. A clear discontinuity
occurs at ∆ = ∆∗ revealing a ﬁrst order structural transition.
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Figure 4.4: Strobed radial distribution function g(r) for ∆ = 0.99∆∗. The
correlation goes up to 7 particle diameters close to the transition.
g(r) is characterized by a strongly peaked value at r = a, which is characteristic
of the steric repulsion between hard discs. Again, the droplets are non deformed
by the ﬂow. A second narrow peak at r = 2a suggests that the droplets expe-
rience short range attractive interactions. The position of the droplets loses any
correlation above r = 2a. This structure is analogous to that found in conﬁned
ﬂuidized beds made of rigid discs [21], which demonstrates that the eﬀective
attractive interactions between the droplets do not result from any physico-
chemical adhesion force, but solely stem from hydrodynamic interactions.
In the small amplitude regime, ∆ ≪ ∆∗, the structure of the suspension is
hardly modiﬁed. However, as ∆ is further increased, the static structure of the
emulsion self-organizes : the sharp peaks at r = a and r = 2a decrease while
another structure emerges. The radial distribution displays an additional set of
marked oscillations revealing a structure analogous to a soft-sphere liquids at
equilibrium, with a ﬁrst wider peak located at r∗ ∼ 1.5 a regardless of the dri-
ving amplitude. As ∆ approaches ∆∗, the spatial correlation of this liquid-like
structure increases up to distances as large as 7 particle diameters, see Figure
4.4. Conversely, above ∆∗ self-organization does not operate anymore, and the
emulsion weakly deviates from its initial conformation. The abrupt drop of the
ﬁdelity at ∆∗ coincides with a discontinuous structural change, Fig. 4.3d. This
observation, together with the superposition of two diﬀerent marked structures
below ∆∗ conﬁrm a ﬁrst order phase-transition scenario, and suggests that the
system undergoes a dynamical phase separation. We now provide a clear de-
monstration of this hypothesis.
In Figs. 4.5a, b and c we show instantaneous conformations of the local
ﬁdelity ﬁeld (see Supplementary Movies 4 [22], 5 [23] and 6 [24] for the cor-
responding strobed movies). Each Vorono¨ı cell, deﬁned at the beginning of the
90
1 1.1 1.2
1
1.5
2
2.5
x 10
ï3
g(r∗)
|d
F
/
d
δ
(t
)|
1 2 3 4 5
1
2
3
4
5
r/a
g
(r
)
(d)
1 2 3 4 5
1
2
3
4
5
r/a
g
(r
)
1 2 3 4 5
1
2
3
4
5
r/a
g
(r
)
2 2.5 3
1
1.5
2
2.5
x 10
ï3
g(a)
|d
F
/
d
δ
(t
)|
(a) (b) (c) (d)
(e)
Figure 4.5: (a) Top : Snapshot of the instantaneous ﬁdelity ﬁeld for ∆ =
0.54∆∗. Each Vorono¨ı cell is colored in blue when associated with a particle
that retraces its steps back in the very same cell at the end of the cycle. The
cell is colored in orange otherwise. Bottom : Strobed radial distribution function
g(r) computed in the reversible (resp. irreversible) cells. Same color code. (b)
and (c) Same plots as in (a) for ∆ = 0.99∆∗ and ∆ = 1.53∆∗ respectively.
The irreversible populations display a structure akin to a hard-attractive-discs
ﬂuid for all the driving amplitudes. Oppositely, the structure in the reversible
regions depends on ∆. Below ∆∗, the droplets self-organize to form clusters ha-
ving a structure similar to a hard-attractive-discs liquid living in a sea of a soft-
repulsive-discs liquid. For ∆ . ∆∗, the correlation length of the translational or-
der is maximal. The typical distance between neighboring particles is maximal as
well. Above ∆∗, the instantaneous structure is homogeneous. Only a minute frac-
tion of the droplets return stochastically in their initial Vorono¨ı cell. (d) Slope of
the linear part of the instantaneous ﬁdelity decay |dF∆(T, T + t)/dδ(t)|, plotted
as a function of the fraction of particles in close contact g(a) (see Fig. 4.2b). (e)
Slope of the linear part of the instantaneous ﬁdelity decay |dF∆(T, T +t)/dδ(t)|,
plotted as a function of the fraction of particles at a distance r∗, g(r∗). Same
color code as in all the previous plots.
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cycle, is colored in blue when associated with a particle that retraces its step
back to the very same cell at the end of the cycle. The cell is colored in orange
otherwise. At small amplitudes, ∆≪ ∆∗, clusters composed of very few irrever-
sible events are dilute in a sea of reversible ones, see Fig. 4.5a. As ∆ approaches
∆∗, Fig. 4.5b, both the typical size and the number of those irreversible transient
clusters increase, thereby inducing the ﬁdelity decay observed in Fig. 4.1f. The
relation between the ﬁdelity loss and the structural properties of the emulsion
can now be clearly established. Using these ﬁdelity maps, we plot in Figs. 4.5a
and 4.5b the radial distribution function of the particles living in the reversible
(resp. irreversible) region only. As the driving increases, the spatial structure
in the irreversible regions remains unchanged. This structure corresponds to
a hard-disc liquid with attractive interactions as in the initial (homogeneous)
state of the experiment. In contrast, in the reversible regions the droplets self-
organize to form a soft-repulsive-disc structure. At the onset of the ﬁdelity loss,
the extent of translational order is maximal, thereby maximizing the typical
distance between the neighboring particles. The instantaneous conformation of
the suspension is biphasic : two liquids having diﬀerent structures coexist in
two separated phases. This picture no longer holds above ∆∗, Fig. 4.5c. All the
particles then contribute in the same fashion to the average structure. The emul-
sion retains its initial spatial ordering, and the strong agitation impedes phase
separation. Most of the particles undergo irreversible trajectories, and only a
minute fraction of the Vorono¨ı cells are associated with reciprocal motion.
In order to further emphasize the relation between the dynamical and the
structural properties of the emulsion, we now show that the number of particles
that escape their initial Vorono¨ı cell in the course of a cycle is set by the typical
distance between the neighboring droplets. To do so, we plot the decay of the
instantaneous ﬁdelity per displacement unit : |dF∆(T, T + t)/dδ(t)| (slope of the
straight lines in Fig. 4.2a) as a function of g(a) and g(r∗), see Figs. 4.5d and
4.5e. When self-organization occurs, ∆ < ∆∗, the ﬁdelity-decay rate increases
linearly with g(a) which is the fraction of droplets in close contact. In contrast,
this decay rate decreases with g(r∗), viz. as the fraction of droplets separated
by a ﬁnite distance r∗ ∼ 1.5 a increases. In other words, pushing the droplets
apart the escape rate from the initial Vorono¨ı cells is restrained : macroscopic
reversibility is geometrically protected by a structural self-organization.
Irreversibility and memory loss
We have hitherto investigated the dynamics of the emulsion in real space
from a condensed matter perspective. To gain more physical insight on the ori-
gin of reversibility loss upon periodic driving, we now sketch the trajectory of
the system in its 2N -dimensional phase space, black line in Fig. 4.6a. If the
particles were to interact uniquely via (time-reversible) hydrodynamic interac-
tions, this trajectory would be reciprocal. However, in an experiment, or in a
numerical simulation, any minute non-time reversible perturbation along the
trajectory is expected to be ampliﬁed due to the chaotic nature of this many-
body system [5, 2, 25]. As a result, the phase-space trajectory should separate
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Figure 4.6: (a) Sketch of the trajectory of the system in its 2N -dimensional
phase space upon periodic driving (black lines). These two paths diﬀer due
to the chaotic ampliﬁcation of any minute non-time reversible perturbation.
Reversing the arrow of time along the ﬁrst half of the cycle (red curve), these
two trajectories are two diﬀerent realizations of the system dynamics, for initial
condition taken at t = T/2. (b) Semi-log plot of D(t) as a function of δ(t)/∆∗
for all the driving amplitudes. Same color code as in the previous ﬁgures. Inset :
Log-Log plot. Above ∆∗, the separation is no longer exponential but algebraic.
(c) Plot of ∆λmax as a function of ∆/∆
∗ revealing memory-loss at the onset of
irreversibility.
into two diﬀerent back and forth paths. Exploiting the invariance upon time
reparametrization of the hydrodynamic interaction we can reverse the arrow of
time along the ﬁrst part of the cycle (red curve in Fig. 4.6a). By doing so, the two
half-trajectories are analogous to two diﬀerent realizations of the system dyna-
mics for initial conditions taken at t = T/2. The asymptotic separation between
these two perturbed trajectories after a time t is measured by computing the
metric distance in phase space between the conformations of the particles at
times T/2− t and T/2+ t. We denote this distance by D(t). In Fig. 4.6b D(t) is
plotted as a function of the instantaneous mean displacement δ(t) for all driving
amplitudes ∆. For ∆ < ∆∗, D(t) displays a clear exponential increase, which
allows for measuring the largest Lyapunov exponent of the underlying chao-
tic dynamics. Above ∆∗, the Lyapunov picture breakdown, and the separation
between the trajectories increases algebraically, see Fig. 4.6b inset.
Following [26], we expect reversibility to be lost when the chaotic ampliﬁca-
tion of the microscopic ﬂuctuations causes the system to forget about its initial
state in a time smaller than T/2, i.e. over a mean displacement smaller than
∆. In more quantitative terms, we expect the ﬁdelity to decay for λmax∆ ∼ 1,
where the largest Lyapunov exponent λmax is deﬁned as D(t) ∼ exp[λmaxδ(t)]
asymptotically. This hypothesis is conﬁrmed by plotting the product λmax∆ as
a function of ∆/∆∗ in Fig. 4.6c. Below the onset of ﬁdelity decay, the structu-
ral self-organization induces variations of λmax that almost exactly balance the
increase in the drive amplitude : λmax∆ ∼ 1. Conversely, as ∆ exceeds ∆∗, the
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path memory is lost, λmax∆ > 1 and the ﬁdelity decays accordingly, Fig. 4.6c.
As a last physical comment, we note that the scaling λmax ∼ 1/∆ is the
signature of the convergence toward an absorbing dynamics. Repeating echo
protocols, the system evolves toward a phase-space region where λmax∆ ∼ 1 and
where the trajectories are fully reversible (F ∼ 1). Hence the strobed dynamics
is frozen, and the system cannot escape this absorbing region. Note however,
that these absorbing states refer uniquely to the strobed dynamics, as opposed
to the scenario put forward in [11, 14] where the dynamics is frozen along the
entire trajectories as the particles self-organize so that they no longer interact.
Again this situation is very diﬀerent from that reported here. We can therefore
conjecture that the transition toward irreversibility occurs when all the regions
of phase space where λmax is small enough are either out of reach starting
from a strongly shaken state, or do not exist. The latter scenario is consistent
with the long-range nature of the hydrodynamic interactions (∼ 1/r2 decay in
2D [27]) which strongly couples the entire population of particles regardless of
their conformation.
Discussion
Taking advantage of a quantitative microﬂuidic experiment, we have demons-
trated that periodic shaking results in the emergence of structural order in an
ensemble of particles interacting in a time-reversible fashion. Unlike equilibrium
systems, this geometric self-organization protects the macroscopic reversibility
of the system and realizes a (nonequilibrium) Loschmidt-echo experiment. Even
though our primary motivation was to gain a deeper insight into the collective
dynamics of periodically driven systems, we anticipate this study to be of practi-
cal relevance. Hydrodynamic interactions in ﬁne-tuned ﬂows have recently been
shown to be a potential means to program directed colloidal assembly [28]. Here
we have demonstrated that even in the simplest possible ﬂow ﬁeld (a plug ﬂow),
hydrodynamic interactions can be put to work to induce spatial ordering in an
emulsion. Over the last ﬁve years, much eﬀort has been devoted to magenta
synthesizing non-spherical colloids in the 1-100 microns range, see e.g. [29, 30].
Given our observations, using simple AC hydrodynamic actuation could be a
powerful tool to trigger and tailor their self-assembly over massive scales, which
until now has remained a major practical issue. A collective eﬀect to engineer
self-assembled material is indeed expected to depend only weakly on the varia-
tions in particle shape and/or physical properties at the single particle level,
thereby making this approach robust and therefore well suited to large-scale
production.
Methods
Microfluidics
The microﬂuidic device is a double etched fused silica/quartz chip (Micronit
Microﬂuidics) sketched in Figure 2.13. It consists of : (i) a conventional ﬂow-
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focusing junction used to form monodisperse droplets, (ii) a dilution module
made of an additional cross junction, and (ii) two 0.5 cm×5 cm channels. One
of the two wide channels is used to transfer the polydisperse droplets produced
in the transient regime of the drop emitter. The other one is used to perform the
experimental observations, see e.g. Fig. 4.1a, and Supplementary Movie 1 [15].
The height of the ﬂow-focusing and of the dilution modules is 11µm while the
two large channels are 27µm high. The ﬂuids are injected using three syringe
pumps (Cetoni, Nemesys) connected to the three inlets of the device (inlets (a),
(b) and (c) in Figure 2.13). Hexadecane is injected through (a) and the conti-
nuous phase (0.1 wt% SDS (Sigma), 0.2 wt% ﬂuorescein (Sigma) in deionized
water ) is injected both through inlets (b) and (c). The channel surfaces were
cleaned in a UV/Ozone cleaner through the quartz surface prior to the experi-
ments. As a result, both the glass and the quartz surfaces are highly hydrophilic,
thereby preventing partial wetting of the walls by the dispersed phase).
The area fraction Φ = 0.36 is obtained by setting the ﬂow rates as Q(a) =
0.040µL.s−1, Q(b) = 0.140µL.s
−1 and Q(c) = 3µL.min
−1. The emulsion is
periodically driven by imposing an oscillatory ﬂow rate at the outlet (e). To
impose the various values of ∆, the magnitude, and period of the sinusoidal
oscillations are set to values comprised between 0.02 < Q < 0.039µL.s−1 and
10 < T < 30 s respectively. As expected, the variations of ∆ are linear in Q and
T .
Prior to any experiment the system is prepared by imposing a high ampli-
tude sinusoidal oscillation (Q = 0.1µL.s−1) during several cycles. This protocol
is chosen to set reproducible initial conditions. In order to make sure that the
system is in a steady state, the image acquisition is performed after 1000 cycles
at the desired ﬂow rate and period,and we systematically check that all the mea-
sured quantities are statistically stationary. The droplet positions are recorded
over 150 (∆ > ∆∗) or 700 cycles (∆ < ∆∗).
Imaging and particle tracking
The device is mounted on a Nikon AZ100 upright macroscope. A Basler
Aviator av2300-25gm (4 Megapixel, 8bit) camera is used to record the movement
of the droplets in a ﬁeld of view of 2.70mm× 2.03mm at the center of the main
channel. The frame rate is set at 24Hz. Image acquisition is performed using a
custom direct-to-disk Labview code. The particles are detected to a one-pixel
accuracy. The particle velocities are then computed using the Matlab version of
the tracking software developed by Grier, Crocker and Weeks [31].
4.2 Perspectives
4.2.1 Pistes de re´flexion
La structure de l’e´mulsion e´volue selon l’amplitude ∆ de l’e´coulement sinu-
so¨ıdal impose´. En eﬀet, en dec¸a de la transition observe´e l’e´mulsion pre´sente un
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Figure 4.7: Fonction de corre´lation de paire g(r) pour diﬀe´rentes amplitudes
∆. A la transition, la structure de l’e´mulsion change drastiquement. Au dessus
de la transition, ainsi que pour les tre`s faibles amplitudes, la structure obtenue
est celle d’un gaz de sphe`res dures pre´sentant une le´ge`re attraction. Lorsque
l’amplitude tend vers ∆∗ par le bas, une structure de type liquide de sphe`res
molles apparaˆıt.
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C
Figure 4.8: Instantane´s de l’e´mulsion au de´but d’un cycle pour deux valeurs
de l’amplitude : A. ∆ = 0.35∆∗ et B. ∆ = 1.53∆∗. A faible amplitude des
structures en lignes apparaissent clairement.
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ordre translationnel accru par l’augmentation de l’amplitude ∆, voir ﬁgure 4.7.
Les gouttes ont tendance a` s’e´carter les unes des autres re´duisant les interactions
inﬁne´tisimales non-re´versibles pre´sentes dans le syste`me et prote´geant ainsi la
re´versibilite´ macroscopique. Nous allons voir dans cette partie que la structure
angulaire de l’e´mulsion e´volue e´galement avec l’amplitude, bien que la signature
de cette e´volution soit moins claire.
La structure obtenue a` travers la fonction de corre´lation de paire g(r) est
assez similaire pour les tre`s faibles amplitudes et celles au dessus de la transi-
tion, voir ﬁgure 4.7. En eﬀet, la fonction de corre´lation g(r) pour la plus faible
amplitude ∆ = 0.35∆∗ pre´sente un large pic en r = a ainsi qu’un second pic en
r = 2a. La le´ge`re diﬀe´rence re´side dans l’anti-corre´lation entre ces deux valeurs
qui est moins importante pour cette faible amplitude. Ainsi l’e´volution de g(r)
avec l’amplitude sugge`re que lorsque ∆→ 0 il n’y a plus d’organisation structu-
rale de l’e´mulsion. Pourtant lorsque l’on observe deux instantane´s de l’e´mulsion
pour ∆ = 0.35∆∗ et ∆ = 1.53∆∗, une diﬀe´rence criante apparaˆıt, voir ﬁgure
4.8A et 4.8B respectivement. Clairement, des structures en ligne apparaissent
au sein de l’e´mulsion pour la plus faible amplitude, alors que la structure semble
eˆtre isotrope au dessus de la transition.
Aﬁn de rendre compte quantitativement de ces observations, je mesure les
quantite´s Ψ2, Ψ4 et Ψ6 appele´es parame`tres d’ordre orientationnel. Ces gran-
deurs sondent au niveau local l’arrangement des gouttes entre elles. Pour cha-
cune des particules j de l’e´mulsion, a` un instant t, on de´ﬁnit ces quantite´s de la
fac¸on suivante :
ψ
(j)
2 (t) =
1
Nj
Nj∑
k=1
e2iθjk(t) (4.1)
ψ
(j)
4 (t) =
1
Nj
Nj∑
k=1
e4iθjk(t) (4.2)
ψ
(j)
6 (t) =
1
Nj
Nj∑
k=1
e6iθjk(t) (4.3)
ou` Nj est le nombre de particules plus proches voisines de la goutte j de´ﬁnies
par la de´composition en cellule de Vorono¨ı. θjk est l’angle entre le vecteur allant
de la particule j vers la particule k et l’axe (Ox). Ces quantite´s permettent de
sonder la structure locale autour de la particule conside´re´e : les arrangements
en ligne pour ψ
(j)
2 , en carre´ pour ψ
(j)
4 et en hexagone pour ψ
(j)
6 . Les quantite´s
trace´es sur la ﬁgure 4.9 correspondent au module de ces grandeurs moyenne´es
sur le temps stroboscope´ et sur les particules :
Ψn =
1
NcNp
Nc∑
p=1
Np∑
j=1
ψ(j)n (pT ) (4.4)
avec Nc le nombre de cycle de l’expe´rience et Np le nombre de particules. Les
valeurs obtenues sont tre`s faibles, mais il existe clairement une e´volution avec
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Figure 4.9: A. Module du parame`tre d’ordre orientationnel |Ψ2| en fonction
de ∆/∆∗. B. Module du parame`tre d’ordre orientationnel |Ψ4| en fonction
de ∆/∆∗. C. Module du parame`tre d’ordre orientationnel |Ψ6| en fonction de
∆/∆∗. Les barres d’erreur correspondent a` la variance temporelle. Ces quantite´s
diminuent avec l’amplitude en dessous de la transition et restent constantes et
tre`s faibles au dela` de la transition. D. Distribution des angles entre particules
plus proches voisines et l’axe (Ox) pour les diﬀe´rentes amplitudes ∆.
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l’amplitude. Le syste`me s’organise en ligne, carre´ ou hexagone autour de cer-
taines particules pour les faibles amplitudes. Ces structures disparaissent peu a`
peu lorsque ∆ augmente et sont quasiment absentes pour ∆ > ∆∗.
L’origine de la formation de ces structures n’est pas encore comprise. Elles
sont surement la conse´quence des interactions hydrodynamiques entre les gouttes
couple´es a` l’asyme´trie du canal d’e´tude. En eﬀet, les lignes observe´es ﬁgure 4.8A
ont tendance a` s’arranger selon la direction de l’e´coulement (Ox). Cette observa-
tion est conﬁrme´e par la ﬁgure 4.10A ou` sont trace´es les distributions des angles
ΘH entre le vecteur reliant deux particules plus proches voisines et l’axe (Ox).
En eﬀet pour les faibles amplitudes ces distributions sont nettement pique´es sur
ΘH = 0 et ±π. De plus, deux grands et larges pics sont pre´sents en ΘH = ±π/2
montrant que les gouttes composant ces lignes se superposent selon l’axe (Oy),
voir 4.9D. Lorsque l’amplitude augmente les valeurs de ces diﬀe´rents maxima
diminuent pour tendre vers des distributions beaucoup plus uniformes au dessus
de la transition.
La conse´quence de l’apparition de ces structures a` faibles amplitudes sur la
dynamique de l’e´mulsion n’a pas encore e´te´ identiﬁe´e. Notamment la question
du lien entre cet ordre orientationnel et la re´versibilite´ peut eˆtre le´gitimement
adresse´e au vue de l’apparente discontinuite´ pre´sente dans l’e´volution de |Ψ2| a`
la transtion. Pre´cise´ment, quel est le roˆle de l’alignement des particules sur la
protection de la re´versibilite´ ? Il serait inte´ressant pour sonder ce lien de mesurer
les parame`tres d’ordre orientationnel dans les clusters re´versibles et irre´versibles,
de la meˆme fac¸on que pour la fonction de corre´lation de paire.
Je termine ce chapitre sur une dernie`re section consacre´e aux perspectives
possibles sur ce syste`me aﬁn de comprendre plus en de´tail cette transition vers
l’irre´versibilite´.
4.2.2 Nouvelles perspectives sur la dynamique oscillante
Statistique des de´placements
Dans la section 4.1, j’ai introduit une nouvelle mesure de la re´versibilite´ base´e
sur la de´composition en cellules de Vorono¨ı. Cette mesure d’ordre topologique
permet de minimiser l’impact de la re´solution spatiale du syste`me expe´rimental
sur la dynamique observe´e. On peut tout de meˆme se poser la question de la
dynamique moyenne des de´placements des particules.
Ainsi une quantite´ beaucoup plus usuelle que la ﬁde´lite´ peut eˆtre mesure´e, a`
savoir le de´placement quadratique moyen (MSD) par cycle. Cette quantite´ est
calcule´e de la fac¸on suivante (dans la direction (Ox)) :
δx2(p) =
1
N
N∑
j=1
[
xj(pT + T )− xj(pT )
]2
(4.5)
ou` xj est la position de la particule j selon l’axe (Ox), N est le nombre de
particules et p le nume´ro du cycle. L’e´tude est conduite lorsqu’un re´gime per-
manent est atteint, donc le MSD par cycle est aussi une quantite´ stationnaire.
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Figure 4.10: De´placement quadratique moyen (MSD) par cycle moyenne´ sur le
temps selon x (A) et selon y (B) adimensionne´ par le diame`tre des gouttes a2
en fonction de l’amplitude ∆/∆∗.
La moyenne temporelle de cette quantite´ est donne´e en fonction de l’amplitude
∆/∆∗ selon x et y ﬁgure 4.10. Le MSD est adimensionne´ par le diame`tre des
gouttes a2. Une transition tre`s abrupte est clairement observe´e pour ∆ = ∆∗.
La valeur du MSD gagne quasiment un ordre de grandeur lorsque l’amplitude
augmente de seulement 2% a` travers la transition. Cette mesure est en com-
plet accord avec la mesure topologique faite graˆce a` la ﬁde´lite´ F . De plus, elle
nous permet d’aﬃrmer qu’il existe une asyme´trie dans la statistique des de´pla-
cements. La valeur du MSD selon x est plus importante que selon y, montrant
que les gouttes diﬀusent plus dans la direction de l’e´coulement x.
Si l’on regarde maintenant les statistiques des de´placements stroboscope´s des
gouttes en fonction de l’amplitude, une observation tre`s inte´ressante peut eˆtre
faite. En eﬀet, la PDF des de´placements (fonction de Van Hove) selon x et selon y
exhibe une transition tre`s nette entre une statistique exponentielle pour ∆ < ∆∗
et une statistique gaussienne pour ∆ > ∆∗, voir ﬁgure 4.11A et B. Ces PDF
sont trace´es en adimensionnant les de´placements δx et δy par la racine carre´e
du MSD. Elles se superposent clairement sur deux courbes maˆıtresses, du moins
pour les faibles de´placements. La transition entre une statistique exponentielle
et une statistique gaussienne est bien saisie par le trace´ du cumulant d’ordre
4 des distributions κ4 = µ4 − 3µ22, ou` µi est le moment centre´ d’ordre i de
la distribution, voir ﬁgures 4.11C et 4.11D. Cette quantite´ permet de mesurer
l’e´cart d’une distribution a` une gaussienne, la valeur de κ4 pour cette dernie`re
e´tant nulle. On note que κ4 prend des valeurs autour de 3 dans la direction
(Ox) et 4 dans la direction (Oy) pour les amplitudes infe´rieures a` ∆∗. Ceci n’est
pas vrai pour la plus faible amplitude ou` la distribution semble eˆtre plus proche
d’une exponentielle e´tire´e. Cette observation doit eˆtre conﬁrme´e par d’autres
expe´riences a` faibles amplitudes. Par ailleurs la distribution tend vers une vraie
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Figure 4.11: A. Distributions des de´placements selon x sur un cycle, δx, adi-
mensionne´s par la valeur du MSD,
√
〈δx2〉t, pour les diﬀe´rentes amplitudes
sonde´es. B. Distributions des de´placements selon y sur un cycle, δy, adimen-
sionne´s par la valeur du MSD,
√
〈δy2〉t, pour les diﬀe´rentes amplitudes sonde´es.
Une transition tre`s nette est observe´e entre une statistique exponentielle a` basse
amplitude et une distribution gaussienne pour ∆ > ∆∗. C. Cumulant d’ordre 4
de la distribution des de´placements selon x en fonction de l’amplitude. D. Meˆme
trace´ que C pour les distributions selon y.
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gaussienne lorsque ∆→∞.
Ces observations indiquent que la dynamique aux faibles amplitudes est spa-
tialement he´te´roge`ne. En eﬀet, une distribution exponentielle montre que les
grands de´placements ainsi que les tre`s faibles ont un poids important dans la
statistique compare´ a` une distribution normale. En dessous de la transition la
majorite´ des particules ont une dynamique re´versible (i.e. reviennent dans leur
cage de Vorono¨ı) donnant des de´placements faibles sur un cycle. Dans certaines
zones cependant la dynamique est irre´versible et les de´placements associe´s sont
importants. De plus, les queues des distributions exponentielles sont de plus en
plus importantes lorsque l’amplitude augmente, montrant que le nombre et/ou la
taille des zones irre´versibles croissent. Il serait encore une fois inte´ressant de tra-
cer ces PDF dans la phase re´versible et dans la phase irre´versible du syste`me. La
premie`re devant donner vraisemblablement une statistique exponentielle alors
que la seconde conduirait a` une statistique gaussienne.
En revanche, au dessus de la transition ∆ > ∆∗ la dynamique est beaucoup
plus homoge`ne. Les particules ont quasiment toutes une dynamique irre´versible
et seulement une petite fraction des gouttes retourne dans leur cage de Vorono¨ı
de manie`re stochastique. Ainsi la distribution des de´placements suit une loi
normale.
Ces distributions exponentielles observe´es a` faible amplitude sont-elles une
particularite´ de notre syste`me ? N’ont-t-elles pas un caracte`re universel ? La
question peut-eˆtre le´gitimement pose´e au regard des re´sultats de Du¨ring et al
dans [26]. Dans cet article, les auteurs e´tudient nume´riquement la re´versibilite´
de 2 syste`mes dynamiques Hamiltoniens auxquels est rajoute´ un bruit gaussien
et dont la dynamique est inverse´e apre`s chaque intervalle de temps T/2 e´coule´.
Pour chacun des 2 syste`mes la distribution de probabilite´ de la diﬀusivite´ des
particules individuelles est exponentielle quelque soit la valeur de T . De plus les
queues s’e´largissent lorsque T augmentent, exhibant une proprie´te´ similaire a` ce
qui est observe´ dans le syste`me pre´sente´ ici lorsque l’amplitude ∆ croˆıt.
Une des perspectives d’e´tude serait donc de regarder plus en de´tail les pro-
prie´te´s dynamiques de ces divers syste`mes aﬁn de comprendre si les caracte´ris-
tiques communes observe´es ont une origine physique universelle.
He´te´roge´ne´ite´s dynamiques
Comme relate´ dans la section 4.1 et la partie pre´ce´dente, en dec¸a` de la
transition la dynamique est he´te´roge`ne. Des agre´gats de particules ayant une
dynamique irre´versible sur 1 cycle se forment. La taille et le nombre de ces agre´-
gats augmentent lorsque l’amplitude ∆ approche ∆∗. De plus, ces agre´gats sont
caracte´rise´s par une structure identique a` la structure observe´e au dessus de la
transition, voir ﬁgures 4.5a et 4.5b. Ces he´te´roge´ne´ite´s sont ici sonde´es sur une
e´chelle de temps unique de 1 cycle. Mais n’existerait-il pas au sein de l’e´mul-
sion des mouvements corre´le´s de particules sur des e´chelles de temps pouvant
de´pendre de l’amplitude, de la meˆme fac¸on que dans les syste`mes vitreux ou`
une longueur de corre´lation dynamique e´merge a` l’approche de la transition ?
Je pre´sente ici des re´sultats tre`s pre´liminaires sur l’e´tude de ces he´te´roge´ne´ite´s.
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diﬀe´rentes amplitudes. B. Susceptibilite´ χ4(n) en fonction du nombre de cycles
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J’utilise pour sonder ces he´te´roge´ne´ite´s des outils utilise´s maintenant commu-
ne´ment pour l’e´tude des syste`mes vitreux a` savoir les fonctions de corre´lation
a` 4 points [18, 19, 32]. La ﬁde´lite´ F introduite pre´ce´demment est une fonc-
tion ”overlap” comparant 2 conformations du syste`me. Je me suis restreint pour
l’instant a` l’e´tude entre 2 conformations de l’e´mulsion se´pare´es seulement d’un
cycle d’oscillation. Mais je peux e´galement de´ﬁnir la ﬁde´lite´ F(n) comparant
les conformations se´pare´es de n cycles. Cette quantite´ est mesure´e en comptant
la fraction de gouttes restant, au temps t = (p + n)T , dans la cage de Vorono¨ı
qu’elles occupaient au temps t = pT , puis en moyennant sur le nombre total de
cycles p. L’e´tude des ﬂuctuations de la ﬁde´lite´ a` travers la susceptibilite´ :
χ4(n) = N
[〈F(n)2〉p − 〈F(n)〉2p] (4.6)
donne une mesure du nombre typique de particules implique´es dans des mouve-
ments corre´le´s sur un temps n. Dans cette e´quationN est le nombre de particules
total. L’e´volution de ces 2 grandeurs F et χ4 avec n est repre´sente´e ﬁgure 4.12
pour les diﬀe´rentes amplitudes. Peu importe l’amplitude, la ﬁde´lite´ F(n) de´croit
et tend vers 0 pour n ≫ 1. Cela montre que meˆme au tre`s faibles amplitudes
la dynamique n’est pas comple`tement re´versible. Au bout d’un grand nombre
de cycles toutes les particules auront diﬀuse´es suﬃsamment pour sortir de leur
cage de Vorono¨ı initiale. De plus, on peut noter que l’e´volution de F(n) avec ∆
n’est pas monotone. En eﬀet, pour quelques amplitudes la de´croissance de F(n)
est plus rapide que pour les amplitudes proches. Cette observation n’est a` ce
jour pas du tout comprise.
L’e´volution de χ4(n), quant a` elle, est caracte´rise´e, pour ∆ < ∆
∗, par la pre´-
sence d’un maximum dont la valeur et la localisation varient avec l’amplitude.
L’existence de ce maximum est la conse´quence de l’e´mergence d’une e´chelle
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typique d’he´te´roge´ne´ite´s dynamiques qu’il est tentant de relier au nombre de
particules dans une meˆme zone re´versible (i.e. se´pare´e par des clusters de parti-
cules irre´versibles). Le temps nmax correspondant a` ce maximum donne la dure´e
de vie typique de ces zones re´versibles. La valeur du maximum et le temps nmax
sont repre´sente´s ﬁgure 4.13 en fonction de l’amplitude ∆/∆∗ (pour ∆ < ∆∗). On
remarque une tendance tre`s nette a` la diminution de ces 2 quantite´s avec l’ampli-
tude. Contrairement a` ce qu’on observe dans les syste`mes vitreux [32, 33, 34], ces
quantite´s ne divergent pas autour d’une valeur ﬁnie du parame`tre de controˆle.
Ici lorsque l’amplitude tend vers 0, la coope´rativite´ des re´arrangements aug-
mente fortement conduisant a` la formation de zones re´versibles plus grandes
et de dure´es de vie plus importantes. En revanche, au dessus de la transition,
χ4(n) est une fonction de´croissante de n et prend des valeurs tre`s proches de
0, montrant que chaque particule a une dynamique tre`s de´corre´le´e de celle des
autres.
Ces re´sultats tre`s pre´liminaires sont loin d’eˆtre compris totalement, mais
ils donnent des perspectives tre`s inte´ressantes pour la suite. Il serait en eﬀet
captivant d’e´tudier une fonction de type ”overlap” coarse-graine´e sur une e´chelle
ℓ aﬁn de localiser le maximum de la susceptibilite´ associe´e en fonction du nombre
de cycles n et de cette e´chelle ℓ. Ceci donnerait une information sur la taille re´elle
typique des zones re´versibles et pourrait eˆtre mis a` proﬁt pour comprendre en
de´tail les me´canismes induisant la chute/la protection de la re´versibilite´ dans ce
syste`me.
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CHAPITRE 5
Trafic de particules dans un re´seau unidimensionnel de
boucles
Dans les pre´ce´dents chapitres, j’ai pre´sente´ des re´sultats concernant la dy-
namique de particules conﬁne´es a` 2 dimensions. Dans ce type de ge´ome´trie, les
perturbations induites par les particules sur l’e´coulement introduisent des in-
teractions hydrodynamiques a` longue porte´e entre celles-ci (∼ 1/r2). L’ajout
d’un conﬁnement supple´mentaire a` l’une des 2 directions spatiales a pour eﬀet
d’e´cranter ces interactions longue porte´e de manie`re exponentielle en la taille du
conﬁnement [1]. Ainsi, si la ge´ome´trie tend vers un syste`me unidimensionnel, les
interactions hydrodynamiques deviennent tre`s courte porte´e. Des particules di-
lue´es s’e´coulant dans un canal unidimensionnel ne sont alors plus en interaction
et la dynamique du syste`me devient triviale.
Cette image simple se complique dans des ge´ome´tries non-line´aires telles
qu’une boucle, a` savoir un canal se se´parant en 2 chemins se reconnectant en
aval, voir ﬁgure 5.1A. Cette ge´ome´trie est la plus simple donnant lieu a` des in-
teractions hydrodynamiques a` longue porte´e dans un syste`me unidimensionnel.
La raison pour cela repose sur 2 faits expe´rimentaux : (i) une goutte, arrivant
a` une jonction ou` un canal se se´pare en 2 chemins, emprunte toujours le che-
min de vitesse la plus e´leve´e, c’est a` dire de de´bit le plus important [2]. Pour
le cas d’une boucle ou` la diﬀe´rence de pression aux extre´mite´s des 2 chemins
est identique et en raison de la loi de Darcy Q = ∆P/RH , la goutte emprunte
le chemin de re´sistance la plus faible. (ii) La pre´sence d’une particule dans un
canal unidimensionnel bouche partiellement celui-ci, augmentant sa re´sistance
hydrodynamique. La combinaison de ces 2 proprie´te´s implique que la dynamique
de gouttes au passage d’une boucle de´pend du taux d’occupation de chacune
des branches, induisant des interactions eﬀectives a` longue porte´e (de l’ordre de
la taille de la boucle).
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A B C
Figure 5.1: Figures extraites de [3]. A. 2 boucles identiques place´es en se´rie. B.
La se´quence initiale (disques noirs) est code´e au passage de la premie`re boucle.
C. Apre`s passage dans la seconde boucle, le signal est de´code´ : les cercles blancs
se superposent aux disques noirs.
De nombreuses e´tudes ont de´ja` e´te´ conduites sur ce type de syste`me mon-
trant que, meˆme dans cette ge´ome´trie minimale, la dynamique observe´e est tre`s
complexe [2, 3, 4, 5, 6]. En l’occurence, dans [3] (”Coding/Decoding and rever-
sibility of droplet trains in microﬂuidic networks”, Science 315, 828-32 (2007)),
les auteurs reportent les re´sultats e´tonnants de 2 expe´riences utilisant cette ge´o-
me´trie : une expe´rience d’e´cho et une expe´rience de traﬁc.
Tout d’abord, ils font passer un train de taille ﬁnie de gouttes uniforme´ment
se´pare´es a` travers une boucle puis le renvoient dans celle-ci en inversant l’e´coule-
ment. Cette expe´rience d’e´cho re´ve`le une dynamique re´versible pour les gouttes :
celles-ci retrouvent leurs positions initiales apre`s un aller-retour a` travers la
boucle. Ce re´sultat est surprenant du fait de la re`gle de traﬁc aux jonctions
de la boucle, e´voque´e pre´ce´demment, qui brise la re´versibilite´ des e´coulements
des ﬂuides. Cette brisure de syme´trie est illustre´e sur un exemple simple ﬁgure
5.2A : conside´rons un train ﬁni de gouttes dont la se´paration initiale entre parti-
cules implique que la dernie`re prenne le chemin de re´sistance la plus grande R↑.
Une fois que le train a traverse´ entie`rement la boucle, le sens de l’e´coulement
est inverse´. Alors cette dernie`re particule rentre la premie`re dans la boucle et
emprunte ne´cessairement la branche de re´sistance la plus petite R↓. De`s lors
la syme´trie est brise´e et le motif obtenu lorsque toutes les gouttes auront tra-
verse´ la boucle ne sera pas le meˆme que l’arrangement initial. Il est a` noter que
cette re`gle de traﬁc ne contredit pas l’invariance par renversement du temps
des e´quations de Stokes. En eﬀet, cette loi n’a e´te´ observe´e que pour des objets
de´formables (gouttes, bulles) ayant un temps de relaxation ﬁnie, brisant la re´-
ciprocite´ des e´coulements. Pour une particule solide la re`gle serait diﬀe´rente :
le chemin emprunte´ est de´termine´ par la position du centre de la particule par
rapport a` la ligne de courant conduisant au point d’arreˆt sur la boucle. Cette
deuxie`me re`gle ne brise pas la re´versibilite´ des e´coulements.
L’expe´rience de traﬁc quant a` elle utilise 2 boucles place´es en se´rie, voir ﬁgure
5.1A. Un train de taille ﬁnie de gouttes uniforme´ment se´pare´es est e´galement
envoye´ dans le syste`me. Le passage a` travers la premie`re boucle modiﬁe les dis-
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Positions des gouttes avant renversement
Positions des gouttes apre`s renversement
Axe de syme´trie
Pas d￿axe de syme´trie
Sens de l￿e´coulement
Sens de l￿e´coulement
A B
R↓ R↓
R↓R↓
R↓
R↓
R↑ > R↓R↑ > R↓
R↑ > R↓ R↑ > R↓
R↑ > R↓
R↑ > R↓
Figure 5.2: A. Illustration de la brisure de syme´trie temporelle par la pre´sence
de la boucle. B. Illustration de la non-e´quivalence entre ajout d’une seconde
boucle et inversion de l’e´coulement.
tances inter-particules. Le signal de´ﬁni par la se´quence des intervalles de temps
entre gouttes est alors code´, voir ﬁgure 5.1B. La deuxie`me boucle quant a` elle
de´code ce signal pour redonner la se´quence initiale, voir ﬁgure 5.1C. De plus,
meˆme le bruit sur le signal initial est de´code´ ! Au vue des re´sultats de leur pre-
mie`re expe´rience, ce processus de codage/de´codage est justiﬁe´ par l’e´quivalence
existant entre l’ajout d’une seconde boucle et l’inversion de l’e´coulement dans
le syste`me mono-boucle. Or il ne peut y avoir e´quivalence entre ces 2 syste`mes
que si le train de gouttes obtenu en sortie de la premie`re boucle posse`de une
syme´trie avant/arrie`re, voir ﬁgure 5.2B.
Ainsi les re´sultats obtenus dans [3], contrairement a` ce que les conclusions
de l’article sugge´raient, ne peuvent pas eˆtre compris par un principe premier
tel qu’une loi de conservation ou un argument de syme´trie, mais sont plutoˆt
la conse´quence particulie`re d’une dynamique complexe valable pour un jeu res-
treint de parame`tres.
Toutes les e´tudes pre´ce´dentes dans cette ge´ome´trie implique un nombre im-
portant de gouttes Np ≫ 1 voyageant dans 1 ou 2 boucle(s) maximum. La
dynamique associe´e est donc tre`s complexe du fait du grand nombre de degre´s
de liberte´. De plus ces e´tudes ne sondent que des dynamiques transitoires ou` le
syste`me n’a pas eu le temps de s’auto-organiser dans un e´tat stationnaire. Le
proble`me est ici aborde´ sous un angle diﬀe´rent en s’inte´ressant a` la dynamique
de 3 corps e´voluant dans un tre`s large re´seau de boucles identiques, voir ﬁgure
5.3.
Je pre´sente tout d’abord de manie`re de´taille´e le mode`le permettant de repre´-
senter simplement la dynamique des gouttes dans ce syste`me unidimensionnel.
Ensuite, je fournis quelques re´sultats nume´riques sur un syste`me a` grand nombre
de gouttes pour montrer que la dynamique sonde´e de´pend tre`s fortement des
conditions initiales. Finalement, je me focalise sur l’e´tude asymptotique a` 3
corps. Sur cette dernie`re partie, l’e´tude combine des outils nume´riques, analy-
109
λ1
λ2
L↑
L↓
Figure 5.3: Sche´ma du syste`me e´tudie´ : 3 gouttes sont advecte´es dans un re´seau
unidimensionnel de boucles. λ2 (resp. λ1) est la distance entre les 2 gouttes de
droite (resp. de gauche).
tiques et expe´rimentaux.
5.1 Dynamique d’une goutte dans un re´seau uni-
dimensionnel
La dynamique d’une goutte dans un re´seau unidimensionnel est tre`s bien
mode´lise´e par les 3 re`gles empiriques de´crites ci-dessous et sche´matise´es ﬁgure
5.4.
Tout d’abord, la vitesse d’une particule vp est proportionnelle a` la vitesse
moyenne du ﬂuide porteur vF = Q/S, ou` Q est le de´bit de la phase continue et
S la section du canal, voir ﬁgure 5.4A.
vp = βvF = β
Q
S
(5.1)
Le coeﬃcient de proportionnalite´ β de´pend de manie`re complexe de nombreux
parame`tres tel que η1/η2, R/w, R/h, Ca,... ou` η1, η2 sont les viscosite´s des 2
ﬂuides conside´re´s, R le rayon de la particule, w et h les dimensions du canal
perpendiculairement a` l’e´coulement et Ca le nombre capillaire [7]. Ce coeﬃ-
cient β a e´te´ calcule´ analytiquement dans le cas d’une bulle s’e´coulant dans une
conduite cylindrique par Bretherton [8]. Dans toute la suite, les particules consi-
de´re´es sont de meˆme taille et voyagent dans des canaux de section constante.
Elles sont donc transporte´es a` la meˆme vitesse. De plus, on fait l’approximation
que l’inﬂuence du nombre capillaire est ne´gligeable, permettant de conside´rer ce
nombre β inde´pendant de la vitesse du ﬂuide. Ainsi la vitesse des particules vp
peut eˆtre identiﬁe´e a` la vitesse moyenne du ﬂuide vF .
De plus, une particule se comporte comme un bouchon mobile dans le canal.
Ceci tend a` re´duire le de´bit dans ce canal. Cette proprie´te´ se mode´lise tre`s bien
mathe´matiquement par l’ajout d’une re´sistance hydrodynamique Rp pour le
canal ou` se trouve la goutte, voir ﬁgure 5.4B. Les quantite´s β etRp sont corre´le´es.
Cette dernie`re de´pend e´galement du volume de la goutte, de sa viscosite´ et de
sa vitesse [9]. De la meˆme fac¸on, on ne´glige dans toute la suite la de´pendance
en vitesse de cette re´sistance Rp pour la conside´rer comme constante. De plus,
la re´sistance hydrodynamique d’un canal de longueur L est proportionnelle a`
cette longueur, RH = AL, avec un facteur de proportionnalite´ A de´pendant
seulement de la ge´ome´trie du canal et de la viscosite´ du ﬂuide. On peut donc
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Rcanal = RH ∝ L
vF vp = βvF
vF
Rcanal = RH +Rp
Rcanal ∝ L+ Lp
L↑ > L↓
L↓
A
B
C
Figure 5.4: Sche´mas illustrant les 3 re`gles du mode`le pour la dynamique de
gouttes dans un re´seau unidimensionnel.
assimiler la re´sistance d’une goutte Rp a` une longueur Lp = Rp/A. Ainsi la
pre´sence d’une goutte a pour eﬀet d’augmenter de manie`re eﬀective la longueur
du canal dans lequel elle se trouve d’une longueur Lp, voir ﬁgure 5.4B.
Finalement, en ce qui concerne la re`gle de traﬁc a` une bifurcation, il est ave´re´
expe´rimentalement qu’une goutte emprunte toujours le chemin ou` le de´bit est
le plus important. Ceci est toujours observe´ lorsque les sections des canaux
constituant la bifurcation sont identiques. Pour une ge´ome´trie asyme´trique la
re`gle de traﬁc peut eˆtre beaucoup plus complexe [10]. Dans le cas d’une boucle ou`
la diﬀe´rence de pression entre les 2 branches est la meˆme, la goutte emprunte la
branche de re´sistance la plus faible ou en d’autres mots de longueur la plus petite,
voir ﬁgure 5.4C. Dans toute la suite j’appelle L↑ (resp. L↓) la longueur de la
branche la plus grande (resp. la plus petite). Comme pre´cise´ dans l’introduction,
cette re`gle de traﬁc est spe´ciﬁque a` des particules de´formables, telles que des
gouttes.
Le mode`le utilise´ pour rendre compte de la dynamique de gouttes dans des
re´seaux unidimensionnels est base´ sur ces 3 re`gles ainsi que sur l’analogie avec
les lois de Kirchhoﬀ de l’e´lectrocine´tique pour l’e´coulement du ﬂuide porteur.
Je pre´sente dans la suite quelques re´sultats nume´riques pour la dynamique
a` grand nombre de particules, puis l’e´tude a` 3 corps combinant simulations
nume´riques, calculs analytiques et expe´riences.
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Figure 5.5: Diagramme de bifurcation du processus d’aller-retour a` travers la
boucle.
5.2 Quelques re´sultats nume´riques pour Np ≫ 1
Cette e´tude a` grand nombre de particules, similaire a` celle eﬀectue´e par
Schindler et al dans [6], a permis de valider l’algorithme utilise´ pour mode´liser
la dynamique des gouttes. Le rapport des longueurs des branches est e´gal a` celui
utilise´ expe´rimentalement par Fuerstman et al et nume´riquement par Schindler
et al, a` savoir L↑/L↓ = 1.112. De plus, la re´sistance des gouttes est la meˆme que
dans [6], Lp/L↓ = 1.5. Le nombre de gouttes est ﬁxe´ a` 40.
Les simulations pre´sente´es ici reprennent les 2 expe´riences (e´cho et traﬁc)
de Fuerstman et al [3] e´voque´es en introduction du chapitre. La dynamique
d’un train de gouttes uniforme´ment se´pare´es initialement est e´tudie´e a` travers
un aller-retour dans une boucle ainsi que lors du passage dans 2 boucles iden-
tiques. La distance initiale entre les gouttes est note´e λinit et est varie´e entre
[0.02λmax, λmax] par pas de 0.02λmax. λmax est la distance maximale entre 2
gouttes pour qu’elles interagissent a` travers la boucle. Concre`tement c’est la
distance a` partir de laquelle la premie`re goutte sort de la boucle avant que la
seconde n’y entre. Son expression est donne´e par λmax = L↓
[
1+ (Lp+L↓)/L↑
]
.
La ﬁgure 5.5 pre´sente le diagramme de bifurcation de chacun de ces 2 sys-
te`mes en repre´sentant les distances ﬁnales ∆x/λmax entre les gouttes en fonction
de la distance initiale λinit/λmax. Le point le plus important a` noter est que ces
2 diagrammes ne sont en aucun cas identiques. Ils posse`dent des similarite´s mais
la dynamique relate´e n’est jamais la meˆme. Il n’est donc pas du tout e´quivalent
d’inverser l’e´coulement ou de rajouter une deuxie`me boucle au syste`me. La dy-
namique conduit a` 4 re´gimes diﬀe´rents en fonction de la se´paration initiale. Ces
4 re´gimes sont de´crits ci-dessous.
— Le re´gime n˚ 1 correspond au de´codage total du train de gouttes initial.
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En eﬀet, toutes les distances ﬁnales ∆x sont e´gales a` la distance λinit
(points sur la premie`re bissectrice). Ce re´gime n’est obtenu que pour le
syste`me aller-retour et n’a aucune raison a priori d’apparaˆıtre.
— Le deuxie`me re´gime exhibe un de´codage partiel du train de gouttes ini-
tial. Les distances ∆x sont e´gales a` λinit seulement dans le volume du
train de gouttes. Les gouttes aux bords du train ont une dynamique dif-
fe´rente. Ceci montre que les conditions aux limites du proble`me ont un
roˆle tre`s important dans la dynamique. De plus, cet e´tat n’est pas un
e´tat stationnaire. En eﬀet, des ite´rations supple´mentaires du processus
conduirait a` la destruction du de´codage en raison de la de´stabilisation par
les bords. Il est a` noter que les re´sultats de Fuerstman et al ont surement
e´te´ obtenus dans ce re´gime.
— Le re´gime n˚ 3 correspond a` l’obtention d’un motif multipe´riodique pour
le train ﬁnal et ceci seulement dans le volume du train. Encore une fois,
cet e´tat n’est pas stationnaire.
— Le dernier re´gime est celui pour lequel aucune syme´trie particulie`re n’est
obtenue sur le train de gouttes ﬁnal. Les gouttes s’arrangent selon une
se´quence ale´atoire.
Deux points sont a` retenir de cette e´tude a` Np ≫ 1 : (i) il n’y a aucune
e´quivalence entre l’expe´rience d’e´cho et l’expe´rience de traﬁc. Les 2 syste`mes
conduisent a` des re´sultats similaires mais pas identiques. (ii) Les re´gimes obser-
ve´s ne sont que des re´gimes transitoires pour lesquels les conditions initiales et
les conditions aux limites ont un roˆle crucial. Il est donc diﬃcile d’en tirer des
conclusions ge´ne´riques et robustes sur les processus d’interactions entre objets
advecte´s dans des re´seaux, meˆme aussi simples que ceux-ci.
Dans la suite, le choix a e´te´ fait de s’inte´resser seulement a` la dynamique
asymptotique de traﬁc (i.e. boucles en se´rie) pour un syste`me de 3 gouttes aﬁn
de comprendre comment celui-ci s’auto-organise dans un e´tat stationnaire en
fonction des parame`tres du proble`me.
5.3 Etude asymptotique a` 3 corps
Dans ce proble`me de traﬁc, le syste`me a` 3 corps est le plus simple non-trivial.
En eﬀet, le syste`me a` 2 particules conduit a` 2 types de dynamique triviale selon
les dimensions de la boucle. Si les longueurs des branches et la re´sistance des
gouttes sont telles que L↓+Lp < L↑, alors les 2 gouttes empruntent a` chaque fois
la branche du bas L↓. Dans ce cas, les 2 gouttes traversent les boucles a` la meˆme
vitesse et leur distance n’est pas modiﬁe´e. Si en revanche on a L↓+Lp > L↑, alors
la seconde goutte prend la branche du haut L↑. Etant plus longue, la branche
du haut est parcourue par la seconde goutte en un temps supe´rieur au temps de
traverse´e de la branche du bas par la premie`re goutte. Ainsi la distance inter-
particule ne fait que croˆıtre au passage des boucles successives jusqu’a` de´passer
la porte´e des interactions λmax. Dans les 2 cas, la dynamique asymptotique est
gele´e. Ceci justiﬁe de s’inte´resser en premier lieu au proble`me a` 3 corps.
Ce proble`me de´pend de 2 parame`tres sans dimension, tels que a = L↑/L↓
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Figure 5.6: 3 types de dynamique : A. Evaporation (a = 3, c = 1), B. Absorp-
tion (a = 4/3, c = 1) C. Convergence vers un attracteur (a = 10/9, c = 10/9).
quantiﬁant l’asyme´trie des boucles et c = Lp/L↓ mesurant a` quel point les
gouttes ”bouchent” les canaux dans lesquels elles se de´placent. En fonction de
ces 2 parame`tres, 3 types de dynamiques sont observe´s. Je pre´sente tout d’abord
ces 3 types de dynamiques en les expliquant qualitativement et en trac¸ant le
diagramme des phases de la dynamique dans le plan (1/a, 1/c). Dans un se-
cond temps, j’inse`re l’article ”Hamiltonian traﬃc dynamics in microﬂuidic-loop
networks” (Phys. Rev. Lett. 108, 034501 (2012)) s’attardant sur la troisie`me
dynamique observe´e.
5.3.1 3 types de dynamiques
La ﬁgure 5.3 pre´sente un sche´ma du syste`me e´tudie´ en pre´cisant les notations
utilise´es. Les distances entre les 3 gouttes sont note´es λ1 et λ2, la premie`re e´tant
la distance entre les gouttes rentrant en dernier dans les boucles.
En fonction des parame`tres a et c trois types de dynamiques sont observe´s.
La ﬁgure 5.6 donne un exemple de chacune de ces dynamiques. Les conditions
initiales utilise´es sont trace´es dans le plan (λ1/λmax, λ2/λmax) en haut de cette
ﬁgure. En bas est repre´sente´ chacun de ces couples (λ1/λmax, λ2/λmax) apre`s
e´volution dans 30 boucles (i.e. au temps n = 30).
Le cas A correspond a` une dynamique dite ”d’e´vaporation”. Aux temps longs,
pour les conditions initiales telles que l’une des distances λ1 ou λ2 est infe´rieure
a` λmax (points rouges ﬁgure 5.6A), λ1 reste constant alors que λ2 ne fait que
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L↓
L↑ < L↓ + Lp
L↓
L↑ < L↓ + Lp
L↓
L↑ > L↓ + LpA
B
C
Figure 5.7: Sche´mas illustrant les 3 types de dynamique asymptotique des 3
gouttes dans une boucle : A. Evaporation. B. Absorption. C. Attracteur.
croˆıtre, voir sche´ma ﬁgure 5.7A. Les deux dernie`res gouttes avancent donc a`
la meˆme vitesse a` travers les boucles alors que la premie`re avance plus vite et
se de´tache de ce cluster de 2 particules. Cette dynamique est observe´e dans le
cas ou` L↓ + Lp < L↑. Elle est donc obtenue pour des gouttes de petites tailles
ou des branches tre`s asyme´triques, ou` l’interaction eﬀective entre 2 gouttes est
nulle (seule la dynamique a` 3 corps donne une interaction eﬀective non nulle).
Cette dynamique est observe´e aux temps longs car une goutte seule empruntant
le chemin L↓ avance plus vite dans la boucle que 2 gouttes empruntant le meˆme
chemin L↓. En eﬀet, la re´sistance dans le deuxie`me cas est plus importante et le
de´bit plus faible. Pour les conditions initiales telles que λ1 et λ2 sont supe´rieurs
a` λmax, le syste`me n’e´volue pas car les gouttes n’interagissent pas au travers de
la boucle (point gris ﬁgure 5.6A).
Le cas B a e´te´ appele´ dynamique ”d’absorption”. Quelque soit la condition
initiale, le syste`me converge vers un e´tat absorbant ou` la dynamique est gele´e :
λ1 et λ2 sont supe´rieurs a` λmax et les gouttes n’interagissent plus, voir sche´ma
ﬁgure 5.7B. Cette dynamique est observe´e pour des valeurs des parame`tres a et
c interme´diaires (et tels que L↓ + Lp > L↑) : les interactions entre gouttes sont
suﬃsantes pour ne pas conduire a` une dynamique e´vaporative, mais pas assez
importantes pour maintenir la cohe´rence du cluster de 3 gouttes.
Le dernier cas correspond a` une dynamique ou` l’on observe la convergence
vers un attracteur. Cette dynamique est obtenue pour des boucles tre`s peu asy-
me´triques et/ou une re´sistance de goutte importante (tels que L↓ + Lp > L↑
comme dans le cas B). Les interactions entre les particules sont alors fortes et
le cluster de 3 gouttes reste cohe´rent pour une large gamme de conditions ini-
tiales (points rouges ﬁgure 5.6C), voir sche´ma ﬁgure 5.7C. Les autres conditions
initiales convergent vers le syste`me gele´ ou` il n’existe plus aucune interaction
(points gris ﬁgure 5.6C). Cette dynamique est de´crite de manie`re de´taille´e dans
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Figure 5.8: Diagramme de phase dans le plan (1/a, 1/c). Points noirs : dy-
namique d’e´vaporation. Points bleus : dynamique absorbante. Points rouges :
Existence d’un attracteur.
la section suivante.
Pour conclure cette section, je pre´sente ﬁgure 5.8 le diagramme des phases
de la dynamique dans le plan (1/a, 1/c) qui re´sume les interpre´tations qualita-
tives faˆıtes. Les points noirs correspondent a` une dynamique d’e´vaporation, les
points bleus a` une dynamique absorbante et les points rouges a` l’existence d’un
attracteur.
5.3.2 Hamiltonian traffic dynamics in microfluidic-loop net-
works
Abstract
Recent microﬂuidic experiments revealed that large particles advected in a
ﬂuidic loop display long-range hydrodynamic interactions. However, the conse-
quences of such couplings on the traﬃc dynamics in more complex networks
remain poorly understood. In this letter, we focus on the transport of a ﬁnite
number of particles in one-dimensional loop networks. By combining numeri-
cal, theoretical, and experimental eﬀorts, we evidence that this collective pro-
cess oﬀers a unique example of Hamiltonian dynamics for hydrodynamically
interacting particles. In addition, we show that the asymptotic trajectories are
necessarily reciprocal despite the microscopic traﬃc rules explicitly break the
time reversal symmetry. We exploit these two remarkable properties to account
for the salient features of the eﬀective three-particle interaction induced by the
exploration of ﬂuidic loops.
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Introduction
The long-range nature of the hydrodynamic interactions is responsible for
fascinating collective phenomena in non-equilibrium suspensions, such as the ve-
locity ﬂuctuations of sedimenting particles [11], and the emergence of coherent
structures in isotropic suspensions of active particles [12]. However, in conﬁ-
ned geometries, the walls screen exponentially the correlations of the particle
velocity [13]. Hence, no collective traﬃc phenomenon can occur when dilute
suspensions ﬂow in ducts having a width comparable to the particle size. None-
theless, recent microﬂuidic experiments in channels including a loop, revealed a
rich variety of collective dynamics, such as multiperiodic and multistable traﬃc
patterns [14, 3, 15, 16, 2, 4, 5]. These experimental observations have been
rationalized on the basis of two empirical rules [2] : as a particle enters a loop, it
takes the branch in which the ﬂow rate is maximal, and (ii) the particles partly
obstruct the branch in which they ﬂow. Consequently, the particle velocity at a
node is a function of the particle positions in the whole loop, thereby inducing
localized but long-range hydrodynamic interactions. So far, most of the research
on microﬂuidic traﬃc ﬂows have been dedicated to the transport through a single
ﬂuidic loop fed at a constant rate by a continuous droplet/bubble stream.
In this letter, we investigate the dynamics of a ﬁnite number of particles
cruising in an extended loop-network, see Fig. 5.3. We henceforth focus on the
three-body problem. This setup is the basic building block to model the traf-
ﬁc dynamics of dilute suspensions (the case of two particles being trivial). Our
primary idea is to consider the traﬃc through a single loop as a scattering pro-
cess, which maps the distances λ(n) = [λ1(n), λ2(n)] between the three particles
entering the loop n into a new set of distances λ(n + 1) = S[λ(n)], where S is
the scattering map. The transport through the entire network is then conceived
as a discrete dynamical system, for which the loop index n stands for the time
variable. From this perspective, we ﬁrst evidence that, remarkably, the asymp-
totic traﬃc dynamics is Hamiltonian. To the best of our knowledge, this is the
only system of hydrodynamically interacting particles, for which an Hamilto-
nian description exists. Moreover, we show that the dynamics is asymptotically
invariant upon time reversal symmetry despite the microscopic traﬃc rules are
explicitly non-reciprocal. We exploit these two features to account for the geo-
metrical and the dynamical properties of the scattering map S. We close this
paper, by comparing our theoretical predictions to microﬂuidic experiments. A
quantitative agreement is found without any free ﬁtting parameter.
Results
We use a well established framework to model the traﬃc dynamics in a
ﬂuidic network made of a chain of N identical loops [14]. Precisely, it consists
of four rules, which have proven to yield excellent agreement with the experi-
ments [14, 16, 2, 4, 5] : (i) The ﬂow state of the ﬂuid in the network is given
by the analogous of the Kirchhoﬀ laws. (ii) The particles are supposed to have
a constant mobility coeﬃcient. Therefore, we identify the ﬂuid and the particle
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velocities. (iii) When it reaches a vertex, a particle takes the branch where the
ﬂuid velocity is the higher. Note that this empirical rule, observed on deformable
particles, is explicitly non-reciprocal. (iv) The particles partly obstruct the chan-
nels in which they journey. Precisely, the hydrodynamic resistances, expressed
in unit-length, are given by : L↓,↑(n↓,↑) = L↓,↑ + n↓,↑Lp, where the n↓,↑ are the
numbers of particles advected in the upper and in the lower branches respecti-
vely. The L↓,↑ represent the branches’ length, and Lp is the constant additional
resistance induced by a single droplet. It follows that the particle velocity in the
upper branch is :
v↑ = v
L↓(n↓)
L↓(n↓) + L↑(n↑)
, (5.2)
where v is the ﬂuid velocity outside the loops. A symmetric formula holds for the
lower branch. We apply the above rules numerically using the event-driven al-
gorithm introduced in [6] for a 1-loop network and iterate it N times. We record
the distances λ1(n) and λ2(n), irrespective of the particle ordering, between the
particles entering the loop n, see Fig. 5.3. The traﬃc dynamics is parametri-
zed by two dimensionless numbers : the loop-aspect ratio a ≡ L↑/L↓ and the
”clogging-parameter” c ≡ Lp/L↓, which quantiﬁes how much a particle hinders
the ﬂow in a given branch. In all that follows, we restrain ourselves to weakly
asymmetric loops for which 1 < a < 2 and a < 1+c. Within this approximation,
a particle entering a loop journeys through the less occupied branch, or through
the lower branch if the loop is empty.
The gross features of the traﬃc dynamics do not depend on the aspect ratio
a. The phase plane (λ1, λ2) is divided into two basins of attraction, Fig. 5.9(a).
Starting from the rightmost basin, the system is quickly absorbed into the
upper-right part of the plane, where the interparticle distances remain constant,
Figs. 5.9(b) and 5.9(c). Starting from the leftmost basin, the system reaches a
compact region ﬁlled with a continuous ensemble of periodic orbits centered
on a unique ﬁxed point. The distances oscillate around a constant value, and
the orbits are either one dimensional curves, or zero dimensional (viz. retur-
ning repeatedly to a ﬁnite number of points). Two typical examples are given in
Figs. 5.9(b) and 5.9(c) and in the appendix 5.5.1. These two regions are reached
after ∼ 10 loops.
The absorbing region is deﬁned by the inter-particle distance λmax above
which a particle enters the loop after the previous one has left it. This distance is
easily deduced from Eq. 5.2 : λmax = L↓
(
1 + 1+ca
)
. Above λmax, the particles do
not interact, and the scattering-map is trivial whatever a and c : S = I. Conver-
sely, the geometry and the topology of the closed orbits strongly depend on the
clogging parameter. First, we shall distinguish two regimes from the periods of
the orbits. In Fig. 5.11, we show the variations of the typical oscillation period,
τ , as a function of the clogging parameter c. There exist two limit values, c− and
c+, below and above which all the orbits share the same period. Moreover, for
c < c−, and c > c+, the 1D-orbits are self-similar ellipses centered on a margi-
nally stable ﬁxed point, which lies on the line λ1 = λ2, see Fig. 5.9(b). Therefore,
the S-map is necessarily aﬃne for this range of parameters. We emphasize that
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Figure 5.9: Numerical results obtained for : a = 10/9. (a)- Basins of attraction
of the S-map. The grey dots correspond to initial distances yielding stationary
asymptotic dynamics (zone C). The red dots converge to closed periodic orbits.
Clogging parameter : c = 10/9. (b)- Dots : Superimposed asymptotic trajectories
for c = 20/9. The red (resp. grey) trajectories are enclosed in region B (resp.
C). The 8 polygons correspond to the 8 traﬃcking scenarios introduced in page
3. (c)- Dots : Superimposed asymptotic trajectories, same parameters as in (a).
The red (resp. grey) trajectories are enclosed in regions A and B (resp. in region
C). (d)- Close-up of the edge of one island, same parameters as in (c).
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λ1 = λ2 is a symmetry axis of the ellipses independently of a and c. In contrast,
for intermediate clogging parameters (c− < c < c+), τ strongly depends on the
initial conditions, and more than one period is detected, see Fig. 5.11. In ad-
dition, at least one of the invariant curves has a non-elliptical shape. However,
the global symmetry of the phase portrait with respect to λ1 = λ2 is preserved,
see Fig. 5.9(c). Several closed orbits are destabilized into separatrix and island
chains centered on stable p-periodic points. Trajectories with p = 15 are clearly
seen in Fig. 5.9(c). We systematically observed a hierarchy of island chains, as
exempliﬁed in the close-up shown in Fig. 5.9(d). The inner part of the largest
islands clearly include island chains as well. They are separated by large chaotic
regions, which also exist at the largest scale of the phase portrait, though they
are much less extended.
We close this numerical section with the ﬁrst main result of this letter. Re-
markably, all the features of the phase portrait are the hallmarks of Hamiltonian
mappings, despite the traﬃc dynamics is a driven dissipative process. We shall
note that ﬂuid mechanics oﬀers other examples of Hamiltonian descriptions for
advected particles. However, these models have so far been restricted to non-
interacting passive tracers in bidimensional and incompressible ﬂuids, for which
the stream function readily provides an eﬀective Hamiltonian [17]. The system,
we consider here, does not belong to this class. Both the loop geometry and the
eﬀective hydrodynamic coupling between the particles, make impossible the use
of a stream function as an eﬀective Hamiltonian.
To elucidate the Hamiltonian nature of the traﬃcking dynamics, we construct
explicitly the scattering map S. To do so, we ﬁrst note that there exist 8
diﬀerent traﬃc scenarios, labeled by X = A, . . . ,H. These scenarios are de-
ﬁned by the time ordered sequences of the ﬁve occupation states, (n↑, n↓),
reached as the three particles journey through the loop. The system transit
from one occupation state to an other, when a particle reaches one of the two
vertices of the loop. To make this deﬁnition clearer, we write explicitly the
sequences corresponding to the two scenarios, which chieﬂy rule the asympto-
tic dynamics. The scenario A = {(0, 1), (1, 1), (1, 2), (1, 1), (0, 1)} is exempliﬁed
by the experimental pictures in Fig. 5.12(a). Three particles journey simulta-
neously in the loop, thereby inducing a change in the particle distances. Scenario
B = {(0, 1), (1, 1), (1, 0), (1, 1), (0, 1)}, the loop is explored at most by two par-
ticles simultaneously. The other six traﬃc patterns are explicitly given in the
appendix 5.5.2, and sketched in Fig. 5.10. Practically, S is a piecewise map,
which has a diﬀerent analytical expression, SX , for each scenario. We ﬁrst lo-
cate the regions of the phase plane in which each scenario prevails. To do so,
using Eq. 5.2, we compute the ﬁve times, t
(i)
X , i = 1 . . . 5, at which a particle
reaches a vertex. The linearity of the Kirchhoﬀ laws, implies that the t
(i)
X are
linear functions of λ1 and λ2. Consequently, the region corresponding to the
scenario X is a polygon deﬁned by the inequalities : t
(i)
X (λ1, λ2) < t
(i+1)
X (λ1, λ2).
The 8 polygons tile the phase plane as illustrated in Fig. 5.9. We can then cal-
culate the two distances SX(λ(n)) = (λ1(n + 1), λ2(n + 1)) by computing the
time intervals, which separate the exit of two subsequent particles from the loop,
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Figure 5.10: Sketch of the traﬃc sequences corresponding to the eight traﬃc
regions through a single ﬂuidic loop.
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and multiplying it by the ﬂuid velocity outside the loops, v = v↑ + v↓. Again,
the Kirchhoﬀ laws require the SX to be aﬃne functions of the interparticle dis-
tances : λ(n + 1) = MX · λ(n) + LX , where the MX and the LX are constant
matrices and constant vectors. Their exact but lengthy expressions are given in
the appendix 5.5.2.
We now exploit these analytical results to give a more physical insight on the
geometrical and dynamical properties of the traﬃc dynamics. Firstly, by super-
imposing the numerical trajectories on the eight regions of the phase plane, we
notice that the asymptotic orbits are enclosed only in the union of the polygons
A and B, Fig. 5.9. Moreover, the orbits that are enclosed in only one of those
two regions are ellipses. To account for these observations, we compute the ei-
genvalues and the determinant of the MX . Independently of the values of a and
c, MX is area preserving, detMX = 1, in these two regions. Beyond our nume-
rical observations, this central result unambiguously proves that the 3-particles
dynamics is Hamiltonian in A and B. Furthermore, a tedious calculation pro-
ved that the eigenvalues of MA and MB are two complex conjugate numbers,
see appendix 5.5.3. Consequently, the orbits are necessarily self-similar ellipses
centered on a unique ﬁxed point, when solely enclosed in A or B, in agree-
ment with our numerical results, Fig. 5.9. In addition, the system necessarily
converges toward the three Hamiltonian regions A, B, and C (region C corres-
ponds to the trivial case SC = I). Indeed, | detMX | takes only two diﬀerent
expressions elsewhere. | detMX | = a(1 + c)/(a + c), in regions X = D,E, F,G
and | detMX | = (1 + c)(a + c)/[a(1 + 2c)], in region X = H. In both cases we
verify that | detMX | > 1, as 1 < a < 1 + c. This implies that, asymptotically,
the corresponding maps yield a continuous increase of |λ1| and |λ2|. Therefore,
as these maps are deﬁned only in polygons having a ﬁnite width, we conclude
that the system escapes from these regions as the particles ﬂow through the
loops. We also infer from this observation, that the largest invariant curve is
tangent to one of the boundary lines of the polygon A ∪B, see Fig. 5.9.
A second and important generic result is that the asymptotic traﬃc dyna-
mics is time reversible. We now outline the demonstration of this result, which
we use to account for the symmetry of the phase portrait with respect to the
λ1 = λ2 direction. In this context, time-reversal corresponds to the permutation
of the inter-particle distances : T : (λ1, λ2) → (λ2, λ1). Indeed, the last two
particles that exit a loop correspond to the ﬁrst two entering particles when re-
versing the ﬂow. Saying that S is time-reversible thus translates into T ST S = I.
This relation is obviously met along 1D trajectories enclosed in only one of the
two regions A or B. The corresponding traﬃc scenarios indeed correspond to
palindromic sequences of occupation states. The same result can be also directly
checked, by computing (T SX)
2, where X = A,B, using the analytic expressions
of the aﬃne maps given in the appendix 5.5.2. This identity is also satisﬁed for
trajectories overlapping the polygons A and B as well. The reason for this is
that T SX(λ) ∈ X for the λs belonging to the invariant curves of the region
X = A,B. The demonstration of this last result is tedious. It is detailed in the
appendix 5.5.4. In order to show that the global symmetry of the phase por-
trait reﬂects the invariance upon time-reversal symmetry, let us consider a 1D
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Figure 5.11: The period, τ , deﬁned from the maximum of the power spectra
of λ1(n), is plotted versus the inverse of the clogging parameter c, for a = 10/9.
Each point corresponds to a diﬀerent initial condition. Full (resp. dotted) line :
theoretical predictions for the periods τB (resp. τA). Inset : Phase portrait for
c = 0.9628, the period does not depend on the initial condition, but the self-
similar trajectories are not elliptic.
orbit that crosses the symmetry line of T , at a point λs = T λs. Noting, that
T 2 = I and S−1 = T ST , we have S−nT = T SnT . Combining this relation and
Snλs = SnT λs yields Snλs = T S−nλs. This last identity precisely means that
the entire orbit is symmetric with respect to T , as any λ on this orbit can be
generated from λs (λ = Snλs).
We now complete this description by a brief comment on the properties of the
mean oscillation period, τ , of the asymptotic dynamics. For small (resp. large) c,
the orbits are included in the region A (resp. B) only. Therefore, the periods τA
and τB correspond to the argument of the eigenvalues of the matrices MA and
MB . They are plotted versus 1/c in Fig. 5.11 , using the analytic expressions gi-
ven in the appendix 5.5.3. For intermediate clogging parameters, the orbits over-
lap A and B. Over a period, nA loops are explored according to the scenario A
and nB according to the scenario B. As the trajectories are closed curves around
the ﬁxed point, τ satisﬁes 2π/τ = [2π〈nA〉/τA + 2π〈nB〉/τB ] / [〈nA〉+ 〈nB〉].
This relation implies that the oscillation period is bounded by τA and τB , in
agreement with Fig. 5.11. We also understand why there exists a unique period
when the ﬁxed point is on the boundary-line between A and B. As it includes
the center of the ellipses, this line separates the elliptic orbits of both regions
into two identical parts. Therefore, 〈nA〉 = τA/2, and 〈nB〉 = τB/2. This is
again conﬁrmed by the plots in Fig. 5.11 and Fig. 5.11 inset.
Finally, to further conﬁrm our theoretical predictions, we compare them to
microﬂuidic experiments. Using the method introduced in [18, 19] and in sections
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Figure 5.12: (a)- Five subsequent pictures of a typical experiment. Three drops
(highlighted with a red dot) explore one loop according to the scenario A. (b)-
Grey polygons : regions in which each scenario is expected from the theory.
Connected dots : experimental trajectories recorded after 5 loops have been
explored. The greylevel of each dot codes for the observed traﬃcking scenario.
The blue dots correspond to a loop including a geometrical defect. Red line :
λ1 = λ2.
2.1 and 2.2.2, we made a device including 20 identical loops (L↑ = 1, 675mm,
L↓ = 1.525mm, channel width 75µm and height 75µm). We monitored the tra-
jectories of several triplets of identical water droplets advected by a continuous
phase of hexadecane oil, Fig. 5.12(a). By comparing the velocity of an isolated
droplet in the upper branches and in the straight parts of the channel, we de-
duce the experimental value of Ld = 1.2 ± 0.25mm from Eq. 5.2. This makes
possible a direct comparison between our experimental and our theoretical re-
sults, without any free ﬁtting parameter. The evolution of λ1(n) and λ2(n) are
plotted in Fig. 5.12(b). The grey value of each point codes for the traﬃc scena-
rio we observed experimentally. Though, the ﬁne structure of the phase portrait
cannot be probed with a 20-loops network, an excellent agreement between our
experimental and theoretical results is found, when considering the three ge-
neric features of the asymptotic-dynamics : (i) The two asymptotic-dynamics
schemes. The distances oscillate around a ﬁxed point when λ1, λ2 < λmax and
the traﬃc scenarios are of type A or B only. In contrast, when λ1, λ2 > λmax, we
only observed small and non-predictible variations of the λi. Complete freezing
was never observed due to ﬂuctuations in the droplet size, inducing diﬀerences
in the droplets’ mobility. (ii) Our model perfectly predicts the location of the
straight boundaries between the diﬀerent traﬃc regions. (iii) The experimental
phase portrait is symmetric with respect to the λ1 = λ2 direction.
In conclusion, combining experimental, numerical and theoretical tools, we
have provided a comprehensive description of the 3-body traﬃc dynamics.
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We expect that the generalization of our approach to coupled elementary
traﬃc maps should provide a useful toolbox to design functional microﬂuidic
devices.
5.4 Conclusion
En conclusion de ce chapitre, je justiﬁe a posteriori la pertinence de l’e´tude
du proble`me a` 3 corps dans ce syste`me de boucles. A la ﬁn de ma premie`re anne´e
de the`se j’ai eu l’occasion avec Denis Bartolo de superviser le stage d’un e´tudiant
de Master 2, Julien-Piera Vest, portant principalement sur l’e´tude asymptotique
du syste`me a` grand nombre de particules. Comme pre´cise´ dans les premie`res sec-
tions de ce chapitre, ce syste`me est tre`s complexe et il est diﬃcile d’en tirer des
conclusions ge´ne´rales. Mais nous avons tout de meˆme obtenu un re´sultat nu-
me´rique tre`s inte´ressant. Dans le cas de boucles peu asyme´triques (i.e. ou` l’on
observe un attracteur pour la dynamique a` 3 gouttes), le syste`me de Np ≫ 1
n’est pas stable. En eﬀet, quelle que soit la condition initiale, le cluster original
forme´ par un grand nombre de gouttes se se´pare en plusieurs clusters inde´pen-
dants et cohe´rents posse´dant un nombre de particules faible et impair (3, 5 ou
7). Je parle de clusters inde´pendants car la distance les se´parant est supe´rieure
a` λmax et ne fait que croˆıtre dans l’e´tat stationnaire. Ainsi asymptotiquement,
la dynamique a` grand nombre de particules converge vers la dynamique a` peu
de corps e´tudie´e ici.
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5.5 Annexes : Hamiltonian traffic dynamics in
microfluidic-loop networks : Supplementary
informations
5.5.1 Oscillatory dynamics
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Figure 5.13: Numerical results obtained for a = c = 10/9. (a) Variations of
λ1(n) and λ2(n) for a trajectory enclosed in region A only. (b) Variations of
λ1(n) and λ2(n) for a trajectory, that overlaps the regions A and B.
We show the variations of the inter particle distance with the loop index n
in Fig. 5.13 . These numerical plots reveal : (i) that the oscillations of λ1 and
λ2 are out of phase, and (ii) that more that one oscillation period exists when
both the regions A and B are explored in the phase plane, Fig. 5.13. These two
regions (deﬁned in Fig. 5.9b and c) corresponds to the traﬃc scenarios A and
B sketched in Fig. 5.10.
5.5.2 Traffic Scenarios
The eight diﬀerent traﬃc scenarios are sketched in the ﬁgure 5.10. We recall
that the map S, deﬁned by λ(n+1) = S(λ(n)) is a piecewise aﬃne map. Its exact
expressions in the eight regions associated to the scenarios X = A,B, . . . ,H are
(setting λmax as the unit length) :
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— Region A = {(0, 1), (1, 1), (1, 2), (1, 1), (0, 1)} :
[
λ1(n+ 1)
λ2(n+ 1)
]
=
[
(a+c)(a+c+1)
a(c+1)(a+2c+1) − cc+1
c
c+1
a(2c+1)(a+2c+1)
(c+1)(a+c)(a+c+1)
] [
λ1(n)
λ2(n)
]
+
[
2c−a(a+c)+1
c+1
a(a+2c+1)(a2+(a−2)c−1)
(c+1)(a+c)(a+c+1)
] (5.3)
— Region B = {(0, 1), (1, 1), (1, 0), (1, 1), (0, 1)} :
[
λ1(n+ 1)
λ2(n+ 1)
]
=
[
a+c
ca+a − c(a+c)(c+1)(a+c+1)
c(a+c)
(c+1)(a+c+1)
a(a+2c+1)(2ca+a+2c(c+1)+1)
(c+1)(a+c)(a+c+1)2
] [
λ1(n)
λ2(n)
]
+

 −(a−1)(a+1)2−(a−2)c2+(−2a2+a+2)c(c+1)(a+c+1)
a(a+2c+1)((a−1)(a+1)2+(a−2)c2+(a(2a−1)−2)c)
(c+1)(a+c)(a+c+1)2


(5.4)
— Region C = {(0, 1), (0, 0), (0, 1), (0, 0), (0, 1)} :
[
λ1(n+ 1)
λ2(n+ 1)
]
=
[
1 0
0 1
] [
λ1(n)
λ2(n)
]
+
[
0
0
]
(5.5)
— Region D = {(0, 1), (1, 1), (1, 0), (0, 0), (0, 1)} :
[
λ1(n+ 1)
λ2(n+ 1)
]
=
[
1 − aca+c+1
0 a(c+1)a+c
] [
λ1(n)
λ2(n)
]
+
[
c−a(a2+a+(a−1)c−1)+1
a+c+1
(a−1)a(a+c+1)
a+c
]
(5.6)
— Region E = {(0, 1), (0, 0), (0, 1), (1, 1), (1, 0)} :
[
λ1(n+ 1)
λ2(n+ 1)
]
=
[
a(c+1)
a+c 0
c(c+1)
(a+c)(a+c+1) 1
] [
λ1(n)
λ2(n)
]
+
[
(a−1)a(a+c+1)
a+c
− c(c+1)(a+c)(a+c+1)
]
(5.7)
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— Region F = {(0, 1), (1, 1), (1, 0), (1, 1), (1, 0)} :
[
λ1(n+ 1)
λ2(n+ 1)
]
=
[
−1 aca+c+1
1 a(a+2c+1)(a+c)(a+c+1)
] [
λ1(n)
λ2(n)
]
+
[
a
(
a−1
a+c + a+
a+1
a+c+1 − 2
)
0
] (5.8)
— Region G = {(0, 1), (1, 1), (1, 2), (1, 1), (1, 0)} :
[
λ1(n+ 1)
λ2(n+ 1)
]
=
[
− a+c+1a+2c+1 aca+c
1 a(a+2c+1)(a+c)(a+c+1)
] [
λ1(n)
λ2(n)
]
+
[
a(a2+(a−2)c−1)
a+c
0
] (5.9)
— Region H = {(0, 1), (1, 1), (1, 2), (0, 2), (0, 1)} :
[
λ1(n+ 1)
λ2(n+ 1)
]
=
[
(a+c)(a+c+1)
a(a+2c+1) 1
− c(a+c)2ca+a a+1a+c+1 − 2
] [
λ1(n)
λ2(n)
]
+
[
0
− (a+2c+1)(a
2+(a−2)c−1)
(a+c+1)(2c+1)
] (5.10)
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5.5.3 Eigenvalues in the regions A and B
The eigenvalues of the matricesMA andMB are complex conjugate and their
modules equal to 1. The argument of the eigenvalues corresponds to a rotation
of angle θ in the phase plane, given by the lengthy expressions :
— Scenario A :
θA = arctan

a(a+ c)(a+ c+ 1)(a+ 2c+ 1)
√
4− (c3+(8a2+4a+1)c2+2a(a+1)(4a+1)c+2a2(a+1)2)2a2(a+c)2(a+c+1)2(a+2c+1)2
c3 + (8a2 + 4a+ 1) c2 + 2a(a+ 1)(4a+ 1)c+ 2a2(a+ 1)2


(5.11)
— Scenario B :
θB = arctan

a(a+ c)(a+ c+ 1)2
√
c2(c2+4ac+c+2a(a+1))(−c+2a(a+c)−1)(c+2a(a+c+1))
a2(a+c)2(a+c+1)4
c3 + 2a(a+ 1)(3a+ 1)c+ 2a2(a+ 1)2 + (2ac+ c)2


(5.12)
We readily infer that the maximal rotation angle is bounded by π/2. The cor-
responding temporal periods are given by τA = 2π/θA and τB = 2π/θB .
We note also that the period of the S map takes a more simple form in
the two following asymptotic limits : c ≪ 1 (implying that a ∼ 1), τA ∼
π
√
3 + (4π/
√
3)c−1, and c ≫ 1, τB ∼ 2π/ arctan(
√
4a2 − 1) + 2π(4a2 + a −
1)/(
√
4a2 − 1 arctan(√4a2 − 1))c−1. These two asymptotic formula yield an ex-
cellent agreement with our numerical ﬁndings.
5.5.4 Demonstration of the identity : T ST S = I
To ﬁnalize the demonstration of this identity, we need to show that the image
of the region A by the involution T S does not overlap the region B, and vice
versa. To do so, let us ﬁrst demonstrate that the boundary line that separates
the regions A and B is invariant upon T S. The λs that belong to this line
fulﬁll the condition : t
(2)
A (λ) = t
(3)
A (λ) = t
(2)
B (λ) = t
(3)
B (λ). A straightforward
calculation of these times yields the parametric equation of the boundary line :{
λ1/λmax = t
λ2/λmax = − (a+c)(a+c+1)a(a+2c+1) t+ 1
(5.13)
Applying T SA to Eq. 5.13, we obtain another parametric equation for a straight
line : 

λ′1/λmax =
a2(a+2c+1)
(c+1)(a+c+1) − s
λ′2/λmax = (a+ c+ 1)
(
1−a
c+1 +
(a+c)
a(a+2c+1)s
) (5.14)
Setting t = a
2(a+2c+1)
(c+1)(a+c+1) −s, we readily show that the two set of equations para-
metrize the same line. Following the same method we show that the boundary
line is invariant upon T SB as well.
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Figure 5.14: Tiling of the phase plane by the 8 polygonal regions, and locali-
zation of the triangles : (α, β, γ) and (γ, δ, ǫ).
As the region A is enclosed in the triangle (α, β, γ) deﬁned in Fig. 5.14, sho-
wing that the T SA(α = (0, 0)) is located below the boundary line implies, that
for all λ ∈ A, and lying along an invariant curve : T ST S(λ) = T SAT SA(λ).
This is readily done using Eq. 5.3. The same reasoning applies to region B which
is enclosed in the triangle (γ, δ, ǫ) also deﬁned in Fig. 5.14.
We then conclude that for all λ ∈ A∪B and belonging to an invariant curve
of S : T ST S(λ) = T SAT SA(λ) or T ST S(λ) = T SBT SB(λ).
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Re´sume´
Ce travail de the`se expe´rimental porte principalement sur deux e´tudes concer-
nant la dynamique collective de particules dans des e´coulements a` tre`s faible
nombre de Reynolds et dans des environnements conﬁne´s. Dans ces syste`mes
les particules interagissent via des couplages hydrodynamiques a` longue porte´e
d’origine ge´ome´trique ou topologique. Le the`me ge´ne´ral faisant le pont entre ces
deux e´tudes est la notion de re´versibilite´ hydrodynamique. De part les me´thodes
mises en oeuvre pour aborder ces proble`mes, cette the`se se place a` l’interface
de trois grands domaines de la physique : l’hydrodynamique, la matie`re molle
et les syste`mes dynamiques.
Le premier syste`me est un ensemble de gouttes microme´triques conﬁne´es
dans une cellule de Hele-Shaw et soumis a` un e´coulement sinuso¨ıdal aﬁn de son-
der la nature re´versible de la dynamique. Cette expe´rience d’e´cho caracte´rise´e
par une dynamique microscopique comple`tement re´versible met en e´vidence une
transition de phase du premier ordre entre un e´tat macroscopique re´versible en
dessous d’une certaine amplitude d’oscillation et un e´tat macroscopique irre´ver-
sible au dessus de cette amplitude. De plus, il est montre´ que cette transition
n’est pas seulement dynamique mais e´galement structurale.
La seconde e´tude correspond quant a` elle a` une expe´rience de traﬁc dans un
re´seau de boucles microﬂuidiques ou` la dynamique asymptotique du syste`me a`
3 corps est e´tudie´e de manie`re extensive. En combinant des e´tudes nume´riques,
analytiques et expe´rimentales, il est montre´ que cette dynamique de traﬁc est
Hamiltonienne et re´versible.
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