Dynamics of a Quantum Phase Transition in the XXZ Model by Pellegrini, Franco
Universita` di Pisa
Facolta` di Scienze Matematiche Fisiche e Naturali
Corso di Laurea Specialistica in Scienze Fisiche
Anno Accademico 2006/2007
Tesi di Laurea Specialistica
Dynamics of a Quantum Phase
Transition in the XXZ Model
CANDIDATO Relatori
Franco Pellegrini Prof. Rosario Fazio
Dott. Simone Montangero
CONTENTS
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2. Phase Transitions . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1 Critical Phenomena and Critical Exponents . . . . . . . . . . 4
2.2 Quantum Phase Transitions . . . . . . . . . . . . . . . . . . . 5
3. Dynamics of a Phase Transition . . . . . . . . . . . . . . . . . 7
3.1 Kibble-Zurek Mechanism . . . . . . . . . . . . . . . . . . . . . 8
3.1.1 The quantum case . . . . . . . . . . . . . . . . . . . . 11
3.2 Landau-Zener Formula . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Relation between LZF and KZM . . . . . . . . . . . . . . . . 15
3.4 Adiabatic dynamics of the Quantum Ising Model . . . . . . . 17
4. The XXZ Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2 Bethe Ansatz . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2.1 ∆ > 1: The Ferromagnetic Case . . . . . . . . . . . . . 31
4.2.2 −1 < ∆ < 1: The Critical Region . . . . . . . . . . . . 32
4.2.3 ∆ < −1: The Antiferromagnetic Case . . . . . . . . . . 34
4.3 Free Boundary Conditions . . . . . . . . . . . . . . . . . . . . 35
4.4 Scaling of the gap in the XXZ chain . . . . . . . . . . . . . . . 39
5. Dynamics of a Phase Transition in the XXZ Model . . . . . 43
5.1 The Quenching Procedure . . . . . . . . . . . . . . . . . . . . 43
5.2 Slow Quenches: the Landau-Zener Regime . . . . . . . . . . . 46
5.3 Fast Quenches: the Kibble-Zurek Regime . . . . . . . . . . . . 50
6. Conclusion and Outlooks . . . . . . . . . . . . . . . . . . . . . . 57
Appendix 59
A. The Density Matrix Renormalization Group . . . . . . . . . 61
iv Contents
A.1 Wilson’s Renormalization Group . . . . . . . . . . . . . . . . 62
A.2 Infinite System DMRG . . . . . . . . . . . . . . . . . . . . . . 64
A.3 Finite System DMRG . . . . . . . . . . . . . . . . . . . . . . . 67
A.4 Time-dependent DMRG . . . . . . . . . . . . . . . . . . . . . 68
1. INTRODUCTION
Desire to have things done quickly
prevents their being done thoroughly
Confucius
Phase transitions are very important phenomena in physics, as they are
found in all kinds of systems in almost every field of research, from freezing
water up to the evolution of the early universe. Over the years, much effort
has been dedicated to the classification and description of every kind of phase
transition in terms of thermodynamic quantities and other equilibrium prop-
erties, but less research has focused itself on the non-equilibrium dynamical
properties of such systems.
Among the various aspects of the dynamics of a phase transition, an im-
portant role is played by the adiabatic dynamics of a phase transition. In
particular, as pointed out by Kibble [1] and Zurek [2], the impossibility for
the information about the characteristics of the phase transition to travel
through the whole system fast enough during the transition itself, leads in
most real situations and experiments, carried out at a finite speed, to the
formation of defects in the final state of the system. In this sense, adia-
batic dynamics is an unavoidable aspect of any real phase transition, which
explains the importance of a general theory for its description.
This theory comes in the form of an ingenuous schematization, falling
under the name of Kibble-Zurek mechanism, that can lead us to a simple
and effective description of a large variety of real phase transition processes
and experiments. Originally proposed by Kibble to model the early evolution
of the universe, this theory was later extended by Zurek to describe solid state
systems, which both confirmed its general validity and opened the possibility
to realize ‘cosmological experiments’ in condensed matter systems, proposing
a parallel between these two seemingly unrelated fields.
In this thesis we will apply this kind of analysis to a simple, yet very
important, model of one-dimensional magnetic system: the XXZ model. This
model consists of a chain of spin-1
2
interacting via a Heisenberg coupling
anisotropic in one direction. By changing the degree of anisotropy of the
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z coupling, we can change the spectrum of the system, which shows a gap
closing to zero in the thermodynamic limit for an extended region of critical
points. This is particularly interesting, as Kibble-Zurek mechanism has been
previously applied only to models showing a single critical point. We will
thus investigate what happens when we realize an evolution which passes
through the critical region, in order to see if Kibble-Zurek schematization
still applies in this more general case.
We use the time-dependent Density Matrix Renormalization Group algo-
rithm (t-DMRG) to simulate this system and its evolution, in order to nu-
merically investigate the effect of the transition properties on the final state
of the system; we then compare our results to the various models describing
the transition dynamics in different regimes, to give a theoretical explanation
of our numerical findings.
The outline of this thesis will be the following: In Chapter 2 we will review
some basic aspects of classical and quantum phase transitions; in Chapter 3
we will introduce some required tools for the analysis of the dynamics of a
phase transition, among which the aforementioned Kibble-Zurek mechanism;
in Chapter 4 we will describe the model under study, from an analytic as well
as computational point of view; and finally in Chapter 5 we will expose our
results for the dynamics of the phase transition of our model. In Appendix
A we will describe in some detail the t-DMRG algorithm used to realize our
simulations.
2. PHASE TRANSITIONS
Phase transitions are, generally speaking, processes in which a system passes
from one phase to another, that is it undergoes a change in one of its prop-
erties, such as symmetry, conformation or another global physical quantity.
Some phase transitions, such as the solid-liquid and liquid-gaseous ones, have
been known and studied for centuries, but only at the beginning of the 20th
century they were fully recognized as universal processes and since then stud-
ied from this perspective.
One of the first attempts to classify phase transitions is due to Ehren-
fest, who noted how in every phase transition we can find a discontinuity
in some thermodynamic quantity and thus proposed to use the degree of
non-analyticity of the derivatives of the free energy as a means to classify
phase transitions. Even if this framework is way too simple, it is still use-
ful to distinguish between first-order phase transitions, which are associated
with a latent heat, meaning the necessity of an exchange of energy with the
environment for the transition to take place, and second and superior order
phase transitions, also called continuous phase transitions, which posses no
latent heat.
A more appropriate description was later given by Landau, who pointed
out the importance of the symmetry lost or gained by the system during
the phase transition. According to his description, we can characterize the
evolution of a system through a phase transition by means of the order pa-
rameter, that is the physical quantity associated with the symmetry: as we
pass from a more symmetric phase to a less symmetric one, the mean value
of the order parameter will pass from zero to a value different from zero in
a particular direction, thus realizing the symmetry-breaking underlying the
phase transition.
As the study of phase transitions proceeded, it was discovered how contin-
uous phase transitions generally show a divergence rather than discontinuity
in their thermodynamical quantities. The interesting point is that the scal-
ing of these quantities near the transition is governed by a small number
of parameters and is exactly the same for large classes of physical systems.
This opens the possibility to characterize them in a universal way, that goes
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under the name of critical phenomena.
We will not enter further in the description of the various kinds of phase
transitions, but rather try to present some of the general features related to
the theory of critical phenomena, in order to justify our future arguments
about the dynamics of phase transitions. We will then briefly expose the
differences and analogies of the quantum and classical cases.
2.1 Critical Phenomena and Critical
Exponents
Probably the best way to introduce critical phenomena is to consider a generic
system, for example a magnetic one, which can undergo a phase transition of
the second order at a certain temperature Tc [3][4]. This can be the case of
the Ising model in two dimensions, where below the critical temperature the
system has a preferred direction of magnetization, while above that tempera-
ture the mean magnetization is equal to zero. We can thus see how the local
magnetization m is the order parameter characterizing the transition: above
Tc the inversion symmetry of the spins is reflected by the state of the system,
but below Tc that symmetry is broken by choosing a preferred direction of
magnetization, reflected by the finite mean of the order parameter.
Our aim will be to investigate the scaling of some variables of the system
depending on the relative temperature
t =
T − Tc
Tc
(2.1)
as t→ 0.
To describe critical phenomena in terms of scaling (without entering any
particular effective model, for which we refer to critical phenomena textbooks
like [4] or [5]) we can consider the behaviour of the correlation function
G(r) of the order parameter for two points at distance r, near the critical
temperature, which is of the form:
G(r) ∝ e
−r/ξ
r
. (2.2)
This means that the correlation between the various parts of the system
decays exponentially with the distance with a certain characteristic length ξ
that we call critical length.
The crucial point is that this quantity diverges near the critical tempera-
ture as a power with a characteristic exponent ν:
ξ ∝ |t|−ν . (2.3)
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We can thus, at least qualitatively, see how the order of the system near
a critical point tends to propagate to the whole system, so that near the
critical point it will show the same characteristics over many different length
scales. This will lead to a power law scaling of many other physical quanti-
ties, related to the critical length and correlation function, each one with its
own particular exponent called critical exponent. Moreover, the behaviour of
the whole system will be more characterized by the interplay among these
different scales then by the microscopical details of the system, somewhat
justifying the universal behaviour of critical phenomena in terms of a few
parameters common to many systems. This is at the basis of the scaling
description of critical systems.
As an example, for heat capacity H , magnetization M and susceptibility
χ we have the following scalings:
C ∝ |t|−α , M ∝ |t|β , χ ∝ |t|−γ . (2.4)
These exponents are not independent, as they must fulfill the Rushbrooke
scaling law:
α + 2β + γ = 2. (2.5)
Such relations actually reduce the number of independent critical exponents,
once more justifying their universality.
The computation of critical exponents and the subsequent division of crit-
ical systems in universality classes is one of the major results of the theory
of critical phenomena.
2.2 Quantum Phase Transitions
In classical phase transitions at finite temperature, an important role is
played by thermodynamic fluctuations. As always present in any statisti-
cal system, fluctuations lead for their own nature to the evolution of a part
of a system out of equilibrium, which can explain the process of symmetry
breaking in classical phase transition. However when we consider quantum
systems, as we are interested in their ground state properties, we generally
speak of zero temperature phase transitions. As thermical fluctuation are
suppressed at T = 0, there must be some other mechanism to trigger phase
transitions in a quantum system.
The quantum equivalent of thermodynamic fluctuations are quantum fluc-
tuations: as they are present also at zero temperature due to Heisenberg
principle, they are the perfect candidate to justify phase transitions taking
place at T = 0. Moreover, in real systems where T → 0, depending on the
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properties of the system we will see a different interplay between classical
fluctuations and quantum fluctuations.
When we speak of quantum phase transitions, we usually refer to a quan-
tum system described by a parametric Hamiltonian H(g). As the parameter
g is changed, so will change the eigenvalues and eigenvectors of the Hamil-
tonian. There can thus exist a particular value gc at which two different
energy levels cross or their energy difference becomes very small. The prop-
erties af the ground state of the system can thus change (even at zero tem-
perature) when crossing the critical value of the parameter and this is the
quantum analogous of a phase transition [6].
We can consider a parametric Hamiltonian H(g) of the form:
H(g) = H0 + gH1 (2.6)
where H0 and H1 commute. In this case the eigenvectors will be independent
of g, while their energy will depend on it, so that following the evolution of
the ground state in terms of the parameter we can find a crossing value gc of
non-analyticity for the ground state energy in terms of g.
In many other cases where the two parts of the Hamiltonian do not com-
mute, the eigenvectors will depend on g and they will tend to form linear
combinations to avoid crossing: this is what we call an avoided level crossing
and the minimum distance between the levels is called gap. However, even
in this case where the ground state energy is analytic, the properties of the
ground state wavefunction will in general be different before and after the
gap. Indeed, for small gaps quantum fluctuation will play an important role
in determining the evolution of the system. Moreover, the gap of an avoided
level crossing for a finite system can tend to zero when the size of the system
tends to infinity. This is still a quantum critical point.
In general, as g approaches gc, the gap ∆ will scale as:
∆ ∝ |g − gc|zν , (2.7)
where z and ν are once more universal critical exponents which depend just
on a few parameters of the system.
Moreover, also in the quantum case of continuous transitions we can define
a correlation length ξ, which diverges with the coupling near the critical point
as
ξ ∝ |g − gc|−ν , (2.8)
so that the scaling of the gap with respect to the critical length is:
∆ ∝ ξ−z. (2.9)
In the following chapter we will see how the static scaling can affect the
dynamics of the transition.
3. DYNAMICS OF A PHASE
TRANSITION
We have described phase transitions from a static equilibrium point of view,
however, dynamical non-equilibrium effects in a phase transition can be
equally or even more important, especially when considering real experi-
ments. In fact, the response of a system near a phase transition depends on
the time-dependent correlation functions, and many dynamical properties
present peculiar scalings which depend on non-equilibrium effects. More-
over, the way in which a phase transition actually takes place depends on
the time-dependent fluctuations and microscopical evolution of the order pa-
rameter, so that in principle we should be able to follow its dynamics in order
to describe the real final state of the system.
In particular, we will be interested here in the adiabatic dynamics of a
phase transition: up to now we considered the system could always relax to
its instantaneous ground state and information about the order parameter
could travel through the whole system so that the symmetry could be broken
everywhere in the same direction. However, due to the divergence of the
relaxation time of a critical system known as critical slowing down, this is
not always the case: in the real crossing of a critical point we can observe
the formation of domains with a different value of the order parameter, even
if the evolution was initially adiabatic. These domains will be separated by
imperfections where the order parameter sharply changes its mean value.
The estimate of the density of such imperfections can show us how far the
real evolution is from the ideal static case.
In this chapter we will introduce two simple models for the description of
the adiabatic dynamics of a system and the evaluation of the final density of
imperfections: the first, the Kibble-Zurek mechanism, presented in section
3.1, is based on a simple yet effective division of the evolution in different
regimes and has proven widely applicable to classical as well as quantum
systems; the second, the Landau-Zener formula, presented in section 3.2 gives
us the probability of excitation for a quantum two-levels system evolving
through an avoided level crossing and can thus predict the final state of the
system for very slow evolutions.
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In sections 3.3 and 3.4 we will show how these two models work and how
they support and complement each other.
3.1 Kibble-Zurek Mechanism
The idea behind the Kibble-Zurek Mechanism (KZM) was first proposed by
Kibble in an attempt to model the early evolution of the universe [1]. Accord-
ing to the most generally accepted theories on the evolution of the universe,
fundamental interactions as we see them today are the result of a series of
subsequent symmetry-breaking phase transitions taking place in the early
temperature decrease of the universe from a unified high-energy interaction.
What Kibble pointed out is that the choice of the specific direction of these
symmetry breakings is something that takes place locally, unless the transi-
tion takes place infinitesimally slowly, which is not the case. Thus, as the
speed at which information about the broken symmetry can travel is lim-
ited (at least by the causal horizon at the time of the transition), we must
expect to see a structure made up of different vacua separated by imperfec-
tions. The specific form of these imperfections depends on the topology of
the symmetry-breaking process: as the different vacua join together and ad-
just themselves during the phase transition, imperfections of different forms
can remain ‘trapped’ between them, so that we can expect the formation of
monopoles, cosmic strings or domain walls.
Later on, Zurek [2] proposed to apply the same theory to condensed matter
systems. This is particularly interesting as led to the possibility to conduct
‘cosmological experiments’ in condensed matter, along with a more profound
understanding of the dynamics of real phase transitions. What Zurek argued
is that, although the causal horizon is not relevant for a condensed matter
system, still the speed of propagation of the information is finite and so the
same arguments proposed for the early evolution of the universe can apply
to a phase transition taking place in a laboratory experiment.
Following the proposal of Zurek, many experiments actually tested the va-
lidity of the KZM: Chuang et al. [7], as well as Bowick et al. [8] analyzed
the variety of defects produced in nematic liquid crystals driven across the
nematic-isotropic phase transition, as well as their evolution and the scaling
of their density, reporting good agreement with KZ qualitative and quanti-
tative predictions. Ruutu et al. [9], as well as Bau¨rle et al. [10] investigated
vortices formation during the transition from normal liquid to superfluid of
3He after heating due to neutron-induced nuclear reactions, finding vortex
densities in line with the KZM. Carmi et al. [11] cooled a loop of high-Tc su-
perconductor Josephson junctions in series, creating a supercurrent through
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the already superconducting junctions in order to investigate the formation
of topological defects in an annular system of different symmetry broken do-
mains, reporting final results supporting KZM. Monaco et al. [12] analyzed
the formation of vortices in annular Josephson tunnel junctions of low-Tc
superconductors and found the scaling predicted by KZM. Maniv et al. [13]
reported the formation of vortices in a thin film of high-Tc superconductor
during a rapid quench was also in line with theoretical predictions. Finally,
Ducci et al. [14] investigated the formation of defects in a nonlinear opti-
cal system when passing through the threshold light intensity for pattern
formation, demonstrating this system shows a KZ-like behaviour, too.
This theory further proved its general value when Zurek, Dorner and Zoller
[15] showed it could work also for quantum phase transitions by applying it
to the quantum Ising model in a transverse fiels (see section 3.4). This was
an important achievement, as the validity of the KZ schematization was not
known in the quantum case, due to the presence of quantum fluctuations
instead of thermodynamic ones. Their predictions were further justified by
Dziarmaga [16] who compared their results to the exact adiabatic evolution
of the model and by the entropy and correlation function analysis of Cincio,
Dziarmaga, Rams and Zurek [17]. The same kind of analysis was carried out
for the anisotropic XY chain by Cherng and Levitov [18] and for a random
Ising chain by Caneva, Fazio and Santoro [19]. Other support to the validity
of this schematization in the quantum case was given by Damski [20], alone
and in collaboration with Zurek [21], who made a parallel between KZM
and Landau-Zener formula, as we will illustrate in section 3.3. Another
quantum system where KZM was proved to work is Bose-Hubbard model,
as investigated by Cucchietti, Damski, Dziarmaga and Zurek [22] and by
Schu¨tzhold, Uhlmann, Xu and Fischer [23].
The main idea behind this theory is the following: let us consider a system
approaching a critical point at a certain rate (we will define the quench
velocity later). As we have previously seen, the critical length of the system
will diverge, so that information about the order parameter should travel
faster and faster as we get closer and closer to the transition point. We
thus expect to find a point at which the information cannot propagate fast
enough to the whole system and the formation of different domains of broken
symmetry is unavoidable.
From another point of view, we can take into account the relaxation time
of the system, which is the time the system needs for its evolution to be
adiabatic and in quantum systems is proportional to the inverse of the gap.
As the gap tends to zero, the relaxation time will diverge, and in particular at
some point it will be larger than the rate of the transition itself. This point,
called the freeze-out point (−tˆ), is the key of the KZM: the simplification they
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−tˆ tˆ
τ
0
adiabaticadiabatic
impulse
Fig. 3.1: Schematization of the Kibble-Zurek mechanism.
propose is to consider the evolution as adiabatic until the freeze-out point and
then totally impulse-like until the corresponding point (tˆ) on the other side of
the transition (see Fig. 3.1). During this impulse evolution the wavefunction
cannot change (apart from a total phase), so that the correlation length
cannot grow larger than the value it had at the freeze-out point. We can thus
expect the formation of one imperfection for every domain of the dimension
of the critical length at the freeze-out point, so that we can easily estimate
the density of defects by just knowing the equilibrium critical behaviour of
the system.
As an explicit example of the KZM mechanism, let us consider a super-
conductor. We know that type II superconductors can accommodate vortex
lines of non-superconducting metal, we can thus use KZM to estimate the
density of such vortices after a temperature quench through the critical tem-
perature Tc. As the system approaches the critical point, from the standard
results of mean field theory (see for example [24]) we get for the relaxation
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time and correlation length
τ =
τ0
|ε| , ξ =
ξ0√|ε| , (3.1)
where ε = (T − Tc)/Tc is the relative temperature. As ε goes to zero at the
critical temperature, we find the expected divergences for relaxation time
and correlation length.
The key of KZM stands in estimating the freeze-out time by comparing
the relaxation time to the rate of change of the relative temperature ε/ε˙
(the intersections between the relaxation time slope and the dashed lines in
Fig. 3.1). Supposing a linear behaviour for the relative temperature in the
vicinity of the critical point
ε =
t
τQ
⇒ ε
ε˙
= t, (3.2)
we get a freeze-out time given by
τ(tˆ) = τ0τQ/tˆ = tˆ ⇒ tˆ = √τ0τQ. (3.3)
This implies a relative temperature and correlation length at the freeze-out
time:
εˆ = ε(tˆ) =
√
τ0/τQ, ξˆ = ξ(tˆ) = ξ0(τQ/τ0)
1/4. (3.4)
If we expect the formation of one flux for each domain of the size of this
critical correlation length, as this is the maximum value it can get before the
dynamics becomes totally frozen, their density should be:
dKZM =
1
ξˆ2
=
1
ξ20
(
τ0
τQ
) 1
2
. (3.5)
This estimate is very simply obtained and in good agreement with experi-
mental data, showing the power of KZ estimate [12].
3.1.1 The quantum case
KZM was also proved to work in quantum systems [15]. As this will be our
case, we will explicitly repeat the derivation for a general quantum case.
Let us suppose to realize a quench in a one-dimensional system with a
parametric Hamiltonian H(g) which has a critical point for gc = 0. The
quench starts at t→ −∞ and stops at t→∞ and the parameter is changed
linearly in time:
g(t) = t/τQ, (3.6)
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so that the phase transition takes place at t = 0.
We recall the critical scaling of the gap from (2.7):
∆(t) ∝ |g(t)|zν , (3.7)
so that the relaxation time scales as:
τ(t) = ~/∆(t) = τ0 |g(t)|−zν . (3.8)
To calculate the freeze-out point tˆ, let us again compare the relaxation
time τ(t) with the timescale of change of the coupling g(t)/g˙(t) :
τ(tˆ) =
τ0∣∣g(tˆ)∣∣zν =
τ0τ
zν
Q
tˆzν
=
g(tˆ)
g˙(tˆ)
= tˆ. (3.9)
This yelds:
tˆ =
(
τ0τ
zν
Q
) 1
1+zν . (3.10)
Now that we have the freeze-out time, we can compute the density of
defects (or at least its scaling) by considering that the last moment the
evolution could be adiabatic, the correlation length had a value (using (2.8)):
ξˆ = ξ0/gˆ
ν = ξ0 (τQ/τ0)
ν
1+zν . (3.11)
If we expect the formation of one imperfection for each domain of this size,
their density (rescaled over the lattice spacing a) should be:
dKZM =
a
ξˆ
=
a
ξ0
(
τ0
τQ
) ν
1+zν
. (3.12)
Again, this scaling is in very good agreement with the numerical and exper-
imental data, although in many cases the exact values can be about an order
of magnitude smaller, due essentially to the roughness of the last estimate
[15].
3.2 Landau-Zener Formula
For slow evolutions, where less than one kink is likely to be produced, the
KZM is inaccurate, as the relaxation time is always finite for an avoided
level crossing and for completely adiabatic evolutions the KZM does not
apply. However, the formation of defects in the final state of a quantum
system actually means the excitation of the wavefunction from the ground
state during the phase transition.
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For two level systems, an exact formula for the evaluation of the excitation
probability after the evolution through an avoided level crossing was origi-
nally calculated by Landau [25] and subsequently refined by Zener [26] and is
know as the Landau-Zener Formula (LZF). If we deal with a quantum system
where the first excited state shows more defects than the ground state, which
is true in many cases, this formula can provide information about the final
density of defects. To cover the slow evolutions regime, we will thus present
here a derivation of LZF as originally obtained by Zener.
Let us consider a Hamiltonian H(g) depending on a parameter g with two
eigenfunctions ψ1(g) and ψ2(g) with eigenvalues E2(g) < E1(g) for every g,
and let us suppose these two eigenfunctions undergo an avoided level crossing
for a certain value g0 of the parameter (see Fig. 3.2). We are interested in the
probability amplitude of the excited state at t = ∞, after a non-adiabatic
transition through the anticrossing region beginning in the ground state at
t = −∞.
E1
E2
ε1
ε2φ1
φ2
ψ1
ψ2 g0
Fig. 3.2: Landau-Zener level structure.
Let us consider the asymptotic wavefunctions far from the anticrossing φ1
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and φ2, where φ1 is equal to ψ2 for g ≪ g0 and to ψ1 for g ≫ g0 and vice
versa for φ2. They will satisfy equations of the form:{
Hφ1 = ε1φ1 + ε12φ2
Hφ2 = ε12φ1 + ε2φ2.
(3.13)
To find the solution of (3.13) we will assume the gap of the system E1(g0)−
E2(g0) = 2ε12(g0) to be very small and independent of the parameter, so that
we can take φ1 and φ2 to be constant and their energy difference ε1 − ε2 to
be a linear function of the parameter, namely:
ε1 − ε2
~
= αt, ε˙12 = φ˙1 = φ˙2 = 0. (3.14)
It is convenient to take the wave equation in the form:(
H − ~
i
∂
∂t
)[
C1(t)e
i
~
R
ε1dtφ1 + C2(t)e
i
~
R
ε2dtφ2
]
= 0, (3.15)
which reduces (3.13) to the form:

~
i
dC1
dt
= ε12e
− i
~
R
(ε1−ε2)dtC2
~
i
dC2
dt
= ε12e
+ i
~
R
(ε1−ε2)dtC1.
(3.16)
Eliminating C2 from this equation we obtain:
d2C1
dt2
+
[
i
~
(ε1 − ε2)− ε˙12
ε12
]
dC1
dt
+
(ε12
~
)2
C1 = 0, (3.17)
which, remembering (3.14) and by means of the substitutions:
f =
ε12
~
, U1 = e
i
2~
R
(ε1−ε2)dtC1, (3.18)
is reduced to the form of a Weber differential equation (for its properties see
for example [27]):
d2U1
dt2
+
[
f 2 − iα
2
+
α2
4
t2
]
U1 = 0. (3.19)
As we are interested in the transition probability of the system, we must set
the boundary conditions C1(−∞) = 0, |C2(−∞)| = 1 and we will get the
solution through the asymptotic behaviour of the Weber function. By setting
γ = f 2/ |α| we find:
|C1(∞)|2 = 1− e−2piγ , (3.20)
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which yields for the transition probability:
P = |C2(∞)|2 = 1− |C1(∞)|2 = e−2piγ , γ = ε
2
12
~
∣∣ d
dt
(ε1 − ε2)
∣∣ . (3.21)
Rewriting this expression in terms of the gap ∆ = 2ε12 and the quench
velocity v = d
dt
(ε1 − ε2) we obtain:
P = e−
pi∆2
2~|v| , (3.22)
which is the Landau-Zener expression for the probability of transition to an
higher level for a system driven through an avoided level crossing.
In a similar way, we can obtain the transition probability for an asymmetric
two level system where the separation of the levels scales in a different way
before and after the avoided level crossing. As this is the case of our model,
we will find this formula useful later. We omit here the derivation of this
asymmetric case (which is not much different from the symmetric one and
for which we refer to [21]) and just give the final result. With the same
notation as before and calling vi and vf the quench velocity before and after
the transition and δ = vf/vi the asymmetry parameter, we find a transition
probability
P = 1− 1
2
e
−pi(1+δ)∆
2
8vi sinh
(
pi∆2δ
4vi
)
×∣∣∣∣∣∣
Γ
(
1
2
+ i∆
2δ
8vi
)
Γ
(
1
2
+ i∆
2
8vi
) +
√
1
δ
Γ
(
1 + i∆
2δ
8vi
)
Γ
(
1 + i∆
2
8vi
)
∣∣∣∣∣∣
2
,
(3.23)
where Γ denotes the Gamma function.
3.3 Relation between LZF and KZM
As said before, LZF and KZM give the same information for a two-level
quantum system where an excitation from the ground state is the same as
the production of a defect. To explicitly verify this, we can apply both
analysis to a simple two level system and compare their predictions to see
if they overlap and in which regime. This analysis was first carried out by
Damski in [20] and we will follow his presentation.
Let us consider the time dependent Hamiltonian, written in terms of the
time independent states |1〉 and |2〉 as:
1
2
(
∆t ω0
ω0 −∆t
)
, (3.24)
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with time dependent eigenstates:[ |↑ (t)〉
|↓ (t)〉
]
=
(
cos(θ(t)/2) sin(θ(t)/2)
− sin(θ(t)/2) cos(θ(t)/2)
)[ |1〉
|2〉
]
, (3.25)
where cos(θ) = ε/
√
1 + ε2 with ε = ∆t/ω0.
This is a two level system which shows an avoided level crossing with gap√
ω20 + (∆t)
2, so that the minimum gap equals ω0 and the slope far from the
critical point is approximately ∆. LZF thus predicts an excitation probability
(setting ~ = 1):
P = e−
piω20
2∆ . (3.26)
If we now consider the same system in the framework of KZM, it is natural
to take as a relative temperature ε, which implies that the quench timescale
τQ is equal to ω0/∆, and as a relaxation time the inverse of the gap τ =
1/
√
ω20 + (∆t)
2, meaning that the slope far from the gap is τ0 = 1/ω0. This
leads us to the relation
τ =
τ0√
1 + ε2
(3.27)
and by means of the KZ ansatz τ(tˆ) = αtˆ (modified by a factor α to refine
the final estimate) we can evaluate the relative temperature at the freeze-out
point:
εˆ =
1√
2
√√√√√1 + 4
x2α
− 1, xα = ατQ
τ0
. (3.28)
The transition probability is given by:
P = |〈ψ(∞)| 1〉|2 ≃ ∣∣〈ψ(tˆ)∣∣ ↑ (tˆ)〉∣∣2 ≃ ∣∣〈ψ(−tˆ)∣∣ ↑ (tˆ)〉∣∣2 ≃
≃ ∣∣〈↓ (−tˆ)∣∣ ↑ (tˆ)〉∣∣2 = εˆ2
1 + εˆ2
.
(3.29)
Substituting εˆ from (3.28) and expanding in series of xα for fast transitions
we find:
P = e−xα +O(x3α) ≃ e−α
ω20
∆ , (3.30)
which for α = pi/2 reduces to the LZ result (3.26), with a better agreement
for fast transitions, where we can expect KZ assumptions to be more strictly
verified.
Indeed, in real systems with more than two levels, after a certain velocity
we can expect LZF to be no more valid, whereas KZ mechanism can still
provide good predictions, due to the more general assumptions it is based
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on. This suggests, as is indeed verified in many systems, that we can divide
the quench into two regimes: slow quenches where we can consider only two
energy levels and LZF strictly applies, and fast quenches where more levels
are involved and KZM is a good description of the system. The overlap
between the two theories here provided suggests continuity between the two
regimes.
3.4 Adiabatic dynamics of the Quantum
Ising Model
To further verify the validity of LZF and KZM in real quantum systems,
we present the analysis of the adiabatic dynamics of a phase transition in
the quantum Ising model in a transverse field, which can be exactly solved.
By comparing the exact solution (as obtained by Dziarmaga [16]) with the
results of the proposed schematizations (as applied by Zurek et al. [15]) we
will prove once more their value.
The one-dimensional quantum Ising model is a very important exactly
solvable quantum model defined by the Hamiltonian:
H = −J
N∑
n=1
(
gσxn + σ
z
nσ
z
n+1
)
, (3.31)
where J and g are the couplings and σx and σz are Pauli matrices and where
we take the periodic boundary conditions σN+1 = σ1.
It is simply verified that for g ≫ 1 the ground state is a paramagnet
with all spins polarized along the x-axis (|→→ . . .→〉), while for g ≪ 1 the
ground state is ferromagnetic and doubly degenerate with all spins polarized
along the z-axis in the same direction (|↑↑ . . . ↑〉 or |↓↓ . . . ↓〉).
The value g = 1 represents a critical point for the system, as in the tran-
sition from paramagnet to ferromagnet the direction of the final magnetiza-
tion breaks the symmetry of the Hamiltonian. However, for sufficiently fast
quenches, or for sufficiently large systems (where the gap tends to zero), the
system will not be able to relax to one of the ground states and will end up
in a superposition of excited states like |. . . ↑↑↑↓↓↓↓↑↑↓ . . .〉. We will call a
kink a point where the spin polarization changes its orientation and we are
interested in the density of such kinks as a function of the quench velocity.
As the system is exactly solvable, we can compute the final density of kinks.
Let us begin by analyzing the spectrum of the system. We will assume N
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even for convenience. After a Jordan-Wigner transformation [28]:
σxn = 1− 2c†ncn
σzn = −
(
cn + c
†
n
) ∏
m<n
(
1− 2c†mcm
)
, (3.32)
where the cn satisfy the usual anticommutation relations {cm, c†n} = δmn and
{cn, cm} = {c†n, c†m} = 0, the Hamiltonian is reduced to the form:
H = P+H+P+ + P−H−P−, (3.33)
with
P± =
1
2
[
1±
N∏
n=1
(
1− 2c†ncn
)]
H± = J
N∑
n=1
(
gc†ncn − c†ncn+1 − cn+1cn −
g
2
+ h.c.
)
.
(3.34)
Here P± are projectors on the subspaces with even (odd) number of qua-
siparticles, so that starting from the ground state with zero quasiparticles
we can take into account only H+. If we now apply a Fourier transform
(consistent with the antiperiodic boundary conditions for H+)
cn =
e−ipi/4√
N
∑
k
cke
ik(na) (3.35)
(where a is the lattice spacing and the k’s take half-integer values), followed
by the Bogoliubov transformation
ck = ukγk + v
∗
−kγ
†
−k, (3.36)
we can cast the Hamiltonian into the simple form:
H+ =
∑
k
εk
(
γ†kγk −
1
2
)
. (3.37)
The new quasiparticles γk are defined as
γk = u
∗
kck + v−kc
†
−k, (3.38)
where (uk, vk) are the positive energy eigenstates of the stationary Bogoliubov
- De Gennes equations:
εkuk = +2J [g − cos(ka)]uk + 2J sin(ka)vk
εkvk = −2J [g − cos(ka)]vk + 2J sin(ka)uk, (3.39)
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that is
(uk, vk) ∼
[
(g − cos(ka)) +
√
g2 − 2g cos(ka), sin(ka)
]
εk = 2J
√
[g − cos(ka)]2 + sin2(ka),
(3.40)
with the normalization |uk|2 + |vk|2 = 1.
Having reduced the Hamiltonian to a simple sum of quasiparticles we can
analyze the quench: we start from the paramagnetic ground state at g ≫ 1,
we ramp g down to zero according to the law
g(t) = − t
τQ
, (3.41)
so that the critical point is crossed at t = −τQ and we compare the final
state at t = 0 with the actual ferromagnetic ground state of the system, in
order to estimate the number of kinks as given by the formula:
N ≡ 1
2
N∑
n=1
(
1− σznσzn+1
)
=
∑
k
γ†kγk, (3.42)
which is the quasiparticle version of the sum of the antiparallel spins in the
first description. Equivalently, we can compute the excitation probability
given by the expectation value of the number operator on the final wave-
function:
pk = 〈ψ(0)| γ†kγk |ψ(0)〉 . (3.43)
To compute the pk’s we use the time-dependent Bogoliubov method: as
the initial state is Bogoliubov vacuum |0〉 annihilated by all quasiparticle
operators γk, we suppose the instantaneous wavefunction to be Bogoliubov
vacuum annihilated by the evolution of the γk’s according to
ck = uk(t)γ˜k + v
∗
−k(t)γ˜
†
−k, (3.44)
where [uk(−∞), vk(−∞)] = (1, 0). By writing Heisenberg equations i~ ddtck =
[ck, H
+], we can see our ansatz to be true, provided [uk(t), vk(t)] satisfy the
dynamical version of the Bogolibov - De Gennes equation:
i~
d
dt
uk = +2J [g(t)− cos(ka)]uk + 2J sin(ka)vk
i~
d
dt
vk = −2J [g(t)− cos(ka)]vk + 2J sin(ka)uk.
(3.45)
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At the end of the quench, we will thus have (calling (u−k , v
−
k ) the negative
energy eigenstates of the equation)
[uk(0), vk(0)] = αk (uk, vk) + βk
(
u−k , v
−
k
)
, (3.46)
so that the final state will be:
|ψ(0)〉 =
∏
k>0
(
αk + βkγ
†
kγ
†
−k
)
|0〉 . (3.47)
This means that during the evolution pairs of quasiparticles with momenta
(k,−k) are excited with a certain probability pk = |βk|2. This probability can
be calculated by mapping the dynamical Bogoliubov - De Gennes equations
directly to the LZ problem by means of the substitutions
τ = 4JτQ sin(ka)
(
t
τQ
+ cos(ka)
)
, ∆k =
1
4JτQ sin
2(ka)
, (3.48)
which bring equation (3.45) to the LZ form:
i~
d
dt
uk = −1
2
(τ∆k)uk +
1
2
vk
i~
d
dt
vk = +
1
2
(τ∆k)vk +
1
2
uk.
(3.49)
Applying the solution of the LZ equations (3.21) leads to a transition prob-
ability:
pk ≃ e−
pi
2~∆k . (3.50)
Moreover, the average density of kinks for N → ∞ can be obtained by
integrating the transition probability over all possible k’s:
d = lim
N→∞
1
2piN
∫ pi
−pi
pkd(ka) =
1
2pi
√
~
2JτQ
. (3.51)
We can now apply our previous results to this particular system to test the
validity of LZ and KZ approximations. For slow transition only the first
excited level can be expected to play a role, so that we can apply the LZF.
Estimating the gap and quench velocity (at least for N →∞) as
∆ =
4piJ
N
, v =
2J
τQ
, (3.52)
we can directly use equation (3.22) to compute the transition probability:
p ≃ e−
2pi3JτQ
~N2 . (3.53)
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If we now consider that for slow transitions only the pair of quasiparticles(
pi
N
,− pi
N
)
can be excited, equation (3.50) also reads
p ≃ p pi
N
≃ e−
2piJτQ sin
2(pi/N)
~ ≃ e−
2pi3JτQ
~N2 , (3.54)
in perfect agreement with LZF.
The evaluation of the defect density given by the KZM is simply computed
from the critical exponents of the Ising model: zν = 1, ν = 1. A simple
substitution
τ0 =
~
2J
, ξ0 = a, (3.55)
directly leads to
dKZM =
√
~
2JτQ
, (3.56)
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Fig. 3.3: Number of kinks in Ising chains of different lengths after a quench,
versus the quench rate τ0/τQ. Blue lines are LZF predictions and
red lines are KZM predictions, apart from a numerical factor. Re-
produced from [15].
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which is just a factor 1/2pi different from the much more complicated result
(3.51), confirming the power of the KZ ansatz.
Numerical simulations also show a very good agreement with both these
analysis, as is shown in Fig. 3.3 (reproduced from [15]), where we see the
number of kinks in Ising chains of different lengths after a simulated quench
plotted as a function of the quench rate τ0/τQ. The blue LZF estimates and
the red KZM estimates (times a fitted numerical factor) show an excellent
agreement with the numerical data in the respective expected regimes.
4. THE XXZ MODEL
In this chapter we will describe the main characteristics of the model studied
in this thesis: the XXZ Heisenberg model.
This model describes a chain of N spin-1
2
interacting via a Heisenberg
interaction with a certain coupling along the x and y directions and a different
coupling along the z direction. The main reason for studying this system,
apart from the possibility to have one more example of the value of KZM in
the description of quantum phase transitions, is the particular behaviour of
its spectrum. In fact, as we will see, this system shows a critical behaviour for
an extended range of values of the relative coupling, giving us the possibility
to test KZM in a case never investigated before.
The XXZ model presents a wide variety of behaviours depending on the
relative values of the x and z coupling, which we will present as an overview
in section 4.1. The model can be exactly solved using the powerful tech-
nique of the Bethe ansatz, which was indeed created for the solution of a
particular case of this model. We will therefore present a first analysis of
this system through the Bethe ansatz in section 4.2. In sections 4.3 and 4.4
we will then present the modifications required to deal with finite systems
and different boundary conditions (as will be the case for our study) and we
will review some important characteristics which will be used later for our
analysis. Among many books comprising chapters dedicated to the study of
this model, we will mainly refer to [29], [30] and [31].
4.1 Overview
The XXZ model is a one-dimensional lattice of spin-1
2
interacting via the
parametric Hamiltonian:
H(∆) = −1
2
N∑
i=1
[
σxi σ
x
i+1 + σ
y
i σ
y
i+1 +∆σ
z
i σ
z
i+1 −∆
]
, (4.1)
where ∆ is the coupling parameter, σx, σy and σz are Pauli matrices and
where for now we will take the periodic boundary condition σN+1 = σ1.
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This system is invariant under rotations around the z axis and (for periodic
boundary conditions) under translation of an integer number of lattice sites,
so that the z component of the total spin Sztot and the momentum P = 2pin/N
are good quantum numbers. The Hamiltonian is also invariant under spin
inversion.
It is useful to consider first some interesting limits of the model. For
∆ → ±∞ the contribution of the x and y components of the spin vanishes
and we are left in the case of the ferromagnetic or antiferromagnetic quantum
Ising model (which we have already seen in section 3.4), for ∆ = ±1 all
couplings have the same module and we recover the standard ferromagnetic
or antiferromagnetic Heisenberg model, and finally for ∆ = 0 the z coupling
vanishes and we are left with what is called the XY model (which we will
see in more detail in section 4.3). All of these models are interesting on
their own, and this suggests the richness of behaviours of this comprehensive
model.
The first step towards the understanding of this model is a powerful map-
ping which lets us see this magnetic system as a quantum lattice gas of
hard-core bosons or spinless fermions. By using the identity:
1
2
(σx1σ
x
2 + σ
y
1σ
y
2) = σ
+
1 σ
−
2 + σ
−
1 σ
+
2 , (4.2)
we can reduce the Hamiltonian (4.1) to the form:
H(∆) = −
N∑
i=1
[
σ+i σ
−
i+1 + σ
−
i σ
+
i+1 +
1
2
∆(σzi σ
z
i+1 − 1)
]
. (4.3)
If we now see the spins as one-particle sites, where a spin down is an empty
site (or hole), a spin up is a particle and we cannot have multiple occupa-
tion of a site (this explains the need to consider hard-core bosons or spinless
fermions), we can interpret the σ± operators as creation or annihilation op-
erators and the σz operator (apart from a constant) as a number operator
n = (σz+1)/2. This lets us reinterpret the Hamiltonian as made of a hopping
term and a nearest neighbour interaction
H(∆) = −
N∑
i=1
[
c+i c
−
i+1 + c
−
i c
+
i+1 + 2∆nini+1
]
+ 2M∆, (4.4)
where
M =
N∑
i=1
ni = S
z +
N
2
(4.5)
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is the total number of particles and a good quantum number.
When applying this mapping, we must pay some attention to the statistics
of the particles: if we consider a wavefunction Ψ(x1, . . . , xM) for bosons, the
wavefunction will be the same for every possible permutation P of our M
particles (P(x1, . . . , xM) = (xP1 , . . . , xPM )). But if our particles are fermions,
we will have to consider the anticommutation relation which implies:
Ψ(x1 . . . , xM) = (−1)PΨ(xP1 , . . . , xPM ), (4.6)
where P is the parity of the permutation. As spins do commute, we will
always refer to boson statistics whenever differences arise.
Before analyzing the system in detail by means of the Bethe ansatz, we
will give a brief preview of the main results we are going to find.
For ∆ > 1 the interaction between the particles is attractive and in fact the
system is ferromagnetic, that is the ground state is of the form |↑↑ . . . ↑〉 or
|↓↓ . . . ↓〉 with all spins aligned in the same direction, a total magnetization
Sztot = ±12N and a breaking of the z-symmetry of the Hamiltonian. The
low-lying excitations will be magnons with the formation of two kinks (a
hole) in the ground state, a total magnetization Sztot = ±(12N − 1) and a gap
which closes for ∆→ 1 (where we have a total rotational symmetry and thus
expect a gapless spectrum in virtue of Goldstone’s theorem).
For ∆ < 1 the interaction is repulsive and so the system will be in the
antiferromagnetic Ne´el phase, that is the ground state will be of the form
|↑↓↑↓ . . . ↑↓〉 with all spins antiparallel, a total magnetization Sztot = 0 (for
N even) and again a z-symmetry breaking. The two possible ground states
are degenerate in the thermodynamic limit, but retain a separation ∝ e−αN
for N →∞. The low-lying excitation will be made up of two different Ne´el
phases (a hopping of one site of a certain number of particles) separated by
two domain walls, they will have a total magnetization Sztot = 0,±1 and a
finite gap which again closes for ∆ → −1 (at least in the thermodynamic
limit).
For −1 ≤ ∆ ≤ 1 the ground state has a complicated form which somehow
mediates between the Ne´el state and the ferromagnetic state. In the whole
region the spectrum is gapless in the thermodynamic limit, and for finite
sizes the gap closes linearly in N with different velocities for all values of ∆
except ∆ = 1, where the scaling is quadratic. A special case is ∆ = 0, where
the equivalent lattice gas picture is made up of noninteracting particles and
the solution is rather simple. We will analyze this region in more detail in
the following sections.
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4.2 Bethe Ansatz
The Bethe ansatz was introduced by Bethe in 1931 to solve the isotropic
Heisenberg antiferromagnet [32]. It was later extended to the anisotropic
case and thoroughly investigated by Orbach [33], Walker [34], and Yang and
Yang [35], among the others. The same technique was then further developed
to solve also many other models, but all this generalizations fall beyond the
scope of this thesis. Indeed, due to the extreme complexity of a complete
Bethe ansatz treatment of this model, we will here just present the main
ideas behind this method and some basic results we will need for our further
investigations of this model.
Let us suppose the particles of our lattice gas picture to be located at
x1 < . . . < xM . The main idea of Bethe’s ansatz is to try for a wavefunction
of the form:
Ψ(x1, . . . , xM) =
∑
P
A(P) exp
(
i
M∑
j=1
xjkPj
)
. (4.7)
Here the sum is extended over all the possible permutations P of the M
particle momenta and the relative amplitudes A(P) are such that if P and
P ′ are the same permutation except for two momenta kPj = kP ′j+1 = k and
kP ′j = kPj+1 = k
′ their proportion is:
A(P ′)
A(P) = e
−iθ(k,k′), (4.8)
where θ(k, k′) is the two-body phase shift and is defined by the solution of
the two-body problem as:
Ψ(x1, x2) = e
i(kx1+k′x2) − ei(k′x1+kx2)−iθ(k,k′). (4.9)
As a first simple case let us consider xj+1 − xj > 1, so that we have only
kinetic energy and the Schro¨dinger equation reads:
EΨ = 2M∆Ψ−
M∑
j=1
[Ψ(. . . , xj + 1, . . .) + Ψ(. . . , xj − 1, . . .)] =
= 2M∆Ψ− 2
M∑
j=1
cos kjΨ.
(4.10)
This gives us a first expression for the energy:
E = 2
M∑
j=1
(∆− cos kj) ≡
M∑
j=1
ω(kj). (4.11)
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If we rewrite the equation for the general case in which we have nearest
neighbours (and thus potential energy) we will lack two terms (the forbidden
hoppings) and we will have one more potential energy term for every pair of
nearest neighbours. The equation would still be satisfied if
Ψ(. . . , x, x, . . .) + Ψ(. . . , x+ 1, x+ 1, . . .) = 2∆Ψ(. . . , x, x+ 1, . . .). (4.12)
However, looking at the wavefunction, we can see that this is valid if the
same relation is satisfied just by the two-body wavefunction Ψ(x, x′), that is:
Ψ(x, x) + Ψ(x+ 1, x+ 1)− 2∆Ψ(x, x+ 1) = 0. (4.13)
This can be explicitly calculated: substituting the two-body wavefunction
from (4.9) we obtain for the two-body phase shift:
θ(k, k′) = i log
[
1 + eik+ik
′ − 2∆eik′
1 + eik+ik′ − 2∆eik
]
=
= −2 arctan
[
∆sin
(
k−k′
2
)
cos
(
k+k′
2
)−∆cos (k−k′
2
)
]
.
(4.14)
With this expression for the two-body phase shift, Bethe’s wavefunction is
thus a good eigenstate for the system.
To determine the allowed k’s, we can now impose the periodic boundary
conditions, which read
eikN =
∏
k′ 6=k
(
−eiθ(k,k′)
)
. (4.15)
Taking the logarithm, we find the fundamental equation:
kN = 2piI(k) +
∑
k′
θ(k, k′), (4.16)
where I(k) are called the Bethe quantum numbers and are (half-odd) integers
for an (even) odd number of spins. The problem is thus reduced to finding
allowed values for these quantum numbers.
We can also notice that the momentum of a state Ψ is just
P =
M∑
j=1
kj (4.17)
and that for the two-body phase shift holds θ(k, k′) = −θ(k′, k) and thus
θ(k, k) = 0 (which explains the extension of the sum in (4.16)).
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Let us now begin to study the solution with an increasing number of par-
ticles: the case M = 0 is trivial, as the only possibility is the vacuum state
and its energy (with our choice of the Hamiltonian) is zero.
The case M = 1 is also very simple, as with only one particle Bethe’s
wavefunction reduces to a plane (spin) wave and its energy is just given
by expression (4.11). The allowed quantum numbers are the integer I =
0, 1, . . . , N − 1 with their respective momenta P = k = 2piI/N and so the
ground state is the one with k = 0:
E0 = 2(∆− 1). (4.18)
For M = 2 we first see the interaction between the excitations. If we rewrite
positions and momenta of the two particles as center of mass and relative
coordinates (taking k1 > k2 as the opposite would lead to the same wave-
function):
X = x2 + x1, K = k1 + k2,
r = x2 − x1, k = k1 − k2, (4.19)
we can divide the wavefunction in two parts
Ψ(x1, x2) = e
iKX/2
(
e−ikr/2 − eikr/2−iθ) . (4.20)
We can also absorb the total momentum P = K in the coupling defining
∆′ = ∆/ cos(K/2) and we find for the two-body phase shift in terms of the
relative momentum:
eiθ =
1−∆′eik/2
1−∆′e−ik/2 . (4.21)
We now have to find all the pairs (k1, k2) which satisfy (4.16) and we can
see that they must be either both real or both complex with k∗1 = k2. The
real case with k1 6= k2 is rather simple, as we have k1 = 2pin/N with n =
0, 1, . . . , N − 1 and k2 and θ given by (4.21) and (4.16). All these pair will
be solutions with energy
E = 4 [∆− cos(K/2) cos(k/2)] . (4.22)
The complex case (and the real case with k1 = k2 as a limit) needs more
attention: as the relative momentum k has only imaginary part the wave-
function would diverge as N → ∞ unless eiθ vanishes. This is true for any
K for ∆ ≥ 1, but for −1 < ∆ < 1 we find bound states to exist only for
|K| > K0 = 2 arccos∆ and for ∆ < −1 this states can never exist. The
energy of the possible states will be:
E = 4 [∆− cos(K/2) cosh(k/2)] . (4.23)
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Although these equations give the energy of the ground state and first excita-
tions in the ferromagnetic case (where we expect a vacuum ground state and
one-particle first excited states), to find the solution for other values of ∆
we need to consider more particles and so, for the thermodynamic limit, we
need to estimate the possible values taken from k. To do this we introduce
the density of excitations ρ and transform equation (4.16) into an integral
equation:
k = 2pif(k) +
∫ q
−q
θ(k, k′)ρ(k′)dk′, (4.24)
with
f(k) ≡
∫ k
0
ρ(k′)dk′. (4.25)
It is convenient to change variables, from k to α (with a slightly different
transformation for different values of ∆, which we will define later), the get
(4.24) in the form:
k(α) = 2pif(α) +
∫ b
−b
θ(α− α′)R(α′)dα′, f(α) =
∫ α
0
R(α′)dα′, (4.26)
with R(α) = k′(α)ρ(k). Differentiating by α we obtain:
k′(α) = 2piR(α) +
∫ b
−b
θ′(α− α′)R(α′)dα′. (4.27)
We thus obtain for the momentum and particle density of the ground state:
p =
P
N
=
∫ b
−b
k(α)R(α)dα ≡ k†R = 0,
m =
M
N
=
∫ b
−b
R(α)dα ≡ η†R.
(4.28)
We also have a simple expression for the ground state energy:
e0 =
E0
N
=
∫ b
−b
ω(α)R(α)dα ≡ ω†R, (4.29)
were the explicit form for ω depends on the definition of α, as we will see in
the following sections.
To complete the calculation of the ground state of the system, we still need
to express its the density R0(α) in an explicit way. This is rather simple when
the limits of the integral are extended to their maximum values, which is true
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at half-filling, as the eigenvalues are given by the Fourier transform of the
operator kernel. Rewriting equation (4.27) as
k′
2pi
= (I +K)R0, (4.30)
we can Fourier transform the kernel θ′(α)/2pi and invert the equation to find:
R˜0 =
k˜′
2pi(1 + K˜)
. (4.31)
We can thus find an explicit expression for the ground state energy, which
will be given in the next sections for various values of ∆.
The last quantity we compute is the energy of the first excitations for
∆ < 1: adding a particle (or a hole) to the system has two contributions to
its energy: the energy of the particle (hole) itself and the phase shift induced
on the rest of the system. To estimate the latter we suppose to impose a
phase shift φ(α) which shifts all the momenta of a small amount δα from
their ground state values. Equation (4.27) thus becomes
2piR(α)δαN +N
∫ b
−b
R(α′)δα′dα′θ′(α− α′) = φ(α) (4.32)
that is, defining γ = NR(α)δα,
(I +K)γ =
φ
2pi
. (4.33)
This phase shift has no effect on the number of particles, so ∆M = 0, whereas
for the total momentum we have
∆P =
∫ b
−b
k′(α)γ(α)dα = (k′)†γ (4.34)
or, plugging in the formal solution of (4.33),
∆P = (k′)†(I +K)−1φ/2pi = φ†(I +K)−1k′/2pi = φ†R. (4.35)
In a similar way, we can find for the energy:
∆E = (ω′)†γ = φ†(I +K)−1ω′/2pi ≡ φ†ε′/2pi, (4.36)
where ε′ satisfies
(I +K)ε′ = ω′ (4.37)
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or, integrating by parts thanks to the form of K and choosing the constant
to have ε vanish at its limits,
(I +K)ε = ω − µ. (4.38)
The effect of the phase shift is thus:
∆M = 0, ∆P = φ†R, ∆E = φ†ε′/2pi = −ε†φ′/2pi (4.39)
Adding a particle with momentum αp to the system, we impose a phase shift
φ(α) = θ(α− αp), (4.40)
from which we can explicitly calculate the effect on density, momentum and
energy. The particular form of the phase shift gives φ′ = θ′/2pi = K and
considering the solution of (4.38) the expression of the energy can be further
simplified to
∆E = µ+ ε(αp). (4.41)
Remembering the definition of k(α) (4.26) also the expression for the mo-
mentum simplifies to:
∆P = 2pif(αp). (4.42)
The total effect of adding a particle to the system is thus:
∆M = 1, ∆P = 2pif(αp), ∆E = µ+ ε(αp) (4.43)
and similarly for a hole:
∆M = −1, ∆P = −2pif(αh), ∆E = −µ− ε(αh). (4.44)
Having obtained all these formulas for the general case, in the next sections
we proceed in specializing them for particular values of ∆.
4.2.1 ∆ > 1: The Ferromagnetic Case
As we have said before, the ferromagnetic case is the easiest one, as the
ground state is just the empty lattice equivalent to all spins pointing down
or, by reflection symmetry, the full lattice with all spins pointing up. Direct
inspection of the Hamiltonian (4.1) shows that these are both eigenvectors
and their eigenvalue (with our choice of the constant term) is just zero. The
ground state is thus degenerate and ferromagnetic with Sztot =
1
2
N . To obtain
the lowest energy excited states we add one particle to the empty lattice. We
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have seen the exact solution of the Bethe ansatz for M = 1 in section 4.2
and so here we just recall equation (4.11):
E = 2 (∆− cos k) . (4.45)
The lowest energy excitation will have a momentum k = 0 and its energy
will be
E = 2 (∆− 1) , (4.46)
so that the system will have a gap which tends to zero as ∆→ 1, as we had
anticipated.
4.2.2 −1 < ∆ < 1: The Critical Region
The critical region needs much more attention. As anticipated in section
4.2, it is convenient to reparameterize the system in terms of 0 < µ =
arccos(−∆) < pi and the new momenta α defined by
eik =
eiµ − eα
eiµ+α − 1 , (4.47)
or equivalently
k(α) = 2 arctan
[
tanh(α/2)
tan(µ/2)
]
≡ θ(α|µ/2) (4.48)
and
dk
dα
=
sin µ
coshα− cosµ ≡ θ
′(α|µ/2), (4.49)
with −∞ < α <∞.
These lead to simple expressions for the two-body phase shift
θ(k, k′) = 2 arctan
[
tanh
(
α−α′
2
)
tanµ
]
= θ(α− α′|µ), (4.50)
for the fundamental equation
Nθ(α|µ/2) = 2piI(α) +
∑
α′
θ(α− α′|µ) (4.51)
and for the energy
E = −2 sinµ
∑
α
θ′(α|µ/2) = −2
√
1−∆2
∑
α
k′(α) ≡ ω(α). (4.52)
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Passing to the integral equation with density of α’s R(α) and taking the
integration limits b = ∞ for half-filling, the Fourier transform of the kernel
is given by:
K˜(s|µ) = 1
2pi
∫ ∞
−∞
θ′(α|µ)e−isαdα (4.53)
and after some algebra we obtain the expression for the ground state energy:
e0 = −2 sin µ
∫ ∞
−∞
k′(α)R0(α)dα = −2 sin µ
∫ ∞
0
sinh(pi − µ)s
sinh pis coshµs
ds. (4.54)
Finally we can consider the lowest energy excitations: substituting the ex-
pression for ω (4.52) in the equation for ε (4.38) we get
(I +K)ε = −2k′ sinµ− c (4.55)
and considering equation (4.30) and the translational invariance at half-
filling, which grants the constant to be an eigenvector with eigenvalue 1 +
K˜(0) = 2, we find
ε = −4piR0 sinµ− c/2. (4.56)
Recalling the required condition at the limit of integration ε(±∞) = 0 we
find the constant to be c = 0 and inserting the right form for R0 from the
previous calculations we get for the excitation energy
∆E =
pi sin µ
µ cosh(piα/2µ)
. (4.57)
Similarly, the momentum of the excitation is given by
∆P = −2pif(α) = − arctan
[
sinh
(
piα
2µ
)]
, (4.58)
which gives us the dispersion relation
E =
pi sin µ
µ
|cosP | . (4.59)
In the thermodynamic limit, at half-filling we can choose an excitation with
momentum arbitrarily near to P = pi/2 and so the spectrum is gapless in the
whole region, as we had anticipated. But if we consider only a finite chain
the spectrum will have a gap which closes as N →∞.
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4.2.3 ∆ < −1: The Antiferromagnetic Case
In this region we perform a slightly different parameterization: we take λ =
arccosh(−∆) > 0 and the α’s defined by
eik =
eλ+iα − 1
eλ − eiα , (4.60)
or equivalently
k(α) = 2 arctan
[
tan(α/2)
tanh(λ/2)
]
≡ θ(α|λ/2) (4.61)
and
dk
dα
=
sinhλ
coshλ− cosα ≡ θ
′(α|λ/2), (4.62)
with −pi < α < pi.
Again we find simple expressions for the two-body phase shift
θ(k, k′) = 2 arctan
[
tan
(
α−α′
2
)
tanhλ
]
= θ(α− α′|λ), (4.63)
for the fundamental equation
Nθ(α|λ/2) = 2piI(α) +
∑
α′
θ(α− α′|λ), (4.64)
and for the energy
E = −2 sinhλ
∑
α
θ′(α|λ/2) = −2√∆2 − 1
∑
α
k′(α) ≡ ω(α). (4.65)
Once more at half-filling we can explicitly compute the Fourier transform of
the kernel
K˜(n|λ) = 1
2pi
∫ pi
−pi
θ′(α|λ)e−inαdα (4.66)
(with n integer), which leads to the expression for the ground state energy:
e0 = −2 sinhλ
∫ pi
−pi
k′(α)R0(α)dα = − sinhλ
∞∑
n=−∞
1
1 + e2λ|n|
. (4.67)
Substituting the expression for ω (4.65) in the equation for ε (4.38) we get
(I +K)ε = −2k′ sinhλ− µ (4.68)
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and as before
ε = −4piR0 sinh λ− µ/2, (4.69)
which sets the constant to µ = −8 sinhλR0(pi). Inserting R0 from the previ-
ous calculations we get for the excitation energy
∆E =
2K sinhλ
pi
dn(Kα/pi|m), (4.70)
where K(m) is the complete elliptic integral of the first kind, dn(x|m) and
sn(x|m) (used later) are the Jacobian elliptic functions and their parameter
m is related to λ through
λ =
piK(
√
1−m2)
K(m)
. (4.71)
Calculating the momentum of the excitation
∆P = −2pif(α) = − arcsin [sn (Kα/pi|m)] (4.72)
we get the dispersion relation
E =
2K sinhλ
pi
√
1−m sin2 P . (4.73)
Evaluating the elliptic integral we see that in the whole region the spectrum
is gapped, with a gap which tends to zero as ∆ → 1 in the thermodynamic
limit, as we should expect for the continuity of the spectrum.
4.3 Free Boundary Conditions
The Bethe solution presented in the previous section is the exact solution of
the infinite XXZ model with periodic boundary conditions and any value of
Sztot. However, we will find numerical results for the finite XXZ model with
free boundary conditions, and we will focus on the subspace Sztot = 0.
The necessity to consider free boundary conditions comes from the algo-
rithm used to realize our numerical simulations: as will be better explained
in appendix A, the Density Matrix Renormalization Group algorithm works
much better, for its own nature, for the description of systems with free
boundary conditions than with periodic ones. We thus deal with this version
of the model which retains the interesting characteristics presented before,
while being apt to a better numerical description with the same computa-
tional effort.
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The finiteness of the model under exam is instead a universal constraint
imposed from the finiteness of the computational resources at our disposal.
As always with numerical investigation, the thermodynamic limit can be
only obtained as an extrapolation from finite-size data. Finally, the need to
consider a subspace comes from the conservation of the total magnetization.
The choice of the subspace Sztot = 0 is due to the antiferromagnetic ground
state, as will be clarified in section 5.1.
The model we will consider is thus described by the Hamiltonian
H(∆) = −1
2
N−1∑
i=1
[
σxi σ
x
i+1 + σ
y
i σ
y
i+1 +∆σ
z
i σ
z
i+1
]
(4.74)
(the missing ∆ term is just a shift of the energy).
In this section we will see how these changes affect the spectrum of the
model and what can be kept of the theory. As a simple example, we will
analyze the special case ∆ = 0, called XY model, which is exactly solvable
in both cases.
For the periodic case we recover the results of the general Bethe ansatz
theory: applying a Jordan-Wigner transformation [28]
σ+j =
j−1∏
i=1
(
1− 2c†ici
)
cj , σ
−
j =
j−1∏
i=1
(
1− 2c†ici
)
c†j (4.75)
to the Hamiltonian (4.3) we can write it in terms of quasiparticle operators
ci (satisfying fermionic anticommutation relations):
H = −
N−1∑
i=1
(c†i+1ci + c
†
ici+1) + α(c
†
1cN + c
†
Nc1) (4.76)
with α = (−1)M , whereM is the total number of quasiparticles. The Fourier
transform of the operators
ck =
1√
N
N∑
j=1
e−iqjcj (4.77)
further simplify the Hamiltonian to
H = −2
∑
k
cos kc†kck, (4.78)
which is a simple sum of quasiparticles with momentum k with possible values
2pin/N with n (half-odd) integer for (even) odd number of quasiparticles. The
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eigenstates are thus obtained applying M quasiparticle creation operators to
the void state and have total energy
E = −2
∑
k
cos kj, (4.79)
which we already knew from the Bethe ansatz equation (4.11).
The ground state will be the one with all the k’s of negative energy, those
between −pi
2
and pi
2
, with total magnetization Sztot = 0, as said before. In an
infinite system the spectrum is thus gapless both for the whole system, be-
cause shifting from the lowest N/2 momenta to the lowest (N/2)+1 momenta
(passing from even to odd or vice versa) has an energy cost arbitrarily small
in the thermodynamic limit, and for the subspace Sztot = 0, because we can
increase the momentum of a particle near pi
2
of an arbitrarily small value. In a
finite system the spectrum has a gap, as (supposing N/2 even) passing from
(−1
2
(N/2− 1),−1
2
(N/2− 3), . . . , 1
2
(N/2− 1)) to (−N/4,−N/4+ 1, . . . , N/4)
has an energy cost of
∆E = −2

 N/4∑
i=−N/4
cos
2pi
N
i−
N/4−1∑
i=−N/4
cos
2pi
N
(
i+
1
2
) = 2 sin pi
N
. (4.80)
The gap in the subspace Sztot = 0 is the same as the particles with momentum
pi/2 carry no energy.
To solve the case with free boundary conditions, we must think of adding
two more sites at the ends of the chains, on which we will impose the wave-
function to vanish. The Hamiltonian for the chain of N + 2 sites from 0 to
N + 1 thus becomes
H = −
N∑
i=0
(c†i+1ci + c
†
ici+1) (4.81)
with the additional condition
Ψ0 = ΨN+1 = 0 (4.82)
which selects the values of k = pin
N+1
with n integer. The solution is the
same as before with the different allowed values of k, which means that the
spectrum is still gapless in the thermodynamic limit and has a gap with the
same type of scaling for the finite case. We can explicitly evaluate the gap
for the finite system with open boundary conditions in the Sztot = 0 subspace
(which will be exactly our case) as:
∆E = −2
[
cos
pi
N + 1
(
N
2
+ 1
)
− cos pi
N + 1
N
2
]
= 4 sin
pi
2(N + 1)
. (4.83)
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This is an example of the effects on the spectrum of the changes in our
Hamiltonian: the finiteness of the chain introduces a gap in region gapless
in the thermodynamic limit, which closes as N → ∞, as we had already
seen from the Bethe ansatz solution. In the rest of the region −1 ≤ ∆ <
1 the behaviour is almost the same, with a gap scaling as N−1, but for
∆ = 1 the scaling is quadratic, as we will see in the next section. The
rest of the spectrum, which is gapped also in the thermodynamic limit, only
shows an increase in the energy of the excited states and the ground state,
which is doubly degenerate both before and after the critical region in the
thermodynamic limit, is non-degenerate in a small region around the critical
zone for continuity with the closing gap.
The different boundary conditions modify the total energy of the system,
as we should intuitively expect from removing the interaction between the
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Fig. 4.1: Excitation energy of the two lowest excited states of the XXZ model
for 100 spins with free boundary conditions in the subspace Sztot = 0.
Data obtained from DMRG simulations (m = 160 with 3 target
states).
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first and the last spin, but the energy of the excitations, although different,
is almost the same as the periodic case in the thermodynamic limit, where
for example we have for the first excited state at ∆ = 0
2 sin
pi
N
∼ 2pi
N
∼ 4 sin pi
2(N + 1)
. (4.84)
This holds also for the other parts of the spectrum and indeed is quite general
as increasing the size of the system boundary conditions count less and less.
Reducing to the subspace Sztot = 0 has no effect on the ground state energy
for ∆ < 1, as it belongs to this subspace, but selects only some excited
states, thus changing the total spectrum. The situation is quite different for
∆ > 1, where the ground state has total magnetization Sz = N/2 and all the
lowest excited states have high total magnetization. Considering also the free
boundary conditions (as will be our case), the doubly degenerate ground state
is roughly made up of two of the different possible ground states for each half
of the chain, with a kink in the middle |↑↑ . . . ↑↓ . . . ↓↓〉 or |↓↓ . . . ↓↑ . . . ↑↑〉.
The excited states will have the spins pointing in the same direction less well
packed, with two or more kinks and a higher total energy, and the system will
still have a gap which closes only for ∆ = 1 (still quadratically) as N →∞.
An example of the energy per site of the two lowest excited states for
N = 100, free boundary conditions and reduced to the subspace Sztot = 0, as
obtained from DMRG simulations, is show in Fig. 4.1. We can see the gap
closing in the critical region and the ground state non-degenerate around this
zone for continuity with the first excited state.
4.4 Scaling of the gap in the XXZ chain
For the analysis a` la Kibble-Zurek of the XXZ model, we have to compute
its critical exponents. We said before that for periodic boundary conditions
the scaling of the gap as a function of 1/N is linear in the critical region
−1 ≤ ∆ < 1 and quadratic for the critical point ∆ = 1 (where the linear
contribution to the scaling tends to zero), and we recovered this result for
free boundary conditions for the case ∆ = 0.
As a general fact, in the thermodynamic limit boundary conditions tend
to be less important. For the system of our interest can numerically confirm
that the scaling with free boundary conditions is the same of the periodic case
by computing the spectrum in the critical region in the subspace Sztot = 0.
In the upper box (A) of Fig. 4.2, we plot the second excited state of the
system (which is the one of our interest because the first excited state is
degenerate after ∆ = 1, as will be explained in chapter 5) for different values
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Fig. 4.2: (A) Energy of the second excited state of the XXZ model with free
boundary conditions in the subspace Sztot = 0 as a function of ∆ for
various lengths of the chain N . Data from DMRG simulations (m
varying from 20 to 170 with increasing system size). (B) Scaling
of the energy of the second excited state as a function of 1/N for
various values of ∆ in the critical region (excluding ∆ = −1) and
linear fit of the data (dashed lines). (C) Scaling of the energy of
the second excited state as a function of N for ∆ = −1 and power
fit of the data (dashed line).
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of N . From these simulation, we can explicitly extract the scaling, as shown
in the bottom left box (B) of Fig. 4.2 for ∆ 6= 1 (linear scaling) and in the
bottom right (C) for ∆ = 1 (quadratic scaling). These simulations confirm
our predictions: the scaling is linear in 1/N with different velocities for all
values of the critical region except ∆ = 1, where an explicit fit of the gap
as a function of N gives an exponent −1.93± 0.11, confirming the quadratic
scaling.
With these scalings we are able to compute the critical exponent z. In
fact the correlation length ξ is proportional to the chain length N : if we
substitute this relation in the scalings of the gap with the system size just
obtained we get for ∆0 6= 1
∆E ∝ N−1 ⇒ ∆E ∝ ξ−1 ⇒ z = 1 (4.85)
and for ∆0 = 1
∆E ∝ N−2 ⇒ ∆E ∝ ξ−2 ⇒ z = 2. (4.86)
Another scaling easy to calculate is the dependence of the gap on the
parameter ∆−∆0: for every value of N the gap is linear in the whole critical
region, as is expected from theory and confirmed by our simulations. This
lets us estimate the product of critical exponents zν:
∆E ∝ ∆−∆0 ⇒ zν = 1. (4.87)
Having obtained the values of z and of the product zν, we could already
expect for the scaling of the critical length with respect to (∆−∆0)−1 (the
exponent ν) a power 1 for ∆0 6= 1 and a power 1/2 for ∆0 = 1. This can be
explicitly recovered from Bethe ansatz theory, estimating the critical length
as the product of the relaxation time τ and the velocity of sound vs. We
know that τ is proportional to the inverse of the gap, while from equation
(4.59) we can estimate the velocity of sound in the critical region:
vs =
dE
dP
∣∣∣∣
P=pi
2
=
pi sinµ
µ
. (4.88)
For −1 < ∆ < 1 both µ and sin µ take finite values and so the velocity of
sound tends to a finite value for all these critical points. For ∆ → −1 both
µ and sin µ tend to zero, but they both scale as
√
1 + ∆ and so the velocity
of sound is finite once again. Finally for ∆→ 1 only µ tends to zero and so
vs tends to zero as
√
(1−∆). We can thus predict for ∆0 6= 1
ξ ∝ τvs ∝ (∆−∆0)−1 ⇒ ν = 1 (4.89)
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and for ∆0 = 1
ξ ∝ τvs ∝ (∆−∆0) 12−1 ⇒ ν = 1
2
(4.90)
which confirm our previous predictions.
We will use these critical exponents in section 5.3 to explain the scaling of
the residual energy after a quench in the framework of Kibble-Zurek theory.
5. DYNAMICS OF A PHASE
TRANSITION IN THE XXZ
MODEL
In this chapter we finally present the results of this work: the dynamics of
the ground state of the XXZ model when non-adiabatically crossing the crit-
ical region described in the previous chapters. The presence of this extended
critical region, instead of a single critical point, makes this model substan-
tially different from all the system analyzed under this perspective before,
to our knowledge. In fact the size of the critical region, and the consequent
longer time needed for the system to pass through it, could easily lead to a
break up of KZ theory, which is a point worth investigating. Moreover, the
presence of different scalings on the two sides of the critical region is another
difference from standard KZ models, which could justify the analysis of this
system by itself.
To carry out our analysis we have performed t-DMRG simulations of the
evolution of the system as will be described in section 5.1. The results ob-
tained from these simulations are then divided into two regimes (similarly to
what is shown in sections 3.3 and 3.4) and described in terms of Landau-Zener
(section 5.2) and Kibble-Zurek (section 5.3) schematizations.
5.1 The Quenching Procedure
We recall here the Hamiltonian of the system under our study (we will con-
sider chains of various lengths, but we will always take N even for sake of
convenience):
H(t) = −1
2
N−1∑
i=1
[
σxi σ
x
i+1 + σ
y
i σ
y
i+1 +∆(t)σ
z
i σ
z
i+1
]
. (5.1)
As extensively analyzed in the previous chapters, this model presents a
critical region for −1 ≤ ∆ ≤ 1. The evolution is performed by changing the
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parameter of the Hamiltonian according to the law
∆(t) =
t
τQ
. (5.2)
The system thus crosses the critical region for −τQ < t < τQ and as we are
interested in the asymptotic final state of the system we start and end our
quench at |t| ≫ |τQ|.
As Sztot is a good quantum number, we cannot access the ferromagnetic
ground state at Sztot = ±N/2 starting from the antiferromagnetic ground
state at Sztot = 0 and vice versa. Moreover, the fully polarized ferromagnetic
ground state is an eigenvector for every value of ∆ and so it cannot evolve
at all. We will therefore only consider evolutions from ∆ ≪ −1 to ∆ ≫ 1
and we will reduce ourselves to the subspace Sztot = 0, already described in
the general analysis of the model (section 4.3).
To quantify the final excitation of the system, instead of considering the
density of kinks we consider the final energy of the system relative to the
ground state in the subspace. This quantity coincides with the final density
of defects (apart from a constant) for ∆ ≫ 1, as only the z polarization of
the spins counts in determining the final energy of the system. Moreover it is
easier to calculate and naturally takes into account the fact that the ground
state in the subspace already shows one kink.
Unless stated differently, we will express the final energy of the system
rescaled over the maximum energy we can obtain, which is that of an instan-
taneous transition, where the wavefunction cannot change at all. We thus
consider
E˜res =
〈Ψf |Hf |Ψf〉 − 〈ΨGS|Hf |ΨGS〉
〈Ψi|Hf |Ψi〉 − 〈ΨGS|Hf |ΨGS〉 (5.3)
where Ψi and Ψf are the wavefunctions at the beginning and at the end of the
quench, ΨGS is the ground state (in the subspace) at the end of the quench
and Hf is the Hamiltonian at the end of the quench. This quantity can
range from 1 for an instantaneous transition to 0 for a completely adiabatic
transition. Moreover, for a two level system it corresponds to the excitation
probability, which is rather useful for our LZ estimates, and for |∆| → ∞ it
corresponds to the density of defects, which is useful in KZ estimates.
As already shown in the general discussion about the model, for finite N
the gap takes different values (and shows different scalings) throughout the
critical region. This means that for some velocities only a part of the critical
region is non-adiabatic, while in the rest of it the gap is still large enough for
the transition to be adiabatic. In particular the point ∆ = 1 is the one with
the smallest gap and for very slow transitions we expect the critical scaling
to be substantially governed by this point.
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Another important point to stress is the presence of a doubly degenerate
ground state after the critical region: any excitation to the first excited state
for ∆ < 1 would result in a final state with an energy (and density of kinks)
equal to that of the ground state (see Fig. 4.1). This means that in our
analysis, especially for very slow transitions, we must take into account the
second excited state for what concerns the excitation probability to the first
excited state after the transition (although the presence of the first excited
state can still affect the transition mechanism, as we will discuss in section
5.2).
Just from these preliminary inspections and from what we learnt in chapter
3, we can already predict the general trend of the final energy as a function
of the quench velocity: for very slow transition we expect only one critical
point (∆ = 1) and the first excited state after the transition to count and we
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Fig. 5.1: Final energy after a quech starting at ∆ = −10 and stopping at
∆ = 10 for a 8 spins XXZ model against the quench velocity 1/τQ.
Data from t-DMRG simulations (m = 20, dt from 10−3 to 10−2).
The regimes of applicability of the various models are also shown.
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thus prefigure an exponential LZ-like trend; for faster transition KZM should
apply and we expect the energy to scale like a power (which we will derive
later); and for very fast transition we know that the wavefunction cannot
change and so the final energy must tend to a constant.
This very simple analysis reflects very well the real trend of the final en-
ergy for various quench velocities 1/τQ obtained from the simulations for a
small 8 spins XXZ system as show in Fig. 5.1, where the various regimes are
highlighted.
In sections 5.2 and 5.3 we are going to analyze in details these various
regimes.
5.2 Slow Quenches: the Landau-Zener
Regime
In the regime of slow quenches, our data can be understood using the Landau-
Zener theory. The justification for its use in a system with more than two
levels and more than one avoided level crossing was in part given in the
previous section and is supported by the direct inspection of the energy of
a state during a slow evolution in a small system of 8 spins, as shown in
Fig. 5.2.
We can see that for slow enough quenches the evolution is almost adiabatic
until the system is very close to ∆ = 1, thus allowing us to neglect the other
critical points −1 ≤ ∆ < 1, and the energy after the transition is smaller
than that of the first excited level, thus justifying the approximation as a
two-level system.
For velocities slower than a certain threshold we can thus, as a first ap-
proximation, consider our model as a two-level system with a single critical
point, where LZ formula applies. The critical threshold obviously depends
on the entity of the gap and thus on the size of the system: in particular
smaller systems will have larger gaps which means that the LZ regime will
hold for faster quenches, allowing a better numerical analysis.
In order to calculate the transition probability we need to estimate the
minimum gap and the slope of the energy when approaching it. As the
spectrum is asymmetric, we also need to know the slope of the energy after
the transition, to compute the asymmetry parameter. All these data can
be directly gathered from our numerical simulation, however, before going
on and applying the formulas presented in section 3.2, we need to do some
remarks.
A first point which needs to be clarified is the presence of the first excited
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level before the transition, which cannot be totally neglected. As a matter of
fact, even though the matrix element between the ground state and this level
is very small (as should be clear from the thermodynamic limit and from
the analysis of chapter 4), the very small energy gap between them justifies
a non vanishing transition probability. Now, as we said before, transitions
to the first excited level have no consequences after the critical point as its
energy is the same as that of the ground state, nevertheless an excitation
to the first excited level before (or during) the phase transition could result
in a subsequent transition from this to the second excited state. As the
minimum gap between first and second excited state is smaller than that
between ground state and second excited state, this could lead to an increased
transition probability for the whole process.
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Fig. 5.2: Evolution of the energy of a state during quenches in a 8 spins XXZ
model in the region −2 < ∆ < 2 for various velocities v = 1/τQ (see
legend). The two first excited levels are reported in black dashed
lines for comparison. All data from DMRG simulations (m = 20,
dt = 10−3).
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From these considerations we can argue that a simple LZ estimate taking
into account only ground state and second excited state will probably under-
estimate the total transition probability. On the other hand, a LZ analysis
taking into account first and second excited state would overestimate it, so
that we can expect the real transition probability to lie between these two
slopes.
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Fig. 5.3: Final energy after a quench in XXZ chains of different lengths
(see legend) as a function of the quech velocity 1/τQ (only ’slow’
quenches plotted). Data from t-DMRG simulations (m = 20, dt
from 10−3 to 10−2). The dashed lines represent LZ prediction start-
ing from the ground state (lower curves) or from the first excited
state (upper curves, see text), for the various lengths following a
color code.
Another important point is the breaking down of LZ scheme: if we had
a real two-level system, LZ formula would predict a transition probability
asymptotically tending to 1 as the velocity increases. For a multi level system,
a natural limit is the velocity for which we get a final energy equal to that of
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the first excited state. However, at this point we already expect a non-null
transition probability to the second excited state, which means that our two-
level schematization is no more valid. We will thus expect a real LZ regime
only for velocities lower than the natural upper bound, with a deviation which
becomes more and more pronounced as LZ transition probability tends to 1.
Our simulations agree quite well with the analysis conducted so far. As can
be seen from Fig. 5.3 (circles), the final energy for sufficiently slow quenches
shows a LZ-like trend; theoretical prediction obtained using the asymmetric
LZ formula (3.23) (rescaled to the energy of the first excited state to fit our
notation) with the gap between the ground state and second excited state
or first and second excited state are shown as dashed lines and we can see
our simulations lying between these two curves. Notice that the final energy
of the fastest quenches is above both our LZ estimates as levels of higher
energy begin to play an important role: we can see the beginning of the
failure of the LZ approach. We can also see how the LZ regime breaks up
at lower velocities when increasing N , as was expected, until the limit of
our simulations (simulations with big system and long quenches are very
time consuming and are subject to a larger error, as can be seen from the
scattering of the last points for N = 16).
The LZ approach gives an estimate of density of defects in this regime.
Let us consider a fixed final energy ε: for every quench velocity 1/τQ we can
define the maximum chain length Lε(τQ) such that the final energy is smaller
than ε and so, as LZ formula always underestimates the final energy, we have
PLZ(τQ, Lε(τQ)) ≤ ε. (5.4)
Recalling the dependence of LZ formula on the system variables and the
scaling of the gap at ∆ = 1 we have
ε ≥ f(τQ(∆Emin)2) = f(τQ/L4ε(τQ)). (5.5)
For a fixed ε small enough, we define Lε(τQ) the almost defect-free chain and
have
Lε ≤
(
τQ
f−1(ε)
) 1
4
. (5.6)
As Lε(τQ) is the largest defect-free chain for a quench velocity 1/τQ, an
ansatz similar to that of the KZM identifies the density of kinks d(τQ) as
L−1ε , leading to
d(τQ) ≥
(
f−1(ε)
τQ
) 1
4
. (5.7)
This is just a lower bound for the final energy of the system and it only takes
into account the ∆ = 1 critical point, nevertheless it provides us with a first
50 5. Dynamics of a Phase Transition in the XXZ Model
prediction of the scaling and we will see in the next chapter the accuracy of
this prediction.
5.3 Fast Quenches: the Kibble-Zurek
Regime
After the break up of LZ theory, as we increase the quench velocity more and
more of the final levels of our system come into play. In such a complicated
system, we need a more drastic schematization to get some results about the
dynamics of the transition and the KZ mechanism is a good model we can
apply.
As derived in section 3.1, the scaling of the final density of kinks for a
single critical point is determined by its critical exponents. From equation
(3.12) we thus obtain
ν = 1, zν = 1, ⇒ dKZM ∝
(
1
τQ
) 1
2
(5.8)
for −1 ≤ ∆ < 1 and
ν =
1
2
, zν = 1, ⇒ dKZM ∝
(
1
τQ
) 1
4
(5.9)
for ∆ = 1.
However, we can clearly see that it is never possible to cross any of these
critical points alone, and so in order to find the real scaling we should ask
how these different scalings can work together and what really counts when
crossing a whole region of critical points.
The first issue we point out is the difference between having a single critical
point and an extended critical region, even in the case where the scaling of
the gap is the same for all points. The basic idea under KZM is the possibility
to divide the evolution into three distinct zones and to consider the evolution
as totally frozen in the middle one. This condition is satisfied as for a single
critical point the time needed to cross the frozen zone is of the same order of
magnitude as the timescale of change of the coupling itself. In our case, for a
critical region of size a (in terms of the relative coupling), there is a further
aτQ of time the system spends in the central region and we cannot be sure
that the wavefunction will be frozen throughout the transition.
A second point to be taken into account is the presence of two different
behaviours of the gap when entering and leaving the critical zone. When
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Fig. 5.4: (A) Evolution of the energy of a state during quenches in a 100 spins
XXZ model in the region −10 < ∆ < 10 (evolutions starting at
∆ = −20) for various velocities (see legend). The two first excited
levels are reported in black dashed lines for comparison and the
critical zone is marked by dotted lines. (B) The same energies
rescaled over the energy of the totally impulse evolution (light blue
line in graph A). All data from t-DMRG simulations (m = 30,
dt = 10−3).
52 5. Dynamics of a Phase Transition in the XXZ Model
applying the KZ analysis even to a simple system with a single critical point,
but with a gap closing asymmetrically, we find two different critical lengths
for the freeze-out points before and after the transition and we must decide
which combination of them to use to compute the final density of defects (and
there seem to be different possibilities, as argued in [21] and [36]). If also
the scaling is different for the different sides of the transition, the situation is
more complex and even predicting the scaling of the final density of defects
becomes hard.
One way to try and understand which part of the transition counts more
in our case is again to observe the evolution of the ground state energy when
crossing the critical region at different velocities, as is shown in the upper
box (A) of Fig. 5.4 for a system of 100 spins.
From these evolutions we can see how the excitation energy of the evolving
state remains zero until next to the critical zone and then starts to grow,
as was expected, throughout the critical zone, with a sharp spike right at
the end of it. As the energy still grows after the critical zone, even if the
wavefunction is now constant, due to the evolution of the Hamiltonian, it is
useful to rescale it throughout the evolution over the energy of the totally
impulse evolution (obtained by evaluating the initial wavefunction with the
evolving Hamiltonian, and thus corresponding to a quench with v = ∞) in
order to get the evolution of the residual energy as defined in (5.3). This is
done in the lower box (B) of Fig. 5.4.
The evolution of the residual energy starts at 1 far from the critical region
(∆ = −20, not shown in figure), where the evolution is adiabatic for every
quench velocity as the ground state wavefunction is the antiferromagnetic
Ne´el state for every value of ∆. Then, as the excitation energy of the impulse-
like evolution begins to grow, the residual energy of the slower evolutions
decreases, until they start becoming impulse-like too and their energy begins
to grow. In the critical region we see that the residual energy grows less or
even decreases for slower transitions: the system is still somewhat frozen,
but some evolution is possible due to the extension of the critical region, as
we had hinted before. Right after 1 we see a great increase in the residual
energy: as this is the point of minimum gap (and the one with a different
scaling), the system here tends to be even more frozen out and the residual
energy sharply increases. After this the residual energy tends to a constant
value, meaning the evolution is adiabatic again and the wavefunctions do not
change anymore.
What derives from the analysis of the evolution is thus that the point of
minimum gap plays the most important role in the whole evolution. For
slow quenches we could already expect (from what we said in the previous
section) the final scaling to be dominated by the point ∆ = 1; however now
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Fig. 5.5: Final energy after a quench in XXZ chains of 100 spins starting at
∆ = 0 (black triangles) and ∆ = −6 (white circles) as a function of
the quech velocity 1/τQ. Data from t-DMRG simulations (m = 30,
dt from 10−3 to 10−2).
this behaviour seems to be extended also to velocities for which other points
are non-adiabatic too. The point ∆ = 1 seems to be always felt by the
evolving state, even when adiabaticity was already lost for ∆ < 1, and the
fact that its scaling governs the recover of adiabaticity of the wavefunction
contributes to mask the effects of the previous points. As a further support
to this thesis, we show in Fig. 5.5 the residual energy for evolutions starting
at the center of the critical region ∆ = 0 (black triangles) compared to that
of evolutions starting at ∆ = −6 (white circles). Apart from a different
saturation energy, due to the difference in the initial wavefunction, we get at
the end of the quench the same energy in a vast range of quench velocities,
supporting our thesis about the relevance of the ∆ = 1 point over the rest of
the critical region.
What we can predict for the overall scaling, in view of this analysis, is
thus a trend dominated by the exponent 1
4
, as KZM estimates for the point
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∆ = 1. The other scaling 1
2
is somewhat hidden by the major relevance of
the smallest gap and by the fact that it governs the last part of the critical
evolution. This prediction is in very good agreement with our numerical
data, as reported in Fig. 5.6.
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Fig. 5.6: Final energy after a quench in XXZ chains of various lengths (see
legend) as a function of the quench velocity 1/τQ. The dashed lines
represent power law fits of the data (apart from saturation) for the
various lengths according to a color code. Data from t-DMRG sim-
ulations (m from 20 to 30, dt from 10−4 to 10−2). Inset: exponents
of the power fits for various chain lengths N as a function of 1/N .
The red dashed line is a linear fit to extrapolate the exponent in
the thermodynamic limit.
Here in fact, after the saturation for very fast quenches, we see the residual
energy to exibit a power law, with an exponent near 1
4
and growing better
as N →∞ as can be seen from the inset. The extrapolation of the thermo-
dynamic limit gives an exponent 0.251 ± 0.004. The fluctuations from the
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main trend, stronger for faster quenches, are possibly due to the presence of
another scaling from the rest of the critical zone, but this effect is not strong
enough to modify the overall scaling, as we had argued from the evolutions of
Fig. 5.4. We also notice the dispersion to be more marked for slow quenches,
where size effect and the complete spectrum play a most important role in
determining the final energy.
As could be expected from previous results of KZ theory, the prefactor is
not as accurate as the scaling: referring to the notation of the general theory
of section 3.1 and denoting with v the slope of the gap, we can find for our
system at ∆ = 1
τ0 = 1/v, ξ0 =
√
2/v (5.10)
with ξ0 rescaled over the lattice spacing taken from the sound velocity of
section 4.4. This would lead to a density of defects
dKZM =
v
3
4√
2
(
1
τQ
) 1
4
. (5.11)
Estimating v can be a problem on its own, as the slope of the gap is neither
symmetrical nor constant. However, as we do not expect our result to be very
precise and just to estimate the order of magnitude, we can take a mean of
the various slopes and this would lead to a prefactor of the order of 6. Best
fits of our numerical simulations give instead a prefactor of the order of 0.3,
indicating an overestimate in line with previous results from KZ theory.
6. CONCLUSION AND OUTLOOKS
In this thesis we presented some models to describe the adiabatic dynamics
of a quantum phase transition and we explicitly applied them to the case of
the XXZ model.
In particular we explained the simple yet effective idea falling under the
name of Kibble-Zurek mechanism: the formation of defects during the oc-
currence of a phase transition taking place at finite speed in a real system,
due to the impossible instantaneous transmission of information to the whole
system. The Kibble-Zurek mechanism considers a phase transition as a jux-
taposition of adiabatic and impulse-like regimes, as an effect of the diverging
relaxation time of the system, and uses this division to estimate the maxi-
mum correlation length which can be obtained during the evolution. This
results in very good estimates of the final density of defects based on a few
static parameters describing the phase transition, as has been theoretically
and experimentally shown for many classical as well as quantum systems.
As we presented, the XXZ model is characterized by a richness of be-
haviours resulting in the presence of an entire region of critical points with
different scalings. We applied the KZM for the first time in such a rich sce-
nario and showed how the available tools could be applied to such a system
and what could be the outcome of its adiabatic dynamics.
The results we obtained have a simple yet interesting interpretation: the
presence of an extended critical zone somehow breaks up the simple schema-
tization of the Kibble-Zurek mechanism, nevertheless the final result is the
same we would expect for a system showing only a single critical point with
the properties of the last and narrowest-gapped point of the critical region.
We explain this by observing the actual dynamics of states evolving at dif-
ferent velocities: in the whole critical zone some evolution is still possible,
and the most non-adiabatic point is just the last one. The energy of the
final state is thus ruled by this final point, while the effects of the previous
evolution are somewhat masked, allowing us to interpret the crossing of the
whole region just in terms of its narrowest point.
We can thus say that the Kibble-Zurek mechanism can be used to describe
also extended critical regions, at least in cases where a single point is ‘more
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critical’ than the others, that is it shows a faster scaling of the gap with the
system size, as only its properties count in the evolution to the final state of
the system.
As a future work, it would be interesting to analyze the crossing of a critical
region in a more general case, in order to find an explicit criterion to decide
whether some critical point can lead over some others in the determination
of the final energy of the system. To achieve this, it would be useful to
analyze how an extended permanence in a non-adiabatic region affects the
evolution of the wavefunction, in order to get a more accurate description of
the quench of this or other similar models. Another interesting issue would
be to analyze the smaller effects due to the presence of other critical points
on the main trend here observed, in order to explain the small deviations
from a pure KZM seen in our simulations.
A first step towards these results could be the analysis of other quenching
procedures in this or other similar systems, for example the transition from
antiferromagnetic to ferromagnetic in the XYZ model where, differently from
the XXZ model, the evolution is not confined to a subspace. Another pos-
sibility could be to study in detail an ad hoc system, explicitly created to
retain just some of the characteristics of this model such as an extended but
constant gap, in order to separate the effects of the various modifications of
the original KZ model and analyze them in a simpler system.
I hope to be able to investigate these issues in the future.
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APPENDIX
A. THE DENSITY MATRIX
RENORMALIZATION GROUP
In this appendix we present a brief review of the Density Matrix Renormal-
ization Group (DMRG), a powerful numerical method for the simulation of
one-dimensional quantum systems, which has been used to realize the nu-
merical work of this thesis.
Simulation are nowadays a very common tool in the investigation of quan-
tum systems, as they can provide useful information analytically or experi-
mentally inaccessible. However, as already pointed out by Feynman in 1982
[37], the exact representation of a quantum system is a very hard task, due
primarily to the exponentially growing amount of information needed to de-
scribe the Hilbert space in which it lives.
A possible way around this problem is the choice to describe only the
‘most important’ degrees of freedom of a system, in order to limit the required
amount of information to be elaborated, but still catch the important features
of the model under exam. Obviously, the choice of which degrees of freedom
should be discarded is the key ingredient for the success of an algorithm and
should be accurately theoretically motivated.
The first explicit example of a numerical algorithm based on this idea was
proposed by Wilson in 1975 to investigate the Kondo problem [38] and lies
within the theoretical framework of the Renormalization Group. Generally
speaking, the renormalization group suggests to consider the interactions
of a system to act over different length scales: every time we pass from a
smaller length scale to a larger one, the interaction will only see an effective
description of the smaller systems, which takes into account the interactions
of shorter length scale.
This point of view opens the possibility to simulate a system by consider-
ing subsystems of increasing size one at a time, and retaining the essential
information about a subsystem and its interactions as a single element for
the next length scale. This was the idea numerically applied by Wilson, as
we will briefly sketch in section A.1, and it gave very good results for the
solution of the Kondo problem.
However, as it was later shown by White and Noack [39], this method
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strictly applies only to a particular class of systems, while in other models it
gives very poor results. The essential flaw in this formulation of the renormal-
ization group are the boundary conditions implicitly imposed on the system
by the algorithm, which often do not represent the natural boundary condi-
tions of the model. To overcome this problem, in 1992 White [40] proposed
a generalized version of the renormalization group, falling under the name of
Density Matrix Renormalization Group. The essential idea behind this new
algorithm, as will be shown in section A.2, is to have the system interact
with a copy of itself, in order to impose the right boundary conditions, and
to use the density matrix to decide which degrees of freedom will be more
important in the following steps of the simulation.
This new method proved extremely powerful in the description of many
one-dimensional quantum systems, which led to much work to improve it
even further. The first refinements were proposed by White himself [41] to
improve the accuracy of the algorithm, as we will see in section A.3. Later
on, new versions of the DMRG algorithm were applied to other systems, such
as molecules, small grains and also a few two-dimensional systems. A recent
work by White and Feiguin [43] (based on a previous work of Vidal [42]) led
to the extension of this method for the description of the time evolution of
a state, which is what we used in this thesis and will thus be proposed in
section A.4.
Due to the large number of different versions of the DMRG algorithm, in
the next sections we will only focus on the ones used in this thesis, with a
rather detailed presentation of the steps of the computation. Apart from
the specific articles cited above, we will mainly refer to [44] and [45] in our
presentation.
A.1 Wilson’s Renormalization Group
The basic idea behind the renormalization group algorithm proposed by Wil-
son [38] (also known as Real Space Renormalization Group or RSRG) is the
possibility to consider a system in terms of blocks of increasing size, where
the interaction between two blocks gives the basic element for the next it-
eration. Of course this would lead to no great advantage, unless from one
step to the other we could discard some degrees of freedom, in order to limit
the growth of the information needed for the computation. In the RSRG
algorithm the choice of the degrees of freedom to be kept is based on the
spectrum of the system: in order to describe the ground state properties of
the whole system, we take into account the ground state properties of each
block of increasing size.
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The RSRG algorithm thus proceeds as follows:
• We consider an initial block A of length L (living in a M-dimensional
Hilbert space) described by the Hamiltonian HˆA.
• We let two identical blocks A and A′ interact via the interaction Hamil-
tonian Hˆint and describe the whole system with the Hamiltonian HˆAA =
HˆA + HˆA′ + Hˆint (acting on an Hilbert space of dimension M
2).
• We diagonalize HˆAA in order to find the M lowest lying eigenstates.
• We project HˆAA on theM lowest lying eigenstates to obtain Hˆ trAA, which
is thus a description of dimension M of our initial M2-dimensional
space.
• We restart with the new Hamiltonian Hˆ trAA as a description of an initial
block of length 2L living in a M-dimensional Hilbert space.
Every iteration of this algorithm doubles the dimension of the system we
are describing, while the information needed to describe it is constant: we
thus achieve an exponential growth of the system with a constant amount
of computational resources. If this algorithm is a good description of the
system, we will thus rapidly converge to the final thermodynamic ground
state of our model.
The implicit assumption under this procedure is that the ground state of
the whole system will be made up of the lowest lying states of its forming
blocks. This was the case of the Kondo problem, where Wilson was indeed
able to apply this procedure with good results.
Unfortunately, as pointed out by White and Noack [39], this is not always
the case. In particular, as a simple counter-example, we can consider a one-
dimensional chain of single particle sites i described by the Hamiltonian:
Hij =


2 i = j
−1 |i− j| = 1
0 otherwise
(A.1)
with fixed boundary conditions, which in the continuum limit corresponds
to a simple particle in a box.
As shown in Fig. A.1, the lowest lying eigenstate is the discretization of a
sine, thus a block of dimension L will have minima for i = 1 and i = L. If we
now apply an iteration of RSRG, we will have to describe the ground state
for a block of dimension 2L, which has a maxima for i = L,L + 1, in terms
of functions which have minima for the same points. It is thus clear how the
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Fig. A.1: Lowest lying eigenstate of a simple chain model for two blocks of
8 sites (black circles) and one block of 16 sites (white squares).
RSRG cannot provide a good description of such a system. On the contrary,
if we take the lowest lying eigenstates with the right mixture of boundary
conditions (fixed and free), we can describe the ground state of the whole
system with a great accuracy. This is the basic idea for the extension of the
RSRG to the DMRG.
A.2 Infinite System DMRG
After finding the substantial flaw of RSRG, White [40] introduced an algo-
rithm which tried to overcome the previous problems: the Density Matrix
Renormalization Group. The basic idea of DMRG is to let a block interact
with some environment in order to impose different boundary conditions and
mimic the thermodynamic limit of the system. The explicit way to do this
is to have a block interact with another block of the same system, which will
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then be discarded. In this way we cannot achieve the exponential growth
of Wilson’s algorithm, but we are able to describe more systems with high
accuracy.
To better describe the renormalization procedure, in which we decide which
states are to be discarded, we will first schematically describe the algorithm.
B
B′
S E E ′
supB
Fig. A.2: Infinite system DMRG schematization.
Let us suppose to have a one-dimensional chain of sites (each living in a
Hilbert space of dimension D) interacting via a nearest neighbour Hamil-
tonian; we will also suppose the system to posses global reflection symmetry.
The DMRG algorithm proceeds as follows (see Fig. A.2):
• We start from a block B described by the Hamiltonian HˆB living in a
Hilbert space of dimension mL.
• We add to it a single site S described by HˆS and let them interact via
the Hamiltonian HˆBS so that the whole left enlarged block of dimension
mLD is described by the Hamiltonian HˆE = HˆB + HˆS + HˆBS.
• We reflect the left enlarged block to get the right enlarged block E ′
with its Hamiltonian HˆE′.
• We let the two enlarged blocks interact via the super-block Hamiltonian
HˆsupB = HˆE + HˆE′ + HˆSS′ (notice that just the two added single sites
S and S ′ interact).
• We get the ground state |ψG〉 of the super-block Hamiltonian.
• We construct the reduced density matrix of the left enlarged block by
tracing out the degrees of freedom of the right enlarged block: ρˆL =
TrR |ψG〉 〈ψG|
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• We retain them (if they are more) eigenstates of ρL with highest eigen-
values as a description of the left enlarged block.
• We restart with the renormalized left enlarged block as a new starting
block.
To explain the renormalization procedure, we have to show the wavefunc-
tion can be written in a particular form, known as Schmidt decomposition
[46]. Let us consider a general wavefunction of a system composed by two
subsystems A and B of dymension mA and mB: Schmidt decomposition
guarantees that there always exist n ≤ mA, mB real numbers λi, eigenstates
|iA〉 of A and eigenstates |iB〉 of B such that
|ψ〉 =
n∑
i=1
λi |iA〉 |iB〉 . (A.2)
Proving this is quite easy when mA = mB (and can be readily extended to
the general case), as the wavefunction can always be written as
|ψ〉 =
n∑
j,k=1
ajk |j〉 |k〉 (A.3)
where the |j〉’s are eigenstates of A and the |k〉’s are eigenstates of B. From
a linear algebra result known as singular value decomposition, we know that
the coefficient matrix a can be always written as a = udv, where d is diagonal
with non-negative entries and u and v are unitary matrices. Defining |iA〉 =∑
j uji |j〉, |iB〉 =
∑
k vik |k〉 and λi = dii we have proven (A.2).
Having proved Schmidt decomposition, let us consider the super-block
wavefunction ψG: in terms of n ≤ mLD eigenstates of the left enlarged
block
∣∣wLα〉 and the right enlarged block ∣∣wRα 〉 we can always write
|ψG〉 =
n∑
α=1
√
wα
∣∣wLα〉 ∣∣wRα 〉 (A.4)
where we have labelled the coefficient
√
wα for later convenience and we will
suppose w1 ≥ w2 ≥ . . . ≥ wn.
The reduced density matrices thus read:
ρL =
n∑
α=1
wα
∣∣wLα〉 〈wLα∣∣ , ρR = n∑
α=1
wα
∣∣wRα 〉 〈wRα ∣∣ (A.5)
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so that the truncated wavefunction ˜|ψ〉 obtained by taking the m (supposed
smaller than mLD and n) largest eigenvalues of ρL actually reads
˜|ψ〉 =
m∑
α=1
√
wα
∣∣wLα〉 ∣∣wRα 〉 . (A.6)
The difference between the exact wavefunction and the truncated wavefunc-
tion is thus ∣∣∣ ˜|ψ〉 − |ψ〉∣∣∣2 = n∑
α=m+1
wα = εtr (A.7)
which is the best description of |ψ〉 we can get of dimension m, provided we
kept the largest eigenvalues of ρL.
This renormalization procedure is thus optimal to maintain a good repre-
sentation of the wavefunction, while describing it with a constant amount of
information. Of course the parameter m is crucial for a good description of
the system, as it has to be large enough to have a small error of truncation
εtr, while it has to be as little as possible for a faster computation.
With the same procedure we can compute any observable of the system,
directly during the evolution or by keeping track of the changes of basis after
every step. We can also get information about an excited state by extracting
it instead of the ground state from the super-block Hamiltonian; however
this is computationally more complex, as the research of the ground state
of a large matrix can take advantage of specific algorithms (like Lanczos or
Davidson), which become less effective when searching an excited state.
The DMRG algorithm in the form exposed above naturally describes sys-
tem with free boundary conditions. Alternate forms of the algorithm were
proposed to describe systems with periodic boundary conditions. However
this latter implementation has been found to be less accurate then the former
[41] or computationally more demanding. This is the reason why in our work
we always considered free boundary conditions.
This version of the DMRG is optimal when performed with increasing
system sizes until convergence, and is thus usually called infinite system
DMRG. In the next section we will present a version of the DMRG which
achieves better results in the simulation of finite systems.
A.3 Finite System DMRG
When describing a finite system, it is sometimes important to consider the
whole Hamiltonian in order to get a precise description of the ground state.
Since in the infinite system DMRG procedure the complete Hamiltonian is
68 A. The Density Matrix Renormalization Group
not known until the final iteration, it is possible that the final result is not
as accurate as one would expect. To overcome this problem, White [41]
proposed a refined version of his original algorithm to take into account the
Hamiltonian in its final form.
This algorithm, known as finite system DMRG, starts as a normal infinite
system DMRG until the desired system size is reached, but after the growth
process has ended, it prescribes some more iterations where the total length
of the chain is kept fixed, enlarging one block at the expense of the other, in
order to obtain the real ground state for the complete system.
If we are interested in the ground state of a chain of length L, we will thus
realize the infinite system DMRG procedure until the super-block reaches
size L. We will then proceed with an iteration identical to the previous ones,
but with an enlarged left block of dimension (L/2)+1 and an enlarged right
block of dimension (L/2)−1 and so on until the enlarged right block reaches
size 2. We will then start enlarging the right block at the expense of the left
one until the latter reaches size 2, too. Enlarging the left block again to size
L/2 completes what is called an entire sweep. After some sweeps we expect
to reach a certain degree of convergence, meaning we are describing the real
ground state of the system.
Finite system DMRG has been proved to give very good results in the
simulation of many finite systems.
A.4 Time-dependent DMRG
As a last extension of the DMRG, we will present in this section a time-
dependent version of this powerful algorithm. Among the various proposed
algorithms to implement time evolution, we will here expose the method
suggested by White and Feiguin [43], which is the one used for the numerical
simulations of this thesis.
Let us suppose we want to simulate the evolution of the ground state of a
certain Hamiltonian Hˆ under the action of another Hamiltonian Hˆ1, that is,
we want to apply the operator Uˆ = e−iHˆ1t. The main problem of describing
the time evolution of a system through the DMRG algorithm is that the
evolving wavefunction is not well described in the same basis during the
whole evolution. To overcome this problem, the idea is to decompose the
evolution operator into a series of steps which can be implemented in a finite
system iteration.
To decompose the operator we use the Suzuki-Trotter decomposition [47],
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which at first order reads:
e−iHˆ1t ≃
(
Lmax−1∏
L=1
e−iHˆ1(L,L+1)dt
)n
. (A.8)
This allows us to divide the evolution in n = t/dt small steps, each one with
an operator acting on just two nearest-neighbour sites: with this approxi-
mation the error is of the order of dt2. We can get a better approximation
by using the second order in the Suzuki-Trotter decomposition: if we call
Fˆ =
∑
Leven Hˆ1(L,L+ 1) and Gˆ =
∑
Lodd Hˆ1(L,L + 1), we can see that the
two terms commute and we can thus expand the operator as
e−iHˆ1t ≃
(
e−iFˆ dt/2e−iGˆdte−iFˆ dt/2
)n
. (A.9)
This is the expansion used for the simulations of this thesis, with an error of
the order of dt3.
Of course we could also use superior orders of the Suzuki-Trotter decom-
position, but this is not always good as increasing the number of operators
to be applied increases the required number of iterations, thus increasing the
truncation error.
Having written the evolution in terms of operators involving only two
nearest-neighbour sites, we can iterate the finite system DMRG, where at
every step with free sites L and L + 1 we apply to them the operator
e−iHˆ1(L,L+1)dt following the prescription of the decomposition until the de-
sired evolution is obtained. For a second order decomposition this requires
3/2 sweeps for each time interval dt.
With the right choice of the parameters, this procedure can compute the
evolution of the ground state of a system with a great accuracy, as was shown
in many numerical works and is indeed verified in the numerical simulations
of this thesis.
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