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Abstract
The large number of programming languages in
the world is a consequence of the broad spectrum of
human preferences for different notational styles and
semantic models, which depend on background and
application area.  The situation concerning visual
languages seems even worse, because of the greater
syntactic flexibility allowed.  Indeed, a single person
might use a number of different syntaxes in different
application areas.  This has led to increasing
emphasis on language frameworks, structures within
which a variety of languages can be embedded, such
that components written in these languages can still
be linked together for use.  An operational approach
to designing a framework is to examine what all
languages have in common, and what can be allowed
to vary; that is, defining operations that allow for the
direct manipulation of languages as first class
objects.  This is explored here.
1 Introduction
Work on general visual language description is
proceeding in a number of places, using a variety of
mathematical approaches.  Gooday and Cohn [4] are
looking at a spatial logic; Haarslev [5,6] prefers
topology with spatial relations; while Dinesh and
Uskurdarli [2] take a rewrite rule approach.  These all
seem to assume that a language is a static object, that
once a language has been described then a statement
in that language will have an unchanging
representation and meaning.  Miyao and Chang [13]
consider a dynamic language, but the changes do not
seem to involve the language itself so much as
objects within the language.  As people start to think
about programming within virtual realities (e.g. [9]),
increasing interest is developing in the behaviours
within VRML 2.0 [14]; Proto nodes extend the
language, but it is not (yet) a visual language in the
sense that visual syntactic elements are bound to
programming operations (though combining sensors
with EventIn and EventOut operations might provide
this level of functionality).
To clarify this, a language has three essential
components: (i) a syntactic domain, consisting of a
set of rules about what can be used in the
construction of a statement; (ii) a semantic domain,
an algebraic structure containing values and relations;
and (iii) a mapping from the syntactic domain to the
semantic domain.  A change in a language involves
modifying one or more of these.  A language can be
used to change itself if it is at least partly reflective,
i.e. some elements of the semantic domain
correspond to elements of the syntactic one.  All
modern languages are changeable in part: functions,
procedures, and objects can be defined that extend the
namespace, for instance; but they place quite tight
restrictions on what can be altered.  Attempts to
provide general frameworks, e.g. the declarative
approach of Helm and Marriott [7,8] or the relational
grammars of Crimi et al. [1] make a good start, but
they too impose constraints on the kinds of languages
that may be dealt with.
In part, language inflexibility stems from the need
to keep implementations simple and efficient, and so
less prone to bugginess.  Another factor is the
historical reaction against the extensible languages of
the early 1970s, when people found it difficult to
understand other people's programs because there
was so little that was fixed.  This latter problem is
being addressed by object-oriented class libraries;
name spaces are partitioned more effectively, so the
task of learning what a library does is less daunting.
Visual languages also have a role to play: when
different views of a structure are available, moving
from one view to another can often give rapid insight
into what is being described.  In particular, different
parts of programs might be best represented with
different dimensionality, and these might be
embedded within one another; not just 1D in 2D in
3D, but also 3D in 2D in 1D.  [A cube can be
embedded in a plane either by taking a 2D snapshot
of it (which is done all the time on screens anyway),
or by extending the plane into 3D, and requiring all
positional relations among elements to be only those
compatible with 2D objects, much as icons can be
embedded in text for the 2D to 1D case.]  A fair
amount of work has been done on mixing text with
visual languages [3,10,12], and some with looking at
different views of a program fragment [11], but the
idea of interactively modifying the language used
does not appear to be common.
2So, it is worth looking at the question of language
alteration again.  In particular, the issues of what
might change, how it might change, who would do
the changing, and how that change would be
represented ought to be addressed.  In this paper,
section 2 is concerned with syntax, and separating the
abstract from the concrete representation of a
statement in a language.  Attention is specifically
given to this because it is easy and tempting to
assume that the two coincide, or that given a concrete
representation, it should be possible to reconstruct the
abstract statement without additional information.
Section 3 looks at a semantics based on a spatio-
temporal logic; this is intended to be general enough
to deal with most programming paradigms.  The
example of specifying a programming variable as an
object is used as an illustration.  Then, section 4
considers the role of change in all this.by looking at
the elements of a language that might be explicitly
altered, given sufficient access to its underlying data
structures.  If a user (or a process emulating a user)
can manipulate language in a given system, it is
suggested that that system is more likely to provide
the flexibility needed to cope with a wide variety of
programming styles.
2 Syntax and abstract spaces
In a visual language, the role of position in syntax
has to be addressed in ways unnecessary when using
text.  One of the important features of grammars
characterized by BNF-style production rules is that
statements are linear, as are the production rules:
positional information in the object language
(described by the productions) is inherited directly
from the meta-language (in which the productions are
written).  To be analogous, a 2D or 3D language
would require 2D or 3D production rules.  However,
many visual languages abstract away from the pure
positional relations of the representation space; only
some such relations are significant.  For instance, if
one syntactic element is directly above another, this
may be important; but if it is diagonally above, the
relative positions may have no semantic significance.
In a concrete space, too much information is present;
there is a metric, orientations are given, and
everything is related to everything else by virtue of
the spatial structure.  Geometric space is needed for a
concrete syntax, but the abstract syntax it represents
may (and usually does) have a much simpler structure
(see Figure 1).  Only some relative positions are
likely to be important in understanding the language;
only some connections between objects are likely to
have semantic significance.  Furthermore, in a
flexible visual language, different abstract spaces
may be defined for different kinds of statements: a
rectangular grid may underlie one space (e.g. a
spreadsheet), while a directed acyclic graph may
underlie another (e.g. a program fragment involving
communicating concurrent threads).  A concrete
space cannot represent the underlying structural
differences without making every relation explicit;
but that requires having so many syntactic elements
that the meaning of the program can easily get hidden
in the details.
concrete:
everything
might be
related to
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abstract:
relations
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Figure 1
Another reason why the extension of production
rules to 2D and 3D grammars is problematical has to
do with the hierarchical structure assumed in simple
production expansions.  Context-free grammars yield
syntax trees, which are easily understood in text,
while non-hierarchical textual structures are more
difficult to define and understand.  [It takes most
people some time to learn to use two-level and/or
attribute grammars effectively.]  However, it is easy
to understand non-hierarchical structures in a space
with more than one dimension; three objects can be
related to each other (A to B, B to C, and C to A)
without there being a good simple way to produce
this in the usual non-terminal to terminal style.  The
generation of relations can be separated from the
generation of objects that are so related, but this is
very different from what goes on when describing
syntax of text.
The effect of all this is that the construction of
production rules for a visual language is difficult and
tends not to be helpful.  Either the language is
severely restricted, to the point that it ends up looking
a lot like text augmented with icons, or there are so
many rules with so many annotations that it becomes
difficult to know whether a visual statement is
actually allowed or not.  There always seem to be
implicit assumptions, e.g. whether rotation of an icon
in a particular direction is allowed or not, whether
objects are "close enough" or "far enough" for a
positional relation to hold, and the like.  As is
illustrated by the problem of binding names to places
on crowded maps, there do not seem to be any
simple, easy to automate guidelines that always do
what we want.
One approach to dealing with this is to separate the
description of the abstract syntax space from that of
the concrete space in which statements are
represented.  This idea that different levels of
3abstraction help us to understand syntax has been
used with considerable success when dealing with
text.  We are all used to the idea of lexical analysis
mapping sequences of characters to sequences of
symbols, which are then mapped to parse trees
reflecting applications of production rules.  Pursuing
the notion a bit further, these trees can be mapped to
directed graphs, in which instances of symbols form
equivalence classes (within the appropriate scopes)
and so refer to the same objects.  [E.g. all instances of
the symbol '1' refer to the same syntactic object.
Note that this is distinct from the mapping of the
syntactic numeral to its semantic value, the number
one.]
Abstract spaces can be devised analogously:
structures of lexical components (characters, icons,
and simple geometric forms) are mapped to symbols
(e.g. characters to words, icons with borders to boxes,
and connected line segments to links).  These
symbols can be related implicitly, using properties of
the geometric space they inhabit; and they can be
related explicitly, by giving some symbols a meaning
that affects syntactic structure (in the way that
parentheses carry syntactic rather than semantic
information).  For instance, just as multiple instances
of a symbol can indicate a shared referent, identifying
different points of the text space, so can a particular
kind of link indicate that its endpoints are to be
identified one with another, occupying a single point
of the abstract space.
Defining a grammar for an abstract space of this
kind becomes both easier and harder than the
equivalent task for a textual space.  The basic goal is
to describe the kinds of objects that can inhabit points
and regions of the space, together with the kinds of
relations that may hold upon them.  [The objects may
have components, and the relations may involve
components as well as entire objects.]  That is, the
description of a "legal" statement is basically a
description of syntactic types: can such and such an
object be placed in this position of this space?  Can
such and such a relation hold among objects (and
object components) of this type?  Types effectively
fill the role played by non-terminals in production
rules: in the latter, the "type" of a non-terminal
contains the set of syntactic "values" that can
instantiate it.  However, the resolution of systems of
relations involving types does not require the
restrictions found in production rules; there need be
no implicit parse tree, and so the hierarchical
constraint is removed.  Since so much time and effort
has gone into understanding types and automating
algorithms for their analysis (e.g. Milner/Hindley
type unification), it is possible to draw on a
considerable body of knowledge when determining
whether a given sentence is in a given language.
What makes things harder is that there is no direct
way to refer to components of the abstract space.  It is
necessary to use some meta-language to talk about
the points/regions of the space and the linguistic
elements that inhabit those positions, and there is no
simple, direct relationship between the space of the
meta-language and that of the object space as there is
with text.  One limiting case is simply to reduce
everything to text: if we wish to indicate that relation
R holds between objects A and B, we can write
R(A,B).  More generally, each point of the syntax
space can be named, as can each positional relation
present in the space, and the space can then be
characterized by a list of these Prolog-like assertions.
[It should be emphasized that this is only a
description of the structure of the abstract syntax
space; no attempt is being made to introduce any
semantic content as of yet.]
It seems rather unsatisfactory to rely upon a purely
textual description of a space, since the underlying
purpose of having a visual language is to enhance
ease of understanding.  A visual element can be
introduced into this kind of description by combining
a geometric representation with explicit textual
relations: names are bound to points in the space, and
the relations use these names.  This can be intuitive
when the geometric view has a shape roughly
approximating that of the language statement it is
intended to describe; it has less appeal otherwise, e.g.
when points are so near one another that it becomes
difficult to see the "map" being drawn.  As an
intermediate step, relations can be represented
visually, e.g. by connecting points with lines;; but
both objects and lines are given their textual names to
identify them.  As a further extension, some names
can be omitted; objects can be denoted by their
representations in the concrete space, and different
relations can be indicated using lines with different
attributes (e.g. colours).  However, this extension into
a "fully" visual language is not always the clearest,
because all relations are explicit, and can clutter the
image.
As above, the intent here is only to describe the
syntactic structure of a statement.  There is no
particular reason to think that the language used for
such a description would be much like that of the
statement inhabiting the space, because they have
different purposes: one is intended for the clear
description of a piece of language syntax, while the
other is intended for the clear description of some
programming semantics.  An analogy here is with
constellations in the sky; we can represent them by
listing stars and their relations; we can put names
beside the stars and list their relations elsewhere; or
we can include the relations by drawing lines
between the stars (see Figure 2).  On the other hand,
if we want to represent the semantics, we can fill in
the figure that the constellation is understood to look
like (e.g. drawing Orion).
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Given such an abstract space, the question of
moving to a concrete syntax arises.  It is suggested
that this is best done operationally, in terms of the
operations available through a visual language editor
(Figure 3).  The textual analogy here is with such
things as font types and sizes: if an editor allows a
user to modify such things, it can generally be done
without affecting the semantics of the program.  If an
editor is prescriptive, only allowing certain kinds of
representation (e.g. 12 point Helvetica), that is not
seen as affecting the expressive power of the
language being used.  The main point of interest is
that with text, it is generally possible to move
unambiguously from the concrete syntax to the
abstract, given enough of the textual environment.
This need not be the case for a visual language:
information can be encoded in implicit positional
relations, and the existence of these need not be
immediately apparent.  Of course, a decent editor
would be able to make them visible upon demand, as
it would be able to resolve other ambiguities; but the
definitive "view" of the program is in the abstract
rather than the concrete space.  It is generally only
possible to reconstruct the abstract structure from a
concrete image, under this approach, through having
access to the rules relating the concrete and abstract
syntax; and these rules need not be consistent
throughout the entire language.
concrete
syntax
editor R D
abstract
syntax
Figure 3
3 Meaning and spatio-temporal 
relations
The semantic domains referred to within visual
languages are not particularly different from those of
text; there is still the need to construct semantic
algebras, categories, operational "abstract machines",
etc. that syntactic elements are mapped to.  However,
the non-hierarchical nature of (many) visual syntaxes
can affect the ways in which meanings can be easily
understood.  The underlying view taken here is one of
message-passing objects inhabiting a topological
space.  This semantic space is distinct from the
abstract syntax space, although of course the closer
the syntax structure is to that of the semantics, the
more transparent the syntax will be.  An object in the
space is a collection of interfaces related by the
object's specification; an interface is either primitive,
inhabiting a point, or it may be structured, consisting
of an object in its own right.  Objects are related via
relations among their interfaces.
For instance, the structure associated with the
(textually-represented) assignment "x:=x++'y'" has
four objects in it.   [See Figure 4 for a dataflow view
of this, though of course there may be many other
views.]  One object is a programming variable (x),
with one input and one output interface.  Another
object is the character constant 'y', with a single
output interface.  The third object is the concatenation
operator (++); it has two inputs and one output
interface.  Finally, there is an object for the
assignment (:=), which is needed for flow control.
The output of x is related to one input for ++; the
output of 'y' is related to the other input of ++; the
output of ++ is related to the input of :=;and the
output of := is related to the input of x.  The := has an
additional input and output: when a value is given to
that input, it connects the expression link to the
variable link, so the value is transmitted across; that
new connection is then broken; and the additional
output of the := is given a value, signalling that the
flow of control is to pass on to the next step.
x
:= ++
'y'
Figure 4
The specification of this structure is defined in
terms of spatio-temporal relations over the points
within it.  Different propositions hold for the different
points (hence a spatial logic), and propositions
involving a given point can change over time (hence
the temporal component).  Thus, it is necessary to
indicate both where and when an assertion is to hold.
For instance, in one possible notation, 'y' can have the
specification  "[] value('y'.!) =' y'", where [] is the
temporal modal operator "always", and ! indicates an
output interface (see Table 1).  It can be read "It is
5always the case that the value of the output interface
always the case that the value of the output interface
of 'y' is 'y'."  ["Always" here means for the entire
duration of the existence of the point, i.e. from birth
to death (in this case, the lifespan of the object 'y').]
object.! output interface
object.? input interface
[] always
<> sometime
Table 1
The link from 'y' to ++ is most simply defined by
the equality relation, which identifies two points one
with the other: "'y'.! = ++.?2" (where "?2" indicates
the second of the input interfaces for ++).  However,
we may not want all their attributes to be identical, so
we can weaken this to refer to their values:
"value('y'.!) = value(++.?2)".  [The value of a point is
one of its attributes, but there may be others, e.g. a
type constraining the possible values.  An attribute is
a relation between a point and the value of the
attribute; e.g. if the colour of a point p is red, we can
write colour(p,red) or equivalently colour(p)=red.]
Another possibility is that the system has a time delay
between obtaining the value from 'y' and giving it to
++; this could be represented by "value('y'.!) = <>
value(++.?2)", where "<>" is the temporal modal
operator "sometime".  This can be parameterized with
a temporal interval giving high and low bounds for
the duration involved, e.g. replacing "<>" with
"<a..b>" would indicate that the value at + would
have to be that of 'y' within no less than a and no
greater than b units of time.
Similarly, the specification of the variable x might
be "value(x.?) = <> value(x.!)"; that is, the output
value is sometime going to be equal to the input.
However, this isn't really strong enough; we want to
say that the output will change to be that of the input,
and then be stable until a new input value is given.
There are three things that have to be introduced for
this: ways of referring to change, a negation operation
over relations (indicating that a change won't occur),
and a way of dealing with points that have no values
sometimes.
For the first, we can refer to changes by including
transitions in the domain of the logic.  When looking
at the timeline of a point, we can indicate that the
value there goes from (e.g.) 3 to 4 by (3→4).  [This is
a shorthand (see Table 2); if we wished to reserve the
symbol → for another use, we could say
"transition(3,4)", or find some other shorthand.]
Then, we can interpret the notation (3→∀) as
indicating any transition from 3, and (∀→4) as any
transition to 4.  Negation can be done in the usual
way, e.g. ~(3→∀) indicates the absence of transitions
from 3 to anything.  This leaves dealing with the
absence of values.  In fact, it is useful to distinguish
two cases: one in which a relation fails (for example,
the output of 'a'+3 which fails due to a type error),
and one in which a relation does not succeed due to
lack of input.  Then, there are three mutually
incompatible relations: value, fail, and indeterminate.
A truth operation maps these to True, False, and
Undecided, which form a standard 3-valued logic
(see Table 3 for the conjunctive truth table).
x→y transition from
 x to y
∀→y transition to y
x→∀ transition from x
∀→∀ any transition
Table 2
& T U F
T T U F
U U U F
F F F F
Table 3
Given all this, the specification of the variable is as
follows: it is created with no output value.  When its
input receives a transition to a value, this causes a
transition to that value at the output.  The output then
undergoes no changes until the input has another
transition to a value.  This needs two more bits of
notation: a way to refer to the birth of an object, and a
way to express the temporal "until" relation; these are
here represented by keywords.  [The underlying
semantics are not difficult, and follow standard
temporal logic conventions.]  The first part describing
its creation is
birth(x) & indeterminate(x.!) & 
~(∀→∀)(x.!) until (∀→∀)(x.?),
while the second part describing how it responds to
changes in input is
(∀→V)(x.?) ⇒
<>(value(x.!)=V & ~(∀→∀)(x.!)
until (∀→∀)(x.?))
where V is a variable instantiated to the result of the
transition when it occurs.   For a given
implementation bounds can be placed on the time
taken for an input transition to generate an output
transition, but this is likely to be machine-dependent.
Another clause might be added to specify what
happens if a variable is given a value not in its type
domain; it could be specified to fail, to have an
indeterminate value, or to ignore such an input.
Thus, it may be seen that the approach taken here is
finer-grained than the usual one for specifying
variables, in that it can distinguish more cases and so
specify objects more precisely.  In addition,
constraints can be placed on intermediate values of
transitions (rather than just indicating the starting and
6finishing values): they might be restricted to a
particular type, or a particular range of values, or
even to be monotonic (e.g. a transition from 3 to 4
could not take 5 as an intermediate value).  Of course,
time constraints can be imposed, such that a transition
must be finished within time t of its start; then,
another object reading a value might require that
value to be stable for greater than t before it is
accepted as a valid input.  However, such refinements
will not be pursued further here.
4 Changing a language
Discussion of a certain amount of change has
already been introduced in the previous section, with
its invocation of a temporal logic to describe the
varying properties and relations that hold at and
among points in the meaning space.  However, much
was static; the number and arrangement of points did
not change, and the relations binding objects together
did not change.  There are (at least) two helpful ways
to think about how change can be introduced in a
language: (i) by considering the editing operations
that create statements within it, thinking about how to
permit objects to perform exactly those operations
(e.g. so they can record and replay behaviours); and
(ii) by devising operations that allow mappings from
space to time and vice versa (e.g. mapping a file to an
input stream).  Given these, we can focus on which
elements of the syntax, semantics, and mapping
between them might be allowed to vary.
Beginning with syntax, objects in both the abstract
and concrete syntax spaces can be created, destroyed,
modified, moved around, rotated, joined together
(grouped) and separated (ungrouped).  Modifications
can affect size, texture, thickness, and generally all
the operations on objects applied to components of
objects.  Some modifications to the abstract space
will affect the concrete space (e.g. destroying an
object); others will not (e.g. removing a relation that
is represented implicitly by position: the effect is that
the concrete positional relation no longer has an
abstract significance).  Some modifications to the
concrete space will affect the abstract space (e.g.
moving an object so an implicit positional relation is
changed); others will not (e.g. moving a node of a
dataflow diagram, while preserving all its links to
other nodes).
These kinds of things involve changes to language
statements, but are not generally considered to be
changes to the language itself.  A change to the
language could involve modifying the relations
between concrete and abstract syntax.  For example,
an implicit positional relation in the concrete syntax
maps to a relation in the abstract syntax space; such
relations can be created, destroyed, and modified.  If
R(A,B) is represented by A being next to B, this
could be turned off, or made explicit by requiring a
particular kind of line to connect A and B.  More
esoterically, it might be replaced by gravity attracting
A and B to one another, illustrated by one orbiting the
other (if the syntax of the language can be dynamic).
For this kind of change to be possible, there has to
be access to the relations between the concrete and
abstract syntax spaces.  These might be represented
textually, or via a positional grammar; but the task of
clearly representing such things can just be viewed as
another instance of designing a language (in this case,
optimized to illustrate relations between spaces), and
so does not pose any additional problems beyond
those already considered.  There also has to be access
to the database containing the kinds of relations
allowed in the abstract space, since these might be
altered.  Such relations can be created and destroyed,
and properties modified.  For instance, transitivity
might be introduced to a relation, or symmetry
removed.  The space itself might be altered by having
direction imposed on it in terms of one or more basis
vectors (e.g. gravity, or a compass structure).  Some
of these changes might ripple across to the concrete
syntax; if a grid structure is imposed on the abstract
space, it could naturally be represented concretely by
a grid (which might be visible or not).
Many of the points above concerning the
relationship between concrete and abstract syntax
also apply to the relationship between abstract syntax
and semantics, since again two spaces are being
related one to the other.  If the language is to change,
there should be access to the meaning relations
between the two, such that the bindings between
representations and what they stand for can be
created, destroyed, modified, etc.  This depends on
having a way to represent elements of the semantic
domain outside of the language being changed, but
this is commonplace in text (e.g. in denotational
semantics) and so is not a real problem.  The goal
here is not to optimize views of statements in the
semantic space, but to highlight relations between
that space and the syntax that represents it.  Indeed,
the elements of the semantic domain could be given
the same representation they have in text, as a default
before something better can be devised.
The problem of representing time spatially has been
tackled in a variety of ways.  A common approach is
to bind a sequence of points to a subsequence of the
integers for discrete linear time, a continuous line
segment to a portion of the real line for continuous
linear time, points at the nodes of a directed acyclic
graph (DAG) for discrete "parallel" time, and all the
points on both nodes and arcs of such a graph for
continuous "parallel" time.  With such structures
available in the language, time maps can be
constructed that illustrate the progress of execution in
the programs the maps correspond to.  If rules are
imposed on the maps, e.g. controlling evaluation
order, then changing the rules can involve a change in
7the way execution proceeds; this too counts as a
change in the language.  Futhermore, changes from
discrete to continuous or vice versa in portions of the
maps might change whether transitions are
understood as discrete or continuous in the program
fragment represented by the maps.
Given a time map, the modal operators [] and <>
can be represented as applying over spatial intervals
rather than temporal ones; the temporal logic
becomes a special case of a topological logic (a
generalized version of a spatial logic).  If a semantic
space can easily be represented in 1D or 2D, then
time can be converted into an additional dimension,
to make it easier to visualize the regions covered by
propositions.  This approach is less helpful when
starting with 3D spaces, however.
Another way of using time maps is to consider what
happens when an interface is to produce such a map
incrementally; the map "rolls out" of the interface in
the way that metal is extruded in manufacturing
plants.  If the time map is a DAG, then either it may
be viewed as "broadening out" when it has to produce
a number of concurrent arcs of the map, or it may be
viewed as splitting into additional interfaces as
branches occur in the map (with the distinct
interfaces merging as branches of the map come
together).  Thus, interfaces can also change; they can
have structure, and that structure can vary over time.
5 Conclusions
The idea that programs can be represented as data
structures and so manipulated by other programs
dates back to Lisp in the early 1960s.  The notion that
multiple views can be used to represent programs
differently is newer, but not particularly novel
nowadays.  However, considering programming
languages as first class objects, manipulable by
people (via editors) and also by programs is not
common.  [There was an implementation of a
language for denotational semantics at one point,
which could be said to be a language description
language; but it was slow and did not last long.]  One
reason for taking such an approach to language is that
the design of a good language seems to be application
dependent.  This means that when writing an
application, if a program is to be clear its syntax has
to be modifiable; the programmer needs access to the
innards of the language.  Another reason is simply
that visual languages have proven quite difficult to
formalize in many instances, and the thought of
reducing them to program objects can serve to aid
this process.  Even if no editor is constructed which
allows a user to poke around in a language, the
thought experiment of what would be needed can
help in determining what would need to be
accessible.
Given that it is worth looking at a language as a
particular kind of mathematical structure, a good way
to tease out the nature of that structure is to look at it
from the angle of wanting to change it; this provides
a viewpoint that makes it clearer which are the basic
operations for constructing and modifying a
language, and so makes explicit much of the process
that is ordinarily left implicit, and so often not well
understood.  It also focusses attention on the nature
and role of time in a language, making it seem easier
and more natural to include time in specifications.
This feeds back into the design of specification
languages that represent time.
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