With the growing popularity of neural approaches for ad-hoc ranking, there is a need for tools that can effectively reproduce prior results and ease continued research by supporting current stateof-the-art approaches. Although several excellent neural ranking tools exist, none offer an easy end-to-end ad-hoc neural raking pipeline. A complete pipeline is particularly important for ad-hoc ranking because there are numerous parameter settings that have a considerable effect on the ultimate performance yet often are under-reported in current work (e.g., initial ranking settings, reranking threshold, training sampling strategy, etc.). In this work, I present a complete ad-hoc neural ranking pipeline which addresses these shortcomings: OpenNIR. The pipeline is easy to use (a single command will download required data, train, and evaluate a model), yet highly configurable, allowing for continued work in areas that are understudied. Aside from the core pipeline, the software also includes several bells and whistles that make use of components of the pipeline, such as performance benchmarking and tuning of unsupervised ranker parameters for fair comparisons against traditional baselines. The pipeline and these capabilities are demonstrated. The code is available, and contributions are welcome.
INTRODUCTION
For sound science, it is important to be able to both reproduce the results of others and to be able to build upon previous approaches. Recently, there has been a growing interest in the IR community in neural learning-to-rank methods. However, there is no comprehensive pipeline for building, testing, and comparing these methods in a convenient and reproducible way, leaving many implementation decisions up to the researcher. This is problematic because many of these decisions have a considerable impact on the performance of methods, yet they go under-reported in literature (e.g., re-ranking threshold, tokenization approach, etc.). In this work, I demonstrate 1 https://github.com/Georgetown-IR-Lab/OpenNIR Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. WSDM '20, February 3-7, 2020 OpenNIR, a neural ranking library specifically designed for adhoc ranking tasks. With this focus, the library provides not only components that are important for ranking tasks (e.g., ranking architectures, loss functions, etc.), but also an entire pipeline to fit everything together. The full pipeline encapsulates many best practices in the field and uses reasonable default settings, making it easy to both reproduce prior work on standard datasets and develop new methods based on prior state-of-the-art approaches. The pipeline consists of five primary components: rankers (define the ranking architecture itself), vocabularies (define the lexicon and text representations), datasets (index and extract data for training and evaluation), trainers (update ranker parameters based on sampling from a dataset), and predictors (re-rank documents and provide evaluation metrics). Each of these components is easy to re-define and provides flexible configuration at runtime via a simple command line interface. An overarching pipeline combines these components, and allows for easy training and validation of ranking models. Finally, auxiliary tools provide additional functionality atop these components that is useful for related tasks, such as performance benchmarking and tuning of unsupervised ranker parameters. An overview of these components and how they relate to one another is shown in Figure 1 .
Although there already exist some libraries for neural ranking, each falls short of providing a comprehensive ad-hoc ranking pipeline, which limits their practical utility. For instance, TF-Ranking [18] provides several components, such as common ranking loss functions and evaluation metrics, but does not provide state-of-the-art model implementations, making it difficult to build upon the work of others and provide meaningful comparisons across models. MatchZoo [7] provides numerous implementations of neural ranking libraries and several useful utilities (such as a component that generates pairs from a set of labeled data for pairwise training), but leaves it up to the user to piece everything together. This includes critical components, such as the source of the initial ranking of documents, and any techniques for inferring non-relevance from unjudged samples.
OpenNIR is intended to be used by researchers to aid the development of neural ad-hoc ranking techniques by offering a comprehensive pipeline, and to provide an additional testing environment that allows researchers to reproduce work done by others in a controlled Demonstration WSDM '20, February 3-7, 2020, Houston, TX, USA and stable environment on standard datasets. Future enhancements could enable models generated with OpenNIR to be used in production environments (e.g., by exporting them in TorchScript), but for now it is designed to be used for research purposes.
In the remainder of this paper, I provide an overview of the major components of OpenNIR and demonstrate its effectiveness at easily performing neural ad-hoc re-ranking and auxiliary tasks.
SYSTEM OVERVIEW
The primary software components of OpenNIR are rankers, vocabularies, datasets, trainers, and predictors. Each component is highly configurable and can be swappable with alternative implementations. An overall training and validation pipeline fits all these components together, and auxiliary tools included in the software package perform other useful tasks with the primary components. The software is written in Python, uses the PyTorch library for core neural network components, and interfaces with Anserini [23] for indexing and retrieval.
Ranker
The ranker is the central component of the OpenNIR's architecture. It is in charge of producing the actual ranking scores for a batch of query-document pairs. A ranker's two main jobs are to define ranking function itself (i.e., a neural architecture), and to specify the characteristics of the inputs required. This ability for the ranker itself to specify which inputs it needs is an example of inversion of control, allowing considerable flexibility; future techniques that require a different type of input than prior models can specify it via this channel. Furthermore, other components can be optimized to only produces the required inputs, saving time. For instance, some rankers do not employ IDF as a signal, meaning this calculation can be omitted for such rankers. The input specification also indicates constraints for the input. For instance, models that use dense score combination have a maximum query length, which can be specified here.
OpenNIR includes implementations of numerous neural ranking architectures, including: DRMM [6] , KNRM [22] , ConvKNRM [2] , MatchPyramid [17] , PACRR [10] , the local variant of Duet [15] , Vanilla BERT [13] , and CEDR [13] . The library also integrates several MatchZoo-py [7] model implementations, demonstrating the flexibility of OpenNIR. 2 These implementations can help reproduce results reported for these architectures in prior work, or as a starting point to develop new ranking architectures. OpenNIR also includes a 'trivial' ranker, which simply uses the initial ranking score. This is useful for comparison against traditional methods. I welcome community contributions of additional ranking architecture implementations.
Vocabulary
A critical component of many neural ranking methods is the encoding of the query's and document's text. Most recent approaches use a pretrained word embedding model, but recent work has proposed using contextualized embeddings instead [13] . The text encoding itself comes with numerous options: the pre-trained embedding model, whether to back-propagate errors to the encoding weights, and other settings specific to the choice of encoding. Rather than having each ranker define its own encoding, OpenNIR makes this another primary component. I encapsulate both the encoder and the lexicon into a component (vocab) because the encoding and lexicon are tightly bound; the term ID maps to a particular word embedding used to encode the text. The vocab's interface includes hooks for tokenizing a text string and encoding a tokenized sequence. The tokenization is encapsulated by the vocab because different text encoding techniques can use different tokenization strategies (e.g., BERT [4] uses WordPiece tokenization [11] to reduce out-of-vocabulary terms). Since not all encoding techniques have the same capabilities, the vocab also provides an interface to inform the ranker about which outputs it has and the dimensions of these outputs. For instance, the BERT vocabulary includes encoded term sequences for the query and document, and a summary [CLS] representation (of dimension 768), which can be used in models like Vanilla BERT or CEDR [13] . This interface allows the ranker to build its network in accordance with the specification (e.g., Con-vKNRM [2] needs to know the size of the input representations for its convolutional layer), or throw an error when it does not provide requisite inputs (e.g., if a vocabulary that doesn't provide [CLS] is given to a CEDR model).
OpenNIR includes implementations of GloVe [19] , FastText [1] , and BERT [4] vocabularies. The vocabulary implementations automatically download pre-trained models, making them easy to use.
Dataset
The Dataset component provides an interface to a particular ranking collection, e.g., TREC Robust, MS-MARCO, etc. The dataset defines several operations needed for the re-ranking pipeline, including retrieving a particular run for re-ranking, query relevance judgments for evaluation, or sample/pair generation for training. In the standard pipeline, there are three versions of the dataset: one for training, one for validation, and one for testing. This setting allows for the user to easily train, validate, and test on completely different datasets-a quality that is useful when performing weak supervision settings [3, 14] .
Although the interface is designed with datasets as a black box (allowing for greater flexibility), the default implementations perform automatic indexing and retrieval using Anserini [23] to provide strong, reproducible, and consistent baselines. When collections can be trivially obtained (e.g., downloaded from a public web address), an initialization function automatically downloads document files and performs indexing. When datasets require prior agreements (e.g., TREC Disks 4 and 5 for TREC Robust), the dataset initialization instructs the user to move or link the required files to a specific location on the file system. Since query and document relevance information are usually available online as well, these resources are also downloaded automatically for the user. When different subsets of the data are available (e.g., folds, train/dev/test splits, etc.), a configuration option dictates which to use in the pipeline.
OpenNIR comes with interfaces to four datasets: TREC Robust 2004 [21] (requires a copy of TREC Disks 4 and 5), TREC Complex Answer Retrieval (ad-hoc subtask) [5] , MS-MARCO [16] (re-ranking setting), and ANTIQUE [8] . In all cases, before any data is downloaded, the user is asked to confirm that they agree to the terms and conditions of the given dataset. The inclusion of these datasets needed for standard evaluation should reduce the start up overhead for somebody new to the field.
Trainer
The trainer is responsible for updating model weights given a training dataset. Different trainer implementations can provide different types of training environments. The OpenNIR release includes both pairwise and pointwise training, with several loss functions defined for each. It also defines training batches (and sub-batches), model/metric caching behavior, and which device to use (e.g., CPU or GPU). For models that are too large to fit with normal batch sizes on a single GPU (e.g., transformer-based models), it also supports gradient accumulation. Trainers are designed to continue training from a previous checkpoint if restarted, by using saved versions of both the ranker weights and optimizer state and by fast-forwarding a dataset back to its previous state (so the results will be the same as if the trainer was executed a single time for the longer duration).
Predictor
The predictor simply uses a ranker and dataset to re-rank a collection. It also defines and executes various performance metrics. It currently supplies standard performance metric calculations from trec_eval (both via compiled binary and pytrec_eval [20] ) and gdeval.pl. The predictor defines batching and device behavior. The predictor is used for both validation and testing of a model.
Pipeline
The pipeline orchestrates the entire process of training, validating, and testing various neural retrieval approaches. It begins by performing an initial validation run of the model (before any weights are updated), and then alternates between training and validation steps, keeping track of the epoch yielding the highest performance on the validation dataset. It also optimally incorporates a configurable validation metric and early stopping conditions. At the end of the process, it optionally executes the model from the best epoch on the test set, and reports back the performance. 
Auxiliary Tools
OpenNIR also includes various scripts to perform auxiliary tasks. One task is performing a grid search for optimal initial ranking parameters. This works by executing the trivial ranker on the validation dataset over a range of parameter values. Just like the main pipeline, the grid search can execute the optimal set of parameters on the test set. This is an important step to compare against well-tuned traditional baselines [12] .
Run-time is an increasingly important consideration, as models become larger and more costly [9] . OpenNIR includes a script that performs ranker run-time benchmarking, either on a real-world dataset or a contrived random dataset (allowing for a more controlled environment). In both cases, precautions are taken to ensure sound measurements (e.g., multiple executions to reduce noise, GPU synchronization).
Configuration and command line interface
OpenNIR uses a simple command line interface for configuration. Settings can be specified by the following simple convention:
[component].
[setting]=[value] (e.g., trainer.lr=0.001). Entire components can be swapped by specifying [component]=[type], (e.g., ranker=pacrr). Command line arguments can also reference configuration files, which use the same convention (specified as file paths). Typical configuration files are bundled with OpenNIR.
DEMONSTRATION 3.1 Ranking Performance Comparison
I first demonstrate the performance of the neural rankers available in OpenNIR using the ANTIQUE dataset [8] , an ad-hoc question answering dataset from sourced from an online question-answering forum. An example command to run the pipeline is: $ scripts/pipeline.sh config/conv_knrm config/antique This downloads all required files for the vocabulary and dataset, indexes the collection, performs initial retrieval, and trains/validates the model. The pipeline.test=True option enabled execution on the test set. I use the alpha-additivity technique described in [24] (which can be enabled using ranker.add_runscore=True) to evaluate the additive effect of the ranker above the initial ranking. Besides these additions, default settings are used for the pipeline. Ranking results for this experiment can be found in Table 1 . Notice Demonstration WSDM '20, February 3-7, 2020, Houston, TX, USA that OpenNIR is able to train rankers that are significantly better than the baseline, although the baseline is difficult to beat with non-transformer methods on this dataset (Vanilla BERT and CEDR). OpenNIR captures various training and validation metrics, two of which are plotted in Figure 2 . Due to space constraints, further experiments using will be demonstrated interactively.
Unsupervised Ranker Grid Search
The grid search functionality can be executed trivially for datasets that are backed by an index. This simple command performs a grid search over Fold 1 of TREC Robust, using the same validation data used by the model (allowing for fair comparisons of neural models trained on this data to traditional approaches): 
Ranker Run-time Performance
Run-time performance measurements can be taken by running the command (here, for ConvKNRM):
$ scripts/perf_benchmark.sh config/conv_knrm Ranking performance for the implemented rankers can be found in Table 2 . 3 It can be seen that, although the approaches are improving in terms of ranking effectiveness (e.g., BERT and CEDR models), it comes at a considerable cost. I hope that by providing simple run-time benchmarking, OpenNIR will inspire work in the domain of neural ranking models that are efficient for practical use.
CONCLUSIONS
I demonstrated an end-to-end pipeline for training and evaluating neural ad-hoc ranking methods. This tool is valuable for researchers looking to reproduce previous approaches, and for continued research of new methods for neural ad-hoc ranking. 3 Tests conducted on a single GeForce GTX 1080 Ti GPU. Using random queries of length 5 and random documents of length 500 (default settings). Median values reported. 
