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Abstract
This thesis addresses three main topics from the domain of image processing, i.e.
color transfer, high-dynamic-range (HDR) imaging and guidance-based image filtering.
The first part of this thesis is dedicated to color transfer between input and target images.
Color transfer is often viewed as a distribution transfer problem in which the image color
distributions are modelled using the multivariate Gaussian distribution (MGD). Existing
color transformations rely on the accuracy of the MGD model and may fail to produce
plausible results when the MGD does not fit well enough the distribution of the image
colors. To overcome this limitation, in this thesis we adopt cluster-based techniques. We
apply Gaussian mixture models to partition the input and target images into Gaussian
clusters (each cluster follows an MGD). In addition, we propose four new mapping poli-
cies to efficiently map the target clusters to the input clusters. Our results and evaluation
show a significant improvement over existing color transfer methods.
Color transfer is limited to transferring color between images. To address this lim-
itation, we exploit the properties of the multivariate generalized Gaussian distributions
(MGGD). The MGGD can fit a wide class of image features distributions, including the
distributions of color, gradient, wavelet coefficients, etc. We propose a novel transforma-
tion of the MGGD, which we apply to simultaneously transfer both color and gradient.
The proposed MGGD transformation proves to be beneficial to other image processing
tasks, such as color correction.
Even though the MGGD and the MGD are both continuous distributions, they are
often adopted to model the discrete distributions of color and light in images. Our ex-
periments have shown that the bounded Beta distribution provides a much more precise
model for the color and light distributions of images. To exploit this property of the Beta
distribution, we propose a new color transfer method, where we model the color and light
distributions by the Beta distribution. To this end, we introduce a novel transformation of
the Beta distribution. The results, obtained by applying our Beta transformation, appear
more natural and less saturated than results from recent state-of-the-art methods. Addi-
tionally, our results represent accurately the target color palette and truthfully portray the
target contrast.
Different color transfer methods often result in different output images. The process
of determining the most plausible output image may be subjective, as it depends on a
person’s preference. To lessen the level of subjectivity in quality assessment for color
transfer, in this thesis we propose a model for objective evaluation of the color transfer.
Our model explains the relationship between users’ perception and a number of perceptual
image features.
The second part of this thesis focuses on HDR imaging. First, we present a color
transfer method between HDR images. To this end, we propose an extension of existing
color transfer methods to the HDR domain. Second, we introduce a method for automatic
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creation of HDR images from only two images - flash and non-flash images. We mimic
the camera response function by a brightness function to obtain a number of differently
exposed images using only the non-flash image. Then, we recover details from the flash
image using our new chromatic adaptation transform (CAT), called bi-local CAT. That
way, we efficiently recover the dynamic range of the real-world scene without compro-
mising the quality of the HDR image (as our method is robust to misalignment).
In the context of the HDR image creation, the bi-local CAT recovers details from the
flash image, removes flash shadows and reflections. In the last part of this thesis, we
exploit the potential of the bi-local CAT for various image editing applications such as
image de-noising, image de-blurring, texture transfer, etc. We propose a novel guidance-
based filter in which we embed the bi-local CAT. The proposed filter performs as good as
(and for certain applications even better than) state-of-the art methods.
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Each day millions of images are being uploaded to social medias, such as Instagram,
Google and Facebook. These platforms allow users to stylize their images by applying
various filters to them or by adjusting the levels of brightness, contrast, colorfulness, etc.
A major part of all uploaded images is taken with a mobile camera and is thus prone
to noise and blur. Noise and blur removal tools become essential for enhancing the ap-
pearance of the user photos. The popularity of the social media platforms has directed
the research interest towards innovative, more advanced image editing algorithms for im-
proving the quality of images and mainly, for image stylization.
The works, presented in this thesis, contribute to the domain of example-guided image
editing. The topics, which we address, are three-fold, i.e. image color transfer, high-
dynamic-range (HDR) imaging and guidance-based image filtering. They are introduced
in the following sections.
1 Color transfer
The primary focus of this thesis is the image color transfer. Color transfer refers to the
process of modifying the colors of an input image so that they match the target color
palette. Usually, color transfer is addressed as a problem of transforming statistical dis-
tributions. To this end, a color space representation of the input and target color pixels is
computed. The distributions of the input and target pixels in the chosen color space are
used to compute a transformation between the colors of the input and target images. Given
this transformation, the input color distribution can be transformed into a distribution that
is similar to the target color distribution. For simplicity sake, color transformations are
computed by assuming that the input and target color distributions follow a certain distri-
bution model. The quality of the color transfer strongly depends on how well the chosen
distribution model fits the input and target color distributions. In this thesis, we study
the potential of applying various distribution models in the context of color transfer. In
this sense, this thesis answers the following research questions: Which distribution mod-
els and color mappings improve the quality of classical color transfer methods? How is
the transfer of color between images generalized to a multidimensional transfer of image
features? How is the quality of a color transfer objectively assessed?
To address the aforementioned questions, we benefit from the properties of several
well-known distribution models, used in image processing. Hereafter, we present these





The multivariate Gaussian distribution (MGD) is one of the most important and well-
studied continuous distributions. The MGD has an analytically tractable density function
and therefore, it is beneficial to many applications, such as example-based color trans-
fer [1], color correction for image mosaicking [2], etc. The MGD has been commonly
used to model the distributions of color and light in images [3]. However, a single MGD
does not always fit well enough the color and light distributions. This becomes evident
in cases when the image is composed of more than one color or when the image con-
tains two luminance clusters, i.e. highlights and shadows. The Gaussian model can be
extended to Gaussian mixture models (GMMs). GMMs describe a given distribution as
a mixture of several MGDs. In general, GMMs provide a decent model for many com-
plex distributions. However, the accuracy of GGMs depends on the number of mixtures,
which is given as an input (i.e. the number of mixtures is not determined by GMMs but
it needs to be computed in advance). In addition, like the MGD, GMMs fail to describe
well heavy-tailed distributions.
Heavy-tailed distributions, such as the distributions of image gradient and wavelet
coefficients, are often modelled using the multivariate Laplace distribution (MLD). The
MLD and the MGD belong to the same class of distributions, called the multivariate
generalized Gaussian distributions (MGGD). The MGGD with varying shape parameter
encompasses the majority of elliptical heavy-tailed and light-tailed distributions. To this
end, it can fit the distributions of a wide class of image features, e.g. color, light, gradient,
wavelet coefficients, etc. In contrast, the MGGD (and its special cases the MGD and the
MLD) fits only symmetrical distributions and it does not account for the skewness of the
modelled distributions.
The distributions of image features, such as color and light, are bounded in a finite
interval. Despite that, continuous distributions (mostly the MGD) are widely used to de-
scribe these discrete distributions. There exists a number of bounded distributions, such as
the Beta distribution, the Fisher distribution, etc. These bounded distributions are asym-
metrical and describe well the skewness of a given discrete distribution. Recent research
has shown the benefit of modelling an unknown discrete distribution using bounded dis-
tributions [4].
Some of the distribution models have been utilized in the context of color transfer be-
tween input and target images. Early research methods compute global color mappings
between the input and target images upon the assumption that the color and light distribu-
tions of both images can be fitted by the MGD [3]. In general, the Gaussian assumption
turns out to be too restrictive to ensure a good color transfer. To improve the results of
global methods, image clustering has been adopted [5,6]. Local methods partition the dis-
tributions of the input and target images into clusters (usually using GMMs) and perform
the color mappings locally between corresponding clusters. Before performing the color
transfer, the input and target clusters are first mapped one to another using a mapping
function, based on the light distributions of the clusters. So far, the mapping function be-
tween the clusters has been carried out regardless of the color distributions of the clusters.
As discussed earlier in this section, the MGGD presents a general model for describing
a number of image features, including color and gradient. Therefore, the MGGD could
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be efficient for performing a multi-feature transfer (for instance, color and gradient joint
transfer) between two images. However, the potential of the MGGD in this context has
not yet been exploited. Likewise, the bounded distributions have not yet played a role
in computing color transformations, even though their enormous potential for modelling
image feature distributions.
1.2 Quality assessment
A different color transformation needs to be derived for each given distribution model.
Furthermore, different color transformations produce different results. To objectively as-
sess the performance of color transformations, objective metrics (independently or as a
combination) could be used [7]. However, a standalone objective evaluation is often in-
sufficient. The process of assessing the quality of a color transfer and evaluating the
plausibility of the final result is subjective and is influenced by a person’s preference. To
compare results of color transformations one to another, user studies are commonly con-
ducted. Conducting a user study every time a transformation is proposed is a tedious task.
Yet, it is widely used due to a lack of a perceptual metric, measuring the quality of a color
transfer. This thesis proposes a novel solution for easing the quality assessment of color
transfer methods.
2 HDR imaging
In the first part of this thesis, we tackle a color transfer between low-dynamic-range (LDR)
images, i.e. digital images whose values lie in the displayable range. The second part of
the thesis addresses the problem of transferring color between high-dynamic-range (HDR)
images. HDR images portray the high luminance of real-world scenes. The luminance
range of a single HDR image may vary from extreme dark (e.g. starlight) to direct sun-
light. The HDR images contain fine details of the original scene both in the highlights and
in the shadows. To map the range of the HDR images to the displayable range, i.e. to vi-
sualize the HDR image on an LDR device, compression algorithms, called tone-mapping
operators [8, 9], are applied. The tone-mapping operators aim to approximate the appear-
ance of the HDR images by preserving as many scene details as possible. In spite of that,
tone-mapping an HDR image may cause compression artifacts and loss of details and
photo-realism. Therefore, the color transfer between HDR images needs to be applied
directly in the HDR domain.
The HDR images are commonly created using standard digital cameras. Multi-exposure
images, i.e. images, taken at various exposure times, are merged together to recover the
dynamic range of the HDR images. The more multi-exposure images are merged, the
more details are recovered, i.e. the closer the HDR image is to the ground truth. The
multi-exposure images need to be perfectly aligned to allow an artifact-free recovery of
the original scene. To avoid misalignment during the shooting process, photographers are
required to use a tripod. Moreover, photographers should choose the correct exposure
times in order to capture the finest details of the scene. Challenging cases include scenes
containing a moving object and dark-environment scenes. Indeed, a movement in the
scene causes the appearance of ghosting artifacts in the final HDR image. Such artifacts
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need to be removed. Furthermore, when taking multi-exposures images in dark environ-
ment scenes with high-dynamics, one needs to decrease significantly the exposure time in
order to capture the details, contained in the highlights. This way, the levels of noise in
the shadows augment, which affects the integrity of the final HDR image.
To ease the process of creating HDR images and to tackle the limitations of multi-
exposure methods, this thesis proposes an innovative method for recovering an HDR im-
age from only two images. Our method recovers the entire dynamic range of a real-world
scene (i.e. creates an HDR image) using flash and non-flash image pairs.
3 Guidance-based image filtering
Flash and non-flash image pairs are widely used as inputs to image filters. Lately, guidance-
based filters have raised a lot of research interest thanks to their efficiency in applications
such as image de-noising, image de-blurring, detail enhancement. Guidance-based filters
process an input image (e.g. a non-flash image) by incorporating additional information
into the filtering process through the use of a guidance image (e.g. a flash image). The
guidance image is a sharp noise-free image, which does not represent the ambience of the
original scene. Incorporating the guidance image into the estimation of the filter kernel
proves to be robust for applications, such as noise removal and image de-blurring, but
it may compromise the lighting atmosphere of the input image. For instance, when ap-
plied to image de-noising, guidance-based filters exhibit a trade-off between the success-
ful noise removal and the ambience of the original scene. Furthermore, most guidance-
based filters are dedicated to image de-noising and are not suited for applications, such as
example-guided texture transfer. This thesis addresses the main limitations of guidance-
based filters and focuses on designing a new filter with wide range of applications, includ-
ing image de-noising, texture transfer, skin beautification, etc.
4 Summary of contributions
The works, presented in this thesis, make the following contributions to the field of image
processing:
 a new local method for style-aware color transfer, introducing four novel mapping
policies;
 a novel transformation of the MGGD for simultaneous transfer of color and gradi-
ent;
 a novel transformation of the Beta distribution for color transfer;
 a perceptual metric for assessing the quality of color transfer methods;
 an extension of the color transfer methods to the HDR domain;
 a new method for creating HDR images using only two LDR images, i.e. flash and
non-flash images;
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 a new guidance-based filter, based on color appearance, applied to example-guided
image de-noising, image de-blurring, detail enhancement, texture transfer, etc.
5 Organization of the thesis
The thesis is divided into four main parts as follows:
 Part I - Background: In this part, we introduce the main theoretical concepts used
in the rest of the thesis. We present the most relevant (to our work) color spaces,
the algorithm for color adaptation, called chromatic adaptation transform (CAT) as
well as the most popular distribution models in image processing.
 Part II - Distribution-based transfer for image editing: In chapter 5, we intro-
duce a new method, which performs a cluster-based color transfer between input
and target images. Our method aims to respect the style of both images by using
four novel mapping policies for mapping the input and target clusters. In chapter 6,
we extend color transfer to a simultaneous transfer of color and gradient. To this
end, we propose a novel transformation of the MGGD with applications to image
processing, e.g. multidimensional transfer of image features, color correction, etc.
Despite the robustness of the MGGD model for applications, such as color and
gradient transfers, the MGGD fails to accurately fit asymmetrical distributions. In
chapter 7, we adopt a more precise distribution model to fit the distributions of color
and light in images, i.e. the bounded Beta distribution. We propose a transformation
of the Beta distribution which carries out a color transfer between images and out-
performs classical Gaussian-based color transformations. To evaluate the quality of
the proposed color transfer methods, we finally introduce the first perceptual met-
ric linking the user’s subjective evaluation with a set of color appearance attributes
(chapter 8).
 Part III - Example-guided high-dynamic-range image editing: In chapter 9, we
extend the state-of-the-art LDR color transfer methods to the HDR domain by in-
troducing series of adaptation techniques. We demonstrate that the extension algo-
rithm performs better than directly applying a color transfer between HDR images.
In chapter 10, we introduce a new method for creating HDR images from flash and
non-flash image pairs. Our method consists of a brightness function mimicking the
camera response function and a novel CAT, called bi-local CAT, recovering details
from the flash image.
 Part IV - Perceptual guided filtering for image enhancement and editing: We
exploit the potential of our bi-local CAT for various image editing applications such
as image de-noising, image de-blurring, texture transfer, etc. We introduce our new
guidance-based filter, in which we embed the bi-local CAT, in chapter 11.
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This part focuses on concepts from the theory of colorimetry, introduces fundamental
color spaces and discusses distribution models, used in image processing to fit various
image features. The concepts, introduced in this part, are then utilized in the following




Colorimetry and color spaces
In this chapter, we introduce fundamental notions from the theory of colorimetry [10] as
well as several fundamental color spaces.
1 Colorimetry
Color is an attribute of the visual perception and it is entirely defined in term of human
perception [11]. Color sensations are associated with the light wavelengths reflected or
emitted by objects. The cone cells in the human eye are stimulated by the different wave-
lengths in the spectrum of light. To this end, color sensations distinguish between the
different light instances. Color is numerically described as a mixture of three compo-
nents, called tristimuli, e.g. RGB, XYZ, Lab, etc.
1.1 Brightness
Brightness refers to the visual sensation of a light source, under which an area appears to
emit more or less light [10]. The brightness is an absolute color appearance attribute.
1.2 Lightness
Lightness refers to the relative brightness, normalized by the brightness of the white object
in the scene. This means that when the brightness of the scene illuminant changes, the
lightness of the white object in the scene remains relatively constant [12].
1.3 Hue
Hue is an essential color appearance property which defines the resemblance of a color to
a pure color (i.e. red, orange, yellow, green, blue, violet). The different tints and shades of
a given color have the same hue. The color hue is an element of the color wheel [13] and
indicates the position of the corresponding pure color (in angles), as shown in figure 2.1.
1.4 Color saturation
Color saturation describes the intensity of a color in an image. In comparison with the
hue, which defines the color itself, the saturation defines the level of purity or vividness
of the color. A color is considered pure when it is fully saturated. The saturation varies
from pure color (i.e. 100%) to gray (i.e. 0%) for a constant brightness level. The change
in color, caused by varying the saturation, is illustrated in figure 2.1.
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Figure 2.1 – The left-hand side of the figure shows the color wheel. The outermost circle
of the wheel contains the pure colors (i.e. with the 100% saturation). Three colors, varying
with the change of the saturation, are shown on the right-hand side.
2 Color spaces
According to the trichromatic theory of color vision [14], there are three receptors in the
human retina, sensitive to short wavelengths (blue color), medium wavelengths (green
color) and long wavelengths (red color). The trichromatic theory states that each color
in the visible spectrum can be defined using a combination of these three types of wave-
lengths. Therefore, each perceived color can be quantified by triplets of numerical values,
corresponding to the contribution of the different types of wavelengths. This abstract
mathematical model is known as color space representation. There exists a number of
color spaces. Hereafter, we discuss the fundamental color spaces, relevant to this thesis.
2.1 RGB
RGB color space represents each color as a combination of three colors, called tristimulus,
i.e. red (R), green (G) and blue (B). RGB is most commonly used in digital imaging,
video cameras, computer monitors. The three color channels R, G and B are strongly
correlated, i.e. any modification of a channel may lead to an undesired change of the rest
of the channels. To represent any visible color (associated with any wavelength), the red
component of the RGB color space model sometimes becomes negative. To address this
problem, a new color space, called CIE XYZ, is defined. CIE XYZ can produce every
perceived color with positive tristimulus values.
2.2 CIE XYZ
CIE XYZ is a color space which describes the color perception by three parameters cor-
responding to short, medium and large level of stimuli of the cone cells in the human
eye. The Y channel corresponds to the relative luminance, whereas X and Y depict the
response of the human eye to light wavelengths of varying frequencies. CIE XYZ is a
device-independent color space as it describes the whole range of color sensations which
a person can experience. CIE XYZ is often referred to as absolute, as each primary color
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in CIE XYZ is constant. The three primary colors in CIE XYZ are not real colors, they
cannot be generated with any light spectrum.
CIE XYZ is obtained as a linear extrapolation of RGB to avoid negative values. The
linear transformation from RGB to CIE XYZ takes into account the white point of the
display. The most common conversion matrix (and the one, used in this thesis) is given in

























































LMS color space depicts the response of the three types of cones in the human eye, sensi-
tive to long (L), medium (M) and short (S) wavelengths. LMS is commonly used for per-
forming a chromatic adaptation, i.e. adapting the appearance of colors under different illu-
minants. The chromatic adaptation is presented in following section. There exist several
conversion matrices, transforming CIE XYZ into LMS, e.g. Bradford, CIECAM97 [10,




























When the CIECAM02 conversion matrix is used, the LMS color model is often referred
to as spectrally sharpened RGB.
2.4 HSV
HSV is the cylindrical-coordinate representation of points in the RGB color space. Its
channels are called hue, saturation and value (brightness). HSV represents a simple trans-
formation of the RGB color model. HSV is more sensitive to changes in the brightness
than to changes in the chroma. HSV is useful for extracting a single color from an image.
However, this color space is not perceptual and it does not account for the complexity of
the human perception.
2.5 CIE Lab
CIE Lab is a perceptual color space, designed to approximate the human color vision.
The Euclidean distances between the colors in CIE Lab correspond to the perceptual color
distances. The CIE Lab color model is device-independent, i.e. the colors remain constant
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and independent of the device they are displayed on. CIE Lab color space has three
dimensions, i.e. lightness and two color-opponents channels, based on the CIE XYZ color
model. The first of the two color-opponent axes, i.e. the a axis, extends from green to
red, while the second one, i.e. the b axis, extends from blue to yellow. The channels of
the color space are independent, which makes CIE Lab suitable for a wide range of image
color manipulations. CIE Lab is derived from CIE XYZ as follows:
L = 116f(X/Xw)− 16 (2.4)
a = 500(f(X/Xw)− f(Y/Yw)) (2.5)












with ǫ = 0.008856 and κ = 903.3. The triplet (Xw, Yw, Zw) corresponds to the CIE XYZ
coordinates of the reference white point. The colors, produced by CIE Lab, are relative to
the reference white point.
2.6 Lch
Lch color space is the polar coordinate representation of CIE Lab. The L channel, rep-
resenting the lightness, is the same as the L channel of Lab. The circular axis h is the
hue, whereas the c axis is the chroma, or the saturation. Lch is beneficial for a successful
separation of the image colors one from another. We exploit this property of the Lch color
model in chapter 5, part II. The channels of Lch are derived from CIE Lab as follows:
L = L (2.8)
c =
√





arctan(b/a) if arctan(b/a) ≥ 0
arctan(b/a) + 360◦ otherwise
, (2.10)




This chapter introduces the notion of white point and the method for adapting the colors
of an image to a given white point, known as chromatic adaptation transform (CAT).
1 White point
CAT adapts the colors of an input image to a given target illuminant. The target illuminant
represents the white point of the target scene. The white point is a set of tristimulus
values which defines the color of the light source in the scene. There exist a number of
well-studied white points. For example, CIE D65 is the white point corresponding to the
average daylight, whereas CIE D50 is the white point at sunrise or sunset [15, 16].
The white point of an image can also be computed using the color pixels of an image.
Often, the white point is computed by assuming Gray World, i.e. the average of all the
colors in an image is assumed to be neutral gray. Using this assumption, the color cast,
caused by the illuminant in the scene, can be computed by comparing the average image
color with neutral gray. Instead of averaging all the color pixels in an image, a more
advanced solution is proposed in [18]. The method in [18] computes the white point as an
average of all image pixels, similar to neutral gray. Removing the color cast, caused by the
scene illuminant, is known as white balance [19]. White balance is one of the properties
of the human eye. The human eye preserves the color constancy, i.e. the colors in a scene
appear constant under different lighting conditions.
2 Chromatic adaptation transform
The color cast, introduced by an illuminant in a digital image, can be removed by per-
forming the CAT. The CAT has been introduced as the first step of the color appearance
model CIECAM02 [10]. Since then, the CAT has often been applied independently from
CIECAM02 [7,20]. In general, the CAT is employed to adapt the colors of an input image
to a target illuminant. To this end, both the input image and the target illuminant are first
converted to the LMS color space. The CAT consists of the following transformation,
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Figure 3.1 – The surrounding color plays a major role when perceiving a given color. The
colors of the two crosses, though exactly the same, are perceived as different due to the
different surrounding colors.







































The triplet (L, M, S) denote each pixel of the input image in the LMS color space, whereas
the triplets (LWi ,MWi , SWi) and (LWt ,MWt , SWt) are respectively the input and target
white points. The input white point is always computed from the input image (for in-
stance, by assuming Gray World), whereas the target illuminant is either given (i.e. it is
a well-known illuminant) or is computed from a target image. The triplet (Lc,Mc, Sc)
denotes the adapted color values in the LMS color space.
The factor D in equation 3.4 controls the level of adaptation to the target illuminant.
The factor D ranges from 0 (no adaptation) to 1 (full adaptation). The scalar LA is the
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adapting luminance, taken as 20% of the white object in the scene. The surrounding
factor, denoted by S, equals to 1 for average surround, 0.9 for dim surround and 0.8 for
dark environments. The effect of the surround on the color appearance is illustrated in
figure 3.1. Furthermore, a coefficient K = 0.3 is used by Kuang et al. [21] to avoid full






The image features, such as the image color channels, the image gradient, etc. are mod-
eled by well-known distribution models. Hereafter, we present some of the most common
distribution models used in image processing.
1 Multivariate generalized Gaussian distribution
The MGGD belongs to the family of elliptical distributions. Often referred to as multivari-
ate power exponential distribution, the probability density function f(x) of the MGGD is

























for x, y ∈ Rp, p ∈ N. The matrix Σp×p is a positive definite scatter matrix, whereas µ
and β are respectively the mean and the shape parameters of the distribution. Moreover,
|Σ| denotes the determinant of matrix Σ and Γ(·) is the gamma function [23]. The shape
parameter β is connected to the sparseness of the distribution. The smaller the shape
parameter, the sparser the distribution, i.e. the heavier its tails. Pascal et al. [24] have
introduced the following parametrization of the scatter matrix: Σ = mM, where m de-
notes the scale parameter of the MGGD and the matrix Mp×p is a positive definite scatter
matrix, for which Tr(M) = p, Tr(M) denoting the trace of the matrix M.
The MGGD has been used for modelling various features extracted from images, such
as gradient fields [25] and wavelet coefficients [26]. The potential of the MGGD has
been exploited for image processing tasks like image denoising [27, 28], texture classifi-
cation [29], etc.
So far, several distance measures between two MGGDs have been tackled. The
Kullback-Leibler divergence has commonly been used as a distance between MGGDs.
To this end, Do et al. [30] propose a closed form of the Kullback-Leibler divergence for
MGGDs, whereas Nafornita et al. [31] generalize it for complex MGGDs. Furthermore,
a more natural and more accurate similarity distance between MGGD probabilistic man-
ifolds, namely the Rao-Kramer geodesic measure, has been introduced by Verdoolaege
et al. [32]. A closed-form expression of the Rao-Kramer measure has been derived for a
fixed shape parameter of the MGGD [32, 33]. The geodesic distance is used for texture
classification and discrimination [32] whereas the Kullback-Leibler divergence is applied
in the context of wavelet-based texture retrieval [30].
The following two sections are dedicated to two special cases of the MGGD, i.e. the
multivariate Gaussian distribution and the multivariate Laplace distribution.
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2 Multivariate Gaussian distribution
The multivariate Gaussian distribution (MGD) is a special case of the MGGD with a shape
parameter equal to 1. The probability density function f(x) of a random vector x ∈ Rp,











(x− µ)T Σ−1(x− µ)
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. (4.3)
The covariance matrix Σ defines the inter-component dependencies, whereas |Σ| denotes
the determinant of the matrix Σ. The special case of a diagonal covariance matrix indi-
cates an inter-component independence.
Furthermore, given a set of identically distributed random vectors (x1, . . . , xN), xi ∈
R
p, following the law of an MGD with unknown parameters Σ and µ, the maximum












(xi − µ̂)T (xi − µ̂) . (4.5)
The MLE of Σ is a biased estimator. Therefore, the coefficient 1/N (equation (4.5)) is
often replaced by 1/(N − 1) to obtain an unbiased estimator of Σ.
The MGD is one of the most popular distributions in image processing. Thanks to
its relative simplicity and analytical properties, the MGD is often chosen to model image
color distributions [34]. The MGD is characterized by lighter tails (lighter than an MGGD
with a shape parameter less than 1) and thus, it does not describe well enough heavy-tailed
distributions, such as image gradient distributions.
A single MGD may not fit any image distribution. When a distribution cannot be
fitted well enough by a single MGD, it is often fitted by a mixture of MGDs [7]. Gaussian
mixture models (GMM) are used to describe such complex distributions. GMM represent
the unknown distribution as a mixture of several Gaussian distributions. To compute the
parameters of each mixture, the expectation-maximization (EM) algorithm is used. GMM
are often adopted to perform a soft segmentation of the image color channels [5, 7].
3 Multivariate Laplace distribution
The multivariate Laplace distribution (MLD), also known as double exponential distribu-
tion, is a continuous distribution which has heavier tails than those of the MGD. It is a
special case of the MGGD with a shape parameter equal to 0.5. The probability density
function f(x) of a random vector x ∈ Rp, p ∈ N, distributed according to an MLD with




















Figure 4.1 – The lightness histogram of the left-hand image is right-skewed (as shown in
the right-hand plot). Being both continuous symmetrical distributions, the MGD and the
MLD fail to describe the skewness of the lightness histogram. In contrast, the bounded
Beta distribution provides the best model for the image lightness distribution by accounting
for its right skewness.
q(x) = (x− µ)T Σ−1(x− µ). (4.7)
The parameter λ denotes the scale parameter of the MLD, whereas Kl(x) denotes the
modified Bessel function [35] of second kind and order l, evaluated at x. The MLD is
usually adopted to fit sparse distributions. The MLD is used to model image gradient
distributions [36] and has proved beneficial for speech recognition [37].
4 Beta distribution
Both the MGD and the MLD, and in general the MGGDs, are continuous symmetrical
distributions. To this end, they are not suitable for modelling skewed distributions. Fig-
ure 4.1 shows that, often, the image color channels are not symmetrical but rather skewed.
To account for the skewness of the image feature distributions, the Beta distribution can
be employed.
The density function f(·) of a Beta distributed random variable x with shape parame-





where x ∈ [0, 1], and B(α, β) denotes the Beta function.
Let µ and σ2 be respectively the sample mean and variance of a Beta distribution.
















More precise estimation (from samples) of the shape parameters α and β can be obtained
by applying the expectation-maximization (EM) algorithm.
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The Beta distribution can admit different shapes and thus, describe a variety of un-
known distributions. In particular, the Beta distribution describes very well the skewed
distributions, as shown in figure 4.1. Furthermore, in comparison with the MGD and the
MLD, the Beta distribution is a bounded distribution and therefore, describes well discrete
distributions such as the distributions of color and light in images. Furthermore, Beta mix-
ture models (BMM) have proved more efficient than GMM in areas like recognition of








In this part, our three new color transfer methods are detailed. Color transfer aims to
modify the look of an input image according to the illumination and the color palette of
a target image. Color transfer is often viewed as a distribution transfer problem, in which
the multivariate Gaussian distribution (MGD) plays a significant role. Early research in
the field of color transfer assumes that the color and light distributions of images follow
a Gaussian distribution. This assumption has been beneficial for computing a number of
global Gaussian-based transformations [3, 7, 34]. When the Gaussian assumption does
not hold, such global transformations fail to properly transfer the target colors and may
produce results inconsistent with the target image specifics.
According to Reinhard et al. [3] and more recently, to Bonneel et al. [6], the limitations
of global transformations could be overcome with cluster-based techniques. In chapter 5,
we propose a local method which uses Gaussian mixture models (GGM) to fit the image
distributions by partitioning the images into several clusters. Our key idea consists in
determining which feature, i.e. color or light, is more representative for a given image.
Then, we use this feature to cluster the image. We design four novel policies for mapping
the input and target image clusters. These policies contribute to producing photo-realistic
images, the style of which is similar to the style of the target image (as a remark, in our
context, the style of images is defined in terms of color and light). Our style-aware color
transfer method is presented in chapter 5.
Apart from color and light, gradient is another image feature that impacts the percep-
tion of images. The distribution of an image gradient is a heavy-tailed distribution and
therefore, it cannot be fitted by the MGD. To be able to describe the distributions of both
color and gradient by a single model, we adopt the multivariate generalized Gaussian dis-
tribution (MGGD). Including the MGD and the MLD as special cases, the MGGD with
an unconstrained (by a fixed value) shape parameter is likely to accurately fit a wide class
of image feature distributions, including those of color, gradient, wavelet coefficients, etc.
Chapter 6 introduces our transformation between two MGGDs. Our MGGD transfor-
mation is applied in the context of color and gradient transfers and it also carries out a
multidimensional simultaneous transfer of color and gradient.
The MGGD and in particular its special cases, e.g. the MGD and the MLD, belong to
the class of unbounded distributions. Despite that, they have been commonly used to de-
scribe bounded distributions, such as the distributions of color and light. We address this
issue in chapter 7. We adopt the Beta distribution to model the color and light distribu-
tions of images and propose a Beta-based transformation, which is applied in the context
of color transfer. The results in chapter 7 illustrate the advantage of modeling color and
light by bounded distributions to using unbounded (Gaussian) distributions to fit color and
light.
Different color transfer methods often result in different output images. The process
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of determining the most plausible output image may be subjective, as it depends on a
person’s preference. To lessen the level of subjectivity in quality assessment for color
transfer, we propose a model for objective evaluation of the color transfer quality. Our
model explains the relationship between users’ perception and a number of image features.
The model is introduced in chapter 8.
42
5Style-aware robust color transfer
1 Introduction
In this chapter, we propose an original way of carrying out a color transfer between input
and target images by respecting the style of the target image. We call this process a style
transfer. We define style of images as a combination of two key image features: light
and colors. The style transfer strongly depends on these two image features. Global
methods transfer the key characteristics (e.g. mean, standard deviation) of the target color
and light distributions. However, a global distribution transfer may be insufficient to grasp
local variations of light and color (for an illustration, see figure 5.1). This is due to the
fact that the efficiency of most global color transformations relies on the validity of an
assumption. Global color transfer methods assume that the color and light distributions of
the input and target images can be fitted well by a single MGD. However, in general, the
global Gaussian assumption turns out to be too restrictive to ensure a good color transfer.
In many cases, results from a global color transfer are inconsistent with the style of the
target image and at odds with the concept of a balance between the different features in
an image. Such an imbalance may, for instance, cause over-/under-saturation or images
of low visual quality, as illustrated in figure 5.1.
We can overcome the aforementioned limitations with cluster-based techniques. In
this case, color transfer is performed between clusters in images rather than between entire
images. In this chapter, we propose a local style-based method which uses GMM to
describe the color and light image distributions. Our method partitions the images into
several clusters according to the key feature of each image. We design a classification
method, which automatically determines the most important feature in an image. Once the
image clustering is performed, our method locally applies an optimal color transformation
between corresponding clusters from the input and target images. Our results look more
natural and aesthetically pleasing than results from state-of-the-art methods. Moreover,
a user study has shown that our results match closely the user’s expectation of a style
transfer.
The main contributions, presented in this chapter, are threefold:
 a novel automatic system that classifies an image as a light-based image or a colors-
based image and determines the input/target clusters;
 a cluster-based method consisting of several novel mapping policies between the
input/target clusters;
 a subjective user evaluation of the results as well as an objective evaluation consist-
ing of two objective metrics.
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Input Target (a) Reinhard et al. (b) Pitie et al.
Figure 5.1 – Two results, obtained with two global color transfer methods. The global
transformations assume that the light and color distributions of the input and target images
follow the Gaussian law. This assumption does not hold for the input and target images,
shown in this figure. The input image consists of two luminance clusters (corresponding to
the two peaks in its luminance histogram), whereas the target image is composed of three
color clusters (as shown in its luminance-hue plot). Therefore, the distributions of the input
luminance and the target colors cannot be fitted by a single MGD. Due to this fact, the
global color transformations fail to produce plausible results. Result (a) does not match
the target colors, whereas result (b) is significantly over-saturated, which compromises its
photo-realism. Moreover, result (b) does not respect the target style specifics in terms of
light and color (for instance the foreground color in result (b) does not match precisely the
target foreground color).
The chapter is organized as follows. Section 2 presents the related research work.
Section 3 provides details on our classification system as well as on the color grading
method, used in this paper. Moreover, section 3 also introduces our four novel mapping
policies. Results, user evaluation and objective evaluation are presented in section 4.
Section 5 shows limitations and provides ideas for future research work. Finally, the last
section concludes the chapter.
Publication. The work, presented in this chapter, has been published in the following
paper:
H. Hristova, O. Le Meur, R. Cozot, and K. Bouatouch,“Style-aware robust color trans-
fer", in Proceedings of the workshop on Computational Aesthetics. Eurographics Associ-
ation, 2015, pp. 67-77.
2 Related work
This section is divided into two parts. First, we present state-of-the-art color transfer
methods. Second, as the goal of this chapter is to introduce our method for style transfer,
we present recent research works in connection with the artistic style transfer between
images (mainly based on convolutional neural networks).
2.1 Color transfer
Research works in the field of color transfer are classified by Faridul [1] into two main
categories: geometry-based and statistical-based methods. Geometry-based approaches
aim at finding content-based correspondences in pairs of images and ensure that these
correspondences have the same colors.
We prefer statistical-based methods to geometry-based ones because the latter heavily
depend on the image contents and therefore, it is not an easy task to apply them to image
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pairs with various contents. The method, presented in this chapter, focuses on statistical-
based techniques in order to carry out a color transfer between images of various contents
and styles. Generally, we could divide the statistical-based methods into two classes:
non-parametric and parametric (distribution-based) methods. The non-parametric meth-
ods carry out the transfer of color and light regardless of the type of input and target
distribution. In contrast, the parametric methods apply color transformations under the
assumption that the color distributions of the input and target images follow a particular
distribution.
2.1.1 Non-parametric methods
The naive histogram matching is the first example of a non-parametric method. It attempts
to borrow the thorough look of an image by matching two cumulative density functions.
However, a full histogram transfer tends to be too harsh and may result in artifacts. There-
fore, recent works resolve this problem by matching histograms at different scales [39,40]
and by performing gradient optimizations [41]. Additionally, Pitié et al. [42] match two
3D distributions through rotations and 1D histogram projections. Their method manages
to entirely transform the input distribution to the target distribution.
Recently, three papers have introduced new non-parametric approaches for colorizing
an image [20, 43, 44]. Hwang et al. [44] employ a non-linear interpolation using proba-
bilistic moving least squares. The authors apply a color transfer to images of the same
scene, taken under different lighting conditions. In contrast, Frigo et al. [20] apply their
method to images with various contents. Frigo’s non-parametric approach is based on an
optimal transportation problem that minimizes the overall displacement cost of the color
mapping. Moreover, Frigo et al.’s method makes no assumptions about the color distribu-
tions of the input and target images (unlike, for instance, Pitié et al.’s method [34], which
assumes that the color distributions follow the Gaussian law). Furthermore, due to smooth
interpolation, Frigo’s method could create colors which do not appear in the target image.
In contrast, Nguyen et al. [43] argue that a good color transfer is a color transfer which
does not result in out-of-gamut colors. Their illuminant-aware color transfer produces
images with colors inside the target gamut.
2.1.2 Parametric methods
The first parametric color transformation has been introduced by Reinhard et al. [3], This
method fits the distribution of color by an MGD with a diagonal covariance matrix. The
transformation is then carried out independently on each component of the Lαβ color
space. Reinhard et al.’s method has been specially designed for natural images, as in the
majority of cases, their color and light distributions are similar to the MGD.
Reinhard et al.’s method is suitable for image distributions with independent color
components. To account for inter-component dependencies, color and light distributions
are assumed to follow an MGD with non-diagonal covariance matrix. This assumption
has been adopted in a number of color transformation, including the Cholesky decomposi-
tion [34], and the square root decomposition, also known as principal component analysis
(PCA) [45]. Both transformations have been applied in the context of color transfer [34].
In particular, a PCA-based transfer has been applied to gray-scale image colorizing [46]
and fuzzy color transfer [45].
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In applications, for which the geometry of the transformed distribution is of a great
significance, as it is the case of color transfer, both the Cholesky decomposition and
the square root decomposition encounter problems [34]. To preserve the geometry of
the resulting distribution as intended, Pitié et al. [34] propose a transformation based
on a minimization of the displacement cost for transforming an MGD into another one.
The minimization problem is well-known as the Monge-Kantorovich transportation prob-
lem [47] with a solution, given by the linear closed-form Monge-Kantorovich transfor-
mation [34,48]. The significance of the Monge-Kantorovich mapping for color transfer is
presented in [34].
Recently, the Monge-Kantorovich optimal transformation has received much atten-
tion in connection with the local color transfer method by Bonneel et al. [6]. The method
applies the Monge-Kantorovich transformation locally between corresponding input and
target clusters. To obtain the image clusters and map the input clusters to the target clus-
ters, Bonneel et al. use a luminance-based approach. In contrast, Tai et al. [5] apply a 3D
EM algorithm to cluster the input and target images. Then, they build a mapping function
based on the mean luminance of the input and target images.
2.1.3 Limitations
Hereafter, we discuss some key limitations of both global and local color transfer methods.
Global color transfer methods rely on the assumption that the MGD can fit the entire
color and light distributions the input and target images. This assumption turns out to
restrict the color transfer, as it will be illustrated in section 4.
In contrast, local color transfer methods target only images with similar low-level
characteristics. For instance, Bonneel et al.’s method [6] would always segment the input
and target images into three luminance clusters regardless of whether the images contain
enough luminance information for such a segmentation or not. Furthermore, the local
color transfer methods do not elaborate enough on choice of the mapping functions linking
the input and target clusters. For example, there is no justification if the chosen luminance-
based mapping policies are optimal and what their advantages and limitations are. Finally,
a good method should jointly consider light and color features (as opposed to only light
for the clustering).
Unlike the existing local methods in the field of color transfer, we take into account
both characteristics in the clustering process and introduce novel style-based mapping
policies which, to the best of our knowledge, have not been considered so far.
2.2 Style transfer
Recently, a breakthrough in the context of transferring the artistic style of a target image to
an input image has been made. Several style transfer methods based on deep convolutional
neural networks, have been proposed. Convolutional neural networks [49] efficiently de-
tect image features at small and large scales. Neutral networks are trained to extract the
most important image features content-wise and to produce feature maps at different con-
volution layers. The feature maps in the convolutional layers represent the content of a
given image at various scales. As we go deeper in the network, the convolutional layers




Input [Gatys et al., 2015] [Johnson et al., 2016] [Frigo et al., 2016]
Figure 5.2 – Artistic style transfer (carried out with three different methods) using a paint-
ing as a target image. The methods transfer the target style using convolutional neutral
networks (first two results, left to right) and specially adaptive image partitioning (the right-
most result).
the convolutional neural networks can recognize objects in images and videos and thus,
classify them [50, 51]. Hereafter, we discuss methods which adopt convolutional neural
networks to represent the content and the style of a given image and to carry out an artistic
style transfer between two images.
2.2.1 Non-photo-realistic style transfer
Gatys et al. [52] adopt the convolutional neural networks to represent the content of an
input image and the style of a target image and perform a style transfer between the
two images. They extract a representation of the style by computing the correlation of
the values within a given feature map. Gatys et al.’s style transfer is presented as an
optimization problem aiming to minimize a loss function. The loss function of the method
is a combination of a style loss, i.e. the distance between the style representations of
the result and the target image, and a content loss, i.e. the distance between the content
representations of the result and the input image. The stylized result is generated through
a gradient descent via backpropagation [53]. Gatys et al.’s method is used to transfer an
artistic target style (usually a painting) to an input image (usually a photograph) as shown
in figure 5.2.
One of the main drawbacks of Gatys et al’s method is the time it takes to generate a
stylized image (the stylization process may take up to several hours). To this end, Johnson
et al. [54] optimize the original algorithm by Gatys et al. so that it runs in real-time.
Johnson et al. add a step, called image transformation network, to transform the input
image through series of convolutional down- and up-sampling. The transformed input
image is then given to the loss function optimization in [52]. Johnson et al.’s framework
reduces significantly the computational time and produces qualitatively similar results to
those from Gatys et al.’s method (figure 5.2).
Apart from the neural networks, Frigo et al. [55] propose a style transfer method
based on a local texture transfer using a spatially adaptive partition of the input image.
The authors introduce a “Split and Match” image decomposition which is guided by the
similarity between the input and target patches. Figure 5.2 compares Frigo et al.’s method
to the style transfer methods using convolutional neural networks.
The three formally discussed methods perform a non-photo-realistic style transfer.
They produce impressive results for target images which are paintings and sketches. How-
ever, they are not suitable for a photo-realistic style transfer, as they introduce many image
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Notation Definition
CS ∈ {rgb, lab, lch} RGB, Lab or Lch
ICS : ΩI ⊂ R2 7→ R3 input image
JCS : ΩJ ⊂ R2 7→ R3 target image
OCS : ΩI ⊂ R2 7→ R3 output image
R ∈ {I, J} image I or image J
ΩR
the set of spatial coordinates of the image
R














set of clusters of RCS
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th component of CS in ζRCS
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th cluster of OCS
Table 5.1 – Correlations between the style and aesthetics scores.
distortions [56].
2.2.2 Photo-realistic style transfer
To adapt the convolutional neural networks for a photo-realistic style transfer, Luan et
al. [56] propose a regularization which constrains the transformation from the input image
to the output image. Luan et al. add a regularization term to the optimization to penalize
image distortions and ensure an affine transformation between the input and output image
patches. To further improve the photo-realism of the style transfer, the authors adopt a
semantic segmentation of the input and target images. Luan et al. show that their method
outperforms the methods in [52,57] (based on convolutional neural networks) for a photo-
realistic style transfer. Luan et al.’s style transfer produces less satisfying results when the
semantics of the input and target images are too distant, as the great dismatch comprises
the photo-realism of deep learning style transfers [56].
The following section presents our style-aware color transfer method, which considers
the local variations of light and color in images without accounting for the image content.
This makes our method suitable for images with various contents and semantics At the
same time, our method proves to be more robust than state-of-the-art color transfer meth-
ods when it comes to representing target style features in terms of light and colors. We
apply our method in the context of photo-realistic style transfer.
3 Style-aware style transfer
Our method is designed to carry out a local image color transfer by taking into account
the main features of the input and target images. Our method focuses on light and colors
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Figure 5.3 – The framework illustrates the steps of the proposed method (the green boxes).
The blue boxes stand for images in the RGB color space and in violet are the image clusters.
as the two key features of the image style. These features are involved in the process
of clustering the input image I and the target image J. As a result of the clustering, we
obtain a set of clusters for both images. We propose four policies to map the input and
target clusters. The appropriate (for a given image pair) mapping policy and the number
of input and target clusters are automatically determined and depend on the main features
(light or color) of the input and target images. We apply an optimal transformation to the
colors of each pair of corresponding clusters. In our method, the luminance and the colors
are treated differently. To obtain the final result, we apply a local chromatic adaptation
transform on the colorized (using the optimal transformation) image, which affects the
luminance of the image (and the colors, as a consequence). Our method is illustrated in
figure 5.3 and the main notations used in this chapter are given in table 5.1. Hereafter, we
present the steps of our method in more details.
3.1 Automatic light-based versus colors-based classification
The proposed automatic classification system determines which feature, among the two
considered features, i.e. light and colors, carries more information about the style of an
image. The modification of these two features influences the thorough look and perception
of images [44]. Therefore, if we modify the light and the colors of an image in a specific
way, we would get close to a given image style.
We propose to classify the images into two main categories: colors-based style images
and light-based style images (refer to figure 5.4 for illustration). The two types of images
are defined hereafter.
 Colors-based style images are images whose color information is sufficient enough
to define well at least two different and significant colors. An image of only one
color is not considered as a colors-based style image. One color is not representative
of the image style and there is a high probability that the light feature of that image
has a greater impact on its style.
 Images which are not classified as colors-based style images are classified as light-
based style images because their light features are more meaningful than their color
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Result (b)Result (a)Input Target
Figure 5.4 – Result (a) is obtained with the default values of the three parameters of our
classification system, whereas result (b) is obtained by setting dp to half of its default value.
features.
The classification algorithm is performed in the Lch color space on both the input and
target images. It consists of three steps:
1. Image Irgb
1 is first converted into the Lch color space to obtain image Ilch. The set
G of gray points is extracted from image Ilch as follows:
G : {(l, c, h) | c < cmin, ∀(l, c, h) ∈ Ilch} (5.1)
where cmin is the threshold for the chroma component of the Lch color space.
2. The hue histogram function φ : Ωφ ⊂ R 7→ R, where Ωφ is the set of bin values
in the Lch color space, is computed from the set of the remaining non-gray pixels
denoted as Ilch\G. We perform a linear search to obtain the local peaks of the hue
histogram. Let P be the set of all the local peaks in the hue histogram and let δ
define a small neighbourhood around a peak p ∈ P. Then, the set of significant
peaks Ps is defined in the following way:






φ(p+ ǫ) > smin, and
|p− ps| > dp,∀ps ∈ Ps
(5.2)
where smin is the threshold for the minimum number of pixels defining a signifi-
cant peak and dp is the distance threshold between two significant peaks in the hue
histogram.
3. Finally, if |Ps| > 1, the original image is considered as a colors-based style image.
Otherwise we classify the original image as a light-based style image.
We experimentally set the three parameters cmin, smin and dp to default values (refer
to section 3.5 for more details), although they can influence the final result as illustrated
in figure 5.4.
The advantages of our classification algorithm lie in its simplicity and efficiency. We
tried out the system on several image categories: natural scenes, city and street images,
macro images, studio images and paintings. Figure 5.5 show images, which are correctly
and incorrectly classified by our classification system. The judgment depends on the def-
initions of colors-based and light-based style images and it is partially based on intuition.
1In the description of the classification algorithm, Irgb refers to either the input or target images.
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Figure 5.5 – Examples of images correctly and incorrectly classified as light-based style
images (first two rows) and colors-based style images (second two rows) respectively.
3.2 Clustering
Once the main features of the input and target images are determined, a clustering is
performed on both images. The number of the clusters, into which an image is segmented,
is determined automatically. If an image is classified as a colors-based style image, the
number of clusters is computed as the number of the significant peaks in its hue histogram,
i.e. |Ps|. For a light-based style image, we adopt Bonneel’s idea [6] of using luminance
clusters, namely highlights, midtones and shadows. As a remark, there exist images for
which one of these luminance clusters is not significant. In that case, we consider only
two clusters as shown in figure 5.6. The number of the significant luminance clusters is
equal to the number of the significant peaks in the luminance histogram.
The clustering is performed using the EM algorithm in the Lch color space. Figure 5.6
illustrates the two types of image clustering. For light-based style images, we choose to
perform the clustering on the luminance histogram as in the majority of the cases it is
more meaningful than the hue histogram. For colors-based style images, we choose the
2D Luminance-Hue distribution as it represents well the different color clusters of colors-
based style images, as shown in figure 5.6.
Note that the number of input and target clusters can be different. In that case, if the
number of input clusters is higher than the number of target clusters, the most similar
input clusters (in terms of their means) are merged together (the case when the number of
target clusters is higher than the number of input clusters is analogical). At the end of the
clustering process, we obtain N clusters for both input and target images.
3.3 Mapping policies
As a next step, a mapping function between the input and target clusters is built. Hereafter,
we introduce four mapping policies (for four different types of image pairs), namely Light
to Colors, Colors to Light, Light to Light and Colors to Colors. The pseudo code in
algorithm 1 illustrates the general logic behind of our mapping policies. In the following
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Light-based style images Colors-based style images
Figure 5.6 – The luminance histograms of the light-based style images have two significant
peaks, which define two luminance clusters. The 2D Luminance-Hue distributions of the
colors-based style images clearly separate the two main colors in the images. Overlapping
is included when visualizing the clusters (the overlapping is more evident for the light-based
style images).
subsections, we discuss the mapping policies.
3.3.1 Light to Colors
Light to Colors policy is designed for images with distant styles. The input image is a
light-based style image, whereas the target image is a colors-based style image. As it will
be presented in section 4, such test cases are challenging for the state-of-the-art methods.
To deal with this issue, we developed a meaningful mapping function which links the light
features of the input image to the color features of the target image.
Usually people expect cold colors to be present in the shadows of an image, whereas
warm colors are likely to appear as highlights. The majority of photographers use the
same approach as an artistic effect [58]. They use cold colors to indicate shadows or
background, and warm colors to highlight bright areas, as shown in figure 5.7. Our Light
to Colors mapping function is based upon these two artistic approaches.
The policy starts by selecting which cluster among the set of input clusters ζIlch has the
minimum average luminance value. This problem is handled by the function FindDarkestCluster(ζIlch(l)),
the output of which is the index sI of the input cluster with the minimum average lu-
minance value, and the pdf f
(sI)
lab (of the selected input cluster). Similarly, the function
FindColdestCluster(ζJlch(h)) returns the index sJ of the target cluster with the maximum
average hue value, and the pdf g
(sJ)
lab (of the selected target cluster). Our algorithm adopts
the standard hue wheel [59]. The warmest color among a set of colors is defined as the
one with the lowest hue value, whereas the coldest color as the one with the highest hue
value. For instance, red and orange are considered warm colors, whereas blue and pur-
ple are considered cold colors. The function FindColdestCluster(ζJlch(h)) finds the target
cluster associated with the coldest color in the set of clusters ζJlch.




lab , defined in the Lab color
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Algorithm 1 Mapping policies
1: for k = 1, . . . , N do
2: if Light to Colors then
3: [sI, f
(sI)
lab ] = FindDarkestCluster(ζ
I
lch(l)) ⊲ find the input cluster with the lowest luminance
4: [sJ, g
(sJ)
lab ] = FindColdestCluster(ζ
J
lch(h)) ⊲ find the target cluster with the highest hue
5: if Colors to Light then
6: [sI, f
(sI)
lab ] = FindColdestCluster(ζ
I
lch(h)) ⊲ find the input cluster with the highest hue
7: [sJ, g
(sJ)
lab ] = FindDarkestCluster(ζ
J
lch(l)) ⊲ find the target cluster with the lowest luminance
8: if Light to Light then
9: [sI, f
(sI)
lab ] = FindDarkestCluster(ζ
I
lch(l)) ⊲ find the input cluster with the lowest luminance
10: [sJ, g
(sJ)
lab ] = FindDarkestCluster(ζ
J
lch(l)) ⊲ find the target cluster with the lowest luminance
11: if Colors to Colors then








lch(h)) ⊲ find the two most similar input and







lab ) ⊲ perform the color transformation on the chroma
channels
14: ζIlch \ I
(sI)
lch





rgb ] = CATLocal(Orgb, Jrgb) ⊲ perform local CAT
space, are passed to the function PerformTranspOnAB(·). This function carries out the




lab , which will be presented in sec-









tively. We repeat the described procedure for each input cluster.
At the end of algorithm 1, our Light to Colors policy will have mapped the warmest
colors of the target image to the highlights of the input image and reversely, the coldest
colors of the target image to the shadows of the input image. Given this mapping function,
we are able to carry out a transfer between a light-based style image and a colors-based
style image. To the best of our knowledge, there exists no other method for mapping
light and color features (regardless of the image contents). Therefore, our Light to Colors
policy offers the first solution to that kind of mapping problem.
3.3.2 Colors to Light
Now, we consider a colors-based style input image and a light-based style target image. A
policy that maps light features to color features has not been tackled by existing methods
so far. We propose a strategy similar to the Light to Colors policy. The Colors to Light
policy maps the highlight areas in the target image to the warmest color in the input image
and vice versa, the darkest areas in the target image correspond to the coldest color in the
input image.
3.3.3 Light to Light
The mapping between two light-based style images is handled by Bonneel’s luminance-
based mapping [6]. Three luminance clusters are considered, namely shadows, midtones
and highlights. There are images for which one of the clusters is insignificant. In that
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Figure 5.7 – An artistic image, its Luminance-Hue distribution and its luminance his-
togram. The luminance histogram (on the right-hand side) shows that the image is overall
dark and it does not contain highly contrasting regions due to lack of highlights. Even
though highlights are not present in the image (quantitatively speaking), they are visually
perceived thanks to the carefully chosen image colors. The photographer has used three
color clusters, i.e. orange-yellow, blue and purple, which appear consequently on the girl’s
face and neck from left to right (and are also illustrated in the Luminance-Hue distribution
in the same order). These three color clusters indicate highlights, soft and hard shadows
respectively. Our Colors to Light and Light to Colors mapping policies are based on this
artistic approach.
case, only two luminance clusters are considered. Light to Light policy maps shadows to
shadows, midtones to midtones and highlights to highlights.
3.3.4 Colors to Colors
The last mapping policy maps the clusters of two colors-based style images. There are
several logical solutions to that kind of problem. For instance, Bonneel et al. [6] carry
out a luminance-based mapping for such kind of transfer. However, when the input and
target images are colors-based style images, Bonneel’s method does not produce plausible
results because it does not consider color clusters in the mapping process. Another possi-
ble solution involves mapping together the most similar clusters in terms of average hue.
However, such an approach would not prevent the input clusters from being mapped to
only one of the target clusters. Likewise, one could also sort the input and target clusters
by their hue values and map the corresponding clusters together. In contrast, we believe
that users would expect similar colors to be mapped to similar colors which is not guar-
anteed by the latter mapping approach. We have experimented with these three mapping
solutions and we came up with a more general solution, as described hereafter.
At each iteration of algorithm 1, we map the two most similar input and target clus-
ters, i.e. those with the minimum Euclidean color distance between their centers. Put
differently, the centers of the most similar clusters are close in terms of hue. The func-
tion FindMinDistPair(ζIlch(h), ζ
J









lab at each iteration of algorithm 1. The strat-
egy ensures one-to-one mapping where the nearest colors are associated first. Like in the
previous two policies, the corresponding probability functions are passed to the function
PerformTranspOnAB(), handling the color transformation 2. Finally, we exclude elements
2Whatever the used policy, the color transformation is always performed on the chroma axes (a and b)
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from the sets ζIlch(h) and ζ
J
lch(h) at the end of each step. That way, the final iteration of
the algorithm maps the two most distant colors.
3.4 Color transfer method
Once we map the target to the input clusters, a color transfer is performed between each
pair of corresponding clusters. Our color transfer consists of a color transformation





lab ) in algorithm 1. We carry out the color transformation in
the CIE Lab color space. We separate the luminance channel from the chroma channels.
Indeed, the human eye is much more sensitive to changes in the light conditions than to
changes in the colors. Therefore, we apply the color transformation only on the chroma
channels (whatever the determined policy). Finally, we use local chromatic adaptation
transform (CAT), handled by the function CATLocal(Orgb, Jrgb) in algorithm 1, to repro-
duce the lighting conditions of the target image. These steps are discussed in the following
subsections.
3.4.1 Color transformation on the chroma channels
The clustering step of our method performs a partitioning of the input and target images
into homogeneous clusters in the Lab color space. Their 2D ab distributions can be mod-
eled by 2D Gaussian distributions. Therefore, a parametric color transfer approach is used
for carrying out the color transfer between the cluster ab distributions.
We adopted the parametric color transfer method, proposed by Pitié et al. [60]. Pitié’s
method builds a mapping t(I) between the image input I and the target image J. The
mapping t(I) transforms the input distribution f(I) into a distribution similar to the target
distribution g(J). To build the mapping t(I), Pitié et al. assume that f(I) and g(J) follow





lab , we build a mapping tk(I
(k)
lab) consistent with the proposed mapping by
Pitié et al. [60], i.e. derived as a closed-form solution [60–62] to an optimal transportation
problem well-known as the Monge-Kantorovich optimization problem [63]. That way,
for each pair of clusters, we build a unique mapping which minimizes the overall cost
of the color transfer [60]. More details and discussion about the Monge-Kantorovich
transformation are presented in chapter 6.
3.4.2 Overlapping
When using a clustering technique, we need to take care of the strong color difference
which may occur between the clusters. To achieve a smooth transition between the clus-
ters and to lessen the visibility of eventual artifacts caused by the color transformation,
we let the input clusters overlap around their spatial boundaries. Associating pixels with
more than one cluster is known as fuzzy (soft) clustering [64,65]. Each pixel i is assigned
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where N is the number of clusters and
N∑
j=1





CS) is the Mahalanobis distance [66] for a 3D vector
xi with values in the Lab color space for the i
th pixel. The Mahalanobis distance measures
the distance of each overlapping pixel to one of the Gaussian cluster distributions in our






where tij is the vector of chroma values for the i
th pixel, obtained from the transformation
for the jth cluster. The output Oi is the vector of the transformed chroma values for the
ith pixel. Results, obtained after the color transformation in our method, as shown in
figures 5.8, 5.9 and 5.13.
3.4.3 Local chromatic adaptation
The color transformation, described in the previous section, is applied only on the chroma
channels of the input image. Therefore, to complete the color transfer, we need to repro-
duce the light of the target image. To perform this task, Bonneel et al. [6] apply a naive
histogram matching on the luminance channel of CIE Lab. The naive histogram matching
for the luminance channel may cause artifacts and highly saturated results for images with
very different lighting set-ups. This makes the naive histogram matching unsuitable for
our purposes, as shown in figure 5.8 (result (b)).
As a final stage of our color transfer method, we apply a local CAT algorithm on
the image Orgb, obtained with the Monge-Kantorovich color transformation. Local CAT
aims to adapt pixel-wise the colors of image Orgb to the target illuminant. This way,
undesired color saturation is avoided and naturalism is preserved. Similarly to the iCAM
algorithm [21], we apply CAT locally to the pixels of the input image by computing a
“white image" using a Gaussian low-pass filter with a kernel size equal to half the sum
of the image dimensions. Each input pixel is influenced by the chromatic transform and
therefore, local luminance variations are captured efficiently and reproduced in the result.
Indeed, the local CAT enhances the contrast and prevents the image from becoming flat
(refer to examples 3 and 5 in Figure 5.9).
Frigo et al. [20] were the first to apply the CAT algorithm iteratively. Instead of adapt-
ing the colors of an image to a well-known illuminant, they have used a global estimation
of the input illuminant and the target illuminant by assuming Gray World [18]. Likewise,
we estimate the target illuminant as the average of the non-gray pixels in the target im-
age [18,20]. Unlike [20], we apply the local CAT only once and not in an iterative manner,
which results in a decrease of the computational time. As shown in Figure 5.8, our lo-
cal CAT adapts the colors of image Orgb to the target illuminant better than the global
CAT [20]. Therefore, the local CAT manages to reproduce better the colors of the target
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image. Figure 5.8 also illustrates the impact of the local CAT on the final result. The opti-
mal color transformation of our method changes only the colors of the input image so that
they become similar to the target colors. However, as we exclude the luminance channel
from the transformation, the luminance of image Orgb remains relatively unchanged. As
shown in figure 5.8, once we locally adjust the colors of image Orgb to the target illu-
minant, we improve the similarity between our result and the target color palette. The
influence of the local CAT on the colors of the final result is also shown in figures 5.9
and 5.13.
For all results, shown in this chapter, the local CAT has been applied in the LMS color
space (similarly to the CAT algorithm, presented in part 2). The adaptation factor in the
local CAT was scaled by 0.3 [21] and the value of the surround factor was set to 1.
Input (a) Color transfer
on a and b
(c) Global CAT (d) Local CAT Target(b) Histogram
matching on L
Figure 5.8 – Comparison between the naive histogram matching, the global CAT and the
local CAT. Result (a) is obtained after the color transformation for the chroma channels
a and b in our method. Result (b) is obtained by applying a histogram matching on the
luminance channel of result (a). Despite the color similarity between result (b) and the
target image, result (b) is highly saturated and unnatural. Result (c) is obtained iteratively
by applying a global CAT [20] on image Orgb, whereas result (d) is obtained using only one
iteration of our local CAT. This figure also presents the impact of the local CAT on the final
result. Our color transformation modifies only the chroma channels of CIE Lab and keeps
the input luminance relatively unchanged, as shown in result (a). The local CAT further
improves the similarity between result (d) and the target color palette (note the background
color and the better illuminated flower petals in result (d)).
3.5 Implementation details
The implementation of our algorithm begins with the classification of images into one of
two classes. Our classification system depends on three parameters with default values
as follows: cmin = 10, dp = 30, smin = 0.05×n, where n is the number of pixels in the
image. The parameters remain fixed throughout the computation. The default values
were determined after several experiments.
Furthermore, the image classification and clustering are handled in the Lch color
space. At the same time, we use the Lab color space to carry out the color transfer. We
have implemented our algorithm in C++. The proposed algorithm has been performed
on a laptop with an Intel Core i7 2.10GHz and 16Go RAM. For an image of 1000x1000
pixels, the average execution time is 25s (without optimization).
4 Results and evaluation
We compared results, obtained with the proposed method, to results, obtained with four
other methods. On one hand, we chose two state-of-the-art global transformations by
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Reinhard et al. [3] and Pitié et al. [60]. That way, we show that, often, global transfor-
mations do not preserve the photo-realism of the input image but produce rather saturated
results. On the other hand, we chose Bonneel et al.’s and Tai et al’s local color transfer
methods [5, 6] to demonstrate that using a luminance-based cluster mapping (regardless








































































































































Figure 5.9 – Results from our method and four state-of-the-art methods. The style and
the aesthetic scores are presented below each result (in the order: (style, aesthetics)). The
optimal value for both scores is 5. Our method obtains the highest aesthetic scores because
it produces natural results with perceptually pleasing contrast. The participants in our user
study have also given our results the highest style scores. An exception is example 4, for
which Reinhard et al.’s result obtains a slightly higher style score than the style score for
our result.
Figure 5.9 shows several results. As observed from examples 1 and 3 in figure 5.9, the
proposed method manages to transfer properly the colors of the foreground and the back-
ground without the need of segmentation [6] or saliency [20]. Most of our results respect
the semantic of the input image and the style of the target image. For instance, the input
and target images in examples 2 and 5 respectively are close in terms of image content.
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We use our Colors to Colors mapping policy to map together the similar input/target areas
(e.g. sky is mapped to sky and ground is mapped to ground). Colors to Colors mapping
policy involves only the input and target color distributions (as opposed to texture-based
mappings [67]). Furthermore, example 4 in figure 5.9 illustrates the efficiency of our
method when applied to images with significantly different contents. Despite the dif-
ference in contents between the input and target images, our method obtains a naturally
pleasing final result. Thanks to the local CAT in our method over-/under-saturated im-
ages are unlikely to be produced by the proposed method (examples 2, 4, 6). Figure 5.13
presents four additional results.
4.1 User study evaluation
To compare the five methods in terms of style transfer and visual pleasingness of the
results, we conducted a subjective evaluation study. We asked 15 users to evaluate 50
results obtained for 10 input and 10 target images for the five methods. The input and
target images vary in content, semantics, lighting set-up, color features. The input and
target images in our user study were selected from the various photographic collections of
500pixels.com 3. The input, target and resulting images used as test cases in our subjective
evaluation are shown in figures 5.9 and 5.13.
The participants were 23 to 53 years old. The majority of them had average image
editing expertise. Five of them wore glasses and none of them suffered from a color
vision deficiency. Each participant was presented with triples of images consisting of an
input image, a target image and a result, obtained from a color transfer between the input
and target images. Moreover, we added a special image triple, referred to as a baseline, to
the set of the 50 image triples. The baseline was the only triple for which the colors of the
result and the target image differed significantly one from another. Therefore, users were
expected to give the baseline the lowest score. That way we tested users’ judgments on
the rest of the results.
First, the participants were asked to evaluate the match in styles (in terms of colors
and light) between each result and its corresponding target image. The perceived match
in styles was closely related to users’ expectations. Second, the users were asked to eval-
uate how visually pleasing the results were. The evaluation of the visual pleasingness was
based on users’ perception of the aesthetics of the results. Five-point scale (5-excellent,
4-good, 3-acceptable, 2-poor, 1-bad) was used to evaluate the results for both tasks. More-
over, four repetitions per result were used to minimize any possible bias and to increase
the robustness. Figure 5.10 shows a screen shot of the system we designed to conduct the
user study.
Each user evaluated the results individually. The indoor conditions, the display prop-
erties and the relative proximity of the user to the display were the same. In contrast, the
order of displaying the image triples was random and different for each participant. Fi-
nally, a short training session took place before the real evaluation during which the users
adapted to the tasks of the real test.
The scores, obtained for each of the four repetitions, were combined into a single score
per result. This score is computed as 1) the mean, 2) the weighted mean (giving different
3The input and target images from Example 5 in figure 5.9 were borrowed from Pitié et al.’s paper [60].
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Figure 5.10 – Screen shot of the system we designed to conduct the user study.





































Figure 5.11 – Box-and-Whiskers plots per method, displaying the distributions of the style
and aesthetics scores. The connecting brackets indicate significant difference between our
method and the corresponding state-of-the-art method ("*" stands for p-value ≤ 0.05, "**"
stands for p-value ≤ 0.01 and "***" stands for p-value ≤ 0.001).
weights to each repetition) and 3) the median. Paired t-tests have shown that there is no
significant difference between the three statistical approaches. Therefore, we carry out
the analysis using the mean scores. To obtain the final score per result, we normalize the
mean score by the baseline score.
We refer to the scores, corresponding to the first and second questions in our user study
as the style and aesthetic scores respectively. Figure 5.11 displays the Box-and-Whiskers
plots of the score distribution for each of the two types of scores and for each of the five
color transfer methods. As observed, our method has the highest mean style score and the
highest aesthetic score. Moreover, the style and aesthetic score deviations of our method
are significantly smaller than the style and aesthetic deviations of the other four methods.
Furthermore, we performed paired t-tests between the score distribution of our method
and the score distributions of the other four methods (for both the style and aesthetic
scores). The paired t-tests have shown a significant difference in the style scores between
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our method and each of the other four color transfer methods. Furthermore, the tests have
indicated that the aesthetic scores of our method differ significantly from the aesthetic
scores of three of the state-of-the-art methods [5,6,42]. In contrast, there is no significant
difference between the aesthetic scores of the proposed method and the aesthetic scores
of Reinhard et al. method [3]. Both methods obtain high aesthetic scores. To this end,
both of them tend to produce visually pleasing images, as seen from the examples, shown
in this chapter.
As shown in table 5.2, the style and aesthetic scores for our method are highly corre-
lated, indicating that the proposed method produces consistently good results in terms of
style transfer and visual pleasingness of the results.
4.2 Objective metric evaluation
In addition to the subjective user evaluation, an objective evaluation of the results was
carried out. A good color transfer has to ensure artifact-free images as well as to properly
transfer the light and color distributions of the target images. We believe that both cri-
teria are equally important. Therefore, for the objective evaluation we use two objective
metrics.
As depicted in [20, 44], the metric SSIM [68] can be used to measure the degree of
artifacts in the result. The SSIM is a function of three comparison components, i.e. lumi-
nance l, contrast c and structure s, computed as follows:

















where x and y denote corresponding patches from two gray-scale images, µx and σx (µy
and σy) are the mean and the standard deviation in the patch x (y), σxy denotes the standard
deviation between the patches x and y, and c1, c2 and c3 are stabilizing variables.
We apply the SSIM between the luminance channels of the input image and the result
(similarly to [20]). However, as the goal of a color transfer method is to transform the
input luminance so that it gets similar to the target luminance, the input luminance will
differ from the luminance of the result. That is why, unlike the methods in [20, 44], we
removed the luminance component l from the computation of the metric (equation 5.5)
and proceeded with only the contrast and structural components of the SSIM.
The Bhattacharya coefficient is used to measure the distance between two histograms






where xi and yi are samples from the two histograms. To evaluate how successful the color
transfer is, we apply it on the color and luminance histograms of the result and the target
image (we use the Lab color space). We compute a single Bhattacharya coefficient score
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Method Ours Pitie Reinhard Bonneel Tai
Correlation 0.86 0.49 0.50 0.93 -0.05
Table 5.2 – Correlations between the style and aesthetics scores.
Metrics / Mean values Ours Pitie Reinhard Bonneel Tai
SSIM 0.98 0.97 0.95 0.89 0.96
Bhattacharya 0.86 0.88 0.85 0.92 0.73
Table 5.3 – Mean values of the SSIM and the Bhattacharya coefficient for each of five
methods.
by averaging the Bhattacharya coefficient scores, obtained for the luminance channel and
the two chroma channels.
The pair of values (1, 1) is optimal for the pair of metric scores (SSIM, Bhattacharya).
It refers to results with the same visual quality as that of the input image and with exactly
the same light and color distributions as those of the target image.
For each of the five color transfer methods and for each image in a set of 40 image
results per method (10 of which were also used in the user study), we plot the pair of values
(SSIM, Bhattacharya coefficient). Contour plots are used to illustrate the joint density of
the SSIM and the Bhattacharya coefficient for each method, as shown in figure 5.12.
Several observations can be made.
First, we observe that our approach obtains the highest average SSIM value, as pre-
sented in table 5.3. Moreover, paired t-tests have shown that SSIM values, obtained with
our method, differ significantly from those obtained with the other four methods. There-
fore, the proposed method is the best one among the five methods when it comes to pro-
ducing artifact-free final images.
Furthermore, the centers of the contour plots for our method and Pitié’s method are
concentrated around the optimal value (SSIM, Bhattacharya) = (1, 1). The same can be
observed for the methods in [3, 6]. Although Bonneel et al. [6] obtain the highest mean
value for the Bhattacharya coefficient, their method is likely to cause significant number
of artifacts to the final images. On the other hand, the two objective metrics show that Tai
et al.’s method [5] is expected to produce less artifacts but it is also less efficient in terms
of color transfer. Finally, there is no significant difference between our method and both
Pitié’s and Reinhard’s methods regarding the Bhattacharya coefficient.
To conclude, the proposed method succeeds in transferring the color and light distri-
butions of the target image with respect to the target style while preserving the naturalism
in the results and keeping the degree of artifacts low.
























































































































































Figure 5.12 – Contour plots for the set of metric pairs (SSIM, Bhattacharya) for each of





The results as well as the subjective and objective evaluations, presented in this chapter,
have demonstrated that our style-aware method outperforms results obtained with state-
of-the-art color transfer methods. Nevertheless, our method has also some limitations.
Example 10 in figure 5.13 shows one of them. According to the participants of our user
study, our result in example 10 is far from their expectations. Users expected that the
orange color of the buildings in the target image would be transferred to the buildings in
the input image. Therefore, our result in example 10 got the lowest score image among all
the images, obtained with our method. The state-of-the-art methods also fail to properly
color the buildings in the input image. This challenging case could be solved by using ad-
ditional constraints such as saliency [20], content-based transfer [71], and texture-guided
transfer [67].
6 Conclusion
This chapter focused on developing a new way for style transfer for a wide class of image
pairs. We introduced a cluster-based style transfer method which outperforms state-of-
the-art approaches. Furthermore, we developed an automatic way of feature detection in
images for the two image characteristics: light and colors. Our most important contri-
bution lies in the development of three mapping policies which make it possible to carry
out a local color transfer between various pairs of images regardless of their content. The
designed policies can be applied independently from the color transformation between the
input and target images.
Thanks to our four mapping policies, our results manage to portray well the target
style. In this chapter, we defined the style of images as a combination of color and light
image features. However, the image style may include a number of other features, such
gradient, contrast, texture, etc. To extent the color transfer to a feature transfer between
images, we need a general model, which describes the distributions of all considered fea-
tures. The quality of our color transfer depends on how well the MGD fits the given data.
To this end, the color transformation, used in our style-aware color transfer method, may
not be appropriate for a feature transfer between images, as the MGD fails to fit well
heavy-tailed distribution, e.g. the distributions of image gradient fields. In the following
chapter, we present a transformation of a new class of distributions, called the multivariate
generalized Gaussian distribution. This class includes both heavy-tailed and light-tailed
distribution making it suitable for fitting the distributions of various image features, such
as color, gradient, texture wavelets, etc. Using the multivariate generalized Gaussian dis-
tribution, we carry out a multi-dimensional feature transfer between images, as described
in the following chapter.
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Figure 5.13 – Results from our method and four state-of-the-art methods, used in our user
study. The style and the aesthetic scores are presented below each result (in the order:
(style, aesthetics)). Our results, shown in this figure, obtain fairly high style and aesthetic
scores compared to Pitié et al.’s and Reinhard et al.’s results. Users agree that our results
are artifact-free, aesthetically pleasing and naturally looking images. Example 10 is an
extremely challenging test case for our method as well as for all four reference methods,
and illustrates a limitation of our method.
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Multivariate Gaussian distribution (MGD) is commonly used in image processing appli-
cations to fit the distributions of image features [34]. Thanks to the analytically tractable
density function of the MGD, there exists a number of MGD-based statistical transfor-
mations, applied to carry out a color transfer between images [34]. As shown in the
previous chapter, such transformations benefit from the analytical properties of the MGD,
but they also depend on how accurately the MGD approximates the given distributions. To
this end, such transformations fail when applied to heavy-tailed distributions (e.g. sparse
distributions with exponentially unbounded tails [72]) such as the distributions of image
gradient fields and wavelet coefficients. To overcome this limitation, the multivariate
Laplacian distribution (MLD) is usually adopted to fit sparse distributions. The MLD is
often used in speech recognition to characterize discrete Fourier coefficients [37] as well
as in image processing to model gradient fields [36].
As the MGD and the MLD are special cases of the multivariate generalized Gaussian
distribution (MGGD) with shape parameters equal to 1 and 0.5 respectively, the accuracy
of the statistical approximation could be improved by relaxing the constraint on the shape
parameters. The MGGD and its properties have been introduced in [22,73]. The property
of the MGGD to model accurately sparse distributions (for a shape parameter less than
1) has been exploited in many applications, such as texture discrimination and texture
retrieval [30, 32, 74], image and video segmentation [75], image de-noising [28, 76]. In-
cluding the MGD and the MLD as special cases, the MGGD with an unconstrained shape
parameter is likely to accurately fit a wide class of image feature distributions, including
those of color, gradient, wavelet coefficients, etc.
Despite the major role of the MGGD in image processing, no transformation between
two MGGDs has so far been tackled. To address this limitation, we propose a novel
transformation between input and target sets of sample vectors, following an MGGD with
given parameters. The transformation consists of two main steps. First, a linear opti-
mization transforms the input sample vectors so that their distribution approximates the
second-order statistics of the target distribution. Second, a stochastic-based transfer mod-
ifies the sample vectors, computed during the first step, so that their distribution gets
similar to the target distribution (in terms of both scale and shape). We demonstrate the
potential of our method for color and gradient transfers between images. The proposed
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transformation allows to simultaneously transfer a number of image features by taking
into account the dependencies between them. Unlike existing image editing techniques,
which are limited to only color transformations, we demonstrate the efficiency of our
method for a p-dimensional feature transfer between images.
To sum up, the main contributions of the method, presented in this chapter, are twofold:
 a novel transformation between MGGDs, consisting of a linear Monge-Kantorovich
transformation and a stochastic-based shape parameter transfer;
 two novel applications, carried out by the proposed MGGD-based transformation:
– a transfer of gradient between images;
– a multidimensional transfer of color and gradient between images.
The chapter is organized as follows. Section 2 presents related work on existing trans-
formations between MGDs as well as applications of these transformations. Section 2
introduces our transformation between MGGDs and provides details about the evaluation
of the transformation. Applications and results are presented in section 4. Finally, the last
section concludes the chapter.
2 Related work on MGD transformations
As this chapter tackles transformations between MGGDs, the following sections discuss
a well-known special case of the MGGD - the MGD. Hereafter, we briefly present related
work, connected to existing MGD transformations.
Several linear transformations of the MGD have already been presented in chap-
ter 5 (section 2), i.e. the square-root decomposition, the Cholesky decomposition and the
Monge-Kantorovich transformation. The MGD describes well the distributions of color
in images [34] and therefore, these MGD-based transformations are often employed in the
context of image and video color and transfer [6,34], as discussed in the previous chapter.
The MGD-based transformations also play a role in applications, such as color cor-
rection for image mosaicking (stitching). Before stitching two images, one needs to make
sure that their colors match (which is hardly the case due to different light conditions, cam-
era settings, white balance, etc.). Several parametric models for color correction, based
on Reinhard et al.’s global parametric method [3], have been proposed. Oliveira et al. [2]
carry out a weighted version of Reinhard’s transformation for coarse registered images.
Tai et al. [5] and Xiang et al. [77] apply probabilistic image segmentation using Gaus-
sian mixture models and then carry out Reinhard’s transformation between corresponding
regions.
Despite the importance of the MGD-based transformations, their applicability is lim-
ited, as the MGD is not appropriate for modeling heavy-tailed distributions, as illustrated
in figure 6.1. To this end, sparse distributions are often fitted by the MLD. The MLD has
been adopted in the context of image denoising for modeling the distributions of Lapped
transform coefficients and wavelet coefficients as well as for learning non-linear depen-
dencies between natural images [78–80].
Both the MGD and the MLD belong to the family of the MGGD with shape parameters
equal to 1 and 0.5 respectively. If we relax the constraint on the shape parameter, we can
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Figure 6.1 – Comparison between the MGD, the MLD and the MGGD for p = 1 (univariate
case). The histogram (in blue) shows a heavy-tailed distribution of real-world data. The
mean and the standard deviation of the MGD are calculated from the data and are equal to
0 and 95 respectively. The shape and scale parameters of the MGD are equal to 0.5 and 341
respectively, whereas those of the MGGD are equal to 0.39 and 341 respectively. Unlike
the MGD, both the MLD and the MGGD depict the sparseness of the original distribution.
The MGGD models the heavy-tails of the original distribution more accurately than both
the MLD and the MGD. The accuracy of the fit for each approximation is given by the mean
square error (top-right corner). The MGGD with a shape parameter equal to 0.39 proves to
be the best fit for the real-world data.
describe a wide class of p-dimensional features (such as color, gradient, wavelets) by
only one probabilistic model. To make the transform between such probabilistic models
possible, we propose a novel transformation between MGGDs as presented hereafter.
3 Transformation of the MGGD
In the following sections, we introduce the main contribution of this chapter: a transfor-
mation between MGGDs. First, we present the parameters of MGGD and a method for
computing their maximum likelihood estimators. Second, we introduce our MGGD-based
transformation. As a remark, the density function of the MGGD is already introduced in
part 2.
3.1 Multivariate generalized Gaussian distribution
MGGD parameter estimation. Let x ∈ Rp be a random vector which follows the law of
an MGGD with unknown parameters M, m and β and a zero mean. Let (x1, . . . , xN) be
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U~MGGD(MU, mU, βU) V~MGGD(MV, mV, βV)
W~MGGD(MV, mV, βU)
G~MGGD(MV, mV, βV)
Example p = 2 Example p = 3General flowchart
U~MGGD(MU, mU, βU) V~MGGD(MV, mV, βV)
W~MGGD(MV, mV, βU)
G~MGGD(MV, mV, βV)
U~MGGD(MU, mU, βU) V~MGGD(MV, mV, βV)
W~MGGD(MV, mV, βU)
G~MGGD(MV, mV, βV)
Figure 6.2 – The general flowchart of the proposed transformation is presented in the left
box, whereas the other three boxes contain examples of 1D (p = 1), 2D (p = 2) and 3D (p
= 3) distribution plots respectively (p denotes the dimension). Each of the example boxes
presents plots of the distribution fU of the input set U, the distribution fV of the target set
V and the transformed distribution at each step of the flowchart (of sets W and G) in the
corresponding dimension (best viewed on screen).
sample vectors of the random vector x. The MLEs of the unknown parameters M, m and
β can be obtained by differentiating the log-likelihood of the sample vectors (x1, . . . , xN)

































































where yi = x
T
i M
−1xi and ψ(·) is the digamma function [81].
Equations (6.2) and (6.3) indicate that the matrix M and the shape parameter β do
not depend on the scale parameter m and can be alternatively estimated. As discussed in
[24,82], a recursive algorithm, associated to equations (6.2) and (6.3), is used to compute
the MLEs of M and β. During each iteration k of the algorithm, the Newton-Raphson
procedure is carried out to approximate the exact solution of equation (6.3), where M is
replaced by the matrix M(k), estimated during iteration k. Once the recursive algorithm
converges, the scale parameter m is estimated using equation (6.1), where M and β are
replaced by their MLEs. The MLEs of the parameters M, m and β are computed for
values of β in the interval (0, 1], as discussed in [24].
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3.2 Transformation between two MGGDs
In the present section we introduce our transformation between two MGGDs. Let U =
(u1, . . . ,uN), ui ∈ Rp for i ∈ {1, . . . , N}, and V = (v1, . . . , vL), vj ∈ Rp for j ∈
{1, . . . , L}, be the input and target sets of sample vectors of random vectors u and v,
distributed according to an MGGD with a zero mean: U ∼ MGGD(MU,mU, βU) and
V ∼ MGGD(MV,mV, βV). In practice, the sets U and V can contain RGB image pixel
values, image gradient pixels, etc. The distributions of U and V are denoted by fU and
fV respectively. The parameters of fU and fV are obtained by applying the recursive
algorithm, associated to equations (6.1), (6.2) and (6.3) (for βU, βV ∈ (0, 1]).
The goal of the transformation between MGGDs is to transform the input set of sam-
ple vectors U into an output set of sample vectors G, following a distribution fG sim-
ilar to the target distribution fV, i.e. characterized by the parameters MV, mV and βV.
This transformation is denoted by TU 7→V. In the multivariate Gaussian case, i.e. when
βU = βV = 1, the Cholesky decomposition, the square root decomposition and the lin-
ear Monge-Kantorovitch solution can be used to transform one MGD into another one
(see [34] for more details). To the best of our knowledge, when no constraint on the shape
parameter β is imposed, a general transformation has not yet been tackled.
We propose a transformation TU 7→V, transforming the input distribution fU according
to the target distribution fV, which consists of two main steps, as illustrated in figure 6.2:
– Monge-Kantorovich closed-form mapping is used to transform the input set U into
a new set W, distributed according to an MGGD of parameters MV, mV and βU
(the input shape parameter βU remains unchanged). The distribution of the set W is
denoted by fW.
– A stochastic-based transformation of the sample vectors of W alters the shape pa-
rameter of fW with regards to the target shape parameter βV. Finally, we obtain a
new set G of sample vectors, following a distribution similar to the target distribu-
tion fV.
Hereafter, we present details regarding the two steps of our transformation.
3.2.1 Monge-Kantorovich closed-form mapping
To transform the input set U into a new set distributed according to an MGGD of param-
eters MV, mV and βU, we use the Monge-Kantorovich closed-form solution as proposed
by Pitié et al. [34,48]. As a solution of the Monge-Kantorovich mass transportation prob-
lem [47], it transfers an input probability density function into another probability density
function by minimizing the displacement cost. Given the parameters of the target distri-
bution fV, the transformation of the set U is defined as:
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Let W = (w1, . . . ,wN) be the new set of sample vectors of a random vector w, where
wi = TMK(ui), ∀i ∈ {1, . . . , N}. The distribution fW of the random vector w follows the
law of an MGGD with a scatter matrix MV, a scale parameter mV and a shape parameter
βU. The input shape parameter βU remains unaffected by the transformation (6.4), as
demonstrated in the following section. To transform βU according to the target shape
parameter βV, we transform the random vectors in the stochastic representation of w.
This transformation is presented in the following section.
3.2.2 Stochastic-based shape parameter transfer
The Monge-Kantorovich transformation (6.4) does not modify the input shape parameter
βU of the distribution fW. To demonstrate this fact, we first discuss some important results
in connection with the MGGD. As shown in [22, 73, 83, 84], a random vector z ∈ Rp,




= τ · (mM) 12 e, (6.6)
where
d
= refers to an equality in distribution. The random vector e is a unit vector uni-
formly distributed over a p-dimensional unit sphere (and thus, independent of β), whereas
τ is a scalar positive random variable such that







where Γ(a, b) denotes the gamma distribution with shape and scale parameters a and b,
respectively. From equation (6.6), τ can be expressed as follows:
τ 2
d
= zT (mM)−1z. (6.8)
Now, using equations (6.8) and (6.4), we derive the following equality in distribution



























= τ 2u ,
(6.9)
where τu and τw are the random scalars in the stochastic representations of u and w respec-
tively. Equation (6.9) indicates that the Monge-Kantorovich transformation (6.4) does not
affect τw and thus, the shape parameter of fW remains unchanged after the first step of our
transformation. Therefore, to compute a distribution, similar to the target distribution fV,
we now need to reshape the distribution fW of the set U using the target shape parameter
βV.
To this end, we transform the set W into an output set G = {g1, . . . , gi}, where gi,
i ∈ {1, . . . , N}, are the sample vectors of a random vector g, so that the distribution fG of
G is similar to the target distribution fV, i.e. G ∼ MGGD(MV,mV, βV). Using equation
(6.6), the stochastic representations of the random vectors w and g are derived as follows:
w
d
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As the sample vectors wi are known, the equality in distribution (6.10) can be transformed
into a strict equality in values for the following pair of sample vectors, denoted by τ̂wi and























The vectors τg and eg cannot be obtained in a similar manner, because the sample
vectors gi are unknown. However, to generate the random vector g using its stochastic
representation, we first need to compute the random vectors τg and eg.
The key idea of the proposed transformation consists in transforming τ̂wi and êwi into
a sample scalar τ̂gi and a sample unit vector êgi respectively. The transformation of τ̂w
and êw aims to modify the shape parameter βU of distribution fW with respect to the target
shape parameter βV. As only τ̂wi depends on βU, we transform τ̂wi and keep êwi unchanged
(i.e. êgi = êwi ∀i ∈ {1, . . . , N}). We present the transformation of the sample vector τ̂wi
in the following proposition (the proof is given in the appendix B).
Proposition 3.2.1. Let τ̂w and τ̂g denote scalar positive random variables, whose distri-
butions are defined as follows, βU ∈ R, βV ∈ R and p ∈ N:














Then, the sample vector τ̂gi of the variable τ̂g can be obtained by transforming the sample
















λ) are the mean and the
standard deviation of a univariate normal distribution with the following parameters [85]:
µλ = 2
λ Γ(β + λ)
Γ(β)
and σ2λ = 2
2λ Γ(β + 2λ)
Γ(β)
− µ2λ (6.17)
for β = p/(2βU) (respectively β




λ) and for λ = 1/4. The





























where [·] denotes the nearest integer value (see appendix B for further details and proof). 
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The transformation (6.16) holds for each sample value of the scalar variable τ̂w with
a distribution, given by (6.14). However, in our method, the vector τ̂w is constructed
uniquely using equation (6.12).
Furthermore, we can now define the stochastic-based transformation of the distribu-
tion fW:
∀i ∈ {1, . . . , N},TS : wi 7→ h(wi), where (6.20)
h(wi) = τ̂gi(mVMV)
1
2 êwi . (6.21)
The sample scalar τ̂gi is computed with equation (6.16) and the unit vector êwi is
computed with equation (6.13). By applying transformation (6.20), we obtain the new
set G of sample vectors, given as follows: gi = TS(wi), ∀i ∈ {1, . . . , N}. The set G is
approximately distributed as the target MGGD fV.
3.2.3 The final transformation TU 7→V
In the present section we introduce the final transformation TU 7→V between the distribu-
tions of the sets U and V. The transformation TU7→V is obtained as a combination of the
transformations TMK and TS as follows:
∀i ∈ {1, . . . , N},TU7→V : ui 7→ TS [TMK(ui)] . (6.22)
Transformation (6.22) is equivalent to:






























The sample scalar τ̂gi is computed with transformation (6.16), in which the vector τ̂wi
is replaced by expression (6.12). The proposed transformation TU 7→V is used to generate
the new set of sample vectors G = (g1, . . . , gN), gi = TU7→V(ui), ∀i ∈ {1, . . . , N}, the
distribution of which follows the law of an MGGD and is similar to the distribution of the
target set V.
Algorithm 2 illustrates the main steps of our transformation through a pseudo code,
which facilitates the implementation of the method.
3.2.4 Properties of the transformation TU7→V
The properties of the transformation TU 7→V are listed below:
P1: The matrix Ki ∈ Rp×p, ∀i ∈ {1, . . . , N}, p ∈ N, is a positive definite matrix,
i.e. xT Kix > 0 ∀x 6= 0;
P2: The transformation TU 7→V is invertible as ∀i ∈ {1, . . . , N} the matrix Ki is invertible
(as a consequence of property P1). The inverse transform T−1U7→V is given as: ∀i ∈
{1, . . . , N}, T−1U 7→V: gi 7→ K−1i gi, e.g. ui = T−1U 7→V(gi);
P3: The identity vector 1 is the identity element of the transformation TU 7→V;
P4: When βU = βV, the transformation TU7→V is equivalent to the Monge-Kantorovich
closed-form transformation TMK , defined in (6.4);
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Algorithm 2 The transformation TU7→V
1: procedure TRANSFORMMGGD
2: input:
3: U← (u1, . . . ,uN ) ⊲ input
4: V← (v1, . . . , vL) ⊲ target
5: p← GetDimension(U)
6: i← 0 ⊲ loop index
7: λ← 1/4 ⊲ used in eqn. 6.16
8: output:
9: G← (g1, . . . , gN ) ⊲ computed in loop
10: parameters: ⊲ eqn. 6.1, 6.2 and 6.3
11: (MU,mU, βU) = ComputeMLE(U)
12: (MV,mV, βV) = ComputeMLE(V)
13: loop:
14: wi ← MongeKantorovich(ui,MU,MV,mU,mV) ⊲ transf. 6.4
15: (τ̂wi , êwi)← ConstructStochasticVectors(wi,MV,mV) ⊲ eqn. 6.12 and 6.13
16: τ̂g
i
← TransformTau(τ̂wi , βU, βV, p, λ) ⊲ eqn. 6.16
17: gi ← TU 7→V(wi, τ̂gi ,MU,MV,mU,mV) ⊲ transf. 6.23
18: i← i+ 1
19: if i < N then
20: goto loop
P5: When the dimension p = 1, Ki = [ci], where ci is a scalar ∀i ∈ {1, . . . , N};
P6: When the dimension p = 1 and βU = βV, Ki = [c] ∀i ∈ {1, . . . , N}, where c =
(mV/mU)
1
2 . Therefore, in this case, the proposed transformation TU 7→V is equivalent
to scaling the input set U by the constant positive scalar c.
 β m M





















Figure 6.3 – Box-and-Whisker plots of the percentage error of the proposed transformation,
shown parameter-wise for 1D, 2D, 3D and 5D spaces. The mean percentage error in the
2D, 3D and 5D cases is less than 5% for the scale parameter m and less than 2% for both
the shape parameter β and the scatter matrix M.
3.2.5 Evaluation
We demonstrate the efficiency of our method in 2D (p = 2), 3D (p = 3) and 5D (p = 5)
as these are the dimensions directly connected to the applications, presented in this chap-
ter (see section 4). For completeness sake, we also show the performance of the proposed
method in 1D (p = 1). To evaluate the performance of the proposed transformation, we
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generate 10 MGGDs per dimension p. We randomly generate all MGGDs used in our
evaluation by applying the stochastic representation of the MGGD (equation (6.6)). Once
we initialize the parameters M, m and β of an MGGD by M0, m0 and β0, we randomly
generate a p-dimensional unit vector e, uniformly distributed on a unit sphere (p stands
for either 1, 2, 3 or 5), and its corresponding scalar random variable τ . By applying the
stochastic representation (6.6), we compute a p-dimensional vector z, distributed accord-
ing to an MGGD of parameters M0, m0 and β0.
We have carried out the proposed transformation TU 7→V between each two of the gen-
erated distributions for each dimension, resulting in a total of 100 transformations per
case. To illustrate the robustness of the transformation, percentage errors, i.e. the ratio of
the difference between the target and the transformed parameters to the target parameter,
have been computed. Figure 6.3 presents the Box-and-Whisker plots of these percentage
errors parameter-wise for each of the four cases. The proposed transformation manages
to transform the shape parameter β and the scatter matrix M with a great precision for
the 2D, 3D and 5D cases: both the mean percentage error and the standard deviation are
less than 2%. The percentage error of the scatter matrix M in the 1D case is constantly
0, as both input and target matrices are always equal to the 1D identity matrices. Finally,
the transformation between two 1D MGGDs is far less accurate than the transformation
between any two p-dimensional MGGDs ∀p > 1. This is due to the fact that for p = 1,
p/(2β) = 1/(2β) ≥ 0.5, i.e. the shape parameter of the gamma distributions of τ̂w and
τ̂g could become smaller than 1. This makes assumptions (6.18) and (6.19) in proposi-
tion 3.2.1 too strong for p = 1 (see appendix B for demonstration).
4 Applications
In this section, we demonstrate the potential of the proposed transformation TU7→V for
several image processing applications. First, we carry out a transfer of gradient and a
transfer of color between images. Second, as our method describes the joint distribution
of color and gradient by one probabilistic model, we carry out a simultaneous transfer of
color and gradient. We apply our simultaneous transfer for image color correction.
Before presenting the applications of our transformation TU 7→V, we first describe what
properties TU7→V should have in order to provide plausible results for color and gradient
transfers.
Continuity. When transferring color and gradient between images, the geometry of
the input distribution needs to be respected. To this end, similar colors in the input image
should remain similar after the transformation. We call this property continuity.
The first step of the transformation TU 7→V, i.e. the Monge-Kantorovich transformation,
ensures continuity as it keeps the geometry of the input image as intended [34]. The
stochastic-based transformation also preserves the continuity of our transformation. To
demonstrate this fact,we plott samples ui against transformed samples TU7→V(ui) as shown
in figure 6.4. From the two plots in figure 6.4 it becomes clear that our transformation is
continuous. Moreover, the plots show that our transformation is non-linear.
Bounded range. As the image color distributions are bounded in a discrete interval,
the transformed color distributions should also be bounded. The violation of this property
would cause inconsistencies in the results, such as color artifacts, out-of-gamut pixels, etc.
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Figure 6.4 – We carry out our 1D MGGD-based transformation for two different sets of
input samples and we plot the input samples against the transformed samples. These plots
show that our transformation is both continuous and non-linear.
Our transformation TU7→V maps the input range to the target range (this can be observed
in the plots of figures 6.2 and 6.5). Therefore, if the target range is bounded, the value
range of our results is also bounded.
The described properties are essential for obtaining plausible results from applying our
transformation TU 7→V to image processing applications. Four applications are presented
in the following sections.
4.1 Gradient transfer
As we adopt our transformation to perform a gradient transfer between images, we first
present previous works, related to modifying the gradient field of an image. The related
works consist of methods which directly alter an input gradient field with regards to a
target one as well as of methods which perform a transfer between gradient distributions.
We then introduce our MGGD-based method for carrying out a gradient transfer between
images.
Poisson equation and gradient boosting. The Poisson equation is adopted in various
image processing applications such as seamless cloning [86, 87], image sharpening [88],
image stylization [89], Poisson image editing [86], tone mapping of HDR images [90].
The Poisson equation [86] introduces a solution for constructing an image given a gradient
field. The construction is carried out by minimizing the distance between the gradient field
of the image that we recover and the given gradient field. The latter is either known or it is
computed by scaling the image gradient field by a constant. The aforementioned method
is referred to as gradient boosting [88,91] and it aims at amplifying the gradient field of an
image by a constant value. Gradient boosting can be applied globally to the whole image
as well as locally for the purpose of sharpening the salient parts of an image [91].
Furthermore, a modification of the Poisson equation, in which a new data term is
added, is well-known as the screened Poisson equation [88, 92]. The new data term con-
strains the Poisson equation, allowing the reconstructed image to be as close as possible
to a given image. Bhat et al. [88] have introduced a Fourier solution to the screened Pois-
son equation, adopted later on by Morel et al. [92] in connection with the image contrast
enhancement.
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Gradient transfer using a target gradient field. Dend et al. [91] sharpen an in-
put image by using the gradient field of its corresponding near-to-infrared (NIR) image.
As the NIR images contain more details than the RGB images, their gradients are much
shaper. Therefore, Deng et al.’s color-aware regularization manages to recover the details
of the input image. Furthermore, Cho et al. [25] reconstruct a high-quality image from a
degraded image by matching gradient distributions. Univariate generalized Gaussian dis-
tributions (GGDs) are adopted to model the distributions of each of the two components of
the input and target gradient fields. The target gradient is computed by de-convolving and
down-sampling the input image. Cho et al. recover a high-quality result by minimizing
the Kullback-Leibler divergence between the input and target gradient distributions either
by penalizing the divergence or by reweighing the distributions. Unlike Cho et al. [25],
who model the distribution of the gradient field of images, Gong et al. [36] introduce a
new parametric model for approximating the gradient cumulative density function. By
empirically learning the target gradient distribution from a database of natural images, the
authors aim at naturalizing a given input image.
So far, a transfer of gradient has only been carried out for target distributions which are
computed either by down-sampling the input image [25] or by using a database of natural
images [36]. However, a gradient transfer, imposing no restrictions on the choice of the
target images, has not yet been introduced. To address the latter limitation, we propose an
MGGD-based transfer of gradient between images, as discussed hereafter.
MGGD-based gradient transfer (2D). We employ our transformation TU 7→V in the
context of a gradient transfer between an input image U : ω ⊂ R2 7→ R3 and a target
image V : ω ⊂ R2 7→ R3 with gradient fields ∇U and ∇V respectively. The parameters
of both gradient distributions f∇U and f∇V are computed using equations (6.1), (6.2) and
(6.3). Our transformation TU 7→V transforms the input gradient distribution f∇U into a
distribution similar to the target gradient distribution f∇V.
We perform the gradient transfer to either sharpen or smoothen the input gradient
field ∇U with regards to the target gradient field ∇V. Unlike Cho et al. [25], we model
the input and target gradient fields by 2D MGGDs. On one hand, we take into account
the correlation between the two components of the gradient field for the input and target
images since we transform the joint xy gradient distribution rather than the marginal dis-
tributions of x and y. On the other hand, the proposed transformation is more accurate
for 2D MGGDs than for 1D MGGDs as illustrated in figure 6.3. In practice, the gradient
transfer is carried out on the luminance channel of CIE Lab color space (unless mentioned
otherwise).
We aim to recover an image F : ω ⊂ R2 7→ R3 (where ω = ωx × ωy), similar to
the input image U, whose gradient field is as close as possible to the transformed gradient







λs ‖F− U‖2 + ‖∇F− TU7→V(∇U)‖2 dx dy (6.25)
where ∇F is the gradient field of F. The constant λs ∈ R controls the trade-off between
the data term and the transformed gradient field. The solution of the minimization problem
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Figure 6.5 – Results from a gradient transfer between images for two cases: image sharp-
ening (smooth to sharp) and image smoothing (sharp to smooth). In the case of smooth
to sharp transfer, our transformation enhances the input details, sharpens the foreground
and the background of the input image. The MGD-based transformation does not influence
significantly the sharpness of the input gradient field, yielding a result, similar to the input
image (the sharpness of the background remains relatively unchanged). In the case of sharp
to smooth transfer, our gradient transfer simulates the blurry effect of the target image. In
contrast the MGD-based transfer preserves the input details and sharpness. Quantitative
differences between the two results are illustrated by the distribution plots (for the smooth
to sharp transfer), where dx and dy denote the gradient in x and y directions respectively.
The MGD-based transformation spreads out the input distribution (note the range of the
axes), as it does not affect the shape parameter β. In contrast, our method transforms both
the scale and the shape of the input gradient distribution. As the target shape is very spe-
cific (i.e. diamond shape), we do not transfer the shape precisely (as illustrated by the plots),
but we obtain a distribution, which can well be characterized by the target shape and scale
parameters (note also the ranges of the distributions of our result and the target image).
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The new gradient field G is obtained pixel-wise by multiplying the input gradient
field ∇U by the transformation matrix Ki, ∀i ∈ {1, . . . , N}, where N is the number of
pixels in F (as presented in (6.24)). To this end, the advantage of our method over the
method of gradient boosting becomes clear. Rather than scaling the input gradient field
∇U by a given constant c, we automatically transform each pixel of U with respect to the
characteristics of the target gradient distribution. The pseudo code implementation of our
gradient transfer is presented in algorithm 3.
Algorithm 3 Gradient transfer (2D)
1: procedure PERFORMGRADIENTTRANSFER
2: input:
3: U← (u1, . . . ,uN ) ⊲ input image
4: V← (v1, . . . , vL) ⊲ target image
5: p← 2 ⊲ for 2D gradient fields





11: G← (g1, . . . , gN ) ⊲ computed in loop
12: output:
13: F← (f1, . . . , fN ) ⊲ computed in construction
14: parameters: ⊲ eqn. 6.1, 6.2 and 6.3
15: (MU,mU, βU) = ComputeMLE(∇U)
16: (MV,mV, βV) = ComputeMLE(∇V)
17: loop: ⊲ The transformed gradient field G is obtained using the steps of the loop of the algorithm 2
(lines 14-20) by replacing ui with ∇ui.
18: construction of the final image F:
19: F = ScreenedPoisson(U,G, λs) ⊲ eqn. 6.25
Figure 6.5 shows a comparison between the proposed MGGD-based transfer of gradi-
ent and the Monge-Kantorovich transformation (for two types of gradient transfer: smooth
to sharp and sharp to smooth). As the latter assumes that the gradient distribution of both
input and target images can be fitted by an MGD, its impact on the gradient field of the
results is insignificant. Unlike the Monge-Kantorovich transformation, our MGGD-based
gradient transfer sharpens the fine details of the input image and enhances its contrast
(smooths the details and flattens the input image in the case of sharp to smooth trans-
fer). Moreover, it manages to better transfer the quantitative characteristics of the target
distribution, e.g. the shape and scale parameters. The shape and scale parameters of the
distribution of our result are close to the target ones, as illustrated by the distribution
plots in figure 6.5. We obtain a distribution, which can be well described by the target
distribution parameters. In contrast, the Monge-Kantorovich transformation spreads out
the gradient values of the result (by scaling the input distribution, without modifying its
shape parameter), yielding a less sparse distribution than the distribution, obtained with
our MGGD-based transformation.
Our gradient transfer can be carried out (independently or jointly) on all three chan-
nels of CIE Lab as well as on the channels of any other color space. The scalar λs in (6.25)
is set to 0.2 for all the results shown in this chapter. Finally, we regularize TU7→V using a
bilateral filter, applied on the set of transformation matrices (K1, . . . ,KN). This regular-
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Figure 6.6 – Results from a color transfer between images, obtained with our 3D MGGD-
based method and Pitié’s and Reinhard’s MGD-based methods. The first row presents input
and target images, whose color distributions can be well described by an MGD. We observe
a slight green cast on the sky in Pitié’s result, which does not appear in our result (as shown
in a) and b), second row). Moreover, there is a blue artifact on the grass in Pitié’s result (as
shown in c) and d), second row). Reinhard’s result transfers the best the color of the sky,
but it fails to transfer the color of the grass. The third row presents an input over-exposed
image and a target under-exposed image. The color distributions of these images cannot be
accurately fitted by an MGD. We obtain a result, in which the main color of the target light
is well transferred. Our method preserves the original details of the sky (as shown in a) and
b), forth row). Although the light in Pitié’s result has decreased (in comparison to the input
image), the result still looks like an over-exposed image due to the flat areas in the sky and
the water. Finally, Reinhard’s result fails to transfer properly the target color palette. The
results and the main visual differences between them are best viewed on screen.
with the increase of small gradients. This regularization does not affect significantly the
gradient distribution of the result.
4.2 Color transfer (3D)
The proposed transformation TU7→V is also used to carry out a color transfer between an
input image U and a target image V. We model the input/target color distributions by 3D
MGGDs, which are computed directly from the color distributions of the input and target
images without imposing restrictions on the shape parameter β. That way, we describe
more accurately the color distributions of the input and target images and we enhance the
quality of the color transfer for distributions which cannot be well-fitted by an MGD. The
transformed image G is obtained as follows:
G = TU7→V (U− µU) + µV, (6.26)
where µU and µV are the sample mean vectors of the input and target distributions re-
spectively. We apply the transformation TU 7→V on the centered input distribution as the
proposed method is built for MGGDs with a zero mean. Comparisons between our 3D
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MGGD-based method and the Monge-Kantorovich transformation (carried out in the con-
text of color transfer, as proposed by Pitié et al. [34]) are shown in figure 6.6. When the
input and target color distributions can be described by an MGGDs with a shape param-
eter close to 1 (as it is the case of the first pair of input/target images in figure 6.6), our
3D color transfer method yields a visually similar result to the result obtained with Pitié
et al.’s method (the first two rows in figure 6.6). However, for image color distributions,
described by an MGGD with a shape parameter β ≪ 1, we observe a significant differ-
ence in the color palettes of the two results (the last two rows in figure 6.6). Unlike Pitié
et al.’s result, in this case our result manages to represent better the main color of the
target image, as further discussed in the caption of figure 6.6.
4.3 Simultaneous color and gradient transfer (5D)
So far, we have demonstrated the efficiency of the proposed MGGD-based transformation
in the context of color and gradient transfers between images. However, both color and
gradient have an impact on the style of images. To take the dependencies between color
and gradient into account, we model their joint distribution by an MGGD (for both the
input and target images). Then, we simultaneously transform the input color and gradient
distributions by applying the proposed transformation TU 7→V.
The simultaneous transfer between the input and target images is carried out in a 5D
space consisting of the three components of CIE Lab color space and the two components
of the image gradient field (dx and dy). The gradient field of both the input and target
images is computed from the L channel of CIE Lab. After performing our transformation,
we obtain a new set G, consisting of 5D sample vectors. The union of the L, a, b com-
ponents of each vector in the set G corresponds to an image, denoted by Glab. The union
of the remaining two vector components in G corresponds to a gradient field, denoted by
Gxy. To recover the final image F, we apply the minimization process in (6.25), where the
input image U is replaced by the image Glab and the expression TU7→V(∇U) is replaced
by the gradient field Gxy (see algorithm 4 for a pseudo code).
Algorithm 4 Simultaneous color and gradient transfer (5D)
1: procedure PERFORMSIMULTANEOUSTRANSFER
2: input:
3: U← (u1, . . . ,uN ) ⊲ input image + input gradient
4: V← (v1, . . . , vL) ⊲ target image + target gradient
5: p← 5 ⊲ 3D color + 2D gradient field
6: λs ← 0.2 ⊲ used in eqn. 6.25
7: transformed gradient:
8: G← (g1, . . . , gN ) ⊲ 5D set, computed in loop
9: output:
10: F← (f1, . . . , fN ) ⊲ final image, computed in construction
11: parameters: ⊲ eqn. 6.1, 6.2 and 6.3
12: (MU,mU, βU) = ComputeMLE(U)
13: (MV,mV, βV) = ComputeMLE(V)
14: loop: ⊲ The 5D set G = Glab ∪ Gxy is obtained using the steps in the loop of the algorithm 2 (lines
14-20).
15: construction of the final image F:
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Figure 6.7 – Result of a simultaneous 5D transfer of color and gradient, compared to a
result of a 3D color transfer (obtained with our transformation). As the target image is a
sharp detailed image, the 5D transfer amplifies the fine details of the input image (unlike
the 3D transfer). To illustrate the efficiency of the proposed transformation, we show the
cumulative density functions (cdf) of the three channels of CIE Lab color space and of the
two components of the gradient fields (dx and dy) for each result. The cdf of each result is
compared against the cdf of the input and target images. For both results the input channels
L, a hand b have been transformed into the target ones with high precision. However, only
the 5D transfer transforms the input gradient distribution into the target one. In contrast,
the gradient cdf of the 3D result remains similar to the input gradient cdf.
Figure 6.7 demonstrates the efficiency of our 5D transformation. As illustrated by the
plots in figure 6.7, our 3D MGGD-based method transforms the input color distribution
without compromising the distribution of the input gradient field. In the 5D case, the color
and gradient distributions are successfully transformed into the target ones. That is why,
our 5D result has a higher contrast and it is much sharper than our 3D result.
Furthermore, figure 6.9 compares results from our 5D MGGD-based method with
results from the 5D Monge-Kantorovich transformation. The latter assumes that the joint
5D color and gradient distributions of both the input and target images can be fitted by an
MGD. However, the MGD fails to describe the sparse distributions of the input and target
gradient fields, it also fails to carry out a joint transfer of color and gradient, as illustrated
in figure 6.9.
81
CHAPTER 6. TRANSFORMATION OF THE MULTIVARIATE GENERALIZED GAUSSIAN
DISTRIBUTION FOR IMAGE EDITING
Input Target Our result Reinhard et al., 2001 Pitie et al., 2007
Figure 6.8 – Results of a color correction. Red boxes show the main differences (in color
and gradient) between the corresponding result and the target image. The input and target
images in the first row are extracted from the database in [93], whereas those in the second
row are synthetic images from the same database. The results are best viewed on screen.
4.4 Color correction
Our method can also be employed to correct the color of images, used for image mosaick-
ing and stitching. We use Xu and Mulligan’s database [93], from which we extract pairs
of input and target images. The color of an extracted input image U does not match the
color of its corresponding target image V and therefore, the input color needs to be cor-
rected before stitching the images together. As the input and target images can differ not
only in terms of color but also in terms of detail, we apply a joint 5D transfer of color and
gradient instead of a 3D transfer of color. We apply our 5D simultaneous transfer between
the input image U and the target image V (algorithm 4) and obtain a color corrected result
F, the joint color and gradient distribution of which is similar to the target distribution fV.
Figure 6.8 presents results from a color correction, obtained with our method as well
as results from Reinhard et al.’s global parametric method [3] and the model-free method
by Pitié et al. [60]. The results on the first row of the figure 6.8 show a good match in
colors between our result and the target image (Reinhard’s and Pitié’s results do not match
accurately the target color of both the Eiffel tower and the balloon). Red boxes visualize
the main differences between the color of the results and the target color. Note the amount
of blur in Pitié’s result as well as the artifacts on the top of the Eiffel tower.
The input and target images in the second row of figure 6.8 are synthetic images [93].
Given a target image V, considered as the ground truth, the input image U is obtained
manually by modifying the colors of the image V. Then, an automatic color correction
method should recover the same target image V.
All three results in the second row of figure 6.8 manage to correct the colors of the
input image and to get close to the ground truth (the target image). However, there are
subtle deviations from the target colors and gradient. For example, the color of the man’s
clothes in Reinhard’s result is not an exact match of the target color (the orange color
in Reinhard’s result appears darker than the one in the target image). Reinhard’s result
is also less sharp than the target image (the red boxes). This is due to the fact that the
input image is less sharp than the target image and the target details can only be recovered
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through edge sharpening (which Reinhard’s method does not perform). Furthermore, Pitié
et al. [60] intentionally blur the result in order to remove artifacts, caused from the color
transfer (de-graining). In contrast, our method restores the target colors and sharpens the
details of the input image using a single 5D transformation of color and gradient.
5 Conclusion and future work
In this chapter, we have presented a novel transformation between input and target MG-
GDs. Two consequent steps transform the parameters of the input distribution according
to the target distribution. The Monge-Kantorovich closed-form mapping transforms the
scale, whereas the stochastic-based transfer transforms the shape of the input distribution.
We have demonstrated the potential of our transformation in the context of a color transfer
and a gradient transfer. We have also introduced a new simultaneous transfer of color and
gradient, which can be applied for image color correction. The evaluation and the results,
presented in the chapter, have illustrated the efficiency of our transformation for image
editing applications. However, our method has some limitations. First, the proposed
transformation cannot recover the smallest absolute gradient values and its efficiency is
limited when applied to image de-blurring. Furthermore, the gradient transfer, proposed
in this chapter, considers only the gradient distribution regardless of the gradient direction
and structure. Therefore, the transfer of texture patterns is left for future work.
Furthermore, to further improve the color, light and gradient transfers, a mixture of
MGGDs is to be considered in the future. It is indeed interesting to tackle distributions,
which can be modelled by a mixture of MGGDs. If we carry out our global MGGD trans-
formation for data, which cannot be fitted well enough by a single MGGD (i.e. a mixture
of MGGDs is required), our method and Pitié et al.’s method [34] are very similar. For
example, in the first row of figure 6.6, we observe that our method obtains a result sim-
ilar to Pitié et al.’s result (though less-saturated and with less color artifacts). However,
as we have shown in example 5 in figure 5.9 (chapter 5), those results can be improved
with a mixture of Gaussian distributions (as the input and target images in the first row
of figure 6.6 can be clustered according to their hue). Once the input and target images
are clustered using a mixture of MGGDs (i.e. divided into clusters whose distributions
follow an MGGD), the four mapping policies, presented in the previous chapter, can be
employed to map the input and target clusters. Using a mixture of MGGDs has a great
potential in the future for obtaining more natural, photo-realistic and better stylized im-
ages. In this chapter, we have showed that the color transfer can be improved using our
MGGD-based transformation as the distributions of color and light in images are more
accurately modelled by the MGGD than by the MGD. However, as the color, light and
gradient distributions have bounded supports, unlike the MGGD, non-Gaussian distribu-
tions [94] would be more suitable to model color, light and gradient. In the following
chapter, we exploit the benefits of using bounded distributions, and more specifically the
Beta distribution, for color transfer.
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Input Target 5D MGGD result 5D MGD result 3D MGGD result
a) b) c)
a) b) c)
Figure 6.9 – Comparison between results of a simultaneous 5D MGGD-based transfer of
color and gradient, 5D MGD-based transfer of color and gradient and 3D MGGD-based
transfer of color. As demonstrated in figure 6.7, a 3D MGGD-based color transfer is insuf-
ficient to represent the “mood" of the target image, as it does not affect the input gradient
field. The results in the forth row clearly show that a transfer of color is not sufficient to
represent the style of an image. Both input and target images in the forth row are high-key
images. However, they differ in the amount of details. Our 5D color and gradient transfer
manages to smooth the details around the girl’s eyes, skin and rose with respect to the target
image. Furthermore, a 5D transfer of color and gradient can also be performed using the
Monge-Kantorovich transformation. However, as the latter fits the gradient distributions
of both the input and target images by an MGD, it does not have a significant impact on
the contrast and on the sharpness of the result (note that our 5D MGGD-based transfer en-
hances the best the details on the mountain slopes for the results in the first row). The visual
comparison between the results is best observed on screen.
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7Beta distribution transformation for
color transfer
1 Introduction
In the previous two chapters, we have seen that color transfer is often viewed as a distri-
bution transfer problem, in which the Gaussian distribution plays a significant role. Early
research works on color transfer assume the color and light distributions of images follow
a Gaussian distribution [3, 34], whereas local color transfer methods apply more precise
models, such as Gaussian mixture models (GMM) [5–7].
So far, color transfer methods have been limited to Gaussian-based transformations,
e.g. the color transformation, used in our style-aware color transfer method [7] (chap-
ter 5). Moreover, in chapter 6, we have presented a new color transfer method, based on
a transformation of the MGGD. The MGGD and in particular the MGD are continuous
distributions with unbounded supports. Despite the fact that color and light in images are
bounded in a finite interval, such as [0, 1], they are still modelled by unbounded distri-
butions, such as the MGGD and the MGD. When performing an MGGD-/MGD-based
transformation between bounded distributions, we often obtain out-of-range values. Such
values are cut off and eliminated, causing over-/under-saturation, out-of-gamut values,
etc. To tackle the out-of-range limitation of the MGGD-/MGD-based transformations,
in this chapter we adopt bounded distributions. Figure 7.1 illustrates an important lim-
itation of the Gaussian approximation and presents the benefit of using a bounded Beta
distribution to model color and light.
The Beta distribution is a bounded two-parameter-dependent distribution, which can
admit different shapes and thus, can fit various data, bounded in a discrete interval. Adopt-
ing the Beta distribution to model color and light distributions of images is our key idea. In
this chapter, we propose a novel transformation between two Beta distributions. Our trans-
formation consists of four intermediate statistical transformations which progressively and
accurately reshape an input Beta distribution into a target Beta distribution. We apply our
Beta transformation both globally and locally in the context of a color transfer between
images. Our results appear more natural and less saturated than results from recent state-
of-the-art methods. Additionally, our results represent accurately the target color palette
and truthfully portray the target contrast.
The rest of the chapter is organized as follows. Section 2 presents our Beta transfor-
mation. Results from applying the Beta transformation on images are shown in Section 3.
The final section concludes the chapter.
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Figure 7.1 – The right-hand plot illustrates the lightness histogram of the left-hand image as
well as two approximations, namely Gaussian and Beta. The Gaussian distribution provides
a poor approximation of the asymmetric lightness distribution. In contrast, the Beta distri-
bution models the image lightness more accurately by accounting for its right-skewness.
2 Beta transformation
The following section consists of two parts. In the first part we present the Beta distribu-
tion, whereas in the second part we introduce our Beta transformation.
2.1 Beta distribution
Hereafter, we present several well-known statistical transformations which play an impor-
tant role in our Beta transformation.
2.1.1 Beta-Fisher relationship
Let x ∼ Beta(α, β). Then, a variable y, obtained as y = fBF (x, α, β), where function
fBF (·) is defined as follows:
fBF (x, α, β) =
βx
α(1− x) , (7.1)
is a Fisher variable with shape parameters 2α and 2β (denoted y ∼ F(2α, 2β)). Equa-
tion (7.1) maps the bounded interval [0, 1] into the semi-bounded interval [0, ∞) with
limx→1 y =∞.
Reversely, a variable z = fF B(y, α, β), where y = fBF (x, α, β) and fF B(·) is obtained
as follows:




is a Beta variable, e.g. z ∼ Beta(α, β). Equation (7.2) maps the semi-founded interval

















Input image u Target image v
Output image g
Figure 7.2 – Our Beta transformation consists of four intermediate transformations (steps).
The first two steps progressively transform the input distribution into a standard normal
distribution. Then, using the target distribution, the last two transformations reshape the
standard normal distribution into a Beta distribution with shape parameters, close to the
target shape parameters. For each step of our method, the flowchart shows the transformed
distribution and its corresponding approximation. The input and target distributions are
extracted from image lightness channels.
2.1.2 Fisher-Chi-square relationship
Let x and y be two Chi-square random variables with α and β degrees of freedom respec-
tively (x ∼ χ2α, y ∼ χ2β). Then:
x/α
y/β
∼ F(α, β) (7.3)
2.2 Transformation between Beta distributions
Hereafter, we present our 1D Beta transformation. Let u and v be 1D input and target
random variables, following a Beta distribution, i.e. u ∼ Beta(αu, βu) and v ∼ Beta(αv,
βv). We aim to transform the distribution of u into a distribution, similar to the target
distribution. Transforming one Beta distribution into another one in a single pass could be
challenging. That is why, our transformation consists of four intermediate transformations
which are based on known approximations:
1. Transformation of u into fu ∼ F(2αu, 2βu);
2. Transformation of fu into a standard normal variable su;
3. Transformation of su into fv ∼ F(2αv, 2βv);
4. Transformation of fv into g ∼ Beta(αv, βv).
The steps of our transformation are illustrated in figure 7.2.
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2.2.1 Beta-to-Fisher
We transform the input Beta variable u into a Fisher variable fu = TBF (u) with shape
parameters 2αu and 2βu as follows:
TBF : u→ fBF (u, αu, βu), (7.4)
where function fBF (·) is defined in (7.1). Once we obtain the Fisher variable fu, we
transform it into standard normal variable s in the second step of our transformation.
2.2.2 Fisher-to-Standard-Normal
The transformation of fu is based on Paulson’s equation [95, 96]. Hereafter, we derive
Paulson’s equation using Fieller’s approximation [97].
Fieller’s approximation transforms the ratio of two normally distributed variables into
a standard normal variable. Let x ∼ N(µx, σ2x) and y ∼ N(µy, σ2y) be two normally
distributed random variables. Then, Fieller approximation [97] admits the following form:













Each variable s, where s = fF L(x, y, µx, µy, σx, σy), is a standard normal variable.
Paulson’s equation can be derived from (7.5) by computing the normal variables x and
y using a Chi-square distribution. Let z ∼ N(µ, σ2) be a normal variable and w ∼ χ2γ be a








where p ∈ N and µ and σ are functions of γ and p:
σ2 = fσ(γ, p) =
2
γp2
and µ = fµ(σ) = 1− σ2. (7.7)
Using (7.6), we express the normal variables x and y in (7.5) as follows: x = (wx/α)
1
p
and y = (wy/β)
1






Then, Paulson’s equation transforms the variable f, into a standard normal variable s as
follows [95, 96]:











where s = fP (f, µx, µy, σx, σy, p), σ
2
x = fσ(α, p), σ
2
y = fσ(β, p), µx = fµ(σx) and µy =
fµ(σy) (from (7.7)). From (7.3), it becomes clear that f is a Fisher variable with shape
parameters α and β, i.e. f ∼ F(α, β). Therefore, Paulson’s equation transforms a Fisher
variable into a standard normal variable.
We adopt Paulson’s equation (7.8) to transform the Fisher variable fu ∼ F(2αu, 2βu)
(computed with (7.4)) into a standard normal variable su = TP (fu). The transformation
TP is defined as follows:
TP : fu → fP (fu, µuα, µuβ, σuα, σuβ, p), (7.9)




Once we compute the standard normal variable su, we inverse Paulson’s equation (7.8) to
transform su into a Fisher variable fv. We carry out the inversed Paulson’s equation using
the target shape parameters αv and βv instead of the input shape parameters αu and βu.
Let α and β be any two shape parameters. We first present the inversed Paulson’s equa-





p + s2σ2x − µ2x = 0, (7.10)
where σ2x = fσ(2α, p), σ
2
y = fσ(2β, p), µx = fµ(σx) and µy = fµ(σy). The inversed
Paulson’s equation (7.10) can be solved as a quadratic equation for t = f
1
p . Let t =
(t1, . . . , tn) and s = (s1, . . . , sn), where ti and si are the samples t and s respectively.
Then, the two solutions t1 and t2 of (7.10) are computed ∀i ∈ {1, . . . , n} using a function








2 = t2 = fIP (si, µx, µy, σx, σy,−1), where (7.12)




















y − s2i − 4)), and C = ±1.
Now, we solve the inversed Paulson’s equation (7.10) for the target shape parameters
αv and βv. In (7.13), we replace s by su (computed with (7.9)) and the functions σx, σy, µx
and µy by the following functions respectively: (σ
v
α)
2 = fσ(2αv, p), (σ
v
β)







β). That way, we obtain a Fisher variable fv ∼ F(2αv, 2βv).
Each sample fiv of fv is computed using a transformation TIP , i.e. f
i
v = TIP (s
i
u) ∀i ∈






























, if siu ≥ 0.
(7.14)
2.2.4 Fisher-to-Beta
In the final step of our transformation, we transform the Fisher variable fv into a Beta
variable g using a transformation TF B:
TF B : fv → fF B(fv, αv, βv), (7.15)
where function fF B(·) is defined in (7.2). The variable g = TF B(fv) is approximately
distributed according to a Beta distribution with shape parameters αv and βv, i.e. its dis-
tribution is similar to the target distribution.
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2.2.5 Choice of p







β . In contrast, the values of the variables, distributed according to the Fisher
law, are non-negative. To this end, we choose p = 4, following Hawkins et al.’s propo-
sition [98]. By choosing p = 4, we make sure that Paulson’s equation (7.8) holds for
small values of the shape parameters αu and βu [98]. That way, we also ensure that each
component fiv of fv is non-negative (see (7.14)).
2.3 Evaluation of Beta transformation
To evalute the performance of our Beta transformation, we carry out the transformation
on 111 pairs of input and target Beta distributions. Then, we compute the percentage error
between the shape parameters of each resulting (from the transformation) distribution and
the target shape parameters. The percentage error distributions (obtained after 1 and 5
iterations of our transformation) are shown in figure 7.3. After 1 iteration, the mean
percentage error is less than 0.05 and it converges towards 0 after 5 iterations.
The plots in figure 7.3 illustrate the benefit of performing our Beta transformation
iteratively. After a single iteration, the percentage error is already significantly small.
The more we iterate, the smaller the percentage error. For the application, shown in
this chapter (i.e. color transfer), our experiments indicate that the change in the resulting
distribution becomes negligible after the fifth iteration. Therefore, the results, shown in
























































Figure 7.3 – Box-and-Whisker plots of the percentage errors for the two Beta shape param-
eters (computed after 1 and 5 iterations of our transformation).
3 Results
We apply our Beta transformation in the context of a color transfer between input and
target images. We carry out our 1D Beta transformation independently on each pair of
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Input imageTarget images [Pitie et al., 2007] [Pitie et al., 2007]Our result Our result
(a)
(b)
(a) (a) (b) (b)





Figure 7.4 – Global color transfer. Our results portray the contrast of the target image better
than the Pitié et al.’s results and they appear sharper than Pitié et al.’s results. Snippets (1)
and (2) illustrate differences between our results and Pitié et al.’s results.
input/target color channels. To this end, we use CIE Lab, as the color space provides effi-
cient channel decorrelation. Each of our results in this chapter is obtained for 5 iterations
of our transformation. We perform the Beta transformation globally as well as locally.
3.1 Global color transfer
To perform a global color transfer, we first model the distribution of each input/target
channel by a Beta distribution and then, we carry out our Beta transformation between the
channel distributions. In figure 7.4, our global Beta-based color transfer is compared to the
Gaussian-based 3D linear transformation by Pitié et al. [34] (also carried out in CIE Lab).
The target image (a) is characterized by a low contrast and an absence of strongly defined
highlights. Like the target image (a), our result (a) does not contain highly contrasting
regions. In contrast, Pitié et al.’s result (a) contains regions of well-defined highlights,
appearing on the girl’s face, shoulder and flower. Such highlights are not present in the
target image (a) and make the contrast of Pitié et al.’s result non-uniform. Furthermore,
the target image (b) in figure 7.4 is characterized by a presence of strong highlights and
deep shadows. The highly contrasting regions of the target image (b) are well-represented
in our result (b), whereas the absence of strong highlights lowers the contrast of Pitié et
al.’s result (b).
3.2 Local color transfer
Instead of modeling the entire distributions of color and light by Beta distributions, we
can build a more accurate model using Beta mixture models (BMM) [4]. We use BMM
to cluster the input and target images according to one of two components, i.e. lightness
or hue. We adopt the classification method, proposed in chapter 5, to determine the best
clustering component for each image. Additionally, we let clusters overlap and we use the
BMM soft segmentation to compute the overlapping pixels. Then, we apply one of the
four mapping policies [7], proposed in chapter 5, to map the input and target clusters and
we carry out our Beta transformation between each pair of corresponding clusters. The
overlapping pixels are influenced by more than one Beta transformation. To determine
the final value of an overlapping pixel, we compute the average of all transformations,
containing the pixel, using exponential decay weights.
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Our result, 2 clusters[Bonneel et al., 2013] [Hristova et al., 2015]Input imageTarget image Our result, 1 cluster
Figure 7.5 – The local Beta transformation is more efficient than the global Beta transfor-
mation in cases when the input/target color and light distributions cannot be well-modelled
by a single Beta distribution. We use 2 clusters to obtain a naturally-looking result, match-
ing accuratelly the target color palette and contrast.
Figure 7.5 illustrates the benefit of applying a local color transfer between images. A
global Beta transformation fails to transfer properly the target color palette to the input
image. This is due to the fact that the input and target color distributions cannot be mod-
elled well enough by a single Beta distribution. To improve the result from the global
transfer, we apply our Beta transformation locally, using 2 clusters. That way, BMM, as
more precise distribution models for the input/target distributions, help transfer the tar-
get colors more accurately. We compare our local method with Bonneel et al.’s [6] local
method and our style-aware local method [7], both of which carry out Gaussian-based
transformations. Bonneel et al.’s method fails to match the target floral color. Our style-
aware local method transfers correctly the background and foreground colors but it results
in an overexposure of the foreground pixels. This overexposure is partially due to the local
CAT in our style-aware method, which, in this case, overadapts the colors of the result to
the target illuminant (note that the target image is more illuminated than the input image).
The presence of overexposed pixels in the result compromises its photo-realism. In con-
trast, the result, obtained locally with our Beta transformation, better portrays the natural
cream white color of the target rose without overexposing it.
Furthermore, figure 7.7 shows the impact of our local Beta-based color transfer on
the input contrast preservation. We observe that when we apply our Beta transformation
globally, we accurately transfer the target color palette. However, we also decrease the
contrast of the input image. Due to the specific contents of the input/target images, users
may expect a less overexposed result with a higher contrast (like the input image). To
preserve the input contrast, we partition the input and target images in figure 7.7 into
two clusters, i.e. highlights and shadows. We map the target to the input clusters using
our Light to Light mapping policy (presented in chapter 5). Then, we perform our Beta
transformation between each two corresponding clusters and obtain the final result. That
way, we manage to transfer the target colors without compromising the input contrast (as
shown in figure 7.7).
As the input and target images in figure 7.7 consist of a single dominant color, the
average hue provides a decent statistic for measuring the similarity of each result to the
target color palette. Figure 7.6 presents a plot of the lightness-hue distributions of the
input and target images from figure 7.7. The mean lightness and the mean hue of each
result in figure 7.7 are displayed in circles in figure 7.7. Our result, obtained using our Beta
distribution with two clusters, has the same mean hue as the target image. In contrast, the
result, obtained with our style-aware local method (again using two luminance clusters),
has an out-of-gamut mean hue. Indeed, a closer visual comparison of both of our local
results (figure 7.7) indicates that using our Beta transformation improves the similarity
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Our result, 1 cluster
Our result, 2 clusters
[Hristova et al., 2015]
[Bonneel et al., 2013]
Target
Input
Figure 7.6 – Lightness-hue distribution plot of the input and target images from figure 7.7.
The left cluster corresponds to the color distribution of the input image, whereas, the right
cluster corresponds to the color distribution of the target image. The red circle illustrates
the mean target lightness and hue, whereas the dashed red line visualizes the mean target
hue.
between the target color palette and the colors of our result. The hue statistic shows that
our local result (obtained with our Beta transformation) matches the target colors better
than the result, obtained with our style-aware method. Furthermore, the difference in the
mean lightness between each of our local results and the target image can be explained by
the desired preservation of the input contrast. More results, obtained with our local Beta
transformation, are shown in figure 7.8.
4 Conclusion
In this chapter, we have presented a transformation between two Beta distributions. Our
main idea involved modelling color and light image distributions using Beta distributions
(or BMM) as an alternative to the Gaussian distribution (or GMM). We have applied
our Beta transformation in the context of a color transfer between images, though the
transformation can be applied to any bounded data, following the Beta distribution law.
Our results have shown the great efficiency of our method for transferring the target colors
and contrast. The potential of our Beta transformation can further be extended to high-
dynamic-range imaging and video sequences, which are considered as future venues for
improvement.
In the present and the two previous chapters, we have introduced three statistical trans-
formations, applied mainly in the context of color and style transfers. We have carried out
both objective and subjective evaluations to compare our results to results from state-of-
the-art methods. The process of evaluating the performance of a color transfer may be
time-consuming and may introduce a certain bias. The following chapter addresses the
performance assessment of color transfer methods. The model, presented in the following
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Input image Target image
[Bonneel et al., 2013]
[Hristova et al., 2015] Our result, 2 clusters
Our result, 1 cluster
Figure 7.7 – Our local color transfer may significantly influence the contrast of the re-
sulting image. Our global method accurately transfers the target color palette, but it also
decreases the contrast, resulting in a non-natural flat image. On the other hand, our local
Beta transformation preserves the input contrast.
chapter, connects the subjective judgment on the quality of a color transfer to a set of
objective metrics. The model proves to be an efficient and practical tool for assessing the
quality of a color transfer method.
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Target images Input images Our results, 2 clusters
Figure 7.8 – Additional results of our Beta-based local color transfer. The results are ob-
tained using 2 clusters and our mapping policies, inroduced in chapter 5.
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8Perceptual metric for color transfer
methods
1 Introduction
As presented in the previous three chapters, different color transfer methods often result in
different output images. The process of determining the most plausible output image may
be subjective, as it depends on a person’s preference. Due to the lack of an objective metric
for evaluating results from a color transfer, comparisons between existing methods are
often carried out through a user study. Conducting a user study for each newly proposed
method may be a tedious and time-consuming task. Moreover, the conditions, under
which the study is conducted, and its protocol may vary with the group of people handling
the evaluation process. That makes the comparison between different methods and the
assessment of their performance challenging.
To ease the evaluation process, in this chapter, we propose a model for objective eval-
uation of the color transfer quality. Our model explains the relationship between users’
perception and a number of image features. To account for users’ perception, we first
conduct a user study on various color transfer results from six state-of-the-art methods.
The study combines the aesthetic quality of the result with the quality of the color transfer,
as perceived by the users. Then, for each result, we compute nine image features, which
objectively describe the quality of a color transfer. We use these features to predict the
scores from our user study.
We fit the set of the subjective scores and image features by a regression model with
random forests. Our analysis shows that a regression with random forests is more accurate
than linear and non-linear regressions. Our model is a general tool for assessing the
perceptual performance of a color transfer. To this end, our model introduces an objective
metric between three images - the input, the target and the result.
The chapter is organized as follows. Section 2 presents commonly used metrics for
objective image evaluation. Our user study and our regression model are introduced in
section 3.2. An analysis of the proposed model is carried out in section 4. Finally, the last
section concludes the chapter.
Publication. The work, presented in this chapter, has been published in the following
paper:
H. Hristova, O. Le Meur, R. Cozot, and K. Bouatouch,“Perceptual metric for color
transfer methods", in IEEE International Conference on Image Processing, 2017.
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2 Related works
As discussed in chapter 5, the performance evaluation of a color transfer is often addressed
from two main perspectives [7]. First, a good color transfer method should not compro-
mise the quality of the input image. Second, it should ensure a good transfer of color from
the target image to the result. Hereafter, we present objective metrics, commonly used for
color transfer evaluation.
Structural similarity metric (SSIM). This full-reference metric [68] measures the
perceived quality of an image with regards to the original distortion-free image. In the
color transfer context, it is used as a similarity metric between the input image and the
result to measure the degree of artifacts in the result [7, 20]. To this end, SSIM is applied
on the luminance channel of both the input and the resulting images.
Peak signal-to-noise ratio (PSNR). Like SSIM, PNSR is used as a quality measure-
ment between an original image and a compressed one. And while SSIM outperforms
PSNR as a similarity measure, PSNR has been adopted in the context of color dissimilar-
ity by Hwang et al. [44]. The authors evaluate their color transfer method by measuring
the difference in color (in terms of PSNR) between the input image and the result. The
ultimate goal of Hwang et al.’s method is to maximize the PSNR metric.
Bhattacharya coefficient. The metric measures the amount of overlap between two
distributions [70]. In chapter 5, we have adopted it to compute the color similarity between
a result from our style-aware color transfer and a target image [7].
Out-of-gamut metric. The metric has been proposed by Nguyen et al. [43] and used
to evaluate their gamut-based color transfer method. The metric computes the distance
between the gamut of the resulting image and the gamut of the target image.
The use of a combination of objective metrics, e.g. SSIM and Bhattacharya coeffi-
cient [7], SSIM and PSNR [44], may strengthen the objective evaluation by accounting
for the quality of both the result and the color transfer. However, figure 8.1 shows that
independent objective metrics may be weak predictors of the color transfer quality. To
build a stronger prediction model, we consider an ensemble of features which account for








Sub. score = 4.03
Target
Input
Figure 8.1 – Results from two color transfer methods: (a) Pitié et al.’s [34] and (b) Hristova
et al.’s [7] (our style-aware color transfer). SSIM and Bhattacharya coefficient, computed
for both results, are inconsistent with our subjective evaluation.
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Figure 8.2 – Main flowchart.
Flowchart of our method. A regression model, allowing to predict the quality of a color
transfer, is built from subjective scores and a set of image features.
3 Our method
We propose a model for predicting the human judgment on results from color transfer
methods. The flowchart of our method is illustrated in figure 8.2. Given triples of images
(input and target images and a result), we conduct a user study and obtain subjective
scores for each triple. Then, for each triple, we extract several image features. We apply
a regression method between the image features and the subjective scores. That way, we





















Figure 8.3 – Box-and-Whisker plots for: (1) the scores from our user study, (2) the predic-
tions from regression with random forests, (3) the predictions from non-linear regression
and (4) the predictions from linear regression. Each group of four identically-colored box
plots represents one of six color transfer methods: (a)Pouli et al.’s [39], (b)Pitie et al.’s [42],
(c)Reinhard et al.’s [3], (d)Pitié et al.’s [34], (e)Bonneel et al.’s [6], (f)Hristova et al.’s [7].
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3.1 User study.
Protocol. We conducted a subjective evaluation of results from 6 color transfer methods,
i.e. two non-parametric methods [39, 42], two global [3, 34] and two local [6, 7] para-
metric methods. We computed 20 results from each method, for a total of 120 results.
The protocol of the user study is described hereafter. It is similar to the protocol of the
user evaluation, which we conducted to assess the performance of our style-aware color
transfer (see also chapter 5).
The participants were first shown tuples of input and target images. They had 5 sec-
onds (prior to displaying the result) to get familiar with the images and to imagine what
result they would expect to see. The evaluation of the results was guided by two criteria,
encompassing the main aspects of the human judgment on a color transfer [7]. We were
interested, first, in the way users perceived the match in color between the result and the
target image and second, in users’ judgment on the aesthetic quality of the result. Based
on these two criteria, users were asked to give a single score reflecting their expectation
about the result. Five-point scale (5-excellent, 4-good, 3-acceptable, 2-poor, 1-bad) was
used in the evaluation. To avoid any possible bias, we used two repetitions per result.
Furthermore, similarly to our user study, presented in chapter 5, an extra triple, called a
baseline, was inserted among the 120 results and shown randomly to each participant. The
baseline was the only triple, for which the colors of the result and the target image differed
significantly one from another. Therefore, users were expected to give the baseline the
lowest score. That way, the evaluation of the baseline identified how trustworthy a user’s
judgment was.
The number of participants in the user study was 20 and the majority of them had
average image editing expertise. Each user evaluated the results individually using an
online platform. The order of displaying the results was random and different for each
participant. A short training session took place before the real test in order for the users
to get familiar with the presented task and the platform.
Data. For each image triple, we computed a final subjective score as the weighted
mean over the scores of all participants. We used weights, which were inversely propor-
tional to the baseline score, given by a participant. Figure 8.3 shows the score distribution
for each of the six color transfer methods. According to the conducted user study, our
style-aware method [7] outperforms the others by obtaining the highest mean score. Fur-
thermore, we observe differences in the score distribution respectively between the two
non-parametric methods and the two local parametric methods. In contrast, the perfor-
mance of the two global parametric methods is similar.
3.2 The regression model
Objective features. We extract nine image features for each image triple (I, J, R) in
our image dataset, where I denotes the input image, J the target image and R the result.
We denote the channels of an image H in the CIE Lab color space by HL, Ha and Hb
(H stands for either of the images I, J and R). The Bhattacharya coefficient between two
image channels C1 and C2 is denoted by BC(C1,C2). The features, considered in our
model, are defined below:
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 SSIM(R, I) measures the degree of artifacts in the result, caused by the color trans-
fer. The SSIM is computed as in [7], i.e. it is computed on the luminance channel
HL using only the contrast and structural components of the similarity metric (see
also chapter 5);
 Luminance histogram similarity, computed between the images R and J asBC(RL, JL);
 Color histogram similarity, computed as the mean of BC(Ra, Ja) and BC(Rb, Jb);
 Saliency map similarity between the images R and J, computing the similarity be-
tween two saliency maps, as presented in [99]. For the sake of robustness, discussed
in [100], the saliency map of each image is computed as the mean of two saliency
maps, obtained with the methods in [101] and [102];
 Histogram similarity of color appearance attributes, computed asBC(Rl, Jl), where
l denotes one of five color appearance attributes, i.e. brightness, lightness, chroma,
colorfulness and saturation [103].
The first three metrics represent the basic objective evaluation, previously used to
evaluate our style-aware color transfer method [7] (chapter 5). They identify how the
degree of artifacts in the result and the match in color and light between the result and
the target image influence users’ perception. Comparing saliency maps allows to test the
influence of a color transfer on image saliency. In the best case, the saliency maps of the
input image and the result should be the same. Figure 8.4 illustrates the impact of the
color transfer on the salient areas of the result. Color transfer methods may compromise
the preservation of the input saliency, as shown in figure 8.4. Therefore, saliency is one
of the important indicators of the quality of the color transfer.
Result
Input
Input saliency map Resulting saliency map
Figure 8.4 – The saliency maps of an input image and a result of the color transfer method
in [6]. The difference between the two saliency maps is due to the color transfer.
The channels of the CIE Lab color space represent well the light and color distribu-
tions of an image. However, they do not account for color appearance phenomena [103],
e.g. chromatic adaptation, Hunt effect, Stevens effect, etc., which occur with a change in
the viewing conditions. In contrast, the color appearance attributes describe the perceptual
aspects of color. The nine objective features represent the set of the independent variables
in our model.
To apply a regression method, we first carry out a proper preprocessing of the data,
collected from our user study, as presented hereafter.
Quantization and over-sampling. Due to the use of baseline weights, the set of sub-
jective scores is highly under-sampled as there is an insufficient number of triples per
score. To tackle this issue, we round the scores up to the nearest 0.5 so that at least two
triples have then the same score. Despite the performed quantization, the set of subjec-
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tive scores remains imbalanced. As discussed in [104], imbalanced data may compro-
mise the performance of regression methods, such as discriminant analysis and decision
trees. Therefore, we balance our data by using the synthetic minority over-sampling tech-
nique [105]. In our model, the balanced set of scores represents the set of dependent
variables.
Regression methods. To fit our data by a simple linear model, we first use linear
regression. Our experiments with linear regression, however, have pointed out strong
non-linearities in the set of subjective scores and image features. That is why, we also
apply non-linear regression. We use support vector regression with radial basis function
kernel [106].
To further improve the accuracy of the fit, we use random forests [107]. Random
forests is a learning method, which constructs an ensemble of decision trees. Although
decision trees provide a classical model for fitting various data, they tend to over-fit the
training sets and introduce a high variance. Random forests aim to correct the high vari-
ance of decision trees and provide a more accurate prediction by using bootstrapping.
Random forests take into account strong non-linearities in the data and are not sensitive
to correlated predictors.
Figure 8.5 – Left plot: relationship between the predicted scores from our model and the
actual scores from our user study. Right plot: residual distribution in our model.
4 Results
Cross-validation. To analyze the behavior of each of the three regression methods, we
performed k-fold cross-validation with 10 splits. For each regression method, table 8.1
shows the mean correlation between predicted scores and actual subjective scores, and
the mean square error (MSE), computed over all test sets. Linear regression is the least
correlated with our data method. The regression with random forests provides the most
correlated with the subjective scores prediction.
The same conclusion is drawn from the box plots in figure 8.3. The predicted score
distributions from the linear regression is characterized by a low variance and significantly
differs from the distribution of subjective scores per color transfer method. Overall, the
prediction, made with non-linear regression, is much more accurate than the prediction,
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Figure 8.6 – Bar plots of the importance of each objective feature in our model.
Random forests Linear Non-linear
Corr 0.765 ± 0.133 0.567 ± 0.135 0.644 ± 0.157
MSE 0.472 0.808 0.889
Table 8.1 – Correlation ± standard deviation and MSE over all 10 test sets in our cross-
validation.
made with linear regression. However, non-linear regression fails for our style-aware local
method [7]. The most consistent regression method is the random forests. It provides the
best fit for the score distributions of all six color transfer methods.
Furthermore, figure 8.7 illustrates the actual and predicted scores for three representa-
tive triplets of images from our user study. Random forests provide a very accurate score,
close to the actual subjective score. For most image triplets, the linear regression gives
the poorest prediction, followed by the non-linear regression.
Our analysis has shown that regression with random forests describes very precisely
the relationship between the users’ evaluation and the nine objective image features and
therefore, we adopt it in our model. Hereafter, we discuss in more details the accuracy of
this regression model.
Random forests accuracy. The accuracy is characterized by the coefficient of deter-
mination equal to 0.94, the out-of-bag (OOB) error equal to 0.58, and the mean square
error (MSE) of the prediction equal to 0.063. The high coefficient of determination in-
dicates that a major part of the variability of the subjective scores is explained by our
model. The left plot in figure 8.5 illustrates a strong correlation between the predictions
(made with and without using OOB samples) and the actual user scores. The right plot
in figure 8.5 shows the residuals of the predictions (made with and without using OOB
samples). The residuals are symmetrically distributed around the x-axis and are clustered
around -1.5 and 1.5 on the y-axis. The random patterns in the residual plot indicate that
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Input













Figure 8.7 – Score predictions from random forests (RF), linear and non-linear regressions
(Non-lin.). Color transfer method used (from first to third row): [7], [3], [6].
our model provides a decent fit of the data.
Feature importances. Despite the lack of an analytical model in the random forests,
a summary of the importance of each predictor can be computed [107]. The plot in fig-
ure 8.6 shows the importance of each image feature in our dataset. SSIM has a signif-
icantly greater importance than the second most important feature, the brightness his-
togram similarity. This shows that users are unlikely to give high scores to a color trans-
fer, which compromises the integrity of the result. The first three most important features,
i.e. SSIM, brightness histogram similarity and saliency map similarity, are all perceptual
features. Surprisingly, the color histogram similarity plays a much less significant role in
our model. This is due to the fact that the Bhattacharya coefficient represents the overlap
between color distributions in the CIE Lab color space without accounting for various
color appearance effects.
5 Conclusion
In this chapter, we have presented a regression model, based on random forests, for objec-
tive evaluation of results from color transfer methods. Our method describes the relation-
ship between the scores from our user study and nine image features, used for objective
image evaluation. Our analysis has shown that perceptual image features, such as SSIM
and saliency, play a main role in predicting the color transfer quality. Furthermore, a
cross-validation indicates a high correlation between predicted and actual scores. To this
104
5. CONCLUSION
end, our regression model can be used as a general prediction of a user’s judgment on any
color transfer result.
The proposed metric accurately assesses the quality of color transfer methods. How-
ever, our regression model would fail to predict the quality of style transfer methods,
based on deep learning [52, 56]. This is due to the fact that our model does not use multi-
layer image feature information. To improve the proposed perceptual metric, in the future
we could tackle high-end features, such as image aesthetics and image composition. Fur-
thermore, to adapt the metrics to example-guided texture transfer methods [55], texture









All color transfer methods, presented in the previous part (including proposed and state-
of-the-art methods), are applied to low-dynamic-range (LDR) images, i.e. images whose
luminance values lie inside the displayable range. In this part, we extend the presented
color transfer methods to high-dynamic-range (HDR) images and introduce an example-
guided method for computing HDR images from two LDR images.
HDR images capture the luminance of real-world scenes, which ranges from extreme
dark to direct sunlight. Details of both shadow and highlight areas, present in a high-
dynamic scene, can be recovered in a single HDR image. LDR devices are unable to
display the luminance range of real-world scenes. To this end, tone mapping operators
are applied to map the large luminance variations of the HDR images to the displayable
range. However, this type of compression results in a loss of details and may cause the
appearance of structural artifacts. As the plausibility of the tone mapped image cannot
be guaranteed, any modifications to the color and light of the HDR images, e.g. color
transfer, need to be handled directly in the HDR domain.
In chapter 9, we extend state-of-the-art color transfer methods to the HDR domain.
First, we present an HDR extension to our style transfer method [7], which was introduced
in chapter 5, part II. Our style transfer method consists of steps which are incorporated
(independently or as a combination) in the frameworks of other color transfer methods.
Therefore, the HDR extension, proposed in chapter 9, can be easily adapted to a number of
existing color transfer methods. The experiments, shown in the end of chapter 9, indicate
that the proposed HDR extension performs better than the direct application of the color
transfer methods to HDR images.
HDR images are commonly created using standard digital imaging. Standard digital
imaging produces LDR images in which the luminance dynamics is replaced by the dis-
crete luma range. The latter limits the capture of details in scene shadow and highlight
regions, resulting in an under-/over-exposure. The camera response function (CRF) gives
the relationship between the luminance and the luma up to a scale factor. To recover an
HDR image using standard digital imaging, we need 1) to estimate the CRF and 2) to re-
cover the details in black/white image pixels. The most common way of creating an HDR
image by respecting these two requirements is to merge multiple LDR images, taken at
various exposure times and referred to, in this part, as multi-exposure images.
Despite the efficiency of multi-exposure methods, the process of creating an HDR im-
age is usually time-consuming. First, users are required to use a tripod and to adjust the
camera exposure time each time they take an image (if the camera does not include ex-
posure bracketing function). Moreover, during the shooting process, misalignment could
become an issue, especially when there are moving objects in the scene. To this end, more
time is likely to be spent aligning the images in the hope of correcting ghosting artifacts.
To represent the atmosphere and the details of a real-world environment, users often
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need to take more than three exposure images [108]. However, this may increase the risk
of misalignment and noise. In the particular case of dark environments with a high lumi-
nance range, decreasing the exposure time allows to capture fine details in the highlights,
but may significantly increase the levels of noise in the computed HDR image.
To overcome the main limitations of the multi-exposure approach, in chapter 10 we
propose a method for automatic creation of HDR images from only two LDR images - a
non-flash image and a flash image. Using an approximation of the CRF, we first compute a
sequence of multiple images at various brightness levels from the non-flash image. Then,
we recover the details in the under-/over- exposed pixels of these images using the flash
image embedded in our novel CAT method, called bi-local CAT. The final sequence of
multi-exposure images is merged together to recover an HDR image. Our method is
mainly applied to dark scenes with high-dynamics for which the reach of the flash is
significant. As presented in chapter 10, we recover the dynamic range of HDR images
and obtain noise-free HDR images with high quality. Apart from HDR image creation,






This chapter introduces a transfer of color and light between two HDR images. As out-
lined in chapters 5, 6 and 7 in part II, a number of color transfer methods provide various
solutions to example-based transfer of color, light and gradient between pairs of LDR
images. However, the direct application of these methods to the HDR domain is not ev-
ident. In this chapter, we extend the LDR color transfer methods to the HDR domain by
introducing series of adaptation techniques. The chapter focuses mainly on the extension
of our style-aware color transfer method [7]. As presented in chapter 5, our style-aware
method is composed of two main steps, i.e. a color transformation and a local CAT. The
two steps are incorporated (independently or as a combination) in the framework of other
color transfer methods. To this end, the adaptation techniques, developed in this chap-
ter, serve as a basis for extending a wider class of color transfer methods to the HDR
domain. Furthermore, experiments show that results obtained with the proposed HDR
extension exhibit less artifacts and are visually more pleasing than results obtained by a
straightforward application of the color transfer methods.
The chapter is organized as follows. Section 2 discusses the main drawbacks of ap-
plying state-of-the-art color transfer methods to HDR images. Extensions to the HDR
domain of state-of-the-art color transfer methods are proposed in section 3, followed by
results and evaluation. Finally, section 4 concludes the chapter.
Publication. The work, presented in this chapter, has been published in the following
paper:
H. Hristova, O. Le Meur, R. Cozot, and K. Bouatouch, “Color transfer between high-
dynamic-range images." SPIE Optical Engineering Applications. International Society
for Optics and Photonics, 2015.
2 Why do LDR color transfer methods need to be
extended to HDR images?
The state-of-the-art color transfer methods have been so far limited to LDR images and
they cannot be directly applied to the HDR domain due to several restrictions, as discussed
hereafter.
The color transfer between LDR images is carried out in various color spaces. For
instance, Reinhard et al. [3] have designed lαβ to decorrelate light and colors of natural
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LDR images. The color space lαβ is derived as a linear transformation of CIE XYZ. The
color space CIE XYZ uses imaginary primaries such that values in a low-dynamic-range
interval (usually [0, 1]) cover the visible gamut. Therefore, values much greater than the
upper bound of this low-dynamic-range interval have to be accommodated as to include
the desired high dynamics of the HDR images.
The color space CIE Lab is widely used in a number of recent color transfer meth-
ods [6, 7]. Reinhard et al. [109] have conducted experiments showing that CIE Lab is
the best color space for carrying out a color transfer. However, CIE Lab is limited to
color stimuli with luminance levels from zero to perfect diffuse white. This means that
CIE Lab predicts the color trend for luminance levels below and around the display white
point [10]. Therefore, the applicability of CIE Lab to HDR images is uncertain.
Furthermore, as discussed in chapter 5, global color transfer methods fit the light and
color distributions using the MGD and assume that the MGD parametric model can ac-
count for the luminance variations in the entire image. However, a unique MGD can
hardly fit the large luminance range of the HDR images and be representative of it. As
elaborated in chapter 5, the multivariate Gaussian assumption may not always hold in the
LDR domain. To handle this issue, local LDR color transfer methods cluster images into
Gaussian clusters [5–7]. The image luminance is often used to carry out the image cluster-
ing and the mapping between the clusters (as it is the case of our style-aware method [7]).
Thanks to the low dynamics of the LDR images, luminance is often approximated with
lightness and vice versa. Nevertheless, in the context of HDR imagery, absolute lumi-
nance (measured in cd/m2), relative luminance (relative to the perfect diffuse white) and
lightness need to be distinguished and accommodated properly in the frameworks of the
color transfer methods. To extend these methods to the HDR domain, new clustering and
mapping strategies should be developed.
The following section presents an extension to HDR images of our local color transfer
method [7], presented in chapter 5. Independently or as a combination, the steps of our
method are integrated in the frameworks of state-of-the-art color transfer methods. There-
fore, the adaptation of our color transfer method to HDR images guides the adaptation for
a number of other color transfer methods.
3 Adapting a color transfer method to HDR images
In the present section, we discuss the steps of our style-aware color transfer method and
focus on their extension to HDR images by taking into account the aforementioned draw-
backs.
3.1 Style-aware color transfer [7]
First, we recall the steps of our local style-aware method [7] in figure 9.1. Before per-
forming any color transformations, the method classifies and clusters both input and tar-
get images. Our image classification algorithm detects the main features (among the two
considered - light and colors) of the input and target images. Our method classifies the
images into one of two types: light-based style images and colors-based style images, as
illustrated in figure 9.2. The classification is carried out in CIE Lch color space and aims
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Figure 9.1 – The framework of our style-aware color transfer method [7] (the steps of the
method are displayed in the middle boxes). The red boxes beneath each step illustrate the
parts of our original method replaced by modifications in our extended HDR method. The
modifications are shown in the green boxes.
Colors-based style image Light-based style image
Figure 9.2 – A colors-based style image and its Luminance-Hue distribution with well-
defined color clusters (on the left). A light-based style image and its luminance histogram,
identifying the presence of shadows, midtones and highlights in the image (on the right).
to find the significant peaks in the hue histogram of the set of non-gray image pixels.
Once both input and target images are classified, they are separated into Gaussian
clusters using Gaussian mixture models. The clustering is performed either on the (1D)
luminance histogram or on the (2D) Luminance-Hue joint distribution (depending on the
image type). In our style-aware method, we apply one of four designed mapping policies
to properly map the obtained input and target clusters. Similarly to Bonneel et al. [6], we
apply luminance-based mapping to map the clusters of two light-based style images. The
other three mapping policies jointly consider the luminance and the hue of the input and
target images to reflect the key ideas behind commonly used photographic techniques.
As in [6], we apply Pitié’s color transformation [60] on the a and b channels of CIE
Lab. We apply our local CAT as a final step of the method to preserve the photo-realism
of the result and to reduce the transfer of false colors. Local CAT is performed pixel-wise
on the pixels of the input image. The target white point is computed by assuming Gray
World [18] (Gray World is discussed in part 2), whereas the input illuminant is computed
in the form of a “white" image by performing Gaussian low-pass filter. For more details
regarding the steps of our method, please refer to chapter 5.
3.2 Extension to the HDR domain
We adapted our style-aware method to HDR images on several stages. Each stage refers to
modifications of a step in the framework of the method. Figure 9.1 illustrates the proposed
modifications for extension of our local style-aware method to HDR images.
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3.2.1 Color space conversion
Our style-aware method is carried out in CIE Lab. The color space offers a good repre-
sentation of the lightness and the chroma of the LDR images. However, for luminance
values far beyond the perfect diffuse white, CIE Lab is no longer able to reproduce well
the image color gamut. To address this issue, we follow the recommendations of Fairchild
et al. [110] and we replace the cubic root function of the L channel of CIE Lab with the





where y denotes the relative luminance (obtained by scaling the absolute luminance by
the perfect diffuse white) ranging from 0 to 4, and ǫ is equal to 0.58.
The chroma channels a and b are then computed by replacing the cubic root function
in their standard equations (presented in part 2) by equation 9.1 and scaling them by
1/100. That is how we obtain the per-channel equations of hdr-CIELab color space [110]
as an extension of CIE Lab in the HDR domain. The color space hdr-CIELab is specially
developed to predict the color trend above the diffuse white for images with high dynamic
range.
3.2.2 Image classification
Once a good prediction of the HDR color gamut is ensured, we carry out the classification
step of our method [7]. Apart from detecting the main features of images, the classification
algorithm determines the number of clusters which are passed to the clustering step. For
colors-based style images, the number of color clusters is determined using their hue
histograms. In the HDR image extension, we compute the hue as a transformation of the
a and b channels of the hdr-CIELab color space. That way, the classification algorithm
will properly determine the number of significant color clusters in the HDR images, and
thus, it will properly detect the main feature of a given image.
Regarding the number of luminance clusters in light-based style images, they corre-
spond to the number of significant peaks in the luminance histogram. Instead of using
the luminance histogram, in the extension of the method to HDR images we adopt the
log-luminance histogram. We justify this choice in the following section.
3.2.3 Clustering and mapping
The clustering step of our style transfer method partitions both the input and target images
into Gaussian clusters using GMMs. The clustering is performed using either the lumi-
nance histogram or the Luminance-Hue joint distribution. As in the LDR domain absolute
luminance and relative lightness are practically interchangeable, the L channel of CIE Lab
color space (i.e. the lightness) is often used to cluster the input and target images [6, 7].
However, in the context of HDR imagery, the L channel of hdr-CIELab refers to the light-
ness, i.e. the relative luminance, and not the absolute luminance. Therefore, instead of
adopting the L channel (equation 9.1) for carrying out the image clustering in the HDR
domain, we use the luminance and more precisely, the logarithmic transformation of the
absolute luminance.
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As illustrated in equation 9.1, the L channel of hdr-CIELab is a function of the relative
luminance y, which is obtained by scaling the absolute luminance (in cd/m2) by the
diffuse white. Moreover, the logarithmic function of the absolute luminance is a good
approximation of the brightness [111]. As a monotonic transformation, the logarithmic
transformation preserves the locations of the minima and the maxima in the histogram
of the absolute luminance. To this end, we can use the logarithmic approximation of the
brightness in the place of the L channel of the hdr-Lab color space in both clustering
approaches (for both light-based and colors-based style images).
The log-luminance histogram is also adopted for the purposes of finding the number
of luminance clusters during the classification process. Moreover, it is then used to map
the target to the input clusters after the image clustering.
Once we carry out all the described adaptation operations, we perform the color trans-
formation between each pair of corresponding clusters, as described in section 3.4. The
transformation is a closed-form solution to Monge-Kantorovich optimization problem.
The transformation between the input and target images is linear and therefore, no addi-
tional modifications are required regarding the color transformation.
Finally, in the last step of our style-aware method, we apply a local CAT, which is
replaced by a new cluster-based CAT in the HDR extension of the method. The cluster-
based local CAT can be either integrated in a color transfer framework or applied as a
standalone color grading technique. The new CAT method is detailed in the following
section.
3.2.4 Cluster-based local CAT
CAT algorithm adapts the colors of a given image to a target illuminant, which usually is
one of well-known white points: D65, D50, etc. More details are presented in part 2.
To adapt the colors of an HDR image to a well-known illuminant, we can compute an
estimation of the target white point. However, due to the high luminance range of the HDR
images, one global white point may not represent well enough the luminance variations
of the scene. To tackle this issue, we propose a new cluster-based local CAT. We propose
a partitioning into regions according to the HDR luminance distribution. Then, from the
luminance values of each region, we compute local target white points.
The number of regions resulting from the partitioning of an HDR image depends on
its luminance range. We compute the luminance histogram of a given image in the log-
domain (the choice of the log-domain is justified in section 3.2). The number of peaks in
the log-luminance histogram corresponds to the number of differently illuminated regions
in an image (e.g. highlights, shadows, etc.) as illustrated in figure 9.3.
An HDR image is partitioned in the log-domain using its log-luminance histogram.
Two parameters are considered for finding the peaks of the log-luminance histogram: the
minimum histogram peak value smin and the minimum distance between two peaks dmin.
The number of bins in the log-luminance histogram is set to 32× r (r is the range of the
log-luminance histogram [112]). Furthermore, we follow the recommendations of Boitard
et al. [112] and set the parameters smin and dmin respectively to
nm
16r
(where n and m are
the two image dimensions) and 0.65.
Once the minima between each two peaks are defined, they are set as region limits.
Each image region consists of pixels with three coordinates (X, Y, Z), for which log(Y)
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Figure 9.3 – An HDR image and its three regions, corresponding to the peaks of its log-
luminance histogram (we use Reinhard et al.’s tone mapping operator [111] to display the
HDR image and its regions). Two red dashed lines define the region limits in the log-
luminance histogram.
lies within the limits of the region. To make a smooth transition between the different
regions after the chromatic adaptation, overlapping between them is performed. All of the
pixels with log-luminance values within a small offset δ from a given limit, are considered
as overlapping pixels. The value δ is given in the log-domain and it is set to 1. Each
overlapping pixel is assigned two weights, measuring the belonging of the pixel to each










where Y is the luminance of the pixel and l stands for the limit of the given region.
Moreover, the white point of each region in the target HDR image is computed as
follows [112]:













where sj is the size of region j and δ1 is a small offset.
Once the target white points are computed, they are mapped to the input regions. We
define the center value of an input region as the maximum log(Y) value within the limits
of the region. The target white point with the closest log(Y) value to the center of an input
region, is mapped to that input region.
The iCAM CAT, introduced in part 2, is performed locally using an estimation of the
input white point for each pixel in the input image. Unlike Kuang et al. [21], the input
white point, called white image, is computed using a low-pass Gaussian filter with a kernel
size equal to the sum of the two input image dimensions.
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Input Result in 7 iterations Result in 20 iterations Target
Figure 9.4 – Results from applying our cluster-based CAT algorithm. For this pair of
input/target images, CAT algorithm converges in 20 iterations. After the first 7 steps, the
input image is already adapted to the target illuminant. However, there is still a cast of the
greenish input illuminant which is removed by the time the algorithm converges.
To sum up, the proposed CAT algorithm is performed locally for each pixel of the
input image using the closest (to the input region) local target white point (equation 9.3).
The process is iterative and it is repeated until convergence. The convergence criterion is
given as follows:
∆ =
||IkW − Ik−1W ||F
||Ik−1W ||F
(9.4)
where ||.||F is the Frobenuis norm, IW refers to the input white image, and k is the number
of the current iteration. The iterative process stops when ∆ gets lower than 10−3. Usually,
the number of iterations does not exceed 20. Figure 9.4 illustrates how the result of
applying cluster-based local CAT changes with the increase of the iterations.
3.3 Results
Several experiments have been conducted to test the efficiency of the proposed extension
as discussed hereafter.
3.3.1 Protocol
We apply independently the color transformation and the local CAT algorithm to show
their impact on the color transfer (for both our style transfer method and its extension).
Then, we carry out all the steps of our HDR extension method (color transformation
plus local CAT) and compare the obtained results with results, obtained from a directly
applying our style transfer method to HDR images. Results are shown in figure 9.5.
Furthermore, we use a set of ten image pairs to obtain 10 HDR image results for
both our local LDR method (directly applied to HDR images) and its HDR extension. To
evaluate the efficiency of the proposed extension, an objective evaluation has been carried
out. The evaluation is performed on the ten image pairs for both the extended and the
original methods as explained in the following section.
3.3.2 Objective evaluation
There exists a perceptual metrics, called HDR-VDP-2 [113], for comparing two HDR
images. HDR-VDP-2 indicates the difference in the perceived luminance of both HDR
images and it is not reliable when it comes to computing the color similarity between the
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Figure 9.5 – Results obtained by applying our style-aware color transfer method [7] (with-
out any modifications) and its extension to HDR images. From left to right: results of
applying the color transformation without the local CAT as a final step; results of applying
local CAT in iterative manner (without color transformation); result of applying both color
transformation and local CAT. All images are displayed using the tone mapping operator
by Reinhard et al. [111].
two HDR images. Moreover, HDR-VDP-2 can only be used to compare the luminance
of the result with the luminance of the input image. However, we are mostly interested
in comparing the obtained results with the target images so that we can evaluate the qual-
ity of the proposed color transfer. Therefore, we evaluate the match in the color palettes
between the results and the target images in the LDR domain after tone mapping. To
evaluate how successful a color transfer is and whether it introduces structural artifacts
to the final result, we use two complimentary metrics, Bhattacharya coefficient [69] and
SSIM [68] respectively (we used a combination of these metrics for the objective evalu-
ation, presented in chapter 5). On one hand, we apply SSIM on the tone-mapped result
and the tone-mapped input image to measure the degree of artifacts in the final result.
On the other hand, we apply Bhattacharya coefficient to evaluate how close the color and
light distributions of the tone-mapped result are to those of the tone-mapped target image.
As the displayed result strongly depends on the tone mapping operator, two tone map-
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Figure 9.6 – Box-and-Whisker plots of both SSIM and Bhattacharya coefficient for results
obtained using our style-aware color transfer method (without modifications) and its HDR
extension.
ping operators, Reinhard et al.’s [111] and Durand et al.’s [8], are used in the evaluation.
Figure 9.6 presents the Box-and-Whisker plots of the SSIM and Bhattacharya coefficient
marginal distributions for each of the two methods (the original method and its HDR
extension) and for each of the two tone mapping operators.
The results obtained with the HDR extension preserve the structure of the input image.
In contrast, if we apply the original LDR method directly to HDR images, the degree of
artifacts caused by the color transfer (measured by the SSIM), increases. This analysis
holds for both tone-mapping operators [8,111] and moreover, it is supported by the results
in figure 9.5. The loss of structural details as well as the presence of artifacts (both caused
by the direct application of our style-aware method to HDR images) are visible in images
(d) and (f). Even more, they are clearly noticeable on an HDR display as well. In contrast,
the proposed HDR extension succeeds in preserving the structural details of the input
image, as results (a) and (b) show.
The results obtained with the HDR extension have significantly higher Bhattacharya
coefficients than the results obtained from directly applying our style transfer method to
HDR images (for both tone mapping operators). In comparison to the colors of image (d)
in figure 9.5, the colors of image (a) are much closer to the target color palette. Finally,
the cluster-based local CAT helps to better represent the target illuminant, which results
in a more accurate transfer of the target color and light (figure 9.5).
3.4 Is the proposed extension applicable to state-of-the-art
color transfer methods?
In the previous section, we detailed and analyzed the extension of our local style transfer
method [7] to the HDR domain. The proposed modifications serve as a basis for extending
state-of-the-art color transfer methods to HDR images. Depending on the used method,
we recommend different types of modifications, as shown in table 9.1.
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Method LDR domain HDR domain
Reinhard et al. [3] Global method Local method (Tai et al. [5])
Pitié et al. [60] CIE Lab hdr-CIELab
Bonneel et al. [6] Luminance-based clustering Log-luminance-based clustering
Tai et al. [5] lαβ lαβ-extended
Table 9.1 – General modifications for adapting color transfer methods to HDR images. The
column named LDR domain displays the steps of the corresponding methods which are














































[Tai et al., 2005]
Figure 9.7 – Results, obtained by applying state-of-the-art color transfer methods (directly,
without any modifications), and results, obtained with their extensions to HDR images.
Reinhard et al.’s tone mapping operator [111] is used to display the images.120
4. CONCLUSION
First, Reinhard et al.’s transformation is built upon the assumption that the image color
and light distributions can be fitted by a multivariate Gaussian distribution with a diago-
nal covariance matrix. This assumption does not hold in the HDR domain due to the high
luminance variations of HDR images. Therefore, there is a need to use more than one
parametric Gaussian model to fit the luminance distribution of the HDR images. Conse-
quently, to enhance the effect of the color transfer, we propose to carry out Reinhard et
al.’s method [3] in a cluster-based manner. We can either adopt luminance-based cluster-
ing (like in [6] and in our style transfer method for light-based style images [7]). Tai et
al. [5] have already proposed a local extension of Reinhard et al.’s global method using
luminance-based clustering. To this end, we extend Reinhard et al.’s method to the HDR
domain using Tai et al.’s local color transfer method. In this case, an extension to lαβ
color space is recommended for accommodating the high luminance range of HDR im-
ages. The extended lαβ color space should accommodate luminance values outside the
displayable luminance range.
Furthermore, following the modifications, presented in section 3.2, we replace CIE
Lab color space with its HDR extension (hdr-CIELab) in both Pitié et al.’s [60] and Bon-
neel et al.’s [6] methods. We recommend the clustering step of Bonneel et al.’s method to
be carried out on the logarithmic transformation of the absolute luminance rather than on
the L channel of hdr-CIELab.
Figure 9.7 shows results of a color transfer with and without the proposed modifica-
tions (using state-of-the-art color transfer methods). As hdr-CIELab predicts better than
CIE Lab the color gamut of HDR images, the reference color palette is well transferred to
the result for both Pitie et al.’s and Bonneel et al.’s extended methods. Furthermore, if we
apply Bonneel et al.’s color grading method directly to HDR images, visible artifacts are
observed. On the other hand, if we carry out the proposed modifications (regarding CIE
Lab color space and the clustering step) to the former method, the degree of artifacts is
lessened. This is a result of the more precise log-luminance-based clustering. Finally, as
expected, Tai et al.’s method accounts for the high luminance range in HDR images and
therefore, it yields more plausible results than Reinhard et al.’s method when applied to
HDR images.
4 Conclusion
In this chapter, we have presented extensions to state-of-the-art color transfer methods to
HDR images. The extensions include modifications of traditional color spaces as well as
of the clustering and the mapping steps in local methods. Moreover, we have introduced a
novel cluster-based chromatic adaptation transform which could be used as a standalone
color grading method. Experiments have proved that when applied, the extensions of the
methods yield more plausible results than the results obtained with the direct application
of the LDR methods to HDR images. However, there is a room for improvements. Our
experiments have shown the need to create a more precise color mapping between two
HDR images. Moreover, this chapter introduced modifications to already existing color
transfer methods to improve their applicability to the HDR domain. The development of
a special color transformation between HDR images is an interesting direction for further
improvement in the future. To this end, we consider that this chapter is an important first
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step towards bridging the gap between the color transfer domain and the HDR domain.
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10High-Dynamic-Range ImageRecovery from Flash and Non-Flash
Image Pairs
1 Introduction
In this chapter, we propose a method in which we use only two images to recover an HDR
image - a non-flash image, taken at a certain exposure value, and its corresponding flash
image. Our method can also be used for low-dynamic scenes to enhance the quality of a
non-flash image with the help of a flash image. Non-flash images represent the genuine
atmosphere of the original scene lighting. However, especially for images shot in dark
environments, the non-flash images are often noisy and lack important details (in under-
/over-exposed pixels). In contrast, flash images contain more details, but they do not
preserve the original scene lighting.
The first key idea behind our HDR image creation lies in mimicking the CRF by a
brightness function. The brightness function, used in our method, aims to represent the
human perception of a scene at various brightness levels. This corresponds to the main
purpose of digital cameras. Therefore, we assume that the CRF can be well-approximated
by our brightness function. To this end, we alter the brightness of a non-flash image by a
one-parameter-dependent gamma correction and yield a sequence of multiple brightness
images. To create an HDR image, we eventually need to recover the missing details of
the multiple brightness images (for which we recover no information by the brightness
correction).
The second key idea of our method consists in recovering these missing details by
using reliable information from the flash image. To retain the original ambience of the
scene while preserving the details of the flash image, we propose a novel bi-local chro-
matic adaptation transform (CAT). The bi-local CAT is directly applied to the flash image
in order to adapt its brightness to that of the non-flash image. As the non-flash bright-
ness is lower than the flash brightness, the bi-local CAT remaps the flash pixel values
into values, corresponding to lower brightness. Therefore, to allow for an increase of the
brightness dynamics and the contrast of the flash image, we carry out the bi-local CAT on
each of the multiple brightness images. That way, we obtain final multi-exposure images,
which we merge into an HDR image. We apply our method to dark environment scenes
with high dynamic range, for which the reach of the flash is significant.
The main contributions of the method, presented in this chapter, are fivefold:
 Automatic non-flash image brightness correction;
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 Bi-local CAT for automatic creation of multi-exposure images from only two im-
ages - flash and non-flash;
 Automatic recovery of HDR images from the computed multi-exposure images;
 Enhancement of a non-flash image using a flash image;
 Automatic removal of the soft shadows of the flash image as well as diminution of
flash reflections.
The advantages of our method over the classical multi-exposure methods are the fol-
lowing: 1) the number of images for obtaining an HDR image is reduced to two; 2) the
usage of a tripod is not required in the case when the flash and non-flash images can be
taken one after the other in a short period of time (therefore our method is suitable for
hand-held device applications); 3) ghosting artifacts and misalignment are brought to a
minimum. If a small misalignment between the two images occurs, our method is able to
overcome it.
Publication. The work, presented in this chapter, has been published in the follow-
ing paper: H. Hristova, O. Le Meur, R. Cozot, and K. Bouatouch, “High-dynamic-range
image recovery from flash and non-flash image pairs." The Visual Computer: Interna-
tional Journal of Computer Graphics 33.6-8 (2017): 725-735. Won Best Paper Award at
Computer Graphics International 2017, Yohohama, Japan.
2 Related works
The entire dynamic range of a real-world scene cannot be captured by today’s camera
sensors. That is why, digital images of scenes with high-dynamic luminance range, are
either under- or over-exposed. The classical technique for obtaining a high-dynamic
range image without under-/over-exposed regions uses a set of images, taken at various
exposure settings [114, 115]. Debevec et al. [114] first exploit the reciprocity property
of imaging systems to construct the response curve of multi-exposure images and to re-
cover their HDR radiance map. Reversely, Mann et al. [115] compute a floating-point
image as a representation of an “undigital" image with an extended dynamic range, with-
out any prior knowledge about the response curve of the imaging device. The floating
point HDR image is yet again computed from a set of multi-exposure images. The gen-
eral concept of using multi-exposure images for creating HDR images is highly exploited
in today’s photography. However, this approach has several main drawbacks, including
possible image misalignment and ghosting for scenes with moving objects. To this end,
there exists a number of techniques, designed to handle misalignment and ghosting arti-
facts [116], [117], [118], [119].
To overcome the main limitations of multi-exposure methods, Tocci et al. [120] pro-
pose an optical architecture which automatically captures three optically-aligned images
at different exposures by splitting the light from a single lens and focusing it onto high,
medium and low exposure imaging sensors. However, the proposed optical advancement
is not available for massive use and its construction is costly. In contrast, other meth-
ods use a single-coded image to recover per-pixel exposures [121, 122]. They rely on a
spatially varying optical mask on the sensor, giving different exposures to adjacent pix-
els. The coded exposures are mapped to an HDR image using reconstruction techniques,





































Figure 10.1 – Main flowchart. In the noise removal step (blue boxes), we denoise the
two input images. The brightness correction computes a sequence of multiple brightness
images. Then, for each of the images in this sequence, we apply the bi-local CAT N times
(by using the flash image) and we obtain the final multi-exposure images. They are merged
into an HDR image in the last step (in red).
els [123], and the recently proposed sparse reconstruction, based on convolution sparse
coding [124]. However, such reconstructions are computationally costly: they require
hardware modification and they can introduce artifacts if the mask is regular and a simple
interpolation is used.
Furthermore, a new method for image brightening from a single image, using stan-
dard digital cameras, has been recently introduced [125]. Li et al. create three virtually
exposed images from a single image by increasing the brightness of the under-exposed
regions. The brightness increase is carried out by a non-decreasing function in a newly
designed “simplified" CIE Lab color space. Unlike our method, Li et al.’s method does
not explicitly compute and modify the brightness of the original image. It is used to
brighten dark objects in outdoor scenes as well as to create a tone-mapped version of an
HDR image by fusing the three virtual exposures. A brightening approach from a single
image would not give plausible results if the input image contains a significant number
of under-/over-exposed pixels, for which no information can be recovered from a single
image.
Furthermore, Mertens et al. [126] propose an exposure fusion, which merges a se-
quence of multi-exposure images into an image with extended luminance range, which
can be directly displayed on an LDR screen (a tone-mapped image). The fusion is guided
by series of metrics which ensure that only the well-exposed values of each exposure
image are kept in the result. Unlike the exposure fusion, which combines several multi-
exposure images into one enhanced image, two other methods introduce image enhance-
ment techniques for flash photography, relying on only two images. The methods
in [127, 128] exploit the properties of flash and non-flash image pairs for dark environ-
ments. They combine the non-flash ambient light with the details from the flash image
using a bilateral-filter-based image decomposition. That way, they enhance the quality of
the non-flash image. Unlike the HDR imagery, which provides a number of LDR out-
comes (tone mappers), the methods in [127, 128] generate a single LDR image, which
cannot be extended to an HDR image. Other methods also take two differently exposed
images as an input. The method in [129] is applied between blurred and noisy image pairs
for the purpose of image deblurring, whereas the methods in [130, 131] take differently
exposed subsequent frames from a video sequence to reconstruct an HDR video.
Matsuoka et al. [132] also exploit the properties of the flash image, this time in the
context of HDR imagery. To construct an HDR image, the authors integrate a sequence of
multi-exposure images in the wavelet domain. Before merging the multi-exposure images,
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two steps are performed. First, the flash image is used to find an alpha mask of shadow
regions of the long exposure image. Second, a noise removal technique, guided by the
flash image, is applied to denoise these shadow regions. Unlike our method, Matsuoka
et al.’s method does not explicitly involve the flash image into the creation of the HDR
image (no flash image information is transferred into the final HDR image). Furthermore,
similarly to multi-exposure methods, Matsuoka et al.’s method requires a tripod to shoot
the multi-exposure images and it is suitable only for static scenes.
3 Our method
In the present section, we introduce our method for computing an HDR image from two
images - a flash image F and a non-flash image E0. Figure 10.1 illustrates the main
flowchart of our method. The proposed method starts with a noise removal step, yielding
free of noise flash and non-flash images. The brightness of the noise-free non-flash image
is then modified during a brightness correction step, at the end of which we obtain a
sequence of multiple brightness images. The images in this sequence often contain
under-/over-exposed pixels, i.e. lack scene details. In the next step, an iterative bi-local
CAT, the missing details are recovered using information from the noise-free flash image.
That way, we generate a final sequence of multi-exposure images, which we then merge
together into an HDR image.
3.1 Noise removal
Our method starts by denoising the flash and non-flash images. Even though the flash
image is considered a reliable image, containing no/very little noise, the flash may intro-
duce grainy noise. Therefore, we apply a bilateral filter with a small kernel size on the
flash image to handle any possible noise. The bilateral filter behaves well for a well-lit
images, such as flash images. In contrast, for images shot in dark environments without
a flash, experiments show that the guided filter [133] performs better than both bilateral
and cross-bilateral filters [8, 127]. Therefore, we apply the guided filter to denoise the
non-flash image.
3.2 Brightness gamma correction
Creating an HDR image from multi-exposure images requires a knowledge of the CRF.
Several methods for recovering the CRF exist [114, 115]. They recover the CRF up to a
scale factor from at least two multi-exposure images. Once recovered, the CRF could be
used to compute multi-exposure images from a single image.
To simplify the process of creating multi-exposure images, we no longer use prior
knowledge about the CRF. Instead, we mimic the CRF by a brightness function. The
brightness, which is one of the absolute color appearance attributes, is fundamental for
our approach. It describes the intensity of the light source and its sensation depends
on the adaptation to the scene light source. Furthermore, it varies with the environment
(dark, dim, bright, etc.). A key advantage of the brightness over other color appearance
attributes, such as lightness, is its unbounded range.
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We compute the brightness Q0 of the non-flash image E0 using CIECAM02 [10]. The
brightness Q0 is modified using a gamma correction function, where gamma is derived
from a brightness dependent parameter p. By varying this parameter, we obtain multiple
brightness images Ep. Their brightness Qp is computed using the gamma correction,
proposed by Bist et al. [134]:
Qp = Q
γ(p)






The gamma value γ(p) is obtained as a function of the correction parameter p and the
maximum brightness Qmax of the non-flash image E0. The parameter p is expressed in
terms of Qmax. Therefore, we either increase (for p ≤ Qmax) or decrease (for p > Qmax)
the brightness of the non-flash image E0 to obtain each brightness exposure image Ep.




Figure 10.2 – Images (a), (b) and (c) are obtained with a bi-local CAT, a local iCAM CAT
and a local CAT, discussed in [7], respectively. The highly contrasting areas of the non-flash
image can not be well-represented by a global illuminant and this is the main reason for the
local CATs to fail when used in the context of flash/non-flash photography.
3.3 Iterative bi-local CAT
The brightness gamma correction, presented in the previous subsection, does not intro-
duce new information and therefore, details in the under-/over-exposed areas of the non-
flash image E0 cannot be recovered. To tackle the limitations of using a single image for
the recovery of an HDR image, we consider an extra image - the flash image F . This
image can easily be taken alongside the non-flash image in less than one second and con-
tains reliable information about the shadows of the non-flash image as well as more scene
details.
We propose a novel CAT, which carries out a transformation of the flash image F with
respect to each image Ep. This transformation, that we call bi-local CAT, aims to adapt
the colors of the image F to those of the image Ep as well as to remove the impact of the
flash on the original scene lighting, while preserving the details of the image F (except for
the flash shadows and reflections). Compared to previous works [127, 128], our method
allows for an advanced combination of flash/non-flash light, color and detail, and at the
same time is robust to small misalignment, flash shadows and reflections.
The bi-local CAT extends the local CAT, presented in the iCAM [21, 103]. The local
iCAM CAT would compute a global illuminant for the image Ep and would locally adapt
the colors of the flash image F to this illuminant. However, the wide luminance range
of the image Ep, varying from pure black to pure white, cannot be correctly described
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by a single illuminant. To transfer the high contrast areas of the image Ep onto the flash
image F , the bi-local CAT computes a local representation of the illuminant of the image
Ep, instead of a global one, as well as a local representation of the illuminant of the flash
image F . Like standard CATs [10, 21], the bi-local CAT starts by converting the RGB
stimuli of both images F and Ep into spectrally sharpened RGB signals [10]. Then, we
apply the von Kries normalization pixel-wise to convert the spectrally sharpened RGB

































w ) are pixels from low-pass versions
of the images Ep and F respectively (more details in the following paragraph). The adap-
tation factor D is given as follows [10, 21]:










where the scalar LA is the adapting luminance and S is the surrounding factor, equal
1 in our method (as we carry out an adaptation of the colors of the flash image, and
therefore, the surround is considered average). We use a coefficient K = 1 to perform a
full adaptation.
The von Kries normalization in equations (10.2), (10.3) and (10.4) computes the per-










w ), called white
images (following the notation in [10]). So far, the von Kries normalization has been
carried out either globally [20], in which case the white images boil down to white points,
or locally between a single-point illuminant and a white image [7, 21] (more details are
presented in part 2). To the best of our knowledge, a CAT has never been applied in a bi-
local context. Figure 10.2 shows the advantage of the bi-local CAT over two local CATs
for the purposes of this chapter.
The white images are computed directly from the flash image F and the image Ep as
follows.
 The flash white image is computed by applying the guided filter. We observed
that in our context the guided filter outperforms Gaussian and bilateral filters. Ex-
periments show that Gaussian filter fails to transfer properly the shadows of the
image Ep, introducing brand new shadow regions. Moreover, the bilateral filter
introduces a lot of visible halo artifacts around the edges. In contrast, the guided fil-
ter suppresses the presence of such halo artifacts, preserves the shadow boundaries
of the image Ep and robustly sharpens the details of the flash image, as shown in
figure 10.3.
 The white image of the image Ep is the image Ep itself. The image Ep is obtained
from the image E0, to which we have applied the guided filter.
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(a) flash (b) (c) (d)
Figure 10.3 – Image (a) is a brightness image Ep, for which p = 0.86Qmax. Images (b),
(c) and (d) are results of applying our iterative bi-local CAT between image (a) and the flash
image by using respectively a guided filter, a bilateral filter and Gaussian filter for obtaining
the white image of image (a).
When applied iteratively, the bi-local CAT robustly adapts the colors of the image F
to the colors of the image Ep and progressively removes flash shadows and reflections.





biCAT (F,Ep), if t = 1;
biCAT (F pt−1, Ep), if t ∈ [2, N ].
(10.6)
During the first iteration (t = 1), we carry out the bi-local CAT between the images F
and Ep. For the following iterations, we perform the bi-local CAT between the result
from the previous iteration F pt−1 and the image Ep. After N iterations, we obtain the final
exposure image F pN . During each iteration t, the flash white image is recomputed from
the result F pt−1, whereas the white image of the image Ep remains unchanged. The two
main properties of the iterative bi-local CAT are discussed hereafter.
Property 1: Darkening. When the ratio of the white images is less than 1, i.e.
IEpw /I
F tp
w < 1, where I stands for R, G and B channels, the bi-local CAT darkens the flash
image F (left-hand plot in figure 10.4). As the white image of the image F is recomputed
iteratively, the pixels of the flash image will keep decreasing until reaching an iteration
k, for which the white image ratio becomes close to 1 (because the values (Rc, Gc, Bc)
remain unchanged after the iteration k, see equations (10.2), (10.3) and (10.4)). To re-
cover information in the under-exposed regions of the brightness multi-exposures, the
maximum number of iterations does not have to exceed k. However, it still needs to be
big enough for the bi-local CAT to transfer the scene ambience and remove flash shad-
ows and reflections. More information on the optimal number of iterations is presented in
section 3.5.
Property 2: Brightening. When the ratio of white images is greater than 1, i.e.
IEpw /I
F pt
w > 1, the bi-local CAT brightens the flash image (left-hand plot in figure 10.4).
The pixel values of the flash image will keep increasing until reaching an iteration l, for
which the white image ratio becomes close to 1. After the iteration l, the values of the
flash image remain unchanged.
These two properties reveal the ability of the bi-local CAT to increase the dynamic
range of the flash image F (by both darkening and brightening). They also reveal the
importance of the brightness correction step in our algorithm. If we applied the iterative
bi-local CAT only between the flash and the non-flash images (without computing mul-
tiple brightness images), we would progressively darken the values of the result F pt by
shifting its histogram to the left (right-hand plot in figure 10.4). In this case, the final
result would represent the brightness of the non-flash image E0 rather than the brightness
of the scene. In contrast, once we obtain the sequence of multiple brightness images and
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Figure 10.4 – The left-hand plot shows luminance histograms of a flash image (in green)
and results F pt . The bi-local CAT progressively darkens and brightens F
p
t , extending its
range and contrast. The right-hand plot shows the influence of the parameter p on the
transformation of F pt for t = 8. The smaller the value of p, the brighter the result F
p
t and the
lesser the under-/over-exposed pixels. When p = Qmax, i.e. the result F
p
t is identical to the
non-flash image, no brightening is performed (the flash pixels are progressively darkened).
perform the bi-local CAT, the histogram of the result F pt is shifted both to the left and to
the right (we darken the pixels in the shadows and brighten the ones in the highlights).
3.4 Image fusion
The bi-local CAT yields a sequence of multi-exposure images, which are then merged
together to recover an HDR image. We use Debevec et al.’s fusion method [114], which
relies on a CRF estimation. In our method, we estimate the CRF from the final multi-
exposure images.
Additionally, we compute the real CRF from a sequence of real multi-exposure im-
ages to verify whether or not the CRF, used in our method, is similar to the real one.
Figure 10.5 presents plots of the CRF, computed from final multi-exposure images, and
the real CRF. We observe that the CRF, used in our method, approximates well the real
CRF. This conclusion is based on several experiments, involving various real image sets.
Figure 10.5 shows also the CRF, computed from the multiple brightness images. The
CRF, estimated after the iterative bi-local CAT, is more accurate than the CRF, estimated
after the brightness correction. This reveals a key advantage of our method over methods,
based only on a brightness correction.
3.5 Choice of optimal values of p and N
The efficiency of our method greatly depends on the parameter p, used in the brightness
correction step. We analyze which values of p allow to compute a plausible approximation
of the real CRF.
First, for every iteration t ∈ [1, 10] of the bi-local CAT, we compute multi-exposure
images by using each value of p from the set {(0.6+0.1i)Qmax}39i=0 (for a total of 400 final
multi-exposure images). Experiments showed that values of p lower than 0.6×Qmax result
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Figure 10.5 – The CRF, computed after the bi-local CAT, is highly accurate for exposure
values less than 0 but tends to overestimate the luma for positive exposure values. This
overestimation is due to the use of a flash image, which successfully captures details in
shadows but may not manage to represent all the finest details, belonging to a light source
(see figure 10.8).
in over-exposure of the majority of pixels in the result and therefore, we exclude them.
Second, we compute the structural similarity metrics (SSIM) [68] between each of the 400
multi-exposure images and each of several real multi-exposure images of the same scene
(taken manually by a professional photographer). We observe a clearly defined peak,
optimizing the SSIM value for each iteration t (figure 10.6). The peaks for all iterations t
(per real multi-exposure image) correspond to the same p, which remains unchanged for
all the different sets of real multi-exposure images, for which we performed this analysis.
These sets of images were taken with two different types of cameras. Therefore, the value
of p is also independent of the choice of camera. The value of p depends only on the
exposure of the real multi-exposure image, but at the same time, it is insensitive to the
choice of an exposure for the non-flash image.
We have experimentally derived the value pi of the i
th final multi-exposure image as
a function of Qmax and the image index i, i ∈ {1, . . . ,M}:
pi =
(




where C is a constant, which has experimentally been set to 0.7. The sign S is either
equal to 1 for an increase of the non-flash brightness Q0, or equal to -1 for a brightness
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Figure 10.6 – Plots (a) and (b) represent the SSIM scores (on the Y axis) between a real
multi-exposure image and each of 400 multi-exposure images, obtained with our method.
The 400 images are computed for each iteration t ∈ [1, 10] and each value of the parameter
p, indexed by j ∈ [0, 39]. The X axis of each plot represents the numberm ∈ [1, 400] of the
final multi-exposure images, where m = t× j. Each number m corresponds to an iteration
t and a value of p. The curves in each plot correspond to the different iterations t. We find a
clearly defined peak per iteration (circled in blue), optimizing the SSIM score. The highest
value of p per curve (iteration) is circled in red, whereas the lowest value is circled in purple
(analogically for the plot (b), where we give an example only for the forth iteration).
decrease. We have experimentally found out that the use of M = 6 final multi-exposure
images (out of which one is the non-flash image) helps generate HDR images, close to the
ground truth. Our experiments have indicated that the exposure value Xi of the i
th final
multi-exposure image can be expressed as Xi = X0 + S × i, where X0 is the exposure
of the image E0. The final multi-exposure images together with the computed exposure
values allow to recover plausible HDR images.
In our experiments, the maximum SSIM score was reached at the eighth iteration. We
therefore chose to perform N = 8 iterations of the bi-local CAT.
4 Results and evaluation
In the this section, we present our HDR results and we evaluate their similarity to the
ground truth.
Experimental set up. We have built a data set of images of real-world scenes, consist-
ing of flash and non-flash images and real multi-exposure images. The flash and non-flash
images were taken in a short period of time (less than one second) and were used to com-
pute the results, shown in this chapter. Additionally, we took real multi-exposure images
to recover a real HDR image per scene. A professional photographer has chosen the best
exposure values in order to capture the finest details in the shadows and the highlights. To
make the real HDR images representative of the ground truth, we used a tripod to avoid
misalignment during the shooting process. We compare our results to the ground truth in
the evaluation part of this section.
Recommendations for the choice of non-flash images. In our method, we choose
the non-flash image E0 to be the lowest exposed image with less than 5% black pixels.
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non-flash
flash
real HDR our result HDR-VDP-2
Dynamic range histograms
false colors false colors
-6 13 -6 13
Figure 10.7 – The real HDR image is computed by merging 5 real multi-exposure images.
Our method produces an HDR image, the dynamic range of which is similar to that of the
real HDR image (with a number of f-stops equal to 13). Moreover, the log2 luminance
histograms show a similarity between the luminance distributions of our result and the real
HDR image.
Despite the fact that the iterative bi-local CAT is able to recover the missing details in
black pixel regions, in the case when the percentage of black pixels exceeds 5%, the non-
flash image becomes too low-exposed and noisy. This results in a trade-off between the
fidelity of the result and the successful noise removal when applying our method. The
noisier the image, the bigger the kernel size of the guided filter and the greater the loss of
details. The non-flash image E0 may not be the lowest exposed image for a given scene,
however, its exposure time is still significantly short to allow for the flash and non-flash
images to be taken subsequently without the use of a tripod.
Evaluation. Figure 10.7 presents an HDR result, obtained with our method, as well
as a real HDR image of the scene. To evaluate the similarity between our HDR result
and the real HDR image, we compute their luminance histograms (figure 10.7). Our
method recovers the dynamic range of the real HDR images in our data set (resulting
in the same number of f-stops as the real HDR images). The luminance distribution of
our results is strongly correlated with the ground truth luminance. Moreover, we adopt
the perceptual metrics HDR-VDP-2 [113] to visualize the perceptual difference between
our HDR results and the ground truth. Red regions in the HDR-VDP-2 color-coded map
indicate deviations from the ground-truth luminance. The color-coded maps in figure 10.7
reveal an overall high perceptual similarity between our result and the ground truth.
The real HDR images aim to represent the ground truth by merging a number of multi-
exposure images. The more multi-exposure images we merge, the closer the HDR image
is to the real-world scene. To show how close our results are to the ground truth, in fig-
ure 10.8 we compare them to several HDR images, obtained by combining 2, 3 and 5 real
multi-exposure images. The HDR-VDP-2 metrics indicates that our HDR result is visu-
ally similar to the HDR image, computed from 5 real multi-exposure images. Moreover,
the log2 luminance distribution of our HDR image is highly correlated with that of the
real HDR image, obtained from 5 real multi-exposure images. In this sense, our result
is closer to the ground truth than the HDR images, recovered by merging 2 and 3 real
multi-exposure images.
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our HDR (a) (d)(b) (c)
Dynamic range histograms Dynamic range histograms Dynamic range histograms Dynamic range histograms
HDR-VDP-2 HDR-VDP-2 HDR-VDP-2 HDR-VDP-2
Figure 10.8 – Our HDR result is compared to four real HDR images, computed from 2
consequent, 2 non-consequent, 3 and 5 real multi-exposure images (images (a), (b), (c) and
(d) respectively). The log2 luminance distribution of our result is similar to that of the HDR
image, obtained by merging 5 real exposure images. The similarity is also reflected in the
HDR-VDP-2 color maps. As the merge of 5 multi-exposure images represents better the
ground truth than the merge of either 2 or 3 multi-exposure images, our method performs
better than the classical multi-exposure methods, merging 2 and 3 multi-exposure images.
real HDRour HDR HDR-VDP-2non-flash flash (a) (b)
(a) (b)
false color false color
-9 13 -9 13
Figure 10.9 – Result of applying our method to dark environment scenes with high dynamic
range. Our method is able to recover most of the scene dynamics, as shown in the false color
images. Snippets (a) and (b) visualize the most significant perceptual difference (indicated
also by HDR-VDP-2) between the two HDR images. Our method recovers fine details
from the flash image (the DVD labels), whereas the multi-exposure approach causes noise.
Moreover, our method avoids the presence of ghosting artifacts like those in the real HDR
image (the tree branches).
Despite the similarity with HDR images, computed from 5 real multi-exposure im-
ages, our results may differ from real HDR images at shadow areas. While adapting to
the colors of the image Ep, our bi-local CAT preserves the details of the flash image in the
shadows of the result. Reversely, taking low-exposures images in dark environments may
cause noise in the shadows and compromise the integrity of the real HDR image. Fig-
ure 10.9 illustrates a key property of our method, i.e. the detail recovery. Our HDR image
preserves the DVD labels in the shadows of the scene, unlike the HDR image, obtained
from 5 real multi-exposures.
The main advantage of our method over the multi-exposure approach is illustrated
in figure 10.10. The flash and non-flash images, shown in the figure, were taken with a
hand-held camera, imitating a typical user case. Our method successfully recovers HDR
images of non-still (slow moving) objects (such as people, posing for portraits) and avoids
ghosting artifacts.
Finally, another advantage of our method consists of an automatic removal of soft
shadows from the flash image, carried out by the bi-local CAT. If the flash image contains
shadows, created by the flash, there is a risk that they will appear in the final result F pN
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Figure 10.10 – Image (a) presents our result. All under-exposed pixels (below a threshold)
of the non-flash image are shown in white in image (b). The under-exposed pixels are
recovered in image (a) with the use of our iterative bi-local CAT. The flash and the non-
flash images were taken with a hand-held camera, resulting in a small misalignment (the
green circles). The misalignment is correctly handled by our bi-local CAT.
flashnon-flash our HDR
Figure 10.11 – The flash shadows and reflections from the flash image have been automat-
ically removed by our method.
(and if they do, the result would look unnatural). It turns out, though, that 8 iterations of
our bi-local CAT are enough to completely remove soft shadows from our HDR result, as
illustrated in figure 10.11. Our method also reduces reflections, caused by the flash.
Non-flash image enhancement. Our method can be used in the context of non-flash
image enhancement. We increase the quality of a non-flash image in terms of detail re-
covery and scene illumination enhancement, as shown in figure 10.12.
Given flash and non-flash images, we automatically recover an HDR image and then
we use various tone-mapping operators to visualize it on an LDR screen. Figure 10.13
shows a comparison between our method and two state-of-the-art methods, all used in the
context of non-flash image enhancement. Mertens et al. [126] fail to properly combine the
flash and non-flash images, because the flash image is already well-exposed. Eisemann at
al. [127] produce a single image as an outcome of their method. In contrast, our method
provides a number of enhanced images, each resulting from a different tone-mapping
operator.
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Figure 10.12 – Non-flash image quality enhancement. The gamma correction of the non-
flash image reveals the missing details on the top-right and lower-right corners. These




Figure 10.13 – Images (a) and (b) are our results, obtained respectively by fusing the final
multi-exposure images (with the method in [126]), and by using the tone-mapper in [9] on
the reconstructed HDR image. Image (c) is Eisemann et al.’s result [127], whereas image
(d) is Mertens et al.’s result [126]. The flash and non-flash images are courtesy of [127].
As a remark, Eisemann et al. [127] combine flash details and non-flash lighting using
two-parameter-dependent bilateral filter in order to enhance the quality of the non-flash
image. Before merging the two input images, the authors increase the contrast of the non-
flash image. However, this increase appears random. In contrast, we model the increase
of the brightness of the non-flash image by a gamma curve. The use of such a model is
beneficial for obtaining naturally looking results.
non-flash our HDR Li and Zheng
Figure 10.14 – Our tone-mapped HDR result is obtained directly from the non-flash image
(courtesy of [125]). In the case of outdoor scenes, our method boils down to a single image
brightening. Li et al. [125] have previously proposed a single-image-based brightening
algorithm. The result of their fusion is presented in the third image.
Limitations. Our method uses flash/non-flash image pairs to acquire the dynamic
range of real-world scenes. Due to the limited reach of the flash of today’s cameras, our
method is not suitable for outdoor scenes. However, in the case of outdoor scenes, con-
taining reliable information in the shadows, we can apply the first step of our algorithm,
the brightness correction, and that way, we are able to obtain an HDR image, as shown
in figure 10.14. Although our method is not specially designed for handling HDR image
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creation from a single image, our brightening step performs fairly, compared to the single
image brightening, proposed in [125]. Our method is able to represent the dynamic range
of the outdoor scene by modifying the brightness of the non-flash image, as illustrated by
the tone-mapped HDR image in figure 10.14. On the other hand, Li et al.’s fusion method
captures better the vividness of the scene.
5 Conclusion
In this chapter, we have proposed a novel method for creating HDR images, relying on
only two images as an input - flash and non-flash images. We have automatically com-
puted multiple exposure images by brightening the non-flash image and bi-locally adapt-
ing the colors of the flash image to the brightened non-flash image. By merging the
so-computed multi-exposure images we have created HDR images. Our HDR results are
similar to the HDR images obtained by merging five manually taken multi-exposure im-
ages. Our method is very efficient for the challenging dark environment scenes, which
often contain noise and lack reliable information. Moreover, our method can be applied
in the context of non-flash image enhancement and in comparison with existing methods,
it provides various enhancement options. Due to the limited reach of the flash, our method
is not robust for outdoor scenes, which are left for future work.
Furthermore, in this chapter, we introduced our novel CAT method, i.e. the bi-local
CAT, and demonstrated its potential. When applied in the context of flash/non-flash image
editing, the bi-local CAT successfully recovers details from the flash image, transfers non-
flash image shadows and removes flash shadows and reflections. In the following part,
we exploit the potential of the bi-local CAT for various example-guided applications,
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In the previous part, we introduced two new CAT algorithms, i.e. the cluster-based lo-
cal CAT and the bi-local CAT. The cluster-based local CAT is an extension to our local
CAT [7] for HDR images. It help adapt the colors of an HDR image to the illuminant of
another HDR image. The cluster-based local CAT is applied directly to the HDR domain.
In contrast, the bi-local CAT is applied between two LDR images (of the same scene) and
it helps recover an HDR image from these LDR images (chapter 10). When we perform
the bi-local CAT between flash and non-flash images (of the same scene), we recover fine
details from the flash image without compromising the ambience of the original scene
(i.e. the non-flash lighting).
In this part, we exploit the potential of the bi-local CAT for various image editing ap-
plications such as image de-noising, image de-blurring, texture transfer, etc. We propose
a novel guidance-based filter in which we embed the bi-local CAT, as presented in chap-
ter 11. The proposed filter performs as good as (and for certain applications even better







Many image processing applications require image smoothing techniques for noise re-
duction. Classical filters, such as Gaussian filter and median filter, often blur edges in the
smoothing process. Edge-preserving filters like the bilateral filter [8] also experience a
trade-off between the noise removal and the image integrity, as they use a single image to
build their kernel.
In contrast, guidance-based filters incorporate additional information into the filtering
process through the use of a guidance image. The guidance image, which is often a noise-
free sharp image, is used explicitly in the estimation of the filter kernel. That way, the
smoothing of the input image is carried out more efficiently and the amount of information
loss is reduced. The guidance-based filters are commonly applied for example-based noise
reduction [127, 128, 133], depth-map filtering [135], image matting [133], etc.
Local optimizations in the guidance-based filters may concentrate blur around sharp
edges and cause a decrease in the sharpness of the output image. The guidance-based
filters may compromise the input lighting atmosphere by smoothing down input reflec-
tions. Furthermore, they do not recover details from the guidance image, which limits
their applicability to texture transfer and detail enhancement.
To tackle some of the limitations of the guidance-based filters, we present a new guid-
ance filter, based on color appearance and color perception [10]. Our filter carries out a
patch-wise linear transformation between an input image and a guidance image. In prac-
tice, this linear transformation adds details from the guidance image to a low-pass version
of the input image. The amount of added details is controlled by a scaling coefficient
in which we embed our new bi-local CAT, presented in chapter 10. The bi-local CAT
strongly contributes to preserving input scene details such as input reflections. Along
with preserving the input scene ambience, the embedded bi-local CAT plays a major role
in transferring details from the guidance image.
In comparison to existing guidance-based filters, our CAT-based filter provides so-
lutions to various digital imaging problems. In this chapter, we address several image
processing applications, i.e. image denoising, texture transfer, detail enhancement with
near-to-infrared (NIR) images, image deblurring, mask refinement and skin beautifica-
tion. Our results compare fairly to results from state-of-the-art methods. Furthermore,
our filter outperforms existing guidance-based filters in terms of image sharpness, detail
enhancement and preservation of the input lighting.
The rest of the chapter is organized as follows. Existing guidance-based filters along
with their advantages and limitations are discussed in section 2. Section 3 introduces our
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Table 11.1 – Notations. Ω denotes the set of spatial coordinates of the input, guidance and
output images.
Notation Definition
p : Ω ⊂ R2 → Rm input image
g : Ω ⊂ R2 → Rn guidance image
q : Ω ⊂ R2 → Rm output image
J ∈ {p, g,q} p, g or q
N resolution of J
Ji i
th pixel of J (i = {1, . . . , N})
Jc cth channel of J (c = {1, 2, 3})
JW
white image (low-pass version)
of J
JW (c) cth channel of JW
ωk
kth image patch (window) of a
given size
µJk mean vector of J in the patch ωk
CAT-based guidance filter. Applications and results are presented in section 5. Finally,
the last section concludes the chapter.
2 Related work
In the following section, we present guidance-based image filters and we discuss their ob-
jectives and functionalities as well as their limitations. The input of guidance-based filters
consists of an input image p and a guidance image g. The main goal of guidance-based
filters is to filter the input image p using information from the guidance g. Depending
on how the information of g is incorporated into the filtering process, the guidance-based
filters can be classified into two categories: convolution-based guidance filters and model-
based guidance filters. Notations, used in rest of the chapter, are given in table 11.1.
2.1 Convolution-based guidance filters
Convolution-based guidance filters compute an output image q in a patch-wise manner.
Each pixel qk of the output image q is computed as a weighted mean of its neighboring





The weights wkj are defined as functions of the guidance g. Hereafter we present two




Definition. The cross-bilateral filter [127] (introduced as joint bilateral filter in [128])

























The vector xi consists of the spatial coordinates of the i
th pixel. The standard deviations
σr and σc control respectively the spatial and the color similarities between the pixels.
The coefficient Ck is a normalizing coefficient, ensuring that
∑
j∈ωk wkj = 1.
The weights of the cross-bilateral filter depend on the guidance image g and not on the
input image p like in the bilateral filter [8], as shown in equation 11.2. If the input image p
and the guidance g are identical, the cross-bilateral filter boils down to the bilateral filter.
When used for denoising, the bilateral filter presents a trade-off between the integrity of
the results and the noise removal, as the weights wkj depend on the input image. In
contrast, the cross-bilateral filter robustly denoises a noisy input image using a sharp
noise-free image as a guidance. The cross-bilateral filter can also be used in the context of
depth refinement for filtering a corrupted depth map with the use of an RGB image [135].
Limitations. Hereafter, we discuss several limitations of the cross-bilateral filter:
1. The cross-bilateral filter may cause the appearance of gradient reversal artifacts
around the edges of the results, as illustrated in [133].
2. The cross-bilateral filter cannot recover details from the guidance, as the output is a
weighted mean of the input image (equation 11.1). To this end, the filter is mainly
applied in the context of image denoising.
2.1.2 Rolling guidance filter
The rolling guidance filter [136] is an iterative filtering approach, which uses a dynamic
guidance image to filter the input image p. The initial guidance image g(0) is computed by
applying Gaussian filter to the input image p. During each iteration k, the outcome q(k)
is obtained with the cross-bilateral filter given the input image p and the outcome q(k−1),
resulting from the previous iteration (i.e. q(k−1) becomes the guidance image g(k)). The
rolling guidance filter is suitable for a number of applications, e.g. texture removal and
separation, image abstraction, gradient detection, etc. However, as the guidance image in
the rolling filter depends on the input image p, the rolling filter has a limited impact on
applications such as texture transfer, image denoising, non-flash image enhancement, etc.
2.2 Model-based guidance filters
Model-based guidance filters assume the existence of a parametric model between the
output q and the guidance g. In the following sections, we discuss the models, used in
the guided filter, the weighted guided filter and several distribution-based transformations
between p and q.
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2.2.1 Guided filter
Definition. The guided filter assumes that there exists a linear model between patches of
the output q and the guidance g. This assumption is supported by observations in [133],
showing that the color distribution of image patches forms a line in the RGB space.
The color line model [137] has previously been adopted for the purposes of image mat-
ting [138], image denoising [139] and super resolution [140].
Rather than computing a weighted mean of the input pixels in a patch, like in the cross-
bilateral filter, the guided filter builds a linear model between corresponding patches of
the guidance g and the output q as follows:
qci = a
T
k gi + bk, (11.3)
where the scalar qci stands for one of the three channel values of the output pixel qi, the
coefficient ak is a vector and the coefficient bk is a scalar. The linear coefficients ak and
bk are determined by minimizing the sum of quadratic errors between the channel values
pcj and q
c
j , belonging to each window ωk, centered at pixel pk:









(pcj − (aTk gj + bk))2 + ǫ ‖ak‖2
)
,
where the regularization term ǫ ‖ak‖2 prevents ak from becoming too big. By assuming





2 is normally distributed, the solution for the
linear coefficients ak and bk is given by linear regression. Both coefficients, the vector
âk and the scalar b̂k, are determined for each input channel p
c and for each window ωk,
centered at pk:
âk = (Σk + ǫU)
−1 cov(pck, gk) (11.5)
b̂k = µpc
k
− âTk µgk , (11.6)
where cov(pck, gk) is a vector, consisting of the covariances in the window ωk between the
input channel pc and each channel of g. The matrix Σk is the covariance matrix of g in ωk,
whereas U is the identity matrix. The scalar value µpc
k
is the mean of pc in ωk, whereas
the vector µgk is the mean of g in ωk. The parameter ǫ determines which edges shall be
smoothed and which shall be preserved. Patches with variance less than ǫ are smoothed,
whereas those with variance higher than ǫ are preserved.
The final coefficients āi and b̄i, used to compute the output channel value q
c
i , are
obtained by averaging the values of âk and b̂k for all the windows ωk, covering the input
pixel pi. Once the final coefficients āi and b̄i are determined, the pixels of the output
image q are computed using the affine transform, given in equation 11.3.
The guided filter is mainly applied for image denoising, image sharpening and image
feathering [133]. The guided filter avoids gradient reversal artifacts (unlike the cross-
bilateral filter) and it keeps the image edges intact. From equation 11.3 we derive: ∇qci =
aTk∇gi, which shows that the guided filter preserves the gradient of the guidance image.
Limitations. Despite the benefits of the guided filter in many image processing appli-
cations, the guided filter has several main drawbacks, as discussed hereafter:
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inputguidance r = 4 r = 8 r = 16 r = 32
Figure 11.1 – Four results of applying guided filter in the context of image denoising. The
increase of the window size r influences the integrity of the output: the shadow boundaries
change, the illumination is flattened (which decreases the contrast), the input light reflec-
tions are smoothed, i.e. the input illumination is compromised. With the increase of r more
details are recovered in the output and more noise is removed. However, the ambience of
the scene is compromised.
1. In flat areas of the guidance image: gi = µgk and Σk = [0]. Then, when the
window size r is small, cov(pck, gk) ≈
−→
0 for each input channel pc. This means
that âk ≈
−→
0 and the output pixel qi is computed by averaging the input pixels in
ωk, i.e. qi ≈ µpk . Therefore, when r is small, input patches, corresponding to flat
patches in the guidance image, are smoothened by the guided filter. This results in
a low depth of field of the output images (see figure 11.1, r = 4 and r = 8). In
contrast, when r increases, ak also increases. In this case, the guided filter preserves
more details from the guidance image. Although this may work well for image
denoising, the increase of the window size r compromises the integrity of the input
lighting. As shown in figure 11.1, the input non-flash reflections are not present
(as they are smoothened) in the output images, obtained with r = 16 and r = 32.
Moreover, undesired flash reflections appear on the pots in the result, obtained with
r = 32.
2. The assumption for a local affine transform between g and q does not hold if two or
more dominant colors are present in a patch. If this is the case, the performance of
the guided filter is compromised.
3. The computation of the mean µpc
k
and the mean vector µgk in the window ωk is
performed through a simple averaging in the window ωk of the values of the input
channel pc and the pixels of the guidance g respectively.
4. The final regression parameters ai and bi, used to compute the output channel value
qci , are obtained by averaging the parameters ak and bk for all the windows ωk, for
which pi ∈ ωk.
5. The guided filter does not recover details from the guidance image in the input
shadow patches. In the input shadow areas, we have âk =
−→
0 and qi = µpi (see
equations 11.5 and 11.3), i.e. the value of a pixel in an input shadow area is an
average of its neighboring pixels in the input image.
To tackle some of the limitations of the guided filter, Li et al. [141] have extended the
guided filter to a weighted guided filter, which is discussed in the following section.
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2.2.2 Weighted guided filter
Similarly to the guided filter, the key idea of the weighted guided filter lies in the existence
of a local linear model between the guidance image g and the output q. The weighted
guided filter incorporates an edge-aware weighting function Γ(g) in the minimization
from equation 11.4 as follows:










The weighting function Γ(g) is a regularization function, which ensures that, at an edge,
the components of the vector âk, computed with the weighted guided filter, are closer
to 1 than those, computed with the guided filter. By preserving the sharp edges of the
guidance image, the weighted guided filter aims to overcome one of the main limitations
of the guided filter, i.e. the decrease of the depth of field. However, the weighted guided
filter exhibits similar drawbacks to those of the guided filter. This is due to the common
assumption in both filters, i.e. the existence of a linear model between q and g and to the
common framework, i.e. the minimization, which boils down to a linear regression.
Furthermore, there exist linear models assuming that the input image p and the guid-
ance g follow a particular distribution. In part II, we have already presented the state-of-
the-art distribution-based transformations. The following section introduces them from a
different perspective, i.e. in the context of patch-wise image distribution filters.
2.2.3 Distribution-based transformations
The distribution-based filters carry out a linear transformation of statistical features of
two distributions. Before delving into the details of the distribution-based filters, we first
analyse the model from equation 11.3. Equation 11.3 is a patch-wise linear model between
the channels pc and qc. To incorporate all three channels of p and q into a single linear
model, we express qi as follows:
qi = a
T
k gi + bk, (11.8)
where ak is now a matrix and bk is a vector, qi and gi are vectors.
Solutions for ak and bk can be given with a linear regression by minimizing the
quadratic norm of the difference p− q:
âk = Σ
−1
k cov(pk, gk) (11.9)
b̂k = µpk − â
T
k µgk . (11.10)
The coefficients âk and b̂k are determined for each vector pk as opposed to each channel
value pck (like in the guided filter).




k (gi − µgk) + µpk . (11.11)
The linear model 11.11 presents a general linear transformation of statistical features be-
tween two images p and g. Solutions for the coefficient ak (other than the solution in
148
3. OUR METHOD
equation 11.9) can be derived by assuming an MGD for the distributions of p and g. The
Gaussian assumption is often valid for the distributions of entire images or clusters of
images. Therefore, the distribution-based transformations are performed between entire
images or clusters of images, rather than in a patch [3,7,34]. In part II, we have illustrated
that a certain class of images (colors-based style images) can be divided into color clusters
following the MGD.
The Gaussian assumption helps represent ak as a linear mapping between the covari-
ance matrices of p and g. In the simple case of independent color space channels, ak is a
diagonal matrix with diagonal elements, computed as the ratio of the standard deviation
of gc to the standard deviation of pc [3]. In the case of dependent color space channels, the
solution for ak can admit a number of solutions, e.g. Cholesky decomposition, square root
decomposition and Monge-Kantorovich closed-form solution (for discussion and compar-
ison, see part II and [34]). Cholesky decomposition and square root decomposition give
exact but not optimal solutions for ak. In contrast, the Monge-Kantorovich closed-form
mapping is optimal, as it is derived as a solution to the Monge-Kantorovich optimization
problem [63].
The distribution-based filters transform one MGD into another one. To this end,
they are usually applied in the context of color transfer between two images of differ-
ent scenes [3, 34]. As discussed in part II, the plausibility of the results, obtained with a
color transfer method, depends on the Gaussian assumption. In cases when the Gaussian
assumption is too strong, local color transfer methods [6, 7] carry out the linear transfor-
mation 11.11 between image clusters. For comparison purposes, in section 5 we perform
the Monge-Kantorovich transformation between image patches rather than image clusters
and we apply it in the context of image denoising.
2.3 Discussion
Depending on the initial assumptions and goals, the existing guidance-based filters pro-
pose various solutions for the coefficient ak from equation 11.11. However, these solu-
tions have certain limitations. For example, the linear model in the guided filter may fail
when two or more dominant colors are present in a patch. Moreover, both guided and
cross-bilateral filters may compromise the integrity and the depth of field of the input
image through smoothing input edges and reflections. Finally, the performance of the
distribution-based transformations strongly depends on the Gaussian assumption, which,
in some cases, may be too restrictive. In the next section we introduce our novel guidance
filter, which provides a new solution for ak, based on color perception through a chro-
matic adaptation model. Our guidance filter aims to overcome the main limitations of the
existing guidance-based filters.
3 Our method
As presented in the previous section, most of the guidance-based filters are built under
a particular assumption. For example, the guided filter relies on a local optimization,
whereas the Monge-Kantorovich mapping is distribution-dependent. These assumptions
may compromise the performance of the given filter.
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To address the main limitations (discussed in section 2) of the existing guidance-based
filters, we propose a new guidance filter, based on color perception. Our filter does not
perform a local optimization and it is distribution independent. The core of our filter is
our new bi-local CAT. We embed the bi-local CAT in a linear transformation between
an input image p and a guidance image g. In practice, our CAT-based filter transfers
a well-defined amount of details from the guidance image to a low-pass version of the
input image. The amount of transferred details is controlled by the bi-local CAT. This
makes our filter suitable for a number of applications, such as texture transfer and detail
enhancement (more applications are presented in section 5). The core of our method,
i.e. the bi-local CAT has been introduced in chapter 9 in part III. Before delving into the
details of the CAT-based filter, we present the connection between the bi-local CAT and
the guidance-based filters.
3.1 Bi-local CAT in the frame of guidance-based filters
In part III, we extended the local CAT by performing a von Kries normalization between
two images, rather than between an image and an illuminant. The bi-local CAT between








where pW and gW are low-pass representations of the input image p and the guidance
image g respectively, i.e. pWk and g
W
k are the mean pixel values of p and q in a window ωk,
centered at pk. In the bi-local CAT, the adaptation illuminant (p
W ) is computed locally
from the input image p. This is the key difference between the bi-local CAT and both
global and local CATs.
In fact, the bi-local CAT is a linear transformation of the guidance image g in a window


















D + (1−D), c ∈ {1, 2, 3}. (11.15)
The bi-local CAT locally adapts the colors of the guidance g to the colors of the input
image p. One of the key advantages of the bi-local CAT is that it is independent of the
color distribution in each patch ωk as it does not rely on an assumption about the color
distribution in ωk. This property ensures the robustness of the bi-local CAT in cases when
two or more colors are present in a patch. Moreover, the bi-local CAT is built as a simple
linear transformation of the guidance image g and it is easy and fast to implement. We
benefit from the aforementioned properties of the bi-local CAT by incorporating it into a
novel CAT-based guidance filter, which is presented in the following section.
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3.2 CAT-based guidance filter
We propose a new guidance-based filter, which carries out a linear transformation between
the input image p and the guidance g. The input and guidance images can have a different
number of channels. The output q of our filter has the same number of channels as the
input image. The flowchart of our method is illustrated in figure 11.2.
Guidance: g
Input image: p
Guidance white image: gW











Figure 11.2 – Flowchart of the CAT-based filter. The parameters of our method σc, σr and
D are given by the user and are displayed in green. To obtain the results in this paper, we
use default values of the parameters (except in the figures comparing results with varying
parameters).
Our filter admits the form of the linear transformation from equation 11.11. In the pro-
posed filter, the solution for the matrix coefficient ak is derived using the bi-local CAT. We
express ak as a diagonal matrix with diagonal elements a
c
k, computed with equation 11.15.
















D + (1−D). (11.17)
Equation 11.16 shows that the outcome pixel qi is obtained by adding details from the
guidance image to a low-pass version of the input image. The amount of the transferred
details is controlled by ack. The white images p
W and qW are computed by applying the
bilateral filter (as opposed to the averaging, used in the guided filter) with parameters σr




k ) of the
white image pW (gW ) is obtained as a weighted mean of the pixels in a window, centered
at pWk (q
W
k ), i.e. µpk = p
W
k (µqk = q
W
k ).
As formula 11.17 is based on CAM, it is not an optimal solution to a minimization
problem, unlike the coefficients in the guided filter and the Monge-Kantorovich mapping,
which are computed during an optimization process. The linear regression in the guided
filter is however sensitive to outliers, especially when two or more dominant colors are
present in a patch. Moreover, the feasibility of the Monge-Kantorovich mapping depends
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on the Gaussian assumption. In contrast, the CAT-based filter does not depend on a statis-
tical model and it is distribution independent. The embedding of the bi-local CAT in the
framework of our method ensures the robustness of the color adaptation in a patch. Our
filter can be applied to a wide range of image processing tasks, as presented in section 5.
The spatial and color deviations σr and σc, used in the computation of the white images
pW and qW , are the two parameters of the CAT-based filter. The parameters σr and σc
are identical for both the input and guidance images, as the resolution of both images
is the same. Figure 11.4 illustrates the influence of the two parameters on the output
q. The bigger the spatial deviation σr, the more details we recover from the guidance g
(details appear in the shadow areas with the increase of σr). The detail recovery is also
connected to the increase of the color deviation σc. The output q gets sharper and less
noisy with the increase of σc. The sharpness property is implicitly controlled by the ratio
term pWk (c)/g
W




k (c) on the
detail recovery from the guidance image.
Like in the guided filter, the final value of the pixel qi is influenced by the linear
transformations (equation 11.16) in all the windows ωk, covering qi. To obtain the final
output pixel q
reg
i , we regularize the pixel qi, by taking into account the values of qi,







k (gi − gWk ) + pWk )
∑
k:i∈ωk wk























. The scalar weights wk are computed
for each pixel qi using equation 11.2.
Properties. The properties of the CAT-based filter are presented hereafter:
1. Robust detail recovery from the guidance image. We show that we recover de-
tails from the guidance image by looking into several cases:
– The ratio pWk (c)/g
W
k (c) = 0, i.e. the window ωk is in an input shadow area.
Then, qi = (1 − D)(gi − gWk ) + pWk (from equation 11.16). In this case we
have ack = 1 − D > 0 and we recover a certain amount of details from the
guidance image (the amount depends on σc and σr). This is not the case of the
guided filter, as discussed in section 2.
– The ratio pWk (c)/g
W
k (c) 6= 0. Then, ack > 0 and we recover details from the
guidance image.
– The ratio pWk (c)/g
W
k (c) = 1, i.e. p = q. Then, qi = gi and we recover the
guidance image itself.
Our filter always recovers details from the guidance image, as pWk /g
W
k ≥ 0 ≥ (D−
1)/D forD 6= 0 (which implies ack ≥ 0 for all patches ωk, see equation 11.16). This
makes the CAT-based filter suitable for texture transfer and detail enhancement, as






















Figure 11.3 – Influence of the ratio pWk (c)/g
W
k (c) on the detail recovery from the guidance
image. This influence is best observed when the guidance image is semantically different
from the input image (i.e. when our method is used in the context of texture transfer). If
we excluded the ratio pWk (c)/g
W
k (c) from the CAT-based filter (equation 11.16), we would
recover less details (or no details for σc = 0.04 × rg) from the guidance image than if we
applied the proposed CAT-based filter without any modifications. For the results, shown
in this figure, the spatial deviation σr is fixed to diag/25, where diag denotes the image
diagonal.
2. Depth of field recovery. Bigger values of σc result in a higher depth of field because
σc controls the edge sharpness of the output image (figure 11.4). As a remark, small
values of σc imply that gi − µk ≈
−→
0 . Therefore, by using small values of σc, we
obtain a result, similar to the input image (small values of σc have little/no effect
when our method is applied for image denoising; see figure 11.4).
3. Input light reflection recovery. The CAT-based filter recovers light reflections
(e.g. reflections of a light source, indirect object reflections, etc.) from the input
image, as shown in figure 11.4 (and figure 11.5 in section 5). This is a result of the
bi-local color adaptation, performed in a patch-wise manner. Our filter recovers in-
put reflections even when used in the context of image denoising (unlike the guided
filter, which exhibits a trade-off between the proper noise removal and the integrity
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of the input light reflections; see figure 11.1). However, in the process of image
denoising, we may compromise the input lighting atmosphere by introducing flash
reflections from the guidance image, as shown in figure 11.4.
Our filter is usually carried out once with static input and guidance images. Our exper-
iments show that for certain applications, such as image deblurring and image denoising,
the CAT-based filter can be performed iteratively for a stronger effect. For such appli-






biCAT (g,p), if t = 1;
biCAT (g,q(t−1)), if t ∈ [2, T ].
(11.19)
During each iteration t, the input image p is updated and set to the result from the previ-
ous iteration q(t−1). As a remark, the coefficient ak is recomputed during each iteration
t using formula 11.17, where pW is replaced by the white image of the result q(t−1). As
a consequence of the use of a dynamic input image, we achieve a more robust and effi-
cient transfer of details from the guidance image. As we always recover details from the
guidance image (from property 1: ack ≥ 0), each dynamic input image will be sharper and
more detailed than the previous one.
For other applications, such as face beautification, the bi-local CAT is performed iter-
atively with a dynamically changing guidance image. In this case, we begin the iteration
process with a smooth guidance image and during each iteration, we update the guidance





biCAT (g,p), if t = 1;
biCAT (q(t−1),p), if t ∈ [2, T ].
(11.20)
For each application in section 5, we discuss which iteration method is used (if any) and
the number of performed iterations.
4 Implementation
The implementation of our filter is presented as a pseudo code in algorithm 5. We first
compute the white images of both the input and the guidance images using a bilateral
filter. These white images are involved in the computation of the matrix coefficient ak
(equation 11.17). In our implementation, the three diagonal elements ack of the matrix a
T
k
are stored as pixel values of a new image a. To perform the regularization from equa-
tion 11.18, we carry out a bilateral filter on the image a and the white image pW respec-
tively, and obtain images â and p̂
W
. The images â and p̂
W
contain the regularized pixels
âi and p̂
W
i , appearing in equation 11.18, and are used to compute the final output q
reg.
5 Results
The proposed CAT-based filter is adopted for a number of applications. Hereafter, we
present six main applications of our filter, namely image denoising, image texture trans-
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fer, detail enhancement with NIR images, image deblurring, mask refinement and skin
beautification.




























Figure 11.4 – Influence of the two parameters of the CAT-based filter, the spatial deviation
σr and the color deviation σc. When increasing σc, we obtain a less noisy result. A bigger
σc results in smoother white images and this benefits the denoising as well as the detail
transfer. The increase of σr also influences the amount of details, which are transferred
from the guidance image. More details (in the shadows, on the wall, on the pots) from the
guidance image are recovered when increasing σr. Finally, some of the flash reflections are
also transferred when σr gets bigger.
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Algorithm 5 CAT-based guidance filter
1: procedure CATFILTER
2: input:
3: p← (p1, . . . ,pN ) ⊲ input image
4: g← (g1, . . . , gN ) ⊲ guidance image
5: i← 0 ⊲ loop index
6: output:
7: a← (a1, . . . , aN ) ⊲ computed in loop
8: qreg ← (q1, . . . ,qN ) ⊲ computed in regularization
9: white images: ⊲ eqn. 11.2, where g is replaced by p
10: pW = BilateralFilter(p, σr, σc)
11: gW = BilateralFilter(g, σr, σc)
12: loop:
13: ak ← Compute-ak-with-CAT(pWi ,pWi , D) ⊲ eqn. 11.15
14: i← i+ 1




W = BilateralFilter(pW , σr, σc) ⊲ eqn. 11.2, where g is replaced by p








i , âi) ⊲ eqn. 11.18
22: i← i+ 1
23: if i < N then
24: goto regularization loop
Image denoising. We adopt the CAT-based guidance filter in the context of example-
based denoising. The input image p is the noisy image (e.g. a non-flash image), whereas
the guidance image g is chosen to be a sharp noise-free image (e.g. a flash image). We
aim to denoise image p while maintaining its integrity (i.e. while preserving its ambient
atmosphere in terms of input edges, reflections, etc.). Figure 11.5 shows a comparison
between the CAT-based filter, the guided filter, the cross-bilateral filter and the patch-
wise Monge-Kantorovich mapping, used in the context of image denoising. The guided
and the cross-bilateral filters smooth down input edges and reflections, which results in
a loss of sharpness and depth of field. In contrast, the patch-wise Monge-Kantorovich
mapping increases the depth of the result but it also creates gradient reversal artifacts
around the edges. The CAT-based filter removes noise while recovering details from the
guidance image. Moreover, our filter preserves the integrity of the input lighting (the input
reflections are kept in the result). Depending on the values of the parameters σr and σc,
flash reflections from the guidance image may appear.
Furthermore, when performed iteratively, our filter removes noise more robustly. Fig-
ure 11.6 shows that in two iterations, the CAT-based filter removes a significant portion
of the noise (this noise removal also depends on the parameter σr).
Texture transfer. The CAT-based filter can be used to transfer a given texture pattern
onto an input image for the purpose of image stylization. We refer to this process as tex-
ture transfer. The texture pattern is given in the guidance image. Our method successfully
transfers the pattern onto the input image thanks to property 1 (i.e. detail recovery from




inputguidance ours guided cross-bilateral MK
Figure 11.5 – Image denoising. Comparison between the CAT-based filter, the guided
filter, the cross-bilateral filter and the patch-wise Monge-Kantorovich mapping. Our filter
denoises the input image while preserving the original light reflections. Moreover, it does
not smooth the edges (as the guided filter), which results in detail enhancement and depth of
field recovery. The Monge-Kantorovich mapping also recovers details from the guidance.
However, it creates halo artifacts around the edges and it is not robust to noise.

















Figure 11.6 – Influence of the iterations on the output for two different values of the pa-
rameter σc. For a small σc, our method cannot filter all the noise from the input image in
one iteration. After a second iteration, the CAT-based filter removes most of the remaining
noise. For a big σc, the difference between the outputs from the first and second iterations is
less appealing. This is because σc has a great impact on the image denoising and big values
of σc help produce a noise-free result during the first iteration of the method. In such cases,
the second iteration helps to produce sharper, more detailed results. In conclusion, for small
values of σc, the CAT-based filter requires more iterations to denoise the input image than
for big values of σc. In contrast, using small values of σc preserves better the input ambient
lighting (as we introduce less flash reflections/shadows).
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Figure 11.7 illustrates a texture transfer, carried out with the CAT-based filter as well
as with the cross-bilateral and guided filters, and the screened Poisson equation [88, 92].
The screened Poisson equation is used for image sharpening and contrast enhancement.
Given a target image gradient field (e.g. computed from a target image, which, in our case,










Figure 11.7 – Texture transfer. Comparison between the CAT-based filter, the cross-
bilateral filter, the guided filter and the Poisson solver. We use a binary mask and transfer
the guidance texture pattern to the girl’s face. In one iteration, our method successfully
recovers details and gradient information from the guidance image while maintaining the
integrity of the input edges (we use σc = 30%rg). The Poisson solver needs 5 iterations
to achieve a similar texture transfer to ours. The cross bilateral filter and the guided filter
compromise the input edge information (they smoothen the input edges) and fail to transfer
the texture information of the guidance image.
The CAT-based filter has a clear advantage over both cross-bilateral and guided fil-
ters, as it recovers details and gradient information from the guidance image, without
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compromising the strong edges of the input image (figure 11.7). The CAT-based filter
preserves only the gradient information from the guidance image. That way, the output
of our texture transfer is a combination of gradient information and details from both the
input image and the guidance.
The screened Poisson solver also succeeds to transfer texture from the guidance image
and it creates a similar texture effect to that of our result. However, unlike our filter, the
screened Poisson solver requires several iterations (5 for the example in figure 11.7). The
amount of texture transfer in the screened Poisson equation is controlled by the number
of iterations as well as by a parameter λ. To obtain the Poisson results in figure 11.7, we
use λ = 0.2, i.e. we tolerate more texture transfer per iteration. The texture transfer in our
method is controlled by the parameter σc, as shown in figure 11.3.
Detail enhancement with NIR images. NIR images contain more details and texture
information than what standard digital cameras can capture. That is why, several meth-
ods [91, 142] adopt NIR images to enhance the details of RGB images. These methods
rely on gradient optimization process, wavelet decompositions and texture transfer. In
contrast, to carry out an image enhancement, we apply a single deterministic transforma-
tion.
The CAT-based filter is applied between the guidance image g, i.e. the NIR image,
and the input image p, i.e. the RGB image. Figure 11.8 shows our result for detail en-
hancement. We compare it with a result from the screened Poisson equation. As shown in
figure 11.8, the screened Poisson solver sharpens some of the input edges but it also cre-
ates gradient reversal artifacts around them. Moreover, the Poisson solver fails to transfer
the texture details from the NIR image. In contrast, the CAT-based filter enhances the
input gradient information without causing visual artifacts and it transfers a lot of fine
texture details from the NIR image.
inputguidance our resultPoisson
a) input b) Poisson c) our result
Figure 11.8 – Detail enhancement with an NIR image. The input image contains overex-
posed regions (see the sky and the mountain slope, snippet a. Our filter recovers the details
in the input overexposed regions and enhances the texture in the rest of the image regions
(our result appears sharper and more detailed than the input image, snippet c). Unlike our
method, the screened Poisson solver [88] recovers less details and creates haloing artifacts
around some of the edges (snippet b).
Image deblurring. We apply the CAT-based filter to recover a sharp image from a
blurry one. Like the methods in [143–146], we use a guidance image in the deblurring
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process. The guidance image can be a flash image, dark flash image, NIR image, etc.
To recover a sharp image from the blurry input image, we iterate the CAT-based filter
with a dynamically changing input image (as discussed in section 3). We obtain a sharp
deblurred result after four iterations of the CAT-based filter, as shown in figure 11.9. Our
method outperforms Zhuo et al.’s method [145] and performs fairly against Seo et al.’s
method [144]. We obtain sharper and more detailed results than those of Zhuo et al.
(Zhuo et al.’s results contain blur from the input image) and we preserve the input color
distribution better than Seo et al. (as illustrated in figure 11.9). Seo et al. obtain very sharp
results but they compromise the integrity of the input lighting (they transfer highlights
from the guidance image, as shown in snippets e1 and e2 and explained in the caption
of figure 11.9). In contrast, our results preserve the ambience of the input light source
(snippet f2 in figure 11.9).







a1) a2) a3) b1) b2) b3)
guidance input Zhuo et al. Seo et al. our result
d1) e1) f1)
d2) e2) f2)
d1) e1) f1) d2) e2) f2)
Figure 11.9 – Iterative image deblurring. We carry out the bi-local CAT four times with a
dynamic input image. We obtain sharp results, in which the blur from the input image is
removed and the details from the guidance image are transferred. A comparison between
the snippets a1 and c1 shows that our method outperforms Zhuo et al.’s method [145].
Unlike our result, Zhuo et al.’s result is significantly blurry (snippets a1 and d1). On the
other hand, Seo et al.’s result [144] is visually sharper than both our result and Zhuo et al.’s
result (snippets b1 and b2). However, Seo et al.’s method significantly changes the input
color distribution (the colors appear more vivid and the overall contrast is increased). This
is observed in snippets f2 and e2, where new highlight areas from the guidance image are
introduced (flash highlights appear around the engraved digits in snippet e1 and on the floor
in snippet e2). This compromises the integrity of the input lighting.
Mask refinement. Our filter is also applied for image mask refinement by using an
RGB image as a guidance image. In this case, the input image is a mask: one-channel,
binary or non-binary, computed from the RGB guidance image. This mask can be a
foreground/background mask, a saliency map, etc. We aim to refine the input mask so
that it represents the high-frequency content of the original RGB image. In practice,
this application can be used for obtaining a more precise background/foreground mask
or to recover a sharp detailed mask from a corrupted one. Figure 11.10 illustrates a mask
refinement, using the saliency map of the guidance image. The chosen saliency map [101]
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is blurry and lacks any texture details. In four iterations of the CAT-based filter (with a
dynamic input image), we obtain a sharp detailed mask (figure 11.10).
guidance input our result
Figure 11.10 – Mask refinement. The input image is a blurry saliency map [101], computed
from the guidance image. Our result is a sharp, detailed mask. The CAT-based filter was
performed four times with a dynamic input image.
Skin beautification. We apply the CAT-based filter in the context of skin beautifica-
tion. We aim to retouch an input face and to make it more pleasing by removing wrinkles,
freckles, pigmentation, skin spots and glow, etc. We carry out two types of skin beautifi-
cation - NIR skin beautification and single-image skin beautification.
guidance input Liang et al. our resultSusstrunck et al.
Figure 11.11 – Skin beautification with NIR image. Our result is obtained with one iteration
of the CAT-based filter. We compare our result with a result from [147]. The smoothness
of the skin in the NIR image is preserved in both results and input skin imperfections are
removed. However, our result appears sharper than Susstrunck et al.’s result, because it
additionally enhances the details from the NIR image (as discussed in the paragraph detail
enhancement with NIR images).
1. Skin beautification with NIR image. This type of skin beautification uses NIR im-
age as a guidance image. The NIR part of the spectrum is not very sensitive to skin
“defects" and therefore, facial skin appears much smoother in NIR images [149].
Figure 11.11 shows a result for skin enhancement using our CAT-based filter. We
smooth skin irregularities, such as wrinkles and spots, without compromising the
overall sharpness of the output (on the contrary, we even increase the sharpness of
the output). We compare our result with a result from the state-of-the-art method
in [149].
2. Single-image skin beautification. We also perform a skin beautification using a
single input image. First, we compute the guidance image directly from the input
image by extracting its lightness. The input lightness corresponds to the lightness
channel of the CIE Lab color space. The input lightness contains the skin “defects",
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input our resultLiang et al.guidance
guidance input PicTreat our result
Figure 11.12 – Single-image skin beautification. Our CAT-based filter is carried out with a
guidance image, corresponding to the filtered input lightness. We use our iterations of the
CAT-based filter and a dynamic guidance image. Our filter successfully removes skin im-
perfections, wrinkles and freckles without compromising the sharpness of the input image.
We obtain a result, similar to the result from Liang et al.’s method [148], without changing
the facial color (first row). Furthermore, we remove a big part of the facial freckles (second
row), which is not the case with the online application PicTreat (which also changes the
input colors).
which we aim to remove. Therefore, we smooth the input lightness using bilateral
filter, which preserves the edges of the input lightness. This filtered input lightness
serves as a guidance image. Next, we perform the CAT-based filter iteratively with
a dynamic guidance image in order to recover the input depth of field while pre-
serving the skin smoothness. In figure 11.12, we compare our results with a result
from Liang et al.’s skin enhancement method [148] and a result from the free online
application PicTreat [150]. Our filter successfully removes skin freckles, smooths
skin imperfections and reduces skin glow. Moreover, the CAT-based filter preserves
the input color distribution, which is not the case with the result from PicTreat. Our
results compare fairly to Liang et al.’s method. However, the latter may introduce
unnatural skin color (figure 11.12). Moreover, Liang et al. use a skin mask, whereas
we carry out our filter between entire images and do not require facial skin seg-
mentation. The single-image skin beautification is a special case of single-image
denoising. The described procedure can be applied to denoise an image without the




In this paper, we have presented our CAT-based guidance filter. It consists of a patch-wise
linear transformation between images. We have incorporated our novel bi-local CAT into
the patch-wise linear transformation of our filter. That way, our CAT-based filter recovers
details from the guidance image more robustly without compromising the input color
distribution. We have applied our filter to a number of image processing applications, such
as image denoising, image deblurring, texture transfer, etc. Furthermore, our results have
shown the efficiency of our method in terms of sharpness and depth of field recovery, detail
enhancement and facial skin beautification. The key advantage of our CAT-based filter






In this thesis, we have focused on image editing techniques for stylizing user photos and
for improving their quality. More specifically, we have contributed to the field of example-
guided image editing. We have addressed open questions from three main topics in this
field, i.e. color transfer, HDR imaging and guidance-based image filtering.
First, we have explored how to stylize images using a color transfer. Similarly to many
state-of-the-art methods, we have addressed color transfer as a problem of transforming
statistical distributions. To this end, we have exploited the potential of three distribution
models, i.e. GMMs, MGGD and Beta distribution models, in the context of color transfer.
To overcome main limitations of existing color transfer methods, we have proposed a
local color transfer method, based on GMMs. Incorporating four mapping policies into
our method has ensured its robustness for image editing tasks, such as photo-realistic
stylization. Our mapping policies have explained key photographic approaches, in which
light and color are adjusted to create artistic effects. Apart from color and light, other
image features, such as image gradient, also impact the appearance of an image. To extent
the color transfer to a feature transfer between images, we have proposed an MGGD-based
transformation. We have applied the proposed transformation to carry out a simultaneous
color and gradient transfer between input and target images. The joint transfer of color
and gradient have proven beneficial for representing the look of the target image.
The distributions of image features, though discrete, have commonly been modelled
using continuous distributions (mostly using the MGD). To address this discrepancy, we
have adopted bounded distributions. We have experimentally found out that the bounded
Beta distribution accurately fits most color and light distributions in images and accounts
for their skewness. To exploit this property of the Beta distribution, we have presented
a new color transfer method, for which the color and light distributions in images are
modelled using the Beta distribution. To this end, we have introduced a novel transforma-
tion of the Beta distribution. Compared with recent state-of-the-art methods, the results,
obtained with our Beta-based transformation, appeared more natural and less saturated.
The comparison between results from various color transfer methods is usually based
solely on human perception and thus, it is subjective. In this thesis, we aimed to lessen
the level of subjectivity when evaluating the quality of a color transfer. To achieve this,
we have proposed an objective metric which explains the relationship between human
perception and a number of image features.
Furthermore, this thesis focused also on HDR imaging. First, we have extended ex-
isting LDR color transfer methods to HDR images. We have shown that the proposed
extension is required in order to ensure the plausibility of the final results. Second, we
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have developped a new method for creating HDR images. Nowadays, HDR images are
commonly created using a sequence of (in general, more than two) multi-exposure im-
ages. To create artifact-free HDR images, users are required to use a tripod and to care-
fully adjust the exposure time. Therefore, the shooting process may be time-consuming.
Moreover, multi-exposure methods may cause ghosting artifacts for scenes with mov-
ing objects. To tackle the drawbacks of multi-exposure methods, we have introduced a
new method which uses only two LDR images, i.e. flash and non-flash images, to recon-
struct the dynamic range of real-world scenes. To achieve this, we have mimicked the
camera response function by a brightness function to obtain a number of differently ex-
posed images from the non-flash image. We have then used our new chromatic adaptation
transform (CAT), called bi-local CAT, to recover scene details from the flash image. Our
experiments have shown that our method (using only two LDR images) compares well
with classical multi-exposure methods (using more than two multi-exposure images).
In the context of the HDR image creation, the bi-local CAT recovers details from the
flash image, removes flash shadows and reflections. We have gove even further and we
have expoited the potential of the bi-local CAT for various image editing applications such
as image de-noising, image de-blurring, texture transfer, etc. We have proposed a novel
guidance-based filter in which we have incorporated the bi-local CAT. We have shown
that the proposed filter performs as good as (and for certain applications even better than)
state-of-the art methods.
2 Future work
The works, presented in this thesis, may provide answers to a number of research ques-
tions, but they also open new avenues for improvement. Hereafter, we discuss future
work.
2.1 Example-guided color transfer
Most color transfer methods (including the ones proposed in this thesis) require a target
image as an input. The target image is provided by the user and it reflects the intention
of the user to stylize an input image in a certain way. The target image plays a key role
in the color transfer model. The features, which are extracted from the target image,
are incorporated in the transformation, applied on the input image. This means that the
color transfer methods focus on the specifics of the given target image rather than on the
class (or style) of images that the target image belongs to (e.g. low-key/high-key images;
images, characterized by more than one dominant color, low/high depth of field, etc). In
this sense, color transfer is an ill-posed problem. Given two visually similar target images,
most color transfer methods would produce two different results for the same input image.
Providing a single target image makes it difficult to predict the type of modifications a user
desires.
To better specify the color transfer problem and to provide greater user control over
the colorizing process, a recent method replaces the target image with a target color
palette [151]. In this case, the color palette is extracted from the colors of the input im-
age. Each color in the color palette can then easily be modified in order to edit the input
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image as desired. This allows the users greater creative freedom. Another recent method
aims to guide the color transfer by proposing meaningful color changes with regard to the
input content [152]. This method uses an internet database to learn color manifolds and to
provide the user with the most appropriate color palette for a given object (e.g. the color
palette of a banana ranges from green to yellow).
The aforementioned methods focus mainly on the color representation of the input
image. Apart from color, the users may intent to edit other image features, such as image
composition, depth of field, texture, etc. The combinations of those features define differ-
ent image classes (styles). The human visual system distinguishes between any two types
of images (or on the contrary, recognizes them as similar) by considering an ensemble
of all the image features (and not analysing them separately). We believe that we could
simulate this behaviour of the human perception using abstract images which represent
various image styles in a low-level manner (regardless of the image content specifics and
details). These abstract images could be incorporated in the framework of color transfer
methods, replacing the target image. Such an approach would allow users to stylize their
images quickly and efficiently and it will be tackled in the near future.
2.2 Multivariate Beta distribution
As shown in this thesis (chapter 7), the Beta distribution accurately describes light and
color distributions of images. To this end, we have proposed a transformation of the Beta
distribution, applied in the context of color transfer. The Beta distribution is a univariate
distribution. Therefore, our Beta transformation is introduced as a 1D transformation, ap-
plied separately on each channel of the input image (considering the distribution features
of the corresponsing target channel). That is why, our transformation does not take into
account the correlation between the channels of the color space. To overcome this limita-
tion, we perform our Beta transformation in the CIE Lab color space, whose channels are
close to independent.
The multivariate generalization (for more than two shape parameters) of the Beta dis-
tribution is the Dirichlet distribution [153]. The Dirichlet distribution is not as well studied
as the Beta distribution. However, it has proven to be beneficial for retrieving similar im-
ages from a database and for skin color detection [154]. The Dirichlet distribution with
four shape parameters could be adopted to fit any three-dimensional data, such as the joint
distribution of color and light in images (by considering the correlation between color and
light channels). Moreover, the multi-dimensional Dirichlet model could describe the joint
distribution of multiple image features, such as gradient, saliency, texture descriptors, etc.
Given the promising color transfer results, obtained using our Beta transformation, we
believe that the Dirichlet distribution could be beneficial to image editing applications,
such as color transfer and multi-dimensional feature transfer between images.
2.3 Fisher distribution
The Fisher distribution is a well-studied semi-bounded distribution. It is mainly used
in the statistical analysis for hypothesis testing [155]. In this thesis, we have incorpo-
rated the Fisher distribution in the intermediate steps of our Beta transformation. We
reckon that the Fisher distribution has a great potential for image processing tasks. For
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instance, we believe that the absolute luminance of HDR images could be modelled by
the Fisher distribution (or a mixture of Fisher distributions). Indeed, the luminance dis-
tribution shares common characteristics with the Fisher distribution, e.g. it is continuous
and semi-bounded. Future experiments and analysis will answer the question whether
the Fisher distribution could be beneficial to tone-mapping or inverse tone-mapping tech-
niques.
2.4 Video color transfer
Color transfer can be extended to video sequences, in which case the color palette of a
target video can automatically be transferred to a given input video. Applying naive color
transfer between two video sequences may lead to artifacts. To improve the naive video
color transfer, several example-guided video editing methods have been proposed [6, 44].
In this thesis, we have tackled color transfer between still images. In many ways, our
color transfer methods outperform state-of-the-art color transfer methods, e.g. in terms
of photo-realism, contrast preservation, feature transfer (we can perform multi-feature
transfer using our MGGD-based transformation), etc. Therefore, in the future, we could
exploit the potential of the proposed methods for video applications. The main challenge
of extending our color transfer methods to videos would consist in preserving the coher-
ence of the video frames over time, which would require including additional contraints
to the color transfer process.
2.5 Style transfer
Recently, several methods for artistic style transfer have been proposed [52, 54, 55] (they
are discussed in more details in the first chapter of part II). Most of those methods are
based on convolutional neural networks which are trained to recognize image features at
various image scales. This ensures a robust transfer of image features from a target image
to an input image. Often, the target image is a painting and the deep learning methods are
used to transfer the artist’s style to the input image. Most style transfer methods, based
on neural networks, produce impressive results for a target image which is a painting but
are less suitable for a photo-realistic style transfer. Another main limitation of the deep
learning methods is the significantly long time it takes to generate the final result.
In this thesis, we have introduced a method for photo-realistic style transfer. Our
method determines the key style features of both the input and target images and incorpo-
rates them into the style transfer to obtain a result whose style is similar to the target style
in terms of color and light. Our approach can be performed in real time between any two
images (regardless of their content), which is an advantage over the deep learning methods
for style transfer. However, there is room for improvements in order to produce equaly
impressive results to those of deep learning methods. For instance, even when performing
a photo-realistic style transfer, texture patterns (such as skin, wood, water patterns, etc.),
may appear and play a significant role in defining the target style. In this sense, it is impor-
tant to increase the number of features which are considered during the style transfer. In
this thesis, we have introduced an MGGD-based model for simultaneous transfer of color
and gradient and we have shown the improvement over existing color transformations.
Our ultimate goal for the future is to model style in images using a number of descriptive
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image features. Such a model could be beneficial for extracting the key style features of
a target image and transferring them properly to an input image. One of the ways this
could be achieved is by extending our MGGD-based transformation using a mixture of
MGGDs, and designing proper mapping strategies to map the different clusters of image
features.
2.6 360-degrees images
Nowadays, the 360-degree images are becoming more and more popular. These panoramic
spherical images allow users to visualize a scene in each possible direction as opposed to
the flat two-dimensional images. The 360-degree images can easily be captured using
applications, such as Google street view. Moreover, social platforms, such as Facebook,
have begun supporting the upload and visualization of the panoramic images. These key
factors have helped to increase the interest towards the 360-degree images.
The popularity of the 360-degree images has opened the question of designing image
editing algorithms for such type of images. Existing image editing methods cannot be di-
rectly applied to the panoramic images. The 360-degree images need to be first projected
onto a cube for retrieving six two-dimensional images. Image editing techniques can then
be applied to the so-obtained images. The main challenge consists in preserving the in-
tegrity of the 360-degree image once the six edited images are stiched together to recover
the panoramic image. For the future, we are interested in tackling image stylizing tech-
niques, such as color and style transfers, image hallucination [156], etc., for 360-degree
images.
2.7 HDR image creation
In this thesis, we have introduced a method for HDR creation from two images, flash
and non-flash images. Our method is suitable for indoor scenes and dark environment
scenes (with great dynamics) for which the reach of the flash is significant. For scenes
in which the contribution of the flash is insignificant, such as night-time outdoor scenes,
our method recovers only the details present in the flash image, i.e. the details highlighted
by the flash. In this case, one idea for future improvement would be to replace the flash
image by an image which brings more information about the scene, e.g. NIR image.
Using two images to create an HDR image is an improvement over classical multi-
exposure methods. However, one way to go even further is to consider a single image.
As previously discussed in chapter 10, Li et al. [125] have recently proposed an image
brightening method, which fuses three differently exposed images, virtually created from
a single image. However, Li et al.’s method has not been used to recover HDR images and
therefore, it has not been compared against classical multi-exposure methods. Recovering
the dynamic range of real-world scenes from a single image imposes a strong restriction.
To recover an HDR image, we first need to compute the CRF and then, we need to recover
the missing details in the under-/over-exposed image pixels. As shown in chapter 10, we
can now mimic the CRF using a brightness function. The challenge now is how to extract
enough information from the given image in order to truthfully represent the scene details.




2.8 HDR video sequences
HDR video sequences have successfully been created using an extension of the multi-
exposure approach. Instead of capturing several multi-exposure images for each frame in
the video, recent methods capture a video by alternating short and long exposures between
the frames [157–159]. Then, the missing exposure for each frame is reconstructed from
the neighbouring frames using motion estimation. Finally, the reconstructed exposures
per frame are merged together and the HDR video sequence is created.
We believe that HDR video sequences can be generated using a similar approach. In-
stead of alternating short and long exposures, we can alternate non-flash and flash frames.
That way, once we estimate the motion flow between two consequent flash and non-flash
frames, we can recover an HDR image from those two frames using our method, pro-
posed in chapter 10. This idea brings up two main challenges. First, to estimate the
motion between flash and non-flash frames, we would need to account for the different
illumination conditions of both frames. Second, and more imprortant, a careful set-up
would be required to shoot the flash/non-flash alternating video sequence. One such set-
up has already been proposed by Hudon et al. [160]. Their set-up uses a Kinect depth
sensor, a camera and a flash LED light, and generates flash/non-flash images pairs at 30
frames per second. We have already conducted several experiments using Hudon et al.’s




A Demonstration of the choice of τ̂wi and êwi in equa-
tions 6.12 and 6.13
First, for each w ∼ MGGD(MV,mV, βU), formulas 6.12 and 6.13 are correctly formu-
lated thanks to the positive definitiveness of the matrix MV. As a result of the positive
definitiveness of MV, the inverse of the matrix MV and its square root are well-defined
positive definite matrices.
The proof will be carried out in two steps. As a first step, we show that the vectors
τ̂wi and êwi , as samples of the random variables τ̂w and êw, turn the equality in distribution



























Secondly, we prove that the random variables τ̂w and êw have the same properties as
τw and ew (from the stochastic representation 6.10).
To begin with, after replacing the variable w with its stochastic representation 6.10,






























= τ2βVw ‖ew‖2βV = τ2βVw .
(A2)
Consequently, the random variable τ̂w is distributed similarly to τw (the distribution of
which is presented in equation 6.7).
To conclude the proof, we show that the random variable êw is uniformly distributed
on a unit sphere. By definition [161], the random variable êw is uniformly distributed
on a unit sphere if (i) ‖êwi‖ = 1 and (ii) the distribution of êw is rotation invariant. It
can be easily shown that ∀i ∈ {1, . . . , n} condition (i) is satisfied. To this end, we only
need to prove that the distribution of the random variable êw is rotation invariant. As by
definition (equation 6.12) êwi is defined only in terms of the sample vector wi and its
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Euclidean norm, the distribution of êw is rotation invariant if and only if the variable w
does not change under rotations. Thanks to the positive definitiveness of the matrix MV,








































∥ does not change under rotations, the density func-
tion A3 is rotation invariant. Consequently w does not change under rotations and there-
fore, neither does the random variable êw. Finally, as both conditions (i) and (ii) are
satisfied, êw is randomly distributed on a unit sphere.
Figure A1 – The plots illustrate the distributions of the λth power (λ = 1/4) of samples,
drawn from gamma distributions, and their corresponding normal approximations (from
(B2) and (B3)). The sample distributions and their normal approximations are shown for
different values of the dimension p and the shape parameter β of the gamma distribution.
B Proof of Proposition 3.2.1
We first show that the distributions of τ̂ 2λβUw and τ̂
2λβV
g can be approximated by normal
distributions. Then, we apply the Central limit theorem (CLT) to derive transformation
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(6.16).
Figure B1 – The plots illustrate gamma distributions with varying shape parameters and
fixed scale parameters equal to 2 (from assumptions (6.18) and (6.19)). A gamma distri-
bution Γ(β, α) with a non-integer shape parameter β can be approximated by the gamma
distribution Γ([β], α) (the green curves). As illustrated by the plots, the approximation
error is not significant (except for shape parameters less than 1), which shows the quality
of our assumptions. When the shape parameter of the gamma distribution is less than 1,
i.e. p = 1, approximations (6.18) and (6.19) are less accurate.
The shape parameters βU and βV in equations (6.14) and (6.15) take values in the range




≥ 1 and pV :=
p
2βV
≥ 1 ∀p ≥ 2, (B1)
where p ∈ N denotes the dimension. When pU and pV are large enough (i.e. pU 7→ ∞
and pV 7→ ∞), the distributions Γ(pU, 2) and Γ(pV, 2) of τ̂ 2λβUw and τ̂ 2λβVg can accurately
be approximated by normal distributions. For pU and pV to be large, βU and βV need to
be small, i.e. βU ≪ 1 and βV ≪ 1. However, we aim to build a general transformation,
which is valid for all shape parameters βU and βV (including those, close to 1). To this
end, instead of directly approximating Γ(pU, 2) and Γ(pV, 2) by normal distributions, we
approximate their λth power by normal distributions [162]:
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λ are defined in equation (6.17) (as discussed in [85]). Although
the λth power of a gamma distribution converges toward a normal distribution faster than
the gamma distribution itself, the shape parameters pU and pV still need to be large enough
for a good approximation. To improve approximations (B2) and (B3) for small values of
pU and pV, we set λ to 1/4, as proposed by Hawkins et al. [98]. To demonstrate the quality
of approximations (B2) and (B3), we compare the λth power of the gamma distribution to
its corresponding normal approximation for two different values of the shape parameter
β and the dimension p. Figure A1 shows that the normal distribution (with parameters
defined in (6.17)) fits very accurately the distribution of the λth power of samples, drawn
from a gamma distribution.
In general, pU and pV are not integers. As approximations (B2) and (B3) are valid for
integer values pU and pV, they can be carried out only under assumptions (6.18) and (6.19)
of proposition 3.2.1. We demonstrate the quality of the assumed approximations (6.18)
and (6.19) in figure B1.
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So far, we have shown that τ̂ 2λβUw ∼ N (µλ, σ2λ) and τ̂ 2λβVg ∼ N (µ′λ, σ′2λ ). Now, we
apply the CLT between τ̂ 2λβUw and τ̂
2λβV
g , and compute the sample vectors τ̂
′









The variable τ̂ ′ is approximately distributed as N (µ′λ, σ
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i.e. (τ̂ ′)
2βV





[1] H. S. Faridul, T. Pouli, C. Chamaret, J. Stauder, A. Trémeau, E. Reinhard et al.,
“A survey of color mapping and its applications.” in Eurographics (State of the Art
Reports), 2014, pp. 43–67. 18, 44
[2] M. Oliveira, A. D. Sappa, and V. Santos, “Unsupervised local color correction for
coarsely registered images,” in Computer Vision and Pattern Recognition (CVPR),
2011 IEEE Conference on. IEEE, 2011, pp. 201–208. 18, 66
[3] E. Reinhard, M. Adhikhmin, B. Gooch, and P. Shirley, “Color transfer between
images,” IEEE Computer graphics and applications, vol. 21, no. 5, pp. 34–41,
2001. 18, 41, 45, 58, 61, 62, 66, 82, 85, 99, 100, 104, 111, 120, 121, 149
[4] Z. Ma and A. Leijon, “Beta mixture models and the application to image classifi-
cation,” in Image Processing (ICIP), 2009 16th IEEE International Conference on.
IEEE, 2009, pp. 2045–2048. 18, 38, 91
[5] Y.-W. Tai, J. Jia, and C.-K. Tang, “Local color transfer via probabilistic segmen-
tation by expectation-maximization,” in Computer Vision and Pattern Recognition,
2005. CVPR 2005. IEEE Computer Society Conference on, vol. 1. IEEE, 2005,
pp. 747–754. 18, 36, 46, 58, 61, 62, 66, 85, 112, 120, 121
[6] N. Bonneel, K. Sunkavalli, S. Paris, and H. Pfister, “Example-based video color
grading.” ACM Trans. Graph., vol. 32, no. 4, pp. 39–1, 2013. 18, 41, 46, 51, 53,
54, 56, 58, 61, 62, 66, 85, 92, 99, 100, 101, 104, 112, 113, 114, 120, 121, 149, 168
[7] H. Hristova, O. Le Meur, R. Cozot, and K. Bouatouch, “Style-aware robust color
transfer,” in Proceedings of the workshop on Computational Aesthetics. Euro-
graphics Association, 2015, pp. 67–77. 8, 12, 19, 31, 36, 41, 85, 91, 92, 98, 99,
100, 101, 103, 104, 109, 111, 112, 113, 114, 118, 119, 121, 127, 128, 141, 149
[8] F. Durand and J. Dorsey, “Fast bilateral filtering for the display of high-dynamic-
range images,” ACM transactions on graphics (TOG), vol. 21, no. 3, pp. 257–266,
2002. 19, 119, 126, 143, 145
[9] R. Mantiuk, K. Myszkowski, and H.-P. Seidel, “A perceptual framework for con-
trast processing of high dynamic range images,” ACM Transactions on Applied
Perception (TAP), vol. 3, no. 3, pp. 286–308, 2006. 19, 136
[10] M. D. Fairchild, Color appearance models. John Wiley & Sons, 2013. 27, 29,
31, 112, 127, 128, 143
[11] S. K. Shevell, The science of color. Elsevier, 2003. 27
177
BIBLIOGRAPHY
[12] C. Ware, “Lightness, brightness, contrast, and constancy,” Information visualiza-
tion: perception for design, 3rd edn. Morgan Kaufmann, Durham, pp. 69–95, 2012.
27
[13] C. Matters, “Basic color theory,” Retrieved March, vol. 27, p. 2015, 2012. 27
[14] T. Young, “The bakerian lecture: On the theory of light and colours,” Philosophical
transactions of the Royal Society of London, vol. 92, pp. 12–48, 1802. 28
[15] O. Noboru and A. R. Robertson, “3.9: Standard and supplementary illuminants,
colorimetry,” 2005. 29, 31
[16] G. Wyszecki and W. S. Stiles, Color science. Wiley New York, 1982, vol. 8. 29,
31
[17] M. D. Fairchild, “A revision of ciecam97s for practical applications,” Color Re-
search & Application, vol. 26, no. 6, pp. 418–427, 2001. 29
[18] J. Huo, Y. Chang, J. Wang, and X. xia Wei, “Robust automatic white
balance algorithm using gray color points in images.” IEEE Trans. Consumer
Electronics, vol. 52, no. 2, pp. 541–546, 2006. [Online]. Available: http:
//dblp.uni-trier.de/db/journals/tce/tce52.html#HuoCWW06 31, 56, 113
[19] N. Limare, J.-L. Lisani, J.-M. Morel, A. B. Petro, and C. Sbert, “Simplest color
balance,” Image Processing On Line, vol. 1, pp. 297–315, 2011. 31
[20] O. Frigo, N. Sabater, V. Demoulin, and P. Hellier, “Optimal transportation
for example-guided color transfer,” in Asian Conference on Computer Vision.
Springer, 2014, pp. 655–670. 31, 45, 56, 57, 58, 61, 63, 98, 128
[21] J. Kuang, G. M. Johnson, and M. D. Fairchild, “icam06: A refined image appear-
ance model for hdr image rendering,” Journal of Visual Communication and Image
Representation, vol. 18, no. 5, pp. 406–414, 2007. 33, 56, 57, 116, 127, 128
[22] E. Gómez, M. Gomez-Viilegas, and J. Marin, “A multivariate generalization of the
power exponential family of distributions,” Communications in Statistics-Theory
and Methods, vol. 27, no. 3, pp. 589–600, 1998. 35, 65, 70
[23] P. J. Davis, “Leonhard euler’s integral: A historical profile of the gamma function:
In memoriam: Milton abramowitz,” The American Mathematical Monthly, vol. 66,
no. 10, pp. 849–869, 1959. 35
[24] F. Pascal, L. Bombrun, J.-Y. Tourneret, and Y. Berthoumieu, “Parameter estima-
tion for multivariate generalized gaussian distributions,” Signal Processing, IEEE
Transactions on, vol. 61, no. 23, pp. 5960–5971, 2013. 35, 68
[25] T. S. Cho, C. L. Zitnick, N. Joshi, S. B. Kang, R. Szeliski, and W. T. Freeman, “Im-
age restoration by matching gradient distributions,” Pattern Analysis and Machine
Intelligence, IEEE Transactions on, vol. 34, no. 4, pp. 683–694, 2012. 35, 76
178
BIBLIOGRAPHY
[26] S. G. Chang, B. Yu, and M. Vetterli, “Spatially adaptive wavelet thresholding with
context modeling for image denoising,” IEEE Transactions on image Processing,
vol. 9, no. 9, pp. 1522–1531, 2000. 35
[27] D. Cho and T. D. Bui, “Multivariate statistical modeling for image denoising using
wavelet transforms,” Signal Processing: Image Communication, vol. 20, no. 1, pp.
77–89, 2005. 35
[28] D. Cho, T. D. Bui, and G. Chen, “Image denoising based on wavelet shrinkage us-
ing neighbor and level dependency,” International Journal of Wavelets, Multireso-
lution and Information Processing, vol. 7, no. 03, pp. 299–311, 2009. 35, 65
[29] J. Scharcanski, “A wavelet-based approach for analyzing industrial stochastic tex-
tures with applications,” IEEE Transactions on Systems, Man, and Cybernetics-
Part A: Systems and Humans, vol. 37, no. 1, pp. 10–22, 2007. 35
[30] M. N. Do and M. Vetterli, “Wavelet-based texture retrieval using generalized gaus-
sian density and kullback-leibler distance,” Image Processing, IEEE Transactions
on, vol. 11, no. 2, pp. 146–158, 2002. 35, 65
[31] C. Nafornita, Y. Berthoumieu, I. Nafornita, and A. Isar, “Kullback-leibler distance
between complex generalized gaussian distributions,” in Signal Processing Con-
ference (EUSIPCO), 2012 Proceedings of the 20th European. IEEE, 2012, pp.
1850–1854. 35
[32] G. Verdoolaege and P. Scheunders, “Geodesics on the manifold of multivariate
generalized gaussian distributions with an application to multicomponent texture
discrimination,” International Journal of Computer Vision, vol. 95, no. 3, pp. 265–
286, 2011. 35, 65
[33] ——, “On the geometry of multivariate generalized gaussian models,” Journal of
Mathematical Imaging and Vision, vol. 43, no. 3, pp. 180–193, 2012. 35
[34] F. Pitié and A. Kokaram, “The linear monge-kantorovitch linear colour mapping
for example-based colour transfer,” 2007. 36, 41, 45, 46, 65, 66, 69, 74, 80, 83, 85,
91, 98, 99, 100, 149
[35] G. N. Watson, A treatise on the theory of Bessel functions. Cambridge university
press, 1995. 37
[36] Y. Gong and I. F. Sbalzarini, “Image enhancement by gradient distribution specifi-
cation,” in Computer Vision-ACCV 2014 Workshops. Springer, 2014, pp. 47–62.
37, 65, 76
[37] T. Eltoft, T. Kim, and T.-W. Lee, “On the multivariate laplace distribution,” Signal
Processing Letters, IEEE, vol. 13, no. 5, pp. 300–303, 2006. 37, 65
[38] A. Al-Saleh and A. El-Zaart, “Unsupervised learning technique for skin images
segmentation using a mixture of beta distributions,” in 3rd Kuala Lumpur Interna-




[39] T. Pouli and E. Reinhard, “Progressive histogram reshaping for creative color trans-
fer and tone reproduction,” in Proceedings of the 8th International Symposium on
Non-Photorealistic Animation and Rendering. ACM, 2010, pp. 81–90. 45, 99,
100
[40] ——, “Progressive color transfer for images of arbitrary dynamic range,” Comput-
ers & Graphics, vol. 35, no. 1, pp. 67–80, 2011. 45
[41] X. Xiao and L. Ma, “Gradient-preserving color transfer,” in Computer Graphics
Forum, vol. 28, no. 7. Wiley Online Library, 2009, pp. 1879–1886. 45
[42] F. Pitie, A. C. Kokaram, and R. Dahyot, “N-dimensional probability density func-
tion transfer and its application to color transfer,” in Computer Vision, 2005. ICCV
2005. Tenth IEEE International Conference on, vol. 2. IEEE, 2005, pp. 1434–
1439. 45, 61, 99, 100
[43] R. Nguyen, S. Kim, and M. Brown, “Illuminant aware gamut-based color transfer,”
in Computer Graphics Forum, vol. 33, no. 7. Wiley Online Library, 2014, pp.
319–328. 45, 98
[44] Y. Hwang, J.-Y. Lee, I. So Kweon, and S. Joo Kim, “Color transfer using proba-
bilistic moving least squares,” in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, 2014, pp. 3342–3349. 45, 49, 61, 98, 168
[45] A. Abadpour and S. Kasaei, “A fast and efficient fuzzy color transfer method,” in
Signal Processing and Information Technology, 2004. Proceedings of the Fourth
IEEE International Symposium on. IEEE, 2004, pp. 491–494. 45
[46] ——, “An efficient pca-based color transfer method,” Journal of Visual Communi-
cation and Image Representation, vol. 18, no. 1, pp. 15–34, 2007. 45
[47] C. Villani, Topics in optimal transportation. American Mathematical Soc., 2003,
no. 58. 46, 69
[48] I. Olkin and F. Pukelsheim, “The distance between two random vectors with given
dispersion matrices,” Linear Algebra and its Applications, vol. 48, pp. 257–263,
1982. 46, 69
[49] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based learning applied
to document recognition,” Proceedings of the IEEE, vol. 86, no. 11, pp. 2278–2324,
1998. 46
[50] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale
image recognition,” CoRR, vol. abs/1409.1556, 2014. 47
[51] A. Karpathy, G. Toderici, S. Shetty, T. Leung, R. Sukthankar, and L. Fei-Fei,
“Large-scale video classification with convolutional neural networks,” in The IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), June 2014. 47
[52] L. A. Gatys, A. S. Ecker, and M. Bethge, “A neural algorithm of artistic style,”
arXiv preprint arXiv:1508.06576, 2015. 47, 48, 105, 168
180
BIBLIOGRAPHY
[53] D. E. Rumelhart, G. E. Hinton, and R. J. Williams, “Learning representations by
back-propagating errors,” Cognitive modeling, vol. 5, no. 3, p. 1, 1988. 47
[54] J. Johnson, A. Alahi, and L. Fei-Fei, “Perceptual losses for real-time style transfer
and super-resolution,” in European Conference on Computer Vision. Springer,
2016, pp. 694–711. 47, 168
[55] O. Frigo, N. Sabater, J. Delon, and P. Hellier, “Split and match: example-based
adaptive patch sampling for unsupervised style transfer,” in Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, 2016, pp. 553–
561. 47, 105, 168
[56] F. Luan, S. Paris, E. Shechtman, and K. Bala, “Deep photo style transfer,” arXiv
preprint arXiv:1703.07511, 2017. 48, 105
[57] C. Li and M. Wand, “Combining markov random fields and convolutional neural
networks for image synthesis,” in Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, 2016, pp. 2479–2486. 48
[58] V. Wisslar, Illuminated Pixels: The Why, What, and How of Digital Lighting. Cen-
gage Learning, 2013. 52
[59] M. Stone, A field guide to digital color. CRC Press, 2013. 52
[60] F. Pitié, A. C. Kokaram, and R. Dahyot, “Automated colour grading using colour
distribution transfer,” Computer Vision and Image Understanding, vol. 107, no. 1,
pp. 123–137, 2007. 55, 58, 59, 82, 83, 113, 120, 121
[61] I. Olkin and S. Rachev, “Maximum submatrix traces for positive definite matrices,”
SIAM journal on matrix analysis and applications, vol. 14, no. 2, pp. 390–397,
1993. 55
[62] D. Dowson and B. Landau, “The frechet distance between multivariate normal dis-
tributions,” Journal of multivariate analysis, vol. 12, no. 3, pp. 450–455, 1982.
55
[63] L. C. Evans, “Partial differential equations and monge-kantorovich mass transfer,”
Current developments in mathematics, vol. 1999, pp. 65–126, 1997. 55, 149
[64] M.-S. Yang, “A survey of fuzzy clustering,” Mathematical and Computer mod-
elling, vol. 18, no. 11, pp. 1–16, 1993. 55
[65] R. Nock and F. Nielsen, “On weighting clustering,” Pattern Analysis and Machine
Intelligence, IEEE Transactions on, vol. 28, no. 8, pp. 1223–1235, 2006. 55
[66] R. De Maesschalck, D. Jouan-Rimbaud, and D. L. Massart, “The mahalanobis dis-
tance,” Chemometrics and intelligent laboratory systems, vol. 50, no. 1, pp. 1–18,
2000. 56
[67] B. Arbelot, R. Vergne, T. Hurtut, and J. Thollot, “Automatic texture guided color
transfer and colorization,” in Expressive 2016, 2016. 59, 63
181
BIBLIOGRAPHY
[68] Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli, “Image quality assess-
ment: from error visibility to structural similarity,” IEEE transactions on image
processing, vol. 13, no. 4, pp. 600–612, 2004. 61, 98, 118, 131
[69] A. Bhattacharyya, “On a measure of divergence between two multinomial popula-
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