ABSTRACT. We show in Theorem 4.4 that every vector lattice homomorphism T from W
E) for every u ∈ F 1 (A 1 , E), then the operator S ξ which maps u to u • ξ is called a composition transformation. If g : A 2 → R is a map such that (u • ξ )g belongs to F 2 (A 2 , E) for every u ∈ F 1 (A 1 , E), then the mapping T : u → (u • ξ )g is called a weighted composition transformation induced by the CoMu-Representation (ξ , g). There are many results in the literature which assert that certain operators are weighted composition transformations.
The classical Banach-Stone Theorem (Stefan Banach [6] and Marshall Harvey Stone [29] ) says the following. Let T 1 and T 2 be compact Hausdorff spaces. Then a bounded linear operator C(T 1 ) → C(T 2 ) is a surjective isometry if and only if T has a CoMuRepresentation (ξ , g) for some homeomorphism ξ : T 2 → T 1 and some continuous function g : T 2 → {−1, 1}. A simplified version of Lamperti's Theorem (John Lamperti [19] ) says the following. Let [19] and by Günter Lumer in 1963 [20] . Interesting results for isometries between Sobolev spaces were obtained by Geoff Diestel and Alexander Koldobsky in 2006 [12] by considering W 1,p (Ω) as a subspace of a certain L p space.
In this article we consider vector lattice homomorphisms T : W 1,p (Ω 1 ) → W 1,q (Ω 2 ). A large class of such lattice homomorphisms can be obtained as follows. Let Ω 1 and Ω 2 be non-empty open sets in R N . Then the class T 1 p (Ω 1 , Ω 2 ) (defined in the book of Maz'ya and Shaposhnikova [22, Section 6.4.3] ) consists by definition of those mappings ξ : Ω 2 → Ω 1 such that u • ξ ∈ W 1,p (Ω 2 ) and u • ξ W 1,p (Ω 2 ) ≤ C · u W 1,p (Ω 1 ) for all u ∈ W 1,p (Ω 1 ), where C is a constant independent of u. 1 A real-valued function g defined on Ω 2 belongs by definition to the class of Sobolev multipliers (see Maz'ya and Shaposhnikova [22, Chapter 1 and 6] ) M W 1,p (Ω 2 ) → W 1,q (Ω 2 ) if gu ∈ W 1,q (Ω 2 ) for all u ∈ W 1,p (Ω 1 ). Then T : W 1,p (Ω 1 ) → W 1,q (Ω 2 ) defined by Tu := (u • ξ )g with ξ ∈ T 1 p (Ω 1 , Ω 2 ) and nonnegative g ∈ M ( W 1,p (Ω 2 ) → W 1,q (Ω 2 )) is a vector lattice homomorphism.
The article is organized as follows. In Section 2 we fix the setting, give examples and prove preliminary results. Some of the introduced objects are well-known, some are less-known and some of them are new. In Section 3 we prove the Abstract Representation Theorem and in Section 4 we apply it to various Sobolev spaces. In the last and short section (Section 5) with give some examples. The sections are split into subsections as follows. In Subsection 2.1 we introduce well-known classes of functions and in Subsection 2.2 we will shortly introduce the classical p-capacity Cap p with references to the literature for more informations. The definitions in Subsection 2.3 are new. Here we introduce various equivalence classes of functions -functions which are not defined everywhere. It will be important for the Abstract Representation Theorem (Theorem 3.5) to distinguish between pointwise defined functions and equivalence classes of functions.
The relative p-capacity is introduced in Subsection 2.4. The only use of the relative pcapacity is to handle lattice homomorphisms involving Sobolev spaces with non-vanishing boundary values, such as W 1,p . In Subsection 2.5 we recall well-known results about the mollification of L p and Sobolev functions which we need in Subsection 2.6 to deduce that L p -spaces and Sobolev spaces are regularizable, a notion which is also defined there. Properties of lattice homomorphisms between Sobolev spaces are given in Subsection 2.7. A partition of unity consisting of functions in certain function spaces is introduced in Subsection 2.8. In Section 3 we prove the Abstract Representation Theorem, stating that for certain operators T we have a representation of the form Tu = (u • ξ )g, which we also call a CoMu-representation (Composition and Multiplication) for T . In Section 4 we apply the Abstract Representation Theorem to various Sobolev spaces. Representations of lattice homomorphisms between Sobolev spaces with vanishing boundary values are considered in Subsection 4.1 -Theorem 4.4. Representations for Sobolev spaces with non-vanishing boundary values are considered in Subsection 4.2 -Theorem 4.8 -whereas representations up to the boundary are considered in Subsection 4.3 -Theorem 4.13.
PRELIMINARIES AND SETTING
In this article Ω always denotes an open and non-empty subset of R N , (M, d) denotes a metric space, T denotes a topological space and D denotes an arbitrary non-empty set.
Function Spaces. By C(T)
we denote the space of all real-valued and continuous functions on T and by C c (T) the subspace of C(T) consisting of those functions having compact support. By D(Ω) we denote the space of all test functions on Ω, that is,
Its topological dual is denoted by D ′ (Ω) and is called the space of distributions.
: u ≥ 1 a.e. on a neighbourhood of A . 
Theorem 2.3. Bouleau and Hirsch [10, Proposition 8.2.5] . Let p ∈ (1, ∞) and u n ∈ W 1,p (Ω) be a sequence which converges in W 1,p (Ω) to u ∈ W 1,p (Ω). Then there exist a Cap p -polar set P and a subsequence (u n k ) k of (u n ) n such that u n k → u everywhere on Ω \ P.
Equivalence Classes of Functions.
By F (D) we denote the space of all real-valued functions f : D → R. The power set of D is denoted by P(D). We call a subset N ⊂ P(D) a nullspace on D if it contains the empty set and if it is closed with respect to countable unions, that is, / 0 ∈ N and
If N is a nullspace on D, then an equivalence relation
In the following we consider subspaces U of the quotient space F(D, N ) given by 
where
Remark 2.10. Note that in the definition above the intersection is given by
We should also remark that W • C( / 0) = 0; 
Theorem 2.17. Biegert [9, Theorem 3.24] . Let u n ∈ W 1,p (Ω) be a sequence which con-
Then there exists a subsequence u n k which converges Cap p,Ω -quasi everywhere on Ω to u. 
We define a sequence of mollifiers as follows:
negative test function such that ρ = 1. Then for m ∈ N and x ∈ R N we let 
Proof. This follows as in the proof of Theorem 2.18 with the additional observation that Cap p -quasi every x ∈ Ω is a Lebesgue point for u -see Adams Lemma 2.20.
Proof. This is Young's inequality stating that for f ∈ L p (R N ) and g ∈ L q (R N ) with 1 ≤ p, q ≤ ∞ and 1/p + 1/q = 1 we have that 
In this case we call the sequence (S m ) m a regularizer sequence for U.
Example 2.24. The space U
:= W 1,p (Ω) ⊂ F(Ω, N p ) is regularizable for every p ∈ (1, ∞). A regularizer sequence (S m ) m for U is given by S m u := u ⋆ ρ m -Theorem 2.19.
Lattice Homomorphisms and Local Operators.
In this subsection we consider in particular lattice homomorphisms between L p -spaces or Sobolev spaces and we show that they satisfy the conditions in the Abstract Representation Theorem (Theorem 3.5).
Definition 2.25. Let T be a topological space, D 1 ⊂ T be a dense subset, N j be a nullspace on D j and let U be a subspace of
Definition 2.26. Let E, F be vector lattices. A linear mapping T : E → F is called a vector lattice homomorphism or briefly lattice homomorphism if |Tu| = T |u| for all u ∈ E. If T is in addition bijective, then T is called a lattice isomorphism.
Lemma 2.27.
Then the following are equivalent.
(1) T is a lattice homomorphism. 
Proof. (1)⇒(2). The positivity of T is clear. To show that
is a Banach lattice and that T is positive, we get from Schaefer [28, Theorem II. 5.3] that T is continuous.
. For this, using the continuity and locality of T , it is sufficient to show that there exist functions
be such that w − u p ≤ 1/n. Let δ > 0 be so small that for u n := (w + − δ ) + and v n := (w − − δ ) + one has w + − u n ≤ 1/n and w − − v n ≤ 1/n. It follows that (u n ) n and (v n ) n are sequences with the desired properties.
Lemma 2.28. Let p, q ∈ (1, ∞) and let T be a linear mapping from W
Proof. Let O n be open and relatively compact sets in
Proof. Apply Lemma 2.35 with M = Ω.
Proof. Apply Lemma 2.35 with M := V ⊂ Ω := R N .
For the proof of the Abstract Representation Theorem we need the following.
Lemma 2.38. (Partition of Unity)
Let M be a locally compact separable metric space and let U ⊂ C c (M) be a rich subspace in M. Then for k, n ∈ N there exist functions ϕ k,n ∈ U satisfying the following properties:
Proof. Let n ∈ N be fixed and let K j ⊂ M be a sequence of compact sets whose union is M. Since M is locally compact and K j is compact, we know that K j is in a finite union of open and relatively compact balls with center in K j and radius in (0, 1/n]. Since the union of all K j is M, we get that the countable union of all such open and relatively compact balls, denoted by B(z k,n , r k,n ) for k ∈ N, equals M. Since M admits a partition of unity of class U, we get a family of functions (ϕ k,n ) k in U satisfying the desired properties.
ABSTRACT REPRESENTATION THEOREM
The aim of this section is to proof a representation for linear, positive and local operators defined on a rich subspace similar to the following well-known Theorem -see Aliprantis and Burkinshaw [3, Theorem 7.22] ). Proof.
It follows from the Hahn-Banach Theorem (see Conway [11, Theorem 6.2] ) that there exists T : Then T has a CoMu-Representation (ξ , g) with ξ : T → M and g :
Proof. Let S m : U 2 → C(T) be a regularizer sequence for U 2 , ϕ k,n ∈ U 1 be given from Lemma 2.38 and let ψ k,n ∈ T ϕ k,n be fixed. For T m := S m • T we get by our assumptions that there exist N k,n ∈ N 2 such that T m ϕ n,k → ψ k,n everywhere on T \ N k,n . If supp(ϕ k,n ) ∩ supp(ϕ j,m ) = / 0 we let N k,n, j,m := / 0, otherwise (T is local) we let N k,n, j,m ∈ N 2 be such that ψ k,n (y) · ψ j,m (y) = 0 for all y ∈ T \ N k,n, j,m . Now let N ∈ N 2 be the union of all N k,n and N k,n, j,m and let
Step 1: Radon measures µ y,m . Let y ∈ T and m ∈ N be fixed. By the properties of T m it follows that δ y • T m : U 1 → R is linear and positive. It follows from Lemma 3.4 that there exists a Radon measure µ y,m on M such that
Step 2: We show that for every y ∈ T ′ there exists ξ (y) ∈ M such that for all compact sets K ⊂ M \ {ξ (y)} we have that
For the proof let y ∈ T ′ be fixed. Then there exist k 0 , n 0 ∈ N such that ψ k 0 ,n 0 (y) > 0.
Step 2a: We show that for every n ≥ n 0 there exists k 0 (n) ∈ N such that ψ k 0 (n),n (y) > 0. Let n ≥ n 0 be fixed. Since supp(ϕ k 0 ,n 0 ) ⊂ M is compact, there exists j ∈ N such that
Using that T m : U 1 → C(T ) is positive, we get that
Therefore there exists k 0 (n) ∈ {1, . . . , j} such that ψ k 0 (n),n (y) > 0. Let z n := z k 0 (n),n denote the center and r n := r k 0 (n),n ≤ 1/n denote the radius of the ball B containing the support of ϕ k 0 (n),n (see Lemma 2.38).
Step 2b: Let K ⊂ M be a compact set and let K n := K \ B(z n , 3/n) for n ≥ n 0 . We show that µ y,m (K n ) → 0 as m → ∞ for all n ≥ n 0 . Let n ≥ n 0 be fixed. Then there exists j ∈ N such that
Since supp(ϕ k,n ) ∩ supp(ϕ k 0 (n),n ) = / 0 for all k ∈ M n , we get that ψ k,n (y)ψ k 0 (n),n (y) = 0 and since ψ k 0 (n),n (y) > 0 it follows that ψ k,n (y) = 0 for all k ∈ M n . Therefore
Step 2c: We show that (z n ) n is a Cauchy sequence in M. Let ε > 0 be fixed and let m 0 ≥ n 0 be such that m 0 ≥ 6/ε. Assume that there exist n, l ≥ m 0 such that d(z l , z n ) ≥ ε ≥ 6/m 0 , then
Step 2d: We show the assertion of Step 2. Let K ⊂ M \ {ξ (y)} be a compact set and
Hence by
Step 2b we get that µ y,
a contradiction and hence ξ (y) ∈ M.
Step 3: We show that for y ∈ T ′ there exists g(y) ∈ (0, ∞) such that M udµ y,m → g(y)u(ξ (y)) for all u ∈ U 1 . For this let ω ⊂ M be an open and relatively compact set containing ξ (y).
Then there exist j ∈ N such that Since ε > 0 was arbitrary, the claim follows.
Step 4: We finish the proof of the theorem. Let u ∈ U 1 and f ∈ Tu be fixed. Then there existsN ∈ N 2 such that T m u → f everywhere on T \N. Let M := N ∪N and x 0 ∈ M be fixed. For y ∈ T \ T ′ we let ξ (y) := x 0 and g(y) := 0. We show that for all y ∈ T \ M we have that f (y) = u(ξ (y))g(y).
Let y ∈ T \ M be fixed. Then there are two possibilities, y ∈ T ′ or y ∈ T ′ . If y ∈ T ′ then for all k, n ∈ N we have that ψ k,n (y) = 0. Let j ∈ N be such that
REPRESENTATION OF LATTICE HOMOMORPHISMS
In this section we apply the Abstract Representation Theorem (Theorem 3.5) to lattice homomorphisms between L p and Sobolev spaces defined on open and non-empty sets Ω in R N . This was the main motivation for the work we did in the previous section.
Sobolev Spaces with Vanishing Boundary Values.
Let Ω 1 , Ω 2 ⊂ R N be non-empty open sets and let p, q ∈ (1, ∞). In this subsection we assume that T :
is a lattice homomorphism. It follows from
• Example 2.24 that W 1,q (Ω 2 ) is regularizable, • Lemma 2.28 that T is Ω 1 -local and positive (and continuous),
In order to extend Equation (1) to u ∈ u ∈ W 1,p 0 (Ω 1 ) we need the following lemmata. 
≤ Cap p (K) + 1/n. Let f n ∈ T (ϕ n ψ 1 ) be fixed and let N be a Cap qpolar set such that f n (y) = (ϕ n ψ 1 )(ξ (y))g(y)
for all y ∈ Ω 2 \ N, n ∈ N.
Hence (using that mψ 2 f n is Cap q -quasi continuous) we get that
.
For n → ∞ the claim follows. 
be an increasing sequence of compact sets such that n C n = O. By Lemma 4.1 we get that
For ε → 0+ the claim follows. and n ω j n = Ω j . For all n, k, m ∈ N we get by the previous lemma that
Now the claim follows from the identity
The following theorem is one of the main theorems in this article. It says that every lattice homomorphism between Sobolev spaces admits a CoMu-Representation. 
More precisely, this means that for every u ∈ u ∈ W 1,p 0 (Ω 1 ) and every f ∈ T u there exists a Cap q -polar set N ⊂ Ω 2 such that
Proof. Let u n ∈ D(Ω 1 ) be a sequence of test functions converging in W 1,p (Ω 1 ) to u ∈ W 1,p 0 (Ω 1 ). For u ∈ u (after passing to a subsequence, Theorem 2.3) there exists a Cap ppolar set P such that u n → u everywhere on Ω 1 \ P. Now let f n ∈ Tu n and f ∈ T u be fixed. Then (after passing to a subsequence, Theorem 2.3) there exists a Cap q -polar set N 1 such that f n → f everywhere on Ω 2 \ N 1 . Let N 2 be a Cap q -polar set such that the following holds for all y ∈ Ω 2 \ N 2 and all n ∈ N:
For the Cap q -polar set N := ξ −1 (P) ∩ {y ∈ Ω 2 : g(y) > 0} ∪ N 1 ∪ N 2 and y ∈ Ω 2 \ N we get that
Sobolev Spaces with Non-Vanishing Boundary Values: Local.
• Lemma 2.31 that T is Ω 1 -local and positive (and continuous),
that is, for all u ∈ W 1,p (Ω 1 ) ∩C c (Ω 1 ) and f ∈ Tu there exists a Cap q -polar set N such that
Note that here ξ : Ω 2 → Ω 1 . In order to extend Equation (2) to u ∈ u ∈ W 1,p (Ω 1 ) we need the following lemmata. 
≤ Cap p,Ω 1 (K 1 ) + 1/n (see Theorem 2.16). Let f n ∈ T ψ 1,n be fixed and let N be a Cap q -polar set such that f n (y) = ψ 1,n (ξ (y))g(y) for all y ∈ Ω 2 \ N, n ∈ N.
For n → ∞ the claim follows.
Lemma 4.6. Let K 2 ⊂ Ω 2 be a compact set and let G m := {y ∈ Ω 2 : g(y) > 1/m} for m ∈ N. Then there exists a constant C = C(K 2 ) such that for all sets M in Ω 1 the following estimate holds:
). Let C n ⊂ O be an increasing sequence of compact sets such that n C n = O. By Lemma 4.5, using that Cap p,Ω 1 is a Choquet Capacity (see Theorem 2.15), we get that
For ε → 0+ the claim follows.
Lemma 4.7. The set ξ −1 (P) ∩ {y ∈ Ω 2 : g(y) > 0} is Cap q -polar for every Cap p,Ω 1 -polar set P ⊂ Ω 1 .
Proof. Let ω n ⊂ Ω 2 be an increasing sequence of compact sets such that n ω n = Ω 2 . It follows from Lemma 4.6 that ξ −1 (P) ∩ G m ∩ ω n is Cap q -polar for all m, n ∈ N. The claim follows now from the identity
More precisely, this means that for every u ∈ u ∈ W 1,p (Ω 1 ) and every f ∈ T u there exists a Cap q -polar set N ⊂ Ω 2 such that
Note that every u ∈ W 1,p (Ω 1 ) has a unique trace on ∂ Ω 1 up to a Cap p,Ω 1 -polar set.
Proof. Let u n ∈ W 1,p (Ω 1 ) ∩C c (Ω 1 ) be a sequence of continuous functions converging in W 1,p (Ω 1 ) to u. For u ∈ u (after passing to a subsequence, Theorem 2.17) there exists a Cap p,Ω 1 -polar set P such that u n → u everywhere on Ω 1 \ P. Now let f n ∈ Tu n and f ∈ T u be fixed. Then (after passing to a subsequence, Theorem 2.17) there exists a Cap q -polar set N 1 such that f n → f everywhere on Ω 2 \ N 1 . Let N 2 be a Cap q -polar set such that the following holds for all y ∈ Ω 2 \ N 2 and all n ∈ N:
f n (y) = u n (ξ (y))g(y).
For the Cap q -polar set N := ξ −1 (P) ∩ {y ∈ Ω 2 : g(y) > 0} ∪ N 1 ∪ N 2 (see Lemma 4.7) and y ∈ Ω 2 \ N we get that
Sobolev Spaces with Non-Vanishing Boundary Values: Global.
In this subsection we assume that
is a lattice homomorphism. Then there exists a CoMu-
Proof. Let ε > 0. Then there exists an open set O in the metric space
Let C n ⊂ O be an increasing sequence of compact sets such that n C n = O. Now we get from Lemma 4.10 that
Proof. For m ∈ N let G m := y ∈ Ω 2 : g ⋆ (y) > 1/m . Then the claim follows from Lemma 4.11 and the identity 
Then there exist a Cap p -polar set P 1 and a Cap q -polar set
It follows from Lemma 4.3 and Proposition 4.16 that the set Q := Q 1 ∪ ξ −1 (P 1 ) is a Cap qpolar set. Now let ω n ⊂⊂ Ω 2 be a sequence of open sets such that n ω n = Ω 2 and let v n , w n, j ∈ D(Ω 2 ) be such that v n (y) = 1 and w n, j (y) = y j for all y = (y 1 , . . . , y N ) t ∈ ω n . Then there exists a Cap q -polar set R such that for all y ∈ Ω ′ 2 := Ω 2 \ R, all n ∈ N and all j ∈ {1, . . . , N} v n (y) = v n (η(ξ (y)))h(ξ (y))g(y) and w n, j (y) = w n, j (η(ξ (y)))h(ξ (y))g(y).
Let y ∈ Ω ′ 2 be fixed and let n ∈ N be such that y ∈ ω n and η(ξ (y)) ∈ ω n . Then we get that
is its inverse. Interchanging the role of T and T −1 we get a Cap p -polar set S and a
and Ω 2 := η(Ω ′ 1 ) ∪ Ω ′ 2 we get that ξ : Ω 2 → Ω 1 is bijective and η : Ω 1 → Ω 2 is its inverse. Proof. Let N := {y ∈ Ω 2 : g ⋆ (y) = 0} and let ω n ⊂ Ω 2 be a sequence of compact sets such that n ω n = Ω 2 . Let ϕ n ∈ D(R N ) be such that ϕ n ≥ 1 on ω n . Since ϕ n | Ω 2 ∈ W 1,q (Ω 2 ) is in the image of T , we get that Cap q,Ω 2 (ω n ∩ N) = 0. Therefore Cap q,Ω 2 (N) = 0.
Interchanging the role of T and T −1 we get a Cap p,Ω 1 -polar set S and a set Ω ′ 1 :
• Lemma 2.27 that T is Ω 1 -local and positive (and continuous),
that is, for all u ∈ C c (Ω 1 ) ⊃ D(Ω 1 ) and f ∈ Tu there exists a Lebesgue nullset N such that
In order to extend Equation (5) to u ∈ L p (Ω 1 ) we need the following lemma.
Lemma 4.22. The set ξ −1 (P)∩{y ∈ Ω 2 : g(y) > 0} is a Lebesgue nullset for every Lebesgue nullset P ⊂ Ω 1 .
Proof. Using that for a compact set K ⊂ Ω 1 we have that
2 . This shows (using the outer Lebesgue measure λ ⋆ ) that
For n → ∞ we get that
be an open and fixed set and let K j ⊂ O be an increasing sequence of compact sets such that
Now take the Lebesgue nullset
For ε → 0 we get that ξ −1 (P) ∩ G m is a Lebesgue nullset. Let G := G m . Then the claim follows form the equality ξ −1 (P) 
More precisely, this means that for every u ∈ u ∈ L p (Ω 1 ) and every f ∈ T u there exists a Lebesgue nullset N ⊂ Ω 2 such that f (y) = u(ξ (y))g(y) for all y ∈ Ω 2 \ N.
Proof. Let u n ∈ D(Ω 1 ) be a sequence of test functions converging in L p (Ω 1 ) to u ∈ L p (Ω 1 ). For u ∈ u (after passing to a subsequence) there exists a Lebesgue nullset P such that u n → u everywhere on Ω 1 \ P. Now let f n ∈ Tu n and f ∈ T u be fixed. Then (after passing to a subsequence) there exists a Lebesgue nullset N 1 such that f n → f everywhere on Ω 2 \ N 1 . Let N 2 be a Lebesgue nullset such that the following holds for all y ∈ Ω 2 \ N 2 and all n ∈ N:
f n (y) = u n (ξ (y))g(y). 
More precisely, this means that for every u ∈ u ∈ W 1,p (Ω) and every f ∈ T u there exists a Lebesgue nullset N ⊂ Ω 2 such that f (y) = u(ξ (y))g(y) for all y ∈ Ω 2 \ N.
Proof. Let S be the restriction of T to the sublattice 
