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Abstract—A novel resampling framework is proposed to evalu-
ate the robustness and generalization capability of deep learning
models with respect to distribution shift. We use Auto Encoder
Variational Bayes to find a latent representation of the data,
on which a Variational Gaussian Mixture Model is applied to
deliberately create distribution shift by dividing the dataset into
different clusters. Wasserstein distance is used to characterize the
extent of distribution shift between the training and the testing
data splits. We compare several conventional Convolutional
Neural Network (CNN) architectures as well as Bayesian CNN
models for image classification on the Fashion-MNIST dataset to
assess their robustness under the deliberately created distribution
shift.
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I. INTRODUCTION
Recent studies have shown that deep learning methods may
not generalize well beyond the training data distribution. For
instance, deep learning models are vulnerable to adversarial
perturbations [1], are prone to biases and unfairness [2], or may
significantly but unknowingly depend on confounding variables
resulting from the training data collection process [3]. In this
work we focus on distribution shift, which is another important
phenomenon that can have a significant negative impact on
the performance of deep learning models [4]. Addressing the
problems related to distribution shift is especially crucial for
medical applications of machine learning [5], [6].
Inspired by the work on Restrictive Federated Model
Selection over shifted distribution [5], we are interested to
investigate the distribution shift phenomena and its effect
in computer vision tasks, while leaving the second step of
solving the problem in a similar way as in Restrictive Federated
Model Selection [5] as future work. We propose a resampling
technique to evaluate the robustness of a machine learning
model to distribution shift. Specifically, we are interested in
characterizing model testing under distribution shift, i.e., when
the feature distribution of the test data is shifted relative to the
distribution of features in the training data.
Our major contributions are:
• Compared to, for example, adversarial attacks, the effect
of distribution shift seems to have been studied to a much
lesser extent in the area of deep learning so far. This
work evaluates how several different model architectures,
including the Bayesian version, perform under distribution
shift. We hope that this can serve as pioneer work in that
direction.
• We propose a resampling framework to assess the ro-
bustness to distribution shift of deep learning models,
specifically, image classification deep learning models. Our
resampling framework does not require multiple datasets
with distribution shifts to be available a priori, but it rather
operates on only one dataset. Alongside our resampling
approach for assessing a model’s robustness to distribution
shift, we use the Wasserstein distance to quantify the
amount of distribution shift. Our novel method gives a
projected profile of a model reflecting its robustness to
distribution shift.
II. PREREQUISITE
Auto-encoding Variational Bayes [7]: To model the likeli-
hood of data p(x), a latent variable model pθ(z|x) is approxi-
mated by a variational distribution qφ(z|x). The latent variable
is reparameterized as z = g(, x) with an auxiliary random
variable  ∼ p() following an appropriate distribution. The
likelihood pθ(x|z) can be modeled as a Gaussian distribution
with mean and variance parameters computed from z by a
decoder neural network. Evidence lower bound of the likelihood
is optimized with respect to θ and φ using stochastic gradient
descent (SGD) over the Monte Carlo estimation.
Bayesian Neural Network: Different from generative
representation learning methods like Variational Autoencoder
(VAE) and Generative Adversarial Network (GAN) which
model a variational approximator to the true posterior on the
activations of a neural network, a Bayesian Neural Network
builds variational models on the weights of the network.
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Like Auto-encoding Variational Bayes, Bayes by Backprop
[8] also starts from an independent noise distribution, but
instead of transforming the noise together with observation
data to latent activations, Bayes By Backprop associates each
weight with a variational mean and scale parameter to mix
with the noise. Backpropagation is used to optimize the KL-
divergence between p(w|D), the model posterior distribution of
the weights w given the data D, and the variational posterior
qθ(w|D), where θ is the variational mean and variance for
the weight distribution, so backpropagation with respect to
weight could be translated to variational parameter. Bayesian
CNN [9] extends the Bayes By Backprop approach [8] for
CNNs, whereby the key of their approach lies in carrying
out two convolution operations, corresponding to the mean
and the variance. For computational acceleration, instead of
sampling the weights directly, the authors apply the local
reparameterization trick [10] in convolution layers to sample
the activations.
Variational Gaussian Mixture Model: Variational Learn-
ing of Gaussian Mixture Models (VGMM) [11] use joint
Normal-Wishart distributions for the means and inverse co-
variance matrices in a mixture of Gaussians, and a Dirichlet
distribution for the mixing parameters. Instead of a point
estimate of the mean vector, VGMM uses a Normal distribution
characterized by the hypermean. VGMM result in a superior
data estimation compared to simple Gaussian Mixtures.
Wasserstein Distance: Wasserstein distance [12]–[14] is
a metric invariant of choice of coordinates. We use the
Wasserstein distance to measure the distribution shift between
two subsets of data.
Distribution Shift: Let the random vector x represent the
features and the random variable y be the class label. In this
work, we investigate the conditional distribution shift over
p(x|y) between datasets (e.g., between the training and the test
data), while the marginal distribution p(y) is shared across all
datasets (cf. [15]).
t-SNE: Stochastic Neighborhood Embedding [16] uses a
Gaussian density to model the conditional similarity between
two points in a high dimensional space and a corresponding
low dimensional embedding. The KL-divergence between the
conditional similarity distributions is used as objective and
is optimized with stochastic gradient descent. The t-SNE
algorithm [17] extends the conditional similarity to a symmetric
version by adding the conditional similarity of both directions.
Furthermore, it uses a Student-t distribution instead of a
Gaussian distribution in the embedding.
III. METHODS
In the deep learning field a given dataset D is typically split
into disjoint subsets as D = Dtrain
⋃
Dval
⋃
Dtest, where
the training dataset Dtrain is used for model training, the
validation dataset Dval aids with model selection (e.g., along
the epochs), and the test dataset Dtest is used to evaluate the
performance of the final model. Many deep learning papers
benchmark the performance of different models relying on the
train-test split provided along with the dataset.
Another popular approach is k-fold cross validation, which
splits the data randomly into k disjoint subsets (folds or splits)
of equal size, and which therefore should result in subsets with
the same distribution. Similarly to k-fold cross validation in
this work we split the data into k subsets. However, we aim
to split the dataset such that each subset follows a different
conditional distribution p(x|y) of the features x given a label
y, as discussed in the following.
Since high dimensional clustering is challenging, we first
train a representation of the dataset using a VAE (see Section
II). Instead of the observed distribution of x, for clustering
we use the distribution of the latent space representation z of
x, denoted by qφ(z|x). We apply a VGMM (see Section II)
on the latent representation space to assign each instance to a
cluster. When we cluster within subsets defined by each class
label y separately, our procedure corresponds to the conditional
distribution shift, which refers to a change in p(x|y), while
p(y) remains shared among the clusters.
Among the resulting clusters, one is used for testing and
the remaining clusters are used for training and validation. We
use random splitting to form the training and validation sets,
which therefore share the same distribution. Analogously to
conventional cross validation, the train-test process is repeated
with each cluster playing the role of the test dataset once. The
combination of assignments to (Dtrain
⋃
Dval)
⋃
Dtest yields
a variation estimate on how good a model could generalize
to Dtest, similar to cross validation. However, compared to
conventional cross validation, our method provides a way to
characterize the deep learning model’s ability to generalize
under distribution shift.
The whole process is summarized in Algorithm 1, along with
Algorithm 2. Algorithm 2 has an input argument repeat, which
we set to 1 in Algorithm 1 for simplicity, we also only use
repeat = 1 in the experiment due to limits in computational
resources available to us. In larger scale benchmarks the
modification repeat = m > 1 in our method would be
analogous to how simple k-fold cross validation compares
to m-times repeated k-fold cross validation.
A. Motivation
Image data from different sources can come from different
distributions, even when the same data collection process is
meticulously followed [18]. This phenomenon can be modeled
by directed probabilistic graphical models [19]. For example,
in auto-encoding variational bayes [7], each observation is
connected by a latent variable with a posterior distribution.
Based on an optimized variational model which specifies the
latent variable for each observation of the dataset and also
serves the purpose of dimensionality reduction, we use VGMM
clustering on the latent space to create a deliberate distribution
shift. We choose to use VGMM since this algorithm has been
shown to be robust to initialization of parameters, compared
to simple clustering technique like k-means and EM clustering
[11].
Distribution shift is a central problem in transfer learning as
well [20]. This work can serve as a benchmark framework on
Algorithm 1 VGMM-VAE-CV
Input: dataset D, number of classes C, number of folds K
for c = 1 to C do
zc = vae(Dc) # train VAE on data belonging to class c
dc1, ..., d
c
K = vgmm(z
c)
end for
D1, ..., DK = merge({dck}, repeat = 1)
for k = 1 to K do
Dtest = Dk
TrainV alSet = D \Dk
Dtrain, Dval = randomSplit(TrainV alSet)
mk = model init()
for epoch = 1, 2, . . . do
PerfTraink,mk = train(Dtrain,mk)
PerfV alk = test(Dval,mk)
end for
PerfTestk = test(Dtest,mk)
end for
Algorithm 2 merge
Input: repeat ∈ {1, 2, . . .}, dck for c = 1 to C and k = 1
to K
for i = 1 to repeat do
if repeat > 1 then
for c = 1 to C do
dc1, ..., d
c
K = Shuffle(d
c
1, ..., d
c
K)
end for
end if
for k = 1 to K do
Dk =
⋃C
c=1 d
c
k
end for
yield D1, D2, ..., DK
end for
image data for both transfer learning and Restrictive Federated
Model Selection (RFMS) [5]. In transfer learning the model
has access to some instances from the target distribution for
training, while RFMS focuses on when there is no instance
available from the target distribution. In addition, the proposed
method can be regarded as a worst case analysis showing the
possible performance drop that can occur when a single dataset
is split into training and testing sets.
IV. RELATED WORK
Detection of out-of-distribution samples. Hendrycks et al.
[21] point out the problem that neural network models may
often silently fail on out-of-distribution samples. They provide
a baseline to predict at test time if an example is misclassified
or out-of-distribution. This work is further improved in [22].
Our work could serve as a new benchmarking framework for
methods in this direction, which is left for future work.
Adversarial Examples and Corruption Robustness. Ford
et al. [23] addresses the connection between Adversarial
Examples and Corruption Robustness. Hendrycks et al. [24]
shows that pre-training could improve adversarial robustness
and uncertainty estimates of deep learning models. Hendrycks
et al. [25] provides two datasets for benchmarking against
corruption due to robustness and perturbation. Our work enables
researchers to test model robustness based on their own datasets.
Generative Model for distribution shift. Nalisnick et al.
[26] studies the phenomena of training generative models,
especially flow based models, on one dataset and testing on a
different dataset. They reported the surprising result that the
out-of-distribution dataset was assigned a higher confidence.
In their work, distribution shift arises from the use of multiple
datasets, while we use one dataset to deliberately generate
distribution shift.
V. EXPERIMENTS
We use the Fashion-MNIST [27] data for the initial examples.
Fashion-MNIST consists of 70, 000 grayscale fashion product
images of size 28× 28 pixels, which fall into 10 classes (7000
images per class). The original 60, 000 training and 10, 000 test
images are combined before the application of cross validation
and our resampling method discussed below.
We compare our resampling method with 5-fold cross
validation to demonstrate empirically that distribution shift
is indeed a problem, and we investigate how different CNN
models tolerate distribution shift.
We leave it for future work to address the open questions
on how to amend the neural network architectures or training
to improve robustness to distribution shift.
A. Data Splitting with Distribution Shift
We purposefully obtain data splits with distribution shift
using the transformed latent representation from the trained
VAE model by methods described in Section III (see Algorithm
1). In order to visualize the distribution shift we apply the t-SNE
algorithm to the total data from all classes latent representation
by training a separate VAE, than color data from each cluster
from our method to represent the split, as shown in Figure
1. As a quantitative assessment we calculate the Wasserstein
distances shown in Section V-E, from which it is apparent
that distances between the splits resulting from our resampling
technique are much larger compared to random splitting.
B. Assessment of Performance Deterioration of CNN Models
due to Distribution Shift
For the first experiment we use the well known AlexNet
[28] and LeNet [29] CNN architectures to perform an image
classification task on the Fashion-MNIST data as descibed in
Section III. We also use a simple neural network with three
convolutional and three fully connected layers, denoted by
3conv3fc.
The goal of this experiment is two-fold. (1) We show that
we can indeed deliberately subsample a given dataset to create
several subsets, which are affected by distribution shift with
respect to p(x|y) but roughly share a common distribution p(y)
among the clusters (we evaluated this post-hoc empirically). (2)
We demonstrate that distribution shift between the training and
the test data substantially reduces the classification accuracy
of CNN models on the test data, and it furthermore largely
increases the variability in the reported accuracy values.
Both the conventional 5-fold cross validation and the
approach of Algorithm 1 yield five (train-validation)-test
configurations each, where validation takes 20 percent of the
train-validation splits randomly. Thus, each considered CNN is
trained and tested five times using conventional cross-validation
for data splitting, and five times using our proposed approach.
All models are trained for 100 epochs, and we record the
training, validation, and test accuracies. Figures 2a, 3a, and
4a show line plots of accuracy by epoch for AlexNet, LeNet,
and 3conv3fc respectively, which are separated into individual
panels according to the data split (training, validation, test)
and data splitting procedure (conventional cross-validation
and Algorithm 1). In particular, the first row of the panels
in each figure shows the results from using conventional cross
validation for data splitting (i.e., no distribution shift), where
we see that the test accuracy is almost identical to the validation
accuracy (as one would expect). The second row of the panels in
each figure, however, shows that the test accuracy curves behave
wildly different than the validation accuracy curves. Specifically,
the test accuracy is on average substantially reduced when the
data are split according to Algorithm 1, i.e., when there is a
shift in the conditional feature distribution p(x|y) between the
training and the test splits. Furthermore, we see that distribution
shift in p(x|y) also leads to a large increase in the variance
of the obtained test accuracy values. These results are also
summarized in Table I.
Thus, the comparison between conventional cross validation
results (where all training and test distributions are equal) and
our resampling approach for data splitting clearly shows that
a shift in the conditional feature distributions p(x|y) can lead
to a massive deterioration in test data performance, even when
the the label distributions p(y) are equal.
C. Bayesian CNNs under Distribution Shift
The Bayesian approach to deep learning uses distributions
over parameters instead of point estimates to represent the
model. This makes Bayesian deep neural networks more robust
to overfitting [9], and suggests that they may be less affected
by distribution shift. In our second experiment we investigate
whether Bayesian CNNs are more robust to distribution shift
introduced by our proposed resampling strategy, compared to
the conventional CNNs considered in Section V-B.
We use the Bayesian counterparts of the same CNN archi-
tectures as considered in Section V-B, such as the Bayesian
versions of AlexNet [28] and LeNet [29] introduced by [9].
Apart from the substitution of the Bayesian CNN models in
place of the frequentist CNN architectures, the experiments
are identical to those described in Section V-B. Figures 2b, 3b,
and 4b as well as Table I show the results in the same format
as described in Section V-B. While it is apparent from Figures
2b and 3b that Bayesian CNNs are less prone to overfitting
to the training data than their conventional CNN counterparts,
their vulnerability with respect to distribution shift seems to
be about the same.
Although the Bayesian Neural Network is trained with
respect to the variational free energy objective, which enables
it generalize better to data from the same distribution compared
to the frequenst approach, the gradients with respect to the
variational parameters are still only based on the training
data distribution. Furthermore, in future work, it would also
be interesting to investigate if the expressive power of the
variational distribution on the weights would be a potential
factor to improve.
D. Comparison of CNN models with respect to their robustness
to distribution shift
Because under our proposed resampling approach the val-
idation and the training data share the same distribution but
the conditional feature distribution p(x|y) of the test data is
shifted, the robustness of a CNN to distribution shift can
be quantified by comparing the test accuracy curves to the
validation accuracy curves in our experiments (see Figures 2,
3, and 4). There are different approaches to carry out such a
comparison. However, for simplicity in this work we compare
only the empirical mean and standard deviation values at the
last epoch. Table I summarizes these values. We see that the
classification accuracy on the test data reduces by about 26.0
on average due to distribution shift. In addition, in the presence
of distribution shift the standard deviation of the reported test
accuracy values is about 14 times larger than the standard
deviation of the accuracy values on the validation data.
While the degree of performance deterioration as measured
by these analyses seems to be about the same between all
considered CNN models, it is conceivable that some models
will be more or less affected by distribution shift, which will
be reflected in the values and accuracy curves as analyzed
above. Hence, our framework provides a way to quantitatively
compare the robustness to distribution shift between different
models.
As an additional point of reference, Table II contains the
classification accuracies after 100 training epochs for the same
CNN architectures on the original train-test split provided in
the Fashion-MNIST [27] data. Note that there is no distribution
shift between the training and the testing data in this case, and
the training dataset is larger than in the experiments of Sections
V-B and V-C.
E. Computed pairwise Wasserstein distances
With the python package POT [14] one can compute the
pairwise Wasserstein distance between two clusters of data.
In Table III we computed the pairwise Wasserstein distances
across the 5 clusters created based on VGMM as described
in Section III, which correspond to a conditional distribution
shift in p(x|y). In Table IV the pairwise Wassserstein distances
are computed based on random splits as in conventional cross
validation. It can be clearly seen that the VGMM variant creates
larger pairwise Wasserstein distances, which testifies that our
proposed method generates splits of data with significant
distribution shift, as intended.
MODEL TRAIN. ACC. VAL. ACC. TEST ACC
ALEXNET 98.97 (0.13) 90.93 (0.43) 66.51 (4.88)
BAYESIAN
ALEXNET 96.33 (0.29) 91.58 (0.25) 64.21 (5.67)
LENET 98.03 (0.25) 91.44 (0.29) 65.43 (5.00)
BAYESIAN
LENET 94.04 (0.27) 90.54 (0.82) 63.18 (4.72)
3CONV3FC 97.97 (0.13) 91.91 (0.28) 67.92 (5.18)
BAYESIAN
3CONV3FC 98.69 (0.19) 91.26 (0.43) 64.44 (4.19)
TABLE I
AVERAGE CLASSIFICATION ACCURACIES ON THE TRAINING, VALIDATION,
AND TESTING DATA SPLITS AFTER 100 TRAINING EPOCHS FOR SEVERAL
CNN MODELS. EMPIRICAL MEAN VALUES WITH STANDARD DEVIATION IN
PARENTHESES ARE COMPUTED ACROSS THE FIVE DATA SPLITS WHICH ARE
OBTAINED BY ALGORITHM 1.
Fig. 1. scatter plot of t-SNE transformed 2-d values from joint data latent
representations. Colors indicate different clusters from VGMM-VAE-CV.
VI. SUMMARY AND CONCLUSION
We propose a new resampling technique to assess the
robustness of deep neural networks to distribution shift. Our
resampling strategy purposefully identifies data splits with
distribution shift with respect to the conditional distribution
p(x|y) of features x given the label y, by utilizing the latent
representation of data through generative models. We show
that CNN models display substantial reductions in performance
and an increase in variability under our new resampling
technique, compared to conventional cross validation. This
demonstrates the severe problem that the performance of
trained CNN models is strongly affected by changes in the
conditional distribution p(x|y) even when the label distribution
p(y) remains unchanged. In addition, we observe that this
problem persists for Bayesian CNNs considered in this work,
even though Bayesian CNNs otherwise are known to possess
superior generalization properties at least for data from the
same distribution. Possibly since the gradients with respect
MODEL TRAIN. ACC. TEST ACC
ALEXNET 98.78 89.42
BAYESIAN
ALEXNET 95.86 90.56
LENET 97.71 89.77
BAYESIAN
LENET 93.38 89.06
3CONV3FC 97.37 91.08
BAYESIAN
3CONV3FC 98.74 90.58
TABLE II
CLASSIFICATION ACCURACY AFTER 100 TRAINING EPOCHS OF MULTIPLE
CNN MODELS ON THE ORIGINAL TRAIN-TEST SPLIT PROVIDED IN THE
FASHION-MNIST [27] DATA.
TABLE III
PAIRWISE WASSERSTEIN DISTANCE ACROSS 5 CLUSTERS CREATED BY
VARITIONAL GAUSSIAN MIXTURE MODELS ON THE DATA LATENT SPACE

0.0 0.22072112 0.21187810 0.22447902 0.21012454
0.22068973 0.0 0.22250834 0.21232671 0.20131575
0.21465105 0.22328222 0.0 0.23423279 0.21377970
0.23307045 0.20407709 0.23252131 0.0 0.20784507
0.20973221 0.20124379 0.21279558 0.20822021 0.0

to the variational parameters are also based on data from the
training distribution, it makes it difficult to generalize to another
distribution.
Novel quantitative assessment measures for how a deep
neural network would behave under distribution shift can be
based on the proposed resampling framework in future work.
Such assessment methods, based on our proposed resampling
technique or similar future approaches, could be used for the
evaluation of the generalization ability of deep learning models,
alongside conventional performance evaluation approaches such
as cross validation and testing on holdout data. Furthermore,
in future work, methods similar to Restrictive Federated Model
Selection [5] could be used to adapt to the distribution shift
generated by the methods proposed in this work.
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