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Abstract- The standard methods of generating sample from univariate distributions often become hopelessly inefficient
when applied to realizations of stochastic processes . Iterative methods are not widely known amongst statisticians, but
some are standard practice in statistical physics and chemistry
. The methods are surveyed and compared, with
particular reference to their convergence properties .
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1 . Why iterative simulation?
Standard methods of simulating from univariate and multivariate distributions such as
acceptance/ rejection are already difficult to implement efficiently for multivariate distributions
of more than a small number of dimensions . Methods for simulating stochastic processes [15,
Chapter 4] are tied to rather specific models such as linear Gaussian time series and heteroge-
neous Poisson processes . When applied to more general stochastic processes they can be
spectacularly inefficient ; an example in [12, p .179] quotes an acceptance probability of 10 -24 !
One of the earliest uses of computer-based simulation was to estimate quantities in statistical
physics. Metropolis et al . [9] proposed a very general technique (to find virial coefficients) which
has become widely used, so that when statistical physicists speak of "Monte Carlo methods"
they mean this one . Much more recently, statisticians have become interested in sampling from
large-scale stochastic processes . Examples include spatial point processes [12], posterior probabil-
ities in image restoration [6] and the placing of sand bodies in 3D oil reserves for heterogeneous
flow calculations (currently of widespread interest in the petroleum industry) .
Metropolis' idea now appears to be rather simple . Suppose we are interested in sampling from
a probability distribution 7r on a finite set {1, . . ., N} . In practice N will be very large, perhaps
10 128 . We construct a Markov chain with n as its unique equilibrium distribution . Then if 7in
denotes the distribution of the Markov chain after n steps, we know that an converges to ar . Thus
sampling the chain for "long enough" gives a sample from an approximation to
irr . More
formally, this is stated in the next algorithm .
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Metropolis algorithm . Choose a symmetric irreducible transition matrix Q. When at state i,
choose a new state from row i of Q and move to that state j with probability min(1, vj/rr,),
otherwise remain at i .
This defines a transition matrix P by
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from which we find that
err,. p, i = aip., for all i # j,
the so-called detailed balance conditions . These suffice [7, §1 .2] for 77 to be an equilibrium
distribution of P. The condition on Q suffice to make P irreducible and aperiodic unless ?T is
constant 115, pp.113-114], so a„ then converges to it as asserted .
Other formulae for making the jump from i to j also work ; Barker [1] suggested jumping with
probability a/(a,+7ri) . Note that Barker's method jumps less often than Metropolis' and so
might be thought to converge more slowly . Many such remarks are part of the folklore of
iterative simulation but have not been proved rigorously.
There are also continuous-space methods closely related to Metropolis' . Some stochastic
processes also arise as the equilibrium distribution of diffusions and birth-and-death processes,
and both of these methods have been used . In particular, the most popular method to simulate
spatial point processes [12] is of this type .
The main questions in the implementation of Metropolis' method are :
• The choice of Q .
• How long does the process need to be run to be acceptably close to equilibrium?
• Efficient implementation .
These are discussed in the following sections .
2. A survey of methods
It will be helpful to have a specific example in mind in discussing the family of methods based
on Metropolis' principle . Markov random fields [8] are widely used in the applications sketched
in Section 1 . They give the joint distribution of a finite collection {X} of random variables
labelled by a graph G in such a way that
P(X=cI X, t#s)=P(X,=cI X„ I a neighbour of s) .
Again, to be explicit we will assume each X takes at most k values. Then a very specific model
known in statistical physics as the Potts model [11], is given by
P(X = c X,, t # s) a exp($ x (number of neighbours of t of colour c)) . (2)
(1)
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Note that for k = 2 and for neighbours defined by the square lattice this is the celebrated Ising
model of a lattice gas .
The Potts and Ising models are known to exhibit long-range behaviour for $ > $$ in two or
more dimensions ; this is the basis of their interest . Pickard [10] describes in lucid terms some of
the properties of the simplest of these models . Unfortunately, very little of their distribution is
understood analytically, so simulation is an essential tool in gaining understanding about them.
Metropolis' name would be associated with a specific method for the Potts process . The
transition matrix Q is defined by choosing a site s with uniform probability and then selecting a
value of X uniformly amongst the k possibilities (or perhaps amongst the possibilities other
than the current state). It is easy to see that this has the required properties . Conditional on the
choice of s, the probabilities assigned to X, = a are proportional to min(h(a), h(ao)) for a * ao ,
where
h(a) = P(X. = a I X„ t a neighbour of
s) .
Thus, if the process is currently in the conditionally most probable state, the conditional choice
for a is from the conditional distribution except that the probability of XS = a o is increased .
The "heat bath" or Gibbs sampler [6] selects a site at random and chooses X, from the
current conditional distribution
P(X,. I X,, t a neighbour of
s)-
This can be justified directly, as the transition matrix P is easily shown to be irreducible and to
leave 'A unchanged. (It can also be shown that the detailed balance equations (1) hold .) In
contrast to the raw form of Metropolis' method, the Gibbs sampler will always select a
conditionally high probability value of X, . In the special case k = 2, the Gibbs sampler is exactly
equivalent to Barker's method with Q choosing a site at random and flipping its state to the
other possibility [15, p .114] .
Yet another idea is Flinn's "spin exchange" method [5], which has achieved an undeserved
popularity through Cross and Jain [4] . Two sites are selected at random and the interchange of
their values considered, using the Metropolis principle . If the sites s and t which are selected are
not themselves neighbours,
7, P(X.=oldx,Irest) P(X,=oldx,,Irest)
ir, P(X. = old x,, I rest) P(X = old x, I rest) '
and this can be modified when s and t are neighbours [15, p.116]. The problem is that Q is not
irreducible and so the equilibrium value is not unique . A little thought shows that the irreducible
classes under Q are given by the marginal distribution of ( X), that is by fixing the number of
sites with X,. = c for each value of c. This conditioning is occasionally useful, but is not valid in
Cross and Jain's applications .
In practice these methods are performed by making a systematic sweep over the sites, and this
can be shown to be sufficient by the theory of nonhomogeneous Markov chains . Simple
experiments demonstrate that convergence is rather faster with a systematic sweep than with
random selection. Further, with a systematic sweep the method can be implemented more
efficiently . Each time we return to a site on the graph we make a decision as to whether or not to
change its value (and also what the new value might be) . In equilibrium this decision is for most
sites not to change, since the conditional distribution will be heavily concentrated on just one
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value. The probability of change remains unchanged until a neighbouring random variable
changes value, and so there will be a geometrically distributed time to change . We can simulate
that geometrically distributed time very easily, and so set a clock as to when next to visit that
site. When a site does change value, the clocks of its neighbours are marked as invalid . This clock
method [17, p .99] speeds simulations up dramatically for large /3 (a factor of 10-100) .
An alternative is to alter more than one site at once . On a square 2D lattice we have
considered updating a 2 X 2 or 3 X 3 block of sites simultaneously, but so far this appears
unpromising .
Swendsen and Wang [20] introduced a completely different Q matrix and update procedure
for the Potts model (only) . Given the current state of the system, set up a random subgraph of
the graph G by deleting edges joined pairs of sites with different values, and independently
deleting edges joining sites of the same value with probability 1 - exp(-/3) . Find the connected
subsets of this subgraph, and assign each subset (and XS for all s in that subset) a value chosen
independently from the uniform distribution on { 1, . . . , k) . This completes the description of the
P matrix, or indeed of the Q matrix since the colouring is over equally probable states .
A direct comparison of these methods is difficult . They will all have different rates of
convergence and take different times to complete a number of steps. For example, we can
compare the clock method and the Swendsen-Wang method on the number of "sweeps" across
the graph . On that basis the clock method is much faster per sweep, especially for large /3, but
appears to converge more slowly . Realistic comparisons need numerical experiments .
Point processes
Let us consider multidimensional point processes on a bounded set D c R' A Poisson point
process then chooses a number n of points from a Poisson distribution and distributes them
uniformly and independently on D. Gibbs point processes are defined by their density f
(Radon-Nikodym derivative) with respect to a Poisson process on the same space [17, Chapter
4]. One relatively simple example is the class of pairwise interaction processes with, for n points
x={xi, . . .,x"},
f(x)=b"flh(d(x ;, xj )),
i<)
where h(t) measures the interaction at distance t and is zero for very small t, one for large t .
One version of the birth-and-death process is to allow deaths to occur at unit rate for each point,
and a birth rate at E of
k(E ; x)=blJh(d(E, x,)),
which defines a Markov chain on the (continuous) state space D. It is easy to see that the
continuous version of the detailed balance conditions (1) holds, and this suffices to show that the
Gibbs point process is the unique equilibrium distribution . (Since the empty realization can be
reached from any state, the Markov chain is irreducible .) This is easily simulated by working
with the jump chain, that is by viewing the process only at the sequence of time points at which
jumps occur. The jump is either a death or a birth with odds 1 : A(x), where
A(x)=bf fJh(d(E, x i )) d4,
and if a birth occurs, its distribution in D has density proportional to the integrand .
If we want a simulation conditional on n, the process alternately deletes a point at random
and adds a point with pdf proportional to A(~) . There are two possibilities; either a point is
added to make n + 1 and then one of these is deleted, or a point of the n is deleted and a new
point added. As the first of these alternatives frequently deletes the point it has just added, the
second is usually preferred . It is coded in FORTRAN in [13] . Some care is needed for the
conditional version, as irreducibility can fail .
3 . When is "long enough"?
Elsewhere we have bemoaned the fact that statisticians ignore the methods of their own
discipline in designing and analyzing simulation experiments [16] . Here is a case in which we can
make good use of theory to analyze iterative simulation methods .
Since 4rn comes from a Markov chain, we know from the Perron-Frobenius theorem [18] that
for any norm I1 . II,
11
77n
-97 11
=
0
(r" )
for a constant 0 < r < 1, the second-largest eigenvalue of P . Thus if we can measure a suitable
characteristic of %, 9 say, we can estimate r, the rate of convergence and hence how long is
"long enough" . More specifically, we will fit
11"=9,,+ar"+E ,
where [En } is a correlated sequence of errors . We can usually model the error sequence by a
stationary time series model and so estimate r by maximum likelihood .
It is important to choose a characteristic 9 which brings out the right aspect of mn , as some
will depend very weakly on the largest eigenvalues. This is dramatically demonstrated for the
R. D. Ripley, M.D. Kirkland /Iterative simulation methods
	
169
5_~
10 20
30
40 so 10
20
30
so
Fig. 1. Pseudolikelihood (a) and (asymptotic) maximum likelihood (b) estimates for 50 sweeps of the Swendsen-Wang
method. True /I =1 .5
.
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Fig . 2 . Pseudolikelihood (a) and (asymptotic) maximum likelihood (b) estimates for 500 sweeps of Metropolis' method .
Potts process . We considered both pseudolikelihood [3] and asymptotic maximum likelihood [10]
estimators of /3 and the long-range correlation [2,10] . The pseudolikelihood is
PL =1JP(X,=x.,IX, t#s),
which from (2) is a function of the number of edges joining sites with the same colour . The
maximum likelihood estimator equates the observed nearest-neighbour correlation to its expecta-
tion, whose asymptotic value (as the square lattice expands in both directions) is known as a
function of /3. Similarly, the limit of the correlation of sites very far apart is known, and is
nonzero for /3 > /3, . By definition, both the maximum likelihood estimator and the long-range
correlation are (approximately) unbiased and so provide a good check for convergence to known
values for the simulated process .
2 .0
1 .5
1 .0
Fig . 3 . As Fig. 2, but another sample with 25,000 sweeps!
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Fig. 4 . The realization after 10,000 (a) and 25,000 (b) sweeps of Metropolis' method .
The results were rather mixed, and showed different rates of convergence for the various
characteristics . Figures 1 and 2 show some typical results for /3 = 1 .5 . One would be happy to
conclude that the Swendsen-Wang method had converged after 20 sweeps and Metropolis' after
200. However, Fig. 3 shows some atypical (but not rare) behaviour . Figure 4 explains the
behaviour. A nearly straight boundary if it ever appears is extremely persistent . Thus the largest
eigenvalue in Metropolis' method (and the Gibbs sampler) is very close to one, but does not
usually dominate the convergence!
4. Applications
The two main application areas for iterative simulation in our experience are simulated
annealing and simulation of spatial and geometrical processes [12,14,19] .
Simulated annealing is a method of combinatorial optimization, used to find the maximum of
the posterior distribution of an image [6,17] . Both the prior distribution and the model of the
observation process are arranged carefully so that the posterior is a Markov random field on a
sparsely connected graph . All the methods of Section 2 except Swendsen-Wang are available ;
because of the size of problem considered efficient implementation is essential .
Spatial and geometrical processes are being considered as ways to model the heterogeneity of
rocks within an oil reserve. The 3D reserve is divided into very small blocks, each of which is
assigned a rock type. Simulations are desired in which the rock types have spatial continuity, yet
are conditional on hard data on rock types at the wells, and "soft" data on rock types elsewhere
(for example, from seismic surveys) . Further, certain rock types may be prohibited from
occurring together, and information may be available on likely vertical sequences of types . Both
Markov random fields models (sketched in [16]) and point process models are being considered .
Iterative simulation methods are essential, and most can easily be conditioned .
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