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ABSTRACT 
We have studied the de Haas-van Alphen effect in spherical nickel 
crystals in fields up to 63 kOe and at temperatures as low as 1.1° K 
using a low frequency ( 40 Hz) field modulation technique. Our measure­
ments showed that the field modulation technique could be used for ferro­
magnetic samples provided that the modulation frequency was less than 
25 kHz and that the modulation field was parallel to the applied field 
direction. The observed de Haas-van Alphen oscillations are interpreted 
as arising from two distinct sheets of Fermi surface — one, a multiply-
connected copper-like sheet centered at the point P in the zone and the 
other a set of equivalent fluted ellipsoids situated at the symmetry 
points X in the zone. We have interpreted these surfaces in terms of 
the band structure predicted by L. Hodges and have shown that our 
measurements are in complete accord with these new calculations. 
n JL 
I. INTRODUCTION 
In this study of the de Haas-van Alphen effect in ferromagnetic 
nickel we are concerned with two striking physical phenomena which can 
only be explained within the framework of the quantum theory of matter. 
This introductory chapter will therefore be devoted to a brief discussion 
of the quantum mechanical ideas which account for the ferromagnetism in 
nickel and for the de Haas-van Alphen effect in metals. 
A„ Ferromagnetism in Nickel 
Nickel is a ferromagnetic transition metal which at absolute zero 
exhibits a saturation moment of 0,6 Bohr magneton per atom (Weiss and 
Forrer (1929) )• After the small contribution from the orbital motion of 
the electrons is taken into account (Argyres and Kittel (1953) )» the 
saturation moment of nickel is reduced to 0.55 Bohr magneton per atom. 
The explanation of this non-integral magneton number has been regarded 
as one of the great successes of the "itinerant electron" or "band" 
theories of ferromagnetism. 
In order to understand the origin of the ferromagnetism in nickel 
from the band point of view, we need only consider the distribution 
of the 10 electrons of the nickel atom which are outside the filled 
argon core. In the crystalline state, we assume that the wave functions 
of these outer electrons are unlocalized and that their energy levels 
form the conduction bands of metallic nickel. For the purpose of illus­
tration, we shall consider the simple schematic relationship of the 
4s and 3d bands in nickel shown in Figure 1.1. 
Figure 1.1. Schematic relationship of the bands in nickel 
at absolute aero (after Kittel (1961) ) 
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This figure shows the band arising from the atomic 4s levels over­
lapping a narrow 3d band constructed from the atomic 3d states. This 
band arising from the atomic 3d states is split into two sub-bands by a 
spin-dependent interaction between the electrons. Although this inter­
action is of electrostatic origin, it has no classical analog. This inter­
action can be considered as a manifestation of the Pauli exclusion princi­
ple which prohibits changing the relative spin directions of two electrons 
without altering their charge distribution (and hence their electrostatic 
energy). We shall continue the discussion of this "exchange interaction" 
later but, for the purpose of the present illustration we need only assume 
the existence of a suitable mechanism for splitting the d band into two 
sub-bands (one for each spin direction). 
We take one of the 3d sub-bands of Figure 1.1 as being entirely 
filled. The higher energy (spin-down) d sub-band is cut by the Fermi 
level so that it is filled except for 0.55 hole per atom at the top of 
the band. In order to achieve charge conservation, we assume that the 
electrons which could occupy this hole region are distributed in states of 
the overlapping s band which, in this simple model, is assumed to contain 
an equal number of both spin-up and spin-down electrons. We are there­
fore left with an excess of 0,55 unpaired spins per atom in the filled 
spin-up (lower energy) d sub-band and we see that even this simple model 
can account for the observed non-integral magneton number in a natural 
way. 
While the simple model presented above is adequate to provide a basis 
for the discussion of the observed ferromagnetistn in nickel, it is a gross 
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simplification of the detailed band theories which are presently being 
postulated for the transition metal ferromagnets. We shall see in Chapter 
III that the density of states is far from uniform in energy; the d 
band is characterized by a sharply peaked density of states which has 
an average value of the order of 20 times greater than that of the average 
s band density of states. Furthermore, current theories do not assume 
that only the d bands are split by the exchange interaction but consider 
the interaction as being operative on all of the conduction electrons 
(i.e. current theories also consider a splitting of the s-like bands 
albeit much smaller than that for the d bands). The effects of s-d 
hybridization, the exchange coupling between the s and d electrons and 
other subtle difficulties have further complicated the present theories 
(for reviews of this subject see Mott (1964a) and Herring (1966) ). 
In addition to these difficulties, there is considerable uncertainty 
as to how one should properly treat the correlation energy from the band 
theory point of view. The point at issue is the following: since we 
cannot treat the coulomb interaction between the electrons with an exact 
many-body theory, the simplest theories for the energy eigenvalues of 
a transition metal in either the atomic or metallic state involve deter-
minental wave functions which are constructed from single particle wave 
functions. One then finds integrals of the type 
" = ] I'fe) r^/OeV 
and 
' ° I "f: fe) t/rr) 4x. 
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where % are atomic orbitals in the atomic case and, in the 
metallic state, Wannier orbitals. 
At present, many-body effects are included by altering the magni­
tude of both U and J in a metal. Treatments by Slater (1936), Friedel 
(1955)» Phillips (1964b) and Ehrenreich et al. (1963) assume that the 
"direct coulomb energy" U is effectively screened by the conduction 
electrons and that the "exchange energy" J is responsible for the ferro-
magnetism in nickel. This assumption leads to an energy difference A E 
(between the single-particle energy levels corresponding to the two spin 
directions) which is between O.5 and 2 eV, Kanamori (I963)» Hubbard 
(1963) and Gutzwiller (1964) take the opposite point of view and assume • 
that the inter-atomic correlation effects are large; this assumption 
also leads to Z^E^O.5 eV. (See Phillips (1964a) and Mott (1964b) 
for more comprehensive reviews of this subject.) 
In view of the controversial state of the band theory of ferro-
magnetism which exists at present, knowledge of the Fermi surfaces of 
both the spin-down and spin-up bands would provide an extremely useful 
test of any band structure which is proposed. Unfortunately however, 
our knowledge of the Fermi surfaces for ferromagnetic transition metals 
was, until recently, quite limited. The discovery of the de Haas-van 
Alphen effect in iron (Anderson and Gold (I963) ) and measurements on the 
galvanomagnetic properties of iron and nickel (Fawcett and Reed (I963) ) 
have shown that these two powerful experimental tools can be used to 
determine the Fermi surface topology of ferromagnetic materials. (Further 
discussion of these experiments will be continued in Chapter III.) 
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Anderson and Gold's measurements (as well as those of Fawcett and Reed) 
showed that the ordinary theory of the de Haas-van Alphen effect (and the 
galvanomagnetic properties) for nonmagnetic metals could be used for the 
ferromagnets provided that one replaced the applied magnetic field intensity, 
H, by the total magnetic induction B = H + 477'M within the sample. (E 
is the average magnetic field over the volume of the specimen.) 
Kittel (1963) has given a brief theoretical justification for the 
replacement of H by B as the effective field acting on the momentum of 
electrons which are subjected to the field of a lattice of point dipoles. 
Although this point dipole model is inappropriate for an itinerant electron 
ferromagnet like nickel, the conduction electrons responsible for the 
oscillatory magnetization move in rather large orbits so that we should, 
in fact, expect their behavior to be dictated by the spatial average 
field B. 
Pippard (1963) and Condon (I966) have considered the somewhat dif­
ferent problem of magnetic interactions in non-magnetic metals (i.e. the 
interaction between the conduction electrons through oscillatory magneti­
zation, ). After a detailed thermodynamic analysis of this problem, 
they conclude that although the replacement of H by B in the Lifshitz-
Kosevich result for the free energy (see Section B) is incorrect, the 
proper expression for the oscillatory component of the magnetization can 
in fact, be obtained by replacing H by B = H + 41Tin the final equa­
tion for Mosc* After a brief review of the theory of the de Haas-van 
Alphen effect, we shall assume that the substitution of B = H + Uff(M + 
-osc^ in the final result will give an expression for the oscillatory 
8 
component of the magnetization which is appropriate for a ferromagnet. 
B, The de Haas-van Alphen Effect 
The oscillatory behavior of the magnetic susceptibility in metal 
single crystals at low temperatures (the de Haas-van Alphen effect) has 
proved to be one of the most powerful tools for studying the shape of 
Fermi surfaces in non-magnetic metals (see Shoenberg (1957) for a 
review of this subject). Onsager (1952) demonstrated that for an arbi­
trary Fermi surface, the trajectories of the electrons in a plane perpen­
dicular to an applied magnetic field direction should be quantized; the 
de Haas-van Alphen frequency in l/H is proportional to the extremal cross-
sectional area of the Fermi surface normal to the field. Lifshitz and 
Kosevich (195^) later presented a detailed theory of the amplitude of 
the de Haas-van Alphen effect which accounted for the effect of a finite 
temperature. These investigators used statistical mechanics to describe 
a system of independent electrons (with an arbitrary dispersion law) 
which were subjected to an applied magnetic field H and they found that 
the oscillatory free energy for such a system was given by: 
oo 
" ' -, 
3 0 sin hjX I 
z 
Here V is the volume of the sample, ^43^(Ep) is the extremal area of the 
Fermi surface in a plane normal to the magnetic field, ^7T/4 or + TT/^ 
are chosen for a maximum or minimum extremal area respectively) and 
= tL 
ZTT (1.4) 
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is the cyclotron mass. Here /\ - k~ry'(S'^H 
and 1 I is a curvature factor which depends on the rnte of change 
I ^ k I o 
of the area at the extremum. 
Equation 1.3 implicitly assumes that the quantized electron energy 
levels have zero width (i.e. that the electrons are not scattered). 
Dingle (1952) has shown that each harmonic in the summation should be 
multiplied by a term of the form 
exp ( - 2"j7^jm*kx/ehH) (1.5) 
to take account of the finite lifetime of a particular electronic state. 
Here x is an effective temperature (the Dingle temperature) and T 
is the average lifetime of the state. 
In order to obtain the magnetization, we will find it convenient 
to rewrite Equation 1.3 in the form 
Fosc/V = sin(2TrFj/H) (1.6) 
j-1 
where F. and A-(H) contains all of the slowly varying terms in 
J 27re "J 
Equation 1.3 as well as the Dingle term of Equation 1.5 (we ignore the 
constant phase factors and — /4). In order to obtain from Equation 
1,6 we use the well-known thermodynamic relationship 
M = 
and only differentiate the rapidly varying sin terras of Equation 1.6 
(i.e. we consider Aj(H) as a constant). Hence, using a spherical coordi-
10 
nate system for which H = (H,6,0), we have 
M 
-0=0 ^ J H 
h _ G- 0 
F< ^9' FisinG > 0' 6,0 
(1.7) 
Here h is a unit vector along H and 9 and 0 are polar and azmuthal unit 
vectors respectively. 
Dingle (1952) has shown that a factor cos (jTTm*/m) should be in­
cluded in each term of Equation 1.7 to take account of the spin splitting 
of the energy levels. For an itinerant electron ferromagnet, however, 
the inclusion of this spin term is inappropriate since the spin degener­
acy of the energy levels has been removed by the exchange interaction. 
We therefore simply multiply Equation 1.7 by -g- for the ferromagnetic 
case. 
In accordance with the discussion at the end of the preceding 
section, we how replace H by B so that 
^sc 
= Xa,(B) aSi COS 
j=l b2 B 
ê J ' 
. "d 
m 
^8'/8,0 
_0_ 
FjSinO I^ 0'Je,0 
(1.8) 
where B = H^^t ^d (MaV Mosc^ ~ (B,6,0); the various contributions 
to E will be discussed in detail in Chapter II. Equation 1.8 only gives 
the contribution to which arises from a single extremal area . 
For complicated Fermi surfaces with several extremal areas we shall, in 
what follows, take the summation index j to include the contributions 
from all of the extremal areas as well as the harmonic terms. 
From Equation 1.8 we see that not only can the extremal areas,, of 
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the Fermi surface be determined by measuring the l/B periodicity of 
but the anisotropy of A'o(6.^) can also be deduced by studying the 
oscillations which occur when only the direction of D is changed, x and 
m* can be inferred by observation of the field and temperature dependence 
of the amplitude of 
In the next chapter we shall discuss the details of an experimental 
method (the field modulation technique) which can be used to study the 
behavior of under the conditions outlined above. This technique 
uses the fact that the de Haas-van Alphen magnetization is highly non­
linear in B. Thus if Hg^t modulated by a very pure sinusoidal field 
^sinWt, the harmonic content of the voltage induced in a pick-up coil 
surrounding the sample will be increased by this non-linear magnetization. 
In the next chapter we shall see how a study of the variation of this 
harmonic content as a function of both the magnitude and direction of B 
can be used to determine the Fermi surface topology of metals. 
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II. EXPERIIffiNTAL TECHNIQUE 
A. Choice of the Modulation Frequency 
This study of the de Haas-van Alphen effect in nickel employs a 
low-frequency variation of the modulation technique first developed some­
what independently during I962-63 by C. G. Grimes^-, Shoenberg and Stiles 
(1964), and the author. Our original experiments, as well as those of 
Shoenberg and Stiles, were carried out at modulation frequencies of about 
1 Mz, and these experiments demonstrated that the modulation technique 
is a very sensitive tool for studying the de Haas-van Alphen effect in 
a variety of metals, e.g. tungsten, molybdenium, tin, lead, and the alkali 
metals. However, despite patient searching over a period of about 
two years, no trace of a de Haas-van Alphen effect was ever observed in the 
ferromagnetic metals iron and nickel when a modulation frequency of 1 MHz 
was used. Since signal-to-noise ratios of greater than 5OOÛ were observed 
for various non-ferromagnetic specimens, the lack of results from iron and 
nickel could not be attributed to any basic insensitivity of the 1 MHz 
modulation apparatus. On the other hand, when the modulation frequency 
was decreased to 25 kHz or less it was discovered that a de Haas-van 
Alphen effect could be observed in both iron and nickel although the over­
all sensitivity with respect to non-ferromagnetic specimens was greatly 
diminished. A completely satisfactory explanation of the negative results 
for ferromagnets with radio-frequency modulation has not been found, but 
it is suspected that the difficulty may be caused in part by tiny 
^Grimes, C. G., Dept. of Physics, University of California, Berkley, 
California. Modulation techniques. Private communication. I963. 
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magnetic domains which might still exist around impurities and strains 
in applied field intensities greater than those needed to achieve tech­
nical saturation (cf. Aharoni (1962) ). While these tiny domains might 
not affect the internal field appreciably, the motions of their boun­
daries could give rise to an excessive amount of heating at high modula­
tion frequencies. 
Since Shoenberg and Stiles (1964) have given a complete description 
of the theory of the modulation technique for the high-frequency ("strong 
skin effect") case, we will not include in this dissertation a detailed 
discussion of our original 1 MHz experiments or of the apparatus which 
was used. 
While the upper limit of the modulation frequency required for 
observation of the de Haas-van Alphen effect in ferromagnetic samples 
seems to be about 25 kHz, most of the data for nickel were in fact 
obtained using much lower frequencies, typically in the range 10 Hz -
200 Hz. At these low frequencies there is very little change in phase 
and amplitude of the modulation field throughout the volume of the 
sample. Under these "weak skin effect" conditions it is possible to 
exploit an ingenious technique which was first devised by Stark ; 
further refinements of this technique have also been introduced by Wind-
miller and Priestley (1965). This technique allows the experimenter 
to discriminate between the various de Haas-van Alphen wave-forms when 
the Fermi surface is particularly complicated, and the details of the 
^Stark, R., Department of Physics, University of Chicago, Chicago, 
111. Low frequency field modulation. Private communication. _ça I965. 
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the method will be discussed in the following section. 
B. Modulation at Low Frequencies: The "Weak Skin Effect" Limit 
Figure 2.1 schematically illustrates the geometrical arrangement 
of the modulating and pick-up coils for the sample holders which were 
used in the low-frequency experiments; a detailed description of the 
sample holders themselves will be given in Section C-2. We consider 
the case when the frequency of the modulation, h^sinoUt, is sufficiently 
low so that the phase and amplitude of this a.c. field do not vary through­
out the volume of the crystal. Under these conditions the magnetic in­
duction within the sample is given by 
B = h,sl0Wt + Ho + 41T+ Mosc) + % • (Z-D 
Here Hq is the applied magnetic field intensity, and is the demag­
netizing field which depends on the shape and orientation of the sample 
as well as the applied field intensity Hq. The magnetization includes 
the ordinary ferromagnetic magnetization as well as the Landau-Peierls 
orbital diamagnetism; the latter depends only weakly on the strength of 
the applied magnetic field intensity, as does the ferromagnetic term 
above technical saturation (see Freeman et al. (1966) ). 
Only for single domain samples whose bounding surface is of the 
second degree will the demagnetizing field H^ be uniform throughout the 
interior of the sample (cf. Brown (1962) ). This uniform demagnetizing 
field is given by 
2d = -D (MAV + 2^osc) 7 -^AV ' (2.2) 
Figure 2.1, Schematic drawing of pick-up and modulation 
coil geometry (not drawn to scale) 
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since '—ose'* Here D is the demagnetization tensor which de­
pends only on the shape of the sample (Stoner (19^5)» Stoner and Wohlfarth 
(1948) ), The quantity 
Bo = Ho + «Av . (2.3) 
can be calculated by a trivial extension of the Stoner-V/ohlfarth theory 
for various values of and M^y (Schau and Stone (196?) ). The simplest 
sample geometry is evidently a sphere, for which D = (l/3)ï, where I is 
the unit tensor. When the magnetocrystaline anisotropy is neglected, 
the fields B, and will therefore all be parallel for a spherical 
sample and the direction of these fields will be independent of the orien­
tation of the crystal axis with respect to Hq. Due to the above consider­
ations, and since a sphere is the easiest second degree shape to prepare, 
spherical samples were used for most of the experiments reported here. 
The uniform magnetic moment of a spherical sample of radius 
can be considered as arising from a simple point dipole of strength 
B = (^v Mosc) placed at its center. The eraf induced at the 
terminals AB of the pick-up coil in Figure 2.1 is then given by 
VAB = n itBo! ^  [ (ikv Mcc' - (2-4) 
where'*! is a constant depending only on the geometry of the pick-up 
coils. is the voltage induced in the pick-up coil from all sources 
of time-varying magnetic induction external to the sample. In practice, 
this voltage which includes voltages induced by the modulating coils, 
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the superconducting magnet, building vibrations, and external noise 
sources, can be minimized by connecting the coils (2) and (3) of Figure 
2.1 in series opposition and by adjusting the relative numbers of turns 
for the smallest possible external pick-up. 
It will later be shown that the contribution to the pick-up voltage 
which is due to the term in Equation 2.4 cannot be neglected unless 
the modulation field ^sincjt is parallel to Before showing this 
result however, we shall proceed with the calculation of StarK's result 
for the contribution to the pick-up voltage which is due to the Mqsc 
term alone. Although Stark's original derivation of this result was 
restricted to non-ferromagnetic specimens (B^ = H^) and parallel modu­
lation (hQSinoOt parallel to B^), the results which are derived in the 
following paragraphs are also applicable to ferromagnetic samples and 
non-parallel modulation. 
In order to calculate consider a spherical coordinate system 
(r, 0, and let the respective unit vectors be denoted by r, 0, and 
We have then, from Chapter I, for B = (B,0,0) 
For simplicity the subscript j in the above sum refers to all observed 
contributions to M^gg, i.e. the fundamental de Haas-van Alphen term as 
well as the harmonic terms (2F, 3F,...etc.) which occur in the Lifshitz-
Kosevich theory (Chapter I), are also included in Equation 2, 
where 
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If we now write 
So = (Bo'6o'0o), llo = (ho,Go +'^ .0o) (2.7) 
and assume that h^, then the total magnetic induction B. from 
Equations 2.1 and 2.3 becomes, to first order in hg/Bg, 
B = (Bq + hocostx-sinajt, 9q + hpsin^sin&ùt^ 0^) (2.8) 
Bo 
Since Aj(B) is a slowly-varying function of B, when compared to the 
rapidly-varying cosine terms in Equation 2.5, we may replace Aj(B) by 
Aj(Bg). We now use Equation 2.8 to substitute for B in the cosine terms 
of Equation 2.5 and expand Fj(0,0)/|B| in a Taylor series about the 
point (Bq,0q,0q), so that we have to first order in hg/Bo, 
Hose 
sincx. sincO t 
B. 
X 1 - _o cos* sin601 
B_ 
? IZAj (Bo) cos I 
j L o 
A|^1 - ÈOsin&jt^cosx- sin IK 
Go'0o (®o'!^o) 
(2.9) 
If we introduce 
h . h. cos<x sin (X 
Go.Po 
(2.10) 
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Equation 2.8 can be rewritten as 
-oso 
[exp(i^ iMg h;"sin4] (2.11 
Equation 2.1 can now be transformed by use of the Bauer expansion 
(cf. Bowman, Introduction to Bessel Functions, page 89) 
+°o 
exp(-iusinx) = ^  ^ Jj^(u)exp(-inx), (2.12) 
where Jj,(u) is the Bessel function of the first kind and of order n. 
We then have 
= ZlA,(Be)(Rfaxpfi£Iîjl!£i£l)ï^ J„(xj)e M 
-iosc • 
2osc T 
Br 
-imwt 
Jpj(x .)cos(in60t) 
+ J^(x.)sin(ma)t5 
^o m=-«^ 
where 
eff eff ,  2 
x . (Fj ,hj  .B*)  =  2TrFj(eo,0o)hj  /B*  
(2.13) 
(2.14) 
Equation 2.10 may be further simplified through the use of 
and 
cos (6 + raTr/2) = 
(2.15) 
-.(-l/®"*'^^/^sin 8-for m an odd integer 
(-l)^/^cos G - for m an even integer. 
We then have 
21 
7. 
!^OS= T 
"T F2TRFI(GO.0N) \ _ 
^MCOCOSJ P—°' ° + MTR/2 LJ^ (XJ)SIN(MI/IT+-G7-)/ (2.16) 
m=l  ^ o / 
From Equations 2.4 and 2.l6 we see that the induced voltage arising 
from the de Haas-van Alphen component Fj is a series of terms con­
taining all harmonics ra CO of the modulation frequency (jJ . Thus if a 
narrow-band detection system is used to select only that voltage com­
ponent whose frequency is mcJ, the amplitude of these voltage oscillations 
will have a field dependence which is proportional to 
AJ(BO) • P OOSF2TTFJ(0O,0„)/E„) + M7/^  , 
which is the result first obtained by Stark (I965). 
We shall see in Section C-4 that it is possible to control the 
eff 
strength of the effective field hj so that it varies directly as 
2 B q . When this is done, the argument of the Bessel function in the 
expressions 2.14 and 2.16, Xj = /B^ ,^ becomes a constant 
quantity. The maximum response to the de Haas-van Alphen frequency 
Fj, will evidently be achieved by adjusting hj®^  ^so that x^  corresponds 
to the first maximum of the m^ h order Bessel function, e.g. for 
m=4 (e.g. Figure 2.2). On the other hand, it is often the case that 
some strong de Haas-van Alphen term completely swamps all other terras 
of lower amplitude. When this happens, the strong term can be effec­
tively eliminated by adjusting x to coincide with any of the zeros of 
the Bessel function, e.g. x=7._$8, 11.06, 14.37» etc. for m=4 (see 
Figure 2.2). Finally, if the modulation field is small enough so. 
that Xj is much less than the argument appropriate to the first maximum 
Figure 2.2. The Eessel functions JgX*); Jg(x) 
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of J^ (xj), we may consider the small-argument approximation 
JM(XJ) 4 (L/M ' ) (XJ/2)" (2.1?) 
Then the relative response of the system to two frequencies and Fp 
will be equal to and higher frequencies are enhanced, the more 
2^ 
so the greater m. 
It is worth pointing out here that for non-parallel modulation 
(  oc ^  o ) ,  h^ ®^  ^is a function of h^ , oC, , F. andP^ .1^  . Thus 
J UG' /GO'PO 
by varying oc and h^ , we can adjust the relative response of the system 
to either enhance or reject one of two components of Mogg which has 
Fi = F. but for which ( )• Windmiller and Priestley 
J <7 0 à Q 
(1965) have exploited this technique to study the complicated de Haas-
van Alphen wave-forms observed in antimony. Unfortunately, this techni­
que can not be applied to ferromagnetic samples because a large contri­
bution to the pick-up voltage arises from the term in Equation 2.4 
whenever CK ^  0. 
In order to calculate the contribution to the pick-up voltage which 
is due to this term, we note that since M^ y depends only weakly 
on the applied field intensity above technical saturation (Freeman et al. 
(1966) ). 
|M„ f (i<AV (2)1 ? «S . 
where H= + H^ , = h^ sindJt + and Mg is the saturation 
o 
magnetization (for nickel, Mg^ $.l x 10 G). At equilibrium, the energy 
per unit volume M/^ y ' H must be a minimum. Hence, if we assume that 
makes a small angle 6(u) with H so that 
M^ y = H Mg cos S + ©Q Kg sin S , (2.18) 
we must have 
(H + hg cos ex. sinio t) (cosg ) + (h^ sin opsins sin^ t)j = 0. 
Here tx is the modulation angle as in Figure 2.1. Therefore 
Tan "^ 5 = hpsincx-sin^ t 
H + hoSin^ t cos<x. 
but since hQ« H 
s M i HOSIN»CSIN&)T  ^ (2.1,) 
H 
After substituting Equation 2.19 into 2.18 and again making use of 
Equations 2.12, 2.15, and 2.17, we have 
OO 
—AV 7 H Mg s^int*) + ^  ^ '^ 2n^  ^ sino<)cos ZmotJ 
r -^ 7 
Mg y s^ino<)sin(2n-l)'ot; 
ipf H 
Since h^ -^C H q, 
= Mg| H (l + Zz..\ ( ho^in^^)" cos2nwt 
L n=l H ÛO 
A K—7 
+ 20 
'oHL ( ^sin oc ) 2"-lgin (2n-l ) ^A^ tj 
N^R " J 
Finally,  ^
&V *  ^ T M (J (È2FI2FL)'^ CO8(EQ + !LII)SIN(RAA3T + (2.20) 
IPI  ^ à 
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where 6^  is the angle of H, (or E) and P is a unit vector parallel to 
the axis of the pick-up coil as shown in Figure 2.1. 
From Equations 2.4 and 2.20 we see that whenever the modulation is 
not parallel to H, the induced voltage arising from is a series of 
terms again containing all harmonics m 60 of the modulation frequency^ . 
In order to compare the magnitude of the m^  ^harmonic component of 
Equation 2.16, we consider the case when Xj« 1 (so that Equation 2.1? 
is applicable). The ratio of the contribution arising from to that 
from Mosc then 
frequencies observed in nickel, we expect the contribution from to 
swamp the oscillatory term at large modulation angles(K. In practice, 
we indeed found it impossible to detect de Haas-van Alphen signals when­
ever c< exceeded 5°» 
Finally, we note that for an arbitrary time variation of the magnetic 
induction, B(t), the component of the pick-up voltage associated with 
the de Haas-van Alphen terra F^  has a time dependence proportional to 
For H^ 6 X 10^  Oe and F /^ lO^  G, this ratio becomes (10~3 Mgsincx-)/lA^  |T 
Since 10"^  Kg is greater than |A_| for all of the de Haas-van Alphen 
cos(2lTF^ )/B(t) = cos (- y(t)t+ (^t) ) , (2.21) 
where 
y(t) = and 7(t) = . 
However, if we arrange to have 
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(B(t)l^  = C|B(t)| , (2.22) 
where C is a constant, both / and 21. are then constants so that Equa­
tion 2.21 is strictly periodic in time (with period = l/2^ F^ C). 
Therefore, if Equation 2.22 is satisfied, the resultant de Haas-van 
Alphen signals will be periodic in time and can be analysed by ordinary 
analog filtering techniques (cf. Sections C-1 and C-4). 
C. Experimental Apparatus 
1. Superconducting magnet system and cryostat 
In order to produce high magnetic field intensities with the degree 
of homogeniety required for observation of the de Haas-van Alphen effect, 
a Varian Associates X-4102 superconducting magnet system was chosen for 
this work. This system is capable of producing magnetic field intensities 
of 63 kOe while maintaining a field uniformity of 3 parts in 10^  over 
a spherical volume of 1 cm diameter. To achieve this degree of field 
uniformity, sixth order compensating coils are wound on the interior 
of the main field windings. Although these compensating coils are 
connected in series with the main field windings, the current in the 
main windings can be independently increased or decreased (from -1 A 
to +1 A) relative to the current in the compensation windings, through 
the use of the shimming power unit which is contained in the main power 
supply frame. By properly adjusting this shimming control, one can 
presumably compensate for any adverse effects which "trapped flux" 
might have on the field uniformity. 
The power supply for this magnet system provided currents of up 
to 25 A with a stability of 1 part in 105 for periods of twenty minutes 
or more. This power supply can be programmed so that the tirae-rate-of-
change of the current flowing through the magnet is either a constant or 
proportional to the square of the instantaneous value of the current. 
The limits of error for the prescribed functions in the above two pro­
grammable modes are  ^0.1^  and  ^1.0^  respectively. A continuous 
reading liquid-helium-level monitor and various protective circuits for 
the superconducting magnet are also contained in the power supply frame. 
The magnetic field intensity produced by the superconducting solenoid 
was calibrated by using the nuclear magnetic resonance (MR) spectrometer 
shown in Figure 2.3. The marginal oscillator is a modified version of 
the oscillator described by Hill and Hwang (I966) and a detailed circuit 
diagram is given in Figure 2.4. The NMR sample is contained within 
sample holder SP-2 (cf. Section C-2) and the NMR signals could be moni­
tored at the same time as de Haas-van Alphen signals were being observed. 
Figure 2.5 shows recorded NMR resonances from Al^  ^which were used to 
check the frequency of the [lO^   ^oscillations in lead. In order to 
get meaningful results from these measurements, it is important that 
the NI'IR probe and the de Haas-van Alphen sample be in close proximity 
('^  ,3 inch separation in our experiments). 
Unfortunately the field inhomogeniety caused by the presence of 
our ferromagnetic nickel sample was found to be sufficient to destroy 
the NMR signal. Thus, for the Ni measurements it was necessary to rely 
on a calibration of magnetic field intensities in terms of the currents 
in the solenoid. Here two coefficients are involved, and we write 
Figure 2.3- A block diagram of the NMR spectrometer used 
for field intensity calibration purposes 
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H. = + 02(13) , (2.23) 
where and are the main and shimming currents respectively: we 
shall discuss their measurement shortly. NME measurements showed that 
the coefficients C]_ and C2 were not constant even above the troublesome 
low field (H <20 kOe) hysteretic region; the coefficients were found to 
depent on Ig, although apparently not on the main current The values 
of and C2 for a particular shimming current, were determined by making 
a least-squares fit of Equation 2.23 to field points obtained from 100 
NMR frequencies. All of the nickel data were taken with I3 = 0.086 A 
and for this shimming current the coefficients were found to be 
= (3.0^ 5 i «002) kOe/A and C2 = (274 i 2) Oe. These coefficients 
were obtained by using the NMR spectrometer in the absence of the nickel 
sample and we must tacitly assume in what follows that the introduction 
of the ferromagnetic sample does not alter the field intensity produced 
by the superconducting magnet (e.g. by image effects). 
The values of the currents Ij^  and were determined by measuring 
the potential difference which appeared across 0,001 ohm standard resis­
tors which are provided in the power supply for monitoring purposes. 
These potential differences were measured with a Leads and Northrop 
type 565? potentiometer which has a limit of error given by i (0.04^  
of reading + 3 //V). Since the frequency stability of the mairginal 
oscillator was always greater than a few parts in 10^ , and since the 
resonance could be centered on the oscilloscope screen to at least ^  Oe, 
a typical uncertainty of 0.06^  due to the potentiometer is a conservative 
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limit of error for the magnet calibration. Hysteresis effects, if present, 
were much smaller than the .06$ measurement error for fields above 25 kOe, 
and the magnet calibration did not change when the magnet was cycled 
between room temperature and 4.2° K. 
The liquid helium cryostat used in these experiments was furnished 
by Varian Associates as part of their superconducting magnet system. 
This cryostat was capable of holding 15 liters of liquid helium in the 
magnet chamber while the maximum capacity of the sample isolation chamber 
was 2 liters. 
Temperatures as low as 1.1° K were attained by pumping on the liquid 
helium contained in the sample isolation chamber by means of a Heraus-
Rootes type vacuum pump (CVC model VPRG-IOOOA) backed by a Kinney fore-
pump (CVC model E225). Temperatures were determined from the vapor 
pressure of liquid helium by ordinary mercury and oil manometers. 
2. Sargple holders 
One of the major experimental problems was to design and construct 
an accurate and reliable mechanism for changing the orientation of a 
sample with respect to the axis of the superconducting solenoid. Two 
radically different sample holder systems which were used for the major­
ity of the nickel experiments are shown in Figures 2.6a, 2.6b, and 2.7: 
we now describe each in turn. 
The first of these (sample holder SP-1) employed a 0.01 in. diameter, 
type 321 stainless steel control wire and nylon wheel to accomplish the 
sample rotation. The spherical sample was glued (with G.E. #7031 adhe­
sive) into a small "black nylon" wheel which was contained in a "key 
Figure 2.6a. A pictorial view of the sample rotation 
mechanism of sample holder SP-1. (The 
perpendicular modulation coils are not 
included in this drawing for clarity.) 
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hole" shaped slot in the pick-up coil former (cf. Figure 2.6a). A loop 
of stainless steel control wire, under approximately 4 lbs. tension 
(provided by a spring at the top of the support tube) was looped around 
both the sample wheel and an idler wheel located below the pick-up coil. 
The ends of this control wire loop were connected to the top of the 
sample holder through the support rod and wrapped twice around a pulley. 
This pulley was actuated by an anti-backlash worm gear which was driven 
by a synchronous motor and gear box. The angular position of this worm 
gear was monitored by using a Borg-Warner revolution counter connected 
to the worm shaft. 
The revolution counter could not be used for the purpose of obtain­
ing an absolute angular orientation of the sample because of backlash 
in the system caused by stretching of the stainless steel control mre. 
However, after this backlash had been taken up, the system provided an 
extremely reliable, smooth, and vibration-free mechanism for sample 
rotation. Since the sample could be rotated a total of 600 degrees in 
either direction, the backlash difficulties did not in any way limit the 
usefulness of this system. Relative angular positions of the sample 
could be determined with a limit of error of i O.5 degree. Total elimi­
nation of backlash could presumably be effected by using either a control 
wire with a lower modulus of elasticity or by shortening the length of 
the control wire (by placing the worm gear nearer to the sample wheel). 
The perpendicular and parallel modulating coils shown in Figure 2.6a 
contained 400 and 1000 turns of number 40 AWG copper wire respectively. 
The parallel modulating coil was wound on a j in. diameter by 1 in. long 
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cylindrical spool and the perpendicular coil was wound in the form of 
two multi-turn loops located outside of the parallel coil. The pick-up 
coils were connected in series-opposition so that their total mutual 
inductance with respect to the parallel modulating coil was reduced by 
a factor of 0^00 below that for a single coil . In order to accomplish 
this high degree of compensation, the phase sensitive detection system 
discussed in Section C-4 was used to detect the out-of-balance voltage 
during the final adjustment of the relative turns ratio. The sample 
holder was also immersed in liquid nitrogen while making these measure­
ments . 
Sample holder SP-2 shown diagrammatically in Figure 2.7 exploited a 
simple worm gear arrangement for simultaneous rotation of a modulation 
coil, a pick-up coil and the sample. An additional fixed coil for parallel 
modulation was provided by winding 1000 turns of number 40 AVfG copper 
wire over the Kel-F body of this device. This fixed coil provided modu­
lating fields for both the de Haas-van Alphen sample and for the Nî-iR 
spectrometer sample which are situated about 0.3 in. from each other. 
This system of sample rotation allows absolute positioning of the sample 
with a limit of error of i 0.3 degree. Since the pick-up coil rotates 
A 
with respect to the axis of the solenoid, use can be made of the M • P 
term in Equation 2.4 to provide additional de Haas-van Alphen frequency 
discrimination. 
Unfortunately, however, this second rotation device was very suscep­
tible to vibration caused by friction between the worm and the sample 
wheel. This vibration induces sporadic noise into the pick-up voltage. 
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The vibration seemed to be proportional to the amount of solid air which 
accumulated in the sample chamber after several days of experimentation. 
A Polaroid x-ray camera was used to align a particular crystallogra-
phic plane of the spherical sample with the plane of rotation of the 
sample holder. Initially the sample was loosely held in the appropriate 
sample retainer (i.e. the sample wheel of SP-1 or the sample support 
cone of SP-2) through the use of special fixtures mounted on the x-ray 
camera. After the desired sample orientation had been achieved, the 
sample was glued into the retainer. The orientation was then checked 
(after the glue had dried) while the sample retainer remained in situ 
on the x-ray camera. The extiraated limit of error in the alignment of a 
particular crystalographic plane by this method was i 1°. 
3. Samples and sample preparation 
Although a number of different nickel samples were investigated 
throughout the course of this work, most of the data were obtained from 
two 0.18 in. diameter single-crystal spheres which have been designated 
NI-3 and NX-?. Both of these spherical samples were spark-cut from a 
? in. diameter electron-beam zone-refined rod which was obtained from 
Dr. W, A. Reed of the Bell Telephone Laboratories. This rod had a 
residual resistance ratio 2^  ~ 980, as measured in the presence 
of the earth's magnetic field; however, due to the contributions of the 
domain structure this value of ^ q^o/^ Ii..2 lower than that which would 
be obtained for a single domain sample (Dheer (196?) ). The samples 
weTe spark-cut under kerosene with a Servo-Met spark cutter and lathe 
attachment. 
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The sample NI-3 was carefully polished by Mr. Joseph A. Corriveau^ . 
This sample had a measured sphericity of 2 parts in 10^  before a thin 
polycrystalline surface layer was etched off. The sphericity measure­
ments were performed by Mr. Corriveau using a Swedish amplif.Hng gauge 
which was capable of giving dimensions to an accuracy of one ten-millionth 
of an inch. 
The sample NI-7 was lightly polished with 10 diamond paste in 
this lab and had an estimated sphericity of at least 1 part in 100. 
This second sample (NI-7) was annealed at a temperature of 1400° C in 
a quartz crucible for a period of two days. A pressure of 10~5 Torr 
was maintained during the annealing process and the sample was cooled at 
a maximum rate of 30°/hour. 
4. Modulation and signal detection circuitry 
Figure 2.8 shows a schematic diagram of the modulation and signal 
recovery equipment used in these experiments. This equipment is housed 
in three six-foot Eracor cabinets which are equipped with a filtered, 
forced-air cooling system. Two of these cabinets are electrically 
isolated from the remaining one in order to eliminate a.c. ground cur­
rents which can flow between the modulation and signal detection portions 
of the equipment. 
a. Modulation circuitry In Section B we discussed the desira­
bility of controlling the amplitude of the modulation, h^ , so that 
h^ ex. We proceed now to a detailed discussion of the circuitry 
which implements this functional dependence between h^  and B^ . 
C^orriveau, Joseph A., 18421 Ardraore Ave., Detroit, Michigan. 
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The sivdtches shown in Figure 2,8 allow the modulation circuits to 
function in either of two nodes of operation which are dictated by the 
modulation frequency and the type of experiment being performed. VJhen 
Figure 2.8. Block diagram of electronics equipment 
used in these experiments 
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the modulation frequency is less than 100 Hz, all of the switches are 
placed in the "open-loop" position and a high-purity sine-wave oscillator 
(total harmonic distortion less than 0.05>) is connected directly across 
the voltage divider R^. The output of this voltage divider is shunted 
by a 10^ ohm servo-driven analog function potentiometer (Servotrol type 
H155)« This wire-wound analog function potentiometer was constructed 
so that its resistance is a parabolic function of the wiper position. 
The servo-positioner (shown in detail in Figure 2.9) senses the current 
which is flowing in the superconducting magnet and automatically orients 
the wiper shaft of the function potentiometer to an angular position 
which is proportional to the magnetic induction, in the interior of 
the sample under investigation. Therefore, the amplitude of the sinu­
soidal voltage, which appears between the wiper and ground, is propor­
tional to the square of the magnetic induction, — the constant of 
proportionality being set by the voltage divider R]_. To avoid loading 
the function potentiometer by the inputs of the power-amplifier stages, 
it was necessary to isolate the .potentiometer with a Philbrick K-2W 
operational amplifier connected as a 10ohm input impedance voltage 
follower. The two low-distortion power amplifiers, an Optomation AC-15 
and a Hewlett Packard 467A, amplify the high purity a.c. signal and 
separately excite the parallel and perpendicular modulation coils through 
appropriate impedance matching and filtering networks. 
For modulation frequencies greater than 100 Hz, the switches shown 
in Figure 2.8 must be placed in the "closed-loop" position. This mode 
of operation is required because at high time frequencies the inductance 
Figure 2,9. Schematic diagram of the 60 Hz servo positioner unit 
(All resistances given in ohms, inductances in micro­
henries, and capacitances in microfarads unless other­
wise noted.) 
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of the analog function notentioneter becomes important and its parabolic 
characteristic is not obeyed for a.c. signals. I'.'hen the "closed-loop" 
mode of operation is used, a d.c. voltage, V^, is generated which is 
proportional to the square of the magnetic induction. This is accomplished 
by replacing the high-purity sine-wave oscillator, discussed above, with 
a 22.5 volt battery and by connecting the Philbrick amplifier as a d.c. 
voltage follower. This d.c. voltage, V^, is compared with a second d.c. 
voltage, V^, which is proportional to the a.c. current flowing in the 
parallel modulating coil. The difference, - V^), between these two 
voltages is sensed by a Brown servo-amplifier. The output of the Brown 
amplifier is connected to a servo-motor which controls the amplitude of 
a high-purity sine wave which appears across the input of the power 
amplifier stages. Since the connection of the servo-motor is such that 
the voltage difference, j Vg -V^j, always tends to zero, the amplitude of 
the a.c. current which flows in the parallel modulation coil is always 
proportional to the square of the magnetic induction, Therefore, 
this mode of operation not only avoids the inductive effects of the 
analog potentiometer but also controls the a.c. current actually flowing 
in the modulation coil. 
It is desirable to control the current flowing in the modulation 
coil (rather than the voltage across the coil as is done in the "open. 
loop" case) since the magneto-resistance of the modulating coil does 
2 
not then affect the amplitude dependence of the modulating field. 
Unfortunately, however, the electro-mechanical components used in this 
"closed-loop" circuit proved to be rather unreliable and the simpler 
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"open-loop" mode of operation was used wherever the experimental con­
ditions allowed. 
For either of the above two .aodes of operation, the adjustment of 
and the relative gains of the two power amplifiers allow the magni­
tude and direction of the modulation field to be varied. The magnitude 
of the modulation field is thereafter automatically controlled so that 
HI 
 ^ A. . 
BO 
One can then take advantage of the frequency discrimination techniques 
outlined in Section E. 
b. Signal detection circuitry The impedance matching and fil­
tering network which couples the pick-up coil to the preamplifier in 
Figure 2.8 serves a twofold purpose. This network not only transforms 
the impedance of the pick-up coil into the optimum source impedance for 
the preamplifier but it also eliminates any spurious signals which might 
overload the input stages of the preamplifier. Since the impedance of 
the pick-up coil is a function of both frequency and coil inductance, 
several different matching schemes were dictated by the various pick-up 
and modulation frequencies used in these experiments. Figures 2.10 
and 2.11 show the details of two typical networks which are used at 
50 kHz and 160 Hz respectively. The 50 kHz filter is basically a five-
pole Butterworth band-pass filter (Reference Data for Radio Engineers (I96I) 
which uses the pick-up coil as one of its circuit elements. This filter 
actually attenuates sufficiently outside of its 2 kHz pass band to permit 
the use of a totally uncompensated pick-up coil without overloading of 
Figure 2.10. A 5 pole Butterworth filter with 90 db/octave 
response (outside of the 2 kHz bandpass region 
located at $0 kHz). Coils are wound on 1-| in. 
diameter polystyrene forms — capacitors are 
silver-mica types. 
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Figure 2.11, 80 Hz constant-k band reject filter (500 mH coil 
is cooled in a liquid nitrogen bath) 
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the preamplifier at the modulation frequency. The l60 Hz filtering; 
arrangement is basically a constant-k 80 rlz band-reject filter (Reference 
Data for Radio Engineers (1961) ) which uses the pick-up coil and the 
low noise input transformer of the preamplifier as circuit elements. 
A Princeton Applied Research model HR-8 lock-in-amplifier was 
used to recover the desired de Haas-van Alphen information contained in 
the amplitudes of minute a.c. signals. These signals were often buried 
deep in noise caused by vibration, stray pick-up, the presence of solid 
oxygen near the pick-up coil, and the inherent Johnson noise of the input 
circuits. The lock-in technique cross-correlates the input signal (which 
contains both desired signal and noise) with a reference signal which 
is both frequency and phase locked to the desired signal. The result 
of this cross-correlation is to produce a d.c. voltage which is propor­
tional to the amplitude of the desired a.c. signal and to average the 
uncorrelated noise to zero. Since the equivalent noise band-width of 
the system is directly proportional to the averaging time employed in 
the cross-correlation (i.e. the time constant of the low-pass filter 
in the HR-8 detector), the time-rate of change of the amplitude of the 
desired signal sets a practical limit on the ultimate noise rejection of 
the system. In practice integration times on the order of one second 
would permit the detection of about 2 x 10"? V from sample holder SP-1 
and about 5 x 10" ® V from holder SP-2, 
The wide-band frequency multiplier circuit shown in Figure 2.12 is 
used to provide the reference voltage required for operation of the 
lock-in-amplifier at harmonics of the modulation frequency. Frequency 
Figure 2.12. Wide band (1 to 100 kHz) frequency multiplier 
(All resistances given in ohms and all capicitances 
given in microfarads unless otherwise noted.) 
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multiplication is accomplished through the use of three frequency doublers 
which can be operated in cascade for even harmonic generation. Odd har­
monics are generated by using a diode square-wave clipper followed by 
the doubler circuits. This device is capable of generating up to 
twentieth harmonic reference voltages in a frequency range from 1 Hz 
to 100 kHz. 
5. Data recording 
In order to obtain absolute de Haas-van Alphen frequencies for a 
particular orientation of the crystal, the magnet current was varied 
using one of the two programmable modes of the power supply. The slowly 
varying d.c. voltage which appeared at the output terminals of the lock-
in-amplifier during these field sweeps was passed through an ultra-low-
frequency filter (cf. Figure 2.8) and recorded in either analog or digi­
tal form as a function of time. 
a. Analog data recording The analog records were made by either 
simultaneously recording the magnet current and the output of the lock-
in-detector as ordinales on a Moseley ?101A two pen strip chart recorder, 
or by displaying the lock-in-detector output as the ordinate on a Moseley 
7001 X-Y recorder with the magnet current as the abscissa. Particular 
care was exercised during these field sweeps to avoid the effects of 
time lags between the instantaneous values of the magnetic induction at 
the sample and the current in the solenoid. This time lag is caused 
both by eddy currents in the magnet spool, and to a lesser extent, in 
the dewar tail; the lag prevents precise calculation of the magnetic 
induction at the sample when the magnet current is changing. Therefore, 
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precise current measurements were made only for fixed values of the 
magnet current. Any additional cycles of de Haas-van Alphen oscillation 
which appeared at the end of a swi-.op could easily be counted on the strip 
chart records. Since these additional oscillations occurred at the same 
current value they could not be resolved on X-Y records and the strip 
chart recorder proved to be the most useful of the two analog recording 
technic les. 
For particularly simple analog data records, such as the one shown 
in Figure 2.13, the de Haas-van Alphen frequency can be determined 
directly from the data record by using the relation 
F = " % 
BG - BI ' 
where n is the number of cycles (estimated to 0.1 cycle in typically 
70 cycles) between the measured static field points,and B2. 
b. Digital data recording In some complex cases, such as the 
analog record shown in Figure 2.14, it is tedious to utilize the inherent 
frequency discrimination capabilities of the apparatus for the resolution 
of a complex de Haas-van Alphen wave forms into separate components. 
A digital data processing scheme developed by P. T. Panousis (19^7) was 
therefore often used for the analysis of such wave forms. 
To exploit Panousis's digital analysis it was necessary to obtain 
a digital record of the output voltage of the lock-in-detector as a 
function of time. This digital record was obtained by using a Dymec 
2401 A digital voltmeter which was gated with an accurate one second 
timing pulse to convert the output voltage of the lock-in-detector into 
Figure 2.13. Typical de Haas-van Alphen field sweep obtained 
from nickel sphere with field along a [10^ axis 
(Diagonal line is proportional to solenoid current; 
time for sweep = 28 rain.; f = 1.00 x 107 G.) 
INITIAL STATIC CURRENT 17.305 A 
FINAL CURRENT 11.818 A 
Figure 2.14. Typical analog de Haas-van Alphen data for 
nickel which was simultaneously recorded with 
the digital data shown in Figure 2.15 
(^= First digitized point 
@= last digitized point 
i 
FINAL STATIC CURRENT = 16.380 A 
INITAL STATIC CURRENT = 19.209 A 
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digital form at the rate of one conversion per second. 
The reading of the digital voltmeter was printed on paper tape at 
the end of each conversion by a Hewlett Packard 562A digital printer. In 
order to avoid the previously mentioned time lags which are inherent in 
the system, the printer was not started until the response of the detector 
indicated that the field was sweeping. The first point of the digital 
record was then assumed to be the field intensity corresponding to the 
inital static current. Similarly the printer was not stopped until after 
the ramp had been completed. Since all of this digital information was 
obtained when using.the linear current sweep mode of the power supply, 
field intensities-at each of the digitized points were obtained by lin­
early extrapolating between the two static end points. A plot of the 
digital data which was simultaneously recorded with the analog data in 
Figure 2.14 is shown in Figure 2.15. Figure 2.16 shows the de Haas-van 
Alphen frequency spectrum obtained by using the Panousis data analysis 
scheme for the digital data of Figure 2.15. 
c. Rotation diaf^rams After a particular de Haas-van Alphen 
frequency component had been isolated by the proper choice of pick-up 
frequency and modulation amplitude, the dependence of this frequency 
on crystalographic orientation could be determined by rotating the 
crystal in a constant field intensity. Equation 2.5 shows that each time 
the frequency F(9q,0q) changes by the magnitude of the magnetic induc­
tion the detected signal will go through one cycle of oscillation. 
Figure 2.17 shows a typical rotation diagram obtained for rotation in 
the (100) crystallographic plane of nickel. The markers which are at 
Figure 2.15. Typical digital data recording for nickel 
(as plotted by the computer) 
(^ = First digitized point 
(^ = last digitized point 
(cf. Figure 2.14) 
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Figure 2,16. Frequency spectrum of the data shown in Figures 
2.14 and 2.15 (obtained by using the Panousis 
analysis scheme; lower curve is at an intermediate 
stage of the computer analysis) 
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Figure 2.17. Typical rotation diagram for the (100) plane 
in nickel (symmetry point which is evident 
in the data is the [10^axis; the separation 
of the angle markers is 3*3^°) 
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the bottom of this recording are obtained from an angle tclemotcring 
arrangement in the motor drive mechanism of the sa-.-;pie holder. Host of 
the rotation diagrams were obtained with sample holder SP-1 and the 
angular scale was determined by a linear extrapolation between the apparent 
symmetry points of the data. This sample holder could be rotated through 
an angular range greater than 360° so that the consistency of this 
linear extrapolation could be checked at various symmetry directions. 
Figure 2.18 is a compressed rotation diagram for the (llO) plane which 
shows the various symmetry directions which were used to calibrate the 
angular scale. 
Figure 2,18. A compressed rotation diagram for nickel in the (no) plane 
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III. THE FERMI SUiiFACE OF FERROMAGNETIC NICKEL 
In this chapter we shall consider the results of several experi­
ments which have recently shed considerable light on the topology of 
the Fermi surface of ferromagnetic nickel. After a brief review cf pre­
vious galvanomagnetic, optical, and de Haas-van Alphen experiments, we 
shall discuss the results of recent energy band calculations for ferro­
magnetic nickel. Finally, the results of our de Haas-van Alphen experi­
ments will be presented; we shall further show how these data can be 
used in conjunction with band calculations of Hodges et al. (1966) to 
provide a model of the Fermi surface of nickel which is consistent with 
all of the experimental information presently available. 
A. Previous Experimental Information 
1. Galvanomagnetic properties 
Fawcett and Reed (I963) measured the galvanomagnetic properties 
of ferromagnetic nickel in the high field limit (6JcT>l). They found 
that for a general field direction,[a] the magnetoresistance saturated,[b] 
-the Hall voltage was linear with the total magnetic induction, [c] the 
Hall constant was consistent with a carrier concentration of r^one electron 
per atom. These results were at variance with the systematic rules for 
the observed galvanomagnetic properties of non-magnetic metals, from which 
one expected nickel to behave like a compensated metal^, having a quadratic 
^A metal is said to be "compensated" if the number of electrons 
equals the number of holes; for non-magnetic metals with crystal struc­
tures which allow one atom/unit cell, an even atomic number is a suffi­
cient condition for compensation (see Fawcett (1964) ). 
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magnetoresistance and a vanishingly small Hall coefficient at sufficiently 
high fields. Fawcett and Reed noted, however, that if the ferromagnetism 
in nickel was itinerant in origin, the spin degeneracy would be removed; 
one should therefore distinguish between the two sheets of Fermi surface 
which contain electrons of opposite spin (see Chapter I). After intro­
ducing the concept of a "spin zone" which was defined as "the assembly 
of quantum states in a Brillouin zone of one sign of spin," Fawcett and 
Reed were able to show that for ferromagnetic metals an even atomic 
number did not necessarily imply a compensated behavior. They further 
showed that all of their experimental results could be explained on the 
basis of a simple model which assumed only that one spin-up sheet of the 
Fermi surface in a single spin zone of the d band had electron character. 
These experiments gave the first experimental evidence which suggested 
that the magnetic carriers in nickel were itinerant. If this were not 
true, and some carriers had such low mobilities that they were effectively 
localized, the effective number of carriers would not have been equal to 
one electron/atom and the inagnetoresistance would not have shown the 
observed uncompensated behavior. 
The similarity between the anisotropy of the magnetoresistance in 
nickel and that for copper (Klander and Kunzler (I960) ) led to the 
conclusion that nickel has one sheet of its Fermi surface which is 
essentially a sphere pulled out to contact the Brillouin zone faces along 
the [111] directions. In nickel however, the contact areas are consid­
erably smaller. Assuming that the multiply-connected sheet contains 
electrons of a single sign of spin, the Hall data give[7.2 — 1.4] degrees 
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for the angle subtended by the neck diameter at the center of the zone. 
This value of the angular width is consistent with that obtained from the 
anisotropy of the magnetoresistance data (and with de Haas-van Alphen 
2. Previous de Haas-van Alphen measurements 
The de Haas-van Alphen effect in ferromagnetic nickel was first 
discovered by Joseph and Thorsen (I963), (1964). More recent investiga­
tions have been carried out by Gold (1964), Tsui and Stark (I966) and 
the author. Since our measurements, as well as those of Tsui and Stark, 
will be discussed in detail in Section C, we consider here only the re­
sults of the earlier investigations by Joseph and Thorsen, and Gold. 
Joseph and Thorsen studied the low field de Haas-van Alphen effect 
by using a disk shaped sample (0.20 in. dia. x O.O3O in. thick) of 
nickel in conjunction with a null deflection torque magnetometer. They 
found that the oscillations were periodic in l/B (v/ithin the limits of 
their experimental error) and could be attributed to neck orbits on a 
copper-like Fermi surface segment (with necks protruding in the [ill] 
directions)o Over the range of their measurements the anisotropy of the 
de Haas-van Alphen frequency in the (110) plane could be attributed to 
an energy surface having the form of a hyperboloid of one sheet, i.e., 
where k is the wave vector, E is measured from the symmetry point L on 
the hexagonal face of the zone, (the k^ axis is taken along the neck) 
data — see Section 2). 
E (3.1) 
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and and mj are the "transverse and longitudinal" effective mass 
parameters relative to the a^is. The angular variation of the de 
Haas-van Alphen frequency and cyclotron mass corresponding to Equation 
3.1 is given by 
F(0)/F(O) = m(0)/m(O) =/cos ^ 1 - (m^/mQ_) - tan^^J A (3.2) 
where 0 is the angle measured from the [ill] axis in the (110) plane. 
Joseph and Thorsen found good agreement with the observed anisotropy of 
the de Haas-van Alphen frequency by choosing the ratio m^/m^ as 0.40 — 
0.05 and using the measured value F(0) = 2.74 x 10^ G. By using the mea­
sured values F(llO), F(lll) and m(llO), Joseph and Thorsen used Equation 
3.2 to calculate = (0.26 1 0.05)mQ and = (O.65 i O.l)#^. The tem­
perature dependence of the de Haas-van Alphen amplitudes yielded m^ = 
(0.26 — 0.04)rnQ, in excellent agreement with the calculated value. 
Gold (1964) also reported the observation of de Haas-van Alphen 
oscillations of higher frequencies in hollow nickel whiskers. These 
data were obtained by using the high field (250 kOe) impulsive 
technique but interpretation of the results was complicated by the demag­
netizing effects inherent in the unusual sample geometry. Oscillations 
with a frequency of about 1 x 10^ G were found near the j^lOO] crystal 
axis ; the temperature dependence of their amplitude yielded an effective 
mass of (0.7 - 0.1)mQ. Although Thorsen and Joseph (1964) attributed 
these high frequency oscillations to orbits on the hyperbolic necks discus­
sed in the preceding paragraph, the results of the present study (see Sec­
tion C) show that Gold's oscillations are in fact associated with a hole 
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surface located rit the point X of the zone. 
1. Optical properties 
Khrcnreich, Phillij: and Olechna (I963) studied the dielectric con­
stants obtained from reflectance data for ferromagnetic nickel at room 
temperature using photon energies exceeding 11 eV. For photon energies 
above 4 eV, the spectral dependence in the reflectance of nickel which 
were obtained in these experiments showed similarity to data which had 
previously been obtained for copper. Below 4 eV however, there were 
marked differences between the spectral dependence in the reflectance 
of nickel and that of copper. Ehrenreich and his collaborators inter­
preted this structure at O.3 and 1.4 eV in terms of interband transitions 
between the d bands and the Fermi surface. They proposed a model of the 
band structure for ferromagnetic nickel which was a simple adaptation of 
the paramagnetic band calculations of Hanus (I963)• The Fermi surfaces 
predicted by these calculations consisted of three electron sheets and 
several small hole pockets. One surface, corresponding to spin-down 
carriers was copper-like but the remaining electron surfaces did not 
contact the zone faces. The results of this band structure were thus in 
agreement with Fawcett and Reed's galvanomagnetic measurements and further 
gave semiquantitative agreement with other measured properties which 
were known at that time (optical properties, the magneton number, and the 
electronic specific heat). 
Ehrenreich, Cooper, and Hodges (1964), and Phillips (1964) have 
examined the spectral dependence of the off-diagonal components 
, ^  A'i . 
c( Crn/ of the dielectric tensor which had been derived from 
measurements of the ferromagnetic Kerr effect in nickel (Krinchik and 
'Juralieva (19S9), Krinchik (1964) and Martin et al. (19^4) Any sharp 
structure in was interpreted as arising from regions in k-space where 
the Fermi level is such thnt vertical interhand transitions between 
filled and unfilled energy bands are possible. The experimental data 
of Krinchik et al. is shown in Figure ji.la. Ehrenreich and his co-workers 
interpreted the structure in £ no which occurs above 0.25 eV in terms 
of the band structure shown in Figure '}.lc. (This band structure is 
very similar to that predicted earlier by Ehrenreich, Phillip and Olechna 
(1963) and Phillips (1964), The first sharp minimum was assumed to be 
caused by interband transitions between the spin-down level (this band 
was presumed to be responsible for the copper-like necks of one sheeo 
of the nickel Fermi surface) and a parabolic spin-down band (this band 
. { 
was assumed to lie beneath Lg at the symmetry point L of the zone ). 
The "on-set" frequency-for the anomaly in the spectral dependence 
of G(n could then be interpreted to be the energy difference between the 
spin-down band and the band where the band crosses the Fermi 
energy. By using a combination of parameters from de Haas-van Alphen 
measurements (Joseph and Thorsen (I963))and the results of Hanus' (1962) 
calculations to compute the energy band curvatures, Ehrenreich et al. 
were able to fix the position of the spin-down bands relative to the 
Fermi level. After this placement of the spin-down bands, the interband 
contribution to G m was calculated using formulae derived by Argyres 
(1955)• The results of this calculation are depicted by the solid lines 
in Figure 3.1b. The dashed lines in Figure J.lh correspond to assumed 
Figure 3.1, Explanation of the ferromagnetic Kerr 
effect given by Ehrenreich, Cooper, and 
Hodges (1964) 
(a) Experimental data for the spectral 
dependence of ^ 
(b) Theoretical predictions for G: m 
(c) The assumed band structure near L 
with energies close to Ep. Eg = 
0.08 eV, Model 3A: Ej^ = 0.32 eV, 
Eg = 0.75 eV; Model 3B: E. = 0.20 
eV, Eg = 0.48 eV 
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interband transitions between the analogous bands of the spin-up electrons. 
Khrenreich (I965) later used a more realistic model of the brands obtained 
from self-consistent pseudo-potential calculations (Hodges, 2hrenreich 
and Lang (I966) ) to explain these ferromagnetic Kerr effect results 
and they found essential agreement with the earlier interpretation for 
the assumed transitions between the minority (spin-down) carriers at L. 
Krinchik and Canshina (I966) have recently pointed out, however, 
that the position of the Lg1 bands relative to the L^2 hand cannot be 
determined from band calculations (i.e. the precision of present band 
calculations is not adequate to decide if E(L2I) - S(L^2)^0 or if 
£(132) - E (L2i)^0). Krinchik calculated the spectral dependence of 
assuming that ^(132) - E(L2')/^0 and found excellent agreement with 
experiment (see Figure 3.2c). This ordering of the bands at L is further 
supported by our de Haas-van Alphen measurements and we shall return to 
this point later in Section C, 
B. A Review of Recent Band Calculations for Nickel 
In the past few years, sophisticated first-principles band calcu­
lations for the paramagnetic state of nickel have been performed by vari­
ous workers, (e.g. Hanus (1962), Yamoshita, Fukuchi, and Wakoh (1964) ). 
The results of these calculations have been used to predict reasonable 
band structures for ferromagnetic nickel (Snow, Waber and Switendick (I966), 
Ehrenreich (I965), Phillips (1964), Wakoh and Yamashita (1964) ). While 
the Fermi surfaces predicted by these calculations were in qualitative 
agreement, such treatments of the ferromagnetic state necessarily suffer 
Figure 3.2. Explanation of the ferromagnetic Kerr 
effect given by Krinchik and Canshina (I966) 
(a) The assumed minority spin band 
structure near L with energies near 
(b) The assumed majority spin band 
structure near L with energies near 
EP 
(The dashed lines are the curves not 
taking into consideration the s-d 
hybridization) 
( c )  S p e c t r a l  d e p e n d e n c e  o f  ê m  
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from the difficulty that the correlations among the d electrons are 
entirely ignored. Recently Hodges, Ehrenreich and Lang (1966) have 
developed an interpolation scheme which is based on a representation 
of the d bands by a linear combination of atomic orbitals (LCAO), while 
the conduction bands are represented by orthogonalized plane waves. 
Hybridization effects between the s and d bands are included through 
the use of k dependent matrix elements, and correlation effects are 
accounted for by using a suitably generalized band Hamiltonian. 
All but two of the 12 parameters involved in the interpolation 
scheme were determined by choosing the parameters to obtain the best 
agreement with the Hanus bands for paramagnetic nickel. The remaining 
two parameters, which they denote by and were then determined 
self-consistently by using available experimental data for ferromagnetic 
nickel. The parameter was determined by the requirement that the 
magneton number of ferromagnetic nickel should equal 0.55 per atom. 
The remaining parameter, was found by fitting the experimental 
information about the energy bands near the point L in the zone (i.e. by 
using the size of the copper-like neck from the de Haas-van Alphen 
results of Thorsen and Joseph, and the interpretation of the ferromagnetic 
Kerr effect data by Ehrenreich et al. ). 
The energy band structure, the density of states and the proposed 
Fermi surfaces which were predicted by these calculations are shown in 
Figures 3*3» 3«4, and 3.5 respectively. 
Although this calculation contains many approximations and over­
simplifications, it appears to be, at the present time, the most real-
Figure 3»3» Energy band structure for ferromagnetic nickel 
predicted by the interpolation scheme of Hodges 
et al .  (1966) 
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Figure 3.4. The density of states predicted by the interpolation 
scheme of Hodges et al. (I966) 
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istic model for ferromagnetic nickel which is available. We shall 
therefore make use of this model for an interpretation of the de Haas-
van Alphen data discussed in the next section. We shall see that only-
slight changes in the parameters of Hodges' model are necessary to obtain 
agreement with new de Haas-van Alphen results to be discussed. 
C. Experimental Results of the Present Investigation 
Figures 3.6, 8, and 3*9 show the angular variation of the de Haas-
van Alphen frequencies which were observed in our field modulation studies 
of spherical crystals of ferromagnetic nickel. These results are inter­
preted as arising from two distinct sheets of the Fermi surface — one, 
a multiply-connected copper-like sheet centered atP in the zone and the 
other a set of equivalent "fluted ellipsoids" situated at the symmetry 
points X in the zone. A similar independent study of the de Haas-van 
Alphen effect in nickel by Tsui and Stark (1966) is in complete agreement 
with our results and the present interpretation. 
1. Copper-like necks 
The angular dependence of the low frequency oscillations in the 
(110) plane which are shown in Figure 3.6 agree with the original data by 
Joseph and Thorsen (I963). A comparison with their data is made by 
plotting both their experimental points (open circles) and the expected 
angular variation for hyperbolodia]. necks (Equation 3*2 is plotted as a 
solid line using ra^/mj^ = 0.40) along with our data in Figure 3.6. Where­
as Joseph and Thorsen observed the amplitude of these oscillations to 
become vanishingly small at approximately 18° on either side of [lOOj in 
Figure 3.6. The observed angular dependence of the low 
frequency neck-oscillations in the. (110) plane 
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a (no) plane, we have been able to follow the oscillations nearer to 
[lOo] . Figure 3«7 is a rotation diagram (i.e. rotation of the crystal 
in constant field — see Chapter II) which shows the vanishing of these 
oscillations at (7 — 0.5)° from [lOOj . Hodges^ has computed the angle 
at which the neck oscillations should vanish by finding the angle at which 
the necks predicted by his model will no longer support extremal orbits. 
His calculation shows that the oscillations should indeed vanish at (8 — 
1.5)° from [lO^, in good agreement with our experimental results. 
Although most of the points in Figure 3.6 were obtained by using 
rotation diagrams, field sweeps at [ill] indicate the minimum cross sec­
tional area of the necks to be 8.13 x 10~3 (in units of (ZTT/a)^). This 
result was obtained by using the experimentally observed minimum de Haas-
van Alphen frequency of 2.72 x 10^ G and an extrapolated lattice con­
stant a = 3.5166 A at 0° K (Pleumann (1944) ). The temperature depen­
dence of these oscillations yield an effective mass of (0.26 — 0.03)mQ, 
in agreement with the value obtained by Joseph and Thorsen (I963) and 
Tsui and Stark (1966). 
2. Hole pockets at X 
The results of our study of the high frequency oscillations (origi­
nally discovered near [lOC^ by Gold (1964) ) are shown in Figures 3«S and 
3.9. The angular anisotropy of the frequency of these oscillations 
exhibit the symmetry expected from small elongated pieced of Fermi 
%odges, L., Physics Department, Iowa State University, Ames, Iowa. 
Size of copper-like necks in nickel. Private communication. I967. 
Figure 3 « 7 «  Rotation diagram for (110) plane which 
shows the vanishing of the neck oscillations 
(The slowly varying oscillations which 
exhibit a turning point at {OOlQ are due to 
the fluted ellipsoids at X. The rapidly 
varying oscillations which are superimposed 
for angles ><-0 7° on .-each side of jOOlJ are 
due to the copper-like necks.) 
H-" O O 
[ooi] 
- 1 2  8 - 4 0 4 8  
Rotation of Nickel sphere in (110) plane 
I 2 
Figure 3.8. The observed angular dependence of the higher 
frequency oscillations (associated with the fluted 
ellipsoids at X) in the (110) plane. 
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Table 3.1. Summary of observed de Haas-van Alphen frequencies for nickel 
Direction 
(Present V/ork)^ 
F _ F 
(Tsui and Stark) (Thorsen and 
Joseph (1963) ) 
[10(^  
(X hole pocket) l.OOo x 10^ G 1.01 x 10G 
2.43/ X 10? G 2.49 X 10? G 
not observed 
not observed 
[112] 
(copper-like neck) 2.72 x 10^ G 
(X hole pocket) 1.59 x 10^ G 
2.68 X 10^ G 
1.58 X 107 G 
2.74 X 10^ G 
not observed 
[11§ 
(X hole pocket) 
3.81 X 10^ G 
CO (TN 
X 10^ G 3.77 X 10^ G 
2.18 X 10? Gf 2.19 X 10? G not observed 
2.21 X 10? Gj 
1.41 X 10^ G 1.42 X 10^ G not observed 
^Absolute frequency data subjected to large (l2$) scatter — see 
Chapter IV for explanation. 
^Tsui, D. and Stark R. Department of Physics, University of Chicago, 
Chicago, Illinois. Absolute frequency for nickel. Private communication. 
1967. 
^Frequency discrepancy at [ll(^ assumed to be due to slight mis­
alignment from (100) plane. 
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surfaces located at the equivalent points X in the zone (e.g., for the 
(no) plane: two frequencyoranches with turning points at [lioj and [lOO] 
and a crossing point at [lllj (see Figure 3'8))- Early attempts to inter­
pret the observed frequency anisotropy in terms of closed surfaces of 
revolution at X were hampered by the observation that the extremal cross 
sectional area of the relevant piece of surface must increase faster 
than that expected for a cylinder with its axis along the P —^ X direction 
(cf. solid line plotted in Figure 3.8). A closed surface of revolution 
which exhibits such a rapid variation must be hyperboloidal near point X — 
this implys the existence of two extremal areas perpendicular to the 
r" —> X direction (viz. a dumb-bell shaped surface) — which is at variance 
with the observed de Haas-van Alphen frequencies at [lOO] . This dilemma 
was resolved in part when we realized that the relevant pieces of Fermi 
surface responsible for the high frequency oscillations need not be sur­
faces of revolution, but must in fact be "fluted ellipsoids" whose dimen­
sions depend upon the direction of the magnetic field B. 
The band structure for ferromagnetic nickel proposed by Hodges 
et al. (1966) (see Figure 3*3) predicts that the Fermi surface of nickel 
should consist of three large electron sheets of surface centered at 
the point in the zone, a small hole pocket at L, and two small hole 
pockets at X, The results of our experiments as well as those of Tsui 
and Stark (I966) suggest that there is only one hole pocket at X and there 
is also no evidence for the small hole pocket at L. Hodges et al. (1966) 
have noted that the absence of a second hole pocket at X indicates that 
their Xg energy level should be depressed below the Fermi level (i.e. 
Figure 3«9« The observed angular dependence of the higher 
frequency (associated with the fluted ellip­
soids at X) in the (lOO) plane. The solid 
lines are extrapolations to the scattered 
field sweep points. 
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about 0.005 Ry below the position indicated in Figure 3-3)- therefore 
suppose that the fluted ellipsoids which were discussed in the preceding 
paragraph are centered on the point X and associated with the level as 
shown in Figure 3»3* % note that the X^ level shown in Figure 3->3 is 
degenerate at X; in actual fact, however, the spin-orbit interaction will 
lift this degeneracy so that the X hole pocket and the large electron 
surface centered at P are separated by a small energy gap. (Figure 3«5 
shows the two pieces of surface arising from this degenerate level to touch 
at a point on the line p—»X). In the course of our experiments, we observed 
the high frequency branch of the oscillations (associated with the Xc 
hole pocket) to vanish over a narrow angular region (0.2°) situated about 
2° on either side of a jlio] direction in a (llO) plane (see Figure 3»8). 
Stark has pointed out that this behavior is probably the result of 
magnetic break-down of the orbit on the X hole pocket to the large elec­
tron surface which is separated from the pocket by a small energy differ­
ence along the direction P->X due to the spin-orbit interaction. The 
observation of these break-down effects therefore provides further justi­
fication for the assignment of the observed fluted ellipsoids to the X^ 
hole pocket. 
At first it appeared difficult to explain the lack of evidence for 
the hole pockets at L which are predicted for ths minority spins by 
Hodges et al. (I966). One cannot simply make adjustments of the param­
eters which will depress the L^2 level beneath the minority spin Fermi 
^Stark, R., Department of Physics, University of Chicago, Chicago, 
111. Magnetic break-down of nickel. Private communication. I967. 
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level because such an adjustment would also carry the flat d-l.'.ke band in 
the region l/v/—L beneath the Fermi level (see Figure 3-3) • Since the 
density of states associated with this d-like band is rather Ir.rge, such 
an adjustment of the band structure would lead to serious disagreement 
between the predicted and observed magneton number. 
We therefore propose that Krinchik's (1966) recent interpretation of 
the ferromagnetic Kerr effect data is in fact correct; i.e. 
According to this revised ordering of the bands at L (see (b), Figure 
3.2) the copper-like necks must be assigned to states near the band, 
and the flat d-like band is associated with the upper energy level (see 
Figure 3*2). We are now at liberty to vary the lower Lg, energy level 
without upsetting the magneton number, and Krinchik suggests that 
lies some 0,2 eV below the Fermi level to account for the Kerr effect 
results. Krinchik's proposed ordering eliminates the need for hole 
pockets at L and is thus in complete accord with our experiment?. 
Hodges^ has recently made minor adjustments of the parameters in his 
interpolation scheme in order to force agreement with the band structure 
at L proposed by Krinchik. The energy bands which are predicted by this 
new calculation are shown in Figures 3«10 and J.11. Again has 
been fitted to the magneton number of 0,55 Bohr magnetons/atom. 
While the over-all features of Hodges' revised band structure are 
only slightly changed from those of the previous calculation, the Fermi 
surfaces predicted from these new bands are significantly different. The 
^Hodges, L., Physics Department, Iowa State University, Ames, Iowa. 
Krinchik's ordering of the bands. Private communication. I967. 
Figure 3.10. The results of Hodges' new calculation for the 
minority spin bands 
MINORITY SPINS 
Figure 3.11. The results of Hodges* new calculations for the 
majority spin bands. 
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interpolation scheme now predicts that the Fermi surfaces should consist 
of three large electron sheets centered at the point P in the zone (one 
of these, from the majority spin band, being copper-like with [ll^ necks) 
and a single hole pocket at the equivalent points X in the zone. 
Although Hodges' new calculation predicts Fermi surfaces which are 
in qualitative agreement with our de Haas-van Alphen results, the extre­
mal cross sectional areas predicted for the hole pockets are about 10 
per cent larger than our observations indicate. In an attempt to obtain 
better agreement with our results, Hodges has recently modified his 
interpolation scheme to take into account the spin-orbit splitting of 
the degenerate level. Preliminary results obtained from this calcu­
lation indicate that the amount,AE, by which the degenerate level is 
split depends upon the direction of the internal field. This surprising 
result is illustrated in Figure 3«12. Hodges finds for B parallel to the 
[lOO] axis, the splitting is ^ $0 times greater along the [lOC^ and {lO^ 
directions, than it is along the [olo] , [Oldj , jOO]] , and [OOl],. directions. 
Since the dimensions of the X hole pocket are very sensitive to the energy 
difference,AE, between the two levels at X, we see that for a particular 
field direction the dimensions of the hole pockets at the various points 
X in the zone will be different. This means that the relevant pieces of 
Fermi surface which are responsible for the de Haas-van Alphen frequency 
variation shown in Figures J.Q and 3*9 can not be regarded as "rigid 
objects." The relevant hole pocket must be considered as surfaces whose 
dimensions depend upon the direction of B. For the field in the [10Ô) 
direction, Hodges' calculation indicates that the "parallel" pockets 
Figura 3.12. A schematic drawing of the minority spin energy 
bands near the point X (including spin-orbit 
coupling; B parallel to the [lOO] 
direction ) 
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(elongated dimension parallel to the field) are smaller than the "perpen­
dicular" pockets (those with the elongated dimension perpendicular to B), 
As the field direction is rotated away from [lOO] the parallel pockets 
will tend to grow while the perpendicular pockets tend to shrink. There­
fore the extremal cross sectional area of the parallel hole pockets should 
exhibit an extremely rapid increase as the field is rotated away from ["lOd . 
The preliminary results of Hodges' calculation are at present insufficient 
to allow a quantitative comparison between the observed anisotropy of 
cross sectional area shown in Figures 3.8 and 3*9 and those predicted by 
the band structure. The inclusion of the spin-orbit term does, however, 
appear to give a plausible explanation of the observed rapid variation of 
the de Haas-van Alphen frequency near [lOO] . 
We did not observe any high frequency (F ^10^ G) oscillations 
which could be attributed to orbits on large electron surfaces centered at 
the point P in the zone. In addition to measurements in the spherical 
samples, a search for these high frequency oscillations was conducted in 
a variety of other crystals (e.g. a single crystal rod which had been 
"pulled" from a 99.999^ Ni melt, and in several irregularly shaped nickel 
whiskers). While the amplitudes of the oscillations observed near [ill] 
in the pulled rod were nearly five times greater than that observed for 
the spheres, no trace of any new high frequency oscillations was observed. 
Tsui and Stark^ have recently extended their measurements down to tempera-
^Tsui, D. and Stark R. Department of Physics, University of Chicago, 
Chicago, Illinois. Lack of evidence for high frequency oscillations. 
Private communication. 196?. 
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tures as low as 0.3° K and they, too, find no evidence for the higher 
frequency oscillations. Even though one expects the oscillation ampli­
tudes to be low in a ferromagnetic metal (since the Fermi surfaces are 
only occupied by electrons of one sign of spin and because of possible 
raagnon-electron scattering effects), the lack of any evidence for the 
high frequency oscillations is, at present, blamed on either a lack 
of crystal perfection or on an unusually large cyclotron mass associ­
ated with the high frequency oscillations. 
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IV. SATURATION MAGNETIZATION AND ABSOLUTE FREQUENCY MEASUREMENT 
The accuracy with which we can determine the absolute value of a 
particular de Haas-van Alphen frequency is no better than the precision 
involved in our calculations of the magnetic induction R at the end-
points of our field sweeps. Unfortunately, however the published experi­
mental data for the low-temper«ture saturation magnetization 4ITMg for 
nickel are rather meaner and of dubious accuracy (e.g. = (512 - ?) G, 
Kondorski et al. (1959); Mg = (508 — ?) G, Argyle et al. (I963) )• The 
low temperature values which are often quoted (e.g. Kittel (1961), Dozarth 
(1951): Mg = 510 G) have been obtained from an extrapolation of the room 
temperature results of Weiss and Ferrer (1929)• These room temperature 
results were originally thought to be accurate to a few parts in 10-^, 
but it is now realized (Danan (1958) ) that the V/eiss-Forrer data were 
subjected to a rather large systematic error caused by "image effects" 
in their magnet, so that their published values of may be low (by as 
much as 2/0 • Because of this uncertainty we have attempted to determine 
the value of (2/3) indirectly from the periodicity of our de Haas-
van Alphen oscillations. 
Several long field sweeps were made for the oscillations which have 
a frequency of ~ 1 x 10^ G near the [lOO] crystallographic direction 
(cf. Figure 2.I3). These oscillations are very strong and there is 
little interference from other frequencies here. Since our spherical 
samples allow precise determination of the demagnetizing field, we should 
be able to obtain a precise value of 41TMg by either using the method of 
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Anderson and Gold (I963) or by simply choosing M to obtain the best fit 
to the relation 
+ (2/3)4TTKj = n/2 
n 
Here is determined from the value of the superconducting magnet 
current at the turning-points of the oscillations and n is a set of 
consecutive integers. For a particular set of data we found that the 
values of (2/3)4TTM^ which were determined by either of the above methods 
contained a standard deviation of only about 10 G„ Unfortunately however, 
we found that the absolute magnitude of (2/3)4TTMg would vary as much as 
250 G for different data sets (taken over different field regions and on 
different days). The value of (2/3)4TRthus determined was (4260 — 25O) G 
i.e. Mg ^ 508 ± 30 G. 
The random scatter which was observed in these determinations of M 
s 
was also reflected in a similar — 2io variation of our absolute de Haas-
van Alphen frequency determinations. We often found that when sweeping 
between fixed two magnet current values, which were spaced about 10 A 
( ^30 kOe) apart, the number of oscillations obtained when the current 
was increasing would differ from that obtained for decreasing current by 
as much as 1.5^« Since our NM measurements showed that the magnetic 
field intensity could be predicted by the magnet current to better than 
0.05^ (cf. Chapter II), it is difficult to explain the scatter in our 
long field sweep data on the basis of hysteresis effects in the field 
versus current relationship of the magnet system. One might, however, 
blame the scatter between the various data sets (obtained on different 
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days) on "image effects" in the magnet since these might be rather sensi­
tive to the sample position, relative to the center of the solenoid. 
On the other hand, it is difficult to understand how "image" arguments 
can account for the differences observed between increasing and decreas­
ing fields. 
Late in the course of this investigation, measurements were made to 
determine the field dependence of the homogeniety of our magnet system. 
These experiments used a Varion Associates "Flux Ball" which consists of 
a search coil and a stable time-integration circuit. As the search coil 
is passed through the bore of the solenoid, any changes in magnetic inten­
sity will induce a voltage in the coil. This voltage is integrated (with 
respect to time) and recorded as the ordinate of an x-y plot; the abscissa 
is proportional to the position of the coil. Due to the special construc­
tion of the search coil, this device is capable of detecting field inhono-
genieties as low as 10"^ over cm distances. Therefore, by using this 
device, we could determine the field profile of our magnet system with a 
precision which far exceeded the homogeniety measurements previously ob­
tained with the Al^? NI-IR spectrometer.^ 
Preliminary results obtained from these measurements indicate that 
the homogeniety of our magnet system is very dependent on the value of 
the main magnet current. Although appropriate adjustments of the shimming 
^Since the line width of the Al^^ resonance is 80 and since the 
sample volume is rather large, the NMR measurements give the average of 
the magnetic intensity over the sample volume and are thus relatively in­
sensitive to small magnetic field inhomogenieties. We found it impossible 
to detect field inhomogenieties smaller than 3 parts in 10^ over 1 cm with 
the Nî'iR probe. 
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current will always adjust thie field profile so that ("Zi H/ii) % lO"-^ 
over 1 cm, changing the magnet current causes a steady degradation of 
this homogeniety (i.e. at ^50 kOe the shimming current was adjusted so 
that [A ^10 ^ over 1 cm — the same value of the shimming current 
gave only[^H/H] '^10"'" at 45 kOe). The magnitude of this degradation was 
also found to be a function of sweep direction (the effect is most pro­
nounced when the current is decreased). 
At the time of this writing, the homogeniety data are insufficient to 
allow us to make an assessment of the effects of the homogeniety degrada­
tion on our de Haas-van Alphen results. The preliminary data do, however, 
suggest that the lack of consistency in our field sweep data could be 
caused by these effects. 
We intend to determine the behavior of the field homogeniety as a 
function of both the main and shimming currents. Depending on the results 
of this study, it is hoped that the power supply can be modified to allow 
dynamic compensation of the field homogeniety (i.e. to automatically 
control the shimming current to its optimum value at all fields). 
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V. CONCLUSIONS "".'L SUGGESTIONS FOR FURTHER STUDY 
A. Conclusions 
Our investigations have shown that the field modulation technique 
can be successfully used to study the de Haas-van Alphen effect in ferro­
magnetic specimens provided that the modulation frequency is low enough 
and that the modulation is only applied in a direction which is parallel 
to the magnetic field. While we did not observe oscillations which could 
be associated with the 3 large electron surfaces centered at the point P 
in the zone, our measurements have extended the angular range of earlier 
measurements for the copper-like necks and have also determined the 
angular anisotropy of the extremal cross sectional area of hole pockets 
located at the equivalent points X in the zone. 
The information provided by our de Haas-van Alphen measurements of 
these relatively small pieces of Fermi surface (e.g. the size of the 
fluted ellipsoids at X and the lack of evidence for hole pockets at L) 
has allowed L. Hodges to further modify the parameters of his interpo­
lation scheme so that it predicts Fermi surfaces which are in excellent 
agreement with our observations. The bands predicted by Hodges new calcu­
lations should now be more reliable (at least near the Fermi level) and 
should provide realistic quanitative predictions as to the sizes and 
shapes of the still unobserved large sheets of Fermi surface in ferro­
magnetic nickel. 
B. Suggestions for Further Study 
Resolution of the homogeniety difficulties discussed in Chapter IV 
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is of primary importance. After determining a functional relationship 
between the optimum shimming current and the main current, operational 
function modules should be used to dynamically shim the magnet. Although 
these rather drastic measures may be difficult to implement, any absolute 
frequency data obtained with our superconducting magnet system (or perhaps 
any other) will be of dubious accuracy unless these difficulties are re­
solved . 
We propose, in the near future, to search,again for the elusive 
high frequency de Haas-van Alphen oscillations associated with large 
electron sheets of the Fermi surface. It is hoped that a real-time 
digital data acquisition system which has recently been incorporated in the 
250 kOe impulsive field de Haas-van Alphen apparatus can be used in con­
junction with the Panousis data analysis scheme to enhance the signal-
to-noise ratio to the extent that the high frequency oscillations can be 
observed. Failing this, attempts should again be made to obtain speci­
mens with a better crystal perfection (e.g. by pulling them from the melt, 
by using an ultra high vacuum electron-beam zone refiner or perhaps a 
combination of these two techniques). 
Finally, when the information becomes available, it would be of 
interest to make a detailed comparison between the frequency variation 
for both the fluted ellipsoids ;and the necks which we observed in these 
experiments and those which are predicted by Hodges new calculations. 
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