Modelli alla Bass: stima ed inferenza by BUNEA, ANITA MARIANA
  
 
 
RELATORE: Prof. Piero Manfredi 
 
LAUREANDA: Anita – Mariana Bunea 
 
 
  FACOLTÀ DI ECONOMIA  
Corso di Laurea Magistrale in Marketing e Ricerche di Mercato 
Modelli alla Bass 
Stima ed inferenza 
 
 
 
2013/2014 
1 
 
 
INDICE 
 
Introduzione ..........................................................................................................................5 
1. Modelli Matematici di Diffusione .......................................................................8 
1.1 Cenni storici e concetti primari sulla diffusione ................................................. 9 
1.2 Caratteristiche generali dei principali modelli deterministici di diffusione ..... 13 
1.3 Il modello “esterno” per la diffusione mediatica dell’informazione ................ 15 
1.4 Il modello “interno” per la trasmissione inter-umana ....................................... 17 
1.5 Il modello di Bass ............................................................................................. 19 
1.6 Il modello di Gompertz ..................................................................................... 21 
2. Stima in Modelli Non Lineari di Regressione ...................................................24 
2.1 Il modello lineare “classico” di regressione e OLS .......................................... 25 
2.1.1 Le ipotesi del modello lineare di regressione ............................................ 26 
2.1.2 Stima dei parametri: il metodo OLS .......................................................... 28 
2.1.3 Procedure inferenziali ................................................................................ 29 
2.1.4 Bontà di adattamento ................................................................................. 31 
2.1.5 Forma matriciale del modello lineare di regressione ................................ 33 
2.2 Il modello non lineare di regressione e NLS .................................................... 33 
2.2.1 Forme del modello nonlineare ................................................................... 34 
2.2.2 Il metodo di Gauss Newton ....................................................................... 35 
2.2.3 Criteri di arresto ......................................................................................... 36 
2 
 
2.2.4 Il problema di ottimizzazione “libera” ...................................................... 37 
2.3 Tecniche di ottimizzazione numerica ............................................................... 38 
2.3.1 Tecniche univariate di ricerca ................................................................... 39 
2.3.2 Tecniche dirette di ricerca ......................................................................... 42 
2.3.3 Metodi di gradiente ................................................................................... 48 
3. L’inferenza nei Modelli Non Lineari di Regressione ........................................52 
3.1 Approccio tradizionale ...................................................................................... 53 
3.2 Il Bootstrap ........................................................................................................ 57 
3.2.1 Assunzioni generali ................................................................................... 58 
3.2.2 Bootstrap parametrico ............................................................................... 60 
3.2.3 Bootstrap non parametrico ........................................................................ 63 
3.2.4 L’inferenza bootstrap ................................................................................ 64 
4. Le Problematiche dei Modelli di Diffusione .....................................................67 
4.1 La stima dei parametri nel modello di Bass ...................................................... 68 
4.1.1 Discretizzazione e OLS ............................................................................. 68 
4.1.2 NLS............................................................................................................ 69 
4.2 Problemi di esistenza dello stimatore NLS ....................................................... 70 
4.3 Dibattito sul parametro “m” .............................................................................. 73 
4.3.1 Analisi del modello logistico ..................................................................... 73 
4.3.2 Analisi del modello di Bass ....................................................................... 77 
5. Stima e Inferenza nel Modello di Bass ..............................................................80 
5.1 I dataset di riferimento ...................................................................................... 81 
3 
 
5.2 La stima del modello ......................................................................................... 84 
5.3 Inferenza............................................................................................................ 88 
5.3.1 L’approccio tradizionale ............................................................................ 88 
5.3.2 Il bootstrap ................................................................................................. 94 
Conclusioni .......................................................................................................................103 
Bibliografia .......................................................................................................................106 
Sitografia ...........................................................................................................................110 
APPENDICE I – Formule e calcoli matematici ...............................................................111 
APPENDICE II - Simplex ................................................................................................114 
APPENDICE III – Applicazione per il Modello di Bass ..................................................116 
 
 
Indice delle Figure 
 
Figura 1.1 - La curva gaussiana di Rogers con la fase critica di Moore ............................ 12 
Figura 1.2 - La tempistica di saturazione nel modello esterno al variare del tasso di 
innovazione ........................................................................................................................ 16 
Figura 1.3 - Le curve di adozione istantanea e cumulativa nel modello interno ............... 18 
Figura 1.4 - La curva della densità delle vendite nel modello di Bass per differenti valori 
di α e q  ............................................................................................................................... 20 
Figura 1.5 - La curva di adozione istantanea e cumulativa nel modello di Gompertz....... 22 
Figura 2.1 - L’indipendenza e l’identica distrubuzione delle osservazioni della variabile di 
risposta ............................................................................................................................... 27 
4 
 
Figura 2.2 - La riduzione dell’intervallo con lo schema di Fibonacci ............................... 40 
Figura 2.3 - Esempio del metodo Simplex di base ............................................................ 43 
Figura 2.4 - Disegno geometrico equivalente alla soluzione analitica .............................. 47 
Figura 4.1 - La curva delle vendite istantanee con l’effetto stabilizzatore ........................ 67 
Figura 4.2 - Comparazione tra il modello di Gompertz ed il modello logistico mediante le 
equazioni originali ed la funzione “Log Delta Log” .......................................................... 74 
Figura 5.1 - La ricerca dei valori iniziali del vettore parametrico ..................................... 84 
Figura 5.2 - La stima del modello di Bass vs. le osservazioni ........................................... 86 
Figura 5.3 – L’espansione nel tempo delle stime per i modelli RAC, CT, CD e FL ......... 87 
Figura 5.4 – Le regioni di confidenza ( nlsContourRSS ) ................................................. 92 
Figura 5.5 – Le regioni di confidenza (nlsConfRegions) ................................................... 94 
Figura 5.6 – Le regioni di confidenza con il bootstrap ...................................................... 96 
Figura 5.7 – Le distribuzioni di densità dei parametri α, q e m e  gli intervalli di 
confidenza ........................................................................................................................ 102 
 
 
 
 
 
 
 
 
 
 
5 
 
 
 
 
Introduzione 
 
La necessità delle imprese di migliorare le tecniche di pianificazione e controllo delle 
strategie aziendali, volte ad ottimizzare i loro investimenti, ha portato ad un’aumento 
dell’interesse nell’individuazione di un metodo che preveda, nel miglior modo possibile, 
l’evoluzione di un’innovazione sul mercato. Il notevole coinvolgimento negli ultimi anni 
nell’esplorazione del fenomeno è ancora più comprensibile data l’attuale crisi economica 
mondiale iniziata nel 2008, chiamata la “Grande Recessione” e considerata da molti 
economisti una delle peggiori crisi economiche della storia, addirittura la seconda dopo la 
“Grande depressione” iniziata nel 1929.  
Nella letteratura, l’argomento riguardo i modelli di diffusione ha un’espansione 
interdisciplinaria, di grande interesse per innumerevoli studiosi di sociologia, 
antropologia, biologia, epidemiologia, marketing ed altro. La forte trasversalità 
disciplinare del processo di diffusione viene evidenziata nella prima sezione del primo 
capitolo in cui sono presentate le contribuzioni dei vari personaggi storici nel 
miglioramento della cosiddetta teoria.  
L’idea pricipale alla base dello sviluppo del fenomeno è la consapevolezza che la maggior 
parte delle innovazioni siano caratterizzate da un ciclo di vita relativamente breve di 
quanto non fosse in passato e fondamentalmente ben definito. La determinazione con una 
certa precisione del ciclo di vita del nuovo prodotto favorisce la presa di decisioni 
riguardo il marketing e la produzione, per cui il principale obiettivo è la valutazione 
dell’andamento delle vendite future prima del lancio sul mercato o nei periodi 
immediatamente successivi.  
La presentazione dei principali modelli di diffusione ( il modello “esterno”, il modello 
“interno”, il modello di Bass ed il modello di Gompertz ) e delle loro caratteristiche 
comuni avviene nel primo capitolo nelle sezioni 1.3, 1.4, 1.5, 1.6, rispettivamente 1.2. 
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Nel secondo capitolo l’attenzione si concentra sui diversi metodi di ricerca di soluzioni 
ottime, ognuno con i suoi vantaggi e svantaggi.  Nella sezione 2.1 viene descritta la 
classica analisi della regressione lineare con la sua struttura unitaria e la sua ricca 
dotazione di risultati analitici sia per quanto riguarda la fase di stima sia quella 
inferenziale. Invece, per la risoluzione di problemi non lineari, come nel caso dei modelli 
di diffusione, è più opportuno utilizzare il modello della regressione non lineare 
presentato  nella sezione 2.2, seguendo la dicotomia tra tecniche di ricerca (univariate e 
dirette) e tecniche di gradiente nella sezione 2.3. 
Nella ricerca di un risultato più completo dal punto di vista probabilistico, utile soprattutto 
nella presa di decisioni che influenzano il processo evolutivo di un’innovazione, si 
applicano le diverse tecniche inferenziali evolute dall’approccio tradizionale caratterizzato 
dall’espansione in serie di Taylor ( sezione 3.1 ) a metodi più moderni, come per esempio 
il bootstrap ( sezione 3.2 ).  
Il modello matematico di diffusione che verrà approfondito è il modello alla Bass in 
quanto considerato il modello di riferimento nell’ambito della previsione e spiegazione 
dei processi di diffusione di innovazioni. A renderlo famoso è la combinazione delle due 
forme principali di comunicazione: la fonte “esterna”, composta dai canali mass-media e 
dall’informazione distribuita dalle imprese ai consumatori attraverso la rete di 
distribuzione, e la fonte “interna”, composta dalla comunicazione inter-umana (per 
esempio il passaparola), ovvero tra individui appartenenti ad una comunità interconessi 
dalle sue reti sociali. 
Originariamente nel modello alla Bass, la coesistenza dei due canali di trasmissione di 
informazione descrive l’evoluzione del numero di adottanti dal momento del lancio del 
prodotto che viene evidenziata da un’equazione differenziale che prevede una soluzione 
analitica chiusa. Per poter analizzare l’equazione differenziale come un modello statistico 
si aggiunge una componente di errore e si applica il metodo dei minimi quadrati non 
lineari. 
Nel corso del tempo, numerosi studiosi si sono dedicati alla risoluzione dei problemi 
riscontrati nella ricerca della combinazione ottimale di parametri di un modello di 
diffusione, particolarmente se si tratta del modello di Bass.  I principali problemi, posposti 
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nel quarto capitolo, sono sia dovuti a particolari caratteristiche dei dati per i quali il 
modello può diventare estremamente instabile o, addirittura inutilizzabile (sezione 4.2) 
che inerenti alla natura nonlineare del modello stesso (sezione 4.3).  
Ancora più importante, ma poco dibattuto nella letteratura, è il calcolo delle distorsioni 
aggregate nelle predizioni fondamentali, soprattutto per quanto riguarda la stima del 
mercato potenziale raggiunto da un’innovazione. Tuttavia, come verrà presentato nella 
sezione 4.4, gli analisti dei modelli di diffusione dimostrano scetticismo nell’accuratezza 
dei loro risultati ottenuti con le tecniche attualmente disponibili, poiché in realtà la 
diffusione di un prodotto viene influenzata da diverse variabili difficilmente misurabili.  
Infine, il quinto e ultimo capitolo contiene l’analisi approfondita di sette dataset utilizzati 
in misura considerevole nella letteratura statistica. Gli insiemi delle osservazioni per 
ciascun dataset riportate nella sezione 5.1 descrivono le curve cumulative delle vendite 
annuali e serviranno alla determinazione della combinazione ottimale di parametri  
attraverso la stima con il metodo dei minimi quadrati non lineari, come presentato nella 
sezione 5.2. 
In aggiunta a quello già calcolato nei precedenti studi, l’attenzione si concentra non più 
sull’unico valore stimato del vettore parametrico, ma sull’incertezza che circonda i 
parametri del modello di Bass, ovvero il coefficiente di innovazione, il coefficiente di 
imitazione ed il mercato potenziale. Per misurare tale incertezza si realizza l’intervallo di 
confidenza per ciascun parametro, ossia l’insieme dei diversi valori plausibili che si 
potrebbero associare ai parametri in questione. 
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1. Modelli Matematici                              
di Diffusione 
 
“Le previsioni di vendita sono considerate fonti di informazione di primaria importanza 
per la pianificazione e il controllo delle strategie aziendali”, poiché una peculiarità delle 
decisioni aziendali è che “si effettuano in presenza di incertezza con riguardo alle 
conseguenza che ne deriveranno”. (Guseo, Brogini e Lesa 2000) 
Attualmente le imprese sono sempre più propense all’utilizzo di metodi scientifici nella 
presa delle decisioni, anche se alcune, specialmente quelle di piccole e medie dimensioni 
con scarso capitale, ancora ad oggi basano le loro decisioni su sensazioni personali e 
proprie esperienze. L’interesse per le strategie di innovazione è conseguenza 
dell’evoluzione tecnologica che riduce la vita commerciale di un nuovo prodotto e 
aumenta il rischio di non raggiungere il punto di pareggio economico. 
Nonostante le tecniche di previsione non possano eliminare del tutto l’incertezza, la 
possano ridurre anche considerevolmente. A volte, dal punto di vista probabilistico, è più 
conveniente rischiare un fallimento commerciale che decidere di non investire e lasciare le 
nuove opportunità nelle mani della concorrenza. 
I modelli statistico-economici utilizzati nella previsione delle vendite sono generalmente 
fondati sul concetto di diffusione dell’informazione all’interno del mercato. La cosiddetta 
teoria della diffusione dell’innovazione cerca di spiegare le modalità con cui una nuova 
tecnologia, un nuovo bene di consumo, un nuovo comportamento oppure una nuova idea 
si propaga in una popolazione di individui, di imprese od altro. 
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L’obiettivo della teoria è quello di spiegare il ritmo della diffusione (ossia la velocità con 
cui si propaga un’innovazione dal momento della sua introduzione sul mercato fino alla 
fine del suo ciclo di vita),  le sue modalità (ossia in che modo la diffusione si manifesta, 
partendo per esempio da pochi “innovatori iniziali” isolati e poi allargandosi a gruppi 
specifici di individui) e le sue cause (ossia i motivi per cui, per esempio, l’automobile è 
divenuto un bene di massa nel mondo occidentale solo negli anni 1960 con oltre 60 anni 
di ritardo dalla sua presentazione).  
Nella letteratura, l’interesse per i processi di diffusione non si limita solo al marketing, ma 
si espande anche in campi come sociologia, antropologia, biologia ed epidemiologia. La 
forte trasversalità disciplinare del processo di diffusione viene evidenziata nella sezione 
1.1 del primo capitolo in cui sono ricordate le contribuzioni dei vari personaggi storici nel 
miglioramento della cosiddetta teoria.  
Nelle seguenti sezioni, invece, vengono presentati i principali modelli di diffusione ( il 
modello “esterno” nella sezione 1.3, il modello “interno” nella sezione 1.4, il modello di 
Bass nella sezione 1.5 ed il modello di Gompertz nella sezione 1.6 ) e le loro 
caratteristiche comuni nelle sezione 1.2. 
 
1.1   Cenni storici e concetti primari sulla diffusione 
 
Le prime ricerche che riguardano la diffusione appaiono già dal 1903, quando il sociologo 
francese, Gabriel Tarde, introduce la curva “S-shaped”1 con le sue tre fasi: 
1) La fase di innovazione in cui la diffusione è rallentata da diverse variabili come il 
prezzo elevato, bassa consapevolezza dell’esistenza del prodotto, etc.; 
2) La fase di crescita rappresentata da una veloce diffusione del prodotto fino a 
quando l’innovazione diventa una soluzione standard; 
                                                          
1
 Un esempio di curva S-shaped si può osservare colorata di verde nella Figura 1.1 
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3) La fase di maturità in cui la diffusione rallenta e si può dire che si arriva alla 
saturazione del mercato. 
La proposta di Tarde è di grande importanza e rimarrà all’attenzione degli studiosi in 
quanto, come sostiene lo stesso Tarde, la maggior parte delle innovazioni/idee hanno un 
tasso cumulativo di adozione S-shaped che aiuta ad osservare la velocità di penetrazione 
sociale (Couros 2003).  
Le idee di Tarde vengono riprese durante gli anni ’40, quando i sociologi rurali, Ryan e 
Gross (1943), pubblicarono uno studio che descriveva la diffusione delle sementi ibride di 
mais tra un gruppo di contadini dello stato dello Iowa durante il periodo in cui 
l’agricoltura divenne “big business”. In questo periodo crebbe l’importanza delle 
innovazioni che permettevano di avere maggiore efficienza e produttività. 
Oltre a confermare l’ipotesi di Tarde, lo studio di Ryan e Gross ha portato a nuove 
intuizioni importanti. Tra queste il fatto che la decisione di adottare un’innovazione non è 
oggettiva ma soggettiva. Per esempio, gli agricoltori nelle loro scelte non tenevano conto 
principalmente del vantaggio economico come sarebbe razionale, ma delle scelte degli 
altri, ovvero del processo sociale. Inoltre, i due studiosi dividono gli imprenditori in 5 
categorie, un approccio che sarà ripreso più tardi: innovatori, adottanti precoci, 
maggioranza precoce, maggioranza tardiva ed i ritardatari; ognuna di esse conteneva 
soggetti che avevano in comune certe caratteristiche. 
Anche Katz nel 1957, basandosi sullo stesso ragionamento, analizza il passaggio 
dell’informazione dalla fonte mediatica agli opinion followers attraverso gli opinion 
leaders, due stereotipi che condividono gli stessi interessi e che fanno parte di gruppi di 
famiglie ed amici con caratteristiche simili.  
Diversamente da come si potrebbe aspettare, Katz assume che anche gli opinion leader 
siano influenzati non tanto dalla comunicazione mediatica quanto dalle relazioni 
interpersonali, sia come pressione sociale sia come supporto sociale. A tali conclusioni 
Katz arriva in seguito a delle interviste basate su un disegno campionario di tipo 
“snowball” svolte in diversi campi come marketing, fashion e medicina. Ricordiamo di 
passaggio che il campionamento snowball, detto anche “respondent driven sampling”, 
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inizia con un piccolo sottoinsieme di soggetti iniziali e si estende gradualmente a coloro 
che vengono da essi influenzati fino alla copertura di intere comunità. 
Nel 1962, Everett Rogers, professore di sociologia rurale, pubblicò la prima edizione della 
serie “Diffusion of innovations” che conteneva una sintesi delle teorie precedenti ed era 
basata su studi interdisciplinari. Al passare degli anni seguirono altre opere importanti tra 
cui la terza edizione della serie che va sempre più nell’approfondire l’argomento e in cui 
definisce la diffusione come “il processo per cui un’innovazione viene comunicata nel 
tempo attraverso certi canali tra i membri di un sistema sociale” (Rogers 1995). Tale 
definizione è composta da quattro elementi principali: l’innovazione - idee/oggetti ritenuti 
nuovi dagli individui; canali di comunicazione - mezzi di passaggio dell’informazione da 
un individuo all’altro; il tempo - intervallo non spaziale della diffusione; il sistema sociale 
- insieme di unità interdipendenti impegnate in attività per la risoluzione di problemi. 
Rogers considera che posteriormente alla diffusione esiste la fase di adozione, 
rappresentata dal “processo mentale tramite cui un individuo passa dal primo contatto con 
l’informazione alla sua adozione” (Rogers 1995) e composta da 5 step: conoscenza, 
persuasione, decisione, implementazione, conferma. Questi step descrivono il percorso di 
ogni individuo nella presa della decisione di acquisto della nuova innovazione. Per capire 
al meglio cosa porta un individuo ad adottare si dovrebbe creare un modello per ogni step. 
Tuttavia nella pratica sarebbe molto difficile da implementare e richiederebbe molto più 
tempo nella realizzazione di una previsione accettabile. 
Inoltre, come si osserva nella Figura 1.1, Rogers utilizza la media ̅ e la deviazione 
standard σ per dividere (in maniera chiaramente arbitraria) la distribuzione degli adottanti 
ipotizzata in forma normale, in categorie, mantenendo la suddivisione degli adottatori 
proposta da Ryan e Gross e la “quantifica” mediante la curva gaussiana, in base ai tempi o 
ritardi di adozione. In questo modo Rogers chiama “innovatori” quei soggetti, 
numericamente il 2,5% della popolazione degli adottanti, che hanno adottato prima del 
tempo (̅ − 2). Similmente chiama “adottanti precoci” quel 13,5% che adotta 
nell’intervallo di tempo (̅ − 2) e (̅ − ), seguiti dalla “maggioranza precoce”, 
rispettivamente dalla “maggioranza tardiva”, ciascuna con il 34% della popolazione di 
adottanti , ed in fine dai “ritardatari”, quel 16% che adottano dopo il tempo (̅ + ). 
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Figura 1.1 - La curva gaussiana di Rogers con la fase critica di Moore 
 
In aggiunta all’idea di Rogers, Moore, nel suo studio del 1991 riguardo l’adozione di 
prodotti tecnologici nel campo del business, è arrivato alla conclusione che la fase critica 
per l’avvio del mercato sia il passaggio da adottanti precoci alla maggioranza precoce in 
quanto le caratteristiche degli individui presenti nelle due aree sono quasi opposte, come 
viene evidenziato nella Figura 1.1.  
La sistematizzazione svolta da Rogers rappresenta per innumerevoli studiosi la giusta 
motivazione per lanciare finalmente la diffusione come area di ricerca modellistico-
quantitativa.  
Poiché lo schema di Rogers è puramente descrittivo, viene largamente criticato dai suoi 
successori. I più evidenti difetti del modello gaussiano sono: la rigidità intrinseca, perché 
non tutti i cicli di vita di prodotti sono “programmati” per seguire una curva gaussiana; la 
x − 2σ x − σ x + σ x 
Tempo 
Individui più propensi 
verso la tecnologia e la 
performance 
Individui più interessati alla 
risoluzione dei problemi e alla 
convenienza 
Fase critica 
 
13 
 
mancanza di un’incorporazione esplicita di fattori o meccanismi casuali operanti nel corso 
del processo di adozione; la difficoltà predittiva. (Manfredi 2013) 
Nel seguito si introducono alcuni dei principali modelli di diffusione del marketing 
teorico, molti dei quali sono proposti come risposta allo schema di Rogers. 
 
1.2 Caratteristiche generali dei principali modelli deterministici di 
diffusione 
 
Nei modelli di diffusione di base si ipotizza che la decisione di acquisto avvenga nel 
momento in cui l’individuo diventa consapevole dell’esistenza dell’informazione 
rilevante. In questo modo “si trascura il fattore economico della formazione della 
domanda e ci si concentra esenzialmente sul processo socio-demografico di diffusione 
sociale dell’informazione”. (Manfredi 2013) 
La popolazione target presa in considerazione per la realizzazione dei modelli viene 
considerata grande al fine di poter trascurare l’incertezza. Inoltre è fissa, ovvero data una 
volta per tutte, quindi senza entrate o uscite, con ampiezza m.2 Ad ogni istante del tempo 
la popolazione viene assunta suddivisa in due componenti: gli individui “suscettibili” 
all’acquisizione dell’informazione (X) e gli individui che hanno già ricevuto 
l’informazione ed adottato il prodotto o la tecnologia ( Y ):  
m = Xt + Yt            (1.2.1) 
Nella realtà l’evoluzione del processo di adozione è ovviamente rappresentata da un 
processo stocastico di punto, le cui realizzazioni empiriche sono funzioni a scala che 
subiscono un salto unitario verso l’alto ogni volta che avviene l’adozione.  
                                                          
2
 Partendo da questo presupposto si può già comprendere la difficoltà nell’ottenimento di una buona 
previsione anche se si seleziona accuratamente un periodo di tempo abbastanza breve da poter considerare 
solo il primo acquisto del prodotto e trascurabile il numero di sostituzioni del prodotto a causa, per 
esempio, della rottura o della fine di vita del prodotto. (Manfredi s.d.) 
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Tuttavia, per motivi di semplicità, tutta la letteratura del marketing teorico ha privilegiato 
la modellazione deterministica. In questo modo i modelli sono costituiti da equazioni, o 
sistemi di equazioni, differenziali ordinarie e dalle loro specifiche condizioni iniziali che 
aiutano alla costruzione della previsione evolutiva dell’innovazione.  
Il principale obiettivo dei modelli è determinare la funzione Y(t) che tecnicamente 
rappresenta la funzione cumulativa delle adozioni nel tempo, ovvero la funzione 
matematica che associa ad ogni istante del tempo il numero di adozioni che si sono 
verificate fino a quell’istante. 
In aggiunta si considera la curva della densità delle vendite assolute di un bene durevole 
S(t) che informa della velocità con cui cambia la funzione Y(t) delle adozioni cumulative 
al passare del tempo e permette di calcolare il numero di adozioni in ogni istante del 
tempo.  
St = lim→ , = lim→   = Y!t = −X!t (1.2.2 ) 
Per determinare la probabilità che un singolo individuo suscettibile ha per diventare 
adottante all’istante t, si calcola h(t) la funzione del rischio istantaneo di adozione: 
ht = − #$# = $# = %#                       (1.2.3)                                                
Altre grandezze che si riveleranno ad essere utili sono: 
 la frazione cumulativa di adottanti nella popolazione all’istante t: F(t) = Y(t) / m; 
 la frazione di suscettibili nella popolazione all’istante t: p(t) = 1 – F(t) = X(t) / m; 
 la densità relativa delle vendite d(t) = S(t) / m. 
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1.3   Il modello “esterno” per la diffusione mediatica 
dell’informazione 
 
Poco prima della trattazione di Rogers, Fourt e Woodlock (1960) realizzano un modello di 
diffusione di nuove idee relative a prodotti alimentari attraverso la trasmissione costante 
nel tempo via fonte mediatica di informazioni riguardo i prodotti (es: le stesse promozioni, 
lo stesso packaging). In particolare, la curva delle vendite periodo per periodo viene 
descritta dalla funzione: 
fα = α	m	1 − α *                        (1.3.1) 
Inoltre, m rappresentava il limite percentuale di penetrazione della popolazione di 
riferimento verso “il quale ad ogni periodo t ci si avvicinava con una frazione costante 
della distanza rimanente.”  
Gli stessi sostengono che portando alcune modifiche, si potrebbe applicare il modello 
anche per i beni durevoli, la cui penetrazione del mercato è essenziale per il loro successo. 
Questo perché, diversamente dai prodotti alimentari che possono essere riacquistati dopo 
un certo periodo, è poco probabile che il bene durevole venga sostituito frequentemente, 
in quanto il suo ciclo di vita è abbastanza lungo da considerare plausibile un unico 
acquisto del prodotto. 
Queste considerazioni conducono al modello esterno di diffusione, in cui l’intera 
popolazione bersaglio, all’inizio suscettibile X(0) = m, viene esposta omogeneamente 
all’emissione di una fonte di informazione ad intensità costante, creando nuovi adottanti 
nel tempo con velocità relativa α:  
Y!t = αXt = α	m − Yt    (1.3.2) 
Risolvendo l’equazione con la condizione iniziale Y(0) = 0, si ottiene la funzione 
cumulativa delle adozioni (1.3.2) che possiede le stesse proprietà di quella ricavata da 
Fourt e Woodlock, essendo direttamente proporzionale con il numero totale di individui 
presenti nella popolazione bersaglio e con la probabilità di diventare adottante nel tempo. 
Yt = m	1 − e ,                   (1.3.3) 
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Come si osserva anche dalla Figura 1.2, nel lungo periodo l’intera popolazione viene 
informata, ovvero si verifica la saturazione del mercato, in quanto la fonte di 
informazione rimane indefinitamente attiva nel tempo, e questo condurrà alla completa 
eliminazione dei soggetti suscettibili.  
 
Figura 1.2 - La tempistica di saturazione nel modello esterno al variare del tasso di 
innovazione3 
 
In questo modello la tempistica della saturazione del mercato è direttamente proporzionale 
al variare del rischio di adozione h(t) = α, ovvero più l’informazione mediatica viene 
trasmessa intensamente, più cresce il rischio che un individuo suscettibile adotti il 
prodotto innovattivo.  
Diversamente dalla funzione cumulativa delle vendite, la funzione delle vendite assolute 
istantanee S(t) è caratterizzata da un picco nella fase iniziale del ciclo di vita del prodotto, 
quando la popolazione è composta interamente da suscettibili. Si trova infatti che S(t) è 
una densità di tipo esponenziale negativo: 
St = α	m	e ,               (1.3.4) 
Quindi al tempo t = 0 le vendite istantanne sono S(0) = α m. 
                                                          
3
 Il calcolo è svolto sull’equazione relativa F(t) = Y(t) / m per (1.3.2) dove  m=100000 e t =1, 2, ..., 150 
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1.4   Il modello “interno” per la trasmissione inter-umana 
 
Un anno dopo, nel 1961, Mansfield mette le basi per l’analisi del tasso di imitazione, 
realizzando un modello stocastico tra diverse imprese industriali riguardo le variabili che 
influenzano l’acquisito di nuove tecnologie. Simile a Katz, arrivò alla conclusione che la 
sola consapevolezza degli imprenditori di poter ottenere un profitto maggiore non era 
sufficiente per far adottare la nuova tecnologia, pur essendo migliore, ma che la 
probabilità che un’impresa adotti la nuova tecnica sia una funzione crescente del numero 
di imprese che l’avevano già adottato al tempo rispettivo. Analogamente la stessa 
probabilità è una funzione decrescente dell’investimento necessario per avere il 
cambiamento. 
Il modello proposto da Mansfield è un modello di trasmissione diretta inter-umana 
dell’informazione, chiamato nel seguito modello “interno”. Il modello è stato sviluppato 
50 anni prima da McKendrick per studiare la diffusione di un’infezione in una comunità 
interconnessa dalle sue reti sociali. L’approccio epidemiologico consente di chiarire le 
relazioni tra i vari processi e parametri coinvolti. Le interazioni tra gli individui sono 
omogenee e si suppone che ogni individuo incontra lo stesso numero di individui 
(“contatti sociali”) C ogni periodo di tempo con una probabilità β costante di trasmettere 
con successo l’informazione. Detto ciò si ha l’equazione delle vendite in ogni istante: 
St = -. 	Xt	Yt = /0. 	Ytm − Yt        (1.4.1) 
dove q è il coefficiente di imitazione. Risolvendo l’equazione non lineare con la 
condizione iniziale Y(0) = Y0 scelto arbitrariamente4 e t0 = 0 si ottiene la funzione 
logistica delle vendite cumulative crescente e saturante: 
Yt = 1.1. 1234241                               (1.4.2 
 
                                                          
4
 Di solito si considera la condizione iniziale Y(0) = 1 (come è stato considerato anche nella Figura 1.3), 
ovvero si parte da un solo individuo informato. 
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Figura 1.3 - Le curve di adozione istantanea e cumulativa nel modello interno5 
 
Rispetto al modello esterno si ha una crescita iniziale esponenziale ed un cambio di 
tendenza nel punto in cui si arriva al picco delle vendite, quindi a metà del mercato dove 
si annulla la seconda derivata Y”(t) = 0. Inoltre il rischio è una funzione crescente del 
numero di informati all’istante t : h(t) = q/m Y(t). 
Un difetto del modello interno è l’ipotesi che un individuo trasmetta con lo stesso 
entusiasmo l’informazione per sempre, perciò si potrebbe considerare che ogni periodo υ 
informati diventino inattivi e che il numero di nuovi infetti da un solo individuo sia 
R0=q/υ che deve essere maggiore di 1 per portare all’avvio del mercato. Questo è un caso 
notevole in cui non si arriva mai alla saturazione del mercato perché il rischio di diventare 
adottante è una funzione crescente fino ad un massimo dopodiché declina a zero, cosicchè 
da un certo istante del tempo in poi la probabilità di avere nuove adozioni diventa 
trascurabile, ed il processo si arresta senza avere necessariamente raggiunto l’intera 
popolazione. 
 
                                                          
5
  Nella realizzazione del grafico sono state applicate le equazioni (1.4.1) rispettivamente (1.4.2)  con i 
valori dei parametri m = 100000, q = 0,25, t = 1, 2, ..., 100 e con la condizione iniziale Y(0) = 1. 
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1.5   Il modello di Bass 
 
Quello che è considerato il più importante modello per la previsione della diffusione in 
campi come industria, retail, agricoltura, educazione e, specialmente, per i mercati di beni 
durevoli è il modello standard di Bass (1969). Bass parte dalla definizione di 
un’innovazione durevole, intesa come una nuova tecnologia (o nuovo bene) totalmente 
diversa da quelle già esistenti, e non quindi semplicemente come una nuova marca o un 
miglioramento di un vecchio prodotto. 
Bass critica lo schema “normale” di Rogers e considera un nuovo modello in cui 
coesistono i due canali di diffusione dell’informazione presenti, quello mediatico e quello 
inter-umano. In questo modo l’evoluzione del numero cumulativo di adottanti è dato 
esattamente dalla somma delle azioni delle due componenti introdotte per i corrispondenti 
modelli esterno ed interno: 
St = 5α + -.Yt6 7m − Yt8 = αm + q − αYt − -.Yt:    (1.5.1) 
Risolvendo l’equazione differenziale non-lineare del modello con la condizione iniziale 
Y(0) = 0, si ottengono le seguenti funzioni delle vendite cumulative e assolute: 
Yt = m	 * 2;<34*3;2;<34             (1.5.2) 
St = =	 >>?@A2B<CD[>?A2B<CD]@               (1.5.3) 
Il modello di Bass ha proprietà più generali dei modelli componenti. In particolare si può 
verificare, studiando l’annullamento della derivata seconda ( Y”(t) = 0 ), che il modello 
non possiede necessariamente un punto di flesso. È facile osservare che nel caso in cui 
q<α non esiste un flesso, poiché domina la componente mediatica e la saturazione nel 
mercato avviene più lentamente. Contrariamente, per q > α, il modello si comporta 
qualitativamente ad un modello interno con il punto di flesso prima del raggiungimento 
della metà del mercato. In questo caso il mercato satura velocemente. 
In particolare, nel caso in cui domini la componente imitativa allora esiste un punto di 
flesso, che appare al tempo: 
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T∗ = *,- ln -,                            (1.5.4) 
Il corrispondente numero cumulativo di adozioni risulta:     
YT∗ = .: − .J:-                           (1.5.5) 
che quindi può risultare sensibilmente inferiore al 50-esimo percentile del mercato. Il 
punto di flesso rappresenta anche il picco della funzione di densità delle vendite, dato da:  
ST∗ = .,-@K-                           (1.5.6) 
 
 
Figura 1.4 - La curva della densità delle vendite nel modello di Bass                                     
per differenti valori di α e q 6 
 
Bass suddivide gli individui adottanti in ciascun istante del tempo nelle componenti 
αX=α(m-Y), che chiama “innovatori”, ovvero coloro che vengono influenzati dal canale 
esterno con un tasso di innovazione α, e q/mXY che chiama “imitatori”, influenzati dalle 
pressioni sociali con un tasso di imitazione q. Quindi, a differenza di Rogers che definisce 
                                                          
6
 Grafico creato per i valori parametrici: m = 100000, t = 1, 2, ... 100,  α = 0,05, mentre q = 0,3, 
rispettivamente, q = 0,03 
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“innovatori” i primissimi adottanti secondo un criterio puramente di priorità temporale e 
“imitatori” tutti coloro che non sono innovatori, per Bass gli innovatori sono 
esclusivamente coloro che adottano senza un condizionamento dovuto al contatto con altri 
adottanti. Come discusso tuttavia nella letteratura, la prospettiva di Bass è formalmente 
non corretta in quanto ogni individuo adottante è esposto ad ogni istante del tempo ad un 
rischio che dipende da entrambi i fattori (mediatico e inter-umano) ed è quindi impossibile 
separare le due categorie.  
Questo si può osservare dalla funzione di rischio di diventare adottante: 
ht = α +	 -.Yt                    (1.5.7) 
Nei tempi vicini a t = 0 si osserva che il rischio è uguale al tasso di innovazione α, questo 
spiega l’importanza degli innovatori nella velocità con cui si avvierà il mercato nella fase 
successiva. In altre parole la componente esterna crea un effetto “catapulta” perché il 
modello parte da un numero abbastanza grande di diffusori iniziali.  
Anche se sembra che il rischio si possa calcolare separatamente per il modello esterno e 
per quello interno, in pratica questo non accade perché lo stesso individuo può essere 
influenzato in parte dalla componente esterna ma anche da quella interna, così come 
risulta dagli studi di Katz. Proprio per questo la componente mediatica perde di 
importanza nel tempo e la funzione di rischio è saturante e crescente. 
 
1.6   Il modello di Gompertz 
 
Un altro modello oggi sovente preso in considerazione come modello di diffusione è 
quello creato nel 1825 dal matematico britannico, Benjamin Gompertz. Originariamente 
proposto come un modello demografico di sopravvivenza7 (Gompertz 1825), è oggi 
concepito come una possibile alternativa nella previsione del mercato dei beni durevoli.  
                                                          
7
 Gomperz lo propose durante il periodo della sua vita in cui lavorava nel campo assicurativo per la 
quantificazione delle aspettative di vita e, di conseguenza, per calcolare il valore delle polizze di 
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Un esempio del suo successo in questo campo è dato dallo studio inerente la diffusione 
dei veicoli ibridi-elettrici (Lamberson 2009), dove l’utilizzo del modello di Gompertz è 
più adatto rispetto al modello di Bass nella previsione del mercato potenziale. Questo si 
ottiene attraverso lo studio dei modelli di estrapolazione  che sembrano favorire il modello 
di Gompertz rispetto al modello di Bass, dato che porta ad un esito più accurato per lo 
stesso numero di osservazioni, nonostante ritorni sempre un esito molto sottostimato 
rispetto al vero valore del parametro.  
 
 
Figura 1.5 - La curva di adozione istantanea e cumulativa nel modello di Gompertz8  
 
Essa viene rappresenta come nella Figura 1.5 da una curva di crescita più flessibile della 
logistica, in quanto è asimmetrica. Di conseguenza, la curva di Gompertz può possedere o 
non possedere un punto di flesso, fatto dimostrabile mediante l’espressione della seconda 
derivata: 
Y′′t = qβe NYt[−q + qβe -] = 0     (1.6.1) 
                                                                                                                                                                                     
assicurazione sulla vita. In epidemiologia A.K. Laird lo usò con successo nel 1960 per spiegare la 
diffusione dei tumori in organismi viventi. 
8
 Per la creazione del grafico sono state utilizzate le equazioni (1.6.1) e (1.6.2). Parametri:  m = 105, 
q=0,15, Y(0) = 1 e  t = 1, 2, ... 70 
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Dunque, nel caso di esistenza di un punto di flesso, esso si raggiunge al tempo: 
tP = Q		/-              (1.6.2) 
anteriormente della conquista della prima metà del mercato, contrariamente a come 
accade nel modello interno, per 
YP = . ≈ 0,368	m       (1.6.3) 
Invece, l’assenza di un punto di flesso viene spiegata dal fatto che per t  0 la curva 
cumulativa ha il valore iniziale Y(0) = me- β, viceversa per t  ∞ il mercato si stabilizza in 
quanto Y(∞) = m.9 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                          
9
 Il calcolo della prima e della seconda derivata del modello di Gompertz è stato riportato nell’appendice 
II(2) 
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2.    Stima in Modelli Non Lineari          
di Regressione 
 
Nella ricerca del miglior modello di previsione per un assegnato problema sono stati 
costruiti innumerevoli metodi per la ricerca delle soluzioni ottime, ognuno con i suoi 
vantaggi e svantaggi.  
La classica analisi della regressione lineare, con la sua struttura unitaria e la sua ricca 
dotazione di risultati analitici sia per quanto riguarda la fase di stima sia quella 
inferenziale, purtroppo applica soltanto a problemi “semplici” ovvero lineari. In problemi 
genuinamente non lineari sia la fase della stima sia quella inferenziale si complicano 
divenendo analiticamente intrattabili. Purtroppo, anche i più semplici modelli di 
diffusione, come il modello logistico ed il modello di Bass, sono modelli nonlineari non 
trattabili con le metodologie della regressione lineare.  
Uno studio importante basato sull’obiettivo di ricerca del miglior metodo che stimi al 
meglio il modello di Bass, il modello di Gompertz ed il modello di Mansfield è quello di  
Mahajan, Srinivasan e Mason (1986). Applicando il “one-step-ahead forecast”10, testano 
la performanza di quattro metodi di stima: i minimi quadrati ordinari (OLS), i minimi 
quadrati non lineari (NLS), la massima verosimiglianza (MLE) e la stima algebrica (AE). 
Gli esiti ottenuti sono generalmente favorevoli alla procedura NLS che offre una 
                                                          
10
 La tecnica “one-step-ahead forecast” implica l’esclusione dell’ultima osservazione utilizzata come 
termine di comparazione per la stima del modello nello stesso momento t per il quale è avvenuta 
l’esclusione. Analogamente si possono utilizzare anche le tecniche “two”, “three” etc. “step-ahead-
forecast”, escludendo le ultime due, tre, etc. osservazioni. 
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previsione migliore per tutti e tre i modelli di diffusione. Inoltre, la procedura NLS risolve 
il problema dell’intervallo di distorsione (“bias”) presente nella procedura OLS e porta ad 
un’errore standard più realistico in quanto esso rappresenta l’effetto netto degli errori di 
campionamento, delle variabili escluse e dell’errata specificazione della funzione di 
densità.  
In questo capitolo, dopo una sezione introduttiva che richiama i principali risultati sul 
modello lineare classico di regressione, si introduce il modello “nonlineare” classico e si 
discutono le principali complicazioni che appaiono nella fase di stima. Infine si 
presentano alcune delle principali tecniche di analisi numerica che sono state proposte per 
la soluzione del problema della stima di modelli nonlineari, seguendo la dicotomia tra 
tecniche di ricerca e tecniche di gradiente 
 
2.1  Il modello lineare “classico” di regressione e OLS 
 
L’analisi della regressione rappresenta una tecnica di stima della relazione tra una 
variabile dipendente e una o più variabili indipendenti, di previsione di dati attraverso tale 
relazione, di inferenza statistica, di test dell’ipotesi o di modellazione delle relazioni di 
dipendenza. 
La parola “regressione” fu introdotta dall’antropologo britanico Sir Francis Galton nella 
sua pubblicazione nel “Presidential address to the section of anthropology” del 1885 
intitolata “Regression towards mediocrity in hereditary stature”. Egli descrive il processo 
di regressione verso la media nell’analisi della relazione delle dimensioni dei semi da una 
generazione di piselli all’altra, processo che oggi rappresenta l’analisi della correlazione e 
spiega l’utilizzo dell’r come simbolo del coefficiente di correlazione. (Bulmer 2003) 
(Draper e Smith 1998) 
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2.1.1 Le ipotesi del modello lineare di regressione 
 
Quando si parla di un modello lineare o non lineare in pratica si sta parlando della 
linearità, rispettivamente, non linearità nei parametri. La stima dei parametri incogniti del 
modello rappresenta il passo preliminare per l’ottenimento di un buon modello di 
previsione e ciò avviene generalmente tramite procedure di ottimizzazione. Si cerca in 
altre parole, la combinazione di parametri che rende minimo l’errore di previsione oppure 
massima la sua funzione di verosimiglianza.  
I più semplici esempi di modelli di regressione lineare “classici” sono i cosiddetti modelli 
ad errore omoschedastico (o “identica varianza”): 
• di primo ordine : Yi = β0 + β1Xi1 +...+ βpXip + ϵi         (2.1.1) 
• di secondo ordine: Yi = β0 + β1Xi + β2Xi2 + ϵi              (2.1.2) 
 dove i = 1,2, ... ,n e j = 1, 2, ... p. In particolare n rappresenta il numero dei dati (la 
ampiezza del campione se i dati sono di fonte campionaria), p rappresenta il numero di 
parametri componenti del modello di regressione, Yi rappresenta la variabile di risposta o 
output, Xi,j rappresenta la variabile esplicativa o input, βj rappresenta il coefficiente j-
esimo della regressione11 ed infine ϵj rappresenta l’errore stocastico, ovvero una variabile 
casuale che incorpora la componente della variabile risposta che non è catturata dalla 
componente sistematica β0 + β1Xi1 +...+ βpXip. In particolare la componente dipendente dai 
coefficienti: β0 + β1Xi1 +...+ βpXip è detta parte sistematica (talora parte deterministica nel 
caso le variabili esplicative siano non-stocastiche) del modello. 
Le incognite nei modelli lineari di regressione sono i parametri βj ed la varianza dei 
termini di errore ϵi. Di conseguenza si ricava la stima dei parametri per l’ottenimento della 
previsione della variabile di risposta Ŷ, dove βj bj.  
 
                                                          
11
 Descrive quanto la variabile di risposta viene influenzata dalla corrispondente variabile esplicativa, 
considerando l’influenza dei restanti input presenti nella regressione; particolarmente β0 rappresenta il 
valore della variabile di risposta senza il condizionamento delle variabili esplicative. 
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Figura 2.1 - L’indipendenza e l’identica distrubuzione delle osservazioni della 
variabile di risposta; Fonte: (Draper e Smith 1998) 
    
Prendendo in considerazione l’equazione di primo ordine vengono solitamente formulate 
le seguenti ipotesi di base: 
1. la variabile casuale ϵi ha una distribuzione normale ϵi  ̴  N (0, σ2) con valore atteso 
nullo E(ϵi) = 0 e varianza Var (ϵi) = σ2 che rende ϵi e ϵj indipendenti tra di loro, 
esattamente come osservabile nella Figura 2.1 ;. 
2. cov(ϵi, ϵj) = 0, ossia ϵi e ϵj non sono correlate. In considerazione della normalità, 
questa proprietà implica che gli errori siano anche stocasticamente indipendenti. 
Combinando le ipotesi fatte con usuali proprietà di media e varianza, si trova che la 
variabile di risposta ha valore atteso E(Yi) = β0 + β1Xi1 +...+ βpXip, la varianza Var(Yi)=σ2, 
per i ≠ j e cov(Yi, Yj) = 0. Detto in altre parole, la Yi condizionato dal vettore X è 
indipendente e identicamente distribuito. 
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2.1.2 Stima dei parametri: il metodo OLS 
 
Il metodo più utilizzato per la stima dei parametri è quello dei “minimi quadrati ordinari” 
(OLS) (Draper e Smith 1998), pubblicato per la prima volta nel 1805 da Legendre e 
denominato così in quanto con esso si cercano i parametri del modello che rendono 
minimo l’errore di previsione: 
S = ∑ ϵ: =X* ∑ YX* −β − β*X* −⋯−	βZXJ:  (2.1.3) 
L’errore di previsione costituisce dunque la funzione obiettivo dei minimi quadrati. 
Ugualiando a zero le derivate parziali prime della funzione S rispetto ai parametri βj e 
risolvendo il relativo sistema di equazioni lineari (detto sistema delle “equazioni 
normali”) si ottengono le stime bj. 
Nel caso elementare dell regressione a due parametri: Yi = β0 + β1Xi la risoluzione del 
sistema normale dei LS porge la pendenza della retta di regressione: 
b* = ∑\ ]#\ #]∑#\ #]@              (2.1.4) 
dove ^e_ rappresentano le medie delle rispettive variabili, e il valore dell’intercetta senza 
l’effetto della variabile indipendente b = Y] − bX] . Sostituendo i parametri ottenuti 
nell’equazione si può scrivere l’intercetta come Ŷi = Y] + b*X − X]. In più si possono 
ricavare le stime degli errori ϵi, detti anche residui Yi – Ŷ.  
Essendo una combinazione lineare di variabili casuali distribuite normalmente ancora una 
distribuzione normale, si può affermare che lo stimatore b1 della pendenza β1 è uno 
stimatore corretto e consistente per β1. Inoltre, in virtù della distribuzione normale degli 
errori segue che la sua ditribuzione di probabilità è di tipo normale, per esattezza (Draper 
e Smith 1998): 
b*~		N bβ*	, c@∑#\ #]@d               (2.1.5) 
Un simile risultato è disponibile per lo stimatore dell’intercetta. Come si nota facilmente 
la (2.1.5) non è ancora completamente “disponibile” per scopi inferenziali, in quanto 
come abbiamo detto la varianza σ2 degli errori εi non è nota. Per stimare la varianza degli 
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errori esistenti esiste un risultato notevole che mostra, sempre con riferimento al caso del 
modello di regressione con due parametri, che la seguente quantità: 
σe: = ∑7Y − Yf8:/h − 2        (2.1.6) 
costituisce uno stimatore corretto e consistente della varianza. Nel caso di un generico 
vettore parametrico di dimensione p il denominatore viene modificato in n – p.  
Il primo risultato notevole per lo sviluppo di procedure inferenziali è il seguente che 
assegna la appropriata quantità pivotale per lo stimatore b1: 
tij = ij 	/jce √⁄ 	~t :                  (2.1.7) 
 
2.1.3 Procedure inferenziali 
 
Spesso la semplice stima di un parametro attraverso un singolo valore non è soddisfacente 
e sufficiente in quanto l’informazione di cui si dispone proviene da un’informazione 
parziale. 
Per questo motivo, nell’ottenimento di un risultato più completo dal punto di vista 
probabilistico, utile nella deduzione di considerazioni di carattere generale sul fenomeno 
in questione oppure nella presa di decisioni che concerne l’intera popolazione, si possono 
applicare le diverse tecniche inferenziali che tengono sotto controllo o quantificano 
l’errore del processo di inferenza. [S.5] Il complesso di tali metodi costituiscono la 
statistica inferenziale. 
Lo strumento più importante e maggiormente utilizzato nel calcolo dell’incertezza è 
l’intervallo di confidenza, introdotto per la prima volta nella statistica nel 1937 da Jerzy 
Neyman. L’intervallo di confidenza è composto dai diversi valori plausibili che si 
potrebbero associare ad un certo parametro. 
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Ciascun intervallo contiene i valori reali compresi tra i valori estremi chiamati anche 
limiti di confidenza. L’ampiezza dell’intervallo si calcola in funzione del livello di 
confidenza scelto (1 – α). Generalmente, i valori utilizzati sono il 90%, il 95% ed il 99%.  
Dunque, se si associa ad uno stimatore un certo livello di confidenza, per esempio di 95%, 
si può dire che lo stimatore della variabile aleatoria in oggetto ha una probabilità di 95% 
di trovarsi all’interno dell’intervallo di confidenza ottenuto. Lo stesso risultato può essere 
interprettato anche graficamente come il 95% dell’area sottesa dalla curva di distribuzione 
di probabilità della variabile aleatoria. Quindi, il termina “confidenza” viene inteso in 
questo caso con il senso di “sicurezza”.[S.2] 
Dalla quantità della statistica t descritta precedentemente è finalmente possibile sviluppare 
procedure inferenziali sulla pendenza del modello di regressione semplice, a partire dalla 
costruzione di stime intervallari o intervalli di fiducia. Per esempio l’intervallo di 
confidenza per β1 al livello di confidenza di ( 1 – α ) % è dato da:  
IDC/j = pb* − z, :⁄ ∗ seb*	; 	b* + z, :⁄ ∗ seb*t  ( 2.1.8 ) 
Generalmente, per determinare i limiti dell’intervallo per un coefficiente componente di 
una regressione lineare “classica” si aggiunge e si riduce la radice quadrata della varianza 
del coefficiente, denominata anche errore standard se(bj), multiplicata per il valore della 
distribuzione-t con n – (p + 1) gradi di libertà12 e probabilità α, ossia l’area componente 
della zona di rifiuto. (Draper e Smith 1998) 
La conoscenza della distribuzione degli stimatori dei LS consente di sviluppare anche le 
altre procedure inferenziali classiche, come i test di significatività, con cui si mettono a 
confronto differenti  “ipotesi” circa il corretto valore del parametro incognito. Per esempio 
se si sospetta che il corretto valore di un assegnato parametro βj sia rappresentato da un 
preciso valore βj0 e si vuole confrontare questa ipotesi contro l’insieme delle possibili 
alternative, allora si metteranno a confronto le due ipotesi alternative13 (Agresti e Finlay 
2008): 
                                                          
12
 dove n è il numero di osservazione, mentre p è il numero di coefficienti 
13
 Il concetto è stato introdotto da Fisher (1935) nella sua pubblicazione “The Design of Experiments” in cui 
sostiene l’idea che prima di effettuare un esperimento esso si deve programmare. Fisher denomina H1 
“l’ipotesi sperimentale” 
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 l’ipotesi nulla              H0 : βj = βj,0  
 l’ipotesi alternativa       H1 : βj ≠ βj,0      per j = 1, 2, ..., p 
In aggiunta a quanto detto prima, la statistica-t (2.1.9) si compara con la distribuzione-t 
delle tavole per gli stessi gradi di libertà dell’errore standard e per la probabilità α scelta in 
funzione delle proprie preferenze, dopodiché se il valore ottenuto è più piccolo del valore 
critico non si può rifiutare l’ipotesi nulla e quindi si sceglie βi0 come valore del 
coefficiente.  
t = iu	 	/u1viu                (2.1.9) 
Un’alternativa sarebbe analizzare se il P_VALUE dell’intera regressione sia più grande o 
più piccolo della probabilità α, caso in cui non si rifiuterà, rispettivamente, si rifiuterà 
l’ipotesi nulla. 
 
2.1.4 Bontà di adattamento 
 
Per valutare la qualità dell’adattamento (“goodness of fit”) del modello stimato ai dati si 
utilizza l’indice di determinazione R2, dato dal quadrato del coefficiente multiplo di 
correlazione:  
R: = ∑ f\ x\yj ]@∑ \ ]@x\yj )              (2.1.10) 
che informa su quanta parte della devianza totale (overo la somma degli scarti al quadrato 
dei valori della variabile risposta dall sua media) sia spiegata dalla devianza di 
regressione (ovvero la somma degli scarti al quadrato tra i valori stimati Yf dal modello di 
regressione per la variabile risposta e la media). Nel caso del modello semplice con due 
soli parametri il risultato precedente deriva dal sequente risultato notevole noto come 
scomposizione dell devianza: 
∑7Y − Yf8: + ∑7Yf − Y]8: =	∑Y − Y]:         (2.1.11) 
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dove ∑Y − Y]: rappresenta la devianza totale, ∑7Y − Yf8: la devianza residua e ∑7Yf − Y]8: 
la devianza di regressione.  
L’indice di bontà di adattamento R2 gode delle seguenti proprietà: 
 R2 = 1 se la devianza residua è nulla, ossia se il modello di regressione viene 
stimato senza errore: ∑ YX* = 	∑ YfX* ⇒	∑ εX* = 0; 
 R2 = 0 se la devianza di regressione è nulla: ∑7Yf − Y]8: = 0.  
 L’introduzione di ulteriori predittori nel modello di regressione lineare multiplo fa 
sempre crescere R2  
Dunque, anche se criticato, la prima cosa da guardare per vedere se una regressione è 
significativa rimane la tendenza o meno dell’R2 ad 1, che però non arriverà mai ad essere 
proprio 1 perché “non esiste nessun modello che possa spiegare una regressione senza 
alcun margine di errore” (Draper e Smith 1998). Il coefficiente di correlazione multipla è 
particolarmente utile se si ha un modello con più variabili esplicative, in quanto analizza 
l’effetto dell’insieme delle variabili di input nella spiegazione della variabile di risposta. 
L’indice R2 può essere utilizzato per costruire dei test notevoli che sono i cosiddetti test di 
signficatività congiunta dei coefficienti del modello di regressione. Nel caso della 
regressione lineare multipla con la conferma dell’ipotesi nulla si verifica che nessuna delle 
variabili esplicative incluse nel modello di regressione influisce sulla variabile di risposta 
oppure con la conferma dell’ipotesi alternativa si verifica che esiste almeno una variabile 
input presente nel modello di regressione ad influire sulla variabile output: 
 H0: β1 = β2 = ... = βp          ⇔      H0: R2 = 0 
 H1: almeno un βj ≠ 0         ⇔      H1: R2 > 0 
Dunque, unendo le due tecniche su nominate, attraverso il test di Fisher:   
}@ J⁄
* }@  J *⁄ ~FJ	, J*          (2.1.12) 
che rappresenta una distribuzione ad una sola coda, si può realizzare il rifiuto se F 
ottenuto è più grande dell’F delle tavole o in caso contrario non rifiuto dell’ipotesi nulla.  
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Nel caso della regressione lineare semplice il risultato del test F è uguale al quadrato del 
test t in quanto si verifica per una sola variabile. Lo stesso non si più dire nel caso di una 
regressione lineare multipla poiché il test t, a differenza del modello semplice, valuta se 
c’è associazione tra la variabile input di interesse e la variabile output controllando per le 
altre variabili esplicative. 
2.1.5 Forma matriciale del modello lineare di regressione 
 
Il modello di riferimento del primo ordine può essere scritto anche sotto forma vettoriale: 
 = 	+∈       (2.1.13) 
dove  è il vettore delle variabili di risposta, X è la matrice delle variabili esplicative,  è 
il vettore parametrico ed ∈ il vettore degli errori. 
La teoria OLS mostra che in questo caso il vettore delle stime può essere scritto: 
 = ! !     (2.1.14) 
 
2.2 Il modello non lineare di regressione e NLS 
 
Il modello che chiameremo “non lineare classico”, che verrà utilizzato sistematicamente 
nel seguito della tesi per le applicazioni ai modelli di diffusione, è ottenuto come 
estensione diretta del modello lineare classico, mediante considerazione di una 
componente sistematica di tipo non lineare, e mantenendo la formulazione “ad errori 
additivi”: 
Y = ,  +             (2.2.1) 
dove ti è il vettore delle variabili esplicative, θ il vettore parametrico p x 1 e i rappresenta 
la componente di errore su cui vengono mantenute tutte le ipotesi fatte per il modello 
lineare classico. 
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2.2.1 Forme del modello nonlineare  
 
Nel caso dei modelli nonlineari, di cui il modello nonlineare classico è la forma più 
semplice, appare una varietà di complicazioni che rendono il loro trattamento generale 
molto più complesso di quanto non succeda per i corrispondenti modelli lineari. 
Innanzitutto è importante chiarire alcuni aspetti di base. Come già detto, quando si parla di 
nonlinearità, si intende nonlinearità nei parametri. Ne segue per esempio che il modello: 
 Y = 	θ +	θ*f*X* + ⋯+	θJfJ7XJ8 + ϵ  (2.2.2) 
non è un modello nonlineare, indipendentemente dal fatto che le funzioni fij siano “molto 
nonlineari”, in quanto i parametri da stimare appaiono linearmente. Ovviamente la 
nonlinearità nei parametri deve essere non eliminabile per trasformazioni, come ci ricorda 
la distinzione (Draper e Smith 1998) tra modelli intrinsecamente lineari, ed 
intrinsecamente nonlineari. 
Si consideri invece, sempre a titolo di esempio, il modello: 
Y =	ej	@\\	          (2.2.3) 
dove θ = (θ1, θ2) rappresenta il vettore dei parametri, t la variabile indipendente (molto 
sovente il tempo) e ϵ il termine di errore ϵ  ̴  N (0, σ2). 
Tale modello è nonlineare nei parametri. Tuttavia una trasformazione logaritmica (log-
linearizzazione) lo trasforma nell’equazione lineare (e quindi stimabile OLS):  
ln Y = 	 θ* +	θ:t + 	ϵ                                     (2.2.4) 
Pertanto in tale modello la nonlinearità è eliminabile mediante appropriata trasformazione. 
Diciamo dunque che il modello è intrinsecamente lineare.  
Le cose sono completamente differenti per un modello come, per esempio: 
Y = jj 	@ pe @ −	e jt + 	ϵ    (2.2.5) 
Per questo modello non è possibile individuare alcune trasformazione che lo riduca ad un 
modello lineare. Diciamo che tale modello non è riducibile, ovvero che è intrinsicamente 
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non lineare. In questo caso gli OLS non sono utilizzabili, e si devono utiizzare metodi 
alternativi per individuare la combinazione di parametri (il vettore θ = (θ1, θ2, ... θp)) che 
rende minimo l’errore di previsione: 
min	S = ∑ [Y − f, ]:X*                                      (2.2.6) 
Chiamiamo il problema di ottimizzazione (2.2.6) il problema dei Minimi Quadrati 
Nonlineari o NLS. Dalla teoria sappiamo che una condizione necessaria per l’esistenza di 
un punto di minimo è che tutte le derivate parziali prime della funzione S siano nulle. Tali 
condizioni del primo ordine hanno la forma : 
%
u = 0 ⇔ ∑ Y − f7t, f8 ,u XfX* = 0          (2.2.7) 
Purtroppo il precedente sistema di equazioni nonlineari non ammette (essenzialmente) mai 
una soluzione analitica. Questo obbliga a ricorrere a tecniche alternative, di tipo numerico 
(invece che analitico), per cercare di approssimare la soluzione esatta del problema NLS 
(2.2.4). Purtroppo queste tecniche numeriche non hanno la generalità degli OLS, e 
tantomeno le loro eleganti proprietà. Per esempio si scopre che alcune di queste tecniche 
“funzionano” adeguatamente per taluni problemi e niente affatto per altri. Discutiamo in 
seguito alcune delle più comuni tecniche numeriche impiegate per risolvere problemi 
NLS. 
2.2.2 Il metodo di Gauss Newton 
 
Un metodo computazionale interattivo molto utilizzato per l’individuazione delle 
soluzioni per i NLS è l’algoritmo di Gauss-Newton basato su approssimazioni del primo 
ordine della funzione f(t,θ) in serie di Taylor che permettono di ottenere stime θ1, θ2, ... θm 
via via più vicine a f  nei casi regolari. (Draper e Smith 1998) 
In un intorno vicino al vero valore del vettore parametrico θ* si ha l’espressione: 
 ,  ≈  , ∗ + ∑ , X
Z X* ¡  − ¡ ∗    (2.2.8) 
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La stessa equazione può essere scritta anche in forma vettoriale scegliendo come valore 
iniziale θ0 : 
¢ =  −  ≈ ¢ − £.  −     (2.2.9) 
per l’approssimazione dello jacobiano £. = £.  = ,¥ Xche gioca un ruolo simile 
a quello della matrica X nei modelli lineari ai minimi quadrati. 
Generalmente la somma dei quadrati degli errori viene descritta dalla formula: 
SS = ‖Y − f‖: ≈ ‖¢∗ − £. ∗‖:     (2.2.10) 
dove β = θ – θ*. L’assomiglianza nella forma alla classica formulazione della devianza 
per i OLS è solo apparente, perché θ* è un valore ignoto che rende impossibile la diretta 
applicabilità della teoria classica. 
Quindi, tenendo conto del valore iniziale si ottiene: 
SS =  − !£.! £.  −  − 2¢!£.  −  + ¢!¢   
......................................                                                    (2.2.11) 
Minimizzando la somma dei quadrati degli errori mediante l’annullamento dello jacobiano 
rispetto a θ si otterrà una soluzione migliore della vecchia stima di θ14 che può essere 
descritta, in conseguenza alla ripetizione del processo, dalla formula generalizzata:  
 = § − § = 7£.! §£. §8 £.! §¢§   (2.2.12) 
2.2.3 Criteri di arresto 
 
Contrariamente al modello lineare “classico”, nel modello non lineare il punto di minimo 
ottenuto può non essere globale, ma solo locale. Infatti, in un problema non lineare 
possono esistere molti punti di massimo locale, di minimo locale oppure di “sella” che 
possono impedire il raggiungimento del punto assoluto che spiega al meglio il modello. 
                                                          
14
 F. è il vettore normalizzato n-dimensionale composto dall’insieme delle derivate prime della funzione 
f(t,θp) rispetto ai parametri θp 
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Tuttavia, un algoritmo numerico può al massimo porsi come obiettivo la ricerca di punti 
di ottimo locali. 15 
L’algoritmo continua fino a quando la soluzione converge al vero valore. Dunque, 
scegliendo un valore δ specificato a priori (la cosiddetta toleranza), l’algoritmo si arresta 
quanto due iterazioni consecutive soddisfano certe condizioni appropriate di arresto. La 
più comune è data dalla seguente disequazione scritta in forma relativa: 
         
¨©<j 	©© ¨ < 	δ               (2.2.13) 
Un’alternativa spesso utilizzata è la valutazione della differenza delle somme dei quadrati 
degli errori: 
|	SS§ − SS§	| < τ      (2.2.14) 
Comunemente, le scelte dei criteri di arresto sono constanti e uguali a δ = 10-5 e τ = 10-3. 
Inoltre, i software di calcolo statistico forniscono a volte delle “soluzioni parziali 
corredate di codici d’errore se solo uno dei due valori è inferiore alla soglia e la situazione 
resta invariata all’iterazione successiva.” (Guseo, Brogini e Lesa 2000) In questo caso  è 
necessaria la valutazione dell’attendibilità delle stima da parte del ricercatore. 
Nonostante i numerosi studi in questa direzione non esiste ancora un metodo che possa 
individuare il minimo globale di una funzione non lineare, ma si considera che il primo 
minimo trovato anche se, in realtà, locale sia quello globale oppure si ripete il metodo 
partendo da diversi valori iniziali, comparando i minimi trovati e scegliendo quello 
minore. 
2.2.4 Il problema di ottimizzazione “libera” 
 
Se invece di un problema NLS standard si ha un problema standard di NLS “libero”, 
allora nell’equazione (2.2.3) la funzione f(ti, θ) verrà sostituita da una funzione g di esito 
positivo dove g(ti,ϑ) = f(ti,θ)θ = h(ϑ) per h(.) > 0 : 
                                                          
15
 Il rischio nel caso non lineare consiste nel fatto che le equazioni possono non convergere o convergere 
lentamente. (Mahajan, Mason e Srinivasan 1986) 
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min	S = ∑ [Y − g, ¯]:X*           (2.2.15) 
Per risolvere questo problema si possono applicare i calcoli pratici del “best fit”, ovvero i 
metodi numerici per l’ottimizzazione libera che verranno presentati nella sezione 
successiva. 
 
2.3 Tecniche di ottimizzazione numerica 
 
Le tecniche di ottimizzazione16 numerica sono nominate anche tecniche interattive e 
vengono adoperate specialmente nel momento in cui il problema da risolvere non ha una 
soluzione a forma chiusa. L’algoritmo delle tecniche interattive comincia da un valore 
iniziale x0 che da via ad una sequenza di valori che si avvicineranno gradualmente alla 
vera soluzione fino a quando si deciderà che si è ottenuta l’approssimazione desiderata. 
Ci sono principalmente tre tecniche di ottimizzazione numerica: 
Tecniche univariate di ricerca: vengono rappresente dai metodi più semplici di ricerca del 
minimo per le funzioni con un numero molto piccolo di variabili e stanno alla base della 
creazione di tecniche più complesse. Possono portare sia alla scoperta di un intervallo 
contenente del minimo che ad un punto approssimato vicino al vero minimo della 
funzione. 
Tecniche dirette di ricerca: cercano direttamente un minimo locale, si basano 
esclusivamente sui valori della funzione obiettivo e sulle informazioni ricavate dalle 
iterazioni passate, ottenendo in alcuni casi dei valori approssimati delle derivate delle 
funzioni obiettivo o dei punti che costituiscono un piano nello spazio parametrico.  
                                                          
16
 “Il termine ‘ottimizzazione’ viene usato per descrivere dei processi di miglioramento”. Tali processi sono 
diffusi in tante aree dell’industria, dato che lo scopo principale degli investitori è il miglioramento dei 
processi esistenti, come ad esempio la diminuzione del costo di produzione, la determinazione delle 
condizioni che massimizzano il rendimento, la costruzione di una fabbrica a minimi costi e materiali, la 
scelta od il riposizionamento di una fabbrica per minimizzare i costi di distribuzione dei prodotti. (Box, 
Davies e Swann 1969) 
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Tecniche di gradiente: aggiungono ai valori della funzione il vettore gradiente di 
determinato dalle derivate parziali della funzione obiettivo in relazione con le variabili 
indipendenti e le informazioni ricavate dalle iterazioni passate. 
2.3.1 Tecniche univariate di ricerca 
 
Uno dei metodi più semplici nella ricerca del minimo, usato per un numero piccolo di 
parametri17, è la ricerca per griglia. La tecnica implica la selezione di un intervallo 
iniziale [x1;x2] in cui si presuppone che sia presente il minimo e la dividione del suo 
interno in più sezioni, in modo da ottenere, per esempio, una trisezione dell’intervallo che 
soddisfa la condizione x1 < x3 < x4 < x2. Successivamente si calcolano e si comparano i 
valori della funzione nei rispettivi punti, rivelando che per f(x3) ≤ f(x4) l’intervallo che 
contiene il minimo si riduce a [x1 ; x4], viceversa si sceglie l’intervallo [x3 ; x2]. La 
procedura si ripete fino al raggiungimento dell’ampiezza desiderata dell’intervallo. (Box, 
Davies e Swann 1969) 
Nel caso con più variabili potrebbe essere la minimizzazione unidimensionale iterata. Ad 
esempio, per la funzione f(x,y) con il punto iniziale (x0 ; y0), si calcola il minimo della 
funzione mediante l’annullamento della derivata prima parziale rispetto al secondo 
parametro ∂f(x0,y)/∂y = 0, considerando x0 costante. L’esito y1* viene considerato a sua 
volta costante e si ricerca un nuovo minimo per x variabile ∂f(x,y1*)/∂x = 0; la procedura 
si ripete fino all’avvicinamento del punto di minimo della funzione bi-dimensionale. 
(Manfredi 1998) 
Un metodo più efficiente di divisione schematica è la ricerca di Fibonacci che presume 
per un numero di valutazione della funzione n ≥ 2 la relazione in serie Fn = Fn-1 + Fn-2 con 
la condizione iniziale F0 = F1 = 118.  
                                                          
17
 Si considera un numero massimo di tre variabili. Per un numero superiore, anche di solo 4 variabili, per 
l’intervallo [0;5] con un passo h = 0,01 si dovrebbero realizzare 100*54 = 62500 valutazioni, un numero 
difficilmente da ottenere anche con l’aiuto dei programmi specializzati. 
18
 La seguenza di Fibonacci è composta dai numeri: 1 1 2 3 5 8 13 21 34 55 89 144 233… 
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Come si può osservare nella figura 2.2, l’intervallo iniziale I0 si riduce all’intervallo 
I1=I0(Fn-1/Fn), poi a I2 = I1 Fn-2/Fn-1 = I0 Fn-2/Fn, etc. Dunque, la regola generale segue la 
formula:  
I = I Px2jPx , per	i = 1,2…n             (2.3.1) 
che semplifica l’intervallo iniziale alla fine della regola interattiva in un segmento di 
dimensione uguale a I0 / Fn.  
 
 
Figura 2.2 - La riduzione dell’intervallo con lo schema di Fibonacci 
 
Dal punto di vista delle variabili di interesse, si ottengono i valori generali: 
x:* = x: − 7x: − x*8 Px2\Px         (2.3.2) 
 x:* = x* + 7x: − x*8 Px2\Px             (2.3.3) 
I valori ottenuti vengono poi utilizzati nella funzione per stabilire attraverso la 
comparazione in quale dei due intervalli ottenuti si trova il minimo. Ad esempio, se 
f(x2i+1) > f(x2(i+1)) si sceglierà l’intervallo che comprende il punto x2(i+1). Il calcolo 
dell’algoritmo si semplifica già dal secondo set di iterazioni, poiché la funzione si valutarà 
solo nel nuovo punto marginale del nuovo intervallo creato. In altre parole, uno dei due 
margini dell’intervallo che comprende il valore minimo della funzione sarà sempre uguale 
X1 X2 
X3 X4 
I0 
I1 
I2 X5 X6 
X7 I3 
X8 
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al valore calcolato al passo precedente, come accade per x2i+1 nell’esempio presentato 
nella Figura 2.2. 
Finalmente, il valore ottenuto per n–1esima iterazione si troverà a metà dell’intervallo. Per 
determinare in quale metà si trova il minimo si sposta il valore a destra o a sinistra di ε 
unità e si calcola il valore della funzione in questo nuovo punto. Pertanto, se il minimo 
viene richiesto con l’accuratezza δ, il numero n di valutazioni si sceglie secondo 
l’espressione:  
F ≥ b´@ ´jµ	–	· d ≥ F *             (2.3.4) 
 
Esempio numerico 
Per la funzione univariata f(x) = x2 – 13x + 10, fissando un’accuratezza δ = 0,5 e uno 
spostamento ε = 0,02, per l’intervallo [0 ; 10] si ottiene sostituendo i dati nell’espressione 
(2.3.4) il numero di valutazioni da calcolare: Fn ≥ 20,83 ≥ Fn – 1, quindi Fn = 21 n = 7.  
x3 = 10 – 10*13/21 = 3,8   f(x3) = - 25,011 
x4 = 0 + 10*13/21 = 6,19  f(x4) = - 32,154 
Dato che f(x3) > f(x4), l’intervallo che comprende il valore minimo della funzione è [x3;x2] 
= [3,8;10]. 
x6 = 3,8 + (10 – 3,8)*8/13 = 7,619  f(x5) = -30,99 
Sapendo che x5 = x4, allora f(x6) > f(x5),da cui si crea il nuovo intervallo [3,8 ; 7,619]. 
x7 = 7,619 – 3,814*5/8 = 5,235  f(x8) = -30,6504 
Per x8 = x5 = x3, allora f(x7) > f(x8), per cui l’intervallo si riduce a [5,235;7,619]. 
x10 = 5,235 + 2,384*3/5 = 6,6654  f(x10) = - 32,22264 
Siccome x9 = x4, f(x9) > f(x10) risulta l’intervallo [6,19;7,619]. 
x12 = 6,19 + 1,429*2/3 = 7,1426  f(x12) = - 31,836 
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Adesso x11 = x10, perciò f(x12) > f(x11), ottenenedosi l’intervallo [6,19;7,142]. 
L’ultimo passo implica il dimezzamento dell’intervallo nel punto x10 = x13, quindi si 
seleziona un punto x14 = x13 + ε = 6,6654 + 0,01 = 6,6664  f(x14) = - 32,222311 
maggiore di f(x13) = - 32,22264.  
In conclusione, l’intervallo in cui è compreso il valore minimo della funzione è 
[6,19;6,66]. L’esito è ritenuto corretto in quanto la derivata prima della funzione consente 
di verificare che il vero valore del minimo della funzione sia nel punto 6,5. Inoltre 
l’accuratezza è all’incirca 0,5, come richiesto all’inizio dell’esercizio19. 
2.3.2   Tecniche dirette di ricerca 
 
Un metodo diretto di ricerca del minimo è il “Simplex” ideato da Spendley, Hext e 
Himsworth nel 1962 (Box, Davies e Swann 1969). L’algoritmo si basa sulla realizzazione 
di polinomi regolari con n+1 lati quando nel modello ci sono n variabili indipendenti. 
Dunque, nel caso più semplice con due variabili si creano dei triangoli equilaterali, nel 
caso con tre variabili dimensionali si creano dei tetraedri regolari e così via.  
Il meccanismo che descrive il “Simplex” inizia con la selezione del polinomio iniziale 
seguita dalla determinazione dei valori della funzione di interesse nei suoi vertici. Il 
vertice in cui la funzione ha il valore maggiore serve come punto “di riflessione” nella 
creazione di un nuovo simplex attraverso, appunto, la sua riflessione nel centroide dei n 
vertici rimanenti V = ∑ Vi/n.  
Per descrivere il meccanismo in maniera più comprendibile si considera il caso più 
semplice, con due variabili indipendenti, in cui si costruiscono dei simplex in forma di 
triangoli equilaterali come mostrato nella Figura 2.3 - Esempio del metodo Simplex di base 
(Box, Davies e Swann 1969), p. 21. Il passo successivo consiste nella valutazione della 
funzione nel nuovo vertice creato. Se è quello in cui la funzione ha il valore maggiore, 
                                                          
19
 δ = 0,54 > 0,5 nel esempio numerico, perché gli esiti sono stati approssimati durante i calcoli matematici. 
In caso contrario si sarebbe ottenuta esattamente la stessa accuratezza. 
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allora si sceglierà come punto “di riflessione” il secondo valore maggiore della funzione. 
Calcolato un certo numero di iterazioni consecutive:  
¸ = , ¹º	» + , º»¼                (2.3.5) 
il vertice non cambia, si riducono le dimensioni del simplex e si riprende il processo. 
L’arresto avviene nel momento in cui la dimensione del simplex si riduce di un certo 
fattore specificato a priori. 
 
 
Figura 2.3 - Esempio del metodo Simplex di base (Box, Davies e Swann 1969), p. 21 
 
Nelder e Mead (1965) modificarono la tecnica del Simplex di base per renderla più 
efficiente, aggiungendo tre operazioni: la riflessione, l’espansione e la contrazione. 
Si presuppone che Vg, Vh, Vs siano i vertici del simplex in cui la funzione ha il valore 
maggiore, successivo maggiore, rispettivamente, il valore più piccolo e che V sia il 
centroide di tutti i vertici escluso quello con il valore maggiore. Il miglioramento del 
metodo avviene in funzione di tre circostanze in cui si potrebbe trovare il nuovo vertice 
rispetto agli altri vertici già esistenti nel modello. 
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A. Riflessione 
Nel primo caso, per un coefficiente di riflessione α = [½]p¾t si ha la riflessione del Vg 
tramite il centroide V nel punto : 
VÀ = 1 + αV − αVÁ            (2.3.6) 
Se fh > fr > fs, allora Vr prende il posto del Vg.  
 
B. Espansione 
Viceversa, se fr < fs allora si verifica se si potrebbe prolungare ancora il segmento, quindi 
il vertice si troverà sull’espansione della retta VgVr, per un coefficiente di espansione  
Â = [Ã][½] 	> 1: 
V = γVÀ + 1 − γV                    (2.3.7) 
A questo punto se fe < fs si accetta il nuovo vertice Ve. Contrariamente si accetterà Vr.  
 
C. Contrazione 
Il terzo caso è costituito dalla situazione in cui fr > fh per cui si realizza la contrazione del 
simplex. Per fr < fg si accetta Vr, invece per fr > fg si crea un nuovo vertice: 
VÆ = βVÁ + 1 − βV                     (2.3.8) 
 dove β = [Ç]p¾t < 1 rappresenta il coefficiente di contrazione, subunitario positivo. Per fc 
< fg si accetta Vc e nel caso contrario si dimezza la distanza rispetto a Vs di tutti i vertici e 
si continua con il processo. 
Inoltre, vengono spesso l’utilizzati i valori α = 1 per il coefficiente di riflessione, β = 0,5 
per il coefficiente di contrazione e γ = 2 per il coefficiente di espansione. 
La convergenza si verifica comparando la devianza standard delle funzioni componenti 
dell’ultimo simplex ricavato con un valore specifico scelto a priori: 
 S = È∑ \ ̅@*X*             (2.3.9) 
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Un miglioramento di questa tecnica implicherebbe il calcolo di S ogni k funzioni fino a 
quando sia la differenza di due valori successivi della devianza standard non supera una 
certa quantità scelta anteriormente sia la differenza di due valori successivi della media 
delle funzioni è inferiore ad una certa quantità determinata a priori. In questo modo si 
continua la ricerca del vero valore minimo della funzione fino all’ottenimento di un valore 
approssimato che soddisfa le condizione dell’incertenza menzionate . 
 
Esempio numerico 
Supponendo di avere la funzione con due variabili indipendenti f(x, y) = x2 + 13y2, si 
stima il valore minimo della funzione fissando le seguenti condizioni di arresto:  
I. la differenza tra le due devianze standard consecutive finali è minore di 0,5, mentre 
la differenza tra i valori medi delle funzioni degli ultimi due simplex consecutivi è 
minore di 1; 
II. la devianza standard finale è minore di 0,5.  
Innanzitutto,si crea arbitrariamente il primo triangolo equilaterale con i lati di un’unità:  
V1 = (x1; y1) = (3; 3) f1 = 126                           V2 = (x1; y2) = (3; 2) f2 = 61 
V3 = (x2; y3) = (3 – √3/2; 2,5) f3 = 85,8  20 
In seguito si calcoleranno i valori nei vertici secondo il metodo del Simplex modificato21 
ed anche la devianza standard per ogni nuovo simplex accettato, con i risultati riportati 
nelle tabelle 1 e 2 dell’Appendice II. 
Determinando la devianza standard del triangolo iniziale S1 = 38,5 si può notare quanto si 
dista dal punto di arrivo, dato che l’obiettivo è l’ottenimento di un errore inferiore a 0,5. 
                                                          
20
 Il terzo vertice del primo triangolo si ottiene trascinando un segmento dalla metà del lato già formato dai 
primi due vertici, che sarà il valore della y3 = 2,5, per una distanza uguale all’altezza di un triangolo 
equilaterale H = √3/2*L, nel nostro caso uguale a  x2 =  3 – 0,866 = 2,1339. 
21
 Nell’esempio si terrà conto dei valori α = 1, β = 1/2, γ = 2 proposti dagli studiosi Nelder e Mead. 
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Si osserva che il vertice in cui la funzione ha il valore maggiore è Vg = V1. Adesso si 
calcola il primo centroide V(1) = (V2 + V3) / 2 = (3 – √3/4; 2,25) attraverso cui passa il 
segmento che porta alla riflessione del Vg in Vr = V4 creazione del nuovo simplex 
V2V3V4, con il nuovo vertice V4  f4 = 33,8. 
Dal valore della funzione ottenuto si osserva che fr = f4 < fs = f3, per cui si può realizzare 
un’espansione fino al punto Ve = V5  fe = f5 = 10,2. Si osserva che il valore della fe < fs, 
per cui V5 adesso prende il posto di V1. 
Nel simplex appena creato, V2V3V5 , si ha Vg = V3, quindi sarà V3 a proiettarsi nel vertice 
Vr = V6  f6 = 7,4019 < fs. In questo caso si ripete il passo effettuato precedentemente e 
si crea un’espansione del simplex nel punto V7  f7 = 17,7. Il punto dopo l’espansione 
porta ad un valore maggiore di f5, per cui non viene preso in considerazione e si 
sostituisce Vg con il punto di riflessione V6. 22 
Adesso il punto in cui si ha il maggiore valore della funzione è V2 che si rifletterà nel 
punto V8  f8 = 14,6. Il valore si trova come grandezza tra fg e fh, cosicché il nuovo punto 
prende il posto di V2 e si effettua una contrazione nel V9  f9 = 3,7. Si osserva sin da 
subito che il valore è il minore tra tutti gli altri trovati, quindi il nuovo simplex si accetta il 
triangolo equilaterale V5V6V9 . La sua una devianza standard pari a 3,2 fa pensare 
all’avvicinamento del punto di minimo. Nonostante la drastica riduzione dell’errore, il 
valore medio della funzione   ̅ = 7,1 è molto più basso rispetto al valore precedente di 
26,2 , dunque il traguardo si dimostra ad essere sempre lontano. 
Siccome Vg = V5, si riflette nel vertice V10  f10 = 15,06. A questo punto si osserva che 
sia V5 e V10 rappresentano il Vg nei loro triangoli, fatto che spinge a tornare indietro di 
uno step e scegliere il valore subito maggiore della funzione V6 = Vh per creare la nuova 
riflessione nel punto V11 f11 = 1,509. Essendo minore di fs si realizza un’estensione nel 
punto V12 f12 = 0,8134 < f9, che rappresenta un successo ed implica la sostituzione del 
vertice V11 con il V12 . 
                                                          
22
 y nel punto V6 si sceglie come y5 – (y3 – y2) = 0,75 – 0,5 = 0,25 utilizzando la regola dei segmenti 
paralleli e congruenti.; idem nel caso dell’ascissa x4 = x3 – H = 3 – 3√3/4 – √3/2 = 3 – √3/4. La stessa 
procedura si utilizzerà per trovare tutti i valori delle coordonate. 
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Nel nuovo simplex V5 = Vg, perciò sarà questo a riflettersi nel punto V13 f13 = 7,313 che 
si trova tra fg e fh. Dunque, si realizza una contrazione esterna nel punto V14f14=1,98 
minore della fg, per cui si accetta il nuovo vertice. 
 
 
Figura 2.4 - Disegno geometrico equivalente alla soluzione analitica 
 
Adesso sta al V9 a riflettersi nel punto V15 f15 = 1,97 che, anche se ha un valore molto 
vicino al fh, rispetta la condizione fh > f15 > fs. L’accetto del vertice produce il simplex 
V12V14V15. La riflessione di V14 rivela un valore maggiore della funzione f16 = fr > fg che 
implica l’applicazione della contrazione interna nel punto V17 f17 = 0,13. 
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Successivamente si osserva che si è ottenuta una differenza delle devianze standard di 
|0,67– 0,93| = 0,26 < 0,5 ed, inoltre, anche la differenza delle medie 1,58 – 0,97 = 0,61< 1 
è subunitaria. Dunque, la soddisfazione delle condizioni di arresto del processo del primo 
caso significa l’accetto del V17V19V12 come simplex finale e, di conseguenza, si ottiene la 
soluzione equivalente alla funzione con il valore minore, ossia V17. 
Tuttavia, per la soddisfazione del criterio di arresto del secondo caso si deve ancora 
proseguire con la computazione, in quanto S = 0,97 è sempre maggiore di 0,5.  
Si crea un nuovo simplex riflettendo V15 nel vertice V18 f18 = 1,35, con un valore 
compreso tra fg e fh, per cui si ha una contrazione verso l’esterno nel punto V19f19=0,3. 
Il valore ottenuto, minore rispetto al valore della fg , consegue l’accetto del nuovo simplex 
V17V19V12. 
Finalmente si è ottenuta una devianza standard S = 0,35 < 0,5 che indica l’arresto della 
ricerca e l’accettamento della soluzione V17 = (x*; y*) = (-0,139; -0,093) come 
approssimazione del punto di minimo della funzione. 
Concludendo, l’esito del metodo del Simplex modificato è un punto molto vicino 
all’origine delle asse, l’effettivo minimo globale della funzione. Inoltre, sembrerebbe più 
utile scegliere la prima regola di arresto rispetto alla seconda in quanto si è ottenuta la 
stessa soluzione con due simplex in anticipo. 
2.3.3   Metodi di gradiente 
 
Per determinare il minimo di una funzione si può partire da un valore scelto inizialmente, 
x0, dal quale si forma la sequenza finita x1, x2, ...xn  composta di valori che rappresentano 
miglioramenti nell’approssimazione della soluzione f(xj+1) ≤ f(xj).  
Il valore successivo di x all’i-esimo passo si ottiene dall’espressione in cui Gj rappresenta 
il vettore gradiente e ρj lo spostamento: 
xÉ* = xÉ– ρÉGÉ              (2.3.10) 
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È utile specificare che il vettore gradiente di un punto nel dominio è definito dalla matrice 
formata dalle derivate parziali prime della funzione valutata in tale punto con segno 
negativo per la ricerca del minimo o positivo per la ricerca del massimo.  
 GÉ = b ´j ´@… ´\d
Ì
         (2.3.11) 
Il vettore gradiente viene utilizzato per determinare la migliore direzione in cui si deve 
spostarsi per avvicinarsi, finalmente, al punto di minimo della funzione. 
Un ruolo importante svolge anche lo spostamento ρ al quale non si deve assegnare un 
valore troppo grande per non rischiare omettere un punto migliore anche se si segue la 
direzione giusta. Ad esempio, se la “valle” è molto stretta si potrebbe superare o 
abbandonare. 
Per cercare di evitare l’arresto del processo in un punto lontano dal minimo quando, per 
esempio, una funzione è piatta intorno ad esso oppure anche di evitare la selezione di un 
minimo locale al posto di uno globale, si sceglierà a priori un valore massimo della 
tolleranza della funzione, ε, per cui è vera l’espressione: 
f7xÉ8 − f7xÉ*8 < 	ε               (2.3.12) 
e δ un valore massimo della tolleranza parametrica per cui: 
ÍxÉ − xÉ*Í < δ                          (2.3.13) 
In questo modo l’arresto non avverà prima della verifica di entrambe le espressioni per n 
valori consecutivi.  
Uno dei metodi più utilizzati è quello della “discesa più ripida”(steepest descent). La 
prima versione risale dal 1847 quando fu applicata da Cauchy (Box, Davies e Swann 
1969), p.34] ma venne continuamente modificata nella ricerca di un metodo più semplice 
e più efficiente.  
La teoria di base calcola il vettore gradiente nell’ j-esimo punto secondo la relazione:  
GÉ = b
ÎÏÎÐj
ÎÏÎÐ@… ÎÏÎÐxd
Ñ∑ Ò ÎÏÎÐuÓ
@xuyj Ô
j@                         (2.3.14) 
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Applicando l’espressione (2.3.10) con ρj fisso si ripete il procedimento finché il valore 
dell’ultima funzione trovata sia maggiore della precedente. Successivamente si riduce il 
passo affinché sia vero il contrario e si riprende il procedimento. 
Viceversa, si può considerare ρj* il valore ottimale che minimizza la funzione sulla 
direzione del gradiente: ∂(xj-1 – ρjGj)/∂ρj = 0, che servira come punto di partenza per il 
seguente calcolo della direzione.  
Per puntualizzare, l’utilizzo del metodo della “discesa più ripida” è indicato quando il 
punto di partenza è lontano dal minimo, mentre se siamo nelle sue vicinanze è 
consigliabile applicare un metodo più accurato come ad esempio il metodo di Newton che 
tiene conto della curvatura della funzione. (Manfredi 1998) 
Considerando la funzione due volte derivabile, si può scrivere: 
fx = fx + GÉÌx − x + *: x − xÌHx − x + Resto  (2.3.15) 
Tale funzione possiede solo un punto ottimo x* risultato dalla condizione del primo 
ordine: x* = xj – Hj-1Gj, dove Hj rappresenta la matrice hessiana valutata nel punto xj. 
Interattivamente, nel problema di ricerca del minimo, l’equazione può essere scritta:  
xÉ* = xÉ − ρÉHÉ *GÉ                      (2.3.16) 
Per funzioni non quadratiche la tecnica avanza più lentamente, in quanto servono più passi 
per individuare il minimo nelle sue prossimità. 
Nella speranza di una risoluzione dei problemi di posizionamento dei valori iniziali, 
Levenberg e Marquardt costruiscono un “compromesso” tra i due metodi precedentemente 
presentati. In altre parole, costruiscono una matrice Ri, definita positiva, simile alla 
matrice identica del modello di discesa ripida se il punto di partenza è lontano dal minimo 
e simile alla matrice hessiana Hi-1 di Newton se il punto di partenza è vicino al minimo. 
L’equazione dell’algoritmo diventa:  
ϑÉ = ϑÉ * − 	ρÉRÉGÉ                     (2.3.17) 
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Presentate le tecniche di stima del valore minimo di una funzione non lineare, si prosegue 
nel terzo capitolo con la descrizione dei metodi computazionali inferenziali. 
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3.   L’inferenza nei Modelli Non    
Lineari di Regressione 
 
Si considera che nella storia, la statistica inferenziale è stata divisa in due periodi in 
funzione dell’importanza accordata all’invenzione e all’applicazione dei diversi metodi di 
calcolo. Il primo periodo ha inizio alla fine del XIX secolo con un grande sviluppo nella 
prima metà del XX secolo. A contribuire all’evoluzione dell’inferenza statistica sono stati: 
Ronald Fisher (idealizza il test “t di Student”, introduce il concetto di gradi di libertà e 
sottolinea l’importanza del campionamento casuale), Karl Pearson (introduce il concetto 
di deviazione standard e del Chi quadrato), Jerzy Neyman (introduce il concetto di 
intervallo di confidenza), Abraham Wald. 
Il secondo periodo, invece, proseguente il primo ed attualmente in corso, si distingue da 
quest’ultimo per il fatto che l’evoluzione tecnologica ha permesso l’utilizzo dei calcoli 
computerizzati che arricchiscono le comode risoluzioni dei modelli dal punto di vista 
matematico, non sempre conformemente alla realtà. In questo modo si possono mettere in 
pratica sia idee antiche come quella bayesiana che idee moderne riguardante le tecniche di 
ricampionamento dei dati come sono, per esempio, il bootstrapping introdotto da Bradley 
Efron nel 1979 ed il metodo Monte Carlo con fondamenta negli anni 1930. 
Per quanto riguarda l’approccio tradizionale, nella sezione 3.1 si presenta l’inferenza sul 
modello “linearizzato” in prossimità della ennupla parametrica ottimale, mentre nella 
sezione 3.2 verrà approfondito come approccio moderno il bootstrap con i suoi diversi 
metodi di calcolo dell’intervallo di confidenza. 
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3.1 Approccio tradizionale 
 
Purtroppo l’inferenza per modelli nonlineari è assai meno sviluppata di quanto non sia la 
mera ricerca delle stime. Presentiamo innanzitutto l’approccio tradizionale all’inferenza 
nonlineare (Seber e Wild 2003). L’approccio tradizionale si limita ad utilizzare (il che 
richiede comunque svariate condizioni supplementari) i tradizionali metodi per la stima 
intervallare e test di ipotesi sul modello “linearizzato” in prossimità della ennupla 
parametrica ottimale. In altre parole si utilizza l’espansione in serie di Taylor del primo 
ordine prendendo come valore iniziale un punto vicino al vero valore del vettore 
parametrico θ* appartenente a Θ, un sottoinsieme di Rp. 
Per facilitare la comprensione e la scrittura si effettueranno, rispetto al secondo capitolo, 
alcuni cambiamenti nella notazione. Se si considera una funzione, derivabile e continua in 
θ dalla forma (2.2.1), la sua versione vettoriale viene espressa23: 
Ø = Ù	+	∈	= 7Ù, Ù¼,… , ÙÚ8!+∈        (3.1.1) 
Lo stesso accade per (2.2.6), la formula della somma dei quadrati degli errori, che diventa: 
Û = Ø − Ù¼                                              (3.1.2)           
Invece, per la matrice jacobiana del vero valore ottimale si utilizzerà l’abbreviazione: 
£. = £. ∗ = ! = Ò5Ü 6Ó                                (3.1.3) 
Si sottolinea che per il vero valore del parametro θ* si ha una stima consistente ¡Ý, 
asintoticamente e normalmente distribuita per n∞; lo stesso anche per la varianza σ2 
degli errori indipendenti e identicamente distribuiti, generalmente ignota, che verrà 
sostituita con la sua stima consistente ottenuta mediante la formula: 
Þ¼ = ÛfÚ ß                                                                        (3.1.4) 
                                                          
23
 Per sintetizzare si eliminerà dalla scrittura la variabile indipendente ti facendo sì che la funzione diventi ¡ = , ¡ 
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Ritornando alla teoria asintotica, per inibire lo svantaggio di avere un valore iniziale 
troppo lontano dal minimo e, di conseguenza, di calcolare troppi passaggi con un rischio 
maggiore di fermarsi ad un minimo locale, attraverso la linearizzazione in serie di Taylor 
si espande la ricerca del minimo scegliendo come punto di partenza un punto molto vicino 
al vero valore θ*: 
Ù ≈ Ù∗ + ∑ Ù¢ ¢ − ¢∗à¢X                     (3.1.5) 
 ≈ ∗ + £.  − ∗                                               (3.1.6) 
In seguito, si modifica ulteriormente l’equazione (2.2.10) per z = y – f(θ*) = ε e β = θ – 
θ* ottenendosi l’espressione : 
á ≈ ‖â − ∗ − £.  − ∗‖¼ = ‖ã − £. ‖¼      (3.1.7) 
Applicando le proprietà del modello lineare, la somma dei minimi quadrati viene 
minimizzata nel caso in cui: 
f = £.! £.  £.! ã                               (3.1.8) 
Detto questo si ritiene che per un numero n abbastanza grande di osservazioni la stima di 
β sostituisce la differenza tra il vettore parametrico stimato ed il vero valore: f ≈ f − ∗, 
per cui le precedenti equazioni subiranno delle modifiche: 
7f8 − ∗ ≈ £. 7f − ∗8 ≈ £. £.! £.  £.! ä = å£ä            (3.1.9) 
â − ∗ ≈ â − ∗ − £. 7f − ∗8 ≈ ä − å£ä = æ» − å£ä  (3.1.10) 
dove  PF = F.(F.’F.)-1F.’ e la differenza In – PF sono matrici simmetriche e idempotenti24 
A questo punto si può riscrivere l’espressione (3.1.4) della stima della varianza: 
Þ¼ = ç$èÚ éêçÚ ß                                                         (3.1.11) 
Grazie all’approssimazione lineare £.f = £. f si può sostituire nelle espressioni 
precedenti, quando necessario, l’F.  con la sua stima. In questo modo si accentua la 
                                                          
24
 Una matrice idempotente è una matrice quadratica tale che: A2 = A;; In è la matrice identità di ordine n 
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difficoltà di calcolo nella ricerca della giusta combinazione di valori dei parametri che ci 
interessa per stimare il rispettivo modello. 
A sintesi di quanto appena presentato, riportiamo il seguente teorema (Seber e Wild 1989) 
che rappresenta il risultato piu generale sulla stima intervallare basata sul metodo NLS 
nell’approccio tradizionale. Sono necesssarie le seguenti ipotesi: 
1) Gli εi sono identicamente e indipendentemente distribuiti con media nulla e 
varianza positiva; 
2) Per ogni i fi(θ) = f(xi, θ) è una funzione continua in θ; 
3) Il sottoinsieme Θ è chiuso e limitato (compatto) di Rp; 
4) n-1Bn(θ*,θ1) converge uniformemente a una funzione derivabile con continuità 
indicata con B(θ*,θ1) per ogni θ1 ϵ Θ, dove ëì¡∗, ¡* = ∑ ¡∗¡*ìX*  
5) n-1Dn(θ*,θ1) converge uniformemente a una funzione derivabile con continuità 
indicata con D(θ*,θ1) per ogni θ1 ϵ Θ, dove íì¡∗, ¡* = ∑ ¡∗¡*:ìX*  
6) D(θ*,θ1) = 0 se e solo se θ1 = θ* 
 
Teorema: Dato ε ~ N (0, σ2In) e sotto adeguate condizioni di regolarità25, allora per n 
grande valgono i seguenti risultati: 
i. f − ∗~îà, ï¼ð , dove C = F.’F.                (3.1.12) 
ii. Ú ßÞ¼ñ¼ ≈ ç$èÚ éêçñ¼ ~òÚ ß¼                              (3.1.13) 
iii. f è statisticamente indipendente da s2       (3.1.14) 
iv. pÛ∗ Û7f8t/ßÛ7f8/Ú ß ≈ ç$éêçç$èÚ éêç Ú ßß ~êß,Ú ß                 (3.1.15) 
In particolare, nel risultato (3.1.12) la matrice ï¼ð  costituisce la matrice di varianza e 
covarianza dello stimatore NLS. 
                                                          
25
 Le condizioni di regolarità non saranno presentati nella tesi, ma si possono consultare nel libro di (Seber 
e Wild 2003) sezione 12.2 dove vengono elencate e dimostrate 
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Utilizzando una forma quadratica per lo sviluppo in serie di Taylor, dall’equazione 
(3.1.11)  si può scrivere: 
á∗ − á7f8 ≈ 7f − ∗8!£.! £. f − ∗                        (3.1.16) 
In seguito si ottiene che: 
7f ∗8$£.$£.f ∗
ßÞ¼ ~êß,Ú ß                             (3.1.17) 
Finalmente, per costruire l’intervallo di confidenza dei parametri costituenti del modello 
non lineare per una regione di confidenza di livello 1 – α si utilizza la formula di calcolo: 
èóô õ = [¥ − öõ ¼⁄ ∗ Þ÷7¥8√ð ; ¥ + öõ ¼⁄ ∗ Þ÷7¥8√ð ]    (3.1.18) 
Analogamente, Seber e Wild (2003) presentano un metodo per realizzare regioni di 
confidenza multivariate, modificando ulteriormente l’equazione (3.1.17): 
: 7f − ∗8!£Ý.! £Ý. 7f − ∗8 ≤ ßÞ¼êß,Ú ßõ              (3.1.19) 
Per completezza, le regioni prodotte dalla (3.1.19) sono geometricamente rappresente, al 
variare di α, da ellissoidi definite da approssimazioni lineari delle vere regioni di 
confidenza calcolate nel punto f. Quindi, l’approssimazione lineare dell’equazione 
(3.1.16) è valida solo asintoticamente, proprietà che si estende alle regioni definite da 
equazioni di tipo (3.1.19). Inoltre, il grado di approssimazione di tali regioni dipende dal 
grado i non linearità della funzione S(θ) in ¡Ý. 
Tuttavia, queste tecniche dell’approccio tradizionale hanno il vantaggio di essere 
facilmente calcolabili, motivo per il quale sono state spesso utilizzate. 
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3.2 Il Bootstrap 
 
Il bootstrap è una tecnica recente (Efron 1979) e generale di valutazione dell’accuratezza 
di uno stimatore di un parametro incognito. In particolare il bootstrap consente di valutare 
l’errore standard, il bias, ed eventualmente l’intera distribuzione di incertezza  di un 
assegnato stimatore, consentendo cosi di costruire il relativo/i intervallo di confidenza. 
Rispetto all’approccio tradizionale il boostrap non richiede ipotesi complicate od 
implausibili (per esempio n grande). Il boostrap opera mediante il ricampionamento dei 
dati del data set originale. In questo modo, si produrranno “nuovi” dataset “simulati” che 
consentiranno di ricostruire le caratteristiche rilevanti dello stimatore in questione. 
La tecnica del bootstrap, oltre a poter essere applicata in quasi tutti i casi ( un tipo di 
eccezione essendo l’esempio di Rui Castro (2013) [S.3] ispirato da Wasserman (2005)), è 
molto utile soprattutto quando le stime sono rappresentate da formule troppo complicate 
da poter essere trattate analiticamente. 
Per puntualizzare, questo metodo può essere adoperato, oltre alla valutazione delle stime 
parametriche, anche nell’estrazione di buone stime degli errori standardizzati, 
particolarmente quanto questi errori standardizzati non sono direttamente derivabili dalla 
teoria, come usualmente accade nei modelli non lineari.[ (Draper e Smith 1998), p.585] 
Eppure, ci sono diversi motivi, oltre alla scarsa conoscenza del metodo, che fanno sì che 
la tecnica del bootstrap non sia ancora molto utilizzata. Un esempio è la prassi comune 
che fa sembrare più precisi i risultati asintotici calcolati su campionamenti piccoli oppure 
il trattamento di dati dipendenti come indipendenti rispetto agli errori standardizzati più 
corretti ottenuti con il metodo del bootstrap. 
L’impossibilità di realizzare i numerosi calcoli manualmente richiede l’uso di un software 
statistico adeguato (ad esempio R, MINITAB oppure MATLAB). La scarsa famigliarità 
degli appositi software rappresenta un un ostacolo nell’utilizzo del metodo, nonostante il 
concetto basilare sia abbastanza facile da comprendere. 
Tuttavia, questi programmi sono utili e molto veloci, perché richiedono solo qualche 
minuto alla finalizzazione del calcolo e sono specialmente raccomandati nel caso in cui 
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l’esito influenza in scala sui tanti altri step immediatamente seguenti, per cui una risposta 
rapida ed accurata è molto necessaria nello sviluppo di una ricerca. 
Il bootstrap costruisce empiricamente la distribuzione campionaria di una variabile di 
risposta estraendo con ripetizione le osservazioni appartenenti al campione originario 
(estratto casualmente dalla popolazione in discussione) di grandezza n. Successivamente 
si creano nn nuovi campioni della stessa numerosità del campione originario. L’analogia 
che segue la regola di calcolo del bootstrap è la seguente: “La popolazione è per il 
campione come il campione è per i campioni bootstrap.” (Fox 2008) 
3.2.1   Assunzioni generali 
 
Prima di trattare l’argomento si devono ricordare alcune classiche assunzioni che servono 
alla comprensione del bootstrap. 
Dato lo stimatore Tn = T( X1, X2, ..., Xn) del parametro ignoto θ, si presume che l’errore 
campionario siaa sua volta ignoto e che soddisfaccia  l’equazione: 
úû,ì = üì_*, _:, … , _ì − ¡ = üì − ¡        (3.2.1) 
Se uno stimatore è sistematicamente diverso dal parametro di una popolazione di 
interesse, allora si può affermare che esiste una distorsione (“bias”) dello stimatore 
teoreticamente uguale alla differenza tra il valore atteso dello stimatore ed il vero valore 
del parametro stimato: 
ëýþû, = úüì − ¡                                   (3.2.2) 
Un altro metodo impegato nel calcolo della discrepanza tra il valore dello stimatore e il 
vero valore del parametro è l’errore quadratico medio (“Mean squared error” – MSE) : 
úüì = úüì − ¡: = þüì + 7ëýþû,8: = ú:üì + 7ëýþû,8:      (3.2.3) 
Tuttavia, l’errore quadratico medio non rappresenta il miglior metodo nel calcolo 
dell’accuratezza, ma solo un ottimo punto di partenza. L’MSE rappresenta solo una 
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funzione del parametro ignoto che verrà approssimata implementando degli stimatori della 
distorsione BiasT,θ e dell’errore standardizzato SE(Tn) nella presente espressione. 
Molto importanti sono anche i ruoli della Legge dei grandi numeri (LLN)26 e del Teorema 
centrale del limite (CLT)27. Entrambe stanno alla base della teoria asintotica della 
probabilità che sostiene che all’estrazione di un campione abbastanza grande da una 
popolazione è possibile stimare con accuratezza le caratteristiche della popolazione di 
riferimento. Lo stesso è confermato anche nel caso del ricampionamento ripetuto un 
numero abbastanza grande di volte (R), poiché la LLN rende quasi certa la stima del 
parametro ignoto, mentre la CLT rassicura la convergenza al vero valore che si vuole 
cercare. 
La regola di creazione di nn nuovi campioni è piuttosto inabbordabile a causa del numero 
esagerato che si dovrebbe raggiungere anche per campioni di poche osservazioni (ad 
esempio per n = 10 succede che si debbano ottenere 1010 campioni bootstrap). 
Per questo motivo, un’alternativa è stata proposta da Efron e Tibshirani (1993), 
suggerendo che sia sufficiente la selezione casuale di 100-200 campioni bootstrap, se si 
vuole stimare la devianza standard, oppure di 1000-2000 campioni bootstrap se si vuole 
calcolare l’intervallo di confidenza. 
Alla base del bootstrap si ha la funzione cumulativa di distribuzione (CDF) che si 
differenzia per ottenere la funzione di probabilità della densità PDF = f(x): 
ê = é	 <  = 	 Ù        (3.2.4) 
                                                          
26
 Ing. “Law of large numbers” : La Legge dei grandi numeri (detta anche la legge empirica del caso 
oppure il teorema di Bernoulli) viene definita per la prima volta, senza essere dimostrata, nel XVI secolo 
dal matematico italiano Gerolamo Cardano. Ulteriormente, nel XVII secolo, Jacob Bernoulli dimostrò la 
sua veridicità, affermando che la media dei risultati ottenuti da un numero abbastanza grande di sperimenti 
dovrebbe essere molto vicina al valore atteso e sempre più accurata con l’aumento del numero di 
sperimenti. 
27
 Ing. “ Central limit theorem” : Il teorema centrale del limite è stato ipotizzato per la prima volta dal 
matematico Abraham de Moivre nel suo articolo del 1733 in cui usò la distribuzione normale per 
approssimare la distribuzione di probabilità che al lancio ripetuto per un numero grande di volte di una 
moneta l’esito sia “testa”. Vi sono voluti ottant’anni per una revisione del teorema da Pierre-Simon Laplace 
nel 1812 e poi altri novanta per diventare non ufficialmente la sovrana della teoria della probabilità con 
l’aiuto del matematico russo Aleksandr Lyapunov nel 1901. Dunque, CLT sostiene che dato un numero 
grande di iterazioni di variabili casuali indipendenti, la media aritmetica avrà approssimativamente una 
distribuzione normale. 
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Inoltre, la curva cumulativa di distribuzione determinata empiricamente (ECDF) viene 
rappresenta geometricamente da una scala con un salto 1/n per ogni i-esimo punto 
campionario. 
Il nuovo stimatore “plug-in” denominato T = t(FS) sarà una funzione t della funzione 
empirica di distribuzione cumulativa (ECDF) e con la sua applicazione si potranno 
ricavare le caratteristiche della popolazione attraverso la corrispondenza alle 
caratteristiche del campione. Le caratteristiche dello stimatore, avendo tutte una 
distribuzione F, vengono denominate nel seguente modo: 
E (T)         E (T|F)                                  E (T|FS)                                   (3.2.5) 
Bias (T)    B = E (T|F) – t(F) = b(F)      ëÝ  = E (T|FS) – t(FS) = b(FS)    (3.2.6) 
Var (T)     V = Var(T|F) = v(F)            Ý  = Var (T|FS) = v(FS)        (3.2.7) 
In aggiunta, si considera una stima bootstrap qualsiasi stima tR* = 
R* = t(FS,R*) del 
parametro sconosciuto generato da un campione simulato di tipo SR* = (s1*, s2*, ..., sn*). 
Tali quantità rappresentano il punto di partenza nella formazione dell’inferenza bootstrap, 
poiché porteranno al calcolo degli stimatori a cui si è veramente interessati. 
3.2.2   Bootstrap parametrico 
 
Si chiama bootstrap parametrico la tecnica indiretta di realizzazione di campioni della 
stessa grandezza del campione originario con osservazioni generate dal più adatto modello 
di regressione. 
Inoltre, nel bootstrap parametrico si possono constatare, con l’accuratezza desiderata, le 
caratteristiche dello stimatore complicato T quando si presume che il campione originario 
segua lo stesso modello. 
Nella versione proposta da Efron e Tibshirani (1993)[p.111-112], al primo passo dopo la 
stima del modello di regressione si effettua il calcolo dei residui: 
e =  − ¡Ý            (3.2.8) 
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Considerando fissi i regressori X1, X2 , ..., Xn del modello, vale a dire che i vettori 
covarianza ci28 per il bootstrap sono gli stessi dei valori attuali. 
Dopo la rilevazione dei valori delle stime degli errori approssimati, quest’ultimi vengono 
selezionati in R campioni di grandezza n, ciascuno avendo una probabilità di estrazione 
uguale a 1/n: 
∗ = *∗ , :∗ , … , ì∗ ),    per b=1, ..., R   (3.2.9) 
Nel terzo step si calcolano le variabili di risposta dei campionamenti bootstrap, secondo la 
formula: 
∗ = ¡Ý + ∗                                      (3.2.10) 
A questo punto si detengono tutti i dati necessari per calcolare il coefficiente stimato con 
la tecnica del bootstrap e tutte le altre quantità che ci interessano alla fine della 
realizzazione dell’intervallo bootstrap. Nel caso della regressione lineare si ricavano 
mediante l’applicazione delle seguenti quantità: 
f∗ = ô!ô ô′Ø∗                             (3.2.11) 
7f∗8 = ñeê¼ô!ô                           (3.2.12) 
7¡ÝZ∗8 = ñeêÈôßß                                 (3.2.13) 
Un’alternativa al metodo precedentemente descritto è quella propposta da Davison e 
Hinkley (1997) mediante il calcolo delle caratteristiche rilevanti ottenute dalla stima con 
la massima verossimiglianza  (MLE). 
Innanzitutto, si fanno le seguenti assegnazioni: alla media dello stimatore T = ^ e del 
campione t =  = E*( ^*) con varianza var*( ^*) = @ì ; il corrispindente bootstrap del valore 
atteso dello stimatore E(T) è ü∗. 
Detto questo, si va nella ricerca delle proprietà di T – θ stimate da quelle dei 
campionamenti bootstrap (T1*, T2*, ..., TR*) con l’applicazione delle stime simulate per le 
espressioni del Bias (3.2.6), rispettivamente, della varianza (3.2.7): 
                                                          
28
 I vettori covarianza ci sono i componenti della matrice C-1  
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ë = ∑ û∗yj −  = ü∗ −               (3.2.14) 
 = * *∑ ü∗ − ü∗:X*              (3.2.15) 
Le espressioni delle approssimazioni empiriche vengono giustificate proprio dalla LLN 
che assicura la convergenta di BR a B e rende possibile il calcolo dei momenti di tali 
stimatori.29  
Considerando che nelle successive formulazioni t è costante dato che equivale al 
parametro del modello di regressione stimato dai dati originali, si ottiene nel caso del BR 
la sua media e la sua varianza: 
úë = úü∗ −  = 7Ý8 = 0    (3.2.16) 
þë = û∗ = @ì             (3.2.17) 
Analogamente, si derivano le proprietà della varianza bootstrap VR : 
ú = þü∗ = @ì                   (3.2.18) 
þ = ì@ b : * + ìd            (3.2.19) 
Gli esiti ottenuti fanno notare che il valore atteso dello stimatore bootstrap è nullo, 
risultato dovuto alla considerazione principale sulla base della quale viene creato il 
bootstrap parametrico. Nonostante ciò, la varianza del bias concede di pensare che alla 
realizzazione di un numero troppo basso di campionamenti consegue un Bias emerso in 
incertezza. 
Alla stessa conclusione si arriva anche guardando al varianza del VR che per un numero 
grande di repliche R si può ranggiungere l’accuratezza desiderata: 
þ ≃ ì@ b2 + ìd          (3.2.20) 
Insomma, con il bootstrap parametrico si prova di ricostruire la PDF dello stimatore 
quando la popolazione è completamente conosciuta (in quanto stimata con il modello di 
                                                          
29
 I passaggi delle formule sintetizzate sono stati riportati nell’Appendice I (4) 
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regressione). Eppure, proprio questo rappresenta anche il suo principale svantaggio, 
poiché si assume che la forma della funzione del modello di regressione è corretta e gli 
errori identicamente distribuiti. 
3.2.3   Bootstrap non parametrico 
 
Il bootstrap non parametrico viene usato per modelli di regressione in cui la vera forma 
della distribuzione della popolazione viene ignorata, scegliendosi casualmente i regressori 
e ragguppando direttamente le osservazioni Zi’ = [Yi, Xi1,Xi2, ..., Xir] in campionamenti 
costituiti dagli elementi Zb1*’, Zb2*’, ..., Zbn*’ che producono r set di coefficienti di tipo: 
∗ = 7 ∗ , ë*∗ , … , ëZ∗ 8                       (3.2.21) 
 dove i = 1, 2, ..., n è il numero di osservazioni ed b = 1, 2, ..., r il numero di campioni 
bootstrap. 
Per spiegare meglio la procedura, si specifica che le componenti del campione bootstrap 
potrebbero essere X1* = X5 , X2* = X3, X3* = X10, ..., Xn* = X5, quindi il nuovo campione 
può contenere lo stesso regressore più volte, una volta oppure può non ritrovarsi tra le 
osservazioni del bootstrap. 
In seguito, per ogni campione bootstrap si calcola la stima corrispondente dello stimatore 
T selezionato: ¡Ý∗ = _∗che porta alla stima dell’errore standardizzato: 
ü = 5 * *∑ b¡Ý∗ − ¡Ý∗d:X* 6* :⁄   (3.2.22) 
dove ¡Ý∗ = ∑ f∗yj . 
Il calcolo della stima del Bias avviene mediante l’espressione : 
ëýþ7Ý8 ≈  = ¡Ý∗ − ¡Ý = ∑ f∗yj − ¡Ý    (3.2.23) 
La tecnica del bootstrap non parametrico è una tecnica diretta in quanto il campione viene 
creato dai dati originali. 
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3.2.4   L’inferenza bootstrap 
 
Una volta ottenute le stime accurate di BR e VR ( bR, rispettivamente, vR ), dato il numero 
grande di repliche R, si procede alla costruzione dell’intervallo di confidenza. Nella 
letteratura ci sono diversi metodi di realizzazione d’intervallo di confidenza. Tra questi, 
l’approccio tradizionale basato sull’approssimazione normale della CLT, gli intervalli 
percentilli e gli intervalli bootstrap migliorati vengono presentati successivamente. 
 
I. Gli intervalli di confidenza bootstrap “normali” 
L’intervallo di confidenza bootstrap asintotico “normale” del parametro sconosciuto 
θ si basano sulla distribuzione-t come è stato presentato nella prima parte del 
capitolo e sarà: 
 Per il bootstrap parametrico (metodo Davison-Hinkley): 
!í"Z¡ = *, : = b −  − #> :⁄ √$;  −  + #> :⁄ √$d     (3.2.24) 
 Per il bootstrap non parametrico: 
!í"ìZ¡ = b¡Ý − #> :⁄ ∗7¡Ý∗8; ¡Ý + #> :⁄ ∗7¡Ý∗8d                              (3.2.25) 
 
II. Gli intervalli percentilli 
Rappresentano un metodo alternativo di costruzione dell’intervallo di confidenza 
nonparametrico per θ e si possono realizzare con l’aiuto dei quantili della 
distribuzione campionaria bootstrap del ¡Ý∗. 
Innanzitutto, si considerano le stime bootstrap f∗  in ordine crescente, dopodiché si 
ottengono i limiti dell’intervallo approssimando al numero intero più vicino i 
risultati del calcolo dei quantili al livello di confidenza scelto: 
fÚÙ∗ = f%õ/¼∗       e     fÞ&ß∗ = f% õ/¼∗       (3.2.26) 
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Quindi, il vero valore del parametro di interesse si troverà con una probabilità di 1-α 
all’interno dell’intervallo: 
fÚÙ∗ < 	 < fÞ&ß∗      (3.2.27) 
che non sarà più simmetrico rispetto alla media campionaria bootstrap ed addirittura 
può essere più corto. 
Esempio numerico 
Se si presuppone il numero suggerito da Efron e Tibshirani (1993) di R=2000 
repliche, allora per un livello di confidenza di 90% il limite inferiore dell’intervallo 
verrà calcolatto per inf = R * α/2 = 2000*0,1/2 = 100, mentre il limite superiore sarà 
calcolato per sup = R * (1 – α/2) = 2000*0,95 = 1900. Quindi, si presuppone con 
uno errore di 10% che il vero valore si troverà all’interno dell’intervallo: 
f*∗ <  < f*'∗  
 
III. Gli intervalli bootstrap migliorati 
Vengono definiti anche intervali percentili “accelerati, bias-corretti” e si ottengono 
per migliore l’accuratezza degli intervalli percentili con l’aiuto dei fattori correttori 
A e Z: 
( ≡ *  Ò∑+y bf+∗ ,	fd Ó                   (3.2.28) 
- ≡ ∑ f2 ].Úy¹[∑ f2 ]¼]Úy . ¼⁄                       (3.2.29) 
dove Φ(.) rappresenta la funzione cumulativa di distribuzione normale standard;  
∑X* 7f∗ < f8 la proporzione di repliche bootstrap con stima sotto il valore del f; 
	f , denominati anche il valore jackknife30, rappresenta il valore di f quando l’i-
                                                          
30
 Il jackknife è il primo metodo basato su calcoli computerizzati per la stima delle distorsioni e dell’errore 
standardizzato inventato nel 1949 da Quenouille e sviluppato nel 1958 da Tukey.[ (Efron e Tibshirani 
1993), p. 133] 
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esima osservazione viene cancellata dal campione e ¡̅ la media degli n valori 
jackknife. 
I limiti dell’intervallo migliorato si ottengono sostituendo i valori utilizzati nel 
calcolo dei punti marginali α/2, rispettivamente, 1 – α/2 del metodo precedente con i 
valori: 
- ≡ * 5( + ( öõ ¼⁄ -( öõ ¼⁄ 6     (3.2.30) 
-¼ ≡ * 5( + (öõ ¼⁄ -(öõ ¼⁄ 6    (3.2.31) 
Per cui, migliorando l’accuratezza il nuovo intervallo di confidenza corretto sarà: 
f-∗ <  < f-¼∗                         (3.2.32) 
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4.    Le Problematiche dei Modelli          
di Diffusione 
 
Riguardo il modello di diffusione con le due fonti di trasmissione, è stato proprio Bass ad 
ammettere un limite importante nell’applicazione della sua procedura su dati reali. 
Secondo il suo ragionamento esiste una fase iniziale di crescita fino al picco, seguendo la 
linearizzazione della funzione di densità delle vendite ad un livello inferiore chiamato 
“effetto stabilizzatore”. Uno dei motivi alla base di questa assunzione è il fatto che i beni 
durevoli vengono sostituiti alla fine del loro ciclo di vita. Tuttavia nel modello di Bass le 
sostituzioni non vengono prese in considerazione e, per semplicità, si presuppone che 
l’acquisto viene effettuato da un soggetto una volta sola.  
 
 
Figura 4.1 - La curva delle vendite istantanee con l’effetto stabilizzatore 
Fonte: (Bass 1969) 
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Nella prima sezione del capitolo si presentano le stime dei parametri nel modello alla Bass 
sia con il metodo dei minimi quadrati lineari sia con il metodo dei minimi quadrati non 
aziendali. 
 
4.1   La stima dei parametri nel modello di Bass  
4.1.1   Discretizzazione e OLS 
 
Originariamente, gli studiosi hanno utilizzato il modello dei minimi quadrati lineari per 
stimare i parametri del modello di Bass, essendo più facile da applicare. 
Bass stesso (1969) utilizza la tecnica di discretizzazione insieme alla OLS per ottenere α, 
q e m, sostituendo i parametri strutturali originali dell’equazione non lineare con i 
parametri ridotti. In questo modo ottiene un’equazione lineare che seguita dalla 
sostituzione dei coefficienti nell’equazione (1.5.1) con i parametri ridotti:  
a = αm;               b = (q – α);               c = - q / m 
e con la sua trasformazione in forma discreta, si ottiene: 
SÌ = a+ bYÌ * + cYÌ *:                              (4.1.1) 
L’equazione venne utilizzata nel modello di regressione nell’ottenimento del trend di 
undici prodotti diversi e risultò addirittura una buona stima in quasi tutti i casi. Inoltre, 
sostennero che anche la previsione del momento di picco delle vendite e la loro quantità 
fosse conforme ai fatti. 
Per la previsione di lungo periodo, Bass scelse di utilizzare un modello per la stima dei 
parametri α, q e m attraverso un numero limitato di dati (i primi 3). In primis introdusse 
nella funzione delle densità delle vendite un bias k(T) = Y(T) / YT – 1 che tenne conto 
dell’errore dell’utilizzo dei dati discreti per prevedere un modello continuo e la discretizza 
con lo stesso meccanismo di prima, ottenendo per b’ = kb  e  c’ = k2c: 
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SÌ = a+ b!YÌ * + c′YÌ *:   (4.1.2) 
Per valori di α e T molto piccoli, la funzione f(t) è esponenziale, quindi prima di costruire 
la regressione e di risolvere il sistema di equazioni composto da S0, S1 e S2 si scrive la 
formula: 
*
N = ,-;<3 *                          (4.1.3) 
In questo modo Bass dimostrò come sia plausibile ottenere un risultato simile alla realtà se 
non ci sono altre variabili che lo possano influire improvisamente.  
Nonostante la buona previsione confermata dalle vendite effettive simili agli anni 
successivi per i televisori a colori, il modello alla Bass viene criticato perché troppo 
semplice. In effetti, anche se ha il vantaggio di essere facilmente implementato, crea un 
bias per il fatto che utilizza la discretizzazione per approssimare un modello continuo. 
Questo metodo ha lo svantaggio di non offrire degli errori standard utili per la stima dei 
parametri di interesse.  
4.1.2   NLS 
 
Più recentemente si è costatato che la stima dei parametri del modello alla Bass con il 
metodo OLS conduceva a delle previsioni poco affidabili e discordanti con i dati reali. Di 
conseguenza, molti studiosi si sono concentrati sulla stima con il metodo dei minimi 
quadrati non lineari. 
Tra questi si enumerano anche Mahajan, Srinivasan e Mason (1986) che stimano i 
parametri del modello di Bass ex ante con la procedura NLS. Partendo dalla funzione 
cumulativa di distribuzione: 
Ft = 	 * 	2;<34*3;2;<34                   (4.1.4) 
scrivono l’espressione del numero di adottanti Yi nell’intervallo di tempo (ti-1,ti) : 
S = mFt − Ft * + ϵ = 	mÒ *	–	2;<34\*312;<34\ −	
*	–	2;<34\2j
*312;<34\2jÓ + ϵ         (4.1.5) 
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Un’altra formulazione è la stima ex post di Jain e Rao (1986) che include la probabilità 
[F(ti) – F (ti-1)]/[1 – F(ti-1)] che un individuo che non ha adottato prima lo faccia nel 
momento ti –esimo:  
S = 7m − Yt *8 P\ P\2j* 	P\2j + ϵ                    (4.1.6) 
Dopo il confronto per le sette tipologie di prodotto tra le equazioni (1.5.2), (4.1.5) e 
(4.1.6) si osserva che la formulazione “cumulativa” di Bass viene classificata la meno 
rappresentativa, mentre la ex post si adatta meglio dell’equazione ex ante in termini di 
errore quadratico medio (MSE). Tuttavia per un intervallo di confidenza maggiore del 
90%, per quello che riguardano le grandezze relative e la direzione dei risultati di 
performance, viene generalmente favorita la stima ex ante.  
Anche se il numero massimo di potenziali adottanti m viene considerato fisso, può variare 
nel tempo poiché viene influenzato da variabili come il prezzo o la crescità della 
popolazione. In questo caso la previsione diventa un problema empirico. Inoltre, il 
modello è molto sensibile ai valori iniziali che possono influenzare nella ricerca del 
minimo, ossia è possibile trovare un minimo locale invece di quello globale. 
Come risultato della loro ricerca, Mahajan, Srinivasan e Mason affermano che per le 
innovazioni medicinali ed educative il modello di Bass è più adatto rispetto al modello di 
Gompertz. Viceversa per i beni durevoli, il modello di Gompertz viene considerato 
migliore. In più, la procedura di stima algebrica (AE) potrebbe essere utilizzata per 
ottenere valori iniziali migliori per la procedura di stima con la NLS. 
 
4.2   Problemi di esistenza dello stimatore NLS 
 
Un problema importante, non molto preso in considerazione dagli analisti, è la corretta 
applicazione del modello non-lineare. A mettere in discusione l’esistenza di un minimo di 
un modello non lineare conforme ai dati sono stati Hadeler, Jukić e Sabo (2007).  
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Analizzando la funzione Michaelis-Menten applicata nella chimica reattiva e 
qualitativamente simile al modello esterno: 
 = 	 22                                   (4.2.1) 
dimostrano l’impossibilità di ottenere una stima corretta dei parametri dell’equazione 
utilizzando il metodo dei minimi quadrati non lineari. Un esempio di tale funzione, si ha 
quando la soluzione ottimale viene rappresentata da una funzione costante che porta al 
minimo 0 o ∞.  
Dato il loro primo teorema riguardo i minimi guadrati, se i dati soddisfano uno dei due set 
di inequazioni: 
∑3∑3: ≤	∑3:∑3:    e    ∑3∑3 424 	< 	∑3 *24∑3        (4.2.2) 
∑3∑3: ≥	∑3:∑3:    e   ∑3:∑3: 	 < 	∑35∑3  (4.2.3) 
gli analisti pongono i successivi limiti entro i quali si conferma l’esistenza di un minimo 
globale quando i parametri sono positivi: 
• Per le variabili indipendenti: * ≤ : ≤ ⋯	≤ ì, con * < ì 
• Pe le variabili dipendenti: * ≤ : ≤ ⋯	≤ ì, con * < ì 
• Complessivamente: j2j 	≥ 	 @2@ 	≥ ⋯ 	≥ 	 626, con  j2j 	> 626 
Il secondo teorema pressume l’esistenza di un minimo globale unico e positivo alla 
soddisfazione delle inequazioni: 
∑3:∑3: < 	∑3∑3:         (4.2.4) 
∑3∑3: <	∑3:∑3:              (4.2.5) 
Data l’assomiglianza della funzione utilizzata al modello esterno, si considerano i risultati 
ottenuti validi anche nel caso della diffusione dei beni durevoli.  
Dunque, se si pensa al modello di Bass in cui i parametri m, α, q sono positivi, si deve 
prima verificare che i dati rispettino i limiti menzionati prima di implementare la 
risoluzione con il modello NLS. 
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Un altro approccio è quello di Marković e Jukić (2013) che dimostrano, innanzitutto, 
l’inesistenza dello stimatore NLS per il modello di Bass se i dati si trovano lungo una 
curva esponenziale di tipo y(t) = bect con parametri positivi. Quindi, se i dati reali vengono 
spiegati con il modello interno, la curva di adozione reale non si intersetta in più di tre 
punti con la curva stimata di Bass. 
Si mette, quindi, il problema dell’inesistenza di una stima con i minimi quadrati per la 
curva di adozione di Bass minimizzando la funzione:  
ê7, õ,8 = ∑ 9[Ø!;7, ß,8 −	Ø]:X ¼   (4.2.6) 
dove y’ rappresenta il numero di adozioni di Bass all’istante i descritti dalla relazione 
(1.5.3), yi un valore stimato del numero di vendite istantanee e wi il peso che descrive 
l’accuratezza relativa del dato. In seguito discretizzano la relazione (1.5.1) mediante la 
differenza finita centrata dove ti = (τi-1 + τi)/2;     yi = Si/(τi – τi-1)    e     Si = Yi – Yi-1:  
Û; 	;2 = Ø! b;	;2¼ ,7, õ,8d + ç                      (4.2.7)  
Conforme al primo teorema, lo stimatore di Bass con NLS esiste se e solo se si ha almeno 
una curva di regressione definita da (1.5.3) migliore o ugualmente buona come la curva 
esponenziale y(t) con parametri positivi per le condizioni generali:  
• Per il tempo come variabile indipendente 0 < t1 < t2 < ... < tK 
• Per i valori stimati della curva di adozione di Bass y1, ..., yK > 0, dove K > 3 
• Per i parametri m > 0, α > 0, q ≥ 0. 
Detto ciò, per confermare il teorema viene richiesta come condizione sufficiente 
l’esistenza di un punto (m0, α0, q0) dello spazio parametrico per cui: 
ê7, õ,8 ≤ <∗ = 7Ú+,=>	∑ 9+÷= −	Ø¼:X   (4.2.8) 
Un secondo teorema dimostrato matematicamente da Marković e Jukić garantisce 
l’esistenza dello stimatore, aggiungendo all’espressione (4.2.8) la condizione di presenza 
di un limite superiore M del mercato potenziale m, per il quale si verifica l’inequazione 
0<m≤ M. In altre parole, il numero massimo di adottanti m deve essere minore del numero 
di individui che il management si proppone di raggiungere con l’innovazione. Nella 
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mancanza di tale intuizione, il numero massimo di adottanti m deve essere minore del 
numero totale di individui della popolazione rilevante.  
Tale condizione però sarebbe abbastanza ovvia in quanto in realtà, se il management si 
proppone di raggiungere un target più ampio allora sicuramente farà degli sforzi 
suplementari (come ad esempio aumentare la frenquenza di trasmissione della fonte 
mediatica).  Invece, in relazione all’attribuzione del limite superiore come numero totale 
di individui della popolazione rilevante, è impossibile che questo sia superato dal numero 
massimo di adottanti.  
 
4.3 Dibattito sul parametro “m” 
 
Nella letteratura sono pochi gli studiosi che si sono dedicati al calcolo di distorsioni 
aggregate nelle predizioni fondamentali. Tuttavia, generalmente gli analisti dei modelli di 
diffusione hanno dimostrato scetticismo nell’accuratezza dei loro risultati, in quanto nella 
pratica il ciclo di vita di un prodotto viene influenzato da una numerosità di variabili 
difficilmente misurabili. 
4.3.1  Analisi del modello logistico 
 
Come accennato all’inizio del capitolo, nell’applicazione del modello logistico viene 
richiesto a priori il valore del tetto. Un esempio è dato dallo studio di Griliches (1957) 
aggiornato da Dixon (1980) riguardo il mais ibrido in cui “il valore del tetto viene 
considerato importante di per sè e ogni variazione del suo valore viene spiegata con 
riferimento a diversi variabili esplicative” (Dixon 1980).  
Già dalla fase di debutto gli studiosi avevano un interesse verso i modelli di diffusione 
dovuto alla consapevolezza della forte influenza del tetto m sul risultato finale. Inoltre, il 
fatto che si sta sempre studiando un metodo per ottenere una migliore previsione del 
parametro illustra le difficoltà che si devono ancora superare.  
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La differenza di quasi vent’anni tra i due articoli evidenzia che alcuni tetti scelti a priori di 
Griliches nello suo studio erano notevolmente più bassi rispetto alla successiva realtà (in 
quanto il mais ibrido era arrivato a penetrare successivamente quasi il 100% del mercato). 
Questa osservazione spinge Dixon a calcolare attraverso la log-trasformazione il 
parametro della pendenza b, che spiega la velocità di accettazione dei suscettibili, e scopre 
successivamente come la maggior parte dei parametri ottenuti sono inferiori a quelli 
originariamente stimati. La sua interpretazione riguardo le differenze si basa proprio sulla 
sottostima iniziale del tetto e sul fatto che le curve di diffusione tendono ad essere distorte 
con code lunghe. 
Iniziando da queste motivazioni, Dixon va oltre ed utilizza la tecnica dei NLS sia per il 
modello logistico sia per il modello di Gompertz, che considera migliore per spiegare un 
modello distorto od a code lunghe, calcolando, poi, il parametro della pendenza. 
Contrariamente alle conclusioni di Griliches (1957), i risultati ricavati concludono che in 
due terzi dei casi il modello logistico è inappropriato. 
 
Figura 4.2 - Comparazione tra il modello di Gompertz ed il modello logistico 
mediante le equazioni originali ed la funzione “Log Delta Log” ; (Martino 2003) 
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Il problema viene risolto da Franses (1994) che crea un metodo attraverso il quale è 
possibile scegliere tra le due curve apparentemente simili. Franses prende come spunta 
una differenza importante: il processo di Gompertz è assimetrico al contrario della curva 
logistica, per cui trasforma le equazioni (1.6.2) e (1.4.2) in equazioni che in funzione del 
tempo t sono: 
 Lineari per il modello di Gompertz:  log(∆log Y(t)) ≈ d2 – ct + (log Y(t) – log m) 
 Non lineari per il modello logistico: log(∆log Y(t)) = d1 – qt 
dove d1 e d2 sono funzioni non lineari dei parametri di forma, rispettivamente, di posizione 
delle curve, mentre ∆ rappresenta la differenza ∆z = zt - zt-1. In più si potrebbe distinguere 
tra i due modelli anche testando la regressione log(∆log Y(t)) = δ + γt + τt2 che per τ ≠ 0 la 
curva logistica è migliore del modello di Gompertz. 
A riportare gli stessi risultati è stato anche Martino (2003) che, oltre a sottolineare 
l’importanza della scansione ambientale31 e della previsione tecnologica nella diffusione 
delle innovazioni, ricorda la definizione riguardo la previsione mediante l’estrapolazione 
in cui il previsore crea la proiezione di una serie storica solo nel momento in cui assume 
di detenere tutte le informazioni necessarie basate sulle osservazioni anteriori. Proprio per 
questo la scelta del modello da estrapolare è critica per il successo dell’operazione, in 
quanto “se viene scelto il modello sbagliato, nessun calcolo dell’accuratezza o di metodi 
soddisfacenti di fitting può salvare la previsione.”  (Martino 2003) 
Con riferimento al modello logistico si ricorda anche Debecker e Modis (1994) che 
sottolineano “l’aspetto più affascinante della curva ad S” rappresentato “dall’abilità di 
predire il tetto del mercato dalle osservazioni iniziali”. In più, essendo una curva 
simmetrica, basterebbe sapere i dati fino al punto di flesso, quindi quanto il prodotto ha 
conquistato il 50% del mercato potenziale, per sapere con accuratezza quale sarà il valore 
del tetto. 
                                                          
31
  Environmental scanning (ing.) può facilitare la previsione della diffusione di un prodotto 
innovativo in quanto, analizzando il cambiamento tecnologico (che regolarmente segue una sequenza 
standard di step), pur essendo in una fase iniziale, sarebbe possibile anticipare il raggiungimento degli stadi 
successivi nella sequenza. 
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Nonostante questo, in seguito al loro studio fondato su un numero molto grande di 
simulazioni della curva logistica (1.4.2) con errori casuali aggiunti intenzionalmente, 
stimano contemporaneamente i tre parametri della curva logistica: m, q e t0 mediante la 
minimizzazione dell’equazione: 
? =	∑ b@ <@ñ@ d¼ÚX         (4.3.1) 
Analizzando l’accuratezza dei parametri in funzione dell’errore percentuale e dei limiti 
dell’intervallo di confidenza, concludono che tentare di estrarre il valore del mercato 
potenziale m dai primi dati non porterebbe ad un risultato affidabile, ma si dovrebbe 
attendere che il prodotto abbia penetrato il 70% del mercato.  
Dunque, la loro logica si basa sul fatto che in realtà ci sono diversi fattori rumore che 
influiscono nella corretta previsione del modello dato (nel caso del tetto si parla 
generalmente di una sottostima di 20%), perché non esistono osservazioni che seguono 
perfettamente la curva logistica, bensì possiedono un’errore additivo.  
A questo punto, data la fase iniziale di crescita esponenziale del modello logistico con 
X(t) ≈ m, dove l’equazione (1.4.1) diventa S(t) = qY(t), il valore del mercato potenziale 
non condiziona il valore del coefficiente di immitazione. Quindi, analogamente ai risultati 
ottenuti da Debecker e Modis (1994),  sarebbe più logico separare i momenti di stima dei 
parametri, valutando il coefficiente di immitazione q nella fase iniziale, mentre per il 
mercato potenziale m si aspetterebbe una fase successiva. 
Dunque, l’obiettivo principale lo rapresenta identificazione del numero di osservazioni del 
processo reale necessarie per realizzare una buona stima che offra una previsione 
dell’evoluzione delle vendite in tempo utile. (Van den Bulte e Lilien 1997) (Manfredi 
2013) Come affermava anche Majahan (1990), se si aspetta “fino a quando si possiedono 
sufficienti osservazioni per avere delle stime affidabili, è già troppo tardi per utilizzarle in 
scopi di previsione”.  
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4.3.2   Analisi del modello di Bass 
 
A contribuire allo sviluppo del sensibile argomento riguardo la stima del mercato 
potenziale sono Lilien e Van den Bulte (1997) che si pongono il problema della presenza 
di bias e del systematic change32 nella stima dei parametri con l’introduzione di nuove 
osservazioni nel modello alla Bass stimato con il metodo NLS. 
Nel loro studio applicano il modello NLS ad un’espressione di tipo (2.2.1), tra cui le 
equazioni di Srinivasan-Mason (4.1.5) e l’approssimazione di Jain-Rao (4.1.6). In seguito 
evidenziano una delle prime soluzioni di calcolo del bias approssimato presentata nel 
lavoro di Box (1971): 
+ ≈ <7f − 8 = 	−	¼ñ¼(!( (′A     (4.3.2) 
 dove d rappresenta il vettore t x 1 composto da elementi tr{(V’V)G}, con G 3 x 3 matrice 
delle derivate seconde per i tre parametri. Inoltre, espongono come l’evoluzione della 
“letteratura statistica indica che le stime dei parametri nel modello di Bass sono propense 
a distorsioni anche quando un modello viene correttamente specificato”. La motivazione 
alla base di tale affermazione è la sensibilità dello stimatore all’addizione o 
all’eliminazione di osservazioni dal modello. 
Principalmente, le situazioni che tendono a causare ill-conditioning33 e un elevato livello 
di bias sono: il numero scarso di osservazioni, l’arresto precoce e l’insufficienza di 
informazioni riguardo i dati che porta ad un rapporto “signal-to-noise” scarso. 
Il numero di osservazioni è correlato all’arresto precoce, perché quest’ultimo rappresenta 
la differenza tra m reale e le osservazioni prese in calcolo per la previsione [m- X(t)] / m. 
Poiché m è costante, il rapporto cambia in funzione del momento t. Lilien e Van den Bulte 
                                                          
32
 Il “Systematic change” si riferisce alla modifica con regolatirà dello stimatore al verificarsi di una 
condizione. 
33
 Ill-conditioning è un termine usato, per esempio, nel caso in cui si ha un problema di colinearità o 
multicolinearità in un modello di regressione (c’è una quasi dipendenza tra alcune variabili della 
regressione). In questo caso è possibile che non si possa stimare il coefficiente b mendiante l’equazione 
(2.1.14) o (2.2.6) dato che non si può eseguire l’inversa della matrice X’X, rispettivamente, F.’F., in quanto 
sono singolari (esiste almeno una combinazione lineare di colonne della matrice X uguale a 0). [ (Draper e 
Smith 1998), p.369] 
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decidono di considerargli separatamente in quanto un processo lento implica che per t 
grande ci sarà una grande differenza tra m e X(t). 
Le ipotesi riguardo il systematic change considerano che per addizione di osservazioni e 
per riduzione del tempo di arresto le stime =e  e B̂ crescono mentre DE decresce. 
Invece, dal punto di vista della grandezza della distorsione creano tre ipotesi intercollegate 
con le precedenti e testano se generalmente le stime =e , B̂ e DE creano un bias maggiore a 
causa di: una maggiore varianza dell’errore, un numero minore di osservazioni oppure 
dell’arresto precoce. 
L’analisi empirica consiste nel stimare i parametri nel modello di Bass con la tecnica 
NLS, per i sette prodotti eterogenei utilizzati anche da Srinivasan e Mason (1986), per 
diversi livelli di tempo. In questo modo verificano le ipotesi in funzione dei cambiamenti 
che avvengono.  
Inoltre, impongono i seguenti limiti a fine di ottenere dei risultati accettabili:  
 utilizzare almeno 10 osservazioni che includono il punto di inflessione (per ridure 
il rischio di nonconvergenza e instabilità parametrica)  
 la popolazione M deve essere nota e costante per ridurre il rischio di cambiamento 
dell’m nel tempo. 
In seguito usano il metodo a griglia per trovare p e q iniziali e M per il valore di m. I 
risultati riguardo il modello con X(t) spiegano come una crescita di 10% di quest’ultima 
porta ad un incremento di 5%  del =e , 15% del B̂ ed una riduzione del 10% del DE. 
Un motivo per la variabilità del parametro =e  all’introduzione di nuove osservazioni può 
essere l’aumento della popolazione nel corso del tempo. Tuttavia, per dati di 
campionamenti con grandezza fissa allora una causa potrebbe essere l’omissione di alcune 
variabili che influenzano le vendite nel tempo, come per esempio la riduzione del prezzo o 
il miglioramento della performance. Quest’ultimo, in particolare illustra il cambiamento 
dei parametri DE e B̂ in quanto la performance del prodotto aumenta generalmente nel 
periodo iniziale, diminuendo nel tempo. 
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Una terza possibile causa di errata specificazione del modello sarebbe l’eterogeneità non 
osservata sia per B̂ che per DE. Ad esempio, se il coefficiente di innovazione è costante, 
mentre gli individui sono diversamente suscettibili, allora quest’ultimi con il coefficiente 
di imitazione maggiore adotteranno per primi. Questo implica una riduzione del 
coefficiente di immitazione nel tempo. 
Sia i problemi di stima che l’errata specificazione del modello possono spiegare il 
systematic change in quanto la stima dei modelli complessi e tendenzialmente completi è 
più problematica e può condurre ad un cambiamento sistematico ancora più accentuato. 
Lilien e Van den Bulte dimostrano come nella maggior parte dei casi (il 70%) si ha una 
sottostima della soglia del mercato che il prodotto riesce a conquistare. Questo effetto si 
ottiene perché il valore soglia è influenzato dall’ultimo dato osservabile X(t+) / =e  ≈ 1. 
Insomma, con la crescita del numero di osservazioni si ottiene una migliore stima dei 
parametri. 
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5.  Stima e Inferenza nel                 
Modello di Bass 
 
Gli  studi precedenti il modello di Bass (per esempio Mansfield 1961) ebbero un successo 
limitato in quanto richiedevano la conoscenza a priori del mercato potenziale. Al 
contrario, Bass considerò l’ampiezza del mercato un parametro da stimare 
congiuntamente ai coefficienti di innovazione ed imitazione, dai dati disponibili sulle 
vendite dell’innovazione in questione. 
Dunque, la difficoltà nella previsione dell’evoluzione di un mercato di un bene durevole 
consiste proprio nel fatto che nella pratica i parametri di un modello di diffusione devono 
essere stimati attraverso l’ottenimento di dati esperimentali o empirici.  
Nella letteratura statistica un numero sempre crescente di analisti (Mahajan, Srinivasan e 
Mason 1986, Lilien e Van den Bulte 1997, Jukić e Marković 2013) si sono dedicati alla 
ricerca della migliore tecnica di determinazione della combinazione ottimale di parametri 
per il modello di Bass considerato “uno strumento promettente per prevedere e 
comprendere  lo sviluppo di un mercato”  (Van den Bulte e Lilien 1997). 
Un tema trattato in modo insoddisfacente nei precedenti studi riguarda l’incertezza sui 
parametri del modello di Bass calcolata mediante l’inferenza. Nel presente capitolo si 
utilizzeranno gli approcci inferenziali descritti nel terzo capitolo per sviluppare le 
appropriate procedure inferenziali su (α, q, m). A questo scopo verrà utilizzato uno dei 
dataset più “classici” nella latteratura sul modello di Bass.  
81 
 
La presentazione dei dati e varie osservazioni della letteratura sono riportate nella sezione 
5.1, i nostri risultati della stima NLS sono riportati nella sezione 5.2, mentre nella sezione 
5.3 sono posposte le applicazioni delle procedure inferenziali.  
Per la computazione della stime e dell’inferenza e per la realizzazione degli appositi 
grafici dei vari modelli di regressione non lineare si è adoperato il software R34, un ottimo 
ambiente di sviluppo specifico per l’analisi statistica dei dati. Le istruzioni di calcolo sono 
riportate nell’appendice III. 
 
5.1   I dataset di riferimento 
 
Considerando il profilo dei dati ( tabella 1 ) che verranno analizzati si deve specificare che 
la loro scelta è dovuta alla loro ripetuta applicazione nella letteratura statistica nelle 
procedure di stima oppure nella ricerca di modelli di diffusione alternativi. Sono, quindi, 
da considerarsi affidabili, in quanto verificati, e rappresentano soggetto di comparazione 
con i risultati ottenuti negli studi precedentemente menzionati ( Bass (1969), Van den 
Bulte e Lilien (1997), Mahajan, Mason e Srinivasan (1986) )  
I sette prodotti per i quali viene analizzata la diffusione si distunguono in tre diverse 
categorie: 
 Beni durevoli: condizionatori d’aria, televisori a colori ed asciugatrici 
 Innovazioni medicinali: ultrasuoni e mammografie 
 Innovazioni educazionali: lingua straniera e programmi accelerati.35 
 
 
                                                          
34
 R è un software di programmazione libero creato nella sua prima versione nel 1999 da Ross Jhaka e 
Robert Gentleman nell’Università di Auckland, Nuova Zelanda ed è attualmente sviluppato ed aggiornato 
da R Development Core Team.  
35
 Nell’elaborato si useranno anche le denominazioni in lingua inglese o le loro abbreviazioni: Room air 
conditioners (RAC), Color televisions(CT), Clothes dryers(CD), Ultrasound(U), Mammography(M), 
Foreign language(FL), Accelerated program(AP).  
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Tabella 1 – Il profilo dei dati 
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Oltre alla diversità di categoria si ha una discordanza anche nella raccolta dei dati 
osservati: per i beni durevoli si intendono le vendite totali nelle famiglie negli Stati Uniti, 
mentre per le innovazioni medicinali ed educazionali si esaminano i dati basati su indagini 
realizzate sui potenziali adottanti (il numero di soggetti intervistati nel caso delle 
innovazioni medicinali è di 209, mentre i dati per le innovazioni educazionali sono 
rappresentati in percentuali) .  
Tutti i sette dataset contengono un minimo di 8 osservazioni annuali che comprendono 
anche il picco della curva delle vendite istantanee, almeno così si presupponeva nel 
momento in cui sono stati creati. Con il passare del tempo, data la saturazione dei mercati 
in questione, si può notare qualche discrepanza, specialmente nel caso dei televisori a 
colori.  
In primis, è utile accennare che gli anni di lancio36 (Parker 1992) delle innovazioni 
studiate non sono da prendersi in considerazione per l’attuale analisi bensì da eliminare.  
Questo perché, ad esempio, sia il lancio dei condizionatori d’aria sia quello delle 
asciugatrici avviene nel periodo interbellico, per cui andrebbero a creare una situazione 
anomala con dati incompleti oppure addirittura inesistenti.  
Un secondo motivo, spiegato da Golder e Tellis (1997), rappresenta il takeoff tardivo del 
mercato a causa dell’elevato prezzo con cui viene solitamente lanciata un’innovazione. 
Solo successivamente il prezzo del prodotto viene abbassato per farlo diventare 
accessibile all’intera popolazione. Dunque, la scelta delle prime osservazioni ulteriori agli 
anni di lancio viene spiegata dal desiderio di eliminare il più possibile l’influenza della 
variabile “prezzo” sulla stima del modello. 
 
 
                                                          
36
 Parker (1992) riporta nel suo articolo due fattori importanti: gli anni di lancio dei prodotti della categoria 
di beni durevoli: RAC 1934, CT 1955 e CD 1937, e la percentuale massima di penetrazione del mercato 
potenziale: 55,5%, 90,5%, rispettivamente, 61,5%. 
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5.2   La stima del modello 
 
Data la sensibilità delle stime del modello non lineare ai valori iniziali dei parametri, 
prima di stimare effettivamente il modello è necessario avere dei parametri di partenza 
che aiutino ed evitare l’arresto dell’algoritmo al raggiungimento di un solo minimo locale 
e puntare  alla ricerca del valore minimo globale. 
Con l’aiuto del software R è facile determinare i valori iniziali dei parametri con una 
semplice applicazione di valori arbitrari alla funzione preview come viene riportato 
nell’Appendice III (1). Tali valori vengono modificati ripetutamente fino 
all’avvicinamento degli esiti stimati ( le crocette rosse ) al pattern delle vere osservazioni 
(cerchetti neri). In aggiunta, la funzione ritorna il valore della somma dei quadrati dei 
residui ( RSS ) per far capire quanto si dista dal modello di riferimento.  
 
Figura 5.1 - La ricerca dei valori iniziali del vettore parametrico (es. Ultrasound 
sviluppato nell’Appendice III(1)) 
A B 
C D 
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Per fare un esempio, si considera la diffusione degli ultrasuoni e si creano le seguenti 
iterazioni: 
A. α0 = 0,5 ;      q0 = 0,5 ;   m0 = 200     RSS = 230000 
B. α0 = 0,1 ;      q0 = 0,6 ;   m0 = 150     RSS = 62100 
C. α0 = 0,05 ;    q0 = 0,4 ;   m0 = 170     RSS = 34500 
D. α0 = 0,005 ;  q0 = 0,4 ;   m0 = 200     RSS = 2750 
La Figura 5.1 rileva che la scelta di un α e q grandi è inadeguata, mentre diminuendoli si 
ottiene un RSS sempre più piccolo. Detto questo, si osserva che nella sezione D i due 
pattern sono molto vicini, per cui si può affermare che nel caso degli Ultrasound la 
combinazione α0 = 0,005, q0 = 0,4 e m0 = 200 rappresenta un ottimo punto di partenza per 
stimare il modello con il metodo NLS. Invece, i valori iniziali per i restanti prodotti sono: 
 RAC: α0 = 0,005 ; q0 = 0,5 ;   m0 = 18000  RSS = 9590000 
 CT:   α0 = 0,03 ; q0 = 0,5 ;   m0 = 40000  RSS = 14700000 
 CD:   α0 = 0,02 ; q0 = 0,3 ;   m0 = 15000  RSS = 2850000 
 M:   α0 = 0,005 ; q0 = 0,5 ;   m0 = 150  RSS = 783 
 FL:   α0 = 0,005 ; q0 = 0,5 ;   m0 = 50  RSS = 23,6 
 AP:   α0 = 0,005 ; q0 = 0,7 ;   m0 = 70  RSS = 547 
Una volta selezionati i valori iniziali per ciascun dataset, si prosegue con la stima del 
modello applicando la funzione nls basata sull’algoritmo di Gauss – Newton. L’equazione 
presa in considerazione per la realizzazione dei calcoli è la classica curva cumulativa di 
adozioni di Bass (1.5.2). 
 
Tabella 2 - Le stime dei parametri con NLS 
 
õe 8e 7e  
Room air conditioners 0,0074 0,426 17170 
Color televisions 0,0164 0,655 38310 
Clothes dryers 0,0121 0,360 15420 
Ultrasound 0,0058 0,423 205 
Mammography 0,0022 0,651 125 
Foreign language 0,0048 0,549 42,64 
Accelerated program 0,00098 0,879 65,94 
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Figura 5.2 - La stima del modello di Bass vs. le osservazioni  
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I risultati ottenuti e riportati nella Tabella 2 evidenziano in tutti i casi una scarsa influenza 
della trasmissione mediatica. In altre parole, nessun modello gode del forte effetto 
“catapulta” che la fonte esterna potrebbe offrire, quindi l’avvio del mercato è sempre 
piuttosto lento. Nel mercato dei programmi accelerati il coefficiente di innovazione è il 
più basso (0,00098), mentre il coefficiente di imitazione è il più elevato (quasi 0,9) 
rispetto agli altri modelli. Per questo motivo, dalla Figura 5.2, si osserva un takeoff 
accelerato del prodotto con inizio solo nel sesto anno (1957). 
Visivamente, i pattern rappresentati nella Figura 5.2 indicano in tutti i casi un adattamento 
molto buono. 
In aggiunta, essendo il limite di penetrazione del mercato osservabile solo nel caso degli 
ultrasuoni, delle mammografie e dei programmi accelerati, è stato utilizzato il modello 
stimato per una previsione per i restanti prodotti (Figura 5.3) con lo scopo di prevedere il 
limite di penetrazione del mercato. 
 
Figura 5.3 – L’espansione nel tempo delle stime per i modelli RAC, CT, CD e FL 
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È facile osservabile che in tutti e quattro i casi la “saturazione” del modello stimato si 
ottiene ad un numero di adottanti abbastanza vicino al valore dell’ultimo dato osservato. 
Inoltre, se si considerasse la correttezza del modello stimato si potrebbe affermare che 
anche il parametro m fosse correttamente stimato. 
Eppure, questa considerazione sarebbe sbagliata dato che il totale degli adottanti dei beni 
durevoli sono in realtà molto più numerosi di quanto si siano rivelati con la stima del 
modello di Bass. Parker (1992) espone nel suo lavoro l’anno del vero picco delle vendite 
del primo acquisto: 1971 per RAC, 1972 per CT e 1970 per CD, ben diversi da quelli 
considerati nei presenti dataset: 1959 per RAC, 1968 per CT e 1956 per CD. 
Come già dimostrato da Van den Bulte e Lilien (1997), le discrepanze sono causate dalla 
“povertà” di informazioni nei dataset, ovvero il scarso numero di osservazioni incluse 
nella stima del modello produce una notevole sottostima di m. Per completezza, l’arresto 
precoce avviene perché lo stimatore è sensibile all’addizione o all’eliminazione di 
osservazioni.  
 
5.3   Inferenza 
 
Per individuare l’incertezza che circonda la stima dei parametri si possono usare le 
tecniche di inferenza. In questa sezione verranno calcolati gli intervalli di confidenza con 
l’approccio tradizionale e con il metodo del bootstrap. 
5.3.1 L’approccio tradizionale 
 
Calcolate le stime dei parametri con il metodo NLS si passa all’individuazione 
dell’intervallo di confidenza asintotico secondo il metodo di Seber e Wild (2003). Si 
sostituisce nell’algoritmo il vero valore del vettore parametrico θ con la stima ottenuta con 
il metodo NLS, considerata corretta. In questo modo il vero valore può essere 
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approssimato attraverso la linearizzazione solo nel tratto contenente di valori molto vicini 
al vero valore del vettore parametrico θ. 
La matrice jacobiana F. , utilizzata nella stima della matrice di varianze e covarianze σ2C-1 
viene costruita dalle derivate parziali prime dell’equazione (1.5.2) del modello alla Bass: 
F
> = GH@ Ib + ?>@ +  ?>d − ?>@ :J  (5.3.1) 
F
? = GH@ Ib − *> +  ?>d + *> :J   (5.3.2) 
F
G = * KH        (5.3.3) 
dove A = e-(α+q)t ed il denominatore í = 1 + ?>  . 
In seguito vengono riportati i risultati degli intervalli di confidenza dei parametri (α, q e 
m) per un livello di confidenza di 95%, quindi per zα/2 = 1,96, considerandosi l’ipotesi che 
n sia grande. Per un’analisi più approfondita si sono calcolati anche gli intervalli di 
confidenza per zα/2 = 1,645 e zα/2 = 2,576 come anche quelli calcolati con i rispettivi gradi 
di libertà di ciascun prodotto. I risultati sono stati posposti nell’Appendice III. 
 
Tabella 3 – Gli intervalli di confidenza asintotici 
Zα/2 = 1,96 inf_α sup_α inf_q sup_q inf_m sup_m 
Room air 
conditioners 0,00609 0,00878 0,3817 0,4722 15925,88 18420,57 
Color televisions 0,01387 0,01895 0,5895 0,7214 36024,89 40595,83 
Clothes dryers 0,01084 0,01349 0,3263 0,3950 14415,67 16424,85 
Ultrasound 0,00370 0,00795 0,34496 0,5013 179,95 230,02 
Mammography 0,00101 0,00356 0,5609 0,7426 119,17 131,577 
Foreign language 0,00279 0,00694 0,4558 0,6432 38,24 47,04 
Accelerated 
program 0,000197 0,00176 0,7449 1,0146 62,55 69,31 
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Per una migliore visualizzazione delle fluttuazioni dei parametri, con l’implementazione 
della funzione nlsContourRSS, si costruiscono le regioni di confidenza37 rappresentate 
dalle sezioni degli intervalli di confidenza su ogni piano definito da un coppia di 
parametri. (Appendice III(4)) 
L’analisi mostra che le regioni di confidenza bi-parametriche (per tutte le possibili coppie 
di parametri) sono regolarmente di forma ellissoidale con le assi principali caratterizzate 
da correlazione negativa, come atteso. Questo è illustrato nei grafici sottostanti che 
riportano le regioni di confidenza per le coppie di parametri α - q, α - m, rispettivamente   
q - m. Inoltre, viene evidenziata con la linea rossa tratteggiata il piano rappresentante il 
livello di confidenza del 95%. 
Room air conditioners 
 
Color televisions 
 
 
 
                                                          
37
 La regione di confidenza rappresenta una generalizzazione multi-dimensionale dell’intervallo di 
confidenza, un set di punti in uno spazio n-dimensionale, spesso rappresentato da un’ellissi intorno ad un 
punto costituente la stima della soluzione di un problema. 
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Accelerated program 
 
Figura 5.4 – Le regioni di confidenza ( nlsContourRSS )   
 
Un metodo alternativo di rappresentare le regioni di confidenza è attraverso la funzione 
nlsConfRegions che fornisce proiezioni delle regioni sullo stesso piano. Analogamente ai 
risultati ottenuti nella figura 5.4, anche nella figura 5.5 si può osservare lo stesso pattern 
ellissoidale. 
 
Room air conditioners 
 
Color televisions 
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Figura 5.5 – Le regioni di confidenza (nlsConfRegions)  
5.3.2 Il bootstrap 
 
Per la stima dei parametri con l’approccio moderno si applica la tecnica del bootstrap 
parametrico implementando la funzione nlsBoot. (Appendice III(5) ) 
Come primo step si sceglie il numero di repliche da effettuare R = 2000 (come è stato 
proposto da (Efron e Tibshirani 1993)). La raggione per cui si riffiuta di realizzare nn 
repliche è esattamente il numero troppo grande che si dovrebbe realizzare anche per il 
dataset con il numero di osservazioni più piccolo (ossia 88 = 16777216 repliche).  
Tabella 4 – Calcolo dell’intervallo di confidenza bootstrap “normale” (1 – α = 95%) 
BCI normale      
Zα/2 = 1,96 inf_alfa sup_alfa inf_q sup_q Inf_m sup_m 
Room air 
conditioners 0,006302 0,00865 0,3904 0,4672 16229,78 18350,58 
Color televisions 0,01462 0,01845 0,6012 0,7059 36749,62 40375,95 
Clothes dryers 0,01096 0,01305 0,3561 0,4169 13612,55 15314,09 
Ultrasound 0,004066 0,007572 0,3582 0,49599 185,87 229,32 
Mammography 0,0013443 0,003482 0,5808 0,7327 120,26 130,544 
Foreign language 0,004266 0,00666 0,408 0,5543 43,9 61,388 
Accelerated 
program 0,0004135 0,00185 0,7549 1,0223 61,67 70,66 
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Per quanto riguarda il bootstrap, l’incertezza che circonda i parametri è stata ottenuta 
mediate la costruzione degli intervalli di confidenza normali (Tabella 4) e percentili 
(Tabella 5) per un livello di confidenza di 95%.  
In aggiunta, si creano le regioni di confidenza bi-parametriche riportate nella figura 
sottostante. Come atteso, l’analisi mostra una forte somiglianza tra le stesse e le regioni di 
confidenza ricavate mediante l’approccio tradizionale. 
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Figura 5.6 – Le regioni di confidenza con il bootstrap 
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Tabella 5 – Calcolo dell’intervallo di confidenza bootstrap percentili (1 – α = 95%) 
BCI percentili    
Zα/2 = 1,96 inf_alfa sup_alfa inf_q sup_q Inf_m sup_m 
Room air 
conditioners 0,00635 0,00854 0,39 0,4647 16232,38 18367,2 
Color televisions 0,01466 0,01851 0,6 0,705 36794,28 40383,27 
Clothes dryers 0,0109 0,01307 0,3544 0,4165 13647,26 15378,79 
Ultrasound 0,00402 0,0075 0,3597 0,4956 187,1 230,794 
Mammography 0,001325 0,00345 0,5821 0,7352 120,07 130,75 
Foreign language 0,004213 0,00665 0,4083 0,555 43,8 61,6 
Accelerated 
program 0,000368 0,001904 0,75212 1,038 61,63 70,78 
 
Per visualizzare in modo migliore le caratteristiche dei parametri (α, q, rispettivamente m) 
vengono creati gli istogrammi delle densità di frequenza38 per ciascun parametro di ogni 
dataset, ovvero le frequenze di certi caratteri all’interno delle 2000 repliche bootstrap.  
In aggiunta, si disegnano anche gli estremi degli intervalli di confidenza per i livelli di 
confidenza 90% (viola), 95% (rosso), 99% (verde). 
 
Room air conditioners 
  
                                                          
38
 La densità di frequenza costituisce una misura del numero di unità statistiche che presentano modalità 
di un certo carattere incluse all'interno di una determinata classe in relazione all'ampiezza di tale classe.  
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Figura 5.7 – Le distribuzioni di densità dei parametri α, q e m e gli intervalli di 
confidenza 
 
L’esaminazione delle tabelle 4 e 5 rivela che i due metodi di costruzione degli intervalli di 
confidenza bootstrap, normali e percentili, portano a risultati molto simili. Perfino nei 
grafici sovrastanti, in cui vengono presentate le densità di frequenza dei parametri, le linee 
che descrivono gli estremi degli intervalli si sovrappongono. 
Per un’analisi più approfondita sono stati calcolati anche gli intervalli di confidenza per i 
livelli 90% e 99% e per i veri gradi di libertà (10, 5, 10, 11, 11, 9, 9) posposti solo 
nell’appendice III per non appesantire la scrittura. 
Infine, comparando gli intervalli bootstrap con gli intervalli ottenuti con l’approccio 
tradizionale (tabella 3), si nota una leggera riduzione delle ampiezze, ovvero l’utilizzo del 
bootstrap porta alla riduzione dell’incertezza che circonda i parametri del modello alla 
Bass. 
 
 
 
 
 
 
 
 
103 
 
 
Conclusioni 
 
 
In questo lavoro sono stati presentati i principali modelli di diffusione dei beni durevoli 
basati sul concetto di diffusione dell’informazione all’interno del mercato.  
Le due fonti di trasmissione dell’informazione sono la fonte esterna (mediatica) e la fonte 
interna (inter-umana), entrambe componenti del modello alla Bass, considerato il più 
importante nell’ambito della previsione e spiegazione dei processi di diffusione di 
innovazioni nel mercato. 
Un grande pregio del modello alla Bass rappresenta il superamento del limite riscontrato 
dai suoi predecessori, il modello esterno ed il modello interno, in quanto considera che 
tutti i suoi parametri α (coefficiente di innovazione), q (coefficiente di imitazione) e m (la 
penetrazione del mercato) siano variabili. 
I modelli di diffusione sono funzioni non lineari nei parametri che richiedono per la loro 
risoluzione l’applicazione di apposite tecniche. A questo riguardo sono stati presentati 
diversi metodi di stima, tra i quali i metodi dei minimi quadrati lineari e non lineari, le 
tecniche di ricerca univariate, le tecniche dirette di ricerca ed i metodi di gradiente. In 
aggiunta, per offrire una migliore visione dell’utilizzo delle tecniche univariate e dirette di 
ricerca sono stati forniti degli esempi numerici accompagnati dalla loro rappresentazione 
geometrica. 
È stato dimostrato nella letteratura statistica che la stima di un modello attraverso un solo 
valore non è sufficiente. Per determinare l’incertezza che circonda il valore stimato si 
richiede la computazione di intervalli di confidenza. A questo scopo è stato presentato sia 
l’approccio tradizionale, basato sull’approssimazione lineare con l’espansione in serie di 
Taylor, sia il bootstrap, un approccio moderno sempre più spesso utilizzato negli studi 
statistici. 
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Un problema importante, non molto preso in considerazione dagli analisti, è la corretta 
applicazione del modello non lineare. Tuttavia, alcuni analisti mettono in discusione 
l’esistenza di un minimo di un modello non lineare conforme ai dati e costruiscono delle 
condizione critiche per il suo successo. 
Nella letteratura statistica un numero sempre crescente di studiosi si sono dedicati alla 
ricerca della miglior tecnica di determinazione della combinazione ottimale di parametri 
per il modello di Bass considerato “uno strumento promettente per prevedere e 
comprendere  lo sviluppo di un mercato”  (Van den Bulte e Lilien 1997). 
Gli analisti puntano lo sguardo innanzitutto sulla variazione del parametro m e dimostrano 
la sua forte oscillazione all’addizione o all’eliminazione di osservazioni introdotte nel 
modello da stimare. Inoltre, considerandosi il modello alla Bass, evidenziano la 
correlazione dell’ampiezza del mercato positiva con il coefficiente di innovazione e 
negativa con il coefficiente di imitazione, ossia all’aumento del m, α cresce e q 
diminuisce. 
Per questo motivo è stato analizzato il comportamento del modello alla Bass 
implementato ad uno dei dataset più utilizzati nella letteratura.  
I risultati ottenuti evidenziano in tutti i casi una scarsa influenza della trasmissione 
mediatica. In altre parole, nessun modello gode del forte effetto “catapulta” che la fonte 
esterna potrebbe offrire, quindi l’avvio del mercato è sempre piuttosto lento. Visivamente, 
i pattern della modello stimato rispetto a quelli delle osservazioni indicano in tutti i casi 
un adattamento molto buono del modello alla Bass. 
Realizzando la previsione nel tempo dell’ampiezza del mercato si osserva facilmente che 
la “saturazione” del modello stimato si ottiene ad un numero di adottanti abbastanza 
vicino al valore dell’ultimo dato osservato. Tuttavia, il totale degli adottanti dei beni 
durevoli sono in realtà molto più numerosi di quanto si siano rivelati con la stima del 
modello di Bass.  
Le discrepanze sono causate dalla “povertà” di informazioni nei dataset, ovvero il scarso 
numero di osservazioni incluse nella stima del modello produce una notevole sottostima di 
m. Per completezza, l’arresto precoce avviene perché lo stimatore è sensibile all’addizione 
o all’eliminazione di osservazioni. 
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Successivamente, il calcolo dell’incertezza sui parametri del modello di Bass è stato 
realizzato mediante l’inferenza tradizionale e moderna. Comparando gli intervalli 
bootstrap con gli intervalli ottenuti con l’approccio tradizionale, si nota una leggera 
riduzione delle ampiezze, ovvero l’utilizzo del bootstrap porta alla riduzione 
dell’incertezza che circonda i parametri del modello alla Bass. 
In conclusione, nonostante l’evoluzione dei modelli di diffusione, ci sono sempre molte 
domande senza risposta. Ad esempio, “quante sono le informazioni sufficienti per avere 
delle stime affidabili che offrano una previsione dell’evoluzione delle vendite in tempo 
utile?” Tuttavia, la difficoltà sulla quale di basa la stima di un mercato rappresenta anche 
l’incentivo per numerosi analisi nella ricerca di risposte soddisfacenti e nella migliore 
risoluzione dei problemi. 
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APPENDICE I – Formule e calcoli 
matematici  
 
1. La curva gaussiana 
La distribuzione normale utilizzata da Rogers a scopo descrittivo nei suoi studi e 
rappresentata nella figura 1.1 segue la funzione di densità di probabilità: 
fX = 1σ√2π e *:5#
] 	Mc 6@ 
 
2. Il modello di Gompertz 
 
Calcolo della prima, rispettivamente, della seconda derivata rispetto al tempo nel 
modello di Gompertz: 
NYNt = 7me /2348! = m−qe -7−βe /2348 = qβe -7me /2348 = qβYte - 
 
N:YN:t = 	qβ −qe -Yt + e N NYNt  = qβe -[−qYt + qβe -Yt]
= qβe NYt[−q + qβe -] 
 
Calcolo delle quantità nel punto di flesso nel modello di Gompertz: 
N:YN:t = 0 ⇔ 	qβe NYt[−q + qβe -] = 0 ⇔ −q + qβe - = 0 ⇔ 
e- = β ⇔ £ = O»P  
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3. Le proprietà degli stimatori bootstrap BR e VR 
 
Il valore atteso e la varianza del bias dei campioni bootstrap: 
 úë = úü ∗ −  = úü∗ −  = ú b*∑ ü ∗ X* d −  = *∑ úü ∗ X* −  =
úü∗ −  = 7Ý8 			⇔ 				 B	Q	RþhSúë =  −  = 0	 
 þë = þü∗ −  = þ b*∑ ü ∗ X* d = *@∑ þü ∗ X* = û∗ = @ì = @ì 
Il valore atteso e la varianza della varianza dei campioni bootstrap: 
ú = ú b * *∑ 7ü ∗ − ü ∗8: X* d = þü∗ = @ì = @ì   
þ = þ b * *∑ 7ü ∗ − ü ∗8: X* d =
* úü∗ − úü∗K −	  5 * 7þü∗8: 				= ì@ b : *+ ìd ⇔
				B	Q	RþhSþ ≅ 	 ì@ b2 + ìd  
 
 
4. Il modello di Bass 
 
Le derivate parziali prime del modello di Bass per A = e-(α+q)t e í = 1 + ?> : 
N^N= = 1 −  í ⇔		@!7 = 1 − ÷ 
õ8
1 + 8õ÷ õ8 
F
> = GH@ I b1 + ?> d − 1 −   b− ?> − ?>@  dJ = GH@ b +  ?> : +  ?> + ?>@  −
 ?>  : − ?>@  :d = 	 GH@ Ib + ?>@ +  ?>d − ?>@  :J   
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@′õ = 7	 b + 8õ: +  8õd÷ õ8 − 8õ: ÷ õ8:[1 + 8õ÷ õ8]:  
F
? = GH@ I b1 + ?> d − 1 −   b− ?>  + *>  dJ = GH@ b +  ?> : +  ?> − *> −
 ?>  : + *> :d = GH@ Ib − *> +  ?>d + *> :J  
@′8 = 7	 b − 1õ +  8õd÷ õ8 + b	 + 1õ −  8õd÷ õ8:[1 + 8õ÷ õ8]:  
La matrice σ2C-1 di varianze e covarianze: 
:" * = U þV "W$V, D "W$V, ="W$D,V þD "W$D, ="W$=,V "W$=, D þ= X 
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APPENDICE II – Simplex 
 
Tabella 1. Valori delle coordinate dei vertici e della rispettiva funzione 
nell’esempio numerico del Simplex modificato39 
 
Vi xi yi fi 
1 3 3 126 
2 3 2 61 
3 3-√3/2 2,5 85,8 
4 3-√3/3 1,5 33,8 
5 3-3√3/4 0,75 10,2 
6 3-√3/4 0,25 7,4 
7 3-√3/8 -0,875 17,7 
8 3-√3 -1 14,6 
9 3-3√3/4 -0,25 3,7 
10 3-√3/8 -0,75 15,06 
11 3-5√3/4 0,25 1,5 
12 3-7√3/4 0,25 0,81 
13 3-7√3/4 -0,75 7,31 
                                                          
39
 I valori con rosso sono quelli dei vertici che non sono stati accettati, mentre quelli con verde 
rappresentano la soluzione finale. 
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14 3-3√3/2 -0,375 1,98 
15 3-10√3/4 0,125 1,97 
16 3-11√3/4 0,75 10,42 
17 3-29√3/16 -0,09375 0,133 
18 3-17√3/16 0,03125 1,357 
19 3-91√3/64 0,46875 0,317 
 
 
Tabella 2. L’esposizione dei simplex accettati 
 
Simplex40 Deviazione standard (S) Valore medio della funzione ( Ù ) 
V5V2V3 38,5 52,3 
V6V5V2 30,1 26,2 
V9V6V5 3,2 7,1 
V12V9V5 4,8 4,9 
V12V9V14 1,45 2,16 
V12V15V14 0,67 1,58 
V17V12V14 0,93 0,97 
V17V19V12 0,35 0,41 
 
                                                          
40
 L’ordine generale dei vertici nella tabella è il seguente: VsVhVg. 
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APPENDICE III – Applicazione del 
Modello di Bass 
 
LA PROGRAMMAZIONE DEL CODICE IN R  
(Esempio Ultrasound) 
 
1. La ricerca dei valori iniziali 
A. preview(formula=Ultrasound ~ (m*(1 – exp(-(alfa+q)*t)) / (1 + q/alfa * exp(-
(alfa+q)*t))), data=X, start = list ( alfa = 0.5, q = 0.5, m = 200 )) 
B. preview(formula=Ultrasound ~ (m*(1 – exp(-(alfa+q)*t)) / (1 + q/alfa * exp(-
(alfa+q)*t))), data=X, start = list ( alfa = 0.1, q = 0.6, m = 150 )) 
C. preview(formula=Ultrasound ~ (m*(1 – exp(-(alfa+q)*t)) / (1 + q/alfa * exp(-
(alfa+q)*t))), data=X, start = list ( alfa = 0.05, q = 0.4, m = 170 )) 
D. preview(formula=Ultrasound ~ (m*(1 – exp(-(alfa+q)*t)) / (1 + q/alfa * exp(-
(alfa+q)*t))), data=X, start = list ( alfa = 0.005, q = 0.4, m = 200 )) 
 
2. La ricerca del vettore parametrico ottimale con l’ NLS 
 
   # L’inserimento dei dati (data.frame) e l’introduzione della funzione di Bass 
X <- read.table("Rdati.txt", sep=",", header=T) 
fn_m <- function(alfa,q,m){ m*(1-exp(-(alfa+q)*t))/(1+q/alfa*exp(-(alfa+q)*t))} 
 
    # Calcolo della combinazione ottimale di parametri con l’algoritmo di Gauss-Newton 
mod4m = nls ( formula = Ultrasound ~ m * (1 – exp( – (alfa + q) * t )) / (1 + q/alfa * exp(-
(alfa + q) * t)), start = c (alfa = 0.005,q = 0.4, m = 200), data = X) 
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plotfit ( mod4m, smooth = TRUE ) 
 
    # Stima delle vendite cumulative e la previsione del modello per altri quattro anni 
t = c(1:18) 
Us <- fn_m ( alfa = summary (mod4m) $parameters [1,1], q = summary (mod4m) 
$parameters [2,1], m = summary (mod4m) $parameters [3,1] ) 
    # Costruzione del grafico delle previsioni 
plot(mod4m, fn_m(alfa = summary (mod4m) $parameters [1,1], q = summary (mod4m) 
$parameters [2,1], m = summary (mod4m) $parameters [3,1]), col = ”red”, xlim = 
range(1:18), ylim = range(1:200)) 
 
3.  L’algoritmo di Gauss - Newton  
 
    # Attribuzione dei valori NLS ai parametri iniziali 
ftU=vector(length=14) 
alfa_ott=summary(mod4m)$parameters[1,1] 
q_ott=summary(mod4m)$parameters[2,1] 
m_ott=summary(mod4m)$parameters[3,1] 
 
    # Calcolo dei valori della curva cumulativa delle vendite con i valori NLS  
for (i in 1:14) {ftU[i] <- m_ott * (1 – (exp(-(alfa_ott+q_ott)*i))) / (1 + q_ott/alfa_ott * 
(exp((-alfa_ott – q_ott)*i)))} 
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      # Calcolo delle derivate parziali 
i=c(1:14) 
dY_dm <- function(alfa,m,q) (1-(exp((-alfa-q)*i)))/(1+(q/alfa)*(exp((-alfa-q)*i))) 
dY_dalfa <- function(alfa,m,q) m*((((i+i*(q/alfa) + (q/(alfa^2))) * (exp((-alfa-q)*i))) -
((q/(alfa^2)) * ((exp((-alfa-q)*i))^2))) / ((1+q/alfa*(exp((-alfa-q)*i)))^2)) 
dY_dq<- function(alfa,m,q) m*(((i-1/alfa+i*q/alfa)*(exp((-alfa-q)*i))+1/alfa*((exp((-alfa-
q)*i))^2))/((1+q/alfa*(exp((-alfa-q)*i)))^2)) 
 
      # Creazione della matrice jacobiana 
jacob<-matrix(nrow=3,ncol=length(i)) 
prova<-dY_dalfa(alfa=alfa_ott,q=q_ott,m=m_ott) 
provam<-dY_dm(alfa=alfa_ott,q=q_ott,m=m_ott) 
provaq<-dY_dq(alfa=alfa_ott,q=q_ott,m=m_ott) 
jacob<-cbind(prova,provaq,provam) 
 
      # Stima di β e del vettore parametrico con l’espansione in serie di Taylor 
U<-as.vector(X$Ultrasound[1:14]) 
z=U-ftU 
stima_beta = solve ( t(jacob) %*% jacob ) %*% t(jacob) %*% z 
teta_ott_U <- matrix(c(alfa_ott,q_ott,m_ott),nrow=3,ncol=1) 
teta_Taylor_U = stima_beta + teta_ott_U 
f_Taylor_U = ftU + sum (jacob %*% stima_beta) 
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      # Stima della matrice jacobiana 
stima_jacob=cbind(dY_dalfa(alfa=teta_Taylor_U[1,1],q=teta_Taylor_U[2,1],m=teta_Tayl
or_U[3,1]),dY_dq(alfa=teta_Taylor_U[1,1],q=teta_Taylor_U[2,1],m=teta_Taylor_U[3,1])
,dY_dm(alfa=teta_Taylor_U[1,1],q=teta_Taylor_U[2,1],m=teta_Taylor_U[3,1])) 
 
      # Calcolo della matrice varianze/covarianze e della matrice idempotente PF 
C = t(stima_jacob) %*% stima_jacob 
PF = stima_jacob %*% solve( t(stima_jacob) %*% stima_jacob) %*% t(stima_jacob) 
 
      # Creazione matrice identità 
I13 <- diag( rep(1,times=14) ) 
 
      # Stima dell’errore standardizzato  
s.2 <- (t(z) %*% (I14 – PF) %*% z) / ( length(i) – 3) 
C.inv = solve(C) 
ss.2 = as.vector (s.2) 
cov.mat = ss.2 * C.inv 
diagonal = diag(cov.mat) 
sigma.est = sqrt(diagonale) 
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5. Calcolo degli intervalli di confidenza 
  # Calcolo IDC dei parametri alfa, q ed m per n ∞ 
alfa_i90_U=teta_Taylor_U[1,1]-1.645*sigma.est[1] 
alfa_s90_U=teta_Taylor_U[1,1]+1.645*sigma.est[1] 
alfa_i95_U=teta_Taylor_U[1,1]-1.96*sigma.est[1] 
alfa_s95_U=teta_Taylor_U[1,1]+1.96*sigma.est[1] 
alfa_i99_U=teta_Taylor_U[1,1]-2.576*sigma.est[1] 
alfa_s99_U=teta_Taylor_U[1,1]+2.576*sigma.est[1] 
 
q_i90_U=teta_Taylor_U[2,1]-1.645*sigma.est[2] 
q_s90_U=teta_Taylor_U[2,1]+1.645*sigma.est[2] 
q_i95_U=teta_Taylor_U[2,1]-1.96*sigma.est[2] 
q_s95_U=teta_Taylor_U[2,1]+1.96*sigma.est[2] 
q_i99_U=teta_Taylor_U[2,1]-2.576*sigma.est[2] 
q_s99_U=teta_Taylor_U[2,1]+2.576*sigma.est[2] 
 
m_i90_U=teta_Taylor_U[3,1]-1.645*sigma.est[3] 
m_s90_U=teta_Taylor_U[3,1]+1.645*sigma.est[3] 
m_i95_U=teta_Taylor_U[3,1]-1.96*sigma.est[3] 
m_s95_U=teta_Taylor_U[3,1]+1.96*sigma.est[3] 
m_i99_U=teta_Taylor_U[3,1]-2.576*sigma.est[3] 
m_s99_U=teta_Taylor_U[3,1]+2.576*sigma.est[3] 
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# Calcolo IDC per i parametri α, q ed m con i gradi di libertà corrispondenti 
alfa_inf90_U=teta_Taylor_U[1,1]-1.812*sigma.est[1] 
alfa_sup90_U=teta_Taylor_U[1,1]+1.812*sigma.est[1] 
alfa_inf95_U=teta_Taylor_U[1,1]-2.228*sigma.est[1] 
alfa_sup95_U=teta_Taylor_U[1,1]+2.228*sigma.est[1] 
alfa_inf99_U=teta_Taylor_U[1,1]-3.169*sigma.est[1] 
alfa_sup99_U=teta_Taylor_U[1,1]+3.169*sigma.est[1] 
 
q_inf90_U=teta_Taylor_U[2,1]-1.812*sigma.est[2] 
q_sup90_U=teta_Taylor_U[2,1]+1.812*sigma.est[2] 
q_inf95_U=teta_Taylor_U[2,1]-2.228*sigma.est[2] 
q_sup95_U=teta_Taylor_U[2,1]+2.228*sigma.est[2] 
q_inf99_U=teta_Taylor_U[2,1]-3.169*sigma.est[2] 
q_sup99_U=teta_Taylor_U[2,1]+3.169*sigma.est[2] 
 
m_inf90_U=teta_Taylor_U[3,1]-1.812*sigma.est[3] 
m_sup90_U=teta_Taylor_U[3,1]+1.812*sigma.est[3] 
m_inf95_U=teta_Taylor_U[3,1]-2.228*sigma.est[3] 
m_sup95_U=teta_Taylor_U[3,1]+2.228*sigma.est[3] 
m_inf99_U=teta_Taylor_U[3,1]-3.169*sigma.est[3] 
m_sup99_U=teta_Taylor_U[3,1]+3.169*sigma.est[3] 
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6. Identificazione delle regioni di confidenza 
 
RSS_U<-nlsContourRSS(mod4m,lseq=10,exp=1) 
plot(RSS_U,nlev=10,col=FALSE) 
 
Conf_Reg_U=nlsConfRegions(mod4m,length=200, exp=2) 
plot(Conf_Reg_U, bound=T) 
 
7. Il bootstrap 
 
# Il calcolo e la representazione grafica degli intervalli bootstrap asintotici per R=2000 
repliche  
boot_U=nlsBoot(mod4m,niter=2000) 
summary(boot_U) 
plot(boot_U,type="pairs") 
 
# Il calcolo degli intervalli percentili 
sd(boot_U$coefboot) 
quantile(boot_U$coefboot[,1],probs=c(0.025,0.975)) 
quantile(boot_U$coefboot[,2],probs=c(0.025,0.975)) 
quantile(boot_U$coefboot[,3],probs=c(0.025,0.975)) 
 
# La representazione grafica delle densità di frequenza dei parametri (α, q e m) con i 
rispettivi intervalli percentili per i livelli di confidenza 90%, 95% e 99% 
hist(boot_U$coefboot[,1],xlab="alfa", main=NULL) 
ci95_alfa_U=quantile(boot_U$coefboot[,1],probs=c(0.025,0.975)) 
abline(v=ci95_alfa_U[1],col="red") 
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abline(v=ci95_alfa_U[2],col="red") 
ci90_alfa_U=quantile(boot_U$coefboot[,1],probs=c(0.05,0.95)) 
abline(v=ci90_alfa_U[1],col="purple") 
abline(v=ci90_alfa_U[2],col="purple") 
ci99_alfa_U=quantile(boot_U$coefboot[,1],probs=c(0.005,0.995)) 
abline(v=ci99_alfa_U[1],col="green") 
abline(v=ci99_alfa_U[2],col="green") 
 
hist(boot_U$coefboot[,2],xlab="q", main=NULL) 
ci95_q_U=quantile(boot_U$coefboot[,2],probs=c(0.025,0.975)) 
abline(v=ci95_q_U[1],col="red") 
abline(v=ci95_q_U[2],col="red") 
ci90_alfa_U=quantile(boot_U$coefboot[,2],probs=c(0.05,0.95)) 
abline(v=ci90_alfa_U[1],col="purple") 
abline(v=ci90_alfa_U[2],col="purple") 
ci99_alfa_U=quantile(boot_U$coefboot[,2],probs=c(0.005,0.995)) 
abline(v=ci99_alfa_U[1],col="green") 
abline(v=ci99_alfa_U[2],col="green") 
 
hist(boot_U$coefboot[,3],xlab="m", main=NULL) 
ci95_m_U=quantile(boot_U$coefboot[,3],probs=c(0.025,0.975)) 
abline(v=ci95_m_U[1],col="red") 
abline(v=ci95_m_U[2],col="red") 
ci90_alfa_U=quantile(boot_U$coefboot[,3],probs=c(0.05,0.95)) 
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abline(v=ci90_alfa_U[1],col="purple") 
abline(v=ci90_alfa_U[2],col="purple") 
ci99_alfa_U=quantile(boot_U$coefboot[,3],probs=c(0.005,0.995)) 
abline(v=ci99_alfa_U[1],col="green") 
abline(v=ci99_alfa_U[2],col="green") 
 
 
8. Risultati 
 
Tabella	6	-	Gli	intervalli	di	confidenza	asintotici	"normali"	dei	parametri	α,	q	e	m	per	un	livello	di	confidenza	del	90%	per	per	n∞	
1 – α = 90% inf_α sup_α inf_q sup_q inf_m sup_m 
Room air 
conditioners 0,006307 0,0085711 0,389021 0,4649459 16126,35 18220,11 
Color televisions 0,01428 0,01855 0,6001 0,7108 36392,2 40228,52 
Clothes dryers 0,011056 0,01328 0,33183 0,38953 14577,12 16263,4 
Ultrasound 0,004048 0,00761 0,35752 0,48874 183,98 226 
Mammography 0,001219 0,003361 0,5755 0,728 120,167 130,58 
Foreign language 0,003132 0,00661 0,4708 0,6281 38,94 46,34 
Accelerated 
program 0,000323 0,00164 0,76658 0,9929 63,1 68,76 
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Tabella	7	-	Gli	intervalli	di	confidenza	asintotici	"normali"	dei	parametri	α,	q	e	m	per	un	livello	di	confidenza	del	95%	per	n∞	
1 – α = 95% inf_α sup_α inf_q sup_q inf_m sup_m 
Room air 
conditioners 0,00609 0,008787 0,3817 0,4722 15925,88 18420,57 
Color televisions 0,01387 0,01895 0,5895 0,7214 36024,89 40595,83 
Clothes dryers 0,01084 0,01349 0,3263 0,39506 14415,67 16424,85 
Ultrasound 0,0037 0,00795 0,3449 0,5013 179,95 230,02 
Mammography 0,00101 0,00356 0,5609 0,7426 119,17 131,577 
Foreign language 0,00279 0,00694 0,4558 0,64326 38,24 47,04 
Accelerated 
program 0,000197 0,00176 0,7449 1,0146 62,55 69,31 
 
 
 
Tabella	8	-	Gli	intervalli	di	confidenza	asintotici	"normali"	dei	parametri	α,	q	e	m	per	un	livello	di	confidenza	del	99%	per	n∞	
1 – α = 99% inf_α sup_α inf_q sup_q inf_m sup_m 
Room air 
conditioners 0,0056670 0,009211 0,3675 0,4864 15533,86 18812,6 
Color televisions 0,01307 0,01975 0,5688 0,7421 35306,6 41314,11 
Clothes dryers 0,01042 0,01392 0,3155 0,40586 14099,9 16740,58 
Ultrasound 0,00304 0,00862 0,32039 0,52587 172,09 237,89 
Mammography 0,0006134 0,003967 0,5324 0,7711 117,22 133,5266 
Foreign language 0,002147 0,007594 0,42634 0,6727 36,85 48,43 
Accelerated 
program -0,000048 0,002013 0,7025 1,056 61,49 70,37 
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Tabella	9	-	Gli	intervalli	di	confidenza	asintotici	"normali"	dei	parametri	α,	q	e	m	per	un	livello	di	confidenza	del	90%	e	con	i	gradi	di	libertà	10,	5,	10,	11,	11,	9,	
rispettivamente	9	
1 – α = 90% inf_α sup_α inf_q sup_q inf_m sup_m 
Room air 
conditioners 0,006192 0,008686 0,3851 0,4687 16020,07 18326,39 
Color televisions 0,0138 0,01903 0,5876 0,7232 35960,46 40659,65 
Clothes dryers 0,01094 0,01339 0,3289 0,3924 14491,52 16349 
Ultrasound 0,003885 0,0077757 0,3515 0,4947 182,05 227,93 
Mammography 0,0011212 0,003459 0,5685 0,735 119,68 131,057 
Foreign language 0,002933 0,0068 0,4618 0,6371 38,52 46,76 
Accelerated 
program 0,000248 0,00171 0,7536 1,0058 62,77 69,09 
 
 
 
Tabella	10	-	Gli	intervalli	di	confidenza	asintotici	"normali"	dei	parametri	α,	q	e	m	per	un	livello	di	confidenza	del	95%	e	con	i	gradi	di	libertà	10,	5,	10,	11,	11,	9,	
rispettivamente	9	
1 – α = 95% inf_α sup_α inf_q sup_q inf_m sup_m 
Room air 
conditioners 0,005906 0,0089722 0,3755 0,4784 15755,33 18591,13 
Color televisions 0,01307 0,01975 0,5689 0,7419 35312,13 41307,98 
Clothes dryers 0,01066 0,01368 0,3216 0,3996 14278,3 16562,22 
Ultrasound 0,0034463 0,0082144 0,3353 0,5109 176,88 233,1 
Mammography 0,000857 0,003723 0,5498 0,7537 118,407 132,3397 
Foreign language 0,00247 0,00726 0,4413 0,6577 37,56 47,72 
Accelerated 
program 0,000077 0,00188 0,7241 1,035 62,039 69,83 
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Tabella	11	-	Gli	intervalli	di	confidenza	asintotici	"normali"	dei	parametri	α,	q	e	m	per	un	livello	di	confidenza	del	99%	e	con	i	gradi	di	libertà	10,	5,	10,	11,	11,	9,	
rispettivamente	9	
1 – α = 99% inf_α sup_α inf_q sup_q inf_m sup_m 
Room air 
conditioners 0,005259 0,009619 0,3538 0,5001 15156,48 19189,98 
Color televisions 0,01118 0,02164 0,5198 0,7911 33608,52 43011,59 
Clothes dryers 0,01002 0,01431 0,3051 0,4162 13795,99 17044,53 
Ultrasound 0,002466 0,009194 0,2992 0,547 165,32 244,66 
Mammography 0,0002683 0,0043124 0,5078 0,7957 115,54 135,2 
Foreign language 0,00143 0,0083 0,3941 0,7049 35,34 49,94 
Accelerated 
program -0,00031 0,00228 0,656 1,103 60,33 71,53 
 
