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Abstract
This paper focuses on quantum analogues of various models of counter automata, and almost com-
pletely proves the relation between the classes of languages recognizable by bounded error quantum
ones and classical deterministic ones in every model of counter automata. It is proved that (i) there
are languages that can be recognized by two-way quantum one-counter automata with bounded error,
but cannot be recognized by two-way deterministic one-counter automata, (ii) under some reasonable
restriction, every language that can be recognized by two-way deterministic one-counter automata
can also be recognized by two-way reversible one-counter automata (and hence by bounded error
two-way quantum one-counter automata), and (iii) for any ﬁxed k, quantum ones and deterministic
ones are incomparable in one-way k-counter automata.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Quantum ﬁnite state automata were introduced by Moore and Crutchﬁeld [20] and Kon-
dacs andWatrous [16] independently. The latter showed that bounded error one-way quan-
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tum ﬁnite state automata (1QFAs) can recognize languages only in a proper subset of
the class of regular languages, while the class of languages recognized by bounded error
two-way quantum ﬁnite state automata (2QFAs) properly contains the class of regular lan-
guages. Subsequently, a number of papers study the power of quantum ﬁnite state automata
[5,2,8,11,4,22,1,7,6] and their variants [3,9,17,23,14,10,13].
One thing to be mentioned on 2QFAs is that, with respect to input length, they need
logarithmically (not constantly) many qubits to be implemented. This is because the tape
head on the input tape of a 2QFA is allowed in quantum superposition, and thus logarith-
mically many qubits are necessary to store the position of the tape head. In this context,
quantum analogues of one-way counter automata and polynomial-time two-way counter
automata need only logarithmically many qubits as well as their classical versions need
logarithmically many bits (note that pushdown automata need polynomially many bits or
qubits). From the viewpoint of quantum computation, while 2QFAs make use of quantum
parallelism of logarithmically many qubits associated with the quantum tape head on the
input tape, quantum counter automata make use of that associated with the quantum tape
heads on the counter tapes in the one-way cases, and associated with ones both on the
counter tapes and on the input tape in the two-way cases.
Another interesting property of counter automatawas shownbyMinsky [19] that two-way
deterministic two-counter automata (2D2CAs) can simulate deterministic Turingmachines,
that is, 2D2CAs are universal. Morita [21] extended this to the universality of two-way re-
versible two-counter automata (2R2CAs). Hence, concerning the power of quantum counter
automata, quantum analogues of two-way one-counter automata and one-way k-counter au-
tomata are of interest.
One-way quantum one-counter automata (1Q1CAs) were introduced by Kravtsev [17],
and studied by Yamasaki et al. [23] and Bonner et al. [10] in comparison with their var-
ious classical counterparts. In particular, it is known that 1Q1CAs can recognize several
non-context-free languages [17,23] while there are regular languages that cannot be recog-
nized by 1Q1CAs [23]. This implies the incomparability between 1Q1CAs and one-way
deterministic one-counter automata (1D1CAs), since the class of languages recognized by
1D1CAs properly contains the class of regular languages and is properly contained by the
class of context-free languages.
This paper gives the ﬁrst formal treatments of two-way quantum one-counter automata
(2Q1CAs) and one-way quantum k-counter automata (1QkCAs) for k2. The quantum
automata discussed in this paper are basedon the so-calledmeasurement-manymodel,where
the measurement that decides “accepting”, “rejecting”, or “non-halting” follows after each
unitary transition of the automaton. Perhaps other natural deﬁnitions of quantum counter
automata are also possible, andmay have different computational power. Themeasurement-
manymodel is, however, one of themost commonly-discussedmodels of quantumautomata,
and thus, the authors believe that discussions with the measurement-many model would be
a good starting point to study the power of quantum counter automata.
For two-way one-counter automata, it is proved that 2Q1CAs are at least as powerful as
two-way deterministic one-counter automata (2D1CAs) if we put some weak restriction on
the model. That is, as far as we consider models with a counter tape of length bounded by
some function with respect to input length (and this function is unknown to the ﬁnite control
part of the automaton), we have a method of reversible simulation of 2D1CAs by two-way
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reversible one-counter automata (2R1CAs). This restriction on the length of a counter tape is
inevitable in our reversible simulation, andwe do not know if this restriction can be removed.
This restriction seems, however, in some sense reasonable for quantum models, because
allowing a counter tape to be inﬁnitely long causes the automaton with its unitary evolution
of inﬁnite dimension, which would be impractical. Further it is proved that the non-context-
free languagesLsquare = {ambm2 | m1} andLprod = {am1bm2cm1m2 | m1,m21},which
cannot be recognized by 2D1CAs [15], can be recognized by polynomial-time 2Q1CAs
with arbitrarily small constant one-sided error. Other non-context-free languages such as
Lpower = {amb2m | m1} are also shown recognizable by 2Q1CAs in polynomial timewith
arbitrarily small constant one-sided error. It is interesting that Lpower can be recognized by
2Q1CAs in linear time, in contrast to that our constructions of 2Q1CAs for Lsquare and
Lprod require quadratic time. These results of recognizability hold both in the usual model
with a counter tape of unbounded length and in the restricted model with a counter tape of
bounded length.
For one-way k-counter automata, this paper proves the existence of the family of lan-
guages Lk+10 = {am1bam2b · · · amkbamk+1cam0 | mi0,m0 = mj for some 1jk
+ 1} such that Lk+10 is known unrecognizable by 1DkCAs [12] but can be recognized by
1QkCAs (actually by 1Q1CAs) with bounded error. It is also proved that, for any ﬁxed
integer k, the regular language Llast = {{a, b}∗a} cannot be recognized by bounded error
1QkCAs.
The remainder of this paper is organized as follows. InSection 2wegive formal deﬁnitions
of 2Q1CAs and 1QkCAs. In Section 3, we show the strength of 2Q1CAs. In Section 4, we
analyze the power of 1QkCAs, both in their strengths and weaknesses. Finally we conclude
with Section 5, which summarizes our results and mentions several open problems.
2. Deﬁnitions
Herewe give formal deﬁnitions of two-way one-counter automata and one-way k-counter
automata both in classical and quantum cases. It is assumed that every input x is written of
the form c|x$ on the input tape, started by the left end-marker c| and terminated by the right
end-marker $. It is also assumed that each of c| and $ does not appear in x. For convenience,
let Z[a,b] denote the set of integers in the interval of [a, b].
2.1. Two-way one-counter automata
In general, each two-way one-counter automaton is speciﬁed by M = (Q,, , q0,
Qacc,Qrej). Here Q is a ﬁnite set of states,  is the ﬁnite input alphabet, q0 ∈ Q is the
initial state,Qacc ⊆ Q is a set of accepting states,Qrej ⊆ Q is a set of rejecting states, and
 is a transition function of the form
:Q× × S ×Q× {−1, 0,+1} × {←,↓,→} → C, (1)
where  =  ∪ {c|, $} is the tape alphabet and S = {0, 1}. It is assumed that each two-way
one-counter automaton has a tape served as a counter and its counter value is zero at the
beginning of computation.
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For the sake of reversible simulation discussed in Section 3.1, here we deﬁne two-way
one-counter automatawith a counter tape of bounded length.That is, for every input of length
n, a counter tape is of length 2(n)+ 1 for some function :Z+ → N so that counter values
are in the interval of [−(n), (n)], and this function  is unknown to the ﬁnite control part
of the automaton. Furthermore, it is assumed that the left-most and the right-most cells of
the counter tape are indicated by symbols c| and $ written on them, respectively, in order
to prevent overﬂow and underﬂow of the counter. Thus the set S in (1) is redeﬁned as
S = {0, 1, c|, $}. Note that we have the usual model of two-way one-counter automata if we
take  to be inﬁnity independent of input length.
Associated with a given two-way one-counter automaton is a set of conﬁgurations that
the automaton may be in. For a ﬁxed input, conﬁgurations of the two-way one-counter
automaton may be speciﬁed by (i) the internal state of the automaton, (ii) the position of
the tape head on the input tape, and (iii) the value of the counter.
First we deﬁne two-way deterministic one-counter automata (2D1CAs).
Deﬁnition 1. Atwo-waydeterministic one-counter automaton (2D1CA)M = (Q,, , q0,
Qacc,Qrej) is a two-way one-counter automaton whose transition function  takes values in
{0, 1} and satisﬁes that, for any q ∈ Q,  ∈ , and s ∈ {0, 1, c|, $}, there is a unique triplet
of q ′ ∈ Q, c ∈ {−1, 0,+1}, and d ∈ {←,↓,→} such that (q,, s, q ′, c, d) = 1.
Assume that the input x is of length n and the counter tape is of length 2(n)+ 1. For
each counter value z ∈ Z[−(n),(n)], let s = sign(z) ∈ {0, 1, c|, $}, where
sign(z) =


0 if z = 0,
c| if z = −(n),
$ if z = (n),
1 otherwise.
At the beginning of computation, the automaton is in the initial state q0 with its tape
head scanning the left-most symbol c| of wx = c|x$. At each step, it reads a symbol 
of wx in a state q, checks s = sign(z) of a counter value z, and ﬁnds an appropriate
transition (q,, s, q ′, c, d) = 1 for some q ′ ∈ Q, c ∈ {−1, 0,+1}, and d ∈ {←,↓,→}.
Then it updates its state to q ′, changes the counter value z to z+ c, and moves its tape
head in direction d (i.e., the tape head is moved left by a square if d =←, remains sta-
tionary if d =↓, and is moved right by a square if d =→). The automaton accepts x if
it enters one of the ﬁnal states in Qacc and rejects x if it enters one of the ﬁnal states
inQrej.
Next we deﬁne two-way quantum one-counter automata (2Q1CAs). Assume that the
counter tape is of length 2(n)+ 1 for every input of length n. Then the number of conﬁg-
urations of a 2Q1CAM is precisely (n+ 2)(2(n)+ 1)|Q|, since there are n+ 2 possible
positions of the tape head, 2(n)+ 1 possible counter values, and |Q| internal states. For
ﬁxed M and , let Cn denote this set of conﬁgurations. A computation on an input x of
length n corresponds to a unitary evolution in the Hilbert space Hn = l2(Cn). For each
(q, z, k) ∈ Cn, where q ∈ Q, z ∈ Z[−(n),(n)], and k ∈ Z[0,n+1], let |q, z, k〉 denote the
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corresponding basis vector inHn. A transition operator Ux for an input x onHn is given by
Ux |q, z, k〉
= ∑
q ′∈Q,c∈{−1,0,+1},d∈{←,↓,→}
(q,wx(k), sign(z), q ′, c, d)|q ′, z+ c, k + (d)〉,
wherewx(k) denotes the kth symbol ofwx = c|x$ and(d) = −1(0)[+1] if d =← (↓)[→].
It is assumed that Ux is unitary, that is,
(
Ux
)†
Ux = Ux
(
Ux
)† = I . After each transition,
a state of a 2Q1CA is observed with the computational observable O, which is the orthogo-
nal decomposition ofHn intoEacc ⊕ Erej ⊕ Enon, whereEacc = span{|q, z, k〉 | q ∈ Qacc},
Erej = span{|q, z, k〉 | q ∈ Qrej}, and Enon = span{|q, z, k〉 | q ∈ Q \ (Qacc ∪Qrej)}. The
outcome of any observation will be either “accepting” (Eacc) or “rejecting” (Erej) or “non-
halting” (Enon). The probability of acceptance, rejection, and non-halting at each step
is equal to the sum of the squared amplitudes in new state over all basis states in the
corresponding subspace. In order to have Ux be unitary, we have
〈q1, z1, k1|q2, z2, k2〉
= ∑
q′
z1+c1=z2+c2
k1+(d1)=k2+(d2)
†(q1, wx(k1), sign(z1), q ′, c1, d1)(q2, wx(k2), sign(z2), q ′, c2, d2).
(2)
The conditions derived from Eq. (2) are called the well-formedness conditions of 2Q1CAs
(seeAppendixA for detailed descriptions on the well-formedness conditions of 2Q1CAs).
Deﬁnition 2. A two-way quantum one-counter automaton (2Q1CA) M = (Q,, , q0,
Qacc,Qrej) is a two-way one-counter automaton whose transition function  satisﬁes the
well-formedness conditions.
Finally, two-way reversible one-counter automata (2R1CAs) are simply deﬁned in terms
of 2Q1CAs as follows.
Deﬁnition 3. A two-way reversible one-counter automaton (2R1CA) M = (Q,, , q0,
Qacc,Qrej) is a 2Q1CA whose transition function  only takes values in {0, 1}.
Nowwe give deﬁnitions of languages recognized by 2D1CAs and 2Q1CAswith a counter
tape of bounded length.
Deﬁnition 4. A language L is recognized by a 2D1CA M if there exists a function 0:Z+
→ N such that, for any function :Z+ → N satisfying 0 and any integer n0, M
equipped with its counter tape of length 2(n)+ 1 accepts any input x ∈ L of length n and
rejects any input x /∈ L of length n.
Deﬁnition 5. A language L is recognized by a 2Q1CAMwith probability p > 1/2 if there
exists a function 0:Z+ → N such that, for any function :Z+ → N satisfying 0 and
any integer n0, M equipped with its counter tape of length 2(n)+ 1 accepts any input
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x ∈ L of length n with probability at least p and rejects any input x /∈ L of length n with
probability at least p.
To describe automata easily, we introduce the concept of simple 2Q1CAs. Consider the
Hilbert space l2(Q) for the set Q of internal states of a 2Q1CA M.
Deﬁnition 6. A 2Q1CAM = (Q,, , q0,Qacc,Qrej) is simple if there are a unitary op-
erator V,s on l2(Q) for each  ∈  and s ∈ {0, 1, c|, $}, a counter function C:Q ×  →
{−1, 0,+1}, and a tape-head function D:Q→ {←,↓,→} such that, for any q, q ′ ∈ Q,
c ∈ {−1, 0,+1}, and d ∈ {←,↓,→},
(q,, s, q ′, c, d) =
{ 〈q ′|V,s |q〉 if C(q ′,) = c and D(q ′) = d,
0 otherwise.
If a 2Q1CA is simple, increase or decrease of a counter value is determined only by a
symbol the automaton reads and a state it enters, while move of the tape head is determined
only by a state it enters. Thus it is easy to see the following.
Lemma 7. A simple 2Q1CA M = (Q,, , q0,Qacc,Qrej) satisﬁes the well-formedness
conditions iff there is a unitary operator V,s for each  ∈  and s ∈ {0, 1, c|, $} such that
∑
q ′∈Q
(〈q ′|V,s |q1〉)† 〈q ′|V,s |q2〉 =
{
1 if q1 = q2,
0 if q1 = q2.
For the case of 2D1CAs, simple 2D1CAs can be deﬁned in a similar manner. Here and
after we often describe deterministic automata in a “quantum”manner (i.e., we use theDirac
notations to describe states of a deterministic automaton and transition matrices induced by
its transition function).
Deﬁnition 8. A 2D1CAM = (Q,, , q0,Qacc,Qrej) is simple if there are a linear opera-
torV,s on l2(Q) for each ∈  and s ∈ {0, 1, c|, $}, a counter functionC:Q×→ {−1, 0,
+1}, and a tape-head functionD:Q→ {←,↓,→} such that, for any q, q ′ ∈ Q, c ∈ {−1, 0,
+1}, and d ∈ {←,↓,→},
(q,, s, q ′, c, d) =
{ 〈q ′|V,s |q〉 if C(q ′,) = c and D(q ′) = d,
0 otherwise.
2.2. One-way k-counter automata
For brevity, here we only deal with one-way two-counter automata. It is straightforward
to extend our deﬁnitions to the k-counter cases.
In general, each one-way two-counter automaton is speciﬁed byM = (Q,, , q0,Qacc,
Qrej), whose transition function  is of the form
:Q× × S × S ×Q× {−1, 0,+1} × {−1, 0,+1} → C,
where =  ∪ {c|, $} and S = {0, 1}. It is assumed that each one-way two-counter automa-
ton has two counters, each of which initially contains zero.
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Associated with a given one-way two-counter automaton is a set of conﬁgurations that
the automaton may be in. For a ﬁxed input, conﬁgurations of the one-way two-counter
automaton may be speciﬁed by (i) the internal state of the automaton, (ii) the value of the
ﬁrst counter, and (iii) the value of the second counter.
First we deﬁne one-way deterministic two-counter automata (1D2CAs).
Deﬁnition 9. Aone-waydeterministic two-counter automaton (1D2CA)M = (Q,, , q0,
Qacc,Qrej) is a one-way two-counter automaton whose transition function  takes values in
{0, 1} and satisﬁes that, for any q ∈ Q,  ∈ , and s1, s2 ∈ {0, 1}, there is a unique triplet
of q ′ ∈ Q and c1, c2 ∈ {−1, 0,+1} such that (q,, s1, s2, q ′, c1, c2) = 1.
Transitions of a 1D2CA are almost same as those of a 2D1CA except that at every step
the input tape head always moves right by a square and the automaton treats not only one
but two counters.
Next we deﬁne one-way quantum two-counter automata (1Q2CAs). Given an input x of
length n, the number of conﬁgurations of a 1Q2CAM is precisely (2n+ 5)2|Q|, since there
are 2n+ 5 possible counter values for each counter (taking the left and right end-markers
into account) and |Q| internal states. For ﬁxed M, let Cn denote this set of conﬁgurations.
A computation on x corresponds to a unitary evolution in the Hilbert space Hn = l2(Cn).
For each (q, z1, z2) ∈ Cn, where q ∈ Q and z1, z2 ∈ Z[−n−2,n+2], let |q, z1, z2〉 denote the
corresponding basis vector inHn. For every  ∈ , a transition operator U onHn is given
by
U |q, z1, z2〉
= ∑
q ′∈Q,c1,c2∈{−1,0,+1}
(q,, sign(z1), sign(z2), q ′, c1, c2)|q ′, z1 + c1, z2 + c2〉.
It is assumed that U is unitary. Similar to the case of a 2Q1CA, after each transition, a
state of a 1Q2CA is observed with the computational observableO, which is the orthogonal
decomposition ofHn into Eacc ⊕ Erej ⊕ Enon, where Eacc = span{|q, z1, z2〉 | q ∈ Qacc},
Erej = span{|q, z1, z2〉 | q ∈ Qrej}, and Enon = span{|q, z1, z2〉 | q ∈ Q \ (Qacc ∪Qrej)}.
In order to have the transition matrices U be unitary, we have
〈q1, z11, z12|q2, z21, z22〉
= ∑
q ′,z1j+c1j=z2j+c2j
(
†(q1,, sign(z11), sign(z12), q ′, c11, c12)
×(q2,, sign(z21), sign(z22), q ′, c21, c22)
)
. (3)
The conditions derived from Eq. (3) are called the well-formedness conditions of 1Q2CAs
(seeAppendix B for detailed descriptions on the well-formedness conditions of 1Q2CAs).
Deﬁnition 10. A one-way quantum two-counter automaton (1Q2CA) M = (Q,, , q0,
Qacc,Qrej) is a one-way two-counter automaton whose transition function  satisﬁes the
well-formedness conditions.
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3. 2Q1CAs versus 2D1CAs
3.1. Reversible simulation of 2D1CAs
First we show that an arbitrary 2D1CA is simulated by a 2R1CA as far as we consider
the model with the counter tape of bounded length. Since 2R1CAs are special cases of
2Q1CAs, this implies that 2Q1CAs are practically at least as powerful as their classical
deterministic counterpart.
We start with a useful property of 2D1CAs.
Lemma 11. Let L be a language that can be recognized by a 2D1CA. Then there exists a
simple 2D1CA that recognizes L, whose counter function does not depend on a symbol it
reads.
Proof. LetM = (Q,, , q0,Qacc,Qrej) be a 2D1CA forL.We construct a simple 2D1CA
M ′ for L as follows.
Let the state setsQ′,Q′acc, andQ′rej be deﬁned by
Q′ =
{
qc,d
∣∣∣ q ∈ Q, c ∈ {−1, 0,+1}, d ∈ {←,↓,→}},
Q′acc =
{
qc,d
∣∣∣ q ∈ Qacc, c ∈ {−1, 0,+1}, d ∈ {←,↓,→}},
Q′rej =
{
qc,d
∣∣∣ q ∈ Qrej, c ∈ {−1, 0,+1}, d ∈ {←,↓,→}}.
Let q0,↓0 ∈ Q′ be the initial state ofM ′.
For each  ∈  and s ∈ {0, 1, c|, $} deﬁne a transition matrix V ′,s as
V ′,s |qc1,d11 〉 = |qc2,d22 〉 for each qc1,d11 ∈ Q′, c1 ∈ {−1, 0,+1}, d1 ∈ {←,↓,→},
where (q2, c2, d2) is the unique triplet determined by  that satisﬁes (q1,, s, q2, c2, d2)
= 1.
For each qc,d ∈ Q′ and  ∈  deﬁne the counter function C′ and the tape-head function
D′ as
C′(qc,d ,) = c,
D′(qc,d) = d.
Let the transition function ′ of M ′ be determined by given V ′,s , C′, and D′. Then
M ′ = (Q′,, ′, q0,↓0 ,Q′acc,Q′rej) is a simple 2D1CA and the counter function C′ of M ′
does not depend on the symbol it reads. It is obvious by its construction thatM ′ accepts the
input if and only if M accepts it. 
Nowwe show themethod of reversible simulation.Kondacs andWatrous [16] showed that
any one-way deterministic ﬁnite state automaton can be simulated by a two-way reversible
ﬁnite state automaton by using a technique due to Lange et al. [18]. Our method is an
extension of them.
T. Yamasaki et al. / Theoretical Computer Science 334 (2005) 275–297 283
Theorem 12. Let L be a language that can be recognized by a 2D1CA. Then there exists a
simple 2R1CA that recognizes L.
Proof. LetM = (Q,, , q0,Qacc,Qrej) be a 2D1CA for L that halts in at most t (n) steps
on a given input of length n. Then, for every function  t and every input x of length n,M
equipped with its counter tape of length 2(n)+ 1 accepts x ∈ L and rejects x /∈ L. From
Lemma 11 we may assume that M is simple and its counter function does not depend on a
symbol it reads. Without loss of generality, we assume that each Qacc and Qrej consists of
only one state. We construct a simple 2R1CA M ′ = (Q′,, ′, q ′0,Q′acc,Q′rej) for L such
that for any function  t and every input x of length n,M ′ equipped with its counter tape
of length 2(n)+ 1 accepts x ∈ L and rejects x /∈ L.
First, for each q, , s, and the transition matrix V,s of M, deﬁne
Iq,,s =
{
q ′ ∈ Q | V,s |q ′〉 = V,s |q〉
}
,
Jq,,s =
{
q ′ ∈ Q | V,s |q ′〉 = |q〉
}
,
and ﬁx an ordering of the set Q. Let max(·) and min(·) denote the maximum and minimum
functions relative to this ordering. For any subsetR ⊆ Q′, let succ(q, R) be the least element
in R larger than q (assuming there is such an element).
Now we deﬁneM ′. Let the state sets
Q′ = Q× {−,+},
Q′acc = Qacc × {−,+},
Q′rej = Qacc × {−,+},
and let the initial state q ′0 = (q0,+).
Deﬁne a transition matrix V ′,s for each (q,+), (q,−) ∈ Q′ and q ∈ Q as
V ′,s |(q,+)〉 =
{ |(succ(q, Iq,,s),−)〉 if q = max(Iq,,s),
|(rq,,s ,+)〉 if q = max(Iq,,s),
V ′,s |(q,−)〉 =
{ |(q,+)〉 if Jq,,s = ∅,
|(min(Jq,,s),−)〉 if Jq,,s = ∅.
Here rq,,s ∈ Q is the state satisfying V,s |q〉 = |rq,,s〉.
For d =← (↓)[→] let −d =→ (↓)[←]. For each (q,+), (q,−) ∈ Q′, q ∈ Q, and
 ∈ , deﬁne the counter function C′ and the tape-head function D′ as
C′ ((q,+),) = C(q,),
C′ ((q,−),) = −C(q,),
D′ ((q,+)) = D(q),
D′ ((q,−)) = −D(q),
where C and D are the counter function and tape-head function of M, respectively.
Let the transition function ′ ofM ′ be deﬁned from given V ′,s , C′, and D′.
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Fig. 1. Vertex (q, z+ C(q,wx(k)), k + (D(q))) and its children.
For a given M and every input x of length n, let G be an undirected graph with a
set of vertices Q× Z[−(n),(n)] × Z[0,n+1] and an edge between vertices (q1, z, k) and(
q2, z+ C(q2,), k + (D(q2))
)
if and only if Vwx(k),sign(z)|q1〉 = |q2〉, where wx(k) de-
notes the kth symbol of wx = c|x$, and (d) = −1(0)[+1] if d =← (↓)[→]. Let G0 be
the connected component of G that contains the initial conﬁguration (q0, 0, 0). Since M
halts, there can be no cycles in G0, and G0 must contain exactly one vertex corresponding
to a halting state in Qacc ∪Qrej. Thus G0 can be viewed as a tree with the single halting
conﬁguration vertex as the root.M ′ simulates M by traversing G0 in a reversible manner.
Each conﬁguration (q, z, k) of M corresponds to two conﬁgurations ((q,+), z, k) and(
(q,−), z− C(q,), k − (D(q))) of M ′, which are to be interpreted as follows (recall
that C does not depend on ). The conﬁguration ((q,+), z, k) indicates that the sub-
tree of G0 rooted at the vertex (q, z, k) has just been traversed, and the conﬁguration(
(q,−), z− C(q,), k − (D(q))) indicates that the subtree of G0 rooted at (q, z, k) is
now about to be traversed.
Consider Fig. 1 and the set Jq,,s = Iq ′i ,,s = {q ′1, . . . , q ′l } for each i = 1, . . . , l, where
 = wx(k) and s = sign(z). Assume that q ′1 < q ′2 < · · · < q ′l according to our ordering of
Q. Suppose thatM ′ is in a conﬁguration ((q ′i ,+), z, k) for i < l. Since q ′i = max(Iq ′i ,,s),
the next conﬁguration is
(
(q ′i+1,−), z+ C′
(
(q ′i+1,−),
)
, k + (D′((q ′i+1,−))))
= ((q ′i+1,−), z− C(q ′i+1,), k − (D(q ′i+1))),
and now the tree rooted at(q ′i+1, z, k) is about to be traversed.
Now suppose that M ′ is in a conﬁguration
(
(q ′l ,+), z, k
)
. Since q ′l = max(Iq ′l ,,s), the
next conﬁguration is
(
(q,+), z+ C′((q,+)), k + (D′((q,+))))
= ((q,+), z+ C(q,), k + (D(q))).
Hence, for each q ∈ Q, z ∈ Z[−(n),(n)], and k ∈ Z[0,n+1], M ′ enters the conﬁguration(
(q,+), z+ C(q,), k + (D(q))) only after each of the subtrees rooted at its children
has been traversed.
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Next, suppose thatM ′ is in a conﬁguration ((q,−), z, k). The next conﬁguration is(
(q ′1,−), z+ C′
(
(q ′1,−),
)
, k + (D′((q ′1,−))))
= ((q ′1,−), z− C(q ′1,), k − (D(q ′1))),
and thus the subtree rooted at the vertex (q ′1, z, k) is now to be traversed.
Finally, if
(
q, z+ C(q,), k + (D(q))) has no predecessors, we have Jq,,s = ∅, and
thus the conﬁguration which immediately follows ((q,−), z, k) is ((q,+), z+ C(q,), k
+ (D(q))).
By traversing G0 in this manner, M ′ eventually enters one of the conﬁgurations
in Q′acc × Z[−(n),(n)] × Z[0,n+1] or Q′rej × Z[−(n),(n)] × Z[0,n+1], and clearly M ′
recognizes L. 
Remark. It is essential in our proof that the number of possible conﬁgurations of the
automaton is bounded by a function of the input length n (actually it is exactly (n+2)(2(n)
+ 1)|Q| if the counter tape is of length 2(n)+ 1). The proof above would not complete if
there are inﬁnitely many possible conﬁgurations independent of the input length, and thus,
the restriction on the length of the input tape would be inevitable in our proof.
3.2. Recognizability by 2Q1CAs
Next we show that the non-context-free languages Lsquare = {ambm2 | m1} and
Lprod = {am1bm2cm1m2 | m1,m21}, which cannot be recognized by 2D1CAs [15],
can be recognized by polynomial-time 2Q1CAs with arbitrarily small constant one-sided
error. Other non-context-free languages Lm,m2,...,mk = {am1 am
2
2 · · · am
k
k | m1} and Lpower
= {amb2m |m1} are also shown recognizable by polynomial-time 2Q1CAswith arbitrarily
small constant one-sided error. The recognizability results shown in this subsection hold
both in the usual model with a counter tape of unbounded length and in the restricted model
with a counter tape of bounded length.
3.2.1. 2Q1CA for Lsquare = {ambm2 | m1}
First we show the recognizability of Lsquare = {ambm2 | m1} by 2Q1CAs.
Proposition 13. For a language Lsquare = {ambm2 | m1} and for an arbitrary ﬁxed
positive integer N2, there exists a 2Q1CA Msquare such that (i) for x ∈ Lsquare, Msquare
halts afterO(N |x|) steps and accepts x with certainty, and (ii) for x /∈ Lsquare,Msquare halts
after at most O(N |x|2) steps and rejects x with probability at least 1− 1/N .
Proof. We construct a 2Q1CAMsquare = (Q,, , q0,Qacc,Qrej) such that for every input
x of length n and any function , (n)n,Msquare equipped with its counter tape of length
2(n)+ 1 recognizesLsquare. ForMsquare, let the state setQ={q0, q1, q2, q3, q4, qi5,j1 , qi6,j2 ,
qi7 | 1 iN, 1j1 i, 1j2N−i+1}, the accepting state setQacc = {qN7 }, and the re-
jecting state setQrej = {qj7 | 1jN − 1}. Deﬁne the transitionmatricesV,s , the counter
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Fig. 2. Transition image ofMsquare.
function C, and the tape-head function D as follows:
Vc|,0|q0〉 = |q0〉,
Vc|,0|qi5,0〉 = |qi6,N−i+1〉,
V$,0|q2〉 = |q3〉,
V$,0|qi6,N−i+1〉= 1√N
∑N
k=1 e
2ik
N
√−1|qk7 〉,
Va,0|q0〉 = |q0〉,
Va,0|q1〉 = |q2〉,
Va,0|q3〉 = |q4〉,
Va,s |qi5,j+1〉 = |qi5,j 〉for j = 0, i,
Va,0|qi5,i+1〉 = |qi5,i〉,
Va,1|qi5,i+1〉 = |qi5,2i〉,
Va,1|qi5,1〉 = |qi5,i〉,
Va,0|qi6,j+1〉 = |qi6,j 〉for 1jN − i,
Va,0|qi6,1〉 = |qi6,N−i+1〉,
Vb,0|q0〉 = |q1〉,
Vb,0|q2〉 = |q2〉,
Vb,0|q3〉 = |q3〉,
Vb,0|q4〉 = 1√
N
∑N
i=1 |qi5,0〉,
Vb,1|qi5,i〉 = |qi5,0〉,
Vb,1|qi5,0〉 = |qi5,2i〉,
Vb,0|qi6,j+1〉 = |qi6,j 〉,
Vb,0|qi6,1〉 = |qi6,N−i+1〉,
C(qi5,2i , a) = −1,
C(qi5,i , a) = +1,
C(qi5,2i , b) = −1,
C(qi5,0, a) = +1,
C(q,) = 0 otherwise,
D(qj ) =→ for j = 0, 2, 4,
D(qj ) =← for j = 1, 3,
D(qi5,2i ) =←,
D(qi5,i ) =→,
D(q ı6,N−i+1) =→,
D(q) =↓ otherwise.
Fig. 2 illustrates an intuitive transition image ofMsquare.
By the construction of Msquare, one can see that the computation of Msquare consists
of three phases. The ﬁrst phase rejects any input not of the form a+b+. This phase is
straightforward, similar to the case of a two-way reversible ﬁnite state automaton (without
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a counter) that recognizes every input of the form a+b+. For the input not of this form, the
computation terminates with rejection. Otherwise, the second phase begins with the state
q4 with the tape head reading the left-most b.
At the start of the second phase, the computation branches into N paths, indicated by the
states q15,0, . . . , q
N
5,0, each with amplitude 1/
√
N . For each of these paths, Msquare moves
the tape head to left and right deterministically in the following way. Along the ith path,
while the counter value is not zero, the automaton decreases the counter value by one and
moves the tape head to left. In addition, every time the tape head reads the symbol a, it
remains stationary for i steps. Upon the counter value being zero, it repeats the following
until the tape head reads the left-most b: it increases the counter value by one and moves
the tape head to right. If the tape head reads the symbol c|, the computation enters the third
phase with the state qi5,0. Thus, whileMsquare is scanning a’s in the input during the second
phase, the tape head requires precisely
(i + 1)
(
m1−1∑
c=0
(2c + 1)+m1
)
= (i + 1)
(
m21 +m1
)
steps along the ith path, where m1 is the number of as.
Along the ith path on the third phase, every time the tape head reads the symbol a or b, it
remains stationary forN − i+ 1 steps and then moves to right. Upon reading the symbol $,
each computation path again splits according to the quantum Fourier transformation, yield-
ing the single accepting state qN7 and the other rejecting states q17 , . . . , qN−17 . Thus, while
Msquare is scanning as and bs in the input during this phase, the tape head requires precisely
(N − i + 1)(m1 +m2) steps along the ith path,wherem2 is the number ofbs.Therefore, it is
easy to see that, under the assumption i = i′, (i + 1)(m21 +m1)+ (N − i + 1)(m1 +m2)= (i′ + 1)(m21 +m1)+ (N − i′ + 1)(m1 +m2) if and only if m21 = m2.
First consider the case thatm21 = m2. Since each of the N computation paths reaches the
symbol $ at the same timing, the superposition immediately after performing the quantum
Fourier transformation is
1
N
N∑
i=1
N∑
k=1
e
2ik
N
√−1|qk7 〉 = |qN7 〉.
Hence the accepting state qN7 is entered with certainty.
Next suppose that m21 = m2. In this case, each of N paths reaches the symbol $ at a
different timing. Thus, there is no cancellation among the rejection states. For each of N
paths, the conditional probability that an observation results in qN7 at the time is 1/N . It
follows that the total probability that an observation results in qN7 is also 1/N . Hence the
input is rejected with probability 1− 1/N .
It is clear that each possible computation path has lengthO(N |x|) for x ∈ Lsquare and at
most O(N |x|2) for x /∈ Lsquare. 
3.2.2. 2Q1CA for Lprod = {am1bm2cm1m2 | m1,m21}
Next we show the recognizability of Lprod = {am1bm2cm1m2 | m1,m21} by 2Q1CAs.
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Proposition 14. For a languageLprod = {am1bm2cm1m2 | m1,m21} and for an arbitrary
ﬁxed positive integer N2, there exists a 2Q1CAMprod such that (i) for x ∈ Lprod,Mprod
halts after O(N |x|) steps and accepts x with certainty, and (ii) for x /∈ Lprod,Mprod halts
after at most O(N |x|2) steps and rejects x with probability at least 1− 1/N .
Proof. The basic idea of the proof is similar to that of Proposition 13. We construct a
2Q1CA Mprod = (Q,, , q0,Qacc,Qrej) such that for every input x of length n and any
function , (n)n,Mprod equipped with its counter tape of length (n) accepts x ∈ Lwith
certainty and rejects x /∈ L with probability at least 1− 1/N . For Mprod, let the state set
Q={q0, q1, q2, q3, q4, q5, qi6, qi7, qi8,j1 , qi9, qi10,j2 , qi11 | 1 iN, 1j1 i, 1j2N−i
+ 1}, the accepting state set Qacc = {qN11}, and the rejecting state set Qrej = {qj11 |
1jN−1}. Deﬁne the transitionmatricesV,s , the counter functionC, and the tape-head
function D as follows:
Vc|,0|q0〉 = |q0〉,
Vc|,0|q5〉 = 1√
N
∑N
i=1 |qi6〉,
Vc|,1|qi9〉 = |qi6〉,
V$,0|q4〉 = |q5〉,
V$,0|qi10,1〉 = 1√N
∑N
k=1 e
2ik
N
√−1|qk11〉,
Va,0|q0〉 = |q0〉,
Va,0|q1〉 = |q2〉,
Va,0|q5〉 = |q5〉,
Va,s |qi6〉 = |qi6〉,
Va,s |qi9〉 = |qi9〉,
Va,1|qi7〉 = |qi8,1〉,
Vb,0|q0〉 = |q1〉,
Vb,0|q2〉 = |q2〉,
Vb,0|q3〉 = |q4〉,
Vb,0|q5〉 = |q5〉,
Vb,0|qi9〉 = |qi10,1〉,
Vb,1|qi6〉 = |qi7〉,
Vb,1|qi8,j 〉 = |qi8,j+1〉 for 1j i − 1,
Vb,1|qi8,i〉 = |qi8,1〉,
Vb,1|qi9〉 = |qi9〉,
Vc,0|q2〉 = |q3〉,
Vc,0|q4〉 = |q4〉,
Vc,0|q5〉 = |q5〉,
Vc,0|qi10,j 〉 = |qi10,j+1〉 for 1jN − i,
Vc,0|qi10,N−i+1〉 = |qi10,1〉,
Vc,1|qi8,1〉 = |qi9〉,
C(qi6, a) = +1,
C(qi9, a) = −1,
C(qi9, c) = −1,
C(q,) = 0 otherwise,
D(qj ) =→ for j = 0, 2, 4,
D(qj ) =← for j = 1, 3, 5,
D(qi6) =→,
D(qi7) =←,
D(qi8,1) =→,
D(qi9) =←,
D(qi10) =→,
D(q) =↓ otherwise.
Fig. 3 illustrates an intuitive transition image ofMprod.
By the construction of Mprod, one can see that its computation consists of four phases.
The ﬁrst phase rejects any input not of the form a+b+c+. If the input is not of this form,
the computation terminates and rejects. Otherwise, the second phase begins with the state
q5 with the tape head reading the symbol c|.
At the start of the second phase, the computation branches into N paths, indicated by the
states q16 , . . . , q
N
6 , each with amplitude 1/
√
N . For each of these paths, Mprod moves the
tape head to right and increases the counter value by one every time it reads the symbol a.
Upon reading the symbol b, the third phase begins with the state qi8.
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Fig. 3. Transition image ofMprod.
Along the ith path on the third phase, every time the tape head reads the symbol b it
remains stationary for i steps and after that moves to right. After reading the symbol c,
if the counter value is zero, the fourth phase begins with the state qi10. Otherwise repeat
the following until the tape head reaches the symbol c|: every time the tape head reads the
symbol b, the automaton moves the tape head to left, while every time the tape head reads
the symbol a, the automaton moves the tape head to left and decreases the counter value by
one. Upon reading the symbol c|, the automaton re-enters the second phase. Thus, the tape
head requires preciselym1 steps on each second phase and im2 +m1+m2 steps along the
ith path on each third phase, where m1 and m2 are the numbers of as and bs, respectively.
It is easy to see that the automaton repeats the second and the third phase m1 times.
Along the ith path on the fourth phase, every time the tape head reads the symbol c, it
remains stationary for N − i + 1 steps and then moves to right. Upon reading the symbol
$, each computation path again splits according to the quantum Fourier transformation,
yielding the single accepting state qN11 and the other rejecting states q111, . . . , qN−111 . Thus,
in this phase, the tape head requires precisely (N − i + 1)m3 steps along the ith path,
where m3 is the number of cs. Therefore, it is easy to see that, under the assumption
i = i′, 2m21 + (i + 1)m1m2 + (N − i + 1)m3 = 2m21 + (i′ + 1)m1m2 + (N − i′ + 1)m3
if and only if m3 = m1m2.
Thus, with a similar argument to the proof of Proposition 13,Mprod accepts the input in
Lprod with certainty, while rejects the input not in Lprod with probability at least 1−1/N . It
is clear that each possible computation path has length O(N |x|) for x ∈ Lprod and at most
O(N |x|2) for x /∈ Lprod. 
3.3. 2Q1CAs for Lm,m2,...,mk = {am1 am
2
2 · · · am
k
k | m1}
Our third example is Lm,m2,...,mk = {am1 am
2
2 · · · am
k
k | m1}, k2, which is also recog-
nizable by 2Q1CAs.
Proposition 15. For a language Lm,m2,...,mk = {am1 am
2
2 · · · am
k
k | m1}, k2, and for an
arbitrary ﬁxed positive integer N2, there exists a 2Q1CA Mm,m2,...,mk such that (i) for
x ∈ Lm,m2,...,mk , Mm,m2,...,mk halts after O(N |x|) steps and accepts x with certainty, and
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(ii) for x /∈ Lm,m2,...,mk ,Mm,m2,...,mk halts after at most O(N |x|2) steps and rejects x with
probability at least 1− 1/N .
Proof (Sketch). The proof is obtained by combining 2Q1CAs for Lsquare and Lprod.
In the case k = 2, it is immediate from Proposition 13.
Consider the case k3. First, Mm,m2,...,mk checks whether the input is of the form
a+1 a
+
2 · · · a+k . Next, it checks whether m21 = m2 or not, where mj is the length of aj ’s
for each 1jk. Finally, it checks whether m1mj = mj+1 or not for each
2jk − 1. 
3.4. 2Q1CA for Lpower = {amb2m | m1}
Finally we show the recognizability of Lpower = {amb2m | m1} by 2Q1CAs. Interest-
ingly, Lpower can be recognized by 2Q1CAs in linear time.
First we show the following lemma.
Lemma 16. There exists a 2R1CAMb2m which recognizes {b2
m | m0}.
Proof. For Mb2m = (Q,, , q0,Qacc,Qrej), let the state set Q = {q0, q1, q2, q3, q4, q5,
q6, q7, q8}, the accepting state set Qacc = {q7}, and the rejecting state set Qrej = {q8}.
Deﬁne the transition matrices V,s , the counter function C, and the tape-head function D as
follows:
Vc|,0|q0〉 = |q0〉,
Vc|,0|q3〉 = |q7〉,
Vc|,s |q2〉 = |q8〉,
V$,0|q0〉 = |q1〉,
V$,1|q1〉 = |q2〉,
V$,1|q6〉 = |q1〉,
Vb,0|q0〉 = |q0〉,
Vb,0|q2〉 = |q3〉,
Vb,0|q3〉 = |q4〉,
Vb,0|q4〉 = |q6〉,
Vb,1|q2〉 = |q2〉,
Vb,1|q5〉 = |q6〉,
Vb,1|q6〉 = |q5〉,
C(q1, $) = +1,
C(q2, $) = −1,
C(q2, b) = −1,
C(q5, b) = +1,
C(q6, b) = +1,
C(q,) = 0 otherwise,
D(q0) =→,
D(q2) =←,
D(q3) =←,
D(q4) =→,
D(q6) =→,
D(q)=↓ otherwise.
Reversibility of this automaton can be checked easily. 
Now we are ready to show the recognizability of Lpower by 2Q1CAs.
Proposition 17. For a language Lpower = {amb2m | m1} and for an arbitrary ﬁxed inte-
ger N2, there exists a 2Q1CAMpower that accepts x ∈ Lpower with certainty and rejects
x /∈ Lpower with probability at least 1− 1/N . In either case, Mpower halts after O(N |x|)
steps with certainty.
Proof. UsingMb2m constructed in the proof of Lemma 16, we constructMpower in a similar
manner to the proofs of Propositions 13 and 14.
Mpower behaves as follows.
First, it checks whether the input is of the form a+b+.
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Second, the computation branches into N paths, each with amplitude 1/
√
N . Along the
ith path,Mpower checks whether the number of bs is a power of two, behaving in the same
manner as Mb2m except that it remains stationary for N − i + 1 steps every time the tape
head reads the symbol $ with the state being q6.
Third, every time the tape head reads the symbol a, it remains stationary for i steps and
after that moves to left.
Finally, upon reading the symbol c|, each computation path again splits according to the
quantum Fourier transformation, which yields the single accepting state and other rejecting
states.
By the construction of the automaton, it is easy to see that, the accepting state is entered
with certainty for the input in Lpower, while it is entered with probability at most 1/N for
the input not in Lpower. It is clear that each possible computation path has length O(N |x|)
for every input x. 
4. 1QkCAs versus 1DkCAs
Now we focus on the power of one-way quantum k-counter automata. Namely we prove
the incomparability between one-way quantum k-counter automata and one-way determin-
istic k-counter automata, for any ﬁxed k.
4.1. Strength of 1QkCAs
First it is shown the strength of 1QkCAs that there exists a language that can be recognized
by 1QkCAs but not by 1DkCAs.
Fischer,Meyer, and Rosenberg [12] proved that the languageLk+10 = {am1bam2b · · · amk
bamk+1cam0 |mi0,m0 = mj for some 1jk + 1} cannot be recognized by 1DkCAs.
In contrast to this, we prove that, for any ﬁxed k, Lk+10 is recognizable by bounded-error
1Q1CAs.Here onemay consider a 1Q1CAas a 1Q2CAwhose second counter never changes
its value, or a 2Q1CA whose tape head moves to right by a square at every step. For the
formal deﬁnition of 1Q1CAs, see [17,23,10].
Proposition 18. There exists a 1Q1CAMk+10 that recognizes the languageLk+10 with prob-
ability 1/2+ 1/(4k + 2).
Proof. We only show the recognizability of L30 = {am1bam2bam3cam0 |mi0,m0 = mj
for some 1j3} for the case k = 2. It is straightforward to extend the proof to the case
of general k.
Let L31 = {amba∗ba∗cam | m0}, L32 = {a∗bamba∗cam | m0}, and L33 = {a∗ba∗
bamcam|m0}. It is easy to prove that each of L31, L32, and L33 is recognizable by a one-
way reversible one-counter automaton (1R1CA). Let eachM31 ,M32 , andM33 be the 1R1CA
for L31, L
3
2, and L33, respectively. We construct a 1Q1CA M30 by using M31 , M32 , and M33 .
M30 behaves as follows.
After reading the left end-marker c|, the computation branches into four paths, path-1,
path-2, path-3, and path-4, with amplitudes
√
1/5,
√
1/5,
√
1/5, and
√
2/5, respectively.
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In each path-i, 1 i3,M30 behaves in the same manner asM3i to check whether the input
is in L3i . In the path-4,M
3
0 accepts any input.
Then, for every inputx ∈ L30, there is at least onepath among thepath-1, path-2, andpath-3
inwhich x is accepted.Therefore,M30 accepts x ∈ L30 with probability 1/5+ 2/5 = 3/5.On
the other hand, every input x /∈ L30 is always rejected in all of the three paths, path-1, path-2,
and path-3. ThusM30 rejects x /∈ L30 with probability at least 1/5+ 1/5+ 1/5 = 3/5.
Reversibility of this automaton is clear by its construction. 
4.2. Weakness of 1QkCAs
Next, in contrast to Proposition 18, it is shown the weakness of 1QkCAs that there is a
regular language that cannot be recognized by bounded-error 1QkCAs.
For the no-counter and one-counter cases, it is known that the languageLlast = {{a, b}∗a}
cannot be recognized by 1QFAs [16] and 1Q1CAs [23] with bounded error. Since Llast is
regular, it is obviously recognizable by one-way deterministic ﬁnite state automata (and
hence by 1DkCAs for any ﬁxed k). These unrecognizability results for Llast are from the
fact shown by Nayak [22], which states that, for each ﬁxed n0, any general one-way
quantum automaton that recognizes the language {wa | w ∈ {a, b}∗, |w|n} must have
2(n) quantum basis states. It is easy to extend these to the k-counter case.
Proposition 19. For any ﬁxed k0, the language Llast cannot be recognized by 1QkCAs
with bounded error.
Proof. By the fact shown by Nayak, a 1QkCA for Llast must have at least 2(n) quantum
basis states for every input of length n. For every input of length n, however, the number
of basis states a 1QkCA can have is at most (2n+ 5)k|Q|, which is less than 2(n) for
sufﬁciently large n. This completes the proof. 
5. Conclusions
This paper focused on the power of quantum analogues of various counter automata, in
particular, two-way one-counter and one-way k-counter ones. For every model of counter
automata, the relation between the classes of languages recognizable by bounded error quan-
tum ones and classical deterministic ones was almost completely proved. Several interesting
problems remain open related to the power of quantum counter automata.
• Our proof of reversible simulation of 2D1CAs by 2R1CAs does not complete if the length
of the counter tape is unbounded and inﬁnite independent of the input length. Are there
any methods of reversible simulation which works well even if the length of the counter
tape is unbounded?
• As for simple models, we proved that simple 2D1CAs are as powerful as 2D1CAs. Are
simple 2Q1CAs as powerful as 2Q1CAs?
• As far aswe know, the relations between the probabilisticmodel and the quantummodel of
counter automata have been discussed only on the one-way one-counter case by Bonner,
Freivalds, and Kravtsev [10]. In particular, almost no results seem to be known about
T. Yamasaki et al. / Theoretical Computer Science 334 (2005) 275–297 293
the power of the probabilistic models of two-way one-counter automata and one-way
k-counter automata. What relations are provable between the power of quantum counter
automata and that of their classical probabilistic counterparts?
Appendix A. Well-formedness conditions of 2Q1CAs
The following equations (A.1)–(A.13) are well-formedness conditions of 2Q1CAs.
For any q1, q2 ∈ Q, ,1,2 ∈ , and s, s1, s2 ∈ {0, 1, c|, $},∑
q ′∈Q,c∈{−1,0,+1},d∈{←,↓,→}
†(q1,, s, q ′, c, d)(q2,, s, q ′, c, d)
=
{
1 if q1 = q2,
0 if q1 = q2, (A.1)∑
q ′∈Q,c∈{−1,0,+1}
(
†(q1,1, s, q ′, c,←)(q2,2, s, q ′, c,↓)
+†(q1,1, s, q ′, c,↓)(q2,2, s, q ′, c,→)
)
= 0, (A.2)
∑
q ′∈Q,c∈{−1,0,+1}
†(q1,1, s, q ′, c,←)(q2,2, s, q ′, c,→) = 0, (A.3)
∑
q ′∈Q,d∈{←,↓,→}
(
†(q1,, s1, q ′,−1, d)(q2,, s2, q ′, 0, d)
+†(q1,, s1, q ′, 0, d)(q2,, s2, q ′,+1, d)
)
= 0, (A.4)
∑
q ′∈Q
(
†(q1,1, s1, q ′,−1,←)(q2,2, s2, q ′, 0,↓)
+†(q1,1, s1, q ′,−1,↓)(q2,2, s2, q ′, 0,→)
+†(q1,1, s1, q ′, 0,←)(q2,2, s2, q ′,+1,↓)
+†(q1,1, s1, q ′, 0,↓)(q2,2, s2, q ′,+1,→)
)
= 0, (A.5)
∑
q ′∈Q
(
†(q1,1, s1, q ′,−1,→)(q2,2, s2, q ′, 0,↓)
+†(q1,1, s1, q ′,−1,↓)(q2,2, s2, q ′, 0,←)
+†(q1,1, s1, q ′, 0,→)(q2,2, s2, q ′,+1,↓)
+†(q1,1, s1, q ′, 0,↓)(q2,2, s2, q ′,+1,←)
)
= 0, (A.6)
∑
q ′∈Q
(
†(q1,1, s1, q ′,−1,←)(q2,2, s2, q ′, 0,→)
+†(q1,1, s1, q ′, 0,←)(q2,2, s2, q ′,+1,→)
)
= 0, (A.7)
∑
q ′∈Q
(
†(q1,1, s1, q ′,−1,→)(q2,2, s2, q ′, 0,←)
+†(q1,1, s1, q ′, 0,→)(q2,2, s2, q ′,+1,←)
)
= 0, (A.8)
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∑
q ′∈Q,d∈{←,↓,→}
†(q1,, s1, q ′,−1, d)(q2,, s2, q ′,+1, d) = 0, (A.9)
∑
q ′∈Q
(
†(q1,1, s1, q ′,−1,←)(q2,2, s2, q ′,+1,↓)
+†(q1,1, s1, q ′,−1,↓)(q2,2, s2, q ′,+1,→)
)
= 0, (A.10)
∑
q ′∈Q
(
†(q1,1, s1, q ′,−1,→)(q2,2, s2, q ′,+1,↓)
+†(q1,1, s1, q ′,−1,↓)(q2,2, s2, q ′,+1,←)
)
= 0, (A.11)
∑
q ′∈Q
†(q1,1, s1, q ′,−1,←)(q2,2, s2, q ′,+1,→) = 0, (A.12)
∑
q ′∈Q
†(q1,1, s1, q ′,−1,→)(q2,2, s2, q ′,+1,←) = 0. (A.13)
For completeness, we show in the following proposition that the equations (A.1)–(A.13) are
necessary and sufﬁcient conditions for the transition matrix Ux to be unitary.
Proposition 20. A 2Q1CA satisﬁes the well-formedness conditions iff Ux is a unitary op-
erator.
Proof. By deﬁnition, Ux transforms two quantum states |q1, z1, k1〉 and |q2, z2, k2〉 into
the following states:
Ux |q1, z1, k1〉 =
∑
q ′1,c1,d1
(q1,1, s1, q ′1, c1, d1)|q ′1, z1 + c1, k1 + (d1)〉,
Ux |q2, z2, k2〉 =
∑
q ′2,c2,d2
(q2,2, s2, q ′2, c2, d2)|q ′2, z2 + c2, k2 + (d2)〉.
First, assume that Ux is a unitary operator, that is,
(
Ux
)†
Ux = I . Then the inner product
of the above two vectors is
〈q1, z1, k1|q2, z2, k2〉
= 〈q1, z1, k1|(Ux )†Ux |q2, z2, k2〉
= ∑
q ′1,c1,d1
∑
q ′2,c2,d2
(
†(q1,1, s1, q ′1, c1, d1)(q2,2, s2, q ′2, c2, d2)
×〈q ′1, z1 + c1, k1 + (d1)|q ′2, z2 + c2, k2 + (d2)〉
)
.
Here we have
〈q ′1, z1 + c1, k1 + (d1)|q ′2, z2 + c2, k2 + (d2)〉
=
{
1 if q ′1 = q ′2, z1 + c1 = z2 + c2, and k1 + (d1) = k2 + (d2),
0 otherwise.
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It follows that the inner product is
〈q1, z1, k1|q2, z2, k2〉 = ∑
q′
z1+c1=z2+c2
k1+(d1)=k2+(d2)
†(q1,1, s1, q ′, c1, d1)
×(q2,2, s2, q ′, c2, d2). (A.14)
(i) In the case that z1 = z2 and k1 = k2, the left-hand side of (A.14) 〈q1, z1, k1|q2, z2, k2〉
= 1 if q1 = q2 and 〈q1, z1, k1|q2, z2, k2〉 = 0 otherwise. Thus  satisﬁes (A.1).
(ii) In the case that z1 = z2 and k1 = k2±1, the left-hand side of (A.14) 〈q1, z1, k1|q2, z2,
k2〉 = 0. Thus  satisﬁes (A.2).
(iii) In the case that z1 = z2 and k1 = k2±2, the left-hand side of (A.14) 〈q1, z1, k1|q2, z2,
k2〉 = 0. Thus  satisﬁes (A.3).
(iv) In the case that z1 = z2±1 and k1 = k2, the left-hand side of (A.14) 〈q1, z1, k1|q2, z2,
k2〉 = 0. Thus  satisﬁes (A.4).
(v) In the case that z1 = z2±1 and k1 = k2±1, the left-hand side of (A.14) 〈q1, z1, k1|q2,
z2, k2〉 = 0. Thus  satisﬁes (A.5).
(vi) In the case that z1 = z2±1 and k1 = k2∓1, the left-hand side of (A.14) 〈q1, z1, k1|q2,
z2, k2〉 = 0. Thus  satisﬁes (A.6).
(vii) In the case that z1 = z2±1 and k1 = k2±2, the left-hand side of (A.14) 〈q1, z1, k1|q2,
z2, k2〉 = 0. Thus  satisﬁes (A.7).
(viii) In the case that z1 = z2±1 and k1 = k2∓2, the left-hand side of (A.14) 〈q1, z1, k1|q2,
z2, k2〉 = 0. Thus  satisﬁes (A.8).
(ix) In the case that z1 = z2±2 and k1 = k2, the left-hand side of (A.14) 〈q1, z1, k1|q2, z2,
k2〉 = 0. Thus  satisﬁes (A.9).
(x) In the case that z1 = z2±2 and k1 = k2±1, the left-hand side of (A.14) 〈q1, z1, k1|q2,
z2, k2〉 = 0. Thus  satisﬁes (A.10).
(xi) In the case that z1 = z2±2 and k1 = k2∓1, the left-hand side of (A.14) 〈q1, z1, k1|q2,
z2, k2〉 = 0. Thus  satisﬁes (A.11).
(xii) In the case that z1 = z2±2 and k1 = k2±2, the left-hand side of (A.14) 〈q1, z1, k1|q2,
z2, k2〉 = 0. Thus  satisﬁes (A.12).
(xiii) In the case that z1 = z2±2 and k1 = k2∓2, the left-hand side of (A.14) 〈q1, z1, k1|q2,
z2, k2〉 = 0. Thus  satisﬁes (A.13).
(xiv) In the case that |z1−z2| > 2 or |k1−k2| > 2, the left-hand side of (A.14) 〈q1, z1, k1|q2,
z2, k2〉 = 0. Since two quantum states |q1, z1+ c1, k1+(d1)〉 and |q2, z2+ c2, k2+
(d2)〉 differ from each other for each ci and di , the right-hand side of (A.14) is zero.
Thus, in this case, Eq. (A.14) always holds.
Thus, if Ux is a unitary operator,  satisﬁes the well-formedness conditions.
On the other hand, assume that  satisﬁes the well-formedness conditions. Then it is easy
to check
(
Ux
)†
Ux = I , that is, Ux is a unitary operator.
Hence we have the assertion. 
Appendix B. Well-formedness conditions of 1Q2CAs
The following Eqs. (B.1)–(B.9) are well-formedness conditions of 1Q2CAs.
296 T. Yamasaki et al. / Theoretical Computer Science 334 (2005) 275–297
For any q1, q2 ∈ Q,  ∈ , and s1, s2, s11, s12, s21, s22 ∈ {0, 1},∑
q ′∈Q,c1,c2∈{0,±1},
†(q1,, s1, s2, q ′, c1, c2)(q2,, s1, s2, q ′, c1, c2)
=
{
1 if q1 = q2,
0 if q1 = q2, (B.1)∑
q ′∈Q,c1∈{0,±1},
(
†(q1,, s1, s21, q ′, c1,−1)(q2,, s1, s22, q ′, c1, 0)
+†(q1,, s1, s21, q ′, c1, 0)(q2,, s1, s22, q ′, c1,+1)
)
= 0, (B.2)
∑
q ′∈Q,c1∈{0,±1},
†(q1,, s1, s21, q ′, c1,−1)(q2,, s1, s22, q ′, c1,+1) = 0, (B.3)
∑
q ′∈Q
(
†(q1,, s11, s21, q ′,−1,−1)(q2,, s12, s22, q ′, 0, 0)
+†(q1,, s11, s21, q ′,−1, 0)(q2,, s12, s22, q ′, 0,+1)
+†(q1,, s11, s21, q ′, 0,−1)(q2,, s12, s22, q ′,+1, 0)
+†(q1,, s11, s21, q ′, 0, 0)(q2,, s12, s22, q ′,+1,+1)
)
= 0, (B.4)
∑
q ′∈Q
(
†(q1,, s11, s21, q ′,−1,+1)(q2,, s12, s22, q ′, 0, 0)
+†(q1,, s11, s21, q ′,−1, 0)(q2,, s12, s22, q ′, 0,−1)
+†(q1,, s11, s21, q ′, 0,+1)(q2,, s12, s22, q ′,+1, 0)
+†(q1,, s11, s21, q ′, 0, 0)(q2,, s12, s22, q ′,+1,−1)
)
= 0, (B.5)
∑
q ′∈Q
(
†(q1,, s11, s21, q ′,−1,−1)(q2,, s12, s22, q ′, 0,+1)
+†(q1,, s11, s21, q ′, 0,−1)(q2,, s12, s22, q ′,+1,+1)
)
= 0, (B.6)
∑
q ′∈Q
(
†(q1,, s11, s21, q ′,−1,+1)(q2,, s12, s22, q ′, 0,−1)
+†(q1,, s11, s21, q ′, 0,+1)(q2,, s12, s22, q ′,+1,−1)
)
= 0, (B.7)
∑
q ′∈Q
†(q1,, s11, s21, q ′,−1,−1)(q2,, s12, s22, q ′,+1,+1) = 0, (B.8)
∑
q ′∈Q
†(q1,, s11, s21, q ′,−1,+1)(q2,, s12, s22, q ′,+1,−1) = 0, (B.9)
References
[1] F.M. Ablayev, A. Gainutdinova, On the lower bounds for one-way quantum automata, in: Mathematical
Foundations of Computer Science 2000, 25th Internat. Symp. MFCS 2000, Vol. 1893, Lecture Notes in
Computer Science, Springer, Berlin, 2000, pp. 132–140.
T. Yamasaki et al. / Theoretical Computer Science 334 (2005) 275–297 297
[2] M.Amano, K. Iwama, Undecidability on quantum ﬁnite automata, in: Proc. 31stAnnualACM Symp. Theory
of Computing, 1999, pp. 368–375.
[3] A. Ambainis, R.F. Bonner, R. Freivalds, M. Golovkins, M. Karpinski, Quantum ﬁnite multitape automata,
in: SOFSEM ’99: Theory and Practice of Informatics, 26th Conf. Current Trends in Theory and Practice of
Informatics, Vol. 1725, Lecture Notes in Computer Science, Springer, Berlin, 1999, pp. 340–348.
[4] A. Ambainis, R.F. Bonner, R. Freivalds, A. K¸ikusts, Probabilities to accept languages by quantum ﬁnite
automata, in: Computing and Combinatorics, 5th Annual Internat. Conf. COCOON ’99, Vol. 1627, Lecture
Notes in Computer Science, Springer, Berlin, 1999, pp. 174–183.
[5] A. Ambainis, R. Freivalds, 1-way quantum ﬁnite automata: strengths, weaknesses and generalizations, in:
39th Annual Symp. Foundations of Computer Science, 1998, pp. 332–341.
[6] A. Ambainis, A. K¸ikusts, Exact results for accepting probabilities of quantum automata, Theoret. Comput.
Sci. 295 (1–3) (2003) 3–25.
[7] A. Ambainis, A. K¸ikusts, M. Valdats, On the class of languages recognizable by 1-way quantum ﬁnite
automata, in: STACS 2001, 18thAnnual Symp. TheoreticalAspects of Computer Science,Vol. 2010, Lecture
Notes in Computer Science, Springer, Berlin, 2001, pp. 75–86.
[8] A. Ambainis, A. Nayak, A. Ta-Shma, U.V. Vazirani, Dense quantum coding and quantum ﬁnite automata, J.
ACM 49 (4) (2002) 496–511.
[9] A. Ambainis, J.H. Watrous, Two-way ﬁnite automata with quantum and classical states, Theoret. Comput.
Sci. 287 (1) (2002) 299–311.
[10] R.F. Bonner, R. Freivalds, M. Kravtsev, Quantum versus probabilistic one-way ﬁnite automata with counter,
in: SOFSEM 2001: Theory and Practice of Informatics, 28th Conf. Current Trends in Theory and Practice of
Informatics, Vol. 2234, Lecture Notes in Computer Science, Springer, Berlin, 2001, pp. 181–190.
[11] A. Brodsky, N. Pippenger, Characterizations of 1-way quantum ﬁnite automata, SIAM J. Comput. 31 (5)
(2002) 1456–1478.
[12] P.C. Fischer, A.R. Meyer, A.L. Rosenberg, Counter machines and counter languages, Math. Systems Theory
2 (3) (1968) 265–283.
[13] R. Freivalds, A. Winter, Quantum ﬁnite state transducers, in: SOFSEM 2001: Theory and Practice of
Informatics, 28th Conf. Current Trends in Theory and Practice of Informatics, Vol. 2234, Lecture Notes
in Computer Science, Springer, Berlin, 2001, pp. 233–242.
[14] M. Golovkins, Quantum pushdown automata, in: SOFSEM 2000: Theory and Practice of Informatics, 27th
Conf. Current Trends in Theory and Practice of Informatics, Vol. 1963, Lecture Notes in Computer Science,
Springer, Berlin, 2000, pp. 336–346.
[15] E.M. Gurari, O.H. Ibarra, Two-way counter machines and Diophantine equations, J. ACM 29 (3) (1982)
863–873.
[16] A. Kondacs, J.H.Watrous, On the power of quantum ﬁnite state automata, in: 38thAnnual Symp. Foundations
of Computer Science, 1997, pp. 66–75.
[17] M. Kravtsev, Quantum ﬁnite one-counter automata, in: SOFSEM ’99: Theory and Practice of Informatics,
26th Conf. Current Trends in Theory and Practice of Informatics, Vol. 1725, Lecture Notes in Computer
Science, 1999, pp. 431–440.
[18] K.-J. Lange, P. McKenzie, A. Tapp, Reversible space equals deterministic space, J. Comput. Syst. Sci. 60 (2)
(2000) 354–367.
[19] M.L. Minsky, Recursive unsolvability of Post’s problem of ‘tag’ and other topics in the theory of Turing
machines, Annals of Mathematics 74 (3) (1961) 437–455.
[20] C. Moore, J.P. Crutchﬁeld, Quantum automata and quantum grammars, Theoret. Comput. Sci. 237 (1–2)
(2000) 275–306.
[21] K. Morita, Universality of a reversible two-counter machine, Theoret. Comput. Sci. 168 (2) (1996) 303–320.
[22] A. Nayak, Optimal lower bounds for quantum automata and random access codes, in: 40th Annual Symp.
Foundations of Computer Science, 1999, pp. 369–376.
[23] T.Yamasaki, H. Kobayashi,Y. Tokunaga, H. Imai, One-way probabilistic reversible and quantum one-counter
automata, Theoret. Comput. Sci. 289 (2) (2002) 963–976.
