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Macroscopic arrays of cold atoms trapped in optical cavities can reach the strong atom-light col-
lective coupling regime thanks to the simultaneous interactions of the cavity mode with the atomic
ensemble. In a recent work [1] we reported a protocol that takes advantage of the strong and col-
lective atom-light interactions in cavity QED systems for precise electric field sensing in the optical
domain. We showed that it can provide between 10-20 dB of metrological gain over the standard
quantum limit in current cavity QED experiments operating with long-lived alkaline-earth atoms.
Here, we give a more in depth discussion of the protocol using both exact analytical calculations
and numerical simulations, and describe the precise conditions under which the predicted enhance-
ment holds after thoroughly accounting for both photon loss and spontaneous emission, natural
decoherence mechanisms in current experiments. The analysis presented here not only serves to
benchmark the protocol and its utility in cavity QED arrays but also sets the conditions required
for its applicability in other experimental platforms such as arrays of trapped ions.
I. INTRODUCTION
Quantum sensing is emerging as an area with great
promise, particularly in the context of leveraging quan-
tum effects for real-world technological advances. To-
wards this end, much of the effort in this field has been di-
rected to demonstrations of sensing beyond the Standard
Quantum Limit (SQL), which bounds the sensitivity of
classical devices with respect to measuring or inferring
small perturbations. Efforts to surpass the SQL by har-
nessing quantum effects such as entanglement and non-
classical correlations are taking place in a diverse range of
platforms and are allowing for improved phase-estimation
in state-of-the art interferometers. A pioneering example
is the use of squeezed states of light [2] for gravitational
wave detection in the Advanced LIGO experiment [3–5],
for axion-like dark matter searches in microwave cavi-
ties [6], and also a proof-of principle experiment to sense
small mechanical displacements in a trapped ion system
[7] (in this case using phonons instead of photons). Simi-
larly, demonstrations of non-classical atom-light states,
including Schro¨dinger cat states, have been also been
demonstrated in microwave cavities using Rydberg atoms
[8], superconducting qubits [9] and phonon-like trapped
ion analogs [10].
A crucial limit to any quantum-enhanced technology is
decoherence due to undesirable coupling to an environ-
ment. Specifically in the context of quantum metrology,
states which posses sub-SQL sensitivity are intrinsically
fragile to decoherence. In fact, there is a delicate tradeoff
between enhanced metrological utility and increased sus-
ceptibility to decoherence, which can quickly degrade any
quantum advantage [11]. To ensure that coherent or even
dissipative processes responsible for the creation of the
non-classical state are much faster than any undesirable
decoherence rates, experiments using light-matter inter-
actions with single qubits have been forced to operate in
the strong coupling regime [12–14]. Here, the atom-light
interaction strength 2g, is larger than the decay rates of
the qubit, γ, and resonator κ.
Optical cavities traditionally do not fall into this
paradigm, and much of the recent focus in this platform
has been on the generation of entangled atomic states
[15–19] with efforts directed towards their use for en-
hanced optical frequency standards using long-lived clock
states [20–23]. However, one of the key benefits of opti-
cal cavity platforms is that they can potentially host a
very large number of atoms that coherently interact with
a single electromagnetic mode. This effectively causes
a collective enhancement of the interaction strength and
can lead to the realization of strong collective coupling
g
√
N  κ, γ.
In Ref.[1] we predicted that strong collective coupling
in an optical cavity can be used to prepare entangled
atom-light cat-states for quantum-enhanced sensing of
weak fields in the optical domain. We showed that col-
lective atom-light interactions can provide between 10-
20 dB of metrological gain over the standard quantum
limit in current cavity QED experiments operating with
long-lived alkaline-earth atoms. Moreover, we demon-
strated that by generating the entanglement via an inter-
action between two different subsystems, combined with
a readout protocol based on time-reversal of the entan-
gling dynamics, one can extract nearly optimal sensi-
tivity using only readily accessible observables such as
atomic inversion.
In this companion article we elaborate on these results
in detail. We also present a more generic treatment of
the dynamics that is applicable in a broader parameter
regime and which extends beyond the scope of the sim-
pler perturbative approaches used in Ref.[1]. In Sec. II
we introduce the dispersive atom-light interaction Hamil-
tonian that is the basis of our protocol and describe how
to use it to generate metrologically useful states. Fur-
ther, we outline the basic time-reversal protocol that un-
derpins our proposed experimental realization. Then, in
Sec. III we outline how to engineer the dispersive interac-
tion from the fundamental Tavis-Cummings Hamiltonian
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2that describes the natural atom-light coupling in an opti-
cal cavity. Finally, in Sec. IV we present a detailed anal-
ysis of the experimentally achievable sensitivity in the
presence of cavity decay, atomic spontaneous emission
and relevant technical noise. We also discuse a possible
generalization of the time-reversal protocol to counteract
these effects.
II. ATOM-LIGHT QUANTUM SENSOR
Our aim is to use atom-light interactions in an optical
cavity to generate states that are useful for quantum-
enhanced sensing of small coherent displacements of the
cavity field. Specifically, we want to dynamically gen-
erate resource states which are capable of sensing small
displacements beyond the standard quantum limit (SQL)
[24, 25]. For clarity, we reiterate that we are referring
to the SQL of displacements of a bosonic system, in
contrast to the SQL of phase-shifts, which is the more
typical use in the literature. In this context, the SQL
is defined with respect to the sensitivity attainable us-
ing quasi-classical states, in particular a bosonic coher-
ent state. Intuitively, the sensitivity achievable with a
coherent state is bounded by its rms width σ in phase-
space (see Fig. 1), corresponding to the vacuum noise [2].
Hence, the SQL is given by (δβ)2 ≥ 1/σ2 = 1/4, where
δβ is the precision to which a displacement β can be
estimated. Numerous investigations have demonstrated
that by introducing correlations and non-classicality, the
quantum projection noise of a bosonic state can be ma-
nipulated to achieve precision beyond the SQL to the
so-called Heisenberg limit [26–30], which typically scales
as (δβ)2 ∼ 1/n¯ where n¯ is the average particle number
of the state. It is also useful to compare these bounds on
bosonic displacements with the analogous metrological
bounds on phase shifts φ. For the latter, the SQL scales
like (δφ)2 ∼ 1/n¯ while the Heisenberg limit possesses the
improved scaling (δφ)2 ∼ 1/n¯2. In fact, under certain
conditions the bounds on phase shifts and displacements
can be related using the relation (δβ)2 ∼ (√n¯δφ)2 [31].
It has previously been shown within the context of,
e.g., microwave cavities and circuit-QED, that disper-
sively coupling a single qubit to a bosonic field can
be used to dynamically prepare superposition states
which are highly sensitive to small coherent displace-
ments [8, 31]. Here, we extrapolate to the case of many
qubits and consider a dispersive atom-light coupling of
the form:
Hˆ = χaˆ†aˆSˆz, (1)
where aˆ (aˆ†) is the destruction (creation) operator of a
single cavity mode, Sˆx,y,z = (1/2)
∑N
j=1 σˆ
j
x,y,z are col-
lective spin operators defined as the sum over individual
Pauli operators σˆjx,y,z acting on atom j, and χ charac-
terizes the strength of the atom-light interaction. Note
we set ~ = 1 throughout this paper. Furthermore, we
remark that this Hamiltonian is not exclusive of atom-
light systems and can arise in, e.g., trapped ion setups,
where the center of mass of the ions takes the place of
the cavity mode.
Entangled atom-light states can readily be generated
by evolution under Eq. (1) starting from the initial prod-
uct state:
|ψ0〉 = |N/2x〉 ⊗ |α〉 , (2)
where |N/2x〉 =
∑N/2
m=−N/2 cm |mz〉 is a spin coherent
state of N spin-1/2s fully polarized along x, |mz〉 is a
spin basis state such that Sˆz |mz〉 = mz |mz〉 and |α〉 is
a bosonic coherent state with amplitude α ∈ R. Since Hˆ
is invariant under aˆ→ aˆeiφ, the choice α ∈ R entails no
loss of generality and in fact defines the phase reference
from which all other phases are measured.
The dispersive interaction generates rotations of the
initial bosonic state at a rate set by the z spin projection
of the initial atomic state [1]:
|ψt〉 =
∑
mz
cmz |mz〉 ⊗ |αe−iωmz t〉 , (3)
where ωmz = χmz.
The generated superposition state, Eq. (3), can be
identified as a generalized cat-state [26, 31, 32]. Such
states are appreciated to have great metrological po-
tential [26, 33], because they exhibit fine structure in
phase-space which makes them quickly distinguishable
upon perturbation. In particular, while the spin degree
of freedom is essential to the measurement protocol out-
lined below, much of the metrological sensitivity of the
state |ψt〉 can be understood by considering an analogous
purely bosonic state |ψB〉 ∝
∑N/2
mz=−N/2 cmz |αe−iωmz t〉.
The state |ψB〉 is meant to serve as a toy model of the
full state |ψt〉, with the added benefit that visualization
is much simpler for |ψB〉, as will be discussed in the next
paragraph. For clarity, we remark that |ψB〉 is not ob-
tained from |ψt〉 by tracing over the spin degrees of free-
dom. Here, we choose to weight the superposition of
bosonic coherent states by the same coefficients cmz sim-
ply to make the analogy closer.
The structure of the state |ψB〉 and corresponding
metrological utility can be best visualized using the as-
sociated Wigner function [34, 35]:
WB(ζ) =
2
pi
e2|ζ|
2
∫
d2β 〈−β|ψB〉〈ψB |β〉e−2(βζ∗−β∗ζ),
(4)
defined in a bosonic phase-space with respect to the co-
herent state basis. In Fig. 1 we plot WB(ζ) at three
different times t for a simple example with α = 4 and
N = 10. At t = 0 the Wigner function is that of the
initial coherent state, which is a Gaussian centered at
ζ = α and with rms width σ = 1/2 corresponding to the
vacuum noise. For relatively short-times, t . 1/χ
√
N ,
3FIG. 1. Wigner function of analogous bosonic generalized
cat state |ψB〉 ∝∑N/2mz=−N/2 cmz |αe−iωmz t〉 with ωmz = χmz
at various evolution times t. Sensitivity to displacements in-
creases left to right as it is relates to the smallest scale struc-
ture observed in the Wigner function.
we expect many of the coherent states in the superpo-
sition of |ψB〉 to have significant overlap. This is illus-
trated for an example t = 0.25(χ
√
N)−1, for which we see
the Wigner function appears to be composed of concen-
tric crescents. These crescents highlight that the Wigner
function has oscillatory structure at length scales smaller
than the original vacuum noise. At longer times, the co-
herent states begin to distinctly disperse and even more
complex fine structure emerges in phase-space as shown
for the example at t = 0.55(χ
√
N)−1. The sub-SQL sen-
sitivity of these latter two states is a direct result of the
fine structure appearing on scales smaller than typical
vacuum noise. Specifically, the fine structure means that
the application of a small displacement, at a scale below
the SQL, can still make the final perturbed state rapidly
orthogonal to the original [26].
A quantitative assessment of the metrological utility
of the spin boson cat state |ψt〉 for any perturbation is
given by the Cra`mer-Rao bound [24, 36]. In particular,
the sensitivity δβ to a small coherent displacement β is
bounded by the quantum Fisher information FQ (QFI)
as (δβ)2 ≥ (FQ)−1. For a pure state, FQ is proportional
to the quantum variance of the operator that generates
the perturbation [37], evaluated with respect to the afore-
mentioned state. For the specific case of displacements
along the real axis in phase-space generated by the dis-
placement operator D = eiβYˆ with Yˆ = i(aˆ† − aˆ), then
FQ = 4〈(∆Yˆ )2〉 where 〈(∆Oˆ)2〉 ≡ 〈Oˆ2〉 − 〈Oˆ〉2. The
choice of Yˆ is motivated because Fig. 1(b) shows that
the largest variance (and hence largest QFI) is at 90◦
with respect to the initial displacement, at least for short
times.
The QFI of the state |ψt〉, Eq. (3), can be evaluated
exactly. For simplicity, this is most easily accomplished
by considering the equivalent evolution generating |ψt〉
in the Heisenberg picture. Specifically, we compute the
time-evolved annihilation operator:
aˆ(t) ≡ eiHˆtaˆ(0)e−iHˆt = aˆ(0)eiχSˆzt. (5)
The relevant moments for the QFI are:
〈aˆ(t)〉 = α
[
cos
(χt
2
)]N
≈ αe−Nχ
2t2
8 ,
〈aˆ(t)2〉 = α2
[
cos(χt)
]N
≈ α2e−Nχ
2t2
2 ,
〈aˆ†(t)aˆ(t)〉 = α2,
(6)
which leads to the final result,
FQ = 4 + 8α2
(
1− cos(χt)N
)
≈ 4 + 8α2
(
1− e−Nχ
2t2
2
)
.
(7)
For short times (χ
√
Nt 1), the QFI simplifies to
FQ ≈ 4 + 4Nχ2α2t2, (8)
When χ
√
Nt 1, the QFI generically saturates to
sat(FQ) ≈ 4 + 8α2, (9)
apart from rare revivals at χt ≈ pin for n ∈ Z where it
returns to the SQL FQ = 4. A special exception to this
is when both n and N are odd, where at χt ≈ npi for
n ∈ Z the QFI FQ further increases to 4 + 16α2.
While the QFI sets a lower bound on δβ, in practice
the attainable sensitivity is dictated by the available mea-
surements which can be implemented to infer β. In par-
ticular, a tradeoff in the use of powerful entangled states
such as cat-states is that they typically require sophisti-
cated measurements to saturate the Cramer-Rao bound.
This can include parity or fidelity measurements [38, 39],
and construction of full distribution functions of observ-
ables [40], all of which require single-particle resolution.
Reflective of this, we find that in our case, measure-
ment of simple observables with respect to the perturbed
state |ψβ〉 = D(β) |ψt〉, where β ∈ R, do not cap-
ture the effects of the displacement. To be concrete:
Measurement of the cavity quadratures Xˆ = aˆ + aˆ† or
Yˆ = i(aˆ†−aˆ) do not provide sub-SQL sensitivity (see Ap-
pendix A), whilst spin observables such as Sˆx,y,z are com-
pletely insensitive as the perturbation commutes with
them.
Recently, it has been recognized that a powerful ap-
proach to overcome this technical obstacle is to use time-
reversal of the entangling dynamics after application of
the perturbation [8, 17, 29, 39, 41–45] (also known as an
interaction-based readout scheme [46–49]). Typically, if
the initial prepared state is Gaussian then reversal of the
nonlinear dynamics may allow the perturbation to be in-
ferred efficiently in simple observables, such as the cavity
quadratures or spin projections Sˆx,y,z.
In light of this, we propose the following sensing pro-
tocol: (i) prepare the cavity in a coherent state of real
amplitude α and all pseudospins polarized along xˆ, (ii)
evolve with Hˆ [Eq. (1)] for time τ , (iii) coherently dis-
place the cavity by small β, (iv) evolve with −Hˆ for time
τ , and (v) measure an observable Mˆ (at final time 2τ).
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FIG. 2. Preparation of generalized cat-state |ψSBcat〉 and inter-
ferometric protocol. (i) The cavity is injected with a coher-
ent field α and the collective spin is fully polarized along xˆ
(blue circles). (ii) Fluctuations in the spin projection com-
bined with the dispersive interaction drive a rotation of the
initial bosonic coherent state into a superposition at angles
θm ∼ χmzτ . Conversely, the large cavity occupation ro-
tates the collective Bloch vector by φ1 ∼ χ|α|2τ about zˆ.
(iii) The cavity field is coherently displaced by β (red cir-
cles). The spin degree of freedom is unaffected. (iv) By re-
versing the sign of the dispersive interaction the initial ro-
tations are undone. If β 6= 0 the final cavity state (red cir-
cles) does not return to the original coherent state. Simi-
larly, the collective spin rotates back under the evolution by
φ2 ∼ −χ|αe−iχSzτ + β|τ about zˆ, leading to an overall rota-
tion φtot = φ1+φ2 ∼ −2χαβτcos(χSzτ) relative to the initial
state along xˆ.
Note that we use τ instead of t whenever we refer to the
time reversal protocol. The state at the end of all three
steps is then described by
|ψ0〉 → |ψf 〉 = eiHˆτ |ψβ〉 = eiHˆτD(β)e−iHˆτ |ψ0〉 . (10)
We will choose to measure either spin projection Mˆ =
Sˆx or Sˆy. We can motivate this choice, in particular com-
pared to, e.g., the optical quadratures Xˆ or Yˆ , by consid-
ering the dynamics of the protocol within a semi-classical
approximation. The first evolution describes a rotation
of the collective pseudospin Bloch vector about zˆ by an
angle φ1 ∼ χ|α|2τ , induced by the large coherent bosonic
amplitude. Reversal of the dynamics, after the small dis-
placement of the cavity field, rotates the Bloch vector
in the opposing direction by φ2 ∼ −χ|αe−iχSzτ + β|2τ
about zˆ. Here, the additional phase added to the α term
accounts for dynamics of the cavity field during the first
evolution period, while Sz is a semi-classical fluctuation
∼ √N of the (conserved) inversion due to quantum pro-
jection noise. Collectively, these two rotations add up to
yield a residual rotation of the Bloch vector from its ini-
tial configuration, by φtot = φ1+φ2 ∼ −2χαβτcos(χSzτ)
about zˆ. The rotation angle scales with the coherent am-
plitude α, which thus amplifies the effect of the pertur-
bation β. The resulting collective spin precession can be
tracked by measuring the mean spin projections Sˆx or
Sˆy. The correction ∝ cos(χSzτ) will lead to a slow de-
cay in the observable signal as the interaction period τ
increases, and is a result of residual atom-light entangle-
ment at the end of the protocol.
For comparison, following the same protocol the opti-
cal quadratures evolve as X(2τ) ∼ X(0) + 2βcos(χSzτ)
and Y (2τ) = Y (0) respectively. Clearly, the latter is
completely insensitive to the perturbation whilst the for-
mer does not display any enhancement that scales with
the initial coherent displacement α. Indeed, as we later
shown in Eq. (16), we find measuring the Xˆ quadrature
yields a sensitivity even worse than the SQL (δβ)2 = 1/4,
as the signal washes out due to residual atom-light en-
tanglement [care of the term cos(χSzt) which becomes
an exponential decay after formally treating the quan-
tum noise]. This contrast to the case when Mˆ = Sˆy is
measured as illustrated in Fig. 3(a).
Our discussion is made rigorous by exactly computing
the achievable sensitivity for each of these observables.
Specifically, the sensitivity δβ achievable by measuring
Mˆ is operationally defined as
(δβ)2 ≡ 〈(∆Mˆ)
2〉
(∂β〈Mˆ〉)2
. (11)
We can explicitly evaluate the sensitivity with respect
to Mˆ = Sˆy by computing the evolution in the Heisen-
berg picture. The relevant expectation values required
to compute the sensitivity given by Eq. (11) are shown
in Appendix A), Eq. (A18). Here we show the sensitivity
for Mˆ = Sˆy as β → 0. For this we need the variance
〈(∆Sˆy)2〉 to order β0 and the signal 〈Sˆy〉 to order β:
〈Sˆy〉 = 2αβN sin(χτ/2)
[
cos
(χτ
2
)]N−1
+O(β2),
〈(∆Sˆy)2〉 = N
4
+O(β).
(12)
The sensitivity is then given by
(δβ)2 ≡ 〈(∆Sˆy)
2〉∣∣∣d〈Sˆy〉dβ ∣∣∣2 =
1
16α2N [sin(χτ/2) cos(χτ/2)N−1]2
,
≈ e
Nχ2τ2/4
16α2N [sin(χτ/2)]2
,
(13)
where the approximation of the cosine as an exponential
in the second line is valid for χτ  1. In fact, Eq. (13)
is valid for any spin projection on the equatorial plane
of the Bloch sphere, Sˆϕ = Sˆx cosϕ + Sˆy sinϕ. However,
we highlight that in practice ϕ = 0, corresponding to
Sˆx, should be avoided as at the typical working point
5of the interferometer (β ≈ 0) both the slope of the ex-
pectation value and variance vanish at different rates, so
the sensitivity would be dominated by technical noise in
any experimental realization. A further discussion of this
experimental point is made in Sec. IV C.
For short times (χ
√
Nτ  1), we attain a sensitivity
(δβ)2 ≈ 1
4Nα2χ2τ2
, (14)
which is close to the bound set by the Fisher information,
(δβ)2 ≥ F−Q1 ≈ (4 + 4Nα2χ2τ2)−1. The divergence as
τ → 0 reflects the limitations imposed on the sensivity by
spin projection noise 〈(∆Sˆy)2〉 ∝ N/4. Specifically, the
atoms and light must interact for a time sufficiently long
such that the small displacement of the cavity field can be
mapped into a resolvable rotation of the collective spin.
More rigorously, this requires that the perturbation of
the collective spin along Sy satisfies δSy ≡ (N/2)φtot =
χαδβτ ≥ √N/4 where the RHS of the inequality is the
characteristic projection noise of a coherent spin state. In
fact, satisfying this inequality can be used to qualitatively
derive Eq. (14).
We show this result for the sensitivity in Fig. 3, and
compare it to the Cra`mer-Rao bound, given by the Fisher
information of Eq. (7). For the sake of clarity, through-
out this paper we plot the attainable sensitivity as the
metrological gain with respect to the SQL:
Met. gain (dB) = −10 log10[4(δβ)2]. (15)
To complete our previous discussion comparing the
usefulness of the cavity quadratures as opposed to spin
observables, the sensitivity attainable with Mˆ = Xˆ is
(δβ)2 ≡ 〈(∆Xˆ)
2〉∣∣∣d〈Xˆ〉dβ ∣∣∣2 =
1
4[cos(χτ/2)]2N
≈ e
Nχ2τ2/4
4
, (16)
which is never below the SQL.
III. ENGINEERING THE DISPERSIVE
INTERACTION
Our proposed protocol and discussion of the previous
section hinges on the ability to engineer Eq. (1). In this
section, we outline two experimentally feasible methods
to realize this interaction. Whilst our focus is on imple-
mentation in an optical cavity, we point out that the fol-
lowing is readily applicable to other platforms with spin-
boson interactions, including trapped ion arrays [50].
We begin by assuming the underlying microscopic
model describing the coupling of a single bosonic cav-
ity mode to a collection of N two-level systems (atomic
transitions) can be written as a Tavis-Cummings Hamil-
tonian
HˆTC = g
(
aˆ†Sˆ− + aˆSˆ+
)
−∆caˆ†aˆ. (17)
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FIG. 3. (a) Dependence of measurement observable on β for
fixed χτ = 0.1: 〈Sˆy〉 (2τ) (red, oscillatory) and 〈Xˆ〉 (2τ) (blue,
linear). Shaded regions indicate rms fluctuations due to quan-
tum noise, i.e.
√
〈[∆Sˆy(2τ)]2〉 and
√
〈[∆Xˆ(2τ)]2〉. The pe-
riod of oscillations in 〈Sˆy〉 (2τ) is enhanced by the amplitude
α, allowing a more precise inference of β. (b) Comparison of
attainable metrological gain relative to the SQL as a function
of interaction time τ for N = 51 and α = 15. The short time
approximation (upper line, solid blue) is given by Eq. (14),
while the exact result (lower solid red line) is given by Eq.(13).
Here, ∆c is the detuning of the atomic transition from
the cavity mode frequency and 2g is the single-photon
Rabi frequency.
A. Dispersive protocol
Our first proposed scheme assumes that the cavity de-
tuning is large with respect to other relevant scales in the
Hamiltonian, specifically |∆c|  |g|
√
N , and is a collec-
tive generalization of the strong dispersive limit in sin-
gle qubit microwave cavity experiments [12, 13, 51, 52].
We shift HˆTC into the interaction picture generated by
Hˆ0 = −∆caˆ†aˆ:
HˆI = g
(
Sˆ+aˆei∆ct + aˆ†Sˆ−e−i∆ct
)
. (18)
Using the approach of Ref. [53] we can compute an ef-
fective time-averaged Hamiltonian, which in the original
6frame is
HˆD = −∆caˆ†aˆ+ g
2
∆c
Sˆ+Sˆ− +
2g2
∆c
aˆ†aˆSˆz. (19)
For this approximation to be valid, the timescale in-
duced by the first term of HˆD should be greater than the
timescale induced by the corrections (second and third
terms). Crudely, the second term can potentially gener-
ate a mean field rotation of the spins at a rate g2N/∆c,
while the third term rotates the spins at a rate g2|α|2/∆c
(for an initial coherent state of amplitude α) or alter-
natively rotates the photon distribution in phase space
at a rate g2N/∆c. All these timescales should be less
than ∆c. Therefore, we require both |∆c|  |g|
√
N and
|∆c|  |gα|.
B. Resonant protocol
The second scheme we consider conversely assumes
that the cavity is tuned to be resonant with the atomic
transition. Though not immediately obvious, injecting a
large coherent field leads to a slightly modified version of
Eq. (1), where the cavity photon number aˆ†aˆ couples to
the spin projection along x, Sˆx, instead of along z. While
the naive expectation is that a large classical field should
produce Rabi flopping of the atoms, we demonstrate in
this section that the dynamics should be augmented by
a dispersive interaction that arises due to quantum fluc-
tuations. This scheme was presented briefly in Ref. [1],
but we make the arguments justifying its validity more
rigorously here.
Large coherent cavity fields |α〉 have well defined
phases, with a phase spread δφ ∼ 1/|α|. Conversely,
they have large photon number fluctuations δn ∼ |α|.
This suggests that, in the presence of such a field, the en-
tangling atom-light dynamics will initially be driven by
number fluctuations. To account for them more explic-
itly, we introduce here the number-phase representation
of the bosonic operators [54]
nˆ = aˆ†aˆ,
aˆ =
√
nˆ+ 1 eiφˆ = eiφˆ
√
nˆ ,
(20)
where the last equality is a consequence of the general
relation eiφˆf(nˆ) = f(nˆ + 1)eiφˆ for any function f . Sub-
stitution of these identities into HˆTC with ∆c = 0 yields
Hˆ = g
(
Sˆ+eiφˆ
√
nˆ+ h.c.
)
. (21)
Our previous discussion about phase fluctuations would
imply that we can replace the phase operator by a classi-
cal number, at least for short times. This would be cor-
rect, but the Tavis-Cummings model is sufficiently simple
that we do not need to make this approximation. Instead,
we notice that the combination Sˆ+eiφˆ has the same ma-
trix elements as the operator Sˆ+ in the sense that
〈n,mz| Sˆ+ |n,m′z〉 = 〈n,mz| Sˆ+eiφˆ |n+ 1,m′z〉 , (22)
where n is the photon occupation number and |mz〉 is an
eigenstate of Sˆz with eigenvalue mz. It would therefore
prove useful to find a transformation that implements
this mapping. This can be achieved using the operator
Tˆ = eiφˆ(Sˆz+N/2), so that
Sˆ+eiφˆ(Sˆz+N/2) = eiφˆ(Sˆz+N/2−1)Sˆ+. (23)
One needs to be cautious about these relations because Tˆ
is only well defined the way we have written it when act-
ing on states with n > N . In fact any state |n,mz〉 with
n < mz+N/2 would transform into a state with negative
number of bosonic excitations. The standard way out of
this problem is to define the action of Tˆ in such states
to be 0. The downside is that Tˆ defined this way is not
a unitary operator, in the sense that Tˆ †Tˆ 6= 1. However,
it remains true that Tˆ Tˆ † = 1 so we can still perform the
transformation Hˆ → Tˆ †HˆTˆ by inserting Tˆ Tˆ † in between
operators and states in any expression. Furthermore, we
will assume further on that we are working with states
that have support in photon numbers much greater than
N so we will not need to care about the precise definition
of Tˆ close to n = N . Under these approximations, then
Tˆ †nˆ Tˆ = nˆ− Sˆz − N
2
, (24)
and, consequently,
Tˆ †HˆTˆ = g
(
Sˆ+
√
nˆ− N
2
− Sˆz + h.c.
)
. (25)
As we have assumed that the cavity mode initially has a
large mean occupation 〈nˆ〉 ≡ n¯  N with small fluctu-
ations
√〈(∆nˆ)2〉  n¯, we can replace nˆ → n¯ + δnˆ and
keep only the first order in δnˆ. Then the Hamiltonian
becomes
Tˆ †HˆTˆ ≈ g
[
√
n¯Sˆ+
(
1 +
δnˆ− N2 − Sˆz
2n¯
)
+ h.c.
]
,
= g
√
n¯
(
1− N + 1
2n¯
)
Sˆx +
gnˆ√
n¯
Sˆx
− g
2
√
n¯
(
SˆxSˆz + SˆzSˆx
)
.
(26)
The first term and mean-field contribution ∝ |α|2 of the
second term, describe Rabi flopping with frequency 2g
√
n¯
(with a small correction), whilst fluctuations in photon
number generate evolution of the spins through the sec-
ond term on a timescale
g
√
〈(δnˆ)2〉√
n¯
, which for the case
of an initial coherent state is equal to g and indepen-
dent of n¯. The third term may appear bigger than the
second because of the presence of two collective spin op-
erators. However it is highly non-resonant in the frame
of the Rabi flopping and hence it generates evolution of
7the spins with a timescale (gN/
√
n¯)2
g
√
n¯
= gN2/n¯3/2, which
can be made as small as desired by increasing the ampli-
tude of the initial coherent state. On the other hand, the
second term commutes with the Rabi flopping so we can
write the relevant Hamiltonian as
Tˆ †HˆTˆ = g
√
n¯
(
1− N + 1
2n¯
)
Sˆx +
gnˆ√
n¯
Sˆx,
≈ g√n¯Sˆx + g nˆ√
n¯
Sˆx.
(27)
The transformation defined by Tˆ also acts on other
operators and states, and so to be rigorous we calculate
its action on them and show that these corrections can be
made small. In the case relevant for this publication and
consistent with the notation of Eq. (27), the system starts
with all the atoms in the ground-state of the transition.
Then, Tˆ † |ψ˜0〉 = |ψ˜0〉. Furthermore,
Tˆ †aˆTˆ =
√
1−
N
2 + Sˆz
nˆ+ 1
aˆ = aˆ
[
1 +O
(
N/n¯
)]
, (28)
so the relative corrections to bosonic operators are of the
order of N/n¯, which is already assumed to be small. Spin
operators also transform:
Tˆ †SˆzTˆ = Sˆz,
Tˆ †Sˆ+Tˆ = Sˆ+e−iφˆ.
(29)
In this case, the validity of the approximation relies on
the phase spread of the state at the end of the protocol.
Considering ∼ ±√N fluctuations in Sˆx, Eq. (27) indi-
cates that the initially coherent state will grow to a size
∼ √Ngt in phase space at a short time t. This distribu-
tion subtends a phase spread with respect to α = 0 given
by
δφ =
√
Ngt
α
. (30)
Hence, we can expect that
〈Sˆ+e−iφˆ〉 ≈ 〈Sˆ+〉+O(
√
Ngt/α), (31)
and the corrections can be made smaller by increasing α.
Lastly, we note that nˆ is coupled to Sˆx instead of Sˆz.
Since this amounts to a rotation of our basis about Sˆy,
none of the previous results for the Fisher information
and sensitivity are altered, as long as we change the initial
state to |ψ˜0〉 = |(−N/2)z〉 |α〉 and perform measurements
of a spin projection in the yz plane. In that case the
attained sensitivity is exactly the one discussed above.
To further support the validity of our approximations,
we compare the results of numerical simulations using:
(i) the exact Tavis-Cummings Hamiltonian, (ii) the ap-
proximation of Eq. (27). The results are shown in Fig. 4.
We also show (see Fig. 5) that the Fisher information
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FIG. 4. Evolution of 〈Sˆz〉 predicted by the complete Tavis-
Cummings model (solid blue), Eq. (17), for the initial state
|N/2z〉 |α〉 with N = 40 and α = 40. The decay envelope of
the oscillations is compared to that predicted by the effective
dispersive interaction Eq. (27) (dashed black). In the inset we
show that the frequency of Rabi oscillations is also captured
correctly when including the small correction in the first line
of Eq. (27) (red dots). Though not noticeable, the discrepancy
between the exact evolution and the approximation is of about
4%, which is consistent with N/α2 = 0.025.
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FIG. 5. Cra`mer-Rao bound, 1/FQ, on metrological gain with
respect to the SQL, independently calculated using the Tavis-
Cummings model (solid red) and effective dispersive interac-
tion Eq. (27) (dashed black). Calculations are for the initial
state |N/2z〉 |α〉 with N = 40 and α = 40.
relevant for our protocol is the same whether it is cal-
culated with the exact Tavis-Cummings Hamiltonian or
with Eq. (27).
Our estimates for the errors introduced by approximat-
ing HˆTC with Eq. (27), further complemented by Fig. 4
and Fig. 5, show that the approximation is justified for
the timescales we are interested in.
Given that we have shown two different ways of obtain-
ing Eq. (1), it is worthwile to point out their differences.
Most important of all, the coupling constant χ takes a
8different form in both protocols:
χDispersive =
2g2
∆c
, χResonant =
g
α
, (32)
and generically
χDispersive
χResonant
=
2gα
∆c
 1, (33)
since gα/∆  1 is one of the necessary conditions for
the dispersive protocol to be valid. Hence, the resonant
protocol is faster, which is helpful against dissipation as
we will show in the next section. On the other hand, if
occupation of the bosonic mode is restricted to be small
by other technical reasons (as may happen in other plat-
forms), then it might only be possible to engineer the
dispersive protocol. Another difference is that the spin
projection to which photon number fluctuations couple
determine what initial spin states are useful. In the dis-
persive protocol, coupled to Sˆz, this means that it is bet-
ter to start with a state pointing in the xy plane; whereas
for the resonant protocol, coupled to Sˆx, states pointing
in the yz plane are to be preferred.
Finally, note that χResonant = g/α depends on α in
such a way as to cancel all the α dependence of Eq. (14).
For short times, the only effect of increasing α is then to
guarantee that the approximations leading into Eq. (27)
are valid. This feature, namely α independence of the
sensitivity for short times, will also hold for the resonant
protocol in the presence of dissipation, as will be shown
in a later section.
IV. EFFECTS OF DISSIPATION
As discussed in the introduction, dissipation and de-
coherence are a major obstacle that must be overcome
in any realistic implementation of a quantum technology.
In particular, photons leaked through the mirrors of op-
tical cavities are an intrinsic source of decoherence, with
photon loss rates typically much faster than the single-
photon Rabi frequency. Another important source of de-
coherence is spontaneous emission of the atoms, which
sets a characteristic time scale within which the atomic
coherent dynamics must occur to be useful. In the follow-
ing we will address each of these sources of intrinsic deco-
herence separately and use analytic calculations to show
that they do not fundamentally limit the attainable sen-
sitivity for reasonable parameter regimes. A combined
analytic treatment of both is not possible, and it is also
computationally difficult for relevant experiment param-
eters, but we will argue that cavity decay is the dominant
decay process for our protocol.
A. Cavity Decay
In the presence of photon loss, the evolution of the
system is given by a master equation with Hamiltonian
Hˆ = χSˆzaˆ
†aˆ and jump operator
√
κaˆ:
˙ˆρ = −i
[
χSˆzaˆ
†aˆ, ρˆ
]
+ κ
(
aˆρˆaˆ† − {aˆ
†aˆ, ρˆ}
2
)
≡ Lχρˆ. (34)
We remark again that the results of this section are valid
for both the dispersive and resonant protocols as long
as the initial states and final measurements are chosen
appropriately.
1. Fisher information
We begin by first seeking to understand how photon
decay destroys useful entanglement in the atom-light sys-
tem, which can be characterized by the Fisher informa-
tion. Before launching into the complex calculation for
the complete model, it is useful to consider a toy model of
a simpler bosonic cat state and examine how coherences
and entanglement lead to cat death [55].
For our preliminary example, we define the initial cat
state as
|ψcat〉 = 1N
( |α1〉+ |α2〉√
2
)
, (35)
where we take α1 6= α2, N is a normalization factor ac-
counting for the non-orthogonality of |α1〉 and |α2〉. We
subject the cat state to evolution described by only the
dissipative terms in Eq. (34). Rewriting the initially pure
state as a density matrix, ρˆ = |ψcat〉〈ψcat|, the time evo-
lution of the relevant matrix elements is given by
|αi〉 〈αi| → |αie−κt/2〉 〈αie−κt/2| ≡ |αti〉 〈αti| ,
|α1〉 〈α2| → ct |α1e−κt/2〉 〈α2e−κt/2|
= ct |αt1〉 〈αt2| ,
(36)
where we define αti ≡ αie−
κt
2 for i = 1, 2 and
ct = exp
[ |α1|2 + |α2|2
2
(e−κt − 1)− α1α∗2(1− e−κt)
]
≈ exp
[
− κt
2
(
|α1|2 + |α2|2 − 2α1α∗2
)]
,
(37)
for which the approximation holds for κt  1. For a
mixed state and with respect to the generator Yˆ = −i(aˆ−
aˆ†), the Fisher information is defined as [24]:
FQ = 2
∑
a 6=b
(λa − λb)2
λa + λb
| 〈a| Yˆ |b〉 |2, (38)
where the {|a〉} are eigenstates of the time evolved den-
sity matrix ρˆt and {λa} are their corresponding eigen-
values. Given that the cat-state only has support in the
subspace spanned by |αt1〉 and |αt2〉, which we denote by
9I, we can simplify the Fisher information (see Appendix
F) to
FQ = 2
∑
a,b∈ I
(λa − λb)2
λa + λb
| 〈a| Yˆ |b〉 |2
+ 4Tr
[
PˆI Yˆ
†Yˆ ρˆ
]− 4Tr[PˆI Yˆ †PˆI Yˆ ρˆ],
(39)
where the PˆI are projectors into I. For large enough |α1−
α2|2 and κt 1, |αt1〉 and |αt2〉 are almost orthogonal, so
we can consider them to be a basis of I. In this basis we
define ηˆ = |αt1〉 〈αt1| − |αt2〉 〈αt2| and νˆ = |αt1〉 〈αt2| which
allows us to express ρˆ and Xˆ as follows:
ρˆ ≈ I
2
+
ctνˆ + c
∗
t νˆ
†
2
,
PI Yˆ PI ≈ −ie−κt/2(α1 − α∗1)
I+ ηˆ
2
− ie−κt/2(α2 − α∗2)
I− ηˆ
2
,
PI Yˆ
†Yˆ PI ≈
[− e−κt(α1 − α∗1)2 + 1] I+ ηˆ2
+
[− e−κt(α2 − α∗2)2 + 1] I− ηˆ2 ,
(40)
From this representation, the Fisher information of the
dying cat state is calculated to be
FQ ≈ 4 + 4
[
Im(α1 − α2)
]2
e−κte−κ|α1−α2|
2t. (41)
In the absence of dissipation, a large separation in phase
space ∝ α1 − α2 along the imaginary axis is desirable
and leads to a large Fisher information. As has been
explained previously in this article and discussed else-
where [26, 31], this is because a large separation leads
to fine structure in phase-space which increases the sen-
sitivity of the state to small perturbation. However, for
finite κ this fine structure is also destroyed very rapidly,
illustrated here by the exponential decay of the Fisher
information with separation ∝ e−κ|α1−α2|2t.
The example of the bosonic cat state is useful as it can
provide powerful intuition into the fragility of the more
complex spin-boson cat-state [Eq. (3)]. In particular, it
allows us to make a heuristic prediction for the expected
scaling of the Fisher information in the presence of pho-
ton decay.
Our toy model consists of approximating the general-
ized spin-boson cat-state of Eq. (3) by a simpler superpo-
sition involving only the characteristic spin fluctuations
mz ∼ ±
√
N :
|ψSBcat〉 =
1√
2
(
|(
√
N)z〉 ⊗ |αe−iχ
√
Nt〉
+|(−
√
N)z〉 ⊗ |αeiχ
√
Nt〉
)
. (42)
The bosonic components of this toy spin-boson cat-state
are separated by a characteristic distance ∼ χα√Nt
which dynamically increases. Substituting α1 − α2 →
2iχα
√
Nt into Eq. (41) and optimisation with respect to
t yields a predicted scaling
FQ − 4 ∼
(
χ2Nα2
κ2
)1/3
, (43)
for the Fisher information.
This apparently simplistic analysis is borne out by
more intensive calculations. In particular, we now out-
line a detailed analysis of the Fisher information for the
full spin-boson generalized cat-state, dynamically gener-
ated by the dispersive interaction, Eq. (1), and subject
to photon loss at rate κ.
We write the density matrix corresponding to the ini-
tial pure state, Eq. (2), as:
ρˆ0 =
( ∑
mz,nz
cmzc
∗
nz |mz〉 〈nz|
)
⊗ |α〉 〈α| . (44)
After evolution for a time τ under both the coherent and
dissipative dynamics, described by Eq. (34), the density
matrix is given by (see Appendix B for more details):
ρˆt = e
−iHˆt
(
ρˆspint ⊗ |αe−κt/2〉 〈αe−κt/2|
)
eiHˆt, (45)
where
ρˆspint =
∑
mz,nz
cmzc
∗
nze
f(mz−nz,t) |mz〉 〈nz| ,
f(z, t) =
κα2
κ− iχz
(
1− e−κt+iχzt
)
− α2(1− eκt).
(46)
The Fisher information of this state is again obtained
via Eq. (39). The structure of ρˆt allows one to re-express
FQ in terms of spin operators alone (see Appendix C)
and we thus obtain:
FQ = 4 + 2α2e−κt
∑
r,s
(λr − λs)2
λr + λs
∣∣∣ 〈r| Oˆ |s〉 ∣∣∣2, (47)
where {|r〉} are now eigenstates of ρˆspint only, {λr} their
corresponding eigenvalues, and
Oˆ = −i(e−iχSˆzt − eiχSˆzt). (48)
In the case that the initial collective spin is large, N  1,
and is prepared in a coherent spin state polarized along
the x direction, we can use a Gaussian approximation for
the expansion coefficients, cmz ∝ e−
mz
2
N . For χ
√
N 
κ, χ
√
Nt  1 we also have that f(z, t) ≈ iα2(χκt22 −
χκ2t3
3 )z − χ
2κα2t3z2
6 . With these approximations we are
then able to evaluate Eq. (47) analytically (see Appendix
C for more details),
FQ = 4 + 4χ
2Nα2t2e−κt
1 + 2χ
2α2N
κ2
[
1− e−κt(1 + κt+ κ2t22 )] . (49)
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When κt 1, FQ becomes
FQ = 4 + 4Nα
2χ2t2
1 + Nχ
2κα2t3
3
, (50)
from which the optimal time and FQ are
topt =
(
6
χ2α2κN
)1/3
,
(FQ)opt = 4 + 4
(
4χ2α2N
3κ2
)1/3
≈ 4 + 4.4
(
χ2α2N
κ2
)1/3
.
(51)
This result is consistent with the toy model argument up
to prefactors. Our results for the optimal Fisher infor-
mation are valid for
κ
α
 χ
√
N  κα2, (52)
where the left hand inequality comes from κtopt  1
and the right hand one from χ
√
Ntopt  1. If the left
inequality is not satisfied, then there is no appreciable
Fisher information because dissipation is too strong. If
the right inequality is not satisfied then Eq. (51) is no
longer valid but for contrary reasons: (FQ)opt can satu-
rate the value of the ideal case, (FQ)opt = 4 + 8α2.
We benchmark our analytic calculations by compar-
ison to a full numerical evaluation of Eq. (47), shown
in Fig. 6. We choose N = 1000, α = 100
√
N and
χα
√
N/κ = 73. As implied from Eq.(49), this ratio con-
trols the time development of FQ (in units of κt). Since
it is larger than 1 there should be metrological enhance-
ment, i.e. FQ  4. Such a ratio can be experimen-
tally realized, for example, using the parameters in Refs.
[20, 56] and applying the resonant interaction described
in sec. III B: χα/2pi = g/2pi = 11 kHz, N = 106 and
κ/2pi = 150 kHz. We also compare the optimal FQ ob-
tained through our analytic expressions against numer-
ical simulations for various values of χα
√
N/κ and find
that the agreement is excellent in the region where our
approximation holds, given by Eq. (52).
2. Achievable sensitivity with collective spin observables
The effects of photon loss on the time-reversal proto-
col and the achievable sensitivity (δβ)2 with respect to
measurements of collective spin observables can also be
analytically evaluated. Specifically, we explicitly calcu-
late the time evolution of relevant operators and evaluate
expectations values of collective observables at the end of
the time-reversal protocol.
In the case of nonzero cavity decay, the initial evolution
is implemented by Lχ, defined in Eq. (34), acting during
a time τ1, and the reversed evolution is implemented by
L−χ. For generality, we assume the second evolution
takes time τ2 which is not neccesarily identical to τ1. This
latter assumption is motivated by the naive expectation
that as photons are lost from the cavity the occupation
of the cavity field driving the precession of the collective
spin is reduced. This will destroy the symmetry of the
time-reversal protocol, and thus in our calculation we
consider whether choosing τ2 > τ1 may offset this issue
and lead to improvements in the achievable sensitivity.
For simplicity, our calculations are carried out in the
Heisenberg picture, for which we have to use the Hilbert-
Schmidt adjoints of Lχ acting in reverse order on the
operators of interest. To obtain the sensitivity, we need
to calculate the evolution of spin operators and their vari-
ances. In particular, we need the evolution of Sˆ+, (Sˆ+)2
and Sˆ+Sˆ− since they are enough to construct the sen-
sitivity of any spin measurement in the xy plane. The
calculations are involved and we quote only the final re-
sult (the full derivation can be found in Appendix D):
〈
(S+)m(τ1, τ2)
〉
= Tr
{
ρˆ0
[
(Sˆ+)m(τ1, τ2)
]}
= exp
[
α2
(
ητ2,me
−κτ1+imχτ1 + η∗τ1,m
)
+ ητ2,mβ
2
]
Υ (53)
where 〈(Sˆ)m(τ1, τ2)〉 indicates the expectation value of
Sˆm at the end of the protocol and
ητ,m =
iχm
κ+ iχm
(e−κτ−iχmτ − 1)
Υ = Tr
{
(Sˆ+)m exp
[
2ητ2,mαβe
−κτ12 +i
χmτ1
2
cos
(
χτ1Sˆz +mχτ1/2
)]
ρˆspin0
} (54)
Some general properties of the expectation values can
be understood by looking at the exponential prefactor in
Eq. (53:
exp
[
α2
(
ητ2,ne
−κτ1+inχτ1 + η∗τ1,n
)
+ ητ2,nβ
2
]
. (55)
Setting τ1 = τ2 = τ for simplicity and expanding the
argument of the exponential in Eq. (55) for κt  1 and
χt 1 we obtain
− iκα2χnτ2 − α
2n2κτ3
3
. (56)
The first term of Eq. (56) describes a mismatched over-
all rotation between the first and last evolution steps,
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FIG. 6. (a) Evolution of QFI with interaction time. Numerical evaluation of FQ using Eq. (47) (dashed black) is compared to
approximate analytic expressions Eq. (49) (lower solid, blue) and Eq. (50) (upper solid, red) for N = 1000, α = 100
√
N and
χα
√
N/κ = 73  1. (b) Optimal QFI as a function of χα√N/κ for N = 1000 and α = 100√N . We compare the numerical
optimization of Eq. (47) (dashed black) to the approximate analytic expression Eq. (51) (solid red). The gray horizontal line
indicates the optimal QFI for κ = 0, which is attained for very large values of χα
√
N/κ. The vertical lines mark the region
delimited by Eq. (52), where our results for (FQ)opt are expected to work.
as we foreshadowed. Specifically, the first evolution of
the protocol generates a rotation of the spins about zˆ
through an angle of φ1 ∼ χα2τ . In the second evolu-
tion period the original coherent state is damped due to
photon loss and so the rotation of the spin about zˆ is
reduced φ2 ∼ −α2e−κτχτ . Combining these, we then
find an overall residual rotation of the spin at the end
of the protocol φtot ∼ χα2κτ2 for κτ  1. In principle,
this rotation can be corrected by a judicious choice of the
measured projection Sˆϕ and so does not affect the sen-
sitivity. On the other hand, the second term of Eq. (56)
arises due to contrast decay of the collective spin induced
by decoherence and does modify the sensitivity in an ir-
reversible manner.
From Eq. (53) the relevant expectation values can be
calculated and they are shown in Appendix D, Eq. (D20).
They reduce to Eq. (A18) when κ = 0. With these results
we can calculate the sensitivity of a measurement of Sˆy,
in the limit χ
√
Nτ1  1, χ
√
Nτ2  1:
(δβ)2 =
(
1 + e
4χ2α2f(τ1,τ2)
κ2
8N
+
1− e 4χ
2α2f(τ1,τ2)
κ2
8
)
× e
κτ1e−
χ2α2f(τ1,τ2)
κ2
χ2α2(e−κτ2 − 1)/κ2 ,
(57)
where
f(τ1, τ2) = e
−κτ1[2κτ1 + e−κτ2 + κ(τ2 − τ1)e−κτ2]− 1.
(58)
Cavity decay has introduced anN independent summand
to (δβ)2 that will ultimately limit the attainable sensi-
tivity as N is increased. Note also that the time develop-
ment of δβ is parametrized by N and χα/κ. We plot the
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FIG. 7. Metrological gain as a function of interaction time
τ (in µs) when photon leakage from the cavity is accounted
for χα = g = 2pi × 11 kHz and N = 106. We compare two
cavity decay rates: κ/2pi = 15 kHz (dashed blue) and κ/2pi =
150 kHz (solid orange).
full sensitivity at β = 0 and τ1 = τ2 = τ as a function of τ
for realistic parameter values [20, 56] and using the reso-
nant protocol: N = 106, α = 104, χα = g = 2pi× 11 kHz
and κ/2pi = 15, 150 kHz in Fig. 7. Note that, as in the
ideal case, the sensitivity for the resonant protocol is α
independent.
We also compare (δβ)2 to the Cra`mer-Rao bound in
Fig. 8. They attain a maximum at roughly the same time
and differ by only a few dB.
Further restricting to κτ  1 the idealized sensitivity
of Eq. (14) is modified to
(δβ)2 ≈ 1
4Nα2χ2τ2
+
κτ
6
, (59)
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FIG. 8. Comparison of metrological gain using the time-
reversal protocol and Mˆ = Sˆy (dashed dark blue) to that pre-
dicted from the Cra`mer-Rao bound (solid red). Calculations
are for N = 106, χα = g = 2pi×11 kHz and κ/2pi = 150 kHz.
which upon minimization in time gives
topt =
(
3
κχ2Nα2
)1/3
,
(δβ)2opt =
1
4
(
3κ2
χ2Nα2
)1/3
.
(60)
Even though the scaling with N is reduced, as com-
pared to Eq. (14), increasing the number of atoms still
results in an enhanced sensitivity. Furthermore, the fig-
ure of merit quantifying the optimal sensitivity is clearly
χα
√
N/κ, which in the case of the resonant protocol re-
duces to g
√
N/κ i.e. the ratio between the collectively
enhanced coupling and the cavity decay rate. This is fur-
ther confirmed in Fig. 9, where we plot (δβ)2opt calculated
from the full set of equations Eqs. (D20) as a function of
χα
√
N/κ for different values of N .
As discussed before, the effects of decoherence can be
partly compensated by changing the forward (τ1) and
backward (τ2) evolution times of the protocol. Indeed,
as Fig. 10 shows, the optimal τ2 is longer than τ1. How-
ever, we found that optimizing over both τ1 and τ2 lead at
most to a gain of 0.3 dB for the current cavity decay rate
of κ/(2pi) = 150 kHz. While the optimal result τ2 ≥ τ1
can be intuitively understood as offsetting the decreased
cavity occupation in the second period of atom-light in-
teraction which generates the rotations of the collective
spin, the optimisation of interaction-based readout pro-
tocols [47–49, 57] in the presence of significant dissipa-
tion, such as the case here, remains an interesting open
question for future investigation.
Finally, we compare quantitatively the optimal sensi-
tivities attainable with the resonant and dispersive proto-
cols, thus complementing the discussion at the end of Sec.
III. Setting χDispersive = 2g
2/∆c and χResonant = g/|α|,
1 102 10410-2
0
30
-30
-60 1 10210-4 10-2
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30
-30-60
FIG. 9. Optimal sensitivity as a ratio of the characteristic
interaction scale and cavity decoherence rate, χ
√
Nα/κ for
different N. Inset shows (δβ)2opt as a function of χα/κ empha-
sizing that, overall, larger N is better. When χα
√
N/κ & 1,
there is enhanced sensitivity which scales like N−1/3. Con-
versely the protocol does not beat the SQL for χα
√
N/κ . 1.
0.05 0.1 0.15
5
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FIG. 10. Sensitivity as a function of τ2 for χα = g = 2pi ×
11 kHz, N = 106 and κ/2pi = 150 kHz and fix τ1 = 85 ns.
Note that the best gain is obtained for τ2 slightly larger than
τ1.
we get that
(δβ)2D
(δβ)2R
=
(
χResonant
χDispersive
)2/3
=
(
2g|α|
∆c
)−2/3
. (61)
Given that for the dispersive Hamiltonian to work we
need that g|α|/∆c  1, we conclude that (δβ)D  (δβ)R,
so that the resonant protocol will generically be better
than the dispersive one.
B. Spontaneous emission
Another source of intrinsic decoherence is spontaneous
emission of the atoms. Care must be taken when con-
sidering the effect of spontaneous emission, particularly
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in differentiating the dispersive and resonant protocols
which generate a dispersive interaction in different (ro-
tated) frames with respect to the spin degree of freedom.
Due to this, we present a separate calculation and re-
sults for each protocol. Lastly, we note that in this case
an analytic result for the Fisher information is not pos-
sible and so we focus on evaluating only the achievable
sensitivity via the time-reversal protocol and collective
measurements.
1. Resonant protocol
The nature of spontaneous emission on the resonant
protocol is affected by the presence of a very strong single
particle drive term along the x direction. In principle, the
master equation describing the evolution of the atom-
light density matrix ρˆ is given by:
˙ˆρ = −ig
[
αSˆx+
aˆ†aˆ
α
Sˆx, ρˆ
]
+2γ
∑
i
(
σˆ−i ρˆσˆ
+
i −
{σˆ+i σˆ−i , ρˆ}
2
)
.
(62)
However, this is modified by the presence of a rotation at
Rabi frequency 2gα, which we assume is fast compared
to the spontaneous decay rate, γ. Upon moving to the
rotating frame of the drive Hˆ0 = 2gαSˆx, this assumption
allows us to perform a RWA on the decay terms and end
with the following effective master equation
˙ˆρ = −ig
[ aˆ†aˆ
α
Sˆx, ρˆ
]
+ γ
∑
i
(
2sˆixρˆsˆ
i
x + sˆ
i
z ρˆsˆ
i
z + +sˆ
i
yρˆsˆ
i
y − ρˆ
)
≡Mχρˆ,
(63)
where we have set χ = g/α.
To compute the sensitivity we work in the Heisenberg
picture again and evolve Sˆ+, (Sˆ+)2 and Sˆ+Sˆ− using the
Hilbert-Schmidt adjoint of Mχ. Note that in this case
Sˆ+ is a raising operator with respect to the eigenstates
of Sˆx since the dispersive interaction is oriented in this
direction. As we will show later on, spontaneous emis-
sion is not the limiting factor so we will take the forward
and backward evolution times to be the same and denote
them by τ . Both the calculations and the final result
are involved, and so we show them in Appendix E and
Eq. (E28), respectively.
2. Dispersive protocol
In the dispersive protocol there is no single particle
drive, so the dissipative terms are unmodified. On the
other hand, the presence of the term proportional to
Sˆ+Sˆ− in the Hamiltonian which we have previously ne-
glected [see Eq. (19)] must now be accounted for. It
is important as it generates additional entanglement be-
tween the atoms, thus making the system more suscepti-
ble to the effect of spontaneous emission. Taking this into
account, the dynamics of the atom-light system is now
described by the master equation for the density matrix
ρˆ,
˙ˆρ = −i
[
χ
2
Sˆ+Sˆ− + χaˆ†aˆSˆz, ρˆ
]
+ 2γ
∑
i
(
σˆ−i ρˆσˆ
+
i −
{σˆ+i σˆ−i , ρˆ}
2
)
.
(64)
As in the resonant protocol, the derivation and final re-
sults for the relevant expectation values are very involved,
so they are shown in Appendix E and Eq. (E30), respec-
tively.
3. Timescales and sensitivity
In both the resonant and dispersive protocols we iden-
tify that there are two relevant timescales : t ∼ γ−1
which describes single particle decay effects and t ∼
(Nγχ2)−1/3 which characterizes entanglement dynamics.
The latter arises in a manner analogous to the cavity sys-
tem since the entangling evolution is creating spin cat
states due to photon number fluctuations, with a sus-
ceptibility to decoherence similar to that of their bosonic
counterparts. Given that the resonant scheme generally
leads to a better sensitivity, we focus in this case in what
follows. Calculations for the dispersive case are very simi-
lar and give qualitatively similar results. In the resonant
protocol, the entanglement timescale is made less rele-
vant by using a large α, as (Nγχ2)−1/3 ∝ α2/3. As we
already require α √N for the resonant protocol to be
valid, we assume α can be increased sufficiently so that
only single-particle decay is relevant. In this scenario, we
have that, for short times
(δβ)2 ≈ e
6γτ
4α2Nχ2τ2
. (65)
Minimizing Eq. (65) with respect to time indicates
that the optimal sensitivity is determined by the ra-
tio χα
√
N/γ and is attained at 3γtopt = 1, as shown
in Fig. 11. For the experimental parameters discussed
in Refs. [20, 56] (g = 2pi × 11kHz, γ = 2pi × 7.5kHz
and N = 106) and in the case of the resonant protocol
(χ = g/α), it follows that χα
√
N/γ = g
√
N/γ ≈ 1500.
Looking at Fig. (11) we conclude that spontaneous emis-
sion alone is not a limiting factor for the protocol.
To understand the importance of spontaneous emis-
sion relative to cavity leakage, we can compare the
timescales to reach optimal sensitivity in both cases.
Examining Eq. (65) the optimal squeezing is reached
at t ∼ γ−1. This is to be compared with the opti-
mal squezing time in the presence of photon loss, which
is t ∼ (κg2N)−1/3. Considering the same parameter
14
0 30 4010 20
0
40
-20
20
FIG. 11. Sensitivity as a function of time using the resonant
protocol for χα = g = 2pi × 11 kHz, γ/2pi = 7.5 kHz and
N = 102 (lower, dot-dashed red), 104 (middle, dashed blue)
and 106 (upper, solid orange). Note that the optimum occurs
always at the same time.
regime from Refs. [20, 56] as previously, we have that
γ−1  (κg2N)−1/3 and thus we expect cavity decay to
be far and away the dominant limitation of the proto-
col. To be more concrete, substituting the optimal time
t = (3κg2N)−1/3 [Eq. (60)] into Eq. (65) we note spon-
taneous emission leads to a correction of ≈ 6% to the
sensitivity, which is negligible and justifies the detailed
calculations we presented in Ref. [1].
C. Detection noise
Prior work discussing the implementation of time-
reversal and related interaction-based readout schemes
have highlighted their utility in suppressing issues asso-
ciated with detection noise [17, 43, 46–49, 58]. In the
case of time-reversal, this robustness can be associated
with the fact that characterization of the metrological
sensitivity only requires measurement of simple observ-
ables such as mean spin-projections [17, 43]. On the
other hand, work on the more general interaction-based
readout schemes has demonstrated that the robustness to
detection noise is preserved even when full distribution
functions of observables are used [47, 48].
In the absence of decoherence, our time-reversal pro-
tocol is robust to detection noise up to the level of the
fundamental quantum noise. Specifically, we can model
detection noise in an observable Mˆ as a Gaussian fluc-
tuation of standard deviation σMˆdet which does not con-
tribute to the observed mean 〈Mˆ〉 but does to the vari-
ance 〈(∆Mˆ)2〉 → 〈(∆Mˆ)2〉+(σMˆdet)2. For a measurement
of Mˆ = Sˆϕ = cos(ϕ)Sˆx + sin(ϕ)Sˆy the achievable sensi-
tivity then generalizes to:
(δβ)2 ≈ e
Nχ2τ2/4
4Nα2χ2τ2
[
1 + 4csc2(ϕ)
σ2det
N
]
. (66)
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FIG. 12. Robustness to detection noise as a function of mea-
surement basis Mˆ = Sˆϕ = cos(ϕ)Sˆx + sin(ϕ)Sˆy. Detection
noise of σdet =
√
N/4 is included for the case with sponta-
neous emission [γ/(2pi) = 7.5 kHz, upper solid line, in blue],
and with photon loss [κ/(2pi) = 150 kHz, lower solid line, in
red], leading to an optimal sensitivity for ϕ = pi/2. For com-
parison we also plot the relevant results for σdet = 0 (dashed
lines). Inset shows scaling of sensitivity with σdet for ϕ = pi/2.
Dashed lines in this case represent the σdet = 0 result. All
calculations are for N = 106, t = 85 ns and other parameters
used in Refs. [20, 56].
The optimal robustness occurs for ϕ = pi/2 (i.e., Mˆ =
Sˆy), for which detection noise σdet .
√
N only leads to
a numeric prefactor correction to the ideal sensitivity.
We point out that the csc2(ϕ) dependence implies this
feature is not overly sensitive to the choice of ϕ.
The robustness is preserved when photon leakage and
atomic spontaneous emission are included. Specifically,
in the former case and for κτ, χ
√
Nτ  1:
(δβ)2 ≈ 1
4α2Nχ2τ2
[
1 + 4csc2(ϕ)
σ2det
N
]
+
κτ
6
[
N − 1 + csc2(ϕ)
N
+ 4csc2(ϕ)
σ2det
N
]
, (67)
while in the latter and for χ
√
Nτ  1:
(δβ)2 ≈ 1
4Nχ2α2τ2
[
e6γτ − cos(ϕ)2
sin(ϕ)2
]
+
σ2det csc(ϕ)
2
N2α2χ2τ2
.
(68)
We plot example results for the parameters of Refs. [20,
56] and N = 106 in Fig. (12) using Eqs. (66) and (67)
and as a function of ϕ. The inset shows the scaling of the
metrological gain for fixed ϕ = pi/2 with varying σdet,
and confirms the protocol is robust to detection noise
σdet .
√
N .
V. CONCLUSIONS
In this paper we have described a protocol for quan-
tum enhanced sensing in an optical QED cavity which
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leverages the ability to work in a strong collective cou-
pling limit due to the large atom number accessible in
such systems. We demonstrated that a dispersive light-
matter interaction can be engineered by either detuning
the cavity, or operating it on resonance with the atomic
transition and injecting a large coherent field, and used
to generate metrologically useful entangled atom-light
states. Our detailed analysis of intrinsic decoherence,
particularly photon loss through the cavity mirrors and
spontaneous emission of the atoms, predicts that entan-
gled states of the cavity field can be generated for sensing
of optical electromagnetic fields below the SQL by up to
10− 20 dB in realistic experimental conditions.
Our protocol and results are not exclusive to the opti-
cal cavity platform, and could be readily implemented
in a range of AMO platforms and frequency regimes.
These include microwave cavities [59], circuit-QED [60–
62], trapped ion arrays [50] and other hybrid quantum
systems systems [63, 64], particularly in the context of
sensing weak forces or small mechanical displacements
[7, 65].
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Appendix A: Ideal expectation values
In this appendix we investigate the sensitivity attain-
able by measurement of only simple observables. First,
we will show how the perturbation of the resource state
can be inferred from the quadratures of the cavity field,
but not in a way that demonstrates a quantum advan-
tage. Then, we will consider the full time-reversal pro-
tocol and show that the second period of atom-light in-
teraction allows the perturbation to be mapped into the
spin projection and leads to a quantum-enhancement be-
low the SQL.
1. Direct measurement
We consider here the resource state directly after the
perturbation by a coherent displacement. As discussed
in the main text, the perturbed state is
|ψβ〉 = D(β)e−iχtSˆz aˆ†aˆ |ψ0〉 , (A1)
where |ψ0〉 = |α〉⊗|N/2x〉 is the initial state, with α ∈ R.
The initial entangling evolution which creates the re-
source state is described by e−iχtSˆz aˆ
†aˆ, and D(β) im-
plements the displacement we are trying to infer. For
clarity, we take β ∈ R.
First, we will demonstrate that the spin observables
are completely insensitive probes of the perturbaton. To
be general, let us consider an arbitrary spin operator Oˆs.
Then
〈Oˆs〉β ≡ 〈ψ0| eiχtSˆz aˆ
†aˆD(β)†OˆsD(β)e−iχtSˆz aˆ†aˆ |ψ0〉 ,
(A2)
where 〈...〉β indicates the expectation value is taken after
the perturbation β has occurred. Since Oˆs is a purely
spin operator, it commutes with D(β), which is con-
structed out of only bosonic operators. Hence
〈Oˆs〉β = 〈ψ0| eiχtSˆz aˆ
†aˆOˆs e
−iχtSˆz aˆ†aˆ |ψ0〉 . (A3)
Thus, no information about β is presented in the spin
observables.
Next, we instead consider the result of measuring a
quadrature of the cavity field. To be general, we will
consider an arbitrary quadrature
Xˆφ = aˆeiφ + aˆ†e−iφ (A4)
characterized by the phase φ.
For simplicity, we perform the calculation in the
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Heisenberg picture. Thus the operator aˆ evolves as:
aˆ→ eiχtSˆz aˆ†aˆD(β)†aˆD(β)e−iχtSˆz aˆ†aˆ
= eiχtSˆz aˆ
†aˆ(aˆ+ β)e−iχtSˆz aˆ
†aˆ
= aˆe−iχtSˆz + β.
(A5)
Noting that 〈N/2x| e−iχtSˆz |N/2x〉 = cos(χt/2)N , we pro-
ceed to compute the following expectation values
〈aˆ〉β = α cos(χt/2)N + β
〈aˆ2〉β = α2 cos(χt)N + 2αβ cos(χt/2)N + β2
〈aˆ†aˆ〉β = α2 + 2αβ cos(χt/2)N + β2.
(A6)
With this, we can evaluate the relevant expectations of
the quadrature Xˆφ:
〈Xˆφ〉β = α cos(χt/2)N cos(φ) + β cos(φ)
〈(∆Xˆφ)2〉 = 1 + 2α2
{[
cos(χt)N − cos(χt/2)2N ] cos(2φ)
+ 1− cos(χt/2)2N
}
≈ 1 + Nα
2χ2t2 sin(φ)2
2
≥ 1,
(A7)
The last line demonstrates that the variance is never re-
duced below the level of vacuum noise [〈(∆Xˆφ)2〉 = 1].
Moreover, the signal 〈Xˆφ〉β does not demonstrate an am-
plified response to the perturbation scaling with atom
number N or the initial cavity amplitude |α|. Specifi-
cally,
∂β 〈Xˆφ〉β = cos(φ). (A8)
As a result, measuring a cavity quadrature does not give
an enhanced sensitivity with respect to the SQL: i.e.
(δβ)2 = 〈(∆Xˆφ)2〉/|∂〈Xˆφ〉/∂β|2 ≥ 1 for any φ and t.
2. Time reversal protocol
We now move on to the case of the full time-reversal
sequence and present a detailed derivation of the achiev-
able sensitivity and related expectation values in the ab-
sence of any dissipation. The results are pertinent to the
discussion of Sec. II.
We briefly recap that the evolution in the time-reversal
protocol is composed of three key steps: (i) evolution
with the dispersive interaction Hˆ = χaˆ†aˆSˆz [Eq. (1)] for
a time τ , (ii) a coherent displacement of amplitude β of
the cavity, and (iii) reversed evolution with Hamiltonian
−Hˆ for another duration τ . Collectively, the evolution
in the Schrodinger picture is described by |ψ2τ 〉 = Uˆ |ψ0〉
with the unitary operator
Uˆ = eiχSˆz aˆ
†aˆ τD(β)e−iχSˆz aˆ†aˆ τ , (A9)
where D(β) = eβ(aˆ†−aˆ), with β ∈ R is a displacement in
the x direction in bosonic phase space. It is easier in this
instance to evaluate the dynamics in the protocol in the
Heisenberg picture, where the evolution of an operator
Oˆ is given by Oˆ(t) = Uˆ†Oˆ(0)Uˆ . To characterize the
achievable sensitivity (δβ)2 we only require to compute
observables of the form 〈(Sˆx)m〉 and 〈(Sˆy)m〉 for m = 1, 2,
and so it is sufficient to evaluate only the evolution of the
operator (Sˆ+)m. Lastly, we note that any function of Sˆz
(such as Sˆ+Sˆ−) commutes with Uˆ , and thus will not
change under time evolution.
Breaking apart the unitary evolution described by
Eq. (A9), we begin by applying the reverse evolution [step
(iii)]:
(Sˆ+)m(τ) ≡ e−iχSˆz aˆ†aˆ τ (Sˆ+)meiχSˆz aˆ†aˆ τ
= (Sˆ+)me−iχmaˆ
†aˆ τ
= (Sˆ+)m : e(e
−iχmτ−1)aˆ†aˆ : ,
(A10)
where we have used Sˆ+f(Sˆz) = f(Sˆz−1)Sˆ+ and the well
known relation (1 +x)aˆ
†aˆ =: exaˆ
†aˆ : to leave the result in
a form that will be useful in the remaining steps. Next,
we act the displacement operator [step (ii)]
(Sˆ+)m(τ)′ ≡ D(β)†[(Sˆ+)m(τ)]D(β)
= D(β)†
[
(Sˆ+)m : e(e
−iχmτ−1)aˆ†aˆ :
]
D(β)
= (Sˆ+)m : e(e
−iχmτ−1)(aˆ†+β)(aˆ+β) : .
(A11)
Finally, to evaluate the initial evolution [step (i)] we
use the results
eiχSˆz aˆ
†aˆ τ (Sˆ+)me−iχSˆz aˆ
†aˆ τ = (Sˆ+)meiχmaˆ
†aˆτ
eiχSˆz aˆ
†aˆ τ aˆe−iχSˆz aˆ
†aˆ τ = aˆe−iχSˆzτ ,
(A12)
so that
(Sˆ+)m(2τ) ≡ eiχSˆz aˆ†aˆ τ [(Sˆ+)m(τ)′]e−iχSˆz aˆ†aˆ τ
= (Sˆ+)meiχmaˆ
†aˆτ
∗ : e(e−iχmτ−1)(aˆ†eiχSˆzτ+β)(aˆe−iχSˆzτ+β) : .
(A13)
Expectation values of this operator can then be taken
with respect to the initial state |ψ0〉 = |N/2x〉 ⊗ |α〉
[Eq. (2)]. This is done in two stages: We evaluate the
expectation value with respect to |α〉 and then the spin
degree of freedom.
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First, using the fact 〈α| eiχmaˆ†aˆτ = 〈αe−iχmτ | we find
that we need to evaluate the following expression
〈αe−iχmτ | : e(e−iχmτ−1)(aˆ†eiχSˆzτ+β)(aˆe−iχSˆzτ+β) : |α〉
= e(e
−iχmτ−1)(αeimχτeiχSˆzτ+β)(αe−iχSˆzτ+β)eα
2(eiχmτ−1)
= eβ
2(e−iχmτ−1)
∗ exp
[
− 4iαβ sin(χmτ/2) cos(χSˆzτ + χmτ/2)
]
(A14)
where we have used the relation for normal ordered
expressions 〈γ| : f(a†, a) : |α〉 = f(γ∗, α) and com-
puted the overlap 〈αe−iχmτ |α〉 = eα2(eiχmτ−1). Defining
g(τ) = −4αβ sin(χmτ/2) we can perform a Jacobi-Anger
expansion of the exponential
eig(τ) cos(χSˆzτ+χmτ/2) =
∑
n
inJn
[
g(τ)
]
einχ(Sˆz+m/2)τ ,
(A15)
where Jn is the nth Bessel function of the first kind. Thus
to evaluate the expectation with respect to state |N/2x〉,
we have to calculate
〈N/2x| (Sˆ+)meinχτSˆz |N/2x〉
= 〈(Sˆ+)m〉0 cos(nχτ/2)N−me−inmχτ/2,
(A16)
where 〈(Sˆ+)m〉0 = 〈N/2x| (Sˆ+)m |N/2x〉. Putting all the
pieces together, we find that
〈(Sˆ+)m(2τ)〉 = 〈(Sˆ+)m〉0 eβ
2(e−iχmτ−1)
∗
∑
n
inJn
[
g(τ)
]
cos(nχτ/2)N−m,
(A17)
By taking m = 1, 2 and using the initial conditions
〈Sˆ+〉0 = N/2 and 〈(Sˆ+)2〉0 = N(N − 1)/4 we can get
the relevant expectation values needed to compute the
sensitivity:
〈Sˆ+(2τ)〉 = N
2
exp
[
(e−iχτ − 1)β2
] ∞∑
n=−∞
inJn
(
− 4αβ sin(χτ/2)
)[
cos
(nχτ
2
)]N−1
,
〈Sˆ+2(2τ)〉 = N(N − 1)
4
exp
[
(e−i2χτ − 1)β2
] ∞∑
n=−∞
inJn
(
− 4αβ sin(χτ)
)[
cos
(nχτ
2
)]N−2
,
〈(Sˆ+Sˆ−)(2τ)〉 = N(N + 1)
4
.
(A18)
Appendix B: Resource state in presence of photon
loss
In this appendix we present a more detailed treatment
of the dispersive dynamics in the presence of photon loss.
In particular, we focus on the generated state after the
first period of atom-light interaction, Eq. (45).
As the dissipative dynamics will generate a mixed state
in general, we begin our calculation from the density ma-
trix representing the initial state |ψ0〉 [Eq. (2)],
ρˆ0 = |N/2x〉〈N/2x| ⊗ |α〉〈α|. (B1)
Evolution is described by the Liouvillian
∂tρˆt = −iχ
[
aˆ†aˆSˆz, ρˆt
]
+ κ
(
aˆρˆtaˆ
† − {aˆ
†aˆ, ρˆt}
2
)
≡ Lχρˆt.
(B2)
To simplify the treatment of the evolution, we perform
a change of frame and define the transformed density
operator as
ξˆt = e
iHˆte
κaˆ†aˆt
2 ρˆt e
−iHˆte
κaˆ†aˆt
2 , (B3)
where Hˆ = χaˆ†aˆSˆz. This transformation is designed to
strip away the commutator and anticommutator parts
of Lχ. Some straightforward yet tedious manipulations
using the identity aˆg(aˆ†aˆ) = g(aˆ†aˆ+ 1)aˆ, where g is any
function, then result in a simplified equation of motion
for ξˆt:
∂tξˆt = κe
−κte−iχSˆztaˆ ξˆtaˆ†eiχSˆzt, (B4)
with the the initial condition ξˆ0 = ρˆ0.
The superoperator acting on ρˆ in the right hand side
of Eq. (B4) leaves bosonic coherent states invariant. Fur-
thermore, the initial condition of the system involves pre-
cisely a coherent state factor. This suggests an ansatz
for the density matrix which is a tensor product: ξˆt =
19
ξˆspint ⊗ |α〉〈α|. Substitution of this ansatz into Eq. (B4)
then yields an equation for the spin degree of freedom
∂tξˆ
spin
t = κα
2e−κte−iχSˆztξˆspint e
iχSˆzt. (B5)
If ξˆspint is expanded in the Sˆz basis, Sˆz|mz〉 = m|mz〉,
an analytic form for ξˆspint can be obtained in a straight-
forward manner. In particular, we can express ξˆspint =∑
m,n dmn(t)|m〉〈n|, and inserting this into Eq. (B5)
leads to decoupled equations for each coefficient dmn:
∂tdmn = κα
2e−κteiχ(n−m)tdmn. (B6)
These can be solved exactly,
dmn(t) = exp
[
κα2
(
1− e−κt+iχ(n−m)t)
κ− iχ(n−m)
]
cmc
∗
n, (B7)
where we have used the initial condition ξˆspin0 =
|N/2x〉〈N/2x| and expressed the state in the Sˆz basis,
i.e. |N/2x〉 =
∑
m cm |mz〉.
Transforming back to the original frame, the solution
ξˆt yields an analytic form for the density matrix of the
complete atom-light system:
ρˆt = e
−iHˆte−
κaˆ†aˆt
2
(∑
m,n
dmn(t)|m〉〈n| ⊗ |α〉〈α|
)
eiHˆte−
κaˆ†aˆt
2
= e−iHˆt
(∑
m,n
dmn(t)|m〉〈n| ⊗ eκα2(e−κt−1)|αe−κt/2〉〈αe−κt/2|
)
eiHˆt,
(B8)
where we have used e−
κaˆ†aˆt
2 |α〉 = eκα
2(e−κt−1)
2 |αe−κt/2〉.
A more compact form of the final result is then
ρˆt = e
−iHˆt
(
ρˆspint ⊗ |αe−κt/2〉〈αe−κt/2|
)
eiHˆt, (B9)
with
ρˆspint =
∑
m,n
c∗ncme
f(n−m,t)|m〉〈n|,
f(z, t) =
κα2(1− e−κt+iχzt)
κ− iχz + α
2(e−κt − 1)
(B10)
which are used in Sec. IV A of the main text.
Appendix C: Quantum Fisher information with
photon loss
Having derived the complete density matrix of the
atom-light state generated by the dispersive interaction
in the presence of photon loss [Eqs. (45) and (B9)], we
can use this result to evaluate the quantum Fisher infor-
mation and establish the metrological utility of the state.
The quantum Fisher information of a generic quantum
state ρˆ can be computed via the expression [24]:
FQ = 2
∑
a6=b
(λa − λb)2
λa + λb
| 〈a| Gˆ |b〉 |2, (C1)
where Gˆ is the generator of the perturbation, {|a〉} are
the eigenstates of the density matrix ρˆ and {λa} the cor-
responding eigenvalues. As we are characterizing the sen-
sitivity of the generated state to small displacements, we
take Gˆ = Yˆ = −i(aˆ− aˆ†).
Computation of FQ thus requires us to calculate
the eigensystem of ρˆt and subsequently compute the
matrix elements 〈a| Yˆ |b〉. Given the structure of ρˆt,
we find it convenient to strip away the e±iHˆt factors
(which amounts to a unitary transformation), so that
|a˜〉 ≡ eiHˆt |a〉, λa remain unchanged and 〈a| Yˆ |b〉 ≡
〈a˜| eiHˆtYˆ e−iHˆt |b˜〉. Under this transformation
eiHˆtYˆ e−iHˆt = −i(aˆe−iχSˆzt − aˆ†eiχSˆzt). (C2)
Alternatively, |a˜〉 can also be characterized as eigenstates
of
ρˆspint ⊗ |αe−κt/2〉〈αe−κt/2|, (C3)
where ρˆspint is defined in Eq. (B10). We highlight that
the bosonic component is diagonal in the coherent state
basis, and so we expect most of its eigenvalues are zero.
This allows us to greatly simplify the calculation of the
Fisher information, following the procedure outlined in
Appendix F, by picking PI (as defined in Appendix F) to
be 1spin ⊗ |αe−κt/2〉〈αe−κt/2|. In particular, this feature
allows us to reduce the computation to
FQ = 4 + 2α2e−κt
∑
r,s
(λr − λs)2
λr + λs
∣∣∣ 〈r| Oˆ |s〉 ∣∣∣2, (C4)
where {|r〉} are now eigenstates of ρˆspint only, {λr} are
their corresponding eigenvalues, and
Oˆ = −i(e−iχSˆzt − eiχSˆzt) (C5)
This is precisely Eq. (47) given in the main text.
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A simpler analytic expression can be computed by way
of further reasonable approximations. As mentioned in
the main text, for χ
√
N  κ, χ√Nt  1 and large N
the matrix elements of ρˆspint can be approximated as
c∗ncme
f(n−m,t)|m〉〈n|
∼ exp
(
− m
2 + n2
N
+ ic1(n−m)
− σ2(m− n)2|m〉〈n|,
(C6)
where we leave the coefficient c1 unspecified because it
can be eliminated by doing a rotation about Sˆz while
leaving Oˆ intact (since they commute), and
σ2 =
χ2α2e−κt
κ2
[
eκt −
(
1 + κt+
κ2t2
2
)]
. (C7)
For simplicity, we henceforth omit c1. Under these ap-
proximations
ρˆspint ≈ C
∑
mn
e−
m2+n2
N −σ2(m−n)2 |m〉〈n|, (C8)
where σ2 = κχ2α2t3/6 and C is a normalization constant.
If σ  1 then we can approximate the summations by
integrals. Furthermore, after a rescaling m =
√
Nx, the
state of the spin subsystem is given by
ρˆspint = C′
∫
dx dy e−x
2−y2−σ2N(x−y)2 |x〉〈y|,
= C′e−xˆ2
(∫
dx dy e−σ
2N(x−y)2 |x〉〈y|
)
e−xˆ
2
,
= C′′e−xˆ2e−pˆ2/(4σ2N)e−xˆ2 ,
(C9)
where C′ and C′′ are (distinct) normalization constants.
Additionally, x and y are continuous variables defined
with respect to the operators xˆ and pˆ: xˆ is a position-like
operator satisfying xˆ |x′〉 = x′ |x′〉 and pˆ is its conjugate
momentum.
The remaining exponential terms in the last line of
Eq. (C9) can be rewritten as
ρˆspint ∝ e−(a
2xˆ2+b2pˆ2)/2, (C10)
where
cosh(ab) = 1 +
1
σ2N
,
b2
a2
=
1
4(2σ2N + 1)
.
(C11)
It is now apparent that ρˆspint is diagonal in a basis of
eigenstates of a harmonic oscillator with frequency ω =
ab:
ρˆspint = (1− e−ω)e−ωcˆ
†cˆ, (C12)
with
cˆ =
√
a
2b
xˆ+ i
√
b
2a
pˆ, (C13)
the associated bosonic annihilation operator. The eigen-
values are therefore
λr = (1− e−ω)e−ωr, (C14)
while the expectation values 〈r| Oˆ |s〉 (where |r〉 is now
indexed by the excitation level of the harmonic oscil-
lator) become, within the approximation χ
√
Nt  1
(which will later shown to be valid as κ limits the rel-
evant timescales of interest),
〈r| [− i(e−iχSˆzt − eiχSˆzt)] |s〉
≈ 〈r| [− i(e−iχ√Nxˆt − eiχ√Nxˆt)] |s〉
≈ −2χ
√
Nt 〈r| xˆ |s〉
= −2χ
√
Nbt√
2a
(
√
rδr,s+1 +
√
sδr+1,s),
(C15)
where δr,s is a Kronecker delta. After squaring we get
| 〈r| Oˆ |s〉 |2 = 2χ
2Nbt2
a
(rδr,s+1 + sδr+1,s). (C16)
Note that the cross terms have vanished.
Since the expression for the Fisher information in
Eq. (C4) is symmetric between r and s, we just consider
one of the Kronecker deltas and double the result. Then,
Eq. (C4) simplifies into
FQ = 4 + 2α2e−κt
∞∑
s=0
(λs+1 − λs)2
λs+1 + λs
4χ2Nbt2(s+ 1)
a
= 4 +
8χ2Nbα2t2e−κt(1− e−ω)
a
∗
∞∑
s=0
(e−ω(s+1) − e−ωs)2
e−ω(s+1) + e−ωs
(s+ 1)
= 4 +
8χ2Nbα2t2e−κt(1− e−ω)3
a(1 + e−ω)
∞∑
s=0
e−ωs(s+ 1)
= 4 +
8χ2Nbα2t2e−κt(1− e−w)
a(1 + e−w)
.
(C17)
We now plug in ω = ab and make repeated use of
Eq. (C11) to obtain
FQ = 4 + 4χ
2Nα2t2e−κt
1 + 2σ2N
,
= 4 +
4χ2Nα2t2e−κt
1 + 2χ
2α2N
κ2
[
1− e−κt(1 + κt+ κ2t22 )] ,
≈ 4 + 4χ
2Nα2t2
1 + κχ2Nt3/3
,
(C18)
where in the last line we have approximated κt  1.
These are the results used for Eq. (49) of the main text.
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Appendix D: Sensitivity in the presence of cavity
decay
The operational sensitivity (δβ)2 achievable via the full
time-reversal protocol and measurement of collective spin
observables can also be calculated accounting for photon
loss. Different to the prior computation of Fisher infor-
mation, here the calculation is most simply performed
in the Heisenberg picture. In particular, an operator Oˆ
evolves according to:
Oˆ(τ1, τ2) = e
L†χτ1L†D(β)eL
†
−χτ2Oˆ(0), (D1)
where L† are Hilbert-Schmidt adjoints, defined by
L†χOˆ = iχ
[
aˆ†aˆSˆz, Oˆ
]
+ κ
(
aˆ†Oˆaˆ− {aˆ
†aˆ, Oˆ}
2
)
,
L†D(β)Oˆ = D†(β)OˆD(β).
(D2)
Relevant expectation values are then calculated with re-
spect to ψˆ0 = |ψ0〉〈ψ0| [Eq. (2)].
Let us now consider the generic evolution of an opera-
tor of the following form:
Λˆ ≡ eL†−χτ [(Sˆ+)m: f :], (D3)
where f is any function of bosonic variables and : : de-
notes normal ordering. We consider this form because, as
we will see, both the initial and final steps of the proto-
col fall under this category. Then Λˆ satisfies the following
equation
∂τ Λˆ = −iχ
[
aˆ†aˆSˆz, Λˆ
]
+ κ
(
aˆ†Λˆaˆ− {aˆ
†aˆ, Λˆ}
2
)
. (D4)
For the sake of clarity, we remark that only Λˆ has any
τ dependence. All the other operators in Eq. D4 (aˆ, aˆ†,
Sˆz) are τ independent. We simplify Eq. (D4) by pulling
out some factors
Ξˆ = eiχaˆ
†aˆSˆzτe
κ
2 aˆ
†aˆτ Λˆ e−iχaˆ
†aˆSˆzτe
κ
2 aˆ
†aˆτ (D5)
to obtain
∂τ Ξˆ = κe
κτeiχSˆzτ aˆ† Ξˆ aˆ e−iχSˆzτ (D6)
with initial condition Ξˆ(0) = (Sˆ+)m: f :. We try an
ansatz for solution of the form
Ξˆ = (Sˆ+)m: ξ :, (D7)
where ξ is a purely bosonic operator. This leads us into
the following equation for : ξ :
∂τ (: ξ :) = κe
κτeiχmτ aˆ†: ξ : aˆ
= κeκτeiχmτ : aˆ†ξ aˆ :
= κeκτeiχmτ : aˆ†aˆ ξ :,
(D8)
from which we find the solution
: ξ := : exp
[
κ(eκτ+iχmτ − 1)
κ+ iχm
aˆ†aˆ
]
f : . (D9)
The final result for Ξ is
Ξˆ = (Sˆ+)m: exp
[
κ(eκτ+iχmτ − 1)
κ+ iχm
aˆ†aˆ
]
f :. (D10)
We now use this result to evaluate the evolution
Eq. (D1). The action of the first superoperator (cor-
responding to the last step of the protocol) is
(Sˆ+)m(τ2) ≡ eL
†
−χτ2
[
(Sˆ+)m
] ≡ Λˆ1, (D11)
where Λˆ1 is of the form of Eq. (D3) with f = 1. Then
Ξˆ1 = (Sˆ
+)m: exp
[
κ(eκτ2+iχmτ2 − 1)
κ+ iχm
aˆ†aˆ
]
:, (D12)
and
Λˆ1 = Ξˆ1 e
−(κ+iχm)aˆ†aˆτ2
= (Sˆ+)m : exp
[
κ(eκτ2+iχmτ2 − 1)
κ+ iχm
aˆ†aˆ
]
: e−(κ+iχm)aˆ
†aˆτ2
= (Sˆ+)m
[
κ(eκτ2+iχmτ2 − 1)
κ+ iχm
+ 1
]aˆ†aˆ
e−(κ+iχm)aˆ
†aˆτ2
= (Sˆ+)m
[
iχn(e−(κ+iχm)τ2 − 1)
κ+ iχm
+ 1
]aˆ†aˆ
= (Sˆ+)m : exp
[
iχm(e−κτ2−iχmτ2 − 1)
κ+ iχm
aˆ†aˆ
]
:
≡ (Sˆ+)m: eητ2,maˆ†aˆ :,
(D13)
where we have defined
ητ,m =
iχm
κ+ iχm
(e−κτ−iχmτ − 1), (D14)
and have made repeated use of the identity : e(z−1)aˆ
†aˆ :=
zaˆ
†aˆ.
Next, the displacement is effectuated by use of the
identity D†(β)aˆDβ) = aˆ+ β. Thus
L†D(β)[(Sˆ+(τ2))m] = (Sˆ+)m: eητ,n(aˆ
†+β)(aˆ+β) : (D15)
Note that it is still of the form of Eq. (D3). This allows
us to again use the result of Eq. (D10) with
f = exp
[
ητ,n(aˆ
† + β)(aˆ+ β)
]
(D16)
for the third evolution superoperator (eL
†
χτ1) but with
different Ξˆ and Λˆ, which we denote Ξˆ2 and Λˆ2. Note
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that Λˆ2 is precisely the (Sˆ
+)m(τ1, τ2) we are interested
in. Taking into account that −χ → χ and τ → τ1, we
can write the result directly:
Ξ2 = (Sˆ
+)m: exp
[
ητ2,m(aˆ
† + β)(aˆ+ β)
+
κ(eκτ1−iχmτ1 − 1)
κ− iχm aˆ
†aˆ
]
:
= (Sˆ+)meβ
2ητ2,meητ2,mβaˆ
†
: exp
[
ητ2,maˆ
†aˆ
+
κ(eκτ1−iχmτ1 − 1)
κ− iχm aˆ
†aˆ
]
: eητ2,mβaˆ
(D17)
With Ξˆ2, (Sˆ
+)m(τ1, τ2) be computed using
(Sˆ+)m(τ1, τ2) = e
iχaˆ†aˆSˆzτ1e−
κ
2 aˆ
†aˆτ1 Ξˆ2 e
−iχaˆ†aˆSˆzτ1e−
κ
2 aˆ
†aˆτ1 ,
(D18)
which results, after some simplifications, in
(Sˆ+)m(τ1, τ2) = (Sˆ
+)m exp
[
ητ2,mβaˆ
†eiχ(Sˆz+m)τ1−κτ1/2
]
e−(κ−iχm)aˆ
†aˆτ1 : exp
[
ητ2,maˆ
†aˆ+
κ(eκτ1−iχmτ1 − 1)
κ− iχm aˆ
†aˆ
]
:
∗ exp
[
ητ2,mβaˆe
−iχSˆzτ1−κτ1/2
]
eβ
2ητ2,m ,
= (Sˆ+)m exp
[
ητ2,mβaˆ
†eiχ(Sˆz+m)τ1−κτ1/2
]
: exp
[
(ητ2,me
−(κ−iχm)τ1 + η∗τ1,m)aˆ
†aˆ
]
:
∗ exp
[
ητ2,mβaˆe
−iχSˆzτ1−κτ1/2
]
eβ
2ητ2,m ,
= (Sˆ+)m: exp
[(
ητ2,me
−κτ1+iχmτ1 + η∗τ1,m
)
aˆ†aˆ+ ητ2,mβaˆ
†eiχ(Sˆz+m)τ1−κτ1/2
+ ητ2,mβaˆe
−iχSˆzτ1−κτ1/2 + β2ητ2,m
]
:,
= (Sˆ+)m: exp
[(
ητ2,me
−κτ1+iχmτ1 + η∗τ1,m
)
aˆ†aˆ
+ ητ2,mβe
−κτ12 +
iχmτ1
2
(
aˆ†eiχ(Sˆz+
m
2 )τ1 + aˆe−iχ(Sˆz+
m
2 )τ1
)
+ β2ητ2,m
]
:.
(D19)
Evaluating the expectation value of SˆM (τ1, τ2) with re-
spect to a photon coherent state then amounts to the
replacements aˆ → α and aˆ† → α∗ in the last line of
Eq. (D19) since the expression is normal ordered. The
relevant expectation values are then:
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〈Sˆ+(τ1, τ2)〉 = N
2
exp
[
α2(ητ2,1e
−κτ1+iχτ1 + η∗τ1,1) + ητ2,1β
2
]
∗
∞∑
n=−∞
inJn
(
− 2iητ2,1αβe−
κ
2 τ1+i
χ
2 τ1
)[
cos
(nχτ1
2
)]N−1
,
〈Sˆ+2(τ1, τ2)〉 = N(N − 1)
4
exp
[
α2(ητ2,2e
−κτ1+i2χτ1 + η∗τ1,2) + ητ2,2β
2
]
∗
∞∑
n=−∞
inJn
(
− 2iητ2,2αβe−
κ
2 τ1+iχτ1
)[
cos
(nχτ1
2
)]N−2
,
〈(Sˆ+Sˆ−)(τ1, τ2)〉f =
N(N + 1)
4
.
(D20)
Appendix E: Sensitivity in the presence of
spontaneous emission
In this appendix we present the calculation of the ex-
pectation values required for the sensitivity in the pres-
ence of spontaneous emission. We present here the case
of the resonant protocol. Even though the effect of spon-
taneous emission is different in the resonant and disper-
sive cases, the methods presented here can be adapted to
tackle the case of the dispersive protocol.
Similar to the case of photon loss, in both cases we
will compute the evolution within the Heisenberg picture,
focusing on the collective observables. As discussed in the
main text, since spontaneous emission is not the limiting
factor of the sensitivity, we consider equal durations for
the forward and backward evolutions:
[(Sˆ+]m(2τ) = eM
†
χτL†D(β)eM
†
−χτ
[
(Sˆ+)m
]
. (E1)
Here,
M†χOˆ = iχ[Sˆzaˆ†aˆ, Oˆ]
+ γ
∑
i
(
2sˆizOˆsˆ
i
z + sˆ
i
xOˆsˆ
i
x + sˆ
i
yOˆsˆ
i
y − Oˆ
)
,
(E2)
and
L†D(β)Oˆ = D†(β)OˆD(β), (E3)
identically defined as per the previous section.
We begin with
(Sˆ+)m(τ) ≡ Λˆ ≡ eM†−χτ [(Sˆ+)m], (E4)
which corresponds to the final step of the protocol. By
differentiating with respect to τ , we find the Λˆ satisfies:
∂τ Λˆ =M†−χΛˆ, (E5)
with initial condition Λˆ0 = [Sˆ
+(0)]m.
The structure of M†−χ motivates the ansatz
Λˆ = f(nˆ, τ)(Sˆ+)m, (E6)
where f is some operator valued function of nˆ = aˆ†aˆ and
is the only τ dependent part of the expression. Substitu-
tion of this ansatz into Eq. (E5) results in a differential
equation for f
∂τf = −m
(3γ
2
+ inˆ
)
f. (E7)
The solution is an exponential
f(nˆ, τ) = e−
3mγτ
2 e−inˆmt (E8)
which is then substituted back into the ansatz to yield:
(Sˆ+)m(τ) = e−
3γτ
2 (Sˆ+)me−imnˆτ . (E9)
The next step involves a displacement, which is
straightforward to implement once again using the iden-
tity D†(β)aˆD(β) = aˆ+ β to yield:
(Sˆ+)m(τ)′ ≡ L†D(β)
[
(Sˆ+)m(τ)
]
= e−
3γτ
2 (Sˆ+)me−im(aˆ
†+β)(aˆ+β)τ .
(E10)
Before beginning the final step, it is convenient to do
some preliminary manipulation of the last exponential in
Eq. (E10),
e−im(aˆ
†+β)(aˆ+β)τ = eβ
2(e−imχτ−1)
[∑
b≥0
e−
iχmbτ
2 (aˆ†)bOb(nˆ)
+
∑
b<0
e−
iχmbτ
2 O†|b|(nˆ) aˆ
|b|
]
e−iχmnˆτ ,
(E11)
where Ob(nˆ) are operator valued functions of nˆ and τ
that are to be determined. If we multiply by eiχmnˆτ on
the right and take the expectation value of both sides
with respect to a generic coherent state |ζ〉 we find that
the left and right hand sides of Eq. (E11) transform cor-
respondingly to the new equality
24
exp
[
− 2iβ sin(mχτ/2)(ζ∗e−imχτ/2 + ζeimχτ/2)] = ∑
b≥0
e−
iχmbτ
2 (ζ∗)b 〈Ob〉+
∑
b<0
e−
iχmbτ
2 〈O†|b|〉 ζ |b|. (E12)
Here, 〈Ob〉 = 〈ζ|Ob |ζ〉 is a function of |ζ| only. Expressing ζ in terms of its amplitude and phase ζ = |ζ|eiφ we get
exp
[
− 4i|ζ|β sin(mχτ/2) cos(φ+mχτ/2)
]
=
∑
b≥0
e−
iχmbτ
2 |ζ|be−ibφ 〈Ob〉+
∑
b<0
e−
iχmbτ
2 〈O†|b|〉 |ζ||b|e−ibφ. (E13)
Using the Jacobi-Anger expansion to re-express the
LHS of this last equation and equating coefficients of eibφ
we find that the following holds
〈ζ|Ob |ζ〉 = i
b
|γ|b Jb
[− 4i|ζ|β sin(mχτ/2)], (E14)
where Jb is the bth-order Bessel function of the first kind.
The reason this expansion is convenient is that the evo-
lution of the operators
aˆb(Sˆ+)m (E15)
take a simple form in the final step of the evolution that
we apply. The evolved operator at the end of the dis-
placement step is, hence,
(Sˆ+)m(τ)′ = e−
3γτ
2 (Sˆ+)meβ
2(e−imχτ−1)
∗
[∑
b≥0
e−
iχmbτ
2 (aˆ†)bOb(nˆ)
+
∑
b<0
e−
iχmbτ
2 O†|b|(nˆ) aˆ
|b|
]
e−iχmnˆτ
(E16)
Returning now to the evaluation of Eq. (E1), we finally
must act with the superoperator eM
†
χt on each term of the
sum in Eq. (E16), so we need to investigate the quantities
ξb,m = e
M†χτ
[
aˆb(Sˆ+)m
]
, (E17)
which satisfy an equation similar to Eq. (E5):
∂τξb,m =M†χξb,m (E18)
This is all that we need to consider, sinceM†χ commutes
with right and left multiplication by any function of nˆ.
Once again, the structure of Eq. (E18) motivates the
ansatz
ξb,m = qb,m(Sˆz, τ) aˆ
b(Sˆ+)meimχnˆτe−
3γτ
2 , (E19)
where q is a function to be solved for. Plugging the ansatz
into Eq. (E18) results in a differential-difference equation
for qb,m(z, t):
∂tqb,m(z, t) = −iχ b z qb,m(z, t)
+
γN
4
[
qb,m(z + 1, t) + qb,m(z − 1, t)− 2qb,m(z, t)
]
+
γz
2
[
qb,m(z − 1, t)− qb,m(z + 1, t)
]
+
γm
2
[
qb,m(z, t)− qb,m(z − 1, t)
]
(E20)
subject to the initial condition qb,m(z, 0) = 1, which is
obtained by plugging τ = 0 in Eq. (E19). To solve
Eq. (E20), we plug in the ansatz solution qb,m(t, z) =
exp[v(t) +w(t)z], which leads into a set of ordinary non-
linear differential equations for v and w:
v˙ =
γN
4
(ew + e−w − 2) + γm
2
(1− e−w)
w˙ = −iχb+ γ
2
(e−w − ew)
(E21)
These equations can be solved exactly, but the solution is
not particularly illuminating. Instead, we solve it pertur-
batively in the ratio χ/γ, which is very small for both pro-
tocols described in the main text, and assuming N  1.
Then,
v(t) = − iχmb
2γ
(e−γt + γt− 1)
+
Nχ2b2
8γ2
(e−4γt − 4e−γt − 2γt+ 3)
w(t) =
iχb
γ
(e−γt − 1),
(E22)
to order (χ/γ)3. We now express the evolved observable
in terms of the qb,m:
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(Sˆ+)m(2τ)f = e−3mγteβ
2(e−imχt−1)
[∑
b≥0
e−
imχbt
2 (aˆ†)bOˆbq−b,m(Sˆ+)m +
∑
b<0
e−
imχbt
2 Oˆ†|b|aˆ
bq−b,m(Sˆ+)m
]
,
(Sˆ+)m(2τ)f = e−3mγteβ
2(e−imχt−1)
[∑
b≥0
e−
imχbt
2 (aˆ†)bOˆbq−b,m(Sˆ+)m +
∑
b<0
e−
imχbt
2 Oˆ†|b|aˆ
bev+wSˆz (Sˆ+)m
]
.
(E23)
With this, we can take the expectation value with respect to ρˆ0 = |N/2x〉〈N/2x| ⊗ |α〉〈α|, which results in〈
(Sˆ+)m(2τ)
〉
= e−3mγteβ
2(e−imχt−1)
{∑
b
ibJb
[− 4iαβ sin(mχt/2)]e− imχbt2 [ 〈N/2x| ev+wSˆz (Sˆ+)m |N/2x〉 ]},
〈
(Sˆ+)m(2τ)
〉 ≈ 〈(Sˆ+)m(0)〉e−3mγteβ2(e−imχt−1){∑
b
ibJb
[− 4iαβ sin(mχt/2)]e− imχbt2 eve−N |w|2/8}.
(E24)
In Eq. (E22), we can omit the imaginary term on v since
it is small and has noN enhancement factor, as compared
to its second term. Furthermore, if we are probing times
such that γt  1, we can keep only first order terms in
γ both in v and w. From this we obtain the final result
for the expectation value:
〈
(Sˆ+)m(2τ)
〉
=
〈
(Sˆ+)m(0)
〉
e−3mγteβ
2(e−imχt−1)
{∑
b
exp
[γχ2b2Nt3
24
]
ibJb
[−4iαβ sin(mχt/2)]e−Nχ2m2t2/8}. (E25)
In comparison to the ideal case, Eq. (A17), we note
that spontaneous emission introduces two effects: the
first is single-particle type decay of the expectation val-
ues, with the exponent e−3γmt, whilst the latter is the re-
sult of entanglement dynamics, given by the eγNχ
2b2t3/24
factors. In the case of the resonant protocol, with
χ = g/α, the latter can be made negligible by choosing
a sufficiently large α.
Lastly, to finally compute the necessary means and
variances of Sˆx,y, the expectation
〈(Sˆ+Sˆ−)(2τ)〉 (E26)
is required. This can be computed in a straightforward
way by identifying that Sˆ+Sˆ− initially commutes with
the Hamiltonian Hˆ = χSˆzaˆ
†aˆ and remains to do so
throughout the evolution. Thus, its dynamics is given
entirely by the spontaneous emission term, from which
we can immediately write down the solution
〈(Sˆ+Sˆ−)(2τ)〉 = N
2
+
N(N − 1)
4
e−6γt (E27)
The relevant expectation values are then:
〈
Sˆ+(2τ)
〉
=
N
2
e−3γτeβ
2(e−iχτ−1)
∞∑
b=−∞
e
γχ2b2Nτ3
24 ibJb
[
− 4αβ sin
(χτ
2
)]
e−Nb
2χ2τ2/8,
〈
Sˆ+2(2τ)
〉
=
N(N − 1)
4
e−6γτeβ
2(e−2iχτ−1)
∞∑
b=−∞
e
γχ2b2Nτ3
24 ibJb
[
− 4αβ sin(χτ)
]
e−Nb
2χ2τ2/8,
〈
(Sˆ+Sˆ−)(2τ)
〉
=
N
2
+
N(N − 1)
4
e−6γτ ,
(E28)
Keeping only the single particle decay terms, we find that the sensitivity to displacements (at β = 0) when
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measuring Sˆφ = Sˆx cosφ+ Sˆy sin(φ) and φ 6= 0 is
(δβ)2 =
eNχ
2t2/8
4Nαχ2τ2
(e6γτ − cosφ2)
sinφ2
. (E29)
For short times χ
√
Nτ  1, we recover Eq. (65) in the
main text.
A similar derivation shows that the relevant expecta-
tion values in the dispersive protocol are the following:
〈Sˆ+(2τ)〉 = N
2
e−2γτeβ
2(e−iχτ−1)
∞∑
b=−∞
e
γχ2(5b2+8b+6)Nτ3
12 ibJb
[
− 4αβ sin
(χτ
2
)]
e−Nb
2χ2τ2/8,
〈Sˆ+2(2τ)〉 = N(N − 1)
4
e−4γτeβ
2(e−2iχτ−1)
∞∑
b=−∞
e
γχ2(5b2+16b+24)Nτ3
12 ibJb
[
− 4αβ sin(χτ)
]
e−Nb
2χ2t2/8,
〈(Sˆ+Sˆ−)(2τ)〉 = N
2
+
N(N − 1)
4
e−4γτ .
(E30)
Appendix F: Simplified evaluation of quantum
Fisher information
In this appendix, we show how to simplify the cal-
culation of the quantum Fisher information of a mixed
state when this state has only a few eigenvalues that are
nonzero. This is relevant for the manipulations that lead
to Eq. (39), to Eq. (47) and for the numerical evaluation
of Eq. (47) in the main text.
For generality, we consider
ρˆ =
∑
a
λa |a〉 〈a| , (F1)
where ρˆ is some density matrix, |a〉 are the eigenstates
of ρˆ and λa the corresponding eigenvalues. Then, the
Fisher information with respect to a generator Oˆ is
FQ = 2
∑
a,b
(λa − λb)2
λa + λb
∣∣〈a|Oˆ|b〉∣∣2. (F2)
Let us now assume that the eigenvalues can be sepa-
rated into two sets, I and Ic (complement of I) such that
for any λr ∈ I and λs ∈ Ic, λr  λs. Given that the
eigenvalues of ρ are always less than 1, this effectively
means that λs ∈ Ic are much closer to zero than λr ∈ I.
Then we can split the sum into 4 parts
∑
a,b
=
∑
a,b∈I
+
∑
a∈Ic,b∈I
+
∑
a∈I,b∈Ic
+
∑
a∈Ic,b∈Ic
(F3)
We can neglect the last term since it is of the first order
in the small eigenvalues. The second and third sums are
equal and λa ∈ I dominate over λa ∈ Ic so they can be
simplified to∑
a∈Ic,b∈I
λb
∣∣〈a|Oˆ|b〉∣∣2 = ∑
a∈IcI,b∈I
λb〈a|Oˆ|b〉〈b|Oˆ†|a〉
=
∑
a∈Ic,b∈I
〈a|Oˆρˆ|b〉〈b|Oˆ†|a〉
=
∑
a∈Ic∈I
〈a|OˆρˆPˆIOˆ†|a〉
= Tr
(∑
a6∈I
|a〉〈a|OˆρˆPˆIOˆ†
)
= Tr
[
(1− PˆI)OˆρˆPˆIOˆ†
]
,
(F4)
where
PˆI =
∑
b∈I
|b〉〈b| (F5)
is the projector into subspace I. The Fisher information
then becomes
FQ = 2
∑
a,b∈I
(λa − λb)2
λa + λb
∣∣〈a|Oˆ|b〉∣∣2
+ 4Tr
(
PˆIOˆ
†Oˆρˆ
)
− 4Tr
(
PˆIOˆ
†PˆIOˆρˆ
)
,
(F6)
which is the result Eq. (39) quoted in the main text.
