Upper bound for the counting function of interior transmission
  eigenvalues by Dimassi, Mouez & Petkov, Vesselin
ar
X
iv
:1
30
8.
25
94
v5
  [
ma
th.
SP
]  
7 M
ay
 20
14
UPPER BOUND FOR THE COUNTING FUNCTION OF INTERIOR
TRANSMISSION EIGENVALUES
MOUEZ DIMASSI AND VESSELIN PETKOV
Abstract. For the complex interior transmission eigenvalues (ITE) we study for small θ > 0 the
counting function
N(θ, r) = #{λ ∈ C : λ is (ITE), |λ| ≤ r, | arg λ| ≤ θ}.
We obtain for fixed θ > 0 an upper bound N(θ, r) ≤ Crn/2, r ≥ r(θ).
1. Introduction
Let Ω ⊂ Rn, n ≥ 2 be a bounded connected open domain with smooth boundary ∂Ω. A
complex number λ 6= 0 is called an interior transmission eigenvalue (ITE) if and only if there exist
u 6= 0, v 6= 0, u, v ∈ H2(Ω), so that

−∆u− λu = 0, x ∈ Ω,
−∆v − λ(1 +m(x))v = 0, x ∈ Ω,
γ0(u− v) = 0, γ0∂ν(u− v) = 0.
(1.1)
Here ν is the exterior unit normal to ∂Ω and γ0 is the operator of restriction on ∂Ω. In this work
we suppose that m(x) ∈ C∞(Ω¯), is a real-valued function satisfying the conditions
1 +m(x) ≥ δ0 > 0, ∀x ∈ Ω¯, m(x) 6= 0, ∀x ∈ ∂Ω. (1.2)
Consider in the space H = L2(Ω)⊕ L2(Ω) the operator
P =
(−∆ 0
0 − 11+m∆
)
with domain
D(P) = {(u, v) ∈ H : ∆u ∈ L2(Ω), ∆v ∈ L2(Ω), (u− v)∣∣
∂Ω
= 0, ∂ν(u− v)
∣∣
∂Ω
= 0}.
This operator is closed (see Lemma 1) and the (ITE) are the eigenvalues of P in C \ {0}.
The (ITE) are related to the scattering theory. In particular, if λ = k2 ∈ R is not a real (ITE),
then the far-field operator F (λ) : L2(Sn−1) −→ L2(Sn−1) with kernel the scattering amplitude
a(λ, θ, ω) is injective and has a dense range. The (ITE) play an important role in the inverse scat-
tering methods and there is an increasing interest on the problems of the existence and distribution
of (ITE). The reader may consult the survey [6] for a comprehensive review of recent results and
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references.
There are several works proving that under some conditions the (ITE) form a discrete set in C
(see [5], [9], [10], [6], [24]). In the case when m(x) satisfies (1.2) the results in [24], [18] guarantee
that (ITE) are discrete with finite dimensional generalized eigenspaces. There are many works on
the distribution of the (ITE) (see [2], [12], [13], [14], [20], [11], [18] and the references cited there).
The distribution of the positive (ITE) has been studied in [13], [14], [20] and a lower bound for
the number of the positive (ITE) has been established. The analysis of the complex (ITE) is more
difficult than that of the positive ones. Under the assumption (1.2), it has been proved in [26] that
for every ǫ > 0 outside a parabolic neighborhood of R+ having the form
{λ ∈ C : | Imλ| ≤ Cǫ(|Reλ|+ 1)3/4+ǫ, Reλ > 0}
there are at most a finite number of (ITE) (see also [11] for an weaker result). From this it follows
that the (ITE) can have accumulation point only at infinity and for every fixed 0 < θ < π/2 outside
the domain
D(θ) = {λ ∈ C : | arg λ| ≤ θ}
we have at most finite number (ITE) (see also [15] for another proof of this result). The multiplicity
of an (ITE) λ is given by the dimension of the eigenspace Eλ generated by the eigenfunctions and
the generalized eigenfunctions corresponding to λ. In this direction we mention the interesting work
[17], where the case of a constant function m(x) = m and the ball {x ∈ Rn : |x| ≤ 1} has been
studied. This work shows that even in the case n = 1 if m = p/q is rational and p/q is irreducible,
the geometric and algebraic multiplicities of an (ITE) may be different (see Theorem 2.4 and 2.5 in
[17]). The reader should consult also [25] for the analysis of the case when Ω = {|x| ≤ 1} and n = 1.
In the following in the definition of the counting function N(r) = #{λ ∈ C : λ is (ITE), |λ| ≤ r}
every eigenvalue λ will be counted with its algebraic multiplicity. Moreover, it follows from The-
orem 3, [18], that under the assumptions (1.2) the set of the eigenvalues of P is infinite and it is
natural to study the asymptotics of N(r) as r →∞.
In [12] a Weyl type asymptotics has been obtained in the anisotropic case, when in (1.1) for v
we have the equation −∇A(x)∇v−λ(1+m(x))v = 0 with a positive definite matrix A(x) different
from the identity. Under some conditions on A(x), which guarantee that the boundary problem
is parameter-elliptic (see [1]), it is possible to apply the results in [3]. More precisely, in [12] it is
shown that the counting function N(r) has the asymptotics
N(r) ∼ ωn
(2π)n
∫
Ω
(
1 +
(1 +m(x))n/2
(detA(x))1/2
)
dx rn/2, r →∞, (1.3)
where ωn is the volume of the unit ball in R
n. It is important to note that in the case treated
in [12] the estimates for the solution in [1] imply that the domain of the corresponding operator
is included inH2(Ω)×H2(Ω) and this is one of the conditions for the application of the results in [3].
The isotropic case when A(x) = I leads to several difficulties. First, the boundary problem
(1.1) is not parameter-elliptic and the matrix operator related to (1.1) is not self-adjoint. Second,
the domain D(P) of P is not included in H2(Ω)×H2(Ω) (see Section 2) and the results in [3], [4]
cannot be applied directly. In [18] Robbiano proved that in the isotropic case we have
N(r) ≤ Crn/2+2, r → +∞,
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covering also the case of complex-valued m(x).
In this paper we study for small θ > 0 the upper bounds of the counting function
N(θ, r) = #{λ ∈ C : λ is (ITE), |λ| ≤ r, | arg λ| ≤ θ}.
Our main result is the following
Theorem 1. Let 0 < θ < π/2. Then for small θ there exist 0 < ǫ(θ) → 0 as θ → 0 and
Cθ > 0, r(θ) > 0 so that
N(θ, r) ≤ 3
√
3(1 + ǫ(θ))
ωn
(2π)n
∫
Ω
(
1 + (1 +m(x))n/2
)
dxrn/2 + Cθ, (1.4)
provided r ≥ r(θ).
Since outside the angle {z ∈ C : | arg z| ≤ θ} we have only finite number of eigenvalues (see
[26], [15]), from our result we obtain
Corollary 1. For the counting function N(r) we have the upper bound
N(r) ≤ 3
√
3(1 + o(1))
ωn
(2π)n
∫
Ω
(
1 + (1 +m(x))n/2
)
dxrn/2 (1.5)
with o(1)→ 0 as r →∞.
The constant 3
√
3(1 + ǫ(θ)) is not optimal and the factor 3
√
3 comes from the choice of the
cut-off function f in Section 5 and the Weyl inequality for non-compact operators. By a more
complicated argument in Section 5 we can slightly improve this constant. On the other hand, for
n = 1 and Ω = {|x| ≤ 1}, m(x) = const, a precise Weyl formula has been obtained in [17]. After
the submission of this paper we have been informed that Robbiano [19] obtained the leading term
in (1.5) without the factor 3
√
3(1+ o(1)). In the special case m(x) > 0, ∀x ∈ Ω¯, a such asymptotics
has been proved recently by Faierman [8].
The problem of sharpWeyl asymptotic of the counting functionN(r) with a remainderO(rn/2−1/2)
is open. Recently, Weyl formula with remainder O(rn/2−1/4) has been established in [16]. In this
direction the construction of a semi-classical parametrix in Section 3 and our analysis in Section 5
of the counting function of the self-adjoint operator Q defined below could be useful and we hope
to discuss in a further work the problem of the remainder in the asymptotic of N(r).
We expect that the (ITE) are mainly concentrated in a neighborhood of the positive real axis
and in this direction it is natural to make the conjecture that for every fixed a > 0 there exists
η = η(a) > 0 such that
#{λ ∈ C : λ is (ITE), |λ| ≤ r, | Imλ| ≥ a} ∼ O(rn/2−η), r → +∞. (1.6)
The proof of Theorem 1 is based on the semi-classical techniques developed in [21], [22], [23] for
the distribution of the scattering resonances. First we write the spectral problem as a problem for a
matrix operator P which is convenient for our argument. Next our goal is to study the eigenvalues
of the operator h2P − ω0, 0 < h ≪ 1, where ω0 ∈ C with Reω0 = 1 and small 0 < Imω0 < 1 is
fixed. We apply the strategy of [23] and investigate the eigenvalues of the self-adjoint operator
Q = (h2P − ω0)∗(h2P − ω0), 0 < h≪ 1
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with suitably boundary conditions on ∂Ω.We show that the operator Q−z is elliptic with parameter
for Im z 6= 0 and for Re z ≤ (Imω0 + δ)2, |ξ| ≥ C0. The next step is to examine the trace class
operator f(Q) for f ∈ C∞0 (] − ∞, (Imω0 + 3δ)2[; [0, 1]) which is equal to 1 on [0, (Im ω0 + 2δ)2].
To calculate the trace of f(Q), we need a representation of the resolvent (Q − z)−1 and for this
purpose we construct a semi-classical parameterix for Q− z in the region | Im z| ≥ hǫ, 0 < ǫ < 1/2
and a microlocal parametrix in the region |ξ| ≥ C0 > 0 with a large constant C0. We calculate the
leading term of tr f(Q) and this yields an estimate for the number of the eigenvalues µ1, ..., µN of
the operator |Q|1/2 in the interval [Imω0, Imω0 + 2δ]. Next to obtain a bound for the eigenvalues
of h2P in the disk {z ∈ C : |z − ω0| ≤ Imω0 + δ} we apply the Weyl inequality for non-compact
operators proved in Appendix a. in [21]. This leads to an estimate of the eigenvalues of P included
in the rectangle h−2S0, where
S0 = {(x, y) ∈ R2 : 1− δ2 ≤ x ≤ 1 + δ2, −X ≤ y ≤ Imω0}
with δ2 =
√
1− δ2(2δ Imω0 + δ2)1/2, tan θ = X1−δ2 and X ց 0 as δ ց 0. Summing over the union
of rectangles, we obtain the result of Theorem 1.
Acknowledgment. Thanks are due to Johannes Sjo¨strand for the discussions concerning
the application of Weyl inequality in [21] and to Plamen Stefanov and Evgeny Lakshtanov for
many useful discussions and comments. We like also to thank the referees for their remarks and
suggestions leading to an improvement of the previous version of the paper.
2. Elliptic boundary problem for Q− z
Consider in H = L2(Ω)⊕ L2(Ω) the operator
P =
(−∆ 0
0 − 11+m∆
)
with domain D(P) introduced in Section 1. We have the following
Lemma 1. The operator P with domain D(P) is closed in H.
Proof. Let D(P) ∋ (uj , vj) → (u, v) in H and let P(uj , vj) → (f, g) in H as j → ∞. Since
(∆uj ,∆vj) → (∆u,∆v) in the distribution sense, we deduce P(u, v) = (f, g). Next, ∆(uj − vj) →
f − (1+m)g ∈ L2(Ω) and (uj − vj)
∣∣
∂Ω
= ∂ν(uj − vj)
∣∣
∂Ω
= 0. The Dirichlet and Neumann problems
for ∆ in Ω are related to closed operators in L2(Ω) and this implies
(u− v)∣∣
∂Ω
= ∂ν(u− v)
∣∣
∂Ω
= 0.

It is clear that the (ITE) are the eigenvalues λ 6= 0 of the operator P. On the other hand, the
domain D(P) is not included in H2(Ω)⊕H2(Ω). This leads to difficulties if we want to apply the
results in [3], [4] for the spectral asymptotics of non-self-adjoint operators with domains included
in H2(Ω)⊕H2(Ω).
To establish the discreteness of the spectrum of P in C \ {0}, it is more convenient to pass to
the problem studied by Sylvester [24] and Robbiano [18]. For λ 6= 0 we reduce (1.1) to the problem{
(∆ + λ(1 +m))U +mV = 0, (∆ + λ)V = 0 in Ω,
u = 0, ∂νu = 0 on ∂Ω,
(2.1)
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where U = v − u, V = λu. Let
B =
(
∆00 m
0 ∆−−
)
, Im =
(
(1 +m) 0
0 1
)
.
Here ∆00 is the Laplacian with domain H
2
0 (Ω) and ∆−− is the Laplacian with domain {v ∈ L2(Ω) :
∆v ∈ L2(Ω)}. As it is mentioned in [24], B is a closed non-self-adjoint operator in H with domain
D(B) = H20 (Ω)⊕ {v ∈ L2(Ω) : ∆v ∈ L2(Ω)}.
The problem (2.1) can be written as (B + λIm)(u, v) = (0, 0). In [24] it was proved that the
resolvent (I−1m B + λ0)
−1 exists for real λ0 ≪ 1 and this resolvent is upper triangular compact
(UTC) operator (see Section 3 in [24]) for the definition of (UTC)). Following [24] (see also [18] for
another proof in a more general setup), (ImB+λ)
−1 has a meromorphic extension in C. Moreover,
in the Laurent expansion of (I−1m B + λ)
−1 in a neighborhood of a pole the coefficients are finite
dimensional operators. A simple calculus for λ 6= 0 yields
(P − λ) = −
(
1 0
0 11+m
)(
0 λ−1
1 λ−1
)
(B + λIm)
(−1 1
λ 0
)
, (2.2)
(P − λ)∗ = −
(−1 λ¯
1 0
)
(B + λIm)
∗
(
0 1
λ¯−1 λ¯−1
)(
1 0
0 11+m
)
, (2.3)
(P − λ)−1 = −
(
0 λ−1
1 λ−1
)
(B + λIm)
−1
(−1 1
λ 0
)(
1 0
0 1 +m
)
. (2.4)
Obviously, we have
(
0 λ−1
1 λ−1
)(−1 1
λ 0
)
= I. Consequently, (P − λ)−1 is meromorphic in C \ {0}
and P has a discreet set of eigenvalues in C \ {0} with finite algebraic multiplicity. Moreover,
the algebraic multiplicity of the eigenvalues λ0 of P coincide with the algebraic multiplicity of the
eigenvalue −λ0 of I−1m B.
Remark 1. If (u, v) ∈ D(P) is an eigenfunction of P with eigenvalue λ 6= 0, then the problem
(1.1) has a week solution. It is proved in Theorem 5.1, [15] that this weak solution is always in
H2(Ω)⊕H2(Ω). This agrees with the definition of eigenfunction in Section 1.
Let ω0 ∈ C be fixed with Reω0 > 0, Imω0 > 0. Consider the operator h2P − ω0, 0 < h ≪ 1.
Throughout our paper we use the notation Dxj =
1
i ∂xj , j = 1, ..., n. It is important to show that
the boundary problem for h2P − ω0 is elliptic in the semi-classical sense. To study the problem
close to the boundary, we pass to local coordinates. Given a point x0 ∈ ∂Ω, introduce boundary
normal coordinates x = α(y′, yn) in a neighborhood of 0 in R
n by
x = α(y) = α(y′, 0) + ynN(y
′, 0), y = (y′, yn),
where N(y′, 0) is the unit normal at (y′, 0) and y′ = (y1, ..., yn−1). For simplicity we will use below
the notation x = (x′, xn), x
′ = (x1, ..., xn−1) for the new coordinates. Locally near x0, the boundary
∂Ω is defined by xn = 0 and we have xn > 0 in the domain Ω. The principal symbol of −h2∆− ω0
in the new coordinates becomes
p0(x, ξ) = ξ
2
n + s(x, ξ
′)− ω0,
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Lemma 2. The boundary problem

(h2D2xn + s(x
′, 0, ξ′)− ω0)u = 0, xn > 0,
(h2D2xn + s(x
′, 0, ξ′)− (1 +m(x′, 0))ω0)v = 0, xn > 0,
u(0) = v(0), (hDxnu)(0) = (hDxnv)(0),
(2.5)
has only a trivial bounded solution u = v = 0.
Proof. Let ξn = λ˜±(x
′, ξ′), j = 1, 2, be the roots of ξ2n+ s(x
′, 0, ξ′)− ω0 = 0 with respect to ξn
with ± Im λ˜±(x′, ξ′) > 0 and let ξn = µ˜±(x′, ξ′) be the roots of ξ2n+s(x′, 0, ξ′)− (1+m(x′, 0))ω0 = 0
with respect to ξn with ± Im µ˜±(x′, ξ′) > 0. Then the problem
(h2D2xn + s(x
′, 0, ξ′)− ω0)u = 0, (h2D2xn + s(x′, 0, ξ′)− (1 +m(x))ω0)v = 0, xn > 0
with boundary conditions u(0) = v(0), hDxnu(0) = hDxnv(0) has no bounded non-trivial solutions.
In fact, we have the representation
u(xn) = C˜1(x
′, ξ′)eixnλ˜+/h, v(xn) = C˜2(x
′, ξ′)eixnµ˜+/h
and we get C˜1(x
′, ξ′) = C˜2(x
′, ξ′), (λ˜+− µ˜+)C˜1(x′, ξ′) = 0. It is easy to see that m(x′, 0) 6= 0 implies
λ˜+ 6= µ˜+ and we obtain C˜1 = C˜2 = 0. 
Let (h2P − ω0)∗ be the adjoint operator to h2P − ω0. The adjoint operator B∗ has the repre-
sentation
B∗ =
(
∆−− 0
m ∆00
)
,
hence the domain of B∗ is given by
D(B∗) = {(u, v) ∈ L2(Ω)⊕H20 (Ω) : ∆u ∈ L2(Ω)}.
Therefore we obtain easily from (2.3) that the operator (h2P − ω0)∗ has domain
D((h2P − ω0)∗) = {(u, v) ∈ L2(Ω)⊕ L2(Ω) : ∆u ∈ L2(Ω),∆( 1
1 +m
v) ∈ L2(Ω),
(u+
1
1 +m
v)
∣∣
∂Ω
= 0, ∂ν(u+
1
1 +m
v)
∣∣
Ω
= 0}.
Next we introduce the operator
Q = (h2P − ω0)∗(h2P − ω0), 0 < h≪ 1
with boundary conditions
γ0(u− v), γ0
(
∂ν(u− v)
)
= 0, (2.6)
γ0(h
2∆u+ ω0u) = γ0
( 1
1 +m
(
− h
2
1 +m
∆v − ω0v
))
, (2.7)
γ0
(
∂ν(h
2∆u+ ω0u)
)
= γ0
(
∂ν
( 1
1 +m
[− h
2
1 +m
∆v − ω0v]
))
. (2.8)
Clearly, the boundary conditions are determined from the inclusion
(h2P − ω0)(u, v) ⊂ D(h2P − ω0)∗).
This implies immediately the following
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Proposition 1. The operator Q with domain
D = {(u, v) ∈ L2(Ω)⊕ L2(Ω) : (u, v) ∈ D(P), (h2P − ω0)(u, v) ∈ D(h2P − ω0)∗)}
is self-adjoint.
The determinant of the principal symbol of Q is
q(x, ξ) = (|ξ|2 − ω¯0)(|ξ|2 − ω0)( 1
1 +m
|ξ|2 − ω¯0)( 1
1 +m
|ξ|2 − ω0)
and the symbol q(x, ξ) is clearly elliptic since
|q(x, ξ)| ≥ (Imω0)4.
Now we pass to the ellipticity of the boundary problems for Q and Q− z. First we study the
boundary problem for Q and establish the following
Proposition 2. The boundary problem

(h2D2xn + s(x
′, 0, ξ′)− ω¯0)(h2D2xn + s(x′, 0, ξ′)− ω0)u = 0, xn > 0,
(h2D2xn + s(x
′, 0, ξ′)− (1 +m(x′, 0))ω¯0)(h2D2xn + s(x′, 0, ξ′)− (1 +m(x′, 0))ω0)v = 0, xn > 0,
u(0) = v(0), (hDxnu)(0) = (hDxnv)(0),
−
(
(h2D2xn + s(x
′, 0, ξ′)− ω0)u
)
(0) = 1
(1+m(x′,0))2
([
h2D2xn + s(x
′, 0, ξ′)− (1 +m(x′, 0))ω0
]
v
)
(0),
−hDxn
(
(h2D2xn + s(x
′, 0, ξ′)− ω0)u
)
(0) = 1(1+m(x′,0))2hDxn
([
(h2D2xn + s(x
′, 0, ξ′))− (1 +m(x′, 0))ω0
]
v
)
(0).
(2.9)
has only a trivial bounded solution u = v = 0.
Proof. Multiply the second equation by 1
(1+m(x′,0))2
. Then
w1 = −(h2D2xn + s(x′, 0, ξ′)− ω0)u
and
w2 =
1
(1 +m(x′, 0))2
[
h2D2xn + s(x
′, 0, ξ′)− (1 +m(x′, 0))ω0
]
v
are solutions of the equations
(h2D2xn + s(x
′, 0, ξ′)− ω¯0)w1 = 0, xn > 0,
(h2D2xn + s(x
′, 0, ξ′)− (1 +m(x′, 0))ω¯0)w2 = 0, xn > 0.
Exploiting the boundary conditions for w1 and w2 and the above argument with ω0 replaced by
ω¯0, we conclude that w1 = w2 = 0. Therefore
(h2D2xn + s(x
′, 0, ξ′)− ω0)u = (h2D2xn + s(x′, 0, ξ′)− (1 +m(x′, 0))ω0)v = 0
Repeating the argument of Lemma 2, we get u = v = 0 and this completes the proof. 
Next we choose z ∈ C \ [(Imω0)2,∞[ and consider the operator Q− z. We will examine when
Q− z with boundary conditions (2.6)-(2.8) is elliptic in the semi-classical sense. Set p(x, ξ′, ξn) =
ξ2n + s(x, ξ
′) and let
(p(x, ξ′, ξn)− ω¯0)(p(x, ξ′, ξn)− ω0)− z = 0 (2.10)
have roots λj,+(x, ξ
′, z), j = 1, 2 in the upper half plane and roots λj,−(x, ξ
′, z), j = 1, 2 in the
lower half plane. Also let
(p(x, ξ′, ξn)− (1 +m(x))ω¯0)(p(x, ξ′, ξn)− (1 +m(x))ω0)− (1 +m(x))2z = 0 (2.11)
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have roots µj,+(x, ξ
′, z), j = 1, 2 in the upper half plane and roots µj,−(x, ξ
′, z), j = 1, 2 in the
lower half plane.
Lemma 3. If z ∈ C \ [(Imω0 + δ)2,∞[ and δ > 0 is small enough, we have λj,+(x′, 0, ξ′, z) 6=
µk,+(x
′, 0, ξ′, z), j = 1, 2, k = 1, 2.
Proof. For simplicity we write m instead of m(x′, 0). If we have λj,+ = µk,+, then
(p(x′, 0, ξ′, λj,+)− (1 +m)ω¯0)(p(x′, 0, ξ′, λj,+)− (1 +m)ω0)− (1 +m)2z = 0
yields
−ω0(p(x′, 0, ξ′, λj,+)− ω¯0)− ω¯0(p(x′, 0, ξ′, λj,+)− (1 +m)ω0) = (2 +m)z.
Thus we get
(m+ 2)(|ω0|2 − z)
2Reω0
= p(x′, 0, ξ′, λj,+).
On the other hand, the equality p2 − 2Reω0p+ |ω0|2 − z = 0 with ξn = λj,+ leads to
(2 +m)2(|ω0|2 − z)2
4(Reω0)2
− (1 +m)(|ω0|2 − z) = 0.
For small δ > 0 it is clear that |ω0|2 − z 6= 0. In fact, if z is real, we have (Imω0)2 −Re z > −o(δ).
Next, dividing by |ω0|2 − z, we obtain
(Imω0)
2 + (Reω0)
2 − z = 4(1 +m)
(2 +m)2
(Reω0)
2,
hence
(Imω0)
2 − z = − m
2
(2 +m)2
(Reω0)
2
which is impossible for small δ. 
Now we will study the following boundary problem for Q− z.

[
(h2D2xn + s(x
′, 0, ξ′)− ω¯0)(h2D2xn + s(x′, 0, ξ′)− ω0)− z
]
u = 0, xn > 0,[
(h2D2xn + s(x
′, 0, ξ′)− (1 +m(x′, 0))ω¯0)(h2D2xn + s(x′, 0, ξ′)− (1 +m(x′, 0))ω0)
−(1 +m(x′, 0))2z
]
v = 0, xn > 0,
u(0) = v(0), (hDxnu)(0) = (hDxnv)(0),
−
(
(h2D2xn + s(x
′, 0, ξ′)− ω0)u
)
(0) = 1
(1+m(x′,0))2
([
h2D2xn + s(x
′, 0, ξ′)− (1 +m(x′, 0))ω0
]
v
)
(0),
−hDxn
(
(h2D2xn + s(x
′, 0, ξ′)− ω0)u
)
(0) = 1(1+m(x′,0))2hDxn
([
(h2D2xn + s(x
′, 0, ξ′))− (1 +m(x′, 0))ω0
]
v
)
(0).
(2.12)
For simplicity of the notations we will write m, s instead of m(x′, 0), s(x′, 0, ξ′).We can simplify
the last two boundary conditions in (2.12). In fact, since u(0) = v(0), the third boundary condition
can be written as follows
−(1 +m)2(h2D2xnu)(0) − (2 + 2m+m2)(s − ω0)u(0) +mω0u(0) − (h2D2xnv)(0) = 0.
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A similar modification can be done for the fourth boundary condition by using (Dxnu)(0) =
(Dxnv)(0). Introduce the semi-classical symbol
Y (x′, ξ′) := (2 + 2m(x′, 0) +m2(x′, 0))(ω0 − s(x′, 0, ξ′)) +m(x′, 0)ω0.
Then the last two boundary conditions in (2.12) have the form
−(1 +m)2h2D2xnu(0) − h2D2xnv(0) + Y u(0) = 0,
−(1 +m)2h3D3xnu(0) − h3D3xnv(0) + Y hDxnu(0) = 0.
Proposition 3. For Im z 6= 0 the problem (2.12) has only the trivial bounded solution u = v = 0.
Proof. Every bounded solution of (2.12) satisfies
Dkxnu→ 0, Dkxnv → 0, k = 0, 1, 2, 3, for xn → +∞. (2.13)
We will study the existence of L2(R+)-solutions depending on (x′, ξ′) of the homogeneous prob-
lem (2.12) following the approach in [23]. Let
U = (u(x′, xn, ξ
′, z), v(x′, xn, ξ
′, z)) ∈ H4([0,+∞[: C2),
where we consider (x′, ξ′) and z as parameters. Assume that U ∈ H4([0,+∞[: C2) is a solution of
(2.12) such that (2.13) holds. Let
p(x′, 0, ξ′, hDxn) :=
(
h2D2xn + s(x
′, 0, ξ′)− ω0 0
0 1
(1+m(x′,0))2
(
h2D2xn + s(x
′, 0, ξ′)− (1 +m(x′, 0))ω0
))
.
By using the boundary conditions in (2.12), we obtain
((p∗p− z)U,U) = −z‖U‖2 + ‖pU‖2, (2.14)
where (., .) is the scalar product in L2(R+ : C2) and ‖.‖ is the L2(R+ : C2)- norm. Therefore
‖U‖ ≤ 1| Im z| ‖(Q(x
′, 0, ξ′, hDxn)− z)U‖. (2.15)
This proves that for fixed (x′, ξ′) we have only a trivial bounded solutions of (2.12). 
For Im z 6= 0, the estimate (2.15) holds for every U ∈ C∞0 ([0,+∞[: C2) satisfying the boundary
problem (2.12) with h = 1 since its proof is based on energy estimates. Thus we deduce that for
U = (u, v) ∈ H4(]0,+∞[: C2) satisfying the boundary problem in (2.12) with h = 1 we have
‖U‖4 ≤ C| Im z|
∥∥∥(Q(x′, 0, ξ′,Dxn)− z)U∥∥∥, (2.16)
where the constant C depends of (x′, ξ′). For |x′| ≤ ρ, |ξ′| ≤ C0 we may take C uniformly with
respect to (x′, ξ′). Here and below ‖.‖k denotes the norm in the Sobolev space Hk(]0,+∞[: C2).
10 M. DIMASSI AND V. PETKOV
Applying (2.16), it is easy to obtain an estimate for the bounded solutions of the non-homogeneous
problem

[
(D2xn + s(x
′, 0, ξ′)− ω¯0)(D2xn + s(x′, 0, ξ′)− ω0)− z
]
u = F1, xn > 0,[
(D2xn + s(x
′, 0, ξ′)− (1 +m(x′, 0))ω¯0)(D2xn + s(x′0, ξ′)− (1 +m(x′, 0))ω0)
−(1 +m(x′, 0))2z
]
v = F2, xn > 0,
u(0)− v(0) = f0, (Dxnu)(0)− (Dxnv)(0) = f1,
−
(
(D2xn + s(x
′, 0, ξ′)− ω0)u
)
(0)− 1
(1+m(x′,0))2
([
D2xn + s(x
′, 0, ξ′)− (1 +m(x′, 0))ω0
]
v
)
(0) = f2,
−Dxn
(
(D2xn + s(x
′, 0, ξ′)− ω0)u
)
(0)
− 1(1+m(x′,0))2Dxn
([
(D2xn + s(x
′, 0, ξ′))− (1 +m(x′, 0))ω0
]
v
)
(0) = f3.
(2.17)
Let F = (F1, F2). Choose functions Hj(xn) ∈ C∞0 ([0,+∞[), j = 0, 1, 2, 3, so that
DkxnHj(0) = δk,j, k, j = 0, 1, D
k
xnHj(0) = δk,j, k = 0, 1, 2, 3, j = 2, 3.
Consider
u˜ = u− f0H0, v˜ = v − f1H1.
It is clear that
u˜(0)− v˜(0) = 0, Dxn u˜(0)−Dxn v˜(0) = 0.
Then changing F, f2 and f3, we may write (2.17) as a boundary problem for (u˜, v˜) with two
homogeneous boundary conditions. Now let Y = Y (x′, ξ′) be the symbol introduced above. The
last two boundary conditions for the problem for (u˜, v˜) can be written in the form
−(1 +m)2D2xn u˜(0)−D2xn v˜(0) + Y (x′, ξ′)u˜(0) = f4,
−(1 +m)2D3xn u˜(0)−D3xn v˜(0) + Y Dxnu˜(0) = f5,
where f4, f5 can be expressed by f0, f1, f2, f3,H0,H1. Introduce
u1 = u˜+ f4(1 +m(x
′, 0))−2H2 + f5(1 +m(x
′, 0))−2H3, v1 = v˜.
Then
−(1 +m(x′, 0))2D2xnu1(0) −D2xnv1(0) + Y u1(0) = f4 − f4 = 0
and the last boundary condition for (u1, v1) is also homogeneous. Thus (u1, v1) satisfies a boundary
problem with homogeneous boundary conditions. On the other hand,(
Q(x′, 0, ξ′,Dxn)− z
)
(u1, v1) = F +G = F˜ ,
where G depends on F, f0, f1, f2, f3,H0,H1,H2,H3. We obtain
‖F˜‖ ≤ ‖F‖+ C1
3∑
j=0
|fj |
and, applying the estimate (2.15), we deduce that the bounded solution U = (u, v) of the problem
(2.17) satisfies
‖U‖4 ≤ C2| Im z|
(
‖F‖ +
3∑
j=0
|fj|
)
. (2.18)
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In the following we assume that z ∈ C \ [(Imω0 + δ)2,+∞[ with small δ > 0 and |z| ≤ a0. We
have proved that the problem (2.12) does not have non trivial bounded solutions only for Im z 6= 0.
The case when z ≤ 0 is real or z is small enough can be treated exploiting (2.14). The analysis
of other cases when z is real is more complicated. However, we will show below that for |ξ′| ≥ C0
with a large fixed constant C0 > 0 the boundary problem (2.12) does not have non trivial bounded
solutions for Re z ≤ (Imω0 + δ)2. This argument plays a crucial role in the construction of a
semi-classical parametrix in the region (A) in Section 3 as well as in the calculation of the trace of
f(Q) in Section 4.
We start with the case r = Re z − (Imω0)2 6= 0. It is clear that λ1,+ 6= λ2,+ and µ1,+ 6= µ2,+.
Then a bounded solution of (2.12) has the form{
u(x′, xn, ξ
′; z) = C1(x
′, ξ′)eixnλ1,+/h + C2(x
′, ξ′)eixnλ2,+/h,
v(x′, xn, ξ
′; z) = C3(x
′, ξ′)eixnµ1,+/h + C4(x
′, ξ′)eixnµ2,+/h.
(2.19)
For the coefficients Cj(x
′, ξ′), j = 1, ..., 4, in the representation of u(x′, xn, ξ
′; z), v(x′, xn, ξ
′; z)
we obtain a linear system with matrix
Λ(x′, ξ′, z) =


1 1 −1 −1
λ1 λ2 −µ1 −µ2
−(1 +m)2λ21 + Y −(1 +m)2λ22 + Y −µ21 −µ22
−(1 +m)2λ31 + λ1Y −(1 +m)2λ32 + λ2Y −µ31 −µ32

 ,
where for simplicity we write λj , µk instead of λj,+, µk,+ . Clearly,
detΛ
(λ2 − λ1) = det


1 λ2 − µ1 µ1 − µ2
−(1 +m)2(λ1 + λ2) −(1 +m)2λ22 − µ21 + Y µ21 − µ22
−(1 +m)2(λ21 + λ1λ2 + λ22) + Y −(1 +m)2λ32 − µ31 + λ2Y µ31 − µ32

 .
Multiplying the first column by λ2 and taking the difference with the second one, we get
detΛ(x′, ξ′, z) = −(λ2 − λ1)(µ2 − µ1) det Λ1(x′, ξ′, z),
where
Λ1 :=

 1 −µ1 1−(1 +m)2(λ1 + λ2) (1 +m)2λ1λ2 − µ21 + Y µ1 + µ2
−(1 +m)2(λ21 + λ1λ2 + λ22) + Y (1 +m)2λ1λ2(λ1 + λ2)− µ31 µ21 + µ1µ2 + µ22

 .
Next multiplying the third column by µ1 and adding it to the second one, we get
detΛ1(x
′, ξ′, z)
= det

 1 0 1−(1 +m)2(λ1 + λ2) (1 +m)2λ1λ2 + µ1µ2 + Y µ1 + µ2
−(1 +m)2(λ21 + λ1λ2 + λ22) + Y (1 +m)2λ1λ2(λ1 + λ2) + µ1µ2(µ1 + µ2) µ21 + µ1µ2 + µ22


= (1 +m)2
(
µ1µ2(λ1 + λ2)
2 − (λ1λ2 + µ1µ2)(µ1 + µ2)(λ1 + λ2) + λ1λ2(µ1 + µ2)2
)
−
(
(1 +m)2λ1λ2 + µ1µ2
)2
+
(
(1 +m)2(λ21 + λ
2
2) + (µ
2
1 + µ
2
2)
)
Y − Y 2.
We will prove the following
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Proposition 4. Assume
(2 + 3m+m2) Imω0 ≤ ηm(m+ 1)Reω0, 0 < η < 1. (2.20)
Then for z ∈ C \
(
[(Imω0 + δ)
2,+∞[∪{(Imω0)2}
)
, |z| ≤ a0 and δ > 0 small enough there exists a
constant C0 > 0 such that for |ξ′| ≥ C0 we have the estimate
|det Λ1(x′, ξ′, z)| ≥ C2 (2.21)
with C2 > 0 independent of (x
′, ξ′) and z. In particular, for these values of z and ξ′ the problem
(2.12) has only a trivial bounded solution u = v = 0.
Proof. We start with a representation of λj,+ and µk,+ for |ξ′| ≥ C0. If we have
p(x′, 0, ξ′, ξn)
2 − 2(Reω0)p(x′, 0, ξ′, ξn) + |ω0|2 − z = 0,
then p(x′, 0, ξ′, ξn) = Reω0 ±
√
Re z − (Imω0)2 + i Im z. Set
r = Re z − (Imω0)2 ∈ R, Im z = w.
We choose the branch 0 ≤ Arg z < 2π. Then for |ξ′| ≥ C0 and large C0 > 0 we have
λ1,± = ±
√
Reω0 − s+
√
r + iw, λ2,± = ±
√
Reω0 − s−
√
r + iw,
µ1,± = ±
√
(m+ 1)Reω0 − s+ (1 +m)
√
r + iw,
µ2,± = ±
√
(m+ 1)Reω0 − s− (1 +m)
√
r + iw.
It is clear that the equations (2.10), (2.11) imply
λ21 + λ
2
2 = 2(Reω0 − s), µ21 + µ22 = 2(1 +m)Reω0 − 2s.
Therefore,
(1 +m)2(λ21 + λ
2
2) + (µ
2
1 + µ
2
2)
= 2
[
((1 +m)2 + (1 +m))Reω0 − ((1 +m)2 + 1)s
]
= 2ReY
and we obtain
[2ReY − Y ]Y = (ReY − i ImY )Y = |Y |2.
Set ζ =
√
r + iw. Then for |ξ′| → +∞, we have
λ1,2 = i
√
s− iReω0 ± ζ
2
√
s
− i(Reω0 ± ζ)
2
8s3/2
+O( 1
s5/2
),
µ1,2 = i
√
s− i(m+ 1)(Reω0)± ζ
2
√
s
− i((1 +m)Reω0 ± ζ)
2
8s3/2
+O( 1
s5/2
),
where we have the sign (+) for λ1, µ1 and the sign (−) for λ2, µ2. This implies
λ1λ2 = −s+Reω0 + r + iw
2s
+O( 1
s2
)
and
µ1µ2 = −s+ (m+ 1)Reω0 + (m+ 1)
2(r + iw)
2s
+O( 1
s2
).
Also notice that we have
λ1 + λ2 = 2i
√
s− iReω0√
s
+O( 1
s3/2
),
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µ1 + µ2 = 2i
√
s− i(m+ 1)Reω0√
s
+O( 1
s3/2
).
Therefore
(1 +m)2λ1λ2 + µ1µ2 = −(2 + 2m+m2)s+ (2 + 3m+m2)Reω0 + (m+ 1)
2(r + iw)
s
+O( 1
s2
)
= ReY +
(m+ 1)2(r + iw)
s
+O( 1
s2
)
and we deduce(
(1 +m)2λ1λ2 + µ1µ2
)2
= |ReY |2 − 2(2 + 2m+m2)(m+ 1)2(r + iw) +O(1
s
).
We multiply by (-1) the above expression, sum it with |Y |2 and obtain
−
(
(1 +m)2λ1λ2 + µ1µ2
)2
+ |Y |2 = | ImY |2 + 2(2 + 2m+m2)(m+ 1)2(r + iw) +O(1
s
)
= (2 + 3m+m2)2(Imω0)
2 + 2(2 + 2m+m2)(m+ 1)2(r + iw) +O(1
s
). (2.22)
It remains to examine the behavior of the term
Z := µ1µ2(λ1 + λ2)
2 − (λ1λ2 + µ1µ2)(µ1 + µ2)(λ1 + λ2) + λ1λ2(µ1 + µ2)2
=
(
(λ1 + λ2)− (µ1 + µ2)
)(
µ1µ2(λ1 + λ2)− λ1λ2(µ1 + µ2)
)
.
We have
(λ1 + λ2)− (µ1 + µ2) = imReω0√
s
+O( 1
s3/2
),
µ1µ2(λ1 + λ2)− λ1λ2(µ1 + µ2) = imReω0
√
s+O( 1√
s
),
hence
(1 +m)2Z = −m2(1 +m)2(Reω0)2 +O(1
s
). (2.23)
Taking account of (2.22), (2.23), for | Im z| ≥ η0 > 0 we obtain an uniform lower bound for |det Λ1|
since Im(det Λ1) = 2(2 + 2m+m
2)(m+ 1)2 Im z +O(1s ). To treat the case | Im z| < η0, we exploit
the condition (2.20) which yields
(2 + 3m+m2)2(Imω0)
2 − η2 m2(m+ 1)2(Reω0)2 ≤ 0.
Since r ≤ Cδ, the leading term of the real part of detΛ1 is less than
−(1− η2)m2(m+ 1)2(Reω0)2 + 2(2 + 2m+m2)(m+ 1)2Cδ.
For small δ > 0 depending on Reω0 and m we obtain an uniform lower bound and this completes
the proof. 
Remark 2. For Im z 6= 0 the lower bound of |det Λ1| has the form C(m)| Im z| and this agrees
with the estimates (2.15), (2.18). For our purpose Proposition 4 is sufficient since in Section 5 we
will choose Reω0 = 1 and 0 < Imω0 < 1 small.
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Obviously, for z = (Imω0)
2 and |ξ′| ≥ C0 we have double roots
λ+ :=
√
Reω0 − s, µ+ =:
√
(1 +m)Reω0 − s.
In this case a bounded solution of (2.12) has the form{
u(x′, xn, ξ
′; z) = C1(x
′, ξ′)eixnλ+/h +C2(x
′, ξ′) ixnh e
ixnλ+/h,
v(x′, xn, ξ
′; z) = C3(x
′, ξ′)eixnµ+/h + C4(x
′, ξ′) ixnh e
ixnµ+/h.
For the coefficients Cj(x
′, ξ′) we obtain a linear system with the matrix
Λ2(x
′, ξ′, z) :=


1 0 −1 0
λ 1 −µ −1
−(1 +m)2λ2 + Y −2(1 +m)2λ −µ2 −2µ
−(1 +m)2λ3 + Y λ −3(1 +m)2λ2 + Y −µ3 −3µ2

 ,
where we write simply λ, µ for λ+, µ+. A calculation of detΛ2 implies
det Λ2 = µ
4 + (1 +m)4λ4 + (1 +m)2(4λµ3 + 4λ3µ− 6λ2µ2)− 2((1 +m)2λ2 + µ2)Y + Y 2
= ((1 +m)2λ2 + µ2)2 + 4(1 +m)2λµ(λ− µ)2 − 2((1 +m)2λ2 + µ2)Y + Y 2.
= [(1 +m)2λ2 + µ2 − Y ]2 + 4(1 +m)2λµ(λ− µ)2.
We have
(1 +m)2λ2 + µ2 − Y
= (1 +m)2(Reω0 − s) + (1 +m)Reω0 − s+ (2 + 2m+m2)s− (2 + 3m+m2)ω0
= −(2 + 3m+m2)i Imω0.
The term 4λµ(λ − µ)2 is the analog of the term −Z in the proof of Proposition 4. By using the
continuity of the roots λj,+, µj,+ as z → (Imω0)2, we get
4(m+ 1)2λµ(λ− µ)2 = m2(m+ 1)2(Reω0)2 +O(1
s
).
Thus we obtain the following
Proposition 5. Assume the condition (2.20) fulfilled. Then for z = (Imω0)
2 there exists a constant
C0 > 0 such that for |ξ′| ≥ C0 we have the estimate
|det Λ2(x′, ξ′, z)| ≥ C3 (2.24)
with C3 > 0 independent of (x
′, ξ′). In particular, for these values of ξ′ the problem (2.12) has only
a trivial bounded solution u = v = 0.
Remark 3. We can obtain Λ2 from
Λ
(λ2−λ1)(µ2−µ1)
= −Λ1 by taking the limit z → (Imω0)2. This
explains the appearance of the sign (−) in the expression of Λ2.
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3. Semi-classical parametrix
In this section we assume that z belongs to a compact set Z0 in C \ [((Imω0) + δ)2,∞[ which
is independent on h. We assume also that δ > 0 is small enough and ω0 is such that (2.20) holds.
This guarantees that the estimates (2.21) and (2.24) are satisfied for |ξ′| ≥ C0. Throughout the
paper we use for h-pseudodifferentrial operator the standard quantization (see [7], [23]).
Since the boundary problem (2.12) is not elliptic for all z ∈ Z0 and all ξ′ ∈ Rn−1, we will
construct a semi-classical parametrix in two regions:
(A) : z ∈ Z0, |ξ′| ≥ C0,
(B) : z ∈ Z0, | Im z| ≥ hǫ.
Here C0 > 0 is the constant from Propositions 4, 5 and 0 ≤ ǫ < 1/2 is a small fixed constant. In
the region (A) we construct a microlocal parametrix which will be defined precisely below and the
condition |ξ′| ≥ C0 must be interpreted in local coordinates (x′, ξ′). The semi-classical parametrix
will be a sum of an operator with matrix symbol R(x, ξ; z, h) defined for all (x, ξ) ∈ R2n and a
matrix-valued operator corresponding to the boundary conditions.
We extend m(x) to Rn so that m(x) ∈ C∞0 (Rn) with m(x) = 0 for |x| ≥ ρ > 0. The operator
Q with coefficient m(x) extended for all x ∈ R will be denoted also by Q. First we consider the
region (B) and the modifications for (A) will be explained later. We start with the construction of
a parametrix for Q− z in Rn. We assume | Im z| ≥ hǫ and we search a matrix symbol R(x, ξ; z, h)
determined for all x ∈ Rn and all ξ ∈ Rn so that
(Q− z)#hR ∼ I.
Here a#hb denotes the composition of semi-classical symbols a and b (see Section 7 in [7] and
Appendix A in [11]) and we use the same notation for the operator Q and for its symbol. We
denote by Oph(c) the h-pseudo-differential operator with semi-classical symbol c. Set
Q1(x, hDx) = (−h2∆− ω¯0)(−h2∆− ω0),
Q2(x, hDx) = (−h2∆ 1
1 +m
− ω¯0)(−h2 1
1 +m
∆− ω0).
Denote by qk(x, ξ) the principal symbols of the semi-classical operators Qk(x, hDx), k = 1, 2.
Clearly, the symbol q1 is independent on x but in the following we use the notation q1(x, ξ) which is
convenient when we treat the boundary conditions. Since the operator Q− z has a diagonal form,
the construction follows a standard argument and we find R as a matrix-valued operator
R =
(
R1 0
0 R2
)
,
so that
(Q1 − z)R1 = I +K1, (Q2 − z)R2 = I +K2.
Moreover, for the distribution kernels Kj(x, y; z, h) of the operators Kj , j = 1, 2, we have
|∂αx ∂βyKj(x, y; z, h)| ≤ Cα,β,NhN , ∀α,∀β,∀N.
Below we use the spaces of symbols Sm,kǫ := S
m,k
ǫ (R2n) (see [23] and Appendix A in [11] for
the properties of the operators with symbols in these classes.) For reader convenience recall that
a(x, ξ;h) ∈ Sm,kǫ (R2n) if a is C∞ smooth with respect to (x, ξ) ∈ Rn × Rn and such that
(i) for ξ outside some h− independent compact set a satisfies a ∈ Sk(R2n), where Sk(R2n) denotes
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the Ho¨rmander space, i.e., |∂αx ∂βξ a(x, ξ;h)| ≤ Cα,β(1 + |ξ|)k−|β| uniformly with respect to h,
(ii) For every compact set Ξ in Rn we have the estimates
|∂αx ∂βξ a(x, ξ;h)| ≤ Cα,β,Ξh−mh−ǫ(|α|+|β|), ∀(x, ξ) ∈ Rn × Ξ, ∀α,∀β ∈ Nn.
For a matrix-valued symbol A we say that A ∈ Sm,kǫ (Rn;M2(C)) if every component ai,j of the
matrix A is in Sm,kǫ .
It is clear that∣∣(|ξ|2 − ω¯0)(|ξ|2 − ω0)− z)(( 1
1 +m
|ξ|2 − ω¯0)( 1
1 +m
|ξ|2 − ω0)− z
)∣∣ ≥ | Im z|2.
Using the construction of a semi-classical parametrix depending on a parameter in the region (B)
(see for example, [7], [23], [11]), we find RN =
∑N
j=0 h
jcj with cj ∈ Sǫ(1+j),−4−jǫ (R2n;M2(C)) so
that
(Q− z)Oph(RN ) = I + hN+1Oph(cN+1).
The symbol of the operator R is defined as R ∼ ∑∞j=0 hjcj . For example, the symbol R1 has
an asymptotic expansion
R1 ∼ 1
q1 − z + h
b1(x, ξ, z)
(q1 − z)3 + h
2 b2(x, ξ, z)
(q1 − z)5 + ...
where bj(x, ξ, z) is a polynomial in z with smooth coefficients (see Section 8 in [7] for more details).
Since the construction is a repetition of that in [7], [23], [11] we omit the details.
Now we pass to the construction close to the boundary. Our argument is similar to that in
Section 3 in [23] and Section 4 in [11]. We introduce local geodesic coordinates in a neighborhood
of a point x0 ∈ ∂Ω as in the previous section. For simplicity we will use for variables the notation
(x′, xn, ξ
′, ξn).
Let λj,±(x, ξ
′, z) and µj,±(x, ξ
′, z), j = 1, 2, be the roots defined in the previous section. We
can choose R ∈ Sǫ,−4ǫ with a holomorphic extension in ξn-variable in the domain
Ω1(x, ξ
′, z) = {ξn ∈ C, |ξn| ≤ η−1〈ξ′〉, |ξn − λj,±| > η〈ξ′〉, |ξn − µj,±| > η〈ξ′〉, j = 1, 2}
for arbitrary fixed η > 0. Here and below we use the notation 〈ξ′〉 = (1+ |ξ′|2)1/2 and we will denote
by C some positive constants which may change from line to line.
For |ξ′| ≤ C0 we have
| Imλj,±(x, ξ′, z)| ≥ hǫ/C, | Imµj,±(x, ξ′, z)| ≥ hǫ/C, j = 1, 2.
Consider the domain
Ω(x, ξ′, z) = (Ω1 ∩ {ξn ≥ η〈ξ′〉, |ξ′| ≥ C0}) ∪ Ω2 ∪Ω3,
where
Ω2(x, ξ
′, z) = {|ξ′| ≤ C0, |ξn| ≤ C, 0 ≤ Im ξn ≤ h
ǫ
C
},
Ω3(x, ξ
′, z) = {|ξ′| ≤ C0, |ξn| ≤ C, Im ξn ≥ h
ǫ
C
, |ξn − λj,+| ≥ C−1, |ξn − µj,+| ≥ C−1, j = 1, 2}.
We have a holomorphic extension of R with respect to ξn in Ω(x
′, ξ′, z). Let
γ = γ(x′, ξ′) ⊂ Ω(x, ξ′, z)
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be a simple curve which encircles λj,+ and µj,+, j = 1, 2, in a positive sense. Introduce the operators
Πj : C
∞
0 (R
n−1) −→ C∞(Rn+), j = 0, 1, 2, 3, by
Πju(x) = (2πh)
1−n
∫
Rn−1
∫
γ
ei〈x,ξ〉/hR1(x, ξ; z, h)ξ
2j
n uˆ(ξ
′)dξndξ
′/(2πi), j = 0, 1, (3.1)
Πjv(x) = (2πh)
1−n
∫
Rn−1
∫
γ
ei〈x,ξ〉/hR2(x, ξ; z, h)ξ
2j−4
n vˆ(ξ
′)dξndξ
′/(2πi), j = 2, 3, (3.2)
where
uˆ(ξ′) =
∫
e−i〈x
′,ξ′〉/hu(x′)dx′
is the semi-classical Fourier transform of u(x′). Since the poles of the meromorphic functions ξn →
Rj(x, ξ; z, h) in the upper half plane are λj,+, µj,+, j = 1, 2, it is easy to see that
Πju =
h
i
Oph(R1)(u(x
′)⊗D2jxnδxn=0) +Kj , xn > 0, j = 0, 1
with Kj ≡ 0. The equality M1 ≡ M2 means that the kernel K(x, y; z, h) of the operator M1 −M2
satisfies
|∂αx ∂βyK(x, y; z, h)| ≤ Cα,β,NhN , ∀α, ∀β, ∀N ∈ N.
We have a similar expression for Πju, j = 2, 3. The reader may consult [23] for the properties of
these operators. In particular we have
Q1(x, hDx)Πj ≡ 0, j = 0, 1, Q2(x, hDx)Πj ≡ 0, j = 2, 3.
Here Qk(x, hDx), k = 1, 2, are the operators in the local coordinates (x
′, xn) and we use the same
notation qk(x, ξ) for the corresponding principal symbols of Qk.
Given F = (f1, f2) ∈ C∞0 (R
n
+ : C
2)), we define by F˜ = (f˜1, f˜2) the zero extension of (f1, f2) to
R
n and set R(F˜ ) = (R1(f˜1), R2(f˜2)).
Introduce the boundary operators
B0(u, v) := γ0(u− v),
B1(u, v) := γ0hDxn(u− v),
B2(u, v) := γ0
(
−(1 +m)2h2D2xnu+ Y u− h2D2xnv
)
,
B3(u, v) := γ0
(
−(1 +m)2h3D3xnu+ Y hDxnu− h3D3xnv
)
,
where the operator Y (x′, hDx′) has symbol Y (x
′, ξ′) defined in Section 2. Let
Bj(R(F˜ )) =Wj, j = 0, 1, 2, 3.
Setting W = (W0,W1,W2,W3), we will write the above equalities as B(R)(F˜ ) =W. We will search
a parametrix E(z)F in the form
E(z)F =
(
R1(f˜1)− (Π0(w0) + Π1(w1)) 0
0 R2(f˜2)− (Π2(w2) + Π3(w3))
)
=
(
R1(f˜1) 0
0 R2(f˜2)
)
−Π(w)
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with w = (w0, w1, w2, w3) and
Bj(R(F˜ )−Π(w)) ≡ 0, j = 0, 1, 2, 3.
The last relation is equivalent to

B0
(
(Π0(w0) + Π1(w1), (Π2(w2) + Π3(w3)
)
≡W0,
B1
(
(Π0(w0) + Π1(w1), (Π2(w2) + Π3(w3)
)
≡W1,
B2
(
(Π0(w0) + Π1(w1), (Π2(w2) + Π3(w3)
)
≡W2,
B3
(
(Π0(w0) + Π1(w1), (Π2(w2) + Π3(w3)
)
≡W3.
(3.3)
Here and below for two functions a and b we use the notation a ≡ b if |a(x′)−b(x′)| ≤ CNhN ,∀x′,∀N ∈
N. The domain where this relation holds will be clear from the context.
For simplicity of the notation we write the system (3.3) as Mw ≡ W with a matrix-valued
h-pseudodifferential operatorM. To construct the parametrix close to the boundary, it is sufficient
to prove that the system (3.3) is an elliptic one and for this purpose we examine the principal
symbol M of M.. First we treat the case |ξ′| ≥ C0, where C0 > 0 is the constant of Proposition 4.
Since | Im z| ≥ hǫ, the roots λj,±, µj,±, j = 1, 2, are simple and we introduce
1
∂ξnq1(x
′, 0, ξ′, λj,+)
= rj,
1
∂ξnq2(x
′, 0, ξ′, µj,+)
= rj+2, j = 1, 2.
For simplicity we omit the sign + in the notations below. By applying the theorem of residues,
we find
γ0
(
(hDxn)
kΠj
)
= Oph(dk,j), j = 0, 1, 2, 3, k = 0, 1, 2, 3
with
dk,j = λ
2j+k
1 r1 + λ
2j+k
2 r2 + hd˜k,j, j = 0, 1,
dk,j = µ
2j−4+k
1 r3 + µ
2j−4+k
2 r4 + hd˜k,j, j = 2, 3.
Here we describe only the principal symbols and d˜k,j denote lower order symbols. For example the
equation
γ0
[
(Π0(w0) + Π1(w1))− (Π2(w2) + Π(w3))
]
=W0,
modulo lower order terms, has the form∑
k=0,1
Oph(λ
2k
1 r1 + λ
2k
2 r2)wk −
∑
k=2,3
Oph(µ
2k−4
1 r3 + µ
2k−4
2 r4)wk =W0
and we find similar expressions for the principal parts of other equations related to the boundary
conditions.
Following this argument, the principal symbol M of M becomes the matrix
M(x′, ξ′, z) =


r1 r2 −r3 −r4
λ1r1 λ2r2 −µ1r3 −µ2r4
(−(1 +m)2λ21 + Y )r1 (−(1 +m)2λ22 + Y )r2 −µ21r3 −µ22r4
(−(1 +m)2λ31 + Y λ1)r1 (−(1 +m)2λ32 + Y λ2)r2 −µ31r3 −µ32r4




1 λ21 0 0
1 λ22 0 0
0 0 1 µ21
0 0 1 µ22

 .
A simple calculation yields
detM = −(λ1 − λ2)2(µ1 − µ2)2(λ1 + λ2)(µ1 + µ2) det
[
Λ1(x
′, ξ′, z)diag {r1, r2, r3, r4}(x′, ξ′, z)
]
,
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where Λ1(x
′, ξ′, z) is the matrix introduced in Section 2. On the other hand,
r1r2 = −(λ1 − λ2)−2
∏
ν=1,2
(λν,+ − λ1,−)−1(λν,+ − λ2,−)−1
= −(λ1 − λ2)−2 1
4λ1λ2(λ1 + λ2)2
,
r3r4 = −(µ1 − µ2)−2
∏
ν=1,2
(µν,+ − µ1,−)−1(µν,+ − µ2,−)−1
= −(µ1 − µ2)−2 1
4µ1µ2(µ1 + µ2)2
.
Thus we obtain
detM = − detΛ1(x
′, ξ′, z)
16λ1λ2µ1µ2(λ1 + λ2)(µ1 + µ2)
.
According to Proposition 4 for |ξ′| ≥ C0, we have |det Λ1| ≥ C2 and since λj ∼ i
√
s, µj, ∼ i
√
s,
as |ξ′| → ∞, one obtains
|detM(x′, ξ′, z)| ≥ C4|ξ′|−6, C4 > 0, |ξ′| ≥ C0. (3.4)
Next we denote byM the h-pseudodifferential matrix operator with principal symbol M obtained
from the equations in (3.3). Since the pseudodifferential operator M is invertible, we can deter-
mine wj , j = 0, 1, 2, 3, from the pseudo-differential system (3.3) as w = M−1(B(R(F˜ ))) and this
completes the analysis for |ξ′| ≥ C0.
For the construction in the region z ∈ Z0, | Im z| ≥ hǫ, |ξ′| ≤ C0, we need a control of the inverse
matrix M−1(x′, ξ′, z) since we cannot apply Proposition 4. To do this, we follow the argument in
[23] with some modifications.
Recall that
q1(x, ξ
′, ξn) = (ξ
2
n + s(x, ξ
′)− ω¯0)(ξ2n + s(x, ξ′)− ω0),
q2(x, ξ
′, ξn) =
1
(1 +m(x))2
(ξ2n + s(x, ξ
′)− (1 +m(x))ω¯0)
×(ξ2n + s(x, ξ′)− (1 +m(x))ω0).
Let Im z 6= 0 and let (qj(x′, 0, ξ′, ξn) − z)−1, j = 1, 2, be the inverse of the temporal distributions
on the whole ξn axis. Here we consider (x
′, ξ′) as parameters.
Introduce the distributions
u˜j = (q1(x
′, 0, ξ′,Dxn)− z)−1(D2jxnδ), j = 0, 1,
v˜j = (q2(x
′, 0, ξ′,Dxn)− z)−1(D2j−4xn δ), j = 2, 3.
Then we have
uj = u˜j |xn>0 =
1
2π
∫
γ
eixnξn(q1(x
′, 0, ξ′, ξn)− z)−1ξ2jn dξn, j = 0, 1,
vj = v˜j |xn>0 =
1
2π
∫
γ
eixnξn(q2(x
′, 0, ξ′, ξn)− z)−1ξ2j−4n dξn, j = 2, 3,
where γ = γ(x′, ξ′) is the contour used in the definition of Πj . Set
m0,0 = u0(0), m0,1 = u1(0), m0,2 = −v2(0), m0,3 = −v3(0),
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m1,0 = u1(0), m1,1 = (Dxnu1)(0), m1,3 = −v3(0), m1,4 = −(Dxnv3)(0),
m2,k = −(1 +m)2(D2xnuk)(0) + Y uk(0), k = 0, 1, m2,j = −(D2xnvj)(0), j = 2, 3,
m3,k = −(1 +m)2(D3xnuk)(0) + Y (Dxnuk)(0), k = 0, 1, m3,j = −(D3xnvj)(0), j = 2, 3.
For fixed (x′, ξ′) we obtain the matrix M(x′, ξ′, z) = i{mj,k(x′, ξ′, z)}j,k=0,1,2.3 introduced above.
Given a = (a0, a1, a2, a3) ∈ C4, put
u = a0u0 + a1u1, v = a2v2 + a3v3.
Therefore one gets(
q1(x
′, 0, ξ′,Dxn)− z
)
u = 0,
(
q2(x
′, 0, ξ′,Dxn)− z
)
v = 0, xn > 0
and
u(0) = a0m0,0 + a1m0,1, −v(0) = a2m0,2 + a3m0,3.
(Dxnu)(0) = a0m1,0 + a1m1,1, −(Dxnv)(0) = a2m1,2 + a3m1,3.
Similar equalities hold for the third and fourth boundary conditions. Setting U = (u, v), we see
that (u, v) satisfies a non-homogeneous boundary problem (2.17) with F1 = F2 = 0 and boundary
data −iMa and from (2.18) we deduce the estimate
‖U‖4 ≤ C| Im z|‖Ma‖C4 .
On the other hand,
u = u˜|xn>0 = (q1(x′, 0, ξ′,Dxn)− z)−1(a0δ + a1D2xnδ)|xn>0,
v = v˜|xn>0 = (q2(x′, 0, ξ′,Dxn)− z)−1(a2δ + a3D2xnδ)|xn>0
with u˜ = a0u˜1 + a1u˜1, v˜ = a2v˜2 + a3v˜3. Since u˜, v˜ are even, this implies
‖a0δ + a1D2xnδ‖−4 ≤ C1‖u˜‖ ≤ 21/2C1‖u‖ ≤ C2‖u‖4,
‖a2δ + a3D2xnδ‖−4 ≤ C1‖v˜‖ ≤ 21/2C1‖v‖ ≤ C2‖v‖4,
and we deduce
‖U‖4 ≥ C3
(
‖a0δ + a1D2xnδ‖−4 + ‖a2δ + a3D2xnδ‖−4
)
.
Since ‖a0δ + a1D2xnδ‖−4 + ‖a2δ + a3D2xnδ‖−4 is equivalent to C4‖a‖C4 , we conclude that with a
constant C5 > 0 which is uniform for |x′| ≤ ρ, |ξ′| ≤ C0 we have
‖M−1(x′, ξ′, z)‖ ≤ C5/| Im z|. (3.5)
It is clear also that we have
‖M(x′, ξ′, z)‖ ≤ C5/| Im z| (3.6)
uniformly with respect to |x′| ≤ ρ, |ξ′| ≤ C0.
Now write M(x′, ξ′, z) = (Mi,j)i,j=1,2,3,4 for the principal symbol of M. To study the symbols
(Mi,j), note that
r1λ
k
1,+ = λ
k
1,+
(
(λ1,+ − λ1,−)(λ1,+ − λ2,+)(λ1,+ − λ2,−)
)−1
= λk−11,+
(λ1,+ + λ2,+)(λ1,+ + λ2,−)
8(r + i Im z)
,
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with r = Re z − (Imω0)2 and we have similar expressions for r2λk2,+, r3µk1,+, r4µk2,+. On the other
hand, it is easy to see that
λj,± ∈ S0,1ǫ , µj,± ∈ S0,1ǫ , j = 1, 2.
In fact, for |ξ′| ≫ 1 we have
|∂αx′∂βξ′λj,±| ≤ Cα,β(1 + |ξ′|)1−|β|, ∀α,∀β,
while for bounded |ξ′| we have
|∂αx′∂βξ′λj,±| ≤ Cα,β| Im z|−|α|−|β| ≤ C ′α,βh−ǫ(|α|+|β|), |α| + |β| ≥ 1.
We have similar estimates for µj,±. The reader may consult also Section 2 in [26] for the estimates of
the symbols λj,±, µj,±. Concerning the calculus of h-pseudo-differential operators in the class S
k,m
ǫ ,
recall that if a ∈ Sk1,m1ǫ , b ∈ Sk2,m2ǫ we have ab ∈ Sk1+k2,m1+m2ǫ and the principal symbol of a#hb
is ab (see for more details Appendix A in [11]). Thus we conclude that rjλ
k
j,+ ∈ Sǫ,k+1ǫ , rj+2µkj,+ ∈
Sǫ,k+1ǫ , j = 1, 2. Now it is easy to see that
M1,j ∈ Sǫ,1ǫ , j = 1, 3,M1,j ∈ Sǫ,3ǫ , j = 2, 4
and similarly we getMi,j ∈ Sǫ,m(i,j)ǫ . The precise orders m(i, j) are not important when we consider
these symbols for bounded |ξ′|. Moreover, the matrix | Im z|M(x′, ξ′, z) is bounded and this agrees
with the estimate (3.6). Next for the inverse matrix M−1 = (si,j)i,j=1,2,3,4 we can obtain a similar
description of si,j and we omit the details since this is not necessary for our argument. Indeed, for
the calculation of the trace in Section 4 (see Lemma 6) we need to know the behavior of the sym-
bols for bounded |ξ′|. Next we are interested on the trace of the kernels and not on their derivatives.
Set Bk = Bk(R), k = 0, 1, 2, 3 and as above let M be the matrix h-pseudo-differential operator
with principal symbol M . Then one determines
w = (w1, ..., w4) =M−1
(
B0(F˜ ),B1(F˜ ),B2(F˜ ),B3(F˜ )
)
=M−1B(F˜ ).
This completes the construction of the parametrix E(z) for x close to the boundary in the case
|ξ′| ≤ C0, | Im z| ≥ hǫ.
To construct a global parametrix, choose a finite number of points xk ∈ Ω¯, k = 1, ..., L, so that
xk with k = 1, ..., L
′, lie in the interior of Ω, while xk with k = L
′+1, ..., L, belong to ∂Ω. Let Uk be
open neighborhoods of xk. Assume that we have a covering ∪Lk=1Uk of Ω¯ and suppose that in every
Uk, k = L
′ + 1, ..., L, we can introduce normal coordinates. Next, let Φk ∈ C∞0 (Uk), k = 1, ..., L,
form a partition of unity on Ω¯. Introduce Ψk ∈ C∞0 (Uk), k = 1, ...L′ with Ψk = 1 near supp Φk.
We may choose Ψk(x), k = 1, ..., L
′, so that supp Ψk ∩∂Ω = ∅. Next let Ψ ∈ C∞0 (Rn) be a function
which is equal to 1 on ∪Lj=1suppΦk and letM−1B(ΦkF˜ )), k = L′+1, ..., L be determined as above
(Here M−1,B depend of k but we omit this in the notation).
We define a global parametrix by
E(z)F˜ =
L′∑
k=1
ΨkR(ΦkF˜ ) +
L∑
k=L′+1
Ψ
(
R(ΦkF˜ )−Π(M−1(B(ΦkF˜ ))
)
.
We get
(Q− z)E(z) ≡ I,
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Bj(E(z)) ≡ 0, j = 0, 1, 2, 3.
By a modification of E(z) by an operator ≡ 0, we can arrange the boundary conditions
Bj(E(z)) = 0, j = 0, 1, 2, 3,
preserving the first relation which means that (Q− z)E(z) − I has a kernel K(x, y; z, h) such that
|∂αx ∂βyK(x, y; z, h)| ≤ Cα,β,NhN , (x, y) ∈ (Ω× Ω), ∀α,∀β,∀N.
To do this we use the analysis of the non-homogeneous problem (2.17) and the functionsHj(xn), j =
0, 1, 2, 3, introduced in Section 2. If we have a solution of (2.17) with operators fj(x
′) ≡ 0, j =
0, 1, 2, 3, we can reduce the problem to one with homogeneous boundary conditions changing the
right hand part (F1, F2) by a negligible term G ≡ 0.
Now we pass to the construction of a microlocal parametrix in the region (A). Here we must
work in a region including an interval lying on the real axis, so the estimates with O(| Im z|−1) are
not useful. The advantage is that for |ξ′| ≥ C0, where C0 > 0 is the constant of Propositions 4 and
5, we have uniform lower bounds for |det Λ1|, |detΛ2|. More precisely, for k = 1, ..., L′, we will
take |ξ| ≥ C1 > 0, while for k = L′ + 1, ..., L we choose |ξ′| ≥ C0. Moreover, we will show that this
microlocal parametrix depends holomorphically of z ∈ Z0. Assume that z ∈ Z0, Re z ≤ (Imω0+δ)2,
where δ and ω0 satisfy the conditions mentioned in the beginning of the section. Choosing a big
constant C1 > 0 (depending on Z0), let ψ(ξ) ∈ C∞0 (Rn) be such that ψ(ξ) = 1 for |ξ| ≤ C1. The
construction of R((1 − ψ(hDx))Φk(x)F˜ ), k = 1, ..., L′, so that
(Q− z)ΨkR((1− ψ(hDx))Φk) ≡ (1− ψ(hDx))Φk, k = 1, ..., L′ (3.7)
is standard and it is clear that R((1 − ψ(hDx))Φk(x)) depends holomorphically of z ∈ Z0. Next,
for k = L′+1, ..., L, we choose a fixed function χ(ξ′) ∈ C∞0 (Rn−1) such that χ(ξ′) = 1 for |ξ′| ≤ C0
and we construct R so that
(Q− z)
[
ΨR((1− χ(hDx′))Φk)
]
≡ (1− ψ(hDx′))Φk, k = L′ + 1, ..., L.
Obviously, the terms
Bj
(
R((1− χ(hDx′)Φk)
)
, j = 0, 1, 2, 3
are holomorphic with respect to z. To treat the boundary terms
∑
j=0,1Πj(wj) and
∑
j=2,3Πj(wj),
we must know that the inverse matrix M−1(x′, ξ′, z) is holomorphic in z for |ξ′| ≥ C0. As in [23],
for |ξ′| ≥ C0 we choose γ(x′, ξ′) ⊂ Ω1(x′, ξ′, z) ∩ {|ξ′| ≥ C0, Im ξ ≥ η〈ξ′〉} with η > 0 small enough.
Then for |ξ′| ≥ C0 the components Mj,k(x′, ξ′, z) of the matrix M(x′, ξ′, z) are holomoprphic with
respect to z ∈ Z0 and so is detM(x′, ξ′, z). In the case z 6= (Imω0)2, applying Proposition 4 for
detΛ1(x
′, ξ′, z), we obtain (3.4). Since detM(x′, ξ′, z) is continuous with respect to z, the estimate
(3.4) remains true for z = (Imω0)
2 and |ξ′| ≥ C0. Another proof of this statement can be obtained
by applying Proposition 5 combined with an expression of M(x′, ξ′, z) involving the double roots
λ+, µ+.
The matrixM(x′, ξ′, z) is invertible and holomorphic in z for z ∈ Z0 and |ξ′| ≥ C0, hence we ob-
tain immediately that M−1(x′, ξ′, z) is holomorphic with respect to z ∈ Z0 for |ξ′| ≥ C0. Following
this way we deduce that the matrix-valued operator M(z)−1 with principal symbol M−1(x′, ξ′, z)
defined above composed with B((1 − χ(hDx′))Φk(x)) = {Bj(R(1 − χ(hDx′)Φk)}j=0,1,2,3 yields an
operator holomorphic with respect to z. Finally, we obtain a microlocal parametrix
(Q− z)Ek(z) ≡ (1− χ(hDx′))Φk(x), Bj(Ek(z)) = 0, k = L′ + 1, ..., L, j = 0, 1, 2, 3 (3.8)
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depending holomorphiically of z ∈ Z0.
4. The trace of f(Q)
In this section we use the notations of the previous one and we assume (2.20) fulfilled. Let
f ∈ C∞0 (] − ∞, (Imω0 + δ)2[) be a cut-off function with sufficiently small δ > 0. Let z belong
to a fixed compact set Z0 and let Re z ≤ (Imω0 + δ)2. We choose an almost analytic extension
f˜(z) ∈ C∞0 ({z ∈ Z0 : Re z < (Imω0 + δ)2}) of f so that ∂¯f˜(z) = O(| Im z|N ), ∀N ∈ N. Next, as in
Section 4 of [23], we use the formula
f(Q) = − 1
π
∫
∂¯f˜(z)(z −Q)−1L(dz), (4.1)
where L(dz) is the Lebesgue measure in C. Notice that (z −Q)−1 is a matrix-valued operator and
so is the operator f(Q).
Following our construction in Section 3, the global parametrix is a sum of L terms. For k =
1, ..., L′, from (3.7) we get
−ΨkR((1− ψ(hDx))Φk) = (z −Q)−1(1− ψ(hDx))Φk +Kk(z)
with an operator Kk(z) having trace class norm [Kk(z)] = O(| Im z|−1h∞). The operator on the
left hand side is holomorphic with respect to z so the contribution of (z −Q)−1(1− ψ(hDx))Φk in
(4.1) is negligible. For k = L′ + 1, ..., L, we apply the same argument exploiting now (3.8) and the
fact that Ek(z) is holomorphic with respect to z. Thus we reduce the analysis to the examination
of the sum
f(Q) = − 1
π
L′∑
k=1
∫
∂¯f˜(z)(z −Q)−1ψ(hDx)Φk(x)L(dz)
− 1
π
L∑
k=L′+1
∫
∂¯f˜(z)(z −Q)−1χ(hDx′)Φk(x)L(dz) +KL
with [KL] = O(h∞) and ψ(ξ), χ(ξ′) introduced in Section 3.
Before going to a second reduction, it is necessary to study the traces of some operators. We
start with a description of the distribution kernel Πj(x, y
′; z, h) of the operator Πj given by the
following
Lemma 4. Fix 0 < ǫ < 1/2 small enough. Let | Im z| ≥ hǫ and let z belong to a compact set Z0.
Modulo a term having order O(h∞) in the trace class norm, we have the following representation
Πj(x, y
′; z, h) = (2πh)−(n−1)
∫
ei(x
′−y′)ξ′/hzj(x, ξ
′; z, h)dξ′.
The symbol zj satisfies the estimates
| Im z||∂α′x′ ∂γ
′
ξ′ (hDxn)
kzj(x, ξ
′; z, h)|
≤ Cα′,γ′,k〈ξ′〉2j+1+k−|γ′|| Im z|−|α′|−|γ′|
(
e−xn Imλ1/h + e−xn Imλ2/h
)
, j = 0, 1 (4.2)
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and
| Im z||∂α′x′ ∂γ
′
ξ′ (hDxn)
kzj(x, ξ
′; z, h)|
≤ Cα′,γ′,k〈ξ′〉2j−3+k−|γ′|| Im z|−|α′|−|γ′|
(
e−xn Imµ1/h + e−xn Imµ2/h
)
, j = 2, 3. (4.3)
Moreover, for |ξ′| ≥ C1 (depending on the compact set Z0) the above estimates hold without
| Im z|−|α′|−|γ′| in the right hand part.
Proof. According to (3.1) and (3.2), for the principal symbols zp,j we have the representation
zp,j(x, ξ
′, z, h) =
∫
γ
ei〈xn,ξn〉/hq1(x, ξ, z)ξ
2j
n dξn/(2πi), j = 0, 1,
zp,j(x, ξ
′, z, h) =
∫
γ
ei〈xn,ξn〉/hq2(x, ξ, z)ξ
2j−4
n dξn/(2πi), j = 2, 3.
We treat only the case j = 0, 1. Applying the theorem of the residues, we get
zp,j(x, ξ
′; z, h) =
∑
ν=1,2
λ2jν,+rνe
ixnλν,+/h, j = 0, 1, (4.4)
where rν =
(
∂ξnq1(x
′, xn, ξ
′, λν,+)
)−1
. We established in Section 3 the estimates for ∂α
′
x′ ∂
γ′
ξ′ (rνλ
k
ν,+)
which imply the estimates for the derivatives ∂α
′
x′ ∂
γ′
ξ′ zp,j. On the other hand, when we take the
derivatives (hDxn)
kλν,+, we have the factor
(
h
| Im z|
)k
which is bounded for | Im z| ≥ hǫ.
We remark that a similar estimates are true for the full symbol of the kernels. In fact, modulo
a term having order O(h∞), R1(x, ξ; z, h) is a sum of terms of the form hN bN (x, ξ; z)(q1−z)−2N−1,
where bN (x, ξ; z) a polynomial in z with smooth coefficients (see Proposition 8.6 and Theorem
8.7 in [7]). Therefore an application of the theorem of residues leads to a sum of terms involving
derivatives of order 2N . We treat below the behavior for bounded |ξ′| when the factor | Im z|−1 is
important. Consider a typical term
hN
∂2N
∂ξ2Nn
[ ξ2jn bN (x, ξ; z)(
ξn − λ1,−)(ξn − λ2,+)(ξn − λ2,−)
)2N+1 ]
∣∣∣
ξn=λ1,+
.
The product in the dominator yields an expression having the form∏
α+β1+β2≤4N+1
Bα,β1,β2(λ1,+ − λ1,−)−α(λ1,+ − λ2,+)−β1(λ1,+ − λ2,−)−β2
=
∏
α+β1+β2≤4N+1
Bα,β1,β2(2λ1,+)
−α(λ1,+ + λ2,+)
β1(λ1,+ + λ2,−)
β2
(
r + i Im z
)− 1
2
(β1+β2)
.
Next, 12 (α+ β1 + β2) ≤ 2N + 1 and
hN | Im z|−α2 |(r + i Im z)− 12 (β1+β2)| ≤ hN | Im z|−2N−1 ≤ ChN(1−2ǫ)| Im z|−1
since | Im z|−2 ≤ h−2ǫ. Thus for α′ = γ′ = 0 and bounded |ξ′| we obtain (4.2) for the full symbol of
the kernel. The analysis of the derivatives ∂α
′
x′ ∂
γ′
ξ′ follows the same argument. The proof of (4.3) is
similar. 
Now we pass to the analysis of the kernels of the operators
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Yk,j =
(
(hDxn)
kRj(x, hDx; z, h)
)∣∣∣∣
xn=0
, k = 0, 1, 2, 3, j = 1, 2.
The kernels of these operators have the form
(2πh)−n
∫
R
n−1
ξ′
ei(x
′−y′)ξ′/h
∫
R
e−iynξn/hξknRj(x
′, 0, ξ′, ξn; z, h)dξndξ
′.
For simplicity we treat below the case j = 1. In Section 3 it was shown that
R1(x
′, 0, ξ′, ξn; z, h) =
N∑
ν=0
hνcν(x
′, 0, ξ′, ξn; z) + h
N+1cN+1(x
′, 0, ξ′, ξn; z),
with cN+1 ∈ Sǫ(N+2),−4−N−1ǫ and cν are holomorphic in the domain Ω(x, ξ′, z) defined in Section 3.
Clearly,
(2πh)−n
∫
R
n−1
ξ′
ei(x
′−y′)ξ′/h
∫
R
e−iynξn/hξknh
N+1cN+1(x
′, 0, ξ′, ξn; z)dξndξ
′ = O(hM(N)),
uniformly for | Im z| > hǫ with M(N) → ∞ as N → ∞. Let Γρ(x′, ξ′) = [−ρ, ρ] ∪ γρ(x′, ξ′) be
a closed, simple loop, which encircles λj,−, µj,− in the positive sense. Here γρ(x
′, ξ′) is a curve
included in {ξn ∈ C; Im ξn ≤ 0, |ξn − λj,−| ≥ η〈ξ′〉, |ξn − µj,−| ≥ η〈ξ′〉, j = 1, 2}, η > 0, and
ρ > R0(x
′, ξ′) is a large positive constant. We fix (x′, ξ′) and recall that yn > 0. We apply the
theorem of the residues to the integral
Gν(x
′, yn, ξ
′; z, h) =
1
2πi
∫
Γρ
e−iynξn/hξkncν(x
′, 0, ξ′, ξn; z)dξn.
For ν = 0 we have c0 = (q1 − z)−1 and we obtain∑
j=1,2
λkj,−rj,−e
−iynλj,−/h
with rj,− =
(
∂ξnq1(x
′, 0, ξ′, λj,−)
)−1
. The analysis of the derivatives of this symbol is completely
similar to that of (4.4) and we deduce
| Im z||∂α′x′ ∂γ
′
ξ′ (hDyn)
m(G0)| ≤ Cα′,γ′,m,j〈ξ′〉1+m+k−|γ′|| Im z|−|α′|−|γ′|e−ync| Im z|/h.
We can treat the lower order symbols cν by a similar argument. Next the integral over γρ goes
to 0 as ρ → +∞ and taking the limit ρ → +∞, we obtain an estimate for the kernels of Yk,j.
Consequently, for the kernels of Bk we have the following
Lemma 5. Under the assumptions of Lemma 4 the kernel of the operator Bk = Bk(R), k = 0, 1, 2, 3
have the form
Bk(x′, y; z, h) = (2πh)−n
∫
ei〈x
′−y′,ξ′〉/hbk(x
′, y, ξ′; z)dξ′,
with
| Im z||∂α′x′ ∂βy ∂γ
′
ξ′ (hDyn)
mbk(x
′, y, ξ′; z)| ≤ Cα′,β,γ′,j〈ξ′〉1+m+k−|γ′|| Im z|−|α′|−|γ′|e−ync| Im z|/h. (4.5)
Moreover, for |ξ′| ≥ C1 the estimates hold without the factor | Im z|−|α′|−|γ′|.
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Next we need to examine the trace of the boundary terms Πk(wk), k = 0, 1, 2, 3 involved in the
parametrix E(z). Using the notation of the previous section, recall that
w =M−1
(
{Bk(R)}k=0,1,2,3
)
=M−1B(F˜ ),
so to obtain the kernel of the vector-valued operator M−1B := {A0, A1, A2, A3} we must compose
the kernels of the matrix-valued h-pseudodifferential operatorM−1 and the vector-valued operator
B. Let χ1(x, ξ′) ∈ C∞0 (Rn ×Rn−1). For our argument we need to know the traces of the operators
(ΠjAj +Πj+1Aj+1)χ1(x, hDx′), j = 0, 2 for z ∈ Z0 and | Im z| ≥ hǫ. To do this, we must compose
the kernels of the operators Πj,M−1 and B. For bounded |ξ′| taking into account Lemma 4 and
Lemma 5, we conclude that in the derivatives of the kernels the terms | Im z|−k can be estimated
by h−kǫ, while the terms 〈ξ′〉−m will be bounded. More precisely we have the following
Lemma 6. Let χ1(x, ξ
′) ∈ C∞0 (Rn ×Rn−1). Under the assumptions of Lemma 4, the operators
(ΠjAj +Πj+1Aj+1)χ1(x, hDx′), j = 0, 2,
are trace class and
tr
(
(ΠjAj +Πj+1Aj+1)χ1(x, hDx′)
)
= O(h1−n−4ǫ), j = 0, 2. (4.6)
Proof. Let ℓj(x, y; z, h) be the kernel of (ΠjAj + Πj+1Aj+1)χ1(x, hDx′), j = 0, 2. Since all
terms of the operator (ΠjAj + Πj+1Aj+1)χ1(x, hDx′) are h-pseudodifferential operators in x
′, we
deduce from (4.2), (4.3) and (4.5) that modulo a term of order O(h∞) in trace class norm we have
ℓj(x, y; z, h) = (2πh)
−n
∫
ei〈x
′−y′,ξ′〉/hcj(x, y, ξ
′; z)χ1(y, ξ
′)dξ′
with
|∂α′x′ ∂β
′
y′ ∂
γ′
ξ′ (hDxn)
k(hDyn)
mcj(x, y, ξ
′; z)| ≤ Cα′,β′,γ′,k,mh−3ǫ−|α′|−|γ′| exp(−(xn + yn)hǫ/Ch).
Here for α′ = γ′ = 0 we have twice the factor | Im z|−1 from (4.2) and (4.5) and once more the
same factor from the estimates of M−1. This explains the factor h−3ǫ. To calculate the trace we
must take the trace ℓ(x, x; z, h) and integrate. This yields (4.6). 
In the case when z = z0 is fixed with Im z0 > 0 the estimates in Lemma 4 and Lemma 5 imply
an estimate for the kernel
ℓj(x, y; z, h) having the form
|∂α′x′ ∂β
′
y′ ∂
γ′
ξ′ (hDxn)
k)(hDyn)
mℓj(x, y; z, h))| ≤ Cα′,β′,γ′,k,mh−n exp(−(xn + yn)/Ch) +O(h∞).
with constants depending of Im z0. Consequently, in this case we have∥∥∥(ΠjAj +Πj+1Aj+1)χ1(x, hDx′)∥∥∥
tr
= O(h1−n), j = 0, 2. (4.7)
To do a second reduction, consider a function χk(x, ξ
′) with support in {(x, ξ′) : x ∈ Uk, |ξ′| ≤
C0}, Uk being a small neighborhood of xk ∈ ∂Ω. We fix z0 with Im z0 > 0, Re z0 < (Imω0)2 and
we construct a parametrix E(z0) for the operator (Q− z0) as in Section 3. Thus we obtain
(z0 −Q)−1χk(x, hDx′) = −E(z0)χk(x, hDx′) +Kk (4.8)
with trace class norm [Kk] = O(h∞).
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Next, we are going to repeat the arguments in [23] with some minor modifications. The analysis
of R(x, hDx; z0, h)χk(x, hDx′) is easy and we obtain a trace class operator with trace class norm
O(h−n). On the other hand, for fixed z0 with Im z0 > 0 we apply (4.7). Thus for Im z 6= 0 and
z ∈ Z0 we have
(z −Q)−1χk(x, hDx′) = (I + (z0 − z)(z −Q)−1)(z0 −Q)−1χk(x, hDx′)
and taking into account the estimate ‖(Q− z)−1‖ ≤ 1| Im z| , we get
‖(Q− z)−1χk(x, hDx′)‖tr ≤ C| Im z|−1h−n. (4.9)
On the other hand, for f˜(z) we have the estimate ∂¯f˜(z) = O(| Im z|N ), ∀N. Combining this with
(4.9), leads to∫
∂¯f˜(z)(z −Q)−1χk(x, hDx′)L(dz) =
∫
| Im z|≥hǫ
∂¯f˜(z)(z −Q)−1χk(x, hDx′)L(dz) +Kǫ, (4.10)
with [Kǫ] = O(h∞) since the trace of the operator corresponding to the integral over | Im z| ≤ hǫ
is negligible.
Now we apply the partition of unity {Φk(x)}k=1,...,L introduced in Section 3. Set
χk(x, ξ) = ψ(ξ)Φk(x), k = 1, ..., L
′, χk(x, ξ
′) = χ(ξ′)Φk(x), k = L
′ + 1, ..., L
with the functions ψ(ξ), χ(ξ′) introduced in Section 3. Let Ek(z) be the parametrix of (Q − z)
constructed in Section 3 for z in a compact set Z0 and | Im z| ≥ hǫ with ǫ > 0 small enough for
which we have
(z −Q)−1χk(x, hDx′) = −Ek(z)χk(x, hDx′) +Kk(z), k = L′ + 1, ..., L (4.11)
with [Kk(z)] = O(h∞), uniformly on z. For k = 1, ..., L′, we have a similar expression and the
paramterix Ek(z) has no boundary terms.
According to (4.10), modulo terms with trace class norm O(h∞), we get
tr(f(Q)) = tr
[
− 1
π
2∑
ν=1
L′∑
k=1
∫
| Im z|≥hǫ
∂¯f˜(z)Rν,k(x, hDx, ; z, h)χk(x, hDx)L(dz)
]
+tr
[
− 1
π
2∑
ν=1
L∑
k=L′+1
∫
| Im z|≥hǫ
∂¯f˜(z)Rν,k(x, hDx, ; z, h)χk(x, hDx′)L(dz)
]
−tr
[ 1
π
2∑
ν=0
L∑
k=L′+1
∫
| Im z|≥hǫ
∂¯f˜(z)
(
ΠνAν,k +Πν+1Aν+1,k
)
χk(x, hDx′)L(dz)
]
:= (I) + (II) + (III).
Here Rν,k = Ψk(x)Rν(x, hDx; z, h) (see the definition of the global parametrix in Section 3) and
Aj,k are the operators Aj corresponding to the neighborhood of xk. It is clear that the integration
in (I) and (II) is over compact sets, respectively in (x, ξ) and (x, ξ′). On the other hand, an
application of Lemma 6 yields
(III) = O(h−n+1−4ǫ).
Therefore, by using (4.8) and (4.11) and the action of (Q− z)−1, we are going to calculate the
trace of
− 1
π
∫
| Im z|≥hǫ
1Ω(x)∂f˜(z)R(x, hDx; z, h)χk(x, ξ
′)L(dz).
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The principal symbol of − 1π
∫
| Im z|≥hǫ ∂f˜(z)Rν(x, hDx; z, h)L(dz) is f(qν(x, ξ)), so the principal
symbol of
− 1
π
∫
| Im z|≥hǫ
1Ω(x)∂f˜(z)Rν(x, hDx; z, h)χk(x, ξ
′)L(dz)
is f(qν(x, ξ))χk(x, ξ
′), x ∈ Ω. Next the kernelKν,k(x, y) of the operator with symbol f(qν(x, ξ))χk(x, ξ′)
is continuous in Ω× Ω and its trace is equal to ∫ΩKν,k(x, x)dx. Thus we conclude that
(I) + (II) = (2πh)−n
(∫
Ω
∫
f(q1(x, ξ))dxdξ +
∫
Ω
∫
f(q2(x, ξ))dxdξ
)
+O(h−n+1), 0 < h ≤ h0(δ).
Consequently,
tr(f(Q)) = (2πh)−n
(∫
Ω
∫
f(q1(x, ξ))dxdξ +
∫
Ω
∫
f(q2(x, ξ))dxdξ
)
+O(h−n+1−4ǫ), 0 < h ≤ h0(δ). (4.12)
The above argument implies easily that the spectrum of Q in [0, (Imω0 + δ)
2] is formed by
isolated eigenvalues of finite multiplicities. To prove this it is sufficient to show that the resolvent
(Q − z0)−1 for fixed z0 with Im z0 > 0 is compact. Every term (Q − z0)−1χk(x, ξ) is a trace class
operator. On the other hand, for C0 > 0 large enough the ellipticity of boundary problem and our
construction in Section 3 of a (microlocal) parametrix show that (Q− z0)−1(1− χ(hDx′))Φk(x) is
a compact operator.
5. Proof of Theorem 1
In this section we prove the estimate (1.4). Let Reω0 = 1, Imω0 > 0. We fix 0 < Imω0 < 1
so that (2.20) holds and choose 0 < δ < Imω0 small enough. Thus the construction of the
semi-classical parametrix in Section 3 works and we may exploit the results of Section 4. Set
(6δ Imω0 + 9δ
2) = δ21 and let f ∈ C∞0 (] −∞, (Imω0 + 3δ)2[; [0, 1]) be a function which is equal to
1 on [0, (Imω0 + 2δ)
2]. Consider f(q1(x, ξ)) and f(q2(x, ξ)), where the symbols qj(x, ξ), j = 1, 2,
were introduced in Section 3. On the support of f(q1(x, ξ)) we have
||ξ|2 − 1|2 + (Imω0)2 ≤ (Imω0 + 3δ)2
which yields
||ξ|2 − 1| ≤ ((Imω0) + 3δ)2 − (Imω0)2)1/2 = δ1.
Thus on the support of f(q1(x, ξ)) we have 1 − δ1 ≤ |ξ|2 ≤ 1 + δ1. Similarly on the support of
f(q2(x, ξ)) we have
1− δ1 ≤ 1
1 +m
|ξ|2 ≤ 1 + δ1.
In the following we suppose that 4ǫ < 1/2 so 1−n− 4ǫ > 1/2−n. Taking the integral over Ω×Rn,
we deduce ∫
Ω
∫
f(q1(x, ξ))dxdξ ≤ vol (Ω)ωn
(
(1 + δ1)
n/2 − (1− δ1)n/2
)
,
ωn being the volume of unit ball in R
n and∫
Ω
∫
f(q2(x, ξ))dxdξ ≤
∫
Ω
(1 +m(x))n/2dxωn
(
(1 + δ1)
n/2 − (1− δ1)n/2
)
.
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Consequently,
tr f(Q) = (2πh)−n
[∫
Ω
∫
f(q1(x, ξ))dxdξ +
∫ ∫
f(q2(x, ξ))dxdξ] +O(h1−n−4ǫ)
=
(1 + δ1)
n/2 − (1− δ1)n/2
(2π)n
ωn
∫
Ω
(
1 + (1 +m(x))n/2
)
dxh−n +O(h1−n−4ǫ)
=
(
(1 + δ1)
n/2 − (1− δ1)n/2
)
C2(Ω, n)h
−n +O(h1−n−4ǫ) := N (2δ;h).
with C2(Ω, n) =
ωn
(2π)n
∫
Ω
(
1 + (1 + m(x))n/2
)
dx. This implies that the number M(2δ;h) of the
eigenvalues of |Q|1/2 smaller than Imω0 + 2δ satisfies
M(2δ;h) ≤ N (2δ;h). (5.1)
Let 0 ≤ µ1 ≤ µ2 ≤ ... be the eigenvalues of |Q|1/2 followed by an infinite repetition of
inf σ(|Q|1/2) in the case if there are only finitely many eigenvalues. Since Q − z is related to
an elliptic boundary problem for z < (Imω0)
2, we have
µ1 ≥ Imω0 − o(1), h→ 0.
Now let N = N(δ;h) be the number of the eigenvalues ν1, ν2, ..., νN of h
2P − ω0 with 0 ≤ |ν1| ≤
... ≤ |νN | ≤ Imω0 + δ.
Applying the Weyl inequality for the non-selfadjoint operator h2P − ω0 (see Appendix a. in
[21]), we obtain
µ1...µN ≤ |ν1|...|νN |. (5.2)
As in [23], this leads to the estimate
N(δ;h) ≤ c0M(2δ;h) ≤ c0N (2δ;h), 0 < h ≤ h0(δ) (5.3)
with a constant c0 = c0(ω0, δ) > 0 depending only on ω0 and δ. For reader convenience, we present
the argument. Assume that M(2δ;h) ≤ N(δ;h). Then
µM1 (Imω0 + 2δ)
N−M ≤ (Imω0 + δ)N
and we get [ Imω0 + 2δ
Imω0 + δ
]N ≤ [ Imω0 + 2δ
µ1
]M
.
Therefore for h ≤ h0(δ) we have
N log
(Imω0 + 2δ
Imω0 + δ
)
≤M log
(Imω0 + 2δ
Imω0 − δ
)
.
We may estimate
c0 =
log
(
1 + 3δImω0−δ
)
log
(
1 + δImω0+δ
)
as δ → 0 and conclude that with c0 = 3(1 +Oω0(δ)) we have
N(δ;h) ≤ c0M(2δ;h).
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Consider the disk D(ω0; Imω0+ δ) with center ω0 ∈ C and radius Imω0+ δ < 1. Let S0 be the
rectangle
S0 = {(x, y) ∈ R2 : 1− δ2 ≤ x ≤ 1 + δ2, −X ≤ y ≤ Imω0} ⊂ D(ω0; Imω0 + δ),
where
δ2 =
√
1− δ2
(
2 Imω0δ + δ
2
)1/2
< δ1,
and X =
(
(Imω0)
2 + δ2(2 Imω0δ + δ
2)
)1/2 − Imω0 > 0. For δ small enough we have X < Imω0.
We choose 0 < θ < π/2 so that
tan θ =
X
1 + δ2
< X.
It is clear that when θ ց 0 we have δ ց 0. According to the above result, the number of the
eigenvalues of the operator h2P in S0 can be estimated by c0N (2δ;h), so the number of the
eigenvalues of P in h−2S0 is estimated by c0N (2δ;h).
Given r ≫ 1, consider the set
S0,K =
K⋃
k=0
(1 + δ2
1− δ2
)−k
rS0,
where K = K(r) is chosen so that
(
1+δ2
1−δ2
)K
r−1 ≤ h20(δ). Therefore for
h =
(1 + δ2
1− δ2
)k/2
r−1/2 ≤ h0(δ)
we can apply the above estimate and the number of the eigenvalues of P in S0,K is estimated by
c0
K∑
k=0
N
(
2δ;
(1 + δ2
1− δ2
)k/2
r−1/2
)
≤
(
(1 + δ1)
n/2 − (1− δ1)n/2
)
c0C2(Ω, n)
K∑
k=0
(1− δ2
1 + δ2
)nk/2
rn/2
+
K∑
k=0
(1− δ2
1 + δ2
)(n−1+4ǫ)k/2O(r(n−1+4ǫ)/2)
≤ c0C2(Ω, n)(1 + δ2)n/2 (1 + δ1)
n/2 − (1− δ1)n/2
(1 + δ2)n/2 − (1− δ2)n/2
rn/2 +Oδ(r(n−1+4ǫ)/2), r ≥ r0(δ),
Clearly, (
(1 + δ1)
n/2 − (1− δ1)n/2
)
= nδ1(1 +Oω0(δ)),(
(1 + δ2)
n/2 − (1− δ2)n/2
)
= nδ2(1 +Oω0(δ))
and
δ1
δ2
=
1√
1− δ2
(6 Imω0 + 9δ
2 Imω0 + δ
)1/2 →δ→0 √3.
Thus the number of the eigenvalues of P in S0,K can be estimated by
3
√
3(1 +Oω0(δ))
ωn
(2π)n
∫
Ω
(
1 + (1 +m(x))n/2
)
dxrn/2, r ≥ r0(δ),
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where we increase r0(δ), if it is necessary. On the other hand , it is easy to see that for small θ > 0
we have
Λθ,r = {z ∈ C : | arg z| ≤ θ, |z| ≤ r} ⊂
∞⋃
k=0
(1 + δ2
1− δ2
)−k
rS0
= S0,K ∪
∞⋃
k=K+1
(1 + δ2
1− δ2
)−k
rS0 = S0,K ∪QK .
Here QK is a compact set independent on r. Indeed, for j ≥ K(r) + 1 we have(1 + δ2
1− δ2
)−j
r <
1
h20(δ)
,
hence the rectangles
(
1+δ2
1−δ2
)−j
rS0 for j ≥ K(r) + 1 are included in a fixed compact set.
Finally, the number N(θ, r) of the eigenvalues of P in Λθ,r is estimated by
N(θ, r) ≤ 3
√
3(1 +Oω0(δ))
ωn
(2π)n
(∫
Ω
(
1 + (1 +m(x))n/2
)
dx
)
rn/2 + C0(δ), r ≥ r0(δ). (5.4)
As we mentioned above, as θ → 0, we have δ → 0. Hence for fixed ω0 we can replace Oω0(δ) by
ǫ(θ)→ 0 as θ → 0 and r0(δ) by r(θ). This completes the proof of Theorem 1.
References
[1] M. S. Agranovich and M. I. Vishik, Elliptic problems with a parameter and parabolic problems of general type,
Uspehi Mat. Nauk, 19 (1964),53161.
[2] E. Blasten and L. Pa¨iva¨rinta, Completeness of the generalized transmission eigenvalues, Inverse problems, 29
(2013), 104002.
[3] K. Kh. Boimatov and A. G. Kostyuchenko, Spectral asymptotics of nonselfadjoint elliptic systems of differential
operators in bounded domains, Matem. Sbornik, 181 (1990) (in Russian), English translation: Math. USSR
Sbornik, 71 (1992), 517-531.
[4] K. Kh. Boimanov and A. G. Kostyuchenko, Spectral asymptotics of polynomial pencils of differential operators
in bounded domains, Funktz. Anal. and Prilozh.. 25(1991), 7-20 (in Russian), English translation: Funkt. Anal
and its Appl. 25 (1991), 5-16.
[5] F. Caconi, D. Gintides and H. Haddar, The existence of an infinite discrete set of transmission eigenvalues,
SIAM J. Math. Anal. 42 (2010), 237-255.
[6] F. Caconi, H. Haddar, Transmission eigenvalues in Inverse Scattering Theory. Inside Out II, MSRI Publications,
60, 2012.
[7] M. Dimassi and J. Sjo¨strand, Spectral asymptotics in semiclassical limit, London Mathematical Society, Lecture
Notes Series, 268, Cambridge University Press, 1999.
[8] M. Faierman, The interior transmission problem: spectral theory, Preprint 2013.
[9] M. Hitrik, K. Krupchyk, P. Ola, and L. Pa¨iva¨rinta, Transmission eigenvalues for operators with constant coeffi-
cients, SIAM J. Math. Anal., 42 (6) 2010, 2965-2986.
[10] M. Hitrik, K. Krupchyk, P. Ola and L. Pa¨iva¨rinta, Transmission eigenvalues for elliptic operators, SIAM J.
Math. Anal. 43 (2011), 2630-2639.
[11] M. Hitrik, K. Krupchyk, P. Ola and L. Pa¨iva¨rinta, The interior transmission problem and bounds of transmission
eigenvalues, Math. Res. Lett. 18 (2011), 279-293.
[12] E. Lakshtanov and B. Vainberg, Remarks on interior transmission eigenvalues, Weyl formula and branching
billiards, J. Phys. A: Math. Theor. 45 (2012), 125202.
[13] E. Lakshtanov and B. Vainberg, Bound on positive interior transmission eigenvalues, Inverse Problems, 28
(2012), 105005.
[14] E. Lakshtanov and B. Vainberg,Weyl type bound on positive Interior Transmission Eigenvalues , arXiv: math.SP,
1307.4503.
32 M. DIMASSI AND V. PETKOV
[15] E. Lakshtanov and B. Vainberg, Application of elliptic theory to the isotropic interior transmission eigenvalue
problem, Inverse Problems, 29 (2013), 104003.
[16] V. Petkov and G. Vodev, Asymptotics of the number of the interior transmission eigenvalues, Preprint 2014,
arXiv: math.SP: 1303.3949v2.
[17] H. Pham and P. Stefanov, Weyl asymptotics of the transmission eigenvalues for a constant Index of refraction,
Preprint 2013, arXiv: math. SP:1309.3616v2.
[18] L. Robbiano, Spectral analysis of interior transmission eigenvalues, Inverse problems, 29 (2013), 104001.
[19] L. Robbiano, Counting function for interior transmission eigenvalues, Preprint 2013, arXiv: math.AP: 1310.6273.
[20] V. Serov and J. Sylvester, Transmission Eigenvalues: some degenerate and singular cases, Inverse Problems, 28
(2012) 065004.
[21] J. Sjo¨strand, Geometric bounds on the density of resonances for semi-classical problems, Duke Math. J. 61
(1990), 1- 57.
[22] J. Sjo¨strand and M. Zworski, Distribution of the Scattering Poles Near the Real Axis, Comm. PDE, 17 (1992),
1021-1035.
[23] J. Sjo¨strand and M. Zworski, Estimates of the number of scattering poles near the real axis for strictly convex
obstacles, Ann. Inst. Fourier (Grenoble), 43 (1993), 769-790.
[24] J. Sylvester, Discreteness of transmission eigenvalues via upper triangular compact operators, SIAM J. Math.
Anal. 44 (2012), 341-354.
[25] J. Sylvester, Transmission eigenvalues in one dimension, Inverse Problems, 29 (2013), 104009.
[26] G. Vodev, Transmission eigenvalue-free regions, Preprint 2014, arXiv: math. AP: 1401.1627v2.
Universite´ Bordeaux I, Institut de Mathe´matiques de Bordeaux, 351, Cours de la Libe´ration,
33405 Talence, France
E-mail address: Mouez.Dimassi@math.u-bordeaux1.fr
Universite´ Bordeaux I, Institut de Mathe´matiques de Bordeaux, 351, Cours de la Libe´ration,
33405 Talence, France
E-mail address: petkov@math.u-bordeaux1.fr
