ABSTRACT Affected by nonlinear and non-stationary problems, classical linear analysis approaches may fail in analyzing real-world signals, such as the biomedical data. As a fully data-driven and unsupervised signal analysis algorithm, the empirical mode decomposition (EMD) has been developed and applied widely in various fields, especially for de-noising filtering. Due to the increasing need of high speed continuous sampling for multichannel signals, it is necessitated for the more efficient real-time filtering approach to deal with the large-scale time series data. Unfortunately, although the multivariate empirical mode decomposition (MEMD) performs better for multichannel analysis, it is extremely time-consuming to realize the signal time-frequency decomposition. Therefore, in this paper, a novel online multidimensional filtering algorithm combined with MEMD is proposed. With weighted sliding window, it not only improves the real time property for multichannel de-noising, but also realizes the continuous smooth filtering. Moreover, a novel statistic-based algorithm is also proposed to determine the optimal window size quantitatively. Finally, the proposed novel multichannel filtering approach is validated and analyzed by utilizing the real measured electrooculography data and wind power generation system operation data.
I. INTRODUCTION
Empirical Mode Decomposition (EMD) approach, that was proposed by Huang et al. [1] in 1998, has been developed as a de facto standard for time-frequency analysis of nonlinear and non-stationary signals [2] . In this approach, the time domain signal is adaptively and locally decomposed into a finite number of oscillating modes called Intrinsic Mode Functions (IMFs), which are symmetric, amplitude and frequency modulated (AM-FM) components. Therefore, EMD represents a fully data-driven, unsupervised signal decomposition technique, where no predefined basis functions are needed for decomposition. Obviously, as a template-free algorithm, it has been applied widely in various fields especially for denoising filtering, such as filtering of biomedical signals [3] , speech enhancement [4] and online process-data filtering [5] .
For existing EMD-based filtering approaches, there still exists two shortcomings that need to be revealed [6] . First, only when data collection during a sampling period is finished, the time-frequency domain analysis can be continued. Seriously, when a time series is segmented into nonoverlapping windows, the further analysis could be strongly affected by boundary problems [6] . Second, considering the time consumption caused by iterative algorithm, it is unrealistic to realize the real-time monitoring especially for huge amounts of data. To deal with above mentioned shortcomings, Faltermeier et al. [6] proposed the Sliding Empirical Mode Decomposition (SEMD) algorithm, that performed better especially for large time series. Further, Zeiler et al. [3] pointed out that although reconstruction errors caused by boundary effects were eliminated with averaging operations in [6] , it could still remain observed for existing SEMD algorithm. Consequently, the improved weighted Sliding Empirical Mode Decomposition (wSEMD) algorithm [7] was proposed to preserve the reconstruction quality. In [8] , the weighted average operation was further classified into the weighted estimation SEMD (weSEMD) and the weighted window SEMD (wwSEMD). The difference among them is that the length of weighted ensemble is equal to the window size or step size. At the same time, combined with comparative analysis in [8] , it was also concluded that wwSEMD performed better especially for the smooth of reconstructions. Unfortunately, no results have been reported for quantitative selection of the the optimal window size.
Besides, to overcome the limitation of one-dimensional data analysis ability, Bivariate/Complex extensions and Trivariate extensions of EMD were proposed respectively, which have been summarized by Rehman and Mandic [9] . Simultaneously, in [9] , utilizing a suitable set of direction vectors, they further extended the EMD algorithm to multivariate channels without any dimension restrictions, which is named as Multivariate Empirical Mode Decomposition (MEMD). Moreover, it was also pointed out that, in the presence of white Gaussian noise, MEMD can also essentially act as a dyadic filter bank on each channel of the multivariate input signal [10] . Due to the ability of keeping same-index IMFs from multiple channels, MEMD has been researched and applied widely [11] .
However, in some cases [12] , it is essential for realtime monitoring and analyzing utilizing measured multichannel signal. For existing MEMD based analysis approaches, it could also be affected with boundary problems because the time series is divided directly into individual and nonoverlapping data segment. More seriously, due to the requirement of monitoring over a very long time with high sampling rates, more efficient and feasible multidimensional filtering approaches are needed to improve the real time property. As a result, although MEMD has been studied widely for the direct analysis of multichannel data [13] , no related online applications have been reported. Besides, to the author's knowledge, there have been few reports concerning multichannel filtering [14] particularly for online realization.
As a result, in this paper, a novel online multidimensional filtering approach, that is called as weighted window Sliding Multivariate Empirical Mode Decomposition (wwSMEMD), is first proposed to resolve above shortcomings. Because of the excellent performance of dealing with real world multivariate data, in the proposed filtering scheme, MEMD is utilized to decompose the signal of all channels simultaneously. Then the Consecutive Mean Square Error (CMSE) criterion is utilized for signal reconstruction, where the noise and high-frequency components of original signal are removed adaptively. Ultimately, once the reconstructed signals of each individual data segment are obtained, the sliding algorithm is utilized to eliminate discontinuities or boundary artifacts for neighboring segments. Besides a novel quantitative analysis approach is also proposed to select shifting window size optimally.
This paper is organized as follows. Section II introduces the basic principles of MEMD, CMSE and the sliding algorithm briefly, which will be applied in the next section. In Section III, more details concerning the proposed online multidimensional filtering algorithm named wwSMEMD are introduced. Section IV validates the effectiveness of the proposed filtering scheme. The conclusion is provided in Section V.
II. BASIC PRINCIPLES A. CMSE ALGORITHM FOR EMD-BASED FILTERING
As most of the structures of the signal are often concentrated on lower frequency components (last IMFs) and decrease toward high-frequency modes (first IMFs), the recovered signal can be reconstructed with only a few IMFs. However, in practice, it is impossible to know the noise level in the signal in advance. Besides, without any analytical expressions of the signal, it becomes more difficult and essential for the signal reconstruction to select the number of IMFs properly.
Normally, for a deterministic signal corrupted by an additive white Gaussian noise called AWGN
It can be considered as the optimal reconstruction when the mean square error (MSE) of the approximationỹ(t) to the original signal y(t) is minimized
Here, N is the length of the signal. However, in practice, it is impossible to calculate the MSE because the original signal is unknown. Therefore, a distortion measure, that is called as consecutive MSE (CMSE), has been proposed in [15] .
Lemma 1 (CMSE Algorithm [15] ): If the signal x(t) is decomposed into IMF j (t), j = 1, · · · , C and a residual r C (t), the consecutive mean square error is defined to measure the squared Euclidean distance between two consecutive reconstructions of the signal
Obviously, for the computed CMSE, it can be reduced to the energy of the kth IMF. Then let the index of IMF with minimum energy be
Thus the signal can be reconstructed utilizing selected IMFs and the residual r C (t), which is a fully data-driven approach without any need of given threshold
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B. MULTIVARIATE EMPIRICAL MODE DECOMPOSITION
As the first generic extension of standard EMD for multivariate data, the most essential characteristic of MEMD lies in guaranteeing the overlapping of the frequency responses associated with the same-index IMFs from multiple channels [10] . This is meaningful for the fusion application to make multiple components of a multivariate signal associated because it is impossible for EMD to ensure the same number of IMFs of different channel signals. Besides, MEMD also works well with synthetic sinusoidal signals [9] and spectral components decomposition of the phase locking value [16] . For further elimination of the mode mixing problem, the noise-assisted MEMD (NA-MEMD) method [10] was proposed through adding extra channels containing multivariate independent white noise, which is similar to the extension of standard EMD. Referring to the algorithm 1 in [10] , it is almost equivalent to the decomposition process of MEMD because only the number of the signal channel was changed. At the same time, it is also noted that there has been few efficient conclusions which can quantitatively determine the number of added noise channels to realize NA-MEMD [17] .
Hence, in this paper, the most applied MEMD approach is utilized for the multichannel signal decomposition. Details concerning the MEMD algorithm are shown as below [9] .
Step 1. Choose a suitable point set generate by a Hammersley sequence for sampling on an (n − 1)-sphere.
Step 2. Calculate the projection, denoted by
, of the input signal {v(t)} T t=1 along the direction vector x θ k , for all k (the whole set of direction vectors), giving
as the set of projection.
Step 3. Find the time instants t
corresponding to the maxima of the set of projected signals
Step 4. Interpolate [t
Step 5. For a set of K direction vectors, the mean m(t) of the envelope curves is calculated as m(t) =
Step 6. Extract the detail d(t) using d(t)−x(t)−m(t). If the detail d(t) fulfills the stoppage criterion for a multivariate IMF, apply the above procedure to x(t)−d(t), otherwise apply it to d(t).

C. SLIDING ALGORITHM SYNOPSIS
In [6] , the scheme of EMD-based online realization is shown in Figure 1 , where variable M and K indicate the window size and the step size respectively. In addition, M is an integer multiple of K .
For each split individual segment, traditional EMD can be utilized without any additional modifications except the stopping criterion. Due to the mean operation of E = M /K windows, it is necessary to fix the number of IMFs for each shifting window. As concluded in [8] , the number of sifting steps can be empirically fixed as L = log 2 M in practice. Therefore, the stopping criterion should be adjusted slightly to guarantee the same number of IMFs for each individual window.
III. MAIN RESULTS
A. ONLINE MULTIDIMENSIONAL FILTERING SCHEME
Combined with CMSE, MEMD and the sliding algorithm, in this paper, a novel online multidimensional filtering approach called the weighted window Sliding Multivariate Empirical Mode Decomposition (wwSMEMD) is proposed. The block diagram of the proposed filtering scheme is shown in Figure 2 . The basic flow of realizing the online multidimensional filtering is introduced as follows. First, when the multidimensional input signal is obtained, MEMD is applied to decompose the signal of all channels simultaneously. Second, CMSE is used to determine the optimal index of IMFs for each channel. Then the signal is reconstructed through removing high-frequency IMFs. Last, the weighted sliding window is applied for eliminating discontinuities or boundary artifacts for neighboring segments to obtain smooth filtering.
Particularly, it should be noted that the proposed filtering scheme is different from the existing SEMD algorithm in [6] . As described in Section II, SEMD proposed by Faltermeier et al. [6] is aimed at time-frequency analysis rather than online filtering. Specifically, Zeiler utilized the sliding window algorithm to eliminate the boundary effect of each decomposed IMFs. However, we first proposed utilizing the sliding window to eliminate the boundary effect of each reconstructed signal, where the reconstructed signal is composed of a few IMFs that contains main features of the original signal. In addition,when the sliding algorithm is used for time-frequency analysis, it is necessary to fix the number of IMFs for each shifting window [6] . However, in the proposed filtering scheme, there is no need to keep the number of IMFs same because the weighted average operation is applied to the reconstructed signal.
In brief, although MEMD, CMSE and the sliding algorithm are utilized in the proposed wwSMEMD, it is not a simple extension from one-dimension to high-dimension application. Specifically, in this paper, the sliding window algorithm is first applied to online filtering de-noising, which can improve the filtering performance and real-time simultaneously. Besides, for the first proposed wwSMEMD in the paper, it represents a class of novel multichannel filtering scheme with generality. For instance, the other signal decomposition approaches including the noise-assisted MEMD (NA-MEMD), can also be applied to replace MEMD in the proposed wwSMEMD. Similarly, it is also applicable and reasonable to select other signal reconstruction methods instead of CMSE.
B. WEIGHTED WINDOW SLIDING MEMD
When online filtering is needed, the adaptive signal reconstruction will be realized utilizing the CMSE algorithm shown in Lemma 1. Different from existing EMD-based approaches, the boundary effect to be eliminated is directed against the reconstructed signal instead of decomposed IMFs. It is noted that, to obtain reconstructed multichannel signal, both of the weighted estimates and weighted window can be considered.
However, according to the conclusion in chapter 4.4 of the literature [8] , it was known that the weighted window based one performed better than the other. Therefore, in this paper, the online filtering approach, that is based on the weighted window Sliding Multivariate Empirical Mode Decomposition called wwSMEMD, is mainly discussed.
Step 1 Data segment setting
Notations concerning initial variables in the approach are given as below.
x(t) indicates the sampled time series of multichannel signal.
s indicates the k-dimensional data segment. M indicates the shifting window size, which can be selected offline through the qualitative analysis of probability distributions of high-frequency noise parts. More details are shown in next subsection.
K indicates the step size for each shift. f indicates the sampling frequency. x( t n ) indicates the nth data segment s n , where x( t n ) ∈ R d×M and the time interval of each shifting process t n = K /f . Correspondingly, the index of the nth data segment to be decomposed is indicated as [a, b] , where a = (n − 1)K + 1 and b = a + M − 1.
Step 2 MEMD decomposition
Utilizing MEMD presented above, signal x( t n ) is decomposed to L IMFs x l ( t n ) and a local residuum x L+1 ( t n ) ≡ r( t n ).
Step 3 
Step 4 Weighted average operation According to [8] , weighted window sliding algorithm is realized asỹ
where the variable j = n − n/K K + 1 and
indicates the jth normalized weighted parameter matrix and P M W ,j G ∈ R k×M .ȳ( t n ) indicates weighted filtered output of each shifting window with length M .
Due to the mean operation, it is meaningful only when the index a is no less than the window size M . Additionally, for the first data segment of shifting window, the index n of step size is indicated as n = 0. It means that the n + 1th data segment is obtained when the index of window shifting is n. Therefore, when n ≥ E, multichannel filtered outputs for the nth window shifting are obtained aŝ
where the the time series of the filtered output is [(n − 1)K + 1, nK ] with length K .
Step 5 Update
If the filtered output of the nth shifting is obtained, set n = n + 1 and return to Step 2.
C. WINDOW SIZE SELECTION
As concluded in [7] , the reconstruction error decreases with increasing samples, which seems to be better with larger window size M for sliding algorithm. It is also pointed out that the reconstruction quality also suffers from the change of ensemble size E = M /K and step size K simultaneously. Particularly, the reconstruction quality could be improved with increasing ensemble size and decreasing step size. Once the window size is fixed, the ensemble size will increase with smaller step size.
Concurrently, in the algorithm of CMSE, IMFs with highfrequency are set zero directly for low pass filtering. As the reconstruction error decreases with increasing samples for each segment, it is reasonable to conclude that rejected high VOLUME 6, 2018 frequency IMFs meet a certain probability distribution which is unconcerned with the signal itself. In particular, when affected with white noise, the reconstruction error should satisfy the Gaussian distribution.
To overcome the problem of quantitative performance analysis, the Probability Density Function (PDF) seems to be a remarkable candidate because of the sensitivity to the small difference between two similar distributions. For instance, in [18] , a novel tEMD signal analysis algorithm, which was built on Student's probability density function, was proposed. In the approach, to address the problem of mean sensibility to outliers during the sifting process, the data was transformed with the Student PDF prior to computation. Additionally, in [19] , PDFs of decomposed IMFs were also utilized to select a proper GvM k distribution model for fitting the distribution of given circular data.
Additionally, it is also noted that the KullbackLeibler (KL) divergence, which is sensitive to small difference between two similar distributions was utilized widely to deal with filtering problems [20] , [21] . For instance, in [20] , the PHD filter was directly obtained through minimizing the difference, which was described as the Kullback-Leibler divergence, between the output PDFs of the prediction and update steps. Obviously, it is also reasonable to estimate the change of filtering performance caused by different window size. Therefore, in this paper, a novel quantitative analysis approach, that is based on minimizing the KL divergence, is proposed to select window size optimally. The definition of the KL divergence is given as below.
Definition 1: The Kullback-Leibler divergence [22] is designed to measure the difference between two Probability Density Functions (PDFs). For the two PDFs f z andf z , the KL divergence off z with respect to f z is defined as
Though it is impossible to compute the probability density function of various disturbances theoretically, it is reasonable to obtain corresponding approximate estimations with huge historical operation data. Therefore, the referring PDF f z indicates the probability distribution of filtering errors without mean operation. At the same time, in the proposed approach, components of filtering error equal to the decomposed IMFs with high-frequency, which could be realized off-line utilizing expert knowledge. And more samples are included, the estimation of probability density function will be more accurate. Additionally,f z indicates the probability density function of filtering errors with mean operation. Referring to [20] , when the Kullback-Leibler divergence is minimized, corresponding window size could be considered as the optimal parameter for sliding moving window.
IV. SIMULATION RESULTS
A. PERFORMANCE ANALYSIS
Simulation results in this section are obtained on the desktop PC with Intel(R) Core(TM) i5-4430 CPU 3.00GHz, 4GB
RAM and Windows 7 64-bit. Correspondingly, the proposed multichannel filtering algorithm is programmed in MATLAB R2014a. First of all, for quantitative analysis, a three-channel synthetic signal inspired by [23] is utilized for simulation
where f 1 = 12/f s , f 2 = 26/f s , f 3 = 50/f s and q 1 (t), q 2 (t), q 3 (t) represent white Gaussian noises. In the simulation, the fundamental frequency parameter is set as f s = 5 and the operation time is set as 3 seconds with sampling frequency 1kHz. At the same time, the window size W and step size K are respectively set as 100 and 20. When the signal-to-noise ratio (SNR) is set as 5 dB, corresponding filtering results utilizing proposed wwSMEMD approach are shown in Figure 3 . For quantitative comparison, MSE of the original signal and filtered signal is utilized, which is described in equation (2) . When the SNR of multidimensional signal changes from 30 dB to −5 dB, values of MSE are shown in Figure 4 , where the green line and magenta line indicate results utilizing wwSEMD and wwSMEMD respectively. In addition, for the window size M and step size K of wwSEMD and wwSMEMD, both of them are set as 100 and 20.
As shown in Figure 4 , with decreasing SNR, obtained MSE values utilizing wwSMEMD becomes smaller than ones utilizing wwSEMD. Obviously, when deal with multidimensional signal with lower SNR, the proposed wwSMEMD approach performs better than filtering for each channel individually. Moreover, as is shown in Figure 5 , the application of sliding window can apparently improve the filtering performance compared to the case where each data segment is only filtered utilizing CMSE and MEMD. Besides the better filtering performance, the effectiveness of proposed window size selection approach is also obtained as bellow. As shown in Figure 6 , probability distributions of filtering errors for each segment are simulated with different shifting window size. In the simulation, the window size increases by 50 samples each time from 50 to 2000. Intuitively, with increasing window size, corresponding probability distributions begin to converge, which is in line with the conclusion in [7] . In Figure 7 , probability distributions of online multidimensional filtering errors are further analyzed. It is obvious that filtering errors satisfy the normal distribution when the signal is affected with Gaussian noise. In addition, the green, blue and magenta lines correspond to the shifting window size W = 80, 100, 120 respectively. The red line indicates the probability distribution of filtering errors utilizing MEMD, where the size of data segment is set as W = 1000. Meanwhile, in the simulation, the step size K is also set as 20.
Ultimately, corresponding changes of KL divergence with different window size are shown in Figure 8 , where window size W changes from 60 to 300. Evidently, when the window size M is smaller than 120 with fixed step size, filtering errors of whole channels approximately keep small and stable, which is consistent with the result as shown in Figure 3 . Certainly, when applied in practice, the computational burden, memory capacity, real-time requirement and so on should be considered to determine the window size and step size more appropriately.
B. MULTICHANNEL FILTERING FOR REAL-DATA
To verify the effectiveness of proposed wwSMEMD for realworld data, authentic multidimensional biological data is utilized for further validation. Additionally, as mentioned above, for multichannel sinusoidal signals, MEMD performs better than traditional ones, which is a potential candidate for power system signal analyzing. Therefore, in this subsection, both of the real measured multichannel electroencephalogram (EEG) VOLUME 6, 2018 signal and the wind power generation system (WPGS) operation data are utilized for demonstration.
On the official website of the BNCI Horizon 2020 project, the open access BCI data sets are provided. In the simulation, the real EEG data with sampling rate 512 Hz is selected, which is concerning the research of auditory oddball during hypnosis. Due to length limitations, only the electrooculography (EOG), which is recorded using electrodes placed around the eyes of the user, is utilized for the validation. More details concerning the EOG data set can be referred to [24] . Corresponding filtering results are shown in Figure 9 . Meanwhile, the green dotted line and blue solid line indicate the real measured signal and online filtered signal respectively. In addition, the window size and step size are set as 80 and 20 respectively. In this case, the mean simulation run time for the filtering output of each window is 11.75 seconds. Markedly, for nonlinear biomedical time series data, the result of real-time filtering is successfully obtained with proposed wwSMEMD. In addition to the application of biological signals, the validation of electrical signal of power system is shown as below.
In order to guarantee the operating safety of WPGS, numerous fault diagnosis algorithms, which combines with on signal processing approaches, are proposed to monitor and analyze system states. Customarily, the electrical signal [25] of WPGS to be analyzed includes measured three-phase voltage and current. However, suffering from the influence of a wide variety of random disturbances especially for dramatic wind speed changes [26] , [27] , it is urgent to propose a kind of more robust filtering algorithm to improve the fault diagnosis ability. Besides, the frequency of measured multidimensional electrical signal could change with different control objectives, which also increases the difficulty of robust fault diagnosis.
In Figure 10 , the block diagram of above WPGS is given, where the Permanent Magnet Synchronous Generator (PMSG) is interfaced to the grid with back-to-back voltage source. More details can be found in [28] .
Because the motor side is connected to the wind turbine directly, three-phase current output of the motor side is always affected with motor harmonic [25] and random wind [29] . Therefore, there always exists high false alarm rate for existing signal based fault diagnosis methods. As a result, in the paper, three-phase current output of the motor side is selected for demonstration.
As the operation time is 0. Online filtering results of motor side three-phase current from 0 to 0.8 s are shown in Figure 11 and more local details are shown in Figure 12 , where the sampling frequency is set as 2 × 10 5 . In addition, the green solid line and blue solid line indicate measured phase current and filtered phase current respectively. Similarly, the window size and step size are set as 80 and 20 respectively. In this case, the mean simulation run time for the filtering output of each window is 3.04 seconds. In addition, comparing the simulation run time of EOG and WPGS data, it is found that the complexity of the signal has a definite impact on the real-time of filtering output.
Obviously, due to the adaptive data-driven performance of wwSMEMD, robust filtering results of three-phase sinusoidal current are obtained successfully, where influences caused by load changes, motor harmonics and measurement noise are eliminated well. Therefore, the proposed multichannel filtering approach shows great potential applications in the system state monitoring of WPGS [29] , which will be further researched in the future.
V. CONCLUSION
In this paper, a novel online multichannel filtering approach, that is called as weighted window Sliding Multivariate Empirical Mode Decomposition (wwSMEMD), is proposed. In the proposed filtering scheme, as MEMD performs better than traditional EEMD and EMD dealing with mode mixing, it is utilized for multichannel decomposition. Once the multichannel signal is decomposed into sets of intrinsic mode functions (IMFs), the CMSE algorithm is utilized for signal reconstruction through removing high-frequency IMFs. Last, the weighted window sliding algorithm is applied for realizing smooth filtering. Additionally, in order to select the optimal window size, the Kullback-Leibler divergence is utilized to assess the filtering performance quantitatively.
At last, to validate the effectiveness of proposed online multidimensional filtering scheme, a real measured multichannel electrooculography (EOG) signal and a set of wind power generation system operation data are utilized for demonstration. From simulations, it is shown that the proposed approach performs well dealing with nonlinear and non-stationary time series. In future work, the FPGA and DSP based hardware implementation of proposed online filtering approach will be considered for further practical application.
