Spin-wave instabilities in magnetic materials display a variety of nonlinear dynamic phenomena such as self-oscillations, period multiplication, irregular period oscillations, intermittency and chaos [I-61. In the usual experimental set-up to investigate spin-wave turbulence, the sample is driven by a microwave rf field either parallel or perpendicular to the static magnetic field. The nonlinear dynamic effects are observed in the amplitude modulation which appears in the microwave field returning from the sample when the pumping exceeds a threshold value. This modulation arises from the dynamic interplay between parametric spin-wave modes, but there is no direct experimental evidence of the nature or the number of such modes. Although a two-mode model has successfully explained many features of the.experimenta1 results [3, 7 1 it is expected that an entire manifold of magnon modes pumped above the threshold be involved in the process [8, 91. In order to gain understanding about the number of modes involved in spin-wave chaos, we report in this paper the characterization of strange attractors of two routes to chaos previously observed in microwave pumping experiments in yttrium iron garnet (YIG), both with the parallel pumping and the subsidiary resonance configurations. The experiments are performed at frequencies ip the range 9.2-9.4 GHz and we measure the low frequency (50-500 kHz) self-oscillations that develop in the amplitude of the signal reflected from the resonant cavity. At conveniently selected crystal orientation and static field values, the lowfrequency modulation shows period multiplication and chaos as the pumping is increased, and two clearly distinct scenarios have been observed both in the parallel and transverse pumping processes. The first scenario, which we call F henceforth, is a typical Feigenbaum route to chaos. The original self-oscillation with period T bifurcates to periods 2 T, 4 T, 8 T, etc. with increasing microwave power before it becomes chaotic. In the other scenario ( C ) there is only one period doubling before the onset of chaos, with the period 2 T signal going through a narrow region of aperiodic oscillations and no evidence of periods 4 Tor 8 T as in scenario F.
Time series data are obtained from the lowfrequency amplitude modulation at intervals of 0.2 ,us and used to characterize the chaotic attractors by means of the embedding technique. Two relevant quantities that can be calculated from the data are the fractal dimension and the Kolmogorov entropy. The dimension characterizes the attractor static properties and it is also a lower bound on the number of independent variables needed to model the dynamics. The Kolmogorov entropy K measures the loss of information on the initial conditions per unit time. Both q u atities can be used to discriminate between stochastic and deterministic dynamical systems. In order to obtain a reliable characterization of the attractors we have used two algorithms to calculate the dimensions, one proposed by Grassberger and Procaccia (GP) several years ago [lo] and another introduced recently I l l ] by Badii and Politi (BP).
In the GP algorithm one considers a time series {Xi) , , , , . . . , , of points on the attractor and defines the correlation integral
N-03 N 2 i#j where 0 is the Heaviside function. C (T) may be calculated from a time series of a single physical quantity x (t) (the voltage of the microwave diode detector in our case) with the embedding technique. Edimensional vectors Xi (t) are constructed with coordinates x (t) , x (t + T ) , ..., x (t -(E -1) r) , where T is a fixed delay time and E the embedding dimension. For small r the correlation inegral scales as where the correlation exponent d = lim log Cllog r is T-0 close to the fractal dimension of the attactor.
In the method of Badii and Politi the central quantity is the moment of order y calculated from the probability distribution p (6, n) of nearest-neighbor distances S among n randomly chosen points on the at- The dimension function yields, for specific 7 values, several dimensions previously defined [ll] . In particular, the fixed point Do = D(7) = 7 is the fractal dimension and Dl = D (7 = 0) is the information dimension, typically Do 2 Dl. The generalized metric entropies K (7) can be obtained from D (7) . For 7 = 0 it satisfies the relation where (6 (n, E)) is the moment calculated from the Edimensional embedded vectors and T is the sampling time.
Strange attractors obtained from scenarios F and C described previously, both in the parallel pumping and subsidiary resonance processes, have been studied with the GP and BP methods. Figure 1 shows the results at the onset of chaos with scenario C in the subsidiary resonance experiments described in reference 161. Plots of log (6) for y = 0 versus log n for E = 1,2, ..., 15 are obtained from 2048 data points. For E > 6 the slopes at the higher log n end converge to a value for the information dimension D l = 1.5, in good agreement with the value obtained with the GP method. The same procedure has been used to calculate the dimension of the attractors with scenarios F in subsidiary resonance and C in parallel pumping. In all cases we find 1.4 < d < 1.8, which is close to the value for scenario C in YIG under parallel pumping of reference [12] .
From the time series data we have also calculated the entropy K (0 ) as a function of the embedding dimension. We have found in both scenarios F and C, that for large E the entropy converges to a constant values Kc a! 0.05, which confirms the deterministic nature of chaos in our experiments.
The above results show that the broad power spectra observed in spin-wave turbulence experiments is indeed a manifestation of deterministic chaos. Differ- ent routes to chaos are obtained depending on the experimental configuration, all with strange attractors at the onset of chaos with dimension 1.4 < d < 1.8. This result indicates that despite the fact that a large number of magnon modes is excited the number of degrees of freedom is small, strongly suggesting that very few collective modes are involved in the chaotic dynamics, in agreement with recent theoretical results [13, 141 . The nature of these modes, however, remains to be clarified.
