The hybrid flow shop (HFS) problem is solved in this study through composite dispatching rules (CDRs) generated automatically. CDR is a simple approach to solve the HFS problem rapidly and easily. Genetic programming (GP) is the most common methodology to generate CDRs to solve combinational optimization problems. The disruption in the main operations of GP, such as crossover and mutation, is high. Scatter programming is proposed in this paper to generate CDRs with improved scalability and flexibility for HFS problems. The proposed algorithm includes a novel local improvement method, one-point traversal shaking search, to accelerate convergence. Simulation studies demonstrate that the proposed algorithm outperforms genetic programming and scatter programming with shaking. The dispatching rules generated automatically can also be reused in similar instances and yield better results than existing dispatching rules. The rate of convergence of the proposed algorithm is higher than that of scatter programming with shaking.
Introduction
The flow shop scheduling problem is a classic problem in production scheduling. In the flow shop scheduling problem, a set of jobs are processed in a series of stages in the same machine order, and each stage consists of only one machine. Hybrid flow shop (HFS) is an extension of the flow shop. In HFS, multiple machines operate in parallel in each stage. At least one stage involves more than one machine. The number of stages is more than 1. All jobs must follow the same production flow. Each job is processed on one machine in each stage. The number of jobs being operated at any time must be smaller than the number of machines in all stages. The number of stages is unlimited in HFS. However, as a complex combinational optimal problem, the HFS problem is NP-hard even if the number of stages is 2 [1] .
Many approaches have been proposed to solve HFS problems. Branch and bound [2] is an exact algorithm to solve small instances of the HFS problem. However, the computational cost is comparatively high when this algorithm is utilized to solve medium and large instances of the HFS problem. Metaheuristics, such as tabu search [3] , simulated annealing [4] , and genetic algorithms [5] , are nonexact approaches for job scheduling. Metaheuristics can obtain solutions for the HFS problem more efficiently than branch and bound. However, the computational cost of metaheuristics for the HFS problem is also large when the instance of the HFS problem is large. Dispatching rules are deterministic heuristics utilized to solve the HFS problem. The computation time of dispatching rules is small, and the implementation of the dispatching rules is easy. Therefore, dispatching rules are widely used to solve the HFS problem although the quality of the solutions obtained by dispatching rules may not be as good as that obtained by branch and bound and metaheuristics. Dispatching rules employ different formulae to calculate priorities for unscheduled jobs. When one machine is idle, the job with the highest priority is selected and operated on this idle machine. Dispatching rules are usually constructed by domain experts. Genetic programming [6] (GP) has been recently applied to obtain dispatching rules automatically for production scheduling problems. However, in GP, the disruption in the main operations, such as crossover and mutation, is high.
An automatic heuristic generation method with scatter programming [7] (SP) is developed in this paper for the HFS problem. The main operators of SP, such as children generation and local improvement methods, are utilized to balance intensification and diversification. A new local improvement method, one-point shaking, is introduced to improve the rate of convergence. Simulation studies conducted on HFS benchmark instances demonstrate that the proposed algorithm outperforms GP. The generated dispatching rules yield good results and can be potentially reused in new problem instances. The local improvement method proposed in this study can improve the rate of convergence of the algorithm.
The rest of the paper is organized as follows. Section 2 provides a formal definition of the HFS problem. Section 3 highlights several relevant studies related to dispatching rules for solving HFS problems and two metaheuristic programming approaches, GP and SP. Section 4 describes the representation of the solution in SP. An SP approach for solving the HFS problem is presented in Section 5. Section 6 presents the simulation results for a set of HFS benchmark instances. Lastly, Section 7 presents the conclusions and discussion on future work.
Formulation of the HFS Problem
In HFS, the parameters and decision variables utilized in the formulation are described as follows.
(i)
is the processing time of job .
(ii) is the complete time of job at stage .
(iii) is the binary variable that indicates whether a job is operating in the specified machine or not. = 1 if job operates at stage in machine ; otherwise, = 0.
(iv) is the binary variable that indicates whether one job operates before another job at one stage. If job operates before at stage , = 1; otherwise, = 0.
The number of jobs is , and the number of stages is . The model of the HFS problem is
is a sufficiently large number. The objective of HFS in this study is to minimize makespan, which indicates the maximum completion time of the last operation on the last machine. Constraint (2) stipulates that, at any time, one job can only operate in only one machine. Constraint (3) states that the operation of job at stage cannot begin before its release from the previous stage. Constraints (4) and (5) guarantee that, for all machines, any other job cannot start operating in a machine when this machine has not finished operating its job.
Related Work
3.1. Dispatching Rules for HFS. Dispatching rules are utilized as simple heuristics for the HFS problem. Dispatching rules can be applied to obtain a priority score for each candidate job waiting to be processed on machines. When a machine is idle, the job with the highest priority score is selected and processed on this machine.
Dispatching rules are of two types: simple dispatching rules (SDRs) and composite dispatching rules (CDRs). SDR usually contains only one parameter, such as release time or due date. For example, the earliest release time is an SDR. When a machine is idle, the unscheduled job with the earliest release time is selected and processed on this machine. SDR does not perform well in different instances or objective functions of the HFS problem because the parameter of SDR is limited. CDR involves a formula to calculate a priority score for each unscheduled job. A formula contains one or more parameters to combine the good features of SDRs. CDRs are usually constructed through human experience. Researchers have recently focused on how to automatically generate a CDR based on SDRs for an instance of scheduling problems.
GP.
As a population-based evolutionary algorithm, GP is the most common method to generate CDR automatically. GP is based on a genetic algorithm (GA) and obtains new individuals by selection, crossover, and mutation. GP employs tree-based encoding. The tree-based formula consists of two sets of elements, namely, parameters and mathematical operators. For a production scheduling problem, GP produces a dispatching rule to calculate a priority score for an operation. The operation with the highest priority will be selected for processing.
GP has been employed to solve production scheduling problems. Dimopoulos and Zalzala [8] were the first to apply GP to solve a classic one-machine scheduling problem. The dispatching rules obtained by traditional GP performed well not only in the training set but also in new instances of the problem. In 2006, Geiger et al. [9] extended the work of Dimopoulos and Zalzala and proposed an autonomous learning approach based on GP to obtain dispatching rules whose performance is better than that of other existing dispatching rules. Jakobović et al. [10] employed GP to solve a parallel machine scheduling problem in 2007. Tay and Ho [11] applied GP to derive dispatching rules for solving multiobjective flexible job-shop problems.
The disruption of the main operations of GP is high. Therefore, the rate of GP is low. SP was proposed to overcome this drawback.
3.3. SP. SP is another metaheuristic programming approach based on the scatter search (SS) algorithm [12] . SS is a population-based metaheuristic that achieves balance between intensification and diversification. SS employs a reference set (Ref-Set) to maintain solutions in the operation process. [7] proposed SP to solve machine learning problems with three tree-based local search methods, namely, shaking search, grafting search, and pruning search. Shaking search selects some nodes of the tree and replaces them with random ones. Grafting search changes the tree structure and replaces some leaf nodes in the tree with branches generated randomly. Pruning search does not add any branches to the tree but cuts some branches from the tree and replaces them with leaf nodes generated randomly. The experimental results in [7] show that SP is stable and effective in solving machine learning problems. However, the disruption of the three local improvement methods is also high. In the present study, a novel local improvement is proposed to improve the convergence rate of SP.
Solution Representation
SP employs tree-based encoding with dynamic length to represent a solution. Therefore, SP is unsuitable for encoding solutions directly to production scheduling problems, such as the HFS problem. However, SP is suitable for encoding a formula of dispatching rules to solve HFS. Two types of parameters, namely, terminal and function sets, can be utilized to code dispatching rules as solutions in SP.
Terminal Set.
Many parameters can influence job scheduling of the HFS problem in different dispatching rules. In this study, the terminal set includes the following five parameters to form dispatching rules for the HFS problem.
(i) is the release time for job .
(ii)
is the processing time for job at stage .
(iii) is the due date for job .
(iv) is the work remaining for job .
(v) is the current time.
These parameters were derived from 13 dispatching rules in [13, 14] . Different parameters might generate different effects on results.
Function Set.
The combination of parameters in the terminal set plays an important role in the performance of the dispatching rule. The function set contains six basic mathematical operators: addition (+), subtraction (−), multiplication ( * ), division (/), maximum (max), and minimum (min). All of these mathematical operators have two input parameters and one return value. The return value of the division operator is set to 1 when the value of the denominator is equal to 0. Mathematical operators cannot be leaf nodes in tree-based dispatching rules.
An example of a tree-based dispatching rule is shown in Figure 1 . The tree is interpreted in a depth-first, left to right way. The dispatching rule contains two parameters ( and ) of the terminal set and three mathematical operators, namely, addition (+), subtraction (−), and division (/). The formula represented in Figure 1 is ( / ) − ( + ).
Scatter Programming Framework
In this study, SP was utilized as a methodology to generate dispatching rules. SP employs different strategies to maintain balance between intensification and diversification. The pseudocode of SP is as in Pseudocode 1.
Generation Method for the Initial and Reference Sets.
The solutions in the initial set (Ini-Set) are generated randomly for diversification. After Ini-Set is constructed, two types of solutions are removed from Ini-Set and incorporated into Ref-Set. First, the solutions with ideal fitness are selected. Second, the distance between the remaining solutions in Ini-Set and those in Ref-Set is computed by tree edit distance (TED) [12] . For two trees 1 and 2 , TED is the number of editions to 1 if 1 is modified to be equal to 2 . The distance between a solution and a solution set is defined as the sum of the distances between this solution and all solutions in this solution set. The solution whose distance to the current Ref-Set is longer than that of the other solutions in the Ini-Set is selected and added to Ref-Set. If the distance between two trees equals 0, the two trees are similar. If a selected solution in Ini-Set is similar to some solutions in Ref-Set, it will not be incorporated into Ref-Set.
Sub-Set and Children Generation Methods.
In this study, all pairs of solutions in Ref-Set were selected as "parents" to generate "children" and added to Sub-Set. Children were generated from parents by one-point crossover. In the process of one-point crossover, a crossover point is selected in each parent tree. Two subtrees in parent trees are then swapped, and two children trees are constructed. Figure 2 shows an example of one-point crossover. All generated children are improved before Ref-Set updating.
Local Improvement Method.
All solutions in Sub-Set are improved by the local improvement method. An intensification search procedure called shaking search was developed in [7] . In shaking search, n nodes in the tree are selected randomly and updated by different random alternatives. Hence,
Step shaking search operates as a stochastic search approach. We propose one-point traversal shaking search as a local improvement method in SP to improve the intensification of shaking search. To maintain the main parts of the tree structure, we only select one node and replace it with alternatives. The best generated solution is applied to update Ref-Set. The pseudocode of the local improvement method is as in Pseudocode 2. Table 1 , 10 cases of the HFS problem were generated as benchmark instances.
Reference Set Updating Method. The main issue in the

Performance Evaluation
Instance Generation. As shown in
Step 1. Set solution tree to ST and initialize terminal candidate set TS with five parameters and function candidate set FS with six mathematical operators;
Step 2. Select one position randomly in ST;
Step 3. If node in position belongs to the terminal set Do Select one candidate parameter from TS; Delete from TS;
Replace note in position by to generate a new solution ;
If the fitness value of is better than that of , = ; Else Recover note in position by ; While ̸ = 0; Else Do Select one candidate mathematical operator from FS;
Replace node in position by to generate a new solution ;
If the fitness value of is better than that of , = ;
Else
Recover the note in position by ; While ̸ = 0. (iii) shortest processing time (SPT): the job with the shortest processing time on the current stage is selected via the formula min( );
Pseudocode 2
(iv) SLACK (the difference between the due date and the completion time of the job with no delay): the job with minimum SLACK time is selected via the formula min( − − );
(v) S/RPT + SPT (combination of SLACK per remaining work rule and the shortest processing time first rule): find a larger value from two computed values; one is slack time per remaining work ratio multiplied by process time in the current stage, and the other is process time in the current stage. The job with minimum value is selected. The formula is min(max(SLACK / , )).
The results in Table 1 demonstrate that metaheuristic programming methods yield better solutions than existing dispatching rules in the 10 cases. The performance of GP and SP-S is similar. The results of GP are better than those of SP-S in cases 40 * 10, 60 * 5, 60 * 10, 100 * 10, and 200 * 10. Meanwhile, the results of GP are worse than those of SP-S in cases 20 * 5, 20 * 10, and 40 * 5. The results of GP and SP-S are similar in cases 100 * 5 and 200 * 5.
In existing dispatching rules, the total makespan of EDD is minimum. The overall performance of S/RPT + SPT is the worst, although S/RPT + SPT yield better results than SPT in cases 20 * 5 and 40 * 10. SP-OPTS outperforms the other two metaheuristic programming approaches in all cases. The dispatching rules generated by SP-OPTS produced results better than those of existing dispatching rules in the 10 cases.
The 10 dispatching rules generated by SP-OPTS for 10 cases are described in Pseudocode 3. Table 2 .
Advances in Mechanical Engineering
In these 10 dispatching rules, some special subexpressions in the formulae may be obtained. For example, one part in the formula of DP0 is min( , ). In fact, the subexpression min( , ) is equivalent to . These special subexpressions occupy additional branches and nodes in trees and make the formula complicated but cannot improve the results of the formula. Further work is necessary to prevent this type of expression from being constructed by SP.
The ten dispatching rules (DP0-DP9) shown in Table 1 are applied in Table 2 to solve 10 new cases. The new cases are generated in the same procedure as those described in Table 1 . The dispatching rules generated by SP-OPTS produced the best results. DR0, DR1, DR4, and DR7 produced two best results in the 10 cases. DR3 and DR9 produced one best result in the 10 cases. In some cases, the results produced by the generated dispatching rules are not as good as those generated by existing dispatching rules. For example, in the case 20 * 5, the makespan obtained by SPT is lower than that obtained by DR9.
The total makespan obtained by all dispatching rules (Table 2) in the 10 cases is shown in Figure 3 . The results in blue are those obtained by the generated dispatching rules and those in red are obtained by existing dispatching rules. The total makespan obtained by DP0-DP9 is obviously smaller than that of existing dispatching rules. Hence, the dispatching rules generated automatically by SP-OPTS can be potentially reused in the new problem instance.
Five parameters in the terminal set appear in the 10 generated formulae of dispatching rules. Parameters and are present in all 10 generated dispatching rules (Table 3) . They play an important role in the generation of dispatching rules. Parameters and are present in eight and nine dispatching rules, respectively. In the 10 generated dispatching rules, parameter occurs significantly less often than the other parameters. It only appears in five dispatching rules. The results of these five dispatching rules are not as good as those of other dispatching rules, such as DR0, DR4, and DR6. Hence, parameter is not as important as other parameters for constructing dispatching rules to schedule candidate jobs. We believe the reason is that all candidate jobs ready for scheduling have been released. Jobs that have not been released will not be assigned a priority score by the dispatching rules. The convergence rate of the two SPs (SP-S and SP-OPTS) in three cases (60 * 5, 100 * 5, and 200 * 5) is shown in Figure 4 . The -axis represents the number of iterations. The numbers on the -axis are makespan values. In the case 60 * 5, SP-OPTS converges after 20 iterations. In cases 100 * 5 and 200 * 5, SP-OPTS converges after five iterations. SP-OPTS achieves faster convergence rates than SP-S in three cases. The makespan generated by SP-OPTS is smaller than that generated by SP-S.
Conclusions and Future Work
Dispatching rules are widely used to solve the HFS problem. In this study, an SP approach was developed to generate new dispatching rules automatically for each instance of the problem. Our proposed SP approach includes an enhanced local improvement method, namely, one-point traversal shaking. The simulation results show that our proposed algorithm outperforms other metaheuristic programming methods, such as GP and SP-S. The dispatching rules generated by our approach not only yield better results but also have the potential to be reused in new cases. The one-point traversal shaking search proposed in this paper is a local improvement method that can improve the rate of convergence.
In the future, reinforcement learning should be applied to the local improvement method in SP. Different machines at different stages play different roles in HFS. Hence,
