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The Birkhotl-Jentzsch theorem for linear positive operators is extended to a cer- 
tain class of nonlinear positive operators. These so-called p-ascending operators 
include concave operators and suprema of such operators. For the underlying 
positive cone to be complete for Hilbert’s metric a necessary and sufficient con- 
dition is given from which various criteria for completeness are derived. The exten- 
sion made yields in particular  concave version of Jentzsch’s theorem. 0 1986 
Academic Press, Inc. 
1. INTRODUCTION 
A theorem on linear integral operators proved by Jentzsch [7] in 1912 
has been extended by G. Birkhoff in 1957 to certain positive linear 
operators in ordered vector spaces [2, 3, 41. Jentzsch’s theorem itself may 
be considered as an extension to infinite dimensions of a theorem on 
positive matrices proved by Perron [ 151 in 1907. Birkhoffs theorem says, 
that for any so-called uniformly positive linear operator on any Banach lat- 
tice there exists a unique (up to a scalar) positive igenvector and this 
eigenvector is approached in the norm topology by iterations starting from 
any nonzero vector in the positive cone. This theorem he proved in an 
elegant manner by introducing the concept of a projective pseudo-metric, 
already employed by D. Hilbert in his early geometrical investigations, into 
the field of functional analysis and by applying the Banach contraction 
theorem relative to this metric. At about the same time Samelson [ 171 
used the same metric in finite dimensions to give a simple proof for 
Perron’s theorem. Since then this metric was used by various authors not 
only in mathematical analysis but also in applications (cf. the list of 
references.) Considering linear operators Thompson [ 191 has generalized 
*Revised version. The author wishes to thank Professors H.Bauer and G. Birkhoff for their 
stimulating and helpful comments on an earlier draft. 
552 
0022-247X/86 $3.00 
CopyrIght c 1986 by Academic Press, lnc 
All rights ol reproduction I” any form reserved. 
EXTENSION OF THE BIRKHOFF-JENTZSCH THEOREM 553 
Birkhoffs theorem to locally convex vector spaces with a cone which is 
sequentially complete and normal. 
The main purpose of the present paper is to extend the Birkhoff-Jentzsch 
theorem to a certain type of nonlinear positive operators which we call p- 
ascending operators. To apply Hilbert’s metric the underlying positive cone 
is required to be complete for this metric. In Section 2 we give a necessary 
and sufficient condition for an arbitrary convex cone containing no affine 
line to be complete for Hilbert’s metric. From this various criteria ensuring 
completeness for this metric are derived which include criteria obtained by 
Birkhoff [3, 41, Bushel1 [S], and Thompson [ 19, 211. In Section 3 the 
notion of a p-ascending operator is introduced and the Birkhoff-Jentzsch 
theorem is extended to this type of operator. For operators called simply 
ascending, a related theorem is obtained which generalizes a result of 
Thompson [20]. (In [20] a metric is used which, although different, is 
closely related to Hilbert’s metric. This so-called partmetric, especially 
completeness for this metric, has been studied further by Bauer [ 11, Gun- 
selmann [6], Krasnoselskii et al. [ 111, and Krause [ 131.) Section 4
presents ome examples. It is shown that concave operators and suprema 
of such operators are p-ascending, provided some boundedness condition is 
satisfied. From this in particular, a concave version of Jentzsch’ theorem is 
obtained which seems to be new. Finally, a rather simple example is given 
which is covered by our extension of the Birkhoff-Jentzsch theorem but not 
by related theorems given in the literature. 
2. COMPLETENESS WITH RESPECT TO HILBERT'S METRIC 
Let K be a convex cone in some real vector space E such that K contains 
no afine line, in particular, Kn ( -K) c (0). For x, y E E, we write xsy, if 
y-XGK, and x< if y ry-xEKforallr>l; 5 and<definebothapar- 
tial order on E; 6 denotes the usual order on the set of real numbers R. 
Denote by R, the set of all nonnegative real numbers and define 
KTY)ER+ for x,.~~fl{O} by 
I(x,y)=sup{l~R+ IlxQ}. 
Let d(x,y)= -log[l(x,y).I(y,x)] for x,~~fl{O} and d(O,x)= 
d(x, 0) = + 00 for x E x\(O), d(0, 0) = 0. Then for any x, y E K, d(x, y) E 
R, u { + co }, d(x, x) = 0, d(x, u) = d(y, x), and the triangle inequality holds 
for d as is easily verified;  is called Hilbert’s projective pseudo-metric or 
Hilbert’s metric for short. (For this see e.g. [4].) In what follows, the 
expression d-complete refers to the completeness of K with respect to 
Hilbert’s metric d. In our main result concerning d-completeness we shall 
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characterize itin terms of the following kinds of sequences. A sequence 
(x,) c K is called guided by e, where e E K. if there exists a null sequence of 
real numbers F, > 0 such that 
e5xx,Sxx,+,$cne+x, for all m, n E N 
(N= { 1,2,...} the set of natural numbers). Any sequence in K guided by 
some e E K is called a guided sequence. 
THEOREM 1. K is d-complete if and only if every guided sequence has a 
supremum in K with respect to 4. 
Proof. (1) Suppose, K is d-complete. Let (x,) c K be a sequence 
guided by e. (We may assume e#O.) It follows that A(x~+~, x,) > 
l/( 1+ E,) for all m, n E N. Furthermore A(x,, x, + ,) > 1 since the sequence is 
increasing. Therefore, d(x,, x, +,) Q log( 1+ E,) for all m, n E N and (x,) is 
a d-Cauchy sequence. Thus the sequence (x,) converges with respect o d to 
some XE K, x # 0. The sequences defined by n(x, x,) and J(x,,, x) are 
increasing and decreasing, respectively. Since x, 5 x, + ,s ( 1 + E, )x, , the 
sequence n(x, x,) is upper-bounded by (1 + si) 2(x, x,) < 00 and therefore 
S=lim m-t co 1(x, x,) < og exists. From the convergence of x, to x with 
respect to d we have J(x,, x).1(x, x,) > t for n bn, and therefore 
I(x,,x)a1/2S>O for n>n,,. Thus s=lim,,,J(x,,x) exists and s>O. 
We show, that (l/s)x is a supremum of (x,) in K with respect o the partial 
ordering <. From the definition f A(. , . ) we have A(x,,, x)x,grx for 
arbitrary r > 1 and n EN, which implies x, < (l/s)x for all n E N. Further- 
more, assume x, < y for all n E N and some y E K. From the definition f
4.7 .) we have n(x, x,)x srx, for nE N, r> 1 arbitrary. This yields 
J(x, x,)x 5 r*y and hence Sx 5 r3y for arbitrary r > 1. Since x, converges to 
x we have J(x,, x) . J(x, x,) --) 1 for n -+ co and therefore s. S = 1 or, 
S = l/s. This yields (l/s)x 5 r3y for all r > 1 or ( l/s)x < y. 
(2) Conversely, suppose every guided sequence in K has a <- 
supremum in K. Let (x,) c K be a Cauchy sequence with respect o d. 
There exists a subsequence y, = x,+) such that d(yk+,, y,)<log(l +4Pk), 
that is, 4yk+ I2 Y, ). A( y,, y, + i) > l/( 1+ 4-k) for k E N. Hence, there exists 
elk > 0, Bk > 0 such that akyksyk+ ,, bkyk+lsYk and akbk’1/(1+4-k). 
Define a sequence (&) recursively by A, = 1 and & + , = &/a, and a 
sequence (zk) by zk = &yk. We shall show that the sequence (zk) is guided 
by z,. From the properties of (yk) it follows that zk szk+, and 
Zk+ls(l+4-k)zk. Hence, Z,+I-Z~=C;=~(Z~+~-Z~)~C~=~~-~Z~I 
(4/3 - 1 )z, s (1/3)z, + , and therefore z, + ,I (3/2)z, for all n E N. From this 
we obtain for arbitrary m,nEN, z,+,-z,=C~+~-~ (zk+l-zk)s 
C;t_;pi 4-kzkg;t. (C;z;P’ 4Pk)z, and hence z,+,-~~~2.4~“~~. 
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Setting E, = 2.4-” we conclude that (zk) is a sequence guided by z,. By 
assumption therefore (zk) has some <-supremum z E K It remains to show 
that zk converges to z with respect o d. For, in that case y, too converges 
to z with respect o d and since y, is a subsequence of the d-Cauchy 
sequence (x,) we obtain, that (x,) converges to z with respect o d. Since z 
is a <-supremum of (z,) we have z,srz for all r > 1. Hence A(z,, z) > l/r 
for all r > 1, that is 1(z,, z) b 1 for all no N. It suffices therefore to show 
that for a given 0 < E < 1 there exists N(E) with n(z, z,) 3 1 - E for n 2 N(E). 
We have already seen that z,+, - ~,12.4-~z~ for all m,nEN. Select an 
N(E) such that 2.4-“< E for n > N(E). Because of z1 sz, we then obtain 
Z .+,~(l +E)zn for all n3 N(E), m E N. 
Choose some lixed n > N(E). Since zi6 z, for 1 < i < n we conclude that 
zk g (1 + E)Z, for all k E N. This means in particular that zk i (1 + E)Z, for 
all ke N. Since z is a <-supremum of (zk) it follows that z< (1 + E)z,, that 
is zs(l+s)rz, for arbitrary r>l. Thus ~(z,z,)>(l/r)~(l/(l+~)) for all 
r > 1, that is n(z, z,)> l/(1 +E). Since (l/(1 +&)a 1 --E we obtain as 
required A(z, z,) > 1 -E if n > N(E). i 
From Theorem 1 various criteria for d-completeness are easily derived. K 
is said to be complete for relative uniform convergence, if for every 
sequence (x,) c K satisfying 
- c,e~xX,+,--xX,~E,e for all m, n E N 
with eE K and (E,) being a null sequence, there exists an XE K and a null 
sequence (6,) such that 
-d6,e~x,-x~d,e for all nE N 
(Cf. C4, 141). (6 K) is said to be integrally closed [4], or Archimedean 
[14], if for x, YE,??, nxsy for all nEN implies x50. 
COROLLARY 1. If K is complete for relative uniform convergence, then K 
is d-complete. Furthermore, the reverse implication holds, provided (E, K) is 
an integrally closed vector lattice. 
Proof: Let (x,) c K be a sequence guided by e. By the completeness for 
relative uniform convergence, there exist x E K and a null sequence (6,) 
such that -S,esx,, - x5’6,e. Since x, se and (x,) is increasing, this 
implies x, < x for all n EN. Furthermore, if x, < y E K for all n E N, then 
xs(l+S,)ry for all r>l, all nsN. Hence xsry for all r>l, i.e., x<y. 
Thus x is a i-supremum for (x,) and by Theorem 1, K is d-complete. Con- 
versely suppose K is d-complete and (E, K) is an integrally closed vector 
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lattice. Let (x,) c K be a sequence such that for some e E K and null 
sequence (E,) - s,e 5 x, + m - x,s~,,e and suppose in addition that (x,) is 
increasing, that is x,sx,+ 1. Then the sequence defined by y, =x, + e is 
guided by e. Hence (y,) has a <-supremum in K. Since (E, K) is integrally 
closed, the partial orders < and 5 coincide on E. Thus (y,), and hence 
(x,), has a z-supremum in K. Since (E, K) is a vector lattice it follows 
from a theorem in [ 14, p. 252-2531 that K must be complete for relative 
uniform convergence. m 
Concerning applications the following criterion may be useful which 
assures d-completeness on the basis of topological ssumptions. 
COROLLARY 2. The cone K is d-complete in the case there exists a locally 
convex topology z on E (with Hausdorff property) such that the following 
conditions are satisfied. 
(a) K + Kc K, K being the closure of K for T. 
(b) Every increasing Cauchy sequence in K converges in K (with 
respect to 5). 
(c) Every order-interval inK is z-bounded. 
Proof Let (x,) be a sequence in K guided by eE K. Then 
O=<Xn+m- x, 5 e,e for all m, n E N, with E, > 0 converging to 0. For every q 
from the family of semi-norms defining r there exists by assumption (c) a 
constant c, > 0 such that q(x, +m -x,) 6 E, . cy for all m, n E N. Hence (x,) 
is a Cauchy sequence for r. Since (x,) is increasing it converges to some 
XE K by assumption (b). We shall show that x is a i-supremum for (x,). 
The above corollary then follows from Theorem 1. Since for fixed n, 
ym=x n+m -x, defines an increasing Cauchy sequence in K we must have 
X-X~E K because of (b). Hence x,<x for all nE N. Suppose x,< y for 
some y E K and all n E N. Let r > 1 and choose some E > 0 such that 
r > 1 + E. Then x, 5 (r - s)y or (r - E)Y - x, E K for all n E N, and therefore 
(r - s)y -x E K. From assumption (a) it follows that sy + (r - E)Y - x E K, 
that is x 5 ry. Hence xi y and x is a <-supremum for (x,). 1 
Remarks. (1) If (E, K) is integrally closed, then Theorem 1 reads as 
follows: K is d-complete if and only if each increasing Cauchy sequence for 
relative uniform convergence has a supremum in K. (This follows easily 
from the proof of Corollary 1.) 
(2) Corollary 1 sharpens the following theorem of Birkhoff [4, 
p. 3871: If (E, K) is an integrally closed irected vector space which is com- 
plete for relative uniform convergence, then K is d-complete. 
(3) The conditions (a) and (b) of Corollary 2 are especially satisfied 
if K is sequentially complete for z. K is called normal for r, if there exists a
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family of monotonic semi-norms generating r ([ 18, p. 2151). If K is normal, 
then order-intervals in K are obviously bounded. (The reversal however is 
not true in general.) Hence, Corollary 2 implies the following criterion: If
for some locally convex topology the cone K is normal and sequentially 
complete, then it is also d-complete. An example is provided by the positive 
cone of any Banach lattice ([4, p. 3881). It should be noticed however, that 
a cone may satisfy all the conditions of Corollary 2 without being sequen- 
tially complete or at least integrally closed. An example is given by the 
cone of all vectors in R” having strictly positive components only. (r the 
Euclidean topology on R”.) This shows that in Theorem 1 < cannot be 
replaced by 5. 
(4) The criterion for normal cones obtained above was first proved 
by Thompson for the metric p(x, y) = -log[min(i(x, y), I(y, x))], which, 
although different, is closely related to Hilbert’s metric [ 19, p. 69, p. 72; 20, 
p. 440; 21, p. 5811. The metric p can be generalized toarbitrary convex sets 
containing no aftine line and is called the part metric (or “interne Metrik”). 
Thompson’s criterion has been extended by Bauer Cl, p. 341 to this more 
general situation. Gunselmann [6, p. 201 has shown that a cone K for 
which every increasing and upper-bounded sequence (for 5) has a <- 
supremum in K must be complete for the part metric. The corresponding 
result for the Hilbert metric follows immediately from our characterization 
in Theorem 1. The assumptions made however are not necessary ones in 
both cases. (Concerning the part metric necessity isshown in [6, p. 231 for 
special kinds of cones. In [I 3, p. 311 a characterization of completeness for 
the part metric is given which is similar to that one in Theorem 1.) 
3. THE BIRKHOFF-JENTZSCH THEOREM FOR ~-ASCENDING OPERATORS 
Let vector space E, cone K, and partial order 5 be as in the previous 
section. The Birkhoff-Jentzsch t eorem ([2, p. 2241) is about linear 
operatorsf on E which leave K invariant and are uniformly positive. 
Thereby f is uniformly positive, ifthere exists a vector eE K, e # 0, and a 
real number k independent of x such that 
le gf( x ) 5 kAe for any x E K, x # 0, and some 2 = n(x) > 0. 
Considering nonlinear operators we extend the notion of a uniformly 
positive operator as follows. Let p: K -+ R + be a functional not identically 
zero and such that p(Ax) = Ap(x) for I E R + , x E K, and p(x) <p(y) in case 
ofO5xSy. Forp we have the unit level set U={x~Klp(x)=l} which is 
not empty. (One may think of p as some kind of scaling. Examples are 
provided by any monotonic norm, but there are others.) With respect o 
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such a functional p an operatorf: K + K is said to be p-ascending, if it 
satisfies the following conditions: 
(i) There exists a continuous mapping C$ of the unit interval [0, l] 
into itself with 1” < &,I) for 0 < ,I< 1 and such that for any 1 E R + and any 
X,YEU, 
Ax5 y implies fj(A)f(x)Sf(y). 
(ii) For any x, y E U there exists ome number a = a(x, y) > 0 such 
that af(x)Sf(y). Furthermore, p(f(x)) #O for all XE U. Examples of p- 
ascending operators are given in the next section. It turns out that 
uniformly positive linear operators are p-ascending for a wide range of 
functionals p. 
The following theorem is the main step in our extension of the Birkhoff- 
Jentzsch theorem to nonlinear operators. Thereby p is some fixed scaling of 
the above kind, U its unit level set;ydenotes the operator derived fromfby 
x ) =f( . )/p(f( * )) and 7 denotes the nth iterate of it. 
THEOREM 2. Let K be a convex cone without affine line for which every 
guided sequence has a <-supremum in K. Then for any p-ascending 
operatorf on K the sequence given by?(x) converges with respect to d in K 
for every x E K with p( f (x)) # 0. If at least one of these sequences converges 
in U, then f has a unique eigenvector x* E U with positive igenvalue. Further- 
more, in that case all those sequences converging in U must converge to x*. 
Proof: For ZE U, p(f(z)) # 0 by property (ii) of an p-ascending 
operator and the iterates p(z) are well defined for z E U. By property (i) 
&J)f(X)sf(Y) f or x, y E U with Ax 5 y. Since C$ is continuous this implies 
4(4x,y))f(x)5f(y) and hence 4fbhf(y)) 2+(4x, ~1). From the 
definition of 4.) .) we have K??x),~(Y)) = (p(f(x))/p(f(y))Mf(x),f(y)) 
and obtain 
nt~(x),~(Y)).ntRY),~(x))>/~(~(X,Y)).~(~(Y, xl). 
Define a mapping tj from [0, I ] into itself by
l(l(r)=inf($(r,).~(r,)I rl  r2 E [O, 11, rl . r2 = r}, 
where $ again is continuous with r < $(r) for 0 < r < 1. For any x, y E U we 
thus arrive at 
Mb)J(YN~ 47(Y)JW) 2 ti(4XT Y1. ICY, xl) (1) 
Now we fix an x E K with p(f(x)) # 0 and consider the double sequence of 
real numbers r(m, n) defined by 
r(m, n) = J47m(x),.PT”(x))~ 4PYx)JYx)) for m, n E N. 
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We shall show that r(m, n) + 1 for m, n + co, which means that the iterates 
p(x) form a Cauchy sequence for Hilbert’s metric d. Since p(x) E U for 
every n E N we have r(m, n) E [0, 11. Also r(m, n) > 0 because uf(u) 2J(v) 
with a > 0 for U, u E U. Furthermore, using (1) we obtain 
$4 n) < cl/(+, n)) < r(m + 1, n + 1) for all m, n 15 N. 
Hence the sequence defined by r(m, m + 1) for m E N is increasing and must 
converge to some 0 <s 6 1. Continuity of $ yields I&S) <s which implies 
s= 1. Hence r(m, m + 1) + 1 for m -+ co. Because d(~“(x),~(x)) =
-log r(m, n), the triangle inequality for Hilbert’s metric gives the inequality 
r(m, n) 2 r(m, m + 1). r(m + 1, n + 1). r(n + 1, n) 
and hence 
r(m, n) 3 r(m, m + 1). $(r(m, ~2)). r(n, n + 1). 
Consider now an arbitrary subsequence of (r(m, n)),,n converging to 
some SE [0, 11. The last inequality obtained together with r(m, m + 1) + 1 
for m + cc then implies 2 $(s). Hence s = 0 or s = 1. Since increasing such 
a subsequence cannot converge to 0 and we must have s = 1. Since [0, 1 ] is 
compact, the sequence defined by r(m, n) must converge to 1. 
Thus the iterates p(x) for x E K fixed with p(f(x)) # 0 define a Cauchy 
sequence for d which by Theorem 1 converges in K. Concerning the other 
statements in the theorem we have to bear in mind that from d(x, y) = 0 it 
does not necessarily follow that x = y. If in addition x, y E U, however, it 
follows that f(x)=f(y). Namely, in that case we have J(x, y)= 1, 
I(y, x) = 1 and since f is p-ascending and 4 is continuous this implies 
f(x) 5J(y) and f(y) g(x), that is, f(x) =f(y). Suppose now for some 
x E K with p(f(x)) # OF( x converges to a point Iz- in U (with respect o d). ) 
Because of (1 ), f is continuous on U and hence 7 + ‘(x) converges to fix). 
Therefore d(T(Z), X) = 0 and f(T(X)) =f(Z), according to what has just 
been said. Thus for x* =y(Tcx) and 1 =p(f(X)) > 0 we obtain f(x*) = Ix*, 
and x* E U is an eigenvector off with positive igenvalue. Furthermore, 
p(x) converges to x *. It remains to show that f(y) = py for y E U and 
,LJ >O implies y =x*. Since x*, y are eigenvectors of f it follows that 
Ax*) = x* and T(r) = y. (1) then implies I(x*, y) . J(y, x*) E { 0, 11. Since f
is p-ascending, there exist a > 0, a’ > 0 such that af(y) sf(x*) and 
a’f(x*)g(y). Therefore, 
560 ULRICH KRAUSE 
Thus we must have 1(x*, y) . A(y, x*) = 1 and d(x*, y) = 0. Since x*, y E U 
this implies f’(y) =,f(x*) and therefore y(y) =3(x*), that is, y = x*. u 
From the quite general Theorem 2 our extension of the Birkhoff-- 
Jentzsch theorem is obtained by showing that under certain conditions the 
convergence of the iterates holds also for a given vector space topology. 
THEOREM 3. Let, in some locally convex vector space (with Hausdorff 
property), K be a convex cone without affine lines and such that order-inter- 
vals in K are bounded and K is sequentially complete. Then any p-ascending 
operatorf on K has a unique eigenvector x* in U with positive eigenvalue. 
Moreover, for every x E K with p(f(x)) # 0 the iterates?(x) converge to x* 
for the given topology on the vector space. 
Proof In view of Theorem 2 and Section 2 it s&ices to show that any 
d-Cauchy sequence (x,) in U converges to some z E U for the locally convex 
topology z as well as for d. Since K is sequentially complete and x, E U 
we have A(xmr x,)x,$x, and L(x,, x,)x,2x,,, with A(x,, x,) 6 1, 
1(x,, x,) d 1. Since K is d-complete by Corollary 2 of Section 2 there exists 
an ye K and for any given 0 <E < 1 an M(E)E N such that 
A( y, x,) .1(x,,, y)>/ 1 -E and A(x,, x,) 3 1 -F, 1,(x,, x,) B 1 -E for all 
m, n > M(E). Obviously A(x,~, y)x, 5 y, A(y, x,)y 5 x, and hence 
4X,,Y)6P(Yh J”(Y, &JP(Y)6 1. 
Since i(x,, y) >O for n >M(E), also p(y)>0 and we obtain for all 
n b M(E), 
X,S &Ysy+Y<(,-E;p(y)Y. 
Furthermore, for m, n > M(E) (1 - E)X, 5 x, and (1 - E)X, 5 x, and hence, 
Thus, the set of points (y/p(y)) + (E/( 1- E))(x, - x,) for m, n 2 M(E) is 
contained in the order-interval [0, (2/p(y)) y] which by assumption is 
bounded for the locally convex topology z. It follows that (x,) is a Cauchy 
sequence for z in K and therefore converges to some z E K for r. From 
( 1 - E)X, 5 x, and ( 1 - E)X, 5 X, for m, n > M(E) it follows for n -+ co that 
(1-E)X,~Z and (l--E)z~x,. Hence 1(x,,z).A(z,x,)>(f-~)~ for 
m >/M(E). From this it follows that (x,) converges to z also for d. Further- 
more, (1 -.a)<(1 -~)p(x,)<p(z) and (1 -~)p(z)<p(x,,,)= 1, and since 
0 < E < 1 was arbitrary this implies zE U. m 
The convergence stated in Theorems 2 and 3 is for the iterates off and 
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not for the iterates offitself. This is characteristic forthe Birkhoff-Jentzsch 
theorem (cf. the remarks below.) If we require f to be ascending in a global 
sense, instead of being p-ascending only, our considerations enable us to 
show convergence for the iterates off itself. More precisely, call f: K + K 
ascending if there exists a continuous mapping 4 of [0, l] into itself with 
AC&A) for O<A<l and such that for any I~[0,1] and any x,y~K 
Axsy and Aysx imply d(A)f(x) S(y) and &A)f(y) Sf(x). We say 
x, y E K are linked, if there exist numbers a > 0, b > 0 with ax Sy 5 bx. 
THEOREM 4. Let, in some locally convex vector space (with Hausdorff 
property), K be a convex cone without affine lines and such that order-inter- 
vals in K are bounded and K is sequentially complete. Then for any ascending 
operator f on K every sequence defined by f”(x) for x E K which has two 
linked successive members converges for the vector space topology to a non- 
zero solution of the equation f(z) = z. Furthermore, there holds uniqueness in 
the sense, that any two solutions of this equation which are linked, must be 
equal. 
Proof For any ascending S, it follows from its definition that for any 
X,YEK 
4(min(h Y), ICY, xl)) QmW(f(x),f(y)), 4f(.df(x))l (2) 
Having this we may proceed as in the proof of Theorem 2 by setting for 
any m,nEN, 
r(m, n) = minC4f”(x),f”(x)), WYx),f”(x))l, 
where for XE K we assume without restriction that x and f(x) are linked. 
Thus we obtain that r(m, n) -+ 1 for m, n --, co. Employing the part metric 
p(u, v) = -log min[l(u, v), A(u, u)] we have also p(f”(x),y(x)) = 
-log r(m, n), andf”(x) defines a Cauchy sequence for p. Putting x, =f”(x) 
from r(m, n) --+ 1 for m, n + cc we conclude that to every 0 < E < 1 there 
exists an M(E) EN such that 
(1 -&)X,5X, and (1 -&)X,5X, for all m, n 2 M(E). 
Considering convergence of (x,) we therefore may assume fx, 5 x, 5 2x, for 
alln31. With6=1/(1-c)-(l-s)itfollows that 
-6X M(e) s XH - x, i SXM(,, 
and hence 
-26x, 2x,-x,526x, for all m, n 2 M(E). 
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Thus the set of points 2x, + (x,? - x,)/S for m, n > M(E) is contained in the 
order-interval [0,4x,] which by assumption is bounded for the locally 
convex topology r. It follows that (x,) is a Cauchy sequence for r in K. 
Hence there exists an x* E K such that (x,) converges to x* for t. Further- 
more, for 0 < E < 1 given (1 - E)X, 5 x* and (1 - 6)x* 5x, for all m > M(s). 
Hence (x,) converges to x* also for the topology given by the part 
metric p. From inequality (2) we obtain thatf(x,) converges tof(x*) for p. 
Hence p(f(x*), x*) =0 and ,f(x*)=x*. If f(y) =y for some YE K, then 
min(i(x*, y), A(y, x*))E (0, 11 by inequality (2). Hence y=x* in the case 
y and x* are linked. 1 
Remarks. (I) The extension of Jentzsch’s theorem by Birkhoff [2, 
p, 2241 yields the conclusion of Theorem 3 for the case of a linear and 
uniformly positive operatorf leaving invariant he positive cone K of a 
Banach lattice. This result has been further extended by Thompson [19, 
p. 833 to a linear and uniformly positive operator leaving invariant a
sequentially complete, normal cone in a locally convex vector space. 
Results employing, in the linear case, some weaker assumption than 
uniform positivity are obtained in [3, p. 501 and [4, p. 3881. In these 
results however, convergence of the iterates i , as it is in Theorem 2, for 
Hilbert’s metric only and not for a vector space topology. 
(2) Since the work of Perron [15] it is well known that for the 
iterates off itself one cannot expect convergence to the unique eigenvector 
for the given vector space topology. This can be seen easily by looking at 
simple examples of positive matrices or Jentzsch integral operators. Dealing 
with nonlinear operators we may look at the extremely simple example 
f(x) =x + u of a translation i R” with u strictly positive. Obviously, there 
is no chance for f”(x) to converge for some vector space topology on R”. 
Nevertheless f has a unique normalized eigenvector inK = R”, with positive 
eigenvalue. This example is covered by Theorem 3 sincef is p-ascending for 
any monotonic norm p on R”. Thus for any x E R”, the iterates F(x) con- 
verge to the unique eigenvector x* off with p(x*) = 1. The sequencef”(x) 
converges to x* for Hilbert’s metric but it does not, in accordance with 
Theorem 4, converge for the part metric. The reverse implication is true in 
general, that is, a sequence which converges for the part metric converges 
to the same limit also for Hilbert’s metric. The bad behaviour of the 
iterates off itself, as depicted by the example, is the reason for considering 
the “rescaling”f o f and for employing Hilbert’s metric instead of, for 
example, the part metric. (A systematic argument for Hilbert’s metric is 
developed in [9].) 
(3) By taking for 4 in the definition fan ascending operator the 
particular function &,I) = A’ with 0 <k < 1 one immediately obtains a 
result due to Thompson [20, p. 4411. This result was extended by Bauer 
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Cl, p. 371 to the case of convex sets being not necessarily cones. 
Thompson’s result covers the so-called quations with power nonlinearities 
as studied in Krasnoselskii eral. [ 11, p. 573. (In [ 11, p. 541 a “special 
metric” is used for that, which, although attributed to G. Birkhoff, is 
precisely the part metric.) 
(4) Various results establishing convergence to a unique eigenvector 
for certain kinds of nonlinear operators can be found in [S, 8, 10, 11, 12, 
16, 20, 211. As far as the relationship with Theorem 3 is concerned, we dis- 
cuss a simple example in the next section. 
4. EXAMPLES 
Let K be a convex cone in some real vector space E and let us suppose 
that (E, K) is integrally closed. An operatorf: K + K is said to be a concaue 
operator wheneverf(lx+(l-J,)y)~@(x)+(1-1)~(y) for any x,y~K 
and any Iz E [O, l] ( 2 the partial order defined by K). Let p be any semi- 
norm on (E, K) which is monotonic, i.e., 0 5 x 5 y implies p(x) 6 p(y). Sup- 
pose now there exist real numbers a > 0, b > 0, and an e E K with p(e) > 0 
such that ueg(x)sbe for all XE U= {ZE KJp(z)= l}. Let us see that for 
any x,y~U and 1eR, with 2x5 y we have #(n)f(x)s( y), whereby 
d(1) = ;1. + (1 - A)(a/b). For 1= 1 this results from the monotonicity of a 
concave operator on an integrally closed space. If 1# 1, then 1< 1 and 
p(z)> 1 --A>0 for z =y-Ix since p is a semi-norm. Therefore 
yZdx+ (1 -A)(z/p(z)) and f(y)Z@(x)+ (1 -A)S((z/p(z))). Since by the 
additional assumption on f f((z/p(z)))Luez (u/b)f(x) we arrive at the 
above conclusion. Thus we obtain that every concave operator satisfying 
the boundedness condition aelf She on U with a, b > 0 must be p- 
ascending. This applies in particular to any linear operatorf on (E, K) 
which is uniformly positive. For this let q be any semi-norm on the image 
off which is not identically 0 and monotonic with respect o K. (E.g., 
q(y) = [h(y)/, h a positive linear functional on E or q(y) = 
inf{ rE R + ) - re 5 y 5 re}, provided q(y) # 0 for some y in the image of J) 
Then any uniformly positive linear operator is p-ascending for p defined by 
p(x) = q(f(x)), XE E. Now, the notion of a p-ascending operator has the 
important feature that if for a givenp the pointwise maximum and 
minimum of finitely many p-ascending operators exists it must be p- 
ascending again. This applies in particular toconcave operators atisfying 
the above boundedness condition. Moreover, let {fi}iE, be an arbitrary 
family of concave operators satisfying for a fixed p and every iE 1, 
a,e, ifi 2 b,ei on U with a, > 0, bi > 0, p(ei) > 0. If infiG I (aJbi) > 0 and if 
f(x) = supi,,Yj(x) exists (with respect o 5 ), then f must be p-ascending. 
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Such a supremum is in general no longer concave and it is convex in the 
case whereJ; is linear or affine linear. Taking the minimum of finitely many 
of those suprema, we may get some rather complicated nonlinear operator 
which nevertheless i p-ascending. To operators constructed in this way 
Theorems 2 and 3 of the previous ection apply, provided cone K satisfies 
the assumptions made there. 
To illustrate the above considerations, we shall derive some nonlinear 
extensions, inparticular  concave one, of Jentzsch’s theorem [7] on linear 
integral operators. Let T be a non-empty compact subset in R” and let K 
be the convex cone of all real valued continuous functions on T which are 
nonnegative. In this case K is closed and normal in the Banach space of all 
real-valued continuous functions on T equipped with the maximum norm. 
The functional p: K + R, defined by y(x) = {x(t)& (“&” the Lebesque 
measure) is (positively) inear monotonic and p(x) = 0 holds only for x = 0. 
Consider the following integral operator f: K -+ K defined by 
where 
.f(xNs) = p4c t) g(x(t)) 4 x E K, SET, 
k: T x T -+ R + is a continuous and strictly positive kernel 
and g: R, -+ R, is a concave function such that g(0) >O or g has a 
positive slope at infinity, i.e., there is some r> 0 such that 
c = inf rar (g(r)/r) > 0. The operatorf is obviously concave and it satisfies 
the boundedness condition ae If(x) 5 be for all x E K, p(x) = 1, where e is 
the function being identically 1 on T and 
a = max(c, g(O)1 TI ). ,$W, t) > 0 
b=g(l)(l + ‘Tl).f?f$(s, t)>O. 
., 
(I TI the volume of T for which we assume (T( > 0.) 
To see ae<f(x), choose r 2 J such that x(t) < r for all t E T. Concavity of 
g yields 
g(x(r))>+g(r)+(I--q)g(O) for all t, 
and since g must be monotonic, we obtain 
I g(x(t))dr>F+ g(O)>c,g(O)lTIforxtOwith~x(t)dt=l. 
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TO seef(x) s be, observe that for Y 2 1, g(r) < g( 1 )Y, since g is concave and 
nonnegative. Hence 
for xL_O with Ix(t)&=1 (thereby [x~l]=(t~TIx(t)81} and [x<l] 
analogously). Thus the operatorj is p-ascending and Theorem 3 applies. 
For the particular case of g being the identity, the existence and uniquenes 
statement in Theorem 3 was first shown by Jentzsch [7]. If we add a fixed 
function from K to f(x) the resulting operator is p-ascending again. Taking 
those operators we may perform maxima and minima. More precisely, let 
for 16 i 6 m and 1 <j 6 m(i) k,: TX T-+ R + be a continuous and strictly 
positive kernel, g, : R + + R + be a concave function positive at zero or with 
a positive slope at infinity, and let cy be a nonnegative continuous function. 
Then the operator f: K + K defined by 
f(x)(s)= min max 
I<i<m lg/<m(i) 
k,(s, tkij(x(l)) df+ c~,(J) 1 
is p-ascending. With J(x)(s) = jk(s, t) x(t) dt, the Jentzsch operator and 
real numbers aV > 0 a special case is 
for which therefore, asfor 1, an existence and uniqueness result holds. 
From Theorem 4, too, we obtain conclusions concerning integral 
operators of the typef(x) = Sk(., t) g(x(t)) dt. The general setting as before, 
we now have to make other assumptions on the function g: R, -P R, . 
Consider a test function 8: R + -+ R + which is continuous and increasing 
(i.e., 0(r)<&s) for r <s) and such that O(r)O(s)<B(rs) for r, s arbitrary 
and r < O(r) for 0 < r < 1. An example for such a test function would be 
0(r) = rk with 0 <k < 1, but there are others. Suppose now g is continuous 
and the quotient (g(r)/@(r)), r >O, is strictly positive and decreasing for 
some test function 8. Then it follows that the operatorfis ascending, with 4 
being the restriction of8 on [0, 11. It also follows, that for every x E K, 
x # 0, S(x) andf2( x are linked. Hence by Theorem 4,f(z) = z has a unique ) 
nonzero solution in K and for every XE K, x #O, f”(x) converges to this 
solution with respect o the maximum norm. (The particular case e(r) = rk, 
0 <k < l-which obviously does not cover Jentzsch’s theorem-is dealt 
with in [5, p. 337; 11, p. 60; 16, p. 971.) 
The above examples are about nonlinear versions of Jentzsch’s integral 
operator. (Some of them, especially the concave extension of Jentzsch’s 
theorem, seem not to be contained in the literature.) Other examples could 
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be given. In particular, what has been said about the nonlinear integral 
operator jk(., t) g(x(t)) dt can be extended in an obvious manner to the 
more general Hammerstein integral operator jk(., t) g(t, x(t)) dr. In the 
following we exhibit an extremely simple example, just to show that 
Theorem 3 applies to operators which do not satisfy the assumptions of 
related theorems in the literature (as listed in the references). Consider for 
K = R: in the Euclidean vector space R2 the operator f: K + K defined by 
f(x) = (XI +x2> 1 ), where x = (x, , x2); f is not linear but concave. For the 
monotonic norm defined on R* by p(x) = max{ Ix, 1, lx21 >and for e = (1, 1 ), 
f satisfies the boundedness condition es(x) s 2e for all x E K with 
p(x) = 1. Hence f is p-ascending according to what has been said at the 
beginning of this section. By Theorem 3 the iterates ofthe operator 
y(x)&m= 
p(f(x)) (x1 + x2y 1) for 06x, +x2< 1, 
=(1&) for x,+x,> 1, 
converge for any x E K to the unique eigenvector x* off with (x*) = 1 and 
positive igenvalue. A little calculation gives x* = (1, ( 5 - 1)/2) with 
(1 +A/2 
J 
as the corresponding eigenvalue. In this case the sequence 
f”(x)/p(f”(x)) also converges for any x E K to some vector, namely (1, 0), 
which, however, is not an eigenvector off Setting A =7 we may also say 
that x* is the unique nonzero solution of Ay = y in K. Now, a theorem due 
to Krasnoselskii [lo, p. 1933 says, that for a so-called monotone and uO- 
concave operator A leaving invariant a closed and normal convex cone in 
some real Banach space the sequence A”x converges for any nonzero x in 
the cone to the unique nonzero solution of Ay = y. (As can be seen from 
the example Ax = x + c with c > 0, this formulation of the theorem is not 
quite correct. In subsequent formulations [11, p. 481 and [ 12, p. 3193 the 
existence of a nontrivial solution is assumed.) The operator A =f is not 
monotone, since ($,$)<(l, 1) but A(($$))=(l, 1) 6 (l,t)=A((l, 1)). 
Moreover, A is not u,,-concave. For A to be u,-concave with respect o 
some u0 E K, u,, # 0, it is first required that clu,,~A(x)5& for any x E K, 
x#O, with a=a(x) >O, p= /I(x)> 0. Second, for every XE K such that 
al(x)uo~x~~,(x)uo with a,(x)>O, /II(x)>0 and for every number 
0 <to< 1 a number rl= ~(x; t,)> 0 must be found such that 
A(t,x)~(l +q) to A(x) [lo, p. 185-187.1. Suppose A =f would be uO- 
concave for some u0 and choose x = (i, i), t,= i. Since A(x) > 0 for 
O#xzO we must have u,>O. Hence for x=(&t) there exist a,(x)>O, 
/l,(x)>0 such that a,(x)uo~x~~,(x)u, is satisfied. But A(t,x)=(f, 1) 
and t,A(x) = (4, 4) and hence A(t,x)z (1 + q) t, A(x) is impossible for 
r/ > 0. 
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Furthermore, f fulfills neither f( tx) 2 tkf(x) nor f( tx) 2 t&j”(~) for some 
0 6 k < 1 and all 0 < t < 1, all x > 0. Therefore the existence of a unique 
(normalized) eigenvector does not follow from a theorem due to Potter, 
which requires, among other things, one of the above inequalities for f 
([ 16, p. 951). One has in particular that f is not positively homogeneous of 
degree k for 0 <k < 1. The same is true, a fortiori, for A =J Hence, our 
result concerning f cannot be obtained from a theorem due to Bushel1 
which requires uch a positive homogeneity [S, p. 3331. 
Moreover, f does not satisfy a weak form of positive homogeneity con- 
sidered in [8, p. 3021. Also,fis not primitive, which means that for some n, 
~2~2 0, x # y implies f”(x) >f”( y). Thus the nonlinear version of the 
Perron-Frobenius theorem due to Kohlberg does not apply to S [8, 
p. 3001. Obviously, neitherfnor A are superlinear. (An operator T is called 
superlinear if T(x + y)z T(x) + T(y).) Hence the result we obtained for f 
cannot be deduced from a theorem due to Thompson which requires 
superlinearity [21, p. 5851. Also, neitherfnor A satisfy the assumptions of 
another theorem due to the same author [20, p. 4411. 
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