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Abstract
Intersection homology is obtained from ordinary homology by imposing conditions on how the
embedded simplices meet the strata of a space X . In this way, for the middle perversity,
properties such as strong Lefschetz are preserved. This paper defines local-global intersection
homology groups, that record global information about the singularities of X . They differ from
intersection homology in that stratified rather than ordinary simplices are used. An example
of such is σj × Cσi, where σi and σj are ordinary simplices, and C is the coning operator.
The paper concludes with a sketch of the relationship between local-global homology and the
geometry of convex polytopes. This paper is a more formal exposition of part of the author’s
Local-global intersection homology, alg-geom/9709011.
1 Introduction
Throughout X will be an irreducible complex algebraic variety of complex dimension n, considered
as a topological space of real dimension m = 2n. Homology theory, as developed by Poincare´,
associates to X a family HiX of ordinary homology groups, where the index i runs from 0 to m.
Throughout, we will calculate homology with real coefficients. When X is nonsingular, as is well
known, these homology groups have the following properties.
First, there is defined a natural intersection pairing
HiX ⊗HjX → H0X ∼= R
whenever i+ j = m, and this pairing is perfect (non-degenerate). This is Poincare´ duality. Second,
each embedding X ⊂ PN of X in a projective space gives rise to a hyperplane class or Lefschetz
element ω ∈ Hm−2X with the following property. There defined is a natural intersection map
ω : HiX → Hi−2X
that is injective for i ≥ n and surjective for i − 2 ≤ n. Equivalently, for i + j = m, i ≥ j and
2k = i− j the map
ωk : HiX → HjX
is an isomorphism. This is the strong Lefschetz theorem. Thirdly, as a consequence of Deligne’s
proof of the Weil conjectures, the Betti numbers hiX (the dimension of HiX) can be computed
by counting points on X over finite fields, and thus there are combinatorial formulae for the Betti
numbers hiX.
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Now suppose that the algebraic variety X in singular. In this case, as a topological space X need
not be a manifold, and in general the properties listed do not hold for the ordinary homology of X.
They are true however for the middle perversity intersection homology (mpih) theory introduced
by Goresky and MacPherson. This theory is in its definition similar to ordinary homology, except
that it imposes restrictions on how the cycles and boundaries meet the singularities. Poincare´
duality was proved by Goresky and MacPherson [9]. Strong Lefschetz was proved in [2], again as
a consequence of the proof of the Weil conjectures. For toric varieties, see any of [3, 4, 12] for the
Betti number formula. Throughout, the middle perversity will be used.
The ordinary homology of nonsingular varieties has other properties, such as the Riemann-
Hodge inequalities and a ring structure, whose analogues for the intersection homology of singular
varieties is at present unknown. For the author, combinatorial formulae for the Betti numbers are
the most significant property, whereas classically it is the functorial nature that is pre-eminent.
2 Ordinary and intersection homology
In this section and the next we review matters, so as to provide some background and motivation.
As is well known, the ordinary homology of X can be defined in the following way. The standard
i-simplex σi is the convex hull of the standard basis vectors e0, . . ., ei in R
i+1. Alternatively, it is
the region defined by the inequalities x0 ≥ 0, . . ., xi ≥ 0 and the equation x0 + . . . + xi = 1. An
embedded i-simplex f is a continuous map f : σ → X.
Each embedded i-simplex f has a boundary df , which is a formal sum of embedded (i − 1)-
simplices. More exactly
df = ∂0f − ∂1f + . . . + (−1)
i∂if
where ∂jf is the composition of f with the j-th inclusion map σi−1 →֒ σi. (Each point in σi−1 is a
sequence of i numbers. This map prolongs the sequence by inserting a zero immediately before the
entry indexed by j, or after the last entry if j = i.) It is easily seen that d2f = 0 for any embedded
simplex f . Later, we will need to know what the boundary of a product of ordinary simplices is.
To continue, an i-chain ξ is simply a formal sum of embedded i-simplices. A chain η is said to
be a cycle if its boundary dη, also as a formal sum, is zero. Because d ◦ d is zero, the boundary dξ
of a chain ξ will always be a cycle. A cycle η is called a boundary if the equation η = dξ can be
solved, for some chain ξ. The i-th ordinary homology group HiX of X is defined to be the quotient
group of the i-cycles modulo the i-cycles that are boundaries.
Intersection homology is obtained by imposing conditions on the embedded simplices. To do
this, we must first stratify X. Throughout we will suppose that X has been written as a disjoint
union
X = S0 ⊔ S1 ⊔ . . . ⊔ Sn
of strata Sj. At each of its points sj each Sj is to have complex dimension j, and about each
sj the topological structure of X is to be locally constant. The middle perversity conditions on
an embedded i-simplex f are this. For each j < n the dimension of f−1(Sj) must be at most
(i− 1)− (n− j). Put another way, there is of course no condition on f−1(Sn), but as j goes from
n to 0, so the largest allowed dimension drops first by two, and then by one at each step.
An allowed or admitted i-cycle η is as before a formal sum of i-chains whose boundary dη is
zero, where in addition each embedded simplex in η satisfies the above conditions. Such a cycle
is an allowed boundary if the equation η = dξ can be solved, where the embedded simplices of ξ
satisfy the above conditions. The i-th (middle perversity) intersection homology group IHiX of X
consists of the allowed i-cycles modulo the allowed boundaries.
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3 Local intersection homology
This section continues the review of background material, and concludes with some examples of
local-global homology groups.
As mentioned earlier, the (middle perversity) intersection homology groups have the Poincare´
duality, strong Lefschetz and combinatorial formula properties. However, when X is singular there
can be significant information about the singularities that is not recorded by these groups. This
information is recorded after a fashion by intersection homology with other perversities, or by the
various ‘change of perversity’ groups that can be defined. But these groups generally fail to satisfy
strong Lefschetz, and do not have a combinatorial formulae for the Betti numbers [11]. The local-
global theory is an attempt to define additional homology groups, whose Betti numbers are we
hope given by a combinatorial formula.
To motivate the definition, we will study the topology of X about a stratum Sj. First let s be
a point on Sj. About s the space X looks like the cone on something, and that something is the
link Ls of X about s. Up to homeomorphism, Ls is locally constant on Sj. Now suppose that η
is an i-cycle on Ls, with i ≥ 1. The space X is about s homeomorphic to CLs, and so in X the
cycle η can be ‘coned away to the apex’. In other words, it is the boundary of the cone Cη of η,
or η = dCη. For ordinary homology this expresses η as a boundary, but for intersection homology
the (i + 1)-chain Cη is not allowed. Put another way, ordinary homology is locally trivial, but
intersection homology is not.
In this way one can define the local intersection homology groups of X at s. When X is a
Schubert variety they have been much studied, and their Betti numbers are given by the celebrated
Kazhdan-Lusztig polynomials. These groups do not however record global information about X.
To take a step in this direction, we will allow the point s to move. To fix ideas, suppose that st,
0 ≤ t ≤ 1 is a one dimensional path γ on X. So long as st stays on Sj, local constancy allows
a local cycle η0 at s0 to be moved to another local cycle η1 at s1. Now suppose that s0 and s1
are the same point. Although η0 and η1 are equivalent along γ, they need not be equivalent in a
neighborhood of s0. This is an example of the mondromy action of the fundamental group of Sj on
the local homology at s ∈ Sj.
Now suppose that st, 0 ≤ t ≤ 1 is again a path γ on X, but this time we will allow st to change
strata. More exactly, we shall suppose that for t > 0 one has st ∈ Sj, but that s0 lies on some other
strata Sk. (Necessarily, k will be smaller than j.) Now let η1 be a local cycle at s1. We can again
move η1 along γ to give local cycles ηt at st, provided t is not zero. When t is close to zero, ηt will
lie in a small ball about s0, and so can be thought of as a cycle local to s0. Thus, paths from sj to
sk will take local cycles from Sj to Sk.
Now form the group consisting of all formal sums of local i-cycles on X, modulo the relations
due to (a) local boundaries, (b) equivalence along paths lying entirely on strata, and (c) equivalence
due to paths as in the previous paragraph. This is a gluing together of local homology groups, and
is a global invariant of X. We will show that it does not depend on the choice of a stratification.
First, choose a point si,j on each connected component of each stratum Si on X. We are ‘gluing
together’ the local homology groups at the si,j. Now refine the stratification. (If need be, first move
the si,j so that they avoid the new components.) This will add new si,j, and may potentially reduce
the relations that are available. But each new si,j will lie on an old stratum connected component,
and so the local homology at such a new point will be equivalent to the local homology on the old
component.
Now for the relations. Suppose that γ is a path, as previously considered. Just as removing the
origin does not disconnect C, so removing subvarieties from X does not destroy the equivalence
induced by γ, provided its end points are left intact. This proves the result.
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The above definition looks at equivalence of (formal sums of) local cycles over the whole of X.
If instead of X one applies the definition to Sk ∪ . . . ∪ Sn, one obtains additional invariants of X.
The same arguments as before demonstrates that these groups are stratification independence.
These groups are the simplest significant examples of local-global intersection homology. In the
next section we introduce stratified simplices, which are the basic building blocks for local-global
cycles, in their topological form. The following section will then define the local-global groups, first
without regard to the avoidance of strata, and then with such regard.
4 Stratified simplices
Just as ordinary intersection homology can be defined using embeddings of ordinary simplices σi,
so local-global homology can be defined using stratified simplices. These objects can also be used
to give a formal expression to some of the concepts of the previous section.
For example, suppose that η1 is an (intersection homology) i-cycle local to the point s of X,
with i ≥ 1. By identifying a ball about s with the cone CLs on the link Ls at s, one can produce
from η1 a family of ηt of local cycles, for 1 ≥ t > 0, such that in the limit t = 0 the ‘cycle’ η0 is
supported by s. This is, as mentioned earlier, an example of the ‘coning away’ of a cycle. Such are
allowed by ordinary homology, but are in general inadmissable for intersection homology.
We will now describe this example, without explicit reference to the base point s. First let
f1 : σi → X be one of the embedded simplices out of which the cycle η1 is constructed. Because
η is local (to s) we can extend f1 to the cone Cσi on the simplex σi, to obtain a continuous map
f : Cσi → X. This is an example of an embedded stratified simplex. Its boundary will be defined
so that the formal sum corresponding to η1 will again be a cycle. In other words, the boundary df
will be a formal sum of maps from Cσi−1. Put another way, f is a continuous function f(t, λ) of t
and λ, where λ ∈ σi and t ∈ [0, 1], subject to the constraint that f(0, λ) is independent of λ. We
take the boundary in the λ directions, but not in the t direction.
Now suppose that η is a formal sum of embedded Cσi, such that for each 1 ≥ t > 0 the resulting
ηt is an intersection homology i-cycle. This is equivalent to saying that dη as just described is zero,
and also that each f(t, λ) in η is admissable as an embedded i-simplex, for 0 < t ≤ 1. Because
Cσi is a cone it follows that for each embedding of Cσi the point s = f(0, λ) will be independent
of the choice of λ in σi. In this way the existence of ‘base points’ is, as promised, implicit in the
construction. It should now be clear that if η1 is a formal sum of local cycles, as used in the previous
section, then it can be presented as the t = 1 surface of a formal sum η of embedded Cσi, and vice
versa.
The relations used between these η are more subtle. If η1 and η
′
1 are equivalent as local cycles
then there will, by definition, be a formal sum of embedded σi+1, whose boundary is η1 − η
′
1.
This can then be coned to give a formal sum of Cσi+1, whose boundary is η − η
′. Although such
relations are perfectly valid, they do not allow the base points to move. (In the previous section
locally constancy was used to do this.)
To move η1 at s to an equivalent η
′
1 at s
′, we need a path γ from s to s′. This path is a map from
[0, 1] to X. Thus, to produce a chain whose boundary is η− η′ it is natural to consider embeddings
of σ1×Cσi, where σ1 is of course a 1-simplex. If f is an embedding of σ1×Cσi then its boundary
will be a formal sum of embeddings of σ0 × Cσi ∼= Cσi and also of σ1 × Cσi−1. As before, we say
that f is allowed if for each 0 < t ≤ 1 the embedding ft of σ1 × σi is allowed by the perversity
conditions. We will now say that a formal sum η of embedded Cσi is a boundary if first it is a
chain, and second the equation η = dξ can be solved, where ξ is a formal sum of allowed embedded
Cσi+1 and σ1 × Cσi simplices. That the stratified simplices used to construct ξ are not all of the
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same type is a subtlety not previously present.
The basic operations in the above examples are first applying the cone operator C to a simplex,
and second multiplying by an ordinary simplex. We can now give the main definition of this section.
Definition 1 An order zero stratified simplex is just an ordinary simplex σ. If σ is an order
(r − 1) stratified simplex and σi is an ordinary simplex (of dimension i) then σi × Cσ is an order
r stratified simplex, and all such arise in this way, for r ≥ 1.
The dimension sequence (or dimension for short) of an ordinary i-simplex is (i). The dimension
of σi × Cσ is (. . . , i), where the dots denote the entries of the dimension sequence of σ. We will
use σ(i0, . . . , ir) (or more briefly σ(i) or even just σi) to denote the standard stratified simplex of
dimension i = (i0, . . . , ir).
5 Local-global intersection homology
The usual concepts, when applied to stratified simplices, will produce some but not all of the local-
global intersection homology groups. The remainder arise through the imposition of additional
conditions, as to where the ‘apex locii’ of the embedded simplices meet the strata of X.
Throughout this section σ will be an order r stratified simplex of dimension i = (i1, . . . , ir). As
usual, an embedding of σ is just a continuous map f : σ → X. We will say that is is allowed if,
whenever the coning variables t are all nonzero, the restriction
ft : σ(ir)× . . . × σ(i0)→ X
of f to the t-slice is allowed by the perversity conditions.
The boundary df of f is defined so that the t-slice (df)t of df is equal to the boundary d(ft) of
the t-slice of f . This condition is sufficient to determine df . It also ensures that d ◦ d is zero. Put
another way, the construction is this. The product of simplices σ(ir)× . . .×σ(i0) has i0+ . . .+ir+r
boundary facets, each one of which when suitably coned up produces a facet of σ. (This assumes
that none of the ij are zero. But such can be ignored.) Each facet of a σ(ij) determines a facet
of σ. The sign associated to such a facet is to be determined by its location (even or odd) in
σ(ir)× . . . × σ(i0), and not by its location in σ(ij) itself. This ensures in the usual way that d ◦ d
is zero. The boundary df of f : σ → X is the signed formal sum of the restriction of f to these
boundary facets.
As usual, an i-cycle is a formal sum η of allowed embedded i-simplices, whose boundary dη is
zero. Such a cycle is a boundary if the equation η = dξ has a solution, where ξ is a formal sum
of allowed embedded stratified simplices. Notice that in this situation it makes no sense to talk of
(i+ 1) simplices, for i is not an integer.
Definition 2 Let i = (i0, . . . , ir) be a sequence of non-negative integers. The (unrestricted) local-
global homology group Hi;0X is defined to be the i-cycles modulo the i-boundaries, as defined in
the previous paragraph.
Just as a cone has an apex, so an order r stratified simplex will have r apex locii. These induce
a stratification of σ. Further local-global groups can be obtained by imposing conditions on how
the strata of σ meet the strata of X. The following definitions make these concepts clear.
Definition 3 Suppose σ = σi×Cσ
′ is an order r stratified simplex. The r-th apex locus Arσ of σ
consists of σi×{0}, where {0} is the apex of Cσ
′. The j-th apex locus Ajσ, for r > j ≥ 1, consists
of σi ×C(Aj(σ
′)), or in other words σi ×C applied to the j-th apex locus of σ
′. We define A0σ to
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be σ itself, but do not count it as an apex locus. The Ajσ provide a descending filtration of σ. The
successive complements Ajσ \ Aj+1 are called the strata A
◦
jσ of σ.
Definition 4 Suppose f : σ → X is an embedded order r stratified simplex. The where or w-
sequence w(f) = (w1, . . . , wr) of f is defined in the following way. The entry wi is defined to be
the largest j such that f−1(Sj ∪ . . . ∪ Sn) meets the apex locus Aiσ in a set that is dense in Aiσ.
Definition 5 Let w = (w1, . . . , wr) be a w-sequence. Say that an embedding f : σ → X of an order
r simplex is w-allowed if for 1 ≤ j ≤ r the inequality wj ≤ wj(f) holds.
Definition 6 Let i be an index for order r stratified simplices, and let w = (w1, . . . , wr) be a w-
sequence. The (i, w)-th local-global intersection homology group Hi;wX is the quotient group of
i-cycles η modulo i-boundaries ψ = dξ, where each of η, ψ and ξ uses only w-allowed stratified
simplices. One can also calls these groups, for r > 0, the higher order intersection homology
groups.
At the end of §4 we proved the following result.
Theorem 7 If i is of the form (i1, 0), and w is (w1), then the (i, w) local-global homology Hi;wX
of X is independent of the stratification of X.
6 Betti numbers and convex polytopes
One of the most important properties of middle perversity intersection homology is that in many
cases there is a combinatorial formula for the Betti numbers. Here we will say a few words about
this, and its relation to local-global homology. The basic idea is that from the Betti numbers for a
small class of examples, we can reconstruct the homology theory.
First, we need some algebraic varieties. If X is an algebraic variety we will use IX to denote
the product of X with P1, while CX will denote the projective cone on X. (This assumes that X
is given to us as a projective variety.) Now let W be a word of length n in I and C, terminated by
a {pt}. Thus W denotes an n-dimensional projective variety. These IC varieties are in fact toric
varieties, of rather a special type.
The mpih Betti numbers, also known as the h-vector, of IW can be computed from that of W
by the Ku¨nneth formula. In other words
h(IW ) = IhW (1)
where the I on the right hand side represents convolution with (1, 1), the Betti numbers of P1.
(Because the odd Betti numbers are here all zero, it is convenient in this section to omit them.)
Now consider the cone CW on W . It follows easily from the standard formula for toric variety
Betti numbers that h(CW ) is obtained from hW by repeating the middle term. In other words, if
C(hW ) denotes hCW then
C(a) = (a, a)
C(a, a) = (a, a, a)
C(a, b, a) = (a, b, b, a)
C(a, b, b, a) = (a, b, b, b, a)
C(a, b, c, b, a) = (a, b, c, c, b, a)
(2)
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and so on. It is easy to guess that this should be the required formula, although proving its truth
is another matter.
We can now apply results in combinatorics. Let ∆ be a convex polytope. It has a flag vector
f∆ [1, 5]. If h∆, the Betti numbers of the associated toric variety P∆, is a linear function of f∆,
then it is determined by its value on the IC polytopes. This holds for any linear function of the
flag vector, and not just the mpih h-vector. (Here, I∆ is the product of ∆ with an interval, a
cylinder or prism; while C∆ is the cone or pyramid on ∆. The result of applying a word in I and
C to the point polytope is an IC polytope.) Thus, the formulae (1) and (2) determine h∆ for all
∆, provided we either know or assume that h∆ is indeed a linear function of f∆.
Now pretend that we know nothing about intersection homology, except that there may be a
topological homology theory whose Betti numbers are given by (1) and (2). With a certain amount
of work it is possible to produce an explicit recursive formula for h∆ in terms of f∆, and when this
is done each flag δ on ∆ makes a numerical contribution λδ to h∆. These numerical contributions
can be interpreted in terms of the linear algebra associated to δ [7], and then in terms of the
topology of P∆. The conclusion of this process is that, at least conjecturally, the formulae (1) and
(2) give rise to mpih cycles and boundaries on P∆, and hence by way of example tell us what the
mpih conditions on embedded simplices are.
Put in a nutshell, the argument is that (1) and (2), together with a certain facility in the
combinatorics of ∆ and the topology of P∆, would have allowed us to discover middle perversity
intersection homology, if only we had thought to follow this path before Goresky and MacPherson
discovered it via topology.
In this paper we have given a topological definition of local-global intersection homology. The
actual process of discovery was as described in this section. First, rules analogous the the rules
(1) and (2) for I and C were hypothesized, and then the definitions were unwound to give the
topological definition.
The first step was not easy. Not every pair I and C of rules will give rise to a linear function
on the flag vector. In fact, they must satisfy the IC-equation [5]
I (I − C)C = (I − C)C I
and also the boundary condition I{pt} = C{pt}, and these conditions are sufficient.
The reader might wish, as an exercise, to compute perhaps only heuristically the local-global
Betti numbers for IC varieties, perhaps only in smallish dimensions. When doing this it is very
helpful to know, as a consequence of a fundamental result of Bayer and Billera [1], that one wishes
for projective toric varieties of dimension n to have Fn+1, the (n+1)-st Fibonacci number, linearly
independent Betti numbers. The author’s answer to this exercise is the starting point for [6], which
contains a fuller and less formal, exposition of concepts presented in this paper.
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