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Resumen: Desde el punto de vista médico, el estudio y análisis del sistema 
cardiovascular humano por medio de metodologías de modelado y simulación es de 
gran relevancia porque permite a los doctores adquirir un mejor conocimiento de la 
fisiología cardiovascular, pudiendo ofrecer un diagnóstico más preciso y seleccionar 
la terapia más adecuada. El sistema cardiovascular humano está conformado por el 
sistema hemodinámico y el Sistema Nervioso Central (CNS). El CNS genera las 
señales que son trasmitidas desde el cerebro al corazón y a los vasos sanguíneos, 
controlando al sistema hemodinámico. Estas señales de regulación actúan sobre el 
corazón y el lecho vascular para mantener un apropiado flujo de sangre siguiendo los 
cambios de requerimientos del sistema hemodinámico en cada período de tiempo. En 
esta investigación se identifican los modelos del CNS para pacientes con 
enfermedades coronarias por medio de una metodología de Soft Computing 
denominada Razonamiento Inductivo Difuso (FIR), la cual es una herramienta muy 
útil para modelar y simular aquellos sistemas de los cuales no hay conocimiento 
previo disponible o éste es muy escaso. Es sabido que las variaciones en las 
funciones de pertenencia tienen un efecto en la eficiencia de los sistemas basados en 
reglas difusas. La metodología FIR no es una excepción. La eficiencia de los 
procesos de identificación del modelado cualitativo y de predicción de FIR está muy 
influenciada por los parámetros de discretización de las variables del sistema, es 
decir, del número de clases de cada variable y de las funciones de pertenencia que 
definen su semántica. Es por ello que en este trabajo se presenta una metodología 
híbrida, un nuevo sistema genético difuso en el contexto de la metodología FIR, para 
sugerir globalmente y de una manera automática los parámetros de discretización 
adecuados. Los componentes principales del método son también descritos en 
detalle. 
 
Palabras clave: Algoritmos genéticos, razonamiento inductivo difuso, machine 
learning, sistema nervioso central, discretización de variables. 
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I. Introducción 
El razonamiento inductivo difuso, FIR, surge o emerge de la metodología 
denominada “General Systems Problem Solver” (GSPS) desarrollada por Klir 
[Kli85]. FIR es una metodología basada en el comportamiento de los sistemas más 
que en el conocimiento de su estructura. Es una herramienta muy útil para modelar y 
simular aquellos sistemas de los cuales no hay conocimiento previo disponible. FIR 
realiza dos tareas principales, la primera es identificar las relaciones causales y 
temporales entre las variables del sistema y construir el modelo cualitativo del 
sistema observado; y la segunda es predecir el comportamiento futuro del sistema a 
partir de las observaciones pasadas y del modelo previamente identificado. Para 
cumplir con estas tareas, la metodología  FIR  cuenta con cuatro funciones básicas: 
fusificación, modelado cualitativo, simulación cualitativa y defusificación. 
El proceso de fusificación se encarga de convertir los valores cuantitativos del 
sistema (datos sin procesar) en sus  valores cualitativos equivalentes (datos 
discretizados). En el proceso de codificación difusa un valor cuantitativo se convierte 
en una tripleta cualitativa, donde el primer elemento de la tripleta es el valor de la 
clase, el segundo elemento el valor de pertenencia difusa y el último elemento 
corresponde al valor del lado. El valor de lado permite conservar en la tripleta 
cualitativa el conocimiento completo del valor cuantitativo original, determinando 
con mayor precisión donde se encuentra el valor cualitativo, esto es, a la derecha, al 
centro o a la izquierda del máximo de la función de pertenencia. De esta forma no se 
pierde información durante el proceso de fusificación.   
 
El proceso de identificación del modelado cualitativo es capaz de obtener las 
relaciones casuales y temporales entre las variables y por consiguiente de obtener el 
mejor modelo que representa el sistema.  
 
Un modelo FIR está compuesto de una máscara (estructura del modelo) y de la base 
de reglas patrón (behaviour matrix). Un ejemplo de ambos se presenta en la figura 2.  
Cada fila de la máscara representa un instante de tiempo en función del intervalo de 
muestreo. Al número de filas se le conoce como profundidad de la máscara. Cada 
elemento negativo en la máscara es denominado m-entrada (entrada de la máscara).  
 
 
Figura 1. Esquema del Razonamiento Inductivo Difuso (FIR) 
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Denota la existencia de una relación casual con la variable de salida. La secuencia en 
que las m-entradas son numeradas no tiene ningún significado especial. El valor 
positivo denota la salida. En notación de posición, la máscara de la figura 2 puede ser 
escrita como sigue (2,6,7,9), enumerando las celdas de la máscara de arriba a abajo y 
de izquierda a derecha. El proceso de identificación del modelado cualitativo evalúa 
todas las posibles máscaras y concluye cual de ellas tiene el más alto poder de 
predicción por medio de una medida de reducción de entropía, denominada la calidad 
de la máscara Q. La máscara con el máximo valor de Q es la máscara óptima. Una 
vez que la mejor máscara ha sido identificada puede ser aplicada a los datos 
cualitativos obtenidos desde el sistema resultando la base de reglas patrón, véase 
figura 1. Ambos, la base de reglas patrón y la máscara  constituyen el modelo FIR y 
una vez disponibles, la predicción del sistema puede llevarse a cabo usando el motor 
de inferencia de FIR. Este proceso es llamado simulación cualitativa. El motor de 
inferencia de FIR es una especialización del método de los k-vecinos más cercanos 
(5NN), comúnmente usado en el campo de reconocimiento de patrones. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2. Proceso de identificación del modelado cualitativo de FIR. 
La defusificación es el proceso inverso al de fusificación.  Convierte la salida 
cualitativa predicha  en una variable cuantitativa que se puede entonces utilizar como 
entrada a un modelo cuantitativo externo. Para mayores detalles de la metodología 
FIR, referirse a [Neb94]. 
 
Como es una metodología basada en lógica difusa, el proceso de modelado y de 
predicción de FIR están influenciados por los parámetros de discretización, es decir, 
el número de clases ó etiquetas para cada variable y las funciones de pertenencia que 
definen su semántica. 
 
En los últimos años la metodología FIR ha sido aplicada a la identificación y 
predicción de diferentes sistemas (como por ejemplo sistemas en el área de control, 
biomedicina, ecología) obteniendo buenos resultados, especialmente cuando el 
conocimiento de la estructura es escaso o no está disponible [MC94, NCL96, 
NMG01]. En estos trabajos, se usaron frecuentemente valores por defecto para 
determinar el número de clases y las funciones de pertenencia asociadas. El valor por 
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defecto del parámetro que corresponde al número de clases para cada variable del 
sistema es tres y se usa el Equal Frequency Partition (EFP) como técnica para 
obtener las funciones de pertenencia de las clases. La técnica EFP divide el espacio 
de la variable de tal manera que cada clase incluye el mismo número de elementos 
(registros o valores observados). Esta técnica se basa en la idea que la expresividad 
(contenido de información) del modelo será máxima si cada clase es observada el 
mismo número de veces. 
 
Sin embargo, la experiencia ha demostrado que en algunas aplicaciones, 
especialmente las llamadas soft sciences (como por ejemplo las biomédicas y las 
ecológicas), la determinación de los parámetros necesarios en el paso de la 
discretización se vuelve relevante para la identificación de un buen modelo que 
capture el comportamiento del sistema de una manera precisa. Por consiguiente, la 
determinación automática de buenos parámetros de fusificación (número de clases y 
funciones de pertenencia) en la metodología FIR es una alternativa de gran interés y 
utilidad al uso de valores heurísticos y/o valores por defecto. Como ya se ha probado 
en trabajos anteriores, la granularidad tiene una influencia determinante en el 
comportamiento de los Sistemas Basados en Reglas Difusas [CHV00].  En esta 
investigación se estudian ambos casos. Se desarrolla un AG para atacar de manera 
conjunta tanto el aprendizaje del número óptimo de clases para cada variable del 
sistema como el aprendizaje de las funciones de pertenencia de las clases. En 
[Neb03] y [ANVF04], los enfoques de recocido simulado (Simulated Annealing) y 
algoritmos genéticos se usaron para tratar el primer problema, es decir, el aprendizaje 
del número óptimo de clases para cada variable del sistema. En [ANV04] se ha 
estudiado separadamente el aprendizaje automático del otro parámetro de 
fusificación (las funciones de pertenencia asociadas). El AG propuesto se detalla en 
la sección II. En la sección III se describe la aplicación biomédica y se discuten los 
resultados obtenidos. Finalmente, se dan las conclusiones de la investigación. 
II. Algoritmo Genético propuesto 
La Inteligencia Artificial (IA)1 no sólo consiste en idear algoritmos y estructuras de 
datos para solucionar problemas. También trata acerca de la inteligencia humana, y 
por extensión, sobre la vida. En este sentido, una de las áreas de investigación dentro 
de la IA está inspirada en la teoría de la evolución de las especies de Darwin2 e 
intenta emular en lo posible a la Naturaleza. Este enfoque ha dado lugar a lo que en 
la actualidad se denomina Computación Evolutiva (CE). 
 
En un sentido general, la CE se basa en el uso del ordenador para abordar problemas 
complejos de búsqueda y aprendizaje a través de modelos de procesos evolutivos. 
Los distintos modelos computacionales que se han propuesto dentro de ésta filosofía 
suelen recibir el nombre genérico de Algoritmos Evolutivos (AEs). Existen cuatro 
tipos de AEs bien definidos que han servido como base a la mayoría del trabajo 
                                                           
1  Dar una definición de Inteligencia Artificial no es tan fácil como se podría esperar, pero en pocas 
palabras según Rich [Ric88, p. 1], se puede definir como el estudio de cómo hacer que las 
computadoras hagan cosas que hasta el momento las personas hacen bien. 
2  Independientemente de Darwin, A. R. Wallace llegó a las mismas conclusiones. 
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desarrollado en el área: los Algoritmos Genéticos (AGs), propuestos inicialmente por 
Holland [Hol62, Hol75] y  han sido posteriormente estudiados en profundidad por 
otros autores [Gol89, Mic96, Gol02]; las Estrategias de Evolución (EEs), 
desarrolladas por Rechenberg [Rec65, Rec73] y Schwefel [Sch65, Sch95, BS95]; la 
Programación Evolutiva (PE), en un principio introducida por Fogel [Fog62, Fog64, 
FOW66] y luego extendida por su hijo [Fog88, Fog91, Fog92, FA92, Fog95]; y la 
Programación Genética (PG) propuesta por Koza [Koz90, Koz92, Koz94] y 
profundizada por otros autores [Tac94, OO95, ACT99, HN01, SCC01, CLH02]. 
Entre las referencias principales sobre AEs están [Bäc96, BS96, dFal97, DD03]. En 
[BS93] se presenta un excelente resumen y estado del arte acerca de AEs, 
constituyendo un buen punto de partida para documentarse en el tema3.  
 
Actualmente, los Algoritmos Genéticos (AGs) están considerados como la técnica de 
búsqueda global más conocida y empleada. Los AGs son algoritmos de búsqueda de 
propósito general que se basan en principios inspirados en la genética de las 
poblaciones naturales para llevar a cabo un proceso evolutivo sobre soluciones de 
problemas. 
 
Los AGs son muy robustos y destacan por su capacidad de adaptación o buen 
comportamiento en problemas difíciles en los que el espacio de búsqueda es grande, 
discontinuo, complejo y poco conocido, en los que las técnicas clásicas de búsqueda 
(enumerativas, heurísticas,...) no presentan buenos resultados. Aunque no garantizan 
la obtención de la solución óptima al problema, suelen proporcionar soluciones 
bastante aceptables en un tiempo razonable. 
 
Los AGs han sido aplicados con éxito en distintas áreas. Algunas de las razones de 
este éxito son las siguientes: 1) pueden resolver problemas muy complejos de una 
forma rápida y sencilla, por su habilidad para explotar la información que van 
acumulando sobre el espacio de búsqueda que manejan, desconocido inicialmente, lo 
que les permite redirigir posteriormente la búsqueda hacia subespacios útiles, 2) 
pueden ser enlazados fácilmente con simulaciones y modelos existentes, y 3) 
presentan gran facilidad para ser hibridizados con otras técnicas. Es por ello, que se 
ha logrado que su aplicación haya crecido enormemente a lo largo de los últimos 
años en campos tan diversos como la optimización de funciones numéricas y la 
optimización combinatoria [Gol89, Mic96], Inteligencia Artificial [BB91, For93],  
Investigación Operativa [Nis93], Redes Neuronales [WS92], Sistemas Difusos 
[HV96, Ped97], Robótica [Dav91], Vida Artificial [BB91],  Aprendizaje Automático 
[DSG93, Jan93b], etc. 
 
La idea básica de estos algoritmos consiste en mantener una población de individuos 
que codifican soluciones del problema. Dichos individuos emplean una 
representación genética para codificar los valores de las características parciales que 
definen las distintas soluciones. Debido a ello, cada individuo recibe el nombre de 
cromosoma y cada una de sus componentes el de gen. 
 
                                                           
3 J. Heitkötter y  D. Beasley han elaborado también una guía completa sobre AEs, titulada “The Hitch-
Hiker’s Guide to Evolutionary Computación: A list of Frequently Asked Questions (FAQ). USENET: 
comp.ai.genetic”, con muchos enlaces a artículos, libros, software y  principales grupos de trabajo 
alrededor del mundo. Disponible vía ftp://rtfm.mit.edu/pub/usenet/news.answers/ai-faq/genetic.  
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Los cromosomas se generan inicialmente a partir de la información disponible sobre 
el problema, o bien de un modo aleatorio cuando no se dispone de esta información, 
y la población se hace evolucionar a lo largo del tiempo mediante un proceso de 
competición y alteración controlada que emula los procesos genéticos que tienen 
lugar en la naturaleza. A lo largo de sucesivas iteraciones, denominadas 
generaciones, los cromosomas se ordenan con respecto a su grado de adaptación al 
problema, es decir, con respecto a lo bien que resuelven dicho problema y, tomando 
como base estas evaluaciones, se construye una nueva población mediante un 
proceso de selección y una serie de operadores genéticos tales como el cruce y la 
mutación. Como en todos los Algoritmos Evolutivos, es necesario diseñar una 
función de adaptación o de evaluación para cada problema que se desee resolver. 
Dado un cromosoma de la población, esta función devuelve un único valor numérico 
que se supone proporcional al grado de bondad de la solución que dicho cromosoma 
codifica. Esta función es la encargada de guiar al AG por el espacio de búsqueda. Por 
esta razón, debe estar bien diseñada para que sea capaz, no sólo de distinguir de un 
modo claro los individuos bien adaptados de los que no lo están, sino también de 
ordenar éstos en función de su capacidad para resolver el problema. 
 
La figura 3 muestra la estructura general de un AG básico, en la que P(t) denota la 
población en la generación t. 
Los aspectos principales a ser considerados para implementación de un AG son: a) 
representación genética, b) función objetivo o de adaptación, c) operadores genéticos 
y d) parámetros genéticos. Estos puntos son muy importantes para alcanzar un buen 
funcionamiento del algoritmo. 
 
En esta sección se describen los componentes fundamentales del algoritmo genético 
propuesto (AG3) cuyo objetivo es encontrar simultáneamente un número de clases 
para cada variable del sistema y  la función de pertenencia más adecuada para cada 
clase.  Por lo tanto, cada cromosoma del AG representa tanto el número de clases de 
todas las variables del sistema como las funciones de pertenencia que definen su 
semántica. Para evaluar dichos cromosomas, se ejecuta una función de costo de FIR. 
 
Procedimiento Algoritmo Genético 
    EMPEZAR 
        t = 0; 
        inicializar P(t); 
        evaluar P(t); 
        MIENTRAS NO (condicion de parada) HACER 
          EMPEZAR 
             t = t + 1; 
             seleccionar P0(t) a partir de P(t -1); 
             cruzar y mutar P0(t); 
             P(t) = P0(t); 
             evaluar P(t); 
          FIN 
   FIN 
 
Figura 3. Estructura básica de un Algoritmo Genético. 
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Se estudian dos funciones de adaptación diferentes: la calidad de la máscara óptima y 
el error de predicción de una parte de los datos de entrenamiento. 
 
Los operadores genéticos principales utilizados son los de cruce y mutación. Se 
emplea elitismo para no perder la mejor solución encontrada. El AG finaliza después 
de un número de evaluaciones de cromosomas. La salida del AG es el número de 
clases (etiquetas) para cada variable y las funciones de pertenencia (distribución de 
los landmarks) que han obtenido el mejor valor en la función de adaptación utilizada. 
A. Representación Genética 
Para definir una codificación del cromosoma idónea y establecer los parámetros de 
discretización de las variables del sistema, es necesario conocer profundamente el 
proceso de fusificación de la metodología FIR.  
 
La forma más común de las funciones de pertenencia en FIR son triangulares o 
gausianas. Estás últimas son las consideradas por defecto. La figura 4 ilustra el 
proceso de fusificación por medio de un ejemplo. Como se mencionó anteriormente, 
un valor cuantitativo se convierte en una tripleta cualitativa, donde el primer 
elemento de la tripleta es el valor de la clase, el segundo elemento el valor de 
pertenencia difusa y el último elemento corresponde al valor del lado. El valor de 
lado, el cual es específico de FIR y no es usado comúnmente en lógica difusa, es el 
responsable de preservar en la tripleta cualitativa el conocimiento completo del valor 
cuantitativo original. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
En la figura 4 una temperatura de 24ºC podría ser fusificada en la clase "normal", 
con un valor de pertenencia a esta clase de 0.7 y un valor de lado “derecho”. 
 
Muchos enfoques de inferencia difusa preservan parte del conocimiento por medio 
de la asociación de los valores cuantitativo con múltiples reglas difusas formadas por  
tuplas de clases y valores de pertenencia. Estos representarían así la temperatura de 
24ºC como “normal” con una probabilidad de 0,7 y “templada” con una probabilidad 
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Figura 4. Proceso de fusificación de la metodología FIR, variable temperatura 
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de 0,20. FIR es capaz de preservar la información completa por medio de reglas 
difusas formadas por tripletas cualitativas. Es por ello, que en la metodología FIR las 
colas de las funciones de pertenencia se descartan y solamente se usa la parte de las 
funciones de pertenencia en el rango [0,5...1].  El punto donde dos clases adyacentes 
se cortan con el valor de pertenencia de 0,5 es denominado landmark.  Es así como, 
uno de los componentes a ser optimizado por el algoritmo genético es la anchura de 
la función de pertenencia de cada clase, especificada por ambos landmarks. En el 
ejemplo de la figura 4 la función de pertenencia de la clase “normal” es definida por 
los landmarks {16,26}, siendo este par los valores de la temperatura que especifica 
los límites entre la clase “normal” y sus clases adyacentes, “fresco” y “templado”, 
respectivamente. 
 
Por consiguiente, los parámetros de discretización de la metodología FIR que se 
pretenden aprender son el número de clases (etiquetas) de cada variable y las 
funciones de pertenencia que definen su semántica. De esta manera, cada cromosoma 
(C) estará compuesto por dos partes: 
 
• Número de clases (C1): El número de términos lingüísticos para N variables 
se codifica en un vector entero de longitud N en el rango [2,…,9]. Los valores 
de los genes son forzados a estar en este intervalo, por lo cual los operadores 
genéticos controlan este requisito. 
• Funciones de pertenencia (C2):  La representación genética elegida toma en 
cuenta el número de elementos observados para cada variable. Una variable 
específica está representada por la proporción de  elementos de datos que 
contiene cada clase, codificada en el rango [0..1]. La ventaja primordial de 
esta representación es que ésta facilita el cómputo de los landmarks. Un 
ejemplo de representación de un cromosoma para una única variable que 
tiene 4 clases podría ser (0,10 0,40 0,30 0,20), significando que la función de 
pertenencia de la primera clase contiene el 10% de los elementos de datos 
disponibles para esta variable, y la segunda, la tercera y la cuarta función de 
pertenencia contiene el 40%, 30% y 20% de los registros de datos, 
respectivamente. La mínima proporción de datos permitida en una clase 
(VMIN), se ha establecido en 0,05 y la máxima proporción (VMAX) viene 
definida por, ( )11 −∗−= NETIQVMINVMAX , donde NETIQ es el número 
de clases de la variable.  
 
Si denotamos por Ei el número de clases de la variable i, por Dij la proporción de 
datos para la clase j de la variable i, y por C2i la información de la proporción de 
datos para todas las clases de la variable i,  se pueden representar los cromosomas del 
siguiente modo: 
C1 = (E1,E2,…,EN) 
Pi = (Di1...DiEi) 
C2 = (P1,P2,…,PN) 
C= C1C2 
 
Lógicamente, cada vez que cambie el número de clases y/o la distribución de los 
landmarks de una variable por la acción de los operadores genéticos, se tendrá que 
construir la nueva partición difusa correspondiente.  
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B.  Función objetivo o de adaptación 
Para evaluar un cromosoma se ejecuta una función de costo de FIR que hace lo 
siguiente:  
 
1) Decodifica la información del cromosoma, construyendo su correspondiente 
partición difusa en la estructura de datos que utiliza FIR para representar dichas 
particiones.  
2) Ejecuta el proceso de identificación de modelado cualitativo de la metodología 
FIR con los datos de entrenamiento, usando la partición construida en el paso 
anterior. Por lo tanto, se obtiene la máscara asociada a esa partición con la medida 
más alta de calidad.  
3) Calcula una función objetivo. En esta investigación se proponen dos funciones de 
adaptación: a) la calidad de la máscara óptima o b) el error de predicción de parte del 
conjunto de datos de entrenamiento. 
 
Como se ha señalado, en el proceso de identificación del modelo cualitativo de la 
metodología FIR, la máscara óptima (la mejor estructura del modelo) es identificada 
por medio de una medida de calidad, Q  (véase sección I). La calidad de una máscara 
es un valor entre 0 y 1, donde 1 indica la más alta calidad. Por lo tanto, la primera 
función de costo propuesta es 1-Q, debido a que la tarea del algoritmo es minimizar 
la función de costo. 
 
La segunda función de costo se define como la predicción del error de una porción 
del conjunto de datos de entrenamiento. El error cuadrático medio normalizado en 
porcentaje (MSE), dado en la ecuación 1, es usado para este propósito. 
( )2
var
ˆ( ) ( )
.100%
E y t y t
MSE
y
 − =                                      (1) 
ŷ(t) es la salida predicha, y(t) la salida del sistema y yvar denota la varianza de y(t). 
La idea es usar parte del conjunto de datos de entrenamiento para identificar el 
modelo y el resto del conjunto de datos para evaluar la eficiencia (performance) de la 
predicción del modelo encontrado con la partición difusa evaluada. Cabe recordar 
que el modelo FIR está compuesto por la máscara óptima y la base de reglas patrón 
(behavior matrix). Esto implica que ambos han de ser generados en el proceso de 
evaluación de una determinada partición difusa cuando se usa esta función de costo. 
El error de predicción de la porción del conjunto de datos de entrenamiento no usado 
en el proceso de identificación del modelo es usado como la función de costo para el 
AG.  Por lo tanto, es necesario llamar a la función de predicción de la metodología 
FIR para obtener el costo del cromosoma evaluado. En este sentido, es evidente que 
el costo computacional de esta función de costo será notablemente mayor al obtenido 
con la función que depende únicamente de la calidad de la máscara. Sin embargo, el 
poder de predicción del modelo óptimo resultante de la partición propuesta en este 
caso debe ser superior. El tamaño de la porción del conjunto de datos de 
entrenamiento usado para la evaluación de la función de costo propuesto se define 
con respecto al tamaño del conjunto de datos de entrenamiento. Concretamente se ha 
especificado que para conjuntos de datos de entrenamiento con un número superior a 
Jesús Acosta, Angela Nebot, Josep M. Fuertes 
"Modelado del  Sistema Nervioso Central Humano  
usando una metodología híbrida de Soft Computing." 
 
 
10
UNIVERSIDAD POLITECNICA DE CATALUÑA 2005 
2000 el 25% final se usa para la evaluación de cada cromosoma, si está entre 400 y 
2000 sería el 20% final y si es menor o igual a 400 se utilizaría sólo el 8% final. 
C. Operadores Genéticos 
El mecanismo de selección empleado ha sido el Muestreo Universal Estocástico, 
propuesto por [Bak87], incorporando además una selección elitista. Los operadores 
considerados son: 
 
1) Operador de Cruce: Se utilizan dos operadores diferentes según las características 
de los dos cromosomas padres implicados en el cruce: 
 
A. Cruce cuando los dos padres tienen la misma granularidad en cada una de las 
variables: Si los dos cromosomas tienen los mismos valores en C1 (cada variable 
tienen el mismo número de etiquetas en ambos padres), se puede suponer que la 
búsqueda genética ha localizado una zona prometedora del espacio que conviene 
explotar. Para ello, se utiliza el operador de cruce aritmético [Mic96] sobre C2, 
manteniendo el valor de C1 en ambos descendientes. Este operador de cruce genera 
dos hijos como una media ponderada del valor de los padres. Un valor real, “u”, en 
el rango [0...1] se selecciona de manera aleatoria y se usa para generar los nuevos 
hijos por medio de la ecuación 2. 
 
MADREuPADREuCt ∗−+∗= )1(  
MADREuPADREuCt ∗+∗−= )1('  
Una de las ventajas de este operador de cruce es que a partir de dos padres “válidos” 
(la suma de los valores de las proporciones de datos para todas las clases de cada 
variable es uno), se obtienen dos hijos igualmente  “válidos” (siempre que se utilice 
el mismo valor de “u” para generar todos los genes descendientes de esa pareja de 
padres). 
 
B. Cruce cuando los padres tienen distinto numero de etiquetas en alguna de las 
variables: En este segundo caso, parece interesante utilizar la información contenida 
en ambos padres para explorar el espacio de búsqueda y tratar de localizar nuevas 
zonas prometedoras. El funcionamiento del operador de cruce es sencillo, se 
selecciona aleatoriamente un punto de corte dentro de C1, y se cruzan las dos partes 
C1 y C2 de ambos cromosomas de acuerdo al operador clásico de cruce [Mic96]. 
 
A continuación, se muestra una representación gráfica del funcionamiento de este 
cruce, sean 
1 1 21 2 2 1 2( ,..., , ,..., , ,..., , ,..., )t p p N p p NC E E E E C C C C+ +=  
' ' ' ' ' ' ' ' '
1 1 21 2 2 1 2( ,..., , ,..., , ,..., , ,..., )t p p N p p NC E E E E C C C C+ +=  
 
dos individuos que se van a cruzar en el punto p, los dos descendientes resultantes 
son: 
(2)
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' ' ' '
1 1 21 2 2 1 2( ,..., , ,..., , ,..., , ,..., )t p p N p p NC E E E E C C C C+ +=  
' ' ' ' '
1 1 21 2 2 1 2( ,..., , ,..., , ,..., , ,..., )t p p N p p NC E E E E C C C C+ +=  
 
2)  Operador de Mutación: Debido a la naturaleza de los valores almacenados en las 
dos partes del cromosoma, se utilizarán dos operadores diferentes de mutación, uno 
para cada una de ellas: 
 
• Mutación en C1: El operador de mutación seleccionado es el propuesto por 
[Thr91]. Si el gen a mutar es de C1, se aumenta o disminuye en una unidad la  
granularidad asociada (la decisión es tomada de manera aleatoria). Cuando el 
valor que se pretende cambiar es el mínimo (2) ó el máximo (9), se realiza el 
único cambio posible, esto es, incrementar o decrementar en uno la 
granularidad, respectivamente. Por supuesto, un cambio en C1 origina una 
inconsistencia en C2, donde se encuentran almacenados los conjuntos difusos 
asociados al número de clases (funciones de pertenencia) que tenia antes esa 
variable. Por tanto, cuando se cambia la granularidad de una variable en C1 se 
cambia su parte correspondiente en C2, construyendo una partición difusa 
uniforme (método EFP) con el nuevo número de clases del cromosoma. 
 
• Mutación en C2: Debido a la naturaleza de los valores almacenados en esta 
parte del cromosoma, el operador de mutación seleccionado está también 
basado en las ideas de [Thr91]. Si el gen a mutar es de C2, la proporción de 
datos asociada al gen del cromosoma seleccionado se le aumenta o disminuye 
(la decisión es tomada de manera aleatoria) por un factor entre el rango 
[VMIN..MAX], también aleatorio.  Donde 0,50 ( 1)MINMAX V NETIQ= − ∗ − . 
Las otras proporciones de la misma variable son ajustadas para mantener  la 
sumatoria a 1. Cuando el valor que se pretende cambiar más o menos el factor 
sale de los límites del rango [VMIN...VMAX], se realiza el único cambio 
posible, esto es, incrementar o decrementar por el factor, respectivamente.  
 
D. Parámetros genéticos 
Las probabilidades se han establecido de acuerdo a lo señalado por [Gre86]. Los 
valores que se han definido son: 
a) Tamaño de la población inicial: 50 individuos 
b) Probabilidad de cruce: 0,6 
c) Probabilidad de mutación: 0,1 
d) Número de generaciones: {200,400} 
 
Se han considerado dos criterios de parada del AG, es decir, alcanzar 200 y 400 
generaciones, respectivamente.  
 
La población inicial está compuesta por cuatro bloques, a excepción del primero el 
resto posee el mismo número de cromosomas. En ninguno de los casos se admiten 
cromosomas repetidos. El proceso de generación de la misma se describe a 
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continuación: 
 
• En el primer bloque, cada cromosoma tiene el mismo número de etiquetas 
para todas las variables del problema y se consideran funciones de 
pertenencia distribuidas uniformemente (Método EFP) a lo largo del universo 
de discurso de la variable. 
• En el segundo bloque, dentro de cada cromosoma puede haber distintos 
valores (escogidos aleatoriamente) para el número de etiquetas de las 
variables. Las funciones de pertenencia se distribuyen uniformemente 
(Método EFP) al igual que en el primer bloque considerando la granularidad 
correspondiente. 
• En el tercer bloque, se empieza igual que el primero, cada cromosoma tiene el 
mismo número de etiquetas para todas las variables del problema. Las 
funciones de pertenencia no se distribuyen uniformemente, se generan 
aleatoriamente. 
• En el último bloque, se comienza igual que el segundo, cada variable de cada 
cromosoma puede tener cualquier número de etiquetas. Las funciones de 
pertenencia se generan aleatoriamente igual que en el tercer bloque. 
III. Modelado del Sistema Nervioso Central Humano 
El sistema cardiovascular  humano está compuesto del sistema hemodinámico y del 
Sistema Nervioso Central (CNS). El sistema hemodinámico opera esencialmente 
como una bomba hidro-mecánica, y por lo tanto, se conoce bien su funcionamiento y 
estructura. Por este motivo, se pueden encontrar en la literatura un gran número de 
modelos cuantitativos que representan este sistema de forma precisa [SMSS88, 
Val93]. El CNS se encarga de controlar al sistema hemodinámico. Contrariamente a 
aquél, su funcionamiento es muy complejo y los mecanismos estructurales 
responsables de las acciones de control no son bien conocidos, por lo cual todavía 
aún no hay buenos modelos deductivos que sean capaces de describirlo desde 
principios físicos y fisiológicos. El análisis de la regulación llevada a cabo por los 
controladores del CNS al sistema hemodinámico y su aplicación a pacientes con 
enfermedades coronarias es de un gran interés para el diagnóstico y la selección de la 
mejor terapia. 
 
La figura 5 muestra un diagrama simplificado del modelo del sistema cardiovascular 
compuesto del sistema hemodinámico y  del CNS. El sistema cardiovascular es un 
complejo sistema dinámico en el cual varias acciones deben ser consideradas: 
llenado y vaciado del ventrículo, flujo sanguíneo a través de todo el organismo, las 
acciones de control hechas por el CNS, y la interacción del sistema cardiovascular 
con otros sistemas del cuerpo. 
 
La principal tarea del sistema hemodinámico es asegurar el flujo continuo de sangre 
en el cuerpo humano para llevar el oxigeno y las sustancias metabólicas necesarias a 
los tejidos, así como también eliminar los productos de la oxidación. Por su parte, 
como ya se ha señalado el CNS tiene como función principal controlar al sistema 
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hemodinámico y esto lo logra mediante la generación de señales de regulación para 
los vasos sanguíneos y el corazón. Estas señales son trasmitidas a través de los 
nervios simpáticos y parasimpáticos, produciendo los estímulos en los órganos 
correspondientes y otras partes del cuerpo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
El CNS está compuesto por cinco controladores diferentes que generan las señales de 
control del ritmo cardiaco (HR), resistencia periférica (PR), contractilidad del 
miocardio (MC), tono venoso (VT) y resistencia coronaria (CR). Todos los 
controladores del CNS son modelos SISO manejados por la misma variable de 
entrada, la presión del seno carotídeo (CSP). La identificación del modelo se realiza 
para los cinco controladores de un paciente. Las señales de entrada y salida de los 
controladores del CNS son registradas con una tasa de muestreo de 0,12 segundos 
[NCV98], obteniendo un registro de 7279 datos para identificar cada uno de los 
modelos. El modelo ha sido ajustado para representar una patología específica de un 
paciente con una obstrucción arterial coronaria, haciendo que las cuatro variables 
fisiológicas (presión de la aurícula derecha, presión aórtica, flujo de sangre coronaria 
y ritmo cardíaco) del modelo coincidan con la medición de datos tomados del 
paciente real. Estos se validan mediante seis conjuntos de prueba que no han sido 
utilizados en el proceso de identificación. Cada conjunto de prueba representa una 
morfología específica permitiendo, de esta manera, la validación de cada modelo 
para comportamientos diferentes del sistema. Cada conjunto de prueba tiene un 
tamaño de alrededor de 600 valores cada uno. 
 
 
A. Trabajos previos 
 
La tabla II contiene las predicciones alcanzadas para el mismo problema tanto 
cuando se trabaja con modelos NARMAX [NCV98], redes neuronales time delay 
[CAN97] y redes neuronales recurrentes [CAN97]. Las columnas de la tabla 
especifican el promedio del error de predicción de los 6 conjuntos de test para cada 
Figura 5. Diagrama simplificado del modelo del sistema cardiovascular, 
compuesto del sistema hemodinámico y del Sistema Nervioso Central (CNS). 
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controlador. Todas las metodologías usan el mismo conjunto de datos de 
entrenamiento y de test descrito previamente. 
 
TABLA II. 
ERRORES DE PREDICCIÓN MSE DE LOS MODELOS DEL SNC  
USANDO METODOLOGÍAS NARMAX, TDNN Y RNN  
(VALOR MEDIO DE LOS 6 CONJUNTOS DE DATOS DE TEST PARA CADA CONTROLADOR). 
 
 HR PR MC VT CR 
NARMAX 9,3% 18,5% 22,0% 22,0% 25,5% 
TDNN 15,3% 33,7% 34,0% 34,0% 55,6% 
RNN 18,3% 31,1% 35,1% 34,7% 57,1% 
  
 
B. Aprendizaje global del número óptimo de clases y de las funciones de pertenencia 
de las clases (AG3) 
 
En este apartado se evalúa la utilidad del algoritmo genético propuesto (AG3) para la 
optimización de los parámetros de fusificación de la metodología FIR, es decir, el 
número de clases y las funciones de pertenencia que definen su semántica. Se han 
realizado 30 ejecuciones del AG3 para cada controlador de acuerdo a las funciones 
de costo y criterios de parada (Véase Apéndice I). Se utilizó un computador Pentium 
III (0.6 GHz) para realizar todas las simulaciones de la función de costo 1-Q (ambos 
criterios de parada). Asimismo, este computador se usó para el primer criterio de 
parada (200 generaciones) de la función de costo MSEtrain. Sin embargo, se utilizó un 
computador Pentium IV (2.66 GHZ) para el otro criterio de parada debido a la 
necesidad de disminuir los tiempos de ejecución. Este algoritmo se ejecuta para 
obtener de forma conjunta el número óptimo de clases y las funciones de pertenencia 
de esas clases tanto para las variables de entrada como para la variable de salida del 
problema en estudio.  
 
Los resultados son presentados en dos sub-apartados denominados en base a la 
función de costo usada para la evaluación de los cromosomas. 
 
Función de costo 1-Q: 
 
La Tabla III muestra los resultados obtenidos para los cinco controladores (CR, PR, 
HR, VT y MC)  usando las funciones de costo 1-Q. 
 
La tabla está organizada como se describe a continuación. La primera columna se 
divide en tres secciones. La sección A corresponde al mejor resultado obtenido por el 
AG3. La sección B corresponde al peor resultado obtenido por el AG3. La sección C 
y D muestran los resultados cuando éste AG no es utilizado sino cuando se emplean 
dos algoritmos genéticos denominados AG1 y AG2 que fueron implementados en 
estudios previos [ANVF04, ANV04]. El primero se encarga del aprendizaje del 
número óptimo de clases para cada variable del sistema y el otro tiene como 
finalidad el aprendizaje de las funciones de pertenencia de las clases. El AG1 usa el 
método EFP para determinar las funciones de pertenencia para cada variable, en 
cambio el AG2 no emplea ese método para llevar a cabo esa tarea. El AG2 puede 
sugerir funciones de pertenencia no uniformes para cada variable. De esta forma,  C 
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y D se usan como referencia. La segunda columna indica el criterio de parada, es 
decir, el número de evaluaciones de cromosomas realizadas por el AG. La tercera y 
cuarta columnas presentan la solución sugerida por el AG3 (número de clases y 
distribución de landmarks) para la variable de entrada (CSP) y la variable de salida 
de cada controlador (CR,PR,HR,VT,MC) cuando se cumple el criterio de parada 
estipulado. El número de elementos de la proporción de datos corresponde al número 
de clases (etiquetas) para esa variable. Nótese que la solución sugerida representa los 
parámetros de entrada al proceso de fusificación de la metodología FIR. La quinta 
columna contienen la máscara óptima (en notación de posición) encontrada por FIR 
para esa partición (número de clases) y proporción de datos (distribución de 
landmarks). La sexta columna corresponde a la calidad asociada a la máscara óptima. 
La séptima columna es el valor de la función de costo 1-Q. La última columna indica 
el valor del error de predicción (MSE) para los conjuntos de datos de test (expresado 
en porcentaje, %). Cabe destacar que existen 6 conjuntos de datos de test, de 600 
puntos cada uno, correspondientes a diferentes morfologías. Aquí se presenta el error 
medio de las predicciones de los 6 conjuntos de test. Los errores MSE para cada 
conjunto de datos de test fueron calculados mediante la ecuación 1. 
 
Si se observa minuciosamente la Tabla III, se contempla que la peor solución 
sugerida por el AG3 en todas las generaciones (valores de 1-Q en la fila B) es mejor 
que el resultado de referencia (C), es decir, cuando se utiliza por defecto el método 
EFP para obtener las funciones de pertenencia. Aunque el AG no asegura la solución 
óptima, aquí todas las soluciones sugeridas son mejores que las encontradas cuando 
no se usa. Por otra parte, se puede señalar que la mayoría de las soluciones sugeridas 
por este AG (valores 1-Q en la fila A) son mejores al resultado de referencia (D), es 
decir, cuando se utiliza el AG2  para obtener las funciones de pertenencia. 
Asimismo, para todos los controladores del CNS el AG3 exploró otras zonas 
prometedoras dentro del espacio de búsqueda dando diferentes soluciones a las de los 
resultados de referencia (C) y (D). 
 
El número de generaciones efectuadas por el AG condiciona indiscutiblemente el 
tiempo de CPU necesario para realizar las treinta ejecuciones para cada criterio de 
parada. En la Tabla IV se muestran los tiempos  para la función de costo 1-Q y se 
puede observar que a medida que se ampliaba el número de generaciones, el tiempo 
de CPU se incrementaba cerca del doble al obtenido en la fase anterior. 
 
Los errores de predicción del conjunto de datos de test (última columna) se presentan 
para ver la precisión de cada modelo obtenido. Se puede indicar que los mejores 
modelos FIR obtenidos (fila A) por la metodología FIR implementando el AG3 
presentan un MSEtest mucho mejor que los obtenidos por otras metodologías 
inductivas de la Tabla II. Sin embargo eso no sucede siempre, ya que los MSEtest más 
bajos para los controladores PR (MSEtest=49,13%)  y MC (MSEtest=66,81%) son 
mayores. Esto es debido a que el conjunto de datos de test no ha sido utilizado en el 
proceso de modelado cualitativo de FIR. Asimismo, se puede señalar que para esos 
controladores el AG3 exploró el espacio de búsqueda, y en este caso, encontró 
soluciones que no han sido capaces de obtener modelos FIR con mayor poder de 
predicción a los resultados de referencia (C) y (D). 
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TABLA III  
RESULTADOS  DE  PARTICIONES  Y FUNCIONES DE PERTENENCIA PARA  LOS CONTROLADORES  CR, PR, HR, VT  Y  MC 
 USANDO LA FUNCIÓN DE COSTO 1-Q   
 
 Controlador  CR     
 # Gen Particion Data Proportion Opt. Mask Q 1-Q MSEtest 
A 400 (9,3) CSP:(0.06,0.06,0.15,0.13,0.11,0.15,0.21,0.08,0.05) 
CR:(0.45,0.36,0.19) 
(1,4,6) 0.9845 0.0155 2,02% 
 200 (6,3) CSP:(0.06,0.09,0.20,0.42,0.18,0.05) 
CR:(0.40,0.42,0.18) 
(1,4,6) 0,9839 0,0161 1,07% 
B 400 (5,2) CSP:(0.06,0.40,0.21,0.28,0.05) 
CR:(0.31,0.69) 
(3,4,6) 0,9838 0,0162 79,89% 
 200 (9,3) CSP:(0.07,0.07,0.06,0.25,0.06,0.25,0.11,0.08,0.05)  
CR:(0.44,0.37,0.19) 
(1,4,6) 0,9846 0,0154 2,26% 
C  (9,3) Equal Frecuency Partition method 
 
(1,4,6) 0.9787 0.0213 3.92% 
D  (9,3) CSP:(0.06,0.09,0.18,0.12,0.09,0.22,0.11,0.08,0.05) 
CR:(0.38,0.43,0.19) 
(1,4,6) 0.9845 0.0155 2.03% 
 Controlador  PR     
 # Gen Particion Data Proportion Opt. Mask Q 1-Q MSEtest 
A 400 (9,2) CSP:(0.20,0.08,0.12,0.08,0.13,0.09,0.17,0.06,0.07) 
PR:(0.05,0.95) 
(4,5,6) 0,9750 0,0250 63,20% 
 200 (9,2) CSP:(0.20,0.08,0.12,0.08,0.09,0.10,0.11,0.15,0.07) 
PR:(0.05,0.95) 
(4,5,6) 0,9750 0,0250 49,13% 
B 400 (6,7) CSP:(0.15,0.12,0.11,0.15,0.32,0.15) 
PR:(0.13,0.16,0.13,0.14,0.14,0.14,0.16) 
(4,5,6) 0,8774 0,1226 24,74% 
 200 (8,7) CSP:(0.13,0.10,0.07,0.08,0.07,0.19,0.18,0.18) 
PR:(0.13,0.16,0.14,0.14,0.14,0.13,0.16) 
(4,5,6) 0,8800 0,1200 13,55% 
C  (8,7) Equal Frecuency Partition method 
 
(4,5,6) 0.8552 0.1448 6.10% 
D  (8,7) CSP:(0.13,0.13,0.11,0.09,0.15,0.12,0.14,0.13) 
PR:(0.18,0.11,0.15,0.14,0.15,0.11,0.16) 
(4,5,6) 0.8831 0.1169 19.56% 
 Controlador  HR     
 # Gen Particion Data Proportion Opt. Mask Q 1-Q MSEtest 
A 400 (3,2) CSP:(0.72,0.23,0.05) 
HR:(0.92,0.08) 
(1,4,5,6) 0,9714 0,0286 6,88% 
 200 (3,2) CSP:(0.78,0.17,0.05) 
HR:(0.92,0.08) 
(3,4,5,6) 0,9702 0,0298 6,31% 
B 400 (8,2) CSP:(0.12,0.12,0.13,0.11,0.14,0.12,0.14,0.12) 
HR:(0.23,0.77) 
(4,5,6)   0,9023 0,0977 5,58% 
 200 (8,5) CSP:(0.22,0.08,0.10,0.11,0.10,0.09,0.11,0.19) 
HR:(0.10,0.05,0.05,0.05,0.75) 
(4,5,6) 0,8927 0,1073 5,78% 
C  (7,2) Equal Frecuency Partition method 
 
(4,5,6) 0.8326 0.1674 13.76% 
D  (7,2) CSP:(0.05,0.20,0.27,0.08,0.09,0.05,0.26) 
HR:(0.06,0.94) 
(4,5,6) 0.9421 0.0579 11.49% 
 Controlador  VT     
 # Gen Particion Data Proportion Opt. Mask Q 1-Q MSEtest 
A 400 (9,2) CSP:(0.06,0.08,0.06,0.09,0.10,0.22,0.16,0.18,0.05) 
VT:(0.30,0.70) 
(3,4,6) 0,9731 0,0269 16,21% 
 200 (8,2) CSP:(0.06,0.15,0.08,0.18,0.17,0.13,0.18,0.05)   
VT:(0.30,0.70) 
(3,4,6) 0,9729 0,0271 6,88% 
B 400 (9,7) CSP:(0.09,0.06,0.07,0.11,0.12,0.12,0.10,0.24,0.09) 
VT:(0.30,0.34,0.15,0.05,0.05,0.06,0.05) 
(3,4,6) 0,8446 0,1554 7,08% 
 200 (9,6) CSP:(0.16,0.13,0.07,0.16,0.08,0.19,0.11,0.05,0.05)  
VT:(0.06,0.05,0.06,0.05,0.06,0.72) 
(4,5,6) 0,9504 0,0496 0,78% 
C  (8,7) Equal Frecuency Partition method 
 
(3,4,6) 0.8142 0.1858 9.49% 
D  (8,7) CSP:(0.21,0.17,0.19,0.07,0.13,0.07,0.11,0.05) 
VT:(0.06,0.08,0.05,0.05,0.06,0.62,0.08) 
(3,4,6) 0.9332 0.0668 6.17% 
 Controlador  MC     
 # Gen Particion Data Proportion Opt. Mask Q 1-Q MSEtest 
A 400 (9,2) CSP:(0.06,0.15,0.15,0.18,0.18,0.07,0.10,0.06,0.05) 
MC:(0.19,0.81) 
(3,4,6) 0,9739 0,0261 66,81% 
 200 (9,2) CSP:(0.07,0.14,0.13,0.09,0.18,0.11,0.07,0.11,0.10) 
MC:(0.19,0.81) 
(3,4,6) 0,9731 0,0269 76,76% 
B 400 (8,7) CSP:(0.13,0.13,0.13,0.11,0.16,0.10,0.13,0.11) 
MC:(0.09,0.05,0.05,0.05,0.06,0.65,0.05) 
(4,5,6) 0,9347 0,0653 1,03% 
 200 (7,6) CSP:(0.15,0.12,0.11,0.19,0.12,0.20,0.11) 
MC:(0.10,0.14,0.06,0.60,0.05,0.05) 
(4,5,6) 0,9291 0,0709 58,53% 
C  (8,7) Equal Frecuency Partition method 
 
(3,4,6) 0.8166 0.1834 8.37% 
D  (8,7) CSP:(0.17,0.19,0.20,0.08,0.11,0.07,0.07,0.11) 
MC:(0.06,0.05,0.06,0.06,0.05,0.67,0.05)) 
(4,5,6) 0.9371 0.0629 3.63% 
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Por otra parte, es necesario destacar que para esta función de costo el mejor modelo 
FIR del controlador PR ha sido conseguido usando el AG1 (MSEtest = 6,10%) en 
donde se utiliza el método EFP para obtener las funciones de pertenencia. Ni los 
obtenidos por el AG3 (MSEtest=49,13%) y el AG2 enlazado con el AG1 
(MSEtest=19,56%) han mejorado su habilidad de predicción. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
En las figuras 6 y 7, se muestran las predicciones de los modelos FIR 
correspondientes a la mejor solución (A) y a la peor solución (B) encontradas por el 
TABLA IV 
TIEMPO CONSUMIDO POR EL AG3 PARA REALIZAR LAS TREINTA EJECUCIONES                          
POR CADA CRITERIO DE PARADA EN CADA CONTROLADOR. FUNCIÓN DE COSTO 1-Q 
 
Controlador Criterio de Parada    
(# generaciones) 
Tiempo 
(horas) 
200 44:00  CR 
400 87:09  
200 47:11 PR 
400 96:22  
200 34:42  HR 
400 63:56  
200 48:35 VT 
400 107:57 
200 46:11 MC 
400 93:48 
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Figura 6. Predicción del modelo FIR para controlador HR usando la función de 
costo 1-Q. Mejor Solución: Partición (3,2) con Q=0,9702 y distribución de 
landmarks: CSP:(0.78,0.17,0.05)-HR:(0.92,0.08).  MSEtest=6,31% con errores para 
conjuntos de test:  mva=2,96%  y  ref=10,31%.   
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AG para el controlador HR usando la función de costo 1-Q. Los errores MSEtest  
promedios de los 6 conjuntos  de datos de test  para ambas soluciones son 6,31% y 
5,78%, respectivamente. Se observa que los modelos FIR siguen el comportamiento 
de la señal real del controlador HR de una forma precisa. 
 
 
 
 
 
 
 
 
 
Función de costo MSEtrain: 
 
La Tabla V muestra los resultados del AG para los cinco controladores (CR, PR, HR, 
VT y MC) cuando se usa la función de costo del error de predicción MSE de una 
porción del conjunto de datos de entrenamiento (MSEtrain). En esta aplicación el 
último 25% de la señal de entrenamiento se usa para la evaluación de la función de 
costo MSEtrain  y solamente el primer 75% de la señal se usa para obtener los modelos 
FIR (máscaras y base de reglas patrón). Esta tabla está organizada como la Tabla III. 
La única diferencia es que la séptima columna contiene los valores de MSEtrain en 
vez de 1-Q.  
 
Se puede indicar a partir de la Tabla V, que todas las peores soluciones sugeridas por 
el AG (valores de MSEtrain en la fila B) son mejores con respecto a aquellas obtenidas 
cuando se usa por defecto el método EFP (AG1) para obtener las funciones de 
pertenencia, es decir, el resultado de referencia (C). Por otro lado, se puede destacar 
que todas las mejores soluciones sugeridas por el AG para ambos criterios de parada 
(valores MSEtrain en la fila A) tienen un  error MSEtrain igual (sólo el controlador CR) 
o inferior al resultado de referencia (D), es decir, cuando se utiliza el AG2  para 
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Figura 7. Predicción del modelo FIR para controlador HR usando la función de 
costo 1-Q. Peor Solución: Partición (8,5) con Q=0,8927 y distribución de 
landmarks: CSP:(0.22,0.08,0.10,0.11,0.10,0.09,0.11,0.19)-HR:(0.10,0.05,0.05,0.05, 
0.75). MSEtest=5,78% con errores para conjuntos de test: mva=1,58%  y ref=9,42%. 
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obtener las funciones de pertenencia.   
 
Como se ha señalado anteriormente, el tiempo de CPU por el AG cuando se usa la 
función de costo MSEtrain es mayor que el consumido cuando se usa la función de 
costo 1-Q. Esto sucede porque ahora los procesos de identificación del modelado 
cualitativo y de predicción de FIR necesitan ser ejecutados para cada evaluación de 
cromosoma. En la Tabla VI se muestra el tiempo consumido por el AG para realizar 
las treinta ejecuciones por cada criterio de parada. Aquí fueron utilizados 
computadores distintos para cada criterio de parada en virtud a la necesidad de 
disminuir los tiempos de ejecución. Es así como para las 200  y 400 generaciones se 
usaron un computador Pentium III (0.6 GHz) y Pentium IV (2.66 GHZ), 
respectivamente. 
En cuanto a la precisión de los modelos FIR para la función de costo MSEtrain, se 
puede indicar que los MSEtest obtenidos por la metodología FIR implementando el 
AG3 para todos los controladores son significativamente  menores que los obtenidos  
por otras metodologías inductivas de la Tabla II. Asimismo, este AG ha logrado 
encontrar soluciones con un poder mayor de predicción que las sugeridas por los 
resultados de referencia (C) y (D), es decir, cuando sólo se implementa el AG1 y se 
utilizan enlazados los AGs desarrollados anteriormente (AG1 y AG2). Dichos 
modelos sugeridos poseen particiones diferentes (número de clases y funciones de 
pertenencia) a los resultados de referencia antes señalados, y esto es debido, a que el 
AG3 exploró otras zonas prometedoras del espacio de búsqueda y encontró 
soluciones que poseen una buena capacidad de predicción. Los MSEtest para los cinco 
controladores fueron: CR=0,10%, PR=0,15%, HR=8,72e-30%, VT=0,28% y 
MC=0,30%.  
 
En las figuras 8 y 9, se muestran las predicciones de los modelos FIR 
correspondientes a la mejor solución (A) y a la peor solución (B) encontradas por el 
AG para el controlador HR usando la función de costo MSEtrain. Los errores MSEtest  
promedios de los 6 conjuntos de datos de test  para ambas soluciones son 8,72e-30% 
y 1,77%, respectivamente. Se observa cómo estos modelos FIR siguen el 
comportamiento de la señal real del controlador HR de una forma precisa. 
TABLA VI 
TIEMPO CONSUMIDO POR EL AG3 PARA REALIZAR LAS TREINTA EJECUCIONES                         
POR CADA CRITERIO DE PARADA. FUNCIÓN DE COSTO MSETRAIN. 
(* COMPUTADOR PENTIUM IV A 2.66HZ) 
 
Controlador Criterio de Parada    
(# generaciones) 
Tiempo 
(horas) 
200 357:55  CR 
400 * 171:24  
200 290:30 PR 
400 * 112:46  
200 570:25  HR 
400 * 262:59  
200 282:02 VT 
400 * 138:08 
200 288:55 MC 
400 * 76:53 
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 Figura 8. Predicción del modelo FIR para controlador HR usando la función de 
costo MSEtrain. Mejor Solución: Partición (7,5) con MSEtrain=9,71e-30% y 
distribución de landmarks: CSP:(0.13,0.13,0.11,0.13,0.12,0.13,0.25)-HR:(0.25,0.39, 
0.19,0.12,0.05). MSEtest=8,72e-30% con errores para conjuntos de test: 
mva=1,21e-29%  y  ref=1,87e-29%.   
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Figura 9. Predicción del modelo FIR para controlador HR usando la función de 
costo MSEtrain. Peor Solución: Partición (4,8) con MSEtrain=0,60% y distribución de 
landmarks: CSP:(0.28,0.29,0.27,0.16)-HR:(0.12,0.12,0.12,0.12,0.13,0.17,0.11,0.11). 
MSEtest=1,77% con errores para conjuntos de test: mva=0,12% y  ref=2,548%.  
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TABLA  V  
RESULTADOS  DE  PARTICIONES  Y FUNCIONES DE PERTENENCIA PARA  LOS CONTROLADORES  CR, PR, HR, VT  Y  MC 
 USANDO LA FUNCIÓN DE COSTO MSETRAIN   
 
 Controlador  CR     
 # Gen Particion Data Proportion Opt. Mask Q MSEtrain MSEtest 
A 400 (2,4) CSP:(0.53,0.47) 
CR:(0.10,0.19,0.55,0.16) 
(1,4,5,6) 0,9541 0.05% 0.10% 
 200 (2,4) CSP:(0.93,0.07) 
CR:(0.12,0.17,0.54,0.17) 
(1,3,4,6) 0,9460 0.05% 0.10% 
B 400 (2,5) CSP:(0.53,0.47) 
CR:(0.20,0.22,0.24,0.26,0.08) 
(1,4,5,6) 0,9566 0.07% 9.93% 
 200 (2,5) CSP:(0.53,0.47) 
CR:(0.20,0.24,0.20,0.20,0.16) 
(1,4,5,6) 0,9644 0.07% 0.13% 
C  (2,5) Equal Frecuency Partition method 
 
(1,4,5,6) 0.9642 0.08% 0.16% 
D  (2,5) CSP:(0.54,0.46) 
CR:(0.13,0.16,0.55,0.11,0.05) 
(1,4,5,6) 0.9488 0.05% 0.11% 
 Controlador  PR     
 # Gen Particion Data Proportion Opt. Mask Q MSEtrain MSEtest 
A 400 (2,8) CSP:(0.27,0.73) 
PR:(0.06,0.07,0.08,0.08,0.17,0.21,0.14,0.19) 
(3,4,5,6) 0,7541 0,06% 0,15% 
 200 (2,9) CSP:(0.26,0.74) 
PR:(0.08,0.10,0.05,0.05,0.2,0.09,0.16,0.10,0.17) 
(3,4,5,6) 0,7910 0,07% 0,19% 
B 400 (2,7) CSP:(0.17,0.83) 
PR:(0.14,0.15,0.15,0.14,0.13,0.14,0.15) 
(4,5,6) 0,7418 0,37% 0,96% 
 200 (3,9) CSP:(0.18,0.18,0.64) 
PR:(0.12,0.08,0.09,0.16,0.08,0.12,0.09,0.11,0.15) 
(4,5,6) 0,7752 0,29% 0,73% 
C  (4,9) Equal Frecuency Partition method 
 
(3,4,6) 0.7497 0.93% 3.05% 
D  (4,9) CSP:(0.23,0.20,0.23,0.34) 
PR:(0.09,0.10,0.08,0.13,0.14,0.08,0.13,0.10,0.15) 
(4,5,6) 0.8064 0.20% 0.80% 
 Controlador  HR     
 # Gen Particion Data Proportion Opt. Mask Q MSEtrain MSEtest 
A 400 (8,5) CSP:(0.10,0.12,0.10,0.11,0.11,0.15,0.14,0.17) 
HR:(0.11,0.42,0.32,0.09,0.06) 
(1,5,6) 0,6166 8,85e-30% 9,47e-30% 
 200 (7,5) CSP:(0.13,0.13,0.11,0.13,0.12,0.13,0.25) 
HR:(0.25,0.39,0.19,0.12,0.05) 
(1,5,6) 0,5987 9,71e-30% 8,72e-30% 
B 400 (5,9) CSP:(0.14,0.40,0.18,0.14,0.14) 
HR:(0.11,0.11,0.11,0.11,0.11,0.11,0.13,0.10,0.11) 
(4,5,6) 0,6798 0,49% 1,24% 
 200 (4,8) CSP:(0.28,0.29,0.27,0.16) 
HR:(0.12,0.12,0.12,0.12,0.13,0.17,0.11,0.11) 
(4,5,6) 0,7090 0,60% 1,77% 
C  (3,7) Equal Frecuency Partition method 
 
(4,5,6) 0.6761 0.89% 9.37% 
D  (3,7) CSP:(0.32,0.30,0.38) 
HR:(0.13,0.10,0.12,0.12,0.29,0.12,0.12) 
(4,5,6) 0.6837 0.44% 1.49% 
 Controlador  VT     
 # Gen Particion Data Proportion Opt. Mask Q MSEtrain MSEtest 
A 400 (2,9) CSP:(0.44,0.56) 
VT:(0.09,0.08,0.08,0.19,0.09,0.10,0.14,0.14,0.09) 
(1,4,5,6) 0,7496 0,12% 0,28% 
 200 (2,8) CSP:(0.44,0.56) 
VT:(0.09,0.08,0.08,0.20,0.11,0.23,0.11,0.10) 
(1,4,5,6) 0,7563 0,13% 0,29% 
B 400 (2,6) CSP:(0.41,0.59) 
VT:(0.12,0.11,0.13,0.36,0.16,0.12) 
(3,4,5,6) 0,7682 0,24% 0,57% 
 200 (4,6) CSP:(0.13,0.22,0.11,0.54) 
VT:(0.16,0.16,0.18,0.16,0.17,0.17) 
(4,5,6) 0,7964 0,33% 0,75% 
C  (2,5) Equal Frecuency Partition method 
 
(1,3,4,6) 0.7315 0.61% 1.69% 
D  (2,5) CSP:(0.38,0.62) 
VT:(0.11,0.14,0.31,0.22,0.22) 
(1,4,5,6) 0.7475 0.19% 0.46% 
 Controlador  MC     
 # Gen Particion Data Proportion Opt. Mask Q MSEtrain MSEtest 
A 400 (2,9) CSP:(0.42,0.58) 
MC:(0.07,0.05,0.05,0.06,0.06,0.11,0.20,0.34,0.06) 
(3,4,5,6) 0,7959 0,14% 0,30% 
 200 (2,9) CSP:(0.44,0.56)   
MC:(0.09,0.08,0.08,0.21,0.11,0.14,0.08,0.12,0.09) 
(1,4,5,6) 0,7465 0,13% 0,30% 
B 400 (3,7) CSP:(0.34,0.07,0.59)   
MC:(0.14,0.14,0.14,0.12,0.15,0.16,0.15) 
(4,5,6) 0,7661 0,27% 0,65% 
 200 (7,7) CSP:(0.11,0.31,0.09,0.09,0.10,0.08,0.22) 
MC:(0.13,0.05,0.12,0.23,0.28,0.12,0.07) 
(4,5,6) 0,7654 0,35% 0,70% 
C  (4,9) Equal Frecuency Partition method 
 
(3,4,6) 0.7346 0.60% 2.53% 
D  (4,9) CSP:(0.20,0.29,0.31,0.20) 
MC:(0.09,0.08,0.12,0.13,0.12,0.11,0.11,0.11,0.13) 
(4,5,6) 0.7452 0.20% 0.45% 
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Si se analizan las Tablas III y V, se puede observar que la función de costo MSEtrain 
es capaz de obtener particiones (número de clases y funciones de pertenencia que 
definen su semántica) con alta eficiencia en la predicción del conjunto de datos de 
test que los obtenidos por la función de costo 1-Q. Asimismo, los mejores resultados 
obtenidos del AG3 (valores MSEtest en la fila A) son significativamente mejores si los 
comparamos tanto con los resultados de referencia (C) y (D) como con las otras 
metodologías inductivas de la Tabla II.  Sin embargo, como ya se ha señalado la 
función de costo MSEtrain tiene un mayor costo computacional. De este modo, el 
usuario debe decidir cual función de costo utilizar tomando en cuenta el tamaño del 
problema de optimización y sus necesidades. 
4. Conclusiones 
Se ha señalado que desde el punto de vista clínico, el estudio y análisis del sistema 
cardiovascular humano por medio de metodologías de modelado y simulación es de 
gran relevancia porque permite a los médicos adquirir un mejor conocimiento de la 
fisiología cardiovascular, pudiendo ofrecer un diagnóstico más preciso y seleccionar 
la terapia más adecuada. El sistema cardiovascular humano está conformado por el 
sistema hemodinámico y el Sistema Nervioso Central (CNS), siendo este último 
debido a su funcionamiento al que se les es más difícil de obtener modelos que 
describan su comportamiento. En la presente investigación, se propone el uso de un 
nuevo sistema genético difuso (SGD) para encontrar soluciones al problema 
biomédico antes planteado. Este nuevo SGD, denominado AG3, mejora una técnica 
de modelado y simulación cualitativa, el Razonamiento Inductivo Difuso (FIR). Se 
pretende aprovechar las ventajas y potencialidades de los algoritmos genéticos (AGs) 
para aprender de forma conjunta los parámetros de fusificación de la metodología 
FIR, es decir, el número de clases por variable y las funciones de pertenencia que 
definen su semántica. Debido a que es una metodología basada en lógica difusa, la 
eficiencia de identificación del modelado cualitativo y de predicción de FIR están 
influenciados por estos parámetros de discretización. Las dos funciones de costo 
implementadas: 1-Q y MSEtrain, han sido evaluadas y comparadas desde la 
perspectiva de su eficiencia y tiempo computacional.  
 
 
De los resultados obtenidos se puede demostrar la utilidad del AG3, la eficiencia de 
la metodología FIR mejorada se comparó otra vez con la eficiencia de otras 
metodologías inductivas presentadas en trabajos previos para el mismo problema, 
tales como modelos NARMAX, redes neuronales time delay y redes neuronales 
recurrentes. Es así como, se concluye que los modelos FIR propuestos por el AG3 
son también más fiables y precisos que los propuestos por las otras metodologías 
para el sistema estudiado. FIR fue capaz para todos los controladores de obtener 
modelos con MSEtest  significativamente inferiores (no superiores a 0,30%). Por 
ejemplo, los MSEtest para los controladores MC y VT son alrededor de 73 y 78 veces 
más pequeños que el menor error obtenido con esas metodologías (MSEtest=22%). 
 
 Ahora resulta interesante analizar la eficiencia del nuevo SGD con respecto a los 
desarrollados anteriormente, el AG1 y el AG2. Hay que recordar que el primero de 
ellos sugería el número de clases para el sistema de variables, y el otro, proponía las 
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funciones de pertenencia para cada clase. Para este problema, los resultados muestran 
que el AG3  fue capaz para todos los controladores de explorar y encontrar otras 
buenas soluciones cuando se utilizó la función de costo MSEtrain. Sin embargo esto 
no sucedió para la función de costo 1-Q, aquí para los controladores PR y MC las 
mejores soluciones sugeridas presentaron un error de predicción del conjunto de 
datos de test de 49,13% y 66,81%, respectivamente. Estos MSEtest son mayores tanto  
a los obtenidos cuando se utilizó el AG2 (cuyos valores son de 19,56% y 3,63%, 
respectivamente) como cuando se usó el AG1, los cuales tienen valores de 6,10% y 
8,37%. Es así como se infiere que el AG3 para esos controladores exploró el espacio 
de búsqueda, y en este caso, encontró soluciones que no han sido capaces de obtener 
modelos FIR con mayor habilidad de predicción a los resultados de referencia (C) y 
(D). El usuario debe decidir cual función de costo utilizar de acuerdo al problema de 
optimización y  sus necesidades. 
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