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Abstract
These notes provide an introduction toward Wilson loops in N “ 4 supersym-
metric Yang-Mills theory with a focus toward their integrability properties. In
addition to a brief discussion of exact results for the circular Wilson loop and the
cusp anomalous dimension, the notes focus on non-local symmetries, utilizing the
integrability of the minimal surface problem that appears at strong coupling. This
work is based on lectures given at the Young Researchers Integrability School and
Workshop 2018. To appear in a special issue of J. Phys. A.
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1 Introduction
The below review is based on lectures given at the 2018 edition of the Young Researchers
Integrability School and Workshop and gives an introduction to Wilson loops with a focus
toward the Maldacena–Wilson loop in N “ 4 supersymmetric Yang–Mills theory.
The Wilson loop is a non-local observable which can be considered in any gauge theory
and is important both for the study of confinement as well as for the infrared singularities
of scattering amplitudes. In N “ 4 supersymmetric Yang–Mills theory, one often considers
the Maldacena–Wilson loop, which is a generalization of the Wilson loop specific to this
theory, where it is perhaps an even more central observable than the Wilson loop is in
other theories. For example, it appears to be dual to scattering amplitudes for certain
configurations whereas other configurations allow for exact calculations, which can be
employed to test the AdS/CFT correspondence.
The discussion of Wilson loops in generic gauge theories is restricted to their renor-
malization properties as well as the relation to the quark-antiquark potential. For the
Maldacena–Wilson loop, we discuss — in addition to the above-mentioned results — its
strong-coupling description in terms of minimal surfaces in AdS5 in detail. This will lay
the foundation for the discussion of hidden symmetries of the Maldacena–Wilson loop
which concludes these lecture notes. There we make use of the fact that the minimal
surface is described by an integrable, classical theory in order to extract Yangian symme-
tries. Related algebraic structures are discussed in the review on One-point functions in
AdS/dCFT [1] to appear in the same special issue of J. Phys. A.
2 Wilson Loops in Yang–Mills Theories
We begin by discussing Wilson loops in generic non-Abelian Yang–Mills theories, where
they were first considered by Wilson [2] in the study of quark confinement using lattice
methods. Here, we follow [3] and take a geometric approach, which introduces the Wilson
loop as the parallel transport in the gauge theory. This underlines the connection to the
monodromy which we will employ in the discussion of integrability for minimal surfaces.
Here, we will assume a gauge theory with Yang–Mills coupling constant g, fundamental
fermion fields ψ and gauge field Aµ, which we expand as
Aµ “ Aaµ ta , trpta tbq “ 12δab, (2.1)
in terms of the generators ta of the Lie algebra of the gauge group. Moreover, we have
the covariant derivative and field strength
Dµψ “ Bµψ ´ iAµψ , Fµν “ BµAν ´ BνAµ ´ i rAµ, Aνs . (2.2)
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Note that we cannot compare the values of the field ψ at two points x, y P Rp1,3q directly,
since they do not transform in the same way under gauge transformations,
ψpxq ÞÑ Upxqψpxq , ψpyq ÞÑ Upyqψpyq , (2.3)
where Upxq is an element of the gauge group. One encounters the same problem for
tangent vectors at different points of a manifold and we approach it in the same way
by introducing the notion of parallel transport along a curve. In the context of gauge
theories, the parallel transport is known as the Wilson line and can be introduced by
requiring that it be covariantly constant along a path connecting the points x and y.
More explicitly, consider a curve γ with parametrization xpσq from y to x and construct
the Wilson line Vγpxpσq, yq from the differential equation 9xµDµVγ “ 0, or more explicitly
d
dσ
Vγpxpσq, yq “ i 9xµpσqAµpxpσqqVγpxpσq, yq. (2.4)
Together with the initial condition Vγpy, yq “ 1, this equation determines the Wilson line
completely as can be seen from the uniqueness theorem for ordinary differential equations.
The Wilson line thus inherits the usual properties of the parallel transport. In the case
of a concatenation γ2 ˚ γ1 of two curves γ1 and γ2, for example, we have
Vγ2˚γ1pz, xq “ Vγ2pz, yqVγ1py, xq , (2.5)
for some point z located along γ2 and y denoting the connecting point of the two curves.
The proof of the above statement is a simple consequence of the uniqueness theorem
for ordinary differential equations: It is easy to see that the right-hand side satisfies the
defining equation (2.4) for the Wilson line over γ2 ˚γ1 for z located along γ2 and the factor
of Vγ1py, xq ensures that it depends on σ in a smooth way as long as the contour is smooth
as well.
The behaviour of the Wilson line under gauge transformations
Aµ ÞÑ A1µ “ U pAµ ` iBµqU´1
can be established in the same way and one finds that the Wilson line transforms as
Vγpx, yq ÞÑ V 1γpx, yq “ UpxqVγpx, yqU´1pyq. (2.6)
We have thus reached our goal to be able to compare the field ψ at different points,
since ψpxq and Vγpx, yqψpyq transform in the same way under gauge transformations.
Moreover, if we have e.g. scalar fields Φ in the adjoint representation as in N “ 4 super-
symmetric Yang–Mills theory, we can construct non-local gauge invariant operators such
as
tr pΦpxqVγpx, yqΦpyqVγpy, xqq .
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Another possibility is to consider a closed curve γ, for which the Wilson line transforms
as
Vγpx, xq ÞÑ UpxqVγpx, xqUpxq´1. (2.7)
This shows that all eigenvalues of Vγpx, xq are gauge-invariant. The Wilson loop is a
specific combination of these gauge-invariant quantities, the trace
Wpγq “ 1
N
tr pVγpx, xqq . (2.8)
Here, N is the dimension of the fundamental representation of the gauge group, which
we will take to be SUpNq from now on. The normalization factor ensures that the trivial
loop over a constant curve gives Wpγq “ 1. One can also consider other representations
of the gauge group and construct the Wilson loop there; this is related to considering
other combinations of the eigenvalues. Here, we focus on the Wilson loop in the funda-
mental representation, which we have obtained by considering the gauge transformation
properties of a fermion field transforming in the fundamental representation of the gauge
group.
The Wilson loop is typically written in a different form, which we obtain by rewriting
the defining equation (2.4) as an integral equation,
Vγpxpσq, yq “ 1` i
σż
0
dσ1 9xµ1Aµpx1qVγpx1, yq , (2.9)
where we have abbreviated xpσ1q “ x1. By iteratively plugging this recursion into itself,
we obtain the formal solution
Vγpxpσq, yq “ ÐÝPexp
ˆ
i
ż σ
0
dσ1 9xµ1Aµpx1q
˙
, (2.10)
where the arrow indicates that in the expansion of the path-ordered exponential, greater
values of σ are ordered to the left. For the Wilson loop we thus have the expression
Wpγq “ 1
N
tr
ÐÝ
Pexp
ˆ
i
ż
γ
dσ 9xµAµpxq
˙
, (2.11)
which we will use to carry out calculations in perturbation theory. The reader should
note that in an expectation value, the time-ordering does not override the path-ordering
since the respective orderings concern different objects. The time-ordering affects the
coefficients Aaµ whereas the path-ordering refers to the generators t
a.
2.1 The Quark-antiquark potential
Above, we have introduced the Wilson loop from a mathematical perspective. Physically,
we can interpret it as describing the insertion of a heavy external quark into the theory. For
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a brief motivation of this interpretation, we turn to pure electrodynamics, i.e. pure Yang–
Mills theory with gauge group Up1q. Let us first recall the action of the electromagnetic
field in the presence of electrons, which is given by
S “ ´
ÿ
part.
m
ż
ds´
ÿ
part.
e
ż
Aµ dx
µ ´
ż
d4xFµν F
µν . (2.12)
Here, the first term describes the action of a free particle, which is simply given by the
length of its world-line. The second term describes the interaction between the electrons
and the electromagnetic field, whereas the third term describes the electromagnetic field
itself.
We thus see that the expectation value of the Wilson loop,
xW pγqy “ 1
Z0
ż
rdAs exp
ˆ
iSYM ` ie
ż
γ
dxµAµ
˙
,
describes the insertion of an external charged particle into the theory. Note that here the
world-line of the particle is fixed by the contour of the Wilson loop and does not react to
the electromagnetic field. Correspondingly, the action of the free particle does not need
to appear, since the contour of the particle does not vary.
Let us now consider a specific contour, a rectangle with side-length T in the time
direction and spatial extent R:
R
T
Here, we consider T to be much larger than R, such that we can neglect the two space-like
lines closing the rectangle. The Wilson loop over this contour thus describes the insertion
of two heavy, static particles at a spatial distance R from each other. Since the contour is
oriented in the positive time direction for the one particle and the negative time direction
for the other particle, we view them as a particle-antiparticle pair.
Recall now the quantum-mechanical derivation of the path integral as describing the
transition amplitude from an initial state at time ´T {2 into a final state at time T {2. This
amplitude is described by a superposition of the propagation of energy eigenstates with
phase factors expp´iEnT q. After a Wick rotation to Euclidean time, the ground-state
energy will dominate this superposition for asymptotically large times T . Taking also
the normalization into account and recalling that we are considering a charged particle-
antiparticle pair at spatial distance R, we find that for large Euclidean times T the
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expectation value of the Wilson loop is given by
xWpγR,T qy » e´T V pRq, (2.13)
where V pRq describes the potential between the particle and antiparticle. The above result
also holds in non-Abelian Yang–Mills theories, for a derivation in this case the reader is
referred to the literature on lattice gauge theory, e.g. reference [4]. The calculation of the
expectation value of the Wilson loop is hence crucial in the study of confinement, which
is the problem Wilson originally addressed in reference [2]. We note that in a conformal
field theory scale invariance requires that the expectation value is of the form e´T {R, such
that we obtain the Coulomb potential.
An interesting application of the above result is the derivation of the Coulomb poten-
tial from pure quantum electrodynamics. Since the theory is free, we can calculate the
expectation value of the Wilson loop exactly. First, one may show that the expectation
value for a generic contour can be written as
xW pγqy “ exp
ˆ
´ e
2
8pi2
ż
dσ1dσ2
9x1 9x2
px1 ´ x2q2
˙
.
Carefully considering the limit T " R then allows to derive the Coulomb potential from
the Wilson loop.
2.2 Divergences and Renormalization
In the perturbative calculation of the expectation value of the Wilson loop, we encounter
divergences which need to be renormalized. Below, we discuss these divergences for the
one-loop approximation where they were first observed [5]. The simple calculations per-
formed there are sufficient to demonstrate the origin of the divergences and explain their
renormalization. For a proof of the renormalizability of the expectation value of the Wil-
son loop, the reader is referred to the original literature [6, 7]. At the one-loop level, the
expectation value is given by
xWpγqy “ 1´ g
2pN2 ´ 1q
16pi2N
Lż
0
dσ1 dσ2
9x1 9x2
px1 ´ x2q2 `Opg
4q . (2.14)
Here and below we omit writing out the dot product explicitly and we have inserted the
gauge field propagator in Feynman gauge,@
Aaµpx1qAbνpx2q
D “ g2
4pi2
ηµν δ
ab
px1 ´ x2q2 , (2.15)
as well as the normalization trptatbq “ 1
2
δab. Note that the path-ordering was not relevant
at this order in perturbation theory. Moreover, we will restrict the parametrization of
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the curve to satisfy 9x2 “ 1, such that the parameter σ corresponds to the arc-length.
The use of such a parametrization is indicated above by writing the explicit integration
boundaries 0 and L, even though the form given there is still reparametrization invariant.
The integrand is divergent when the two points x1 “ xpσ1q and x2 “ xpσ2q approach
each other. Here, we assume that the curve does not intersect itself, such that this happens
when σ1 and σ2 approach each other or at the end point of the closed curve. Let us first
consider the divergence coming from σ1 „ σ2. Here, we employ a cut-off regularization,
which modifies the position space propagator as
1
x2
Ñ 1
x2 ` a2 ,
and we consider the limit a Ñ 0. When the two parameters are close to each other, we
may calculate the divergent part of the one-loop expectation value (2.15) as follows:
Lż
0
ds
L´sż
´s
dt
9xpsq 9xps` tq
rxps` tq ´ xpsqs2 ` a2 »
Lż
0
ds
L´sż
´s
dt
1
t2 ` a2 ` pfiniteq
“ 2
L{aż
0
dσ arctanpσq ` pfiniteq “ 2 L
a
arctan
ˆ
L
a
˙
´ ln
ˆ
1` L
2
a2
˙
` pfiniteq
“ piL
a
´ 2 ln
ˆ
L
a
˙
` pfiniteq. (2.16)
In the first step, we have neglected all higher-order corrections in t which are due to the
curvature of the contour. Indeed, they do not contribute to the divergent part of the
result, which we have effectively calculated for a straight line of length L above. This
calculation, however, overlooks that xpL ´ σq and xpσq are also close to each other for
small σ, since we are considering a closed curve.
The divergent contribution arising from integrating close to the starting and end point
of the contour can be captured in the expression (we are using a periodic parametrization)
0ż
´L{4
dσ1
L{4ż
0
dσ2
9x1 9x2
px2 ´ x1q2 ` a2 “
L{4ż
0
dσ1dσ2
1
pσ1 ` σ2q2 ` a2 ` pfiniteq
“
L{4aż
0
dσ
`
arctan
`
L
4a
` σ˘´ arctanpσq˘` pfiniteq “ lnˆL
a
˙
` pfiniteq. (2.17)
Note that choosing the integration boundaries to be ˘L
4
was not relevant for the calcula-
tion of the divergent part, but only made sure that the points xpσq do not approach each
other for non-zero values of σ. The contribution discussed above appears twice in the
calculation of the one-loop expectation value, since we need to take both orderings of σ1
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and σ2 into account. The logarithmic divergence thus cancels between the terms (2.16)
and (2.17), such that we are left with the linear divergence in the case of a smooth curve,
Lż
0
dσ1 dσ2
9x1 9x2
px1 ´ x2q2 ` a2 “
piL
a
` pfiniteq. (2.18)
This linear divergence appears in all orders of perturbation theory and Gpγq “ xWpγqy
can be renormalized [6] as
Grenpγq “ e´δmLpγqGpγq , (2.19)
which — remembering the action (2.12) for an electron in an electromagnetic field — we
may interpret as a mass renormalization of the external particle described by the Wilson
loop.
In the case of an open end or a cusp, the Wilson loop has additional divergences.
Note first that our calculations above show that an open Wilson line has logarithmic
end-point divergences, since the calculation leading to equation (2.16) is still correct, but
the cancellation with the contribution (2.17) no longer appears. In the case of a cusp
(located at xp0q for convenience), both contributions are present, but the calculation of
the second term needs to be adapted to include the cusp angle and the cancellation of the
logarithmic contributions no longer takes place.
For the discussion of the cusp divergences, we will switch to dimensional regulariza-
tion, which is more commonly used than the cut-off regularization we discussed above.
In dimensional regularization, the momentum space propagators are unaltered, but the
Fourier transformation is carried out in D “ 4´ 2 dimensions. The two-point functions
are then modified as
1
x2
Ñ 1px2q1´ ,
cf. e.g. reference [8] for more details. Now, the logarithmic divergences associated to the
cusps appear as poles in the expansion in . In order to calculate the cusp anomalous
dimension at the one-loop order, we consider the following diagrams:
Clearly, the angle-dependence is contained in the first diagram, whereas the second dia-
gram can only contribute a constant term. The relevant integral for the one-loop calcu-
lation of the cusp divergence thus comes from considering one integration along each of
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the intersecting lines. Denoting the angle between the two lines by φ, we get
F pφq “
Lż
0
dσ1 dσ2 cospφq
rσ21 ` σ22 ` 2σ1σ2 cospφqs1´
“
Lż
0
d`
`1´2
1ż
0
dz cospφq
z2 ` z¯2 ` 2zz¯ cospφq `Op
0q
“ φ cotpφq
2
`Op0q.
Here, we have used the substitution σ1 “ `z, σ2 “ `z¯ “ `p1 ´ zq; the divergence is
then captured in the scale integral over `. We have seen above that also the second
diagram leads to a log-divergence and our above result does hence not capture the whole
divergence. Note however, that the log-divergence of this diagram has to cancel with the
one obtained from the first diagram with the intersection angle set to zero. The divergence
of the cusped Wilson loop is thus given by
W păq „ `F pφq ´ F p0q˘ “ φ cotpφq ´ 1
2
`Op0q. (2.20)
The cusp divergence is renormalized multiplicatively through a φ-dependent Z-factor
xWrenpγqy “ Zpφq xW pγqy , (2.21)
with the same Zpφq for all curves γ with the same cusp angle φ. Here, we have omitted
the dependence on the regulator which the quantities appearing on the right-hand side
have. The renormalization of a cusped Wilson loop appears in addition to the usual
renormalizations to be considered in the gauge theory and the renormalization group
equation for the cusped Wilson loop is given byˆ
µ
B
Bµ ` βpgRq
B
BgR ` Γcusppφ, gRq
˙
xWrenpγqy “ 0 , (2.22)
where βpgRq describes the dependence of the coupling constant on the renormalization
scale and Γcusppφ, gRq is known as the cusp anomalous dimension. It is presently known
up to three loops [9, 10] in QCD and up to four loops in N “ 4 supersymmetric Yang–Mils
theory [11, 12, 13].
Similar divergences appear for Wilson loops with self-intersections. In this case, how-
ever, the renormalization mixes the original operator with correlators of Wilson loops
taken over the same contour but with different orderings around the intersection point.
For the simplest example of a single intersection, the renormalization mixes between the
following contours:
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The anomalous dimension then becomes a matrix in the space of the contours which
are mixed by the renormalization and is known as the cross or soft anomalous dimension.
It is an important quantity in the description of the infrared divergences of scattering
amplitudes, see e.g. reference [14] for a review or [15] for a pedagogical introduction to
the modern methods used in these calculations. Intuitively, we can understand the con-
nection between the UV divergences of Wilson loops and the IR divergences of scattering
amplitudes as follows: The Wilson line describes an external quark following its classical
straight-line trajectory. For the emission of soft gluons of zero momentum, this trajectory
is a valid approximation and the Wilson loop accounts for the acquired phase factor.
3 The Maldacena–Wilson Loop in N “ 4 SYM
The Maldacena–Wilson loop is a generalization of the Wilson loop which is specific to
N “ 4 supersymmetric Yang–Mills theory. Maldacena’s original derivation originated
from considering pN ` 1q three-branes and separating one of them from the others. He
thus studied the Higgs mechanism for the symmetry breaking UpN ` 1q Ñ UpNq ˆUp1q.
For an account of this approach, the reader is referred to the original papers [16, 17]
or the textbook [18]. Here, we consider the dimensional reduction of light-like Wilson
loops in ten-dimensional N “ 1 supersymmetric Yang–Mills theory, which facilitates the
discussion of the local supersymmetry of the operator.
Let us shortly recall some basics of the dimensional reduction. The ten-dimensional
theory contains the gauge field Am and a ten-dimensional Majorana–Weyl spinor Ψ. Both
fields take values in the Lie algebra supNq and the action is of the form
S 9
ż
d10x tr
`´1
2
Fmn F
mn ` iΨ¯ ΓmDm Ψ
˘
. (3.1)
Here, the matrices Γm are ten-dimensional Dirac matrices, which satisfy a ten-dimensional
Clifford algebra. The action is invariant under the supersymmetry transformations
δξAm “ i ξ¯ Γm Ψ , δξΨ “ ´14Fmn rΓm,Γns ξ , (3.2)
where the supersymmetry parameter ξ is a constant, ten-dimensional Majorana–Weyl
spinor. The dimensional reduction to four dimensions is obtained by demanding that the
fields only depend on the coordinates xµ of Rp1,3q Ă Rp1,9q. This implies that the last six
components of the gauge field Am do not transform as gauge fields any more, but simply
in the adjoint representation
ΦI “ AI`3 ÞÑ UpxqΦIUpxq:. (3.3)
Moreover, from the four-dimensional viewpoint, i.e. with respect to the Lorentz group in
Rp1,3q, they are scalar fields. The ten-dimensional spinor field Ψ can also be decomposed
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into a set of four-dimensional spinor fields but that is not our concern here. The action of
the four-dimensional theory inherits the invariance under the supersymmetry transforma-
tions (3.2) from the ten-dimensional theory, which appears as N “ 4 supersymmetry after
decomposing the ten-dimensional spinor into four-dimensional spinors as for the fermion
fields. Due to the additional presence of conformal invariance, the symmetry algebra of
the four-dimensional theory is lifted to the superconformal algebra psup2, 2|4q.
The Wilson loop in ten-dimensional N “ 1 supersymmetric Yang–Mills theory is given
by
Wpγq “ 1
N
tr
ÐÝ
Pexp
ˆ
i
ż
γ
Am dx
m
˙
. (3.4)
The linear divergence we discussed above is absent for a light-like contour, but new diver-
gences appear in this case [19]. These new divergences, however, will not appear in the
four-dimensional theory for contours which are not light-like in four dimensions, as we
assume in the following. Let us now consider the supersymmetry variation of the Wilson
loop. Using the field variation (3.2), we find
δξWpγq “ ´ 1
N
ż
dσ tr
ÐÝ
Pexp
ˆ
i
ż L
σ
Am dx
m
˙`sξ 9xmΓm Ψ˘ÐÝPexpˆi ż σ
0
Am dx
m
˙
. (3.5)
If 9xm is light-like, the matrix coupling the supersymmetry parameter ξ to the fermionic
field squares to zero
p 9xmΓmq2 “ 12 9xm 9xn tΓm,Γnu “ 0 , (3.6)
and thus its rank is at most half of its dimension. This implies that locally we can find at
least sixteen linearly independent supersymmetry parameters ξpσq for which the super-
symmetry variation vanishes. A more careful analysis shows that the above restriction is
compatible with the Majorana and Weyl conditions such that the Wilson loop is locally
invariant under half of the supersymmetry transformations. Note, however, that the ac-
tion is not invariant under local supersymmetry transformations such that our finding of
local supersymmetry does not have immediate consequences in the form stated above.
This property carries over to the counterpart of the light-like Wilson loop in N “ 4
super Yang–Mills theory, the Maldacena–Wilson loop
W pγq “ 1
N
tr
ÐÝ
Pexp
ˆ
i
ż
γ
`
Aµ dx
µ ` iΦI | 9x|nI
˘˙
. (3.7)
Here, nI is a six-dimensional unit vector, which can in general depend on the curve pa-
rameter σ. This ensures that the constraint of light-like tangent vectors in ten dimensions
is satisfied,
9xmpσq “ ` 9xµpσq, i nIpσq| 9xpσq|˘ ñ 9xm 9xm “ 9x2 ´ | 9x|2 “ 0. (3.8)
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Here, we have defined
| 9x| “
$&%
?
9x2 if 9x2 ě 0 ,
i
a| 9x2| if 9x2 ă 0 , (3.9)
such that the Maldacena–Wilson loop is only a phase if 9xµ is time-like. For a space-like
tangent vector, the additional components of the ten-dimensional vector are necessarily
imaginary.
The Maldacena–Wilson loop inherits the local supersymmetry property1 of the ten-
dimensional Wilson loop. However, since the action is not invariant under local su-
persymmetry variations, only the invariance under global supersymmetry variations has
implications for the expectation value. The simplest case is the straight line for which the
Maldacena–Wilson loop is a 1/2 BPS operator, such that its expectation value is finite
and does not receive quantum corrections,
xW p qy “ 1. (3.10)
We can understand the finiteness of the Maldacena–Wilson loop for smooth contours from
this result. Recall that the divergences arise from the limit of all integration points being
close to each other. In this limit, however, any curve behaves like a straight line since the
curvature only gives a higher-order correction and the finiteness of the above expectation
value thus carries over to generic smooth curves.
If we take the sphere vector nI to be constant, only the straight line preserves some
of the supersymmetry in the Euclidean case. In order to see this, consider the condition
for supersymmetry,
pΓµ 9xµpσq ` iΓInI | 9x|qξ “ 0. (3.11)
The loop preserves a fraction of the global supersymmetry, if there is a constant supersym-
metry parameter ξ satisfying the above condition for all points along the loop. Picking a
parametrization for which | 9x| ” 1, we take the derivative of the above condition to find
Γµ:xµpσqξ “ 0.
This condition only has (local) solutions if :x2 “ 0, since the matrix `Γµ:xµ˘ has non-
vanishing determinant otherwise. In the Euclidean case, we are thus left with the straight
line. For a Wilson loop in Minkowski space, there is also the option that :xµ is light-like,
which leads to a class of 1/4 BPS Maldacena–Wilson loops. The dual minimal surfaces
are known, and indeed their area vanishes [20].
1We note that if 9xm has imaginary components, it is not possible to find solutions to 9xmΓm ξ “ 0,
which satisfy the Majorana condition for spinors in ten dimensions.
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Also in Euclidean space, however, there is a class of Maldacena–Wilson loops, which
preserve some of the global supersymmetry. First, by introducing a coupling between
the S5-vectors nIpσq and the contour xµpσq, one may construct operators for which the
supersymmetry condition
pΓµ 9xµpσq ` iΓInIpσqqξ “ 0
does allow for constant solutions even if the above matrix is not constant [21]. Depending
on the dimension of the subspace in which the curve can be embedded, different amounts
of supersymmetry can be preserved leading to 1/4, 1/8 or 1/16 BPS operators. Moreover,
one can also consider special superconformal symmetries in addition to the Poincare´
supersymmetries discussed above. This leads to additional classes of contours [22]. An
important example of such a contour is the circular Wilson loop with constant sphere
vector, for which the 1/2 BPS symmetry was found in [23]. A classification of loops for
which at least one supersymmetry can be preserved was obtained in [24, 25].
For explicitness, let us consider the expectation value of the Maldacena–Wilson loop
at the one-loop order. Inserting the scalar propagator
@
ΦaIpx1qΦbJpx2q
D “ g2
4pi2
δIJ δ
ab
px1 ´ x2q2 ,
we find
xW pγqy “ 1´ λ p1´N
´2q
16pi2
ż
dσ1 dσ2
9x1 9x2 ´ n1n2 | 9x1|| 9x2|
px1 ´ x2q2 `Opλ
2q , (3.12)
Using this expression, it is easy to see that the one-loop result is indeed finite for a generic
smooth curve.
For the Maldacena–Wilson loop, we have a generalized cusp anomalous dimension,
depending on both the angle φ of the cusp as well as the angle θ between the two S5
couplings before and after the cusp, cos θ “ n1 ¨ n2. At the one-loop level, we can adapt
the result for the cusp anomalous dimension of the Wilson loop using (3.12) to find
Γcusppφ, θq „ φ
`
cosφ´ cos θ˘
sinφ
. (3.13)
The vanishing of the cusp anomalous dimension in the case cosφ “ cos θ is not an accident
and persists at all loop orders. This is an example of the class of 1/4 BPS Maldacena–
Wilson loops that can be constructed in the plane following Zarembo’s approach [21]. The
scalar coupling is related to the contour in such a way that locally around the cusp, the
operator preserves some of the supersymmetry and hence the cusp anomaly is absent.
Away from the BPS case, one encounters the Bremsstrahlung function Bpλq, which
determines the energy emitted by a moving quark (hence the name) and appears in the
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small angle expansion as [26]
Γcusppφ, θq “
`
θ2 ´ φ2˘Bpλq `O`θ4˘`O`φ4˘, (3.14)
and more generally in the expansion around the BPS configuration as
Γcusppφ, θq “
`
θ ´ φ˘ 2φ
1´ φ2
pi2
B
`
λ
`
1´ φ2
pi2
˘˘` . . . . (3.15)
The Bremsstrahlung function can be related to the expectation value of the Maldacena–
Wilson loop over a circle [26]. Since the latter can be calculated exactly (see section 3.2),
also the Bremsstrahlung function is known as an exact function in both λ and N .
The cusp anomalous dimension can also be obtained from an integrability-based ap-
proach [27, 28, 29]. In order to understand where integrability appears, it is helpful to
map the two semi-infinte lines, which one typically considers for the cusp to a lens-shaped
contour [30] containing an additional cusp of the same angle. In order to see this, one
may e.g. consider the action of the inversion map Ipxqµ “ xµ
x2
on two semi-infinte straight
lines going out of the point p0, 1q.
In this setup, we consider the insertion of the scalar fields ZL and Z¯L at the two
opposite cusps. At a sufficient order in perturbation theory, we encounter e.g. the following
diagram:
ZL Z¯L
Here, we may view the position of the scalar fields Z as the sites of a spin chain. In
this picture, the gluon propagators in the bulk of the diagram correspond to interactions
between the sites (there are also other sources for interactions) and the lowest propagator
corresponds to an interaction with the Wilson loop, which can be viewed as the boundary
of the bulk spin chain. The bulk spin chain is of course well known and the boundary
reflection matrix following from the Wilson loop can be fixed by symmetry considerations
[27, 28]. Finding the ground state energy in the limit L Ñ 0 then allows to extract
the cusp anomalous dimension. Based on these ideas, modern techniques such as the
Y-system and the quantum spectral curve have allowed to compute the cusp anomalous
dimension with very high precision [31, 32, 33, 34].
In the case of a light-like cusp, which one obtains after analytically continuing φÑ iγ
from the Euclidean cusp angle φ to a Minkowskian angle γ and subsequently taking
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γ Ñ 8, the anomalous dimension
Γcusppγ, λq “ γΓcusppλq (3.16)
had been known before to allow for a integrability description known as the Beisert–Eden–
Staudacher equation [35, 36].
3.1 Strong Coupling
On the string theory side of the AdS/CFT correspondence, the expectation value of the
Maldacena–Wilson loop is given by the string partition function with the string configu-
ration bounded by the Wilson loop contour on the conformal boundary of AdS5. In the
limit of large coupling, the partition function is dominated by the smallest exponent, i.e.
the minimal area that can be obtained given the boundary condition on the surface. The
AdS/CFT prescription for the Maldacena–Wilson loop at strong coupling is hence given
by [16]
xW pγqy λ"1“ exp
´
´
?
λ
2pi
Arenpγq
¯
. (3.17)
Here, Arenpγq denotes the area of the minimal surface ending on the contour γ, which is
situated at the conformal boundary. In order to describe the boundary value problem, we
employ Poincare´ coordinates pXµ, yq for AdS, such that the metric is given by
ds2 “ dX
µ dXµ ` dy dy
y2
. (3.18)
The conformal boundary corresponds to the surface at y “ 0. For suitably chosen coor-
dinates τ and σ, we thus impose the boundary conditions
Xµpτ “ 0, σq “ xµpσq , ypτ “ 0, σq “ 0 . (3.19)
We can calculate the area of the minimal surface using either the Nambu–Goto or
Polyakov action
ANG “
ż
dτ dσ
a
det pΓabq , AP “ 1
2
ż
dτ dσ
?
hhabΓab , (3.20)
where Γab “ y´2 pBaXµ BbXµ ` Bay Bbyq is the induced metric on the surface. For the
Polyakov action, we of course need to solve the equations of motion for the worldsheet
metric h first. In either case, however, there is a subtlety. Due to the divergence of the
AdS-metric on the conformal boundary, the area of the minimal surface diverges as well.
We can regulate it by introducing a cut-off ε for the y-direction and integrating only over
the region y ě ε, see figure 3.1.
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Figure 3.1: Sketch of the minimal surface appearing in the strong-coupling
description of the Maldacena–Wilson loop.
Let us figure out how the area of the minimal surface diverges as we take ε to zero.
We expect the minimal surface to leave the boundary perpendicularly in order to avoid
the regions where the metric is large. We can verify this expectation from the equations
of motion directly. Note that this behaviour is unusual: Generically one would not expect
to be able to derive an expansion around the boundary from the equations of motion,
since they are underdetermined as an initial value problem. A unique solution only exists
due to the second boundary condition; in our case this is the condition that the minimal
surface closes. In the case of a minimal surface ending on the conformal boundary of
AdS5 however, the first few coefficients are fixed by the equations of motion and the
undetermined ones are shifted to higher orders in the expansion around the boundary.
Plugging a formal expansion into the equations of motion (in the Polyakov formalism
and using conformal gauge), we find that [37, 38]
Xµ pτ, σq “ xµpσq ` τ
2
2
9x2pσq Bσ
ˆ
9xµpσq
9x2pσq
˙
`O `τ 3˘ , (3.21)
y pτ, σq “ τ | 9xpσq|`Opτ 3q. (3.22)
This expansion is known as the Polyakov–Rychkov expansion. As expected, we see that
the minimal surface leaves the boundary perpendicularly, since the first correction to
Xµpσq appears only at the second order of the expansion. Taking into account the form
of the metric, we thus see that the divergence is given by Lpγq{ε (the reader is invited
to confirm this by direct calculation) and note that the AdS/CFT prescription (3.17)
contains the renormalized minimal area
Arenpγq “ lim
εÑ0
"
Apγqˇˇ
yěε ´
Lpγq
ε
*
. (3.23)
Note that the Maldacena–Wilson loop over a smooth contour is finite and does not require
renormalization — at least not in addition to the field renormalization one would also have
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to consider in the calculation of amplitudes. The above renormalization of the area entails
the contribution of the scalar fields at strong coupling in the case of constant nI which
we have been considering so far. It stems from considering the Legendre transformation
with respect to the loop variables coupling to the scalar fields, see reference [39] for more
details. For the generic case of nIpσq describing a closed curve on S5, the strong-coupling
description contains a minimal surface in AdS5 ˆ S5, which is bounded by xµpσq in the
conformal boundary of AdS5 and n
Ipσq in S5. It is this additional piece that can lead to
a vanishing of the total area for the BPS loops which have trivial expectation value.
The third-order coefficient of Xµ is indeed not fixed by the equations of motion. We
thus expect that it is related to the functional derivative of the minimal area. Let us
thus consider the variation of the area given a variation δxµpσq of the boundary curve. It
induces a variation pδXµ, δyq of the parametrization of the minimal surface. The cut-off
condition y ě ε translates to τ ě τ0pσq in parameter space, where τ0pσq is defined by
ypτ0pσq, σq “ ε, which we can rewrite as
τ0pσq “ ε| 9xpσq| `Opε
3q, (3.24)
employing the coefficients of y derived above. Since we are varying around a minimal
surface solution, we may employ that pXµ, yq satisfy the equations of motion and hence
the variation is given by a boundary term,
δA
ˇˇ
yěε “
ż
yěε
dτ dσ Bi BiX
µ δXµ ` Biy δy
y2
“
2piż
0
dσ
cż
τ0pσq
dτ Bi BiX
µ δXµ ` Biy δy
y2
(3.25)
“ 1
ε2
2piż
0
dσ rτ 10pσq BσXµδXµ ´ BτXµδXµs . (3.26)
Here, we used that δypτ0pσq, σq “ 0 due to the definition of τ0 and employed the periodicity
of the solutions in σ. Inserting the results (3.21), we then find
δA
ˇˇ
yěε “
δLpγq
ε
´
2piż
0
dσ
3Xµp3q
9x2
δxµ ,
from which we read off that
Xµp3qpσq “ ´
9x2
3
δArenpγq
δxµpσq . (3.27)
The third-order coefficient of y can be determined from the Virasoro constraints. The
expansion then reads
Xµ pτ, σq “ xµpσq ` τ
2
2
:xµpσq ´ τ
3
3
δArenpγq
δxµpσq `O
`
τ 4
˘
, (3.28)
y pτ, σq “ τ ´ τ
3
3
:xpσq2 `Opτ 4q. (3.29)
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Here, we have fixed the parametrization of the boundary curve to satisfy 9x2 “ 1 in order
to simplify the expansion.
We may also employ the above expansion in order to show that the area of the min-
imal surface is invariant under conformal transformations following an argument given
in reference [40]. Since the conformal transformations are the boundary limits of isome-
tries of AdS5, it is clear that the transformation of the minimal surface associated to the
transformation of the boundary curve is a symmetry of the area functional. We should,
however, also consider that the non-renormalized area is divergent. Indeed, the coefficient
of this divergence is not invariant under conformal transformations.
The point here is that the transformation of the surface cut off at y “ ε does not lead
to another surface that is cut-off in the same way. The difference between the original
surface pXµpτ, σq, ypτ, σqq and the transformed surface pX˜µpτ, σq, y˜pτ, σqq thus arises from
the integration over the region between the two cut-offs situated at τ0pσq and τ˜0pσq. Again
employing the Polyakov–Rychkov expansion, we find this difference to be given by
Aminpγq
ˇˇ
yěε ´ Aminpγ˜q
ˇˇ
y˜ěε “
1
2
2piż
0
dσ
τ˜0pσqż
τ0pσq
dτ
BiX˜µBiX˜µ ` Biy˜Biy˜
y˜2
“
2piż
0
dσ
τ˜0pσqż
τ0pσq
dτ
ˆ
1
τ 2
`Opτ 0q
˙
“
2piż
0
dσ
| 9xpσq|
ε
´
2piż
0
dσ
| 9˜xpσq|
ε
`Opεq “ Lpγq
ε
´ Lpγ˜q
ε
`Opεq. (3.30)
This shows that the renormalized area (3.23) is indeed invariant. Note that the argument
given here applies to any symmetry of the area functional, they need not be isometries of
AdS5.
3.2 Circular Maldacena–Wilson loop
One contour of particular interest within the AdS/CFT correspondence is the circle, for
which the expectation value of the Maldacena–Wilson loop can be calculated exactly on
the gauge theory side, thus allowing for a comparison with the AdS/CFT prediction at
strong coupling. The circular Maldacena–Wilson loop is a 1/2 BPS operator, if one con-
siders also the superconformal symmetries of the theory [22]. Incidentally, the expectation
value is not trivial since the variations are not pure supersymmetries.
The minimal surface for the circular Wilson loop in Euclidean space was obtained soon
after the AdS/CFT proposal in reference [41]. It is natural to assume that the sections
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of the minimal surface at constant y are still circular. Hence, we consider the ansatz
Xµpr, σq “ pr cosσ, r sinσq , y “ yprq. (3.31)
The Nambu–Goto action then gives the area
A “
ż
dr dσ
r
a
1` y1prq2
yprq2 , (3.32)
such that we have the equations of motion
Br
˜
r y1prq
yprq2a1` y1prq2
¸
` 2r
a
1` y1prq2
yprq3 “ 0, (3.33)
along with the boundary condition yp1q “ 0 for a circle of radius 1. Even though the
problem of finding the minimal surface has simplified to an ordinary differential equation,
it is still non-trivial to solve. We may, however, obtain the solution by using that the
inversion map on R2,
Ipxqµ “ x
µ
x2
,
maps the circle to a straight line and vice versa. To be precise, consider the curves
xpσq “ pcosσ, sinσ ` 1q , Ipxpσqq “
ˆ
cosσ
2p1` sinσq ,
1
2
˙
.
The inversion map can be extended to the AdS-isometry
IAdSpX, yq “
ˆ
Xµ
X2 ` y2 ,
y
X2 ` y2
˙
, (3.34)
which can be used to map the (formal) minimal surface attached to the straight line to
the one attached to the circle. We may write the minimal surface for the straight-line as
Xµpτ, σq “ `σ, 1
2
˘
, ypτ, σq “ τ . (3.35)
It is a straightforward exercise to check that this surface gives a solution of the equations
of motion. After employing the inversion map in AdS5, we obtain the surface
Xµpτ, σq “
ˆ
4σ
1` 4pσ2 ` τ 2q ,
1´ 4pσ2 ` τ 2q
1` 4pσ2 ` τ 2q
˙
, ypτ, σq “ 4τ
1` 4pσ2 ` τ 2q . (3.36)
Here, we have employed a translation by p0,´1q in addition to the inversion such that
the circle is centered around the origin. Even though it satisfies conformal gauge (since
(3.35) does), the parametrization obtained above is not particularly simple. In order to
reach the form of our ansatz (3.31), note that the surface described by equation (3.36)
satisfies the equation
X2 ` y2 “ 1. (3.37)
19
For our original parametrization (3.31), we thus find
yprq “?1´ r2 , (3.38)
which indeed solves the equations of motion (3.33). Another often-used parametrization
is given by
X1pτ, σq “ cosσ
cosh τ
, X2pτ, σq “ sinσ
cosh τ
, ypτ, σq “ tanh τ. (3.39)
For this parametrization, the induced metric is Weyl-equivalent to the flat metric as well,
such that it solves the equations of motion following from the Polyakov action in conformal
gauge.
In order to calculate the area of the minimal surface, we introduce a cut-off at y “ ε,
corresponding to r “?1´ ε2, and obtain
Aren p q “ lim
εÑ0
" 2piż
0
dσ
?
1´ε2ż
0
r dr
p1´ r2q3{2 ´
2pi
ε
*
“ ´2pi. (3.40)
We have thus found that the circular Maldacena–Wilson loop has the following asymptotic
behavior at strong coupling:
xW p qy λ"1“ e
?
λ. (3.41)
We note that the area of the minimal surfaces is always negative, i.e. the finite correc-
tion to the leading term Lpγq{ε is negative. It is an interesting exercise to show that this
is the case for any smooth contour.
It is a remarkable achievement that the expectation value of the circular Maldacena–
Wilson loop has been calculated exactly on the gauge theory side, beginning with the
calculation of reference [8], which is sketched below. Let us first consider the one-loop
order of the expectation value (3.12). For the circle parametrized by xpσq “ pcosσ, sinσq
and nI constant, we find
9x1 9x2 ´ | 9x1|| 9x2|
px1 ´ x2q2 “
cosσ1 cosσ2 ` sinσ1 sinσ2 ´ 1
2´ 2pcosσ1 cosσ2 ` sinσ1 sinσ2q “ ´
1
2
. (3.42)
The integral is hence trivial and in the planar limit, we obtain
xW p qy “ 1` λ
8
`Opλ2q. (3.43)
At the next loop order, we need to take diagrams with three-vertices and the self-energy
correction into account as well. The different types of diagrams are shown in figure 3.2.
These diagrams are divergent and require regularization. In a supersymmetric theory, it is
convenient to employ the dimensional reduction scheme [42] as in the original calculation
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(a) Double-Propagator (b) Self-Energy (c) Three-Vertex
Figure 3.2: Examples of the double-propagator, self-energy and three-vertex
diagrams appearing in the two-loop calculation of the expectation value of the
Maldacena–Wilson loop.
in reference [8]. This scheme is a version of dimensional regularization, in which N “ 4
supersymmetric Yang–Mills theory is viewed as the theory obtained from dimensionally
reducing ten-dimensional N “ 1 supersymmetric Yang–Mills theory to D dimensions.
The regularized theory hence has a D-component vector field Aaµ as well as 10´D scalar
fields ΦaI . Note that the expectation value of the Maldacena–Wilson loop remains finite
even though some of the contributing diagrams diverge individually. Indeed, one observes
that the divergences of the self-energy and three-vertex diagrams cancel each other for
generic (smooth) contours. In the case of the circle, this cancellation is exact and hence
the two-loop result comes only from propagators along the loop, which again lead to trivial
integrals as in (3.42).
The calculation of reference [8] is now based on the conjecture that similar cancel-
lations occur at all loop orders, such that the result can be calculated from diagrams
without internal vertices. Given this conjecture, we only consider diagrams containing
propagators ending on the circle, such as diagram (a) in figure 3.2. Moreover, for the
leading contributions in the planar limit, the propagators do not cross each other. These
diagrams can easily be calculated, if we again combine the gluon and scalar contributions
as in the one-loop calculation. Then each propagator contributes a factor of
´ 9x1 9x2 ´ | 9x1|| 9x2|px1 ´ x2q2 “
1
2
.
The color factors follow from repeatedly employing the identity tata “ N
2
1 and along with
the result
p2piq2n
p2nq!
for the ordered 2n-fold integral over the interval r0, 2pis, we find the contribution
1
2n
p2piq2n
p2nq!
ˆ
g2
4pi2
˙nˆ
N
2
˙n
“ λ
n
4n p2nq! (3.44)
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for each individual diagram at the n-th loop order. We need thus only count all possible
rainbow-like diagrams consisting of n propagators which are not crossing each other. In
order to find this number, note that any rainbow-like diagram with n propagators contains
such diagrams with less propagators, e.g. we might have the form
,
where the grey blob denotes a generic rainbow-like diagram containing the number of
propagators indicated. It is then easy to see that the number An of the rainbow-like
diagrams satisfies the recursion relation
An`1 “
nÿ
k“0
An´k Ak , A0 “ 1. (3.45)
For the generating function
fpzq “
8ÿ
n“0
An z
n ,
the recursion relation turns into the functional equation
fpzq2 “ fpzq ´ 1
z
, fp0q “ 1 , (3.46)
which is solved by
fpzq “ 1´
?
1´ 4z
2z
“
8ÿ
n“0
p2nq!
pn` 1q!n! z
n. (3.47)
The number of rainbow-like diagrams containing n propagators is hence given by
An “ p2nq!pn` 1q!n! . (3.48)
It was noted in reference [8] that An can also be calculated from a matrix model introduced
in reference [43]. Combining the above finding with the factor (3.44) contributed by each
individual diagram gives
xW p qy “
8ÿ
n“0
λn
4n pn` 1q!n! “
2?
λ
I1
`?
λ
˘
. (3.49)
Here, I1 is a modified or hyperbolic Bessel function of the first kind, cf. e.g. reference [44]
for more details. The asymptotic expansion for large λ is given by
xW p qy λ"1“
c
2
pi
e
?
λ
λ3{4
. (3.50)
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It agrees with the AdS/CFT prediction (3.41) within the limits of its accuracy.
The above calculation was extended by Drukker and Gross [45] to include all non-
planar corrections by studying the anomaly arising from the singular mapping of the
straight line to the circle. They also relied on the conjecture that all diagrams containing
interaction vertices cancel against each other. This conjecture was later proven by Pestun
[46], who used localization techniques to reduce the calculation of the circular Maldacena–
Wilson loop to a matrix model calculation, cf. also the reviews [47, 48].
At the strong-coupling side, extending the result beyond the classical area of the
minimal surface proved difficult due to several ambiguities in the formalism for calculating
one-loop correction to the partition function. The mismatches observed in the first of these
calculations [49, 50] were attributed to these ambiguities, cf. e.g. reference [51] for more
details. In this light, it is interesting to consider the ratio between the circular 1/2 BPS
Maldacena–Wilson loop and a 1/4 BPS Maldacena–Wilson loop known as the latitude
Wilson loop, for which some of the potential ambiguities of the string one-loop calculation
drop out. The mismatch between the localization result and the string correction observed
there [52, 53] could recently be resolved [54, 55, 56].
3.3 Duality to Scattering Amplitudes
In the discussion of the UV divergences of Wilson loops, we have noted that the anoma-
lous dimension matrix for a self-intersecting Wilson loop happens to describe the IR
divergences of a related scattering amplitude. In the simplest case, the IR divergences are
described entirely by the cusp anomalous dimension. In a planar theory, this behavior
extends to many-particle scattering amplitudes, if we consider color-ordered (partial) am-
plitudes, see references [57, 58] for an introduction. For these, IR divergences exclusively
stem from adjacent particles and are described by the cusp anomalous dimension.
In N “ 4 supersymmetric Yang–Mills theory, the connection between scattering am-
plitudes and Wilson loops goes even further, cf. the reviews [59, 60] for a more detailed
discussion of the ideas sketched below. The first signs of the conjectured duality were ob-
served by Alday and Maldacena [61], who found that maximally helicity violating (MHV)
gluon scattering amplitudes at strong coupling are described by the area of certain minimal
surfaces and hence identical to the Maldacena–Wilson loop over the respective boundary
contour. Concretely, the boundary curves are given by polygons with light-like edges,
with the following relation between the cusp points xi and gluon momenta pi:
xi`1 ´ xi “ pi. (3.51)
The leading behavior of these amplitudes at strong coupling is hence described by the
Wilson loop over the polygon with the above cusp points, see also figure 3.3.
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Figure 3.3: Graphical representation of the duality between Wilson loops and
scattering amplitudes.
Let us shortly explain the nature of the duality in more detail. For the MHV ampli-
tudes we are considering, two of the gluons have one helicity while all other gluons have
the opposite helicity. In this case, the same function of the helicity variables appears at
all loop orders, and the amplitude can be written as
An “ Atreen Mn . (3.52)
Here, Mn is a function only of the momentum invariants ppi ` pjq2, the information on
the helicity of the particles in entirely contained in the tree-level amplitude Atreen . The
conjectured duality states [62] that the function Mn is equal
2 to the expectation value
xWny of the related Wilson loop up to a constant d,
xWny “Mn ` d. (3.53)
The duality is also of interest since the polygonal Wilson loops can be approached from
an integrability calculation via a thermodynamic Bethe ansatz [63]. An important check
of the duality is the case of six particles or cusps, respectively. This number of momenta
is important for the following reason: From the viewpoint of the scattering amplitudes,
the conformal symmetry of the Wilson loop appears as a dual conformal symmetry in the
dual variables xi; this symmetry had indeed been observed in calculations of scattering
amplitudes [64, 65]. The dual conformal symmetry is very restrictive in the case of
four- and five-point scattering amplitudes, since there is no way to construct conformally
invariant combinations of the dual variables xi, due to the constraint that the points be
light-like separated. This changes starting from six points, for which we can e.g. construct
2Since the duality relates ultraviolet and infrared divergent quantities, both the regularization param-
eters UV and IR and the renormalization constants µUV and µIR have to be related to each other. This
can in general be done in such a way that the divergent pieces of the amplitude and the Wilson loop
match, cf. e.g. reference [60] for a more detailed explanation.
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three conformally invariant cross-ratios
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.
In addition to passing checks for a lesser number of momenta [66, 67], the conjecture was
also found to hold true for six points and two loops [68, 69, 70]. Here, both the Wilson
loop and the scattering amplitude begin to deviate from an earlier conjecture known as
the BDS ansatz [71] and start to depend on the above cross-ratios in a non-trivial way.
4 Integrability and Minimal Surfaces
The most immediate way in which integrability appears in the correspondence between
N “ 4 super Yang–Mills theory and string theory in AdS5 ˆ S5 is via the classical inte-
grability of the string theory. This setup applies to the minimal surfaces appearing in the
strong-coupling description of the Maldacena–Wilson loop and they are thus a natural
starting point for exploring integrability in the context of the Maldacena–Wilson loops.
Below, we will exploit the integrability of the minimal surface problem in order to derive
hidden symmetries for the Maldacena–Wilson loop at strong coupling.
4.1 Symmetric Space Models
Before we turn to the discussion of minimal surfaces in AdS5, we briefly introduce a
group-theoretic formalism to efficiently work with string models on symmetric spaces.
More detailed introductions can be found in references [72, 73].
Recall first that a homogeneous space M can be identified with the coset space obtained
by dividing the isotropy group H of a point out of the isometry group G of the space,
M » G
H
. (4.1)
For the case of a symmetric space, the Lie algebra of the isometry group G can additionally
be decomposed as
g “ h‘m (4.2)
in such a way that the constituents satisfy the relations (also known as a Z2-grading)
rh, hs Ă h , rh,ms Ă m , rm,ms Ă h . (4.3)
While the first two relations are related to h forming a Lie subalgebra, the latter relation
does not follow generically and is only valid for symmetric spaces.
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The formalism is based on the Maurer–Cartan form
U “ g´1dg “ A` a,
which takes values in the Lie algebra g. Here, A and a denote the projections of the
Maurer–Cartan form U on h and m, respectively. The metric for the coset space is
then obtained from the group metric (which we denote by the trace here) applied to the
projection a of the Maurer–Cartan form,
Γij “ tr pai ajq . (4.4)
We can thus write the Polyakov action as
AP “ 1
2
ż
d2σ
?
hhij tr pai ajq . (4.5)
In the following, we will assume a Euclidean signature of the worldsheet metric, which is
appropriate for the minimal surfaces we consider. The above group-theoretic formalism
is particularly well-suited for the study of symmetries using a Lax connection. But first,
let us see how to represent AdS5 in the way discussed above.
4.2 The Coset Construction for AdS
In the case of AdS5
3, we use the form
AdS5 » SOp2, 4q
SOp1, 4q .
For the generators tPµ,Mµν , D,Kµu of the isometry group SOp2, 4q, we note the commu-
tation relations
rMµν ,Mρσs “ ηµρMνσ ´ ηµσMνρ ` ηνσMµρ ´ ηνρMµσ , (4.6)
as well as
rD,Pµs “ Pµ , rMµν , Pλs “ ηµλPν ´ ηνλPµ , rPµ, Kνs “ 2ηµν D ´ 2Mµν ,
rD,Kµs “ ´Kµ , rMµν , Kλs “ ηµλKν ´ ηνλKµ. (4.7)
Moreover, we will also need the trace metric for which we note
tr pMµνMρσq “ 2 ηµσ ηνρ ´ 2 ηµρ ηνσ , tr pPµKνq “ 4 ηµν , tr pDDq “ 2 , (4.8)
3We consider AdS5 for explicitness. However, the construction given here applies to any dimension
and also to Euclidean signature.
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and all other components vanish. The Z2 grading of the algebra gives the decomposition
h “ span tMµν , Pµ ´Kµu , m “ span tPµ `Kµ, Du , (4.9)
and it is easy to show that the Lie algebra h of the gauge group is indeed isomorphic to
sop1, 4q.
In order to introduce coordinates in this formalism, we choose a set of coset represen-
tatives. To obtain Poincare´ coordinates, which are appropriate for the study of minimal
surfaces, the following coset representatives are a good choice:
gpX, yq “ eX¨P yD. (4.10)
The Maurer–Cartan form U is then given by
U “ g´1dg “ dX
µ
y
Pµ ` dy
y
D, (4.11)
which the reader is invited to check. For the projections, we note
A “ dX
µ
2y
pPµ ´Kµq , a “ dX
µ
2y
pPµ `Kµq ` dy
y
D. (4.12)
The metric for the coset space is then obtained as
Γij “ tr pai ajq “ η
µνBiXµ BjXν ` Biy Bjy
y2
, (4.13)
showing that our coset representatives indeed correspond to Poincare´ coordinates on AdS5.
4.3 Conserved Charges
Due to the integrability of symmetric space models, we can construct an infinite set of
conserved charges. The construction is based on the Lax connection Lu, which is a one-
parameter family of flat connections, i.e. for every value of the spectral parameter u, we
have
BτLu,σ ´ BσLu,τ ` rLu,τ , Lu,σs “ 0. (4.14)
The flatness of the connection implies that — at least locally — the auxiliary linear
problem
BτΨ “ ΨLu,τ , BσΨ “ ΨLu,σ (4.15)
has a solution, since the two conditions are compatible. Note that the Maurer–Cartan
form U is flat by construction. In the present case, we can construct a Lax connection
from the components of U by setting (we employ conformal gauge)
Lu,τ “ Aτ ` 1´ u
2
1` u2 aτ `
2u
1` u2 aσ , (4.16)
Lu,σ “ Aσ ` 1´ u
2
1` u2 aσ ´
2u
1` u2 aτ . (4.17)
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When checking the flatness of the above connection or performing similar calculations,
the reader is advised to make use of the language of differential forms, in which we may
write the Lax connection more compactly as
Lu “ A` 1´ u
2
1` u2 a´
2u
1` u2 ˚ a (4.18)
The flatness condition dLu ` Lu ^ Lu “ 0 can be derived straightforwardly4 from the
equations of motion
d ˚ a` A^ ˚a` ˚a^ A “ 0 . (4.19)
The conserved charges are obtained from the monodromy over the Lax connection,
Tu “ ÝÑPexp
ˆż
dσ Lσ
˙
. (4.20)
Here, we integrate over slices of constant τ . The τ -dependence of the monodromy is
described by the evolution equation
BτTu “ rTu, Lu,τ pτ, σ “ 0qs, (4.21)
which the reader may derive by noting that Tu is indeed a monodromy for the auxiliary
linear problem, i.e. it satisfies
Ψpτ, 2piq “ Ψpτ, 0qTupτq. (4.22)
A reformulation of the equations of motion in this way is known as a Lax pair. It implies
that the eigenvalues of the monodromy are conserved quantities. One way to see this is
to show that the evolution equation can be solved by considering τ -dependent similarity
transformations of Tupτ0q,
Tupτq “ SupτqTupτ0qSupτq´1.
Plugging this into the evolution equation for the monodromy leads to an equation for the
transformation matrix Supτq, for which a solution exists.
For minimal surfaces, the situation is special. Note that the minimal surface closes
and thus has the topology of a disc. This means that we can contract any curve on the
4For the Hodge-star operator on the worldsheet, we note the helpful identities
˚p˚rq “ ´r , ˚r ^ s “ ´r ^ ˚s ,
which hold for generic one-forms r and s and the first identity requires the worldsheet metric to have
Euclidean signature, otherwise there is a sign flip.
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minimal surface to a point. In the case at hand this tells us that the monodromy will
become trivial for some value of τ , i.e. we have
Tupτ0q “ 1, (4.23)
and by similarity, this extends to all values of τ . The monodromy is thus indeed conserved
as a whole.
The fact that the monodromy is trivial exhibits global information about the minimal
surface, it does not follow from the equations of motion and can be read as a constraint on
the unfixed coefficients in the Polyakov–Rychkov expansion — they need to be adjusted
in such a way that the minimal surface closes. These constraints are, however, difficult to
extract from the monodromy in the form we have given above. In order to reach a more
useful form, we employ a flatness-preserving transformation of the form
Lu ÞÑ L1u “ f´1Luf ` f´1df , (4.24)
In our case, we specifically consider the case f “ g´1 to reach the transformed connection
L1u “ `u “ gLug´1 ´ dg g´1 “ gpLu ´ Uqg´1 “ 11` u2
`
u ˚ j ´ u2j˘. (4.25)
Here, j “ ´2gag´1 denotes the Noether current of the model, or rather a collection of all
the Noether currents associated to the G-symmetries in a single matrix. Under the above
transformation, the monodromy transforms by a similarity transformation,
Tu “ g0 tu g´10 , tu “ ÝÑPexp
ˆż
dσ `u,σ
˙
. (4.26)
In order to prove this transformation behavior, the reader may rely on the same techniques
we employed to derive similar identities for the Wilson loop.
We can now extract conserved charges from the expansion of the monodromy tu around
u “ 0,
tu “ exp
`
uQp0q ` 1
2
u2Qp1q ` . . .˘. (4.27)
Note that tu takes values in the Lie group G and we have organized the expansion in such a
way that the charges take values in the Lie algebra g. Other charges can be obtained from
expanding around different points, but that is not our concern here. The Lax connection
`u has the expansion
`u “ u ˚ j ´ u2j `Opu3q,
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and we read off the conserved charges
Qp0q “ ´
Lż
0
dσ jτ , (4.28)
Qp1q “
Lż
0
dσ1 dσ2 θ pσ2 ´ σ1q rjτ pσ1q, jτ pσ2qs ´ 2
Lż
0
dσ jσpσq. (4.29)
The Poisson algebra of these charges forms the classical counterpart of a Yangian algebra
[74, 75]. Related algebraic structures are discussed in the review on One-point functions
in AdS/dCFT [1] to appear in the same special issue of J. Phys. A. For an introduction to
Yangian symmmetry, the reader is invited to consult references [76, 77, 78, 79]. Below, we
will extract Yangian symmetry generators for the Maldacena–Wilson loop at strong cou-
pling from the finding that these charges vanish, which follows directly from the triviality
of the monodromy.
4.4 Yangian Symmetry for Minimal Surfaces
In order to do so, we return to the minimal surfaces in AdS5 and evaluate the charges
on the minimal surface by making use of the Polyakov–Rychkov expansion (3.28). The
relevant information to be obtained from the τ -expansion of the conserved charges is the
vanishing of the τ 0-coefficient, which contains the global information about the minimal
surface, whereas the vanishing of the other coefficients follows directly from the conser-
vation of the charges, i.e. from the equations of motion.
We are thus interested in the τ 0-coefficient of the Noether current jτ ,
jτ “ ´2gaτg´1 “ ´2 eXP
ˆBτXµ
2y2
pKµ ` y2Pµq ` Bτy
y
D
˙
e´XP . (4.30)
Inserting the expansion (3.21), we find that
jτ “ ´ eXP
ˆ
:xµ
τ
Kµ ` 2
τ
D ´ δArenpγq
δxµpσq K
µ `Opτq
˙
e´XP .
Note now that, since X “ x`Opτ 2q, the conjugation with eXP does not mix the τ´1-order
and the τ 0-order, such that the τ 0-coefficient is found to be given by
jτ p0q “ 4 δArenpγq
δxµ
ξˆµpxq , (4.31)
where ξˆµpxq comprises the conformal Killing vectors
ξˆµpxq “ ξµa pxqT a “ 14 e
xPKµe´xP , (4.32)
ξµa pxq “
 
δµν , xνδ
µ
ρ ´ xρδµν , xµ, x2δµν ´ 2xµxν
(
. (4.33)
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The appearance of the conformal Killing vectors is not surprising: In general, the Noether
current contains the Killing vectors of the underlying space and in the limit toward the
conformal boundary we obtain the conformal Killing vectors of the boundary space.
The vanishing of the charge Qp0q thus entails the conformal symmetry of the minimal
area, ż
dσ ξµa pxq δArenpγqδxµpσq “ 0. (4.34)
The vanishing of the charge Qp1q leads to a more interesting symmetry. After some
calculation, we obtain the identity
f cba
Lż
0
dσ1 dσ2 θpσ2 ´ σ1q ξµ1b
δAren
δxµ1
ξν2c
δAren
δxν2
´ 1
2
Lż
0
dσ ξµa
`
9xµ :x2 ` ;xµ
˘ “ 0. (4.35)
Here, f cba are the (dual) structure constants of the conformal algebra, which follow e.g.
from the Lie bracket of the conformal Killing vector fields,
tξa, ξbuµ “ ξνaBν ξµb ´ ξνb Bν ξµa “ fabc ξµc . (4.36)
One way to interpret this identity is to note that it arises from the application of the
generator
Jp1qa “ f cba
Lż
0
dσ1 dσ2 θpσ2 ´ σ1q ξµ1b ξν2c
δ2
δxµ1δx
ν
2
´ λ
8pi2
Lż
0
dσ ξµa
`
9xµ :x2 ` ;xµ
˘
(4.37)
to the expectation value of the Maldacena–Wilson loop at strong coupling,
xW pγqy “ exp
´
´
?
λ
2pi
Arenpγq
¯
. (4.38)
Indeed the generator J
p1q
a has the typical form of a level-1 Yangian symmetry generator
and satisfies the respective algebra. This finding is naturally related to the finding that
the Poisson algebra of the conserved charges is the classical counterpart of a Yangian
algebra.
Demanding that J
p1q
a xW pγqy “ 0 gives the identity (4.35) at the leading order in λ.
The application of the same generator to the expectation value (3.12) of the Maldacena–
Wilson loop at weak coupling shows, however, that it is not a symmetry there [80]. This
finding can be understood from the fact that the generator J
p1q
a fails to be cyclic.
One way to obtain cyclic generators is to consider an underlying Lie algebra for which
the contraction f cba f
d
bc vanishes, which is for example the case for the superconformal
algebra psup2, 2|4q. This is indeed the symmetry algebra for the Wilson loops in super-
space, which generalize the Maldacena–Wilson loop to a non-chiral N “ 4 superspace.
These loop operators have been constructed and shown to be Yangian symmetric both at
weak and strong coupling [81, 82, 83].
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Figure 4.1: Minimal surfaces arising from the spectral-parameter deformation
of the minimal surface for an elliptical boundary curve. The values of the spectral
parameter θ range from 0 to pi in uniform steps. For values ranging from pi to 2pi,
the deformation continues until the original shape is reached again. The figure is
based on numerical data and has been reproduced from reference [88].
4.5 Spectral-parameter Deformation or Master Symmetry
There is another symmetry of minimal surfaces in AdS5, which is given by a one-parameter
group of deformations of the minimal surface known as spectral-parameter deformations
[84, 85, 86, 87], see figure 4.1 for a depiction of the deformations of an ellipse based on a
numerical evaluation [88]. All of the surfaces shown there have the same area.
This symmetry can be reduced to the finding that upon replacing
U ÞÑ Lu (4.39)
the action is invariant and the equations of motion are still satisfied. For the action, this
follows immediately by replacing
a ÞÑ au “ 1´ u
2
1` u2 a´
2u
1` u2 ˚ a , (4.40)
which implies that
AP,u “ 1
2
ż
trpau ^ ˚auq “ 1
2
p1´ u2q2 ` 4u2
p1` u2q2
ż
tr pa^ ˚aq “ AP . (4.41)
In a similar fashion, one may show that Lu provides a solution of the equations of motion
if U does.
In order to transfer the symmetry to the fields gpτ, σq, we require that the deformed
solution Murgs has the Lax connection Lu as its Maurer–Cartan form, i.e. we demand
32
that
Murgs´1dMurgs “ Lurgs , Murgspτ0, σ0q “ gpτ0, σ0q , (4.42)
The deformation Murgs is well-defined if the Lax connection Lu is flat, i.e. when gpτ, σq
is a solution of the equations of motion.
Let us now work out how this symmetry is related to the ones we have discussed above.
The relation to the conformal transformations or AdS-isometries is easy to establish. In
the coset-description, these symmetries are realized by left-multiplication with a constant
group element, g Ñ L ¨ g. Using that the solution to equation (4.42) is unique, we can
then show that MurL ¨ gs “ L ¨ Murgs. This follows directly by plugging it into the
defining equation and using that pL ¨ gq´1dpL ¨ gq “ g´1dg for L P G constant. The
spectral-parameter deformations thus commute with the conformal transformations. A
concatenation of two spectral-parameter deformations can be worked out in the same way
and results in the identity
Mu1rMu2rgss “Mpu1`u2q{p1`u1u2qrgs (4.43)
The relation to the Yangian symmetries we have discussed above is more difficult to
establish. We begin by considering the variation pδ associated to the spectral-parameter
transformation, which is given by
pδg “ d
du
Murgs|u“0 “ χp0q ¨ g , χp0qpτ, σq “
pτ,σqż
pτ0,σ0q
˚j. (4.44)
The variation associated to the Yangian symmetry is given by [89]
δp1q g “
“
χp0q, 
‰
g. (4.45)
In fact, it is part of an infinite tower of symmetry variations δ
pnq
 , which begins with the
variation
δp0q g “ δp0q g “  ¨ g (4.46)
associated to the AdS-isometries. The higher-order variations contain n-point integrals of
the form (4.44) and are related to the higher-level generators of the Yangian symmetry.
Using this set-up, we can discuss the relation between the spectral-parameter deformation
and the Yangian symmetries by calculating the commutation relations between these
variations. This gives ”pδ, δp1q ı “ δp2q ´ δp0q1 , (4.47)
showing that the spectral-parameter deformations can be employed to construct the
higher-level symmetries of the Yangian. For this reason, the deformation has been called
the master symmetry in reference [88], where the reader can find a much more detailed
description of their algebraic properties.
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