This paper is dedicated to László Hatvani on the occasion of his sixtieth birthday.
Introduction
In this paper, we consider the fourth order nonlinear ordinary differential equation u (t) = g(t)f (u), 0 < t < 1,
together with the boundary conditions u(0) = u (1) = u (1) = u (0) − u (p) = 0.
Throughout the remainder of the paper, we assume that: If f (0) = 0, then the boundary value problem (E)-(B) always has the trivial solution, but here we are only interested in positive solutions, i.e., a solution x(t) such that x(t) > 0 on (0, 1). Moreover, in this paper, we wish to obtain results that imply the existence of multiple positive solutions. Due to their important role in both theory and applications, boundary value problems for ordinary differential equations have generated a great deal of interest over the years. They are often used to model various phenomena in physics, biology, chemistry, and engineering. Equation (E), which is sometimes referred to as the beam equation, has been studied in conjunction with a variety of boundary conditions, and we refer the reader to the works of Love [19] , Prescott [22] , and Timoshenko [25] on elasticity, the monographs by Mansfield [21] and Soedel [24] on deformation of structures, and Dulácska [9] on the effects of soil settlement for various specific applications. For surveys of known results on various types of boundary value problems, we recommend the monographs by Agarwal [1] and Agarwal, O'Regan, and Wong [2] . Recent contributions to the literature on multipoint problems and/or the existence of multiple positive solutions include the papers of Agarwal and Wong [3] , Avery et al. [4] , Baxley and Haywood [5, 6] , Chyan and Henderson [7] , Davis et al. [8] , Eloe and Henderson [10] , Graef and Henderson [11] , Graef et al. [12, 13, 14] , He and Ge [16] , Henderson and Thompson [17] , Ma [20] , Raffoul [23] , Webb [26] , and Wong [27] .
Graef and Yang [15] and others have considered boundary conditions of the form
which can actually be considered as the limiting case of the conditions (B). In fact, u (0) − u (p) = 0, which is one of the boundary conditions in (B), implies that there exists q ∈ (0, p) such that u (q) = 0. As p → 0 + , we have q → 0 + , and the condition
"tends to" the condition u (0) = 0.
The following result, known as Krasnosel'skii's Fixed Point Theorem [18] , will be the main tool used to prove our existence results.
Theorem K. Let X be a Banach space and let P ⊂ X be a cone in X . Assume that Ω 1 and Ω 2 are open subsets of X with 0 ∈ Ω 1 ⊂ Ω 1 ⊂ Ω 2 , and let
be a completely continuous operator such that either (i) ||Lu|| ≤ ||u|| if u ∈ P ∩ ∂Ω 1 , and ||Lu|| ≥ ||u|| if u ∈ P ∩ ∂Ω 2 , or
Then L has a fixed point in P ∩ (Ω 2 − Ω 1 ).
In the next section, we define the Green's functions for the problem (E)-(B) and prove a lemma that provides estimates for the positive solutions of this boundary value problem. Section 3 contains our existence results for multiple positive solutions.
Green's Functions and Estimates for Solutions
The Green's function
for the boundary value problem y = 0, y(0) = y (1) = 0 is given by 
s ≤ p and t ≥ s,
s) is the Green's function for the problem (E)-(B)
. It is not difficult to see that solving the boundary value problem (E)-(B) is equivalent to solving the integral equation
as well as being equivalent to solving the problem
We define the functions
and
These functions will be used in the following lemma to estimate the positive solutions of the problem (E)-(B). While a proof of this lemma actually appears in [14] , we will include a proof here as well for the sake of completeness.
Proof. Since x (0) = x (p), there exists q ∈ (0, p) such that x (q) = 0. We then have
x (t) ≥ 0 on (q, 1), and
We will first show that x (q) < 0. Since x (t) ≥ 0 on [0, 1], x (t) is concave upwards there. Now x (1) = 0, so it follows that x (q) ≤ 0. Thus, we just need to show that x (q) = 0. Suppose x (q) = 0. Then, x (t) ≥ 0 on (q, 1) and x (1) = 0 imply x (t) ≡ 0 on (q, 1), and so x (p) = 0. Thus, we have that x (0) = x (p) = 0, and this means that x (t) ≡ 0 on (0, q). Therefore,
We know that x (t) is concave upwards, and since x (1) = 0 and x (q) < 0, we have x (t) < 0 on (q, 1). Hence, x (p) < 0, which means that x (0) < 0. Since x (0) = x (p) < 0 and x (t) is concave up, we have x (t) < 0 on (0, p). Thus, we have proved that x (t) < 0 on [0, 1). Since x (1) = 0, we have x (t) > 0 on [0, 1), which implies that 0 < x(t) < x(1) for t ∈ (0, 1). Therefore, (1)-(3) hold.
With no loss in generality in the remainder of the proof, we may assume that x(1) = 1. In order to prove (5), we let
Then, y (t) = 3t 2 − 6t + 3 − x (t),
y (t) = 6 − x (t), and y (t) = −x (t).
It follows that y(0) = y(1) = 0, y (1) = 0, y (1) = 0, and y (t) ≤ 0 and y (t) ≡ 0 for t ∈ (0, 1). Now y(0) = y(1) = 0, so there exists r 1 ∈ (0, 1) such that y (r 1 ) = 0. Since y (r 1 ) = y (1) = 0, we see that there exists r 2 ∈ (r 1 , 1) such that y (r 2 ) = 0. The fact that y (1) = y (r 2 ) = 0 implies there exists r 3 ∈ (r 2 , 1) such that y (r 3 ) = 0. We then have
y (t) ≤ 0 on (r 3 , 1), and y (t) ≡ 0 on (0, 1).
Because y (1) = y (r 2 ) = 0, we have
y (t) ≥ 0 on (r 2 , 1), and y (t) ≡ 0 on (0, 1).
We then have y (r 1 ) = y (1) = 0, so
and y (t) ≡ 0 on (0, 1).
And finally, y(0) = y(1) = 0, so we have y(t) > 0 for t ∈ (0, 1).
Thus, (5) To prove (4), note that x(0) = 0, x(1) = 1, and x(t) is concave down, so we have that x(t) ≥ t for each t ∈ [0, 1]. Thus,
Existence of Multiple Positive Solutions
For our Banach space, we take X = C[0, 1] with the norm
and we see that
is a positive cone in X . Moreover, if x ∈ X , then x = x(1). Define the operator T : P → X by
By arguments similar to those used in the proof of Lemma 1, it is not difficult to show that T (P) ⊂ P. In addition, a standard argument shows that T : P → P is a completely continuous operator. In view of (I), it is easy to see that solving the boundary value problem (E)-(B) is equivalent to finding a fixed point of the operator T in P. Next, we define the constant
and for each r ∈ (0, 1), we let
The following two lemmas are needed to prove our main results.
, and x ∈ P with x = c, then T x ≤ c.
Proof. If x ∈ P with x = c, then
The proof of the lemma is now complete.
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for z ∈ [ca(r), c], and x ∈ P with x = c, then T x ≥ c.
Proof. If x ∈ P with x = c, then, for each t ∈ [r, 1], we have
Thus,
This completes the proof of the lemma.
We are now ready to prove our existence results. Theorem 1. If there are constants 0 < c 1 < c 2 < c 3 < c 4 and r 2 , r 3 ∈ (0, 1) such that
then the boundary value problem (E)-(B) has at least two positive solutions.
Proof.
Define Ω i = {x ∈ X | x < c i }, i = 1, 2, 3, 4.
By Lemmas 2 and 3, we have
By Theorem K, T has two fixed points, one in P ∩ (Ω 4 − Ω 3 ) and one in P ∩ (Ω 2 − Ω 1 ). This completes the proof of the theorem.
In a similar fashion, we can prove the following result.
Theorem 2. If there exist 0 < c 1 < c 2 < c 3 < c 4 and r 1 , r 4 ∈ (0, 1) such that
then the boundary value problem (E)-(B) has at least two positive solutions. Theorems 1 and 2 are for the existence of two positive solutions. It is possible to prove similar results for three or four such solutions. In fact, for each positive integer n, we can impose conditions on f so that the problem (E)-(B) has at least n positive solutions, or even infinitely many positive solutions. Here is one such result. Theorem 3. If there are constants 0 < c 1 < c 2 < c 3 < c 4 < c 5 < c 6 < c 7 < c 8 < · · · and r 2 , r 3 , r 6 ,r 7 , r 10 , r 11 · · · ∈ (0, 1) such that 
