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RÉSUMÉ
L’émergence des lasers à impulsion ultrabrèves et des nanotechnologies a révolutionné notre
perception et notre manière d’interagir avec l’infiniment petit. Les gigantesques intensités
générées par ces impulsions plus courtes que les temps de relaxation ou de diffusion du mi-
lieu irradié induisent de nombreux phénomènes non-linéaires, du doublement de fréquence à
l’ablation, dans des volumes de dimension caractéristique de l’ordre de la longueur d’onde du
laser. En biologie et en médecine, ces phénomènes sont utilisés à des fins d’imagerie multipho-
tonique ou pour détruire des tissus vivants. L’introduction de nanoparticules plasmoniques,
qui concentrent le champ électromagnétique incident dans des régions de dimensions nano-
métriques, jusqu’à une fraction de la longueur d’onde, amplifie les phénomènes non-linéaires
tout en offrant un contrôle beaucoup plus précis de la déposition d’énergie, ouvrant la voie à
la détection de molécules individuelles en solution et à la nanochirurgie.
La nanochirurgie repose principalement sur la formation d’une bulle de vapeur à proximité
d’une membrane cellulaire. Cette bulle de vapeur perce la membrane de manière irréversible,
entraînant la cellule à sa mort, ou la perturbe temporairement, ce qui permet d’envisager
de faire pénétrer dans la cellule des médicaments ou des brins d’ADN pour de la thérapie
génique. C’est principalement la taille de la bulle qui va décider de l’issue de l’irradiation
laser. Il est donc nécessaire de contrôler finement les paramètres du laser et la géométrie de
la nanoparticule afin d’atteindre l’objectif fixé. Le moyen le plus direct à l’heure actuelle de
valider un ensemble de conditions expérimentales est de réaliser l’expérience en laboratoire,
ce qui est long et coûteux. Les modèles de dynamique de bulle existants ne prennent pas en
compte les paramètres de l’irradiation et ajustent souvent leurs conditions initiales à partir
de leurs mesures expérimentales, ce qui limite la portée du modèle au cas pour lequel il
est écrit. Ce mémoire se propose de prédire la taille maximale ainsi que la dynamique des
bulles générées par des impulsions ultrabrèves en fonction uniquement de la géométrie de
la particule et des paramètres du laser, entre autres la durée de pulse, la longueur d’onde
centrale et la fluence d’irradiation.
Les phénomènes physiques successifs de l’irradiation initiale à la bulle finale opèrent sur
vdes échelles de temps et d’espace parfois très distinctes, de quelques fs entre deux collisions
successives dans le plasma aux dizaines de nanosecondes de la bulle, du volume de ≃ 105 nm3
où est déposée l’énergie aux ≃ 1 − 10µm3 de la bulle. La simulation de l’intégralité des
phénomènes est bien trop exigeante en temps et en ressources de calcul pour être envisageable.
Une approche multi-échelle est donc implémentée, qui découple la déposition de l’énergie dans
le système eau-particule du transfert de cette énergie dans l’or et dans l’eau, de la dynamique
de bulle proprement dite.
Les fortes incertitudes expérimentales sur les valeurs d’un certain nombre de paramètres
utilisés dans le modèle ont motivé la mise en place d’une optimisation d’un total de 9 facteurs
par comparaison avec des dynamiques de bulles acquises au sein de notre groupe pour une
irradiation de 45 fs hors-résonance, à 800 nm dans le proche infrarouge, de particules d’or de
100 nm.
Ces valeurs permettent alors de confronter les prédictions du modèle pour trois configura-
tions expérimentales, publiées ou mesurées au sein de notre groupe. Le modèle reproduit
fidèlement la dynamique de bulle autour de particules d’or de diamètres beaucoup plus pe-
tits (9 nm) irradiées en-résonance. Les bulles mesurées font pourtant moins de 20 nm de
rayon, environ 30 fois moins que les bulles sur lesquelles le modèle est entraîné. Le modèle
prédit également correctement les seuils de cavitation à 800 nm pour une large gamme de
diamètres de particules (80-210 nm) et durées de pulse (70 fs-5 ps), données acquises au sein
de notre groupe. Le modèle est enfin testé pour des particules de géométrie plus complexe,
des particules cœurs-couronnes SiO2-Au. La transmission d’une solution de ces particules ir-
radiée par un laser 70 fs à 800 nm est mesurée expérimentalement, et précisément reproduite
numériquement.
La modélisation multi-échelle développée permet donc effectivement de prédire la taille maxi-
male de la bulle comme sa dynamique pour des durées de pulses sur deux ordres de grandeur,
pour des irradiations en résonance comme hors-résonance, des particules de 9 nm à plus de
200 nm et des particules sphériques comme des coeurs-couronnes, ce qui en fait un outil
puissant qui pourra aider à la conception de nanomatériaux optimisés pour la cavitation, et
par là pour la nanochirurgie. Les différentes étapes de la modélisation permettent en outre
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de comprendre plus en détail les mécanismes physiques derrière la cavitation.
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ABSTRACT
Ultrashort lasers and nanotechnologies have dramatically changed the way we see and in-
teract with matter at the nanoscale. Faster than the characteristic times of the irradiated
medium, these very large intensity pulses induce strong nonlinear effects, e.g. doubling the
frequency or ablation in regions about the size of the laser wavelength. Biomedicine strongly
benefits from these phenomena, for instance with two-photon imaging and ablation of living
tissues. Plasmonic nanoparticles can concentrate the laser energy even further, in volumes
of about a tiny fraction of the wavelength, through the electromagnetic field redistribution
induced by the collective oscillations of the quasi-free electrons of the structure. The non-
linear interactions are greatly amplified and allow for a fine tuning of the energy deposition,
paving the way towards single-molecule imaging or nanosurgery.
Nanosurgery relies mainly on the formation of a bubble in close proximity to a cell membrane.
Permanent as well as transient damage may be inflicted to the cell, depending on the bubble
size. This can lead to either cell death or to a short-lived hole in the membrane, through
which drugs or DNA brands can penetrate the cell. A precise control of the bubble dynamics
and therefore of the irradiation parameters (of the laser and the nanoparticle) is required for
real-life applications. As of today, the only possible optimisation is an experimental one, but
it is costly. Existing theoretical models of the bubble dynamics are usually self-consistently
solved through determination of the initial condition that depend on the measured bubble
diameter, which restricts the use of such model to the very precise case it was written for.
This thesis therefore aims to build a theoretical framework that can successfully predict
both the maximal diameter and bubble dynamics resulting from the ultrafast irradiation
of nanostructures of different geometries by using lasers of various pulse widths, central
wavelengths and irradiation fluences.
The physics of the irradiation is quite complex and spans over multiple time and space
scales, from the ≃100 fs, nanometric energy deposition, to the ≃100 ns, micrometric bubble
dynamics and shockwave propagation. The complete simulation of the whole interaction
is extremely time- and computer-intensive, and is as such not envisageable. A multiscale
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approach is therefore implemented, that decouples the energy deposition in the system to
the transfer of this energy to the nanostructure and surrounding medium, to the bubble
dynamics.
The large uncertainties on measurements of parameters used in the model have prompted the
need to optimize a total of 9 factors on a dataset acquired by our group with shadowgraphic
imaging technique. 45 fs, 800 nm off-resonance laser irradiation of 100 nm gold spherical
nanoparticles were obtained for three different fluences. Iterative comparison of the numerical
prediction with the experimental dynamics led to optimized values of the 9 parameters.
The validity range of the optimal solution is then assessed for three different experimental
configurations available in the literature or acquired in our group. Bubble dynamics around
9 nm diameter gold nanoparticles, irradiated at 400 nm during 100 fs, close to their resonance
peak, are accurately reproduced. Their bubbles are only ≃50 nm in diameter, about 30 times
smaller that the bubbles the model was trained on. Cavitation thresholds are also correctly
predicted for a collection of nanoparticles of diameter from 80 nm to 210 nm and a two orders
of magnitude range of pulse widths (70 fs-5 ps). Lastly, the model is tested on SiO2 core-Au
shell nanoparticles, for a 800 nm, 70 fs irradiation. The transmission signal as recorded in
our group is precisely reproduced by the model, in both amplitude and lifetime.
The multiscale framework developed in this thesis is therefore capable of accurate quantitative
prediction of the bubble dynamics resulting from an ultrafast irradiation of various pulse
widths in the fs and ps range, at different wavelengths, for particles from 9 nm to 210 nm
and solid sphere as well as core-shells. The modeling furthermore gives valuable insight on
the physics of the plasma formation and relaxation as well as cavitation onset and bubble
growth and collapse.
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1CHAPITRE 1 INTRODUCTION
Jusqu’à tout récemment, la limite de la diffraction était considérée comme la limite la plus
basse que l’on pouvait rêver atteindre en optique. Il était impossible de voir ou de manipuler
des échantillons plus petits que la longueur d’onde que l’on utilisait [4]. Avec l’avènement de
la (nano)plasmonique, ces limites physiques n’existent plus. La lumière peut être concentrée
dans des volumes de quelques nanomètres de côté seulement [5–7], ou ralentie à l’envi [8]. Les
seules limites qui persistent sont celles de l’imagination : des mémoires optiques commencent
à voir le jour [9], des progrès remarquables sont effectués au niveau de l’efficacité des cellules
photovoltaïques [10, 11], des lasers plasmoniques sont mis au point [12, 13] ; et ce n’est qu’un
début [14].
Les matériaux plasmoniques interagissent également avec leur milieu environnant, ce qui
permet d’envisager d’agir directement sur ledit milieu, comme pour la distillation d’un
liquide[15, 16] ou encore le refroidissement d’une structure par résonance du flux radiatif
[17, 18].
C’est ce dernier aspect qui est le plus susceptible d’intérêt dans le domaine biomédical. Le
mariage de nanomatériaux qui concentrent l’énergie à une échelle nanométrique avec des
lasers qui peuvent pénétrer profondément dans les tissus ouvrent la voie à ce qu’on peut
appeler la nanochirurgie. Les revues de Boulais [19] ou Vogel [20, 21] dressent l’état des
lieux : on peut aujourd’hui tuer des cellules par photothermie, en chauffant le milieu cellulaire
grâce à l’absorption de la lumière d’un laser par des nanoparticules d’or [22], ou encore en
perforant la membrane cellulaire en générant des bulles de vapeur autour de ces particules
[23–25]. Tout dernièrement, ce phénomène a pu être constaté in vivo [26]. Avec une maîtrise
plus fine du diamètre de la bulle, il est même possible de venir détruire une zone spécifique
sur un chromosome [27] ou de transfecter une cellule, ce qui permet de faire entrer dans une
cellule des médicaments ou des brins d’ADN [28], sans la tuer.
Toute une branche de la plasmonique s’est donc focalisée sur ces applications biomédicales.
Un matériau plasmonique est défini comme étant un matériau dont la permittivité admet
2une partie réelle négative et très grande en valeur absolue devant sa partie imaginaire. Ces
deux propriétés conditionnent la réponse optique du matériau.
A l’instar des autres métaux, l’or est un matériau plasmonique. Sa faible toxicité et rela-
tive biocompatibilité lui offrent une place de choix dans l’univers biomédical. L’or a ainsi
été décliné sous toutes les formes possibles, de particules sphériques aux nanobâtons [29], en
passant par des particules composées d’un cœur souvent en silice et d’une couronne en métal
[30], des pyramides [31] et bien plus encore [32–35]. Ces différentes formes servent des objec-
tifs bien particuliers. En jouant sur les dimensions, les nano-bâtons et les cœurs-couronnes
peuvent absorber plus particulièrement dans une très large gamme de longueurs d’onde. En
biomédical, les longueurs d’onde les plus populaires sont celles du proche infrarouge, qui cor-
respondent à un bon compromis entre la profondeur de pénétration dans les tissus vivants
et l’absorption par lesdits tissus. Cette absorption chauffe la particule, et peut conduire à
son explosion en particules plus petites, qui sont indésirables puisque trop petites pour être
traitées par le système immunitaire et capables de venir s’insérer entre des brins d’ADN et
d’ainsi perturber le bon fonctionnement de la cellule.
Il faut donc trouver une géométrie de particule qui puisse chauffer suffisamment le milieu
sans se briser [30], ou alors chercher un nouveau mode de dépôt de l’énergie dans le milieu
[23]. Dans le premier cas, la particule absorbe des photons incidents et par la suite chauffe
et transmet cette chaleur au milieu environnant. Dans le second, l’amplification de champ
intense au voisinage des nanostructures plasmoniques facilite l’ionisation de molécules d’eau
et permet l’apparition de nanoplasmas [23, 36], qui absorbent de l’énergie et la transfèrent
directement dans l’eau, sans passer par la nanoparticule. Dans tous les cas, une fois transférée
à l’eau, cette énergie entraîne la génération d’ondes de choc et si suffisamment grande, la
formation d’une bulle.
Il serait donc extrêmement profitable d’avoir accès à un outil qui permette de prédire les
capacités à produire une bulle d’une particule de géométrie donnée irradiée par un laser donné,
sans avoir à réaliser l’expérience en laboratoire. Des modélisations exhaustives, en dynamique
moléculaire [37, 38] ou en modélisation continue [23, 39] sont bien trop demandantes en
terme de ressources informatiques pour être appliquées à de l’optimisation de particules.
3Quelques chercheurs ont proposé des modèles de dynamique de bulle qui consistent en une
simple équation différentielle 0D, dont les conditions initiales sont ajustées pour retrouver les
mesures expérimentales, et non pas basées sur des considérations physiques [3, 40, 41].
En regardant plus en détail les mécanismes physiques à l’œuvre lors d’une irradiation ultrara-
pide [23, 42–44], des tendances émergent : le dépôt d’énergie dans le système est extrêmement
rapide, de l’ordre de la durée d’impulsion (≃ 100 fs-10 ps), et très localisée. Le transfert éner-
gétique, notamment par conduction, est bien plus lent (≃ 10 − 100 ps), du même ordre de
grandeur que les débuts de la formation de bulle. La dynamique de bulle, elle, s’étale sur
plusieurs ordres de grandeurs en temps (100 ps-100 ns) comme en espace (de ≃ 105 nm3 à
≃ 1− 5µm3). Ce mémoire propose un modèle théorique multi-échelle. Le dépôt d’énergie est
calculé en 3D par éléments finis en reprenant le modèle théorique développé par Boulais et al.
[23], qui inclut aussi bien l’absorption d’énergie dans la particule proprement dite que l’ioni-
sation des molécules d’eau et la formation d’un nanoplasma. La deuxième étape s’attache à
déterminer grâce à un système d’équations différentielles ordinaires en 0D les conditions ini-
tiales pour la dynamique de bulle : volume, masse volumique, énergie et vitesse d’expansion
initiaux ainsi que température de la particule sont calculés séparément pour les différents
types de transferts énergétiques et recombinés par la suite via une moyenne pondérée. Ces
conditions initiales permettent alors de calculer l’évolution de la bulle en fonction du temps
avec un modèle basé sur l’équation de Gilmore [45], à laquelle est rajoutée une équation de
conservation de l’énergie ainsi que des transferts de masse et de chaleur aux interfaces bulle-
eau liquide et nanostructure-bulle en adaptant le travail de Kreider et al. [46]. Un certain
nombre de paramètres, régissant en particulier l’émission de l’onde de choc et les transferts de
masse et de chaleurs aux différentes interfaces du système particule-bulle-solution aqueuse,
ne sont pas connus avec certitude. Le modèle de bulle est donc optimisé sur un ensemble de
mesures expérimentales publiées précédemment dans notre groupe (Boutopoulos et al. [1])
pour une irradiation à 800 nm et 45 fs de nanoparticules d’or de 100 nm de diamètre. Les
valeurs fournies par l’algorithme d’optimisation sont très proches des valeurs reportées dans
la littérature dans la majorité des cas, et du même ordre de grandeur pour les autres. Une
fois l’optimisation réalisée, le modèle est testé sur plusieurs ensembles de données, certains
publiés dans la littérature (Kotaidis and Plech [3]), d’autres obtenus par des membres de
4notre groupe pour le projet développé dans ce mémoire. Dans l’optique de balayer un éven-
tail aussi large que possible de configurations expérimentales, la validation est effectuée sur
des particules de tailles très différentes (9 nm à 210 nm), pour des durées de pulses de 45 fs à
5 ps, à plusieurs longueurs d’onde (400 nm et 800 nm), pour des particules d’or sphériques et
pour des particules cœurs-couronnes. Certaines des bulles calculées sont donc essentiellement
dues à la relaxation du plasma excité autour de la nanoparticule, d’autres sont générées par
conduction thermique uniquement, et les diamètres de bulle varient sur deux ordres de gran-
deurs, de 20 nm à 5 µm. Les données expérimentales sont en outre obtenues par plusieurs
méthodes distinctes : diffusion de rayon X aux petits angles (Kotaidis and Plech [3]), ima-
gerie par shadowgraph résolue en temps (Boutopoulos et al. [1]) ou étude de la transmission
d’une solution de nanoparticules obtenue au cours du temps par un système pompe-sonde
(Lachaine et al. [2, 47]).
Le modèle multi-échelle développé dans ce mémoire, entraîné sur des données disponibles dans
la littérature, est donc capable de prédire avec précision les dynamiques et diamètres de bulle
générées par des impulsions ultrabrèves pour de multiples configurations expérimentales, en
moins de 24h sur un ordinateur de bureau normal, ce qui en fait un outil intéressant pour le
design de nanomatériaux pour applications biomédicales.
Le chapitre 2 analyse en détail les mécanismes physiques menant à la formation de la bulle
ainsi que les cadres théoriques trouvés dans la littérature qui permettent leur simulation.
Le chapitre 3 décrit la solution apportée ainsi que les résultats obtenus, sous la forme d’un
manuscrit soumis pour publication à Nature Nanotechnology. Le chapitre 4 complète briève-
ment le chapitre 3 de quelques éléments intéressants de la modélisation relatifs à l’émission
des ondes de choc et la détermination des conditions initiales.
5CHAPITRE 2 REVUE DE LITTÉRATURE
Ce chapitre donne les éléments théoriques nécessaire à la compréhension de la solution pro-
posée tout en présentant brièvement la littérature pertinente. La première partie se focalise
sur la nanoparticule et analyse sa réponse lors d’une irradiation par un laser femto- ou pi-
coseconde (figure 2.1). La deuxième partie se focalise sur l’excitation d’un plasma en milieu
aqueux. La troisième et dernière partie traite du transfert d’énergie au milieu, l’eau, et de sa
réponse thermodynamique, de l’émission d’ondes de choc à la formation d’une bulle.
Figure 2.1 Interaction entre un laser ultrarapide et une nanoparticule plasmonique. L’irra-
diation chauffe la particule et excite un nanoplasma, qui se relaxe extrêmement rapidement,
générant de fortes ondes de choc et éventuellement une bulle.
2.1 Irradiation par laser de nanoparticules plasmoniques
Les matériaux plasmoniques réagissent à la lumière de façon remarquable. Sous l’influence
d’un champ électromagnétique incident, les électrons de la structure sont mis en oscillation
(figure 2.2) et absorbent de l’énergie, ce qui modifie la réponse optique de la particule et se
traduit à plus long terme par un chauffage.
2.1.1 Irradiation ultracourte : modification de la réponse optique
Cette oscillation collective du nuage électronique de la particule porte le nom de plasmon (de
surface). Quand la fréquence de l’excitation lumineuse se rapproche de la fréquence d’oscilla-
6tion propre des électrons, une résonance se produit et l’absorption de photons par la particule
est maximisée. L’énergie du plasmon est suffisante pour émettre un photon ou créer des paires
électrons-trous (excitations intra- ou interbandes) [12, 48]. Lors de leur recombinaison, ces
paires émettent des phonons, ce qui va augmenter l’agitation thermique des atomes de la
particule et donc la température en quelques picosecondes. Durant les quelques premières
dizaines/centaines de femtosecondes de l’irradiation, la distribution des électrons est non
thermale, certains électrons sont beaucoup plus excités que les autres. Ils prennent le nom
d’électrons chauds et peuvent changer significativement la réponse optique de la particule
[49–53].
Figure 2.2 Des électrons aux propriétés optiques. (a) L’oscillation collective des électrons
crée une distribution de charge à la surface de la particule (b) Une particule d’or de 100 nm
de diamètre résonne dans le visible. La position du pic dépend de la taille de la particule.
L’amplification du champ à 800 nm est superposée aux sections efficaces. L’amplification
maximale est de 4.45 et est située très proche de la particule, l’intensité est 20 fois plus
élevée que dans le milieu.
L’oscillation de la charge à la surface de la particule redistribue le champ électromagnétique
autour de la particule. Pour des particules très petites devant la longueur d’onde d’irradiation,
l’approximation dipolaire est utilisée. La particule émet donc un champ électromagnétique
anisotrope. Dans certaines directions, le champ est très faible, dans d’autres, il est fortement
7accentué. Dans les zones concernées, des électrons plus énergétiques peuvent être éjectés de
la particule [48] (une éjection d’ions peut même compléter l’éjection d’électrons [54, 55] en
cas de champ incident vraiment intense).
Même en cas d’irradiation de faible intensité, pour laquelle le nombre d’électrons chauds
n’est pas très élevé, la réponse optique de la particule peut différer de ce que prédisent les
théories classiques. Il est d’abord nécessaires d’utiliser des données obtenues spécifiquement
pour des matériaux nanométriques, qui ne réagissent pas nécessairement de la même manière
que leurs jumeaux macroscopiques. Pour l’or, la permittivité majoritairement employée pour
les nanoparticules est celle obtenue par Johnson and Christry [56], qui sont descendus jusqu’à
des échantillons de 18 nm d’épaisseur, de l’ordre ou plus petit que les particules utilisées dans
ce mémoire. En dessous de cette taille, qui correspond à la distance de libre parcours moyen
des électrons dans le matériau, de nombreux autres effets prennent de l’importance, des
réflexions ou des diffusions de surface [57, 58] aux phénomènes purement quantiques lorsque
l’on descend sous les 10 nm [59–61].
2.1.2 Chauffage de la particule
La réponse des électrons au champ d’excitation est beaucoup plus rapide que celle des atomes,
plus lourds et avec une capacité thermique bien plus élevée. Il est donc courant de considérer
pour des irradiations ultracourtes que les électrons quasi-libres et les "quasi-ions" de la parti-
cule forment deux sous-systèmes distincts, dont les temps de relaxation sont bien plus courts
que le temps caractéristique d’interaction électron-ion [62]. Ceci permet l’emploi du modèle à
deux températures (TTM, Two-Temperature Model), qui peut inclure des effets liés à la taille
de la particule ou à des irradiations de quelques femtosecondes seulement, soit la durée du
cycle optique [57, 63]. Les températures électronique et celle de la structure s’équilibrent en
quelques dizaines de picosecondes. Cette modélisation relativement simple décrit fidèlement
l’évolution thermodynamique du système : le chauffage rapide de la nanostructure fait osciller
les atomes autour de leur position d’équilibre, ce que l’ont peut détecter directement par une
étude de la diffusion de rayons X [41, 64], par l’oscillation de la résonance plasmonique [39]
ou encore par la détection d’ondes de pressions générées par la compression-décompression
8brusque de la solution autour des particules [65].
Pour des absorptions conséquentes d’énergie (quand la température de fusion est dépassée),
plusieurs scénarios peuvent se produire. Si l’apport en énergie est suffisamment lent, une fu-
sion classique a lieu, suivie éventuellement d’une vaporisation lorsque la température continue
de monter. Si l’apport en énergie est très rapide, des pressions gigantesques apparaissent et
la particule se fragmente ou explose [43, 44, 66–70]. Une irradiation extrêmement intense
peut même aller jusqu’à générer un plasma dans la nanostructure ; les forces de répulsion
coulombiennes conduisent alors à l’explosion de la particule [71].
92.2 Génération de plasma par laser
Une irradiation par laser continu comme pulsé peut être envisagée. L’absorption étant maxi-
male autour de la résonance, il est pertinent soit d’utiliser un laser à la longueur d’onde de
résonance de la nanoparticule, soit d’utiliser une nanoparticule qui résonne à la longueur du
laser. Pour des applications in vivo, les longueurs d’onde du proche infrarouge (autour de
800-1000 nm) sont particulièrement recherchées, puisque cette lumière n’est que peu absorbée
par les tissus biologiques. Il est donc possible d’atteindre des profondeurs suffisantes pour en-
visager de traiter une tumeur sans avoir à faire une intervention chirurgicale. De nombreuses
nanoparticules ont donc été conçues pour absorber dans cette fenêtre, comme les nanobâtons
ou les particules cœur-couronne.
Un inconvénient majeur, cependant, reste le fait que l’absorption d’énergie dans ces nano-
particules peut les faire exploser en fragments plus petits, si petits (quelques nanomètres)
qu’ils échappent à la vigilance du système immunitaire et risquent de s’intercaler entre deux
brins d’ADN, gênant ainsi le bon fonctionnement de la cellule. Il faut donc trouver un moyen
de délivrer l’énergie directement dans l’eau, sans passer par la nanoparticule. Nous avons vu
dans la section précédente les effets de l’absorption dans la particule, nous allons maintenant
regarder les conséquences de l’amplification de champ au voisinage de la particule.
L’intensité du champ électromagnétique dans un petit volume autour de la particule est
telle que les électrons des molécules d’eau reçoivent plusieurs photons en même temps. Cette
absorption non linéaire conduit à une ionisation des molécules d’eau et à la formation d’un
plasma autour de la particule, plasma qui se relaxe ensuite, transférant son énergie à l’eau.
Le milieu biologique est excessivement complexe. Des dizaines d’espèces différentes coexistent
et forment d’innombrables impuretés qui sont autant de niveaux intermédiaires entre les
états au repos et les états excités. Malgré tout, l’approximation de l’eau pure donne de bons
résultats, elle sera conservée dans la suite [21, 42].
La formation de plasma est un phénomène bien connu et couramment utilisé, en biomédical
[20, 42] ou dans d’autres domaines [36, 72]. Il est possible de l’observer et de le caractéri-
ser, directement [73, 74] ou indirectement [75, 76]. Lorsqu’il est généré par des pulses courts
10
Figure 2.3 Ionisation par fort champ électromagnétique. (a) Plusieurs mécanismes permettent
aux électrons de la bande de valence de passer dans la bande de conduction. Leur importance
relative est conditionnée par l’irradiation considérée : (b) suivant la valeur du paramètre
de Keldysh γ, qui dépend du champ incident en ∆˜/E, l’excitation va être essentiellement
multiphotonique pour des pulses peu intenses et essentiellement par effet tunnel pour de très
grandes intensités. A 800 nm, pour des pulses fs et des fluences autour du seuil de cavitation,
les valeurs prises par ce paramètre restent autour de 1. Dans le schéma, ∆˜ représente l’énergie
de la bande interdite et Φ est la barrière énergétique à franchir pour un électron de la
nanoparticule qui serait expulsé dans l’eau.
(nanosecondes), il rayonne et l’on peut ainsi déduire sa température de son spectre de rayon-
nement. Lorsqu’il est généré par des pulses ultracourts, en revanche, l’émission est souvent
trop brève ou trop faible pour être détectée. Il faut s’en remettre aux mesures d’ondes de
pression et tenter de remonter aux conditions qui les ont générées, ou aux bulles ou cavités qui
se forment dans le liquide ou milieu d’irradiation. Pour les pulses courts, l’observation directe
du plasma permet de parler de claquage optique lorsque le plasma commence à émettre et
de formation de bulle quand la bulle apparait. Pour les pulses ultracourts, seule la bulle est
visible, mais la dépendance de la taille de la bulle en fonction de la polarisation de la lumière
incidente (linéaire ou circulaire) suggère fortement que le mécanisme est le même, les deux
phénomènes étant simplement plus fortement couplés [47].
L’eau est transparente dans le visible, mais la formation d’un plasma a conduit à l’assimiler
à un semiconducteur à large bande interdite. La valeur communément admise est de 6.5 eV
[23, 42, 58, 77–79], même si cela fluctue un peu (7 eV dans [80], 8 eV dans [81]) et reste un
sujet de recherche active [82].
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2.2.1 Photoionisation : ionisation multiphotonique et par effet tunnel
Le premier mécanisme d’ionisation par ordre chronologique est celui de photoionisation. Le
formalisme complet en a été développé dans les années 1960 par Keldysh [83] et est valable
pour des pulses aussi courts que quelques cycles optiques seulement (∼ 10 fs) [84]. Ce forma-
lisme sert toujours de référence aujourd’hui, tel quel [23, 42] ou dans une version simplifiée
[58, 85–88]. La photoionisation regroupe deux phénomènes distincts (figure 2.3 (b)) : une
ionisation par effet tunnel, et une ionisation multiphotonique. Si l’on se représente l’électron
comme confiné dans un puits de potentiel (son atome), un champ électromagnétique d’ampli-
tude suffisante peut localement abaisser la barrière de potentiel et faire passer l’électron dans
la bande de conduction. Le même électron peut alternativement absorber plusieurs photons
simultanément et sortir du puits de lui-même. Pour des applications biomédicales, les lasers
utilisés sont typiquement autour de 800 nm, dans le proche infrarouge. Leurs photons étant
autour de 1.5 eV, l’électron doit en absorber au moins 5. Une approximation consiste alors à
considérer que le taux d’ionisation multiphotonique varie en l’intensité puissance 5 ; l’inten-
sité du laser, et donc en particulier la durée de l’impulsion, est cruciale dans la dynamique
du plasma.
2.2.2 Ionisation par impact
Pour des pulses extrêmement courts (< 20− 30 fs), la quasi-totalité des électrons excités le
sont par cette voie. Dès que la durée de l’impulsion augmente un peu, un second mécanisme
vient d’abord aider puis supplanter la photoionisation : c’est l’ionisation par impact. La notion
de temps qui a émergé dans la section 2.2.1 est importante. Alors que la photoionisation est
un mécanisme instantané ou considéré comme tel, l’ionisation par impact est plus lente à
démarrer. Une fois l’électron excité par ionisation multiphotonique, il continue à absorber
des photons incidents (voire plusieurs). Pour conserver la quantité de mouvement, cette
absorption implique en sus de l’électron et du photon un phonon [89] ou un ion [42], pour
respectivement des densités électroniques faibles ou plus importantes, a fortiori pour des
régimes autour du claquage optique. Dans le dernier cas, on parle d’“inverse Bremsstrahlung”
(“rayonnement continu de freinage”, rayonnement émis par des particules qui ralentissent).
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Ces absorptions se produisent grosso-modo une fois par femtoseconde [42, 87, 90], parfois
plus, suivant le matériau [89].
A force d’absorptions successives, l’électron atteint bientôt une énergie critique au-delà de
laquelle il peut entrer en collision avec un électron dans la bande de valence et lui transférer
assez d’énergie pour le faire passer à son tour dans la bande de conduction. Cette énergie est
de l’ordre de 1.5 fois la largeur de la bande interdite. Plusieurs familles de modèles tentent
de rendre compte de ce mécanisme, certains basés sur une bande de conduction à niveaux
d’énergie discrets [91, 92], d’autres sur un modèle continu en affirmant que le taux d’ionisation
est nul tant que l’énergie est inférieure à l’énergie critique [42, 78, 90], d’autres encore avec
une fonction de collision complexe qui dispense d’un seuil explicite [23, 87], quand il ne s’agit
pas carrément d’une simulation basée sur les équations de Boltzmann [89]. L’on se retrouve
alors avec deux électrons dans la bande de conduction, qui vont à nouveau absorber des
photons et exciter par collision d’autres électrons. On parle aussi d’ionisation par cascade, la
densité électronique dans la bande de conduction augmente exponentiellement avec le temps.
Un électron ayant besoin de environ 1.5 × 6.5eV ≃ 11eV pour atteindre ce seuil, il faut
de l’ordre de 10 fs pour qu’un électron puisse en percuter un autre (ce qui correspond à
l’absorption successive de 7 photons, sans perte d’énergie entre deux absorptions). A partir
de pulses d’une centaine de femtosecondes, c’est le mécanisme dominant [89, 91], qui devient
même excessivement dominant au-delà de 200 fs [42, 82].
Un dernier mécanisme d’ionisation est constitué des électrons éjectés de la particule [48, 93].
S’il est négligeable pour des irradiations hors-résonance [29], il peut devenir aussi critique
que les autres pour des géométries plus accidentées ou des irradiations en résonance, comme
des agglomérats de particules ou des particules cœur-couronne [30].
Les électrons perdent ensuite progressivement leur énergie par rayonnement continu de frei-
nage (Bremsstrahlung) [94], par collision avec les molécules d’eau [23, 39, 94, 95] ou par
recombinaison. Ce transfert d’énergie est très rapide, de l’ordre de quelques picosecondes
[42, 73, 85] pour les pulses ultracourts, et de la durée du pulse pour les pulses plus longs. Une
(potentiellement) grande quantité d’énergie est transférée du plasma aux molécules d’eau en
un temps très court.
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2.3 Evolution thermodynamique du milieu d’irradiation
Pour les deux cas de transfert d’énergie explicités plus haut, la conduction de chaleur depuis
la particule et la relaxation du plasma peuvent entraîner la formation d’une bulle autour de
la NP. Le mécanisme d’apparition de la bulle peut en revanche être très différent. Il peut
y avoir cavitation : dans un milieu où la température reste quasiment constante, un chute
de pression en dessous de la pression de saturation peut “étirer” le fluide assez pour qu’il
“rompe”, par analogie avec les solides. Cette étirement se produit naturellement dans la sève
des grands arbres [96] ou proche des hélices d’un bateau, la bulle ainsi générée est dite de
cavitation. Il peut également y avoir explosion de vapeur : à pression constante, un chauffage
très rapide et/ou très homogène peut faire monter la température au dessus de la température
de saturation. Une petite perturbation suffit alors pour changer brutalement de phase. L’eau
à grande profondeur dans la croûte terrestre [97], qui peut ressortir sous la forme de geysers,
en est un exemple. Les deux cas sont rassemblés sous la dénomination de changement de phase
explosif. Dans le cas de l’irradiation par laser, le changement de phase est une combinaison
des deux [23, 42]. Une modélisation complète, partant des effets moléculaires et allant jusqu’à
la dynamique de la bulle, est impossible avec les moyens actuels. Il faudrait pouvoir simuler
sur 4 ordres de grandeurs en terme d’espace (1 nm-10 µm) et 8 ordres de grandeur en temps
(1 fs-100 ns). Combiner les différentes approches et les lier au travers de conditions initiales
pertinentes semble être l’approche la plus accessible et c’est celle qui sera reprise dans la suite
du mémoire. Le reste de la revue de littérature va donc explorer plus en détail la physique
du début de la cavitation ainsi que les approches habituellement utilisées pour modéliser ces
phénomènes complexes de dynamique de bulle.
2.3.1 Métastabilité, spinodale et nucléation
Un fluide qui conserve un état donné hors des zones du diagramme de phase où cet état
est supposé exister est qualifié de métastable. Le concept de métastabilité est connu depuis
plusieurs siècles [96], mais il a fallu attendre la fin du XXème siècle avec en particulier
Skripov [98, 99] pour commencer à accumuler des données fiables [100]. L’eau, autant pour
son rôle dans toute les formes de vies connues que pour son comportement atypique au
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Figure 2.4 Diagramme de phase de l’eau. En plus des séparations habituelles liquide-gaz,
d’autres zones du diagramme de phase prennent leur importance lors d’un changement de
phase explosif. Le trajet en pointillés I illustre un changement de phase habituel : le fluide suit
la binodale, la courbe de saturation, jusqu’à la température d’ébullition, et se sépare ensuite
en phases distinctes. Lors d’un changement de phase explosif, le fluide pénètre dans les zones
métastables (en dégradé rouge) et ne change de phase qu’arrivé à la spinodale (cinétique),
où la barrière énergétique entre les phases s’évanouit (est du même ordre de grandeur que
les fluctuations thermiques). La trajectoire II est typique d’un volume d’eau proche d’une
nanoparticule irradiée hors-résonance : le fluide monte dans une zone supercritique avant de
se ruer dans une zone métastable.
regard d’une majorité d’autres fluides [101], est spécialement étudiée. Toutes les expériences
visant à obtenir les seuils d’explosion de vapeur concordent. En revanche, dans le cas d’une
mise sous tension du liquide, de très grandes fluctuations sont observées, avec jusqu’à un
ordre de grandeur d’écart [102, 103]. De nombreux travaux récents mesurent simultanément
plusieurs variables thermodynamiques afin d’améliorer la précision de la mesure [103–105].
Les perturbations les plus petites peuvent déclencher la rupture du liquide, des particules
cosmiques qui traverseraient l’échantillon [96, 106, 107] aux fluctuations thermiques au sein
du fluide ou encore à cause des impuretés (poussières, nanoparticules, une surface, une bulle
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déjà présente...). Cela complique la tâche des expérimentateurs, pour qui la taille de l’embryon
initial de la bulle, le noyau (jusqu’à quelques molécules seulement) et la vitesse de la réaction
(quelques picosecondes à quelques microsecondes) représentent déjà un défi en soi.
Ce changement de phase se produit donc dans des régions métastables, lorsque le fluide
traverse la spinodale ou la spinodale cinétique (figure 2.4). La spinodale est définie comme
l’ensemble des points du diagramme de phase au-delà duquel une phase donnée ne peut
plus exister. Lors d’un changement de phase classique, il faut fournir ou prendre de l’énergie
au système pour le faire changer de phase : la chaleur latente de vaporisation, de fusion,
de condensation... Plus le système s’enfonce dans une région métastable, plus cette énergie
diminue. A la spinodale, elle s’annule : une région entière de l’espace peut donc changer
de phase instantanément ou presque. On parle de décomposition spinodale. En pratique,
les fluctuations thermiques ou les impuretés déclenchent le changement de phase avant la
spinodale, quelque part dans la région métastable, au niveau de la spinodale cinétique. De
nombreuses définitions existent, basées sur des critères de taux de nucléation [108], sur le
rapport entre l’amplitude des fluctuations dans le fluide et l’énergie d’activation, sur des
simulations numériques [107] ou sur l’évolution des temps de fluctuation autour de l’équilibre
comparés aux temps de formation d’un embryon de bulle [109, 110]. Les définitions changent,
mais l’idée générale reste la même : dans une région métastable, ce n’est qu’une question de
temps avant que le changement de phase n’opère.
La structure de l’eau sous haute pression ou dans une région métastable diffère de celle pour
des conditions standard de pression et température : grâce à la diffusion par neutrons ou
par rayons X, on sait que les molécules d’eau forment habituellement un réseau à travers
leurs atomes d’hydrogène [111, 112]. Chaque molécule est reliée en moyenne à 4 voisines. En
montant à 134 MPa et 600 ◦C, ce nombre chute à 0.6 [111]. On ne sait pas à ce jour si ces
structures sont homogènes sur un large volume de fluide ou si quelques “macro-molécules”
d’eau survivent au milieu de molécules individuelles, dans un état de quasi-vapeur. Les si-
mulations numériques (dynamique moléculaire et DFT, théorie fonctionnelle de la densité)
aboutissent à l’une ou l’autre des configurations suivant les modèles utilisés. Ce changement
de structure du réseau des liaisons -H modifie considérablement les propriétés de l’eau : elle
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peut efficacement dissoudre la biomasse ou participer au recyclage du plastique [113] ou ser-
vir de liquide de refroidissement dans les centrales nucléaires, du fait de sa grande capacité
thermique et de l’absence de changement de phase [114, 115].
La grande incertitude inhérente aux mesures de taux de nucléation rend la modélisation
ardue. Au fil des années, plusieurs approches ont été testées : les théories de nucléations clas-
siques (CNT), et plus récemment grâce à la puissance de calcul disponible aujourd’hui, de la
dynamique moléculaire et de la DFT. Les théories classiques ont quelques succès à leur actif,
mais échouent à prédire la disparition de la barrière énergétique à la spinodale ou la dépen-
dance en température du taux de nucléation. Du fait de leur relative simplicité et de leurs
résultats analytiques, elles restent encore très utilisées aujourd’hui. L’une des hypothèses ma-
jeures faite dans cette approche est l’“approximation de capillarité”, qui signifie en fait que
l’on suppose que la thermodynamique classique s’applique : la matière est un milieu continu
et les phénomènes sont à peu près toujours à l’équilibre [96, 100, 116]. En réalité, la bulle
ou plutôt la cavité initiale pouvant ne faire que quelques nanomètres de diamètres, les ap-
proches classique ne donnent pas une description physique de la réalité. Avec des formalismes
beaucoup plus lourds et une nouvelle définition du noyau [117, 118] ou avec des approches
numériques de type DFT [119], l’approximation de capillarité peut être abandonnée, au prix
de la simplicité. Cela signifie que l’on n’emploie plus la thermodynamique continue pour des
systèmes de dimension moléculaire [117, 118, 120–123]. Cette thermodynamique des petits
systèmes [124–131] est applicable pour des systèmes où les effets de surface sont dominants et
où le nombre de molécules fluctue. Cela donne naissance à des entropies et énergies non ex-
tensives [126, 127, 132] et définitions alternatives de températures aux échelles nanométriques
[133, 134].
Ces approches permettent l’étude de la formation de la bulle depuis les tous premiers instants :
dans un fluide, à un moment donné, un vide interstitiel apparait suite à une fluctuation.
Suivant le diamètre de cette cavité, soit le fluide revient à son état premier, soit la cavité
grossit jusqu’à former une bulle. Ce résultat semble indépendant du potentiel intermoléculaire
utilisé [135–137]. Il est également possible en regardant une bulle déjà formée de déterminer
où était le fluide dans la zone métastable lors du changement de phase [121, 122, 136] : pour
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une bulle formée près de la binodale, la densité de l’eau varie continument à travers l’interface,
la densité au centre de la bulle étant très proche de celle de la vapeur. Lorsque la bulle résulte
d’un changement de phase proche de la spinodale, la densité au centre de la bulle est proche
de celle du fluide environnant, ce qui suggère qu’une petite perturbation suffit effectivement
à déclencher le processus, tandis que la densité à travers l’interface présente des oscillations,
voire des discontinuités et varie sur une distance bien plus faible. Il faut se méfier de l’image
de la bulle sphérique qui grossit. En réalité, la “bulle” est un agglomérat de petites cavités et
de vides interstitiels formant une sorte de réseau [111, 138], résultat expérimental retrouvé
numériquement [135]. Plus le système se rapproche de la spinodale, plus le changement de
phase devient global : toute une région du fluide bascule, comme une feuille qui se déchire,
en quelques picosecondes à quelques centaines de picosecondes [100].
La décomposition spinodale ne représente que les premiers instants du changement de phase,
à la plus petite échelle tant temporelle que spatiale. Une transition vers une nucléation
homogène prend ensuite le relais. Cette transition est elle aussi méconnue. Plusieurs théories
essayent de relier harmonieusement les débuts de la nucléation avec la bulle [139, 140], sans
succès pour l’instant, même si la théorie de Waals-Cahn-Hilliard semble aussi physiquement
prometteuse que numériquement instable.
2.3.2 Dynamique de bulles
Une fois le changement de phase explosif effectué, l’embryon de bulle croît rapidement. Plu-
sieurs techniques expérimentales permettent de les détecter. Kotaidis and Plech [3] utilisent
la diffraction de rayons X aux petits angles pour mesurer avec une précision de l’ordre de
quelques nanomètres le diamètre de la couche de vapeur autour de nanoparticules. La figure
2.5 présente deux autres exemples de méthodes, qui utilisent des longueurs d’onde dans le
visible et sont donc limitées au niveau de la détection à des bulles de plus de 0.8-1 µm. Le (a)
est un exemple d’imagerie par shadowgraph (en anglais, “shadowgraphic imaging”) résolue en
temps d’une unique nanoparticule [1]. Un laser pompe excite les nanoparticules et déclenche
la dynamique de bulle, et un laser sonde vient exciter de la rhodamine, molécule fluorescente
qui émet un large spectre centré autour de 590 nm, de 6 ns de durée. Sur le capteur, une
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Figure 2.5 Mesures de dynamique de bulle. (a) Mesures expérimentales de la dynamique
de bulles générées par un laser femtoseconde (45 fs), à 800 nm, autour de nanoparticules
d’or de 100 nm de diamètre pour trois fluences différentes. Reproduction avec autorisation
de la figure 3b de Boutopoulos et al. [1]. (b) Mesure de transmission après l’irradiation des
mêmes nanoparticules par une impulsion laser de durée de 1 ps, à 800 nm. Reproduction avec
autorisation de la figure 2 de Lachaine et al. [2]. La courbe de transmission à 450 mJ/cm2
en médaillon permet de voir le rebond des bulles (entre 0.5 µs et 1 µs).
bulle apparaît alors comme une tache sombre sur un arrière-plan clair, dont on peut mesure
le diamètre. En jouant sur le délai pompe-sonde, la dynamique complète peut être mesurée,
autour d’une même particule, les images étant prises suffisamment rapprochées pour que le
mouvement Brownien d’une particule n’ait pas le temps de la faire quitter le plan focal. La
figure 2.5 (b) montre le signal de transmission d’une solution de nanoparticule irradiées par
un laser pompe. Les bulles modifient la section efficace d’extinction des particules, ce qui est
mesuré [2, 47]. La connaissance de la concentration de la solution permet de remonter au
diamètre moyen de la bulle.
Les bulles ainsi générées sont de l’ordre du micromètre. Une modélisation moléculaire est bien
trop coûteuse en temps et en ressources calculatoires pour pouvoir envisager de multiplier
les calculs pour optimiser des nanomatériaux. Il est donc fréquent de remplacer les calculs
des interactions intermoléculaires par des équations d’état qui relient les différentes variables
thermodynamiques entre elles. Un large panel de telle équations existe. Des équations du gaz
parfait, polytropique ou de van der Waals et leurs dérivées sont couramment utilisées [3, 141].
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En négligeant les effets thermiques et visqueux, l’équation de Tait [45, 142–144] relie la pres-
sion à la masse volumique, pour des pressions allant jusqu’à 5000 atm, voire 250,000 atm
[145]. Les tables de l’IAPWS (International Association for the Properties of Water and
Steam) [146] fournissent les valeurs de la pression, de l’énergie libre, de la conductivité, de
l’indice de réfraction... pour toute une gamme de masses volumiques et de températures : de 0
à plus de 1200 kg/m3 et de quelques kelvins à 1273 K, avec possibilité d’extrapolation jusqu’à
5000 K. Elles sont très utilisées [23, 102, 103, 105, 110, 112]. Pour des valeurs en dehors de
ces intervalles, il est possible d’utiliser les tables SESAME [147], du Los Alamos National La-
boratory, au Nouveau-Mexique [23, 87]. Les températures maximales sont alors bien au-delà
du million de degré, les masses volumiques dépassent les dizaines de tonnes par mètre cube
et les pressions montent jusqu’à des milliards de GPa. Des tables SESAME existent pour la
grande majorité des éléments et de nombreux autres matériaux. L’or et l’eau en font partie.
Il faut garder en tête que même la meilleure de ces tables ne donne qu’une approximation du
comportement réel de l’eau : les équations d’état traduisent le comportement d’un système à
l’équilibre thermodynamique. Pour une irradiation laser, les temps caractéristiques de l’irra-
diation comme des transferts de chaleurs sont de l’ordre de grandeur des temps de collisions
entre molécules. Cela signifie qu’il n’y a pas du tout équilibre, et cela peut même remettre
en question le principe même d’une pression ou d’une température, qui sont des grandeurs
statistiques, moyennes, sur une certain volume et pendant un certain temps... Volkov [148]
teste ainsi son modèle avec 4 équations d’état différentes et observe de fortes différences.
De façon semblable, il est pertinent de trouver un critère qui permette d’affirmer qu’il y a
cavitation sans avoir explicitement à faire le calcul ou l’expérience. Le complexe changement
de phase est ainsi souvent résumé à un passage d’un seuil, défini comme une température :
certains prennent la température au point critique, Tc = 647 K [142], d’autres 0.9Tc [3, 40,
149–152], ce qui correspond à la zone de température dans laquelle la pression spinodale
chute en dessous de 0, et approximativement à la température de la spinodale à pression
constante [23, 37, 153]. Pour des températures plus élevées, la pression spinodale devient
négative, entraînant la rupture du fluide sous tension mécanique. L’évolution de la bulle en
tant que telle n’est alors pas calculée, seul le seuil de cavitation est retenu, ce qui n’a pas
forcément de sens puisqu’à cause de la limite de la diffraction, on ne détecte que les bulles
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au moins de l’ordre de grandeur des longueurs d’onde utilisées. Dans le cas de bulles autour
de nanoparticules transférant leur énergie à l’eau, ce seuil peut être franchi en un point du
domaine de calcul [153], dans une couronne de 10 nm [154]. La bulle apparait sous la forme
d’une couche de vapeur à l’interface nanoparticule-eau, couche dont l’épaisseur croît puis
décroît. Elle peuvent ne faire bien souvent que quelques centaines de nanomètres de diamètre
[154], voire moins [3, 40, 148] et ne subsister que quelques centaines de picosecondes. Pour
des bulles générées directement par laser, autour de nanoparticules ou non, et résultant de
la relaxation du plasma, ce seuil est plus difficile à définir.
Une approche multi-échelle peut ensuite être mise en place. Les échelles de temps et d’es-
pace intervenant dans la formation de bulles varient de plusieurs ordres de grandeur. Pour
des impulsions ultrabrèves, par exemple, le dépôt de l’énergie se fait dans un laps de temps
(quelques picosecondes) plus court ou du même ordre que les temps de collision entre molé-
cules : l’évolution thermodynamique du milieu n’a que peu ou pas d’influence sur la formation
de plasma. Vogel [42] a ainsi calculé l’énergie absorbée par les électrons dans son domaine
de calcul, en supposant que cette énergie est transmise instantanément au milieu grâce à une
relation de la forme E = ρCp∆T . Il part ensuite de cette distribution initiale de température,
en déduit une distribution de pression et calcule la propagation de la pression dans son do-
maine. Une troisième phase de la simulation commence quand le fluide atteint la spinodale :
le volume où la pression est sous la spinodale va servir de volume initial pour un calcul de
bulle. Byun and Kwak [155] suivent une approche similaire avec un formalisme légèrement
différent. Le calcul de la dynamique de bulle se fait alors par le biais d’équations simplifiées
basées sur les équations de Navier-Stokes.
La littérature est abondante à propos des bulles de cavitation : phénomène parfois nuisible
(capable d’endommager rapidement les hélices d’un bateau), parfois bénéfique (les ondes de
choc peuvent nettoyer des surfaces, une bulle qui s’effondre émet de la lumière et permet
de faire de l’imagerie [156]), elles suscitent l’intérêt depuis plus d’un siècle. Dès 1917, Lord
Rayleigh propose une équation pour une bulle sphérique, dérivée des équations de Navier-
Stokes pour un fluide non visqueux, sans effets thermiques et incompressible. Au lieu de suivre
le fluide en tout point du domaine de calcul, l’équation de Rayleigh établit le comportement
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de l’interface de la bulle. Un demi-siècle plus tard, Plesset [157, 158] ajoute les effets de la
tension de surface et d’un frottement visqueux à l’interface avant que Gilmore [45] ne prenne
en outre la compressibilité du liquide à proximité de la bulle (2.1) :
(1− R˙
C
)RR¨ +
3
2
(1− 3R˙
C
)R˙2 = (1 +
R˙
C
)H +
R
C
(1− R˙
C
)H˙ (2.1)
Il faut simplement rajouter une équation d’état pour relier l’enthalpie H et la vitesse du son
C dans l’eau au rayon de la bulle R.
De nombreux articles reprennent ce modèle dans le cadre qui nous intéresse [42, 159]. Cette
formulation inclut une équation d’état pour l’enthalpie, qui considère là encore que les effets
thermiques sont négligeables et donc que la pression et la masse volumique de l’eau sont
reliées par l’équation de Tait. L’expression en fonction de l’enthalpie permet de reproduire
plus précisément les données expérimentales que lors d’une utilisation de la pression simple.
Ce modèle permet en outre de déterminer la propagation de la pression loin de la bulle via
l’hypothèse de Kirkwood-Bethe [45], qui consiste à supposer que la quantité r(h + u
2
2
) se
propagent à la vitesse c + u, où h est l’enthalpie du fluide, u la vitesse de l’interface de la
bulle et c la vitesse du son [160]. C’est cette équation qui sera conservée dans la suite du
mémoire.
Keller and Miksis [161] se focalisent eux sur l’étude des oscillations des bulles et donnent un
modèle plus proche du modèle de Gilmore que de l’équation de Rayleigh-Plesset [76, 155],
particulièrement adapté pour les oscillations de grande amplitude, qu’ils différencient des
bulles de cavitation. La forme finale ressemble beaucoup, mais les hypothèses de départs sont
différentes, puisqu’ils partent de l’équation d’onde et de l’équation de Bernoulli et non plus
de l’hypothèse de Kirkwood-Bethe [160].
Ces modèles sont tous des conséquences des équations de Navier-Stokes. Brennen [106] dé-
rive l’équation de Rayleigh-Plesset dans son livre en détaillant soigneusement toutes les hy-
pothèses au fur-et-à-mesure. Leighton [162] en fait lui une démonstration en écrivant les
équations en fonction du volume et non plus de la distance à l’origine de l’interface. Pros-
peretti and Lezzi [160] et Lezzi and Prosperetti [163], suivis bien plus tard par Brujan [164]
établissent des familles d’équations pour la dynamique de bulle précises à l’ordre 1 et 2 en
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nombre de Mach R˙/C. et montrent que toutes les équations citées précédemment et bien
d’autres encore, peuvent être retrouvées avec un choix de paramètres adéquats. Prosperetti
et Lezzi concluent leur analyse en montrant qu’à moins d’avoir des vitesses de l’interface de
la bulle proches de la vitesse du son ou des pressions extrêmes, il n’y a généralement pas de
gain à considérer des équations précises au delà de l’ordre 1. La comparaison de différents
modèles entre eux leur donne raison, sur des cas particuliers de croissance de bulle [165] ou
d’effondrement [164], dans un fluide ou autour de nanoparticules [142, 166], en incluant des
effets thermiques [155], voire un transfert de masse et l’action des gaz non condensables (gé-
nérés notamment par le plasma) [46, 167, 168] ou une asymétrie en passant par des sommes
de fonction de Bessel [106, 169].
La grande difficulté de ces modèles vient du choix des conditions initiales. La plupart du
temps, elles servent de paramètres ajustables : la vitesse, le volume, la pression, le coefficient, γ
quand la pression suit une loi en PV γ = cste sont autant de grandeurs qui sont choisies sans
grande justification physique [3, 40, 166]. Pour s’en passer, il est nécessaire de résoudre les
équations de Navier-Stokes au complet, pour un fluide ou plus [23, 40, 141, 148–150, 170–173].
Le système d’équations à résoudre peut rapidement devenir très lourd, et la convergence en
devient délicate, sans parler de tout le problème du suivi de l’interface qui est un domaine
de recherche à lui tout seul.
La solution développée dans la suite de ce mémoire s’attachera par conséquent à détermi-
ner les conditions initiales à partir de considérations physiques, provenant entre autres de
simulations 3D de la déposition d’énergie dans le système particule-eau.
En résumé, cette revue a présenté les mécanismes fondamentaux et les méthodes de modé-
lisation de l’interaction entre une nanoparticule et une impulsion ultrabrève, de la mise en
oscillation du nuage électronique dans la particule à la formation d’une bulle de vapeur, en
passant par l’ionisation du milieu et la formation de plasma.
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CHAPITRE 3 ARTICLE 1 : MULTISCALE MODELING OF PLASMONIC
ENHANCED ENERGY TRANSFER AND CAVITATION AROUND
LASER-EXCITED NANOPARTICLES
Ce chapitre est la retranscription de l’article soumis pour publication dans Nature Nano-
technology. Il décrit la solution proposée dans ce mémoire ainsi que les résultats obtenus. Le
Supplementary Information de l’article est joint en annexe B. Les contributions respectives
des auteurs sont détaillées section 3.8, page 39.
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3.2 Abstract
Nanoscale bubbles generated around laser-excited metallic nanoparticles are promising can-
didates for targeted drug and gene delivery in living cells. The development of new nano-
materials for efficient nanobubble-based therapy is however limited by the lack of reliable
computational approaches for the prediction of their size and dynamics, due to the wide
range of time and space scales involved. In this work, we present a multiscale modeling fra-
mework that segregates the various channels of plasmon de-excitation and energy transfer to
describe the generation and dynamics of plasmonic nanobubbles. Detailed comparison with
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time-resolved shadowgraph imaging and spectroscopy data demonstrates that bubble size,
dynamics, and formation threshold can be quantitatively predicted for various types of nano-
structures and irradiation parameters, with an error on the bubble diameter below 10%. Our
model in addition provides crucial physical insights on non-linear interactions in the near-field
that should guide the experimental design of nanoplasmonic materials for nanobubble-based
applications in nanomedicine.
Keywords : Bubbles, femtosecond, ultrafast laser, plasma, multiscale modeling, nanobubbles
3.3 Introduction
Interaction of light with nanoscale metallic materials may excite collective modes of oscilla-
tion of their quasi-free electrons, called surface plasmons, which have been at the origin of
spectacular development in the area of nano-optics [174]. This resonant phenomenon enables
fast and highly localized energy transfer that allows manipulating matter with unprecedented
precision at the nanoscale [7]. Following irradiation with ultrashort laser pulses, rapid heating
of the nanoparticle (NP) combined to non-linear photoionization of a nanoplasma [23, 36]
in the near-field potentially triggers the emission of strong shockwaves and the formation of
nanoscale bubbles, whose size and dynamics are finely controlled by the appropriate choice
of NP geometry and irradiation parameters [19, 23, 30].
These nanobubbles are unique, controllable vessels of thermal and mechanical energy that
can daintily interact with materials at the nanoscale. Particularly, they constitute efficient
vectors for precisely inducing transient and permanent damage to live cells, stimulating the
development of novel approaches to nanoscale surgery [25, 27], cancer therapy [26, 175, 176]
and cell transfection [28, 177]. Appropriate conjugation of NP surface with functional groups
in addition allows selective binding to specific proteins and peptides with high affinity, en-
abling targeted therapy and drug delivery [35, 175, 178].
This objective however remains particularly challenging due to the wide range of time
(10 fs–100 ns) and space (1 nm–10 µm) scales of the various energy transfer mechanisms
involved in the laser-induced cavitation process. Although many theoretical and computatio-
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nal methods have been developed to describe such molecular processes, these are either too
computationally intensive or too limited in scope to enable efficient prototyping for nano-
medicine. While full atomistic molecular dynamics methods are the current state-of-the-art
for accurate simulation of nanoscale processes, size and speed limitations are prohibitive for
these ≃100 ns, ≃10 µm3, aperiodic systems. Alternative schemes coupling molecular and
continuum dynamics, or using full continuum hydrodynamic models, have been demonstra-
ted to successfully predict the temporal evolution of laser-induced nanobubbles [23, 39, 179],
but are still too computationally demanding for prototyping. Therefore, the only computatio-
nal approach currently available consists in extremely simplified models that typically avoid
calculating directly the bubble dynamics via a plasma-related criterion to estimate the cavi-
tation threshold, which strongly restricts their applicability and accuracy [30]. Finally, many
groups have developed modeling frameworks based on Rayleigh-Plesset like-equations that
do not model the laser-nanomaterial interaction and whose initial conditions are determined
self-consistently from the experimentally obtained maximum bubble diameter [3, 40, 41], and
thus cannot be used as predictive tools.
In this work, we present a new multiscale computational framework that allows for fast,
reliable and quantitative prediction of complete bubble dynamics around NPs from first
principles. Starting from the laser irradiation parameters and plasmonic NP composition and
geometry, we demonstrate that our model accurately predicts cavitation onset and temporal
evolution for a wide range of incident laser fluences (0–400 mJ/cm2), wavelengths (400 nm and
800 nm), pulse widths (45 fs–5 ps), nanoparticle sizes (9–210 nm) and shapes (spherical gold
nanoparticles AuNPs and gold nanoshells with silica cores AuNSs). Our multiscale approach
segregates the 3D, nanoscale and ultrafast (10 fs–10 ps) energy deposition process from
the 0D, microscale and relatively slow cavitation onset and bubble dynamics to enable fast
and efficient calculation that, for the first time, makes prototyping plasmonic nanomaterials
accessible for nanoscale cavitation and related nanomedecine (figure 3.1).
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Figure 3.1 Design of NPs and irradiation protocols for nanomedecine applications. Numerical
optimization of the NP size, shape and composition and of the laser parameters to achieve a
given target bubble diameter and temporal evolution makes biological applications possible
3.4 Results and Discussion
As illustrated in figure 3.2a, plasmons excited in water-immersed metallic nanoparticles are
short-lived and decay in 10–100 fs into hot carriers [12, 48] that are ultimately dissipated as
heat in the particle and its surrounding through conduction at the metal-water interface [180].
Plasmon excitation additionally concentrate the electromagnetic field in a small volume near
the particle [6, 7] which, when immersed in water, can lead to the non-linear excitation of a
nanoscale plasma in ≃100 fs–5 ps [36], akin to laser photoionization of pure water [42]. The
energy stored in the plasma is transferred to the water molecules in a few picoseconds, leading
to stress and thermal confinement [43, 181]. The resulting extreme temperature and pressure
induce cavitation in ≃1 ns, leading to the formation, growth and collapse of a bubble that
can extend up to a diameter of 0.1–10 µm, with lifetimes of ≃100 ps–100 ns [1, 24, 41]. Our
modeling framework is therefore divided into three distinct Sub-Models (I. Energy deposition,
II. Cavitation, and III. Bubble dynamics) that describe separately the various plasmon decay
and energy transfer channels that occur in distinct time scales (figure 3.2b).
The Energy Deposition sub-model (Sub-Model I) covers the first ≃10 ps and describes the
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Figure 3.2 Physical mechanisms and associated modeling framework of bubble formation
around plasmonic nanoparticles.(a) Illustration of the different energy transfer mechanisms
that lead from the plasmon excitation to the generation of a nanoscale bubble. Their ap-
proximate timescales are indicated on the left axis. (b), Multiscale modeling framework used
to describe these mechanism. The individual blocks represent the three sub-models described
in the text.
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interaction of the electromagnetic field with the nanoparticle, as well as the early thermody-
namic evolution of the metal and surrounding water. Here, we are interested by laser pulses
that are shorter than the characteristic molecular collision time (≃10 ps) [23, 181]. The energy
deposition process can therefore be completely isolated from the description of the subsequent
cavitation and bubble dynamics. In this sub-model, the plasmon-enhanced electromagnetic
field distribution, the NP electron and lattice temperatures, the plasma density and kinetic
energy density and total deposited energy are computed in 3D using a finite-element based
method previously developed and validated by our group [23, 39, 47] (Methods, A I).
The Cavitation sub-model (Sub-Model II) describes the onset of the vapor bubble and the
initial shockwave emission that occur in 10-100 ps [23, 42]. The initial volume, density, energy,
and water-vapor interface velocity after the shockwave emission are determined using the ini-
tial water thermodynamic evolution calculated in Sub-Model I. We assume that the bubble
cavitation occurs when the water molecules reach the spinodal temperature (0.9Tc) [151, 152],
a thermodynamic state from which we evaluate that subsequent relaxation will drive the wa-
ter molecules toward explosive phase change and spinodal decomposition [42, 43]. Energy
transfer to the water molecule occur on different time scales, and in physically distinct re-
gions around the particle, depending on whether it originates from the near-field plasma or
from heat conduction at the NP-water interface. Since heat conduction and convection are
much slower than plasma relaxation, our model deals with these two channels separately.
The initial volume of the bubble Vc is therefore defined as the volume of water heated above
0.9Tc by the plasma relaxation, combined to the volume of water-shell of thickness hT that
participates to the heat transfer at the water-metal interface. Similarly, the initial bubble
energy, water density and bubble-wall velocity after the shockwave emission are each evalua-
ted by considering separately these two energy transfer channels. A detailed description can
be found in the Methods and in the Supplementary Materials (Annexe A II).
Finally, the Bubble Dynamics sub-model (Sub-Model III) simulate the temporal evolution of
the bubble radius, wall velocity and energy using a cavitation model based on the Gilmore
equation [45], a weakly compressible generalization of the Rayleigh-Plesset model known for
its accuracy even at large bubble wall velocities [160]. Our bubble dynamic model comple-
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ments Gilmore’s with a temperature and density dependent enthalpy and additional mass
and heat transfer equations at the bubble wall, based on the work of Kreider et al. [46] (Me-
thods, A III). The bubble lifetime typically spans 0.1–100 ns, although longer lifetimes may
occur for very large bubbles.
Many of the parameters for the bubble cavitation and dynamics sub-models are not precisely
known at the temperatures and pressures relevant to plasmon-enhanced nanocavitation, but
are nevertheless necessary for quantitative predictions of the bubble behavior. These unknown
parameters are summarized in figure 3.3b and c. From the cavitation sub-model, these include
the thickness hT of the conduction water-shell and two parameters that define the functional
form of the energy lost to the initial shockwave (q0 and ∆q). Parameters from the bubble
dynamics sub-model include the thermal conductivity g at the particle-vapor interface, the
heat (αδe, αδi) and mass (αmass) transfer at the bubble wall, as well as the viscous and surface
tension (αvisc and αtension).
The precise evaluation of these nine mechanical and thermodynamical parameters from first-
principle is extremely challenging. Instead, we chose to optimize their values by training the
cavitation and bubble dynamics model on an experimental dataset of plasmon-induced bubble
dynamics previously published by our group [1]. These data include the transient diameters of
bubbles generated around single 100 nm AuNPs irradiated with a single 800 nm, 45 fs, linearly
polarized laser pulse at three different peak fluences (150, 200, 250 mJ/cm2), characterized
with the shadowgraphic imaging technique (figure 3.3a). Using a global optimization scheme
(Methods), the parameters were optimized to reduce the deviation between the simulated and
the experimental bubble dynamics, yielding a final deviation on the time-dependent diameter
of ≃10%, a very good performance considering the average experimental uncertainty of ≃20%
(figure 3.3a). As show in figure 3.3b, parameters from the top-scoring solution are very similar
to some of the values reported in the literature for similar systems, which brings additional
confidence (A IV).
As a first test of the capability of our modeling framework, we sought to predict the maxi-
mum diameters of bubble produced at laser fluences that slightly differ from the one on
which it was trained. These previously published experimental data were obtained with the
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Figure 3.3 Parameterization of the modeling framework using a machine-learning strategy. (a)
From left to right : the cavitation and bubble dynamics model contains a series of unknown
parameters that must be determined to yield accurate prediction of bubble dynamics The
values of the parameters are numerically optimized via comparison of the bubble dynamics
predictions for 45 fs, 800 nm irradiation of 100 nm AuNPs with experimental data from
Boutopoulos et al. [1]. Peak fluence is used. (b), Optimized parameters values obtained from
the top-scoring solution. Values reported in the literature are indicated when available. (c),
Portion of the energy that dissipates in the shockwave as a function of the bubble energy
density. Highlighted is the range of energy densities corresponding to the points shown in (d).
(d), Prediction of the bubble size after 20 ns for the same laser wavelength and pulse width,
and comparison with experimental data from Boutopoulos et al. [1]. x axis is peak fluence.
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shadowgraphic imaging technique, and are shown on figure 3.3d [1]. Results shows that our
modeling framework could predict these bubble diameters with an average error of ≃10%,
compared to an experimental uncertainty of 20-30%. This important result indicates that
our model can accurately predict bubble behavior for laser irradiation conditions that are
different from the one for which it had been initially trained, and is an early demonstration
that it can be used as a predictive tool.
To further assess the performance of our multiscale modeling framework at predicting nano-
cavitation, we tested its prediction against experimental bubble dynamics that were obtained
for three systems, two of which are representative of current in-vivo and in-vitro research for
cell nanosurgery and tumor treatment.
First, we employed our modeling framework to predict nanocavitation around 9 nm AuNP
irradiated with 400 nm, 100 fs laser pulses for laser peak fluences up to 150 mJ/cm2. In
addition to being much smaller than the training dataset AuNPs (100 nm), the irradiation
wavelength is much closer to the plasmon resonance condition, resulting in much stronger
resistive losses within the NPs. We compared our simulated bubble dynamics and maximum
diameters with experimental data previously published by Kotaidis and Plech [3], reported
in figure 3.4a,b together with our predictions. These are in very good agreement with all
experimental data, with an average deviation of less than 10%, below the experimental error,
despite the fact that bubbles generated by this system are 30 times smaller than the one
for which the model was initially trained. The mechanism by which the bubble is formed is
also completely different, being mostly plasma-mediated for the training set (30-98% of the
energy deposited in the plasma), and completely NP-mediated for this system (>80% of the
energy is deposited in the particle by resistive losses, even more at low fluences).
Then, we sought to predict the cavitation fluence threshold for an extended library of AuNPs
with diameters between 80 and 210 nm, irradiated with 800 nm laser pulses of time width
ranging from 70 fs to 5 ps. We characterized the experimental cavitation thresholds for
all these particles with the time-resolved shadowgraphic imaging (Methods). Experimental
results are reported in figure3.4c and A V, each point representing the highest fluence at
which no bubble could be detected, corresponding to bubbles with diameters of ≃0.8–1 µm.
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Figure 3.4 Predictions of our modeling framework for various NP shape, size and irradiation
parameters.(a) Prediction of the maximum radius and (b) dynamics for a 9 nm AuNP irra-
diated with 100 fs, 400 nm laser pulses. Dynamics is shown at a peak fluence of 150 mJ/cm2
. The experimental values are taken from Kotaidis and Plech [3]. The black squares and blue
circles show values obtained with the SAXS and the liquid scattering methods, respectively.
(c) Time-resolved shadowgraphic imaging characterization of the cavitation threshold around
NPs of various sizes irradiated with 800 nm laser pulses of various pulse widths. Dotted lines
show the predicted fluence required to generate bubbles with a diameter of 1.04 µm that best
fits the data. (d) Maximum bubble diameters obtained for numerous pulse widths, particle
diameters and fluences. A dαE1/3 law accurately describes the behavior for large bubbles.
The inset focuses on smaller bubbles, for which a different dαE1/2 law is deduced. (e) Probe
scattering signal acquired (circle) and simulated (lines) for cavitation around a NS660 AuNS
irradiated with 70 fs, 800 nm laser pulses at various fluences (42,56,84 and 102 mJ/cm2).
(f) Experimental (circle) and simulated (line) evolution of the minimum level of the probe
scattering signal as a function of the incident average laser fluence.
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The simulations results are shown in the same panel, the thick, dotted lines indicating the
laser fluence required to generate bubbles with a maximum diameter of 1.04 µm for each
AuNP and laser pulse width. This diameter was determined by minimizing the deviation
with the experimental results, and is in very good agreement with the expected limit of
detection of our shadowgraphic system. Interestingly, the simulated bubble diameters seem
to generally follow a power-law relative to the calculated deposited energy (Edep) (figure 3.4d).
For bubbles larger than ≃1.5 µm (Edep > 20 pJ), the bubble diameters follows the general
rule dαE0.32dep , which was expected from a simple energy conservation argument. However, for
smaller bubble (Edep < 20 pJ), the energy coefficient is increased to dαE0.52dep , as observed
experimentally by Siems et al. [41], indicating the increased influence of surface for very small
bubbles. Using our model, we could further identify that this peculiar hydrodynamic effect
was a direct consequence of the increased contributions of surface tension and water viscosity
on small bubble dynamics (A VI).
Finally, we sought to predict cavitation induced from other geometries of plasmonic nano-
structures beside homogeneous spheres. To do this, we chose to investigate cavitation around
AuNS with core diameter and shell thickness of 78 nm and 28 nm, respectively, when irradia-
ted at 800 nm with a 70 fs laser pulse. Previous identification of this AuNS as being optimal
for cavitation under this particular irradiation parameters motivates our choice [30]. Using
the scattering imaging technique (Methods), we measured the bubble dynamics around these
AuNS at several average fluences between 10 mJ/cm2 and 170 mJ/cm2. The time-resolved
extinctions of the probe signals are reported in figure 3.4e. We then used our modeling fra-
mework to calculate the predicted bubble dynamics and used the Mie theory to calculate
the associated scattering probe extinction signal. Simulation results are in very close agree-
ment with the experimental data (figure 3.4e), and reproduce well the asymmetry of the
growth and collapse phases observed at lower fluences (A VII). The early disappearance of
the smaller bubbles located far from the focal plane have been identified as the source of this
asymmetry. At larger fluence, our model does not capture the observed larger asymmetry,
probably because it originates from bubble rebounds that are not accurately described by our
framework, since this behavior was completely absent from the training dataset. Despite this,
the maximum signal extinction as a function of fluence could be predicted with a relatively
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high accuracy (figure 3.4f).
The very good agreement between the predicted and observed bubbles for these three systems
suggest that the developed modeling framework can be reliably used to quantitatively predict
the cavitation dynamics and threshold around plasmonic nanoparticles with various shapes,
materials and irradiation conditions, providing a valuable tool for designing nanomaterials
for bubble-based in-vivo and in-vitro treatments. In addition to being particularly accurate,
full bubble dynamics calculations can be made rather rapidly, a typical calculation taking
between 6h and 15h on a standard personal desktop computer. The presented multiscale
modeling framework is thus particularly well adapted for protoyping.
Figure 3.5 Plasma calculations from the 3D model step in figure 3.4c at the cavitation thre-
shold. (a) Contribution of the plasma-heated volume Vc,pl to total the initial bubble volume
Vc. (b) Total energy deposited in the plasma and in the NP. (c) Ratio of the energy absorbed
in the plasma and in the NP. (d) Initial bubble diameter corresponding to Vc. (e) Portion
of the deposited energy that is dissipated in the shockwave. (f) Energy density in the initial
bubble of volume Vc.
Another important aspect of our model is that it uniquely enables characterizing critical phy-
sical parameters of the laser-particle interaction that would be difficult to observe otherwise.
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For instance, using the simulation data presented in figure 3.4c, we investigated the cavita-
tion volume, energy deposition, as well as the plasma density and temperature for AuNPs of
diameters of 80–210 nm irradiated with 800 nm laser pulses with pulse width of 70 fs–5 ps
at a fluence corresponding to their observed cavitation threshold (diameter of ≃1 µm). In-
terestingly, the initial bubble volume is almost uniquely due to the plasma relaxation for all
diameters and pulse width tested, the contribution from heat conduction at the NP interface
being marginal in all cases (figure 3.5a). This indicates that a plasma-mediated mechanism
generally dominates cavitation for AuNPs irradiated with femtosecond and picosecond pulses
at 800 nm, irrespective of their size. However, the energy that needs to be deposited to ini-
tiate cavitation is highly dependent on the size and pulse width, higher energy being required
for small particles at short pulses, and for large particles at longer pulses (figure 3.5b). This
behavior results from the combination of two competing phenomena. First, the preferential
plasmon energy decay channel is shown to switch from plasma relaxation to conduction at
the NP interface as the pulse width and NP diameters are increased (figure 3.5c). Cavitation
is thus favored for smaller NPs and shorter pulses. Second, the initial cavitation bubble is
shown to be much smaller for small NPs (figure 3.5d). The contribution of the bubble surface
tension on the bubble growth is thus much more important for smaller NPs, which reduce
their cavitation efficiency. The energy lost by the bubble to the initial shockwave is also much
more important for smaller NPs, probably due to increased stress confinement (figure 3.5e).
These phenomena thus explain the peculiar behavior observed in figure 3.5b. Importantly,
cavitation is shown to occur when a deposited energy density of ≃ 1.7× 109 J/m3 is reached
inside the initial bubble, irrespective of the NP diameter and pulse width (figure 3.5f), which
corresponds to the energy density necessary to isochorically heat water of ≃400 K, close to
the spinodal. Reaching a critical electronic plasma density of 1021 cm−3, a criterion usually
used to predict laser-induced cavitation, seems however inadequate for plasmon-enhanced ca-
vitation (A VIII), which makes our modeling framework essential for the reliable prototyping
of nanomaterials specifically designed for nanoubble-based applications.
36
3.5 Conclusion
In summary, we have presented a multiscale modeling framework that can predict, for the
first time, the dynamics and formation threshold of bubbles generated around plasmonic na-
nostructures in water from first principle. This framework couples a 3D finite-element based
model of energy deposition, including non-linear photoexcitation of a plasma in the near-
field, with a cavitation and a bubble dynamic model, and allows for the rapid calculation
required for the development of a tool that can be used for efficient prototyping. Our results
have shown that the framework is generalizable to a large class of nanostructure size, shapes
and irradiation regimes, offering unprecedented capability for the computational design of
non-linear plasmonic nanomaterials for nanocavitation. Further testing could be carried on,
by investigating other metals besides gold and various polarizations. In the future, this fra-
mework could be used to screen large libraries of plasmonic nanostructure shapes, sizes and
materials for the design of plasmonic nanodevices with enhanced properties [6, 35]. Following
recent advances in bottom-up assemblies of complex plasmonic structures [32, 182, 183],
we also envision using this methodology for the computational design of complex materials
specifically tailored to enhance cavitation and other non-linear plasmon-enhanced interac-
tions, and optimize experimental settings for in-vivo studies [26, 175, 184]. New customized
materials and devices with programmable properties should boost the development of new
plasmon-based therapeutics and biosensing approaches in the field of nanomedicine.
3.6 Methods
3.6.1 Sample preparation
AuNP solutions (AuNP size : 80-210 nm) were synthesized using a seeded growth approach,
resulting to final atomic gold and citrate concentration of 300 µM and 2 mM, respectively.
UV-visible-NIR absorption spectra were acquired for each solution with an Epoch microplate
spectrophotometer and analyzed to precisely evaluate the AuNPs size based on Mie theory.
The working AuNPs solutions were all diluted to a final concentration of 1.7 × 108 NP/mL
using ddH2O.
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AuNS solution (silica core diameter of 78 nm with a shell thickness of 28 nm) were provided by
nanoComposix inc, with citrate conjugation. Those particles were dispersed in water with a
concentration of 2.7×109 NS/mL and their plasmonic resonance peak was located at 660 nm.
This solution has been transferred into a 1x1 cm2 quartz cuvette without any dilution for
time-resolved probe scattering measurements.
3.6.2 Time-resolved shadowgraphic imaging
AuNP samples were prepared by adding 30 µL of solution in a glass bottom petri dish
(MatTek), which was then sealed with a cover slip to form a ≃0.05 cm3 micro container. Laser
excitation was carried on using a Ti :Sapphire laser (800 nm, tunable pulse width 70 fs to
5 ps, 10 Hz repetition rate, Spitfire, Spectra-Physics). Bubble detection was performed using
a 6 ns broadband probe pulse resulting from the fluorescent emission of a laser (Nd :YAG,
532 nm, 6 ns, 10 Hz, Brilliant b, Quantel) excited rhodamine dye and co-aligned with the
pump beam. Individual nanobubbles can be continuously tracked in time and space since
the data acquisition rate (10 Hz) is faster than the AuNP Brownian motion (≃1 s to exit
the field of view). Readers are referred to our previous work for more details [1, 30]. The
experimental cavitation threshold was determined as the minimum laser fluence resulting in
repeatable bubble formation around a single AuNP at 5 ns pump-probe delay.
3.6.3 Time-resolved probe scattering
A pump laser beam (Ti :Sapphire, 800 nm, 70 fs, 10 Hz, Spitfire, Spectra-Physics) was co-
aligned with a probe laser beam (He :Ne 633 nm, 2 mW, continuous-wave, Thorlabs). The
probe is spatially filtered by a 10 µm pinhole after passing through the sample. The probe
scattering signal intensity was measured with a 2 GHz high-speed photodetector (SV2-FC,
free space, Thorlabs). Further details can be found in our previous work [30, 47].
3.6.4 Modeling framework
Energy Deposition Sub-Model. The electromagnetic field distribution (E,H) is calculated with
the Helmholtz equation at every time-step. Ionization in the near-field was calculated using
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the strong field formalism of Keldysh [83] that includes multiphoton and tunnel ionization,
water being assumed to behave as a 6.5 eV gap amorphous semiconductor [42]. Impact ioni-
zation was described with a dense plasma theory formalism [87, 95]. The plasma density and
energy time-dependent distribution was calculated with a semiclassical Boltzmann transport
formalism. The presence of plasma in the near-field locally modifies the dielectric function
using a Drude formalism. In the particle, a parabolic two-temperature model is used to cal-
culate the electron and lattice temperature [23, 63]. The water temperature is calculated
with the heat equation, including contribution from the plasma relaxation [23, 42] and heat
conduction at the interface with the nanoparticle [180]. Water heating is assumed to be
isochoric. The complete sub-model consists of 6 partial differential equations (PDE) solved
in 3D. This PDEs system is solved with the finite elements software Comsol (Comsol, Inc.,
Burlington) in a domain of radius corresponding to the irradiation wavelength. Perfectly Mat-
ched Layers were used. Complete geometry tallies up to ≃45,000 tetrahedral second order
elements. A Generalized-α solver with Comsol’s default settings was used for time-stepping.
Readers are referred to A I for additional details.
Cavitation Sub-Model. The initial volume of the bubble is calculated the total volume of
water Vc that is heated above 0.9Tc [151, 152]. A volume Vc,pl is calculated as the volume of
water reaching a temperature above 0.9 Tc at the end of the Energy Deposition Sub-Model.
The density (ρc,pl) and temperature (Tc,pl) for this layer are calculated assuming an isochoric
transition. The temperature of a water shell of thickness hT is calculated using a 0D two-
temperature model completed with an entropy rate equation written for the water shell.
The set of ordinary differential equations (ODEs) is solved with the Matlab ode45 solver.
The density (ρc,NP ) and temperature (Tc,NP ) of this layer are extracted from the computed
entropy, assuming the volume is heated along the binodal. The corresponding volume Vc,NP
is added to Vc,pl to yield Vc. The initial pressure is calculated as the weighted average of
two pressures (pc,pl and pc,NP ) evaluated separately for Vc,pl and Vc,NP using the IAPWS and
SESAME equation of state, and their respective density and temperature. The shockwave
velocity and then the velocity of particles in the wake of the shockwave are calculated with
the Rankine-Hugoniot relations, the latter velocity being approximated as the initial bubble
wall velocity. A weighted average from the velocities calculated separately from pc,pl and pc,NP
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was used. Readers are referred to A II for additional details.
Bubble Dynamics Sub-Model. The Bubble Dynamics sub-model yields the temporal evolution
of the bubble diameter, energy and particle temperature. A Gilmore-like model [45] that
generalizes the Rayleigh-Plesset equation by including weak compressibility effects completed
with an energy conservation equation and heat and mass fluxes at the bubble wall as well as
heat transfer at the vapor-particle interface was adapted from a previous model from Kreider
et al. [46]. These ODEs were solved with the Backward Differentiation Formula (BDF) solver
implemented in the COMSOL software. The readers are referred to A III for additional
details.
Parameters optimization. The NLopt implementation (http ://ab-initio.mit.edu/nlopt) of
the COBYLA gradient-free optimizer was used to optimize our 9 parameters, based on the
minimization of the sum of squared residual relative to the experimental data. This procedure
was performed in parallel from 40 randomly selected distinct starting points in the search
space. Every 50,000 iterations, the search-space was reduced, based on the optimal parameters
of the top 100 solutions. The readers are referred to A V for additional details.
3.7 Acknowledgments
The authors would like to thank the Natural Science and Engineering Research Council
(NSERC) and Le Fond Québecois de la Recherche sur la Nature et les Technologies (FQRNT)
for financial support. C.B. acknowledges fundings from the EU under a Marie Curie Fellow-
ship, FP7-PEOPLE- 2013- IOF, project reference 624888. Yves Drolet is acknowledged for
technical support and David Rioux for synthesizing most of the nanoparticles used for this
article.
3.8 Author contributions
A.D. developed the modeling framework and performed all simulations. E.B. developed the
modeling framework (plasma dynamics). C.B. designed and performed the time-resolved
shadowgraphic imaging. R.L. designed and performed the probe scattering experiments. A.D.,
40
E.B. and M.M. analyzed the results and wrote the manuscript. M.M. supervised the project.
All authors revised, commented and approved the manuscript.
41
CHAPITRE 4 DISCUSSION GENERALE
Ce chapitre apporte quelques éléments supplémentaires pour faire le lien entre les différentes
parties du modèle multi-échelle présenté au chapitre précédent, puis discute de possibles
extensions du modèles pour des durées de pulses plus longues.
4.1 Choix des conditions initiales
L’idée principale qui sous-tend une modélisation multi-échelle est le découplage des phéno-
mènes physiques. Si les résultats semblent corrects et retranscrivent fidèlement la dynamique
de bulle lorsque ce modèle est testé sur des données expérimentales acquises pour des configu-
rations particule-laser variées, il est permis de se demander si la physique est respectée tout
au long des différentes étapes du calcul. Pour ce faire, sont présentées dans ce chapitre des
simulations plus complètes de l’interaction grâce aux équations de Navier-Stokes. Le modèle
de dépôt d’énergie décrit au Chapitre 3 est complété par des équations de conservation de la
masse, de la quantité de mouvement et de l’énergie. En guise d’exemple, on considère dans
ce chapitre une irradiation pour une durée de pulse de 1 ps, car la convergence est plus aisée
que pour les pulses plus courts, d’une particule de 80 nm de diamètre, car la distribution sy-
métrique du champ autour des petites particules permet de résoudre en 2D axysimmétriques
le système d’équation, et à 450 mJ/cm2 car cette fluence est autour de la fluence de seuil
mesurée expérimentalement (Chapitre 3). Cette section discutera de la vitesse initiale de la
bulle puis de l’épaisseur de la couche limite hT .
4.1.1 Ondes de choc
Le chapitre 3 mentionne brièvement les relations de Rankine-Hugoniot, qui servent à déter-
miner la vitesse initiale de la paroi de la bulle. A partir de la connaissance de la pression
maximale de l’onde de choc, ces relations permettent de calculer sa vitesse, et de là la vitesse
des molécules d’eau juste après l’onde de choc. Vogel et al. [144] et Byun and Kwak [155]
utilisent cette vitesse pour la vitesse initiale de la paroi de la bulle.
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Pour une irradiation avec une polarisation linéaire, la Figure 4.1 (a) montre la densité autour
de la nanoparticule pour plusieurs temps successifs. L’onde de choc part des pôles de la
particule et se propage au loin. Les profils de masse volumique sont très semblables à ceux
obtenus par Gamaly et al. [86] dans du SiO2. Le (b) montre la distance parcourue par l’onde
de choc et par le lieu des points où ρ = ρc = 322 kg/m3, ce qui peut être pris comme la
paroi de la bulle. On constate que loin de la particule, la vitesse de l’onde décroît, de plus de
4-5 km/s initialement à la vitesse du son dans l’eau si l’on s’écarte suffisamment. Ces vitesses
sont tracées au figure 4.1(c), et correspondent respectivement aux courbes SOC (Simulation :
Onde de Choc) et SVB (Simulation : Vitesse de la Bulle). A partir des valeurs de la pression
maximale fournies par le modèle numérique, la vitesse de l’onde est calculée par les relations
de Rankine-Hugoniot (courbe RHOC, Rankine-Hugoniot : Onde de Choc) et la vitesse des
particules derrière l’onde également (RHVB, Rankine-Hugoniot : Vitesse de la Bulle). Les
résultats de la simulation et ceux de Rankine-Hugoniot sont très proches, ce qui justifie leur
emploi. Une réelle quantification de l’énergie transportée dans l’onde de choc est toutefois
délicate, tant l’amplitude du front de l’onde et sa largeur dépendent de l’équation d’état
utilisée pour l’eau [148].
La même simulation permet également de constater que le chauffage dans les régions aux
pôles de la particule est effectivement assimilable à un chauffage isochorique. Après 3 ps, la
masse volumique du volume chauffé à 0.9Tc n’a varié que de 1%. Après, 6 ps, de 5.3%, ce qui
correspond à la durée des simulations (sauf pour les pulses de 5 ps, qui vont jusqu’à 15 ps).
Dans le même temps, la température moyenne monte à plus de 10,000 K (non représentée).
4.1.2 Transfert de chaleur par conduction
La forme de l’onde de choc sur la figure 4.1 met en exergue la domination du transfert
d’énergie depuis le plasma. Lorsque seule la conduction est importante, la variation des
variables thermodynamiques de l’eau est beaucoup plus localisée, près de l’interface de la
particule. La comparaison entre la masse volumique de l’eau à 60 ps de la figure 4.1 (a) et les
courbes à 56 ps de la figure 4.2 est particulièrement parlante : alors que dans le premier cas,
la zone affectée par l’irradiation est déjà de l’ordre de 500 nm de diamètre, dans le second, elle
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Figure 4.1 (a) Evolution de la masse volumique de l’eau autour d’une nanoparticule d’or de
80 nm de diamètre suite à une irradiation de 1 ps, à 450 mJ/cm2 calculée avec les équations
de Navier-Stokes (b) distance à la nanoparticule du maximum de la pression (trait plein bleu)
et du lieu des points où ρ=ρc (pointillés rouges), assimilés respectivement à la position de
l’onde de choc et à la limite de la bulle (c) Evolution temporelle de la vitesse de l’onde de
choc (SOC) et de l’ensemble des points où ρ=ρc(SVB) ainsi que les vitesses de l’onde et de
la paroi de la bulle données par les realtions de Rankine-Hugoniot, respectivement RHOC et
RHVB.
est limitée à une couche de quelques nanomètres d’épaisseur. On remarque également que la
variation de la masse volumique est de plus en plus rapide, alors que celle de la température
ralentit, ce qui correspond bien à une trajectoire qui longe la binodale et qui se rapproche du
point critique.
La courte distance sur laquelle varie la masse volumique vient en outre appuyer l’hypothèse
du Chapitre 3 sur la couche d’eau chauffée par conduction autour de la particule, dont
l’épaisseur avait été fixée à hT=0.72 nm.
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Figure 4.2 Evolution de la masse dynamique et de la température de l’eau autour de la
nanoparticule quand seule la conduction joue un rôle. Les 8 courbes sont espacées à chaque
fois de 8 ps. Les conditions d’irradiation sont les mêmes que pour la figure 4.1.
4.2 Dynamique de bulle
Cette section se concentre sur le modèle de dynamique de bulle. L’hypothèse de sphéricité
des bulles est discutée, ainsi que plusieurs possibilités d’extension du modèle à des pulses
plus longs.
4.2.1 Sphéricité des bulles
La pertinence de l’hypothèse de la sphéricité des bulles peut être remise en question au vu
de la forme de l’onde de choc sur la figure 4.1 et du chauffage par le plasma seulement
aux pôles de la particule. Après 150 ps, la pression semble toutefois presque elliptique, et
l’on peut penser que la bulle suivra le même chemin [23, 39]. La forme asymétrique de
la bulle influe probablement sur les débuts de la dynamique, puisqu’au lieu d’une bulle
sphérique, on en observe presque deux, plus petites, aux deux pôles de la particule. Le
rapport surface/volume est donc altéré, et comme mentionné dans le Chapitre 3, cela peut
avoir un fort impact. Des dérivations des équations de Rayleigh-Plesset existent pour des
bulles asymétriques [106, 158], mais sont beaucoup plus lourdes. Une approche simplifiée,
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qui utilisait une équation de Rayleigh-Plesset écrite en terme de volume [162] a été testée
aux débuts de ce projet. Le volume calculé était associé au volume total des deux bulles
de rayons (identiques) plus petits. Les termes d’échange à l’interface étaient écrits pour la
somme des surfaces de ces deux bulles. Il a alors fallu s’interroger sur l’ordre de grandeur des
perturbations induites par cette nouvelle surface, par rapport aux termes de second ordre
qui sont traditionnellement négligés dans les équations de Navier-Stokes lors de la dérivation
d’une formule pour l’évolution temporelle de l’interface de la bulle [45, 163]. Ces termes font
notamment intervenir des produits de la compressibilité et de la viscosité, habituellement
négligeables. La complexité de l’introduction de termes de second ordre dans les équations
a rapidement contrebalancé l’intérêt pour cette petite modification. L’approche sphérique a
donc été conservée.
4.2.2 Durée de l’impulsion
Ce mémoire s’est focalisé exclusivement sur des pulses ultracourts (<10 ps). A ces échelles
de temps, la variation de la masse volumique de l’eau et de la vitesse des particules reste
négligeable. Cela représente l’échelle de temps sur laquelle le plasma est excité et relaxe.
Dans le cas d’irradiations proches de la résonance, comme pour les particules de 9 nm de
Kotaidis and Plech [3], la bulle est générée par conduction à l’interface et le modèle donne
néanmoins toujours des résultats fidèles aux mesures expérimentales. Il est donc probable
que l’on puisse étendre le modèle à des pulses de durée de l’ordre du temps caractéristique
du transfert de chaleur à l’interface, donc de l’ordre de 10 ps-100 ps. Si des mesures de
dynamiques existent pour des bulles (sub)micrométriques, et pourquoi pas pour plusieurs
durées de pulses, il serait possible de vérifier si le modèle fonctionne correctement même à
ces durées de pulse. Si ce n’est pas le cas, une modification aussi simple que l’introduction
dans l’expression de l’épaisseur de la couche de hT d’un terme dépendant de la durée du pulse
suffirait probablement à élargir le cadre d’application du modèle. C’est en tout cas similaire à
la voie suivie par Brujan [142], qui considère que toute l’énergie déposée dans la particule au
dessus de la température critique de l’eau sert à chauffer le liquide. Les masse volumique et
température initiales de la bulle sont fixées au point critique, le volume initial est déterminé
en divisant l’énergie transférée à l’eau par la densité d’énergie au point critique. Dans le
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même genre d’idée, il serait également possible d’introduire une conductivité g à l’interface
or-eau qui dépende de la taille de la particule [3, 41, 153].
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CHAPITRE 5 CONCLUSION ET RECOMMANDATIONS
5.1 Synthèse des travaux
Au cours de cette maîtrise, il a donc été développé un modèle théorique permettant de
simuler depuis les premières femtosecondes de l’irradiation d’un pulse ultracourt (<10 ps)
jusqu’aux derniers instants de la bulle de vapeur. Le modèle, entraîné sur un ensemble de
données publiées [1], prédit avec succès les diamètres et dynamiques pour différents types de
particules (sphériques et cœurs-couronnes), irradiées à différentes longueurs d’onde (400 nm
et 800 nm), pour de multiples diamètres (9 nm-210 nm), à de nombreuses fluences.
Une approche multi-échelle a été implémentée. Les nombreux phénomènes physiques qui se
manifestent suite à l’irradiation ont ainsi été traités séparément. La réponse électronique
du système particule-eau (≃10 ps) est simulée en 3D par éléments finis, en reprenant le
formalisme de Boulais et al. [23]. L’énergie déposée dans le plasma et dans la particule servent
ensuite de point de départ à la détermination des conditions initiales pour la dynamique de
bulle. Les transferts d’énergie depuis le plasma (chauffage isochorique) et depuis la particule
(chauffage le long de la binodale) ont été considérés séparément. A chacun a été associé un
volume d’eau, une masse volumique et une énergie transférée, ainsi qu’une vitesse, déterminée
grâce aux relations de Rankine-Hugoniot. Leurs moyennes pondérées constituent les volumes,
masse volumiques et énergies initiaux de la bulle. Une justification des hypothèses effectuées
pour le choix des conditions initiales a également été effectuée, par le biais de simulations 2D-
axisymétriques qui ajoutent les équations de Navier-Stokes au modèle de déposition d’énergie.
L’évolution temporelle de la bulle a ensuite été simulée par un modèle adapté de Kreider
et al. [46] et basé sur l’équation de Gilmore [45]. Les termes d’échanges thermiques comme
d’échange de masse aux interface n’étant pas connus avec précision, le modèle inclut un
certain nombre de paramètres, dont la valeur est donnée par une optimisation sur des données
publiées dans la littérature [1]. Le modèle a ensuite été testé avec succès sur des irradiations
dominées par une absorption dans la particule comme par le plasma (données publiées par
Kotaidis and Plech [3] et Boutopoulos et al. [1]). Son potentiel prédictif est ensuite mis à
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l’épreuve en comparant les simulations avec des seuils de cavitations acquis pour l’occasion au
sein de notre groupe pour de multiples durées de pulses et tailles de particules par imagerie
shadowgraph résolue en temps. Une très bonne corrélation est déterminée entre les tailles
de bulles simulées et les limites de détection optique (bulles de ≃1 µm de diamètre). Le
modèle permet également de reproduire et d’expliquer l’asymétrie observée dans les mesures
de transmissions réalisées par Rémi Lachaine pour des particules cœurs-couronnes.
5.2 Limitations de la solution proposée
Le modèle développé dans ce mémoire reproduit fidèlement l’évolution temporelle des bulles
autour de nanoparticules pour des irradiations de durées ultrabrèves (<10 ps), en particulier
lorsqu’un plasma est excité autour de la particule. Optimisé sur des données hors-résonance
à 45 fs, il n’offre cependant pas de garanties pour des irradiations plus longues. Le chauf-
fage étant alors beaucoup plus lent, les propriétés thermodynamiques de l’eau ont le temps de
varier pendant la durée du pulse. Dans le cas d’irradiations ns, le laser interagit même directe-
ment avec le système particule-bulle. Pour des raisons similaires, les rebonds de la bulle n’ont
pas été inclus dans le modèle. Le diamètre maximal des bulles secondaires étant inférieur
au seuil de détection expérimental, il n’existe pas de données pour des bulles submicromé-
triques. Une dernière réserve peut être émise pour les bulles de ≃1µm ou plus formées par
conduction seulement autour de grosses particules : par manque de données expérimentales,
les prédictions du modèle dans cette zone n’ont pas pu être vérifiées.
5.3 Améliorations futures
Plusieurs pistes peuvent être envisagées pour améliorer le modèle présenté dans ce mémoire.
Certaines sont probablement assez simples à réaliser, d’autres nécessitent nettement plus de
travail et de temps.
5.3.1 Un peu plus loin...
Si Comsol c©est un outil extrêmement puissant et versatile, la résolution des équations ne
Navier-Stokes n’est possible que dans des régimes où la densité varie faiblement, où le Mach
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est faible et où les gradients ne sont pas trop importants. Si ce projet doit continuer avec
une modélisation continue, il faut envisager d’autres logiciels pour calculer la dynamique
de l’eau. Plusieurs pistes ont été brièvement explorées, notamment OpenFOAM [185], mais
l’ajout des équations du champ électromagnétique et des équations régissant la réponse de
la nanoparticule ainsi que celle du plasma semble ardue, voire impossible.
Au niveau de la physique, de ce qui peut se passer réellement lors de l’irradiation, de nom-
breuses interrogations cherchent toujours une réponse. L’approche multi-échelles permet jus-
tement de considérer le problème globalement et d’ignorer totalement les interactions molé-
culaires et les premiers instants de la cavitation. Une compréhension plus fine de ces premiers
instants permettrait peut-être des interactions encore bien plus précises avec la membrane
cellulaire.
Sans chercher à rentrer dans la complexité d’une modélisation complète de l’interaction entre
l’irradiation laser et la particule de la première femtoseconde à la dernière nanoseconde, mais
en essayant toujours de trouver des conditions initiales représentatives, il faudrait déjà com-
mencer par obtenir de manière plus directe la part de l’énergie déposée dans le plasma évacuée
dans l’onde de choc. Une utilisation de la dynamique moléculaire pourrait assez simplement
donner un ordre de grandeur à cette part de l’énergie qui disparait dans l’onde de choc, en
ne considérant par exemple qu’un volume d’eau, sans nanoparticule. Un modèle semblable à
celui utilisé par Zhigilei [68, 69], qui couple une description moléculaire avec une description
continue permettrait même de voir la propagation de l’onde à plus grande distance. Un mo-
dèle de dynamique moléculaire en deux dimensions, incluant une nanoparticule dont on peut
modifier le diamètre, donnerait en outre une idée de l’impact de la taille de la nanoparticule
sur l’onde de choc, qui semble important d’après les résultats présentés chapitre 3.
5.3.2 Beaucoup plus loin...
Si l’on souhaite approfondir encore, la dynamique moléculaire semble incontournable. Cela
a déjà été développé dans le cas d’irradiation en résonance de nanoparticules plasmoniques
[37, 38], où le transfert d’énergie est beaucoup plus lent puisque lié à la dynamique de la
température de la nanoparticule (temps caractéristique de l’ordre de quelques dizaines de ps)
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et non plus à la relaxation du plasma. Cette relative lenteur du transfert permet de modéliser
l’eau par des pseudo-molécules qui représentent en réalité plusieurs molécules d’eau. Dans le
cas qui nous intéresse, la rapidité du transfert de l’énergie du plasma aux molécules d’eau
crée de très forts gradients. La température et la pression varient de plusieurs ordres de
grandeur sur quelques nanomètres, soit sur quelques molécules d’eau seulement. Il faudrait
donc modéliser les molécules d’eau de façon individuelle. Les nanoparticules étudiées faisant
de l’ordre de 100 nm, il est inenvisageable de faire les calculs en 3D.
Trouver les bons potentiels pour les molécules d’eau représente également un défi, compte-
tenu de l’amplitude de la variation de la température et de la pression à laquelle les particules
sont soumises. Outre la modélisation de l’eau, une représentation fidèle de la réponse de
la nanoparticule devient également beaucoup plus complexe, à cause de la multitude de
phénomènes qui peuvent entrer en jeu [48–50, 53, 186].
Il serait également éventuellement possible de s’inspirer des travaux des groupes de Debe-
nedetti [100, 135–137], d’Oxtoby [119] ou encore de Punnathanam et Corti [121, 122], qui
utilisent la théorie de la fonctionnelle de la densité pour étudier les transitions de phases
explosives de liquides (dont l’eau) lorsqu’ils s’approchent de leur spinodale, à des échelles de
l’ordre du nanomètre.
Une adaptation du modèle pour pouvoir expliquer les bulles générées autour de nanopar-
ticules à la surface d’un substrat [31] serait également intéressante, même si probablement
compliquée [187].
Enfin, afin d’étendre le modèle aux durées de pulses plus grandes ainsi qu’aux bulles de l’ordre
d’un micron générées par conduction uniquement, il serait idéal de réaliser des expériences
supplémentaires, qui permettent éventuellement d’optimiser le modèle sur ces bulles en plus
des bulles par pulse femtoseconde comme dans ce mémoire. Trouver un moyen de détecter les
rebonds des bulles submicrométriques permettrait également de les inclure dans le modèle.
Si tous ces points sont traités, le modèle résultant serait un modèle unifié de la cavitation
autour de nanoparticules, pour toutes les formes et tailles de particules, toutes les durées de
pulse, toutes les longueurs d’onde d’irradiation, et serait d’un intérêt majeur pour tous les
gens à travers le monde qui utilisent les bulles, tant en nanochirurgie et transfection cellulaire
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qu’en sonoluminescence. La méthodologie développée ici pourrait également être reprise et
adaptée pour s’appliquer non seulement à l’eau mais également à plusieurs autres types de
milieux d’irradiation.
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A.1 3D model details
The model used to compute the 3D energy deposition is based on the one published by Bou-
lais et al. [23]. Although it can be applied to any metal, we consider in the following that
the nanostructure is made of gold. The electromagnetic field E is calculated using the Helm-
holtz equation (1). The electromagnetic wave excites oscillations of the quasi-free electrons
in the gold nanostructure, causing both absorption in the particle (QEM) and redistribution
of the incident field in a nanoscale region close to the particle [12]. Owing to the very dif-
ferent heat capacities of the quasi-free electrons and the gold ions, the particle is seen as
being composed of a system of electrons and a lattice, following a Two-temperature model
[63], with temperatures Te and TNP (equations (5,6)). The extreme laser intensity close to
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the particle induces the ionization of a small volume of water and formation of a nanoscale
plasma [36], which electronic density and energy density are modeled via equations (2,3)).
Water is assume to behave as an amorphous semiconductor with a 6.5 eV gap [42, 77], with a
valence and a conduction band. Photoionization through tunnel and multiphoton ionization
[83] (Sphoto) excites electrons from the former to the latter. Excited electrons absorb energy
through inverse Brehmsstrahlung [42] (QEM) and can collide with neighboring water mole-
cules, promoting electrons in the valence band to the conduction band through an avalanche
ionization process [87] (Scoll). Collisions with ions [94, 95] (Qei) as well as radiative losses [95]
(Qrad) and recombination [42] (Srec) complete the possible loss mechanisms. The transient
plasma density significantly alters the dielectric permittivity ǫr, strongly coupling the plasma
equations (2,3) with Helmholtz equation (1).
Both the plasma and the particle transfer heat to the water, inducing a temperature rise that
is modeled using a classical heat equation. The thermodynamic transition is assumed to be
isochoric, due to the pulse widths being shorter than the water molecules collision time [42].
The equations are presented in Table A.1, the numerous terms in these equations are detailed
in Table A.2. The equations are solved with the finite-element method using the Comsol
software (Comsol, Inc., Burlington). The time-stepping algorithm used was the Generalized-
α solver.
Table A.1 – Equations for the 3D modeling of the energy deposition following the laser pulse
E
Complex electroma-
gnetic field
∇× (∇× E) − k20ǫrE = 0 (1)
ne
Plasma electronic den-
sity
n˙e +∇ · jn = Sphoto + Scoll + Srec (2)
u Plasma energy density u˙ +∇ · jq = QEM −Qei −Qrad − ∆˜ × Scoll (3)
Te
Temperature of the
particle quasi-free
electrons
CeρeT˙e −∇ · (ke∇Te) = QEM − Γ(Te − TNP ) (4)
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TNP
Temperature of the
particle

CNPρNP T˙NP −∇ · (kNP∇TNP ) = −Γ(Te − TNP )
n · (CNP∇TNP ) = g(Tw − TNP )
(5)
Tw
Water temperature,
isochoric heating

Cwρ∞T˙w −∇ · (kw∇Tw) = Qei + (∆˜ + une ) × Srec
n · (Cw∇Tw) = −g(Tw − TNP )
(6)
Table A.2 – Parameters used for the 3D simulation of the interaction of a gold nanoparticle
and an ultrafast laser.
n Normal unit vector
ǫr Complex permittivity, SiO2 4.2
ǫr Complex permittivity, gold from
ǫr Complex permittivity, water
[
n2w −
ω2p
ω2 + ν2e
]
− i
[
ω2pωνe
ω4 + ω2ν2e
]
nw
Water refractive index at
800(400) nm
1.328(1.343)
Elaser Incident laser electromagnetic field Et exp(−inwk0x)þz
Et Norm of the electromagnetic field
√
2I0
nwcǫ0
exp(−4ln(2)(t− 1.5 fwhm
fwhm
)2)
fwhm
Laser pulse full width at half maxi-
mum
Defined by user
I0 Intensity of the laser field Ffwhm
√
4ln(2)
pi
F Laser fluence Defined by user
λ Irradiation wavelength Defined by user
ω Irradiation pulsation 2pic
λ
c Velocity of light in vacuum 299,792.458 m/s
me Mass of the electron 9.1094 10−31 kg
kB Boltzmann constant 1.3806 10−23 J/kg
h¯ Planck constant 1.0546 10−34 J.s
e Elementary charge 1.6022 10−19 C
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ǫ0 Vacuum permittivity 8.8542 10−12 F/m
Sphoto
Photoionization rate, from Keldysh theory [83] :
2ω
9π
(n0 − ne)
(√
1 + γ2
γ
meqω
h¯
)3/2
×Q(γ, ∆˜
h¯ω
)
× exp
−π
〈
∆˜
h¯ω
+ 1
〉 K ( γ√
1+γ2
)
− E
(
γ√
1+γ2
)
E
(
1√
1+γ2
)

With 〈x〉 = integer part of x
Q(γ, x)
√√√√√ π
2K
(
1√
1+γ2
) × ∞∑
l=0
φ

√√√√√√ π
2(2 〈x + 1〉 − 2x + 1)
2E
(
1√
1+γ2
)
K
(
1√
1+γ2
)

× exp
−πlK
(
γ√
1+γ2
)
− E
(
γ√
1+γ2
)
E
(
1√
1+γ2
)

E(x) Elliptic integral of the first kind E(x) =
∫ 1
0
√
1 − θ2x2√
1 − θ2 dθ
K(x) Elliptic integral of the second kind K(x) =
∫ 1
0
dθ√
1 − θ2x2√1 − θ2
φ(x) Dawson probability integral φ(x) =
∫ x
0
√
y2 − x2dy
γ Keldysh parameter
ω
e
√√√√meq∆
|E|2
∆ Ionization potential [42] 6.5 eV
meq Exciton (electron-hole) mass
1
meq
=
1
me
+
1
mh
≃ 2
me
∆˜ Effective ionization potential [83]
2
π
∆
√
1 + γ2
γ
E
(
1√
1 + γ2
)
Srec Recombination rate [42] τn2e
τ
Plasma recombination constant [42,
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2 10−9 cm3s−1
70
jn Electron current density De∇ne
De Electron density diffusion coefficient
kBTp
me(νei + νen)
Tp Plasma temperature [87]
1
3
mev
2
e
kB
νei
Plasma collision frequency with ions
[188]
min

√
ω2p
6
,
nee
4Λ
3ǫ20
√
me(2πkBTp)3

νen
Plasma collision frequency with neu-
tral species [87, 95]
min
{
naσave,
1
2
ve(
4π
3
na)
1/3
}
na Density of neutral species
n0
2
− ne
2
n0 Valence electron density (water) [42] 6.68 1022 cm−3
σa
Collision cross-section with neutral
species [189]
2 10−19 m2
ve
Mean electron velocity (Maxwell dis-
tribution)
√
2u
mene
ωp Plasma frequency [190]
√
nee2
meǫ0
Λ Coulomb logarithm [188] max
2, 12 log
1 + (bmax
bmin
)2
bmax Maximal impact factor [188]
 nee2
ǫ0kB
√
T 2p + T
2
F
+
nee
2
ǫ0kBTw
−1
bmin Minimal impact factor [95, 188] max
{
e2
4πǫ0mev2e
,
πh¯
meve
}
TF Fermi temperature [191]
h¯
2mekB
(3π2ne)
2/3
Scoll Collision ionization rate [87] neνc
νc
Collision ionization frequency [87] :
max
0, naσcve
(7.5β − 1)
√
β
π
exp(−1/β) + (3.75β2 − 3β + 1)(1− erf (1/
√
β))

σc
Collision ionization cross-section
[92]
8.97 10−22 m2
β Normalized kinetic energy [87]
3
2
kBTp
∆˜
Qei
Electron-ion energetic coupling [94,
95]
3kB
me
mmolec
neνe(Tp − Tw)
71
mmolec Mass of one water molecule 2.99 10−26 kg
Qrad Radiative losses [94]
e2(kBTp)
2
πǫ0
√
3h¯mec3
neνe
νe Total collision frequency νei + νen
jq Energy density flux Du∇u
Du Plasma energy diffusion coefficient 53De
QEM Electromagnetic losses [190]
1
2
Re {〈J · E〉}
J Current density [95, 189, 191] σcondE
σcond Electrical conductivity [95, 189, 191]
nee
2
meve
1
1− iω/νe
ρ∞ Constant water density 998.2 kg/m3
Cw
Water heat capacity at constant vo-
lume
f(Tw), from IAPWS [146] and SESAME
[147]
kw Water heat conductivity f(Tw), from IAPWS [146]
g
Heat transfer coefficient at the gold-
water interface
101.2 106 W/m2/K, from optimization
ρNP Particle density (given for gold) 19,300 kg/m3
CNP
Particle heat capacity (given for gold
[180])
109.579 + 0.128TNP − 3.4 10−4T 2NP +
5.24 10−7T 3NP − 3.93 10−10T 4NP +
1.17 10−13T 5NP W/kg/K for TNP<1337 K,
constant above 1337 K
kNP Particle thermal conductivity (gold)
330.6431 − 0.02536626TNP − 3.4 10−4T 2NP +
5.24 10−7T 3NP − 3.93 10−10T 4NP +
1.17 10−13T 5NP J/kg/K for TNP<1337 K,
constant above 1337 K
Γ Electron-phonon coupling [192] 2.5 1016 W/m3/K
ke
Electron heat conductivity in gold
[193]
2000 W/m/K
ρe
Electron density in gold [62, 194,
195]
10 kg/m3
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Ce
Electron heat capacity in gold [62,
180, 194–196]
Te × 7[J/kg/K2]
The energy deposition is then extracted from the previous calculations. In the particle, the
energy deposition is the integral of the electromagnetic rate of work QEM : Edep,NP =∫ ∫∫∫
NP
QEMdV dt. The energy deposited in the plasma is the sum of the energy absorbed
through inverse Brehmsstrahlung QEM and the energy absorbed from photoionization, yiel-
ding Edep,pl =
∫ ∫∫∫
water
(QEM + ∆˜× Sphoto)dV dt.
A.2 Cavitation
The second step of our framework concerns the cavitation onset, that is to say the link
between the 1 - 10 ps energy deposition in the nanostructure-water system and the 100 ps –
100 ns bubble evolution.
In this sub-model, we calculate the energy deposited in the water-nanostructure system, find
the energy that dissipates in the shockwave and is therefore not transferred to the bubble
and determine the thermodynamic variables necessary for the bubble dynamics, namely the
initial bubble radius, wall velocity, bubble density, bubble energy and particle temperature.
In the particle, the energy deposition is simply the integral of the electromagnetic rate of
work Edep,NP =
∫ ∫∫∫
NP
QEMdV dt. The energy deposited in the plasma is the sum of the energy
absorbed through inverse Brehmsstrahlung QEM and the energy absorbed from photoioniza-
tion, yielding Edep,pl =
∫ ∫∫∫
water
(QEM + ∆˜× Sphoto)dV dt.
These two energy sources operate on different timescales and at different locations around
the particle : conduction heats a layer around the structure while plasma heats up the fluid
in the near-field region, which changes with the wavelength, light polarization or particle
geometry. They are therefore considered separately.
There are two limiting cases : when Edep,NP << Edep,pl, and when Edep,NP >> Edep,pl. A
representative modeling lies between these two regimes, symbolized by the arrows in Fi-
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gure A.1a. This mathematically translates in a weighted average of the thermodynamic and
kinetic properties of the two heated volumes. In the following, we will therefore calculate
these properties in the two limiting cases and then describe how the real case is recovered
from the two limits.
Figure A.1 Determination of the initial thermodynamic variables. (a) Trajectories in water
phase diagram for various ratios of the energy deposition in the plasma and in the nanopar-
ticle. Plasma heating translates in an isochoric transition (vertical line), whereas conduction-
only heat transfer is assumed to follow the binodal. (b) Plasma-mediated isochoric heating.
(c) Conductive heat transfer along the binodal
A.2.1 First case : Heating from plasma relaxation (Edep,NP << Edep,pl)
In the first case, an isochoric heating takes place. Water temperature rises extremely fast (≃1-
10 ps) and very locally, generating strong stress confinement and large amplitude shockwaves.
The characteristic variable that we consider is a critical volume Vc where the temperature is
above 0.9 Tc, with Tc = 647.096 K the critical temperature of water (FigureA.1b). Since the
transformation is isochoric, the density ρpl in that volume is ρ∞ and its mass mpl = ρplVc,pl.
Knowing Tpl and ρpl, we can deduce the pressure ppl = f(Tpl, ρpl) from IAPWS [146] and
SESAME [147] equation of state. From there, Rankine-Hugoniot relations yields the velocity
of the particles in the wake of the shockwave, which is usually associated to the initial bubble
wall velocity [144, 155].
If ppl is the shockwave pressure and vSpl its velocity, Rankine-Hugoniot equation reads :
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vSpl × (10(vSpl−cs0)/c2 − 1) = ppl−p∞ρ∞c1 , where cs0=1484 m/s is the velocity of the sound at
(ρ∞, p∞) and c1=5190 m/s and c2=25306 m/s are two empirical constants [144, 155].
A.2.2 Second case : Heating from conduction at the interface (Edep,NP >>
Edep,pl)
In the second case, a thin shell of water around the particle is heated along the binodal. This
energy transfer being much slower than the energy deposition in the plasma (the electronic
and lattice temperature equilibrate after ≃50 ps, the equilibrium with the temperature of
the water is reached after ≃500 ps), the initial 3D simulation can only account for the energy
absorption by the particle quasi-free-electrons. We therefore need to calculate separately the
evolution of the electronic, lattice and water temperatures in and around the particle, respec-
tively. The two former are computed with the very same TTM as in the 3D model (equations
(7,8)). The last equation is written for the entropy of the liquid shell Sw around the particle.
Since the water volume is on the binodal, Sw uniquely defines a temperature Tw as well as a
density ρw via the IAPWS equation of state [146]. Note that the thickness of the shell hT as
well as the g factor in equations (8,9) are parameters given by the optimization.
Table A.3 – Equations for the conductive heat transfer.
Te
Temperature of the gold
quasi-free electrons
CeρeT˙e = −Γ(Te − TNP ) (7)
TNP Nanoparticle temperature CNPρNP T˙NP = Γ(Te − TNP + 3
RNP
g(Tw − TNP )) (8)
Sw
Water entropy, heating
along the binodal
mhTTwS˙w = −4πR2NPg
ρw
ρ∞
(Tw − TNP ) (9)
In equation (9), mhT = ρ∞Vc,NP is the mass of heated water in the shell and Vc,NP =
4π/3((RNP +hT )
3−R3NP ) is the volume of the heated layer. The equation system in Table A.3
is solved with Matlab’s ode45 solver, with relative and absolute tolerances of 10−4.
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The initial water and gold temperature are taken as T∞, water initial density is ρ∞. The
initial electronic temperature Te,ini is computed via
∫ Te,ini
T∞ ρeCedTe = Edep,NP . This means
that we assume the energy deposition is much faster than the characteristic interaction time
of the electrons and the lattice.
The ρw
ρ∞
ratio in (9) comes from the kinetic theory of gases [197]. It scales the energy transfer
with the density and eventually cuts it out nearly completely, a behavior observed for instance
in molecular dynamics [37] or with small angle X-ray scattering [152]. This last comment na-
turally defines the integration time range : the simulations stops when t = min(τg, τdiffusion),
where τg = (ρNPCNP )/3gRNP and τdiffusion = ρ∞Cw/kwh2T . The former is the characteristic
time of heat transfer between the particle and the surrounding water, the latter is the time
it takes for heat to diffuse on a hT distance.
If Te and TNP are still different, resolution of equations (7) and (8) is continued until the equi-
librium is reached, assuming no heat transfer with the water. This final particle temperature
serves as an initial condition for the bubble dynamics model.
Knowing the density and the temperature in the water shell, we get the velocity of the
conduction-mediated bubble vNP by going through the very same steps as in the previous
section. The energy transferred to the water can then be recovered by integration of the heat
flux between the particle and the water layer : ENP→water =
∫ −4πR2NP g ρwρ∞ (Tw − TNP )dt.
A.2.3 Third case : Intermediate case (Edep,NP ≃ Edep,pl)
In this case, energy is transferred to water by both the nanoplasma and the nanostructure.
The initial values of the variables for the bubble dynamics are therefore computed as a weigh-
ted average between the plasma and temperature variables from the two previous sections.
— The total initial volume is simply V olini = Vc,pl + Vc,NP , the volume above 0.9 Tc
plus the volume of the shell of thickness hT . This gives an initial bubble radius of
Rini = (R
3
NP + 3/4πV olini)
1/3
— The initial density is ρini =
mhT +mpl
V olini
— The initial bubble wall velocity is vini =
mhT vNP + ρplmplvpl
ρiniV olini
— The initial bubble energy requires one last step : to account for the energy that
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leaves in the pressure wave, we use a law that depends on the energy density, q :
X(q) =
1
1 + exp(4ln(3)/∆q log10
q0
q
)
, where q0 and ∆q are determined in the optimi-
zation process, q0 = 2.95 109 J/m3 is the inflexion point of the curve and ∆q = 1.52 is
defined as the logarithmic width (log10 q90 − log10 q10) the distance between the points
for which X(q10) = 10% and X(q90) = 90%. The resulting curve is shown in Figure3.3
of the main text. The functional form of this pressure wave was kept to a really simple
one due to the lack of available data [198].
For the plasma heating, qpl = Edep,pl/Vc , and Xpl = X(qpl). Similarly for the conduc-
tion heating, q =
ENP→w
(4π/3(RNP + hT )3 −R3NP )
and XNP as X(qNP ). Then the initial
bubble energy is EB,ini = (1−Xpl)Edep,pl + (1−XNP )ENP→w.
A.3 Bubble Dynamics
Once the initial conditions are determined, the bubble dynamics is computed with a system
of coupled ordinary differential equations. The radius of the bubble is calculated using the
Gilmore equation (10). A heat and mass transfer equation is used to calculate the evolution of
the bubble energy, accounting for heat transfer at the bubble-water and NP-water interfaces
(Qinter,QNP−w) and mass transfer at the bubble-water interface (Qmass) (equation (13)),
viscous losses (Qvisc), the work of pressure (Wp) and surface tension (Qtension) (equation
(11)). Two thin layers on each side of the bubble wall are used to model the heat transfer.
The temperature gradient is assumed to be linear in these regions [46], resulting in a bubble
temperature TB, a temperature at the interface Twall (equation (12)) and the temperature far
away from the bubble T∞. Only conductive heat transfer was taken into account at both NP-
vapor and vapor-liquid interfaces. Although significant in some cases, ballistic heat transfer
has been shown to be negligible for the bubbles sizes and irradiation conditions used in
this work, and was therefore not considered [199]. Heat transfer at the gold-vapor interface
is taken into account (equation (14)). Unless explicitly mentioned otherwise, all the terms
regarding the heat and mass transfer at the interface are taken from the work of Kreider
et al. [46].
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Table A.4 – Equations for the bubble dynamics.
R Radius of the bubble (1− R˙
C
)RR¨ + (1− R˙
3C
)R˙2 = (1 +
R˙
C
)H + (1− R˙
C
)
R
C
H˙ (10)
EB Bubble energy E˙B = Wp +Qinter +Qmass +Qvisc +Qtension +QNP−w (11)
Twall
Liquid water tempera-
ture at the bubble wall
4πR2
[
kB
Twall − TB
αδi × δi − kwall
T∞ − Twall
αδe × δe
]
+ Qmass = 0 (12)
n
Number of water mole-
cules in the bubble
n˙ = φflux (13)
TNP Particle temperature CNPρNP T˙NP =
3g
R
ρB
ρ0
(TB − TNP ) (14)
Table A.5 – Parameters for the bubble dynamics simulation.
H Enthalpy of liquid water f(pwall, Twall), from IAPWS [146]
C Speed of sound at the bubble wall f(pwall, Twall), from IAPWS [146]
ρwall Water density at the bubble wall f(pwall, Twall), from IAPWS [146]
pwall
Pressure of liquid water at the
bubble wall
pB − αviscµR˙
R
− αtension σ
R
ρB Density of water inside the bubble
nM
4pi
3
(R3 −R3NP )
RNP Radius of the nanoparticle defined by user
ρ∞
Water density far away from the
bubble
998.2 kg/m3
p∞ Pressure far away from the bubble 1 bar
T∞
Temperature far away from the
bubble
300 K
αvisc 3.94, from optimization
αtension 1.96, from optimization
αδi 5.61, from optimization
αδe 0.543, from optimization
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αmass 1.05, from optimization
σ Surface tension f(Twall), from IAPWS [146]
µ Viscosity at the bubble wall f(Twall), from IAPWS [146]
φflux Flux of vapor inside the bubble 4πR
2 αmass√
2πMR˜Twall
(psat − pB)
TB Temperature inside the bubble f(EB, ρB), from IAPWS [146]
kB Water conductivity in the bubble f(TB, ρB), from IAPWS [146]
kwall
Liquid water conductivity at the
bubble wall
f(Twall, ρwall), from IAPWS [146]
δi
Thickness of the inner heat transfer
layer
√√√√ kBR
CBρB
√
pB/ρ∞
δe
Thickness of the outer heat transfer
layer
√√√√ kwallR
Cwallρwall
√
pwall/ρ∞
∆HLat
Latent heat of vaporization at the
bubble wall
f(Twall), from IAPWS [146]
CB
Heat capacity at constant pressure
inside the bubble
f(TB, ρB), from IAPWS [146]
Cwall
Heat capacity at constant pressure
at the bubble wall
f(Twall, ρ∞), from IAPWS [146]
psat Saturation pressure at Twall f(Twall), from IAPWS [146]
Wp Work of pressure −pwall4πR2R˙
Qinter Heat flux at the bubble wall 4πR2kwall
T∞ − Twall
αδe × δe
Qmass Energy flux caused by mass transfer n˙M∆HLat
Qvisc Viscous losses −4αviscπµRR˙2
Qtension Work of surface tension −4αtensionπσRR˙
QNP−w
Heat transfer at the particle inter-
face [41, 197]
4πR2NPg
ρB
ρ∞
(TNP − T∞)
g
Heat transfer coefficient at the gold-
water interface
101.2 106 W/K/m2, from the optimization
79
ρNP Particle density (given for gold) 19,300 kg/m3
CNP
Particle heat capacity (given for gold
[180])
109.579 + 0.128TNP − 3.4 10−4T 2NP +
5.24 10−7T 3NP − 3.93 10−10T 4NP +
1.17 10−13T 5NP W/kg/K for TNP<1337 K,
constant above 1337 K
M Molar mass of water 18g/mol
mmolec Mass of one water molecule 2.99 10−26 kg
R˜ Gas constant 8.3145 J/mol/K
The equation system of Table A.4 is solved with an implicit Backward Differentiation Formula
solver with 10−4 relative and absolute tolerances. The initial conditions were determined
in the previous section. The various coefficients involved in the equations are defined in
Table A.5.
Figure A.2 Influence of the shape of the temperature profile chosen to calculate the enthalpy.
Linear, exponential and quadratic profiles were tested and compared with the classical en-
thalpy given by Tait equation of state.
As mentioned in main text, we do not use the enthalpy derived from the Tait equation of
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state [45], which assumes that the pressure is a function of the density only and independent
of temperature. Since these thermal effects are important in our case, we used the enthalpy
expression given by the IAPWS [146] equation of state. In consequence, instead of deriving
the enthalpy like it is usually done in the context of the Gilmore equation,( H =
∫ −∇p
ρ
dr =∫
−dp
ρ
, with p(ρ) given by the Tait equation of state), we consider the IAPWS functional form
for the density in function of the pressure and temperature : ρ = f(p, T ), and a pressure and
temperature profile close to the bubble wall. The integration is then conducted numerically.
The choice of the profile is not obvious, since little is known of the actual thermodynamic
pathways followed by liquid water close to the wall. Here, we used a linear transition, similar
to what was done in the bubble dynamics Sub-Model [46] T (R(t) + r) = Twall + T∞−Twallδ r.
We chose δ = 10 nm, in agreement with the values of δe given by our optimization. The
sensitivity of the enthalpy to δ is in addition very weak, and this parameter is therefore not
critical.
To investigate the sensitivity of the final bubble diameter on the temperature profile, we
tested a quadratic (T (R + r) = T∞ + (Twall − T∞)(1 − r/δ)2) profile instead of a linear
profile and observed how the diameter and dynamics of the bubble were impacted by this
modification [155, 200]. This did not significantly change final bubble diameter (FigureA.2).
Using an exponential profile (replacing the (1 − r/δ)2 by exp(−r/δ)) did not significantly
impact the final result either. Using a linear profile seems thus reasonable. However, using
the IAPWS equation of state instead of Tait’s significantly modifies the bubble diameter,
which demonstrates the importance of thermal effects on the bubble dynamics in our case.
A.4 Global optimization procedure
We used the NLopt implementation [201] of the COBYLA gradient-free optimizer [202] to
optimize our 9 parameters, based on the minimization of the sum of squared residual relative
to the experimental data. This procedure is performed in parallel from 40 randomly selec-
ted distinct starting points in the search space. Every 50,000 iterations, the search-space is
reduced, based on the optimal parameters of the top 100 solution. For each step of 50,000
iterations, the top 100 solutions fitnesses are displayed on FigureA.3. The best solution is
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Figure A.3 Fitness of the top 100 solutions for successive optimization steps.
around 0.4 times the experimental standard deviation and is shown in Figure 3.3a of the
main text.
The resulting optimized values shown in Figure 3.3b,c of the article are very close to those
found in the literature. For instance, the surface tension αtensionσ/R and the linear viscous
term αviscµR˙/R are within 5% of the value commonly reported in the literature (2 and 4 res-
pectively [106]). The optimal value for the layer heated by conduction hT (0.72 nm) is also in
very good agreement with previously reported results of 0.5 – 2 nm, obtained from molecular
dynamics and hydrodynamic simulations [37, 40]. Similarly, the coefficient of heat transfer at
the gold-water interface, mass transfer at the bubble wall, g and αmass, all lie relatively close
to the values that are usually reported in the literature. In addition, the energy predicted to
be transported in the shockwave agrees relatively well with experimental values acquired in
slightly different conditions [198].
A.5 Experimental fluence thresholds for cavitation
Experimental data presented in Figure 3.4c are given in Table A.6,A.7.
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Table A.6 – Experimental fluences for the cavitation threshold (mJ/cm2)
NP diameters (nm)
Pulse widths 81 109 123 151 175 195 213
70 fs 191 137 119 77 79 80 107
500 fs 294 157 165 103 126 113 120
1 ps 342 174 182 126 141 134 142
2 ps 368 225 217 123 126 161 174
5 ps 294 256 241 182 157 282 210
Table A.7 – Experimental error bars for the cavitation threshold (mJ/cm2)
NP diameters (nm)
Pulse widths 81 109 123 151 175 195 213
70 fs 13 5 10 7 8 11 27
500 fs 15 11 12 13 10 19 29
1 ps 15 12 12 10 11 21 21
2 ps 18 21 37 15 10 17 24
5 ps 15 23 44 12 11 12 27
A.6 Surface effects : behavior of small particles
As mentioned in the main text, we find a dαE1/3 dependency for bubbles bigger than 2 µm
and a dαE1/2 one for smaller ones. In order to prove that the 1/2 coefficient is due to sur-
face effects, we chose to artificially reduce the surface terms for surface tension and viscosity
(FigureA.4), by an arbitrary factor of 100. The E1/3 dependency can be recovered when re-
ducing the viscosity and the surface tension, which demonstrates that surface effects are at
the origin of the dαE1/2 relation for smaller bubbles.
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Figure A.4 Point cloud envelope and best fit for small bubbles for the normal model and
for the model with viscosity and surface tension artificially reduced to a hundredth of their
value.
A.7 Scattering imaging technique, numerical simulation
Figure A.5 Numerical reconstruction of the experimental probe scattering signal. (a) The
Gaussian beam of the probe laser illuminates the solution. (b) The fluence of the pump laser
is calculated at every point, leading to the calculation of the bubble dynamics and extinction
cross-section of the bubbles. Final integration yields the transient transmission signal, shown
in (c).
We simulated the experimental probe scattering signal using a parabolic beam propaga-
tion approximation and the experimental waist (w0 = 6.5µm). Using a Rayleigh length of
zR = 162µm, and the expression for the Gaussian beam profile w(z) = w0
√
1 + ( z
zR
)2, the
fluence can be deduced : F (r, z) = 2F0( w0w(z))
2 exp(− 2r2
w(z)
2
), where F0 is the average fluence.
This zR corresponds to the measured Rayleigh length of both pump and probe lasers. Given
the particles geometry (78 nm SiO2 core diameter – 28 nm Au shell) and the fluence, our
multiscale framework calculates the bubble dynamics for every incident fluence. Assuming
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that the bubble is a spherical shell of refractive index 1 around the NP, we compute the
extinction cross-section via Mie theory at each point (r, z) as a function of time (t). We as-
sume that the probe laser intensity in water (I) follows a Beer-Lambert law, with a resulting
transmission I(t) = I0 exp(−A(t)), where A accounts for the particle concentration and the
time and space dependent extinction cross-section : A(t) = 1
4piR2
∫ L
−L
∫ R
0 c0σext(r, z, t)2πrdrdz.
L and R are taken large enough so that a small variation does not affect the result (we used
300 µm and 1.5 × w0). This methodology is summed up in Figure A.5b and results in a
curve like the one presented in Figure A.5c. Note that the experimental asymmetry in the
growth/collapse durations is recovered here. This asymmetry is due to the early participa-
tion and disappearance of the smaller, short-lived bubbles following the laser irradiation. A
concentration of 2.7 109 NS/mL is taken, equal to the concentration used in experiments.
A.8 Plasma temperature and density near the cavitation threshold
Figure A.6 Plasma composition for 1.04 µm bubbles. (a) Maximal plasma temperature. (b)
Maximal electronic density. (c) Total number of excited electrons during the irradiation.
As illustrated in Figure A.6a, the maximal temperature reached in the plasma at the ca-
vitation threshold is nearly almost constant independent with of the pulse width, despite
the large gap between energy deposition in the plasma for smaller and bigger particles. In
particular, the value for fs pulses lies quite near the 5/4 times the gap value hypothesized
derived by [42]. Furthermore, the commonly used cavitation criterion that identifies the ca-
vitation onset with a plasma density of 1021 cm−3 [42] seems inappropriate for cavitation
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around nanoparticles. Indeed, Figure A.6b shows that the maximal density can reach up to
more than one order of magnitude more, and that this density is not constant at all for all
pulse widths and particle diameters. Figure A.6c further examplifies the role of the plasma
for smaller particles, with more than ten times more electrons excited for particles below
100 nm compared with particles above 150 nm.
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