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ABSTRACT
In this paper, we propose a method for estimating the distribution of time differences between
connected events (such as ad impressions and corresponding customer calls). A special
feature of this method is that it does not require matching those connected events with each
other. The method is very simple to use as it essentially consists of computing an ordinary
least squares estimator.
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1 Introduction
The term displacement in this paper refers to the time difference between two connected
events. Such events can be, for instance, a visit of a customer to an online store and a call
made by that customer to the store. The call is made after some delay, i. e. it is displaced
in time with respect to the visit. In this example, displacement is the same as time to
conversion.
One may be interested in the distribution of displacements for various reasons. For
example, the knowledge of the distribution of delays between visits and calls can be used for
managing the pool of telephone numbers more optimally.
Estimating the distribution of displacements is straightforward if they are directly ob-
served. In the aforementioned example, it is the case if calls can be accurately matched with
the corresponding visits. However, in practice, such matching is not always possible.
In this paper, we propose a method for estimating the distribution of displacements that
relies solely on the counts of events before and after displacing and does not require observing
displacements. In order to apply this method in the example above one only needs to know
the number of visits and calls in consecutive time intervals and does not have to match visits
with calls at all.
The proposed method is described in Section 2. Section 3 presents some simulation
results. All formal derivations are in the appendix.
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2 The Proposed Method
Let the real line be divided into intervals of length `. Furthermore, let nt and kt, t ∈ Z, be
the number of events in the t-th interval before and after displacing, respectively. In terms
of the example mentioned in the introduction nt is the number of visits and kt is the number
of calls. We assume that during displacing each event can be dropped with probability
1 − q, because, obviously, not all visits are converted into calls. As shown in the appendix
(Proposition A1), given that displacements are distributed in the interval [0, m`] for some
nonnegative integer m, the expectation of kt conditional on nt, nt−1, . . . ,nt−m equals
E[kt | nt, nt−1, . . . , nt−m] =
m∑
j=0
qpjnt−j, (1)
where pj is the probability of an event to be displaced to the j-th interval ahead. If the
times of events in each interval are distributed uniformly then
p0 = I0, pj = Ij − Ij−1, j = 1, . . . , m, (2)
where Ij =
1
`
∫ (j+1)`
j`
F (τ)dτ , j = 0, 1, . . . , m, with F being the cumulative distribution
function of displacements. Then, having estimates pˆj of the probabilities pj, j = 0, 1, . . . , m,
we can estimate the integrals Ij, j = 0, 1, . . . , m, as
Iˆj =
j∑
i=0
pˆi, j = 0, 1, . . . , m, (3)
and approximate F by the following step function
Fˆ (τ) =

0, τ < 0,
Iˆj, j` ≤ τ < (j + 1)`, j = 0, 1, . . . , m− 1,
1, τ ≥ 1.
(4)
We mention that the times of events in an interval are distributed uniformly if, for example,
the events arrive according to a Poisson point process which intensity function is constant
on the interval (see, e.g., (Streit, 2010, Section 2.3)).
Suppose that the variables nt and kt are observed for t = 1, . . . , T . In order to es-
timate pj, j = 0, 1, . . . , m, one can first find the ordinary least squeares estimates βˆj,
j = 0, 1, . . . , m, of the regression coefficients in (1) and then compute
pˆj =
max{βˆj, 0}∑m
i=0 max{βˆi, 0}
, j = 0, 1, . . . , m. (5)
If
βˆj
p→ qpj ∀ j = 0, 1, . . . , m
then, by a standard continuity argument,
pˆj
p→ pj ∀ j = 0, 1, . . . , m.
2
Conditions ensuring the consistency of ordinary least squares estimates can be found, for
example, in White (2001).
An alternative way of estimating the probabilities pj, j = 0, 1, . . . , m, would consist of
computing an estimate qˆ of the conversion rate (e.g. qˆ =
∑T
t=1 kt/
∑T
t=1 nt), then solving the
following constrained optimization problem
minb0, b1, ..., bm∈R
∑T
t=m+1
(
kt −
∑m
j=0 bjnt−j
)2
subject to
∑m
j=0 bj = qˆ
bj ≥ 0, j = 0, 1, . . . , m,
and finally deviding the solution by qˆ. However, the estimates obtained in this way had
inferior performance compared to the ones defined by (5) in our simulation experiment.
3 Numerical Experiment
In this section we illustrate our findings with a simulation experiment.
In each replication we generated events forN days according to an inhomogeneous Poisson
process. Time was measured in minutes. The intensity function of the process was constant
within each hour of the day, namely,
λ(τ) = λ([τ/60] mod 24), τ ≥ 0,
with λ0 = 50, λ1 = λ23 = 63, λ2 = λ22 = 75, λ3 = λ21 = 88, λ4 = λ20 = 100, λ5 = λ19 = 110,
λ6 = λ18 = 120, λ7 = λ17 = 129, λ8 = λ16 = 136, λ9 = λ15 = 142, λ10 = λ14 = 146,
λ11 = λ13 = 149, λ12 = 150. The displacements were drawn from the uniform distribution
on [0, 60]. The parameter m took values 1, 2, 3, 4, 5, 6, 10, 12, 15, 20, 30, 60 and in each
case the parameter ` was set to 60/m. The number of days N equaled 5, 10, 30, and 60.
Finally, q (the conversion rate) was equal to 0.01, 0.05, and 0.1.
For each combination of parameters we performed 500 replications. The results are
presented in Figure 1. The upper line shows the average L2 distance between the true
distribution function of displacements and its estimate (for different values of m). The
probabilities pj were estimated according to (5). The lower line depicts the minimum distance
that can be attained by an approximation that is constant on the intervals [j`, (j + 1)`),
j = 0, 1, . . . , m− 1, (this is the distance that would be observed if the probabilities pj were
estimated perfectly).
Clearly, the approximation accuracy is higher for larger values of N and q (i. e. when
there is more data or when the conversion rate is higher).
Appendix
All random variables in the statement below are supposed to be defined on some probability
space (Ω, F , P), where Ω is an arbitrary nonempty set.
Our notation is mostly standard, in particular, the symbol I is used to denote the indicator
function of an event and N0 is the set of nonnegative integers.
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Figure 1: L2 distance from the true distribution function for different values of m: minimum
possible (lower line) and averaged over 500 simulations (upper line).
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Proposition A1. Let nt : Ω 7→ N0, ξt, i : Ω 7→ [0, 1], dt, i : Ω 7→ [0, +∞), and at, i : Ω 7→
{0, 1}, t ∈ Z, i = 1, 2, . . ., be independent collections of random variables. Assume that
both ξt, i, and dt, i, t ∈ Z, i = 1, 2, . . ., are identically distributed with distribution functions
G and F , respectively. Moreover, suppose that nt, t ∈ Z, are integrable, and that for each i =
0, 1, . . . and t ∈ Z it holds that P{at, i} = q, P{ξt, i ∈ (0, 1)} = 1, and P{dt, i ∈ [0, m`]} = 1,
where ` > 0 and m ∈ N0. Let
kt =
∞∑
j=−∞
nt−j∑
i=1
at−j, iI{(t− 1)` ≤ (t− j − 1 + ξt−j, i)`+ dt−j, i ≤ t`}, t ∈ Z.
Then for all t ∈ Z it hols that
1) kt is almost surely finite,
2) kt is integrable,
3) the equality (1) is true for pj, j = 0, 1, . . . , m, defined by (2) with
Ij =
∫
F ((j + 1− ξ)`)dG(ξ), j = 0, 1, . . . , m.
If, in addition,
G(ξ) =

0, ξ < 0,
ξ, ξ ∈ [0, 1],
1, ξ > 1,
(A1)
then Ij =
1
`
∫ (j+1)`
j`
F (τ)dτ for each j = 0, 1, . . . , m.
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Proof. Since the random variables dt, i and ξt, i, t ∈ Z, i = 1, 2, . . ., almost surely lie in the
intervals [0, m`] and (0, 1), respectively, it holds that
P{(t− 1)` ≤ (t− j − 1 + ξτ, i)`+ dτ, i ≤ t`} = 0
when j < 0 or j > m for all i = 1, 2, . . . and all t ∈ Z. Therefore
kt
a. s.
=
m∑
j=0
nt−j∑
i=1
at−j, iI{(t− 1)` ≤ (t− j − 1 + ξt−j, i)`+ dt−j, i ≤ t`} ∀ t ∈ Z
from which 1) and 2) readily follow. Moreover, under the stated independence and distribu-
tional assumptions we have
E[kt | nt, nt−1, . . . , nt−m] =
m∑
j=0
qP{(t− 1)` ≤ (t− j − 1 + ξ1, 1)`+ d1, 1 ≤ t`}nt−j
for all t ∈ Z. In order to obtain 3) it remains to compute P{(t−1)` ≤ (t−j−1+ξ1, 1)`+d1, 1 ≤
t`} for j = 0, 1, . . . , m by applying Fubini’s theorem,
P{(t− 1)` ≤ (t− j − 1 + ξ1, 1)`+ d1, 1 ≤ t`} =
∫
(F ((j + 1− ξ)`)− F ((j − ξ)`)) dG(ξ),
and note that
∫
F (−ξ`)dG(ξ) = 0 because F (τ) = 0 for τ < 0 and ξ ∈ (0, 1) with probability
one. This completes the proof as the last assertion of the proposition is trivial.
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