Admissible pairs and integral equations  by Reich, Simeon
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 121, 79-90 (1987) 
Admissible Pairs and integral Equations* 
SIMEON REICH 
Depurtmmr of Mathematics, Technion-Israel Institute of Technology, 
Hu[fu 32000, Israel, und 
Department of Mathematics, University of Southern California, 
Los Angeles, California 90089 
Submitted by KY Fan 
Received June 5, 1985 
The aim of this paper is to show how a general convergence principle of Bruck 
and Reich can be applied to the study of the asymptotic behavior of solutions to 
nonlinear Volterra integral equations. ‘(” 19X7 Academx Press, Inc. 
1. INTRODUCTION 
Our aim in this paper is to show how the general convergence principle 
presented in [2] can be applied to the study of the asymptotic behavior of 
solutions to nonlinear Volterra integral equations. 
The formulation of this principle involves certain pairs of mappings said 
to be admissible. We begin the paper by recalling these pairs and providing 
some examples. We then review several facts concerning the existence and 
the properties of the solutions to the nonlinear integral equation (3.1). 
In the fourth section we establish our main convergence theorem 
(Theorem 4.2). It is based on an analysis of the behavior of certain 
functionals defined on the trajectory of the solution to (3.1), rather than 
the trajectory itself. We then present an application of this result 
(Theorem 5.6). Another example is given in Section 6 (Theorem 6.1). We 
conclude the paper by pointing out that Theorem 6.1 can be applied to two 
problems of nonlinear heat flow in materials with memory. In connection 
with Theorems 5.6 and 6.1 we also mention two open problems. 
2. ADMISSIBLE PAIRS 
In the formulation of the convergence principle presented in [2] certain 
pairs of mappings were used. In this section we recall these admissible pairs 
and provide some examples. 
* Partially supported by the Technion VPR Fund. 
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Let X be a real Banach space and let X* be its dual. Consider two map- 
pings .f and F such that 
o(f) = D(F) = X f:Wf)- co, a), and F: D(F) -+ X*. 
Recall that the pair (f, F) is said to be admissible if these mappings satisfy 
either 
f(x+Y)af(x)+(ev:F(x))-h(x, Y)IYI (2.1) 
or 
f(x+y)df'(x)+(L',F(x))+h(.~,y)lyl, (2.2) 
for all appropriate x and y, where 0 < b(x, y) + 0 as y + 0, uniformly for 
bounded x. 
For example, if ,f is uniformly Frechet differentiable on bounded subsets 
of D(f), and F(x) is its Frechet derivative at x, then the pair (1; F) is 
admissible. In fact, it satisfies both (2.1) and (2.2). 
Recall that x* EX* belongs to the subdifferential df(x) of f at x if 
f(x) - f( y) d (x - y, x*) for all y E X. This means that if for each x in 
D(f ), F(x) belongs to the subdifferential off at x, then the pair (J F) is 
admissible. It satisfies (2.1) with h = 0. 
For example, let C be a convex subset of X and let d(x, C) = 
inf(jx- yl: YEC}. Define a mapping f: X+ [0, a) by f(x)=d(x, C)2/2, 
and recall that the duality map of X is defined by 
J(x)= {x*EX*: 1x*1 = 1x1, ( x, x*) = Ixl”}. If C is proximinal (that is, if the 
set (y~C:/x-yyl=d(x,C)}’ is nonempty for each x in X) and P: X--f C is 
a selection of the nearest point map, then for each x in X there is a point 
j(x) EJ(X - Px) such that (y - Px, j(x)) d 0 for all y in C. Since j(x) 
belongs to df(x) for each x, the pair (fi j) satisfies (2.1) with b = 0. If C is 
Chebyshev and X is smooth, then both the nearest point map and the 
duality map are single-valued, so that (d(x, C)2/2, J(x- Px)) is an 
admissible pair. If X is uniformly smooth, then this pair also satisfies (2.2) 
[2, p. 9411. 
3. INTEGRAL EQUATIONS 
In the sequel we shall study the asymptotic behavior of the solutions to 
the nonlinear Volterra integral equation 
u(t) + b*Au( t) 3 H(l), o<t<cx3, (3.1) 
ADMISSIBLE PAIRS AND INTEGRAL EQUATIONS 81 
where A is a closed nonlinear (possibly set-valued) accretive operator in a 
real Banach space X, H maps R+ into X, the kernal b is real-valued, and 
the convolution 
b*w(t)=l;b(t-s)w(s)ds. 
In this section we recall several facts concerning the existence and the 
properties of these solutions. 
Recall that a subset A of Xx X with domain D(A ) and range R(A) is 
said to be accretive if 
for all [x,, y,] EA, i= 1, 2 and r>O. We shall assume that A satisfies the 
following cone condition: there is a closed convex cone C that contains the 
domain D(A) of A and is contained in R(I + rA) for all positive r. In 
addition, we make the following standard assumptions on the kernel b and 
the function H: for each T > 0, b: [0, T] --) R is absolutely continuous with 
a derivative that is of essentially bounded variation, b(0) = 1, 
HE W’.‘(O, r; X) with h(t) = H’(t) in C for almost all t, and 
x = H(0) E cl(D(A)), the closure of D(A). (The case b(0) > 0 can be reduced 
to the case b(0) = 1.) 
The kernel b is said to be completely positive [4] on [0, T] if there is a 
nonnegative and nonincreasing k E L’(0, T; R) such that b(t) + k*b(t) = 1, 
0 < t f T. (This equation actually defines k E L’(0, T; R).) Since 
b’E BV([O, T]; R), kEBV([O, T]; R) too. Throughout this paper we also 
assume that b is completely positive on [0, T] for all T > 0. In addition, we 
can and shall assume that k is right continuous and, in particular, that 
k(0) = k(O+ ). 
In addition to the integral equation (3.1) we shall also consider the 
initial value problem 
u’(t)+(A+k(O)l)u(t)~m(t)+k(t)x-u*k’(t), o<t<:, 
u(0) =x, 
(3.2) 
where m(t) = h(t) f k*h(t), and u*k’( t) denotes the Stieltjes integral 
1; u( t - s) dk(s). A strong solution to (3.1) on [0, T] is a function 
u E L’(0, T; X) for which there exists w in L’(0, T, X) with w(t) E Au(t) and 
u(t) + b*w(t)= H(t) almost everywhere in [0, T]. A strong solution to 
(3.2) on [0, T] is a function u in W’~‘(O, T; X) n C( [0, T]; cl(D(A))) with 
u(0) =x satisfying (3.2) almost everywhere in [0, T]. It is known [S] that 
a function u is a strong solution of (3.1) if and only if it is a strong solution 
of (3.2). 
82 SIMEON REICH 
By using the concept of integral solutions, it can be shown [6] that 
under the above hypotheses the nonlinear Volterra integral equation (3.1) 
has a unique generalized solution u E C( [0, !x ); X). If x E D(A) and 
h E BV,,,( [0, co); X), then u is Lipschitzian on each [0, r]. If, in addition, 
X has the RadonNikodym property (RNP), then u is, in fact, a strong 
solution of (3.1) and (3.2). 
4. A CONVERGENCE THEOREM 
In this section we establish a convergence theorem which shows how the 
general convergence principle put forward in [2] can be applied to the 
study of the asymptotic behavior of the solutions to (3.1). 
We shall assume two conditions involving the operator A, an admissible 
pair (f, E) with a Lipschitzian f and a bounded F such that D(A) c D(f), 
the resolvent kernal defined by b + k*b = 1, and a bounded function 
UE W,‘;~(O, co; X) such that u(t)~D(f) for (almost) all t >O. 
CONDITION (4.1). For each K> 0, there is an increasing function 
g: [0, co) -+ [O, co) such that g(r) > 0 for r > 0, and (y, F(x)) 3 g(f(x)) 1 yl 
for all [x,~] EA, 1x1 <K, lyl Q K. 
CONDITION (4.2). For each bounded VE W,‘;k(O, co; X) there is a con- 
stant M such that 
( ; (k*o)(t), WNj >i (W’(u))(t) - Mk(t) 
for almost all t > 0. 
We also need the following lemma, a proof of which can be found in 16-J. 
LEMMA 4.1. Let the resolvent kernel k be defined by b + k*h = 1. 
Let u: [0, co) + [0, co) be continuous, pi L’(0, 00; R), and G(t) = 
u(t) + k*u(t) + j; p(s) ds. Zf b IS completely posifive, k E L’(0, 00, R), and G is 
nonincreasing, then lim, _ IxJ u(t) exists. 
We are now ready to formulate our convergence theorem. In the for- 
mulation of the theorem, we assume that u is a strong solution of (3.1) and 
use the function WE L,‘,,(O, co; X) which satisfies w(t) E Au(t) and 
u(t) + b*w(t) = H(t) for (almost) ail t. When b is identically equal to 1 and 
H is identically equal to x, our result reduces to Theorem 2.3 of [2]. 
We shall say that f: X--f [0, co) is semi-Lipschitzian if it is Lipschitzian 
on bounded subsets of X, and that F: X+ X* is bounded if it maps 
bounded subsets of X into bounded subsets of X*. 
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THEOREM 4.2. Suppose that the pair (f, F) is admissible, f is semi- 
Lipschitzian, F is bounded, A satisfies Condition (4.1), k satisfies Condition 
(4.2), and that u: [0, CD) +X is a strong solution of (3.1). Zfu(t) and w(t) 
remain bounded, k E L’(0, 00; R) and m E L’(0, co; X), then either 
lim ,-,..f(4t))=O or @‘Iwtf)l dt< ~0. 
Proof If the pair (f, F) satisfies (2.1), then 
f(u(t + h)) -f(u(t)) 
3 (u(t + h)- u(t), F(u(t))) - b(u(t), u(t + h) 
-u(t))lu(t+h)-u(t)l. 
If, on the other hand, it satisfies (2.2) then 
f(u(t + h)) --f(u(t)) 
<(u(t+h)-u(t), F(u(t)))+b(u(t), u(t+h) 
-u(t))(u(t+h)-u(t)l. 
In both cases, we divide by positive and negative h and let h + 0. 
Since ,f is semi-Lipschitzian, we obtain in both cases for almost all t > 0, 
$ (S(u(t))) = (u’(t), F(u(t))). (4.3 1 
Since u is a strong solution of (3.1) and (3.2), the function 
w E L,‘,,(O, co; x) satisfies w(t) E Au(t) and 
u’(t)+w(t)+-f(k*u)(t)=m(t)+k(t)x (4.4) 
for almost all positive t. 
Combining (4.3) with (4.4), and using Conditions (4.1) and (4.2), we see 
that for some constant M, 
; (f(u(t))) = (u’(t), F(u(t))) = 44th F(u(t))) - ; (k*u)(t), flu(t))) 
+ (m(t) +k(t)x, F(u(t))) 
d -g(f(u(t))) I4t)l -; (k*f(u))(t) i- MWt) 
+ (m(t) + 4th F(u(t))). 
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Consequently, there exists a function p E L’(0, co; R) such that 
; 
( 
.f(4t)) + (k*f(u))(t) + j; P(S) ds) 6 -g(f(f4t))) Iw(t)l (4.5) 
for almost all t > 0. 
Lemma 4.1 now implies that Y = lim,, ‘% f(u(t)) exists. If r = 0, then we 
are done. If Y > 0, then 
g(Q) lw(t)l G- p Au(t)) + (kTf(u))(t) + j; P(S) ds) 
for all sufficiently large t. 
Consequently, w E L’(0, co; X) and the proof is complete. 
5. NONEMPTY INTERIOR 
In this section we present an application of Theorem 4.2. Another exam- 
ple will be provided in the next section. 
Our main result will be preceded by several lemmas. The first one is 
taken from [S]. 
LEMMA 5.1. Let the resolvent k he defined by h + k*h = 1. Jf b is com- 
pletely positive and k E L’(0, crc; R), then h(a) = lim,, T. h(t) exists and is 
positive. In fact, h(a) = (1 + l(kll,) ‘. 
LEMMA 5.2. Let UEC([O, co); R) and ge L’(0, co;X). [f lim,,, u(t) 
exists, then so does lim, _ ,a*g(t). 
Proof: Denoting lim,, oc, u(t) by a(cc), we have 
u(t)g(t-r)dr- ‘u(a)g(t-r)dr 
I 0 
<j: l4r)-4~Il Id--r)l dr+j’b(r)-4~)l IAt-r)l dr 
&I 
GM s m f ~ IO Ill dr+j’ b(r)-4~)l Idt-r)l & 10 
where M is a constant and t > to. Given 6 > 0, we can first choose to such 
that la(r)-a( <s/Ilgll, for all r> to, and then choose t, > to such that 
SF- ,. I g(r)/ dr < E/M for all t 3 t,. It follows that lim, _ X u*g( t) does indeed 
exist and equals a( cc ) s? g(r) dr. 
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The next lemma is a special case of [6, Lemma 2.101. 
LEMMA 5.3. Let u, and u2 be the solutions to (3.1) with H= H, and 
H= H,, respectively. Let x, =u,(O) and x2= u*(O). If X has the RNP, then 
lu,(t) - udt)l d 1x1 -x21 + I : Im,(r) - m2(r) + k(r)(x, -x1)1 dr 
for all t 3 0. 
LEMMA 5.4. Let u be a strong solution to (3.1). Assume that 
k~L’(O,co;R)andm~L’(o,~;X). Zf v=lim,,,u(t)exists, then it isa 
zero of A. 
ProojI Denote lim, _ 0 + ((x + ryl - 1x1 )/r by (~5, x), The proof of 
Lemma 2.10 in [6] shows that 
IUt~)-YI-lx-Yl 
~~~:Im(r)+k(r)(x-y)ldr+I):(-z,u(r)-y)+dr, (5.1) 
where u(O)=x and z~Ay. For p>O, let y=J,,v and z=(v-J,,v)/p, and 
note that ((J,,v-v)/p,u(r)-J,,v)+b((u(r)-VI-lu(r)-J,ul)/p. Since 
1 v - J,vj d 2 lu(r) - VI + lu(r) - J,vj - Iu(r) - VI, it follows that 
tlv-J,,vl<2 d/u(r)-v/dr+p(/,x-J,,u(-/u(t)-Jrvl) 
s 
+p 1’ Im(r) + k(r)(x - J,,v)( dr. 
0 
Dividing by t and letting t -+ co, we see that v is a fixed point of Jr, hence a 
zero of A. 
Our last lemma is taken from [6]. 
LEMMA 5.5. Let k: [0, 00) + [0, co) be nonincreasing and right con- 
tinuous, v E W,‘;h(O, co; X), and j( t) E J( v( t)) for each t. Then 
for almost all t > 0. 
We can now prove the main result of this section. A more direct proof is 
sketched in [12]. 
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THEOREM 5.6. Let X be a Banach space and let u: [0, co) --f X he the 
solution to (3.1). Assume that X is uniformly convex and smooth, and that 
the interior of A-‘(O) is nonempty. If k E L’(0, co; R) and m E L’(0, co; X), 
then u(t) converges strongly as t -+ co to a zero of A. 
Proof: Let x0 be a point in the interior of A -l(O), and letf: X+ [0, ~0) 
and F: X + X* be defined byf(x) = 4 (x -xc, * and F(x) = J(x - x,), respec- 
tively. The discussion in Section 2 shows that the pair (f, 8’) is admissible. 
In [2] it is shown that the operator A satisfies Condition (4.1) with respect 
to (A F) with a constant g. To show that k satisfies Condition (4.2), we let 
a bounded v belong to IV”;L(O, co; X) and use Lemma 5.5 to conclude that 
$ (k*u)(t), J v(t) - xc,)) 
= $ (k*(v - -d)(t), J(u(t) - 4) + (k(t) xc,, J(v(t) -x,,)) 
2; (k*f(v))(t) + k(t)f(v) + (k(t) xc,, J(u(t) -xc,)) 
3 f (k*f(v))(t) - Mk(t) 
for some constant M and almost all t >O. Assume now that u(O) =x 
belongs to D(A) and that m is in C’( [0, cc); X) n W’.‘(O, co; X). Then u is 
a strong solution of (3.1) and it is bounded by the estimate (5.1). Since in 
our case A satisfies Condition (4.2) with a constant g, (the proof of) 
Theorem4.2 shows that either lim,, a, f(u(t))=O or f: 1 w(t)/ dt < co. If 
lim ,+,f(u(t))=O, then lim,,,u(t)=x,EAP1(0). If w~L’(0, co;X), 
then lim,, m b*w(t) exists by Lemmas 5.1 and (5.2). Convolving both sides 
of m = h + k*h with b, we see that b*m = b*h + b*k*h = l*h and that 
H= b*m + x. Since m belongs to L’(0, co; X), lim,, ~ H(t) also exists. 
Therefore u = H - b*w converges too as t -+ co. Its limit is a zero of A by 
Lemma 5.4. If m E L’(0, co; X) and x ~czl(D(A)), there are sequences 
{m,} c C’( [0, 00); X) n W’,‘(O, co; X) and {x, > c D(A) that converge to 
m (in L’(0, co; X)) and to x (in X), respectively. Let {un> be the 
corresponding solutions to (3.1). We already know that u,, = lim, _ z u,(t) 
exists for each n and belongs to A -l(O). We now use Lemma 5.3 to show 
that v = lim, _ m u,. Since A-‘(O) is closed, u is also a zero of A. Finally, 
another application of Lemma 5.3 shows that u(t), the solution of (3.1) 
corresponding to m and x, converges to v as t -+ co. This completes the 
proof. 
When b is identically equal to 1 and X is Hilbert, this result is due to 
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Brezis [l]. An extension to “nice” Banach spaces can be found in [9]. 
There are also results for nonlinear semigroups with fixed point sets which 
contain balls of finite codimension [ 11,7]. We do not know if analogous 
results hold for the solutions of (3.1). 
6. THE CONVERGENCE CONDITION 
Our second illustration of Theorem 4.2 involves operators A that satisfy 
the convergence condition of [lo] and [9]. 
Recall that an operator A c Xx X is said to be strictly accretive if for all 
[x,,~;] in A, i=l,2, (y,-yy,,j)aO for alljEJ(x,-xXz). Let AcXxX 
be a (strictly) accretive operator with 0 E R(A), and assume that A - ‘(0) is 
proximinal and convex. If P is a selection of the nearest point mapping 
onto A-‘(O), let .7,(x- Px) denote an element in .J(x- Px) that satisfies 
( y - Px, J,(x - Px)) < 0 for all y E A ~ ‘(0). Recall that in this setting A is 
said to satisfy the convergence condition if there is a selection P of the 
nearest point mapping onto A-‘(O) such that if [x,,, y,] E A, Ix,,1 <K, 
I y,l d K, and iim, _ Z (y,, J,(x, - Px,)) = 0, then lim,, _ r(x, - Px,) = 0. 
THEOREM 6.1. Let X be a Banach space and let u: [0, co) + X be the 
soiution to (3.1). Assume that X is strictly convex, A - ‘(0) is boundedly com- 
pact, and that A satisfies the convergence condition. If k E L’(0, 03; R) and 
m E L’(0, 00; X), then u(t) converges strongly as t + CC to a zero of A. 
Proof: Since X is strictly convex and A -l(O) is boundedly compact, 
A -- ‘(0) is convex and the nearest point mapping P: X -+ A ~ ‘(0) is single- 
valued and continuous. Let f(x) = id(x, A-‘(0))2 and F(x) = J,(x - Px). 
We have already seen in Section 2 that (A F) is admissible. In [2] it is 
shown that an operator A which satisfies the convergence condition also 
satisfies Condition (2.1). To show that k satisfies condition (4.2) with 
respect to (f, F), let a bounded v belong to W,‘;A(O, co; X), and denote 
Jp(u(t) - Pv(t)) by j(t). Then we have for a constant M and for almost all 
t > 0, 
( ; @*v)(t), F(v(tf) = 6’40) v(t) + u*k’(f), j(t)) 
= (W)(4t) - Wt)), At)) 
+ ((0 - Pu)*k’(t), j(t)) 
+ (40) f’4tL At)) + (Pv*k’(t), j(t)) 
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= 2k(O)f(u) + ((u - Pu)*k’(t), j(t)) 
+ ;(Pu(f-s)-Pu(t),j(r))dk(s) I 
+ k(t) Putt)> j(t)) 
3 2k(O)f(u) +f(u)*k’(t) 
+ (k(t) - W))f(u) + (k(t) Putt), j(f)) 
as required. 
2; (k*f(u))(t) - Mk(t), 
NOW let u(O) = x belong to D(A) and assume that m is in 
C’([O, m); X) n W’,‘(O, co; X). Then u is a strong solution of (3.1), and it 
is bounded because 0 E R(A). To show that the corresponding w(t) E Au(t) 
also remains bounded, we let h be positive and consider p(t) = 
lu(t+h) -u(t)l. Using (3.2) we see that 
; (p(t) + k*At)) 
d Im(f + A) - m(t)1 + (Ixl + Ilull x)(4t) - k(t + A)) (6.1) 
for almost all r > 0. Integrating (6.1), dividing by h > 0, and then letting 
h -+ 0 + , we conclude that the function 
lu’(f)l +k*b’l(~)-~‘Im’bh A+ (I4 + Il4d4~) 
0 
is nonincreasing. Since m’ belongs to L’(0, co; X), Lemma 4.1 shows that 
lim,, m b’(t)1 exists. It follows that w does remain bounded and that 
Theorem 4.2 can be applied. If w is in L'(0, m; X), then we are done by 
Lemmas 5.1, 5.2, 5.3, 5.4 and the proof of Theorem 5.5. If 
lim ,+ m f(u(t)) = 0, we let z E A ~ ‘(0) be a subsequential limit of { Pu(t,)} 
as t, + co. Then (~(t,,)} also converges to z. As a matter of fact, since 
lim ,-n3 lu(t)- yl exists for each y in A-‘(O), the whole trajectory {u(t)} 
converges to z. As in the proof of Theorem 5.5, we can now complete the 
proof by appealing to Lemma 5.3. 
For smooth X, Theorem 6.1 was established in [6] in a more direct 
fashion. We do not know if it remains true when A -l(O) is not boundedly 
compact. This is indeed true if h = 1 [9,2]. 
In any case, it can be applied, for example, to two problems of nonlinear 
heat flow in materials with memory [3, 61. In the first problem 
X= L2(0, 1) and 
Au = -s(u,),, (6.2) 
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and in the second X= L’(Q) and 
Au= -V.(p(IVul)Vu), (6.3) 
both with Neumann boundary conditions and appropriate domains. Here s 
and p are appropriate continuously differentiable real-valued functions and 
Q is a bounded domain in R” with a smooth boundary. We assume that 
s(O)=0 and s’(t) >c>O for some c and all t, and that tp’(t)+p(t)ac for 
all t 3 0. In both cases the zero sets of these maximal monotone operators 
consist of the constants. We conclude this paper by showing that they 
satisfy the convergence condition. Other examples of (partial differential) 
operators satisfying this condition can be found in [lo] and [2]. 
EXAMPLE 6.2. For A defined by (6.2), 
I (Au,,, u- put, f =s[ 0
s 
I = .$24;(t)) u;(t) dz3c l (U:(t))* dt. 
0 I 0 
Consequently, if lim,, _ m (Au,,, u,-Pu,)=O, then lim,,,(u,(t)-u,(O)) 
= 0 uniformly in t b 0, and lim n+m(~,-Pu,)=O in C[O, I]; hence in 
L2[0, 11. 
EXAMPLE 6.3. For A defined by (6.3), 
(Au,,, u,--u,,)= I D (-V.(P(IV4)VU,,)) (u,,-j/r+” 
=.r a p(IVu,l)lVu,l*dVac j IVu,12dV. D 
Consequently, if {u,} and {Au,} remain bounded and limn,,(Au,, 
u, - Pu,) = 0, we may assume, by passing to a subsequence if necessary, 
that (un ) converges strongly and that {Au, > converges weakly. Let 
u=lim n-m u,. Then {Pu,,} converges strongly to Pu (by continuity) and 
the weak limit of {Au,,} is Au (by maximal monotonicity). But 
O=(Au,u-Pu)>cf, jVul*dV. Hence u is a constant and 
lim n _ cr;(u, - Pu,) = u - Pu = 0, as required. 
Note added in proqf: 1. The proof of a weak convergence result in [2] (Theorem 4.1 on 
p. 949) has also been used in the study of integral equations. See Theorem 2.3 in K. Kobayasi, 
On the asymptotic behavior of solutions to nonlinear Volterra equations, in “Nonlinear 
Analysis,” pp. 223-230, North-Holland, Amsterdam, 1985. 2. Since the zero set of A is cer- 
tainly boundedly compact when A has compact resolvents, Theorem 6.1 contains a recent 
Hilbert space result of E. Mitidieri. See Proposition 4.2 in his preprint entitled “Asymptotic 
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behavior of the solutions of a class of functional differential equations and remarks on a 
related Volterra equation.” 3. Theorem 6.1 remains true even if the zero set of A is not boun- 
dedly compact provided P is continuous and the strong lim, j ,(u(t + h) - u(t)) = 0 for each 
positive h. 4. Strong and weak convergence theorems for certain second-order differential and 
difference inclusions can be found in E. I. PotTald and S. Reich, An incomplete Cauchy 
problem, J. Math. Anal. Appl. 113 (1986), 514543. Theorem 4.4 there contains a recent 
Hilbert space result of E. Mitidieri and G. Morosanu. See Theorem 3.1 in their preprint 
entitled “Asymptotic behavior of the solutions of second order difference equations associated 
to monotone operators.” 5. Proposition I2 in E. 1. Poffald and S. Reich, A quasi-autonomous 
second-order differential inclusion, in “Nonlinear Analysis,” pp. 3877392, North-Holland, 
Amsterdam, 1985, provides an answer to a question raised by E. Mitidieri on p. 219 of his 
paper, Some remarks on the asymptotic behavior of the solutions of second order evolution 
equations, J. Math. Anal. Appl. 107 (1985), 211-221. 
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