We derive the off-diagonal short-time asymptotics of the heat kernels of functions of generalised Laplacians on a closed manifold. As an intermediate step we give an explicit asymptotic series for the kernels of the complex powers of generalised Laplacians. Each asymptotic series is formulated in terms of the geodesic distance. The key application concerns upper bounds for the transition density of subordinate Brownian motion. The approach is highly explicit and tractable.
Introduction
Let M be a closed Riemannian manifold of dimension n and let A be a generalised Laplacian acting on smooth functions on M , i.e. A is a second-order differential operator whose principal symbol is the metric tensor. Given the short-time asymptotics of the heat kernel K(e −tA ; x, y) of A we represent the off-diagonal kernel of the complex powers K(A −z ; x, y) as an asymptotic series in powers of the geodesic distance d(x, y). We finally consider the operator f (A) for suitable functions f and give short-time asymptotics of the heat kernel of f (A) denoted by K(e −f (A)t ; x, y) and Aronson-type upper bounds. Schematically, this can be illustrated as follows where d denotes the geodesic distance on M . for a constants α and m depending on f , constants c 0 , c 1 , c 2 and functions Φ k , Ψ k that depend on the H 0 , H 1 , . . . and will be made explicit. We obtain these results by the well-known Handelsman-Lew method [6] based on the Mellin transform and complex analysis. This allows an efficient, tractable and explicit computation of the above series to arbitrary order avoiding local calculations on the manifold in terms of operator symbols.
M. A. Fahrenwaldt
The kernels of the complex powers are not only the key building block in the heat kernel analysis, they are also of independent interest. The ondiagonal behaviour of the kernels is well-understood from index theory, while the above series representation gives a complete description of the off-diagonal integral kernels of the fractional powers A α in terms of the heat kernel expansion of A.
The study of the off-diagonal heat kernel K(e −f (A)t ; x, y) is motivated from two perspectives: first, it allows to approximately solve the evolution equation ∂ t u(t) = f (A)u(t). Second, in probability theory one is interested in the integral P(X t ∈ B) = B K(e −tA ; x, y)dy for measurable B ⊆ M . This gives the probability that a stochastic process X with infinitesimal generator A that starts at the point x ∈ M at time 0 is in the set B at time t. Also, it is the basis for Aronson-type estimates of the transition density.
The original motivation for this paper was to investigate the transition density for subordinate Brownian motion on M . Here f is the Laplace exponent of the subordinator and A is the infinitesimal generator of Brownian motion given by 1 2 Δ. We illustrate this in Sect. 5. For symmetric processes on Euclidean space and Riemannian manifolds, there is a long tradition of upper and lower bounds of heat kernels leading to Aronson-type estimates, cf. [12, 17, 18] . There is also a strand of research that investigates jump processes on R n , see the survey [9] for comprehensive references and results. A more recent strand concerns jump processes living in bounded domains in Euclidean space with boundaries of different degrees of regularity. Exemplary investigations using sophisticated probabilistic techniques cover the special cases of fractional Laplacians [8, 10] and the relativistic stable processes [11] . The present paper can be regarded as a complement the latter investigations as we consider certain jump processes on closed manifolds.
Subordination in the sense of Bochner [7] allows to construct new stochastic processes from a given process using a random time change. On the level of generators of the corresponding semigroups, this translates to a functional calculus, cf. [24] for an early presentation and for example [27, 28] for a general approach. We refer to [22, 29] for a comprehensive and historically exhaustive presentation.
The present paper considers subordinate Brownian motion using the calculus of classical pseudodifferential operators. This is also the viewpoint taken in [14, 15] . These articles contain further references concerning the application of pseudodifferential operators in the context of certain stochastic processes. Noteworthy examples of this are the calculus developed in [20] and in the context of Weyl-Hörmander operators the paper [2] which allows variable-order subordination.
In the present paper, the geometry of the manifold is expressed by the coefficient functions in the heat kernel expansion of the Laplace-Beltrami operator. For completeness we mention that there is an alternative geometric viewpoint for stochastic processes on Euclidean space as suggested in [23] . This leads to estimates of the transition density of symmetric Lévy processes given in terms of a natural metric on the real line.
This paper is organised as follows. The following section collects some preliminaries from the theory of pseudodifferential operators. Sect. 3 motivates and states the key results, these are then proved in Sect. 4. Finally, Sect. 5 applies the approach to obtain estimates of the transition density for certain stochastic processes.
Preliminaries and Notation
For definitions of Sobolev spaces H s (M ) and the calculus of (classical) pseudodifferential operators we refer the reader to [32] . We denote the space of pseudodifferential operators of order r ∈ C by ΨDO r (M ) and the subspace of classical operators by ΨDO r cl (M ). In the notation of [32] this corresponds to L 
The analogous definition holds for Banach-space valued functions. Also recall the O-notation: we say that f (t) = O(g(t)) as t → t 0 if there is a constant C such that |f (t)| ≤ Cg(t) for any t in a neighbourhood of t 0 .
Statement of the Key Results
For ease of exposition and conscious of the probabilistic motivation we work with differential operators on closed manifolds, cf. Remark 3.8.
Assumptions. We summarise the key assumptions.
Hypothesis 3.1. Assume A to be second-order differential operator such that (i) A is a generalised Laplacian: its principal symbol is given by the metric tensor; (ii) A is symmetric; and (iii) the lowest eigenvalue of A is strictly positive.
The final assumption is listed for convenience only: if A has lowest eigenvalue 0, then as in §4 of [31] we consider A + P instead where > 0 is small and P is the projection onto the finite-dimensional kernel of A.
We recall the usual heat kernel asymptotics for generalised Laplacians. 
Since we want to consider f (A) defined by functional calculus we assume that the function f has symbol-like properties. (i) The function f is smooth;
Off-diagonal heat kernel asymptotics...
(iii) The map f has the asymptotic expansion
as λ → ∞ with a 0 , a 1 , . . . ∈ R and m < 0, i.e. strictly negative.
Example. The key example we have in mind is f (λ) = (1 + λ) α − 1, which is probabilistically significant: the operator f ( 1 2 Δ) is the infinitesimal generator of the relativistic α-stable process, cf. Sect. 5. Here
as λ → ∞ by Taylor's theorem. More probabilistically motivated functions satisfying Hypothesis 3.3 can be found in Example 1 of [14] .
Kernels of the complex powers. Our first key result gives a representation of the kernels K(A −z ; x, y) as an asymptotic series in d(x, y) for small distances. 
In each case the functions H k are from (3.1).
The relation ∼ denotes an asymptotic series in powers of d(x, y), and we refer to (4.8) for explicit bounds of remainder terms.
For completeness, we compare this to the kernel expansion of pseudodifferential operators of negative order on R n . Proposition 2.8 of [34] , which we quote almost verbatim, allows to write the kernel of
Here, the q k are such that any D β x q k is a bounded continuous function of x with values in homogeneous distributions of degree j + k − n that are smooth on R n \ {0}. The p k are polynomials homogeneous of degree j + k − n in x − y with coefficients that are bounded continuous functions of x together with all their x-derivatives.
Heat kernel asymptotics. Our second key result gives the asymptotics of the heat kernels of f (A). 
2). (ii) In the lowest order in t we have
as t → 0 + where
and H 0 , H 1 are from the heat kernel expansion (3.1).
Remark 3.6. Note that the expansion (3.3) is rather suggestive. The right hand side is the power series for the exponential function of f (A) − mI with the lowest-order term removed. Formally in terms of operators
so that (3.3) rigorously phrases this in terms of integral kernels.
An immediate corollary gives an upper bound for the heat kernel.
Corollary 3.7. Under the assumptions of Theorem 3.5 we have the bound
Off-diagonal heat kernel asymptotics... Remark 3.8. The setup and results can be easily generalised to pseudodifferential operators and more general manifolds. One could apply the same approach to a hypoelliptic operator A on a Heisenberg manifold [25] with heat kernel expansion as in [4] . The heat kernel of f (A) would have the probabilistic interpretation of the transition density for a subordinate process.
Proof of the Key Results
The main idea in deriving the heat kernel asymptotics of f (A) is to exploit the well-known correspondence between the heat kernel asymptotics and the pole structure of the kernel of the complex powers f (A) −z . This correspondence is implemented by the Mellin transform.
Relation Between the Heat Kernel and Complex Powers
for z ∈ C whenever the integral makes sense. The Mellin transform is analytic in the strip α < Re z < β where
Often the Mellin transform can be extended meromorphically beyond this strip of analyticity (there is an analogous statement for t → ∞). The correspondence between heat kernel asymptotics and properties of the complex powers of an operator is based on the relation
for Re z suitably large where Γ is the Gamma function. This relation is typically exploited to investigate the on-diagonal behaviour of the heat kernel, see for example Section 5.5 of [1] . Lemma 4.1 allows us to link the singular structure of the kernel of the complex powers and the heat kernel asymptotics. 
y) lead to logarithmic terms in the heat kernel expansion.
Proof. Let μ k be the eigenvalues of Q in increasing order with corresponding orthonormal basis ϕ k of L 2 (M ) consisting of eigenfunctions. We then have
x, y t z−1 dt and the claim follows from Lemma 4.1.
Asymptotics of the Kernels of the Complex Powers
We first define two transforms
where we omit the x, y-dependence in the following to ease the presentation. Each of these functions is meromorphic in w with explicit pole structure.
Lemma 4.3. Fix x, y ∈ M with x = y. Then the following holds.
Off-diagonal heat kernel asymptotics... given z ∈ C the map G(z − w) can be evaluated as 
(i) The map F (w) is analytic for Re w > n/2. It can be meromorphically extended to the complex plane with at most simple poles in the set
P F = n 2 , n 2 − 1, n 2 − 2, . . . .
The residue of F at
n 2 − k is given by H k (x,y) (2π) n/2 . (i) ForG(z − w) = 1 4 d(x, y) 2 z−w Γ(−(z − w)).
It is analytic for Re w > Re z and can be meromorphically continued to the complex plane with simple poles in the set
P G = {z, z − 1, z − 2, . . .}.
The residue of G(z − w) at w = z − k is given by
(−1) k k! ( 1 4 d(x, y) 2 ) k .
In summary, the map w → F (w)G(z − w) is analytic the half plane
so that the strip of analyticity is bounded to the left by n/2 < Re w. Note that K e −At ; x, y e
d(x,y)
2 /4t decays like e −μ1t as t → ∞ with μ 1 > 0 the lowest eigenvalue of A. So this function decays faster than any polynomial, and hence the Mellin transform is analytic on the strip n/2 < Re w < ∞.
By Lemma 4.1, the Mellin transform F of K(e −tA ; x, y) extends meromorphically to the left-half plane Re w < n/2 with simple poles in the set
The corresponding residues are given as
H1(x,y)
(2π) n/2 , . . . which follows from (4.5).
Second, for fixed z ∈ C the transform M e −d(x,y)
2 /4t ; z − w can be explicitly computed as
by the usual integral representation of the Gamma function and a change of variables. It is meromorphic on C with simple poles at the points in the set
the residues are given by standard properties of the Gamma function.
We also bound certain integrals that later appear as error terms. 
The constant C depends on z and c.
Proof. Recall the upper bound of the Gamma function
for some constant C , cf. Chapter 2.4.3 of [26] . We thus find
The Mellin transform F (w) goes to zero as |Im w| → ∞ by Lemma 4.1 so that the integral can be bounded in norm. By the definition of F this bound may depend on x, y through the functions d and H 0 , H 1 , . . . However, these are bounded as M is compact and the maps are smooth. Overall, we can bound the integral in terms of a constant depending on c and z.
We are now ready to prove the theorem concerning the kernels of the complex powers.
Proof of Theorem 3.4. Starting with the formal relation
we first establish that this is valid for any z ∈ C and then approximate the right hand side in powers of d(x, y). 1. Observe that the right hand side of (4.7) defines an entire function in z: as t → 0 + , the kernel K(e −tA ; x, y) is of rapid decay due to the factor of 
M[f (t); w]M[g(t); 1 − w]dw
where the vertical line c+iR lies in the intersection of the strips of analyticity of the Mellin transforms of f and g. We formally apply this to obtain
with c to be determined: by Lemma 4.3, the integrand is analytic on the half-plane Re w > max{ n 2 , Re z} so we choose c such that the contour c + iR lies in this half-plane.
3. The idea now is to repeatedly apply Cauchy's residue theorem and to move the contour across the poles of the integrand. Shifting the contour is allowed since the integrand F (w)G(z − w) goes to zero as |Im w| → ∞ for fixed z. This is for two reasons: the Mellin transform F (w) goes to zero as |Im w| → ∞ by Lemma 4.1 and we have (4.6) bounding G.
Case I: only simple poles. Here we assume that z − n/2 ∈ Z so that the sets of poles of F and G do not overlap. We move the contour c + iR to the left to a contour c + iR with c < c thereby possibly crossing poles. The contour c + iR itself must avoid any poles. This leads to
where
By Lemma 4.4, the error term R can be bounded as
for a constant C. This can be recast in more familiar terms of asymptotic expansions: given c ∈ R such that the contour c + iR avoids any poles in
More precisely, we set N 1 = sup{k| n 2 −k > c } and N 2 = sup{k|Re z−k > c }. If the set over which the supremum is taken is empty, i.e. if there are no poles of F or G to the right of the contour c + iR, then we understand the corresponding sums to be zero.
Case II: double poles. First, we assume that z = n/2 − N for some N ∈ N 0 . This means that the rightmost pole of F (w)G(z − w) is located at n/2. Thus, if we start with a contour c + iR to the right of n/2 and move this to the left we will cross the pole(s) of F first before encountering the double poles. If z = n/2 − N , then we will have only finitely many simple poles: they are due to F and are located at points of the set { Suppose that we have crossed all simple poles of F so that we integrate along a contour c + iR with c < n/2 − N . We pick up all simple poles of F plus the double poles at n/2 − k which lie to the right of c + iR, i.e. for which n/2 − k > c . We thus obtain 1 2πi c+i∞ c−i∞ with Φ k and R as above. To compute the residue at the double poles note that in a neighbourhood of w k = n/2 − k we have
where holo denotes a holomorphic function which is of no concern here and g(w) = Cauchy's theorem for derivatives gives
which proves the claim. It remains to consider the alternative z = n/2 + N for some N ∈ N 0 , whereupon the rightmost poles of F (w)G(z −w) are simple poles of G(z −w). The argument is almost verbatim as before.
Heat Kernel Asymptotics
To analyse the heat kernel asymptotics of f (A) we expand f (A) in fractional powers of A to write f (A) = a 0 A α + a 1 A α−1 + · · · and then use the kernel asymptotics of these powers. [32] . In general, f (A) − mI is not local so that we expect K ((f (A) − mI) −z ; x, y) to be nonzero at z from the nonpositive integers.
Proof. (i) The fact that f (A) − mI ∈ ΨDO 2α (M ) follows from functional calculus, cf. [13] , Theorem 1 of [33] or Theorem 1 of [19] .
To show that the operator is classical, define an operator B N as a finite sum of classical pseudodifferential operators
Let {ϕ k } be an orthonormal basis of L 2 (M ) consisting eigenfunctions of A with corresponding eigenvalues {μ k }. We have
for some constant C N independent of k where the last inequality follows from (3.2). Thus,
Letting N → ∞ in the equation for B N and asymptotically summing (Proposition 3.5 in Chapter I of [32] ) we obtain an operator Remark 4.7. For technical reasons we consider f (A) − mI instead of f (A) since the former is a classical pseudodifferential operator whereas the latter is not classical: the symbol can be expanded into homogeneous terms with orders 2α − k for k = 0, 1, 2, . . . plus a term of order 0 (a multiple of the identity), so the difference in orders is not an integer.
We proceed to the heat kernel asymptotics of f (A) − mI, viz. assertion (i) of Theorem 3.5. 
Proof. We start with the equation
The integral on the right hand side is absolutely convergent for Re z > −1: Remark 4.9. If f (A)−mI were a local operator, then the argument of Remark 4.6 shows that the kernels of the integer powers (f (A) − mI) k would vanish and the heat kernel of f (A) would decay faster than any polynomial in t as t → 0. So the nonlocality of f (A) is a key part in this argument.
We are now ready to prove the heat kernel asymptotics of f (A). with remainder term R 2α−4 ∈ ΨDO 2α−4 (M ). We will estimate the summands on the right and side of (4.9) in terms of powers of d(x, y).
1. The third summand can be bounded using a standard result on the behaviour of Schwartz kernels of pseudodifferential operators. By Proposition 2.2 in Chapter 7 of [34] we have that for Q ∈ ΨDO r (R n ), its Schwartz kernel satisfies the estimate |K(Q; x, y)| ≤ C|x − y| −n−r (4.10) provided r > −n. Now fix y ∈ M and choose normal coordinates around y. If x is in this coordinate patch, then the above estimate holds with |x − y|
