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We derive explicit Mixed Integer Optimization (MIO) constraints, as opposed to iteratively imposing them in
a cutting plane framework, that impose significance and avoid multicollinearity for building linear regression
models. In this way we extend and improve the research program initiated in Bertsimas and King (2016) that
imposes sparsity, robustness, pairwise collinearity and group sparsity explicitly and significance and avoiding
multicollinearity iteratively. We present a variety of computational results on real and synthetic datasets that
suggest that the proposed MIO has a significant computational edge compared to Bertsimas and King (2016)
in accuracy, false detection rate and computational time in accounting for significance and multicollinearity
as well as providing a holistic framework to produce regression models with desirable properties a priori.
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1. Introduction
In this paper, we continue the research program initiated in Bertsimas and King (2016) to develop
an algorithmic approach to develop linear regression models that satisfies a variety of properties
simultaneously. Specifically their approach based on Mixed Integer Optimization (MIO) accounts
for sparsity, pairwise collinearity and group sparsity using explicit constraints (2)-(5) referenced
below. However, their approach accounts for significance and multicollinearity through a cutting
plane and bootstrap approach. Specifically, we impose constraints (2)-(5), and if we detect through
the bootstrap method that the variables are not significant or the variables exhibit multicollinearity,
we impose constraints that avoid the specific combination of variables selected. The difficulty of
1
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using the cutting plane method is that it may require a large number of iterations to ensure that
the model has appropriate significance and does not exhibit multicollinearity. Moreover, in some
cases, we have found that this iterative algorithm does not find a feasible solution even after a
large number of iterations.
For this reason, we propose in this paper a new way to impose significance and multicollinearity
constraints simultaneously within the framework, and eliminate the need for the bootstrap and
cutting planes. This allows us to build linear regression models much more effectively and accurately
than earlier.
The standard methodology for significance testing in linear regression is to use the Student t-
statistic. However, the testing is carried out after the linear regression model has been calculated,
and does not optimally select a subset. Outside of Bertsimas and King (2016) we have not found
any literature incorporating significance testing a priori into the linear regression framework.
For multicollinearity, in a landmark paper Hocking (1976) comprehensively reviewed the problem
and concluded that there is no accepted way of dealing with this problem, citing “there is a
lack of attention for this problem in the statistics community.” There is also minimal literature
in the optimization community on multicollinearity. Various methods employed include principal
component analysis to select the top k variables to avoid multicollinear combinations, and variance
inflation factors Mansfield and Helms (1982) that provide a numerical quantity to determine how
much the variance of a coefficient has been increased due to correlation with other variables.
In this paper we break new ground in incorporating significance and multicollinearity within the
optimization framework a priori. Specifically, our contributions in this paper are as follows:
1. We propose a new novel way to impose significance constraints within the optimization frame-
work a priori by characterizing asymptotically the distribution of estimates of the linear regression
coefficients.
2. We develop a new theory of detecting multicollinearity by connecting multicollinearity to the
eigenvectors of the design matrix XTX, where X is the n× p matrix of the given data and use it
to impose multicollinearity constraints within the optimization framework
3. We present computational results on real and synthetic datasets that suggest the overall
algorithm is very effective in accounting for significance and multicollinearity. It also enables the
construction of linear regression models with a variety of desired properties in a single mixed integer
optimization problem.
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The structure of the paper is as follows. In Section 2, we review the work in Bertsimas and King
(2016) on constructing a holistic framework for linear regression. In Section 3, we introduce a
new formulation to model significance and compare it with the approach in Bertsimas and King
(2016) with synthetic and real-world data. In Section 4, we introduce a new formulation to model
multicollinearity and present computational results with synthetic and real-world data that show
the effectiveness of the method. In Section 5, we combine our proposals with the framework intro-
duced in Bertsimas and King (2016), and compare its performance with a baseline framework using
real-world data.
2. Review of Earlier Work
Given data (xi, yi), i= 1, · · · , n, xi ∈Rp, yi ∈R, Bertsimas and King (2016) propose the following
MIO:
min
β,z
1
2
‖y−Xβ‖2 +Γ‖β‖1 (1)
subject to : −Mzi ≤ βi ≤Mzi, i= 1, · · · , p (2)
p∑
i=1
zi ≤ k (3)
zi = zj , ∀i, j ∈GSm, ∀m (4)
zi+ zj ≤ 1, ∀i, j ∈HC (5)
zi ∈ {0,1}, i= 1, · · · , p
The term Γ‖β‖1 in the objective function (1) models robustness as seen in
Bertsimas and Copenhaver (2018). Constraints (2) and (3) model sparsity that at most k out of
the p variables are selected in the linear regression model. Constraint (4) models group sparsity,
i.e., variables in the set GSm are either all selected or none is selected. Finally, pairwise collinearity
is modeled in Constraint (5) where HC is the set
HC = {(i, j) : |Corr(xi, xj)| ≥ ρ}
for some predefined correlation ρ cutoff.
Bertsimas and King (2016) uses the following iterative process to include constraints for signifi-
cance and multicollinearity:
1. Use the framework (1) to generate a linear regression model. A subset S of the coefficients
{β1, · · · , βp} is selected.
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2. For the set S the algorithm computes the significance levels for each of the variables via boot-
strap methods, and calculates the condition number of the model. If a set S produces undesirable
results – a condition number higher than desired, or a model with insignificant variables – the
algorithm generates the constraint ∑
i∈S
zi ≤ |S| − 1
to exclude the set S from consideration. The algorithm adds the constraint to Problem (1) and
repeats the process until no such set S is found.
Bertsimas and King (2016) reports computational results that demonstrate that Model (1) is
effective to solve problems up to n,p in the 1000s. However, when we include significance and
multicollinearity constraints in a cutting plane methodology, the method scales up to n,p in the
100s and some times no solution is found after considerable computation time.
3. Imposing Significance Constraints
Variable significance has long been one of the most important elements in linear regression, and
has served as a proxy for variable selection and causality studies.
We next extend a standard result about the asymptotic guarantee of the t-test statistic to serve
as the basis of our approach. For a linear regression problem:
Y=Xβ+ ǫ.
When ǫ∼N(0, σ2I), a standard result in linear regression is that:
βˆj −βj
σ˜
√
(XTX)−1jj
∼ tn−p, (6)
Here βˆj is the least squares estimate of βj with
βˆ= (XTX)−1XTY.
Let K= (XTX)−1 and
σ˜=
√
YT (In−X(XTX)−1XT )Y
n− p
is the least squares estimate of standard deviation σ and tn−p is the Student t-distribution with
n− p degrees of freedom.
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We next extend (6) by removing the normality assumption for ǫ. We define
Mjk =
p∑
i=1
KjiXkiYk.
Taking expectations with respect to ǫ, we have
E[Mjk] =
p∑
m=1
p∑
i=1
KjiXkiXkmβm Var(Mjk) = σ
2 ·
p∑
i=1
K2jiX
2
ki.
Theorem 1 We assume that for each j = 1, . . . , p, there exists a δ > 0 such that
lim
n→∞
1(√
Var(Mjk)
)2+δ
n∑
j=1
E[|Mjk −E[Mjk]|2+δ] = 0.
Then, for fixed p, we have:
βˆj −βj
σ˜
√
(XTX)−1jj
d−→ tn−p
as n→∞.
The proof is contained in the Appendix. This theorem shows that under some regularity conditions
of the error function, asymptotically the t-test is still valid, even if the error terms are not normal.
3.1. Constructing Significance Constraints
For a test of size α, we first define the quantity tsign = t
−1
p (1− α2 ), the inverse cdf of the tp distribution
at point 1− α
2
. Then, we can impose the t-test by requiring:
|βj |
σ˜
√
(XTX)−1jj
≥ tsignzj ,
which is equivalent to the big M -constraints:
βj
σ˜
√
(XTX)−1jj
+Mbj ≥ tsignzj (7)
− βj
σ˜
√
(XTX)−1jj
+M(1− bj) ≥ tsignzj (8)
bj ∈ {0,1}, j =1, . . . , p,
whereM is a large constant. These two constraints are used to model significance of level α without
the need of cutting planes and the bootstrap.
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3.2. Computational Results
In this section, we compare the performance of the cutting plane and bootstrap method (abbrevi-
ated as bootstrap below), and the t-test constraints (7)-(8).
Synthetic Data. We model Y=Xβ+ ǫ, with X∈Rn×p, Y ∈Rn, and β ∈Rp.
We aim to recover the true β with varying n, p, support k and error types. The βj is uniformly
chosen between [−10,10] and Xij ∼N(0,1) for each i, j in the matrix independently. We monitor
three statistics of the recovered β˜:
• Accuracy - the percentage of non-zero β’s in the ground truth we identify correctly:
ACC =
Supp(β)∩ Supp(β˜)
Supp(β)
.
• False Positive Rate - the percentage of non-zero β’s recovered that are zero in the ground
truth. It is defined as:
FPR=
Supp(β˜)\Supp(β)
Supp(β˜)
.
• Time - the time the algorithm takes to converge to a final solution.
We chose α= 5% as the significance level and present the results in Table 1.
n Error Type p k
Bootstrap t-test
ACC FPR Time ACC FPR Time
100 N(0,0.1) 10 3 100% 7.6% 143s 100% 7.4% 0.65s
200 N(0,0.1) 10 3 100% 4.7% 4941s 100% 4.5% 2.9s
500 N(0,0.1) 10 3 N/A N/A N/A 100% 0% 6.67s
1000 N(0,0.1) 10 3 N/A N/A N/A 100% 0% 36.4s
500 N(0,1) 10 3 N/A N/A N/A 100% 26% 7.93s
1000 N(0,1) 10 3 N/A N/A N/A 100% 0% 38.9s
500 t5 10 3 N/A N/A N/A 95% 35% 6.75s
1000 t5 10 3 N/A N/A N/A 100% 21% 35.2s
Table 1 Comparison of the t-test constraints (7)-(8) and the bootstrap from Bertsimas and King (2016) using
synthetic data.
Here N/A indicates timeout of the algorithm (constant limit set at 10000 seconds). We can see
that in all of the cases the t-test method compares favorably with the bootstrap method with
similar accuracy and false positive rates, but it uses only about 0.5% of the time the bootstrap
method takes, making it feasible for larger problems.
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Real-World Data.We compare the performance of the t-test constraints and the bootstrap using
five real-world datasets. We randomly split the dataset into 60%\20%\20% as training, validation,
and testing, and average the results 10 times. We record the support of the β in the final model
(‖β‖0), and its mean squared loss of its predictions on the testing set (Loss), along with the time it
took for the model to converge (Time). The expressions in parathenses are the abbreviations used
in Table 2.
We chose α=5% as the significance level and present the results in Table 2.
Dataset p
t-test Bootstrap
‖β‖0 Loss Time ‖β‖0 Loss Time
NCAA 11 6 39.9 17.3s 4 40.0 3120.7s
Pollution 6 4 249.8 2.74s 2 241.6 310.6s
Diabetes 6 2 1553.2 9.4s 2 1536.7 1120.4s
Baseball 6 4 6397.3 27.7 3 6840.9 5840.2s
Pyrimidine 11 7 0.5970 2.3s 9 0.6137 407.6s
Table 2 Comparison of the t-test constraints (7)-(8) and the bootstrap from Bertsimas and King (2016) using
real-world data.
We see that in all of the cases in Table 2, the number of selected variables by the t-test constraints
(7)-(8) and the bootstrap methods are very similar, with some cases the bootstrap having the lower
number of variables and some cases the t-test method. The losses are also consistent between the
two methods, but on average the t-test method is about 200x faster than the bootstrap giving it
a significant computational edge.
4. Multicollinearity Detection
Given data X, we would like the design matrix to be free of multicollinear relationships so that
det(XTX) is not very close to 0. We denote the columns of X as Xj , j = 1, · · · , p.
We introduce the vector (1, · · · ,1)T into the design matrix as a new column (the intercept) and
we can define the multicollinear relationship as:
Definition 1 A set of variables X1, · · ·Xp has an ǫ-multicollinear relationship if for some a∈Rp,
‖a‖=1, we have that: ∥∥∥∥∥
n∑
j=1
aiXj
∥∥∥∥∥< ǫ. (9)
Author: Accounting for Significance and Multicollinearity
8 INFORMS Journal on Optimization 00(0), pp. 000–000, c© 0000 INFORMS
The structure of this section is as follows:
1. We first establish the key result that connects the existence of an ǫ-multicollinear relationship
(9) to the existence of an eigenvector v for the matrix XTX that has a small (O(
√
ǫ)) eigenvalue.
2. Using the previous key result, we find multicollinear relations (a= (a1, · · · , ap)) using informa-
tion from the small eigenvalues of the matrix XTX. We introduce the idea of a minimum-support
multicollinear relationship.
3. We propose an algorithm that uses the theory from the previous steps to identify all the
multicollinear relationships.
4.1. Key Result
In this section, we establish a connection between the existence of an ǫ-multicollinear relationship
and the existence of a eigenvector v for the matrix XTX with a small (O(
√
ǫ)) eigenvalue:
Theorem 2 Let V = {v1, . . . ,vm} be the set of orthonormal eigenvectors of XTX∈Rp×p such that
the eigenvalues associated with V are less than ǫ. Then for a∈Rp, ‖a‖=1:
(a) If
∥∥∥∑pj=1 ajXj∥∥∥< ǫ, then there exists a vector b ∈ Rp, ‖b‖ < (p−m)√ǫ such that a− b ∈
Span(V ).
(b) If there exists a vector b∈Rp,‖b‖<√ǫ such that a−b∈ Span(V ), then we have:∥∥∥∥∥
p∑
j=1
ajXj
∥∥∥∥∥<
√
(1+λm+1+ . . .+λp)ǫ,
where λm+1, . . . , λp are the eigenvalues associated with the set of orthonormal eigenvectors of X
TX
that have value greater or equal to ǫ.
Theorem 2 represents a weak equivalence between a small multicollinear relationship and the
existence of a vector a that is close to Span(V ), in the sense that there exists a small vector b with
‖b‖<O(√ǫ) such that a−b∈ Span(V ). The proof is as follows:
(a) If m = p, then every a ∈ Span(V ). Thus, we assume m < p and prove part (a) by
contradiction. We assume there exists no b∈Rp with ‖b‖< (p−m)√ǫ such that a−b∈ Span(V ).
Let λ1, . . . , λp be the corresponding eigenvalues to eigenvectors v1, . . . ,vp. Note that we have 0≤
λ1, . . . , λm < ǫ, and ǫ≤ λm+1, . . . , λp. We write a as:
a= α1v1 + · · ·+αpvp.
Letting b= αm+1vm+1 + . . .+αpvp, we have that a−b∈ Span(V ) by construction, which implies
that:
‖b‖= ‖αm+1vm+1+ . . .+αpvp‖ ≥ (p−m)
√
ǫ.
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This implies that there exists a αj0 , j0 ∈ {m+1, · · · , p} such that ‖αj0‖ ≥
√
ǫ. Now,∥∥∥∥∥
p∑
j=1
aiXj
∥∥∥∥∥= ‖Xa‖= ‖α1Xv1 + · · ·+αpXvp‖< ǫ.
We have
ǫ2 > aTXTXa
= (α1Xv1 + · · ·+αpXvp)T (α1Xv1 + · · ·+αpXvp)
=α21λ1 + · · ·+α2pλp
≥α2j0λj0 .
Since |αj0 | ≥
√
ǫ, and λj0 ≥ ǫ, we have that ǫ2 >α2j0λj0 ≥ ǫ2, a contradiction.
(b) If m = p, then a =
∑p
j=1 ajvj . Note ‖a‖2 =
∑p
j=1 a
2
j , since vj are orthonormal. Hence, for
‖a‖=1
‖Xa‖2 = aTXTXa
=
(
p∑
j=1
ajvj
)T
XTX
(
p∑
j=1
ajvj
)
=
(
p∑
j=1
ajvj
)T ( p∑
j=1
ajλjvj
)
=
p∑
j=1
λja
2
j
< ǫ‖a‖2 = ǫ.
leading to ‖Xa‖<√ǫ. We assume m<p. We write a as:
a=α1v1 + . . .+αpvp
and observe that:
min
u∈Span(V )
‖a−u‖= ‖αm+1vm+1 + . . .+αpvp‖. (10)
Since by assumption there exists a b with ‖b‖<√ǫ and a−b∈ Span(V ), the vector a−b is a
feasible solution to problem (10), and thus taking u= a−b we have:
‖a− (a−b)‖= ‖b‖ ≥ ‖αm+1vm+1+ . . .+αpvp‖,
leading to:
‖αm+1vm+1 + . . .+αpvp‖<
√
ǫ.
Since
‖αm+1vm+1 + . . .+αpvp‖2 =
p∑
j=m+1
α2j < ǫ,
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we obtain that |αj |<
√
ǫ for all j =m+1, . . . , p. Thus, we have:
aTXTXa = (α1Xv1 + · · ·+αpXvp)T (α1Xv1 + · · ·+αpXvp)
= α21λ1 + . . .+α
2
pλp
=
(
α21λ1 + . . .+α
2
mλm
)
+
(
α2m+1λm+1+ . . .+α
2
pλp
)
≤ ǫ ·
m∑
j=1
α2j + ǫ ·
p∑
j=m+1
λj
≤ (1+λm+1+ . . .+λp)ǫ,
leading to ‖Xa‖ ≤√(1+λm+1+ · · ·+λp)ǫ as required.
Theorem 2 implies that if we are able to describe Span(V ), then we would be able to identify
multicollinear relationships a that exist in the design matrix X, as Theorem 2(b) implies that every
vector within
√
ǫ distance away from Span(V ) represents a O(
√
ǫ) multicollinear relationship.
4.2. Identifying Multicollinear Relations
For dim(V ) = r, we have r− 1 linearly independent multicollinear relationships. There are infinite
number of ways the basis of the r−1 multicollinear relationships could be constructed, and different
ways of constructing such bases lead to different constraints.
For example, assume that we have six variables x1, x, x3, x4, x5, x6, and we know that x1+x= x3
and x4+x5 = x6. Letting a1 = (1,1,−1,0,0,0)T and a= (0,0,0,1,1,−1)T , we have V =Span(a1,a).
Using Theorem 2 and ignoring b as ‖b‖=O(√ǫ), we can identify the two multicollinear relation-
ships as a1 and a. Then, we add the constraints
z1 + z+ z3 ≤ 2, z4 + z5 + z6 ≤ 2
to Model (1). However, there are alternative ways to characterize V in terms of two linearly
independent vectors. Letting a1 = (1,1,−1,1,1,−1)T and a= (1,1,−1,−1,−1,1)T , then V is also
V =Span(a1,a). Given this representation of V we would impose the constraints
z1 + z+ z3 + z4 + z5 + z6 ≤ 4
to Model (1). Note that the two sets of constraints are not equivalent.
It is therefore important to identify the characterization of V that leads to the most stringent
constraints to prevent multicollinearity. Towards this objective and ignoring the vector b in Theo-
rem 2 , we introduce the idea of identifying a vector a∈ Span(V ) that has minimum support. We
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first compute the set V = {v1, . . . ,vm} of orthonormal eigenvectors with corresponding eigenvalues
less than ǫ. We want to find a vector a∈ Span(V ) of minimum support. This is computed as follows:
min
m∑
j=1
zj (11)
subject to a=
m∑
i=1
θivi
|aj | ≤M · zj , j =1, . . . ,m∣∣∣∣∣
m∑
i=1
θi
∣∣∣∣∣≥ δ
zj ∈ {0,1}, j = 1, . . . ,m,
where δ is a positive constant that ensures that a 6= 0. Once the vector a has been identified, we
add the constraint ∑
i∈Supp(a)
zi ≤ |Supp(a)| − 1 (12)
to Problem (1). To continue the process of identifying new linearly independent multicollinear rela-
tionships, we add Eq. (12) to Problem (11), resolve the problem to identify a new multicollinear
relationship, add the corresponding constraint (12) to (1). We continue solving Problem (11) until
the problem becomes infeasible, which means that we identified all linearly independent multi-
collinear relationships. Algorithm 1 determines all multicollinear relationships.
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Algorithm 1 Iterative MIO for finding all linearly independent multicollinear relationships.
1: procedure IterativeMC(E) ⊲ E, the set of XTX eigenvectors with eigenvalues < ǫ
2: S←∅ ⊲ Initialize Output
3: i← 0 ⊲ Initialize count of found multicollinear relationships
4: while i < |E| − 1 do ⊲ We cannot find more if i= |E| − 1
5: a0 = Solution of (11)
6: if v0 6= ∅ then
7: S← S ∪v0
8: Add the constraint
∑
i∈Supp(a0) zi ≤ |Supp(a0)| − 1 to (11)
9: i← i+1
10: else ⊲ If (11) is Infeasible
11: Exit Loop
12: end if
13: end while
14: return S ⊲ Return the characterization of V
15: end procedure
4.3. Computational Results
In this section, we use synthetic data to evaluate the performance of Algorithm 1.
We model the design matrix X ∈ Rn×p such that Xij ∼ N(0,1) independently for each i ∈
{1, · · · , n}, j ∈ {1, · · · , p}. Then we randomly select certain number of columns to be replaced by
linear combinations of other columns
∑
ij∈S γjXj . The parameters γi are selected randomly from
the uniform distribution [−10,10], and we control S as follows:
1. We first determine the number q of variables we want to involve in this multicollinear rela-
tionship.
2. We randomly select q numbers from {1, . . . , p} without replacement, and denote that set S.
We add noise X˜ according to the distribution indicated in Table 3, and evaluate the performance
of Algorithm 1 on X+ X˜.
Algorithm 1 performance is evaluated on the same metrics as detailed in Section 3.2, namely the
accuracy and the false positive rate of the multicollinear relationships found, along with the time
taken for the algorithm to converge.
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In Table 3,MR(q) indicates the number of multicollinear relationships involving q variables that
have been introduced into the data. For MR(4+), we randomly selected a number within {5, 6, 7,
8, 9, 10} to be the number of variables involved in the multicollinear relationship. Every experiment
below was repeated 10 times then averaged.
n p MR(3) MR(4) MR(4+) Noise ACC FPR Time
1000 100 3 1 1 N(0,0.01) 100% 0% 0.27s
1000 500 3 1 1 N(0,0.01) 100% 0% 2.37s
1000 1000 3 1 1 N(0,0.01) 100% 5% 520.23s
1000 500 5 3 2 N(0,0.01) 100% 0% 33.40s
1000 1000 5 3 2 N(0,0.01) 100% 24% 5940.56s
1000 500 3 1 1 N(0,0.03) 100% 0% 2.29s
1000 1000 3 1 1 N(0,0.03) 100% 11% 32.17s
Table 3 Performance of Algorithm 1 for multicollinearity detection.
Table 3 shows that Algorithm 1 is well suited for n,p up to the thousands and could detect
multicollinearity with high accuracy and low false positive rates.
5. Holistic Linear Regression Framework Evaluation
In this section, we combine the results of the previous two sections with the framework introduced
in Bertsimas and King (2016) on five different datasets randomly selected from the UCI Machine
Learning Repository. The whole framework is reproduced below for convenience:
min
β,z
1
2
‖y−Xβ‖2 +Γ‖β‖1 (13)
subject to:
zi, bi ∈ {0,1} i= 1, · · · , p
−Mzi ≤ βi ≤Mzi, Big-M constraint (i= 1, · · · , p)
p∑
i=1
zi ≤ k Sparsity
zi = zl Group Sparsity (∀i, j ∈GSm ∀m)
zi+ zj ≤ 1 Pairwise Collinearity (∀i, j ∈HC)
βj
σ˜
√
(XTX)−1jj
+Mbj ≥ tsignzj Significance (j = 1, · · · , p)
− βj
σ˜
√
(XTX)−1jj
+M(1− bj)≥ tsignzj Significance (j = 1, · · · , p)
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∑
i∈Supp(a)
zi ≤ |Supp(a)| − 1 ∀ multicollinear relations a.
As a basis for comparison, we use Lasso regression Tibshirani (1996). Samples were randomized and
we utilized a 60%/20%/20% for training, validation, and testing, where the validation set was used
for tuning of hyperparameters, such as the Γ in the framework (13). We refer to our framework below
in Table 4 as the Holistic Framework. The results are compared across the following dimensions
(the text in parentheses are the abbreviations used in Table 4):
• Sparsity (k) - This is measured by the number of non-zero variables in the final model.
• Regression Loss (Loss) - This is measured by the mean squared error of the final model on
the test set.
• Significance (Sign.) - This is the percentage of non-zero coefficients in the model that are
significant on the 5% level using bootstrap to evaluate.
• Time (T ) - This is the total amount of time incurred for the model to run from data input
to model output.
• Multicollinearity Accuracy (MA) - This is the % of true multicollinear relationships cap-
tured by this framework in the original dataset. N/A means that there are no true multicollinear
relationships in the data.
Dataset n p
Lasso Holistic Framework
k Loss Sign. T MA k Loss Sign. T MA
Airfoil 1502 5 4 570 75% 7s N/A 3 558 100% 108s N/A
Cancer 568 29 23 0.72 31% 10s N/A 7 1.71 100% 57s N/A
Park. 5875 16 3 522 33% 14s 0% 1 533 100% 420s 100%
Aqu. 9358 12 9 83.7 33% 11s N/A 4 89.2 100% 610s N/A
Crime 2215 125 19 172 47% 21s 0% 9 180 100% 840s 100%
Table 4 Comparison of the holistic framework with Lasso for five real world data sets.
The results of Table 4 show that in real data situations, the entire framework could reasonably
scale up to 1000s in n and at least > 100 in p. In these situations, the holistic framework achieved
comparable loss with lasso among most tasks, while using many fewer variables to do so (usually
less than half), and all of the selected variables from the framework are significant at the 5% level.
Furthermore, in the two datasets where there were multicollinear columns (Parkinson and Crime),
the multicollinear detection algorithm successfully detected 100% of all multicollinear relationships
within the data and avoided choosing all variables within that relationship in the final result. Lasso
regression, chose all variables in some multicollinear relationships.
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Through this evaluation, it is clear that the enhancements put forward through this paper to the
systematic framework of linear regression greatly increases its scalability in detecting significance
and furthermore introduces the ability to detect near-exact multicollinear relationships within such
regression task. Using both real and synthetic data, we have demonstrated that the approach
produces high quality linear regression models in realistic timelines.
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6. Appendix
6.1. Proof of Theorem 1
We first start with the Lyapunov’s Central Limit Theorem:
Lemma 1 (Central Limit Theorem (Lyapunov)) Suppose X1,X, · · · is a sequence of inde-
pendent random variables, each with finite expected value µi and variance σ
2
i . Define:
s2n =
n∑
i=1
σ2i
If for some δ > 0, Lyapunov’s condition:
lim
n→∞
1
(sn)2+δ
n∑
i=1
E[|Xi−µi|2+δ] = 0
is satisfied, then we have :
1
sn
n∑
i=1
(Xi−µi) d−→N(0,1)
as n→∞.
We have βˆ= (XTX)−1XTY. Let K = (XTX)−1. Then
βˆj =
p∑
i=1
n∑
k=1
KjiXkiYk.
We define
Mjk =
p∑
i=1
KjiXkiYk.
Note that by the independence of ǫk, we have independence of Yk. Then
βˆj =
n∑
k=1
Mjk.
By assumption, the sequence (Mjk)k=1,...,n satisfies the Lyapunov’s condition, so we apply Lya-
punov’s Central Limit Theorem:
1√∑n
k=1 (
∑p
i=1KjiXki)
2
σ
n∑
k=1
(Mjk−
p∑
i,m=1
KjiXkiXkmβm)
d−→N(0,1).
Reorganizing, we have:
1√
Kjjσ
(
βˆj −βj
)
d−→N(0,1). (14)
Let σ˜= Y
T (In−X(XTX)−1XT )Y
n−p . We have
σ˜2 =
1
n− pǫ
TAnǫ, (15)
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where An = In −X(XTX)−1XT . Note that An is idempotent and symmetric, so there exists an
orthogonal Q such that Λn =Q
TAnQ, where Λn is diagonal with n−p copies of 1 and p copies of
0. This is because Rank(In−X(XTX)−1XT ) = tr(In−X(XTX)−1XT ) = n− p. Then:
1
n− pǫ
TAnǫ=
1
n− pW
TΛnW=
1
n− p
n−p∑
k=1
w2k =
n−p∑
k=1
(∑n
i=1Qkiǫi√
n− p
)(∑n
l=1Qklǫl√
n− p
)
, (16)
where W=Qǫ.
Applying Lyapunov’s Central Limit Theorem again on
∑n
l=1Qklǫl√
n−p (the Lyapanov’s condition is
trivially satisfied), we have that, for every k, independently:
1
σ
(
n∑
l=1
Qklǫl
)
d−→N(0,1).
Thus, by the continuous mapping theorem Mann and Wald (1943), we have, for every k:
1
σ2
(∑n
i=1Qkiǫi√
n− p
)(∑n
l=1Qklǫl√
n− p
)
d−→ 1
n− pχ
2
1, (17)
where χ2m is the chi-squared distribution with m degrees of freedom.
Now we combine the results (15) and (16) along with (17) above to get that:
σ˜2 =
1
n− pǫ
TAnǫ= σ
2
(
1
σ2
n−p∑
k=1
(∑n
i=1Qkiǫi√
n− p
)(∑n
l=1Qklǫl√
n− p
))
d−→ σ2 χ
2
n−p
n− p (18)
Now we combine the results of (14) and (18) and appeal to the linear vector form of the central
limit theorem Eicker (1966):
βˆj −βj
σ˜
√
(XTX)−1jj
=
1√
Kjjσ
(
βˆj −βj
)
×
√
σ2
σ˜2
d−→ N(0,1)√
χ2
n−p
n−p
= tn−p,
where tn−p is the Student t-distribution with n− p degrees of freedom.
