In this paper, a three-level BDDC algorithm is developed for the solutions of large sparse algebraic linear systems arising from the mortar discretization of elliptic boundary value problems. The mortar discretization is considered on geometrically non-conforming subdomain partitions. In two-level BDDC algorithms, the coarse problem needs to be solved exactly. However, its size will increase with the increase of the number of the subdomains. To overcome this limitation, the three-level algorithm solves the coarse problem inexactly while a good rate of convergence is maintained. This is an extension of previous work, the three-level BDDC algorithms for standard finite element discretization. Estimates of the condition numbers are provided for the three-level BDDC method and numerical experiments are also discussed.
algorithms, the coarse problems are generated and factored by direct solvers at the beginning of the computation. The coarse components can be a bottleneck of the algorithms if the number of the subdomains is large.
Recently, there are several papers about inexact solvers for BDDC algorithms with standard finite element discretization. In [32, 31] , two three-level BDDC algorithms are introduced which solve the coarse problems inexactly by introducing an additional level. Inexact local solvers based on multigrid methods were introduced in [20] . In [11] , several inexact solvers for both the coarse and local components are considered. An inexact FETI-DP algorithm is also introduced in [15] . Connection between FETI-DP and BDDC algorithms has been discussed in [24, 19, 6, 5] .
In this paper, we extend the algorithms in [32] to mortar finite element discretization with quite general subdomain partitions. We solve the coarse problem approximately, by introducing an additional level and using the BDDC algorithm recursively. We decompose the whole domain into subdomains and then group several subdomains to subregions to obtain a subregion partition. The subdomain partition can be geometrically nonconforming (it does not need form a triangulation of the original domain), and the subregions usually will be irregular (they may not have uniformly Lipschitz continuous boundaries). We assume that our subregions are uniform domains and apply the results developed for such irregular domains in [16] to our analysis. See [16] and the references therein for the definition of uniform domains.
We provide estimates of the condition number bounds of the system with the new preconditioners and show that a good rate of convergence still be maintained. We note that we have to choose the edge average primal constraints in the mortar discretization due to the mortar matching conditions. The resulting coarse problems are different from the ones in [32] , where the vertex primal constraints are used. This difference and the geometrically non-conforming subdomain partition need a more complicated analysis for the condition number bound. We also note that this analysis can be used for the three-level BDDC algorithms for standard finite element discretization with edge primal constraints chosen for two dimensions.
The rest of the paper is organized as follows. We first review a two-level BDDC method for mortar discretization briefly in Section 2. A three-level BDDC method and the corresponding preconditioner M −1 are introduced in Section 3. We give some auxiliary results in Section 4. In Section 5, we provide an estimate of the condition number bound for the system with the preconditioner M −1 which is of the form C(1 + log( H/H)) 2 (1 + log(H/h)) 2 , where H, H, and h are typical diameters of the subregions, subdomains, and elements, respectively; see Section 3 for the definitions of subregions and subdomains. Finally, some numerical experiments are discussed in Section 6.
Throughout the paper, C denotes a generic positive constant that does not depend on any mesh parameters and the problem coefficients.
2.
A two-level BDDC algorithm for mortar discretizations.
A model problem and the mortar discretizations.
We will consider a second order scalar elliptic problem in a two dimensional region Ω: find u ∈ H 1 0 (Ω), such that
where ρ(x) > 0 for all x ∈ Ω and f ∈ L 2 (Ω).
We decompose Ω into N nonoverlapping subdomains Ω i with diameters H i and set H = max i H i . We make the following assumption for our subdomain partition. ASSUMPTION 2.1. Subdomains are polygons and each subdomain has comparable diameter to its neighbors.
The partition can be geometrically non-conforming, where a pair of subdomains can intersect only a part of a subdomain edge. In other words, the partition does not need form a triangulation of Ω. In the following, we will regard the edges as the interface between subdomains. We then define the interface of the subdomain partition by
A quasi-uniform triangulation is given for each subdomain. We introduce W (i) , the standard finite element space of continuous, piecewise linear functions associated with the given triangulation in Ω i . In addition, the functions in W (i) vanish on ∂Ω. We define the product space of subdomain finite element spaces by
Functions in W can be discontinuous across the subdomain interface Γ.
The mortar methods are nonconforming finite element methods. To find a good approximate solution, the mortar matching condition is enforced on functions in the space W across the subdomain interface by using suitable Lagrange multipliers. Optimal order of approximation has been proved for the elliptic problems in both two and three dimensions; see [3, 2, 1] .
In [3] , the error estimate for the mortar approximation was first proved for both geometrically conforming and non-conforming partitions.
To introduce Lagrange multiplier spaces, we first select nonmortar and mortar parts of the interface. Among the subdomain edges, we can select edges F l that provide a disjoint covering of the interface Γ, see [26, Section 4.1] ,
Each F l is a full edge of a subdomain. We call these edges the nonmortar edges. Since the subdomain partition can be geometrically non-conforming, a single nonmortar edge F l ⊂ ∂Ω i may intersect several subdomain boundaries. This provides F l with a partition
We call these F ij , the mortar edges, which are opposite to F l and can be only a part of a subdomain edge.
A dual or a standard Lagrange multiplier space M(F l ) is given for each nonmortar edge
that is the restriction of the finite element functions to the nonmortar edges and vanish on the boundary of these edges. We require that the space M(F l ) has the same dimension as the space • W(Fl) and that it contains the constant functions. Constructions of such Lagrange multiplier spaces were first given in [2, 3] for standard Lagrange multiplier spaces and in [34, 35] for dual Lagrange multiplier spaces; see also [12] . We note that the basis functions
The mortar matching condition in the geometrically non-conforming partition is then given by
We further define the following two product spaces of the M(F l ) and The mortar discretization for problem (2.1) is to approximate the solution by Galerkin's method in the mortar finite element space, W := {w ∈ W : w satisfies the mortar matching condition (2.3)} .
A two-level BDDC algorithm.
In this subsection, we construct a two-level BDDC algorithm for the mortar discretization, as in [14] . We first derive the primal form of the mortar discretization and then introduce a BDDC preconditioner for the primal form.
We divide unknowns in the subdomain finite element space W (i) into subdomain interior and interface parts. We then select primal unknowns among the interface unknowns and further decompose the interface unknowns into the primal and the rest, called dual unknowns,
where I, Γ, Π, and ∆ denote the interior, interface, primal, and dual unknowns, respectively.
The primal unknowns are related to certain primal constraints selected from the mortar matching condition (2.3) and they result in a coarse component of the BDDC preconditioner.
A proper selection of such constraints is important to obtain a scalable BDDC algorithm. We consider {ψ ij,k } k , the basis functions in M(F l ) that are supported in F ij , and introduce
There is at least one basis function ψ ij,k whose support belongs to
We introduce the trace space of W on the subdomain boundaries,
We select the primal constraints for (w 1 , · · · , w N ) ∈ W Γ over each interface F ij to satisfy
In more detail, the primal unknowns associated to these constraints will be defined by
In the case of a geometrically conforming partition, i.e., when F ij is a full edge of two subdomains, the above constraints are the regular edge average matching condition because . We then separate the unknowns in the space W (i) as described in (2.5). We will also assume that all the matrices and vectors are written in terms of the new unknowns.
Throughout this paper, we use the notation V for the product space of local finite element spaces V (i) . In addition, we use the notation V for a subspace of V satisfying mortar matching condition (or point-wise continuity condition) across the subdomain interface and the notation V for a subspace of V satisfying only the primal constraints. For example, we can represent the space
in the following way,
We further decompose the dual unknowns into the unknowns in the nonmortar part and the rest,
where n and m denote unknowns at each parts, respectively.
The matrix representation of the mortar matching condition (2.3) on functions in the space W Γ can be written as
Here we enforced the mortar matching condition using a reduced Lagrange multiplier space, since the functions in the space W Γ satisfy the primal constraints selected from the mortar matching condition (2.3). The reduced Lagrange multiplier space is obtained after eliminating one basis function among {ψ ij,k } k for each F ij ⊂ F l so that the matrix B n in (2.9) is invertible. The unknowns w n are then determined by the other unknowns (w m , w Π ), which are called the genuine unknowns. We define the space of genuine unknowns by
and define the mortar map,
that maps the genuine unknowns in W G into the unknowns in W Γ which satisfy the mortar matching condition (2.9). In the following, we will regard W G as the space W Γ and regard R Γ as an extension from W Γ to the space W Γ to be consistent with notations of the threelevel algorithm.
To derive the linear system of the mortar discretization, we introduce several matrices.
The matrix S (i) Γ is the local Schur complement matrix obtained by eliminating the subdomain interior unknowns,
where K (i) is the local stiffness matrix ordered as follows:
We define extensions R Γ and R Γ by
where R Γ is the mortar map in (2.10) and R Γ is the product of restriction maps,
We next introduce the matrices S Γ and S Γ , the block diagonal matrix and the partially assembled matrix at the primal unknowns, respectively, as
The linear system of the mortar discretization is then written as:
where g G ∈ W Γ is the part of genuine unknowns of g Γ ∈ W Γ and g Γ is given by
, the local load vector.
In the two-level BDDC algorithm in [14] , we solve (2.11) using a preconditioner M −1 of the form,
where the weighted extension operator R D,Γ is given by
We call M −1 the Neumann-Dirichlet preconditioner. The weight factor D is determined to be zero at the nonmortar interfaces and to be one otherwise. This type of weight was shown to be the most efficient for the elliptic problems with jump coefficients ρ i when the part with smaller ρ i is selected to be the nonmortar part, see [7] . ASSUMPTION 2.3. We select the nonmortar and mortar parts of the interface F ij (=
where Ω i is the nonmortar part and Ω j is the mortar part.
Using a block Cholesky factorization, we obtain
where the restrictions R Γ∆ and R (i) ∆ are defined by
Here Φ is the matrix whose columns are the coarse basis functions with minimal energy,
where R ΓΠ and R (i) Π are the restrictions,
The coarse level problem matrix S Π is determined by
which is obtained by assembling subdomain matrices; for additional details, see [9, 19, 22] .
Therefore, the preconditioner M −1 contains local components and a coarse component that involve solving the Neumann problems in each subdomain and solving the coarse problem with the matrix S Π , respectively.
From [14, Theorem 4.7] , we know that for any u Γ ∈ W Γ ,
A three-level BDDC method.
In the three-level algorithms, as in [32, 31] , we will not factor the coarse problem matrix S Π defined in (2.15) by a direct solver. Instead, we will introduce another level and solve the coarse problem approximately on this level by using ideas similar to those for the two-level preconditioners.
Let subregion Ω j be a union of N j subdomains Ω j i with diameters H (j) i and then we obtain a subregion partition {Ω j } Nc j=1 . We make the following assumption on our subregions, see [16] and the references therein for the definition of uniform domains: ASSUMPTION 3.1. The subregions are uniform domains.
We denote by H (j) the diameter of the subregion Ω j . Let H = max j H (j) and H = max i,j H (j) i . Then N , the total number of subdomains, can be written as N = N 1 + · · · + N Nc . An example of a subregion partition, that is obtained from a geometrically non-conforming subdomain partition, is shown in Figure 1 . In the following, we will use a superscript for the subregion index and a subscript for the subdomain index, for example, Ω j and Ω i for subregions and subdomains, respectively. For subdomains in the subregion Ω j , we use the notation Ω j i . In the subregion partition, we define edges as the intersection of two subregions and vertices as the intersection of more than two subregions; similar to [27, Definition 4.1] . In addition, the finite element spaces for the subregions are given by the primal unknowns of the two-level algorithm so that the subregion partition is equipped with a conforming finite element space, for which the unknowns match across the subregion interface. On this new level, the mortar discretization is no longer relevant. We can then develop the theory and algorithm for the subregion partition as in the standard BDDC algorithm for conforming finite element discretizations. However, we need to construct appropriate finite element spaces for the subregions equipped with the primal unknowns to provide the condition number bound.
We obtain the subregion matrix S 
Π is the restriction of primal unknowns in the subregion Ω j to the subdomain Ω j i . We note that the global coarse problem matrix S Π can be assembled from the S (j) Π of each subregions.
We will build a BDDC preconditioner for the problem S Π following the same construction as in the two-level algorithm for standard conforming finite element discretizations. In the following, we introduce the same finite element spaces as in the previous section except that they are based on the subregion partition and the subregion unknowns. We will use the subscript c to denote those unknowns, function spaces, and matrices related to the subregion level. For example, W (j) c denotes the discrete space for the subregion Ω j . It consists of the primal unknowns of the two-level algorithm contained in the subregion Ω j .
Let Γ c be the interface between the subregions and Γ c ⊂ Γ. We then decompose the subregion unknowns into subregion interior and interface unknowns, and further decompose the interface unknowns into primal and dual unknowns,
Here, the average constraints on subregion edges have been selected as the primal constraints and we have changed the variables to make the primal constraints explicit. Similarly, we define the product space W Γc , its subspaces W Γc and W Γc , and the extensions,
We note that W Γc is the space of vectors of unknowns that have the same values across the subregion interface, and W Γc is the space of vectors of unknowns that have the same values at the subregional primal unknowns and can have different values at the other interface unknowns.
We define our three-level preconditioner M −1 by
where M −1 Π is an approximation of S −1 Π ; see (2.14) . In other words, for a given Ψ ∈ W c , we compute z = M −1 Π Ψ instead of y = S −1 Π Ψ. We now introduce the approximation M −1 Π in detail. We first order the unknowns y ∈ W c into subregion interior and interface unknowns,
We then write the problem S Π y = Ψ as
Γc is the restriction and S ΠΓ c Γc is the fully assembled matrix at the subregion interface,
Here we solve for y 
Γc y Γc , and obtain the interface problem,
Ic .
We denote by T (j) the Schur complement of S (j) Π ,
and define the block diagonal matrix,
We then introduce the partially assembled matrix and the fully assembled matrix, Here R D,Γc is the scaled extension such that R D,Γc = D R Γc . The three-level coarse problem appearing in the computation of T −1 is solved quite cheaply compared to that of the twolevel algorithm, since its size is much smaller than that of the two-level algorithm. The weight factor D has the value 1 as its diagonal components corresponding to the global primal unknowns in W Πc and the following values for the other diagonal components:
where γ ∈ [1/2, ∞) and n(W 
As a result, we obtain z = M −1 Π Ψ, the solution of the inexact coarse problem for a given Ψ. Let u, v denote the l 2 -inner product for vectors u and v. We summarize our three-level algorithm equipped with the preconditioner M −1 in (3.2) as follows:
T OL be given.
Step 1. Start with initial x 0 , compute residual r 0 = b − Ax 0 , and set k = 0.
Step 2. while ( r k / r 0 > T OL)
Step 2.1 z k = M −1 r k
Step 2.2 k = k + 1
Step 2.3 if (k ≥ 2)
Step 3. x = x k is the required solution.
In the two-level algorithm, M −1 in Step 2.1 is replaced by the two level preconditioner M −1 , see (2.12). From (2.12) and (2.14), we know that we need to solve subdomain local problems and one coarse problem exactly when we apply M −1 to a vector in Step 2.1. When we use our three-level preconditioner M −1 in Step 2.1, we solve the subdomain local problems exactly as in the two-level algorithm, see (3.2). We do not solve the coarse problem exactly. Instead, we apply the standard two-level BDDC preconditioner to solve the coarse problem. In other words, we use (3.9) and (3.11), which will need to solve a subregion coarse problem and subregion local problems exactly. We note that the size of the subregion coarse problem is much smaller than that of the two-level coarse problem.
Some auxiliary results.
In this section, we will collect a number of results which are needed in our theory.
In the following, the notation f = O(g) means that there exist positive constants c and C, independent of H and h, such that
Let E be an edge of a subdomain Ω i . We introduce a Sobolev space H 1/2 00 (E) as
Here v is the zero extension of v to the subdomain boundary. The norm is given by 
for sufficiently small h.
Proof:
We can obtain these results by a direct calculation for g,
and interpolation results for g h .
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In the BDDC algorithm, we use the Lagrange multiplier function ψ ij across the subdomain interface F ij = ∂Ω i ∩∂Ω j to enforce the primal constraint, see (2.7). We note that ψ ij is the sum of Lagrange multiplier basis functions supported in F ij . We introduce a subinterval
where φ We select such intervals on the boundary of Ω i and denote them by {E k } k and call them reduced edges of Ω i . We define our edge average as
where F ij is the interface containing E k and ψ ij is the Lagrange multiplier function used for the primal constraint on F ij . We use the notation v E k for the average value rather than v Fij for a simple presentation of the proof in For a reduced edge
, we may consider E k as a straight line with its length H k (≤ H i ). Using Lemma 4.1, we construct such a function g h in the interval [0, H k ] and obtain a function g k (s) defined on E k using an appropriate translation and rotation. We extend g k (s) by zero to F ij . For the function g k , we can prove
Here H k is the length of E k . In the geometrically non-conforming partition, when F ij is a part of the subdomain edge, ψ ij may not be the constant function with the value one on F ij , see Fig 2. However we can see that g k E k with such ψ ij is similar to the regular average of g k , that is used in the conforming finite element case,
We note that (4.2) also holds for the case when the length of H k is comparable to the mesh size h i . This can be shown by a direct calculation.
LEMMA 4.2. Let {Ω i j } j be the subdomains in a subregion Ω i and let {E k } k be the reduced edges of Ω i j . For given values {m k } k , let u be the minimal energy extension to the subdomain finite element space V h i,j with its average values u E k = m k on each E k . We then have
where φ k is the discrete harmonic extension of g k to V h i,j . Here g k (x) is the function which satisfies (4.2) on E k and is zero on ∂Ω i j \ E k . We can see easily that
Since u is the minimal energy extension with the average values u E k = m k , we have
where we use [27, Lemma 4.10] 
We now prove the other bound as follows:
Here we have used the facts that
and the trace inequality for the discrete harmonic function u
. Here H stands for the diameter of F ij . Since each subregion is a union of subdomains, we might have a subregions with irregular boundaries as in Figure 3 . We introduce a new mesh on each subregion Ω i . The purpose of introducing this new mesh is to relate the quadratic form in Lemma 4.2 to one for a conventional finite element space. Here, we follow [8, 25] .
We construct a triangulation of Ω i with its node set containing the primal nodes and the subdomain vertices. The vertices of the subdomain Ω i j are the end points of F jk = (Ω i j ∩Ω i k ), where Ω i k are neighbors of Ω i j . We note that we have one primal unknown for each interface F jk . We locate the node corresponding to the primal unknown at the midpoint of the two end points of F jk . We call these nodes primal nodes. After introducing the primal nodes in the subdomain Ω i j , we consider the center point of all these primal nodes, i.e., each component of the center points is the average of each component of the primal nodes. We then connect all primal nodes and vertices to the center point and obtain a triangulation of Ω i j as in Figure 3 . Finally the union of such triangulations of Ω i j gives a triangulation of the subregion Ω i . The corresponding finite element space is denoted by U H (Ω i ).
We note that the subregion Ω i is equipped with the triangulation whose nodes consist of the primal nodes, vertices, and the center points of its subdomains Ω i j , see Figure 3 . We call the nodes other than the primal nodes the secondary nodes. Among the secondary nodes, we call those at the interior of the subregion Ω i the interior secondary nodes and those at the boundary of the subregion Ω i the boundary secondary nodes. In addition, we call two nodes in a triangulation adjacent if they are connected through an edge of the triangulation.
For a function φ I (x) ∈ U H (Ω i ), we define an interpolant I Ω i H φ I (x) to U H (Ω i ) by
We use Lemma 4.2 for the third bound, the definitions of I Ω i H and I ∂Ω i H for the fourth and fifth bounds, and Lemma 4.4 for the final one. Here, v l stands for the value of v ∈ W (i) c at the primal node corresponding to the reduced edge E l of the subdomain Ω i j . 2 Next we refer to Lemma 4.2 in [16] for subdomains with irregular boundary. We rewrite this lemma for our subregions with irregular boundary. LEMMA 4.6. Let F ij be an edge common to the boundaries of Ω i and Ω j . For all w i ∈ U H (Ω i ) and w j ∈ U H (Ω j ), which have the same edge average over the common edge
where ϑ F ij is the discrete harmonic extension of I ∂Ω i H (ζ F ij ) to U H (Ω i ) and ζ F ij has its value one at the nodes in F ij and zero at the other part. Here H i and H j are subregion diameters, and H i and H j are the element size of finite element spaces U H (Ω i ) and U H (Ω j ),
respectively. In addition, H i (v) denotes the discrete harmonic extension of v restricted on the boundary of Ω i to U H (Ω i ).
We define the interface average operator E Dc on W Γc as E Dc = R Γc R T Dc,Γc ,which computes the averages across the subregion interface Γ c and then distributes the averages to the unknowns at the subregion boundaries. The interface average operator E Dc has the following property:
for any w Γc ∈ W Γc , where C is a positive constant independent of H, H, h, and the coefficients of (2.1), and T is defined in (3.7) .
Proof: We can follow the proof of [30, Lemma 5] . Given any w Γc ∈ W Γc , we have
where (w Γc − E Dc w Γc ) i is the restriction of w Γc − E Dc w Γc to the subregion Ω i . Also let w i be the restriction of w Γc to the subregion Ω i and set
Here N x is the set of indices of the subregions that have x on their boundaries. We recall the definition for δ † c,j in (3.10). It satisfies
Let ζ F be unknowns in W (i) Γc with its values 1 at the nodes in F and zero at the other nodes. We also need a function in the space U H (Ω i ), denoted by ϑ F , which is the discrete harmonic extension of I ∂Ω i H (ζ F ) to U H (Ω i ). We note that x in (4.6) are from the subdomain primal unknowns; they belong to exactly two subregions as in Fig 3. So that we have
of Ω. For a given N , we obtain N 2 uniform rectangular subdomains. Each subdomain is equipped with finite elements, that can be non-matching across the subdomain interface. In the three-level algorithm, we group subdomains to obtain a uniform rectangular subregion partition. Each subregion has N subdomains in its x and y-directional edges.
To obtain a geometrically non-conforming subdomain partition, we first partition Ω into N uniformly vertical strips in the x-direction and then divide each strip into N or N + 1 rectangles successively. We group subdomains to obtain a subregion partition with N = H/H, the number of subdomains across an edge of a subregion. Figure 4 In the first set of the experiments, we set ρ(x, y) = 1. We perform the exact two-level BDDC algorithm and the inexact three-level BDDC algorithm to see the scalability in terms of the number of subdomains and the number of subregions, respectively. Tables 1 and 2 show the condition numbers and the number of iterations in geometrically conforming and non-conforming partitions, respectively. Here N d and N c denote the number of subdomains and the number of subregions, respectively. In the inexact case, the subdomain problem size and the subregion problem size are fixed and in the exact case the subdomain problem size is fixed. Both cases show a good scalability. In Tables 1 and 2 exact coarse problem. However, the coarse problem is solved quite cheaply in the inexact case. Tables 3 and 4 present the results of the three level algorithm by changing the subregion problem size and the subdomain problem size. Table 3 and Table 4 are for geometrically conforming and non-conforming subdomain partitions, respectively. Both results are consistent with our theory.
In our second set of the numerical experiments, we test our algorithm with discontinuous coefficients ρ(x, y). The values ρ(x, y) are selected among 1, 10, 100, and 1000. They are constants in each subregion but they can have jump across subregion boundaries.
As before, we compare the two-level and the three-level algorithms with the same coarse problem size on the geometrically conforming and non-conforming subdomain partitions.
The results are reported in Tables 5 and 6 . The three-level algorithm gives slightly more iterations due to solving the coarse problem inexactly. However, the computation cost is reduced for each iteration resulting faster computing time than the two-level algorithm. Geometrically non-conforming subdomain partitions with 4 
