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POINCARÉ SERIES ASSOCIATED WITH SURFACE
SINGULARITIES
ANDRÁS NÉMETHI
Dediated to Lê Dung Tráng on his 60th birthday
Abstrat. We unify and generalize formulas obtained by Campillo, Delgado
and Gusein-Zade in their series of artiles (see e.g. [5, 6, 7℄). Positive results
are established for rational and minimally ellipti singularities. By examples
and ounterexamples we also try to nd the `limits' of these identities. Con-
netions with the Seiberg-Witten Invariant Conjeture and Semigroup Density
Conjeture are disussed.
1. Introdution
In a long series of artiles, Campillo, Delgado and Gusein-Zade established an
identity of type Z = P , see e.g. [5, 6, 7℄ (the interested reader is invited to onsult
all their other artiles in this subjet as well). The identity, in dierent artiles
had dierent versions and targeted slightly dierent objets. One of the versions
was valid for rational normal surfae singularities (X, o) and for one of its xed
resolutions π; Z was a topologial invariant expressed from the ombinatoris of the
dual graph, while P was a multi-variable Poinaré series assoiated with a ltration
given by the divisorial valuations of the irreduible exeptional divisors. In the
ehivariant setting, an ation of a nite abelian group was present too. Finally, in a
relative version, they onsidered an embedded urve C into the rational singularity
(X, o), Z was an Alexander type topologial invariant expressed from an embedded
resolution graph, while P the Poinaré series of a ltration assoiated with the
evaluations provided by the normalization of C.
The authors provide independent proofs for the dierent ases; the proofs are
based on the struture of ar-spaes and an `euler-harateristi summation' (sug-
gested by the motivi integration).
The present artile has several goals.
First, we reate an uniform language to inorporate all the above dierent ver-
sions (the absolute, ehivariant and relative) in only one setting. Moreover, we
show that the statement of the absolute version (the `Main Identity' 5.1.5) stated
for all possible good resolutions implies all the other versions. All the statements
are formulated for any normal surfae singularity (with rational homology sphere
link); the formulation involves heavily the universal abelian over of (X, o). Then
we establish the identities for some families of singularities (see below). In the
presentation we embed the statement and the proof into the lassial singularity
theory: the presentation is in the spirit of the work of Artin and Laufer. In fat, one
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of the ruial arguments is the vanishing theorem of Röhr (a Laufer, or Grauert-
Riemenshneider type vanishing). In this way, the present proof not only reovers
the result of Campillo, Delgado and Gusein-Zade for rational singularities, but au-
tomatially extends it to the minimally ellipti singularities as well. The artile also
establishes a new realization of the topologial invariant Z, expressed in terms of
(analyti) euler-harateristis of yles supported by the exeptional lous, whih
spans as a bridge the topologial and analyti invariants (see (3.3.4)). Its formula
might have an independent interest as well.
In fat, the new unifying language also enables us to formulate the relative version
also in a muh higher generality (ompared with [6℄).
We would like to stress, that although in the ase of rational singularities it is
unimportant whih resolution we hoose, for all other singularities this is ruial.
For minimally ellipti singularities we establish our positive results for the minimal
(good) resolution, and by examples we show pathologies valid for non-minimal ones.
The mahinery also allows us to redue the number of variables. Surprisingly,
if we simplify (rather muh) the identities, e.g. we onsider the redued identities
with one variable, even by these simplied versions we reover famous lassial/older
(in general, hardly non-trivial) results already present in the literature. Our wish
is to present some of them (regarding e.g. weighted homogeneous, superisolated
or splie-quotient singularities). The relation with the Seiberg-Witten onjeture
[21℄ and the Semigroup Density onjeture (regarding the existene of uniuspidal
rational projetive plane urves) [11℄ is striking (f. (7.5). (In fat, this onnetion
was the motivation of the author in the subjet.)
Finally, by examples, we try to establish the `limits' of the identity Z = P . We
provide ounterexamples and expliit methods whih provide examples with Z 6= P ,
showing serious geometri reasons whih obstrut the identity, in general.
2. Notations and preliminaries
2.1. The resolution. Let (X, o) be an isolated omplex analyti normal surfae
singularity. Let π : X˜ → X be a good resolution with exeptional set E with
irreduible omponents Ej , j ∈ V := {1, . . . , s}. Let Γ denote its dual resolution
graph (for details see e.g. [20℄). For any j ∈ V we write δj for the valeny of j in Γ.
We assume that the link Σ of X is a rational homology sphere, i.e. Γ is a
onneted tree and Ej ≈ P1 for every j.
Set L := H2(X˜,Z) and L
′ := H2(X˜,Σ,Z). These groups are free with bases the
lasses of Ei and their duals E
∗
i . Here, we prefer the sign onvention (−E∗i , Ej) = δij
(the Kroneker delta funtion). The matrix I of the inlusion L →֒ L′ in the basis
{Ei}i of L and {−E∗i }i of L′ is exatly the intersetion matrix (Ei, Ej)i,j .
We denote the group L′/L ∼= H1(Σ,Z) by H and set [l′] for the lass of l′ ∈ L′.
Let |H | and Ĥ denote its order and Pontrjagin dual Hom(H,C∗), respetively.
There is a natural isomorphism θ : H → Ĥ given by [l′] 7→ e2pii(l′,·). Sometimes we
also write d := |H |.
2.2. Positive ones and representatives. We write LQ for the group of rational
yles L⊗Q. The form (·, ·) has a natural extension to LQ.
A rational yle x =
∑
j rjEj ∈ LQ is alled eetive, denoted by x ≥ 0, if rj ≥ 0
for all j. Their one is denoted by LQ,e, while L
′
e := LQ,e ∩ L′ and Le := LQ,e ∩ L.
A rational yle x ∈ LQ is alled numerial eetive if (x,Ej) ≥ 0 for all j.
Their one is denoted by NEQ. We also write (for Lipman's ones) SQ := −NEQ,
S ′ := SQ ∩ L′ and S := SQ ∩ L. Notie that both S ′ and S are semigroups, S ′ is
generated over N by the vetors E∗j . One an show (using the fat that I is negative
denite) that E∗j ∈ L′e for all j.
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Dene the `unit ube' in L′ by
Q := {r ∈ L′ : r =∑j rjEj with rj ∈ [0, 1)}.
For any h ∈ H , we denote the unique representative of H from Q by rh.
2.3. The ring Z[[tL
′
]]. Consider the notations of (2.1). We denote by Z[[t±1]] the
ring of formal power series Z[[t±11 , . . . , t
±1
s ]] (where s = |V|). In fat, it is onvenient
to onsider a larger ring as well, the ring Z[[t±1/d]] = Z[[t
±1/d
1 , . . . , t
±1/d
s ]] of formal
power series in variables t
±1/d
j . Z[[t
±1/d]] has a natural sub-ring assoiated with the
resolution π. Namely, Z[[tL
′
]] is the Z-linear ombinations of monomials of type
t
l′ = t
l′
1
1 · · · tl
′
s
s , where l
′ =
∑
j l
′
jEj ∈ L′.
This admits several sub-rings, e.g. Z[[tL
′
e ]], or Z[[tS
′
]], generated by monomials tl
′
with l′ ∈ L′e, or l′ ∈ S ′ respetively.
In fat, Z[[tS
′
]] is a usual formal power series ring in variables tE
∗
j
. More pre-
isely, any of its element has the form
(2.3.1) Φ(f)(t) := f(tE
∗
1 , . . . , tE
∗
s ), where f(x1, . . . , xs) ∈ Z[[x]].
Denition 2.3.2. Any series S(t) =
∑
l′ al′t
l′ ∈ Z[[tL′ ]] deomposes in a unique
way as
(2.3.3) S =
∑
h∈H
Sh, where Sh =
∑
[l′]=h
al′t
l′ .
Sh is alled the h-omponent of S.
Lemma 2.3.4. Consider F (t) := Φ(f)(t) for some f ∈ Z[[x]] as in (2.3.1). Then
Fh(t) =
1
|H | ·
∑
ρ∈ bH
ρ(h)−1 · f(ρ([E∗1 ])tE
∗
1 , . . . , ρ([E∗s ])t
E∗s ).
Proof. First notie that
∑
h Fh = F , hene it is enough to show that Fh is an
h-omponent. Indeed, if
∏
x
nj
j is a monomial of f , and l
′ :=
∑
njE
∗
j , then
(1/d)
∑
ρ ρ(−h)ρ([l′])tl
′
is t
l′
if [l′] = h and zero otherwise. 
3. The topologial/ombinatorial invariant
3.1. The rational funtions ζ(t). Our main topologial objet is the rational
funtion (in variables xj = t
E∗j
), or its Taylor expansion at the origin (f. 2.3.1):
(3.1.1) ζ(t) := Φ(z)(t), where z(x) :=
∏
j∈V
(1 − xj)δj−2.
Notie that by (2.3.4), its h-omponent is
(3.1.2) ζh(t) :=
1
|H | ·
∑
ρ∈ bH
ρ(h)−1 ·
∏
j∈V
(1 − ρ([E∗j ])tE
∗
j )
δj−2
.
ζh is the `multivariable' version of the rational funtion used by [21, 22, 23℄ in the
Reidemeister-Turaev omputation of Σ, by [29℄ in the omputation of the geometri
genus of splie-quotient singularities, by [24, 25℄ in the proof of the Neumann-Wahl
Casson Invariant Conjeture for splie-quotients; see also [2℄. The multivariable
version appears in [7℄. See also the omments of (9.2).
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3.2. The CDG-series. In their series of artiles, Campillo, Delgado and Gusein-
Zade (see e.g. [5, 7℄) onsidered the next innite series. In fat, it tautologially
equals the Taylor expansion at the origin of ζ. One starts with the following o-
eients: for any n ≥ 0 and δ ≥ 0, set χδ,n as the oeient of xn in the Taylor
expansion at the origin of the the funtion (1 − x)δ−2. Then, with the notation
l′ =
∑
j njE
∗
j ∈ S ′, set
(3.2.1) Z(t) :=
∑
l′∈S′
( ∏
j∈V
χδj ,nj
) · tl′ .
Sine Z = Φ(
∑
n≥0(
∏
j χδj ,nj )x
n) = Φ(z), one gets:
Proposition 3.2.2. The Taylor expansion at the origin (in variables t
E∗i
) of ζ is
the series Z(t).
3.3. Next, we present a new (to the best of the author's knowledge), and more
subtle appearane of ζ(t). It uses the euler-harateristi of yles supported by E,
hene (as we will see) it reates the right bridge onneting topology with sheaf-
theoretial invariants. In order to state it, we need some preparation.
As usual, let K eX ∈ L′ be the anonial yle assoiated with π. It is identied
by the equations (K eX + Ej , Ej) = −2 for any j. The (Riemann-Roh) euler-
harateristi χ(l) = −(l, l + K eX)/2 an be extended to any l′ ∈ LQ by χ(l′) =−(l′, l′ +K eX)/2. Clearly,
(3.3.1) χ(l′1 + l
′
2) = χ(l
′
1) + χ(l
′
2)− (l′1, l′2).
For any subset I ⊂ V we write EI :=
∑
j∈I Ej .
Denition/Lemma 3.3.2. (1) For any xed l′ ∈ L′ and subset I ⊂ V, there
is a unique minimal subset J(l′, I) ⊂ V whih ontains I, and suh that
(3.3.3) there is no j ∈ V \ J(l′, I) with (Ej , l′ + EJ(l′,I)) > 0.
(2) J(l′, I) an be found by the following algorithm: one onstruts a sequene
{Im}km=0 of subsets of V, with I0 = I, Im+1 = Im∪{j(m)}, where the index
j(m) is determined as follows. Assume that Im is already onstruted. If
Im satises (3.3.3) we stop and m = k. Otherwise, there exists at least
one j with (Ej , l
′ + EIm) > 0. Take j(m) one of these j and ontinue the
algorithm with Im+1. Then Ik = J(l
′, I).
Proof. For (1) notie that if J1 and J2 satises the wished requirement (3.3.3) of
J(l′, I) then J1∩J2 satises too. The part (2) is a version of the well-known Laufer
algorithm, ompare e.g. with (4.2.1). 
Theorem 3.3.4.
(3.3.5)
∑
l′∈S′
∑
I
(−1)|I|+1χ(l′ + EJ(l′,I))tl
′
= Z(t),
where the sum
∑
I runs over all the subsets I of V. In other words, with the
notation l′ =
∑
j njE
∗
j , one has
(3.3.6)
∑
n≥0
∑
I
(−1)|I|+1χ(l′ + EJ(l′,I))xn = z(x)
(where x
n = xn11 · · ·xnss ), or, for any l′ =
∑
j njE
∗
j∑
I
(−1)|I|+1χ(l′ + EJ(l′,I)) =
∏
j
χδj ,nj .
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Proof. In the proof we use indution over s = |V|. If s = 1 then the identity is
elementary, whose veriation is left to the reader. Hene, we assume s > 1. Fix a
vertex in V = {1, . . . , s} orresponding to the index s (after a possible reordering)
so that δs = 1. Let Γ0 := Γ \ {s}, and let j0 be that vertex of Γ0 whih is adjaent
to s in Γ.
Let fΓ(x) denote the left hand side of (3.3.6). We wish to show that fΓ(x) =
zΓ(x). Let x0 := (x1, · · · , xs−1). The indution start with the identity
(3.3.7) zΓ(x) = zΓ0(x0) ·
1− xj0
1− xs .
We will establish similar identity for fΓ. For this we will use the notation l
′
0 :=∑
j<s njE
∗,Γ0
j for any l
′ =
∑
j njE
∗
j (here E
∗,Γ0
j is the dual of Ej in Γ0). Notie
that for any Z supported in Γ0 one has
(3.3.8) (l′, Z) = (l′0, Z) and (−E∗,Γoj0 , Z) = (Es, Z).
First, we x some l′ ∈ S ′ and a subset I ⊂ V with s 6∈ I. If s ∈ J(l′, I), we may
assume (f. the notations of (3.3.2)) that Ik−1 = J(l
′, I) \ s. Sine (l′, Es) ≤ 0,
δs = 1 and (l
′ + EIk−1 , Es) > 0, we get that, in fat, (l
′ + EIk−1 , Es) = 1. Hene
χ(l′ + EIk) = χ(l
′ + EIk−1). In other words, if s 6∈ I, then
(3.3.9) χ(l′ + EJ(l′,I)) = χ(l
′ + EJ(l′,I)\s).
Using EJ(l′,I)\s = E
Γ0
J(l′
0
,I), (3.3.8) and (3.3.1), (3.3.9) an be rewritten in the fol-
lowing identity, where in the right hand side all invariants are onsidered in Γ0:
(3.3.10) χ(l′ + EΓJ(l′,I))− χ(l′) = χ(l′0 + EΓ0J(l′,I))− χ(l′0).
Next, x again l′ ∈ S ′ and take I ⊂ V with s ∈ I. By (3.3.8) one has J(l′, I) =
JΓ0(l′o, I \ s) ∪ s. Using this, (3.3.1) and (3.3.8) with a omputation we get
(3.3.11) χ(l′ + EΓJ(l′,I))− χ(l′ + Es) = χ(l′0 − E∗,Γ0j0 + EΓ0J(l′
0
,I\s))− χ(l′0 − E∗,Γ0j0 ).
Sine for any onstant c, one has
∑
I:I 6∋s(−1)|I|+1c =
∑
I:I∋s(−1)|I|+1c = 0, the
identities (3.3.10) and (3.3.11) read as∑
n≥0
∑
I 6∋s
(−1)|I|+1χ(l′ + EJ(l′,I))xn = fΓ0(x0) ·
∑
ns≥0
xnss ;
∑
n≥0
∑
I∋s
(−1)|I|+1χ(l′ + EJ(l′,I))xn = −fΓ0(x0)xj0 ·
∑
ns≥0
xnss .
Hene fΓ(x) = fΓ0(1 − xj0)
∑
ns≥0
xnss . 
4. The analyti invariant
4.1. The setup. We start with a normal surfae singularity (X, o), and we x one
of its good resolutions π. In the sequel L and L′ will stay for the orresponding
latties assoiated with π. Moreover, L (respetively LQ) will also be identied
with integral (rational) divisorial yles supported by E.
We denote by c : (Y, o)→ (X, o) the universal abelian over of (X, o). Let Y˜ be
the normalized pull-bak of X˜ by c, πY : Y˜ → Y the pull-bak of π, and c˜ : Y˜ → X˜
the indued nite map making the diagram ommutative. We write c˜∗ for the
pull-bak of integral/rational yles.
By [18, (3.3)℄, c˜∗(l′) is an integral yle for any l′ ∈ L′.
Denition 4.1.1. We dene a ltration on the loal ring of holomorphi funtions
OY,o: for any l′ ∈ L′, we set
(4.1.2) F(l′) := {f ∈ OY,o | div(f ◦ πY ) ≥ c˜∗(l′)}.
6 A. NÉMETHI
Notie that the natural ation of H on Y indues an ation on OY,o whih keeps
F(l′) invariant. Therefore, H ats on OY,o/F(l′) too. For any l′ ∈ L′, let h[l′](l′)
be the dimension of the θ([l′])-eigenspae (OY,o/F(l′))θ([l′]). Then one denes the
Hilbert series H(t) by
(4.1.3) H(t) :=
∑
l′∈L′
h[l′](l
′)tl
′
.
Remark 4.1.4. Campillo, Delgado and Gusein-Zade in [5, 7℄ use two other series
as well. Here we present their relationship with the above Hilbert series. Set
(4.1.5) L(t) :=
∑
l′∈L′
dimC(F(l′)/F(l′ + E))θ([l′]) · tl
′ ∈ Z[[tL′ ]],
where E =
∑
j Ej as above. Sine F(l′) = F(l′ + Ej) if (l′, E∗j ) < 0, it is easy to
see that L(t)
∏
j(tj − 1) is an element of Z[[tL
′
e ]]. Hene the next innite power
series is well-dened:
(4.1.6) P (t) := −L(t)
∏
j(tj − 1)
1− tE = −L(t)
∏
j
(tj − 1) ·
∑
k≥0
t
kE ∈ Z[[tL′e ]].
Notie that hh(l
′) = 0 for l′ ≤ 0. This and the obvious relation
H(t)(1 − tE) = tE · L(t)
show that
(4.1.7) P (t) = −H(t) ·
∏
j
(1− t−1j ) in Z[[tL
′
e ]].
Apparently, taking P instead of H , one loses some analyti information of H
(beause
∏
j(1 − t−1j ) is a zero divisor). Nevertheless, in [5℄ there is an argument
that, in fat, P and H ontain the same amount of information (without providing
a formula for the inversion).
In the next lemma, we show that this an be done very expliitly. In order to
state the expression, rst we have to notie that, in fat, P (t) is supported on
S ′ (this is an automatially onsequene of the disussion from (4.2), but an be
veried diretly as well).
Lemma 4.1.8. [3℄ Write P (t) =
∑
l′∈S′ p(l
′)tl
′
for its oeients. Then:
H(t) = P (t) ·
∑
a∈L, a 6≥0
t
−a.
In other word,
(4.1.9) h[l′](l
′) =
∑
a∈L, a 6≥0
p(l′ + a).
(The elements of S ′ have the property that if one of the oeients tends to innity
then all of them do, hene the sum in (4.1.9) is nite.) For the proof see (4.2.12).
4.2. Reformulation of H(t) and P (t). The integers hh(l
′) an be reinterpreted
in terms of sheaf-ohomology. We start with the following result (for the denition
of rh see (2.2)):
Proposition 4.2.1. (1) [18, (3.7)℄ [30, (3.1)℄ For any h ∈ H there exists a
divisor Dh on X˜ numerially equivalent to rh (i.e. c1(O eX(Dh)) = rh) suh
that
c˜∗OeY =
⊕
h∈H
O eX(−Dh),
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where the last sum is an H-eigenspae deomposition: O eX(−Dh) is the
θ(h)-eigenspae of c˜∗OeY . Moreover, the Chern lass c1 : Pic(X˜) → L′,
D 7→ c1(O eX(D)), admits a group setion d1 : L′ → Pic(X˜) given by d1(l+
rh) = O eX(l +Dh) (where l ∈ L is identied with an integral yle).
(2) [18, (4.2)℄ For any l′ ∈ L′ there exists a unique minimal s(l′) ∈ S ′ suh that
l′ ≤ s(l′) and [l′] = [s(l′)].
s(l′) an be omputed by the following (Laufer) algorithm. One on-
struts a `omputation sequene' x0, . . . , xk ∈ L with x0 = 0 and xm+1 =
xm+Ej(m), where the index j(m) is determined by the following priniple.
Assume that xm is already onstruted. If l
′ + xm ∈ S ′ then one stops and
k = m. Otherwise, there exists at least one j with (l′ + xm, Ej) > 0. Take
for j(m) one of these j, and ontinue with xm+1. The algorithm stops after
a nitely many steps, and l′ + xk = s(l
′).
Sine for any f ∈ OY,o that part of div(f ◦ πY ) whih is supported by the
exeptional divisor of πY is in the Lipman one of Y˜ , we get that F(l′) = F(s(l′)).
On the other hand, for any l′ > 0 (in partiular for any non-zero s(l′)), one has
the exat sequene
(4.2.2) 0→ OeY (−c˜∗(l′))→ OeY → Oec∗(l′) → 0.
If we onsider (4.2.2) for some l′ = l + rh > 0 (l ∈ L), then by [30, (3.2)℄ the
orresponding θ(h)-eigenspaes onstitute the exat sequene
(4.2.3) 0→ O eX(−Dh − l)→ O eX(−Dh)→ Ol(−Dh)→ 0.
In partiular, we get
Corollary 4.2.4. For any l′ = l+ rh > 0 one has:
hh(l
′) = dim
H0(X˜,O eX(−Dh))
H0(X˜,O eX(−Dh − l))
.
Example 4.2.5. Sine D0 = 0, for h = 0 we obtain:
H0(t) =
∑
l∈L
dim
OX,o
{f ∈ OX,o : div(f ◦ π) ≥ l} t
l.
This is the Poinaré (Hilbert) series of OX,o assoiated with the divisorial ltration
of π. For some of its qualitative properties and interesting examples, see e.g. [8℄.
Therefore, for any l′ = l + rh > 0, from (4.2.3), one has:
(4.2.6) hh(l
′) = χ(Ol(−Dh)) + h1(−Dh)− h1(−Dh − l),
where h1(D) denotes the dimension of H1(O eX(D)). It is also onvenient to write
h1(l′) for h1(d1(l
′)), f. (4.2.1)(1), e.g. h1(−Dh − l) = h1(−l′). Moreover,
χ(Ol(−Dh)) = χ(l′)− χ(rh) for any l′ = l + rh. Hene, (4.2.6) reads as
(4.2.7) hh(l
′) + h1(−l′) = χ(l′)− χ(rh) + h1(−rh).
Notie that the right hand side is a quadrati funtion in l. Sine hh(l
′) = hh(s(l
′))
we also get
(4.2.8) hh(l
′) = χ(s(l′))− χ(rh)− h1(−s(l′)) + h1(−rh).
Hene, by (4.1.7),
(4.2.9) P (t) =
∑
l′
∑
I
(−1)|I|+1
(
χ(s(l′ + EI))− h1(−s(l′ + EI))
)
t
l′ .
Assume that l′ 6∈ S ′. Then there exists j0 ∈ V with (l′, Ej0) > 0. Therefore, for
any subset I ⊂ V \ {j0} the Laufer algorithm applied for l′ + EI may start adding
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Ej0 , hene s(l
′ + EI) = s(l
′ + EI∪j0). In partiular, these two terms anel eah
other in the sum of the above expression of P . In partiular, the rst sum in (4.2.9),
in fat, runs over l′ ∈ S ′.
Moreover, analysing the omputation sequene {xi}i onneting l′ + EI with
s(l′ + EI), at eah step one has
χ(xm)− h1(−xm) = χ(xm+1)− h1(−xm+1).
Sine l′ + EJ(l′,I) is one of the elements of this sequene, we get:
Corollary 4.2.10.
P (t) =
∑
l′∈S′
∑
I
(−1)|I|+1
(
χ(s(l′ + EI))− h1(−s(l′ + EI))
)
t
l′
=
∑
l′∈S′
∑
I
(−1)|I|+1
(
χ(l′ + EJ(l′,I))− h1(−l′ + EJ(l′,I))
)
t
l′
=
∑
l′∈S′
∑
I
(−1)|I|+1
(
χ(l′ + EI)− h1(−l′ + EI)
)
t
l′ .
Via (3.3.5), the seond identity reads as
Corollary 4.2.11.
P (t) = Z(t) +
∑
l′∈S′
∑
I
(−1)|I| h1(−l′ + EJ(l′,I)) tl
′
.
I.e., P (t) = Z(t) if and only if
∑
I(−1)|I|h1(−l′ + EJ(l′,I)) = 0 for all l′ ∈ S ′.
Remark 4.2.12. By (4.1.7)
p(l′) =
∑
I
(−1)|I|+1 dim H
0(O(−rh))
H0(O(−l′ − EI)) =
∑
I
(−1)|I|+1 dim H
0(O(−l′))
H0(O(−l′ − EI)) .
Using the very last expression for p(l′), one an show that for any l ∈ L≥0, one has
(f. [3℄):
dim
H0(X˜,O(−l′))
H0(X˜,O(−l′ − l))
=
∑
a∈L≥0, a 6≥l
p(l′ + a).
The proof uses indution over l, one ompares the above expressions for l and l+Ei
(for some i). Then, taking l′ = rh, one gets the proof of (4.1.8).
5. The Main Identity.
5.1. In the next paragraph, we formulate an identity whih onnets the topologi-
al invariant Z with the analyti invariant P , whih is onjeturally valid for `some'
normal surfae singularities.
Denition 5.1.1. Consider a normal surfae singularity (X, o) with rational ho-
mology sphere link. We say that (X, o) and its resolution π satisfy the Main Iden-
tity if
(5.1.2) Z(t) = P (t).
Example 5.1.3. Consider the yli quotient singularity whose minimal resolution
π has only one irreduible omponent E with self-intersetion −p (p ≥ 2). Then
H = Zp, Y = C
2
, OY,o = C{z1, z2}. The ation of H on C{z} is given by h ∗ zi =
θ(h)(E∗)zi. Fix the generator g := [−E∗] of H and set ξ := e2pii/p. Then the ation
of g is given by g ∗ zi = ξzi. Fix φ ∈ Ĥ with φ(g) = ξq for some 0 ≤ q < p. Then
φ = θ(h) with h := [qE∗]. Moreover rh = qE
∗ = (q/p)E.
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Y˜ is just the blow up of Y in one point with exeptional divisor E˜ a (−1)-urve.
Sine c˜∗(E) = pE˜, we get that F(l′) onsists of all the monomials with degree ≥ pl′.
Therefore, for l′ = l + q/p (l ∈ L), (F(l′)/F(l′ + E))φ an be identied with the
vetor spae of monomials of degree pl + q. Hene
Ph(t) =
∑
l≥0
(1 + q + pl)tl+
q
p , and P (t) =
∑
k≥0
(1 + k)tk/p.
On the other hand, Z(t) equals with the same sum by its very denition.
Remark 5.1.4. Notie that if for some analyti struture and resolution Z = P
holds, then, by (4.1.8), the Hilbert funtion H an be reovered from the resolution
graph of π.
The Main Identity for the omponent h = 0 (f. 2.3.2) was proved in [5℄ for
any rational singularity and any resolution, see also [7℄ for an equivariant version,
valid for rational singularities, formulated in a dierent way. Here we prove it in
the following situations:
Theorem 5.1.5. The Main Identity is true in the following ases:
(1) (X, o) is rational, and π is arbitrary resolution,
(2) (X, o) is minimally ellipti singularity whose minimal resolution is good,
and π is this minimal resolution,
The present proof emphasizes the importane of some vanishing theorems valid
for these singularities, and also the numerial behavior of the `omputation se-
quenes' assoiated with the Artin yles.
Proof of (5.1.5). Let pg be the geometri genus of (X, o). Then (X, o) is rational
i pg = 0, and (X, o) is minimally ellipti i pg = 1 and (X, o) is Gorenstein [13℄.
We write Zmin ∈ L for the Artin yle, the unique minimal element of S \ 0.
By [33, 1.7℄, one gets h1(−s(l′)) = 0 exept when (X, o) is minimally ellipti
and s(l′) = 0 (in the rational ase this vanishing was proved by several authors, see
e.g., [14, 12.1℄, [18, 4.1.1℄). On the other hand, s(l′) = 0 if and only if l′ ∈ −Le.
Therefore, the seond term in (4.2.9) is( ∑
l′
h1(−s(l′))tl′
)
·
∏
j
(1− t−1j ) =
( ∑
l∈−Le
pgt
l
)
·
∏
j
(1− t−1j ) = pgt0.
Hene, (4.2.9) (or (4.2.10)) reads as
(5.1.6) P (t) = pgt
0 +
∑
l′∈S′
∑
I
(−1)|I|+1χ(s(l′ + EI)) · tl
′
.
Remark 5.1.7. Notie that (5.1.6) (as a onsequene of the above vanishing result)
already shows that P (t) is topologial (i.e. it an be determined from Γ).
In general, the above vanishing is not valid (even for `very large' l). E.g., for
Gorenstein ellipti singularities with pg > 1, h
1(O eX(−kZmin)) = pg − 1 > 0 for
any k > 0 [19, 2.21℄.
Moreover, in general, P is not topologial, it might depend on the hoie of the
analyti struture (supported by a xed topologial type), see e.g. (7.8).
In the sum (5.1.6), let us separate l′ = 0. In this ase, sine s(EI) = 0 for
I = ∅, and = Zmin otherwise, we get
∑
I(−1)|I|+1χ(s(EI)) = χ(Zmin) = 1 − pg.
In partiular
(5.1.8) P (t) = t0 +
∑
l′∈S′\0
∑
I
(−1)|I|+1χ(s(l′ + EI)) · tl′ .
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Now we fous on the sum in the right-hand side of this identity. If we run the
Laufer algorithm (4.2.1)(2) for l′ + EI , then for any m we have
(5.1.9) χ(l′ + xm+1) = χ(l
′ + xm) + 1− (l′ + xm, Ej(m)).
Remark 5.1.10. Take h = 0. If in the Laufer algorithm (4.2.1)(2) one starts
with l = E, one gets for s(l) the Artin yle Zmin [12℄. During these steps, in the
rational ase one has all the time (E + xm, Ej(m)) = 1 [12℄. On the other hand, in
the minimally ellipti ase one has all the time (E + xm, Ej(m)) = 1 exepting in
the very last step, when (E+xm, Ej(m)) = 2; moreover, for any presribed Ei∗ one
may arrange the omputation sequene in suh a way, that in this very last step
j(k − 1) = i∗, f. [13℄.
Lemma 5.1.11. Assume that (X, o) and π is as in (5.1.5). The for any l′ ∈ S ′ \ 0
and I ⊂ V one has
χ(s(l′ + EI)) = χ(l
′ + EJ(l′,I)).
Proof. Write l′ = l + rh. In the Laufer algorithm of l
′ + EI we may start the
sequene with yles of type l′ + EIm , where Im+1 = Im ∪ {im} and im 6∈ Im (i.e.
with the omputation sequene of J(l′, I), f. (3.3.2)(2)), till we hit l′ + EJ(l′,I).
Then, as a seond turn, we ontinue to add yles Ej with j ∈ J(l′, I) till we get
the smallest yle z ∈ L′ with z ≥ l′ + EJ(l′,I) and (z, Ej) ≤ 0 for all j ∈ J(l′, I).
Let Z∗ be the (sum of the) Artin yles of (the onneted omponents of) J(l′, I).
Clearly z ≤ l′ + Z∗. Moreover, the steps in this seond turn may be onsidered as
a part of the omputation of the Artin yle Z∗.
Assume J(l′, I) = V . Then z = s(l′ + EI). Moreover χ(z) = χ(l′ + EJ(l′,I)).
This follows from (5.1.9) and (5.1.10): in the seond turn we have all the time
(l′ + xm, Ej(m)) = 1 exept if the graph is ellipti, z = l
′ + Zmin, and we are in
the very last step. In this ase, we may assume that the last added yle Ej is one
presribed with (l′, Ej) < 0, hene (z − Ej , Ej) = 1 too.
Assume that J(l′, I) 6= V . Then, by [13℄, J(l′, I) supports a rational singularity,
hene by (5.1.9) and (5.1.10), χ(z) = χ(l′ +EJ(l′,I)). If z = s(l
′ + EI) then we are
done. Otherwise, there exists an index j ∈ V \ J(l′, I) with (z, Ej) > 0 (∗). Notie
that automatially (EJ(l′,I), Ej) > 0 (otherwise we would have (z, Ej) = (l
′, Ej) ≤
0, a ontradition). By the denition of J(l′, I), we have (l′ + EJ(l′,I), Ej) ≤ 0,
hene (l′, Ej) ≤ −(EJ(l′,I), Ej) < 0. This together with (∗) implies (z − l′, Ej) ≥
2. Sine the omputation sequene {xm}m an be onsidered as the beginning of
the omputation sequene of Zmin, this an happen only if the graph is ellipti,
(z − l′, Ej) = 2, z + Ej = Zmin + rh = s(l′ + EI) and z = l′ + Z∗. But in this
ase one also has 0 < (z, Ej) = 2 + (l
′, Ej) < 2, hene (z, Ej) = 1 whih imply
χ(z) = χ(z + Ej). 
Finally, (5.1.5) follows from (3.3.4), (5.1.8) and (5.1.11) (and the fat that the
oeient of t
0
in Z(t) is 1). 
6. The Redued Identities
6.1. For any xed resolution π, in the main identities (5.1.1) one takes a variable
tj for eah exeptional divisor Ej of π. Sine, in general, π is not minimal, (and
the set of all exeptional divisors of an arbitrary resolution supports no intrinsi
geometri meaning), it is natural to reate the possibility to redue the number of
variables, or replae L and L′ by some more intrinsi (geometrially dened) latties.
E.g., one might take only the verties orresponding to the nodes of the graph, or
orresponding to the essential exeptional divisors only, or pull-baks/images of
latties provided by some geometri/universal onstrutions.
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Here, we make expliit that situation when one redues the number of variables.
To start with, we dene the orresponding topologial and analytial series with
redues number of variables, then we formulate the orresponding `Redued Identi-
ties', and we prove that the `Main Identity' implies all the redued ones. Finally, in
the next setion, we interpret some lassial and reent relations of the singularity
theory as redued identities.
We x (X, o) and the resolution π as in (4.1). Let U be a non-empty subset of
V . Our plan is to dene formal series in variables {tj}j∈U , still denoted by t. It is
onvenient to dene the projetion prU : L
′ → L′ by prU (
∑
j l
′
jEj) =
∑
j∈U l
′
jEj .
Correspondingly, we write
t
prU (l
′) =
∏
j∈U
t
l′j
j = t
l′ |tj=1 for all j 6∈U .
Although, in the non-redued ase, t
l′
odies ompletely the θ(h)-eigenspae
whih provides the oeient of t
l′
(via h = [l′]), this is not true anymore for
t
prU (l
′)
. Hene, in the redued ontext we lose this orrespondene, and we do not
onsider h-omponents in the sense of (2.3.2).
Denition 6.1.1. For any h ∈ H set
(6.1.2) ζUh (t) :=
1
|H | ·
∑
ρ∈ bH
ρ(h)−1 ·
∏
j∈V
(1− ρ([E∗j ])tprU (E
∗
j ))
δj−2
,
or, equivalently,
(6.1.3) ζUh (t) := ζh(t)|tj=1 for all j 6∈U .
Having in mind (3.2.2), we will identify ζUh and Z
U
h (where, one might dene
ZUh (t) := Zh(t)|tj=1 for all j 6∈U ).
Next, we dene the analyti invariants. For any l′U ∈ prU (L′) ⊂ L′ set
FU(l′U ) := {f ∈ OY,o | div(f ◦ πY ) ≥ c˜∗(l′U )}.
Moreover, for any l′U ∈ prU(L′) and h ∈ H , let hUh (l′U ) be the dimension of the
θ(h)-eigenspae (OY,o/FU(l′U ))θ(h). Then set
HUh (t) :=
∑
l′
U
∈prU (L′)
hUh (l
′
U ) · tl
′
U ,
LUh (t) :=
∑
l′
U
∈prU (L′)
dim
( FU (l′U )
FU (l′U + EU )
)
θ(h)
· tl′U ,
PUh (t) := −
LUh (t)
∏
j∈U (tj − 1)
1− tEU .
Then, again,
(6.1.4) PUh (t) = −HUh (t) ·
∏
j∈U
(1 − t−1j ).
Denition 6.1.5. We say that (X, o) and the resolution π satisfy the Redued
Identity for h ∈ H, orresponding to the subset U ⊂ V, if
(6.1.6) ZUh (t) = P
U
h (t) ( in Z[[t
1/d
j , j ∈ U ]], or in Z[[tprU (L
′)]]).
We say that (X, o) and π satisfy the Redued Identity (for U) if (6.1.6) is true
for all h ∈ H.
Although, by (6.1.3), ZU an be obtained by a simple substitution from Z, the
same statement is not immediate for PU . Nevertheless, we have the following:
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Theorem 6.1.7.
(6.1.8) PUh (t) = Ph(t)|tj=1 for all j 6∈U .
In partiular, if for some singularity (X, o), resolution π and element h ∈ H the
Main Identity (5.1.1) is true, then for any non-empty U ⊂ V the Redued Identity
(for (X, o), π and h) is also true.
Proof. We prove (6.1.8) by desending indution over the ardinality of U . Set
U¯ := U \ i0 suh that U¯ 6= ∅. Then, using the above identities, it is enough to verify
(6.1.9) LUh (t)(ti0 − 1)|ti0=1 = LU¯h (t).
Let LU be the lattie generated by {Ej}j∈U . Then LUh (t) · t−prU (rh) has the form∑
l∈LU
aUh (l) t
l
. This an be rewritten as∑
l¯∈LU¯
t
l¯
∑
k∈Z
aUh (l¯ + kEi0) t
k
i0 .
By denition,
aUh (l¯ + kEi0) = a
U¯
h (l¯) for k ≪ 0.
Also, for any l ∈ L there exists an integer n suh that if for some s ∈ S one has
s ≥ l and si0 ≥ n, then automatially s ≥ l + E too. Therefore
aUh (l¯ + kEi0) = 0 for k ≫ 0.
Hene ∑
k∈Z
aUh (l¯ + kEi0) t
k
i0(ti0 − 1)|ti0=1 = aU¯h (l¯).

7. Examples, ounterexamples
7.1. Theorem (6.1.7) onnets the Main Identity with some non-trivial results,
already present in the literature. In the beginning of this setion we list some of
them. Then, we list some examples when Z 6= P , trying to ath the limits of the
Main Identity.
In this setion, we fous on the situation when U ontains only one element, say
j0. Notie that even in this ase, the veriation (or disprove) of the identity (6.1.6)
for some spei analyti strutures an be hardly non-trivial.
The unique variable will be denoted by t; notie that PUh (t) = L
U
h (t). For the
trivial element 0 ∈ H , the ltration is the divisorial (valuation) ltration assoiated
with Ej0 on OX,o, and LU0 (t) is the Poinaré series of the assoiated graded algebra.
7.2. Example (weighted homogeneous singularities). Assume that (X, o) is
the germ at the unique singular point of an ane spae X whih admits a good C∗
ation (and we also assume that it is not a yli quotient singularity), and let π be
its minimal good resolution. Then OX,o admits a grading ⊕k≥0Ak with Poinaré
series pX,o(t) =
∑
k dimAkt
k
. The link of suh a singularity is a Seifert 3-manifold.
In fat, the dual graph of π is star-shaped, whih an be identied by the Seifert
invariants of the link as well. Assume that U ontains only one element, namely
the entral exeptional divisor Ecen of π.
For suh a singularity, Pinkham in [32℄ proved that LU0 (t) = pX,o(t) and om-
puted this Poinaré series in terms of the Seifert invariants of the link. On the
other hand, [22, (5.2)℄ identies this expression with ζ0(t). In partiular, for suh
a singularity, the identity PU0 = Z
U
0 follows.
The equivariant version PUh = Z
U
h is proved by Neumann in [26, 4℄ (for a more
general argument, see (7.3)). From [26℄ one also obtains that
∑
h Z
U
h (t
c) is the
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Poinaré series pY,o(t) of the universal abelian over (Y, o) (where c is the order of
[E∗cen] in H).
7.3. Example (splie-quotient singularities). Assume that (X, o) is a splie-
quotient singularity (introdued and intensively studied by Neumann and Wahl,
see e.g. [27℄). We point here in short what we mean by this.
We x a possible resolution graph Γ. (It should satisfy some ombinatorial prop-
erties whih are not essential in the present disussion.) Then, using Γ, one an
write equations (up to an equisingular deformation) for the universal abelian over
(Y, o) of (X, o) and for the ation of H on (Y, o). These equations determine the an-
alyti struture of (X, o). Then, the resolution used in all our disussions is exatly
that resolution πΓ of (X, o) whih has dual graph Γ (it is uniquely determined by Γ).
Notie that there is always a linkage between the analyti strutures onstruted by
this proedure and the graph used in the onstrution. The onstrution gives hope
that the analyti invariants of the singularity might be determined ombinatorially
from the dual resolution graph, if one writes them (exatly) from πΓ. Otherwise,
this might not be the ase, and the topology-analyti linkage might be lost, see also
(7.8.1).
We reall that splie-quotient singularities inlude all the rational singularities
(where Γ an be arbitrary), all the minimally ellipti singularities (where Γ has the
property that the support of the minimal ellipti yle is not proper  e.g., for all
minimally good resolutions) [31℄, and also those singularities whih admit good C∗
ation (and Γ is the minimal good resolution) [26℄.
Let us x a graph Γ and onsider the assoiated splie-quotient singularity and
the resolution πΓ. Set U = {j0}, where j0 is one of the nodes of Γ (i.e. δj0 ≥ 3).
Then the identity ZUh = P
U
h was proved by Okuma in [29, 3℄. (The same is true if
j0 is not a node, but is not an end-vertex either, and H = 1, see [24℄.)
In other words, by Okuma's result, the Main Identity redued to any individual
node is true (in πΓ). This is improved in [3℄, where the Main Identity is proved in its
whole generality. (Notie that this very general result inludes theorem (5.1.5) too,
nevertheless the proofs are very dierent, and the proof of (5.1.5) might illuminate
some aspets  e.g. the relevane with vanishing theorems , whih are less
transparent in [3℄.)
7.4. Example (hypersurfae singularities). This is a small digression about
Poinaré polynomial omputations of (not neessarily weighted homogeneous) hy-
persurfae singularities when the ltration an be onneted with some weights.
Fix three positive integers w = (w1, w2, w3), and onsider on O := OC3,o the
graded ring struture⊕e≥0O(e), where the three oordinates have degrees deg(zi) =
wi. Here O(e) is the vetor spae of monomials of w-degree e. Fix f ∈ O and dene
(X, o) := {f = 0} ⊂ (C3, o). Write f = fd + fd+1 + · · · , where fk is homogeneous
of w-degree k, and fd 6= 0. Let q : O → OX,o be the natural projetion.
We will analyze dierent ltrations {F(l)}l≥0 of the C-algebra OX,o. As usual,
for any ltration F , we write GrFl := F(l)/F(l+1), and PF(t) :=
∑
l≥0 dim(Gr
F
l )t
l
for its Poinaré series.
First, onsider the ltration G dened by G(l) := q(⊕e≥lO(e)). The next iso-
morphism an be easily veried and is left to the reader:
Lemma 7.4.1.
GrGl ≃
O(l)
fd · O(l − d) .
In partiular, PG(t) agrees with the Poinaré series of O/(fd) with weights w,
namely PG(t) = (1− td)/∏i(1 − twi).
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Next, we assume that f is irreduible (this is automatially satised if (X, o) is
normal). Let K be the eld of fration of OX,o. We are interested in ltrations
determined by a valuation ν : K∗ → Z with the property ν(zi) = wi: we set
F(l) := {g ∈ OX,o : g 6= 0, ν(g) ≥ l} ∪ {0}. Clearly, from the denition of the
valuations, we have G(l) ⊂ F(l) for all l. But the equality, in general, fails.
Remark 7.4.2. ν may appear as follows. Consider φ, the w-weighted blow up
of (X, o), and let E be its strit transform. (One might even take any resolution
or modiation π whih dominates φ, and identify E with its π-strit transform.)
Assume that E is irreduible. Then the divisorial valuation ν of E provides suh a
ltration F .
In the next lemma we restrit ourself to the ase w3 = 1  this is enough in
the main appliation in (7.5); we invite the reader to formulate the orresponding
statement for more general weights (when one must handle an additional yli
group ation).
Lemma 7.4.3. Assume w3 = 1 and fd irreduible (but fd 6= z3). Consider the
ltration F as in (7.4.2). Then F = G. In partiular, PF(t) = (1−td)/∏i(1−twi).
Proof. We may do the omputations in a hart of the weighted blow up φ : Z → C3.
We x the hart (z1, z2, z3) 7→ (αw1β, αw2γ, α) of φ. Then the strit transform X˜
of X has loal equations {fd(p) + αfd+1(p) + · · · = 0}, while the exeptional urve
E ⊂ X˜ is {fd(p) = α = 0}, where p = (β, γ, 1).
We wish to show that F(l) ⊂ G(l). For this, take g with q(g) ∈ F(l), and
write g as a sum of w-homogeneous elements gk + gk+1 + · · · . If k ≥ l then
q(g) ∈ G(l), hene assume that k < l. By substitution, φ∗(g) = αkh, where
h := gk(p) + αgk+1(p) + · · · . Sine the vanishing order of φ∗(g) is ≥ l, h must
vanishes along E, hene there exists loal funtions u and v in (α, β, γ) suh that
h = ufd(p) + vα. Taking α = 0, we get a funtion ω(β, γ) suh that gk(β, γ, 1) =
ω(β, γ) · fd(β, γ, 1). We interpret this in oordinates z. The homogenized identity
has the form gk(z) = ω˜(z) · fd(z) · za3 for some a ∈ Z. Sine fd is irreduible, we
obtain fd|gk. Then g′ := g−gk+(gk/fd)(−f+fd) has the property that q(g′) = q(g)
but its k-homogeneous term vanishes. By indution, g an be replaed by g′′ with
q(g′′) = q(g) and g′′ ∈ ⊕e≥lO(e), hene q(g) ∈ G(l). 
Example 7.4.4. Assume that (X, o) is the zero set of the unimodal exeptional
hypersurfae singularity of type E12: fa = z
2
1 + z
3
2 + z
7
3 + ayz
5
. One may verify
that (X, o) is minimally ellipti. Let π be its minimal good resolution, whose dual
graphs is:
s s s
s
−7 −1 −2
−3
E1Γ :
Let Ecen be the node, and U = {Ecen}. Then ZU = PU by (7.2) if a = 0, or by
(7.3), in general. Here we would like to show the same identity for U = {E1} (see
the piture). Notie that H is trivial. By a omputation:
(7.4.5) ZU (t) =
t6 − 1
(t3 − 1)(t2 − 1)(t− 1) .
On the other hand, PU an be omputed by (7.4.3): the weights are w = (3, 2, 1),
hene PU = ZU follows.
Notie that π is not minimal, hene (5.1.5) annot be applied. The graph of all
minimally ellipti singularities (graphs) whose minimal resolution is not good are
listed in [13℄. Those whih provide rational homology sphere links are similar with
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the above example, and for all of them by similar method on an show that Z = P .
(This fat follows also from [3℄, where Z = P is proved for splie-quotients, sine
this applies for minimally ellipti singularities and their minimal good resolutions,
f. (7.3).)
7.5. Example (superisolated singularities). Let (X, o) be a hypersurfae super-
isolated singularity (a family introdued by I. Luengo in [15℄). More preisely,
(X, o) = ({f = 0}, o) ⊂ (C3, o), where f = fd + fd+1 + · · · , fk is homogeneous of
degree k, and the projetive urve {fd+1 = 0} ⊂ CP2 does not meet the singular
points of C := {fd = 0} ⊂ CP2. We assume d ≥ 2 and that C is irreduible. The
link of (X, o) is a rational homology sphere if and only if C is rational and uspidal
(i.e. all the singular points (C, pi)
ν
i=1 of C are loally irreduible). In the sequel we
assume these fats too.
The minimal resolution of (X, o) an be obtained by a single blow of the maximal
ideal. The exeptional divisor (orresponding to the tangent one) is isomorphi to
C. In general, this is not a good resolution, one has to resolve the singularities of C
as well. Hene, the minimal good resolution graph an be obtained from the minimal
good embedded resolution graphs Γi of the plane urve singularities (C, pi)
ν
i=1 by
adding one extra vertex vC (orresponding to C), and for all i onneting vC by
one edge to the (−1)-urve of Γi. π will stay for this minimal good resolution and
U = {vC}.
All the needed invariants regarding the next disussion (exepting PU ) were
omputed in [16℄, [11℄ and [10℄. We invite the reader to onsult these artiles for
more details. We will onsider the h = 0 ase only.
We write ∆(t) for the produt of the harateristi polynomials (assoiated with
the monodromy) of all loal plane urve singularities (C, pi) ⊂ (C2, pi). One may
verify that H = Zd and
ZU0 (t) =
1
d
∑
ξd=1
∆(ξt1/d)
(1− ξt1/d)2 .
On the other hand, the Poinaré series (assoiated with the divisorial ltration of
the projetivised tangent one) is given by (7.4.3), namely
PU0 (t) =
1− td
(1 − t)3 .
Following [11℄, we dene
(7.5.1) N(t) :=
1
d
∑
ξd=1
∆(ξt1/d)
(1 − ξt1/d)2 −
1− td
(1 − t)3 .
Clearly, the Redued Identity (for U = {C} and h = 0) is equivalent with the
vanishing of N(t). In [11, (2.4)℄ is proved that N(t) is a symmetri polynomial (i.e.
N(t) = td−3 ·N(1/t)) with integral oeients and with N(0) = 0. Moreover,
N(1) = sw(Σ)− (K2eX + s)/8− pg(X, o),
where sw(Σ) is the SeibergWitten invariant of Σ assoiated with the anonial
spinc-struture, K eX is the anonial lass of X˜, s = |V| as above, and pg(X, o)
is the geometri genus of (X, o). Notie that the vanishing of N(1) is exatly the
subjet of the `SeibergWitten invariant onjeture', formulated by L. Niolaesu
and the author, f. [21, 22℄.
In partiular, all superisolated hypersurfae singularities whih are ounter-
examples for the SeibergWitten invariant onjeture provide examples when the
Redues Identity (hene the Main Identity too) is not valid. This annot happen if
d ≤ 4, but may appear starting from d ≥ 5. The omplete list of ases when N(t)
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is non-zero for 5 ≤ d ≤ 6, and more examples with d = 7 and even with arbitrary
high d are provided in [11, (2.7)-(2.8)℄. In all known ases (by the author) N(t) 6= 0
may our only if the number ν of singular points of C is ≥ 2.
In fat, in [11℄ it is onjetured that N(t) has only non-positive oeients. This
onjeturally provides a very strong riterion for the existene of uspidal rational
planes urves with singularities with presribed topologial types.
For uniuspidal urves (i.e. when ν = 1), in [11℄ is proved that N(t) has non-
negative oeients. In partiular, the above onjeture about N(t) transforms into
the onjeture whih predits the vanishing of N(t). In fat, this is also equivalent
with the Seiberg-Witten invariant onjeture for (X, o). Its validity was veried for
all situation when the logarithmi Kodaira dimension κ¯ of CP2 \ C is < 2, and for
κ¯ = 2 in all the examples known (by the authors of [11℄).
Example 7.5.2. Here is the ase C4 from [16℄ with d = 5, where C has two
singularities with multipliity sequene [3] and [23]. The dual resolution graph of
f is presented below. Let U = {C}, where C is the (−31)-urve. In this ase
N(t) = −2t, hene the Redued Identity is not satised.
s s s s s
s s
−2 −1 −31 −1 −3
−4 −2
s s s
−2 −2 −2
7.6. Example (a Newton non-degenerate singularity). Let (X, o) be the zero
set of the germ f = z31 + z2(z
2
3 + z
2
1z2 + z
6
2) (or any germ with the same Newton
diagram; in fat f is a member of the bimodal singularity Q2,1). Let π be its
minimal resolution with dual graph:
s s
s
s
s
−2 −2 −2
−2 −5
E1Γ :
−2
s
Γ an be obtained, e.g., by a tori resolution desribed in [28℄. By this, there is a
1-1 orrespondene between the faes of the Newton diagram and the nodes of Γ (see
also [4℄). By this orrespondene, the exeptional divisor (node) E1 orresponds to
the fae∆ determined by the monomials of z2(z
2
3+z
2
1z2+z
6
2). The positive primitive
normal vetor of this fae is (5, 2, 6), whose entries agree with the vanishing orders
of the three oordinates on E1.
The group H is Z12, if ρ is a generator of Ĥ then the possible values ρ([E
∗
i ]) are
given as follows (where ξ is a primitive 12root of unity):
s s
s
s
s
ξ7 ξ8 ξ10
ξ ξ4
ξ2
s
Our goal is to ompare three series, namely ZU0 (t), P
U
0 (t) (for h = 0 and U =
{E1}), and PG(t) assoiated with the ltration G onstruted in (7.4), assoiated
with weights w = (5, 2, 6), orresponding to the fae ∆.
First, notie that Γ is a minimally ellipti graph, and the resolution is minimal,
hene P (t) = Z(t) by (5.1.5). In partiular, PU = ZU too. ZU0 an be read from
the graph, namely it is the following FourierDedekind sum (over the 12roots ξ of
unity):
ZU0 (t
12) =
1
12
∑
ξ
(1− ξ2t52)(1− ξ8t40)
(1− ξ7t26)(1− ξt26)(1− ξ10t20)(1 − ξ4t8) .
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Hene, by a omputation, we get:
PU0 (t) = Z
U
0 (t) =
(1− t15)(1 − t12)
(1 − t13)(1− t5)(1− t2)(1− t6) .
Finally, notie that the series PG provided by the fae ∆ : 5z1 + 2z2 + 6z3 = 14 is
PG(t) =
1− t14
(1 − t5)(1− t2)(1− t6) .
This also shows that the divisorial ltration F(l) (of E1) is stritly larger than the
ltration G(l) (for some l), see (7.4) for the terminology. Let us analyze the ase
l = 12 and 13 more losely. In the ase of G the weight 14 of the equation is higher, so
GrG(l) is the same as the orresponding vetor spaes omputed for the polynomial
ring O. We get a basis {z23 , z3z32 , z62 , z21z2} for GrG(12), and {z1z2z3, z1z42} for
GrG(13). On the other hand, for F we notie that along E1, the expression h :=
z23 + z
2
1z2 + z
6
2 equals z
3
1/z2 whih has order of vanishing 13. Hene h provides a
relation in GrF (12) = GrG(12)/(h = 0), while h is a new element in GrF (13) =
GrG(13)⊕C〈h〉. This ts with the orresponding oeients of the Poinaré series.
In partiular, the `naive' series PG assoiated with a fae ∆ of a Newton diagram
does not agree (in general) with the Poinaré series PU0 provided by the valuation
of the exeptional divisor orresponding to ∆ (although they agree for weighted
homogeneous singularities). Moreover, although both PG and ZU0 are topologi-
al/ombinatorial, and both are very natural, and one might hope that they should
oinide, in general, this is not the ase. In general, ZU0 keeps more information
from the Newton boundary (from the omplement of ∆ too). The author knows no
diret formula of ZU0 diretly from the ombinatoris of the Newton diagram.
Finally notie that in this example the `leading term' z2(z
2
3+z
2
1z2+z
6
2) is not irre-
duible, ausing the anomaly G 6= FU . This shows that the irreduibility restrition
in (7.4.3) is neessary indeed.
7.7. In the next example we provide a general method to nd singularities with
Z 6= P . In fat, as this onstrution suggests, the Main (Redued) Identity may
hold only for very speial, rigid analyti strutures, and only for those resolutions
whih `t with some resolution properties of the analyti type' (see also (7.3) and
(7.8.1)).
7.8. Example (for Z 6= P ). Consider the following resolution graph Γ
s s s s s
s
−2 −2 −2 −2 −2
−2
s s s
−3 −2 −2
E1
It is realized e.g. by {z21 + z32 + z113 = 0}, but one might take any analyti
struture supported by Γ. Notie that H = 1.
First we onsider the (minimal) resolution π with the above graph. Sine Γ is
minimally ellipti, Z = P by (5.1.5). Next, we onentrate on the redued ase
U = {E1}. The identity ZU = PU an be veried independently of (5.1.5) as well:
ZUpi equals with the right hand side of (7.4.5) by a omputation; while P
U
pi follows
from (7.4.3) with weights (3, 2, 1). In fat, the point what we wish to make, is not
about the resolution π.
Let Γb be a non-minimal graph obtained from Γ by blowing up a regular point
of E1, and let E2 be the new exeptional divisor. From topologial point of view,
all the possible hoies of the enter of this blow up are equivalent. But this is not
the ase from analyti point of view. In order to explain this we need a denition:
For any resolution φ, Zmax denotes the divisorial part of φ
∗(mX,o), where mX,o is
the maximal ideal of OX,0.
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Let us analyze loser the resolution π. Sine the singularity is minimally ellipti
one has Zmax = Zmin. But, sine Z
2
min = −1 and the multipliity is 2, π∗(mX,o)
has a unique base point Q; in fat, π∗(mX,o) = O(−Zmin) ·mQ, where mQ is the
maximal ideal of Q (see [13℄). Sine E1 is the only omponent with (Zmin, E1)
negative, we get that Q is on the regular part of E1.
Let πgen (respetively πQ) be the resolution obtained from π by blowing up a
generi point ( 6= Q) of E1 (respetively Q). In the rst ase Zmax = Zmin, while
in the seond ase Zmax = Zmin + E2. Notie that the multipliity of E2 in Zmin
is 1.
Therefore, onsidering the redued situation for the graph Γb and U = {E2},
we get the following: the oeient of t in the series PE2pigen(t) is non-zero, while in
PE2piQ (t) is 0. Sine (omputed in Γb)
ZE2(t) =
t6 − 1
(t3 − 1)(t2 − 1)2 ,
we get that ZE2pigen 6= PE2pigen . In fat, one an show that the divisorial ltration
assoiated with E1 in π agrees with the divisorial ltration assoiated with E2 in
πgen, hene PE2pigen = P
E1
pi (whih agrees with the expression from (7.4.5)).
Example 7.8.1. Let us analyse the above examples from the point of view of
splie-quotient singularities. In the resolution π the minimally ellipti struture is
ompatible with the splie-quotient analyti struture onstruted from the graph
of π (they are equisingular). On the other hand, on πgen, there are two analyti
strutures (both minimally ellipti), whih are `not ompatible', they are `dierent'.
The rst is the pull-bak of the splie-quotient analyti struture onstruted by
the graph of π, the other is the splie-quotient struture onstruted in πgen. The
point is that the rst is not even splie-quotient in πgen (e.g., it does not admit all
the `end urves' by its very onstrution). The splie-quotient analyti struture
of πgen is the same with a pulled bak splie-quotient if and only if the blow up
happened at the base point, i.e. in a very speial point.
Hene, blowing up in a wrong point a splie-quotient singularity we an get a
non-splie-quotient one.
The same is true for the property Z = P .
Example 7.8.2. The interested reader may onstrut (or nd in the literature)
easily pairs of analyti strutures of singularities supported by the same topologial
type, and xed resolution graphs (even good minimal ones) suh that the two yles
Zmax are nor equal. By the same argument as above, we get that the Main Identity
annot hold for both analyti strutures.
Notie that analyzing the maximal ideal yle as above we target the very rst
oeient of Z(t). Evidently, there are many more subtle analyti information (e.g.
basepoints of other linear systems) whih may obstrut the identity Z = P .
8. The Relative Identities
8.1. The set-up. Let (X, o) be a normal surfae singularity and (C, o) ⊂ (X, o)
be a redued urve-germ on it. We x a good embedded resolution π : X˜ → X of
C ⊂ X , whih satises the following restrition:
(8.1.1)
{
π has no irreduible exeptional divisor interseted by
two dierent omponents of the strit transform of C.
L and L′ denote the orresponding latties assoiated with π. Furthermore, we
onsider the universal abelian over c : (Y, o) → (X, o) and the maps c˜ and πY as
in (4.1). For any j ∈ V , {k(j)} stays for the index set of the irreduible exeptional
divisors of πY whih are projeted by c˜ onto Ej .
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Let C˜ be the π-strit transform of C, UC ⊂ V be the set of those irreduible
exeptional divisors whih interset C˜, and C˜j (j ∈ UC) the omponent of C˜ whih
intersets Ej . The irreduible omponents of c˜
−1(C˜j) are denoted by {C¯j,α}α.
Denition 8.1.2. We dene the following ltration of OY,o, assoiated with π and
the pair (C, o) ⊂ (X, o), and indexed by l′ ∈ L′:
(8.1.3)
FC(l′) :=
{
f ∈ OY,o : div(f ◦ πY )k(j) ≥ c˜
∗(l′)k(j) for any k(j) with j 6∈ UC
(div(f ◦ πY )− c˜∗(l′), C¯j,α) ≥ 0 for any α with j ∈ UC
}
.
Above, in the seond line, the intersetion multipliity (·, ·) takes values in N ∪∞,
(D, C¯j,α) being ∞ if D ontains C¯j,α as a omponent.
(Above, for j ∈ UC , even if along the exeptional divisor the divisor div(f ◦ πY ) is
not larger than c˜∗(l′), its intersetion multipliity with C¯j,α an be larger if one of
its non-ompat omponents has a large intersetion multipliity.)
Similarly as in the non-relative version, one denotes by hCh (l
′), ([l′] = h) the
dimension of the θ(h)-eigenspae of OY,o/FC(l′), and one denes HC , LC and PC
by similar formulas as in the non-relative ase. E.g.:
(8.1.4) PC(t) = −HC(t) ·
∏
j
(1− t−1j ) in Z[[tL
′
e ]].
In the ombinatorial setting one does the following modiation. Dene δCj as δj
for any j 6∈ UC , otherwise set δCj := δj + 1. Then one denes ζC and ZC similarly
as the orresponding non-relative invariants, but using δCj instead of δj . By the
same argument as in (3.2.2), the identity ζC = ZC follows.
Denition 8.1.5. We say that the pair (C, o) ⊂ (X, o) and the resolution π satises
the Relative Identities if
ZC(t) = PC(t).
Theorem 8.1.6. Assume that (X, o) and all its good resolutions satisfy the `Main
Identities' (5.1.1). Then, for any urve-germ (C, o) ⊂ (X, o) and good resolution π
as in (8.1), the `Relative Identities' are satised too.
Proof. By the denitions, F(l′) ⊂ FC(l′) for any l′ ∈ L′. Moreover, if f ∈ FC(l′),
then either f ∈ F(l′), or the πY -strit transform of {f = 0} intersets c˜−1(C˜).
We x an integer n > 0, and we will fous on those oeients of PC(t) =∑
l′ p
C(l′)tl
′
for with l′j ≤ n for any j ∈ V . For two series A(t) =
∑
a(l′)tl
′
and
B(t) =
∑
b(l′)tl
′ ∈ Z[[tL′e ]] we write A ≡n B if a(l′) = b(l′) for all l′ ∈ L′ with
l′j ≤ n for all j. Our goal is to show that PC ≡n ZC for any arbitrarily hosen n.
Let π¯ be the resolution obtained from π by blowing up the intersetion of any
strit transform omponent C˜j (j ∈ UC), with the exeptional divisor in m > 0
innitezimally losed points. In this way we introdue, for eah j ∈ UC , a string
of new irreduible exeptional divisors Ej1, . . . , Ejm, where all of them are (−2)
urves exepting the last one Ejm whih is a (−1) urve, Ej1 intersets Ej and
δjm = 1. Let V¯ be the set of irreduible exeptional divisors of π¯, let E be the
union of omponents of type Ejm, (j ∈ UC), and nally U¯ := (V \ UC) ∪ E ⊂ V¯ .
In the next paragraphs we will ompare FC (assoiated with π) with F U¯ (asso-
iated with π¯). There is a natural identiation of their t-variables: the variables
orresponding to V \UC = U¯ \E are identied, and also for any j ∈ UC the variable
orresponding to Ej with the variable whih orresponds to Ejm. Aording to this
orrespondenes, for any l′ =
∑
j l
′
jEj ∈ L′ we write
l¯′ =
∑
j∈V\UC
l′jEj +
∑
j∈UC
l′jEjm ∈ L¯′.
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Notie also that [E∗jm] = [E
∗
j ] in H for any j ∈ UC .
Next, we formulate two properties used later in the proof. (1) uses the numerial
behaviour of the intersetion multipliity with respet to a blow up (of a smooth
point), and the fat that the strit transforms of f and C after suiently many
blow ups an be separated. (2) follows from standard arithmetial properties of
negative denite graph. Their detailed veriation is left to the reader. The state-
ments are: for any xed n > 0, there exists an integer m(n) > 0 suh that π¯
onstruted with m ≥ m(n) satises the following two properties:
(1) for any l′ ∈ L′ with l′j ≤ n (j ∈ V) one has FCpi (l′) = F U¯p¯i (l¯′);
(2) −(E∗jm, E∗jm)p¯i > n.
For any n, x suh a π¯. Then, by (1), PCpi ≡n P U¯p¯i . But P U¯p¯i = Z U¯p¯i by the assumption
that (X, o) satises the main identities for π¯, hene by (6.1.7) it satises the redued
identities too. But Z U¯p¯i and Z
C
pi dier only by the ontribution given by Ejm (in the
rst one), hene using (2) and the fat that all these series are in Z[[tL
′
e ]], we have
Z U¯p¯i ≡n ZCpi . In partiular, PC ≡n ZC for any n, hene they are equal. 
The next fat follows from (5.1.5) and (8.1.6). It generalizes the main result of
[6℄ (here we have a variable even for j 6∈ UC ; see also (9.4.1)).
Corollary 8.1.7. Any urve (C, o) on a rational surfae singularity (X, o), and
any resolution π satisfy the Relative Identities.
Remark 8.1.8. The analog of (8.1.7) for minimal ellipti singularities is not true,
see (9.4.3).
9. The Redued Relative Identities
9.1. Assume that we are in the situation of (8.1). By a similar onstrution as
in 6 we an redue the number of variables, and we an formulate the `Redued
Relative Identities' for any non-empty subset U ⊂ V . Moreover, repeating the proof
of (6.1.7) (ombined with (8.1.6)) we get
Proposition 9.1.1. If the Main Identities are satised for (X, o) and for all the
resolutions π, then the Redued Relative Identities are satised for any (C, o) ⊂
(X, o) and U ⊂ V as well.
In the sequel, t denotes the multivariable {tj}j∈U .
In this setion we onsider that ase when U is exatly the subset UC dened in
(8.1), namely, is the index set of irreduible exeptional divisors interseted by the
strit transform of C. As we will see, for this speial U , both invariants ZC,U and
PC,U are independent of the resolution, and an be related with important lassial
invariants.
9.2. The topologial part. Let KC := C ∩Σ be the link of C in the link Σ of X .
Set G := H1(Σ \KC ,Z). Then G/Tors(G) is isomorphi with Zr, where r is the
number of irreduible omponents of C (= |UC |). Let τ : G → Zr be this natural
morphism. Moreover, for any harater ρ ∈ Ĥ , let ρe ∈ Ĝ be its extension via the
natural map G→ H indued by the inlusion.
Then, the Milnor-Reidemeister torsion [17℄ of Σ \ Kc assoiated with the rep-
resentation (τ, ρe) an be identied (up to the natural ambiguities of the torsion)
with
(9.2.1) Ẑρ(t) =
∏
j∈V
(1 − ρ([E∗j ])tprU (E
∗
j ))δ
C
j −2,
where this expression is written in terms of a resolution π whih satises (8.1.1).
(Sine this fat will be not used later, we omit its proof.) As suh, Ẑρ(t) depends
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only on the embedding KC ⊂ Σ and on ρ, and it is independent of the resolution
hosen (a fat, whih an be veried by a diret omputation as well).
E.g., when Σ is an integral homology sphere, then ρ = 1, and Ẑ1(t) is the
Alexander polynomial of KC ⊂ Σ, see [9℄.
Notie that for any h ∈ H one has
ZCh (t) =
1
|H |
∑
ρ
ρ(h)−1 Ẑρ(t).
Therefore, {ZCh }h and {Ẑρ}ρ orrespond by Fourier transform.
Example 9.2.2. There is an important speialization of Ẑρ(t). Assume that f :
(X, o)→ (C, o) is a non-zero analyti funtion-germ. For simpliity, we will assume
that it denes an isolated singularity. Set C := {f = 0}. Let π be an embedded
good resolution of C ⊂ X with (8.1.1), and denote by mj the order of vanishing of
f◦π alongEj (j ∈ V). Sine (div(f◦π), E∗j ) = 0, we get thatmj = −
∑
i∈U (E
∗
i , E
∗
j ),
or in other words tmj an be obtained by speialization
(9.2.3) tmj = tE
∗
j |ti 7→t for all i∈U .
Consider the Milnor bration arg(f) : Σ\KC → S1 of f with Milnor ber F . Let Cρ
be the at-bundle assoiated with representation ρ above Σ. Then on an onsider
the algebrai monodromy ation indued by the Milnor bration onH∗(F,Cρ) (with
twisted oeients), let ζρ(t) be its zeta funtion. Then, one an prove (similarly
as A'Campo's formula for the usual monodromy zeta-funtion, see [1℄) that
ζρ(t) = Ẑρ(t)|ti 7→t for all i∈U .
In partiular, if C is irreduible, then ζρ(t) = Ẑρ(t). If ρ = 1, then ζρ is just the
usual monodromy zeta funtion of f .
9.3. The analytial part. Consider the setup of (9.1). Set CY := c−1(C). Then
c : CY → C is a branhed overing (regular over C \ o) with Galois group H .
First, we show that PC,U depends only on the overing c : CY → C. Indeed, for
any l′ ∈ prU (L′), (8.1.3) reads as
(9.3.1) FC,U(l′) := {f ∈ OY,o : (div(f ◦ πY ), C¯j,α) ≥ l′j for any α and j ∈ U}.
Therefore, if f ∈ I(CY ), the ideal of CY in OY,o, then (div(f ◦ πY ), C¯j,α) =∞ for
any omponent C¯j,α, hene I(CY ) ⊂ FC,U(prU (l′)) for any l′ ∈ L′. In partiular,
any of the series H , L or P assoiated with the pair (C,U) depends only on the
indued ltration of OCY = OY,o/I(Y C) and the ation of H on it. On the other
hand, the ltration also an be reovered intrinsially from CY . Let {Cj}j∈U be
the irreduible deomposition of C, let {Cj,α}α be the irreduible deomposition of
c−1(Cj). Notie that the restrition of πY to C¯j,α is, in fat, the normalization nj,α
of Cj,α. We x a loal oordinate sj,α in C¯j,α, and we dene the valuation vj,α on
OCY by vj,α(f) being the multipliity of nj,α ◦ f , as a power series in sj,α. Then,
for any l′ ∈ prU (L′), one has
(9.3.2) FC,U(l′) := {f ∈ OCY : vj,α(f) ≥ l′j for any α and j ∈ U}.
For any l′ ∈ prU (L′) and h ∈ H , let hC,Uh (l′) be the dimension of the θ(h)-eigenspae
of (OCY /FC,U(l′))θ(h). Then
HC,Uh (t) =
∑
l′∈prU (L′)
h
C,U
h (l
′) · tl′ .
One an desribe LC,Uh and P
C,U
h similarly.
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If h = 0, then the situation is more simpler: HC,U0 , L
C,U
0 and P
C,U
0 depend only
on the urve C. Indeed, let vj be the valuation of OC dened via the normalization
nj : C¯j → Cj . Then, for any l ∈ LU := prU (L) set
F(l) := {f ∈ OC : vj(f) ≥ lj for any j ∈ U}.
Then
HC,U0 (t) =
∑
l∈LU
dim(OC/F(l)) · tl.
Example 9.3.3. The overing c : CY → C, in general, is not trivial. Moreover, c
annot be reovered form the urve C and the abstrat group H only: the overing
c : CY → C preserves some information from the universal abelian over c : Y → X .
E.g., let (X, o) be the hypersurfae singularity given by {x2 + y2 − z4 = 0}, and
C be the smooth urve on X given by {x = y − z2 = 0}. (If π is the minimal
resolution of X , then π−1(C) is a normal rossing divisor, and the strit transform
of C intersets the omponent with δj = 2.) Then c : C
Y → C orresponds to the
representation π1(C \ o) = Z→ Z4 given by 1 7→ 2ˆ.
9.4. The identity ZC,U(t) = PC,U (t) (or any of its redued identities) is hardly
non-trivial, and, in fat, is rather speial and surprising if it holds.
Nevertheless, (5.1.5) and (9.1.1) provide the next result for rational singularities
(whih is the main result of [6℄):
Corollary 9.4.1. ZC,Uh (t) = P
C,U
h (t) holds for any h ∈ H and for any urve C
embedded into a rational singularity (X, o).
Let us return bak to the rst sentene of (9.4), and analyze it more expliitly
for h = 0. By the above disussion,
ZC,U0 (t) =
1
|H |
∑
ρ
Ẑρ(t)
is a subtle topologial invariant of the embedding C ⊂ X (or KC ⊂ Σ), while
PC,U0 (t) depends only on (analyti type) of the (abstrat) urve C.
The validity of the identity ZC,U0 = P
C,U
0 (say, for some family of normal surfae
singularities X) an be translated as follows: the analyti type of an abstrat urve
C imposes that if C is embedded into some X (from that family), the Alexander
invariant of the embedding is independent of the embedding.
E.g., if a smooth irreduible urve C an be embedded into X then ZC,U0 = P
C,U
0
implies that the Alexander invariant of the embedding should be
∑
k≥0 t
k = 1/(1−t)
(the Alexander invariant of the trivial knot in S3, or the Poiaré polynomial of C[s],
where deg(s) = 1).
Example 9.4.2. Consider the situation from (9.3.3) (when X is rational). Then
(written in the minimal resolution)
P (t) =
1
4
∑
ξ4=1
1− ξ2t
(1− ξt1/2)(1− ξ3t1/2) .
After a omputation this, indeed, equals 1/(1− t).
Example 9.4.3. The statement of (9.4.1) is not true if we onsider arbitrary
embeddings into minimally ellipti singularities, even if the urve C is smooth
irreduible (unless C is embedded in a very speial way).
Consider the minimally ellipti singularity X = {x2 + y3 + z7 = 0}. Its minimal
good resolution graph is Γ from (7.4.4) whose notations we will use. Let C be the
irreduible urve {z = x2 + y3 = 0}. The minimal good resolution resolves the
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pair C ⊂ X as well, the strit transform uts E1. Hene, Z(t), whih in this ase
equals also the monodromy zeta funtion of z : X → C is (t6 − 1)/(t3 − 1)(t2 −
1) = (t2 − t + 1)/(1 − t), hene equals the monodromy zeta funtion of the plane
urve singularity x2 + y3 (i.e., of C embedded dierently), and equals also the
Poinaré series P (t) (whih in this ase is the same as the generating funtion of
the semigroup {0, 2, 3, 4 · · · } ⊂ N of C). Hene ZC,U = PC,U .
Consider now another irreduible urve C′ in X whih has the same embedded
topologial type as C, i.e. its strit transform uts transversally E1. E.g., one
of the possibilities is to take C′ := {y = z2, x = iz3√1 + z}. (Notie that the
parametrization z 7→ (iz3√1 + z, z2, z) has leading terms of weights (3, 2, 1), whih
ts with the weights onsidered for E1 in (7.4.4).) Clearly, Z
C′,U
is as before, hene
equals (t2 − t + 1)/(1 − t). But, sine C′ is smooth, PC′,U (t) = 1/(1 − t). Hene
ZC
′,U 6= PC′,U . This also shows that the non-redued, relative identity also fails in
general (f. 8.1.8).
This onstrution is not speial only for this ase. (E.g., by a very small modi-
ation, one may repeat the same argument for (7.8) too.) Denitely, the main dif-
ferene between C and C′ is that one of them ontains the basepoint Q of π∗(mX,o)
the other one not. (Compare with the disussion from (7.8).) Hene, possibilities
to onstrut suh pairs appear in abundane.
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