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Abstract
We prove that if two nonnegative matrices are strong shift equivalent, the asso-
ciated stable Cuntz–Krieger algebras with generalized gauge actions are conjugate.
The proof is done by a purely functional analytic method and based on constructing
imprimitivity bimodule from bipartite directed graphs through strong shift equiva-
lent matrices, so that we may clarify K-theoretic behavior of the stable conjugacy
between the associated stable Cuntz–Krieger algebras. We also examine our machin-
ery for the matrices obtained by state splitting graphs, so that topological conjugacy
of the topological Markov shifts is described in terms of some equivalence relation
of the Cuntz–Krieger algebras with canonical masas and the gauge actions without
stabilization.
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1 Introduction
Suppose 1 < N ∈ N. Let A = [A(i, j)]Ni,j=1 be an N × N irreducible and not any
permutation matrix with entries in {0, 1}. Throughout the paper, we assume that matrix
A is irreducible and not any permutation. The Cuntz–Krieger algebra OA associated to the
matrix A is a universal purely infinite simple C∗-algebra generated by partial isometries
S1, . . . , SN satisfying the relations:
N∑
j=1
SjS
∗
j = 1, S
∗
i Si =
N∑
j=1
A(i, j)SjS
∗
j for i = 1, . . . , N. (1.1)
An action of the circle group R/Z = T on the algebra OA is defined by the map Si →
e2π
√−1tSi, i = 1, . . . , N for t ∈ R/Z = T. It is denoted by ρAt and called the gauge action.
Cuntz and Krieger in [10] have shown that the algebra OA has close relationships with the
underlying topological dynamical system called topological Markov shift. Let us denote
by X¯A the shift space
X¯A = {(xn)n∈Z ∈ {1, . . . , N}Z | A(xn, xn+1) = 1 for all n ∈ Z} (1.2)
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which is endowed with a relative topology of the product topology in {1, . . . , N}Z, so
that X¯A is a compact Hausdorff space. Define the shift transformation σ¯A on X¯A by
σ¯A((xn)n∈Z) = (xn+1)n∈Z, which is a homeomorphism on X¯A. The topological dynamical
system (X¯A, σ¯A) is called the two-sided topological Markov shift for matrix A. The (right)
one-sided topological Markov shift (XA, σA) is similarly defined by the shift space
XA = {(xn)n∈N ∈ {1, . . . , N}N | A(xn, xn+1) = 1 for all n ∈ N} (1.3)
with the shift transformation σA((xn)n∈N) = (xn+1)n∈N on XA, which is a continuous
surjection. Let us consider the C∗-subalgebra DA of OA generated by the projections
of the form: Sµ1 · · ·SµnS∗µn · · ·S∗µ1 , µ1, . . . , µn = 1, . . . , N . Let ℓ2(N) be the separable
infinite dimensional Hilbert space. Let us denote by K the C∗-algebra K(ℓ2(N)) of compact
operators on ℓ2(N) and by C its maximal abelian C∗-subalgebra consisting of diagonal
operators on ℓ2(N). Cuntz and Krieger have shown in [10] that the following theorem:
Theorem 1.1 ([10, 3.8 Theorem], cf. [6], [9]). Let A,B be irreducible and non permutation
matrices with entries in {0, 1}. Suppose that two-sided topological Markov shifts (X¯A, σ¯A)
and (X¯B , σ¯B) are topologically conjugate. Then there exists an isomorphism Φ : OA⊗K →
OB ⊗K such that
Φ(DA ⊗ C) = DB ⊗ C, Φ ◦ (ρAt ⊗ id) = (ρBt ⊗ id) ◦ Φ for t ∈ T.
The proof given in the paper [10] was based on dynamical method. Recently, T. M.
Carlsen and J. Rout in [6] have generalized the above result to a wider class of graph
algebras with more general gauge actions by using groupoid technique (cf. [1], [7]). They
have also shown that the converse implication for the assertion of Theorem 1.1 also holds.
In the first half of the paper, we will give a different proof of Theorem 1.1 from the
above Cuntz–Krieger and Carlsen-Rout methods. Their methods to prove Theorem 1.1
were basically due to topological and groupoid techniques. Our method given in this paper
is a C∗-algebraic one. The idea of our proof is essentially due to the arguments of the
author’s previous papers [16], [18], [20] in which imprimitivity bimodules obtained from
strong shift equivalence matrices have been studied. Related approaches to ours are seen in
[11], [2], [3], [13], [23], [22], [26], etc. The key of our proof is to use the following Williams’
strong shift equivalence theory which classifies two-sided topological Markov shifts in terms
of the defining matrices. ([27]). Two nonnegative matrices A,B are said to be elementary
equivalent if A = CD,B = DC for some nonnegative rectangular matrices C,D. R.
F. Williams in [27] introduced the notion of strong shift equivalence of matrices in the
following way. Two matrices A and B are said to be strong shift equivalent if there exists
a finite sequence of nonnegative matrices A0, A1, . . . , An such that A = A0, B = An and
Ai is elementary equivalent to Ai+1 such as Ai = CiDi, Ai+1 = DiCi for i = 0, 1, . . . , n−1.
The situation is written
A ≈
C1,D1
· · · ≈
Cn,Dn
B. (1.4)
Williams proved in [27] that the two-sided topological Markov shifts (X¯A, σ¯A) and (X¯B , σ¯B)
are topologically conjugate if and only if the matrices A and B are strong shift equivalent.
Hence elementary equivalence generates topological conjugacy of two-sided topological
Markov shifts.
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The C∗-subalgebra DA of the Cuntz–Krieger algebra OA is identified with the abelian
C∗-algebra C(XA) of the complex valued continuous functions on XA by regarding the
projection Sµ1 · · ·SµnS∗µn · · ·S∗µ1 with the characteristic function χUµ1···µn ∈ C(XA) of the
cylinder set Uµ1···µn for a word µ1 · · ·µn. We denote by C(XA,Z) the set of Z-valued
continuous functions on XA. The gauge action on OA is generalized in the following way
([18]). For f ∈ C(XA,Z), define an automorphism ρA,ft on OA for each t ∈ T by
ρA,ft (Si) = Ut(f)Si i = 1, . . . , N (1.5)
where Ut(f), t ∈ T = R/Z is defined by the unitary Ut(f) = exp(2π
√−1tf) in DA. Now
suppose that A and B are elementary equivalent such that A = CD and B = DC for
some nonnegative rectangular matrices C,D. As in [18, Section 4], we may find canonical
homomorphisms ϕ : C(XA,Z)→ C(XB,Z) and ψ : C(XB ,Z)→ C(XA,Z) of groups such
that
(ψ ◦ ϕ)(f) = f ◦ σA, (ϕ ◦ ψ)(g) = g ◦ σB (1.6)
for f ∈ C(XA,Z) and g ∈ C(XB,Z). Cuntz has proved that there exists an isomorphism
ǫA : K0(OA) → ZN/(id−At)ZN such that ǫA([1A]) = [(1, 1, . . . , 1)], where 1A is the unit
of OA ([9, 3.1 Proposition]). We will first prove the following theorem.
Theorem 1.2 (Theorem 2.3 and Theorem 3.3). Let A,B be irreducible and non permu-
tation matrices. Suppose that A and B are elementary equivalent such that A = CD and
B = DC for some nonnegative rectangular matrices C,D. Then there exists an isomor-
phism Φ : OA ⊗K → OB ⊗K satisfying Φ(DA ⊗ C) = DB ⊗ C such that
Φ ◦ (ρA,ψ(g)t ⊗ id) = (ρB,gt ⊗ id) ◦ Φ for g ∈ C(XB ,Z), t ∈ T
and the diagram
K0(OA) Φ∗−−−−→ K0(OB)
ǫA
y yǫB
Z
N/(id−At)ZN ΦCt−−−−→ ZM/(id −Bt)ZM
is commutative, where A is an N × N matrix, B is an M ×M matrix and ΦCt is an
isomorphism of groups induced by multiplying the matrix Ct : ZN −→ ZM .
As a direct corollary of the above theorem, we obtain Theorem 1.1. Since any C∗-
algebraic proof of Theorem 1.1 has not been known until now, the proof of Theorem 2.3
given in this paper confirms Theorem 1.1 in terms of C∗-algebras (cf. [16], [18], [20]).
Moreover, as in the following corollary, the K-theoretic behavior of the isomorphism Φ
can be described in terms of the matrices C1, . . . , Cn connecting A and B.
Corollary 1.3. Let A,B be irreducible and non permutation matrices. Suppose that A
and B are strong shift equivalent such that A ≈
C1,D1
· · · ≈
Cn,Dn
B for some nonnegative
rectangular matrices Ci,Di, i = 1, 2, . . . , n. Then there exists an isomorphism Φ : OA ⊗
K → OB ⊗K satisfying Φ(DA ⊗ C) = DB ⊗ C such that
Φ ◦ (ρAt ⊗ id) = (ρBt ⊗ id) ◦ Φ for t ∈ T
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and the diagram
K0(OA) Φ∗−−−−→ K0(OB)
ǫA
y yǫB
Z
N/(id −At)ZN
Φ
(C1···Cn)
t−−−−−−−→ ZM/(id −Bt)ZM
is commutative, where A is an N × N matrix, B is an M × M and Φ(C1···Cn)t is an
isomorphism induced by multiplying the matrix (C1 · · ·Cn)t : ZN −→ ZM .
In his proof of the Williams’s theorem, he has introduced a key procedure for con-
structing new directed graphs from an original directed graph. He has then shown that
the underlying matrices are connected by a finite sequence of the directed graphs obtained
by the procedures for topologically conjugate topological Markov shifts ([27], cf. [14],
[15]). The key procedure is called state splitting. The converse procedure is called state
amalgamation. The transition matrices obtained by state splitting are strong shift equiva-
lent. In the second half of the paper, we will examine our construction of the isomorphism
Φ : OA ⊗ K −→ OB ⊗ K in Theorem 1.2 and Corollary 1.3 for state splitting matrices.
Let G = (V, E) be the directed graph for the given nonnengative matrix A. A[P]is the
transition matrix of the out-split graph of G by a partition P of the edges E . Then there
exists an isomorphism Φ[P] : OA → OA[P] satisfying Φ[P](DA) = DA[P] such that
Φ[P] ◦ ρAt = ρA
[P]
t ◦ Φ[P] for t ∈ T. (1.7)
(Theorem 4.2). In the cases of in-splitting we need to stabilize the algebras OA and OB
to obtain a similar result to the above equality (1.7) (Theorem 4.4). We call the triplet
(OA,DA, ρA) the Cuntz–Krieger triplet and write it TA. It has been proved that TA and TB
are isomorphic if and only if their underlying one-sided topological Markov shifts (XA, σA)
and (XB , σB) are eventually conjugate ([18], [19]). We denote by T¯A the pair (TAt ,TA)
of the Cuntz–Krieger triplets. Since an in-split graph is obtained by out-splitting of the
transposed graph, it seems to be reasonable to say that T¯A and T¯B are transpose free
isomorphic in 1-step if TA and TB are isomorphic or TAt and TBt are isomorphic. More
generally we say that T¯A and T¯B are transpose free isomorphic if they are connected by an
equivalence relation generated by transpose free isomorphisms in 1-step. We then prove
the following theorem.
Theorem 1.4 (Theorem 5.2). Suppose that A and B are nonnegative irreducible matrices.
Then two-sided topological Markov shifts (X¯A, σ¯A) and (X¯B , σ¯B) are topologically conjugate
if and only if T¯A and T¯B are transpose free isomorphic.
This gives a characterization of topologically conjugate two-sided topological Markov
shift in terms of the Cuntz–Krieger triplets without stabilization.
2 Strong shift equivalence
In what follows, we suppose that A = [A(i, j)]Ni,j=1 is an N × N matrix with entries in
nonnegative integers. Let us consider N vertices {IA1 , . . . , IAN} which is denoted by VA.
We consider A(i, j) directed edges from IAi to I
A
j . The set of edges is denoted by EA. We
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then have a directed graph GA = (VA, EA) for the matrix A. For an directed edge aj ∈ EA,
its target vertex and source vertex are denoted by t(ai), s(ai), respectively. We then have
the associated matrix AG with entries in {0, 1} by setting
AG(i, j) =
{
1 if t(ai) = s(aj),
0 otherwise
(2.1)
for i, j = 1, . . . , NA, which expresses the transition of the directed edges of EA. The
topological Markov shifts (X¯A, σ¯A) and (XA, σA) for the nonnegative matrix A are defined
as those of (X¯AG , σ¯AG) and (XAG , σAG), respectively. The Cuntz–Krieger algebra OA for
the matrix A is defined as the Cuntz–Krieger algebra OAG for the matrix AG which is the
universal C∗-algebra generated by partial isometries Sai indexed by edges ai, i = 1, . . . , NA
subject to the relations (1.1) for the matrix AG instead of A.
Let us assume that nonnegative irreducible matrices A,B are elementary equivalent so
that A = CD and B = DC for some nonnegative rectangular matrices C,D such that C is
an N×M matrix and D is anM×N matrix, respectively. We set the (N+M)×(N+M)
matrix Z =
[
0 C
D 0
]
. The directed graph GZ = (VZ , EZ) for the matrix Z is a bipartite
graph such that EZ = EC ∪ ED where EC , ED are the edges corresponding to the matrix
entries of C,D respectively. As A = CD (resp. B = DC), the edge set EA (resp. EB) is
identified with a subset of the pairs of edges EC (resp. ED) and ED (resp. EC). Hence we
identify an edge a of EA with a pair c(a)d(a) of edges c(a) ∈ EC and d(a) ∈ ED. Similarly
we identify an edge b of EB with a pair d(b)c(b) of edges d(b) ∈ ED and c(b) ∈ EC .
We will consider the Cuntz–Krieger algebra OZ for the nonnegative matrix Z. The
canonical generating partial isometries are denoted by Sc, Sd, c ∈ EC , d ∈ ED which are
indexed by edges of EC and of ED satisfying the following relations∑
c∈EC
ScS
∗
c +
∑
d∈ED
SdS
∗
d = 1,
S∗cSc =
∑
d∈ED
Z(c, d)SdS
∗
d , S
∗
dSd =
∑
c∈EC
Z(d, c)ScS
∗
c
for c ∈ EC , d ∈ ED. Put the projections PA and PB in OZ by PA =
∑
c∈EC ScS
∗
c and
PB =
∑
d∈ED SdS
∗
d so that PA + PB = 1. Under the identifications between EA (resp. EB)
and {c(a)d(a) ∈ ECED | a ∈ EA} (resp. {d(b)c(b) ∈ EDEC | b ∈ EB}), we write Scd = Sa
(resp. Sdc = Sb) where Scd denotes ScSd (resp. Sdc denotes SdSc) if c = c(a), d = d(a)
(resp. d = d(b), c = c(b)). The C∗-subalgebra
C∗(Sa : a = cd for some c ∈ C, d ∈ D)
(resp. C∗(Sb : b = dc for some d ∈ D, c ∈ C))
of OZ coincides with OA (resp. OB). By [16] (cf. [18]), we know that
PAOZPA = OA, PBOZPB = OB , DZPA = DA, DZPB = DB . (2.2)
As in [16, Lemma 3.1], PAOZPB has a structure of OA −OB-imprimitivity bimodule in a
natural way (cf. [4], [5], [24]).
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Let us denote by {δj}j∈N the complete orthonormal basis of the Hilbert space ℓ2(N)
defined by
δj(m) =
{
1 if j = m,
0 otherwise,
(2.3)
for m ∈ N. Let us denote by ei,j , i, j ∈ N the matrix units on ℓ2(N) such that ei,jδj = δi.
Recall that the C∗-algebra generated by all of them is denoted by K which is the C∗-
algebra of compact operators on ℓ2(N). Its multiplier algebra M(K) is the C∗-algebra
B(ℓ2(N)) of bounded linear operators on ℓ2(N). We denote by C the C∗-subalgebra of K
generated by the diagonal operators ei,i, i ∈ N. Since the graph GZ = (VZ , EZ) is bipartite,
we have EZ = EC ∪ ED and the vertex set VZ is decomposed into VC,D ∪ VD,C such that
VC,D = {I ∈ VZ | t(c) = I for some c ∈ EC},
VD,C = {I ∈ VZ | t(d) = I for some d ∈ ED}.
In what follows, we denote by E the edge set EZ , and by V the vertex set VZ , respectively.
For a vertex I ∈ V, let us denote by EI (resp. EI) the set of edges in E whose terminals
(resp. sources) are I, that is,
EI = {e ∈ E | t(e) = I}, EI = {e ∈ E | s(e) = I}.
Lemma 2.1. For a fixed I ∈ VC,D, we may assign a family sc, c ∈ EI of isometries on the
Hilbert space ℓ2(N) such that∑
c∈EI
scs
∗
c = 1, s
∗
csc = 1 and scCs∗c ⊂ C, s∗cCsc ⊂ C for c ∈ EI . (2.4)
Proof. Suppose that EI = {c1, · · · , ck}. If k = 1, one may take sc = 1. Suppose k ≥ 2. Let
δj , j ∈ N be the complete orthonormal basis of ℓ2(N) defined by (2.3). Define operators
sci on ℓ
2(N) by setting
sciδj = δk(j−1)+i, i = 1, . . . , k, j ∈ N. (2.5)
It is easy to see that the operators sci on ℓ
2(N) have the desired properties.
For each vertex I ∈ VC,D, take a family of isometries sIc , c ∈ EI having the properties
(2.4) and put
V Ic = Sc ⊗ sI∗c in OZ ⊗B(ℓ2(N)) for c ∈ EI
and define the operator V by setting
V =
∑
I∈VC,D
∑
c∈EI
V Ic (=
∑
c∈EC
Sc ⊗ sI∗c ) (2.6)
which belongs to OZ⊗B(ℓ2(N)). We note that for c, c′ ∈ EC , the operator ScS∗c′ 6= 0 if and
only if S∗cScS
∗
c′Sc′ 6= 0. As the latter condition is equivalent to the condition that t(c) =
t(c′), we see that ScS∗c′ 6= 0 if and only if c, c′ ∈ EI for some I ∈ V. We also notice that if
c belongs to EI , then Sc =
∑
d∈EI ScSdS
∗
d , so that the identity Vc =
∑
d∈EI ScSdS
∗
d ⊗ sI∗c
holds. We then have the following lemma.
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Lemma 2.2. The partial isometry V ∈ OZ ⊗ B(ℓ2(N)) defined above has the following
properties:
V V ∗ = PA ⊗ 1, V ∗V = PB ⊗ 1, V CV ∗ ⊂ C, V ∗CV ⊂ C and (2.7)
(ρZt ⊗ id)(V ) = e2π
√−1tV for t ∈ R/Z. (2.8)
Proof. We have the following equalities:
V V ∗ =
∑
I∈VC,D
(
∑
c∈EI
Sc ⊗ sI∗c ) ·
∑
I′∈VC,D
(
∑
c′∈EI′
S∗c′ ⊗ sI
′
c′ )
=
∑
I,I′∈VC,D
∑
c∈EI
∑
c′∈EI′
ScS
∗
c′ ⊗ sI∗c sI
′
c′
=
∑
I∈VC,D
∑
c,c′∈EI
ScS
∗
c′ ⊗ sI∗c sIc′
=
∑
I∈VC,D
∑
c∈EI
ScS
∗
c ⊗ sI∗c sIc
=
∑
c∈EC
ScS
∗
c ⊗ 1 = PA ⊗ 1.
We also have
V ∗V =
∑
I∈VC,D
(
∑
c∈EI
S∗c ⊗ sIc) ·
∑
I′∈VC,D
(
∑
c′∈EI′
Sc′ ⊗ sI′∗c′ )
=
∑
I,I′∈VC,D
∑
c∈EI
∑
c′∈EI′
S∗cSc′ ⊗ sIcsI
′∗
c′
=
∑
I∈VC,D
∑
c∈EI
S∗cSc ⊗ sIcsI∗c
=
∑
I∈VC,D
∑
c∈EI
(
∑
d∈EI
SdS
∗
d)⊗ sIcsI∗c
=
∑
I∈VC,D
∑
d∈EI
(SdS
∗
d ⊗
∑
c∈EI
sIcs
I∗
c )
=
∑
I∈VC,D
∑
d∈EI
(SdS
∗
d ⊗ 1)
=
∑
d∈ED
(SdS
∗
d ⊗ 1) = PB ⊗ 1.
Since for a ∈ C and c ∈ EI , c′ ∈ EI′ , we see V Ic aV I
′∗
c′ = 0 if c 6= c′ and V I∗c aV I
′
c′ = 0 if
c 6= c′, so that we have
V aV ∗ =
∑
I∈VC,D
∑
c∈EC
V Ic aV
I∗
c , V
∗aV =
∑
I∈VC,D
∑
c∈EC
V I∗c aV
I
c .
It is easy to see that both elements V Ic aV
I∗
c and V
I∗
c aV
I
c belong to C so that we have
V CV ∗ ⊂ C, and V ∗CV ⊂ C. The equality (ρZt ⊗ id)(V ) = e2π
√−1tV for t ∈ R/Z is clear
because (ρZt ⊗ id)(Sc ⊗ sI∗c ) = e2π
√−1t(Sc ⊗ sI∗c ).
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As in [18, Section 4], The homomorphisms ϕ : C(XA,Z) → C(XB ,Z) and ψ :
C(XB ,Z)→ C(XA,Z) defined by
ϕ(f) =
∑
d∈ED
SdfS
∗
d , ψ(g) =
∑
c∈EC
ScgS
∗
c
for f ∈ C(XA,Z), g ∈ C(XB ,Z) satisfy (1.6). We will show the following theorem.
Theorem 2.3. Let A,B be nonnegative square matrices both of which are irreducible and
not any permutations. Suppose that they are elementary equivalent such that A = CD
and B = DC for some nonnegative rectangular matrices C and D. Then there exists an
isomorphism Φ : OA ⊗K → OB ⊗K satisfying Φ(DA ⊗ C) = DB ⊗ C such that
Φ ◦ (ρA,ψ(g)t ⊗ id) = (ρB,gt ⊗ id) ◦Φ for g ∈ C(XB ,Z), t ∈ T. (2.9)
In particular, we have
Φ ◦ (ρAt ⊗ id) = (ρBt ⊗ id) ◦Φ for t ∈ T. (2.10)
Proof. Through the identification (2.2), the restriction of the map x ⊗ T ∈ OZ ⊗ K −→
V ∗(x⊗ T )V ∈ OZ ⊗K to PAOZPA ⊗K yields an isomorphism from OA ⊗K to OB ⊗K,
because V belongs to OZ ⊗ B(ℓ2(N)) and OZ ⊗ B(ℓ2(N)) ⊂ M(OZ ⊗ K), the multiplier
algebra of OZ ⊗ K. The isomorphism is denoted by Φ. The previous lemma ensures
us that Φ satisfies Φ(DA ⊗ C) = DB ⊗ C and the identity (2.10). We will show the
equality (2.9). We write V =
∑
c∈EC Sc ⊗ s∗c instead of
∑
I∈VC,D
∑
c∈EI Sc ⊗ sI∗c . For
g ∈ C(XB ,Z), ai ∈ EA, T ∈ K, we have the equalities.
Φ ◦ (ρA,ψ(g)t ⊗ id)(Sai ⊗ T ) =V ∗(ρA,ψ(g)t (Sai)⊗ T )V
=(
∑
c∈EC
S∗c ⊗ sc)(Ut(ψ(g))Sai ⊗ T )(
∑
c′∈EC
Sc′ ⊗ s∗c′)
=
∑
c,c′∈EC
Ut(S
∗
cψ(g)Sc)S
∗
cSaiSc′ ⊗ scTs∗c′
=
∑
c,c′∈EC
Ut(g)S
∗
cSaiSc′ ⊗ scTs∗c′
=
∑
c′∈EC
Ut(g)S
∗
c(ai)
Sc(ai)Sd(ai)Sc′ ⊗ sc(ai)Ts∗c′
=
∑
c′∈EC
S∗c(ai)Sc(ai)Ut(g)Sd(ai)Sc′ ⊗ sc(ai)Ts∗c′
=
∑
c′∈EC
S∗c(ai)Sc(ai)ρ
B,g
t (Sd(ai)Sc′)⊗ sc(ai)Ts∗c′
=(ρB,gt ⊗ id)(
∑
c′∈EC
S∗c(ai)Sc(ai)Sd(ai)Sc′)⊗ sc(ai)Ts∗c′)
=(ρB,gt ⊗ id)(
∑
c,c′∈EC
S∗cSaiSc′ ⊗ scTs∗c′)
=(ρB,gt ⊗ id)(V ∗(Sai ⊗ T )V )
=((ρB,gt ⊗ id) ◦ Φ)(Sai ⊗ T ).
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Therefore we have the equality (2.9).
Remark 2.4. 1. Theorem 2.3 can be directly seen from Carlsen-Rout’s results [6, Theo-
rem 3.3 and Theorem 5.1]. However our proof above is completely different from theirs, and
also our construction of the isomorphism Φ will be used in order to clarify its K-theoretic
behavior in the following section.
2. In the author’s earlier paper [20], a similar result [20, Theorem 1.3] to Theorem
2.3 has been obtained. The previous one [20, Theorem 1.3] asserted cocycle conjugacy of
gauge actions ρA and ρB between OA ⊗ K and OB ⊗ K, whereas our result Theorem 2.3
does not need the cocycles to obtain the equalities (2.9), (2.10).
3. Let O2 be the Cuntz algebra of order 2 which is the Cuntz–Krieger algebra for the
matrix [2]. Let D2 be the canonical maximal abelian C∗-subalgebra D[2] of O2. We fix the
pair O2 and D2. We keep the situation A = CD,B = DC. For each I ∈ VC,D, the set EI
of edges terminating at the vertex I is finite, we may find a family {tc}c∈EI of isometries
in O2 such hat∑
c∈EI
tct
∗
c = 1, t
∗
ctc = 1 and tcD2t∗c ⊂ D2, t∗cD2tc ⊂ D2 for c ∈ EI (2.11)
which are the same relations as (2.4). Put V2 =
∑
I∈VC,D
∑
c∈EI Sc⊗ t∗c in OZ⊗O2 instead
of V defined in (2.6). We set Φ2 = Ad(V2) : OZ ⊗ O2 −→ OZ ⊗ O2. By a completely
similar manner to the above discussions, we can show that there exists an isomorphism
Φ : OA ⊗O2 → OB ⊗O2 satisfying Φ(DA ⊗D2) = DA ⊗D2 such that
Φ ◦ (ρAt ⊗ id) = (ρBt ⊗ id) ◦ Φ for t ∈ T.
Hence we have the following proposition.
Proposition 2.5. Suppose that irreducible nonnegative matrices A and B are strong shift
equivalent. Then there exists an isomorphism Φ : OA⊗O2 → OB ⊗O2 satisfying Φ(DA⊗
O2) = DB ⊗D2 such that
Φ ◦ (ρAt ⊗ id) = (ρBt ⊗ id) ◦ Φ for t ∈ T
Since both the algebras OA,OB are unital, simple, purely infinite and nuclear, by [25],
the above C∗-algebras OA ⊗ O2,OB ⊗ O2 are isomorphic to O2, and DA ⊗ D2,DB ⊗ D2
are maximal abelian in OA ⊗O2,OB ⊗O2, respectively. Hence the classification problem
of two-sided topological Markov shifts are closely related to that of circle actions on the
Cuntz algebra O2 trivially acting on its maximal abelian C∗-subalgebras.
3 Isomorphism Φ∗ : K0(OA) −→ K0(OB)
Let A,B be nonnegative square matrices both of which are irreducible and not any per-
mutations. Suppose that they are elementary equivalent such that A = CD and B = DC
for some nonnegative rectangular matrices C,D. By Theorem 2.3, we have an isomor-
phism Φ : OA ⊗ K → OB ⊗ K satisfying Φ(DA ⊗ C) = DB ⊗ C and (2.9). We will
in this section clarify the K-theoretic behavior Φ∗ : K0(OA) → K0(OB) of the isomor-
phism Φ : OA ⊗ K → OB ⊗ K. As in the preceding section, for the N × N matrix
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A = [A(i, j)]Ni,j=1, we have a directed graph GA = (VA, EA) and its transition matrix
AG = [AG(i, j)]NAi,j=1 with entries in {0, 1}. For the other matrix B, we similarly have a
directed graph GB = (VB, EB) and its transition matrix BG = [BG(i, j)]MBi,j=1 with en-
tries in {0, 1}. Let us denote their vertex sets and edge sets by VA = {IA1 , . . . , IAN},
VB = {IB1 , . . . , IBM} and EA = {a1, . . . , aNA}, EB = {b1, . . . , bMB} respectively. Recall that
the Cuntz-Krieger algebras OA and OB are defined as the Cuntz–Krieger algebras OAG
and OBG , respectively.
As in Section 2, for any ai ∈ EA, there exist c(ai) ∈ EC and d(ai) ∈ ED such that ai is
written c(ai)d(ai). Similarly for any edge bl ∈ EB , there exist d(bl) ∈ ED and c(bl) ∈ EC
such that bl is written d(bl)c(bl). The NA ×MB matrix Dˆ = [Dˆ(i, l)]l=1,...,MBi=1,...,NA has been
defined in [20] by
Dˆ(i, l) =
{
1 if d(ai) = d(bl),
0 otherwise.
(3.1)
It is direct or due to [20, Lemma 3.1] to see that the multiplication of the transposed
matrix Dˆt : [ni]
NA
i=1 ∈ ZNA → [
∑NA
i=1 Dˆ(i, l)ni]
MB
l=1 ∈ ZMB induces a homomorphism from
Z
NA/(id − (AG)t)ZNA to ZMB/(id − (BG)t)ZMB as abelian groups, which is denoted by
Φ
Dˆt
.
Let us denote by ei = (0, . . . , 0,
i
1, 0, . . . , 0) the vector in ZNA whose ith component is 1,
elsewhere zero. Its class in ZNA/(id − (AG)t)ZNA is denoted by [ei]. J. Cuntz in [9] showed
that the map ǫAG : K0(OAG) → ZNA/(id − (AG)t)ZNA defined by ǫAG([SaiS∗ai ]) = [ei]
yields an isomorphism of abelian groups. We are assuming that A = CD,B = DC. Let
Φ : OA⊗K → OB⊗K be the isomorphism defined in Theorem 2.3. We show the following
proposition.
Proposition 3.1. Let Φ∗ : K0(OAG) −→ K0(OBG) be the induced isomorphism from
Φ : OA ⊗K → OB ⊗K. Then we have Φ∗ ◦ ǫAG = ǫBG ◦ Φ∗.
Proof. Let p1 be the rank one projection onto the vector δ1 ∈ ℓ2(N). By [9], the K0-group
K0(OAG) of OAG is generated by the projections of the form
SaiS
∗
ai
⊗ p1 ∈ OAG ⊗K, i = 1, . . . , NA.
It then follows that
Φ(SaiS
∗
ai
⊗ p1) = (
∑
c∈EC
Sc ⊗ s∗c)∗(SaiS∗ai ⊗ p1)(
∑
c′∈EC
Sc′ ⊗ s∗c′)
=
∑
c,c′∈EC
S∗cSaiS
∗
ai
Sc′ ⊗ scp1s∗c′ .
We know that S∗cSaiS
∗
ai
Sc′ = 0 if c 6= c′. We also know that S∗cSai = 0 if c 6= c(ai). Hence
the above last terms go to the following
S∗c(ai)SaiS
∗
ai
Sc(ai) ⊗ sc(ai)p1s∗c(ai) = Sd(ai)S∗d(ai) ⊗ sc(ai)p1s∗c(ai).
The projection Sd(ai)S
∗
d(ai)
belongs toOBG . In theK0-group ofOBG , we have [Sd(ai)S∗d(ai)⊗
sc(ai)p1s
∗
c(ai)
] = [Sd(ai)S
∗
d(ai)
⊗ p1] in K0(OBG). By [20, Lemma 3.4], we see that
Sd(ai)S
∗
d(ai)
=
MB∑
l=1
Dˆ(i, l)SblS
∗
bl
(3.2)
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so that we have in K0(OBG)
Φ∗([SaiS
∗
ai
⊗ p1]) = [Φ(SaiS∗ai ⊗ p1)]
= [Sd(ai)S
∗
d(ai)
⊗ sc(ai)p1s∗c(ai)]
= [Sd(ai)S
∗
d(ai)
⊗ p1]
=
MB∑
l=1
Dˆ(i, l)[SblS
∗
bl
]
This shows that Φ∗ ◦ ǫAG = ǫBG ◦Φ∗.
We will define the matrices RA and SA to connect between A and A
G. They are the
N ×NA matrix and NA ×N matrix defined by
RA(j, i) =
{
1 if IAj = s(ai),
0 otherwise,
SA(i, j) =
{
1 if t(ai) = I
A
j ,
0 otherwise,
for i = 1, . . . , NA and j = 1, . . . , N, respectively. It is direct to see that A = RASA and
AG = SARA. The matrices RB, SB for the other matrix B are similarly defined such that
B = RBSB and B
G = SBRB . There are natural homomorphisms
ΦStA : Z
NA/(id − (AG)t)ZNA → ZN/(id −At)ZN ,
ΦStB : Z
MB/(id − (BG)t)ZMB → ZM/(id −Bt)ZM
of abelian groups induced from the matrix StA : Z
NA → ZNA and StB : ZMB → ZMB ,
respectively. The homomorphisms ΦSt
A
and ΦSt
B
are both isomorphisms because their
inverses are given by the homomorphisms induced by RtA and R
t
B, respectively. Since the
conditions A = CD,B = DC imply that AC = CB and hence CtAt = BtCt, we see the
matrix Ct : ZN → ZM induces a homomorphism
ΦCt : Z
N/(id −At)ZN −→ ZM/(id−Bt)ZM
of abelian groups, which is actually an isomorphism having ΦDt as its inverse. The fol-
lowing lemma is seen in [20]. Hiroki Matui kindly pointed out the second assertion (ii).
The author would like to thank him.
Lemma 3.2 ([20, Lemma 3.5]).
(i) ΦStB ◦ ΦDˆt = ΦCt ◦ ΦStA .
(ii) ΦStA([(1, 1, . . . , 1)]) = [(1, 1, . . . , 1)].
Let us denote by ǫA the isomorphism ΦStA
◦ǫAG : K0(OA)→ ZN/(id −At)ZN , which is
an isomorphism satisfying ǫA([1A]) = [(1, 1, . . . , 1)]. We thus obtain the following theorem:
11
Theorem 3.3. Let A,B be nonnegative square matrices both of which are irreducible
and not any permutations. Suppose that they are elementary equivalent such that A =
CD,B = DC for some nonnegative rectangular matrices C,D. Then the diagram
K0(OA) Φ∗−−−−→ K0(OB)
ǫA
y yǫB
Z
N/(id−At)ZN ΦCt−−−−→ ZM/(id −Bt)ZM
of isomorphisms is commutative.
Recall two nonnegative matrices A,B are said to be strong shift equivalent if they are
connected by a finite chain of elementary equivalences such as (1.4). Then we have an
isomorphism Φ(C1C2···Cn)t : Z
N/(id −At)ZN −→ ZM/(id −Bt)ZM which is induced by
the left multiplication of the matrix (C1C2 · · ·Cn)t : ZN −→ ZM whose inverse is given by
Φ(Dn···D2D1)t : Z
M/(id −Bt)ZM → ZN/(id −At)ZN .We thus have the following corollary.
Corollary 3.4. Suppose that nonnegative irreducible matrices A,B are strong shift equiv-
alent in n-step such that A ≈
C1,D1
· · · ≈
Cn,Dn
B for some nonnegative rectangular matrices
C1, . . . , Cn and D1, . . . ,Dn. Then there exists an isomorphism Φ : OA ⊗K → OB ⊗K of
C∗-algebras such that
Φ(DA ⊗ C) = DB ⊗ C, Φ ◦ (ρAt ⊗ id) = (ρBt ⊗ id) ◦Φ,
and the following diagram of isomorphisms is commutative
K0(OA) Φ∗−−−−→ K0(OB)
ǫA
y yǫB
Z
N/(id −At)ZN
Φ
(C1C2···Cn)
t−−−−−−−−→ ZM/(id −Bt)ZM
.
4 State splitting
State splitting is a key procedure for constructing new directed graphs from an original
directed graph in dividing topological conjugacy of topological Markov shifts. The tran-
sition matrices of state splitting graphs give rise to strong shift equivalent matrices. In
[27], Williams has actually proved his strong shift equivalence theorem by decomposing
given directed graphs into finite sequence of state splittings. Let G = (V, E) be a finite
directed graph. Each element I of V is a vertex of G which we call a state instead of ver-
tex. We have two kinds of sate splitting procedures. One is out-splitting and the other is
in-splitting. The former uses a partition of out-going edges from states, whereas the latter
uses a partition of in-coming edges to states. We fix a finite directed graph G = (V, E) for
a while. For a vertex I ∈ V, recall that EI (resp. EI) denotes the set of edges in E whose
terminals (resp. sources) are I, that is
EI = {e ∈ E | t(e) = I}, EI = {e ∈ E | s(e) = I}.
We note that the graph C∗-algebras constructed from state splitting graphs have been
studied by several authors (see [2], [3], [16], [22], [26], etc.).
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4.1 Out-splitting
We will first explain out-splitting graph from G following [15, Definition 2.4.3] (see also
[14]). For each state I ∈ V, we take a partition of EI such as EI = E1I ∪ E2I ∪ · · · ∪ Em(I)I ,
which are disjoint partition. We denote by PI the partition of EI . The whole partition
{PI}I∈V is denoted by P. We construct a new graph G[P] = (V [P], E [P]) such as V [P] =
∪I∈V{I1, I2, . . . , Im(I)}. For e ∈ EI which belongs to e ∈ E iI for some i = 1, 2, . . . ,m(I)
such that t(e) = J , then define new edges e1, e2, . . . , em(J) such that s(ej) = Ii, t(ej) = J j
for all j = 1, 2, . . . ,m(J). The set of such edges is E [P]. The resulting directed graph
G[P] = (V [P], E [P]) is called the out-split graph formed from G using P. We note that if G
is irreducible, then the graph G[P] is still irreducible ([15, Exercise 2.4.5]). The converse
procedure to get a graph G from G[P] is called out-amalgamation (see [15], [14]).
In the above procedure to construct the new graph G[P], a bipartite graph Gˆ[P] =
(Vˆ [P], Eˆ [P]) is associated to it as follows. Let Vˆ [P] = V ∪ V [P]. Define two kinds of edges
such that for the partition EI = E1I ∪ E2I ∪ · · · ∪ Em(I)I the edge in is defined such that
s(in) = I, t(in) = In for all n = 1, 2, . . . ,m(I). For an edge e ∈ EnI such that t(e) = J ∈ V,
the edge e¯ is defined such that s(e¯) = In, t(e¯) = J . Then the set Eˆ [P] consists of such
edges, that is
Eˆ [P] = {in | n = 1, 2, . . . ,m(I), I ∈ V} ∪ {e¯ | e ∈ E}. (4.1)
We define their transition matrices C [P],D[P] by setting
C [P](I, Jk) =
{
1 if I = J
0 otherwise,
D[P](In, J) = |EnI ∩ EJ |.
Let us denote by A[P] the transition matrix of the graph G[P]. Then we have
A = C [P]D[P], A[P] = D[P]C [P].
We set the matrix
Z [P] =
[
0 C [P]
D[P] 0
]
which is the transition matrix of the bipartite graph Gˆ[P]. Let OZ[P] be the Cuntz–Krieger
algebra for the matrix Z [P]. Let
Sin , Se¯ for n = 1, 2, . . . ,m(I), I ∈ V, e ∈ E
be the canonical generating partial isometries for the algebra OZ [P] assigned by the edges
(4.1) in the bipartite graph Gˆ[P]. We set projections PA, PA[P] in OZ[P]
PA =
∑
e∈E
Se¯S
∗
e¯ , PA[P] =
∑
in
SinS
∗
in .
Since the graph Gˆ[P] is bipartite, as in (2.2), we know that
PAOZ [P]PA = OA, PA[P]OZ [P]PA[P] = OA[P] , (4.2)
DZ [P]PA = DA, DZ [P]PA[P] = DA[P]. (4.3)
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We set a partial isometry V [P] in OZ [P]
V [P] =
∑
in
Sin . (4.4)
We then have
Lemma 4.1. V [P]V [P]∗ = PA[P] and V
[P]∗V [P] = PA.
Proof. We have
V [P]V [P]∗ =
∑
in,jk
SinS
∗
jk .
Since S∗inSin · S∗jkSjk = 0 if t(in) 6= t(jk), we know that SinS∗jk = 0 if in 6= jk. Hence we
have
V [P]V [P]∗ =
∑
in
SinS
∗
in = PA[P].
As Sin = SinSe¯S
∗
e¯ for t(i
n) = s(e¯), we have
V [P]∗V [P] =
∑
t(in)=s(e¯)
∑
t(jk)=s(f¯)
Se¯S
∗
e¯S
∗
inSjkSf¯S
∗¯
f
=
∑
t(in)=s(e¯)
Se¯S
∗
e¯S
∗
inSinSe¯S
∗
e¯
=
∑
e¯
Se¯S
∗
e¯ = PA.
Hence we obtain
Theorem 4.2. Let A be an irreducible nonnegative matrix and GA its directed graph.
Suppose that A[P]is the transition matrix of the out-split graph of GA by a partition P of
out-going edges of GA. Then there exists an isomorphism Φ
[P] : OA → OA[P] satisfying
Φ[P](DA) = DA[P] such that
Φ[P] ◦ ρAt = ρA
[P]
t ◦ Φ[P] for t ∈ T. (4.5)
Proof. Through the identifications (4.2) and (4.3), the restriction to PAOZ[P]PA of the
map x ∈ OZ [P] −→ V [P]xV [P]∗ ∈ OZ[P] yields an isomorphism from OA to OA[P], which
we denote by Φ[P]. It is easy to see that V [P]DAV [P]∗ = DA[P] so that Φ[P](DA) = DA[P].
As ρZ
[P]
t (V
[P]) = e2π
√−1tV [P] and ρZ
[P]
t |PAOZ[P]PA = ρ
A
2t and ρ
Z [P]
t |P
A[P]
O
Z[P]
P
A[P]
= ρA
[P]
2t ,
we know that the equality Φ[P] ◦ ρAt = ρA
[P]
t ◦ Φ[P].
We note that Bates and Pask have shown that OA is isomorphic to OA[P] ([3, Theorem
3.2]).
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4.2 In-splitting
We will second explain in-splitting graph from G following [15, Definition 2.4.7]. For each
state J ∈ V, we take a partition of EJ such as EJ = EJ1 ∪EJ2 ∪· · ·∪EJm(J), which are disjoint
partition. We denote by PJ the partition of EI . The whole partition {PJ}J∈V is denoted
by P. We construct a new graph G[P] = (V[P], E[P]) such as V[P] = ∪J∈V{J1, J2, . . . , Jm(J)}.
For e ∈ EJ which belongs to e ∈ EJj for some j = 1, 2, . . . ,m(J) such that s(e) = I, then
define new edges e1, e2, . . . , em(J) such that t(ei) = Jj , s(ei) = Ii for all i = 1, 2, . . . ,m(I).
The set of such edges is E[P]. The resulting directed graph G[P] = (V[P], E[P]) is called the
in-split graph formed from G using P. We note that if G is irreducible, then the graph
G[P] is still irreducible ([15, Exercise 2.4.5]). The converse procedure to get a graph G
from G[P] is called in-amalgamation (see [14]).
In the above procedure to construct the new graph G[P], we will construct a bipartite
graph Gˆ[P] = (Vˆ[P], Eˆ[P]) and its associated matrix in the following way. Let Vˆ[P] = V∪V[P].
Define two kinds of edges such that for the partition EJ = EJ1 ∪ EJ2 ∪ · · · ∪ EJm(I) the edge
jn is defined such that t(jn) = J, s(jn) = Jn for all n = 1, 2, . . . ,m(J). For an edge e ∈ EJn
such that s(e) = I ∈ V, the edge eˆ is defined such that t(eˆ) = Jn, s(eˆ) = I. Then the set
Eˆ[P] consists of such edges, that is
Eˆ[P] = {jn | n = 1, 2, . . . ,m(J), J ∈ V} ∪ {eˆ | e ∈ E}. (4.6)
We define their transition matrices C[P],D[P] by setting
C[P](I, Jk) =
{
1 if I = J
0 otherwise,
D[P](Jn, I) = |EJn ∩ EI |. (4.7)
Let us denote by A[P] the transition matrix of the graph G[P]. Then we have
A = C[P]D[P], A[P] = D[P]C[P]. (4.8)
We set the matrix
Z[P] =
[
0 C[P]
D[P] 0
]
(4.9)
which is the transition matrix of the bipartite graph Gˆ[P]. Let OZ[P] be the Cuntz–Krieger
algebra for the matrix Z[P]. Let
Sjn , Seˆ for n = 1, 2, . . . ,m(J), J ∈ V, e ∈ E (4.10)
be the canonical generating partial isometries for the algebra OA[P] assigned by the edges
(4.6) in the bipartite graph Gˆ[P]. We set projections PA, PA[P] in OZ[P]
PA =
∑
e∈E
SeˆS
∗
eˆ , PA[P] =
∑
jn
SjnS
∗
jn .
Since the graph Gˆ[P] is bipartite, as in (2.2), we know that
PAOZ[P]PA = OA, PA[P]OZ[P]PA[P] = OA[P] , (4.11)
DZ[P]PA = DA, DZ[P]PA[P] = DA[P]. (4.12)
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For each J ∈ V, as in Lemma 2.1, we may assign a family sjn , jn ∈ EJ of isometries on the
Hilbert space ℓ2(N) such that
s∗jnsjn = 1,
∑
jn∈EJ
sjns
∗
jn
= 1 and sjnCs∗jn ⊂ C, s∗jnCsjn ⊂ C.
We set a partial isometry V[P] in OZ[P] ⊗B(ℓ2(N))
V[P] =
∑
jn
Sjn ⊗ s∗jn . (4.13)
We have
Lemma 4.3. V[P]V ∗[P] = PA[P] ⊗ 1 and V ∗[P]V[P] = PA ⊗ 1.
Proof. We have
V[P]V
∗
[P] =
∑
jn,j
′
n′
SjnS
∗
j′
n′
⊗ s∗jnsj′n′
Since S∗jnSjn · S∗j′
n′
Sj′
n′
= 0 if t(j) = t(j′), we see that SjnS∗j′
n′
= 0 if j 6= j′. We also have
s∗jnsjn′ 6= 0 if and only if n = n′. Hence we have
V[P]V
∗
[P] =
∑
jn
SjnS
∗
jn
⊗ s∗jnsjn =
∑
jn
SjnS
∗
jn
⊗ 1 = PA[P] ⊗ 1.
On the other hand, we have
V ∗[P]V[P] =
∑
jn
∑
j′
n′
S∗jnSj′n′ ⊗ sjns
∗
j′
n′
=
∑
jn
S∗jnSjn ⊗ sjns∗jn .
Since S∗jnSjn = S
∗
j′
n′
Sj′
n′
if and only if t(jn) = t(j
′
n′) = J . We may put QJ = S
∗
jn
Sjn(=
S∗
j′
n′
Sj′
n′
). Since
∑
jn∈EJ sjns
∗
jn
= 1, we see that
∑
jn
S∗jnSjn ⊗ sjns∗jn =
∑
J∈V
QJ ⊗ 1
As QJ =
∑
e∈EJ SeˆS
∗
eˆ , we have V
∗
[P]V[P] = PA ⊗ 1.
Hence we have
Theorem 4.4. Let A be an irreducible nonnegative matrix and GA its directed graph.
Suppose that A[P]is the transition matrix of the in-split graph of GA by a partition P of
in-coming edges of GA. Then there exists an isomorphism Φ[P] : OA ⊗ K → OA[P] ⊗ K
satisfying Φ[P](DA ⊗ C) = DA[P] ⊗ C such that
Φ[P] ◦ (ρAt ⊗ id) = (ρ
A[P]
t ⊗ id) ◦Φ[P] for t ∈ T. (4.14)
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Proof. Through the identifications (4.11) and (4.12), the restriction to to PAOZ[P]PA ⊗K
of the map x ∈ OZ[P] ⊗K −→ V[P]xV ∗[P] ∈ OZ[P] ⊗K yields an isomorphism from OA ⊗K
to OA[P] ⊗K, which we denote by Φ[P]. It is easy to see that V[P](DA⊗C)V ∗[P] = DA[P] ⊗C
so that Φ[P](DA ⊗ C) = DA[P] ⊗ C. As ρ
Z[P]
t (V[P]) = e
2π
√−1tV[P] and ρ
Z[P]
t |PAOZ[P]PA = ρ
A
2t
and ρ
Z[P]
t |PA[P]OZ[P]PA[P] = ρ
A[P]
2t , we know that the equality Φ[P] ◦ (ρAt ⊗ id) = (ρ
A[P]
t ⊗ id)◦
Φ[P].
We note that Bates and Pask have shown that OA ⊗K is isomorphic to OA[P] ⊗K ([3,
Theorem 5.3]).
5 Transpose free isomorphic Cuntz–Krieger triplets
We call the triplet (OA,DA, ρA) the Cuntz–Krieger triplet and write it TA. Two Cuntz–
Krieger triplets TA and TB are said to be isomorphic if there exists an isomorphism Φ :
OA −→ OB such that Φ(DA) = DB and Φ ◦ ρAt = ρBt ◦ Φ, t ∈ T. It has been proved that
TA and TB are isomorphic if and only if their underlying one-sided topological Markov
shifts (XA, σA) and (XB , σB) are eventually conjugate ([17]). We denote by T¯A the pair
(TAt ,TA) of the Cuntz–Krieger triplets.
Definition 5.1. T¯A and T¯B are said to be transpose free isomorphic in 1-step if TA and
TB are isomorphic or TAt and TBt are isomorphic. We write this situation as T¯A ≈
T−1
T¯B.
T¯A and T¯B are said to be transpose free isomorphic in n-step or simply transpose free
isomorphic if there exists a finite sequence A0, A1, . . . , An−1, An of nonnegative irreducible
square matrices, where A = A0, An = B, such that
T¯A = T¯A0 ≈
T−1
T¯A1 ≈
T−1
· · · ≈
T−1
T¯An−1 ≈
T−1
T¯An = T¯B. (5.1)
We write this situation as T¯A ≈
T−n
T¯B or simply T¯A≈T¯B.
Then we have the following theorem.
Theorem 5.2. Suppose A,B are nonnegative irreducible matrices that are not any per-
mutation matrices. Then two-sided topological Markov shifts (X¯A, σ¯A) and (X¯B , σ¯B) are
topologically conjugate if and only if T¯A and T¯B are transpose free isomorphic.
Proof. Suppose that (X¯A, σ¯A) and (X¯B , σ¯B) are topologically conjugate. By Williams’
theorem [27], the underlying matrices A and B are strong shift equivalent such that they
are connected by a finite sequence of elementary equivalences such as A = A0 ≈ A1 ≈
· · · ≈ An−1 ≈ An = B and their associated directed graphs GAi and GAi+1 are connected
by one of the following four operations:
out-splitting, out-amalgamation, in-splitting, in-amalgamation.
As the amalgamations are the converse operation of the splitting, we may consider
only splittings. If GAi and GAi+1 are connected by out-splitting, then by Theorem 4.2,
the Cuntz–Krieger triplets TA and TB are isomorphic. If GAi and GAi+1 are connected by
in-splitting, then their transposed graphs GAti and GAti+1 are connected by out-splitting, so
that the Cuntz–Krieger triplets TAit and TAti+1 are isomorphic and hence T¯Ai and T¯Ai+1 are
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transpose free isomorphic in 1-step. Therefore we conclude that T¯A and T¯B are transpose
free isomorphic.
Conversely, suppose that T¯A and T¯B are transpose free isomorphic. There exists a finite
sequence A1, . . . , An−1 of nonnegative irreducible square matrices satisfying (5.1) such that
TAi and TAi+1 are isomorphic, or the Cuntz–Krieger triplets TAit and TAti+1 are isomorphic
for each i = 0, 1, . . . , n−1. If the first case occurs, their one-sided topological Markov shifts
(XAi , σAi) and (XAi+1 , σAi+1) are eventually conjugate, so that their two-sided topological
Markov shifts (X¯Ai , σ¯Ai) and (X¯Ai+1 , σ¯Ai+1) are topologically conjugate ([17]). If the
second case occurs, their one-sided topological Markov shifts (XAti , σAti) and (XAti+1 , σAti+1)
are eventually conjugate, so that their two-sided topological Markov shifts (X¯Ati , σ¯Ati) and
(X¯Ati+1 , σ¯Ati+1) are topologically conjugate. Let h : X¯Ati −→ X¯Ati+1 be a homeomorphism
whichi gives rise to a topological conjugacy between them. Since the two-sided topological
Markov shift defined by the transposed matrix is the inverse of the original two-sided
topological Markov shift, the inverse h−1 gives rise to a topological conjugacy between
(X¯Ai , σ¯Ai) and (X¯Ai+1 , σ¯Ai+1). By connecting these topological conjugacies, we have a
topological conjugacy between (X¯A, σ¯A), (X¯B , σ¯B).
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