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EQUIVARIANT AND BOTT-TYPE
SEIBERG-WITTEN FLOER HOMOLOGY: PART I
Guofang Wang and Rugang Ye
Abstract. We construct Bott-type and equivariant Seiberg-Witten Floer homology
and cohomology for 3-manifolds, in particular rational homology spheres, and prove
their diffeomorphism invariance. This paper is a revised version of [26].
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1. Introduction
At the very beginning of the development of the Seiberg-Witten gauge theory
it was clear that, at least formally, the celebrated instanton homology theory of
A. Floer for 3-manifolds (homology spheres) [10] could be adapted to the Seiberg-
Witten set-up. Indeed, the original 4-dimensional Seiberg-Witten equation leads
naturally to a 3-dimensional Seiberg-Witten equation via a limit process, as first
observed by Kronheimer and Mrowka [15]. To establish a Seiberg-Witten Floer
homology theory for a 3-manifold Y , the obvious idea is to replace flat connections
in Floer’s set-up by solutions of the 3-dimensional Seiberg-Witten equation on Y
(henceforth called Seiberg-Witten points), and instanton trajectories by Seiberg-
Witten trajectories, which are solutions of the 4-dimensional Seiberg-Witten equa-
tion on the infinite cylinder Y ×R. Note that the Seiberg-Witten points are precisely
the critical points of the Seiberg-Witten type Chern-Simons functional, and that
the Seiberg-Witten trajectories are precisely the trajectories (negative gradient flow
lines) of this functional. Hence the said idea amounts to establishing a Morse-Floer
theory for the Seiberg-Witten type Chern-Simons functional. However, one en-
counters various difficulties when trying to implement this idea. The most serious
problem is that the Seiberg-Witten Floer homology for a homology sphere (or ra-
tional homology sphere) may depend on the underlying Riemannian metric, and
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hence is generally not a diffeomorphism invariant. Indeed, the Euler number of the
Seiberg-Witten Floer homology already exhibits dependence on Riemannian met-
rics, see e.g. [8] [5] and [17]. The purpose of this series of papers, which consists
of the present paper (Part I), [28] (Part II) and [29] (Part III), is to resolve this
problem.
The trouble of non-invariance is caused by the reducible Seiberg-Witten point,
which is the trivial Seiberg-Witten point in the case of a homology sphere: the
trivial connection coupled with the zero spinor field. It is a fixed point of the ac-
tion of the group S1 of constant gauges. Under reasonable perturbations of the
Seiberg-Witten equation, this reducible Seiberg-Witten point always survives. To
deal with it, one can use suitable perturbations to make it a transversal point
for the Seiberg-Witten equation. Then one can construct a Seiberg-Witten Floer
homology, see Appendix A. However, one encounters a serious obstruction when
trying to compare the homologies for two different perturbation parameters (e.g.
metrics). A canonical way of such comparison is to construct chain maps in terms of
parameter-dependent Seiberg-Witten trajectories which connect the 3-dimensional
Seiberg-Witten equation of one parameter to that of another. We shall call them
transition trajectories. The said obstruction is the presence of reducible transi-
tion trajectories with negative spectral flow of the linearized Seiberg-Witten op-
erator. Such trajectories are not in transversal position and may appear in the
compactification of the moduli spaces of transition trajectories between irreducible
Seiberg-Witten points. Consequently, the compactified moduli spaces of transition
trajectories may be very pathological and cannot be used to define the desired chain
maps.
The appearance of such trajectories can be explained in the following way. The
spectral flow along a reducible Seiberg-Witten trajectory for a fixed parameter is
1. That along a reducible transition trajectory from a given generic parameter to a
nearby one is also 1. When passing from one generic parameter to another through
certain degenerate parameters, the spectral flow jumps and becomes negative. Here,
typically, the Seiberg-Witten Floer homology also jumps.
In many ways, the above situation is comparible with the situation of 4-manifolds
with b+2 = 1 where the Seiberg-Witten invariants exhibit dependence on chambers
of Riemannian metrics, and the wall crossing phanomena appear. The root of the
whole trouble lies in the singularity of the gauge quotient of the configuration space
A(Y )×Γ(S) (see the sequel for its definition). If we factorize the gauge group G by
the subgroup G0 of based gauges, then the said singularity is seen to be the same
as the singularity of the S1 quotient of the space B0 = (A(Y ) × Γ(S))/G0, where
S1 is the subgroup of constant gauges.
New Constructions
Since the conventional Seiberg-Witten Floer homology may not be diffeomor-
phism invariant for rational homology spheres, we seek alternative constructions.
Our constructions are based on two ideas: one is that we work on the level of the
based gauge quotient, the other is that we multiply the based gauge quotient by
a suitable space (e.g. the cirle), and then pass to the S1 quotient. The first idea
leads to the Bott-type theory, while the second leads to the equivariant theory. In
the present Part I, we present the Bott-type theory. The equivariant theory will
be presented in Part II. We would like to emphasize that both the Bott-type and
equivariant constructions are natural from the point of view of comparison with
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classical Morse-Bott theory and equivariant homology theory. On the other hand,
we would like to point out that as shown in [5] and [17] the Euler number of the
ordinary Seiberg-Witten Floer homology can be corrected into an invariant (indeed
the Euler number of the instanton Floer homology) by adding in an explicit way a
certain (metric dependent) term to it. It is therefore natural to seek similar correc-
tions of the entire homology. We believe however that the information provided by
such possible corrections is already contained in our constructions. Indeed, detailed
comparison of our constructions with the conventional construction should reveal
the possible precise forms of desired corrections. We shall discuss this point in more
details in [29].
The Morse-Floer-Bott Flow Complex
Now, in the set-up of based gauge quotient, the irreducible part of the moduli
space of gauge classes of Seiberg-Witten points consists of finitely many circles,
while its reducible part consists of a single point, provided that we choose a generic
parameter. These circles and the reducible point are precisely the critical submani-
folds of the (Seiberg-Witten type) Chern-Simons functional. Our goal here amounts
to establishing a Bott-type Morse-Floer theory for the Chern-Simons functional on
the based quotient configuration space B0. The basic strategy is to use the moduli
spaces of trajectories between critical submanifolds to send (co)homological chains
from one critical submanifold to others. Combining this map with the ordinary
boundary operator in (co)homology theory then yields the desired boundary oper-
ator for the (co)chain complex. This is a natural extension of Floer’s construction
and was first used by Austin-Braam [3] and Fukaya [12] in Floer’s set-up. The
former authors use equivariant differential forms as chains and cochains, while the
latter uses “geometric chains”. Our core constructions use generalized cubical sin-
gular chains and cochains. For delicate technical reasons cubical singular chains
are more suitable than ordinary singular chains, see [28] for details of this point.
For convenience, we shall sometimes use “singular chains (cochains)” to refer to
generalized cubical singular chains (cochains).
A major point of the construction using generalized cubical singular chains (and
cochains) is that we can restrict to subcomplexes generated by generalized singular
cubes which are F-transversal (see Section 7) with respect to collections F of
suitable maps. This is crucial for the invariance proof, see Section 8.
The compactified, suitably defined moduli space of trajectories (flow lines) will
be called the Morse-Floer-Bott flow complex. The main technical point here is to
construct this flow complex along with its projection to critical submanifolds, and to
establish its compactness and smooth structure. In Floer’s work, the Morse-Floer-
Bott flow complex does not appear. Instead, he uses the much simpler Morse-Floer
flow complex (indeed only the lower dimensional part of it). In Fukaya’s work [12],
a Morse-Floer-Bott flow complex appears, but his set-up is the full gauge quotient.
Our situation is very different, and the construction of the Morse-Floer-Bott flow
complex along with its projection to critical submanifolds is considerably more
delicate. We cannot find adquate treatments of this problem in the Seiberg-Witten
set-up or instanton set-up in the literature.
A crucial point here is how to define the endpoint projections of trajectories
to critical submanifolds. Obviously, one should take the limits of a trajectory
at time infinities. The subtlety lies in the choice of gauges. We need to send
based gauge classes of trajectories to based gauge classes of critical points. The
4 GUOFANG WANG AND RUGANG YE
trouble is that based gauges on Y × R may not give rise to based gauges on Y at
time infinities. More precisely, if two trajectories u1 and u2 are equivalent under
based gauges, their limits at time infinities may not be equivalent under based
gauges. To resolve this issue, we first transform a given trajectory into temporal
form, and then take endpoint limits. This way we arrive at the essential concept
of “temporal projections”. Two other resulting important concepts are “consistent
multiple temporal trajectory class” and “consistent piecewise trajectory”, which are
used for compactifying our moduli spaces. The consistent condition means e.g. that
the temporal endpoint projections of the trajectories in a given piecewise trajectory
match each other. We also introduce the concept “twisted time translation”.
We have two different, but equivalent models for our moduli spaces of trajec-
tories. One is the temporal model M0T (Sα, Sβ) (see Section 6), the other is the
fixed-end model M0(p, q) (see Section 4). The Fredholm theory for the Seiberg-
Witten trajectory equation is worked out for the second model, and the acquired
information is then carried over to the first one. On the other hand, the temporal
projections are based on the first model. The ordinary time translation is used for
the temporal model, while it is necessary to use the twisted time translation for the
fixed-end model.
A number of further delicate issues have to be taken care of in order to compactify
the moduli spaces and establish the smooth structure of the compactified moduli
spaces. For example, in compactifying the moduli spaces, we have to establish that
after suitable gauge adjustments, sequences of temporal Seiberg-Witten trajectories
of finite energy converge to consistent piecewise trajectories. Further discussions
on the analysis in this regard, in particular on convergence analysis and gluing
analysis, can be found in Part II [28].
Spinor Perturbation
To prove the diffeomorphism invariance of the Bott-type Seiberg-Witten Floer
(co)homology, we employ the transition Morse-Floer-Bott flow complex (along with
its projection to critical submanifolds) which is the flow complex built out of the
transition trajectories. Here, we have to overcome the obstruction of reducible
transition trajectories with negative spectral flow described before. Our strategy
for this is to perturb the spinor equation in the transition trajectory equation in
order to eliminate these transition trajectories. We utilize the vanishing of the
rational homology group to construct suitable vector fields which are equivariant
under based gauges. Note that they are not equivariant under constant gauges.
A desired perturbation is then gotten by adding one of these vector fields to the
spinor equation. This is our key technique. Thus the source of our trouble, namely
the vanishing of the rational homology group, also works to our benefit - a rather
amusing phenomenon.
The same kind of amusing phenomenon occurs in the proof of the transversality
along reducible Seiberg-Witten trajectories, see Appendix C. (Note that here we
are not talking about transition trajectories.) This transversality plays a role for
establishing the smooth structure of certain expanded moduli spaces of transition
trajectories with additional parameters, which is used in one stage of the invariance
proof, see [28].
Using the transition flow complex with the spinor perturbation we construct the
desired chain map from one parameter to another, which induces an ismorphism of
the homologies. In this paper, we present the construction of this chain map, while
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leaving the proof the isomorphism property to Part II and Part III. Indeed, in Part
II the isomorphism property in the equivariant case will be shown. In Part III,
we shall present an additional perturbation technique- the cokernel perturbation,
and use it to prove the isomorphism property in the Bott-type case of the present
paper.
We would like to mention that the spinor perturbations cause additional analyt-
ical difficulties which demand special treatments. For example, one has to establish
a uniform L∞ estimate for the spinor part of the transition trajectories. With the
presence of the spinor perturbations, the ordinary pointwise maximum principle ar-
gument no longer works. Instead, we apply the 3-dimensional Weitzenbo¨ck formula
(rather than the 4-dimensional one) to obtain an initial local integral estimate in
terms of the Seiberg-Witten energy. Then we apply the 4-dimensional Weitzenbo¨ck
formula and the technique of Moser iteration to derive the desired L∞ estimate.
Singular Chains/Cochains vs. Differential Forms
Instead of generalized cubical singular chains and cochains on critical subman-
ifolds, we can also use differential forms to build chain and cochain complexes,
and therewith a Bott-type Seiberg-Witten Floer homology and cohomology. The
boundary operator in this set-up is again constructed by using the Morse-Floer-
Bott flow complex along with its projection to critical submanifolds. Here, the
fibration property of the projection is essential for the construction. On the other
hand, the projection of the transition flow complex to critical submanifolds is not
a fibration in general, and hence is not good enough for producing chain maps in
the set-up of differential forms. In contrast, in the set-up of generalized cubical
singular chains, one has the freedom of using F-transversal chains for a suitable F
and thereby bypasses this problem, see Section 8.
Nevertheless, we can prove that the differential form or de Rham version of Bott
theory is diffeomorphism invariant. Indeed, it is isomorphic to the singular version
with real coefficients. The construction of the de Rham version and the proof of its
equivalence to the singular version will be given in Part II.
Uniform Formulation for All 3-Manifolds
The Bott-type and equivariant constructions can easily be extended to 3-manifol-
ds with nonzero first Betti number. They can be shown to be isomorphic to the
ordinary Seiberg-Witten Floer homology (under the assumption that the first Betti
number is nonzero). (For accounts of the ordinary Seiberg-Witten Floer homolog,
see [18], [25] or Appendix A.) Hence we obtain a uniform formulation of Seiberg-
Witten Floer homology for all 3-manifolds. Details will be given in Part III. In
the present Part I and Part II, we focus on rational homology spheres. Note that
the ordinary Seiberg-Witten Floer homology for manifolds with b1 = 1 is not a
diffeomorphism invariant, but its metric dependence is reduced to dependence on
polarizations of the first homology.
A major part of the results in this paper were obtained in Spring 1996 while
both authors were at Bochum University.
2. Preliminaries
To fix notations, we first recall the definitions of the Seiberg-Witten equations
on 3 and 4 dimensional manifolds.
6 GUOFANG WANG AND RUGANG YE
Let (X0, g) be an oriented Riemannian manifold of dimension n and Spin
c(X0)
the set of isomorphism classses of spinc structures on X0. Consider a spin
c struc-
ture c ∈ Spinc(X0) and its associated spinor bundle W and line bundle L. (More
precisely, c is a representative of an element in Spinc(X0). The homology invariants
we are going to construct are independent of the choice of the representative.) We
have the associated configuration space A × Γ(W ), where A denotes the space of
smooth unitary connections on L and Γ the space of smooth sections of a vector
bundle. (We suppress the dependence on c in the notations.) The gauge transfor-
mation group (the group of gauges) is G = C∞(X0, S1), where S1 ≡ U(1) denotes
the unit circle in C. (G depends only on X0.) The action of G on A× Γ(W ) is de-
fined by ((A,Φ), g)→ (A+ g−1dg, g−1Φ). This formula also defines the (separate)
actions of G on A and Γ(W ). G acts freely on the subspace of pairs (A,Φ) with
Φ 6≡ 0. Such pairs are called irreducible. The isotropy subgroup at any reducible
pair (A, 0) is the subgroup of gauge transformations which are constants on each
component of X0. If X0 is connected, we identify it with S
1. In this case, we fix
a reference point x0 ∈ X0 and set G0 = {g ∈ G : g(x0) = 1}, which is called the
group of based gauges. Then the quotient G/S1 is represented by Go.
The action of a gauge g will be denoted by g∗. We set B = (A × Γ)/G and
B∗ = (A× (Γ−{0}))/G. Let Ωk(X0) denote the space of smooth imaginary valued
k-forms, and Ω+(X0) the space of smooth imaginary valued self-dual 2-forms (in
the case that dim X0 = 4).
We define the gauge actions on forms to be the trivial action, i.e. g∗α = α. Note
that the tangent space of the configuration space A× Γ(W ) at any (A,Φ) can be
identified with the space Ω1(X0)× Γ(W ). The induced gauge action on this space
is then the product action, more precisely, g∗(α,Φ) = (g∗α, g∗Φ) = (α, g−1Φ).
We shall need the following
Lemma 2.1. Assume that X0 is closed. Then the map from G to H1(X0;Z)/
{torsions} given by g → the deRham class of g−1dg is surjective and induces an
isomorphism from the component group of G to H1(X0;Z)/{torsions}. Moreover,
there is a unique harmonic map g with g(x0) = 1 in each component of G, provided
that X0 is connected and x0 ∈ X0 is a fixed point. In particular, G is connected if
X0 is connected and H
1(X0;Z) is torsion.
Proof. For simplicity, assume that X0 is connected. The surjectivity of the said
map follows from integration along paths. If g−1dg and g−11 dg1 represent the same
cohomology class, then g1 = ge
f for some f ∈ Ω0(X0) as one easily sees. Hence g1
and g lie in the same component group.
The statement about harmonic representative follows from the standard theory of
harmonic maps. It can also be derived quickly in an elementary way. For example,
if g1 = ge
f and g are two harmonic maps, then f is a harmonic function, hence
constant. 
We continue with the above spinc structure c onX0. A connection A ∈ A induces
along with the Levi-Civita connection a connection ∇A on the spinor bundle W
and the associated Dirac operator DA : Γ(W )→ Γ(W ),
DA =
n∑
i=1
ei · ∇Aei ,
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where {ei} denotes a local orthonormal tangent frame and the dot denotes the
Clifford multiplication. The Dirac operator is gauge equivariant, i.e. DA(g
−1Φ) =
g−1DAΦ, and satisfies the following fundamental Weitzenbo¨ck formula for the Dirac
operator
(2.1) D∗ADAΦ = −∆AΦ+
s
4
Φ− 1
2
FA · Φ,
where s denotes the scalar curvature of (X, g) and FA the curvature of A.
Now we specify to the dimension n = 4. There is a canonical decomposition
W =W+⊕W− of the spinor bundleW . The Dirac operator splits: DA : Γ(W+)→
Γ(W−), DA : Γ(W
−) → Γ(W+). For a positive spinor field Φ ∈ Γ(W+), the
curvature FA in the above Weitzenbo¨ck formula reduces to its self-dual part F
+
A .
Definition 2.2. The Seiberg-Witten equation with the given spinc structure c is
(2.2)
{
F+A =
1
4 〈eiejΦ,Φ〉ei ∧ ej ,
DAΦ = 0,
for (A,Φ) ∈ A× Γ(W+), where {ei} denotes the dual of {ei} (a local orthonormal
tangent frame). The Seiberg-Witten operator is
SW(A,Φ) = (F+A −
1
4
〈eiejΦ,Φ〉ei ∧ ej , DAΦ).
It is easy to see that the Seiberg-Witten operator is gauge equivariant, i.e.
SW(g∗A, g∗Φ) = g∗SW(A,Φ) = (F+A− 14 〈eiejΦ,Φ〉ei∧ej , g−1DAΦ). Consequently,
the Seiberg-Witten equation is gauge invariant.
Next let (Y, h) be an oriented, closed Riemannian 3-manifold with metric h, and
c a spinc structure on Y . We have the associated spinor bundle S = Sc(Y ), line
bundle LY = LY (c) and the other associated spaces: G(Y ), A(Y ), B(Y ), B∗(Y )
etc. We shall often use Γ(Y ) to denote Γ(S). We set X = Y × R, which will be
equipped with the product metric and given the orientation (e1, e2, e3,
∂
∂t
), where
(e1, e2, e3) denotes a positive local orthonormal frame on Y . Let π : X → Y denote
the projection. The spinc structure c induces a spinc structure π∗c on X with the
associated line bundle LX = π
∗LY and associated spinor bundlesW
+ = π∗S , W−.
We have the following relation between the Clifford multiplications on S and on
W+:
v · φ(y) = −( ∂
∂t
· v · π∗φ)(y, 0).
The associated spaces for X will be indicated by the letter X . We also use
Γ+(O) and Γ−(O) to denote Γ(W+|O) and Γ(W−|O) respectively for O ⊂ X . Let
it : Y → X denote the inclusion map which sends y ∈ Y to (y, t) ∈ X . A connection
A ∈ A(X) can be written as
A = a(t) + f(·, t)dt,
where a(t) = i∗t (A) ∈ A(Y ) and f ∈ C∞(X, iR). We set φ(t) = Φ(·, t) = i∗t (Φ) for
Φ ∈ Γ(W+). With these notations, we have
(2.3) FA = Fa + dt ∧ ∂a
∂t
+ dY f ∧ dt,
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(2.4) 2F+A = dt ∧ (
∂a
∂t
− ∗Y Fa − dY f)− ∗Y (∂a
∂t
− ∗Y Fa − df),
and
(2.5) DAΦ =
∂
∂t
· (∂φ
∂t
+ /∂ap+ fφ).
where Fa denotes the curvature of a, ∗Y the Hodge star operator w.r.t. h, dY
the differential on Y , and /∂a the Dirac operator associated with the connection a.
Hence we can rewrite (2.2) as follows
(2.6)
{
∂a
∂t = ∗Y Fa + dY f + 〈ei · φ, φ〉ei,
∂φ
∂t
= −/∂aφ− fφ.
Here Fa denotes the curvature of a, ∗Y the Hodge star operator w.r.t. h, dY the
exterior differential on Y , and /∂a the Dirac operator associated with the connection
a.
Definition 2.3. The Seiberg-Witten energy of (A,Φ) is
E(A,Φ) =
∫
X
(|∂φ
∂t
+ fφ|2 + |/∂φ|2 + |∂a
∂t
− dY f |2 + | ∗Y Fa + 〈ei · φ, φ〉ei|2).
(The volume form is omitted.) One readily shows that it is gauge invariant. Since
FA = Fa + dt ∧ (∂a∂t − dY f), we have
E(A,Φ) =
∫
X
(|∂φ
∂t
+ fφ|2 + |/∂φ|2 + |FA + 〈ei · φ, φ〉 ∗Y ei|2).
Using the finite energy condition one easily derives from (2.6) the following
limiting equation for a connection a ∈ A(Y ) and a spinor field φ ∈ Γ(S)
(2.7)
{ ∗Y Fa + 〈ei · φ, φ〉ei = 0,
/∂aφ = 0.
Definition 2.4. The Seiberg-Witten equation on Y with the spinc structure c is
defined to be (2.7). The Seiberg-Witten operator on Y is
sw(a, φ) = (∗Y Fa + 〈ei · φ, φ〉ei,−/∂aφ).
As in dimension 4, the Seiberg-Witten operator sw is gauge equivariant.
The following lemma is obvious.
Lemma 2.5. Let u = (A,Φ) = (a + fdt, φ) be a solution of (2.2). Denote the
energy of u on a domain Ω by E(u,Ω). Then we have
(2.8) E(u,Ω) = 2
∫
Ω
|sw(a, φ)|2.
We shall need the following perturbed Seiberg-Witten equation
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(2.9)
{ ∗Y Fa + 〈ei · φ, φ〉ei = ∇H(a),
/∂aφ+ λφ = 0,
where λ denotes a real number and ∇H the L2-gradient of a G(Y )-invariant real
valued function H on A(Y ). (The L2-product is given in (2.11) below.) We have
the associated perturbed Seiberg-Witten operator swλ,H . Note that ∇H is gauge
equivariant and belongs to ker d∗, which are consequences of the gauge invariance
of H.
The classical Chern-Simons functional plays a fundamental role in Floer’s in-
stanton homology theory. Similarly, a Chern-Simons functional associated with the
3-dimensional Seiberg-Witten equation will be important in our situation. This
functional was first used by Kronheimer and Mrowka in their proof of the Thom
conjecture [15].
Definition 2.6. The Chern-Simons functional with respect to a reference connec-
tion a0 is
cs(a, φ) =
1
2
∫
Y
(a− a0) ∧ (Fa + Fa0) +
∫
Y
〈φ, /∂aφ〉.
Let λ and H be as above. The perturbed Chern-Simons functional with pertur-
bation (λ,H) is
csλ,H(a, φ) =
1
2
∫
Y
(a− a0) ∧ (Fa + Fa0) +
∫
Y
〈φ, /∂aφ〉
−λ
∫
Y
〈φ, φ〉+H(a, φ).
Under a gauge g the perturbed Chern-Simons functional changes as follows:
(2.10) csλ,H(g
∗(a, φ)) = cs(λ,H)(a, φ) + 2πi
∫
Y
c1(L(Y )) ∧ g−1dg.
This formula implies that csλ,H is invariant under the identity component of G(Y ).
Hence it descends to the quotient B(Y ), provided that Y is a rational homology
sphere.
We introduce an L2-product on Ω1(Y )⊕ Γ(S):
(2.11) 〈(φ1, a1), (φ2, a2)〉L2 =
∫
Y
(Re〈φ1, φ2〉+ 〈a1, a2〉)
Here, 〈a1, a2〉 denotes the (pointwise) Hermitian product. Easy computations lead
to
Lemma 2.7. The L2-gradient of the perturbed Chern-Simons functional is given
by
∇csλ,H(a, φ) = −swλ,H .
It follows that the critical points of the perturbed Chern-Simons functional are pre-
cisely the solutions of the perturbed Seiberg-Witten equation.
Consider a solution (A,Φ) of the Seiberg-Witten equation on the product X .
Using a suitable gauge we can transform it into temporal form. Let’s assume that
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it is already in temporal form, i.e. f ≡ 0 in the formula A = a+fdt. Then Lemma
2.7 and the equation (2.6) imply (φ(t) = Φ(·, t))
(2.12)
∂
∂t
(a, φ) = −∇cs(a, φ).
Hence solutions of the Seiberg-Witten equation on the product X can be inter-
preted as trajectories (negative gradient flow lines) of the Chern-Simons functional.
A similar formula and statement hold for solutions of the perturbed Seiberg-Witten
equation on X , which is
(2.13)

F+A =
1
4 〈eiejΦ,Φ〉ei ∧ ej
+∇H(a) ∧ dt+ ∗(∇H(a) ∧ dt),
DAΦ = −λ ∂∂t · Φ,
where ddt · Φ denotes the Clifford multiplication on X , A = a + fdt, φ(t) = Φ(·, t)
as before, and ∗ means the Hodge star operator on X . The operator SWλ,H is
defined in an obvious way. Obviously, we can rewrite (2.13) as follows
(2.14)
{
∂a
∂t = ∗Y Fa + dY f + 〈ei · φ, φ〉ei −∇H(a),
∂φ
∂t = −/∂aφ− fφ− λφ.
Next we introduce the perturbed Seiberg-Witten energy :
(2.15)
Eλ,H(A,Φ) =
∫
X
(|∂φ
∂t
+ fφ|2 + |/∂φ+ λφ|2 + |∂a
∂t
− dY f |2
+| ∗Y Fa + 〈ei · φ, φ〉ei −∇H(a, φ)|2)
=
∫
X
(|∂φ
∂t
+ fφ|2 + |/∂φ+ λφ|2
+|FA + 〈ei · φ, φ〉 ∗Y ei − ∗Y∇H(a, φ)|2).
Note that it is invariant under the action of G(X). We have an analogue of
Lemma 2.5.
Lemma 2.8. Let u = (A,Φ) = (a+ fdt, φ) be a solution of (2.13). Then we have
(2.16) Eλ,H(u,Ω) = 2
∫
Ω
|swλ,H |2.
Lemma 2.9. Assume that Y is a rational homology sphere. Let A = a + fdt
and assume that the gauge equivalence class of (a, φ) converges to α, β ∈ B(Y ) as
t→ −∞,∞ respectively, then we have
(2.17)
Eλ,H(A,Φ) =2csλ,H(α)− 2csλ,H(β) +
∫
X
|DAΦ|2
+ 2
∫
X
|F+A −
1
4
〈eiejΦ,Φ〉ei ∧ ej − dt ∧ ∇H(a)− ∗(dt ∧ ∇H(a))|2.
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In particular, there holds for a solution (A,Φ) of (2.13)
(2.18) Eλ,H(A,Φ) = 2csλ,H(α)− 2csλ,H(β).
Proof. We have∫
X
|DAΦ|2 + 2
∫
X
|F+A −
1
4
〈eiejΦ,Φ〉ei ∧ ej − dt ∧ ∇H(a)− ∗(dt ∧∇H(a))|2
=
∫
X
(|∂φ
∂t
+ fφ+ /∂φ+ λφ|2 + | − ∂a
∂t
+ dY f + ∗Y Fa + 〈ei · φ, φ〉ei −∇H(a, φ)|2)
= E(Φ, A)+2
∫
〈∂φ
∂t
+fφ, /∂aφ+λφ〉+2〈−
∂a
∂t
+dY f, ∗Y Fa+〈ei ·φ, φ〉ei−∇H(a, φ)〉
= 2
d
dt
∫
(|φ|2 + 〈a− ao, Fa〉) + 2H(a) + 2
∫
(〈∂φ
∂t
, /∂aφ〉+ 〈
∂a
∂t
φ, φ〉).
Since the metric on X = Y × R is the product metric, it follows that
d
dt
/∂aφ− /∂a
d
dt
φ =
∂a
∂t
φ.
The desired conclusion follows. 
3. Seiberg-Witten moduli spaces over Y
We continue with the (Y, h) and c of the last section. While our theory applies to
arbitrary closed Y , we assume for convenience that Y is connected. Fix a reference
connection a0. If L(Y ) is a trivial bundle, we choose a0 to be the trivial connection.
We have A(Y ) = a0+Ω1(Y ). We shall use the (l, p)-Sobolev norms (the Ll,p-norms)
for l ≥ 0 and p > 0:
‖u‖l,p = (
∑
0≤k≤l
∫
Y
|∇ku|p)1/p.
Consider the Sobolev spaces Al,p(Y ) and Γl,p(S), which are the completions of
A(Y ) and Γ(S) with respect to the (l, p)-Sobolev norm respectively. Similarly, we
have the Sobolev spaces Ωkl,p(Y ). The corresponding group of gauges is Gl+1,p(Y ),
which is the completion of G(Y ) with respect to the (l + 1, p)-Sobolev norm.
We need to make a choice of the configuration spaces Al,p(Y ) × Γl,p(S). We
require 3p/(3 − lp) > 3 or lp > 3, for then all elements in Al,p(Y ) × Γl,p(S) are
continuous, and hence the holonomy perturbations in the sequel can be performed.
Moreover, the corresponding gauges on the product spaceX = Y×R are continuous.
In particular, if we choose l = 2, then we require p > 3/2.
Definition 3.1. We have the following spaces of Seiberg-Witten points
SWl,p = SWh,λ,H,l,p = {(a, φ) ∈ Al,p(Y )× Γl,p(S) : swλ,H((a, φ)) = 0}
and the following moduli spaces of Seiberg-Witten points
Rl,p = Rh,λ,H,l,p = SW l,p/Gl+1,p(Y ),
R0l,p = R0h,λ,H,l,p = SW l,p/G0l+1,p.
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The irreducible part of e.g. Rl,p will be denoted by R∗l,p.
We choose to work with the configuration space A2,2(Y )× Γ2,2(Y ). The reason
for this choice is that the L2 spaces are more convenient to work with from the view-
point of characterizing the cokernel of the relevant operators. But this is concerned
with the situation on the product X rather than on Y . Henceforth, the subscript
l stands for (l, 2), e.g. ‖u‖l = ‖u‖l,2,Al = Al,2. We have the quotients B2(Y ) and
B02(Y ) of the chosen configuration space A2(Y )×Γ2(Y ) under the group of gauges
G3(Y ) and group of based gauges G03 . The gauge class of (a, φ) ∈ A2(Y ) × Γ2(S)
with respect to the full gauge group G3(Y ) will be denoted by [a, φ]. Its gauge class
with respect to based gauges will be denoted by [a, φ]0.
Local slices of the gauge actions are provided by the following lemma, which give
rise to the Banach manifold structure for B∗2 and B02 .
Lemma 3.2. (1) Consider an irreducible pair (a¯, φ¯) ∈ Al(Y ) × Γl(Y ). If u =
(a, φ) ∈ Al(Y ) × Γl(Y ) is sufficiently close to (a¯, φ¯) in Ll,2-norm, then there is a
unique gauge g = ef ∈ Gl+1 such that u˜ = (a˜, φ˜) = g∗u satisfies the gauge fixing
equation
(3.1) d∗Y (a˜− a¯) + Im 〈φ¯, φ˜〉 = 0.
Moreover, the Ll+1,2-norm of f can be estimated in terms of the Ll,2-norm of u− u¯.
(2) Given pairs (a¯, φ¯), (a, φ) ∈ Al(Y ) × Γl(Y ), there is a unique based gauge
g = ef ∈ Gl+1 such that
∫
Y
f = 0 and u˜ = (a˜, φ˜) = g∗u satisfies the gauge fixing
equation
(3.2) d∗Y (a˜− a¯) = 0.
Moreover, the Ll+1,2-norm of f can be estimated in terms of the Ll,2-norm of a− a¯.
Proof. (1) The said gauge fixing equation amounts to
d∗Y dY f + d
∗
Y (a− a¯) + Im〈φ¯, e−fφ〉 = 0.
The linearization of this equation with respect to f at (a¯, φ¯) is the following equation
d∗Y dY f + f〈φ¯, φ¯〉 = 0.
Since φ¯ is nonzero, integration shows that this equation has only the trivial solution.
The desired results follow from elementary elliptic theory and the implicit function
theorem.
(2) This part is a consequence of elementary theory of harmonic functions. 
Lemma 3.3. (1)Each element in R2 or R02 can be represented by a smooth pair
(a, φ).
(2) If ‖∇H‖L∞ < C and ‖∇2H‖L∞ < C for a constant C, then R2 and R02 are
compact.
Proof. We present the proof for (2), which contains the argument for (1). Let
(a, φ) ∈ A2(Y )×Γ2(S) be a solution of (2.5). Applying the 3-dimensional Weitzenb-
o¨ck formula, the bound ‖∇H‖L∞ < C and Moser’s weak maximum principle (cf.
the proof of Lemma 8.6), we obtain ‖φ‖L∞ < C for a constant C. (Here and in the
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sequel, we use the same letter C to denote all constants which appear in a priori
estimation). Since H1(Y,R) = 0, by Hodge decomposition, a− a0 = dY γ + d∗Y δ for
some γ ∈ Ω00(Y ) and δ ∈ Ω20(Y ). By gauge fixing, we can assume d∗Y (a − a0) = 0.
Note that we can achieve this gauge fixing by a based gauge. Hence a− a0 = d∗Y δ.
Furthermore, we can assume that dY δ = 0. Hence we have ∆δ = Fa − Fa0 . Since
‖Fa−Fa0‖ ≤ C‖φ‖2+C ≤ C, we have ‖δ‖2 ≤ C by elliptic estimates. This implies
‖a‖1 ≤ C. Applying this, the second equation of (2.5) and elliptic estimates, we
deduce ‖φ‖1 ≤ C. Higher regularity and estimates follow from elliptic estimates
and imply the desired compactness. 
Convention 3.4. Henceforth we drop the subscript 2 in SW2, R2 and R02.
Obviously, R = R0/S1, where S1 is the group of constant gauges. We deal with
R∗ and R0 separately.
The moduli space R∗
For a given (a, φ) ∈ A2(Y )×Γ2(Y ), let GY = GY,(a,φ) : Ω01(Y )→ Ω10(Y )⊕Γ0(S)
be the infinitesimal gauge action operator at (a, φ), i.e. GY (f) = (dY f,−fφ). Let
G∗Y = G
∗
Y,(a,φ) : Ω
1
2(Y ) ⊕ Γ2(S) → Ω01(Y ) be the formal adjoint operator of GY
w.r.t. the inner product (2.7). We have
G∗Y (b, ψ) = d
∗
Y b+ Im〈φ, ψ〉.
There is a decomposition Ω12(Y )⊕Γ2(S) = ker G∗Y ⊕im GY . To be more precise,
we write Ω12(Y ) ⊕ Γ2(S) = ker2 G∗Y ⊕ im2 GY . It follows that the tangent space
T[a,φ]B∗2(Y ) of B∗2(Y ) at [a, φ] is represented by ker2 G∗Y,(a,φ) (for any representative
(a, φ) in [a, φ]). Indeed, the latter gives rise to a vector bundle Ker2 G
∗
Y → A2 ×
(Γ2(S) − {0}), whose quotient bundle Ker2 G∗Y under the action of G3(Y ) can be
identified with TB∗2 . Next note that by the gauge invariance of the Chern-Simons
functional and Lemma 2.7, we have
G∗Y swλ,H(a, φ) = 0
for any (a, φ) ∈ A2(Y )×Γ2(Y ). For this reason, and by the gauge equivariance, the
operator swλ,H defines a section [swλ,H ] of the quotient bundle ker1 G
∗
Y , whose
fiber at [a, φ] is represented by the kernel ker1 G
∗
Y of G∗Y in Ω1(Y ) ⊕ Γ1(S). The
moduli space R∗ is precisely the zero locus of this section.
In the sequel we omit the subscripts λ,H in the notation swλ,H . Consider the
operator dsw|(a,φ) : Ω12(Y ) ⊕ Γ2(S) → Ω11(Y ) ⊕ Γ1(S), where dsw means the
derivative, i.e. the tangent map of the operator sw. By Lemma 2.6, it is formally
self-adjoint. Assume [a, φ] ∈ R2. Then the gauge invariance of the equation sw = 0
implies dsw ◦GY = 0. It follows that G∗Y ◦ dsw = 0. Hence we obtain an operator
dsw|ker2 G∗Y,(a,φ) : ker2 G∗Y,(a,φ) → ker1 G∗Y,(a,φ) (for any representative (a, φ) in
[a, φ]). It is easy to see that this operator is Fredholm of index zero and represents
the linearization of the section [sw]. Let it be denoted by D = Da,φ.
Lemma 2.7 implies that the operator D coincides with the Hessian operator
of the Chern-Simons functional with respect to the product (2.11). Note that it
extends straightforwardly to reducible Seiberg-Witten points. On the other hand,
D is gauge equivariant, i.e.
dsw|(g∗a,g∗φ) = g∗dsw|(a,φ) ◦ (g−1)∗.
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This is a simple consequence of the gauge equivariance of the operator sw. It follows
that D induces a section of Fredholm operators over Y , where the corresponding
domain and target vector bundles are the quotient bundles induced from Ω12(Y )⊕
Γ2(S) and Ω
1
1(Y ) ⊕ Γ1(S) respectively. This point of view provides a conceptual
set-up. It will appear again in the 4-dimensional discussions in the sequel and be
used more explicitly there.
Definition 3.5. Let (a, φ) be a Seiberg-Witten point, i.e. a solution of the (per-
turbed) Seiberg-Witten equation (2.5). It is called non-degenerate if Da,φ is onto.
The classes [a, φ] or [a, φ]0 are called nondegenerate if a representative is nonde-
generate. (This is independent of the choice of the representative.)
Lemma 3.6. If all elements in R∗ are nondegenerate, then it is a naturally ori-
ented smooth manifold of dimension zero. (The orientation means that every point
in R∗ is assigned a sign.)
Proof. By the above discussions, we only need to produce the natural orientation.
We can use either the degree of the operator sw or the spectral flow of the operator
Q below as in [22]. (They give the same orientation.)
To analyse the operator D, we introduce another closely related formally self-
adjoint Fredholm operator Q. (The Fredholm property of D is also a consequence
of the Fredholm property of Q.) First notice the following deformation complex
(3.3) 0 −→ Ω0 Ga,φ−→Ω1 ⊕ Γ dsw−→Ω1 ⊕ ΓG
∗
a,φ−→Ω0 −→ 0
where the letters Y and S and the Sobolev subscripts are omitted in the notations.
We define Q = Q(a,φ) : (Ω
1
2(Y ) ⊕ Γ2(S))⊕ Ω02(Y ) → (Ω11(Y ) ⊕ Γ1(S)) ⊕ Ω01(Y ) by
the following formula:
Q =
(
dsw G
G∗ 0
)
Lemma 3.7. Let (a, φ) ∈ SW. Then we have
ker Q ∼=
{
ker D ⊕ R, if (a, φ) is reducible;
ker D, if (a, φ) is irreducible.
and
coker Q ∼=
{
coker D ⊕ R, if (φ, a) is reducible;
coker D, if (φ, a) is irreducible.
We omit the simple proof.
The moduli space R0.
The above treatment does not apply to the reducible elements of R, because the
tangent bundle of B∗2(Y ) does not extend smoothly across the reducibles. To analyse
the structure of R0 around reducibles, one can use a quotient bundle formulation
on the level of the based gauge quotient. But we choose a different approach which
gives somewhat stronger results. Henceforth we make
Assumption 3.8. Y is a rational homology sphere, i.e. its first Betti number is
zero.
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Lemma 3.9. There is a canonical diffeomorphism from Σ ≡ (a0+ker2 d∗)×Γ2(S)
to B02(Y ). In other words, the former space is a global slice of the action of the group
G03(Y ) on the space A2(Y )× Γ2(S).
Proof. To show that the natural map from the former space to the latter is one
to one, consider b1, b2 ∈ ker2 d∗Y and φ1, φ2 ∈ Γ2(S) such that (a0 + b2, φ2) =
g∗(a0 + b1, φ1) for some gauge g ∈ G03 . Then d∗Y (g−1dY g) = 0 and g(y0) = 1. Since
Y is a rational homology sphere, we have dg ≡ 0, and hence g ≡ 1. The remaining
part of the proof is obvious. 
This lemma enables us to reduce the Seiberg-Witten operator to the said global
slice. But the operator Q is no longer suitable for analysing the linearization of the
Seiberg-Witten operator. Instead, we consider the following augmented Seiberg-
Witten equation
(3.4)
{ ∗Y Fa + dY f + 〈ei · φ, φ〉ei = ∇H(a),
/∂aφ+ λφ+ fφ = 0,
where a ∈ A2(Y ), φ ∈ Γ2(S) and f ∈ Ω02(Y ).
Lemma 3.10. Let (a, φ, f) be a solution of (3.2). Then (a, φ) satisfies the Seiberg-
Witten equation (2.5) and f is a constant. Moreover, if (a, φ) is irreducible, then
f must be zero.
Proof. Applying d∗Y to the first equation of (3.2), we deduce
d∗Y dY f + f |φ|2 = 0.
The desired conclusion follows. 
We denote the left hand side of (3.4) by swa(a, φ, f). The linearization of the
restriction of swa to Σ will be denoted by D1. One readily checks that it is a
Fredholm operator of index 1.
Definition 3.11. Let (a, φ) be a Seiberg-Witten point. It is called based-nondege-
nerate, if D1 is onto at (a, φ, f), where f is an arbitrary constant if φ = 0 and zero
if φ 6≡ 0. It is easy to see that the based-nondegenerate property is invariant under
gauge transformations. In particular, this definition makes sense for based gauge
classes [a, φ]0.
Let the gauges act on f trivially. The moduli space of based gauge classes of
solutions of the equation (3.2) will be denoted by R0a. An element in it is called
based-nondegenerate, if its corresponding element in R0 is so. As an immediate
consequence of the above discussions we obtain
Lemma 3.12. If all elements of R0a are based-nondegenerate, then it is a smooth
oriented manifold of dimension one. If moreover R0 is compact, then the irreducible
part of R0a consists of finitely many disjoint circles and its reducible part consists
of finitely many disjoint lines. Consequently, the irreducible part of R0 consists of
finitely many disjoint circles and its reducible part consists of finitely many points.
Next we give the definition of holonomy perturbations. We follow [10]. Let D
denote the unit disk in C. Consider a triple (y0, v0, I), where y0 ∈ Y , v0 ∈ Ty0Y and
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I : D2 → Y is a smooth embedding such that I(0) = yo and dI(T0D) is transversal
to v0. Fix a point s0 ∈ S1. Let P (y0, v0, I) be the set of all smooth embeddings
γ : S1 ×D → Y such that γ(s0, θ) = I(θ) for θ ∈ D and ∂γ∂s (s0, 0) = v0. Here s0 is
a fixed point in S1. We set
P (m) = ∪(yo,v0,I)(P (y0, vo, I))m,
for m ∈ N. Now we define a map γh : A(Y )× P (m) → C∞(D2, U(1)m) by
γh(a, (γ1, γ2, · · · , γm))(θ) = (γ1θ(a), γ2θ(a), ·, γmθ (a)),
where γiθ : A(Y ) → U(1) denotes the holonomy map along the loop γi(·, θ) (at
the base point y0). It is easy to see that γ
h is gauge invariant. Next we choose a
sequence {ǫi} of positive numbers as in [10] such that
Cǫ(U(1)m,R) = {u ∈ C∞(U(1)m,R) : ‖v‖ǫ <∞}
is complete. Here
‖u‖ǫ =
∞∑
i=0
ǫi max
U(1)m
|∇iu|.
Now we set
Π = ∪m∈N(Pm × Cǫ(U(1)m,R)).
This is the parameter space of holonomy perturbations. Choose a smooth function
ξ with support in the interior ofD. For each π = (γ, u) ∈ Π, we define the holonomy
perturbation Hπ : A(Y )→ R by
Hπ(a) =
∫
D2
u(γh(a))ξ(θ)d2θ.
It is clear that Hπ extends to A1(Y ).
Lemma 3.13. For any π = (γ, u) ∈ Π, Hπ is a smooth G3(Y )-invariant function.
Moreover, the L2-gradient ∇Hπ satisfies
‖∇Hπ(a)‖L∞ ≤ C,
with C > 0 independent of a ∈ A. Similar bounds hold for the higher derivatives of
Hπ. The bounds can be made arbitrarily small by choosing u small.
Proof. For simplicity, we only consider m = 1. Set H = Hπ. We can write
H(a) =
∫
D2
u(γθ(a))ξd
2θ. It follows that
dH(a)(b) =
∫
D2
du|γθ(a)(γ
′
θ(a)b)ξd
2θ.
Elementary computations lead to
γ′θ(a)b = −γθ(a)
∫
γθ
b.
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We deduce
dH(a)(b) = −
∫
D2
ξ〈∇u, γθ(a)〉d2θ
∫
γθ
b
=
∫
γ(S1×D2)
(ξ ◦ γ−1)〈b, 〈∇u, γθ(a)〉(γ−1)∗(dt)〉|∂γ
∂t
|−2(γ−1)∗(dtd2θ)
=
∫
Y
f(ξ ◦ γ−1)〈b, 〈∇u, γθ(a)〉(γ−1)∗(dt)〉
,
where
f = |∂γ
∂t
|−2|(γ−1)∗(dtd2θ)/dvol|.
Consequently, ∇H(a) = f(ξ ◦ γ−1)〈∇u, γθ(a)〉(γ−1)∗(dt). The desired estimate for
∇H follows. The higher order derivatives can easily be computed by using the
above formula. 
We make
Assumption 3.14. Henceforth we choose H in (2.5) and (3.4) to be Hπ.
We remark in passing that for the purpose of achieving transversality for the
moduli spaces R∗ and R0 it is not necessary to introduce the holonomy perturba-
tions. However, they are important for achieving transversality for Seiberg-Witten
trajectories as will be seen in the next section.
Lemma 3.15. For perturbation π ∈ Π such that ∇2Hπ and ∇3Hπ are small enough
in L∞-norm (the set of such π is a nonempty open set), there exists a unique
reducible element [(a, 0)] ∈ R. Equivalently, there is a unique a ∈ A2(Y ) such that
(3.5)
∗Y Fa −∇Hπ(a) = 0,
d∗Y a = 0.
Proof. Since Y is a rational homology sphere, the operator ∗Y dY : ker d∗Y → ker d∗Y
is a bounded isomorphism. Hence the existence follows from the implicit function
theorem. To prove the uniqueness, consider connections a and a1 satisfying (3.5).
We set b = a− a1 and deduce
∗dY b = ∇Hπ(a1)−∇Hπ(a) and d∗Y b = 0.
By the implicit function theorem, for π with the property stated in the lemma,
b = 0. 
The unique solution of (3.5) will be denoted by a(h,π).
Lemma 3.16. For π ∈ Π satisfying the condition of Lemma 3.15, let σ(/∂a(h,pi)) be
the set of eigenvalues of /∂a(h,pi) . Assume that ∇2Hπ and ∇3Hπ are small enough
in L∞-norm (the set of such π is a nonempty open set). Then for λ ∈ (R −
σ(/∂a(h,pi))), all elements of R(Y ) are nondegenerate and all elements in R0(Y ) are
based-nondegenerate.
Proof. We only present the proof for the statement concerning the non-degeneracy.
The based-nondegeneracy can be treated in a similar way. Consider (a, φ) ∈ [a, φ] ∈
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R(Y ), we are going to show that D at (a, φ) is onto. By gauge equivariance, we can
choose a = a(h,π) for the reducible element. By Lemma 3.7, it suffices to analyse
the operator Q. We have
Q(b, ψ, f) =
 ∗Y db+ 2〈ei · φ, ψ〉ei + dY f −∇2H(a)b/∂aψ + λψ + fφ+ bφ
d∗Y b+ Im 〈φ, ψ〉
 .
Consider an element (b1, ψ1, f1) ∈ Ω11(Y )⊕ Γ1(S)⊕ Ω01(Y ) satisfying
(3.4) 〈Q(b, ψ, f), (b1, ψ1, f1)〉L2 = 0
for all (b, ψ, f) ∈ Ω12(Y )⊕ Γ2(S)⊕ Ω02(Y ). We first derive that (b1, ψ1, f1) satisfies
the adjoint equation Q∗ = 0 (hence it satisfies Q = 0 because Q∗ = Q) and is
smooth.
Case 1 φ = 0 and a = a(h,π).
We have /∂aψ1 + λψ1 = 0. By the choice of λ, we conclude that ψ1 ≡ 0. Now
(b1, f1) satisfies the following equation
(3.7)
∗Y dY b1 + dY f1 −∇2H(a)b1 = 0,
d∗Y b1 = 0.
Since Y is a rational homology sphere, the operator (b1, f1)→ (∗Y dY b1+dY f1, d∗Y b1
) is an isomorphism from Ω12(Y ) ⊕ (Ω02(Y ))0 onto Ω11(Y ) ⊕ (Ω01(Y ))0, where the
superscript 0 means the condition that the average be zero. As in the proof of
Lemma 3.15, we deduce that if ∇2H and ∇3H are small enough, f1 must be a
constant and b1 = 0. We conclude that coker Q ∼= R. By Lemma 3.7, this implies
that D is onto.
Case 2 φ 6≡ 0.
By the unique continuation, the set U = {φ 6= 0} is an open dense set. For
y ∈ U , e1 · φ(y), e2 · φ(y), e3 · φ(y) and φ(y) span Sy, where Sy denotes the fiber of
S at y ∈ Y . We deduce that ψ1(y) = 0 for y ∈ U , whence ψ1 ≡ 0.
Now we easily see that (b1, f1) satisfies the equation (3.7). Hence b1 ≡ 0 and
the equation Q(b1, ψ1, f1) = 0 reduces to f1φ = 0. It follows that f1 = 0 in U and
consequently f1 ≡ 0. We conclude that Q is onto. By Lemma 3.7, D is onto. 
As a consequence of the previous lemmas, we deduce
Proposition 3.17. Let π and λ satisfy the same conditions as in Lemma 3.15 and
Lemma 3.16. Then R consists of finitely many signed points, the irreducible part
of R0 consists of finitely many disjoint oriented circles, and its reducible part is a
signed point.
Definition 3.18. We call π and λ “Y -generic”, provided that they satisfy the
conditions of Lemma 3.15 and Lemma 3.16. The set of Y -generic parameters (π, λ)
is a dense open set.
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4. Seiberg-Witten Trajectories: Transversality
By Seiberg-Witten trajectories we mean solutions of the (perturbed) Seiberg-
Witten trajectory equation (2.13) (we choose H = Hπ). As stated in the introduc-
tion, our goal is to establish a Morse-Floer theory for the Chern-Simons functional
on the quotient space B02(Y ) = (A2(Y )× Γ2(Y ))/G03(Y ). The union of the critical
submanifolds of the Chern-Simons functional is precisely the moduli space R0. The
negative gradient flow lines of the Chern-Simons functional are given by the tempo-
ral form of the Seiberg-Witten trajectories, cf. Section 2. Setting A = a(t)+f(·, t)dt
and φ(t) = Φ(·, t) in (2.10) we can rewrite it as follows
(4.1)
{
∂a
∂t − ∗Y Fa − dY f − 〈ei · φ, φ〉ei = ∇H(a),
∂φ
∂t + /∂aφ+ λφ+ fφ = 0.
(We omit the subscript π in Hπ.)
We shall use various spaces of local (l, 2) Sobolev class (Ll,2loc class), e.g. Al,loc =
Al,2,loc(X), Γ±l,2,loc = Γl,2,loc(W±), Ωkl,loc = Ωkl,2,loc(X) and Gl,loc(X) = Ll,2loc(X,S1).
Definition 4.1. We have the following spaces of Seiberg-Witten trajectories:
N = {(A,Φ) ∈ A2,loc × Γ+2,loc : (A,Φ) solves (4.1) and has finite (perturbed)
Seiberg-Witten energy }.
The corresponding moduli spaces are:
M = N /G3,loc(X) and M0 = N /G03,loc(X),
where G03,loc(X) = {g ∈ G3,loc(X) : g(y0, 0) = 1}. (Recall that y0 is a fixed reference
point in Y .)
For sets B1 and B2 of Seiberg-Witten points we set
N (B1, B2) = {u ∈ N : u(·, t) converges pointwise smoothly to some p ∈ B1 as t→
−∞ and to some q ∈ B2 as t→ +∞}
and
NG(B1, B2) = {u ∈ N : there is a g ∈ G3,loc(X) such that
g∗u(·, t) converges pointwise smoothly to some p ∈ B1 as t→ −∞
and to some q ∈ B2 as t→ +∞}.
For a positive function ξ on X we consider the following ξ-weighted (l, 2)-Sobolev
norms
(4.3) ‖u‖l|ξ = (
∑
k≤l
∫
X
ξ2|∇ku|2dydt) 12 .
For each pair of nonnegative numbers δ = (δ−, δ+) we choose a positive smooth
function δF on R such that δF (t) = δ±|t| near ±∞. We have the following δ-
weighted (l, 2)-Sobolev norms (Ll,2δ -norms)
‖u‖l,δ = ‖u‖l|eδF .
If O is a domain in Y × R, then ‖u‖l,δ;O means the Ll,2δ -norm of u on O.
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Here and in the sequel we adopt the following convention for Sobolev indices:
in the context for X , the pair of indices l, δ refers to the above Sobolev space Ll,2δ ,
while l, loc refer to the local Sobolev space Ll,2loc. On the other hand, in the context
of Y , the pair of indices l, p refers to the Sobolev space Ll,p, with the index l alone
standing for the pair l, 2.
Let Ωkl,δ = Ω
k
l,δ(X), Al,δ = Al,δ(X) and Γ±l,δ = Γl,δ(W±) denote the completion
of the obvious spaces w.r.t. the Ll,2δ - norm.
Proposition 4.2. Assume that λ and π are Y -generic. Then there are positive
constants δ0 and E0 depending only on h, λ and π with the following properties. For
any temporal Seiberg-Witten trajectory u = (A,Φ) = (φ, a) of local (2, 2)-Sobolev
class and finite energy, there exist a gauge g ∈ G3(Y ) and two smooth solutions
u−, u+ of (2.6) such that g
∗u is smooth and the following holds. For all l,
‖g∗u− u+‖l,δ0;Y×[T1,∞) ≤ C(l),
‖g∗u− u−‖l,δ0;Y×[−∞,T2],
where C(l) depends only on h, λ, π, l and an upper bound of the energy of u, and
T1 > 0, T2 < 0 satisfy E(u, Y × [T1,∞)) ≤ E0, E(u, Y × (−∞, T2]) ≤ E0.
The proof will be presented in [28].
Corollary 4.3. We have
M = ∪α,β∈RM(α, β),M0 = ∪α,β∈RM0(α, β),
where M(α, β) = NG(α, β)/G3,loc(X) and M0(α, β) = NG(α, β)/G03,loc(X).
We shall use the moduli spaces M0(α, β) (or rather suitable equivalent models
for them) to construct the boundary operator in our Bott-type chain (cochain)
complex.
Proposition 4.2 suggests that we can work in the set-up of trajectories with
exponential asymptotics.
We introduce the relevant spaces. For u ∈ A2(Y ) × Γ2(S), let Gu ⊂ G(Y )
denote its isotropy group of gauge actions. It is trivial if u is irreducible and S1
if u is reducible. The isotropy groups are identical for gauge equivalent elements,
hence G[u] is well-defined. Choose a reference connection a0 ∈ A(Y ) and set u0 =
(a0, 0) ∈ A(Y )× Γ(Y ). For p, q ∈ A2(Y )× Γ2(Y ) we define the extension of p, q
(4.4) Ext(p, q) = u0 + χ(p− u0) + (1− χ)(q − u0),
where χ is a cut-off function satisfying
(4.5) χ(t) =
{
0, if t ≥ 0,
1, if t ≤ −1.
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Definition 4.4. For p, q ∈ Al(Y )× Γl(S) we introduce
Ll,δ(p, q) = {u ∈ Al,loc × Γ+l,loc : u−Ext(p, q) ∈ Ω1l,δ × Γ+l,δ.}
Gl+1,δ(p, q) = {g ∈ Gl+1,loc(X) : g − g0 ∈ Ll+1,2δ (X,C) for some g0 ∈ Gl+1,loc
which is t-independent and belongs to Gp(Gq) near ∞(−∞)},
G0l+1,δ(p, q) = {g ∈ Gl+1,δ(p, q) : g(y0, 0) = 1},
GIl+1,δ = {g ∈ Gl+1,loc(X) : g − 1 ∈ Ll+1,2δ (X,C)},
GI,0l+1,δ = {g ∈ GIl+1,δ : g(y0, 0) = 1}.
Note that the second and third groups act freely. The first acts freely on the
irreducible part of Ll,δ(p, q). We abbreviate e.g. L2,δ(p, q) to Lδ(p, q), and e.g.
G2+1,δ(p, q) to Gδ(p, q). We have the quotients:
Bδ = Bδ(p, q) = Lδ(p, q)/Gδ,
B0δ = Lδ/G0δ ,
BIδ = Lδ/GIδ , and
BI,0δ = Lδ/GI,0δ .
A suitable pair (A,Φ) induces the following elements (gauge classes) in these
spaces respectively: [(A,Φ)], [(A,Φ)]0, [(A,Φ)]I and [(A,Φ)]I,0.
Because G3(Y ) is connected, we obtain equivalent (in terms of suitable gauges)
spaces for Seiberg-Witten points p′, q′ which are gauge equivalent to p, q respec-
tively.
Definition 4.5. For B1, B2 ⊂ Al(Y )× Γl(Y ), we set
Ll,δ(B1, B2) = ∪p∈B1,q∈B2Ll,δ(p, q).
We abbreviate L2,δ(B1, B2) to Lδ(B1, B2),
For example, we have Lδ(α, β) for α, β ∈ B2(Y ). This is a Hilbert manifold,
indeed an affine Hilbert space bundle. We can represent it by the product α ×
β × Lδ(p0, q0) for any chosen p0 ∈ α, q0 ∈ β. Indeed, we can send u ∈ Lδ(p, q) to
(p, q, u˜) with u˜ = u−χ(p− p0)− (1−χ)(q− q0). This map defines the said Hilbert
manifold structure.
The natural topology on Ll,δ(Al(Y ) × Γl(Y ),Al(Y ) × Γl(Y )) can be given in
terms of the following distance.
Definition 4.6. For u ∈ Ll,δ(p1, q1), v ∈ Ll,δ(p2, q2) with p1, p2, q1, q2 ∈ Al(Y ) ×
Γl(Y ), we set
dl,δ(u, v)
2 = ‖p1 − p2‖2l,2 + ‖q1 − q2‖2l,2 + ‖(u−Ext(p1, q1))− (v −Ext(p2, q2))‖2l,δ.
Convergence with repect to this distance will be called “convergence in exponential
Sobolev (l, 2)-norm, or “exponential convergence in Sobolev (l, 2)-norm. Smooth
exponential convergence means exponential convergence in Sobolev (l, 2)-norm for
all l.
These distance and convergence concepts naturally descend to various quotient
spaces. Indeed, we define for equivalence classes ω1, ω2
dl,δ(ω1, ω2) = inf{dl,δ(u, v) : u ∈ ω1, v ∈ ω2}.
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Definition 4.7. We set
G∞δ = {g ∈ G3,loc(X) : g − g0 ∈ L3,2δ (X,C) for some g0 ∈ L3,2loc which is t-
independent near ±∞},
G∞,0δ = {g ∈ G∞δ : g(y0, 0) = 1}.
Definition 4.8. For p, q ∈ SW, we set Nδ(p, q) = Lδ(p, q) ∩ N . We have the
moduli spaces of trajectories Mδ(p, q) = Nδ(p, q)/Gδ(p, q), M0δ(p, q) = Nδ(p, q)/
G0δ (p, q) and MIδ(p, q) = Nδ(p, q)/GIδ .
Definition 4.9. For B1, B2 ⊂ SW, we set
Nδ(B1, B2) = ∪p∈B1,q∈B2Nδ(p, q).
For α, β ∈ R, We have the moduli spaces:
Mδ(α, β) = Nδ(α, β)/G∞δ , M0δ(α, β) = Nδ(α, β)/G∞,0δ .
The irreducible part of e.g. Mδ will be denoted byM∗δ . The spacesMδ(p, q) and
M0δ(p, q) are canonically isomorphic to Mδ([p], [q]) and M0δ([p], [q]) respectively.
Moreover, we have the following easy lemma.
Lemma 4.10. If (π, λ) is Y -generic, p, q are smooth representatives of α and β
respectively, and δ−, δ+ are positive and do not exceed the exponent δ0 in Proposition
4.3, then there are canonical isomorphisms
Mδ(α, β) ∼=M(α, β),M0δ(α, β) ∼=M0(α, β).
We use these isomorphisms to topologize M(α, β) and M0(α, β).
Thus, M(α, β),Mδ(α, β) and Mδ(p, q) can be viewed as three different models
of the same space. The same holds for the spaces M0(α, β) etc.. To analyse the
structures of these moduli spaces, we focus on the set-ups BIδ (p, q) and MIδ(p, q).
For p, q ∈ A2(Y )×Γ2(S), consider the infinitesimal gauge action operator GX =
GX,(A,Φ) : Ω
0
2,δ → Ω11,δ ⊕Γ+1,δ at a given (A,Φ) ∈ Lδ(p, q), GX(f) = (df,−fΦ). Let
G∗X be the formal adjoint operator of GX w.r.t. the following inner product
(4.6) 〈(Φ1, A1), (Φ2, A2)〉δ =
∫
X
(Re〈Φ1,Φ2〉+ 〈A1, A2〉)e2δF dydt.
There holds
G∗X(A
′,Φ′) = d∗δA
′ + Im〈Φ,Φ′〉,
where d∗δ = e
−2δF d∗e2δF is the formal adjoint of d with respect to (4.6). We have
the following elementary lemma, which is analogous to Proposition 2a.1 in [10].
Lemma 4.11. If δ− and δ+ are positive and small enough, then Ω
1
2,δ ⊕ Γ+2,δ =
im2 GX ⊕ ker2 G∗X . Consequently, the tangent space T[A,Φ]Bδ(p, q) is represented
by ker G∗X .
Proof. Choosing δ− and δ+ positive and small enough, we can make sure that
G∗XGX : Ω
0
2,δ → Ω00,δ is Fredholm. Then the desired conclusions follow easily. 
Now we assume that δ satisfies the condition of Lemma 4.10. Let Uδ → BIδ
denote the quotient bundle of the trivial bundle Lδ(p, q)× (Ω+2,δ ⊕ Γ−2,δ)→ Lδ(p, q)
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(G3,δ acts on Ω+ trivially and on Γ− by g∗Ψ = g−1Ψ). The (perturbed) Seiberg-
Witten operator SW = SWλ,H (cf. Section 2) induces a section [SW] of this
bundle. If p, q ∈ SW, then its zero locus is precisely the moduli space Mδ(p, q).
The linearization of the section [SW] is given by the restriction of the operator
dSW|(A,Φ) to ker2G∗X , which will be denoted by DX = DX,(A,Φ). We introduce
another closely related operator Fp,q : Ω12,δ ⊕ Γ+2,δ → Ω+1,δ ⊕ Γ−1,δ ⊕ Ω01,δ
Fp,q =
(
dSW
−G∗X
)
.
Lemma 4.12. If p, q ∈ SW, (A,Φ) ∈ Nδ(p, q), then ker DX = ker Fp,q and
coker DX = coker Fp,q. Consequently, DX is Fredholm iff Fp,q is Fredholm. If
they are Fredholm, they have the same index.
Proof. The kernel equality is clear. By the gauge invariance of the Seiberg-Witten
equation, we have
(4.7) dSW ◦GX = 0.
Applying this and Lemma 4.11, we derive im Fp,q = im DX ⊕G∗X(im2 GX). But
the second summand equals Ω01,δ. Indeed, the cokernel of the operator G
∗
XGX is
precisely kerGX , which is trivial because the exponential weight δ implies vanishing
at infinity. 
Lemma 4.13. Assume that δ− and d+ are small enough. If p (q) is reducible,
we assume in addition that δ− (δ+) is positive. Then Fp,q is Fredholm for all
p, q ∈ SW.
Proof. We first convert Fp,q into an equivalent form F˜p,q. Let Ωk,Y denote the sub-
space of Ωk consisting of forms which do not contain dt. Then Ω+2,δ can be identified
with Ω1,Y2,δ . On the other hand, we can identify Γ
−
2,δ with Γ
+
2,δ by the multiplication
with −∂/∂t. Using these identifications we obtain for a given (A,Φ) = (a+ fdt, φ)
F˜p,q(b+ f˜dt, ψ) = ∂
∂t
 bψ
f˜
−
 ∗Y dY b+ dY f˜ + 2Im〈eiφ, ψ〉ei −∇2H(a) · b−/∂aψ − λψ − bφ− fψ − f˜φ
d∗Y b+ 2δ
′
F f˜ + Im〈φ, ψ〉
 .
Hence F˜p,q − ( ∂∂t − Q − (0, 0, 2δ′F )) = (0, f, 0), where Q was defined in Section 3.
Since f decays exponentially, its multiplication is a compact operator. Now the
limits of the operator Q + (0, 0, 2δ′F ) at ±∞ are formally self-adjoint. Hence we
can follow [10] or [21] to show that d
dt
−Q − 2δ′F is Fredholm. Consequently, Fp,q
is Fredholm. 
Consider a Y -generic pair (π0, λ). Choose a neighborhood Π0 of π0 such that
Π0 × {λ} consists of Y -generic pairs and the smallness conditions in Lemma 4.13
is uniform for all π ∈ Π0 (with λ fixed).
Theorem 4.14. Assume that δ− and δ+ are positive, satisfy the above smallness
condition for all π ∈ Π0 and do not exceed the constant δ0 in Proposition 4.2. Then
for generic π ∈ Π0 the following holds. For all p, q ∈ SW, [SW] is transversal
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to the zero section, and hence MIδ is a smooth manifold of dimension ind Fp,q.
Consequently, Mδ is a smooth manifold of dimension
ind Fp,q −max{dim Gp, dim Gq}
and M0δ is a smooth manifold of dimension
ind Fp,q −max{dim Gp, dim Gq}+ 1.
Proof. First assume that at least one of p, q is irreducible. Then all elements of
Lδ(p, q) are irreducible. We extend the bundle Uδ → BIδ × Π0 in the trivial way.
Then [SW] gives rise to a section of the extended bundle. By the Sard-Smale
theorem, it suffices to show that this section is transversal to the zero section,
which amounts to the surjectivity of the operator DX ⊕ dπSW at all (A,Φ) which
solve the Seiberg-Witten equation with parameter π ∈ Π0 (and λ). By Lemma
4.12, the latter is equivalent to the surjectivity of the operator Fp,q⊕dπSW, which
in turn follows from the spinor part of the transversality argument in [15] (which
is similar to the argument in the proof of Lemma 3.16) and Floer’s transversality
argument in [10] based on holonomy perturbations. This establishes the statement
about the space MIδ . The statements about M0δ and Mδ follow via the involved
group actions. For example, assume that p is reducible. We can choose a smooth
imaginary valued function f0 on R which is supported in the positive half R and
equals 2π
√−1 near +∞. Then the family of gauges exp(tf0), 0 ≤ t < 1 represent
the quotient Gδ(p, q)/GIδ . Dividing by these gauges reduces the dimension by one.
If both p and q are reducible, then they represent the same (unique) reducible
element in R. By Lemma 2.9, the energy of every Seiberg-Witten trajectory equals
zero. By the gauge equivariance of the operator Fp,q, we can use temporal gauges
and assume that p = q = (a(h,π), 0) and (A,Φ) ≡ p. The asserted transversality
follows from Lemma C.1 in Appendix C. BothMIδ andM0δ are circles in this case.
Note that although there is a family of gauges exp(tf0) as above corresponding to
each end (p or q), the dimension of Mδ is one less than that of the dimension of
MIδ , rather than two less. This can be understood in the following way: suitable
combinations of the two familties are equivalent to constant gauges, which do not
change the constant solution (A,Φ) ≡ p.

Note that by gauge equivariance, the transversality property is independent of
the choice of the representatives p, q in their gauge classes. Since R consists of
finitely many points, for generic π, the transversality property is shared by all p, q
with [p], [q] ∈ R.
Definition 4.15. We shall say that those π and the corresponding λ as described
above are generic.
By gauge equivariance, dSW, GX and G
∗
X are equivariant as can easily be veri-
fied. More precisely, we have e.g.
(4.8) dSWg∗u = (g
−1)∗dSWg∗.
By this and the homotopy invariance of Fredholm index, we also have
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Lemma 4.16. For given α, β ∈ R, ind Fp,q is independent of the choice of p ∈
α, q ∈ β and (A,Φ) ∈ Lδ(p, q). It is also independent of the choice of (δ−, δ+)
(satisfying the smallness condition in Theorem 4.14).
Finally, we note an important consequence of transversality.
Lemma 4.17. Let (π, λ) be generic, p, q ∈ SW and u ∈ Nδ(p, q). Choose a
reference u0 ∈ Lδ(p, q). Then dSWu has a right inverse Qu : Ω+1,δ ⊕ Γ−1,δ →
Ω12,δ ⊕ Γ+2,δ with
‖Qu‖ ≤ C,
where C depends only on ‖u − u0‖2,δ and (π, λ). Qu is equivariant under gauge
actions. In particular, ‖Qg∗u‖ ≤ ‖g‖C1‖Qu‖ for g ∈ G∞δ ∩ C1(X,S1).
Proof. Let Ou denote the L2δ-orthogonal complement of ker Fp,q, where Fp,q =
Fp,q|u. ) Then Fp,q|O is a bounded isomorphism onto Ω+1,δ ⊕ Γ−1,δ ⊕ Ω01,δ. Let Q˜u
denote its inverse. By elliptic and Fredholm estimates, we derive ‖Q˜ u‖ ≤ C, where
C depends only on ‖u− u0‖2,δ and (π, λ). We set Qu = Q˜u|Ω+1,δ⊕Γ−1,δ .
The gauge equivariance of Qu follows from that of dSW and GX . 
5. index and orientation
Consider a Y -generic pair (π, λ). Let O = Oπ,λ be the unique reducible element
in R. For α ∈ R we define
µ(α) = ind Fp,q − 1,
where p ∈ α, q ∈ O.
Note that µ can easily be extended to all elements of B2(Y ). It depends on h, π
and λ. Elementary computation shows µ(O) = 0.
Lemma 5.1. For p, q, r ∈ SW there holds
ind Fp,r = ind Fp,q + ind Fq,r − dim Gq .
Proof. This is similar to the corresponding index addition formula in Floer’s theory
[10]. Floer’s argument can be applied directly. Another argument is as follows.
Composing with exponential weight multiplication operators, we can transform the
operators to Sobolev spaces without weight. Then the addition formula is the
consequence of a linear gluing argument. The term dim Gq arises because of the
“jumping” across the kernel of the operator d∗Y + Im〈φ, 〉 which is caused by the
operator (0, 0, δ′F ).
Corollary 5.2. There holds
ind Fp,q = µ([p])− µ([q]) + dim Gq .
Consequently, if (π, λ) is a generic pair, then we have dim Mδ(p, q) = µ([p]) −
µ([q])− dim Gp, dim M0δ(p, q) = µ([p])− µ([q]) + 1− dim Gp.
Next we study the orientation of the moduli spaces of Seiberg-Witten trajecto-
ries.
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Proposition 5.3. Assume that (π, λ) is generic. Then MIδ(p, q),Mδ(p, q) and
M0δ(p, q) are orientable. Indeed, their orientations are canonically determined after
some choices are made, which will be given in the proof below. (Consequently,
Mδ([p], [q]),M0δ([p], [q]),M([p], [q]) and M0([p], [q]) are orientable.) Moreover, the
orientations are consistent with the gluing construction used in the proof below,
namely the orientation of MIδ(p, q) is the same as the product orientation induced
from gluing MIδ(p, r) to MIδ(r, q).
Proof. Without loss of generality, assume that δ+ and δ− are equal and positive.
The operator Fp,q defines a section of Fredholm operators over Lδ(p, q). Since it
is gauge equivariant, i.e. Fg∗up,q = g∗Fgp,q(g−1)∗, it induces a section of Fredholm
operators over BIδ , for which we use the same notation Fp,q. Let det(p, q) = det Fp,q
be its determinant line bundle.
Next we fix a smooth irreducible pair p0 = (a0, φ0) and construct a new section
of Fredholm operators F˜p0,p0 over Lδ(p0, p0) by interpolating Fp0,p0 along the time
direction with the operator F0 = F (A,Φ)0 = (d+d∗δ , DA), which is defined near time
infinities. More precisely, for every u = (A,Φ), we set
F˜p0,p1u = ηFup,q + (1− η)Fu0 ,
where η = η(t) is a nonnegative smooth function taking the value zero near infini-
ties. By the arguments in the proof of Lemma 4.11 one readily deduces that F˜p0,p0
is Fredholm. On the other hand, it is gauge equivariant. It follows that F˜p0,p0 is
Fredholm and gauge equivariant, and hence induces a section of Fredholm operators
over BI (p0, p0). Let its determinant line bundle be denoted by d˜et(p0, p0).
By the uniform structure of F˜p0,p0 near time infinities, we can deform it through
a continuous family of Fredholm operator sections to the standard section F0, whose
determinant line bundle is trivial. Hence d˜et0(p0, p0) is trivial. An orientation of
the vector space H0δ ⊕H1δ ⊕H+δ (the homology of the complex associated with the
operator d+ + d∗δ) then determines an orientation of d˜et0(p0, p0), cf. [27]. We fix
an orientation, i.e. a trivialization of d˜et0(p0, p0).
For each p ∈ SW, we interpolate Fp,p0 with (d+ + d∗δ , DA) near plus and minus
infinity to get F˜p,p0 and F˜p0,p respectively.
For p, q ∈ SW we construct an embedding by a simple gluing process
Lδ(p0, p)× Lδ(p, q)× Lδ(q, p0)→ Lδ(p0, p0).
(Compare [13].) On the other hand, we choose reference elements u0 ∈ Lδ(p0, p),
u1 ∈ Lδ(p, q) and u2 ∈ Lδ(q, p0). Then it is easy to show that u0 + (ker d∗δ ⊕
Γ+2,δ),u1 + (ker d
∗
δ ⊕ Γ+2,δ) and u2 + (ker d∗δ × Γ+2,δ) are global slices in Lδ(p0, p),
Lδ(p, q) and Lδ(q, p0) for the action of the groups GI respectively. Using them and
the above embedding we obtain an embedding Θ:
BIδ (p0, p)× BIδ (p, q)× BIδ (q, p0)→ B1(p0, p0).
We have the projections π0, π1 and π2 of the above product to its factors. In
addition let πp and πq be its projections to p and q respectively. Now the index
addition formula (Lemma 5.1) leads to an addition formula for the index bundle,
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which in turn implies a product formula for the determinant line bundle. We apply
the last formula to the present situation to deduce
π∗0 d˜et(p0, p)⊗ π∗1 det(p, q)⊗ π∗2 d˜et(q, p0)⊗ π∗plp ⊗ π∗q lq ∼= d˜et(p0, p0)| im Θ,
where lp (lq) is the dual of the kernel of the operator d
∗ + 〈φ, ·〉 at p (q).
The above isomorphism implies that d˜et(p0, p), det(p, q) and d˜et(q, p0) are trivial.
Indeed, the above tensor product contains e.g. for u1 ∈ BIδ (p, q) and u2 ∈ BIδ (q, p0)
π∗0 d˜et(p0, p)|BI
δ
(p0,p)×{u1}×{u2} ⊗ det(p, q)|u1 ⊗ d˜et(q, p0)|u2 ⊗ lp ⊗ lq,
whose triviality clearly implies the triviality of d˜et(p0, p).
We choose an orientation for lO (note that the lp’s are canonically equivalent to
each other for p ∈ O), and an orientation for each d˜et(p0, p) and d˜et(q, p0). Then
the above isomorphism determines an orientation of det(p, q), which gives rise to
an orientation of MIδ(p, q). The desired consistency follows from the construction.
If both p and q are reducible, then M0δ is a circle generated by gauge actions,
and hence inherits a canonical orientation from the actions. Otherwise, the moduli
space Mδ is the quotient of MIδ by a free S1 action if one of p, q is reducible,
and equals MIδ if neither is reducible. Hence the orientation of MIδ induces an
orientation of Mδ. On the other hand, Mδ is the quotient of M0δ by another free
S1 action, hence we arrive at an orientation of M0δ. 
6. The temporal model and compactification
First we introduce
LT,δ(B1, B2) = {u ∈ Lδ(B1, B2) : u is temporal, i.e.
u = (A,Φ) = (a+ fdt,Φ) with f ≡ 0}.
LT,δ(α, β) is a Hilbert submanifold of Lδ(α, β). The group G03(Y ) acts on it freely.
We obtain the quotient topology on LT,δ(α, β)/G03(Y ). Although there is a natural
smooth structure on this quotient space, we shall not use it. Our moduli space
M0T (Sα, Sα) below is a subspace of LT,δ(α, β)/G03(Y ), but its smooth structure will
be established via its equivalent model M0(p, q), p ∈ α, q ∈ b.
Next we consider temporal Seiberg-Witten trajectories. For B1, B2 ⊂ SW and
positive number δ we set
NT,δ(B1, B2) = {u ∈ Nδ(B1, B2) : u is temporal}.
For α ∈ R let Sα denote its lift to R0. For α, β ∈ R we set
MT,δ(Sα, Sβ) = NT,δ(Sα, Sβ)/G3(Y ),
M0T,δ(Sα, Sβ) = NT,δ(Sα, Sβ)/G03(Y ).
The second space will play the major role in our constructions.
We shall only consider Y -generic parameters and fix a sufficiently small δ. Hence-
forth we shall omit the subscript δ in the various notations such as M0T,δ(Sα, Sβ).
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Lemma 6.1. Assume that (π, λ) is generic. Then M0T (Sα, Sβ) (the “temproal
model”) are smooth manifolds which are canonically diffeomorphic toM0(p, q) (the
“fixed-end model”) for p ∈ α, q ∈ β.
Proof. The space N (p, q) is a smooth Hilbert fibration over M0(p, q), and hence a
Hilbert manifold. Consider the temporal transformation TG : L(α, β)→ LT (α, β):
for u = (a+ fdt,Φ), set
gT (u) = e
−
∫
t
0
f
and TG(u) = gT (u)
∗u. The restriction of TG to N (p, q) has image NT (α, β) ⊂
LT (α, β). The induced temporal transformation TG : M0(p, q) → M0T (Sα, Sβ) ⊂
LT (α, β)/G03(Y ) is a homeomorphism. We use this natural homeomorphism to
define the canonical smooth structure for M0T (Sα, Sβ). 
Definition 6.2. For u ∈ N (p, q), let p′, q′ be the endpoints of TG(u), i.e. its limits
at −∞ and +∞ respectively. We set π−(u) = [p′]0, π+(u) = [q′]0. π+ and π− are
called the temporal projections. For [u]T0 ∈ M0T (Sα, Sβ) we define the temporal
projections as follows: π∓([u]
T
0 ) = π∓(u). This is independent of the choice of u.
We have a similar definition for M0δ(p, q).
Lemma 6.3. The temporal projections are invariant under the action of G∞,0δ .
Proof. Consider u1, u2 ∈ N (p, q) such that u2 = g∗u1 with g ∈ G∞,0δ . Then
TG(u1) = g˜
∗TG(u2) for some g˜ ∈ G∞,0δ . Since both TG(u1) and TG(u2) are tempo-
ral, if follows that g˜ ∈ G03(Y ). Hence we conclude that the temporal projections of
u1 are the same as those of u2.
We need to compactify our moduli spaces of trajectories. For this purpose, we
introduce the following definitions.
Definition 6.4. Let M0T (Sα0 , ..., Sαk) denote the fibered product
M0T (Sα0 , Sα1)×Sa1 M0T (Sa1 , Sα2)...×Sαk−1 M0T (Sαk−1 , Sαk),
i.e.
M0T (Sα0 , ..., Sαk) = {([u1]T0 , ..., [uk]T0 ) ∈M0T (Sα0 , Sα1)× ...M0T (Sαk−1 , Sαk) :
π+([ui]
T
0 ) = π−([ui+1]
T
0 ), i = 1, ..., k− 1}.
We call elements in M0T (Sαi , Sαi+1) temporal trajectory classes, elements in
M0T (Sα0 , Sα1)× ...×M0T (Sαk−1 , Sαk)
multiple temporal trajectory classes, and elements in
M0T (Sα0 , ..., Sαk)
consistent multiple temporal trajectory classes. We call Sαi the i-th juncture mani-
fold of these consistent mulitple temporal trajectory classes. We call [ui]
T
0 the i-th
piece of ([u1]
T
0 , ..., [uk]
T
0 ).
The temporal projections π± are naturally extended to consistent multiple tem-
poral trajectory classes. Indeed, we define π− in terms of the first piece, and π+ in
terms of the last piece.
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For distinct α and β, we define M0T (Sα, Sβ)k to be the union of allM0T (Sα0 , ...,
Sαk) with distinct α0, ..., αk and α0 = α, αk = β. Finally, we set for distinct α, β
M0T (Sα, Sβ) = ∪kM0T (Sα, Sβ)k.
By the definition, M0T (Sα, Sβ) has a natural stratified structure.
For α = β, we setM0T (Sα, Sα) =M0T (Sα, Sα), which consist of time-independent
trajectories.
Definition 6.5. Let p, q ∈ SW. A piecewise trajectory u = (u1, ..., um) of length
k from p to q with consecutive junctures p0 = p, ..., pk = q ∈ SW is an element in
N (p0, p1) × ...N (pk−1, pk) with ui ∈ N (pi−1, pi). ui is called the i-th piece of u.
p, q are called the endpoints of u at +∞ and −∞ respectively. u is called proper, if
E(ui) > 0 for every i. We also call a piecewise trajectory of length k a k-trajectory.
Definition 6.6. A piecewise trajectory u = (ui, ..., uk) is called consistent, pro-
vided that π+(ui) = π−(ui+1), i = 1, ..., k− 1.
For p0, ..., pk ∈ SW, let N (p0, ..., pk) denote the space of consistent k-trajectories
with junctures p0, ..., pk. For p, q ∈ SW with [p] 6= [q], let N (p, q)k denote the space
of proper and consistent k-trajectories from p to q. We set
N(p, q) = ∪kN (p, q)k.
The temporal projections π+ and π− naturally extend to consistent piecewise
trajectories, namely π− is defined in terms of the first portion and π+ in terms of
the last portion.
Definition 6.7. For p0, .., pk ∈ SW, we set
M0(p0, ..., pk) = N (p0, ..., pk)/(G0δ (p0, p1)× ...× G0δ (pk−1, pk)).
For each α ∈ R, we choose an element pα ∈ α. We fix this choice hence-
forth and denote the set of these elements by SW0. For distinct p, q ∈ SW0, let
M0(p, q;SW0)k denote the union of allM0(p0, ..., pk) with distinct p0 = p, ..., pk =
q ∈ SW0, and let M0(p, q;SW0) denote the union of M0(p, q;SW0)k over all pos-
sible k. By the definition, M0(p, q;SW0) has a natural stratification.
Proposition 6.8. Assume that (π, λ) is generic. Consider αi ∈ R with µ(αi) ≥
µ(αi+1), i = 0, ..., k − 1. Also consider pi ∈ αi, i = 0, ..., k. The moduli spaces
M0(p0, ..., pk) and M0T (Sα0 , ..., Sαk) are smooth manifolds of dimension∑
0≤i≤k−1
dim M0(pi, pi+1)−
∑
1≤i≤k−1
dim Sαi =
∑
0≤i≤k−1
dim M0T (Sαi , Sαi+1)−
∑
1≤i≤k−1
dim Sαi .
Moreover, M0(p0, ..., pk) is canonically diffeomorphic to M0T (Sα0 , ..., Sαk).
Proof. Consider e.g. the case M0T (Sα0 , Sα1 , Sα2). The general case is similar. We
have the temporal projections π+ :M0T (Sα0 , Sα1)→ Sα1 and π− :M0(Sα1 , Sα2)→
Sα1 . They are smooth maps and transversal to each other because of the action of
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the constant gauges. The moduli spaceM0T (Sα0 , Sα1 , Sα2) is precisely the preimage
of the digonal in Sα1 × Sα1 under the map π+ × π−. Hence we infer that it is a
smooth manifold. The dimension formula follows easily.
The proof for M0(p0, ..., pk) is similar. Here constant gauges are replaced by
the family of gauges etf0 , 0 ≤ t < 1, where f0 is a compactly supported imaginery
valued function on R with f0(y0, 0) = 2π
√−1.
The claimed diffeomorphism is given by the temporal transformation. 
Next we introduce suitable convergence concepts. First, we set for pi ∈ Al(Y )×
Γl(Y ),
Ll,δ(p0, ..., pk) = Ll,δ(p0, p1)× Ll,δ(p1, p2)× ...Ll,δ(pk−1, pk).
Definition 6.9. Let τt0 denote the time translation operator with translation
amount −t0, i.e. τt0(u)(y, t) = u(y, t− t0).
Definition 6.10. We define the “suspension” or “pre-gluing” operator
# : Ll,δ(p0, ...pk)× Rk−1+ → Ll,δ(p0, pk),
R+ = {t ∈ R : t > 0}, as follows. Let χ be the cut-off function introduced before.
For (u, r) = ((u1, ..., uk), (r1, ..., rk−1)) ∈ L(p0, ..., pk)× Rk−1+ , we set
#(u, r) =

u1, if t ≤ r1 − 1;
uk, if t ≥ 2
∑
i≤k−2 ri + rk−1 + 1;
p1 + τr1(χ)(u1 − p1) + τr1(1− χ)τ2r1(u2 − p1), if r1 − 1 ≤ t ≤ r1
+1;
...
pk−1 + τ2r1+...2rk−2+rk−1(χ)τ2r1+...2rk−2(uk−1 − pk−1)+
τ2r1+...rk−2+rk−1(1− χ)τ2r1+...2rk−1(uk − pk−1), if 2
∑
j≤k−2 rj+
rk−1 − 1 ≤ t ≤ 2
∑
j≤k−2 rj + rk−1 + 1.
We also denote #(u, r) by u#r.
Definition 6.10. For r = (r1, ...rk−1) ∈ Rk−1+ we introduce the weight wr ≡
exp(w∗r ),
w∗
r
= τr1(χ)δF + τr1(1− χ)τ2r1+r2(χ)τ2r1(δF ) + ...+
τ2r1+...2rk−2+rk−1(1− χ)τ2r1+...2rk−1(δF ).
The weighted Sobolev norms ‖ · ‖l,wr are obtained by replacing δF in ‖ · ‖l,δ with
wr. For u¯ = (u, r), we set
wu¯ = wr.
Definition 6.11. For u ∈ Ll,δ(p, q) ∪ Ll+1,2loc with p, q ∈ Al(Y ) × Γl(Y ) and r =
(r1, ..., rk−1) ∈ Rk−1+ we define the r-interpolation of u as follows
Intr(u) = u0 + χ(p− u0) + τr1(η)(u(·, r1)− u0) + ...+
τ2r1+...2rk−2+rk−1(η)(u(·, 2r1 + ...2rk−2 + rk−1)− u0)+
τ2r1+...2rk−1(1− χ)(q − u0),
where u0 is the reference element introduced in Section 4 and η is a cut-off function
satisfying
η(t) =
{
1, if − 1 ≤ t ≤ 1;
0, if t ≤ −2 or t ≥ 2.
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Definition 6.12. For r = (r1, ..., rk−1) ∈ Rk−1+ , l ≥ 0 and u ∈ Ll,δ(p1, q2) ∩
Ll+1,2loc , v ∈ Ll,δ(p2, q2)∩Ll+1,2loc with p1, p2, q1, q2 ∈ Al(Y )×Γl(Y ), we introduce the
(l, r)-distance
dl,r(u, v)
2 = ‖p1 − p2‖2l,2 + ‖q1 − q2‖2l,2+∑
1≤i≤k−1
‖u(·, ri)− u(·, ri)‖2l,2 + ‖(u− Intr(u))− (v − Intr(v))‖2l,wr .
For gauge equivalence classes ω1, ω2 we set
dl,r(ω1, ω2) = inf{dl,r(u, v) : u ∈ ω1, v ∈ ω2}.
Definition 6.13. We say that a sequence uj ∈ Ll,δ(Al(Y )×Γl(S),Al(Y )×Γl(S))∩
Ll+1,2loc converges to u = (u
1, ..., uk) ∈ Ll,δ(p0, ..., pk) in “piecewise exponential
Sobolev (l, 2)-norm”, or “piecewise exponentially in Sobolev (l, 2)-norm”, provided
that there is a sequence rj = (rj,1, ..., rj,k−1) ∈ Rk−1+ such that rj,i →∞ for each i
and dl,rj (uj ,#(u, rj))→ 0 as j →∞.
The essense of this convergence concept is this: roughly speaking, we can di-
vide each uj into k portions to produce k new sequences, such that each of them
converges in exponential Sobolev (l, 2)-norm. One important feature is the “equal
distance property” of the exponential weight wr. Namely it consists of k−1 weights,
such that the distance from the i-th “lowest position” ri to the “center position”
of the i-th weight is equal to its distance to the center position of the (i + 1)-th
weight. (The picture is clear when one draws the graph of the weight wr.)
Smooth piecewise exponential convergence is defined to be piecewise exponential
convergence with respect to all Sobolev norms.
Note that the one piece case k = 1 of piecewise exponential convergence is
identical to the concept of exponential convergence given in Definition 4.6.
A consequence of the piecewise exponential convergence is the energy conver-
gence, namely
E(uj)→ E(u) ≡
∑
i
E(ui).
Definition 6.14. The convergence concepts in Defintion 6.13 are extended in an
obvious way to convergence of elements in Ll,δ(p0, ..., pk) (with a fixed k but varying
pi in general). Namely the convergence is defined to be that of each piece.
The piecewise exponential convergence of equivalence classes [uj ] (in various
contexts and set-ups) is defined in terms of the piecewise exponential convergence
of u˜j for some representives u˜j ∈ [uj ]. Equivalently, we can use dl,r for equivalence
classes.
Then the concept of piecewise exponential convergence is also naturally extended
to multiple temporal trajectories classes. It is defined to be the piecewise exponen-
tial convergence of each piece.
The real line R acts on trajectories in terms of the time translation. We define
the time translation action on multiple temporal trajectories classes or piecewise
trajectories to be the separate time translation action on individual pieces of the
classes. It gives rise to an action of Rk. Let the underline denote quotient under the
time translation action in the context of temporal trajectories, e.g. M0T (Sα, Sβ) =
M0T (Sα, Sβ)/R.
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Theorem 6.15. Assme that (π, λ) is Y -generic. Then the moduli spaces M0T (Sα,
Sβ) are compact Hausdorff spaces, where the topology is given by smooth piecewise
exponential convergence. (This topology is equivalent to that given by piecewise
exponential convergence in the Sobolev (2, 2)-norm.) Similarly, for p, q ∈ SW0,
the quotient of M0(p, q) under the time translation action are compact Hausdorff
spaces.
The proof of this theorem will be presented in Part II.
Consider p ∈ α, q ∈ β such that p, q ∈ SW0. The spaces M0(p, q) (or M0(p, q))
and M0T (Sα, Sβ) (or M0T (Sα, Sβ)) are isomorphic. But their quotients under the
time translation action are not isomorphic. For our purpose, the time translation
action on the temporal model is more suitable. For this reason, we consider the
action of R on N (p, q) induced from the time translation action on NT (Sα, Sβ),
which we call the “twisted time translation”.
Definition 6.16. The twisted time translation TR by R is defined as follows. Let
u ∈ N (p, q). Then TRu = (gT (u)−1)∗(τR(TG(u))). (See the proof of Lemma 6.1
for gT and TG.) The twisted time translation acts on each piece of k-trajectories
separately, giving rise to a Rk action. We use the underline to denote the quotient
under the twisted time translation action.
Lemma 6.17. Assume that (π, λ) is Y -generic. Then the moduli spacesM0(p0, ...,
pk) and M0T (Sα0 , ..., Sαk) are canonically diffeomorphic smooth manifolds, where
pi, αi are the same as in Lemma 6.8.
Proposition 6.18. Assume that (π, λ) is Y -generic. Then the moduli spaces
M0(p, q;SW0) are compact Hausdorff spaces, where p, q ∈ SW0, p 6= q.
The proof of this proposition will be presented in Part II.
Notice that the compact spaceM0T (Sα, Sβ) containsM0T (Sα, Sβ) as a subspace.
The compactification of M0T (Sα, Sβ) is given by its closure M¯0T (Sα, Sβ).
Theorem 6.19. For generic (π, λ), we have M¯0T (Sα, Sβ) = M0T (Sα, Sβ). More-
over, the following hold:
(1) M0T (Sα, Sβ) has the structure of d-dimensional smooth orientable manifolds
with corners (i.e. modelled on the first quadrant of Rd), where d = µ(α)− µ(β) −
dim Gp + 1.
(2) This structure is compatible with the stratificationM0T (Sα, Sβ) = ∪kM0T (Sα,
Sβ)k, i.e. the interior of the k-dimensional face ofM
0
T (Sα, Sβ) is preciselyM
0
T (Sα,
Sβ)k.
(3) The temporal projections π− :M
0
T (Sα, Sβ)→ Sα and π+ :M0T (Sα, Sβ)→ Sβ
are smooth fibrations.
Consequently, we have
(6.1)
∂M0T (Sα, Sβ) = ∪µ(α)>µ(γ)>µ(β)M0T (Sα, Sγ , Sβ)
≡ ∪µ(α)>µ(γ)>µ(β)M0T (Sα, Sγ)×Sγ M0T (Sγ , Sβ),
where the fiber product space M0T (α, Sγ)×Sγ M0T (Sγ , Sβ) is defined to be
{(u, v) ∈M0T (Sα, Sγ)×M0T (Sγ , Sβ) : π+(u) = π−(v)}.
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(Of course, only the nonempty moduli spaces appear in (6.1).)
The situation with the isomorphic model M0(p, q;SW0) is similar. Namely, the
compact space M0(p, q;SW0) contains the subspace M0(p, q;SW0), whose closure
we denote by M¯0(p, q;SW0). Then we have the following equivalent formulation
for Theorem 6.19. (We only give part of the statements.)
Theorem 6.20. In a generic situation, we have M¯0(p, q;SW0) =M0(p, q; SW0).
Moreover,M0(p, q;SW0) has the structure of d-dimensional manifolds with corners
which is compatible with its natural stratification.
The said equivalence means the following:
Proposition 6.21. In a generic situation, M0(p, q) is canonically diffeomorphic
to M0T (Sα, Sβ).
This proposition is an easy consequence of the temporal transformation. Clearly,
Theorem 6.20 is a consequence of Theorem 6.19. The proof of Theorem 6.19 will
be presented in Part II.
The two different models- the temorpal model M0T (Sα, Sβ) and the fixed-end
model M0(p, q;SW0)- provide different aspects of our basic set-up. It is good to
have both of them for the purpose of conceptual understanding. Since the former
is canonical (while the latter involves the choice of SW0), we shall use it in the
formulation of our main constructions in the sequel. Of course, we can use equally
well the latter.
7. Bott-type homology
We first introduce a few orientation conventions. We follow those used in [12].
For an oriented smooth manifold with corners X , its boundary is oriented in such
a way that span{n∂X} ⊕ T∂X = TX |∂X as oriented vector bundles (away from
the corners of ∂X ), where n∂X is an inward normal field of the boundary. Given
transversal smooth maps F1 : X1 → S and F2 : X2 → S from two oriented smooth
manifolds with corners into an oriented smooth manifold S, the fibered product
X1 ×S X2 = (F1 × F2)−1(Diag(S × S)) (Diag means diagonal) has a canonical
orientation such that T (X1 ×S X2) ⊕ N = (−1)dimS·dimX2TX1 ⊕ TX2 as oriented
bundles, whereN denotes the oriented bundle (d(F1×F2))−1((TS⊕{0})|Diag(S×S)).
The following lemma can be found in [12] and is easy to verify.
Lemma 7.1. There holds for oriented boundaries
(7.1) ∂(X1 ×S X2) = ∂X1 ×S X2 + (−1)dimX1+dimSX1 ×S ∂X2,
where the summation sign means taking union. We also have
(7.2) (X1 ×S X2)×S′ X3 = X1 ×S (X2 ×S′ X3).
We shall use the natural orientation of Sα induced from the S
1 action. (We can
also use any other orientations.) By Theorem 6.13, the boundary of M0T (Sα, Sβ)
is a union of fibered products. We need to arrange the orientation of these spaces
so that a suitable consistency holds in regard of the natural orientation of fibered
products as defined above and boundary orientations. Indeed, we have
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Lemma 7.2. We can choose the orientation of M0T (Sα, Sβ) such that
(7.3)
∂M0T (Sα, Sβ) = (−1)µ(α)+dimSαΣµ(α)>µ(γ)>µ(β)M0T (Sα, Sγ)×Sγ M0T (Sγ , Sβ)
as oriented manifolds with corners.
This lemma is analogous to Sublemma 1.20 in [12] and can be proven by the
same arguments as there.
For a topological space X and an abelian group G, let Qj(X ;G) = Qj(X ;Z)⊗
G denote the abelian group generated by generalized singular j-cubes in X with
coefficients in G. Here we define a generalized singular j-cube to be a continuous
map f : ∆ → X , where ∆ is an oriented j-cube, namely an oriented smooth
manifold with corners which is diffeomorphic to the euclidean j-cube [0, 1]j. (A
continuous map f : [0, 1]j → X is called a singular j-cube, see [19].) Let Dj(X ;G)
be the subgroup of Qj(X ;G) generated by degenerate generalized singular j-cubes.
Here, a generalized singular j-cube f : ∆ → X is called degenerate, if f ◦ F is
independent of some variable ti, where F is a diffeomorphism from [0, 1]
j to ∆.
Next consider a j-dimensional compact oriented manifold with corners Σ and
a continous map f : Σ → X . We divide Σ into oriented cubes and produce this
way a chain σ ∈ Qj(X ;Z). Choosing a different way of dividing, we obtain another
chain σ′. Let Divj(X ;G) be the subgroup of Qj(X ;G) generated by elements of
the form (σ − σ′)⊗ g, g ∈ G.
Let Cj(X ;G) denote the quotient group Qj(X ;G)/(Dj(X ;G) + Divj(X ;G)).
This is the group of generalized cubical singular j-chains in X (with coefficients in
G). The corresponding cochain group is Cj(X ;G) = Hom(Cj(X ;Z),G).
The ordinary boundary operator ∂O for singular j-cubes extend to generalized
singular j-cubes canonically via orientation preserving diffeomorphisms between j-
cubes and [0, 1]j. It then extends to Qj(X ;G) by linearity, and to Cj(X ;G) by
descending. We have the corresponding coboundary operator ∂∗O. It is easy to
show that the homology H∗(C∗(X ;G), ∂O) and cohomology H∗(C∗(X ;G), ∂∗O) are
canonially isomorphic to the singular homology and cohomlogy of X with coefficient
group G.
Remark 7.3. For σ = ([0, 1]j, f) ∈ Cj(X ;Z), the map (∂[0, 1]j, f |∂[0,1]j) from
the oriented boundary induces a chain in a natural way. By our convention for
boundary orientation, this chain equals −∂Oσ.
Now we fix a coefficient group G and abbreviate e.g. Cj(X ;G) to Cj(X ). We
set
(7.4) Si = ∪{Sα : α ∈ R, µ(α) = i}
and introduce our Bott complexes CBott∗ and C
∗
Bott,
CBottk = ⊕i+j=kCj(Si), CkBott = ⊕i+j=kCj(Si).
Note CBott∗ = C∗(R0), C∗Bott = C∗(R0).
Next we define a boundary operator ∂Bott : C
Bott
k → CBottk−1 along with a cobound-
ary operator ∂∗Bott : C
k−1
Bott → CkBott for each k. First, for each pair α, β ∈ R with
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µ(α) > µ(β), we define a boundary operator ∂α,β : C
Bott
k → CBottk−1 . If the mod-
uli space M0T (Sα, Sβ) is empty, we define ∂α,β to be the zero operator. If it is
nonempty, we define ∂α,β as follows. For σ 6∈ C∗(Sα), we set ∂α,βσ = 0. For
σ = [(∆, f)] ∈ Cj(Sα) with µ(α) + j = k, consider the fibered product
∆˜ = ∆×Sα M0T (Sα, Sβ) = {(z, u) ∈ ∆×M0T (Sα, Sβ) : f(z) = π−(u)}.
We have a natural projection map π+ : ∆˜ → Sβ , π+((z, u)) = π+(u). Since the
projection π− is a submersion, ∆˜ is a compact oriented manifold with corners of
dimension j+µ(α)−µ(β)−1. We divide ∆˜ into oriented cubes. Using the projection
map π+ we then obtain from the divided ∆˜ an element ∆˜f in Qj+µ(α)−µ(β)−1(Sβ).
We define
∂α,β(σ) = [∆˜f ].
It is easy to see that this definition is independent of the choice of (∆, f) and the
way of dividing ∆˜.
Clearly, we indeed have
∂α,β : C
Bott
k → CBottk−1
for all k.
Definition 7.4. We define ∂Bott : C
bott
k → CBottk−1 as follows:
∂Bott = ∂0 +
∑
µ(α)>µ(β)
∂α,β,
where ∂0 = (−1)k∂O. The boundary operator ∂Bott : CBott∗ → CBott∗ is defined to
be the direct sum of these boundary operators.
The boundary operator ∂Bott induces a coboundary operator ∂
∗
Bott : C
k
Bott →
Ck+1Bott. Indeed, we have ∂
∗
Bott = (−1)k∂∗O +
∑
∂∗α,β.
Lemma 7.5. We have ∂2Bott = 0, (∂
∗
Bott)
2 = 0. Hence (CBott∗ , ∂Bott) is a chain
complex and (C∗Bott, ∂
∗
Bott) is a cochain complex.
Proof. We handle the case G = Z and ∂Bott. The arguments easily extend to ∂
∗
Bott
and general coefficient groups. Consider σ = [(∆, f)] ∈ Cj(Sα) with j + µ(α) = k.
We have ∂2Bottσ =
∑
µ(α)<µ(β) Iβ, where
Iβ = ∂0∂α,βσ + ∂α,β∂0σ +
∑
µ(α)>µ(γ)>µ(β)
∂γ,β∂α,γσ.
On the other hand, by (7.1) we have
(7.5)
∂(∆×Sα M0T (Sα, Sβ)) = ∂∆×Sα M0T (Sα, Sβ) + (−1)j+dimSα∆j ×Sα ∂M0T (Sα, Sβ)
= ∂∆×Sα M0T (Sα, Sβ)+
(−1)j+µ(α)
∑
µ(α)>µ(γ)>µ(β)
∆×Sα M0T (Sα, Sγ)×Sγ M0T (Sγ , Sβ).
Multiplying this equation by (−1)j+µ(α)−1 = (−1)k−1 and applying Definition 7.4
we then deduce
(7.6) ∂0∂α,βσ = −∂α,β∂0σ −
∑
µ(α)>µ(γ)>µ(β)
∂α,γ∂γ,βσ.
This shows that Iβ = 0. 
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Definition 7.6. We define the Bott-type Seiberg-Witten Floer homology
FHSWBott;G(c)∗
to be the homology H∗(C
Bott
∗ , ∂Bott) of the chain complex (C
Bott
∗ , ∂Bott). (Recall
that c is the given spinc structure.) We define the Bott-type Seiberg-Witten Floer
cohomology FHSWBott;G(c)
∗ to be the cohomology H∗(C∗Bott, ∂
∗
Bott) of the cochain
complex (C∗Bott, ∂
∗
Bott).
Next we introduce a natural filtration -the index filtration
FBott∗ = · · · ⊂ FBottk ⊂ FBottk+1 ⊂ · · ·
on our chain complex (CBott∗ , ∂Bott). We put
FBottk = ⊕m≤kC∗(Sm).
It is clear that this defines a filtration by subcomplexes. We also have a dual
filtration F∗Bott = · · ·FkBott ⊂ Fk−1Bott ⊂ · · · for the cochain complex,
FkBott = ⊕m≥kC∗m.
Theorem 7.7. The index filtration induces a spectral sequence E(Bott)∗∗∗ which
converges to FHSWBott∗ and satisfies
(7.7) E(Bott)1ij
∼= Hj(Si,G).
The dual filtration induces a spectral sequence E(Bott, dual)∗∗∗ which converges to
FHSW∗Bott and satisfies
(7.8) E(Bott, dual)1ij
∼= Hj(Si;G).
Proof. The construction of the spectral sequence out of the filtration is standard.
The associated graded complex GCBott∗ for our filtered complex (C
Bott
∗ ,FBott∗ ) is
given by
GCBott∗ = ⊕kC∗(Sk),
which leads to the formula (7.8). The convergence of the spectral sequence to the
Bott-type Seiberg-Witten Floer homology is a consequence of the basic theory of
spectral sequences. The case of the dual filtration is similar. 
Finally, we introduce a tool which will be used for proving the invariance of our
Seiberg-Witten Floer homology theories.
Definition 7.8. Consider a finite collection F = {f1, ..., fm}, where each fi is
a smooth map from a compact smooth manifold with corners to some Sα. A
generalized singular cube f : ∆ → Sα for some α is called F-transversal, provided
that the following holds:
1) f is smooth,
2) f and f |∂∆ are transversal to every fi, and
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3) for each sequence β1, ..., βj with µ(α) > µ(β1) > ... > µ(βj), the induced maps
π+ : ∆×Sα (M0T (Sα, Sβ1)×Sβ1 ...×Sβj−1 M0T (Sβj−1 , Sβj ))→ Sβj and π+ : ∂∆×Sα
(M0T (Sα, Sβ1)×Sβ1 ...×Sβj−1 M0T (Sβj−1 , Sβj ))→ Sβj are transversal to every fi.
We have the subgroup QFj (R0) of Qj(R0) generated by F-transversal generalized
singular cubes, which yields a subgroup CFj (R0) of Cj(R0), whose elements will be
called F-transversal chains. We define
CBott,Fk = ⊕i+j=kCFj (Si)
and obtain therewith a subcomplex CBott,F∗ of C
Bott
∗ . It is easy to see that this is
indeed a subcomplex. We have the corresponding cochain complex C∗Bott,F dual to
CBott,F∗ .
For each given F, we obtain a homology H∗(C
Bott,F
∗ , ∂Bott) and a cohomology
H∗(C∗Bott,F, ∂
∗
Bott).
Lemma 7.8. The homology H∗(C
Bott,F
∗ , ∂Bott) is canonically isomorphic to the
homology H∗(C
Bott
∗ , ∂Bott). Similarly, the cohomology H
∗(C∗Bott,F, ∂
∗
Bott) is canon-
ically isomorphic to the cohomology H∗(C∗Bott, ∂
∗
Bott).
Proof. We have the inclusion homomorphism I : CBott,F∗ → CBott∗ and the induced
homomorphism I∗ : H∗(C
Bott,F
∗ , ∂Bott)→ H∗(CBott∗ , ∂Bott). We claim that I∗ is an
isomorphism. First, consider a closed chain σ in CBott,F∗ such that F (σ) = ∂Bottσ1
with σ1 ∈ CBott∗ . By smooth approximation and transversal perturbations we
deform σ1 to obtain σ2 ∈ CBott,F∗ such that σ = ∂Bottσ2. This shows that F∗
is a monomorphism. On the other hand, we can use smooth approximation and
transversal perturbations to deform an arbitary closed chain σ ∈ CBott∗ to obtain a
closed chain σ′ ∈ CBott,F∗ such that F (σ′) − σ is homologeous to zero. This shows
that F∗ is an epimorphism.
The arguments for the cohomologies are similar. 
8. Invariance
Consider two chain complexes (C∗, ∂) and (C¯∗, ∂¯). A chain map of degree m ∈ Z
from the former to the latter consists of homomorphisms F : Ck → C¯k+m such
that F · ∂ = ∂¯ · F . A shifting homomorphism F : H∗(C∗, ∂)→ H∗(C¯∗, ∂¯) of degree
m ∈ Z consists of homomorphisms F : Hk(C∗, ∂)→ Hk+m(C¯∗, ∂¯). These concepts
are also defined for cochain complexes and cohomologies in a similar way, with the
degree shifting in the opposite way, i.e. k → k −m.
We shall establish the following invariance result.
Theorem 8.1. The Bott-type Seiberg-Witten Floer homology and cohomology are
diffeomorphism invariants modulo shifting isomorphisms.
In othere words, these homology and cohomology are independent of the metric
h and generic parameter (π, λ) modulo shifting isomorphisms.
In this section, we construct a shifting homomorphism, which will be shown in
[29] to be a desired shifting ismorphism. We would like to point out that the con-
struction already contains some basic arguments for establishing the isomorphism
property.
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Consider two metrics h+ and h− on Y and Y -generic parameters (π+, λ+) for h+
and (π−, λ−) for h− respectively. We would like to construct a shifting isomorphism
between our homologies (cohomologies) constructed with respect to (h+, π+, λ+)
and (h−, π−, λ−) respectively.
Choose a smooth path of metrics h(t) on Y such that
h(t) =
{
h−, if t < −1,
h+, if t > 1,
a smooth path of π(t) ∈ Π
π(t) =
{
π−, if t < −1,
π+, if t > 1,
and a smooth function λ(t) ∈ R such that
λ =
{
λ−, if t < −1,
λ+, if t > 1.
The following lemma is an immediate consequence of Lemma B.1 in Appendix
B.
Lemma 8.2. Fix an (A0,Φ0) ∈ A(X) × Γ+(X). Indeed, we use the reference
element u0 introduced before as (A0,Φ0). For any R > 0, set XR = Y × [−R,R]
and
SR = {u = (A0,Φ0) + (A,Φ) : (A,Φ) ∈ Ω12(XR)× Γ+2 (XR)
with d∗A = 0 and A|∂XR(
∂
∂t
) = 0.}
Then SR is a global slice for the action of G03(XR) on A2(XR)×Γ+2 (XR). In other
words, A2(XR)× Γ+2 (XR) = G03(XR) · SR.
The following definition is a crucial construction.
Definition 8.3. Choose a nonzero Ψ0 ∈ Γ−(X) with support contained in the
interior of X1. We define a smooth vector field Z on A2(X1)× Γ+2 (X1) by
Z(g∗u) = g−1Ψ0,
for g ∈ G03(X1), u ∈ S1. Furthermore, we extend Z to A2,loc(X) × Γ+2,loc(X) by
setting
Z(u) = Z(u|X1).
The following lemma is readily proved.
Lemma 8.4. Z is equivariant with respect to the action of G03,loc.
Let X be endowed with the warped product metric determined by the family of
metrics h(t) and the standard metric on R. We introduce the (perturbed) transition
trajectory equation
(8.1)

F+A =
1
4
〈eiejΦ,Φ〉ei ∧ ej
+(∇Hπ(t)(a) + b0) ∧ dt+ ∗((∇Hπ(t)(a) + b0) ∧ dt),
DAΦ = − ∂∂t · (λΦ− Z(A,Φ)),
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where b0 denotes a smooth 1-form of compact support onX without dt-part. Setting
A = a+ fdt,Φ = φ as usual we can rewrite (8.1) as follows
(8.2)
{
∂a
∂t
= ∗Y Fa + dY f + 〈ei · φ, φ〉ei +∇Hπ(t)(a) + b0,
∂φ
∂t
= −/∂aφ− λ(t)φ+ Z.
Of course, in those places in (8.2) where the metric on Y is involved, we use the
metric h(t). For example, the Hodge ∗Y at time t in the equation is that of the
metric h(t). The perturbation term Z (or ∂/∂t · Z) is called a spinor perturbation.
We have the following obvious, but crucial lemma.
Lemma 8.5. The equation (8.1) is invariant with respect to the action of G03,loc.
Moreover, it has no reducible solution.
A fundamental property of the Seiberg-Witten equation is a pointwise maximum
principle for the spinor field, which is a consequence of the Weitzenbo¨ck formula
(2.1). With the presence of Z, this principle no longer holds. Instead, we have the
following result.
Lemma 8.6. Let (A,Φ) = (a+ fdt, φ) be a solution of (8.1). Then there holds
‖Φ‖L∞ ≤ C(1 +E(A,Φ))1/4
for a constant C depending only on the families h(t), π(t), λ(t) and the geometry of
Y .
Proof. Before proceeding with the proof, we first observe that by (2.17) and (8.1)
the energy can be estimated in the following way
(8.3)
E((A,Φ)) = 2 lim
t→−∞
cs(λ,H)(a(·, t), φ(·, t))
−2 lim
t→+∞
cs(λ,H)(α(·, t), φ(·, t)) +
∫
X
|Z|2,
(8.4)
∫
X
|Z|2 < C.
Using local Columb gauges provided by Lemma B.1 in Appendix B and a patching
argument, we can perform a gauge transformation to convert (A,Φ) into a smooth
solution. Since the L∞ norm of Φ is invariant, we can assume that (A,Φ) is already
smooth. Furthermore, we can assume that (A,Φ) is in temporal form.
For simplicity, we assume λ(t) ≡ 0 in the following argument. It is easy to
modify the argument to handle λ(t). Put
I1 = /∂aφ, I2 = ∗Y Fa + 〈ei · φ, φ〉ei −∇H(a, φ), I3 = I2 +∇H(a, φ).
Then ∫
Ω
(|I1|2 + |I2|2) = 1
2
E((A,Φ),Ω),
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for any domain Ω ⊂ X . For each t ∈ R, we use the 3-dimensional Weitzenbo¨ck
formula (2.1) on Y × {t} to derive
(8.5) /∂aI1 = −∆aφ+
s¯
4
φ+
1
2
|φ|2φ+ I3φ,
where s¯ denotes the scalar curvature function of (Y, h(t)). Multiplying (8.5) by φ
and integrating by parts, we infer∫
Y×{t}
(|∇aφ|2 + s
4
|φ|2 + 1
2
|φ|4) ≤
∫
Y×{t}
|I1| · |∂aφ|+ |I3||φ|2.
Using the Ho¨lder ineqality we then deduce that∫
Y×{t}
(|∇aφ|2 + 1
4
|φ|4) ≤ C(1 +
∫
Y×{t}
(|I1|2 + |I2|2),
where C depends only on ‖∇H‖L∞, which can be estimated by appealing to Lemma
3.13. This last estimate implies
(8.6)
∫
XR−2,R+2
(|∇aφ|2 + |φ|4) ≤ C(1 + E(A,Φ, XR−2,R+2))
for any R > 0, where Xr,R = Y × [r, R].
Next we apply the Moser iteration to deduce the desired L∞ estimate. Let
ξ : X → [0, 1] be a cut-off function such that supp ξ ⊂ XR−2,R+2 and ξ(t) = 1 for
t ∈ XR−1,R+1. By the 4-dimensional Weitzenbo¨ck formula (2.1) on X (recall that
X is endowed with warped product metric), we have
(8.7) DAZ = −∆AΦ+ s
4
Φ− 1
4
|Φ|2Φ.
Choosing ξ2|Φ|pΦ as a test function, where p > 0 will be determined later, we
obtain
(8.8)
∫
X
ξ2(∇AΦ · ∇A(|Φ|pΦ) + s
4
|Φ|p+2 + 1
4
|Φ|p+4)
= −
∫
X
(ξ2ZDA(|Φ|pΦ) + 2ξ∇ξZ|Φ|pΦ+ 2ξ∇ξ · ∇Φ|Φ|pΦ).
We have
∇A(|Φ|pΦ) = |Φ|p∇AΦ+ d|Φ|pΦ
= |Φ|p∇AΦ+ p|Φ|p−1 〈∇AΦ,Φ〉|Φ| Φ,∇AΦ · ∇A(|Φ|
pΦ)
= |Φ|p|∇AΦ|2 + p|Φ|p−2〈∇AΦ,Φ〉2.
On the other hand,
p|Φ|p−2〈∇AΦ,Φ〉2 ≤ Cε|Φ|p|∇AΦ|2 + Cp
2
ε
|Φ|p,
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where ε > 0 is arbitrary. Similarly,
|DA(|Φ|pΦ)| ≤ |Φ|p|DAΦ|+ |d|Φ|p · Φ|
≤ C|Φ|p|∇AΦ|+ p|Φ|p|∇AΦ|
≤ Cε|Φ|p|∇AΦ|2 + C
ε
(p2 + 1)|Φ|p,
|∇ξ||ξ||Z||Φ|p+1 ≤ Cξ2|Φ|p + C|∇ξ|2|Φ|p+2,
and
|∇ξ||ξ||∇Φ||Φ|p+1 ≤ εξ2|Φ|p|∇Φ|2 + C
ε
|∇ξ|2|Φ|p+2.
Choosing ε suitably, we deduce∫
ξ2|Φ|p|∇AΦ|2 ≤ C
∫
((p2 + 1)ξ2|Φ|p + |∇ξ|2|Φ|p+2).
Consequently,∫
X
ξ2|Φ|p|∇|Φ||2 ≤ C(
∫
X
(p2 + 1)ξ2|Φ|p + |∇ξ|2|Φ|p+2),
or ∫
X
ξ2|∇|Φ| p+22 |2 ≤ C(p+ 1)2
∫
X
(ξ2|Φ|p + |∇ξ|2|Φ|p+2).
Now we set w = |Φ|(p+2)/2. By the Sobolev inequality and Ho¨lder inequality, we
arrive at
‖ξw‖2L2 ≤ C(p+ 1)2
∫
(|ξ∇w|2 + |w∇ξ|2)
≤ C(p+ 1)2(‖ξw‖
p
p+2
L2 + ‖|∇ξ|w‖L2).
Then we use the iteration process as presented in [14] to infer
sup
XR−1,R+1
|Φ| ≤ C‖Φ‖L4(XR−2,R+2).
Combining it with (8.6) we are done. 
Since (8.1) is identical to (2.13) near time infinities, we have
Proposition 8.7. An analogue of Proposition 4.2 for (8.1) holds.
We have various configuration spaces and moduli spaces associated with (8.1)
which are analogous to the spaces introduced in Sections 4 and 6. All the analysis
in Sections 4, 5 and 6 carres over. We shall be brief in formulating the relevant
results.
Let e.g. R± denote the R for (h±, π±, λ±). Consider α− ∈ R−, α+ ∈ R+
and p± ∈ α±. We have the spaces of transition trajectories N (p−, p+) and the
moduli spacesM0(p−, p+),M0T (Sα− , Sα+) etc.. We also have the various spaces of
consistent multiple temporal transition trajectory classes, and those of consistent
piecewise transition trajectories. In particular, we have M0T (Sα− , Sα+). For exam-
ple, a multiple temporal transition trajectory class is a tuple ([u1]
T
0 , ..., [uk]
T
0 ) ∈
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M0T (Sα−0 , Sα−1 ) ×Sα−
1
...M0T (Sα−m−1 , Sα+m)...M
0
T (Sα+
k−1
, Sα+
k
) with a distinguished
piece [um]
T
0 , 1 ≤ m ≤ k. The time translation acts on all pieces except the dis-
tinguished one. We define the R-action on the distinguished one as the trivial
action. In particular, the R-action on M0T (Sα− , Sα+) is defined to be the trivial
action. As before, we use the underline to denote quotient by the Rk-action in the
case of temporal transition trajectories and multiple temporal transition trajectory
classes. In the case of general transition trajectories and piecewise transition tra-
jectories, we have the Rk-action induced from the twisted time translation, where
the R-action on the distinguished portion is again trivial.
Let O± be the unique reducible elements in R± respectively. We set
(8.9) m0 = ind Fo−,o+ − 1,
where o− ∈ O−, o+ ∈ O+.
The following lemma is analogous to Corollary 5.2.
Lemma 8.8. We have
(8.10) ind Fp−,p+ = µ−([p−])− µ+([p+]) +m0 + dim Gp+ .
We have the following analogues of Theorem 4.14, Theorem 6.15 and Theorem
6.19.
Theorem 8.9. The moduli spaces M0T (Sα− , Sα+) are compact Hausdorff spaces
with respect to the topology induced by the piecewise exponential convergence. More-
over, for generic b0, we have for all α− ∈ R−, α+ ∈ R+
(1)M0T (Sα− , Sα+) has the structure of d-dimensional smooth oriented manifolds
with corners, where
d = ind Fp−,p+ −max{dim Gp− , dim Gp+}+ 1
= µ(α−)− µ(α+) +m0 + dim Gp+ −max{dim Gp− , dim Gp+}+ 1
for p− ∈ α−, p+ ∈ α+.
(2) This structure is compatible with the natural stratification of M0T (Sα− , Sα+).
(3) The temporal projections π− : M
0
T (Sα− , Sα+) → Sα− and π+ : M0T (Sα− ,
Sα+) → Sα+ are smooth maps. (But they may not be fibrations in general.)
Consequently, there holds
(8.11)
∂M0T (Sα− , Sα+) = (∪µ(α−)>µ(α′−)≥µ(α+)−m0M0T (Sα− , Sα′−)×Sα′
−
M0T (Sα′
−
, Sα+))∪
(∪µ(α−)≥µ(α′+)−m0>µ(α+)−m0MT (Sα− , Sα′+)×Sα′+ M
0
T (Sα′+ , Sα+)).
(Of course, only the nonempty moduli spaces appear in this equation.)
The key point here is that Lemma 8.5 rules out reducible transition trajectories.
Note that instead of using holonomy perturbations we now use the perturbation b0
as in [15]. (This perturbation is not time translation equivariant, and hence can’t
be applied in the construction of our homologies.)
Now we proceed to construct the desired shifting isomorphism.
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Consider the Bott complexes CBott−∗ and C
Bott+
∗ associated with the parameters
(h−, π−, λ−) and (h+, π+, λ+) respectively. Let F denote the collection of all the
projections π− : M
0
T (Sα− , Sα+) → Sα− and π− : ∂M0T (Sα− , Sα+) → Sα− . We
construct our chain homomorphism F : CBott−,Fk → CBott+k+m0 . For simplicity, we
assume that the coefficient group is Z. The general case is similar. Consider σ ∈
CFj (Sα−) with σ = [(∆, f)] and j+µ(α−) = k. For each α+ with the corresponding
moduli space nonempty, we follow the construction of the boundary operator ∂α,β
in Section 7 to obtain a generalized cubical singular chain σ′ ∈ Cj′(Sα+) with
j′+µ+(α+) = j+µ−(α−)+m0. We define Fα−,α+(σ) to be σ
′. We define it to be
zero if the moduli space is empty. Then we set
F (σ) =
∑
µ+(α+)≤µ−(α−)+m0
Fα−,α+(σ).
It is easy to see that we indeed have F : CBott−,Fk → CBott+k+m0 .
Theorem 8.10. We have ∂Bott · F = F · ∂Bott, hence F is a chain map of degree
m0 from (C
Bott−,F
∗ , ∂Bott) to (C
Bott+
∗ , ∂Bott). The induced shifting homomorphism
between the homologies is denoted F∗. From the construction of F we easily obtain
a cochain map of degree m0 and the induced shifting homomorphism F
∗ between
cohomologies.
Proof. The proof goes along the same lines as the proof of Lemma 7.5. First, we
arrange the orientations such that
(8.12) ∂M0T (Sα− , Sα+) = (−1)µ(α−)+dimSα−+m0+1(Σα′
−
M0T (Sα− , Sα′
−
)×Sα′
−
M0T (Sα′
−
, Sα−)) + (Σα′+M
0
T (Sα− , Sα′+)×Sα′
+
M0T (Sα′+ , Sα+)).
In comparison with (7.3), we see an additional 1 appearing in the sign exponent
(note that m0 reduces to zero in the situation of (7.3)). This is because of the dif-
ference in the time translation action. Consider σ = [(∆, f)] ∈ Cj(Sα−). Analogous
to (7.5) we have for α+ with µ(α+) ≤ µ−(α−) +m0
∂(∆×Sα
−
M0T (Sα− , Sα+)) = ∂∆×Sα
−
M0T (Sα− , Sα+)+
(−1)j+dimSα−∆×Sα
−
∂M0T (Sα− , Sα+) =
∂∆×Sα
−
M0T (Sα− , Sα+)+
(−1)j+µ(α−)+m0+1
∑
α′
−
∆×Sα′
−
M0T (Sα− , Sα′
−
)×Sα′
−
MT (Sα′
−
, Sα+)+
(−1)j+µ(α−)+m0+1
∑
α′+
∆×Sα
−
M0T (Sα− , Sα′+)×Sα′
+
MT (Sα′+ , Sα+).
This implies
∂0Fα−,α+σ = Fα−,α+∂0σ +
∑
µ(α−)>µ(α′−)≥µ(α+)−m0
Fα′
−
,α+∂α−,α′−σ−
∂α′+,α+Fα−,α′+σ.
Summing over all α+, we arrive at the desired chain map property. 
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Appendix A. The ordinary Seiberg-Witten Floer homology
Here, we only consider rational homology spheres. It is not hard to extend the
construction to general manifolds.
For simplicity, we formulate the theory with integer coefficients. Let Y be a
rational homology sphere with a given metric h and c a spinc structure on Y as
before. Set Ci = Z{α ∈ R∗|µ(α) = i}. We define a boundary operator ∂ : Ci →
Ci−1 in terms of the moduli spaces M˜(α, β), or equivalently M˜(p, q), p ∈ α, q ∈
β, where the tilde means quotient by the time translation action. For a generic
pair (π, λ), M˜(α, β) is a compact oriented manifold of zero dimension, provided
that µ(α) − µ(β) = 1. The orientation (sign) is given by pairing the orientation
of M(α, β) provided by Proposition 5.3 with its orientation induced by the time
translation action. For α ∈ Ci we then set
(A.1) ∂α =
∑
µ(α)−µ(β)=1
♯M˜(α, β)β,
where ♯M˜(p, q) is the algebraic sum of M˜(α, β).
The compactification of the moduli spaces M˜(α, γ) with µ(α) − µ(γ) = 2 is
similar to the results in Section 6. For dimensional reasons, no trajectory connecting
to the reducible point appears in the compactification. Using these compactified
moduli spaces and the consistency of orientation (Proposition 5.3) we obtain
Lemma A.1. ∂2 = 0.
Definition A.2. The ordinary Seiberg-Witten Floer homology FHSW∗ (c, h, π, λ)
and cohomology FHSW∗(c, h, π, λ) for the spinc structure c and the parameters
h, π, λ are defined to be the homology and cohomology of the chain complex (C∗, ∂).
Appendix B. Local Gauge Fixing
In this appendix we prove a result on local Columb gauge fixing. We assume
that Y is a rational homology sphere. Let c be a fixed spinc structure on Y and
a0 a smooth reference connection as in Section 3. It induces a time-independent
connection A0 over X . For positive numbers r < R, let x0 ∈ Xr,R be a reference
point.
Lemma B.1. For any A ∈ Al(Xr,R) with l ≥ 1, there exists a unique gauge
g ∈ Gl+1(Xr,R) with g(x0) = 1 such that A˜ = g∗(A) satisfies
(B.1)
{
d∗(A˜− A0) = 0,
(A˜− A0)(ν) = 0 on ∂Xr,R,
where ν denotes the unit outer normal of ∂Xr,R. Moreover, we have
‖A˜− A0‖1,2 ≤ C‖FA˜ − FA0‖0,2
for a positive constant C depending only on Y, r and R.
Proof. The associated gauge fixing equation is
(B.2)
{
d∗(g−1dg) + d∗(A− A0) = 0,
g−1dg(ν) + (A−A0)(ν) = 0 on ∂Xr,R.
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If we choose g = ef , then the equation reduces to
(B.3)
{
d∗df + d∗(A− A0) = 0,
∂f
∂ν + (A−A0)(ν) = 0 on ∂Xr,R.
It is clear that a solution f ∈ Ω0l+1(Xr,R) with f(x0) = 0 exists.
Now assume that there are g1 and g2 satisfying (B.2) with g1(x0) = g2(x0) = 1.
We set g = g−11 g2. Then g is a solution of the problem{
d∗(g−1dg) = 0,
g−1dg(ν) = 0 on ∂Xr,R.
Taking two copies of Xr,R and gluing them along their common boundary, we
obtain the Riemannian manifold Y × S1. The two copies of g then yield a solution
g0 : Y × S1 → S1 of the harmonic map equation d∗(g−1dg) = 0. This means that
the 1-form g−1dg is harmonic.
We claim that every harmonic 1-form on Y × S1 is a constant multiple of the
base harmonic form ds, where s is the arclength parameter on S1. Indeed, let
α = αY + fds be an arbitary harmonic 1-form, where αY has no ds component.
Then we deduce from the equation dα = 0{
dY αY = 0,
∂αY
∂s = dY f.
Since Y is a rational homology sphere, the first equation above implies that αY =
dY h for a function h. Then the second equation implies that f =
∂h
∂s + f0 for a
function f0 depending only on s. It follows that α = dh + f0ds. Now we use the
equation d∗α = 0 to deduce
d∗dh+
df0
ds
= 0.
Integrating f0 along S
1 we obtain another solution h0 of this equation, which de-
pends only on s. Clearly h differs from h0 by a constant. We deduce that
dh
ds + f0
is a constant, whence α is a constant multiple of ds.
Since g−1dg is harmonic, it is a constant multiple of ds. On the other hand,
for each y ∈ Y , g0(y, ·) is a map from S1 to S1 with degree zero, hence i.e.∫
{y}×S1
g−10 dg0 = 0. it follows that g
−1dg = 0. We deduce that g is constant.
Consequently, g1 ≡ g2.
Next consider an A satisfying (B.1). By the above gluing argument, the form
A−A0 leads to a form A1 on Y ×S1 satisfying d∗A1 = 0. The Hodge decomposition
of A1 takes the following form
A1 = cds+ d
∗β,
where c denotes a constant and β ∈ Ω22(Y ×S1). The constant c is given by the L2
product between A1 and ds. By the construction of A1, it is easy to see that this
product is zero. Now we deduce
‖A1‖1,2 = ‖d∗β‖1,2 ≤ C‖dd∗β‖0,2 = C‖dA1‖0,2.
But ‖dA1‖0,2 =
√
2‖FA − FA0‖0,2, hence the desired estimate follows. 
Remark B.2. If Y is not a homology sphere, then we can still achieve the gauge
fixing (B.1) provided that the L2 norm of the curvature of A is sufficiently small.
This is similar to Uhlenbeck’s gauge fixing lemma in the Yang-Mills theory, cf. [9]
[24].
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Appendix C. A transversality
In this appendix we prove transversality at reducible trajectories.
Lemma C.1. Let (π, λ) be a pair of Y -generic parameters such that ∇2H is suffi-
ciently small. Choose δ−, δ+ small enough (but positive) in the set-up of Definition
4.4. Then the operator Fp,q for p, q ∈ O = Oπ,λ (the unique reducible element in
R) at a Seiberg-Witten trajectory is onto.
Proof. Consider p, q ∈ O and F = Fp,q at a trajectory (A0,Φ0). By the arguments
in the proof of Theorem 4.13 we can assume that p = q = (a0, 0) and (A0,Φ0) ≡
(a0, 0). The formal adjoint F∗ of F = Fp,q with respect to the product (4.4) is
given by
(C.1) F∗(v) = −∂v
∂t
−
 ∗Y db+ dY f −∇2H(a0) · b−/∂a0ψ − λψ
d∗Y b+ 2δ
′
F f
− 2δ′F v
for v = (ψ, b, f). The surjectivity of F is equivalent to the vanishing of the kernel
of F∗. Let v satisfy F∗v = 0. Then we have
(C.2)
∂
∂t
(
b
f
)
+
( ∗Y dY b+ dY f
d∗Y b
)
+
(
δ′F b+∇2H(a0) · b
0
)
= 0.
We define the operator L by
L
(
b
f
)
= −
( ∗Y dY b+ dY f
d∗Y b
)
.
L is formally self-adjoint and satisfies L2 = ∆, where ∆ denotes the Hodge Lapla-
cian. Let {ξi =
(
bi
fi
)
} be a complete L2 orthonormal system of eigenvectors of L
with Lξi = λiξi. From the above discussion we deduce
∆bi = λ
2
i bi,∆fi = λ
2
i fi.
Now we write (
b
f
)
=
+∞∑
−∞
li(t)ξi.
Then it follows from C.2 that
(C.3)
∑
l′i(t)ξi + λili(t)ξi +
(
δ′F b+∇2H(a0) · b
0
)
= 0.
Consequently, fj is a nonzero constant. Then we deduce l
′
j(t) ≡ 0, hence lj is a
constant. But (b, f) is L2 integrable, which forces lj to be zero. We conclude that
the above expansion of (b, f) does not contain terms with zero eigenvalue. Using
the elementary arguments in e.g. [21] it is then easy to show that (b, f) must vanish,
provided that ∇2H, δ+ and δ− have been chosen small enough. Using the same
arguments one also infers that ψ vanishes. Thus v = 0. 
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