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zw Introduçao 
Atualmente, modelos matemáticos são usados em várias áreas do conheci- 
mento, tais como: Física, Química, Biologia, Engenharia, entre outras. Diver- 
sos problemas envolvendo situações práticas dessas áreas são resolvidos usando 
modelos matemáticos expressos por equações diferenciais. 
As equações diferenciais são equações que relacionam funções e suas 
derivadas. Assim, resolver uma equação diferencial é encontrar uma função 
que satisfaça a equação e verifique determinadas condições iniciais. 
No presente trabalho tratamos de problemas que podem ser modelados a 
partir de um conjunto de equações diferenciais. Essas equações são deter- 
minadas em função de alguns valores conhecidos ou dado pelo modelo real. 
Assim, de forma conceitual, um modelo matemático, pode ser apresentado 
como uma representação de um sistema real, ou seja, um modelo deve repre- 
sentar um sistema e a forma como ocorrem suas modificações. Dessa forma, 
percebesse a importância da utilização de modelos matemáticos para resolver 
situações problemas. Nesse momento apresenta-se a problemática do presente 
estudo: A modelagem matemática através de um sistema de equações diferen- 
ciais lineares, é essencial para determinar as possíveis soluções dos problemas 
existentes em diversas áreas? Para buscar respostas a este questionamento, 
propõe-se como objetivo geral deste estudo: Analisar modelos matemáticos; 
No caso particular da pesquisa, investiga-se os métodos de abordagem para de- 
terminar as soluções possíveis de um sistema de equações diferenciais. Tendo 
como objetivos específicos: descrever os fenômenos físicos; analisar as pos- 
síveis soluções de sistemas de equações diferenciais; mostrar a aplicabilidade 
dos problemas; mostrar que, quando a matriz de um sistema de equações dife- 
renciais lineares de primeira ordem é diagonalizável, então, podemos expressar 
a solução geral desse sistema em termos dos autovalores e autovetores dessa 
matriz. 
Além da introdução, que destaca a construção metodológica, este estudo 
está organizado em três capítulos complementares entre si. No primeiro capí- 
tulo, apresentamos uma breve revisão sobre matrizes e algumas definições im- 
portantes para o nosso trabalho. Logo após apresentamos a exponencial de 
uma matriz e provamos algumas propriedades da matriz exponencial. No se-
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gundo capítulo, apresentamos a teoria básica dos sistemas de equações diferen- 
ciais lineares de primeira ordem: homogêneos e não-homogêneos. Mostramos 
também como fazer para reduzir um sistema de equações diferenciais ordinárias 
de qualquer ordem a um sistema equivalente de primeira ordem. Na sequência 
do capítulo 2, consideramos os sistemas lineares com coeficientes constantes 
e mostramos como encontrar a solução através dos autovalores e autovetores 
relacionados com a matriz dos coeficientes. Finalmente, no terceiro capítulo 
apresentarnos a resolução de alguns problemas aplicados fazendo o uso dos 
métodos estudados no capítulo anterior. Caro leitor, as principais referências 
para elaborar a parte teória e prática da monografia foram as seguintes: [7], 
[9l, [10], llllz [12]› l13]› [19]› [20]› l21l, l22l› [27] G [31]-
Capítulo 1 
Álgebra Matricial 
Neste capítulo, apresentaremos um breve resumo sobre matrizes, autovalores 
e autovetores, matriz diagonalizável. Além disso, definiremos a exponencial de 
uma matriz e provaremos algumas de suas propriedades. 
Definição 1.1 Sejam m e n dois numeros inteiros maiores ou iguais a 1. 
Denomina-se matriz m >< n (lê-se m por n) uma tabela retangular formada por m × n números reais, dispostos em m linhas e n colunas. Os números são 
chamados de elementos. As linhas sao enumeradas de cima para baixo e as 
colunas, da esquerda para direita. 
Veja 0 exemplo: 
A _ 
[ 
1 5 7
} 8 \/š *Õ 2x3 
A matriz A é uma matriz de ordem 2 × 3. . 
Costuma-se representar as matrizes por letras maiúsculas e seus elementos 
por letras minúsculas, acompanhadas por dois índices que indicam, respecti- 
vamente, a linha e a coluna que 0 elemento ocupa. Assim, uma matriz A de 
ordem m × n é representada por: 
(111 (112 " Clin 
021 022 " Gzn A: 
aml Ú›m2 amn mxn 
Abreviadamente podemos escrever, A = [ai]-]m×,,, com 1 5 i S m, 1 í 
j É n e i, j G N. 
Definição 1.2 Duas matrizes, A e B, da mesma ordem m × n, são iguais se, 
e somente se, todos os elementos que ocupam a mesma posiçao sao iguais, ou 
.S'€j0,, A = B 4:? afij = bz¿_¡', É {1, ...,'I'l'?,}, É {].,
9
10 CAPÍTULO 1. ÁLGEBRA MATRICIAL 
1.1 Tipos de Matrizes 
Matriz Quadrada é aquela cujo número de linhas é igual ao número de 
colunas (rn = 
Considere uma matriz quadrada n × n. Os elementos da diagonal principal 
sao os elementos da posiçao 2' _ j. 
Matriz Linha é aquela que possui uma única linha (m = 1). Para colocar 
vetores no plano ou no espaço costumamos usar a matriz linha. 
Matriz Coluna é aquela que possui apenas uma coluna (n = 1). Um vetor no plano ou no espaço pode ser considerado como uma matriz 
coluna. Usaremos essa forma ao representar a solução de um sistema de 
equações. Assim, se tivermos duas ou três incógnitas elas podem ser 
representadas numa forma vetorial no plano ou no espaço. 
Matriz N ula é aquela em que todos os seus elementos são nulos. 
Matriz Diagonal é uma matriz quadrada cujos elementos aij = O se iyš j. 
Portanto, possui todos os valores iguais à. zero, exceto os elementos da diagonal 
principal. 
Matriz Identidade é uma matriz quadrada cujos elementos ai, = O se i;£ j e 
a,-,- = 1 se 2' = j. Portanto, possui todos os valores nulos, exceto os valores da 
diagonal principal que valem sempre 1. 
Matriz Triangular Superior é uma matriz quadrada de ordem n cujos ele- 
mentos aij = 0 se z' > j. 
Matriz Triangular Inferior é uma matriz quadrada de ordem n cujos ele- 
mentos a,-j = 0 se 1' < j. 
Matriz Simétrica é uma matriz quadrada de ordem n, em que a,~¡ = aj,-, V 1 í 
z,]§n. 
Matriz Anti-Simétrica é uma matriz quadrada de ordem n, em que a,-Í = 
_CLj¿, É S Tt.
~ 1.2 Operaçoes com Matrizes 
Nesta seção vamos definir as seguintes operações: adição, produto por um 
escalar, transposição e produto de matrizes. 
Adiçao de matrizes 
Definição 1.3 Sejam, A = [az-¿]m×n e B = [b¿¡]m×,,, a matriz A somada com 
a matriz B, resulta numa matriz C = [cijlmxm cujos elementos são: cij = 
az-¡ + bij, V z',j. Denotamos por: C' = A + B = [aü + b,-J-],,,×,,.
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Propriedade 1.1 Propriedades da adição com matrizes: 
(a) Comutatiuidade: A + B = B + A. 
(b) Associatividade: (A + B) + C' 2 A + (B + C). 
(c) Elemento Neutro da Adição: A -/- 0 = 0 + A = 0, onde 0 denota a matriz 
nula com a mesma ordem da matriz A. 
Produto de uma matriz por um escalar 
A multiplicação por um escalar é uma das operações mais simples que 
podem ser feita com matrizes. 
Definição 1.4 Seja k um número qualquer. Para multiplicar ls por uma matriz 
A de ordem m × n, basta multiplicar cada entrada a,-¡ de A por k. Assim, a 
matriz resultante B será também m × n e seus elementos serão bz-¡ = kaij. 
Propriedade 1.2 Propriedades do produto por um escalar: 
(a) Associatiua em relação ao escalar: k1(k2A) = (k1k2)A. 
(b) Distributiua à direita em relação as matrizes: l~i(A + B) = kA + kB. 
(c) Distributiua à esquerda em relação aos escalares: (kl +k2)A = kl/1+ k2B. 
(d) Elemento Neutro: 1.A = A. 
(e) A multiplicação do escalar zero por uma matriz A qualquer resulta na 
matriz nula, ou seja, 0.A = 0. 
Matriz transposta 
Definição 1.5 Dada uma matriz A = [a¿¡-]m×,,, podemos obter uma outra 
matriz A* = [b¿,~]n×m, cujas linhas são as colunas de A, isto e', big» = aji. At é 
denominada a transposta de A. 
Propriedade 1.3 Propriedades da matriz transposta: 
(a) (A*)t = A. 
(b) (A + B)* z A* + Bt. 
(c) A é simétrica se, e somente se, A : At. 
(d) (kA)t = kAt, lc é um escalar qualquer.
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Produto de Matrizes 
A multiplicação de duas matrizes esta definida apenas se o número de 
colunas da matriz da esquerda for igual ao número de linhas da matriz da 
direita. 
Definição 1.6 Sejam, A = [a¿,»]m×,, e B = [bTs],,×,,, então, seu produto A.B é 
a matriz m × p (m linhas e p colunas) dada por: C' = [cm,]m×,,. Os elementos 
TL 
da matriz produto cm, são dados por: cw: É auk bkv. 
¡z=1 
Propriedade 1.4 Propriedades do Produto de Matrizes: 
(a) Em geral AB 75 BA. 
(b) AI = IA = A, onde I é a matriz identidade. 
(C) Associatiua: (AB)C = A(BC). 
(d) Distributiua: A(B + C) : AB + AC. 
(e) (A + B)C' = AC + BC. 
(f) k(AB) = (kA)B = A(l‹;B). 
(g) (AB)t = B*At. 
Matriz inversa
~ Definiçao 1.7 Dada uma matriz A, quadrada, de ordem n, se existir uma 
matriz A`1, de mesma ordem, tal que A.A`1 = A_1.A : In (onde In é a matriz 
identidade), então dizemos que A é inuersiuel e que AÍ1 e' matriz inuersa de 
A. 
Se A tiver inversa, A é uma matriz não-singular, caso contrario, A é 
singular. 
Propriedade 1.5 Propriedades das Matrizes Inuersas: Se A e B são inver~ 
síueis, então: 
(a) (AB)-1 = B-IA-1. 
‹b› (A-1)* = A. 
‹¢› (At)-1 = ‹A*1>*.
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~ 1.3 Definiçoes Importantes 
Determinante 
Definição 1.8 Dada a matriz de ordem n, A = [ai]-],,, o determinante de A, 
é definido por: det(A) = 2(-1)Ía1¿,a2¡2 . . .any-n. Onde: J = J(j1,j2, . . . ,j,,)
P 
indica 0 número de inuersões da permutação (j1,jz,...,j,,), p indica 0 so- 
matório e' estendido a todas as n! permutações dos números 1, 2,. . . ,n. 
Dependência e Independência Linear 
Definição 1.9 Seja X1,X2, ..., X” um conjunto de vetores em um espaço 
vetorial. Dizemos que o conjunto é Linearmente Dependente (LD), se existirem 
constantes c1,...,c,, não todas nulas, tais que: c1X1 + + cnX,, = O. Um 
conjunto que não é Linearmente Dependente e' dito Linearmente Independente 
(LJ). 
Autovetor e Autovalor 
Definiçao 1.10 Seja A uma matriz de ordem n. Se existirem U G R”, u 76 O, 
e z\ E R tais que Av = Àv, À é um autovalor de A e u um autovetor de A 
associado a À. 
Na Definição 1.10 podemos escrever (A - z\I)u = O. Se det (A - ÀI) 76 0, 
sabemos que o problema anterior tem uma única solução dada por: v = 0. 
Portanto, para determinar os autovalores e autovetores devemos encontrar z\ 
tal que det (A - AI) = 0. 
Como a equação det (A - z\I) = O é uma equação polinomial de grau n, 
existem n autovalores À1, À2, ..., À”, alguns dos quais podem ser repetidos. Se 
um certo autovalor aparecer m vezes, se diz que este autovalor tem multipli- 
cidade m. Cada autovalor tem pelo menos um autovetor que lhe e associado, 
e um autovalor de multiplicidade m pode ter q autovetores linearmente inde- 
pendentes associados, com 1 É q í m. 
Se todos os autovalores de uma matriz A tiverem multiplicidade 1 é possível 
mostrar que os n autovetores de A, um para cada autovalor, são linearmente 
independentes. Por outro lado, se A tiver um, ou mais de um, autovalor 
repetido, então podem existir menos do que n autovetores linearmente inde- 
pendentes associados a A. 
Matriz Diagonalizável 
Definiçao 1.11 Dizemos que uma matriz A, n × n, e' diagonalizável, se exis- 
tem matrizes P e D tais que A = PDP'1, ou equivalentemente, D = P'1AP, 
em que P é uma matriz inversiuel e D é uma matriz diagonal.
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Funções Matriciais 
Definição 1.12 Seja A uma matriz em que cada uma das suas entradas [an] 
é uma função de variável real t. Então, A e' uma função matricial de variável 
real t. Se as entradas da matriz A são os elementos [ai]-], então as entradas de 
dA/dt são [dan/dt],' as entradas de fAdt são an- dtj. Dizemos que a matriz 
A é continua (diƒerenciável, integrável, etc,. . .) se suas entradas [an] forem 
todas elas funções contínuas (diferenciáveis, integráveis, etc, 
1.4 A Exponencial de uma Matriz 
Nessa seção definiremos a exponencial de uma matriz provando sua convergên- 
cia e algumas propriedades importantes. 
Seja Mn o espaço vetorial formado pelas matrizes de ordem n × n com 
entradas reais. Consideramos Mn com a seguinte norma: 
||A||Mn = SUP |lA$l|1Rfl› Á E Mn. 
fl=€R" / IIfl=|Iiw=1 
Propriedade 1.6 Propriedades da norma: 
(i) Ba: ||Rn§|| B ||Mn|| ct HR" para toda matriz B G Mn e todo 51: E R”. 
(ii) BC ||Mn§1| B ||Mn|l C' HM” para quaisquer B,C' E Mn. 
(iii) Bk ||Mn§|| B para toda matriz B G Mn e todo inteiro não negativo 
k. 
Demonstraçao: 
(i) Se ai = 0, então Ba: ||Rf.= 0 =|| B ||Mn|| 1; HR» . 
Se x gê O então st ||Rfz7é 0. Seja y = É, então y HW.: %í;H% = 1. 
Portanto, 
B n 
n B ||M,.z|| Bi nl.: "__””U?ê 
H 1 HR" 
H B ||Mn|I -T lliwšll BI HR" - 
(ii) Seja sc G R” tal que zr ||Rn= 1. Por (i), temos: 
II B(CI) IIRHSH B |lM,,|| Cffl ||Rf»í|| B ||Mn¡| C ||Mn|| w IIRHSII B IIMHH 0 HM" -. 
Como, B ||Mn|| C' HM" é uma cota superior para os valores de (BC')x ||¡R.i 
quando as HW: 1, concluímos que (ii) é verdadeiro. 
(iii) É trivial se k = 0 ou k = 1. Agora, se lc > 1 é uma consequência imediata 
de (ii).
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Proposição 1.1 Mn é um espaço normado completo, isto e', em Mn toda 
sequência de Cauchy é convergente. 
Se ac G R sabemos através da série de Taylor que 
°° z' 2 3 ac ac as cr e*”=\¿¬;z_-,=1+-1-'+í+š+... 
7:: 
. . . . 
Agora, vamos apresentar a definição da exponencial de uma matriz. 
Definiçao 1.13 Para a matriz A, de ordem n × n, definimos: 
A2 Az' °°Ai Aí -_i_ í_ í ln ó _I+A+ 2,+...+fl+..._2Z_! (1.1) 
1:0 
Vamos mostrar que em esta bem definida para qualquer t E R, ou seja, 
vamos mostrar que a série dada em (1.1) é convergente no espaço Mn. 
Denotamos por 
At 2 Aê 3 At m S,,,zz+Az+<_l+Q+...+<_)_ 
2' 3' ml 
e consideramos a diferença, para m > nz 
Til ' TT! 771. (AW lili - Itl” ~ ||Sm-S,z||M,,= 2 ~,,_ 5 2 ,-,||f-r||M..é 2 í||An,., 
i=¡z+1 ` M» â=,z+1 ' i=,z+1 ' 
(l.2) 
onde foi usado a Propriedade 1.6. 
Sabemos que 
°° 
|t|“ 
1,=0 
é convergente, então as somas parciais da série acima formam uma sequência 
convergente, portanto de Cauchy. Assim, para todo e > O existe N > 0 tal que 
m W Z <E› 
i=/1+1 Z' 
Assim, por (1.2) temos: 
iiSm~SMiiMn<67 
Logo, a série Sm é de Cauchy e portanto convergente, pois Mn é um es- 
paço normado completo, o que prova que a exponencial da matriz A esta bem 
definida: 
(A)2 (A)3 A _ e -I+A~l-T! +-ig! +...
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Proposição 1.2 Propriedades da matriz e:1;ponenctal: 
(a) eA = I, se A é a matriz nula. 
(b) Se P e' tnversíuel, então, ePAP_1 = PeAP`1. 
Demonstraçao: 
(a) Seja A=O, a matriz nula, então: 
0 _. 
°° Oi _ I O 02 _ I e _2¡- + +¡+...+;¡+..._.
0 tz' ' ` 
(b) Por definição: 
ÃM8 
_ -1 PAP`1 2 PAP`1 Í EPAPII 
Observe que (PAP"1)(PAP“1) = PA2P“1. Portanto,
8 _ . A2 
l 
Ar 
‹zP^P 1 = (PAP-51% = PP-1 + PAP-1 + PíP*1 + . . . + Pílfl +. ZM 
A2 
~ 
AZ -1 A -1 =P I+A+í+...+í+... P =PeP . 
Para provar a próxima proposição precisamos do seguinte resultado de série 
de funções. 
Teorema 1.1 Seja D um conjunto aberto de R. Considere as funções vetoriais 
fz- : D C R -+ ]R"2 tal que a série converge pontualmente em D 
para a função f. Suponhamos que, para cada z' € N, a função fi é diferenctáuel 
em D e a função é contínua em D. Se a série e' uniformemente 
convergente em D então a função f = é dtferencláuel em D e 
temos, para todo o a: G D, 
2M8 bz f'(fv) = (I)- 
Proposição 1.3 Propriedades da matriz exponencial em: 
(a) Seja Y(t) == ef”, então Y' (t) = AY(t) para todo numero real t. 
(b) A matriz em é tnuersíuel para todo t, e (eAt)"1 = e`At. Em particular, 
(eA)"1 = e`A.
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Demonstraçao: 
(a) Para cada z' G N, considere a função fi : R -› Mn dada por 
_ (LW M ÉZÊ 
onde Mn denota o espaço das matrizes reais quadradas de ordem n. 
Por definição, para cada t G R: 
°° 
(LA Z' °° 
fu) = ef” = 2 = 2 fz-(t). 
z'=o ' âzo 
Além disso, fi é diferenciavel em R e a função 
fm) = 
é uma funçao contínua em R, para cada 2' E N. 
Sabemos que em é uma série uniformemente convergente então a série 
šf,-'‹fi› z 
: 
(z°z“¡)z
8 
ÂM2
. 
ê. 
.t2 
_ 
ti-1 = A A? A3- A*-_* + t+ 2!+ + (2._1)!+ 
2 'i~1 = A I+Az+A2t +.._+A*-Fi-+... 
(l*1)' 
: AeAt 
é uniformemente convergente. 
Assim, as funções fz- satisfazem todas as hipóteses do Teorema 1.1, por- 
tanto: 
d d °° -fu) = ~‹z*^ = 2 fm) = Ae”, dt dt izo 
ou seja, 
Y'(z:) z âêtf* = Ae” = A1/(t).
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(b) Usando a Regra de Leibniz para um produto de matrizes, temos: 
%(eAúe-At) : Aeme-At + éAt(__A)e~Az' 
A matriz (-A) comuta com toda potência natural de A, então (-A) comuta 
com ef”, assim:
d ä(eAze-An) Z AeAúe-Aú + (_A)eAúe_Az : 0_ 
Assim, (eAte'At) é constante em relação a t. Logo, 
eme-At : 6,406-Ao : [_
Capítulo 2 
Sistemas de Equações Diferenciais 
Neste capítulo vamos apresentar um estudo sobre sistemas de equaçoes 
diferenciais ordinárias lineares. Esses sistemas aparecem frequentemente em 
matematica aplicada, economia e engenharia ao modelar certos fenômenos. 
Muitos matemáticos famosos estudaram equações diferenciais dando sua con- 
tribuição a ciência, onde podemos incluir Newton, Leibniz, Família de Bernoulli 
Riccati, Clairaut, d'Alembert e Euler entre outros. Podemos reduzir um sis- 
tema de equações diferenciais ordinárias de qualquer ordem a um sistema 
equivalente de primeira ordem. Em geral, um sistema de equações diferen- 
ciais de primeira ordem pode ser escrito da seguinte forma: 
da: 
751 2 F1(Í,$1,íE2, . . . ,íL`.,,,) 
das íz F2(t›$1›$21'--axnf 
das" 
` ¶=Fn(t,$1,íC2,...,1In) 
onde t é a variavel independente e pertence a algum intervalo I _ As funções 
23, = são funções reais e F, : R × R" -› R, para 1 í i É n. 
Definiçao 2.1 Seja I C R um intervalo. Um sistema da forma 
df 1 
dt 
dflíz 
dt 
= a11(t):t1 + a12(t)x2 + . . . + a1,,(t):c,, + fl (t) 
= a21(t)x1 + azz(t)xz + . ._ + a2,,(t)a:,, + ƒ2(t) (2.1) 
dx”É 
para t G I, é chamado de sistema de equações diferenciais lineares de primeira 
ordem. Se todas as funções fl, . . . , f,, forem identicamente nulas no intervalo I , 
dizemos que o sistema (2.1) é homogêneo; caso contrário, ele é não-homogêneo. 
= a,,1(t)x1 + a,,2 (t):1:z + . . . + a,,,,(t)¿v,, + fn (t) 
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Definiçao 2.2 Funçoes 
151 = ¢1(É), ÍU2 = ¢2(É)» ~ - - , flín = ¢n(Ú), 
formam uma solução do sistema (2.1) no intervalo I se: 
Sao diferenciáveis em todos os pontos do intervalo I. 
Satisfazem o sistema (2.1) para todo t G I. 
Definiçao 2.3 Para o sistema (2.1), pode-se darn condiçoes iniciais da forma: 
.¶I1(É0) 2 Ig, íIÍ2(Í0) = Zig, . . . , íIÍn(Ê0) I T2, 
com to pertencente ao intervalo I e xg, 232, . . . , :cg números reais. As equações 
di erenciais do sistema 2.1 e as condi ões iniciais 2.2 ormam um roblemaP 
de valor inicial (PVI). 
Exemplo 2.1 Considere o seguinte sistema de equações: 
d.'E1 = íL'1 + 133 
dx 
T; : wl + :B2 
d.T3 
Ê; I -2IE1 "~ 1113. 
Verifique que: 
(a) As funçoes 
¢1(i) = 0, ¢2(i) = et e ¢3(i) =0, (24) 
formam uma solução para o sistema (2.3) em todo intervalo I = (~oo, oo) 
(b) As funções 
1 1 
¢1(t) = cost, çz5z(t) = -5 cost + 5 sent e q53(t) = -cost - sent, 
(2.õ) 
formam uma solução para o sistema (2.3) em todo intervalo I = (-oo, oo). 
(a) Resolução: 
Sejam as seguintes funções: q51(t) = :E1 = O, ¢2(t) = :cz = et e çí›3(t) = 
1:3 = O. Sabemos que as funções acima são diferenciáveis em I = 
(-oo, oo) e que: 
dac1_ dx2_t da:3_ 
dt 
-0, 
dt 
-e e 
dt 
-O, Vtêl.
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Agora, substituindo no sistema (2.3), :1:1,:1;z,a:3, -81%, % e ía;-:Í pelos 
seus respectivos valores, temos: 
0 = Ú + 0 
et = O + et 
0: -2.0~0. 
Assim, a condiçao da Definiçao 2.2 foi verificada. Portanto, de acordo 
com a Definição 2.2 as funções (2.4) formam uma solução do sistema (2.3) 
no intevalo I. 
(b) Resolução: 
Sejam as seguintes funções: ¢1(t) = :cl = cos t, ¢2(t) = mz = -àcost + 
šsent e ¢3(t) = mg = -cost - sen t. Sabemos que as funções acima 
são diferenciáveis em I = (-oo, oo) e que: 
dxl 
t 
dx2 1 ent+ 1 t e dx3 t cost V t G I --=-sen -=-s -cos --=sen - . dt ° dt 2 2 dt 7 
d d cl Substituindo no sistema (23), :c1,x2,:1:3, -6%, e % pelos seus 
respectivos valores, temos: 
-sent = cost + (~cos t - sent) 
1 1 1 1 šsent+ -ëcost = cost+ (-5 cost + 5 sent) 
sent - cost = -2.cost - (-cost ~ sent). 
Logo: 
-sent = -sent 
~ en - = - - 1 t+1c t 1 t+1 t 2.5 2 os 2sen 2cos 
sent - cost = sent - cos t. 
Assim, a condição da Definição 2.2 foi verificada. Portanto, de acordo 
com a Definição 2.2 as funções (2.5) formam uma solução do sistema (2.3) 
no intevalo I. 
Anuciaremos a seguir, um Teorema sobre a existência e a unicidade para 
um sistema de equações de primeira ordem. 
Teorema 2.1 Se as funções a,-¡ com 1 É ¿,Í S n 6 fi com 1 § i í n são 
contínuas em um intervalo aberto I , então existe uma unica solução xl = 
(tl (t), . _ ., :cn = ¢,,(t) do sistema (2.1) que também satisfaz as condições ini- 
ciais onde to e' qualquer ponto em I e 113%, mg, . _ ., rf, são números reais 
arbitrários. Além disso, a solução existe em todo o intervalo I. 
A demonstração desse teorema pode ser feita pelo método de aproximações 
sucessivas (ver
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Forma Matricial de um Sistema Linear: O sistema de equações diferen- 
ciais de primeira ordem (2.1) pode ser escrito da forma: 
931 f112() a1n('Í) 111 f1(t) 
in ¢ln1(Ê) an2(Í) afm(t) fu f1z(í) 
ou ainda,
Q ›-› ›-‹ 7 
HM \_Z§} 
BFPF 
\/ 
X'(z:) = A(z:)X(t) + F(1:), V t e I, (2.6) 
,L a,,1(t) an2(t) a,m(t n(t 
151 f111(í) a12(Í) @1n(t) f1(t) 
(mx: [ez 
} 
j AU) I [zz2¿(ú) zz2¿(z) a2¿(z) 
} 
e Fa): [f¿(z)] 
91 ) f ) 
~
1 Além disso, podemos escrever o sistema de equações diferenciais (2. ) com 
condições iniciais (22) da forma: 
{ 
X'(t)) = A(ú)X(z:) + F(t), V t e I 
(27) X(o =X 
I?
o 
332 
onde X0 = _ _ 
1112 
2.1 Sistemas de Equações Diferenciais Homogê- 
neos 
Usando a notação dada anteriormente, se F = 0, podemos considerar o seguinte 
sisterna homogêneo: 
X'(ú) = A(z:)X(z:), V 1: e I. (2.8) 
Abaixo um exemplo de sistema homogêneo escrito na forma matricial: 
Exemplo 2.2 O sistema homogêneo 
d$1 Ê: $1 +333 
da: 
Í; = SE1 + .T2 
dSC3 Ê' = -2151 _ $3›
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pode ser escrito da forma: 
d S61 1 O 1 231 
'giz 
JT2 = 1 1 O 172 . 
1:3 -2 O ~1 2:3 
:nl 1 O 1 
Seja, X = 1:2 e A = 1 1 O , então o sistema de equações 
ÍII3 *-2 O -1
d 
diferenciais (2.9) pode ser escrito na forma: ÉX = AX. 
Neste momento, apresentamos a definição de dependência e independência 
linear, pois estamos interessados em soluções linearmente independentes do 
sistema homogêneo (2.8). 
Definição 2.4 (Dependência e Independência Linear) Seja Xl,X2, ..., Xn 
um conjunto de vetores solução do sistema homogêneo (2.8) no intervalo I. 
Dizemos que o conjunto é Linearmente Dependente (LD) no intervalo I, se 
existirem constantes cl, ..., en não todas nulas, tais que: clXl + +c,,Xn = 0, 
V t E I. Um conjunto que não é Linearmente Dependente no intervalo I é dito 
Linearmente Independente (LI 
Teorema 2.2 (Principio da Superposição) Sejam Xl, . . _ ,Xn soluções do pro- 
blema homogêneo (2.8) no intervalo I, então a combinação linear Za,-X, 
z' 1 
também e' soluçao do sistema (2.8) quaisquer que sejam al, . . . ,an E IR. 
Abaixo, apresentamos um exemplo usando o princípio da superposição. 
Exemplo 2.3 Pelo Exemplo 2.1, sabemos que os vetores 
O cos t 
Xl = et e X2 = ~% cost + Ê sent são soluções do sistema (23), 
O -cos t - sen t 
então pelo principio da superposição, a combinação linear: 
0 cost czcost 
X=cl et +c2 -šcost+šsent = -°¡2cost+%sent+cle* 
0 -cost - sent -c2 cost - cz sent 
t b l 
" d é am em so uçao o sistema (2.3) quaiquer que sejam cl, cz G R.
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De acordo com o Teorema 2.2 0 conjunto das soluções do sistema homôge- 
neo (2.8) é um espaço vetorial. Na sequência veremos que esse espaço vetorial 
tem dimensão n. 
$1â 
:E 1 
~ Seja 
{ } 
com 1 É fl í n, n soluções do sistema homogêneo (28). 
-'Eni 
Consideramos a seguinte matriz: 
1511 11312 1311» 
1321 -T22 íI32n 
xa) z _ _ _ (210) 
xnl -7Ín2 :Inn 
Podemos afirmar que para cada t fixo, as colunas da matriz (210) são linear- 
mente independentes se, e somente se, detX (t) çé O. 
Definição 2.5 O determinante da matriz definida em (210), det X, e' chamado 
de Wronskiano das n soluções do sistema homogêneo (28) e é denotado por 
W[X1,...,Xn] = detX. 
Teorema 2.3 Seja A = A(t) uma matriz contínua em I e X1, _ . _ , X" soluções 
do problema (2.8) no intervalo I, então, W[X1, . . . ,Xn] ou é tdenttcamente 
nulo ou nunca se anula nesse intervalo. 
Demonstraçao: 
Definimos: 
$11(ÍÃ) .'lI12(t) .'1Í1z,¿(t) 3215 
.íC21(É) .'IZ22(É) íL`2n(t) .'I,'2¿ 
¢(t)= _ _ _ ,VtGI,comX,(t)l _ 
/'\/-\ 
Oh 
€`h 
\./\./ 
.'1Í.,¿1(t) .'IÍnz(t) ' ' ' íII,m(É) 
Suponha que exista to G I tal que W[X1(t0), . . . , Xn(t0)] = 0. Então existe 
C1 
um vetor não nulo C' = 
[ 
§ 
} 
, tal que 
Cn 
O = C1X1(Í0) + C2X2(t0) + + CnXn(É0) = 
Considere a função: 
1/1(t):‹;§(t)C, Vté I.
._ A 
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É imediato que i/1 é solução do seguinte problema: 
{X'(i)=A(i)X(i), viel 
() 0 
2.11 Xt0:_ ( ) 
Pelo Teorema 2.1, o sistema acima possui uma única solução. Como a 
função nula é solução do sistema (2.11), concluímos que 
ib(t) =çb(t)C'=0, Vt€I. 
Assim, 
¢(z:) C = ‹z1X1(i) + c2X2(1:) + + c,,X,,(1:) = 0, V 1: e I, 
o que implica que detq5(t) = W[X1(t), . . _ ,X,,(t)] = 0, V t G I, como queríamos 
demonstrar. 
Observação 2.1 De acordo com o Teorema 2.3 podemos afirmar que X1, . . . ,X,, 
são soluções linearmente independentes do sistema homogêneo (2.8) no inter- 
valo I, se, e somente se, detX yé O em algum ponto do intervalo I, onde X é 
a matriz definida em (210). 
Teorema 2.4 Sejam X1, . . . ,Xn soluções linearmente independentes do sis- 
tema homogêneo (2.8) em um intervalo I em que a,-J-,1 É i,j É n, são con- 
tínuas. Então cada solução X = q5(t) do sistema homogêneo (2.8) pode ser 
expressa, de modo unico, como uma combinação linear de X1, . . . ,X,,, dada 
por: 
¢(i) = 0z1X1(t) + . . . + a,,X,,(i), V t e I, 
com 011, az, ...,o‹,, E R. 
Definição 2.6 Se X1, . . . ,Xn são soluções linearmente independentes do sis- 
tema homogêneo (2.8), então dizemos que X1, . _ . ,Xn formam um conjunto 
fundamental de soluções do sistema homogêneo (2.8) no intervalo I. 
Teorema 2.5 Se X ' = AX é um sistema homogêneo no intervalo I, então é 
possivel encontrar um conjunto fundamental de soluções para este sistema no 
mesmo intervalo. 
A prova desse teorema segue do Teorema 2.1 de existência e unicidade de 
soluções. 
Teorema 2.6 (Solução Geral dos Sistemas Homogêneos) Seja X1, X2, . _ . ,X,, 
um conjunto fundamental de soluções do sistema homogêneo (2.8) no intervalo 
I. Então, a solução geral do sistema no intervalo I é dada por: 
X = c1X1 + + c.,,X,,, 
onde c,-,i = 1,2, . . . ,n são constantes arbitrárias.
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cost 
Exemplo 2.4 Sabemos que os vetores: X1 = -Ê cost+ š sent e X2 : 
O -cos t - sen t 
Í 
et 
:I 
, são soluções do sistema (2.3) no Exemplo 2.1.
U sent 
É fácil verificar que o vetor X3 = -Ê sent - šcost também é solução do 
sistema (2.3). Como, “Se” É + 005 É 
cost 0 sent 
W(X¡,X2,X3) = -šcost+šsent et -šsent-šcost =et7É0, 
-cost- sent O -sent+cost 
para todo t G R, X1, X2 e X3 formam um conjunto fundamental de soluções 
no intervalo I = (-oo, oo). Logo, a solução geral do sistema (2.3) no intervalo 
I é a combinação linear X = c1X1 + c2X2 + c3X;›,, ou seja, 
cost 0 sent 
X=c1 -šcost+šsent +c2 et +c3 -šsent-šcost _ 
-cost - sent 0 -sen t + cos t 
2.2 Sistemas de Equações Diferenciais 
Não-Homogêneos 
Para o nosso estudo, também é necessario conhecer a soluçao de um sistema 
não-homogêneo. Assim, apresentaremos a solução para o caso de sistemas 
de equações diferenciais lineares não-homogêneos. Qualquer vetor, livre de 
parâmetros arbitrários, cujos elementos são funções que satisfazem o sistema 
(2.7) é uma solução particular Xp em um intervalo I do sistema (2.7). 
Teorema 2.7 (Solução Geral dos Sistemas Não-Homogêneos) Seja Xp uma 
solução particular do sistema não-homogêneo (2.7) no intervalo I e seja Xh = 
c1X1 + + c,,Xn a solução geral no mesmo intervalo do sistema homogêneo 
(28). Então a solução geral do sistema não-homogêneo no intervalo e' dada 
por: X = Xh + Xp. A solução Xh do sistema homogêneo (2.8) é chamada 
solução complementar do sistema não-homogêneo (2.7). 
De acordo com o Teorema 2.7 a solução geral do sistema não-homogêneo 
(2.7), X'(t) = A(z:)X(t) + F(t), é dada por: X(ú) = X,,(1:) + 0z1X1(t) + . . . + 
o‹nX,,(t), onde X1, . _ . ,Xn são as soluções do sistema homogêneo (28) e X,,(t) 
é uma solução particular do sistema de equações diferenciais não-homogêneo.
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Exemplo 2.5 Considere 0 seguinte sistema não-homogêneo: 
dÍIÍ1 -=ac1+3a:z+12t-11 
dt
( 2.12) 
dfiíz í : 5l'1 + 3¶z`2 _- 3 
no intervalo I = (-oo, oo). Escrevendo na forma matricial temos: 
X' z AX + F, 
_ 231 _ 1 3 __ 12t-11 ondeX-[$2],A-[5 3J e F(t)-{ _3 
É fácil verificar que Xp = 
[ 
t_+46 
1 
é uma solução particular do sistema 
não-homogêneo (2.12) no intervalo I. A solução complementar de (2.12) no 
mesmo intervalo é a solução geral de 
X'=AX 
X,,=C1{_11}@~zt+l[g}@fiz. 
Logo, pelo Teorema 2. 7, 
dada por: 
1 _ 3 3t-4 X=Xh+X¡,=c1|:_1:Ie 2t+c2 
Í 5 } 
e6t+ 
[ _5t+6:| 
é a solução geral de (2.12) no intervalo I. 
2.3 Redução de Ordem 
Dada uma equação diferencial ordinária linear de ordem n, podemos represen- 
tar como um sistema de n equações diferenciais de primeira ordem. Vamos 
considerar uma equação diferencial ordinária linear de ordem n na sua forma 
padrão: 
y<"> + a,1(i)y<"*1> + . . . + an_1(i)y' + an(i)y = f(i), (213) 
com as condições iniciais: y(t0) = yo, y'(t0) = 3/1, . _ . ,y("”1)(t0) = y,,_1. Seja 
:B1 = y, 1:2 = yl, ...,xn = y(”`1). Então a equação diferencial (2.13) pode 
ser representada pelo seguinte sistema de n equações diferenciais ordinárias de
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primeira ordem: 
Í 
CZÍII1 _ 
dt
"
díflz ¶ = “3 
< É 
din-1 “dr = fr 
-T2 
da: l = -a,,(t):c1 - . . . ~ a1(t)x,, + f(t). 
l dt 
Assim, temos as seguintes condições iniciais: 
-'B1(Êo) = 1/o 
952950) = 91 
ífln-1(YÍo) = yn-2 
‹7Ín(t0) : yn-1- 
Portanto, resolver uma equação diferencial ordinária de ordem n equivale a 
resolver um sistema de n equações diferenciais ordinárias lineares de primeira 
ordem. 
Exemplo 2.6 Consideremos a equação diferencial ordinária de terceira or- 
dem, dada por: 
ym + 23;” + 42;/ - 7y = sen (2t). (214) 
Fazendo, a seguinte mudança de variável xl = y, rg = yl, :E3 = y", podemos 
reescrever o sistema (214), como um sistema de primeira ordem: 
113,1 = 1122 
Zig I ÍIÍ3 
:rg = -2:53 - 4x2 + 7291 + sen (2t). 
A seguir, vamos apresentar um exemplo de um sistema linear envolvendo 
derivadas de ordem superior reduzido a um sistema linear de primeira ordem. 
Exemplo 2.7 Consideremos o sistema de equações diferenciais lineares de 
segunda ordem: 
33;" = 6y + 4z 
,, 2.15 
z =4y-2z+60sen(2t). ( ) 
Fazendo, a seguinte mudança de variável, xl = y, :vz = yl, 1:3 = z e x4 = zl, 
,, 1 1 1/ I / /I , entao :cl = 932, 9:2 = y , .r3 = .r4 e x4 = z , assim, podemos reescrever 0
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sistema (215), como um sistema de primeira ordem:
I 
xl = 1:2 
3x; = 6x1 + 4x3 
:vg = 1:4 
xi, = 4931 - 2:53 + 60 sen (2t). 
2.4 Sistemas com Coeficientes Constantes 
2.4.1 Sistemas Homogêneos 
Nesse momento, vamos considerar os sistemas lineares homogêneos com coefi- 
cientes constantes dado por: 
dí1I1 Ê = 0.11111 + 0421132 + . . . + 0z1n$n 
díllg _ É - 0,21.'II1 + úzgílíz + . . . + Clgnífln 
dxn Ê- = anlxl + a'ri2$2 + - - - + aan-rn 
para t E I, onde aij E IR para todo 1 Ê i,j É n. O sistema acima pode ser escrito da forma: 
ílfu) z Axa), (217) 
onde A é a matriz n × n dos coeficientes do sistema, X um vetor de dimensão 
n cuja as entradas são funções que variam com t. 
Teorema 2.8 Seja A uma matriz ri × n. Então 0 problema de valor inicial 
dX i = AX 
dz: 
(t) (t) 
(2.1s) 
tem uma única solução dada por X(t) = em X0. 
Demonstraçao: 
Pela Proposição 1.3 temos que:
d 
ã (GÉA X0) = A €tA X0. 
Assim, se X(t) = em X0:
d 
ä xa) = A em X0 = AX(z:).
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Além disso, pela Proposição 1.2, e°'A = I, assim: 
X(o) z e°~^ X0 = X0. 
Portanto, X (t) = em X0 é solução do sistema (2.18). 
Suponha que Y = Y(t) seja também solução do sistema (2.18). Definimos: 
z(ú) = fz-*A Y(z:). 
Então 
%(t) = (É-126%) Y (15) + e-*A 'ÍTÊ/(zf) 
= ~A WA Y(1:) + fr” Ai/(t) 
= @¬*^ (~A + A) Y(«L-) = 0. 
Assim, Z (15) é constante em relação ao tempo. Além disso, Z (0) = Y(0) = 
X0. Logo, 
X0 = Z(t) = e`tA Y(t). 
Pela Proposição 1.3, e_'A é a inversa da matriz em. Portanto, 
1/(Ú) = €tA X0. 
Cálculo das soluções usando autovalores 
De acordo com a seção anterior para se ter a solução X = em X0 do sistema 
(218) é preciso calcular em. A seguir desenvolvemos 0 método de autovalores 
que leva para esse cálculo. 
Seja ×\ um autovalor da matriz A associado a um autovetor v. De acordo 
com a Definição 1.10, temos: 
Av = Àv. (2.19) 
Agora, vamos mostrar que 
X z ve”, (220) 
é solução do problema (2.17 Temos que 
X' = (ve)")' = Àve”. 
Multiplicando e'\' em ambos os membros da equação (2.19), segue que 
X' = Ave”. 
De acordo com (220), temos: 
X' = AX. 
Portanto, verificamos que X = ve” é solução do sistema (217).
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Suponha que a matriz A possua um conjunto completo de n autovetores 
111, vz, ..., 11,, que são linearmente independentes. Seja À1, À2, ..., Àn os autova- 
lores correspondentes. Como visto acima as funções 
Àt /\t __ Àt X1=v1e1, X2=U2e2, ..., X,,_v,,e” 
são soluções do problema (2.17 
Para mostrar que estas soluções constituem um conjunto fundamental, cal- 
culamos o respectivo Wronskiano: 
À t À É À t 'U116 1 'U126 2 ' ' ' ”U1n€ " 
um ezm 0228.2: _ _ _ ,,2ne›.,,z 
W[X1,Xz,--¬X«z] = . . . 
,Un1eÀ1t ,UH2 eÀ2t _ _ _ ,UnneÀ›,|,t 
1111 1112 Um 
: e(›.1+Àz+...+›.,.)z U21 'U22 U2" 
vnl 'UTL2 ' " vnn 
Como a função exponencial nunca se anula e os vetores 111, vz, ..., 'on são 
linearmente independentes, o produto acima não é nulo. Dessa forma, 
X1, X2, ..., Xn constituem um conjunto fundamental de soluções. Assim, pelo 
Teorema 2.6, a solução geral do sistema (2.17) é: 
X = clvl e'\1t + c2v2 e'\2t + + cnvn e”\"t. (2.21) 
Nesse momento, vamos estudar os diferentes casos que dependem se os 
autovalores são: reais e distintos, multiplicidade maior que 1 ou complexos. 
Autovalores Reais Distintos: Se a matriz A, n × n possui n autovalores 
reais distintos À1,z\2, . . _ , À”, sejam 111, vz, . . . ,vn os n autovetores linearmente 
independentes, então, a solução geral de (2.17) no intervalo (-oo,oo) é dado 
por: X = c1v1e'\1t + c2v2e'\2t + . . _ + c,,vne'\“*, com c1, cz, . . _ ,c,, constantes. 
Exemplo 2.8 Encontre a solução geral do sistema: 
d:1:1É 
d.'E2É 
= 2.111 + 31132 
(222) 
= 21111 + ZI2. 
Resoluçao: 
Seja A = 
[ š 
:Í 
} 
e X = 
[ 
íl M então o sistema (222) pode ser escrito2 
na forma: 
X'=AX.
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Da equação (A ~ ÀI)v = O, temos: 
d@ú(A-,\I) z 5* IÍÀI 
NJ 
= -À)(1-À)-õ] 
z -2À-z\+>@-õ 
z -4~3z\+À2 =0. (223) 
NZ 
r×:› 
Logo, os autovalores são: À1 : -1 e A2 = 4. 
Para À1 = -1, devemos encontrar wl e 21 tal que 
3w1 + 3z1 = O 
(224) 
21.01 + 221 = 
Resolvendo o sistema (2.24), temos: wl = -zl. Tomando, zl = -1, temos:
1 wl = 1, logo 0 autovetor é dado por: 111 = 
{ 
_1 
Para À2 = 4, devemos encontrar wz e zz tal que 
(225) 
_2'lU2 + 322 I 0 
2102 - 3212 2 Ú. 
Resolvendo o sistema (2.25), wz = 322 / 2. Tomando, zz == 2, temos: wz = 3, 
logo o autovetor é dado por: vz = 
[ Ê 
Portanto, X1 = 
[ E1 l 
e`t e X2 = 
[ Ê 1 
e4t, e a solução geral do sistema 
(222) é dada por: 
X(É)=C1X1+C2X2=C1 
[ :I 
6_t+C2 
Ii 
É 
ifl 
€4t, 
onde cl e cz são constantes reais. 
Autovalores de Multiplicidade k > 1: Cada autovalor À da matriz A de 
ordem n × n tem associado um autovetor v. Se o autovalor tem multiplicidade 
k > 1, então ele pode ter menos que k autovetores linearmente independentes. 
Nesse caso não é possível encontrar um conjunto de n autovetores linearmente 
independentes. Diremos, que um autovalor tem multiplicidade k > 1 é corn- 
pleto se possui k autovetores linearmente independentes. No caso da matriz 
A possuir autovalores completos, a solução geral do sistema X' = AX é dada 
por (2.21), com À, podendo se repetir.
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Exemplo 2.9 Encontre a solução geral do sistema X ' = AX em que 
1 -2 2 A: -2 1 -2 . 
2 -2 1 
Resoluçao: . 
Fazendo o mesmo procedimento da resolução do Exemplo 2.8, podemos 
encontrar os seguintes autovalores e autovetores: À1 = À2 = -1, À3 = 5, 
1 0 1 
111: )1),v2= |i1} 
ev3= [-1:).Nestecaso,oautovalorz\1=-ltem 
0 1 1 
multiplicidade 2 e é completo, assim, temos dois autovetores 211 e vz linearmente 
independentes correspondentes a z\1 = -1. Como A possui três autovetores 
linearmente independentes, a solução geral é: 
1 O 1 
X(t) = c1e`tv1+c2e`tv2+c3e5tv3 = c1e`t 
) 
1 
} 
+026” 
[ 
1 
) 
+c3e5t 
[ 
~1 
}
. 
Ú 1 1 
Autovalores de Multiplicidade 2: Seja z\ um autovalor de multiplicidade 
2 associado a um único autovetor v. Além da solução X1 = e'\tv uma segunda 
solução linearmente independente pode ser obtida fazendo, 
X2 = Kte›`t + Pe” (226) 
X; = KÀz:.‹z^* + Ke” + PÀ@^f. (227) 
Agora, vamos substituir (226) e (2.27) no sistema X " = AX. Então, obte- 
mos 
(AK ~ ÀK)úe^f + (AP _ ÀP _ K)z^f z o. (228) 
Como a equaçao (2.28) deve ser valida para todo t, os vetores K e P devem 
satisfazer as seguintes equações: 
(A - À_I)K = 0 (229) 
(A - À1)P = K. (230) 
A equação (2.29) estabelece que K deve ser um autovetor associado a z\. 
Resolvendo (2.29), temos uma solução X1 = K e'\*. Sabendo o valor de K a 
equação (2.30) permite determinar o vetor P.
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Autovalores de Multiplicidade 3: Seja z\ um autovalor de multiplicidade 
3 associado a um único autovetor u. Além da solução X1 = e'\*u uma segunda 
solução linearmente independente pode ser obtida fazendo, 
X2 = Kie” + Pe” 
e uma terceira solução linearmente independente é obtida fazendo, 
tz 
X3 = Kšen + Pte'\L + Qe'\¿. (2.31) 
Substituindo (2.31) no sistema X' = AX, obtemos as seguites equações: 
(A _ À1)K = 0 (232) 
(A _ ,\J)P = K (233) 
(A - ÀI)Q = P. (234) 
Os vetores K, P e Q devem satisfazer (232), (2.33) e (2.34). 
Autovalores Complexos: Se a matriz A possui n autovalores complexos 
e distintos, então existem n autovetores linearmente independentes. Uma vez 
que a matriz A é real, os autovalores complexos surgem em pares de autovalores 
conjugados. Assim, À = p + qi e Â = p - qi formam um par de autovalores 
conjugados. Seja u um autovetor associado a À, então, (A-z\I)'u = O e tomando 
o complexo conjugado desta equação obtemos: (A - ÂI)i7 = 0. Assim, 17 é o 
autovetor associado ao autovalor Â. Se u = ug + iu¡, então 17 = uR - iuz. A 
solução complexa associada ao par (À, u) é dada por: 
X(t) = ue(¡”+ql)t = (UR + iv¡)ept (cos (qt) + isen (qt)), 
ou seja, 
X(t) = ePt(vRcos (qt) - v¡sen (qt)) + ie¡'t(u¡cos (qt) + uRsen (qt)). 
Teorema 2.9 (Soluções Correspondentes a Autoualores Complexos) Seja A a 
matriz dos coeficientes com elementos reais do sistema homogêneo (2.17) e seja 
v um autovetor_ correspondente ao autovalor complexo À = p + qi, p eq reais, 
então ue” e vie” são soluções do sistema (2.17). 
Teorema 2.10 (Soluções Reais Correspondentes a Autoualores Complexos) 
Seja z\ = p+ qi um autoualor complexo da matriz de coeficientes A no sistema 
(2.17) e seja u = vg + iu; o autovalor associado a z\, então X1 = Re(X) = 
ePt(vRcos (qt) - ufsen (qt)) e X2 = Im(X) = ePt(v¡cos (qt) + uzzsen (qt)) são 
soluções linearmente independentes do sistema (2.17) no intervalo (-oo, oo).
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A parte real e a parte imaginária de X = X1 +z`X2 são soluções da equação, 
deste modo obtemos duas soluções reais, linearmente independentes. 
X1 = Re(X = ept(×vRc0s (qt) - v¡sen (qt)) 
X2 = Im = ept(v¡cos (qt) + vRsen (qt)). 'Q 
Q/ 
De fato, se X é soluçao, temos: 
X' z AX 
(X1 + zX2)' = A(X1 + z'X2) 
X; +1;X¿ = AX1 + z'AX2. 
Logo, Xí = AX1 e X5 = AX2. Assim, mostramos que a parte real e a parte 
imaginaria da solução complexa são soluções reais da equação. 
Exemplo 2.10 Encontre a solução geral do sistema, X' = AX em que 
1 -1 2 A=~110. -101 
Resolução: 
Fazendo o mesmo procedimento da resolução do Exemplo 2.8, podemos 
encontrar os seguintes autovalores e autovetores: À1 = 1, A2 = 1+z` e z\3 = 1-11, 
O -fi z' 
1 1 1 
U1: 2 ,v2= 1 e'v3= 1 _ 
Portanto, a solução geral complexa é dada por: 
X(t) = cletvl + c2e(1+i)tv2 + c¿›,e(1_l)t'u3, 
onde cl, cz e c3 sao constantes. 
Assim, 
_ 
~t -2' sen t -cos t 
e(1+“)t 1 = et(cos t + isen t) 1 = et cos t + 'iet sen t . 
1 1 cost sent 
Ora, a parte real e a parte imaginaria desta solução complexa são soluções 
reais, linearmente independentes, portanto a solução geral real é dada por: 
O sen t ~cos t 
X(t) = c4et 2 + c5et cos t + cöet sen t , 
1 cos t sen t 
onde, c4, 05 e cô são constantes reais.
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2.4.2 Sistemas Não-Homogêneos: Variação de Parâmetros 
Nesta seçao vamos estudar uma versao matricial do método da variaçao de 
parâmetros para um sistema linear não-homogêneo de n equações diferenciais 
de primeira ordem e n incógnitas. 
Seja A uma matriz n × n com coeficientes constantes. Se X,-(t), i = 
1, 2, . _ . ,n forem n soluções linearmente independentes do sistema homogêneo 
X' = AX no intervalo I, então a solução geral é dada por: 
X(t) = c1X1 +c2X2 + . . . +‹z,,X,, 
ou 
11311 9312 131" 011011 + - - - + Gnffim 
UU21 31322 93211 0111321 + - - - + C-zz5U2n 
X(z:)=c1 . +cz _ +...+cn . = 
;
_ 
xnl ‹7Ín2 $11.11. clxnl + - - - + c'rL-Znn 
Podemos então dizer que a solução geral pode ser representada na forma ma- 
tricial por: X (t) = <Ê(t)C, onde: 
11711 HU12 - - - fE1n C1 
3321 51322 ~ - - 2321» C2 
<I> = 
_ . . _ e C' = . . 
-Tnl x'n.2 - - - xnn Cn 
Chamamos a matriz <I> de matriz fundamental do sistema X' = AX no 
intervalo I. 
Propriedade 2.1 Propriedades da Matriz Fundamental 
(a) Uma matriz fundamental Q é não- singular. 
(b) Se <I> é matriz fundamental do sistema X ' = AX, então <I>' (t) = A®(t). 
Agora, vamos considerar o seguinte sistema não-homogêneo: 
X'(t) = AX(t) + F(z:). (2.35) 
De forma análoga ao procedimento do método da variação de parâmetros 
para uma equação diferencial de ordem n, vamos determinar uma solução 
particular variando a matriz das constantes, C, logo, temos que determinar 
'Uz1(t)
É U (t) = 
Í 
u2:( ) 
} 
, de tal forma que: XI, = <I>(t)U (t) seja uma solução parti- 
( ) un t 
cular do sistema não-homogêneo (235).
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Derivando Xp temos: X; = <I>(t)U' +<I>'('L')U e substituindo na equação 
(2.35) temos: <D(t)U'(t) +<I>'(t)U(t) = A<Í>(t)U(t) + F(t), mas pela Propriedade 
2.1 ítem (b) ‹I›' = A‹b(ú), assim, ‹I>(t)U'(t) + A‹I>(ú)U(z:) = A<I›(t)U(t) + F(zf), 
logo: ¶>(t) U' (t) = De acordo com a Propriedade 2.1 item (a), <I> é não- 
singular e portanto existe <I>`1. Então, 
U'(t) = ‹1>-1(ú)F(z). (236) 
Integrando (236), temos: U(t) = f<Í>'1(t)F(t) dt. 
Como Xp = <I>(t)U (t) podemos concluir que uma solução particular do 
sistema não-homogêneo X' (t) = AX (t) + F (t) é 
Xp z ‹I>(¢) Í ‹I›-1(t)F(t)dt. (237) 
Como procuramos uma soluçao particular qualquer, não é necessario usar 
uma constante de integração no calculo da integral f í>`1(t)F(t) dt. Para cal- 
cular a solução geral do sistema não-homogêneo, X = X h +X,,, vamos integrar 
cada entrada da matriz coluna <I>"1(t)F(t) em (237), assim, temos: 
X z ‹I>(ú)C + ‹1>(ú) /‹D"1(1:)F(t) dt. 
Exemplo 2.11 Encontre a solução geral do sistema não-homogêneo: 
d$1 Tí: -31131 +132-l-3É 
2.38 É = 2x - 4:13 + e`t ( ) 
dr 1 2
` 
Resoluçao: 
Primeiramente, vamos apresentar o sistema (238) na sua forma matricial: 
,__ ~3 1 3t X_[2 *4]X+[e_:i 
Agora, vamos resolver o seguinte sistema homogêneo, X' = 
[ 
-23 14 
l 
X. Os 
autovalores da matriz são: À1 = -2 e À2 = -5 e os autovetores são: 
Ulzlílew.-[_12].
38 CAPÍTULO 2. SISTEMAS DE EQUAÇOES DIFERENCIAIS 
_2ú «sz 
Portanto, a matriz fundamental do sistema é <I>(t) = 
[ 
í_2¿ _Êe_5t 
}
. 
g em i 62: _ 3 3 Logo, <I> 1(t) = 
1 st _; st . 36 se 
Assim, a solução particular do sistema (238) é dada por: 
X ) / Ó 1( ) d 
e-2t e-5t te2t _ %e2t + âet = t “ t t =
, P 6-ú 6-2ú _2e-5: šeõú _ šeõú _ Êeu 
gt-%+Êe"* 
ou seja X = . ” P â¿_2_i+1e-t V 
5 50 2 
Então, a solução geral do sistema (238) é dada por: 
1 1 Êt - É + -e`t 
X(É) = C1 6_2t + C2 €_5t "l" 5 50 4 . 
1 ~2 -*gt - ä + ge* 
9-' 
Problema de Valor Inicial: Consideremos o problema de valor inicial, 
iêâêzâââfrr 
A solução geral do sistema não-homogêneo (2.39) pode ser escrita da seguinte 
forma: 
X z ‹1>(ú)c + ‹1›(ú) /tt ‹i›-1(s)_F(S) ds. 
Os limites de integração foram escolhidos de tal modo que a solução particular 
anula-se no instante inicial, t = to. Fazendo, t = t0 em (2.39), temos: X (to) = 
<I>(t0)C, assim, C = <D`1(t0)X0. Então, a solução do problema de valor inicial 
(Pl/I) é dada por:
t X z ‹i>(ú)‹1>-1(z:0)X0 + <I›(ê) I ‹I>"1(s)F(s) ds. (2.40) to 
Exemplo 2.12 Resolva 0 PVI 
dx 
-dt-1 z 411 + 2z2 - 15:52* 
% = 31131 -_ $2 - 4t6_2t 
dt 
$1(0) = 7 e :l:z(0) = 3.
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Resoluçao: 
Primeiramente, vamos apresentar o sistema (2/11) na sua forma matricial: 
{ 
X' = AX + F(z:) 
X(0) = X0, 
onde 
_ xl _ 4 2 _ -15te`2t _ 7 X*iz2l'A_{3 -1l°F(t)”[-4:6-2* eX°_ 3 ' 
Agora, vamos resolver o seguinte sistema homogêneo: X' = AX. Os auto- 
. i 1 valores e os autovetores da matriz A sao: z\1 : -2, U1 = 
[ 
_3 
l 
e z\2 = 5,
2 
U2 = 
It 
1 
:I
. 
Logo, a matriz fundamental é dada por: 
6-2a 2e5ú 
‹1›‹t› - 
[ 
_3e-2t
] 
e 
_1 1 e2t __2e2t 'Í (Ú) = § [3e¬5ú 6-5: l - 
Então, 
_ 1 e"2t + 6e5* -2e`2t + 265* 1 í _ *Í>(t)*Í* (0) - 7 [ __3e-2z+3e5z 66-2: +65: 
e 
1 2ú 48 5: -e' +-e 
‹1› ú ‹§-1 0 X = 7 7 . <› ‹› 0
Í 
Além disso, 
_ 1 62s _2e2s _15 -2s 
‹1> 1<s›1~¬‹s› = 
5 [ 36-5, ] [ _4§§z, l, 
assim, 
_1 __ -S ‹1› (Sms) ~
[ _,, l. 
Agora, vamos calcular as seguites integrais: 
z: 2 
/ -s ds = -Ê- 0 2 
* 1 1 
/ (-7se_7S) ds = -5 + §e_7t + te`7*o
para obter a solução geral do PVI.
40 CAPITULO 2. SISTEMAS DE EQUAÇOES DIFERENCIAIS 
Portanto, de acordo com a equação (240), temos: 
__l_ 
--2t f1_§_ 5t -2t 51€ _l 2 76 + 7 6 e 26 2t XG) : 
l 
_;;_e-2ú+%e5z 
l 
+ 
l 
__3e-2: 65: 
l 
l_%_¡_%e-7ú+.¿e~7ú l* 
ou seja, 
re-2ú_¡_ gem _;e-2zt2+2e5ú(___ _e-7z_¡_te-7:) 
7 7 2 X(t) : 3 -2: 24 st + 3 -2ú 2 sz -7: -7: ' -;e +-7-e ie t+e (-- - +te ) ~z›-› + 
`ÍÕÚ 
«zw
+ 
TU 
¬1›- 
Enfim, obtemos a soluçao do problema do valor inicial, dada por: 
%e`2t + 4-.few ~ %e"2tt2 + 2te”2* X (t) = 2
7 
__e-2: + g7§e5z + ge-2út2 + te-2:
Capítulo 3 
Aplicações 
A modelagem de muitos problemas que aparecem na Física, na Engenharia, na 
Química e em outras áreas, resultam em um sistema de equações diferenciais. 
Neste capítulo vamos apresentar alguns exemplos desse tipo de problema. Os 
problemas que vamos resolver podem ser encontrados em [7], [10] e [20]. 
3.1 Problemas do Sistema Massa-Mola 
Considere um corpo de massa m preso a uma das extremidades de uma mola 
horizontal cuja outra extremidade está fixa, conforme a figura 3.1. O sistema 
possui um ponto de equilíbrio onde definimos a origem do sistema de coorde- 
nadas. 
` 
'v'v'v'v'1'¢° 
z‹¬.z_z.¬z‹. 
~ (mim) óu¿,_›_¡¿ › 
O III 
Figura 3.1: Sistema massa-mola 
Segundo a Lei de Hooke, ao empurrarmos o corpo preso à mola até uma posição 
ac > 0 surge uma força restauradora proporcional a distância em relação ao 
ponto de equilíbrio e no sentido contrário do deslocamento, Fe = -kz, que 
tenta trazê-lo de volta para a situação inicial. À medida que afastamos o 
corpo de massa m da posição de equilíbrio, a intensidade da força restau- 
radora vai aumentando. Se puxarmos o corpo de massa m para a esquerda da 
posição 2:0 = 0, uma força de sentido contrario e proporcional ao deslocamento 
ur surgirá tentando mantê-lo na posição de equilíbrio. 
Na sequência vamos usar a segunda lei de Newton:
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Segunda Lei do movimento de Newton: A força nesultante que atua 
sobre um corpo é igual à taxa de variação do momento deste corpo em relação 
ao tempo, ou, para uma massa constante, 
do F= _ mm' 
onde F é a força resultante que atua sobre o corpo e 11 é a velocidade do corpo, 
ambas no instante de tempo t. 
Se as forças de atrito, tanto entre as superfícies de contato como do meio 
externo (resistência do ar) forem desprezadas, Fe será a única força atuando 
sobre o sistema, logo, pela Segunda Lei de Newton, 
dzzv 
'ln É = _k.'L', 
ou seja, 
. 
dzx k 
A equação diferencial de segunda ordem (3.1), descreve o movimento do 
corpo preso a mola. Agora, considerando as condições iniciais: x(0) = O 
posição inicial e v(0) = 110 velocidade inicial, temos o seguinte problema de 
valor inicial (PVI): 
dgz _ k x 
dt2 m 
z(0) z 0 (3-2) 
2 'U(). 
O problema (3.2) pode ser transformado em um sistema de equações dife- 
renciais lineares de primeira ordem. Seja 11 a velocidade do corpo, ou seja,
d 
v = íí, assim, o problema (3.2) pode ser representado por: 
dx _ fi_" 
¶:_§$ Gm 
dt m 
a:(0) = 0 e v(0) = vo. 
Escrevemos o sistema (3.3) da seguinte forma: 
%líl=l«% ällífl E líÉ3šl=lzÍlls
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Seja w a frequência circular do movimento harmônico simples, temos: w2 = 
ã. Logo 0 sistema (3.3), pode ser escrito da seguinte forma: 
~ 
âiâizisz um 6 iââââizm 
X'=AX 
X(0) =Xú 
- O onde A é a matriz dos coeficientes: A = [ 202 
1 
l 
, X = 
l 
e X0 = 
'U0 l 
°
l 
Agora, vamos determinar os autovalores da matriz A. Usando a Definição 
1.10, temos que encontrar À tal que det(A - AI) = À2 + w2 = 0. Assim, os 
autovalores da matriz A são: Àl = wi e z\2 = *wf¿. 
. 1 . 1 Para z\l = wz, temos: vl = 
[ wi 1 
epara z\2 = -wz, temos: vz = 
[ 
_wZ. 
}
. 
Portanto, a solução geral complexa é: X (t) = cle('*”i)'5vl + cze("“'i)tvz, com cl 
e cz constantes complexas. 
Vamos considerar a seguinte solução complexa associada a z\l = wi, 'ul = 
1
n 
wi ` 
(0+,,,,›)t 1 : 0, _ 1 _ cos (wt) . sen (wt) 6 e (cos (wt)+ZSen (wa) [-w sen (wt) +7' wcos (wt) ' 
Como, p = 0, segue do Teorema 2.10 que a solução geral é dada por: 
X(t)_C1[ c0s(w¿) }+ [ 
sen(wú)
} 
_ -w sen (wt) C2 w cos (wt) ` 
Assim, 
= cl cos (wt) + cz sen (wt), 
v(t) = -cl w sen (wt) + cz w cos (wt). 
Substituindo as seguintes condições iniciais, ac(O) = O e v(0) = vo, temos: 
:¡:(0) = cl = O e v(0) = czw = U0. 
Portanto, a função posição do móvel é dada por: 
xt (gr),
, .... 
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Sistema massa-mola com duas massas e três molas 
A seguir, vamos descrever um sistema de massa-mola com duas massas m1 
e mz e três molas com coeficientes de elasticidades k1, kz e kg. 
k, i k, 
, 
kr 
ml ml 
x, : × 
__7T'
H 
'fl 
A
_ 
Z 
'S-` 
'*I 
fif
X :.‹
T ;` 2' . Y. _* 
., 
..×'
E 
,F 
sz
\
k 
Figura 3.2: Sistema Massa Mola 
Sejam :r1(t), xz(t) G R e para essa situaçao temos: mz > 1:1, os deslo- 
camentos das massas em relação às suas posições de equilíbrio no instante t. 
Vamos isolar m1 e mz e considerar todas as forças que atuam nas mesmas 
conforme a figura 3.2, ao aplicarmos a Segunda Lei de Newton em cada uma 
das massas, obtemos as seguintes equações diferenciais: 
d2 m1% = k2(íI22 _ 111) _ 1611111 + F1(Ê) 
d2 
'I7L2% = _k3íII2 _ k2(íIÍ2 _ 271) + F2(t), 
(34) 
011 
d2íL'1 (IÇ1 + k2)III1 1621152 F1 = - + + dt 7721 'ÍTL1 777,1 
d2íl?2 ,E2561 (kz + k3).T2 F2(t) 
dt mg 'ITL2 mg 
(as) 
O sistema (3.5) pode ser transformado num sistema de equaçoes diferenciais 
lineares de primeira ordem. Sejam U1, vz as velocidades dos corpos com massa 
. dll 61172 . _ ml e mz, ou seja, v1 = É e vz = É, assim, o sistema (3.5) pode ser
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representado por: 
Agora, vamos considerar o sistema, (3.6) corn as seguintes condiçoes iniciais 
Exemplo 3.1 Considerando 0 sistema massa-mola da figum 3.2, com F1 (t) = 
F2(t) = 0, nesse caso não temos forças externas atuando sobre as massas 
temos:
4 
'd.'L'1 
1í=”1 
dfliz í = '”2
< 
d'U1 (kl + k2)íE1 + 1621132 + F1(t) dt:_ mi m1 mi 
n dt mz 
'd.'II1 ¶=”1 
(1172 _ 
dt 
U2 
d'U2 k2ÍL'1 UÊÍQ + k3)$2 + mz m2 
¿ 
d'U1 (kl + k2)IIÍ1 + k2$2 + F1(É) 
dt ml ml 171.1 
dt:'l'TL2_ mz 
dacl 
Tt 
= '11 
darz ¶ 2 “2 
dvl _ _(k1 + kz)a:1 kzxz 
dt 
d'l)2 _ kzílil _ (kz + k3)IE2 
dt mz mz
+ 
TTL1 'ml 
KIII1 = 131,0 = $2,0 
d'U2 ÍíI2.'L'1 (kg + k3)íE2 + F2 (É) m2 
`íE1(Ú) = íL'1,0 = 132,0 'U1(0) = 121,9 'U2(0) = 'U2,0 
'U1 : 111,0 'U2(0) = 11270. 
45 
(sô) 
(av)
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Escrevemos o sistema na forma matricial: 
dX - = AX 
dt 
X(0) =X0 
onde 
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0 0 1 O 
1111 O O O 1 (ELO 
X = ílfg 
, 
A _: _ ,C1 + kz É O O e X0 = $2,() U1 ml ml 711,0 
U2 É _ kz + ,C3 0 O 112,0 
'mz mz 
Logo, a solução do sistema (3.7) é dada por: X(t) = em X0. 
Exemplo 3.2 Suponha agora que o sistema massa-mola esteja sujeito a força 
de atrito entre a superfície e os corpos e que essa força seja proporcional às 
velocidades dos corpos. Neste caso, teríamos que acrescentar dois termos da 
forma fylzí e fyzxê respectivamente na primeira e segunda equação do sistema 
(3/1). Assim, temos o sistema: 
f 
díIÍ1 í Z “I 
d$2 í = ”2 
‹ 
d'U1 (ÍC1 + k2)[lI1 kgfllg 'Y1 F1 = - + - + dt ml ml m1 U1 ml 
d'U2 k2IE1 (kz + k3).'II2 f)/2 : _ - vz -|- dt mz mz mz mz 
`íII1(0) : íE1,() = 1lI2,() 'U1(0) : 'ULO 'U2(0) = 122,0. 
Escrevemos o sistema (3.8) na forma matricial: 
dX ~ = AX F 
di
+ 
X(Ú) = X0 
onde, 
1 0 O 0 
:C1 O U O 1 
X : 1132 
1 A : _ kl + kg E -1 0 , U1 'TTL1 TTZ1 'ITL1 
kz 'U2 i- _kz+k3 O _2 mz TTL2 177,2
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O 
FOU) 531,0 
F = 1- e X0 = ””2›° . m1 111,0 
F2 (t) 112,0 
m2 
De acordo com o Teorema 2.7, a solução do sistema (3.8) é dada por: X = Xh + Xp, onde Xp é uma solução particular do sistema não-homogêneo 
e X h é a solução geral do sistema homogêneo correspondente. 
Exemplo 3.3 Resolva 0 sistema (37) considerando ml = mz = 1, kl = kz = 
kg = 1, sabendo que nenhuma força externa age sobre as massas e que as duas 
massas estejam inicialmente nas suas posições de equilibrio com as seguintes 
velocidades :s'1(0) = 1 e = -1. 
Resolução: 
Sejam .T1(0) = r1:2(0) = O as posições de equilíbrio, então temos o seguinte 
sistema: 
'd1IÍ1 ¶=”1 
(1112 a = W 
dv 3.9 ‹ T1 = -2x1 + :E2 ( ) 
d'U2 
É' = 1111 _ 21112 
`:1:1(O) = 0 a'z(0) = O v1(0) = 1 vz(0) = -1. 
O sistema (3.9), pode ser escrito da seguinte forma: 
dX ¶ *AX 
X(Ú):Xo 
onde 
(E1 0 O 
_ 552 _ _ X 
'U1 
, A  -2 1
'U2 1 -2 ~1 
Agora, vamos determinar os autovalores da matriz A. Usando a Definição 
1.10, temos que encontrar z\ tal que det(A - z\I) = ×\4 + 4z\2 + 3 = 0. Assim, 
os autovalores da matriz A são: z\1 = i, Àz = -i, À3 = e À4 = -\/3i 
e os autovetores associados são: v1 = (1,1,i,i), V2 = (1,1,-i,-i), v3 = 
(1,-1,\/ã‹¿,¬/šé) e v4=(1,-1,¬/ãz',\/ãi). 
Q O ©©©›-\ 
O 
1-*O
O
O 
CD š< HC
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Portanto, temos: 
as 
NS!-*P-^ 
3 _ \/Êi _ -\/šsen \/ãcos \/št) - ` \/šsen -\/.Ícos \/št) 
cos t 
cos t X : C1 -sent +62 
-sen t 
Usando as condições iniciais do sistema (39), temos: 
sen t 
sent 
cost 
cost 
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cos t . 
cost 
v1e'* = . (cos t + isen t) = _8en t + i 
' -sent 
1 cos sen \/št 
v e*/š” - -1. 
:|(cos 
+ isen _cos (l/št) + i -sen `/št 
\/šz 
cos sen \/št 
+6 -cos +6 -sen \/Ê-t 3 -\/É sen 4 \/Z: cos \/št) 
Logo, a solução geral do sistema (3.9) é dada por: 
l :| l Í \/šsen -\/É cos \/Êt) 
sen 
-sen \/št 
sent 
sen t 
cost 
cos t 
X _ É ‹ › 
3 \/ãcos
' 
-\/ãcos
~ 3.2 Problemas de Diluiçao 
Exemplo 3.4 Suponha que numa indústria, dois tanques estao interligados 
conforme a figura abaixo. 
l0 É / min 
Agua .A 
Figura 3.3: Tanques interligados 
l
, 
/min 
Mistura
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No instante de tempo L = 0, 0 tanque 1 contém 10 litros de água pura e 
o tanque 2 contém 20 litros de uma mistura de água com 12 litros de vinho. 
A água pura está sendo constantemente bombeada para dentro do tanque 1 a 
uma taxa de 10 litros por minuto, as misturas de água com vinho são trocadas 
entre os dois tanques: passa do tanque 1 para o tanque 2 a uma taxa de 16 
litros por minuto e do tanque 2 para o tanque 1 a uma taxa de 6 litros por 
minuto. A mistura escoa do tanque 2 para fora a uma taxa de 10 litros por 
minuto. Encontre a quantidade de vinho em cada tanque no instante de tempo 
t. 
Resolução: 
Sabemos que a quantidade de liquido que entra em cada tanque é igual à 
quantidade que sai, assim, o volume da mistura em cada tanque permanece 
constante. Então o tanque 1 contém sempre 10 litros de mistura e o tanque 2 
contém sempre 20 litros de mistura. Sejam Q1(t) a quantidade de vinho no 
tanque 1 no instante t e Q2(t) a quantidade de vinho no tanque 2 no instante 
t. 
As taxas de variaçao instantânea da quantidade de vinho em cada tanque 
são respectivamente: 
Q;<fi>=% e Q;<f)=%~ 
Cada uma dessas taxas deve ser igual a diferença entre a taxa à qual o 
vinho está entrando menos a taxa à qual o vinho está saindo do respectivo 
tanque. Logo, no tanque 1, a taxa de entrada de vinho é igual à: 
e ø z Q¿ae_3 z 
1°mân °z+6az;'¶z_10Q2<“m› 
enquanto que a taxa de saída do vinho é igual az 
_ i Qfloi_s 2 16 min 10 É _ 5 Q1(t) 
Portanto, 
dQ1 _ 3 8 ft) É Q2(Í) _ š Q1(Í)- 
No tanque 2, a taxa à qual o vinho esta entrando é igual az 
e @mi_s i 16fi'Tz-5Q1<*)m_m= 
enquanto que a taxa à qual o vinho esta saindo é igual az 
‹1o+õ›¡_%~>Í%§=§‹.:zz‹z›á. 
Portanto,
d 8 4 %‹t› = 5Q1‹fi›- 5 Qzw.
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As condições iniciais são: Q1(O) = Of e Q2(O) = 12 B, segue que as quan- 
tidades de vinho em cada tanque no instante de tempo t, podem ser obtidas 
resolvendo o seguinte PVI: 
%Í*‹¢› = -§Q1‹z›+ %Qz‹zf› 
%‹¢› = gw) - É Qzm (310) 
Q1(0) = O 
Q2(0) = 12. 
Podemos escrever o sistema (3.10) da seguinte forma: 
iris W rwi dt Qz -2 -Ê Qz ' Qz(0) 12 ' 
A matriz formada pelos coeficientes é dada por: 
__ Â 
A Z 10
J 
_é
5 
Íítl 
0100 
0100 
Os autovalores da matriz A são: z\1 = -Ê, z\2 : -2 e os autovetores 
associados são: v1 = (Ê, 1) e vz = (-Ê, 1). 
De acordo com a Definição 2.4 os dois autovetores são linearmente inde- 
pendentes, então pelo Teorema 2.6, a solução geral do sistema (3.10) é dada 
por:
2 
Q(t) = c1e`štv1 + c2e`2tv2, 
ou seJa, 
1 __ 3 _ = ÃC1€ gt _ ÃCQE 2t, 
Q2(¿) z ele-Ê* + se-2f. (312) 
Substituindo as seguintes condições iniciais Q1(0) = O na equação (3.11) e 
Q2(0) = 12 na equação (3.12), temos: 
16 3 O _ _ _c 1- 4 1 4 2 (3.13) 
C1 -|- C2 I 
Resolvendo o sistema (3.13), temos: C1 = 9 e cz = 3, portanto a solução 
do PVI é dada por: 
9 9 
Q1(t) : 16-gt _ le-2:, 
Q2(ú) = se-Ê* + se-22
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QfÍ)^ 
12 
... 
.- O 
*cl 
na 
~ Q,‹f› uàvmw
N 1 1 
_ Q,‹¢› 
À é¬. ; 1 .z,,¿_,,,, 
Figura 3.4: Gráfico 
._ 
Exemplo 3.5 Considere dois tanques interligados como na figura 3.5. O 
tanque 1 contém, inicialmente, 30 gal de água e 25 oz de sal, e o tanque 2 
contém, inicialmente, 20 gal de água e 15 oz de sal. Entra no tanque 1 uma 
mistura de água contendo loz de sal por galão a uma taxa de 1,5gal/min. 
A mistura flui do tanque 1 para o tanque 2 a uma taxa de 3 gal/min. Entra, 
também, no tanque 2, vinda de fora, uma mistura de água contendo 3oz de sal 
por galão a uma taxa de 1 gal / min. A mistura escorre do tanque 2 a uma taxa 
de 4gal/min e parte dela volta para o tanque 1 a uma taxa de 1,5 gal/min, 
enquanto 0 restante deixa o sistema. 
1,5 gal/min 'I gal/min 
I oz/g oz/gal __* ___.. 
_.-f m 
1,5 gal/ min 
Tanque 1 "' Tanque 2 
Figura 3.5: Tanques interligados 
(a) Determine o sistema de equações diferenciais de primeira ordem que 
descreve as quantidades de sal Q1(t) e Q2(t), nos tanques 1 e 2, em 
função do tempo. 
(b) Resolva o sistema encontrado no item (a), determinando Q1 (t) e Qz(t).
m cmHflmo3AmmmqEs 
(a) Resolução: 
Observamos que os volumes do tanque 1 e 2 não mudam com o tempo, pois, 
estão em equilíbrio, a quantidade de solução que entra é igual à. quantidade 
que sai dos tanques. Agora, sejam Q1 (t) a quantidade de sal no tanque 1 no 
instante t e Q2(t) a quantidade de sal no tanque 2 no instante t. Assim, a
É concentração de solução nos tanques 1 e 2 em cada instante é dada por: Qšiá) 
Q2(f) e 20/ respectivamente. 
A taxa de variação instantânea da quantidade de sal em cada tanque é 
igual a taxa de entrada menos a taxa de saída, assim temos: 
de _ Q‹¢)_ Qu) T1(ú)_1,5+1,5 ão 3 ão 
dez cm) Qzm (314) 
Portanto, temos o seguinte PVI, formado pelo sistema de equações dife- 
renciais linear não-homogêneo: 
dí9¿=_Q1_(Ú Q¿(*lê 
dt (t) 10 
+3 40 +2 
dQ2 Q1(Í) Q2 (É) 
Tzfl” = T ' T+ 3 (315) 
Qz(0) = 15. 
Podemos escrever o sistema (3.15) da seguinte forma matricial: 
firizwiwri 6 Wei dt Q2 É _- Q2 3 Q2(0) _ 15 
ouainda, 
Uih-0 
Q'(t) = AQ(t) + FU) 
Q(0) = QO 
com 
Q _1¿ À ë 
@=[Qil› fel fil eiâi eeliíšl U1›d
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b) Resoluçao: 
Primeiramente, vamos resolver 0 sistema homogêneo associado, 
Q'(t) = AQU) 
Q(0) = QO- 
Os autovalores da matriz A são: z\1 = -515, z\z = -Ê e os autovetores 
associados são: V1 = (1, e vz = (1, -2). 
De acordo com a Definição 2.4 os dois autovetores são linearrnente inde- 
pendentes, então pelo Teorema 2.6, a solução do sistema homogêneo (3.16) é 
dada por: 
___ 1 _¿ 1 Qhmzcle 21°tl2/3l+c2e gl-2l` 
Nesse momento, vamos usar o método de variação de parametros para 
determinar uma solução particular. A matriz fundamental do sistema é dada 
por: 
(3.1õ) 
1 1 fã* e`¡* 
l äefilöt ~2e`Ê* l
' 
1 
šeàt _ 6%: 
(I) (É) _ 
1 1: lt
' 
4 (24 
- g4 
<I>(t) = 
Logo, 
/É 
oo 
›-loco.: 
°°°-1 
U! 
\_/ Assim, a solução particular do sistema é dada por: 
capa) = ‹1›<t› /‹1›“1<fi›F‹¢›dfi = 
[ ] 
[MÍÍ 
l
, ãe 20 -2c 4 -364 
ou seja, 
Qm) = 
Í l
. 
Então, a solução geral do sistema (3.15) é dada por: 
Q(¢) = Q›z(i) + Qzz(¢), 
Q(t) = c1e`Êt 
[ 2% ] + 
c2e`%t 
I: 
_12 
l 
+ 
[ l
, 
ou seja, 
Q1(z) z 615%* + zz2.z-it + 42, (sm 
Q2(z) = šzzle-at _ 2zz‹z-Ê* + 36. (ais) 
Substituindo as seguintes condições iniciais Q1(0) = 25 na equação (3.17) e 
Qz(O) = 15 na equação (3.18), temos: 
= -17 “I “L C2 
(319) 
2c1 ~ 602 = -63.
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_ 165 29 Resolvendo o sistema (319), temos: cl = --8- e cz = Ê, portanto a 
soluçao geral do PVI é dada por: 
165 29 
Q1(ú) = ~_e"%* + -fi* + 42, 8 8 
55 __ 29 __ 
Q2(É) = _-IB got _ X6 'lt 'l' 
3.3 Problemas de Circuitos Elétricos 
Primeiramente, vamos apresentar alguns conceitos básicos necessários para a 
abordagem de problemas sobre circuito elétrico. 
A teoria de circuitos elétricos envolvendo indutores de indutância L, re- 
sistores de resistência R e capacitores de capacitância C, onde L é dado em 
henrys, R em ohms e C' em farads, baseia-se nas leis de Kirchhoff. 
Assim, temos: 
(a) Lei dos nós: o fluxo total de corrente atravessando cada nó (ou junção) 
é zero; 
(b) Lei das malhas: a diferença de tensão total em cada laço (ou malha) 
fechado é zero. 
Além disso, temos outras relaçoes importantes: 
(1) A Intensidade da corrente elétrica é a taxa de variação da carga 
elétrica Q em relação ao tempo t que atravessa uma seção transversal de 
um condutor. Assim, temos: 
Q=CVz 
dQ dV - = I = C _. 
dt dt 
(2) A lei de Ohm, estabelece que a diferença de potencial V nos terminais 
de um resistor de resistência R submetido a uma intensidade da corrente 
I, é dada por: 
V = RI 
(3) A capacitância C' de um capacitor submetido a uma carga elétrica Q, 
com uma diferença de potencial entre as placas indicada por V, é dada 
por: 
Q(t) C=ñ.
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(4) A indutância L de um indutor é uma constante relacionada com a 
diferença de potêncial V e com a taxa de variação da intensidade da 
corrente elétrica em relação ao tempo %í. Assim, temos: 
df V-Lã. 
Se E = E (t) é a diferença de potencial da fonte de alimentação e I = I (t) 
é a intensidade da corrente elétrica, então, temos: 
(5) V¿ é a diferença de potencial nos terminais do indutor: 
dI V = L -. ' 
dz: 
(6) V; é a diferença de potencial nos terminais do resistor: 
VL = RI. 
(7) Vc é a diferença de potencial nos terminais do capacitor: 
= - u . V 1 /t I ( )du C C O 
Assim, usando as leis de Kirchhoff, quando for fechado o interruptor, temos: 
Vz + 14 + V; = E(z:), 
ou seja, 
dl 1 t L _ I - I d = E . dt+R +0/oi u (t) 
Se E(t) é constante e derivarmos em relaçäo a variável t, temos:
1 LI” RI' -I=0. + + C 
Se E(t) é uma função diferenciavel da variavel t, temos:
1 
LI”(t) + RI'(ú) + 6 I(z:) = E'(ú).
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C 
Figura 3.6: Circuito Elétrico RCL em paralelo 
Exemplo 3.6 Considere o circuito da figura 3.6. Sejam IC, Í, e Iz as correntes 
que passam no capacitor, resistor e indutor, respectivamente. Analogamente, 
sejam Vc, V, e Vz as diferenças de tensão correspondentes. Onde arbitraria- 
mente tomamos os sentidos destas correntes como sendo aquele indicado pelas 
três setas. 
Entao, pela lei dos nós, temos: 
IC + 1,. + Iz = O (3.20) 
e pela lei das malhas, temos: 
Vc - l/Ç. = 0, (3.21) 
VÍ, - V1 = 0. (3.22) 
Agora vamos usar as seguintes relações: 
dV C -'Í = IC .23 
dt (3 )
V -T = IT . R (3 24) 
dI¿ L - = . . 
dt 
Vz (3 25) 
Substituindo (3.23) e (324) em (3.20) temos: 
dl/É V; _ Cíd-E-l-Iz-Ú. (326) 
Usando (3.21) e (3.22) em (3.25) e (3.26) temos o seguinte sistema de 
equações diferenciais: 
di, _ V;
d t L 
(327) 
dl/2 Í: VL 
dt C RC 
Assim, a relaçäo entre a corrente no indutor e queda de tensão no capacitor 
é dada pelo sistema (3.27).
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Exemplo 3.7 Considere o circuito elétrico da figura 3.6, onde I é a corrente 
passando pelo indutor e V é a queda de voltagem através do capacitor. 
(a) Mostre que os autovalores da matriz de coeficientes do sistema (327) são 
reais e distintos se L > 4R2C, complexos conjugados se L < 4R2C e 
reais iguais se L = 4R2C'.
1 
(b) Suponha que R = 5 ohm, C = 1 ƒarad e L = lhenry. Encontre a solução 
geral do sistema (327). 
(c) Encontre I(t) e V(t) se I(0) = 2 ampères e l/(0) = 1 volt. 
(a) Resoluçao: 
Ora, podemos escrever o sistema (327) da seguinte forma matricial: 
É 
[ 
I _ 
[ 
0 É 
J
1 
dt v «à Ti v 
A matriz formada pelos coeficientes é dada por: 
0 à gi C RC 
Usando a Definição 1.10, temos que os autovalores da matriz A são os À 
tal que À2+-¡%À4-É =0. 
Quando A = (í1C)2 - 4í1L~ > 0, temos autovalores reais e distintos, logo: 
1 2 1 
(Ê) “lã” 
1 1 
1-2202 
> 4ä 
CL > 4R2C'2 
L > 4R2C. 
Quando A < 0, temos autovalores complexos conjugados, logo: 
1 
2
1 -_ - 4- 0 (Ro) CL < 
1 1 ___ 4_ R202 < CL 
CL < 4R2C'2 
L < 4R2C.
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Quando A = 0, temos autovalores reais iguais, logo: 
1 
2 1 
(Ê) r4'‹í_° 
1 -mL 
12202 
_ CL 
CL = 41-1202 
L z 41220. 
(b) Resolução:
1 
Agora, vamos supor que R = 5 ohm, C' = 1 famd e L = 1 henry. Substi- 
tuindo esses valores no sistema (327), temos: 
dll É-Vc 
dv (328) _° = -I - 2 _ 
dz: 
' Vc 
Assim, podemos escrever o sistema (328) da seguinte forma matricial: 
É Il _ O 1 I¿ 
dt V¢ -1 ~2 Vc ` 
A matriz formada pelos coeficientes é dada por: 
O 1 A _ 
[ 
_1 _ 2 l
. 
Agora, vamos determinar os autovalores da matriz A. Pela Definição 1.10, 
devemos encontrar z\ tal que det(A~ÀI) = ×\2+2À+1 = 0, ou seja, (z\+l)2 = 
O. Temos que z\1 = z\2 = ~1 é uma raiz de multiplicidade 2. Para esse 
. 1 resultado, temos o único autovetor: V1 = 
Í 
_1 
l 
. Neste caso, para o autovalor 
z\1 = -1 de multiplicidade 2 está associado um único autovetor, V1, logo temos 
apenas a solução:
1 __ -t X1 B 
I: 
_1 
1
. 
Desejamos encontrar a solução geral do sistema (328), então vamos encon- 
trar uma segunda solução da forma: 
X2 = Kzâz-zm + PW, (329) 
onde K e P sao vetores linearmente independentes. 
Sabemos que K = v1. Para obter P usamos que: 
(A+I)PzK.
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Seja, P = 
{ 
lã 
) 
, temos: 
~ 
l31Í1llíÍl:l31l~ 
Assim, formamos o seguinte sistema: 
a+b=1 
-a-b=-L 
Notamos que o sistema possui equações equivalentes, então existem infinitas
1 soluções a e b. Escolhendo a = 1 temos: b = 0. Logo, P = 
[ O ) 
_ Assim, de 
1 _ 1 _ X2=[_1)te *+[0)e *. 
Portanto, a solução geral do sistema (3.28), é dada por: 
Xzcle-*l_11)+c2([j1)z:@'*+lë)e'*). (330) 
Da equaçao (3.30), temos: 
Il (t) = c1e`t + c2(te`t + e_t) (3.31) 
Vc(t) = -c1e`t + c2(-te`t). (332) 
(3.29), obtemos: 
(c) Resoluçao: 
Agora, vamos encontrar I (t) e V(t) para as seguintes condições iniciais: 
I(O) = 2 ampères e l/(O) = 1 volt. 
Assim, podemos escrever o seguinte PVI: 
dI¿ i = I/C 
dt Ê = _ Il _ Wc (333) dt 
Í¿(O) = 2 = 1. 
Substituindo, I¿(0) = 2 em (3.31) e V,,(0) = 1 em (3.32), temos: 
I¿(Ú) = C1 + C2 = 2 
: -"C1 : 
Assim, cl = -1 e cz = 3. Portanto, a solução geral do sistema (3.33) é 
dada por: 
I,(ú) z 26-* + 3:6-* 
Vc(ú) = ‹z-f - 31:61
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3.4 Problema de Lançamento de Corpos 
Nesta seção, vamos estudar o problema de lançamento de corpos verticalmente 
para cima. 
Direção xposiüva
v
5 Ja 
__ 
-E kv
I 
sui»
É 
,...¬›,,›~-,_. ‹ - ,.. -fi «_›.o z V, .¿. 4.. 
¡ , í 
Figura 3.7: Lançamento vertical para cima 
Considere um corpo de massa m. Tomemos a origem no ponto de lança- 
mento e orientemos o eixo com sentido positivo para cima. Denotemos a:(t) 
a distância da massa em relação a origem O no instante t e v(t) a velocidade 
do corpo no instante de tempo t. Note que temos duas forças atuando sobre 
o corpo, a força de gravidade dada por -mg e a força de resistência do ar, 
a qual assumimos proporcional a velocidade, dada por -ku, onde k 2 O é a 
constante de proporcionalidade. Essas forças atuam na direção negativa (para 
baixo), a força resultante que atua sobre o corpo é dada por: F = -mg - kv. 
Aplicando a Segunda Lei de Newton, temos: 
d2 F = ma = m Zig = -mg - kv. (334) 
A equação (334) pode ser transformada no seguinte sistema de equações 
diferenciais lineares de primeira ordem: 
dx _ 
dz: 
U 
É _ __ 5,0 _ (335) 
dt m g 
a:(0) = O v(0) = vo 
onde U0 é a velocidade inicial e a:(0) = O significa que o corpo esta inicialmente 
na origem.
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O sistema (3.35) pode ser escrito da forma: 
dX --= X F 
dt 
A + (t) 
onde 
Xllííl *lã izzl› Wlíšl ~<‹›=lzi1l« 
Primeiramente, vamos resolver o sistema homogêneo associado, 
dX 
zu 
AX 
(ass) 
x(o) z X0. 
Usando a Definição 1.10, temos que os autovalores da matriz A são: À1 = 0 
e Àz = -ã e os autovetores associados são: V1 = (1,0) e vz = (1, 
Para z\1 = 0, temos: 'U1 = 
[ Ê } 
e para À2 = -ä, temos: vz = 
[ 
_1¿ 
}
_ 
De acordo com a Definição 2.4 os dois autovetores são linearmente indepen- 
dentes, então pelo Teorema 2.6, a solução geral do sistema homogêneo (336) 
é dada por: 
1 ___ 1 
X¡,(t)=c1[0:I+c2e Í=t[_¿,_m 
Vamos usar o método de variação de parametros para determinar uma 
solução particular. A matriz fundamental do sistema é dada por: 
1 e_%t 
¶>(z:)z{0 _%e_¿,1. 
Logo, 
›--› *Ê _1 _ _<I> (t) _- 
[ 0 __ ãt J
_ 
Assim, uma solução particular do sistema (335) é dada por: 
*S nz 
Xp<z›=‹1›‹›f> / ‹1›=1<t›F<t›dz= 
ou seja, 
___"l2t + I.'f.£ X : 
I: 
lc k2
1 tg 
P _", -
62 
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n ao, a so uçao gera do sistema (335) é dada por: 
ou seja, 
X(í) = Xzz( ) 94- + XP(t)1 
1 1 _m¿ +É 
X(t) = cl + c2e`%t k + k k2 0 'ã "% 
_¿ mg m2 
$( 
v(t) 
lc __ mg = *5 5” ' T
9 É)=C1+C26 mt-Í-É+¶, 
Sbt..d _ _ u s rtuln o as condlçoes 1n1c1a1s, x(0) - 0 e v(0) U0, temos: cl = vo-'¡'-C1
2 
e cz = -110% - 
Portanto, a. função que descreve o movimento do corpo é dado por: 
z(z-) -kT-Q (12 v0km+m _¿ mg Z _€
Considerações Finais 
No presente trabalho, observou-se a necessidade de modelar problemas apli- 
cados em diversas areas fazendo o uso de sistemas de equações diferenciais 
lineares, onde cada situação é resolvida usando métodos diferenciados para 
chegar a solução. Além disso, mostrou-se a aplicabilidade do uso dos métodos 
existentes para chegar a solução de um sistema de EDO. O resultado final 
alcançado pela pesquisa mostrou-se de acordo com o esperado, uma vez que se 
conseguiu resolver alguns problemas selecionados usando os métodos relatados 
nas seções da pesquisa, bem como, a importância de modelar sistemas de EDO. 
Então, através da pesquisa apresentada nesta monografia, concluímos que nos- 
sos objetivos foram alcançados. Futuramente, algumas modificações poderão 
ser realizadas, tal como: experimentos físicos que podem ser uma alternativa 
para inovar nossa pesquisa.
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