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Abstract : Self-duality equations for Yang-Mills fields in d-dimensional Eu-
clidean spaces consist of linear algebraic relations amongst the components of
the curvature tensor which imply the Yang-Mills equations. For the extension to
superspace gauge fields, the super self-duality equations are investigated, namely,
systems of linear algebraic relations on the components of the supercurvature,
which imply the self-duality equations on the even part of superspace. A group
theory based algorithm for finding such systems is developed. Representative
examples in various dimensions are provided, including the Spin(7) and G2 in-
variant systems in d=8 and 7, respectively.
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1 Introduction
1.1 Generalised self-duality
Supersymmetric instanton-like solutions and BPS states in dimensions greater than four
have recently drawn increased attention. For pure Yang-Mills theories in d–dimensional Eu-
clidean space, these are solutions of generalised self-duality equations, which were introduced
in [1],
1
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TMNPQFPQ = λFMN , (1)
where the constant λ is non-zero. The Yang-Mills curvature tensor FMN takes values in the
Lie algebra of some gauge group and the vector indices M,N, . . . run from 1 to d. Here
TMNPQ is a fourth rank completely antisymmetric SO(d) tensor. It has some stability
group H ⊂ SO(d), under which the d(d−1)/2-dimensional adjoint representation A of SO(d),
corresponding to the space of skewsymmetric tensors ΛMN=−ΛNM , decomposes into a set
ρH(A) of irreducible representations a,
A =
⊕
a∈ρH (A)
a . (2)
Consider the eigenvalue equation [1]
1
2
TMNPQΛPQ = λΛMN . (3)
Each eigenvalue λ of T is associated to a subset of H-representations ρH(λ) ⊂ ρH(A). The
corresponding eigensolutions (Λa)lMN may be labeled in terms of the associated irreducible
H-representations a∈ ρH(λ), with components labeled by the index l whose range is dim(a),
the dimension of a. The idea of [1] was to apply the eigenvalue equation (3) to a Yang-
Mills curvature tensor FMN in d-dimensional Euclidean space, obtaining the self-duality
conditions (1). In general, the decomposition of the curvature into H-irreducible pieces
reads
FMN =
∑
a∈ρH (A)
FMN(a) ; FMN(a) := (Λ
a)lMN F
(a)
l (4)
and the application of (1) for a specified eigenvalue λ means that the components of F live
entirely in the corresponding T -eigenspace, i.e.
FMN =
∑
a∈ρH (λ)
FMN(a) . (5)
This is equivalent to the statement that other parts of F in the decomposition (4) are set
to zero,
FMN(a) = 0 for all a ∈ ρH(λ)
∁ , (6)
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where the complementary set of representations ρH(λ)
∁ = ρH(A)\ρH(λ). The requirement
that F lives in an eigenspace of T with a given nonzero eigenvalue λ is sufficient to guarantee
that the Yang-Mills equations
DMFMN = 0 (7)
are satisfied in virtue of the Bianchi identities
DMFNP +DNFPM +DPFMN ≡ 0 . (8)
Thus, the standard (four dimensional) notion of self-duality (with TMNPQ = ǫMNPQ and
λ = ±1) was generalised to higher dimensions in [1]. There, examples in dimensions up to
eight were also given.
1.2 Super self-duality
The purpose of this paper is to describe the generalisation of the above approach to su-
perspace. In order to include spinors, the group SO(d) above is replaced by the universal
covering group Spin(d). We will again denote by H the relevant stability subgroup. For
super-Yang-Mills theories formulated in superspace, the vector potential is determined by
fermionic spinor potentials. We address the question of determining systems of algebraic con-
straints on the “lower level” spinor-spinor and spinor-vector curvature components, which
guarantee that the vector-vector curvature components automatically satisfy (1). These
yield systems of lower order equations which automatically imply (1). We will primarily
be concerned with identifying the simplest algebraic sets of such curvature constraints. We
note that the question may be posed (and answered) in any dimension, independent of the
existence of an underlying (fully supercovariant) Yang-Mills Lagrangian field theory, which
only exists in dimensions d=3, 4, 6, 10.
Consider a superspace with d–dimensional Euclidean even part with tangent space
spanned by tangent vectors ∇(V )M , M=1, . . . , d, which are components of the bosonic transla-
tion generator transforming according to the standard d-dimensional vector representation.
The odd part of the tangent space is spanned by the components of N copies of fermionic
translation operators, ∇(S)iB , i=1, . . . , N, B=1, . . . , dim S . These transform according to
spinor representations S belonging to the set Σ of irreducible fundamental spinor represen-
tations of Spin(d). The supertranslation operators ∇(S)iB ,∇
(V )
M generalise the derivatives.
We assume that the vector module V occurs in the product of spinor modules S and
S ′, which may transform according to either distinct or identical irreducible fundamental
3
Spin(d) representations, depending on the dimension d. (We discuss the minimal possibilities
in Appendix A.3). Accordingly, we demand{
∇(S)iB ,∇
(S′)j
C
}
= aijC (S,B, S ′, C;V,M) ∇(V )M (9)
where aij is a numerical matrix which can be put in some canonical form appropriate to
the dimension (and hence to its symmetry) and C (S,B, S ′, C;V,M) is the Clebsch-Gordon
coefficient extracting the vector V from the spinor representations S, S ′ ∈ Σ. In terms of
realisations of Clifford algebras, the latter is simply the familiar gamma matrix
(
ΓM
)
BC
.
Since we do not require any particular properties of the gamma matrices, we shall use
an abstract ‘Clebsch-Gordon’ notation. For simplicity, we shall assume that apart from
(9), the supertranslation operators mutually supercommute (i.e. commute or anticommute
in accordance with their statistics). However, our considerations are independent of the
possiblity that supercommutation relations among the spinors yield additional charges,which
are central with respect to the supertranslation operators.
Gauge covariant derivatives are defined as D(X) = ∇(X) + A(X), X=V, S, (S ∈ Σ),
where the gauge potentials A(X) take values in the Lie algebra of the gauge group and have
the same Spin(d) behaviour and statistics as the corresponding derivative operators. The
supercommutators of these operators yield the covariant spinor-spinor, spinor-vector and
vector-vector supercurvature components, which take values in the Lie algebra of the gauge
group. Generically, for S, S ′ ∈ Σ, we have,{
D
(S)i
B , D
(S′)j
C
}
= aijC(S,B, S ′, C;V,M) D(V )M +
∑
W∈{S⊗S′}
C(S,B, S ′, C;W,L) F (W )ijL
[
D
(S)i
B , D
(V )
M
]
=
∑
T∈{S⊗V }
C(S,B, V,M ;T,D) F
(T )i
D
[
D
(V )
M , D
(V )
N
]
= F
(A)
MN , (10)
where {X ⊗ Y } denotes the set of irreducible Spin(d) representation spaces Z appearing in
the decomposition of the tensor product X⊗Y and having the appropriate symmetries. We
have denoted by C(X,Q, Y,R;Z, P ) the Spin(d) Clebsch-Gordon coefficients corresponding
to the projection to irreducible representation Z, with states labeled by the index P , in
the tensor product of irreducible representations X and Y , labeled by indices Q and R
respectively. The curvature F
(A)
MN is antisymmetric in M,N , transforming according to
the adjoint representation A of Spin(d). The lower order curvatures F
(W )ij
L are bosonic
(with components indexed by L) and F
(T )i
D are fermionic (with components indexed by D).
Summation over repeated indices M, . . . labeling the states of representations is understood.
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It is obvious, in view of their construction, that the complete set of unconstrained covariant
derivatives automatically satisfy the super Jacobi identities, which are merely associativity
properties of the ∇’s and of the potentials. These provide super Bianchi identities for the
curvature components. We note that for the W = V term on the right-hand side of (10)
there is an ambiguity: Any gauge covariant addition α
(V )
M to the vector potential A
(V )
M can
be compensated in the curvature by the shift F
(V )ij
M → F
(V )ij
M − a
ijα
(V )
M . Conversely, if there
is only one F
(V )
M , it can be put to zero by absorbing it in A
(V )
M .
The super Jacobi identity between D
(S)i
B , D
(S′)j
C and D
(V )
M yields the relationship
aijC(S,B, S ′, C;V, P ) F (A)PM =
∑
W∈{S⊗S′}
C(S,B, S ′, C;W,L)
[
D
(V )
M , F
(W )ij
L
]
+
∑
T∈{S⊗V }
C(S,B, V,M ;T,D)
{
D
(S′)j
C , F
(T )i
D
}
+
∑
T ′∈{S′⊗V }
C(S ′, C, V,M ;T ′, D)
{
D
(S)i
B , F
(T ′)j
D
}
. (11)
Clearly, the lower level curvature components F (W ), F (T ) determine the standard (vector-
vector) curvature tensor F
(A)
NM . In fact there is a hierarchy of implications, since the further
super Jacobi identities among three spinorial derivatives D
(S)
B yields F
(T ) in terms of F (W ).
We define super self-duality as any system of algebraic conditions on the curvature com-
ponents F
(W )ij
L , F
(T )i
D , which implies that F
(A)
NM automatically satisfies (1) for a particular
nonzero eigenvalue λ. The aim of this paper is to investigate such systems of sufficient
conditions.
As we have seen, the self-duality condition (1) corresponds to the projection of the adjoint
representation to the space of a subset of representations ρH(λ) ⊂ ρH(A) covariant under a
subgroup H ⊂ Spin(d). Now under this subgroup H , every irreducible representation Z of
Spin(d) decomposes into a direct sum of irreducible representations of H which we denote
by z:
Z =
⊕
z∈ρH (Z)
z . (12)
In particular, all potentials, covariant derivatives and curvatures decompose into irreducible
components under H . We denote the descendant of a field F (Z), which transforms according
to representation z ∈ ρH(Z), as F (Z)(z). In order to find the super self-duality conditions, we
determine the parts of ρH(W ), ρH(T ) which contribute to ρH(λ)
∁ and those which contribute
to ρH(λ). Setting the parts of F
(W )ij
L , F
(T )i
D contributing to ρH(λ)
∁ to zero yields the required
super self-duality equations. The parts contributing to ρH(λ), which do not also contribute
to ρH(λ)
∁, act as sources for the components of F
(A)
NM transforming according to ρH(λ),
5
i.e. satisfying (1). In this paper, we do not pursue the question of the relationship of our
super self-duality equations with integrability conditions for ‘Killing spinors’ (parameters
of supersymmetry transformations) allowed by solutions of (1). We remark that if S is a
spinor representation of Spin(d), its decomposition ρH(S) need not always include spinor
representations s of H .
We shall see that in order to determine the algebraic conditions on F
(W )ij
L which deter-
mine F
(T )i
D , which in turn determine F
(A)
NM , we need to analyse super Jacobi identities of two
types:
• Level one identities arise from the associativity of two spinorial covariant derivatives
and the vectorial one (like (11))
• Level two identities arise from the associativity of three spinorial covariant derivatives.
We shall call the corresponding sets of supercurvature constraints, the level one and level
two super self-duality equations. The level two equations imply the level one equations,
which in turn imply the level zero self-duality equations (1) for the superfield F
(A)
MN . The
latter clearly implying the superfield Yang-Mills equations D
(V )
M F
(A)
MN = 0 in virtue of
the level zero Jacobi identities (8) arising from the associativity of three vectorial covariant
derivatives. The precise form of the level one and level two super Jacobi identities depend
on which irreducible part of Σ ⊗ Σ contains the vector module V . The tensor products
for spinor representations of Spin(d) in Appendix A shows that there are essentially three
different cases, depending on whether V = R(π1) = (10. . . 0) is a submodule of the tensor
product of two inequivalent spinor modules, or in the antisymmetric or symmetric part of
the tensor product of a spinor module S with itself. Respectively, for d ≥ 4, we have
• d = 4 (mod 4), V ⊂ S+ ⊗ S−
• d = 5, 6, 7 (mod 8) , V ⊂ S ∧ S
• d = 9, 10, 11 (mod 8), V ⊂ S ∨ S .
In the following sections, we examine the relevant super Jacobi identities in these three
cases. Using group theory based algorithms, we develop a scheme for finding possible sets of
super self-duality equations. Our main results consist of explicit examples of such systems
of equations for specific choices of dimension d and subgroup H⊂ Spin(d). For d=4 we shall
consider the case of general extension N of the superspace. However, for higher d, we shall
restrict our attention to the simplest available possibilities: N=2 for the cases (d = 5, 6, 7
(mod 8)) in which the vector module V appears as a subspace of the antisymmetrised square
of a spinor module; and N=1 for all other cases. It is not difficult to extend our discussion
to higher N .
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2 The d=4 case, H=Spin(4)
In this section we discuss the familiar d=4 case in full detail, for general N-extension. This
case illustrates well the pattern we have in mind: the standard self-duality equations for the
vector potentials are implied by sets of sufficient conditions which are equations for the odd
superpotentials. Consider 4-dimensional superspace with N-multiples of the two types of
spinor representations. We use Dynkin indices (p,q) to denote SU(2)×SU(2) representations
of dimension (p + 1)(q + 1). We drop the representation labels V, S, etc. on the covariant
derivatives and fields, since these are redundant in 2-spinor index notation. Let ∇iα,∇
i
α˙
(i = 1, . . . , N) be the 2N fermionic spinor operators, transforming respectively as the 2
dimensional (1,0) and (0,1) representations. Let ∇αβ˙ be the lone bosonic vector operator,
transforming as the (1,1) representation. We assume that all these operators commute or
anticommute in agreement with their statistics except for{
∇iα,∇
j
α˙
}
= δij∇αα˙ . (13)
On the right hand side, by independent linear transformations of ∇iα and ∇
j
α˙, more general
coefficients aij can seen to be equivalent to δij provided det a 6= 0. These operators obviously
form an associative algebra as all the super-Jacobi identities are trivially satisfied. Here, the
Clebsch-Gordon coefficients and tensor products are easy to evaluate explicitly by 2-spinor
index manipulations.
The supercommutators of the 2N+1 super covariant derivatives {Dαα˙ , Diα, D
i
α˙ ; i =
1, . . . , N} involve 2N+1 potentials with the same indices and the same fermionic or bosonic
behaviour as the corresponding ∇. They define the covariant spinor-spinor, spinor-vector
and vector-vector curvature components. Thus, we have,{
Diα, D
j
α˙
}
= δijDαα˙ + F
ij
αα˙ , W = S
+ ⊗ S− = (1,1){
Diα, D
j
β
}
= F ijαβ + ǫαβ F
ij , U+ ∈ {S+ ⊗ S+} = {(2,0), (0,0)}{
Diα˙, D
j
β˙
}
= F ij
α˙β˙
+ ǫα˙β˙ F
ij
, U− ∈ {S− ⊗ S−} = {(0,2), (0,0)}[
Diα˙, Dββ˙
]
= F i
βα˙β˙
+ ǫα˙β˙ F
i
β , T
+ ∈ {S− ⊗ V } = {(1,2), (1,0)}[
Diα, Dββ˙
]
= F i
αββ˙
+ ǫαβ F
i
β˙
, T− ∈ {S+ ⊗ V } = {(2,1), (0,1)}[
Dαα˙, Dββ˙
]
= ǫαβFα˙β˙ + ǫα˙β˙Fαβ , A ∈ {V ∧ V } = {(0,2), (2,0)} .
(14)
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These eleven curvature tensors have the following symmetry in their indices
F ij = −F ji , F
ij
= −F
ji
Fαβ = Fβα , Fα˙β˙ = Fβ˙α˙
F ijαβ = F
ij
βα = F
ji
αβ , F
ij
α˙β˙
= F ij
β˙α˙
= F ji
α˙β˙
F i
αββ˙
= F i
βαβ˙
, F i
βα˙β˙
= F i
ββ˙α˙
(15)
and hence behave irreducibly under Spin(4). The supercurvature components extracted
from (14) are:
F ijαα˙ = ∇
i
αA
j
α˙ +∇
j
α˙A
i
α +
{
Aiα, A
j
α˙
}
− δijAαα˙ (16)
F ijαβ =
1
2
(
∇iαA
j
β +∇
j
βA
i
α +
{
Aiα, A
j
β
}
+∇iβA
j
α +∇
j
αA
i
β +
{
Aiβ, A
j
α
})
(17)
F ij = 1
2
ǫβα
(
∇iαA
j
β +∇
j
βA
i
α +
{
Aiα, A
j
β
})
(18)
F ij
α˙β˙
= 1
2
(
∇iα˙A
j
β˙
+∇j
β˙
Aiα˙ +
{
Aiα˙, A
j
β˙
}
+∇i
β˙
Ajα˙ +∇
j
α˙A
i
β˙
+
{
Ai
β˙
, Ajα˙
})
(19)
F
ij
= 1
2
ǫβ˙α˙
(
∇iα˙A
j
β˙
+∇j
β˙
Aiα˙ +
{
Aiα˙, A
j
β˙
})
(20)
F i
αββ˙
= 1
2
(
∇iαAββ˙ −∇ββ˙A
i
α +
[
Aiα, Aββ˙
]
+∇iβAαβ˙ −∇
i
αβ˙
Aβ +
[
Aiβ, Aαβ˙
])
(21)
F i
β˙
= 1
2
ǫβα
(
∇iαAββ˙ −∇ββ˙A
i
α +
[
Aiα, Aββ˙
])
(22)
F i
βα˙β˙
= 1
2
(
∇iα˙Aββ˙ −∇ββ˙A
i
α˙ +
[
Aiα˙, Aββ˙
]
+∇i
β˙
Aβα˙ −∇βα˙A
i
β˙
+ [Ai
β˙
, Aβα˙]
)
(23)
F iβ =
1
2
ǫβ˙α˙
(
∇iα˙Aββ˙ −∇ββ˙A
i
α˙ +
[
Aiα˙, Aββ˙
])
(24)
Fαβ =
1
2
ǫβ˙α˙
(
∇αα˙Aββ˙ −∇ββ˙Aαα˙ +
[
Aαα˙, Aββ˙
])
(25)
Fα˙β˙ =
1
2
ǫβα
(
∇αα˙Aββ˙ −∇ββ˙Aαα˙ +
[
Aαα˙, Aββ˙
])
, (26)
where we use the normalisation ǫ12 = ǫ
21 = 1. It is obvious, in view of their construction that
the covariant derivatives satisfy the generalised Jacobi identities which are nothing other
than associativity conditions for the ∇’s and of the potentials (which we assume hold).
The level one identities arise from the associativity of Diα, D
j
α˙, Dββ˙:
δij(ǫαβFα˙β˙ + ǫα˙β˙Fαβ)− ǫαβ{D
j
α˙, F
i
β˙
} − ǫα˙β˙{D
i
α, F
j
β}
−[Dββ˙ , F
ij
αα˙]− {D
i
α, F
j
βα˙β˙
} − {Djα˙, F
i
αββ˙
} = 0 . (27)
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On the other hand, the level two identities arise from the associativity of Diα, D
j
β, D
k
γ˙ and
of Diα˙, D
j
β˙
, Dkγ :
[Diα, F
jk
βγ˙ ] + [D
j
β, F
ik
αγ˙] + [D
k
γ˙ , F
ij
αβ] + ǫαβ [D
k
γ˙ , F
ij]
+δjkF iαβγ˙ + δ
ikF jαβγ˙ + δ
jkǫαβF
i
γ˙ − δ
ikǫαβF
j
γ˙ = 0 (28)
[Diα˙, F
kj
γβ˙
] + [Dj
β˙
, F kiγα˙] + [D
k
γ , F
ij
α˙β˙
] + ǫα˙β˙[D
k
γ , F
ij
]
+δjkF i
γα˙β˙
+ δikF j
γα˙β˙
+ δjkǫα˙β˙F
i
γ − δ
ikǫα˙β˙F
j
γ = 0 . (29)
We now ask whether one can find a set of sufficient conditions on certain curvatures
which imply the usual self-duality, which can be expressed as
Fα˙β˙ = 0 . (30)
Extracting the Lorentz irreducible part symmetric in α˙, β˙ and skew in α, β from (27), we
find
δijFα˙β˙ =
1
2
(
{Djα˙, F
i
β˙
}+{Dj
β˙
, F iα˙}
)
+ 1
4
ǫβα
(
[Dββ˙ , F
ij
αα˙]+[Dβα˙, F
ij
αβ˙
]
)
+ 1
2
ǫβα{Diα, F
j
βα˙β˙
}. (31)
Extracting the antisymmetric part in α, β (and in i, j) from (28) and the symmetric part in
α˙, β˙ (and in i, j) in (29) yields respectively
(
δjkF iγ˙ − δ
ikF jγ˙
)
= 1
2
ǫβα
(
[Djα, F
ik
βγ˙]− [D
i
α, F
jk
βγ˙ ]
)
− [Dkγ˙ , F
ij] (32)
and
δjkF i
αα˙β˙
+ δikF j
αα˙β˙
= −1
2
(
[Diα˙, F
kj
αβ˙
] + [Djα˙, F
ki
αβ˙
] + [Di
β˙
, F kjαα˙] + [D
j
β˙
, F kiαα˙]
)
− [Dkα, F
ij
α˙β˙
] . (33)
We are now in a position to answer the above question. Let us proceed in two steps. First
we look for non democratic systems of super self-duality conditions, with indices i = 1 and
i = 2 playing a special role. Then, we generalise to some more democratic systems.
Non-democratic systems
Let us first look at these identities in a non-democratic way and take (31) for i = j = 1.
We see obviously the following level one implication{
System 1 ≡
{
F 11αα˙ = 0, F
1
α˙ = 0, F
1
αα˙β˙
= 0
}}
⇒ Fα˙β˙ = 0 . (34)
In other words, the usual selfduality (30) is a consequence of the super selfduality conditions
of System 1. Furthermore, it then follows that the right hand sides of (31) are automatically
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all zero for any i, j since they are identities and the left hand side is zero in all cases. Remark
that the first equation in System 1 is identical to the requirement that Aαα˙ becomes a
dependent quantity, namely,
Aαα˙ = ∇
1
αA
1
α˙ +∇
1
α˙A
1
α +
{
A1α, A
1
α˙
}
(35)
while the second and third equation become differential equations for the A1’s. Now, if we
take (33) for i = j = k = 1, we see, in an analogous way, that
Implication a :
{
F 11αα˙ = 0, F
11
α˙β˙
= 0
}
⇒ F 1
αα˙β˙
= 0 . (36)
Finally, if we take (32) for i = 1, j = k = 2, we see that
Implication b :
{
F 12αα˙ = 0, F
22
αα˙ = 0, F
12 = 0
}
⇒ F 1α˙ = 0 . (37)
Hence, in System 1, the second and third condition can independently be replaced by the
conditions given in Implication a and Implication b. Consequently we obtain three further
level two systems which imply the usual selfduality, namely
System 2 ≡
{
F 11αα˙ = 0, F
1
α˙ = 0, F
11
α˙β˙
= 0
}
(38)
System 3 ≡
{
F 11αα˙ = 0, F
12
αα˙ = 0, F
22
αα˙ = 0, F
12 = 0, F 1
αα˙β˙
= 0
}
(39)
System 4 ≡
{
F 11αα˙ = 0, F
12
αα˙ = 0, F
22
αα˙ = 0, F
12 = 0, F 11
α˙β˙
= 0
}
. (40)
For all the four systems, the first equation F 11αα˙ = 0 implies that the vector potential Aαα˙ is
the dependent quantity (35). Any of the Systems 1–4 separately constitutes a coherent set
of super selfduality requirements.
Clearly, this approach is highly non democratic; only the indices i = 1 and 2 are taken
into account. However, it is the basic algebra and in an essential way (13), which play the
crucial role of extending, in a subtle way, the results to the other values of the indices.
Democratic systems
We can however try to find sets of sufficient conditions which are more democratic among
the indices. Following the same arguments as used in the preceding case, we find from (31),
summing over the indices i = j to obtain democracy, that{
System 5 ≡
{∑
i
F iiαα˙ = 0, F
i
α˙ = 0 ∀i , F
i
αα˙β˙
= 0 ∀i
} }
⇒ Fα˙β˙ = 0 . (41)
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Now, if we take (33) fixing i and summing over j = k, we see in an analogous way that
Implication c :
{
F ijαα˙ = 0 ∀i, j , F
ij
α˙β˙
= 0 ∀i, j
}
⇒ F i
αα˙β˙
= 0 ∀i . (42)
Finally, if we take (32) fixing i and summing over j = k, we see that
Implication d :
{
F ijαα˙ = 0 ∀i, j , F
ij = 0 ∀i, j
}
⇒ F iα˙ = 0 ∀i . (43)
In System 5, the first and the second condition and/or the first and the third conditions can
be replaced using Implication c and/or Implication d. This leads to the democratic second
level systems
System 6 ≡
{
F ijαα˙ = 0 ∀i, j , F
i
α˙ = 0 ∀i , F
ij
α˙β˙
= 0 ∀i, j
}
(44)
System 7 ≡
{
F ijαα˙ = 0 ∀i, j , F
ij = 0 ∀i, j , F i
αα˙β˙
= 0 ∀i
}
(45)
System 8 ≡
{
F ijαα˙ = 0 ∀i, j , F
ij = 0 ∀i, j , F ij
α˙β˙
= 0 ∀i, j
}
. (46)
Let us make a few comments on some of these systems. Systems 6–8 clearly contain
Systems 2–4 as subsets and hence are more restrictive. System 5 on the other hand, though
containing many more conditions than the non-democratic systems may be a valuable al-
ternative. In particular, the democratic form of the derived vector potential is
Aαα˙ =
∑
i
(
∇iαA
i
α˙ +∇
i
α˙A
i
α +
{
Aiα, A
i
α˙
})
. (47)
Sytem 8, together with its implications (41), (42), (42) , imposed in (14), yields{
Diα, D
j
α˙
}
= δijDαα˙ ,
{
Diα˙, D
j
β˙
}
= ǫα˙β˙F
ij
{
Diα, D
j
β
}
= F ijαβ ,
[
Diα˙, Dββ˙
]
= ǫα˙β˙F
i
β[
Diα, Dββ˙
]
= F i
αββ˙
,
[
Dαα˙, Dββ˙
]
= ǫα˙β˙Fαβ .
(48)
This is a further form of the super-self duality equations (System 8). The remaining lower
level curvatures appearing in (48) are sources for the self-dual field Fαβ . In a chiral super-
space spanned by (∇iα˙,∇αα˙), these reduce to the well known conditions given by the three
equations in the right-hand column of (48), which provide consistent irreducible supermul-
tiplets for any N [2].
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3 Case of d=8 (mod 4)
In this section, we generalise the above four-dimensional discussion to d=4n, (n ≥ 2).
For Spin(4n), there are two inequivalent fundamental spinor representations of dimension
2(2n−1), S+ and S− and we take Σ = {S+, S−}. The vector is contained in their tensor
product. The curvatures are defined by{
D
(S+)
B , D
(S−)
C′
}
= C(S+, B, S−, C ′;V,M)D(V )M +
∑
W∈{S+⊗S−}
C(S+, B, S−, C ′;W,L)F (W )L
{
D
(S+)
B , D
(S+)
C
}
=
∑
U+∈{S+∨S+}
C(S+, B, S+, C;U+, L) F
(U+)
L
{
D
(S−)
B′ , D
(S−)
C′
}
=
∑
U−∈{S−∨S−}
C(S−, B′, S−, C ′;U−, L) F (U
−)
L
[
D
(S+)
B , D
(V )
M
]
=
∑
T−∈{S+⊗V }
C(S+, B, V,M ;T−, D) F (T
−)
D
[
D
(S−)
B′ , D
(V )
M
]
=
∑
T+∈{S−⊗V }
C(S−, B′, V,M ;T+, D) F (T
+)
D
[
D
(V )
M , D
(V )
N
]
= F
(A)
MN . (49)
From the tensor products in Appendix A, we note that the representation spaces U± are p-
forms with corresponding indices L taking the form of p skewsymmetrised vector indices. It
should be remarked that if identical representations occur in U+, U−, . . ., the corresponding
curvature components need to be distinguished from each other. The further representations
T± are summands in the tensor products (A4) and (A5), for rank r=2n ≥ 4, namely,
T−1 = R(π1 + πr) , T
−
2 = R(πr−1)
T+1 = R(π1 + πr−1) , T
+
2 = R(πr) .
(50)
The first level Jacobi identities are those involving {D(S
+)
B , D
(S−)
C′ , D
(V )
M }, while the second
level Jacobis involve {D(S
+)
A , D
(S−)
B′ , D
(S+)
C } and {D
(S+)
A , D
(S−)
B′ , D
(S−)
C′ }.
Level 1 super self-duality
From the super Jacobi identity (11) between the operators {D(S
+)
B , D
(S−)
C′ , D
(V )
Q }, upon mul-
tiplication, for example, by C(A,NM ;V,R, V,Q)C(V,R;S+, B, S−, C ′) , the product of in-
verse Clebsch-Gordon coefficients, where NM are the antisymmetric indices of the adjoint
representation A, and summation over R,Q,B, C ′ (we assume summation over repeated
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indices labeling the states of a representation), we obtain the identity
F
(A)
NM =
1
2
([
D
(V )
M , F
(V )
N
]
−
[
D
(V )
N , F
(V )
M
])
+
∑
T−∈{S+⊗V }
α1(T
−) C(A,NM ;S−, C ′, T−, D)
{
D
(S−)
C′ , F
(T−)
D
}
+
∑
T+∈{S−⊗V }
α2(T
+) C(A,NM ;S+, B, T+, D)
{
D
(S+)
B , F
(T+)
D
}
. (51)
Here, from the representationsW ∈ {S+⊗S−} on the right hand side of the first line of (11),
only the vector contributes; the remaining terms do not contribute to the adjoint represen-
tation. (The three-form, W = ∧3V , which according to (A11) occurs for d ≥ 12, also has a
nonzero contribution to the adjoint, C(A,NM ;V, P,∧3V, L) 6= 0 (see (A12),(A13)), but the
corresponding term is zero under our projection in (51)). The coefficients αi incorporate
recoupling coefficients, for example
C(A,NM ;V,K, V,Q) C(V,K;S+, B, S−, C ′) C(S+, B, V,Q;T−, D)
= α1(T
−) C(A,NM ;S−, C ′, T−, D) .
(52)
We note that the coefficients C(A,NM ;T±, D, S±, B) are nonzero for T±1 in virtue of
(A14),(A15) and for T±2 = S
± in virtue of (A8), since the adjoint representation R(π2) =
(010. . . 0) is always contained in these decompositions for even rank r ≥ 4.
We thus see that F (V ) and F (T
±) determine F (A). Under H, the tensors above decompose
into their irreducible pieces transforming under representations in ρH(S
±), ρH(V ), ρH(T±)
and ρH(A). Now self-duality means that F
(A), under H-decomposition, is restricted to its
components in ρH(λ). We want to determine sets of sufficient conditions on certain pieces
of F (V ) and F (T
±), which imply that F (A) is restricted to live in a specific eigenspace ρH(λ)
(5). In order to ensure this, we need that the contributions to the complement ρH(λ)
∁ from
the curvature components on the right vanish.
Generically, let us consider a supercommutator involving D(Y ) and F (Z), which produces
the adjoint A (as in (51)). Let us define for representations Y and Z such that A ⊂ Y ⊗Z,
• the source subset σH,λ(Y, Z) ⊂ ρH(Z),
σH,λ(Y, Z) :=
{
z ∈ ρH(Z)
∣∣∣∣
( ⋃
y∈ρH (Y )
{y ⊗ z}
)⋂
ρH(λ) 6= ∅
}
(53)
• the sink subset
▽
σH,λ(Y, Z) ⊂ ρH(Z),
▽
σH,λ(Y, Z) :=
{
z ∈ ρH(Z)
∣∣∣∣
( ⋃
y∈ρH (Y )
{y ⊗ z}
)⋂
ρH(λ)
∁ 6= ∅
}
. (54)
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Here {y ⊗ z} denotes the union of all irreducible H-representations contained in the ten-
sor product y ⊗ z. We now see from (51) that the supercurvatures corresponding to the
source-subsets σ, {F (V )(v) , F (T
±)(t±) ; w ∈ σH,λ(V, V ) , t± ∈ σH,λ(S±, T±)}, yield
contributions to {F (A)(a) ; a ∈ ρH(λ)}, i.e. to the parts of the curvature which do not
vanish in (5). On the other hand, the supercurvatures corresponding to the sink-subsets
▽
σ, {F (V )(v) , F (T
±)(t±) ; v ∈
▽
σH,λ(V, V ) , t
± ∈
▽
σH,λ(S
±, T±)}, yield contributions to
{F (A)(a) ; a ∈ ρH(λ)∁}, i.e. to those parts of the curvature which appear in the condi-
tions (6). Thus, the conditions (6) are implied by the following level one supercurvature
constraints:
F (V )(v) = 0 for all v ∈
▽
σH,λ(V, V ) (55)
F (T
+)(t+) = 0 for all t+ ∈
▽
σH,λ(S
+, T+) (56)
F (T
−)(t−) = 0 for all t− ∈
▽
σH,λ(S
−, T−) . (57)
We remark that if the vector is irreducible under H, i.e. ρH(V ) = {v}, then
▽
σH,λ(V, V ) =
ρH(V ) and we need to impose F
(V )(v) = 0 for all λ’s. In order to have nontrivial self-
duality (1), we further need to check that the imposition of (55)–(57) does not imply the
vanishing of all the F (A)(a)’s. In particular, at least one of the components of the curvature
in (5) needs to be non-zero. In other words, we require that
F (A)(a) 6= 0 for at least one a ∈ ρH(λ) . (58)
This follows if a piece of any of the source-subsets σH,λ(V, V ), σH,λ(S
+, T+) or σH,λ(S
−, T−)
lies respectively in the complement of the corresponding sink-subsets ρH(V )\
▽
σH,λ(V, V ) or
ρH(T
+)\
▽
σH,λ(S
+, T+) or ρH(T
−)\
▽
σH,λ(S
−, T−). We define, for representations Y and Z
such that A ⊂ Y ⊗ Z,
• the wet source subset
⌣
σH,λ(Y, Z) composed of the source representations not contained
in the sink-subset,
⌣
σH,λ(Y, Z) := σH,λ(Y, Z) ∩
(
ρH(Z)\
▽
σH,λ(Y, Z)
)
= σH,λ(Y, Z)\
(
σH,λ(Y, Z) ∩
▽
σH,λ(Y, Z)
)
. (59)
The condition for nontriviality is that the corresponding set of supercurvature components,{
F (V )(v) , F (T
±)(t±)
∣∣∣ v ∈ ⌣σH,λ(V, V ) , t± ∈ ⌣σH,λ(S±, T±)} , (60)
is non-empty. These act as sources for the nonzero fields F (A)(a) in (58). If this set turns
out to be empty, the equations (55)–(57) are too strong, implying flatness: F (A)(a) = 0 for
all a.
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We note that the level one conditions (55)–(57) replace the maximal set of equations
F (A)(a) = 0, for every a ∈ ρH(λ)∁. Possibilities in which some, but not all, of these curvature
constraints are replaced by some level one (first order) constraints (without implying full
flatness) clearly yield alternative sets of sufficient conditions implying (1). For cases in which
the maximal replacement (55)–(57) yields complete flatness, such non-maximal possibilities
(when they are allowed) yield alternative sets of super self-dualities. A further alternative
possibility is the higher-order one, in which the required conditions (58) are obtained when
some of the zero curvature conditions F (T
±)(t±) = 0 in (56), (57) are replaced by the
corresponding chirality conditions of the form {D(S
±)
B′ (s
±), F (T
±)(t±)} = 0, (second order
in derivatives) for specific choices of s±, t±. We shall discuss explicit examples of both
these alternative possibilities for various examples in which the maximal replacement is
tantamount to complete flatness.
Level 2 super self-duality
The second level Jacobi identity among {D(S
+)
B , D
(S−)
B′ , D
(S+)
C } takes the bare form(
C(S+, B, S−, B′;V,M)C(S+, C, V,M ;T−, D)
+ C(S+, C, S−, B′;V,M)C(S+, B, V,M ;T−, D)
)
F
(T−)
D
= −
∑
W∈{S+⊗S−}
C(S+, B, S−, B′;W,Q)
[
D
(S+)
C , F
(W )
Q
]
−
∑
W∈{S+⊗S−}
C(S+, C, S−, B′;W,Q)
[
D
(S+)
B , F
(W )
Q
]
−
∑
U+∈{S+⊗S+}
C(S+, B, S+, C;U+, Q)
[
D
(S−)
B′ , F
(U+)
Q
]
(61)
and similarly, the associativity of {D(S
+)
B , D
(S−)
B′ , D
(S−)
C′ } yields the bare identity(
C(S+, B, S−, B′;V,M)C(S−, C ′, V,M ;T+, D)
+ C(S+, B, S−, C ′;V,M)C(S−, B′, V,M ;T+, D)
)
F
(T+)
D
= −
∑
W∈{S+⊗S−}
C(S+, B, S−, B′;W,Q)
[
D
(S−)
C′ , F
(W )
Q
]
−
∑
W∈{S+⊗S−}
C(S+, B, S−, C ′;W,Q)
[
D
(S−)
B′ , F
(W )
Q
]
−
∑
U−∈{S−⊗S−}
C(S−, B′, S−, C ′;U−, Q)
[
D
(S+)
B , F
(U−)
Q
]
. (62)
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Using properties of the Clebsch-Gordon coefficients we may isolate F
(T+)
E and F
(T−)
E in the
forms,
F
(T+)
E =
∑
W∈{S+⊗S−}
α3(W )C(T
+, E;S−, B′,W,Q)
[
D
(S−)
B′ , F
(W )
Q
]
+
∑
U−∈{S−⊗S−}
α4(U
−)C(T+, E;S+, B, U−, Q)
[
D
(S+)
B , F
(U−)
Q
]
, (63)
and
F
(T−)
E =
∑
W∈{S+⊗S−}
α5(W )C(T
−, E;S+, B,W,Q)
[
D
(S+)
B , F
(W )
Q
]
+
∑
U+∈{S+⊗S+}
α6(U
+)C(T−, E;S−, B′, U+, Q)
[
D
(S−)
B′ , F
(U+)
Q
]
, (64)
where the αi depend on appropriate recoupling coefficients. We thus see that the possibility
exists of making the conditions (56) and (57) automatic in virtue of appropriate conditions
on F
(W )
Q (w), F
(U+)
Q (u
+) and F
(U−)
Q (u
−).
Suppose that the supercommutator of D(Y ) with F (Z) manufactures a curvature compo-
nent F (X). Further, suppose that the supercommutator of D(K) with this F (X) contributes
to the adjoint A (as in (51)). For representations K,X, Y, Z such that X ⊂ Y ⊗Z (as with
e.g. T+ ⊂ S− ⊗W in (63)) and A ⊂ K ⊗ X , we define further natural source and sink
subsets τH,λ(K,X ; Y, Z),
▽
τH,λ(K,X ; Y, Z) ⊂ ρH(K) by
τH,λ(K,X ; Y, Z) :=
{
z ∈ ρH(Z)
∣∣∣∣
( ⋃
y∈ρH (Y )
{y ⊗ z}
)⋂
σH,λ(K,X) 6= ∅
}
▽
τH,λ(K,X ; Y, Z) :=
{
z ∈ ρH(Z)
∣∣∣∣
( ⋃
y∈ρH (Y )
{y ⊗ z}
)⋂
▽
σH,λ(K,X) 6= ∅
}
. (65)
We denote by
⌣
τ the wet sources, the intersection of the source subset τ with the complement
of the corresponding sink subset
▽
τ ,
⌣
τ H,λ(K,X ; Y, Z) := τH,λ(K,X ; Y, Z) ∩
(
ρH(K)\
▽
τH,λ(K,X ; Y, Z)
)
. (66)
From (64) we see that in order to have (56), it suffices to impose
F (W )(w) = 0 for all w ∈
▽
τH,λ(S
+, T+;S−,W )
F (U
−)(u−) = 0 for all u− ∈
▽
τH,λ(S
+, T+;S+, U−) . (67)
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Similarly, we see from (63) that in order to have (57), it suffices to impose
F (W )(w) = 0 for all w ∈
▽
τH,λ(S
−, T−;S+,W )
F (U
+)(u+) = 0 for all u+ ∈
▽
τH,λ(S
−, T−;S−, U+) . (68)
We note from (A11),(A6) and (A7) that
W ∈
{
R(πr+πr−1) , R(π2p+1) ; 0 ≤ p ≤ r−42
}
U+ ∈ {R(2πr) , R(πr−4p) ; 1 ≤ p ≤ [r/4]}
U− ∈ {R(2πr−1) , R(πr−4p) ; 1 ≤ p ≤ [r/4]} .
(69)
From the tensor products (A20)–(A19) relevant for (63), we see that U−r ⊗S
+ = R(2πr−1)⊗
R(πr) contains T
+
1 but not T
+
2 . Thus τH,λ(S
+, T+2 ;S
+, U−r ) =
▽
τH,λ(S
+, T+2 ;S
+, U−r ) = ∅.
When the rank r = 4 (mod 4), there exists a scalar amongst the U− and obviously R(0)⊗
R(πr) contains T
+
2 but not T
+
1 . All the other tensor products (A20)–(A19) contain both
T+1 and T
+
2 , so that the corresponding τ,
▽
τ are a priori not empty sets. Similarly, the tensor
products relvant for (64), namely (A16)–(A23), show that U+r ⊗ S
− = R(2πr) ⊗ R(πr−1)
contains T−1 but not T
−
2 , yielding τH,λ(S
−, T−2 ;S
−, U+r ) =
▽
τH,λ(S
−, T−2 ;S
−, U+r ) = ∅. All the
other decompositions (A16)–(A23) contain both T−1 and T
−
2 , except when the rank r = 4
(mod 4), when the scalar amongst the U+ does not yields T−1 .
In order to have non-trivial super self-duality conditions, we need to check that imposing
the conditions (67) and (68) leaves, respectively,
F (T
+)(t+) 6= 0 for at least one t+ ∈ σH,λ(S
+, T+) (70)
and
F (T
−)(t−) 6= 0 for at least one t− ∈ σH,λ(S−, T−) . (71)
The former condition follows if we have either
⌣
τ H,λ(S
+, T+;S−,W ) 6= ∅ or
⌣
τ H,λ(S
+, T+;S+, U−) 6= ∅ . (72)
Similarly, (71) follows if we have either
⌣
τ H,λ(S
−, T−;S+,W ) 6= ∅ or
⌣
τ H,λ(S
−, T−;S−, U+) 6= ∅ . (73)
Summarising, we see that the set of equations {(55), (56), (57)} provide a system of sufficient
conditions implying the self-duality equations (6). In this set, replacing (56) by (67) and/or
(57) by (68) yields further sets of sufficient conditions for (6).
We now discuss some explicit examples in d = 8.
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3.1 H=Spin(7) ⊂ Spin(8)
Spin(8) has three 8-dimensional representations, which we assign as: V=(1000) , S+=(0001)
and S−=(0010). The representations occuring in (49), taking into account the appropriate
symmetry or skewsymmetry property, are given by
W ∈ {S+ ⊗ S−} = {W3=(0011)56V , W1=V=(1000)8V}
U+ ∈ {S+ ∨ S+} = {U+4 =(0002)35
S+
, U+0 =(0000)1}
U− ∈ {S− ∨ S−} = {U−4 =(0020)35
S−
, U−0 =(0000)1}
T+ ∈ {S− ⊗ V } = {T+1 =(1010)56
S+
, T+2 =S
+=(0001)
8
S+
}
T− ∈ {S+ ⊗ V } = {T−1 =(1001)56
S−
, T−2 =S
−=(0010)
8
S−
}
A = V ∧ V = (0100)
28
,
(74)
where, for convenience, we append the dimension of the representation to the Dynkin indices.
From the decompositions of the above representations into irreducible Spin(7) representa-
tions, we obtain the set of supercurvature components F (X)(x), with the possible values of
the Spin(7) representations x = w, v, u+, u−, t+, t−, a, being given by,
X ρSpin(7)(X)
W3 = (0011)56V {w31 = (101)48 , w32 = (001)8}
W1 = V = (1000)8 {w1 = v = (001)8}
U+4 = (0002)35
S+
{u+41 = (200)27 , u
+
42 = (100)7 , u
+
43 = (000)1}
U+0 = (0000)1 {u
+
0 = (000)1}
U−4 = (0020)35
S−
{u−4 = (002)35}
U−0 = (0000)1 {u
−
0 = (000)1}
T+1 = (1010)56
S+
{t+11 = (002)35 , t
+
12 = (010)21}
T+2 = S
+ = (0001)
8
S+
{t+21 = s
+
1 = (100)7 , t
+
22 = s
+
2 = (000)1}
T−1 = (1001)56
S−
{t−11 = (101)48 , t
−
12 = (001)8}
T−2 = S
− = (0010)
8
S−
{t−2 = s
− = (001)
8
}
A = (0100)
28
{a1 = (010)21 , a2 = (100)7}
The curvature components F (A)(a1) and F
(A)(a2) form the two eigenspaces, with eigenvalues
λ = 1,−3, respectively, of the Spin(7)-invariant T -tensor corresponding to the representation
u+43 above. In an explicit coordinate system, this T -tensor, as well as the two sets of self-
duality equations, are displayed in [1]. The tensor products which contribute to the adjoint
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in (51) are V ⊗V and S±⊗T±, and those which contribute to T± in (63), (64) are S∓⊗W
and S± ⊗ U∓. The (non-trivial) Spin(7) tensor products which descend from these are,
s− ⊗ t−11 = s
− ⊗ w31 = (001)8 ⊗ (101)48
= (102)
189
⊕ (110)
105
⊕ (002)
35
⊕ (200)
27
⊕ (010)
21
⊕ (100)
7
(75)
s− ⊗ t−12 = s
− ⊗ t−2 = v ⊗ v = s
− ⊗ w32 = s
− ⊗ w1 = (001)8 ⊗ (001)8
= (002)
35s ⊕ (010)21a ⊕ (100)7a ⊕ (000)1s (76)
s− ⊗ u+41 = (001)8 ⊗ (200)27 = (201)168 ⊕ (101)48 (77)
s− ⊗ u+42 = w32 ⊗ s
+
1 = w1 ⊗ s
+
1 = (001)8 ⊗ (100)7 = (101)48 ⊕ (001)8 (78)
s+1 ⊗ w31 = (100)7 ⊗ (101)48 = (201)168 ⊕ (011)112 ⊕ (101)48 ⊕ (001)8 (79)
s+1 ⊗ t
+
11 = s
+
1 ⊗ u
−
4 = (100)7 ⊗ (002)35 = (102)189 ⊕ (002)35 ⊕ (010)21 (80)
s+1 ⊗ t
+
12 = (100)7 ⊗ (010)21 = (110)105 ⊕ (002)35 ⊕ (100)7 (81)
s+1 ⊗ t
+
21 = (100)7 ⊗ (100)7 = (200)27s ⊕ (010)21a ⊕ (000)1s (82)
s+1 ⊗ t
+
22 = s
+
2 ⊗ t
+
21 = s
+
1 ⊗ u
−
0 = (100)7 , s
+
2 ⊗ t
+
12 = (010)21 (83)
s+2 ⊗ w32 = s
+
2 ⊗ w1 = s
− ⊗ u+43 = s
− ⊗ u+0 = (001)8 , s
+
2 ⊗ w31 = (101)48 (84)
s+2 ⊗ t
+
11 = s
+
2 ⊗ u
−
4 = (002)35 , s
+
2 ⊗ u
−
0 = s
+
2 ⊗ t
+
22 = (000)1 . (85)
We note that since the vector representation V , under which both F (V ) and D(V ) in (51)
transform, remains irreducible under Spin(7), the product v ⊗ v in (76) contains the entire
adjoint representation A = a1 ⊕ a2. Hence,
▽
σSpin(7),λ(V, V ) = {v} = ρSpin(7)(V ) for both
values of λ, yielding, according to (55), the first part of the superduality system,
F (V )(v) = 0 . (86)
Similarly, from (75) and (76), we see that the tensor products contributing to the second
line of (51) also contain both a1 and a2 parts of the adjoint. We therefore have, for both
values of λ,
▽
σSpin(7),λ(S
−, T−) = ρSpin(7)(T−) yielding the relations,
F (T
−
1
)(t−11) = F
(T−
1
)(t−12) = F
(T−
2
)(t−2 ) = 0 . (87)
λ21 = 1
For this eigenvalue, self-duality is given by the seven equations
F (A)(a2) ≡ F
(0100)((100)
7
) = 0 , F (A)(a1) ≡ F
(0100)((010)
21
) 6= 0 . (88)
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We are now in a position to read off the remaining level one conditions (56). The set of
Spin(7) tensor products (80)-(83) shows that
a2 = (100)7 ∈
{⋃
s+
{s+ ⊗ t+}
}
for t+ = t+12, t
+
21, t
+
22 , (89)
but not for t+ = t+11. We therefore have
▽
σSpin(7),λ=1(S
+, T+) = {t+12, t
+
21, t
+
22}
⌣
σSpin(7),λ=1(S
+, T+) = {t+11} . (90)
Thus, the set of constraints, which together with (86) and (87), form the level one super
self-duality equations for λ = 1 are
F (T
+
1
)(t+12) = F
(T+
2
)(t+21) = F
(T+
2
)(t+22) = 0 , F
(T+
1
)(t+11) 6= 0 . (91)
Moreover, in virtue of the first tensor product in (85), the latter component provides a wet
source for F (A)(a1), the 21 dimensional part of F
(A), which is required to be nonzero.
Proceeding in the same way to the level two identities (63), (64) and recalling the
definition (65), we find, using (75)-(85), that,
▽
τSpin(7),λ=1(S
±, T±;S∓,Wi) = ρSpin(7)(Wi) , i = 1, 3
▽
τSpin(7),λ=1(S
±, T±;S±, U∓i ) = ρSpin(7)(U
−
i ) , i = 0, 4 .
(92)
There are therefore no level two wet sources and no nontrivial level two super self-dualities.
λ7 = −3
For this eigenvalue, self-duality is given by the 21 equations
F (A)(a1) ≡ F
(0100)((010)
21
) = 0 , F (A)(a2) ≡ F
(0100)((100)
7
) 6= 0 . (93)
Now, from (80)-(83) we see that
a1 = (010)21 ∈
{⋃
s+
{s+ ⊗ t+}
}
for t+ = t+11, t
+
12, t
+
21 . (94)
Therefore,
▽
σSpin(7),λ=−3(S+, T+) = {t+11, t
+
12, t
+
21}
⌣
σSpin(7),λ=−3(S+, T+) = {t+22} .
(95)
This yields the conditions, which together with (86) and (87), form the level one super
self-duality equations for λ = −3,
F (T
+
1
)(t+11) = F
(T+
2
)(t+12) = F
(T+
2
)(t+21) = 0 , F
(T+
1
)(t+22) 6= 0 . (96)
The latter component (a singlet) clearly provides a source for the 7 dimensional part of F (A)
required to be nonzero. Again, as for λ = 1, there are no level two wet sources.
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3.2 H=Sp(2)⊗ Sp(1)/Z2 ⊂ Spin(8)
The decompositions of the representations in (74) to irreducible H-representations are tab-
ulated below using labels (ab,c)d, when (ab) and (c) are the Dynkin indices for Sp(2) and
Sp(1) representations respectively and d is the overall dimension.
X ρH(X)
W3 = (0011)56V {w31 = (11,1)32 , w32 = (10,3)16 , w33 = (10,1)8}
W1 = V = (1000)8 {w1 = v = (10,1)8}
U+4 = (0002)35
S+
{u+41 = (02,0)14 , u
+
42 = (01,2)15 , u
+
43 = (00,4)5 , u
+
44 = (00,0)1}
U+0 = (0000)1 {u
+
0 = (00,0)1}
U−4 = (0020)35
S−
{u−41 = (20,2)30 , u
−
42 = (01,0)5}
U−0 = (0000)1 {u
−
0 = (00,0)1}
T+1 = (1010)56
S+
{t+11 = (20,2)30 , t
+
12 = (01,2)15 , t
+
13 = (20,0)10 , t
+
14 = (00,0)1}
T+2 = S
+=(0001)
8
S+
{t+21 = s
+
1 = (01,0)5 , t
+
22 = s
+
2 = (00,2)3}
T−1 = (1001)56
S−
{t−11 = (11,1)32 , t
−
12 = (10,3)18 , t
−
13 = (10,1)8}
T−2 = S
−=(0010)
8
S−
{t−2 = s
− = (10,1)
8
}
A = (0100)
28
{a1 = (20,0)10 , a2 = (01,2)15 , a3 = (00,2)3}
The self-duality equations for this stability group were discussed in [3]. The three eigenvalues
of the invariant T -tensor are λ10 = 1 , λ15 = −7/15 and λ3 = −1, corresponding respec-
tively to the eigenspaces a1, a2 and a3 into which A splits. Since the eight-dimensional
Euclidean tangent vectors transform as V , we may choose their basis in the form Xaα,
where a=1, . . . 4 is an Sp(2) spinor index and α=1, 2 is an Sp(1) spinor index. Using the
skew invariants Cab and ǫαβ of Sp(2) and Sp(1) respectively, we obtain the decomposition
of the vector-vector curvature tensor into the three irreducible descendants of the adjoint
representation A: [
D(V )aα , D
(V )
bβ
]
= ǫαβFab +Gabαβ + CabHαβ , (97)
where Fab = Fba transforms as a1 , Gabαβ = Gabβα = −Gbaαβ is ‘traceless’, C
abGabαβ = 0 ,
and represents the a2 eigenspace; and Hαβ = Hβα transforms as a3 .
To obtain the relevant source and sink subsets, we need the following Sp(2) tensor
products:
(01)
5
⊗ (20)
10
= (21)
35
⊕ (20)
10
⊕ (01)
5
(98)
21
(01)
5
⊗ (11)
16
= (12)
40
⊕ (30)
20
⊕ (11)
16
⊕ (10)
4
(99)
(01)
5
⊗ (10)
4
= (11)
16
⊕ (10)
4
(100)
(01)
5
⊗ (01)
5
= (02)
14
⊕ (20)
10
⊕ (00)
1
(101)
(10)
4
⊗ (02)
14
= (12)
40
⊕ (11)
16
(102)
(10)
4
⊗ (11)
16
= (21)
35
⊕ (02)
14
⊕ (20)
10
⊕ (01)
5
(103)
(10)
4
⊗ (10)
4
= (20)
10
⊕ (01)
5
⊕ (00)
1
. (104)
Using these, we see that for all eigenvalues λ, we have
▽
σH,λ(V, V ) = ρH(V ) = {v}
▽
σH,λ(S
+, T+2 ) = ρH(T
+
2 )
▽
σH,λ(S
−, T−i ) = ρH(T
−
i ) , i = 1, 2 . (105)
λ10 = 1
For this eigenvalue, the self-duality equations are [3]:
F (A)(a2) = F
(A)(a3) = 0 ⇔ Gabαβ = Hαβ = 0 , (106)
with Fab 6= 0. These equations may be written in the form,[
D(V )aα , D
(V )
bβ
]
= ǫαβFab . (107)
They are particularly interesting, because they are in some sense solvable [3]. The level one
sinks and wet sources are given by (105) together with
▽
σH,λ=1(S
+, T+1 ) = {t
+
11, t
+
12, t
+
14} (108)
⌣
σH,λ=1(S
+, T+1 ) = {t
+
13} . (109)
Again, putting the curvatures corresponding to the sinks (105) and (108) to zero yields level
one super self-duality equations for this eigenvalue, with the only non-zero supercurvature
components given by,[
D(S
−)
aα , D
(V )
bβ
]
= ǫαβfab ⇒
[
D(V )aα , D
(V )
bβ
]
= ǫαβFab , (110)
where fab = fba transforms as t
+
13. At level two, there are no non-empty wet sources.
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We note that the decompositions for the 8-dimensional S± do not contain spinors of
Sp(2) or Sp(1), so our level one super self-dualities do not correspond to those suggested in
[2] as supersymmetrisations of (107), namely,
[Daα, Dbβ] = ǫαβFab , [Daα, Dβ] = ǫαβFa , {Dα, Dβ} = 0
{Da, Dα} = Daα , {Da, Db} = 0 , [Da, Dbβ] = 0 ,
(111)
where the super covariant derivative (Daα, Dα, Da), contains the Sp(1) and Sp(n) spinors Dα
and Da. The odd-odd and even-odd parts of these relations, which do not have a Spin(d)-
origin, also lead to (107) in virtue of super Jacobi identities. (Similar lower level constraints
implying the restriction to the other two eigenspaces may easily be determined).
λ15 = −7/15
For this eigenvalue, the self-duality equations take the form:
F (A)(a1) = F
(A)(a3) = 0 ⇔ Fab = Hαβ = 0 , (112)
in other words, Gabαβ 6= 0. Here, we have
▽
σH,λ=−7/15(S
+, T+1 ) = ρH(T
+
1 ) , (113)
in addition to (105). So there are no non-empty wet sources. However, two types of super
self-duality equations may be considered:
(A) The non-maximal replacements, with
F (A)(a3) = 0
F (T
+)(t+) = 0 for t+ = t+11, t
+
13, t
+
14, t
+
21 (114)
imply (112). This leaves F (T
+)(t+12) and F
(T+)(t+22) , which do not contribute to F
(A)(a1),
as non-vanishing sources for F (A)(a2).
(B) Alternatively, a nonzero F (A)(a2) may be obtained if any of the following consequences
of (113),
F (T
+)(t+11) = F
(T+)(t+12) = F
(T+)(t+21) = F
(T+)(t+22) (115)
are replaced by the respective chirality conditions[
D(S
+)(s+2 ), F
(T+)(t+11)
]
= 0
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[
D(S
+)(s+1 ), F
(T+)(t+12)
]
= 0[
D(S
+)(s+1 ), F
(T+)(t+21)
]
= 0[
D(S
+)(s+2 ), F
(T+)(t+22)
]
= 0 . (116)
If any of these higher order systems are used, their consistency conditions need to be checked.
We note that the latter are systems of mixed order. The required self-duality equations arise
as a consequence of a combination of linear relations among some curvature components,
which are first order equations for the potentials, and first order equations for other curvature
components, which are second order equations for the potentials.
λ3 = −1
For this eigenvalue, we have the equations
F (A)(a1) = F
(A)(a2) = 0 ⇔ Fab = Gabαβ = 0 , (117)
in other words, Hαβ 6= 0. Here, the level one sinks and wet sources are given by (105)
together with
▽
σH,λ=−1(S+, T+1 ) = {t
+
11, t
+
12, t
+
13}
⌣
σH,λ=−1(S
+, T+1 ) = {t
+
14} (118)
yielding corresponding level one super self-duality equations, with non-zero supercurvature
components given by[
D(S
−)
aα , D
(V )
bβ
]
= Cabǫαβh ⇒
[
D(V )aα , D
(V )
bβ
]
= CabHαβ , (119)
where h corresponds to the singlet t+14 . At level two, there are no non-empty wet sources.
3.3 H=SU(2)⊗ SU(2)/Z2 ⊂ Spin(8)
The calculation of the eigenvalues for SO(4)-invariant T -tensors is discussed in appendix B.
In this case, we have three eigenspaces, a1, a2⊕a3 and a4 (see table below) with eigenvalues
λ15 = 1, λ10 = −3 and λ3 = 5, respectively. The decompositions of the representations
in (74) to irreducible H=SU(2)⊗SU(2)/Z2 representations are tabulated below using labels
(a,b)d, when (a) and (b) are the Dynkin indices for the two SU(2)’s and d is the overall
dimension.
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X ρH(X)
W3 = (0011)56V {w31 = (1,9)20 , w32 = (1,7)16 , w33 = (1,5)12 , w32 = (1,3)8}
W1 = V = (1000)8 {w1 = v = (1,3)8}
U+4 = (0002)35
S+
{u+41 = (0,12)13 , u
+
42 = (0,8)9 , u
+
43 = (0,6)7 ,
u+44 = (0,4)5 , u
+
45 = (0,0)1}
U+0 = (0000)1 {u
+
0 = (0,0)1}
U−4 = (0020)35
S−
{u−41 = (2,6)21 , u
−
42 = (2,2)9 , u
−
43 = (0,4)5}
U−0 = (0000)1 {u
−
0 = (0,0)1}
T+1 = (1010)56
S+
{t+11 = (2,6)21 , t
+
12 = (2,4)15 , t
+
13 = (2,2)9 ,
t+14 = (0,4)5 , t
+
15 = (2,0)3 , t
+
16 = (0,2)3}
T+2 = S
+ = (0001)
8
S+
{t+21 = s
+
1 = (0,6)7 , t
+
22 = s
+
2 = (0,0)1}
T−1 = (1001)56
S−
{t−11 = (1,9)20 , t
−
12 = (1,7)16 , t
−
13 = (1,5)12 , t
−
14 = (1,3)8}
T−2 = S
− = (0010)
8
S−
{t−2 = s
− = (1,3)
8
}
A = (0100)
28
{a1 = (2,4)15 , a2 = (0,6)7 , a3 = (0,2)3 , a4 = (2,0)3}
Writing tangent vectors in 2-spinor notation, Xαα˙β˙γ˙ (completely symmetric in the dotted
indices), the decomposition of the curvature tensor into the four irreducible descendants of
the adjoint representation A may be expressed as,[
D
(V )
αα˙1α˙2α˙3
, D
(V )
ββ˙1β˙2β˙3
]
= ǫ(α˙1β˙1 Fα˙2α˙3β˙2β˙3)αβ + ǫαβ Gα˙1α˙2α˙3β˙1β˙2β˙3
+ ǫαβǫ(α˙1β˙1ǫα˙2β˙2 Gα˙3β˙3) + ǫ(α˙1β˙1 ǫα˙2β˙2ǫα˙3β˙3) Hαβ , (120)
where the brackets () around indices denote symmetrisation and the curvature tensors are
separately symmetric under interchange of dotted and undotted indices. Thus, the tensors
Fαβα˙1α˙2α˙3α˙4 , Gα˙1α˙2α˙3α˙4α˙5α˙6 , Gα˙β˙ and Hαβ are irreducible under SU(2)⊗SU(2), transform-
ing under the representations a1 , a2 , a3 and a4 respectively. The T -tensor corresponds
to the singlet u+45 and the self-duality conditions take the form of the vanishing of certain
irreducible parts of the curvature [4]. Curvature constraints, which occur as integrability
conditions for certain covariant-constancy conditions, have also been considered [3]. The
latter, however, do not correspond to eigenvalue conditions for a T -tensor (and hence do
not imply the Yang-Mills equations). We also note that the descendants of S+ and S− do
not contain spinor representations of the subgroup H , so the systems of super selfduality
equations sought here do not correspond to those considered in [4].
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λ15 = 1
For this eigenvalue, we obtain the equations
F (A)(a2) = F
(A)(a3) = F
(A)(a4) = 0 ⇔ Gα˙1α˙2α˙3α˙4α˙5α˙6 = Gα˙β˙ = Hαβ = 0 , (121)
with Fαβα˙1α˙2α˙3α˙4 6= 0. We find the corresponding sink and wet source subsets to be,
▽
σH,λ=1(V, V ) = ρH(V ) = {v}
▽
σH,λ=1(S
+, T+1 ) = {t
+
11, t
+
14, t
+
15, t
+
16}
▽
σH,λ=1(S
+, T+2 ) = ρH(T
+
2 )
▽
σH,λ=1(S
−, T−i ) = ρH(T
−
i )
⌣
σH,λ=1(S
+, T+1 ) = {t
+
12, t
+
13} . (122)
These yield level one super self-duality equations, with non-zero supercurvature components
fα˙β˙γ˙δ˙αβ and fα˙β˙αβ transforming as t
+
12 and t
+
13 respectively and given by,[
D
(S−)
αα˙1α˙2α˙3
, D
(V )
ββ˙1β˙2β˙3
]
= ǫ(α˙1β˙1 fα˙2α˙3β˙2β˙3)αβ + ǫ(α˙1β˙1ǫα˙2β˙2 fα˙3β˙3)αβ . (123)
In virtue of the super Jacobi identities, these imply the level zero self-duality equations,[
D
(V )
αα˙1α˙2α˙3
, D
(V )
ββ˙1β˙2β˙3
]
= ǫ(α˙1β˙1 Fα˙2α˙3β˙2β˙3)αβ . (124)
At level two, there are no non-empty wet sources.
λ10 = −3
For this eigenvalue, we have the equations
F (A)(a1) = F
(A)(a4) = 0 ⇔ Fαβα˙1α˙2α˙3α˙4 = Hαβ = 0 , (125)
with Gα˙1α˙2α˙3α˙4α˙5α˙6 6=0 , Gα˙β˙ 6=0. These are implied by level one super self-duality equations
corresponding to the sink and wet source subsets,
▽
σH,λ=−3(V, V ) = ρH(V ) = {v}
▽
σH,λ=−3(S+, T+1 ) = {t
+
11, t
+
12, t
+
13, t
+
15}
▽
σH,λ=−3(S−, T−1 ) = {t
−
12, t
−
13, t
−
14}
▽
σH,λ=−3(S−, T−2 ) = ρH(T
−
2 )
⌣
σH,λ=−3(S+, T+1 ) = {t
+
14, t
+
16}
⌣
σH,λ=−3(S
+, T+2 ) = ρH(T
+
2 )
⌣
σH,λ=−3(S−, T−1 ) = {t
−
11} . (126)
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At level two, nontrivial equations are obtained corresponding to the sinks and wet sources,
▽
τH,λ=−3(S±, T±i ;S
∓,W ) = ρH(W )
▽
τH,λ=−3(S+, T+1 ;S
+, U−) = {u−41, u
−
42}
⌣
τ H,λ=−3(S+, T+1 ;S
+, U−) = {u−43}
⌣
τ H,λ=−3(S+, T+2 ;S
+, U−) = {u−43, u
−
0 } . (127)
Thus, the only non-zero level two supercurvatures are those transforming as u−43, u
−
0 :{
D
(S−)
αα˙1α˙2α˙3
, D
(S−)
ββ˙1β˙2β˙3
}
= ǫαβ ǫα˙1β˙1 γα˙2α˙3β˙2β˙3 + ǫαβǫ(α˙1β˙1ǫα˙2β˙2 ǫα˙3β˙3)γ . (128)
These imply that at level one, the only non-zero supercurvatures are those given by,[
D
(S−)
αα˙1α˙2α˙3
, D
(V )
ββ˙1β˙2β˙3
]
= ǫαβ ǫα˙1β˙1 gα˙2α˙3β˙2β˙3 + ǫαβ ǫ(α˙1β˙1ǫα˙2β˙2 gα˙3β˙3)
+ǫαβ gα˙1α˙2α˙3β˙1β˙2β˙3 + ǫαβǫ(α˙1β˙1ǫα˙2β˙2 ǫα˙3β˙3) g[
D
(S+)
α˙1α˙2α˙3α˙4α˙5α˙6
, D
(V )
ββ˙1β˙2β˙3
]
= gβα˙1α˙2α˙3α˙4α˙5α˙6β˙1β˙2β˙3 , (129)
with supercurvature components transforming as t+14, t
+
16, t
+
21, t
+
22 and t
−
11. In turn, these imply
the level zero constraints (125), i.e.[
D
(V )
αα˙1α˙2α˙3
, D
(V )
ββ˙1β˙2β˙3
]
= ǫαβ Gα˙1α˙2α˙3β˙1β˙2β˙3 + ǫαβǫ(α˙1β˙1ǫα˙2β˙2 Gα˙3β˙3) . (130)
λ3 = 5
For this eigenvalue, we have the equations
F (A)(a1) = F
(A)(a2) = F
(A)(a3) = 0 ⇔ Fαβα˙1α˙2α˙3α˙4 = Gα˙1α˙2α˙3α˙4α˙5α˙6 = Gα˙β˙ = 0, (131)
with Hαβ 6= 0. These are implied by level one super self-duality equations corresponding to
the sink and wet source subsets,
▽
σH,λ=5(V, V ) = ρH(V ) = {v}
▽
σH,λ=5(S
+, T+1 ) = {t
+
11, t
+
12, t
+
13, t
+
14, t
+
16}
▽
σH,λ=5(S
+, T+2 ) = ρH(T
+
2 )
▽
σH,λ=5(S
−, T−i ) = ρH(T
−
i )
⌣
σH,λ=5(S
+, T+1 ) = {t
+
15} . (132)
There are no nontrivial level two conditions for this eigenvalue. Thus, the only non-zero
supercurvatures are those corresponding to t+15 and a4 in:[
D
(S−)
αα˙1α˙2α˙3
, D
(V )
ββ˙1β˙2β˙3
]
= ǫ(α˙1β˙1 ǫα˙2β˙2ǫα˙3β˙3) hαβ
⇒
[
D
(V )
αα˙1α˙2α˙3
, D
(V )
ββ˙1β˙2β˙3
]
= ǫ(α˙1β˙1 ǫα˙2β˙2ǫα˙3β˙3)Hαβ . (133)
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4 Case of d=5,6,7 (mod 8)
For these dimensions, the vector appears in the skewsymmetric square of any fundamental
spinor representation S ∈ Σ. We therefore need at least two copies of the same spinor
representation S, i.e. N=2 is the ‘minimal’ model. Spin(d) for d odd (here d = 5, 7 (mod
8)) has only one fundamental spinor representation S. However, Spin(d) for d=6 (mod 8)
has two spinor representations S+ and S−, with the vector arising in both S+ ⊗ S+ and
S− ⊗ S−. We will only consider the chiral superspace, in which the S− representation does
not act and we denote S+ by S. Our analysis affords straightforward extension to the
non-chiral cases. The curvatures (with i = 1, 2) are defined by{
D
(S)i
A , D
(S)j
B
}
= ǫijC(S,A, S, B;V,M) D
(V )
M +
∑
U∈{S⊗S}
C(S,A, S, B;U, L) F
(U)ij
L
[
D
(S)i
A , D
(V )
M
]
=
∑
T∈{S⊗V }
C(S,A, V,M ;T,D) F
(T )i
D
[
D
(V )
M , D
(V )
N
]
= F
(A)
MN . (134)
Here, the Clebsch-Gordon coefficients C(S,A, S, B;V,M) are antisymmetrical in A,B and
F (U)ij is symmetric or antisymmetric in i, j for representations U occuring as summands in
∨2S or ∧2S respectively. From (A6),(A8),(A43) and (A44), the U ’s are given by
U ∈ {R(2πr) , R(π2p+1) ; 0 ≤ p ≤ (r − 3)/2} for d = 6 mod 8
U ∈ {R(2πr) , R(πp) ; 0 ≤ p ≤ r−1} for d = 5, 7 mod 8
(135)
and from (A4) and (A42) we see that
T1 = R(π1 + πr) , T2 = R(πr−1) for even d
T1 = R(π1 + πr) , T2 = R(πr) for odd d .
(136)
Following the same pattern as in the previous case, we consider the first and second level
Jacobi identities.
Level 1 super self-duality
The first level Jacobi involves {D(S)1A , D
(S)2
B , D
(V )
M } and since F
(V )ij
N = ǫ
ijF
(V )
N , it yields,
F
(A)
NM =
1
2
([
D
(V )
N , F
(V )
M
]
−
[
D
(V )
M , F
(V )
N
])
+
∑
T∈{S⊗V }
α1(T )C(A,NM ;T,D, S, C) ǫij
{
D
(S)i
C , F
(T )j
D
}
, (137)
28
where, as before, α1 incorporates recoupling coefficients. We see from (A24), (A29), (A45),
(A42), that for d = 5, 6, 7 (mod 8), the adjoint ∧2V is always contained in the decomposition
of Ti ⊗ S for i = 1, 2. Thus, in order to guarantee that F (A), under H-decomposition, is
restricted to its components in ρH(λ), it suffices to impose
F (V )(v) = 0 for all v ∈
▽
σH,λ(V, V ) (138)
F (T )i(t) = 0 for all t ∈
▽
σH,λ(S, T ) . (139)
In order to have a non-trivial F (A) satisfying (1), we require, in addition, that after imposing
(138),(139) we still have
F (A)(a) 6= 0 for at least one a ∈ ρH(λ) . (140)
This is guaranteed if the following set of curvature components is non-empty:{
F (V )(v), F (T )i(t)
∣∣∣ v ∈ ⌣σH,λ(V, V ) , t ∈ ⌣σH,λ(S, T )} . (141)
Level 2 super self-duality
The second level Jacobi identities are obtained from {D(S)iA , D
(S)j
B , D
(S)k
C }. They take the
bare form
C(S,A, S, B;V,M) C(S, C, V,M ;T,D)ǫij F
(T )k
D
+C(S,B, S, C;V,M) C(S,A, V,M ;T,D)ǫjk F
(T )i
D
+C(S, C, S, A;V,M) C(S,B, V,M ;T,D)ǫki F
(T )j
D
= −
∑
U∈{S⊗S}
{
C(S,A, S, B;U, L)
[
D
(S)k
C , F
(U)ij
L
]
+ C(S,B, S, C;U, L)
[
D
(S)i
A , F
(U)jk
L
]
+ C(S, C, S, A;U, L)
[
D
(S)j
B , F
(U)ki
L
]}
. (142)
Now, using properties of the Clebsch-Gordon coefficients and of ǫij , every curvature compo-
nent F
(T )i
D can be separately extracted. The tensor product decompositions (A33), (A35),
(A49),(A50) show that S ⊗ U contain both T1 and T2 except for R(2πr) ⊗ R(πr) (for d=6
(mod 8)), which does not yield T2. We also note that F
(T )1 depends on F (U)12 and F (U)11,
whereas F (T )2 depends on F (U)12 and F (U)22.
Sufficient conditions for the satisfaction of (139) are,
F (U)ij(u) = 0 for all u ∈
▽
τH,λ(S, T ;S, U) . (143)
The nontriviality condition is that the following set of superfields is non-empty:{
F (U)ij(u)
∣∣∣ u ∈ ⌣τ H,λ(S, T ;S, U)} . (144)
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4.1 H=(SU(3)⊗U(1))/Z3 ⊂ Spin(6) = SU(4)
Using two copies of spinor representation S = (001)
4
and vector V = (100)
6
, we have the
Spin(6) representation spaces
U ∈ {S ⊗ S} = {U3 = (002)10 , U1 = V = (100)6}
T ∈ {S ⊗ V } = {T1 = (101)20 , T2 = (010)4}
A = ∧2V = (011)
15
,
(145)
which determine the Spin(6) covariant supercurvatures components. Under the breaking
Spin(6)⊃(SU(3) ⊗ U(1))/Z3 the decompositions of the relevant representation spaces are
tabulated below. We denote representations of the subgroup by (ab)c
d
, where (ab) are the
Dynkin labels of SU(3), c is the U(1) eigenvalue and d is the dimension of the representation.
X ρH(X)
U3 = (002)10 {u31 = (02)
−2
6
, u32 = (01)
2
3
, u33 = (00)
6
1
}
U1 = V = (100)6 {u11 = v1 = (01)
2
3
, u12 = v2 = (10)
−2
3
}
T1 = (101)20 {t11 = (11)
−3
8
, t12 = (02)
1
6
, t13 = (01)
5
3
, t14 = (10)
1
3
}
T2 = (010)4 {t21 = (10)
1
3
, t22 = (00)
−3
1
}
S = (001)
4
{s1 = (01)
−1
3
, s2 = (00)
3
1
}
A = (011)
15
{a1 = (11)
0
8
, a2 = (10)
4
3
, a3 = (01)
−4
3
, a4 = (00)
0
1
} .
The completely antisymmetric TMNPQ tensor belongs to the adjoint representation (011)
which contains the H singlet a4. The curvature F
(A) decomposes into three eigenspaces,
a1, a2⊕a3 and a4, having eigenvalues λ8 = 1, λ6 = −1 and λ1 = −2, respectively. The
corresponding equations were explicitly displayed in [1]. For all eigenspaces, we have that
▽
σH,λ(V, V ) = ρH(V ) and
▽
σH,λ(S, T2) = ρH(T2), since the tensor products contributing to
S ⊗ T2 are:
((01)−1
3
⊕ (00)3
1
)⊗ (10)1
3
= (10)4
3
⊕ (11)0
8
⊕ (00)0
1
((01)−1
3
⊕ (00)3
1
)⊗ (00)−3
1
= (01)−4
3
⊕ (00)0
1
. (146)
The level one super selfduality systems therefore include, for any λ,
F (V )(vp) = F
(T2)i(t2p) = 0 for all p. (147)
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Imposing restrictions on various components of F (T1) distinguishes the three self-dualities.
The tensor products contributing to S ⊗ T1 are:
(s1⊕s2)⊗t11 = ((01)
−1
3
⊕(00)3
1
)⊗ (11)−3
8
= (11)0
8
⊕ (12)−4
15
⊕ (01)−4
3
⊕ (20)−4
6
(s1⊕s2)⊗t12 = ((01)
−1
3
⊕(00)3
1
)⊗ (02)1
6
= (02)4
6
⊕ (03)0
10
⊕ (11)0
8
(s1⊕s2)⊗t13 = ((01)
−1
3
⊕(00)3
1
)⊗ (01)5
3
= (01)8
3
⊕ (02)4
6
⊕ (10)4
3
(s1⊕s2)⊗t14 = ((01)
−1
3
⊕(00)3
1
)⊗ (10)1
3
= (10)4
3
⊕ (11)0
8
⊕ (00)0
1
. (148)
λ8 = 1
The eigenspace ρH(λ=1) = {a1=(11)
0
8
} corresponds to 7 conditions on the 15 components
of the curvature [1]:
F (A)(a2) = F
(A)(a3) = F
(A)(a4) = 0 . (149)
From (148) we see that the wet source t12 = (02)
1
6
yields a nontrivial contribution to a1. We
therefore have
▽
σH,λ=1(S, T1) = {t11, t13, t14} and
⌣
σH,λ=1(S, T1) = {t12} , (150)
yielding, in addition to (147), the level one super self-duality equations
F (T2)i(t11) = F
(T2)i(t13) = F
(T2)i(t14) = 0 , F
(T2)i(t12) 6= 0 . (151)
These equations are not implied by any nontrivial level two conditions.
λ6 = −1
The eigenspace ρH(λ=− 1) = {a2⊕a3 = (10)
4
3
⊕(01)−4
3
} corresponds to 9 conditions on the
15 components of the curvature [1]:
F (A)(a1) = F
(A)(a4) = 0 . (152)
Here we find
▽
σH,λ=−1(S, T1) = {t11, t12, t14} and
⌣
σH,λ=−1(S, T1) = {t13} , (153)
yielding as level one super self-duality equations, together with (147),
F (T2)i(t11) = F
(T2)i(t12) = F
(T2)i(t14) = 0 . (154)
From (148) we see that the wet source t13 = (01)
5
3
yields a nontrivial contribution to a2.
Again, there are no nontrivial level two conditions.
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λ1 = −2
The self-duality conditions for this eigenvalue with eigenspace ρH(λ= − 2) = {a4=(00)
0
1
}
correspond to the rather trivial set of 14 conditions on the 15 components of the curvature:
F (A)(a1) = F
(A)(a2) = F
(A)(a3) = 0 . (155)
Here we have
▽
σH,λ=−1(S, T1) = ρH(T1), so there are no wet sources and in order to have
(155), we need to impose F (T1)i(t1j) = 0 for all j. One way to obtain (155) as consequences
of the Bianchi identities, is to replace F (T2)i(t22) = 0 from (147) by the chirality condition[
D(S)(s1), F
(T2)i(t22)
]
= 0 . (156)
Alternatively, we can take F (T2)i(t22) 6= 0 and impose the level zero conditions F
(A)(a2) =
F (A)(a3) = 0. The remaining condition in (155) is then implied by the other level one super
self-duality equations.
4.2 H=G2 ⊂ Spin(7)
Using two copies of spinor representation S = (001)
8
and the vector V = (100)
7
, we have
the Spin(7) representation spaces
U ∈ {S ⊗ S} = {U3 = (002)35 , U2 = (010)21 , U1=V=(100)7 , U0=(000)1}
T ∈ {S ⊗ V } = {T1 = (101)48 , T2 = (001)8}
A = ∧2V = (010)
21
,
(157)
which determine the Spin(7) covariant supercurvatures components. Under the breaking
Spin(7)⊃G2 the decompositions of the relevant representation spaces are tabulated below:
X ρG2(X)
U3 = (002)35 {u31 = (02)27 , u32 = (01)7 , u33 = (00)1}
U2 = (010)21 {u21 = (10)14 , u22 = (01)7}
U1 = V = (100)7 {u1 = v = (01)7}
U0 = (000)1 {u0 = (00)1}
T1 = (101)48 {t11 = (02)27 , t12 = (10)14 , t13 = (01)7}
T2 = S = (001)8 {t21 = s1 = (01)7 , t22 = s2 = (00)1}
A = (010)
21
{a1 = (10)14 , a2 = (01)7} .
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The 35-dimensional completely antisymmetric TMNPQ tensor belongs to the representation
(002)
35
which contains the G2 singlet u33. It can be expressed [1] in terms of the G2-
invariant structure constants CMNP of the algebra of the imaginary octonions as TMNPQ =
1
3!
ǫMNPQRSTCRST . The curvature F
(A) decomposes into two eigenspaces corresponding to
eigenvalues λ = 1 and λ = −2. In order to investigate the super self-duality conditions, the
relevant tensor products of G2 representations are:
(01)
7
⊗ (01)
7
= (02)
27
⊕ (10)
14
⊕ (01)
7
⊕ (00)
1
(158)
(01)
7
⊗ (10)
14
= (11)
64
⊕ (02)
27
⊕ (01)
7
(159)
(01)
7
⊗ (02)
27
= (03)
77
⊕ (11)
64
⊕ (02)
27
⊕ (10)
14
⊕ (01)
7
. (160)
Since V is irreducible,
▽
σG2,λ(V, V ) = {v} = ρG2(V ), and we need to impose F
(V )(v) = 0
for all λ’s.
λ14 = 1
The eigenspace ρG2(λ=1) = {a1=(10)14} corresponds to 7 conditions on the 21 curvatures:
F (A)(a2) = 0 . (161)
Now, in this case,
▽
σG2,λ=1(S, Ti) = ρG2(Ti) , i = 1, 2 (162)
so F (T )i(t) = 0 for every T and t. Imposing the latter would imply that all of F (A) is
zero, so there are no algebraic lower level sufficient conditions for (161). However, replacing
F (T1)i(t12) = 0 by the chirality condition[
D(S)i(s1), F
(T1)i(t12)
]
= 0 (163)
yields a nonzero contribution to F (A)(a1) from
[
D(S)i(s2), F
(T1)i(t12)
]
6= 0.
λ7 = −2
In this case we have
F (A)(a1) = 0 , (164)
which represents 14 conditions on the 21 curvatures, implying F (A)(a2) 6= 0. Now,
▽
σG2,λ=−2(S, T ) = {t11, t12, t13, t21} , (165)
so the required conditions are,
F (V )(v) = F (T1)i(t11) = F
(T1)i(t12) = F
(T1)i(t13) = F
(T2)i(t21) = 0 . (166)
There remains a single free part, the G2 singlet F
(T2)(t22), which contributes to the non-
vanishing F (A)(a2). There are no nontrivial level two conditions.
33
5 Case of d=9,10,11 (mod 8)
The dimensions d = 9, 10, 11 (mod 8) with d ≥ 9 are distinguished by the fact that the
vector occurs in the symmetrical square S ∨ S of any fundamental spinor representation
S ∈ Σ. This is actually the simplest case to analyse, since it suffices to consider only one
copy of S; the ‘minimal’ case is N=1. Spin(d) for d odd (here d=9,11 (mod 8)) has only
one irreducible fundamental spinor representation S. However, Spin(d) for d=10 (mod 8)
has two irreducible fundamental spinor representations S+ and S−, with the vector arising
in both S+ ∨ S+ and S− ∨ S−. We will again only consider the chiral superspace, in which
the S− representation does not act and we denote S+ by S.
The curvatures are defined by{
D
(S)
B , D
(S)
C
}
= C(S,B, S, C;V,M) D
(V )
M +
∑
U∈{S∨S}
C(S,B, S, C;U, L) F
(U)
L
[
D
(S)
B , D
(V )
M
]
=
∑
T∈{S⊗V }
C(S,B, V,M ;T,D) F
(T )
D
[
D
(V )
M , D
(V )
N
]
= F
(A)
MN , (167)
where the Clebsch-Gordon coefficients C(S,B, S, C;U, L) are symmetrical in B,C. From
(A6) and (A43), the U ’s are given by
U ∈ {R(2πr) , R(π4p+1) ; 0 ≤ p ≤ (r−5)/4} for d = 10 mod 8
U ∈ {R(2πr) , R(πr−4p) , R(πr+1−4p) ; 1 ≤ p ≤ [r/4]} for d = 9, 11 mod 8
(168)
and the T ’s are given by (136).
The analysis of the two relevant Jacobi identities follows that for the previous cases. The
level one identities yield
F
(A)
MN =
1
2
([
D
(V )
N , F
(V )
M
]
−
[
D
(V )
M , F
(V )
N
])
+α1C(A,MN ;S,B, T1, D)
{
D
(S)
B , F
(T1)
D
}
+α2C(A,MN ;S,B, T2, C)
{
D
(S)
B , F
(T2)
C
}
, (169)
with αi appropriate recoupling coefficients. This yields the level one constraints:
F (V )(v) = 0 for all v ∈
▽
σH,λ(V, V ) (170)
F (T )(t) = 0 for all t ∈
▽
σH,λ(S, T ) . (171)
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In order to have a non-trivial F (A) satisfying (1), we require, in addition, that after imposing
(170),(171) we still have
F (A)(a) 6= 0 for at least one a ∈ ρH(λ) . (172)
As in the previous case, this is guaranteed if the set of curvature components in (141) is
non-empty.
The second level bare Jacobi identity between {D(S)B , D
(S)
C , D
(S)
D } reads
∑
cyclic in A,B,C

C(S,A, S, B;V,N) ∑
T∈{V⊗S}
C(S, C, V,N ;T,D) F
(T )
D
+
∑
U∈{S∨S}
C(S,A, S, B;U, L)
[
D
(S)
C , F
(U)
L
] = 0 . (173)
Here the relevant (S⊗U) tensor products are (A33), (A35) for even d and (A49), (A50) for
odd d. These show that S⊗U contain both T1 and T2 except for R(2πr)⊗R(πr) (for d=10
(mod 8)) which does not yield T2. The identity (173) can be decomposed, after suitable
reorganisation, into two pieces:
F
(T1)
D = α3C(T1, D;S,B, U1,M)
[
D
(S)
B , F
(U1)
M
]
+α4C(T1, D;S,B, U4, P )
[
D
(S)
B , F
(U4)
P
]
(174)
and
F
(T2)
C = α5
[
D
(S)
C , F
(U0)
]
+ α6C(T2, C;S,B, U1,M)
[
D
(S)
B , F
(U1)
M
]
+α7C(T2, C;S,B, U4, P )
[
D
(S)
B , F
(U4)
P
]
(175)
where the αi are again recoupling coefficients, U0 ≡ R(π0), the singlet, U1 ≡ V and U4 ≡
∧4V (see appendix A). These yield the level two set of sufficient conditions for the satisfaction
of (171), namely,
F (U)(u) = 0 for all u ∈
▽
τH,λ(S, T ;S, U) , (176)
with the nontriviality condition that the following set of superfields is non-empty:{
F (U)(u)
∣∣∣ u ∈ ⌣τ H,λ(S, T ;S, U)} . (177)
Summarising, we note that either the system of equations {(170) and (171)} or the sys-
tem {(170) and (176)} provide sufficient conditions for the satisfaction of the self-duality
equations (1).
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5.1 H=SO(3) ⊂ Spin(9)
Using the spinor representation S = (0001) and vector V = (1000), we obtain the relevant
Spin(9) representation spaces,
U ∈ {S ∨ S} = {U4 = (0002)126 , U1 = V = (1000)9 , U0 = (0000)1}
T ∈ {S ⊗ V } = {T1 = (1001)128 , T2 = S = (0001)16}
A = V ∧ V = (0100)
36
.
(178)
Under the breaking Spin(9)⊃SO(3) the decompositions of these representation spaces are
tabulated below. Here we denote SO(3) representations by their dimensions d , rather than
using their Dynkin indices (d-1) or their spins s = (d− 1)/2.
X ρSO(3)(X)
U4 = (0002)126 {21 , 17 , 15 , 13 , 13 , 11 , 9 , 9 , 7 , 5 , 5 , 1}
U1 = V = (1000)9 {9}
U0 = (0000)1 {1}
T1 = (1001)128 {19 , 17 , 15 , 13 , 13 , 11 , 9 , 9 , 7 , 7 , 5 , 3}
T2 = S = (0001)16 {11 , 5}
A = (0100)
36
{15 , 11 , 7 , 3}
The completely antisymmetric TMNPQ tensor defining self duality belongs to the unique
singlet of U4. The decomposition of the adjoint representation leads to the four eigenvalues
λ15 = 1, λ11 = −5/8, λ7 = −7/4 and λ3 = 11/8 (see appendix B). We note that
▽
σSU(2),λ(V, V ) = {v} = ρSU(2)(V )
▽
σSU(2),λ(S, Ti) = ρSU(2)(Ti) , i = 1, 2
(179)
irrespective of λ. This means that the level one constraints are all trivial. There exist,
however, chirality conditions or non-maximal replacements. We describe the latter for all
four eigenvalues.
λ15 = 1
In order to isolate the 15 , two possibilities present themselves:
a)
F (V ) = F (T2) = 0
F (T1)(t1) = 0 for t1 6= 19
F (A)(11) = 0
(180)
36
b)
F (V ) = F (T2) = 0
F (T1)(t1) = 0 for t1 6= 17
F (A)(a) = 0 for a = {11, 7} .
(181)
λ11 = −5/8
Here there are three non-maximal replacements:
a)
F (V ) = F (T2) = 0
F (T1)(t1) = 0 for t1 6= 3
F (A)(a) = 0 for a = {7, 3}
(182)
b)
F (V ) = F (T2) = 0
F (T1)(t1) = 0 for t1 6= 19
F (A)(15) = 0
(183)
c)
F (V ) = F (T2) = 0
F (T1)(t1) = 0 for t1 6= 17
F (A)(a) = 0 for a = {15, 7} .
(184)
λ7 = −7/4
Here the following non-maximal replacements exist:
a)
F (V ) = F (T2) = 0
F (T1)(t1) = 0 for t1 6= 3
F (A)(a) = 0 for a = {11, 3}
(185)
b)
F (V ) = F (T2) = 0
F (T1)(t1) = 0 for t1 6= 17
F (A)(a) = 0 for a = {15, 11} .
(186)
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λ3 = 11/8
For this eigenvalue only one non-maximal replacements of the above type exists:
F (V ) = F (T2) = 0
F (T1)(t1) = 0 for t1 6= 3
F (A)(a) = 0 for a = {11, 7} .
(187)
6 Concluding remarks
Self-duality equations for Yang-Mills vector potentials in Euclidean spaces of dimension d
greater than four are first order equations for the vector potential, which take the form of
linear constraints on the components of the field strength tensor (1) and imply the Yang-
Mills equations in virtue of the Jacobi identities. We have investigated possible supersym-
metrisations of these self-duality equations. In a manifestly supercovariant d-dimensional
Euclidean superspace framework, we have developed a scheme for finding systems of suffi-
cient first order equations for the vector and spinor gauge potentials in superspace, which
imply, as a consequence of the super Jacobi identities, the self-duality equations (1) for
the vector-vector component of the supercurvature (transforming according to the adjoint
representation of Spin(d)). These super self-duality equations are simple linear conditions
on the (vector-spinor and spinor-spinor) supercurvature components. In fact, we investigate
a chain of implications between three types of superspace equations:
(i) The (level zero) self-duality equations (1) for the field strength superfields FMN (i.e.
vector-vector components of the supercurvature associated to the d superfield vector
potentials AM).
(ii) The level one super self-duality equations imposing linear conditions on certain vector-
spinor and spinor-spinor components of the supercurvature (associated to the bosonic
vector and fermionic spinor potentials).
(iii) The level two super self-duality equations imposing linear conditions on certain other
vector-spinor and spinor-spinor components of the supercurvature.
We know that (i) implies the source-free Yang-Mills equations DMFMN=0 in virtue of the
level zero super Jacobi identities (amongst three vectorial covariant derivatives). We show
that (ii) implies (i) as a consequence of level one super Jacobi identities (amongst one vecto-
rial and two spinorial covariant derivatives) and in turn, (iii) implies (ii) as a consequence
of level two super Jacobi identities (amongst three spinorial covariant derivatives). Our
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approach is Lie algebraic, making crucial use of the representation theory of the stability
subgroup H ⊂ Spin(d) of the equations (1). We have discussed some explicit examples for
groups of low rank. The familiar N -extended 4-dimensional case has been described at great
length, since it is a very precise and simple showcase for our construction.
It remains to see whether our super self-duality equations unambiguously determine the
coefficients (depending on the even x coordinates), in an expansion in the odd (θ, θ¯) variables,
of the superfield vector and spinor potentials. Such a component analysis would be necessary
in order to investigate the relationship of our systems with supersymmetric BPS conditions,
which are defined in terms of component (i.e. x-space) fields, with bosonic fields satisfying
self-duality equations like (1). A further open question is whether any of our systems of super
self-duality afford interpretation as integrability conditions for supersymmetric systems of
first order linear equations involving one or more complex parameter.
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A Some properties of irreducible Spin(d) representa-
tions
In this appendix we collect some useful material about representations of irreducible Spin(d)
representations, partly obtained from [6, 7] and checked using the program wei.for written
by Ju¨rgen Fuchs [8]. We denote the irreducible representation with highest weight π by
R(π), the i-th fundamental weight by πi , 1 ≤ i ≤ r, where the rank of the group r = [d/2],
d=dimR(π1), and π0=0. Thus, in terms of Dynkin indices R(πi)= (0. . . 010. . . 0), with the
1 at the i-th position. The scalar is R(π0)=(0. . . . . . 0) and the vector V = R(π1)=(10. . . 0).
For all Spin(d), the symmetric (∧) and skew symmetric (∨) direct products of V with V
are given by,
V ∧ V = ∧2R(π1) =


R(2π2) = (02) for d = 5
R(π2 + π3) = (011) for d = 6
R(π2) for d ≥ 7
(A1)
V ∨ V = ∨2R(π1) = R(2π1)⊕R(π0) . (A2)
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A.1 Spin(2r), r ≥ 3
For these groups, the p-forms are given by the representations
∧p V =


R(πp) for 0 ≤ p ≤ r−2
R(πr−1+πr) for p = r−1, r+1
R(2πr−1)+R(2πr) for p = r
R(π2r−p) for r+2 ≤ p ≤ 2r
(A3)
where the two irreducible parts of ∧rV are the self-dual and anti-self-dual r-forms, ∧r±V .
The tensor products between the vector and spinor representations are given by,
S+ ⊗ V = R(πr)⊗R(π1) = R(π1+πr)⊕ R(πr−1) ≡ T−1 ⊕ T
−
2 (A4)
S− ⊗ V = R(πr−1)⊗ R(π1) = R(π1+πr−1)⊕R(πr) ≡ T+1 ⊕ T
+
2 . (A5)
Moreover, the symmetric and skew products of the spinor representations S± are given by,
S+ ∨ S+ = ∨2R(πr) = R(2πr)
[r/4]⊕
i=1
R(πr−4i) ≡ U+r
[r/4]⊕
i=1
U+r−4i (A6)
S− ∨ S− = ∨2R(πr−1) = R(2πr−1)
[r/4]⊕
i=1
R(πr−4i) ≡ U−r
[r/4]⊕
i=1
U−r−4i (A7)
S± ∧ S± =
[ r+2
4
]⊕
i=1
R(πr+2−4i) ≡
[ r+2
4
]⊕
i=1
U±r+2−4i . (A8)
where [x] denotes the integer part of x. We note that the representations which occur in
these decompositions are even forms if the rank is even, r = 2n,
U±r = ∧
r
±V , U
+
2p = U
−
2p = ∧
2pV , p = 0, . . . n−1 , (A9)
and odd forms if the rank is odd, r = 2n+1,
U±r = ∧
r
±V , U
+
2p+1 = U
−
2p+1 = ∧
2p+1V , p = 0, . . . n−1 , (A10)
We see that the vector V=R(π1) is contained in ∧2S± for r = 3 (mod 4) (d = 6 (mod 8))
and in ∨2S± for r = 5 (mod 4) ≥ 5 (d = 10 (mod 8)).
A.1.1 Spin(4n), r=2n ≥ 4
For these groups, the tensor products between the two irreducible fundamental spinor rep-
resentations yields odd forms,
S− ⊗ S+ = R(πr−1)⊗R(πr) = R(πr−1+πr)
n−1⊕
i=1
R(πr−1−2i) ≡ Wr−1
n−2⊕
p=0
W2p+1 . (A11)
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We see that for r=2n the vector V = R(π1) is contained in S
− ⊗ S+.
Level 1 products of representations in Spin(4n)
The tensor products relevant for the level one identities, (i.e. those concerning T±⊗S± and
W ⊗ V ), belong to
Wr−1 ⊗ V = R(πr−1+πr)⊗ R(π1)
= R(π1 + πr−1 + πr)⊕ R(2πr−1)⊕ R(2πr)⊕ R(πr−2) (A12)
W2p+1 ⊗ V = R(π2p+1)⊗R(π1) , for p = 0 . . . , n−2
= R(π1 + π2p+1)⊕R(π2p)⊕R(π2p+2) (A13)
T+1 ⊗ S
+ = R(π1+πr−1)⊗R(πr)
= R(π1+πr−1+πr)⊕R(2πr−1)
n−1⊕
i=1
R(πr−2i)
n−1⊕
i=1
R(π1+πr−1−2i) (A14)
T−1 ⊗ S
− = R(π1+πr)⊗ R(πr−1)
= R(π1+πr−1+πr)⊕R(2πr)
n−1⊕
i=1
R(πr−2i)
n−1⊕
i=1
R(π1+πr−1−2i) . (A15)
We see that the adjoint representation R(π2) is contained on the right-hand sides of (A14),
(A15) and of (A13) for p=0, 1.
Level 2 products of representations in Spin(4n)
The level 2 Jacobi identities tensor products with S+ are:
Wr−1 ⊗ S+ = R(πr−1+πr)⊗R(πr)
= R(πr−1+2πr)
n−1⊕
i=1
R(πr−1−2i+πr)
n⊕
i=1
R(πr−2i+πr−1) (A16)
W2p+1 ⊗ S
+ = R(π2p+1)⊗ R(πr) , for p = 0 . . . , n−2
=
p⊕
i=0
R(π2p+1−2i+πr)
p⊕
i=0
R(π2p−2i+πr−1) (A17)
U−r ⊗ S
+ = R(2πr−1)⊗ R(πr)
= R(2πr−1+πr)
n−1⊕
i=1
R(πr−1−2i+πr−1) (A18)
U−2p ⊗ S
+ = R(π2p)⊗ R(πr) , for p = 1 . . . , n−1
=
p⊕
i=0
R(π2p−2i+πr)
p−1⊕
i=0
R(π2p−1−2i+πr−1) (A19)
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and products involving S− are:
Wr−1 ⊗ S− = R(πr−1+πr)⊗R(πr−1)
= R(2πr−1+πr)
n⊕
i=1
R(πr−2i+πr)
n−1⊕
i=1
R(πr−1−2i+πr−1) (A20)
W2p+1 ⊗ S
− = R(π2p+1)⊗ R(πr−1) , for p = 0 . . . , n−2
=
p⊕
i=0
R(π2p−2i+πr)
p⊕
i=0
R(π2p+1−2i+πr−1) (A21)
U+r ⊗ S
− = R(2πr)⊗ R(πr−1)
= R(πr−1+2πr)
n−1⊕
i=1
R(πr−1−2i+πr) (A22)
U+2p ⊗ S
− = R(π2p)⊗ R(πr−1) , for p = 1 . . . , n−1
=
p−1⊕
i=0
R(π2p−1−2i+πr)
p⊕
i=0
R(π2p−2i+πr−1) . (A23)
A.1.2 Spin(4n+2), r = 2n+1 ≥ 3
In these cases, we really only need, for the examples we have treated corresponding to
the chiral case, to use S = S+ and {T} = {T−}. For completeness, we also give the direct
products required to extend our results to non-chiral situations. For these groups, the tensor
products between the two irreducible fundamental spinor representations yields even forms,
S− ⊗ S+ = R(πr−1)⊗R(πr) = R(πr−1+πr)
n⊕
i=1
R(πr−1−2i) ≡Wr−1
n−1⊕
p=0
W2p . (A24)
Level 1 products of representations in Spin(4n+ 2)
The tensor products relevant for the level one identities (concerning T∓⊗ S± and U± ⊗ V )
are,
U+r ⊗ V = R(2πr)⊗R(π1)
= R(π1 + 2πr)⊕R(πr−1+πr) (A25)
U−r ⊗ V = R(2πr−1)⊗ R(π1)
= R(π1 + 2πr−1)⊕R(πr−1+πr) (A26)
U±2p+1 ⊗ V = R(π2p+1)⊗ R(π1) , for p = 0 . . . , n−2
= R(π1 + π2p+1)⊕ R(π2p)⊕ R(π2p+2) (A27)
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U±r−2 ⊗ V = R(πr−2)⊗ R(π1)
= R(π1 + πr−2)⊕ R(πr−3)⊕ R(πr−1 + πr) (A28)
T−1 ⊗ S
+ = R(π1+πr)⊗R(πr)
= R(π1+2πr)⊕ R(πr−1+πr)
n−1⊕
i=1
R(πr−1−2i)
n⊕
i=1
R(π1+πr−2i) (A29)
T+1 ⊗ S
− = R(π1+πr−1)⊗R(πr−1)
= R(π1+2πr−1)⊕R(πr−1+πr)
n−1⊕
i=1
R(πr−1−2i)
n⊕
i=1
R(π1+πr−2i) . (A30)
We see that for n > 1 (r > 3) the adjoint representation R(π2) is contained on the right-
hand sides of (A29), (A30) and of (A27) for p=0, 1. Analogously, for Spin(6) (r=3), the
adjoint representation R(π2 + π3) is contained in (A25), (A28) and (A29).
Level 2 products of representations in Spin(4n+ 2)
The level 2 Jacobi identities for d=2r=4n+2 involve the following tensor products with S+,
Wr−1 ⊗ S+ = R(πr−1+πr)⊗R(πr)
= R(πr−1+2πr)
n⊕
i=1
R(πr−1−2i+πr)
n⊕
i=1
R(πr−2i+πr−1) (A31)
W2p ⊗ S
+ = R(π2p)⊗ R(πr) , for p = 1 . . . , n−1
=
p−1⊕
i=0
R(π2p−1−2i+πr−1)
p⊕
i=0
R(π2p−2i+πr) (A32)
U+r ⊗ S
+ = R(2πr)⊗ R(πr)
= R(3πr)
n⊕
i=1
R(πr−2i+πr) (A33)
U−r ⊗ S
+ = R(2πr−1)⊗ R(πr)
= R(2πr−1+πr)
n⊕
i=1
R(πr−1−2i+πr−1) (A34)
U+2p+1 ⊗ S
+ = R(π2p+1)⊗R(πr) , for p = 1 . . . , n−1
=
p⊕
i=0
R(π2p+1−2i+πr)
p⊕
i=0
R(π2p−2i+πr−1) , (A35)
and the tensor products with S− are,
Wr−1 ⊗ S− = R(πr−1+πr)⊗R(πr−1)
= R(2πr−1+πr)
n⊕
i=1
R(πr−2i+πr)
n⊕
i=1
R(πr−1−2i+πr−1) (A36)
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W2p ⊗ S
− = R(π2p)⊗ R(πr−1) , for p = 1 . . . , n−1
=
p−1⊕
i=0
R(π2p−1−2i+πr)
p⊕
i=0
R(π2p−2i+πr−1) (A37)
U−r ⊗ S
− = R(2πr−1)⊗ R(πr−1)
= R(3πr−1)
n⊕
i=1
R(πr−2i+πr−1) (A38)
U+r ⊗ S
− = R(2πr)⊗ R(πr−1)
= R(πr−1+2πr)
n⊕
i=1
R(πr−1−2i+πr) (A39)
U−2p+1 ⊗ S
− = R(π2p+1)⊗R(πr−1) , for p = 1 . . . , n−1
=
p⊕
i=0
R(π2p+1−2i+πr−1)
p⊕
i=0
R(π2p−2i+πr) . (A40)
A.2 Spin(2r+1), r ≥ 2
For these groups p-forms are given by the representations
∧p V =


R(πp) for 0 ≤ p ≤ r−1
R(2πr) for p = r, r+1
R(π2r+1−p) for r+2 ≤ p ≤ 2r+1 .
(A41)
There is only one S of dimension 2r and the product of representations appearing in the
definitions of the curvatures (fields) are
S ⊗ V = R(πr)⊗ R(π1) = R(π1+πr)⊕ R(πr) ≡ T1 ⊕ T2 (A42)
∨2S = ∨2R(πr)
= R(2πr)
[r/4]⊕
i=1
R(πr−4i)
[ r+1
4
]⊕
i=1
R(πr+1−4i) ≡ Ur
[r/4]⊕
i=1
Ur−4i
[ r+1
4
]⊕
i=1
Ur+1−4i (A43)
∧2S = ∧2R(πr)
=
[ r+2
4
]⊕
i=1
R(πr+2−4i)
[ r+3
4
]⊕
i=1
R(πr+3−4i) ≡
[ r+2
4
]⊕
i=1
Ur+2−4i
[ r+3
4
]⊕
i=1
Ur+3−4i . (A44)
We note that the vector V the adjoint A and three-form U3 are contained as follows in S⊗S
(for p = 0, 1, . . .):
• V = R(π1) ⊂ ∧2S for r = 2+4p, 3+4p (d = 5 + 8p, 7 + 8p)
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• V = R(π1) ⊂ ∨2S for r = 4+4p, 5+4p (d = 9 + 8p, 11 + 8p)
• A = R(π2) ⊂ ∧2S for r = 3+4p, 4+4p (d = 7 + 8p, 9 + 8p)
• A = ∧2V ⊂ ∨2S for r = 2+4p, 5+4p (d = 5 + 8p, 11 + 8p)
• U3 = R(π3) ⊂ ∧2S for r = 4+4p, 5+4p (d = 9 + 8p, 11 + 8p)
• U3 = ∧3V ⊂ ∨2S for r = 3+4p, 6+4p (d = 7 + 8p, 13 + 8p) .
Level 1 products of representations in Spin(2r+1)
For these groups, the tensor product relevant for the level one identities involving T1⊗S or
U ⊗ V are (note that T2 = S which has already been taken care off),
T1 ⊗ S = R(π1+πr)⊗R(πr)
= R(π1+2πr)⊕ R(2πr)
r−1⊕
i=1
R(πr−i)
r−1⊕
i=1
R(π1+πr−i) (A45)
Ur ⊗ V = R(2πr)⊗R(π1)
= R(π1 + 2πr)⊕R(πr−1)⊕R(2πr) (A46)
Up ⊗ V = R(πp)⊗R(π1) , for p = 1 . . . , r−2
= R(π1+πp)⊕ R(πp−1)⊕ R(πp+1) (A47)
Ur−1 ⊗ V = R(πr−1)⊗ R(π1)
= R(π1+πr−1)⊕R(πr−2)⊕ R(2πr) . (A48)
We see that the adjoint A = R(π2) appears in the tensor products: T1 ⊗ S, U1 ⊗ V=V ⊗ V
and U3 ⊗ V .
Level 2 products of representations in Spin(2r+1)
The level 2 identities involve, as U ⊗ S
Ur ⊗ S = R(2πr)⊗R(πr)
= R(3πr)
r⊕
i=1
R(πr−i+πr) . (A49)
Up ⊗ S = R(πp)⊗R(πr)
=
p⊕
i=0
R(πp−i+πr) , for p = 1 . . . , r−1 . (A50)
The representations T1 and T2=S appear in all these products.
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A.3 Extended Poincare´ algebras
Super extensions
In equation (9), the vectorial translation operator is realised as the anticommutator of two
spinorial translation operators (super extensions). From the tensor products given above,
we see that:
S1. For d=4p ≥ 4 the vector occurs in the direct product of the two inequivalent spinors
S+, S−. Hence the minimal model has N=1 and both S+ and S− are present.
S2. For d=6+8p ≥ 6 the vector occurs in ∧2S+ and in ∧2S−. Hence the minimal model
has N=2. There exist both chiral possibilities (with two S+’s or equivalently two S−)
and non-chiral possibilities (with two S+’s as well as two S−).
S3. For d=10+8p ≥ 10 the vector occurs in ∨2S+ and in ∨2S−. Hence the minimal model
has N=1. There exist both chiral and non-chiral possibilities.
S4. For d = 5, 7 (mod 8) the vector occurs in ∧2S. Hence the minimal model has N=2.
S5. For d = 9, 11 (mod 8) the vector occurs in ∨2S. Hence the minimal model has N=1.
Lie extensions
One could also consider even extensions of the Poincare´ algebra [9], i.e. Z2-graded Lie
(rather than super) algebras realised on hyperspaces parametrised by entirely even (vectorial
and spinoral) coordinates. The vectorial translation generators in such algebras are then
obtained from the commutator of two spinorial derivatives[
∇(S1)A ,∇
(S1)
B
]
=
(
ΓM
)
AB
∇(V )M . (A51)
In such ‘changed-statistics’ cases, the roles of symmetry and skewsymmetry are inter-
changed. This leads in an obvious fashion to the following pattern:
L1. For d=4p ≥ 4 the minimal model has N=1 and both S+ and S− are present.
L2. For d=6+8p ≥ 6 the minimal model has N=1. There exist both chiral and non-chiral
possibilities.
L3. For d=10+8p ≥ 10 the minimal model has N=2. There exist both chiral and non-chiral
possibilities.
L4. For d = 5, 7 (mod 8) the minimal model has N=1.
L5. For d = 9, 11 (mod 8) the minimal model has N=2.
Our considerations extend in an obvious fashion to such ‘changed-statistics’ hyperspaces.
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B SO(4)-invariant 4-forms in d-dimensions
Consider an orthogonal group SO(d) of dimension d = (p + 1)(q + 1) (p + q even) and
its sugroup SU(2)⊗ SU(2), such that the d-dimensional vector repressentation of SO(d)
decomposes into the irreducible (p,q) representation, conventionally called the spin (p/2, q/2)
representation. Choose a basis of weights for the vector representation{
AM ; M=1, . . . , d
}
⇔
{
A(s,
.
s) ; s = −p
2
,−p
2
+1, . . . , p
2
,
.
s = − q
2
,− q
2
+1, . . . , q
2
}
, (B1)
where the correspondence of the indices is given by
M = (
.
s+ q/2 + 1) + (q + 1)(s+ p/2) . (B2)
Here s,
.
s are the eigenvalues of the generators L0,
.
L0 of the Cartan subalgebra,
L0A(s,
.
s) = sA(s,
.
s) ,
.
L0A(s,
.
s) =
.
sA(s,
.
s) , (B3)
and the action of the weight-raising operators L+,
.
L+ (of the two simple SU(2) factors) is
L+A(s,
.
s) = t(p, s)A(s+ 1,
.
s) ,
.
L+A(s,
.
s) = t(q,
.
s)A(s,
.
s+ 1) , (B4)
where t(p, s) ≡
√
(p
2
+ s+ 1)(p
2
− s) . In this basis, the SO(4)-invariant scalar product on
this representation space is given by
< A,A >≡ GMNA
MAN , GMN = (−1)
M+1δ(M +N − (d+ 1)) . (B5)
Using the correspondance (B1), it is easy to check the SO(4)-invariance, i.e. L0 < A,A >=
L± < A,A >=
.
L0 < A,A >=
.
L± < A,A >= 0.
Now consider a scalar constructed from the real skewsymmetric product of four vectors:
X := TMNPQA
M ∧ BN ∧ CP ∧ DQ. Requiring L0X = 0 and
.
L0X = 0 yields a set of a
priori non-zero components of the tensor TMNPQ. These components are determined by the
further linear algebraic equations obtained from the coefficients of AMBNCPDQ in L+X = 0
and
.
L+X = 0. The relations L−X = 0 and
.
L−X = 0 are then automatically satisfied.
The number of independent parameters in the thus constructed tensor TMNPQ equals the
number of singlets in the decomposition of the
(
d
4
)
-dimensional representation of SO(d) into
irreducible SO(4) representations. If there are several singlets, then by appropriate choice
of the parameters in TMNPQ, the independent invariants may be extracted. To obtain the
eigenvalues, we define the symmetric
(
d
2
)
×
(
d
2
)
matrix V by the correspondence
{
V KL ; K,L = 1, . . . ,
(
d
2
)}
m{
TRSMN = G
PRGQSTMNPQ ; M,N, P,Q,R, S = 1, . . . , d , M < N,R < S
}
,
(B6)
47
where the indices labeling the adjoint representation K,L = 1, . . . , d(d−1)/2 are related
to the vector indices R, S,M,N = 1, . . . , d by
L = M+−N
2+(2d−1)N−2d
2
, K = R+−S
2+(2d−1)S−2d
2
. (B7)
Further, the correspondence{
FK ; K = 1, . . . ,
(
d
2
)}
⇔
{
FMN ; M < N = 1, . . . , d
}
, (B8)
allows us to write (1), which in the basis (B1) takes the form
1
2
GPRGQSTMNPQFRS = λFMN , (B9)
as an eigenvalue equation
V KL FK = λFL . (B10)
The matrix V may readily be diagonalised to yield the eigenvalues.
Examples
d=8, (p,q)= (1,3)
The non-zero components of the T -tensor are
1 = T1278 = T3456 = −T2457 =
1
3
T2367 = −
1
2
T2358 = −
1
2
T1467 =
1
3
T1458 = −T1368 .
This has three eigenspaces with eigenvalues λ15=1, λ10=−3 and λ3=5 corresponding
respectively to the eigenrepresentations
(2,4)
15
, (0,6)
7
⊕ (0,2)
3
and (2,0)
3
.
d=9, (p,q)= (2,2)
The non-zero components of the T -tensor are
1 = T1289 = −T1379 = −T1469 = T2459 = T2378 = −T3458 = T1568 = −T2567 = T3467 .
This completely splits the space of bi-vectors into its irreducible parts:
λ(2,4)=1 , λ(4,2)=− 1 , λ(0,2)=2 and λ(2,0)=− 2 .
d=7, (p,q)= (6,0)
The tensor with non-zero components:
1 = T1267 = −T1357 = −T2356 =
1√
2
T1456 =
1√
2
T2347
has eigenvalues λ(10)⊕(2)=1 and λ(6)=− 2.
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d=9, (p,q)= (8,0)
The tensor with non-zero components:
1 = T1289 = −T1379 =
4
3
T1478 = −
2
√
2√
5
T1568 = 2T1469 = −8T2378 = −
8
3
T2468
= −2
√
2√
5
T2459 =
8√
70
T2567 =
8√
70
T3458 = −
8
7
T3467 =
4
3
T2369
has irreducible eigenrepresentations with eigenvalues:
λ(14)=1 , λ(10)=− 5/8 , λ(6)=− 7/4 and λ(2)=11/8 .
d=12, (p,q)= (1,5)
Here there are two invariant T-tensors (we now use commas to separate the indices):
1 = T1,2,11,12 = −T1,3,10,12 = T1,4,9,12 = −T1,5,8,12 =
1
3
T1,6,7,12 = −
1
2
T1,6,8,11
= 1
2
T1,6,9,10 = T2,3,10,11 = −T2,4,9,11 = −
1
2
T2,5,7,12 =
1
3
T2,5,8,11
= −1
2
T2,5,9,10 = −T2,6,7,11 =
1
2
T3,4,7,12 = −
1
2
T3,4,8,11 =
1
3
T3,4,9,10
= −T3,5,8,10 = T3,6,7,10 = T4,5,8,9 = −T4,6,7,9 = T5,6,7,8 (B11)
1 = 1
5
T1,4,9,12 = −
1
3
√
5
T1,4,10,11 = −
1
10
T1,5,8,12 =
1
2
√
10
T1,5,9,11 =
1
20
T1,6,7,12
= − 1
10
T1,6,8,11 =
1
5
T1,6,9,10 = −
1
3
√
5
T2,3,9,12 =
1
9
T2,3,10,11 =
1
2
√
10
T2,4,8,12
= 1
4
T2,4,9,11 = −
1
10
T2,5,7,12 =
1
12
T2,5,8,11 = −
1
13
T2,5,9,10 = −
1
10
T2,6,7,11
= 1
2
√
10
T2,6,8,10 =
1
5
T3,4,7,12 = −
1
13
T3,4,8,11 =
1
17
T3,4,9,10 =
1
2
√
10
T3,5,7,11
= −1
4
T3,5,8,10 =
1
5
T3,6,7,10 = −
1
3
√
5
T3,6,8,9 = −
1
3
√
5
T4,5,7,10 =
1
9
T4,5,8,9 . (B12)
The corresponding eigenvalues for the irreducible representation spaces (denoted here
by dimension) are found to be:
66 = 27 + 15 + 11 + 7 + 3 + 3
λ1 : 1 1 −3 −3 −3 7
λ2 : 0 14 −20 −2 −27 35 .
(B13)
d=15, (p,q)= (2,4)
Here there are again two invariant tensors, with eigenvalues:
105 = 35 + 27 + 15 + 15 + 7 + 3 + 3
λ1 : 1 −1 1 −1 −2 −2 4
λ2 : 0 4 −5 −3 0 10 −6 .
(B14)
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