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The Multi-dimensional non-linear Langevin equation with multiplicative Gaussian white noises
in Ito’s sense is made covariant with respect to non-linear transform of variables. The formalism
involves no metric or affine connection, works for systems with or without detailed balance, and is
substantially simpler than previous theories. Its relation with deterministic theory is clarified. The
unitary limit and Hermitian limit of the theory are examined. Some implications on the choices of
stochastic calculus are also discussed.
I. INTRODUCTION
Non-linear Langevin theory with multiplicative
noises [1–4] is widely used to describe dynamics out of
equilibrium. Yet development of this theory turns out
to be very challenging and full of controversies. There
have been extensive and long-lasting discussions on the
choice of stochastic calculus [5–10], relation between
deterministic and stochastic description [11–13], as well
as the covariance of theory under non-linear transform
of variables (NTV) [15–18]. Another related issue is
discretization scheme for its path integral representa-
tion [19–24]. Up to now, non-linear Langevin theory
with multiplicative noises is deemed not yet properly
understood. While earlier works mostly focus on pro-
cesses with detailed balance (DB), more recently there
have been many efforts trying to develop non-linear
Langevin dynamics lacking DB [25–31]. Nonetheless,
various conceptual issues frequently come back.
We think that covariance (with respect to NTV) and
DB are two issues of great importance, not only to
Langevin theory, but also to non-equilibrium statisti-
cal mechanics at large. The common theme of non-
equilibrium statistical mechanics is dynamics of slow vari-
ables. But nonlinear functions of slow variables are also
slow variables. (Of course, we need to assume that
these functions are not slow themselves, i.e., they are
not “crazy”.) This implies that statistical mechanics
must be covariant under NTV. When solving high di-
mensional problems, NTV is extremely useful, and even
indispensable. Also approximations must be covariant,
or they lead to inconsistency. More importantly, DB
must be covariant under NTV, or an equilibrium sys-
tem would be transformed into a non-equilibrium one,
which is total nonsense. Finally, it is by now clear that
entropy production can be quantified in terms of DB vi-
olation. Hence DB plays a role in non-equilibrium statis-
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tical physics much like speed of light in relativity. Even
though processes without DB do exist, those with DB
are special and must be invariant under NTV.
Covariance of nonlinear Langevin equation and of as-
sociated Fokker-Planck theory was first addressed by
Stratonovich [14], and studied in more detail by Gra-
ham (first in Stratonovich’s sense [15], and later in Ito’s
sense [16]). Graham’s theory involves metric and affine
connections and is very complicated, which hampered its
application. Soon after Grabert, Graham, and Green [18]
(GGG) greatly simplified the covariant formulation of
Fokker-Planck theory. The same problem was also ad-
dressed by Hanggi [4]. Later Ramshaw [32] showed how
to derive GGG’s Fokker-Planck theory from Langevin
theory, but no conclusive result has been established
about covariance of nonlinear Langevin theory.
In this work we discuss a covariant formulation of non-
linear Langevin theory which involves no metric tensor
or affine connection. Rules of transformation for parame-
ters and physical variables are clearly demonstrated. The
theory cannot be simplified further without loss of gener-
ality or physical meanings. Fully consistent deterministic
limit can be obtained as either the thermodynamic limit
or the low temperature limit. While our formalism is in-
spired by the previous works, it is substantially simpler
and more general, and more clear in physical meanings.
It works for systems with both even and odd variables,
with or without detailed balance. We believe that it is
of considerable value to the general theory of non-linear
Langevin dynamics with multiplicative noises.
The remains of this work is organized as follows. In
Sec. II we derive the covariant form of Langevin theory
and Fokker-Planck theory, and explicitly demonstrate
their covariance under general nonlinear transformation
of variables. We also discuss the deterministic limit, uni-
tary limit, and Hermitian limit of our theory, which are
again covariant. In Sec. III, we discuss time-reversal sym-
metry of the theory, and formulate the conditions of de-
tailed balance in a fully covariant fashion. In Sec. V we
conclude this work with some comments on the general
issue of stochastic calculus.
2II. COVARIANT FORM
In the traditional Langevin approach [3], one starts
from deterministic equation for slow variables and adds
noises to obtain a Langevin equation. While this ap-
proach works perfectly for linear systems, it leads to
many controversies in the nonlinear case [3, 11, 12, 18].
Here we will start with Langevin theory as a purely phe-
nomenological theory, and re-express it in terms of ob-
servable quantities, such that it becomes fully covariant.
After understanding the deterministic limit of our theory,
we will see why the conventional approach is so difficult.
Let x = (x1, . . . , xn) be the slow variables, whose dy-
namic evolution obey a stochastic differential equation.
The most general non-linear Langevin equation is either
of the following two equivalent forms:
dxi = Fi(x, t)dt+ biα(x)dWα(t), (2.1a)
x˙i = Fi(x, t) + biα(x)ξα(t). (2.1b)
where repeated indices are summed over. In the above
Wα(t), α,= 1, · · · ,m are m dimensional Wiener process,
whereas ξα(t) = dWα(t)/dt are normalized Gaussian
white noises with correlations given by
〈ξα(t)ξβ(t′)〉 = δαβδ(t− t′). (2.2)
We expect m≫ n, since there are in general many more
fast variables (which are modeled as white noises in this
theory) than slow variables. In this work, we shall as-
sume that Fi(x, t) and biα(x) are both time-independent.
The products biα(x)dWα(t) and biα(x)ξα(t) in Eq. (2.1)
are defined in Ito’s sense. Finally while Eq. (2.1a) is the
mathematically rigorous formulation of stochastic differ-
ential equation and universally used by mathematician,
Eq. (2.1b) is the traditional formulation by Langevin [33],
and is still preferred by many physicists. We refer to the
classical textbook by Gardiner [1] for a detailed introduc-
tion of all relevant formalisms.
The Fokker-Planck equation (FPE) associated with
Langevin equation (2.1) can be derived using standard
method [1, 2]:
∂tp(x, t) = −∂i (Fip(x, t)) + ∂i∂j (Bijp(x, t))
= −∂iji(x, t), (2.3)
where the matrix B = (Bij) is given by
Bij(x) ≡ 1
2
biα(x)bjα(x) = Bji(x). (2.4)
Since biα(x) are real, the matrix B is non-negative. It
however may have zero eigenvalues. ji(x, t) is the proba-
bility current defined as
ji ≡ Fip− ∂j (Bijp) . (2.5)
Equation (2.3) has the form of continuity equation: ∂tp+
∂iji = 0, which describes conservation of probability.
We shall assume that the Langevin dynamics has a
unique steady state
pS(x) = e−U(x), (2.6)
where U(x) is called the generalized potential. Substitut-
ing Eq. (2.6) in Eq. (2.5), the steady state probability
current can be re-expressed as
jSi = (Fi − (∂jBij) +Bij(∂jU))e−U . (2.7)
Using this result to express Fi in terms of j
S
i , we can
rewrite Eq. (2.3) into
∂tp = −∂i(jSi eUp) + ∂iBij(∂j + (∂jU))p. (2.8)
Note that each of the two terms in RHS vanishes sepa-
rately in the steady state.
Since the steady state current is conserved, ∂ij
S
i = 0, it
is always possible to write it in terms of an antisymmetric
matrix function Q with components Qij = −Qji, such
that
jSi = ∂j(Qije
−U ). (2.9)
Such a parameterization was first used by Graham [15],
and later by Eyink et. al. [37] and also by J.H.Xing [28].
Note that Q is generally not unique. Using Eq. (2.9) in
Eq. (2.7), we can express Fi as
Fi = −Lij∂jU + ∂jLij . (2.10)
where L = (Lij) is the matrix of kinetic coefficients with
Lij = Bij +Qij , Bij = Bji, Qij = −Qji, (2.11)
Substituting Eq. (2.10) back into Eqs. (2.1), we ob-
tain the following standard forms of non-linear Langevin
equation:
dxi = −Lij(x)∂jU(x)dt+ ∂jLij(x)dt+ biα(x)dWα(t),
(2.12a)
x˙i = −Lij(x)∂jU(x) + ∂jLij(x) + biα(x)ξα(t),
(2.12b)
Substituting Eq. (2.10) back into Eqs. (2.3), and (2.5),
we obtain the following standard form of FPE:
∂tp = LFPp = −∂iji, (2.13a)
where the Fokker-Planck operator LFP and the probabil-
ity current j are given respectively by
LFP ≡ ∂iLij(∂j + (∂jU)), (2.13b)
ji = −Lij(∂j + (∂jU))p+ ∂j(Qijp). (2.13c)
Note that Eq. (2.13a) has a formal solution p(t) =
etLFPp(0). Since LFP e−U = 0, pS(x) = e−U(x) is indeed
the steady state solution.
As one can see from Eq. (2.13b), the Fokker-Planck
operator depends on biα(x) only through the combina-
tion Bij(x) = biα(x)bjα(x)/2, as defined in Eq. (2.4).
Consequently we can apply x-dependent right rotation
on biα(x) without changing the dynamics of x. This
freedom was first pointed out by Graham [16].
3A. Proof of Covariance
First we define the notions of covariance and con-
travariance. Consider a time-independent NTV x →
y = (y1, · · · , yn) and let J ≡ det(∂ya/∂xi) be the Ja-
cobian. Suppose a vector zi(x) and a tensor Aij(x) are
transformed to z′a(y) and A
′
ab(y) in the new coordinate
system. We call them covariant if they transform as
z′a(y) =
∂xi
∂ya
zi,
A′ab(y) =
∂xi
∂ya
Aij(x)
∂xj
∂yb
.
We call them contra-variant if they transform as
z′a(y) =
∂ya
∂xi
zi,
A′ab(y) =
∂ya
∂xi
Aij(x)
∂yb
∂xj
.
Usually the indices of contra-variant vectors and ten-
sors are displayed as superscripts instead of subscripts,
whereas those of covariant vectors and tensors are dis-
played as subscripts. Here to unclutter the notations, we
display all indices as subscripts, and indicate explicitly
how they transform under NTV.
We call a function f(x) a scalar if it transforms as
f(x)→ f ′(y) = f(x).
We call a function φ(x) a density if it transforms as
φ(x)→ φ′(y) = J −1φ(x),
which also implies φ′(y)dny = φ(x)dnx.
Below we will demonstrate that the nonlinear Langevin
theory and Fokker-Planck theory, Eqs. (2.12) and (2.13a)
respectively, keep their form under nonlinear transform
of variables, but with all vectors and tensors replaced by
their appropriately transformed versions (see Eqs. (2.14)
below). This is what we mean by the covariance of the
nonlinear Langevin theory and Fokker-Planck theory.
While the old theory is characterized by U(x), Lij(x),
biα(x) as well as a probability density p(x), the new the-
ory is characterized by U ′(y), L′ab(y), b
′
aα(y) as well as
the probability density p′(y). We shall directly write
down the rules of transform between two theories:
p′(y) = J−1 p(x). (2.14a)
U ′(y) = U(x) + logJ , (2.14b)
b′aα(y) =
∂ya
∂xi
biα(x), (2.14c)
L′ab(y) =
∂ya
∂xi
Lij(x)
∂yb
∂xj
. (2.14d)
Hence pdf p(x) transform as a density, whereas biα and
Lij transform as respectively contra-variant vector and
tensor of rank two. Note that the transform of gener-
alized potential U is such that the steady state e−U(x)
transforms a density e−U(x)dx = e−U
′(y)dy. Note also
that Eq. (2.14d) implies that B and Q transform as
B′ab(y) =
∂ya
∂xi
Bij(x)
∂yb
∂xj
, (2.14e)
Q′ab(y) =
∂ya
∂xi
Qij(x)
∂yb
∂xj
. (2.14f)
Hence B and Q do not mix under NTV. The Fokker-
Planck operator and probability current in the trans-
formed theory are obtained analogous to Eqs. (2.13b)
and (2.13c)):
L′FP = ∂′aL′ab (∂′b + (∂′bU ′)) , (2.14g)
j′a = −L′ab(∂′b + (∂′bU ′))p′ + ∂′b(Q′abp′), (2.14h)
where we have used the shorthand ∂′a = ∂/∂ya.
In Appendix A, we prove that under the above trans-
form, Eqs. (2.12) are transformed into
dya = −L′ab∂′bU ′dt+ ∂′bL′abdt+ b′aαdWα, (2.15a)
y˙a = −L′ab∂′bU ′ + ∂′bL′ab + b′aαξα. (2.15b)
Ito’s formula plays a crucial role in proof of Eq. (2.15).
Moreover, we also prove that the transformed FP op-
erator L′FP (Eq. (2.14g)) and probability current j′a
(Eq. (2.14h)) are related to those in the old theory
LFP, ji (which are respectively defined in Eqs. (2.13b)
and (2.13c)) via
L′FP = J −1LFPJ , (2.16a)
j′a = J −1(∂ya/∂xi)ji, (2.16b)
∂′aj
′
a = J −1∂iji. (2.16c)
It then follows that
∂tp
′ = J −1 ∂tp = J −1LFPp
= J −1LFPJJ −1p = L′FPp′
= −∂′aj′a,
where we have used Eqs. (2.14a), (2.13a), and (2.16a).
Hence we obtain the transformed Fokker-Planck equa-
tion:
∂tp
′ = L′FPp′ = −∂′aj′a. (2.16d)
The covariance of our theory is evident by comparing
Eqs. (2.15) and (2.16d) with Eqs. (2.12) and (2.13a). We
also note that Eq. (2.16c) implies that steady solutions
keep their identity during NTV.
Comparing with the earlier works [15–18], our formal-
ism does not involve affine connection or metric tensor
, and establishes the covariance of Langevin theory and
Fokker Planck theory simultaneously. (The essence of
metric is to define the notion of distance in the space of
slow variables, which is not needed for study of statistical
mechanics. Indeed, there were discussions on the natural
choice of metric in earlier works [15–18], which did not
lead to a clear cut conclusion.) This makes our formal-
ism much simpler and more useful. Note also that our
formalism is applicable regardless of DB.
4B. Spurious Drift
The term ∂jLij(x) in the RHS of Eq. (2.12) may ap-
pear unpleasant because it spoils the linear relation be-
tween the deterministic force and the thermodynamic
forces ∂iU . Furthermore, because ∂jLij(x) generally con-
tains a constant part, it also makes the most probable
value of x different from the minimum of U(x). We will
call this term the spurious drift. A part of this term ∂jBij
has received lots of attention [3, 11, 19, 39]. The other
part ∂jQij though less well-known, is also important to
guarantee the covariance of the theory.
One might wish to remove the term ∂jLij(x) by choos-
ing a different stochastic calculus, i.e., different interpre-
tation of the dot product biα(x)ξα(t). As pointed out by
Hanggi [11] for one-dimensional case long ago, in general
neither Stratonovich nor kinetic can achieve the purpose.
For high dimension cases, such a stochastic calculus does
not exist, because the antisymmetric matrix Q(x) ap-
pears in ∂jLij(x) but not in the noise terms. One might
also attempt to absorb the term ∂jLij(x) by redefining
the function U(x), but then U(x) would lose its con-
tact with the stationary state, i.e., it is no longer equal
to − log pS(x). Finally one might wish to make NTV
such that the new symmetric matrix B′ab becomes inde-
pendent of y. This is generically impossible [15] for the
same reason that Riemann curvature cannot transformed
away. Furthermore, even if B′ab becomes constant, Q
′
ab
are generically not. Hence Eq. (2.12) cannot be simplified
further without loss of generality or physical significance.
C. Deterministic Limit
When solving nonlinear Langevin dynamics, one may
wish to take the drift approximation by throwing out the
noise term in Eq. (2.12), and obtaining a deterministic
equation. Such an approximation generically destroys
the covariance, and therefore leads to inconsistency. (One
can straightforwardly repeat our proof of covariance in SI
and demonstrate this point.) However if we delete both
the spurious drift and the noise term in Eq. (2.12), we
obtain a deterministic equation:
x˙i = −Lij(x)∂jU(x), (2.17a)
which describes the irreversible dynamics of slow vari-
ables. More precisely x relaxes towards the minimum of
U(x). The relaxation may be oscillatory if Q 6= 0. This
equation is covariant not under the transform as specified
by Eqs. (2.14), but under the following revised rules of
transform for U :
U ′(y) = U(x). (2.17b)
The transform of Lij remains the same as in
Eq. (2.14d). Proof of covariance is elementary. Antic-
ipating Eqs. (3.16), we easily see that the deterministic
theory (2.17) satisfies detailed balance if and only if the
stochastic theory does so.
But how to reconcile the different transformation
rules for U(x), Eq. (2.14b) in the Langevin theory and
Eq. (2.17b) in the deterministic theory? In generic cases,
this difference indicates there is no consistent way of
taking deterministic limit of a stochastic theory. How-
ever, there are two important cases where the incon-
sistency goes away. The first case corresponds to the
thermodynamic limit, where both x and U(x) are exten-
sive, whereas spurious drift ∂jLij , the Jacobian J and
the noises are all sub-extensive. Throw out these sub-
extensive terms, Eq. (2.12) reduces to Eq. (2.17a), and
Eq. (2.14b) reduces to Eq. (2.17b), hence we obtain the
deterministic theory Eqs. (2.17). The second case cor-
responds to the low temperature limit, where U = F/T ,
with F the free energy, and T → 0. In this case, we have
x independent of T , whereas Lij linear in T . The noises
amplitudes biα then scale as
√
T according to Eq. (2.4).
In this low temperature limit, again Eq. (2.12) reduces to
Eq. (2.17a), and Eq. (2.14b) reduces to Eq. (2.17b), and
hence we obtain the deterministic theory Eqs. (2.17).
This discussion naturally leads us to the converse ques-
tion: If we are given a deterministic dynamics x˙i = Fi(x)
together with a generalized potential U(x), can we con-
struct a covariant stochastic theory such that e−U(x) is
the steady state? This has been one of the perplexing
questions in the traditional Langevin approach [3]. We
are now imposing it in a more general setting that is inde-
pendent of detailed balance (DB). The answer is yes, if we
are willing to accept different transformation rules for U
in the deterministic and stochastic theories. The matrix
of kinetic coefficients can be found by solving the equa-
tions Lij∂iU = −Fi. Inserting them back to Eq. (2.12)
we find the desired covariant non-linear Langevin the-
ory. Without first understanding of the covariant theory
Eq. (2.12), however, it is very difficult to take such a leap
from deterministic to stochastic!
D. Unitary Limit and Hermitian Limit
Following Qian [29], we define an inner product of two
functions
(φ, ψ)U ≡
∫
dnx eU(x) φ(x)ψ(x) = (ψ, φ)U , (2.18)
where U(x) is the generalized potential of the Langevin
theory we aim to study. Hermitian conjugate of operator
O is defined as
(φ,O†ψ)U ≡ (Oφ, ψ)U = (ψ,Oφ)U . (2.19)
Because we only consider real functions and operators,
the inner product is symmetric. Using integration by
parts, we easily see that the Hermitian conjugate of ∂i is
∂†i = −∂i − (∂iU). (2.20)
5Clearly this also means
− ∂i = (∂i + (∂iU))†. (2.21)
For many cases, U(x)→ +∞ as x→∞, so the choice
of weight function eU(x) of this inner product defined
in Eq. (2.18) is quite unconventional. In order for the
norm of a function (φ, φ) to be finite, φ(x) needs to decay
to zero at least as fast as e−U(x)/2. This condition is
satisfied by all physically relevant distribution functions
which decay as e−U(x).
We decompose LFP into a part LH linear in Bij and
another part LA linear in Qij :
LFP = LH + LA = −∂iLij∂†j , (2.22a)
LH = −∂iBij∂†j = LH
†
, (2.22b)
LA = −∂iQij∂†j = −LA
†
. (2.22c)
Hence LH is Hermitian whereas LA is anti-Hermitian.
Since Bij is non-negative, the Hermitian operator LH is
also non-negative, which means that none of its eigenval-
ues is negative.
Likewise the current (2.13c) can be also decomposed:
ji = j
H
i + j
A
i , (2.23a)
jHi = −Bij(∂j + (∂jU))p = Bij∂†j p, (2.23b)
jAi = Qij∂
†
jp+ ∂j(Qijp). (2.23c)
Since B and Q do not mix under NTV, these decom-
positions of LFP and ji are covariant. Note that at the
steady state ∂†i p
S = −(∂i + ∂iU)e−U = 0, and hence jHi
vanishes, but jAi does not need to vanish at stationarity.
In general the evolution operator etLFP of the Fokker-
Planck theory is neither unitary nor Hermitian. There
are however two particularly nice limits of the theory.
If Bij → 0, then LFP → LA, which is anti-Hermitian.
The resulting evolution operator etL
A
is deterministic
and unitary with imaginary eigenvalues, corresponding to
oscillatory dynamics. A simple example of this is Hamil-
tonian dynamics, where LA is just the Liouville operator.
Note, however, this unitary theory is very different from
the deterministic irreversible theory shown in Eq. (2.17).
On the other hand, if Qij → 0, then LFP → LH and
the evolution operator etL
H
is Hermitian, with real and
non-positive engeivatlues. The system relaxes towards
steady state without oscillation. If neither LH nor LA
vanishes, then we may try to treat either LH or LA as
perturbation. The fact that LH ,LA are respectively Her-
mitian and anti-Hermitian makes the expansion particu-
larly convenient.
III. TIME-REVERSAL AND DETAILED
BALANCE
Detailed balance is a reflection of time-reversal sym-
metry of the microscopic dynamics. To discuss time-
reversal symmetry, we choose slow variables such that
each component has definite time-parity εi = 1, or − 1.
Under time-reversal, we have xi → εixi. The vector x
is time-reversed to x∗ with components εixi. For Hamil-
tonian systems, we have x = (q,p) where q,p are re-
spectively canonical coordinates and momenta. Hence
we have x∗ = (q,−p). As a consequence the integral
measure dnx is also invariant under time-reversal, i.e.
dnx = dnx∗. A stationary Markov process is said to be
reversible, or satisfy detailed balance, if its steady-state
two-time joint PDF satisfy [1, 34]
pS2 (x1, t;x0, 0) = p
S
2 (x
∗
0, t;x
∗
1, 0). (3.1)
(Here we assume that there is no magnetic field or other
external field which breaks time-reversal symmetry ex-
plicitly, so that the subtle difference between reversibility
and detailed balance does not arise.) The steady state
then becomes the equilibrium state.
Suppose the system start from a state x0 at t = 0,
the initial probability density is just p(x, 0) = δ(x−x0),
whereas the probability density p(x1, t|x0, 0) at time t,
conditioned on the initial position x0, is given by
p(x1, t|x0, 0) = etLFP(x1)δ(x1 − x0) (3.2)
=
∫
dnx δ(x− x1)etLFP(x)δ(x− x0).
Note that if we integrate p(x1, t|x0, 0) over x1, we
obtain unity as it should be. Now because of the
Markovian property, the steady-state two-time joint PDF
pS2 (x1, t;x0, 0) can be obtained as
pS2 (x1, t;x0, 0) = p(x1, t|x0, 0) e−U(x0). (3.3)
A. Time-reversal
Starting from Eq. (3.2) we can show:
eU(x1)p(x1, t |x0, 0)
=
∫
dnx eU(x)δ(x− x1)etLFP(x)δ(x− x0)
=
(
δ(x− x1), etLFP(x)δ(x− x0)
)
U
=
(
δ(x− x0), etL
†
FP
(x)δ(x− x1)
)
U
=
(
δ(x∗ − x∗0), etL
†
FP
(x)δ(x∗ − x∗1)
)
U
=
∫
dnx eU(x)δ(x∗ − x∗0)etL
†
FP
(x)δ(x∗ − x∗1)
=
∫
dnx eU(x
∗)δ(x− x∗0)etL
†
FP
(x∗)δ(x− x∗1).
(3.4)
In the second and third equalities, we have used respec-
tively definitions (2.18) and (2.19). In the fourth equal-
ity, we have used the time-reversal invariance property
of delta function δ(x) = δ(x∗). In the sixth equality, we
6have transformed the dummy variable x→ x∗. This does
not change the integral, since the volume measure dnx
is invariant under time-reversal. Note that the weight
function is also transformed from U(x) to U(x∗).
We define a new Fokker-Planck operator L˜FP(x) as
L˜FP(x) ≡ L†FP(x∗) = ∂∗i Lji(x∗)(∂∗j + (∂∗jU(x∗)))
=
∂
∂x∗i
Lji(x
∗)
(
∂
∂x∗j
+
(
∂
∂x∗j
U(x∗)
))
,
(3.5)
where x∗i = εixi, and ∂
∗
i = εi∂/∂xi. Further defining two
functions L˜ij(x) and U˜(x) via
L˜ij(x) ≡ εiLji(x∗)εj , U˜(x) ≡ U(x∗), (3.6)
we can write L˜FP(x) in the following form:
L˜FP(x) = ∂iL˜ij(∂j + ∂j U˜(x)). (3.7)
which has the standard form of Fokker-Planck operator
(c.f. Eq. (2.13b)), but with L, U replaced by L˜ and U˜ .
Recall the decomposition (2.11), Eq. (3.6) also implies
B˜ij(x) = εiBij(x
∗)εj , Q˜ij(x) = −εiQij(x∗)εj . (3.8)
Let us study the steady state of the Langevin process
defined by L˜FP(x), which for now shall be referred as the
tilde process. The steady state distribution is
p˜S(x) = e−U˜(x) = e−U˜(x
∗) = pS(x∗), (3.9)
which is the time-reversal of the steady state of the origi-
nal process e−U(x). The steady state probability current
of the tilde process can be obtained from Eq. (2.9):
j˜Si (x) = ∂j(Q˜ij(x)e
−U˜(x)), (3.10)
which is related to the original steady state current via
j˜Si (x
∗) = −εijSi (x). (3.11)
Equation (3.4) can now be rewritten as
eU(x1)p(x1, t|x0, 0) =
∫
x
eU˜(x)δ(x− x∗0)etL˜FP(x)δ(x− x∗1)
= eU˜(x
∗
0
)p˜(x∗0, t|x∗1, 0), (3.12)
where p˜( · | · ) is the transition probability density of
the tilde process. Further multiplying both sides by
e−U˜(x
∗
1
)−U(x0), we obtain
p(x1, t|x0, 0)e−U(x0) = p˜(x∗0, t|x∗1, 0)e−U˜(x
∗
1
). (3.13)
According to Eq. (3.3), this can be further written as an
equality between the steady state two-time joint pdf of
the original process and the tilde process:
pS2 (x1, t;x0, 0) = p˜
S
2 (x
∗
0, t;x
∗
1, 0). (3.14)
Eqs. (3.9), (3.11), and (3.14) demonstrate the physical
significance of the tilde process defined by L˜FP: It is
the macroscopic time-reversal of original process corre-
sponding to LFP, because all macroscopic properties are
reversed.
B. Covariant Formulation of Detailed Balance
Recall that detailed balance is defined by the condition
(3.1). Combining this with Eq. (3.14) we find
pS2 (x1, t;x0, 0) = p˜
S
2 (x1, t;x0, 0),
which in turn implies
L˜FP(x) = LFP(x). (3.15)
In view of Eqs. (3.7), this is further equivalent to
U˜(x) ≡ U(x∗) = U(x), (3.16a)
L˜ij(x) ≡ εiLji(x∗)εj = Lij(x). (3.16b)
Equations (3.16b) are further equivalent to
B˜ij(x) ≡ εiBij(x∗)εj = Bij(x), (3.16c)
Q˜ij(x) ≡ −εiQij(x∗)εj = Qij(x). (3.16d)
Equations (3.16) are the necessary and sufficient condi-
tions for detailed balance of Langevin dynamics (2.12). In
the setting of linear response theory, these conditions are
better known as Onsager-Casimir reciprocal symmetry
of the kinetic coefficients Lij [35, 36]. They agree with
Eq. (2.72) of reference [37], and also with those derived in
Gardiner Sec. 5.3.5 [1]. Note however Gardiner’s (5.3.53
iii) is much more complicated and less transparent.
Combining Eqs. (3.11) and (3.16d), we find that for
reversible Langevin dynamics, the stationary probability
current transforms under time-reversal as
jSi (x
∗) = −ǫi jSi (x). (3.17)
We can now explicitly show that the conditions of
DB (3.16) are covariant under NTVs that respect time-
reversal symmetry. But the latter, we mean that the each
ya of the new variables y = (y1, . . . , yn) also has defi-
nite time-parity εa, and further satisfy y
∗
a(x
∗) = ya(x).
But this also means ∂ya(x)/∂xi = εa∂ya(x
∗)/∂xi εi,
and hence the Jacobian is invariant under time reversal:
J (x∗) = J (x). Using these together with Eqs. (2.14b)
and (2.14d), we can easily see that Eqs. (3.16a) and
(3.16b) reduce to
U˜ ′(y) ≡ U ′(y∗) = U ′(y), (3.18a)
L˜′ab(y) ≡ εaLba(y∗)εb, (3.18b)
which are just the conditions of DB in the new variables.
Hence DB keeps its identity during NTV, as we expected.
C. Monotonic decrease of free energy
We can show that a functional of pdf p(x, t) mono-
tonically decreases as a function of time. For reversible
Markov process which satisfies DB, this result can be
7understood as a reflection of the second law of thermo-
dynamics, which dictates that the total entropy of an
isolated system can only increase. We will call this func-
tional free energy, which is defined as
F [p(t)] ≡ T
∫
dx p(x, t) [U(x) + log p(x, t)] ,
where T (temperature) is just a constant of proportion-
ality and plays no significant role here. The time deriva-
tive of F [p(t)] can be calculated using the Fokker-Planck
equation:
1
T
dF
dt
=
∫
dx [U(x) + log p(x, t)] (∂tp)
= −
∫
dx [U(x) + log p(x, t)] ∂iLij∂
†
j p
=
∫
dx {∂i [U(x) + log p(x, t)]}Lij∂†jp
=
∫
dx p−1((∂iU) + ∂i)p)Lij∂
†
jp
= −
∫
dx p−1(∂†i p)Lij(∂
†
jp)
= −
∫
dx p−1(∂†i p)Bij(∂
†
j p) ≤ 0, (3.19)
where in the last line, we have used the facts that the
antisymmetric part of Lij does not contribute to the
quadratic form, and that the matrix Bij is semi-positive
definite. Hence the free energy decreases over time.
If B is positive definite, the above inequality is suffi-
cient to guarantee that the system converges to a unique
equilibrium state with minimal free energy. Furthermore,
using Eq. (2.23), we can also express Eq. (3.19) in terms
of the Hermitian probability current jH :
1
T
dF
dt
= −
∫
dxP−1jHi B
−1
ij j
H
j . (3.20)
Hence we find that the Hermitian current jH but not the
anti-Hermitian current jA contributes to entropy produc-
tion (c.f. Eqs. (2.23)). It is then appropriate to call Q
the reactive couplings whereas B dissipative couplings.
This is consistent with Eqs. (3.16d) and (3.16c) which say
that Q couple even variables to odd variables, while B
couple variables with the same signature of time-reversal.
For systems without DB, however, both LH and LA may
contribute to dissipation in general and the term reactive
or conservative can not be applied to Q.
IV. APPLICATIONS
In this section, we discuss several applications of our
theory. We will start from the simple and well-known
case of linear response theory, and then to discuss a
slightly more complicated case of weakly damped clas-
sical Hamiltonian system. Both systems however are
reversible and have additive noises. More complicated
cases (without detailed balance and with multiplicative
noises) will be discussed in future publications.
A. Linear Response Theory
The simplest case is that all kinetic coefficients Lij are
constants, and the generalized potential is quadratic:
U(x) =
1
2
sijxixj . (4.1a)
The Langevin equations then become linear:
x˙i + (Bij +Qij)sjkxk = ηi, (4.1b)
〈ηi(t1)ηj(t2)〉 = 2Bijδ(t1 − t2), (4.1c)
where the noises are related to ξα defined in Eq. (2.1) via
ηj(t) = bjαξα(t). (4.1d)
The detailed balance conditions (3.16) guarantee that Bij
couple only variables with same time-reversal symmetry,
and Qij only couple variables with opposite time-reversal
symmetry. These are precisely the reciprocal symmetry
discovered by Onsager [35] and Casimir [36] long ago.
B. Weakly Damped Harmonic Oscillator
The slightly more complex case is that Lij remain con-
stants, but U(x) becomes an arbitrary function bound
from below. One of the simplest realization of this
case is a one-dimensional classical Harmonic system
damped by weak ambient noises. The slow variables
are x = (q, p), where q, p are the canonical coordi-
nate and momentum. Let H(q, p) = p2/2m + V (q)
be the Hamiltonian. The steady state is the equilib-
rium state with Gibbs-Boltzmann distribution pS(q, p) =
e−βH(q,p)+βF (T ), where F (T ) is the Free energy. Hence
the generalized potential is
U = βH − βF = β (p2/2m+ V (q)− F ) . (4.2)
The Langevin equations are
q˙ =
∂H
∂p
=
p
m
, (4.3a)
p˙ = −γ ∂H
∂p
− ∂H
∂q
+ η(t)
= −γq˙ − ∂qV (q) + η(t). (4.3b)
These equations can be rewritten as the standard form:(
q˙
p˙
)
+
(
0 −T
T Tγ
)(
∂qU
∂pU
)
=
(
0
η(t)
)
. (4.4)
From this we read off the matrix of kinetic coefficients:
L =
(
0 −T
T Tγ
)
, B =
(
0 0
0 Tγ
)
, Q =
(
0 −T
T 0
)
. (4.5)
8The detailed balance conditions (3.16) can be easily ver-
ified. The noise variance is given by the Einstein relation
〈η(t1)η(t2)〉 = 2Tγ δ(t1 − t2). (4.6)
Note that Lij are proportional to temperature, whereas
U is anti proportional to T , as we have claimed in
Sec. II C. As a consequence, Eqs. (4.3) depend on temper-
ature only through the noise variance (assuming that the
friction coefficient γ is independent of T ). If we take the
zero temperature limit, we obtain a set of deterministic
irreversible equations:
q˙ =
p
m
, (4.7a)
p˙ = −γq˙ − ∂qV (q). (4.7b)
This is the deterministic limit we discussed in Sec. II C.
As discussed there, the same set of equations can also
be obtained from Eqs. (4.3) in the thermodynamic limit,
where the particle is very massive, so that the noise can
be neglected.
As discussed in Sec. II D, if we let the symmetric part
of kinetic coefficients go to zero, γ → 0, we obtain a uni-
tary and deterministic dynamics. The Langevin equa-
tions then become
q˙ =
p
m
, (4.8a)
p˙ = −∂qV (q). (4.8b)
But these are just the Hamiltonian dynamics without
damping. Hence the unitary limit corresponds to the
limit of vanishing friction and noise.
V. CONCLUSION
We conclude our work with a few comments on the
choices of stochastic calculus. It is known [1, 2] that Ito-
Langevin equation (2.1) is mathematically equivalent to
Stratonovich-Langevin equation:
x˙i = F
S
i (x, t) + biα(x) ◦ ξα(t), (5.1)
if we impose the following relation between FSi and Fi:
FSi = Fi −
1
2
bjα∂jbiα. (5.2)
Here in Eq. (5.1) the product biα(x) ◦ ξα(t) is inter-
preted in the sense of Stratonovich. Hence our covariant
Langevin equation (2.12) can also be represented as a
Stratonovich-Langevin equation. One can further show
that FSi (x, t) in Eq. (5.1) transforms as contra-variant
vector under NTV. In fact this simple transformation
law for FSi (x, t) has been deemed as a major advan-
tage of Stratonovich over Ito. Of course, in this work
we have demonstrated that Ito-Langevin is also fully co-
variant as long as it is parameterized in terms of U,L.
So Ito-Langevin is at least as convenient as Stratonovich-
Langevin.
Stratonovich-Langevin however has inconvenient fea-
tures. Its drift term FSi (x, t), though covariant, is con-
nected to observables U(x) and L in a more complex
way, and hence conditions of DB become obscure. More
importantly, as pointed out by Graham [16], FSi (x, t) is
changed by x-dependent right-rotation of noises biα(x),
and hence has lower symmetry than Ito-Langevin. Qual-
itatively, it indicates that Stratonovich-Langevin is sensi-
tive to details of fast variables, a rather strange feature.
Finally, as is well known, Stratonovich-Langevin equa-
tion “looks into future”, which makes numerical studies
very inconvenient. Quite obviously, all these comments
apply to other non-Ito schemes as well. Our conclusion is
that the formalism developed here has higher symmetry
and clearer physical meanings, as well as much simpler
behaviors under general NTV, and hence is a more nat-
ural formalism for non-linear Langevin dynamics with
multiplicative white noises.
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Appendix A: Covariance of Langevin and Fokker-Planck Equations
Our goal is to prove that under the rules Eqs. (2.14), the non-linear Langevin equation, the Fokker-Planck operator,
probability current, and FPE transform respectively as Eqs. (2.15) and (2.16). For this purpose, we first need to prove
a few useful identities.
1. Jacobi’s formula
Let us first establish two very useful identities about Jacobian. Let A be a nonsingular square matrix, with
determinant detA, inverse A−1, then Jacobi’s formula says (here d denotes differential)
d log detA = TrA−1dA. (A1)
Applying this formula to matrix ∂ya/∂xi which has determinant J and inverse ∂xi/∂ya, we have
d logJ = J −1dJ =
(
∂xi
∂ya
)
d
(
∂ya
∂xi
)
.
Hence ∀ j we have
J−1 ∂J
∂xj
=
(
∂xi
∂ya
)
∂
∂xj
(
∂ya
∂xi
)
=
(
∂xi
∂ya
)(
∂2ya
∂xj∂xi
)
=
∂
∂ya
∂ya
∂xj
, (A2)
from which we further prove a useful identity:
∂
∂ya
(
∂ya
∂xi
J −1
)
= 0. (A3)
Swapping the roles of x and y, we obtain a result that is reciprocal to Eq. (A3):
∂
∂xi
(
∂xi
∂ya
J
)
= 0. (A4)
Note that in the above when taking partial derivative with respect to xi (ya) it is always understood that all other
xj , j 6= i (yb, b 6= a) are fixed. Eqs. (A3) and (A4) will be very useful below.
2. Proof of Eq. (2.15)
Let us prove Eq. (2.15). Let us rewrite Eq. (2.12) and Eq. (2.15) in an equivalent form which is preferred by
mathematician:
dxi = (−Lij∂jU + ∂jLij)dt+ biαdWα(t), (2.12’)
dya = (−L′ab∂bU ′ + ∂bL′ab) dt+ b′aαdWα(t). (2.15’)
Here dWα(t) are differential of Wiener’s processes, and obey Ito’s rule [2]:
dWα(t)dWβ(t) = δαβdt. (A6)
Let y(x) be a function of x, Ito’s formula [1, 2] relates the differential of y to that of x:
dy =
∂y
∂xi
dxi +
1
2
∂2y
∂xi∂xj
dxidxj . (A7)
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We will derive Eq. (2.15’) from Eq. (2.12’) using rules Eqs. (2.14) and Ito’s formula Eq. (A7). We use Eq. (2.12’)
to rewrite dxi and dxj in Eq. (A7) in terms of dt and dW (t). For the quadratic term dxidxj , however, we only need
to keep terms proportional to (dW )2 ∼ dt. Further using Ito’s rule (A6), we obtain:
dya = −∂ya
∂xi
Lij(∂jU)dt+
∂ya
∂xi
∂jLijdt+
∂2ya
∂xi∂xj
Bijdt+
∂ya
∂xi
biαdWα. (A8)
Using Eqs. (2.14b) and (2.14d) as well as the chain rule, the first term in the RHS of Eq. (A8) can be rewritten as
−L′ab(∂bU ′ − ∂b log j)dt. Using Eq. (2.14c), the last term can be rewritten as b′aαdWα. Hence we have
dya = (−L′ab∂bU ′ + ∂bL′ab) dt+ b′aαdWα +Ψ dt, (A9)
Ψ ≡ L′ab∂b log j +
∂ya
∂xi
∂jLij − ∂bL′ab +
∂2ya
∂xi∂xj
Bij . (A10)
Note that Eq. (A9) differs from Eq. (2.15’) only by the term Ψdt, which will be shown to vanish identically. The first
term in Ψ can be calculated using Eq. (A2) and chain rule as well as commutativity of derivatives ∂i, ∂j :
L′ab∂b log j = L
′
ab
∂xi
∂yc
∂
∂yb
∂yc
∂xi
=
∂ya
∂xj
Ljk
∂yb
∂xk
∂xi
∂yc
∂
∂yb
∂yc
∂xi
=
∂ya
∂xj
Ljk
∂xi
∂yc
∂
∂xk
∂yc
∂xi
=
∂ya
∂xj
Ljk
∂xi
∂yc
∂
∂xi
∂yc
∂xk
=
∂ya
∂xj
Ljk
∂
∂yc
∂yc
∂xk
=
∂ya
∂xi
Lij
∂
∂yb
∂yb
∂xj
. (A11)
Using Eq. (2.14d), negative the third term in Ψ can be rewritten as:
∂bL
′
ab =
∂
∂yb
(
∂ya
∂xi
Lij
∂yb
∂xj
)
=
∂ya
∂xi
∂yb
∂xj
∂
∂yb
Lij +
∂
∂yb
∂ya
∂xi
Lij
∂yb
∂xj
+
∂ya
∂xi
Lij
∂
∂yb
∂yb
∂xj
=
∂ya
∂xi
∂jLij +
(
∂2ya
∂xj∂xi
)
Lij +
∂ya
∂xi
Lij
∂
∂yb
∂yb
∂xj
.
=
∂ya
∂xi
∂jLij +
(
∂2ya
∂xj∂xi
)
Bij +
∂ya
∂xi
Lij
∂
∂yb
∂yb
∂xj
. (A12)
In the final step, we have used the fact that ∂
2ya
∂xi∂xj
is symmetric in i, j and hence ∂
2ya
∂xi∂xj
Qij = 0.
Substituting Eqs. (A11) and (A12) back into Eq. (A10), we finally see that all terms cancel exactly in RHS, and
hence Ψ vanishes identically. This means Eq. (A9) reduces to Eq. (2.15’), as we expected.
3. Proof of Eq. (2.16a)
First, using Eq. (A4), we immediately obtain the operator identity:
∂
∂ya
= J −1 ∂
∂xl
∂xl
∂ya
J (A13)
Also using the chain rule, (A4) as well as Eq. (2.14b), we have:(
∂
∂yb
+
∂U ′
∂yb
)
=
∂xk
∂yb
(
∂
∂xk
+
∂U ′
∂xk
)
=
∂xk
∂yb
(
∂
∂xk
+
∂U
∂xk
+ J −1 ∂j
∂xk
)
= J−1 ∂xk
∂yb
(
∂
∂xk
+
∂U
∂xk
)
J . (A14)
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Now take the product of Eq. (A13), Eq. (2.14d), and Eq. (A14) consecutively. On the LHS we obtain L′FP according
to Eq. (2.14g). On the RHS we find
J−1 ∂
∂xi
Lij
(
∂
∂xi
+
∂U
∂xi
)
J = J −1LFPJ . (A15)
Hence we obtain Eq. (2.16a) as an operator identity.
4. Proof of Eqs. (2.16b) and (2.16c)
Taking the product Eq. (2.14d) × Eq. (A14) and acting on Eq. (2.14a), we obtain
− L′ab(∂′a + (∂′bU ′))p′ = −J−1
∂ya
∂xi
Lij(∂j + (∂jU))p. (A16)
Using Eqs. (2.14f) and (2.14a), we can also show
∂′b(Q
′
abp
′) =
∂
∂yb
(
∂ya
∂xi
Qij
∂yb
∂xj
J−1 p
)
=
∂ya
∂xi
∂yb
∂xj
J −1 ∂
∂yb
Qijp
+
∂ya
∂xi
Qijp
∂
∂yb
∂yb
∂xj
J −1
+ Qijp
∂yb
∂xj
J −1 ∂
∂yb
∂ya
∂xi
. (A17)
In the RHS, the second term vanishes because of Eq. (A3). The third term vanishes because it can be rewritten as
QijpJ−1 ∂
2ya
∂xi∂xj
, which again vanishes because of the antisymmetry of Qij . Hence we find that
∂′b(Q
′
abp
′) = J−1 ∂ya
∂xi
Lij∂j(Qijp). (A18)
Adding up Eqs. (A16) and (A18), and using Eq. (2.13c) and Eq. (2.14h) , we obtain Eq. (2.16b):
j′a = J −1(∂ya/∂xi)ji. (2.16b)
Taking the partial derivative ∂′a of both sides of Eq. (2.16b), and using Eq. (A3), we easily find Eq. (2.16c):
∂′aj
′
a = J −1∂iji. (2.16c)
At steady state, both sides vanish. Hence steady state is transformed into a steady state. Because of this, Eq. (A18)
can also be written as
j
′S
a = J −1
∂ya
∂xi
jSi . (A19)
