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AN INVERSE PROBLEM FOR A HYPERBOLIC SYSTEM ON
A VECTOR BUNDLE AND ENERGY MEASUREMENTS
KATSIARYNA KRUPCHYK AND MATTI LASSAS
Abstract. A uniqueness result in the inverse problem for an inhomogeneous
hyperbolic system on a real vector bundle over a smooth compact manifold,
based on energy measurements for improperly known sources, is established.
1. Introduction and statement of result
Let M be a compact smooth manifold of dimension n ≥ 2 without boundary,
and let V be a smooth real vector bundle with a Riemannian structure over M .
Assume that a smooth positive density dµ is given on M . Let A : C∞(M,V )→
C∞(M,V ) be an elliptic formally self-adjoint second-order partial differential
operator, acting on smooth sections of V . We assume that A is formally positive,
i.e.,
(Au, u)L2(M,V ) ≥ c(u, u)L2(M,V ), u ∈ C
∞(M,V ), (1.1)
where c > 0 and
(u, v)L2(M,V ) =
∫
M
〈u(x), v(x)〉xdµ(x),
with 〈·, ·〉x being the inner product in the fiber pi
−1(x) of the vector bundle V ,
assigned by the Riemannian structure. Viewed as an unbounded operator on
L2(M,V ) and equipped with the domain D(A) = H2(M,V ), the operator A
becomes self-adjoint with a positive lower bound c and a real discrete spectrum,
see [27].
Let F ∈ L1(R, L2(M,V )) with suppt(F ) ⊂ (−τ,+∞) for some large τ = τ(F ) >
0. Here suppt(F ) stands the time support of F . Associated with the operator A,
we consider the following hyperbolic initial value problem{
(∂2t + A(x, ∂x))u(x, t) = F (x, t), x ∈M, t > −τ,
u(x, t)|t=−τ = 0, ∂tu(x, t)|t=−τ = 0.
(1.2)
The problem (1.2) has a unique solution
u = uF ∈ C1(R, L2(M,V )) ∩ C0(R, H1(M,V )),
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see [20]. The energy of the wave uF produced by the source F is defined by the
formula,
EA(F ; t) =
1
2
∫
M
(〈∂tu
F (x, t), ∂tu
F (x, t)〉x + 〈Au
F (x, t), uF (x, t)〉x)dµ(x). (1.3)
As the operator A is self-adjoint, the energy is conserved, i.e if F = 0 for all
t ≥ t0 then EA(F, t) = EA(F, t0), c.f. (3.3) below.
For T ≥ 0, we denote by
(τTF )(x, t) = F (x, t+ T ),
the time shift of a source F .
Let BM = {Up, p = 1, 2, . . . } be a basis for topology of M such that U1 = M ,
and let BR = {Iq, q = 1, 2, . . . } be a basis for topology of R consisting of open
bounded intervals. For any Up ∈ BM , p ≥ 2, and any Iq ∈ BR, q = 1, 2, . . . ,
we assume that there is a countable set of sources FV ;Up,Iq ⊂ C
0(Iq, L
2(Up, V )),
which is dense in L2(Iq, L
2(Up, V )). Furthermore, corresponding to the case when
p = 1, we assume that for any Iq ∈ BR, q = 1, 2, . . . , there is a countable set
of sources FV ;M,Iq ⊂ C
∞
0 (Iq, C
∞(M,V )), which is dense in C∞0 (Iq, C
∞(M,V )).
Here
C∞0 (Iq, C
∞(M,V )) = {F ∈ C∞(R, C∞(M,V )), suppt(F ) ⊂ Iq}.
This assumption is generic in the sense that such countable families of sources can
be almost surely generated by taking some sequences of realizations of suitable
independent identically distributed Gaussian random variables, see Section 4.
As the sets FV ;Up,Iq are countable, we shall enumerate its elements,
FV ;Up,Iq = {F
p,q
i : i = 1, 2, . . . }, p, q = 1, 2, . . . ,
and fix these enumerations.
For any N ∈ N, p1, . . . , pN , q1, . . . , qN , i1, . . . , iN ∈ N, 0 ≤ T1, . . . , TN ∈ Q, and
0 ≤ t ∈ Q, such that the time supports of all time shifts τTkF
pk,qk
ik
of the sources
F pk,qkik ∈ FV ;Upk ,Iqk , k = 1, . . . , N , are pairwise disjoint, we introduce the energy
functions
E
(N)
V,A :
(
(p1, q1, i1), . . . , (pN , qN , iN), T1, . . . , TN ; t
)
7→ EA
( N∑
k=1
τTkF
pk,qk
ik
; t
)
,
(1.4)
where the energy EA is given by (1.3).
We shall assume that the manifoldM together with its topological and differential
structures, as well as a smooth positive density dµ on it are known. The purpose
of this paper is to show that given the energy functions E
(N)
V,A for all N = 1, 2, . . . ,
we can recover the vector bundle V with a Riemannian structure over M , as well
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as the elliptic operator A. By the determination of a vector bundle we understand
the determination of an isomorphic copy of it.
We would like to emphasize that the sources F pk,qkik ∈ FV ;Upk ,Iqk , which take
values in an unknown vector bundle V , are not given in our problem. However,
the knowledge of the energy functions E
(N)
V,A implies that together with the value
of the energy EA
(∑N
k=1 τTkF
pk,qk
ik
; t
)
, we know the indices ik, which enumerate
the sources F pk,qkik in the set FV ;Upk ,Iqk , as well as the indices pk and qk, which give
us the information about the support of the source F pk,qkik , i.e. supp(F
pk,qk
ik
) ⊂
Upk × Iqk , the time shifts T1, . . . , TN , and the time t, which correspond to the
measured energy.
The main result of this paper is as follows.
Theorem 1.1. Let M be a compact smooth manifold of dimension n ≥ 2 with-
out boundary and let dµ be a smooth positive density on M . Let V1 and V2
be real smooth vector bundles with Riemannian structures over M , and let Aj :
C∞(M,Vj)→ C
∞(M,Vj) be an elliptic formally self-adjoint positive second-order
partial differential operator on sections of Vj, j = 1, 2. Assume that for Vj,
j = 1, 2, and any Up ∈ BM , p ≥ 2, and any Iq ∈ BR, q = 1, 2, . . . , there
is a countable set of sources FVj ;Up,Iq ⊂ C
0(Iq, L
2(Up, Vj)), which is dense in
L2(Iq, L
2(Up, Vj)). Furthermore, for Vj, j = 1, 2, and any Iq ∈ BR, q = 1, 2, . . . ,
we assume that there is a countable set of sources FVj ;M,Iq ⊂ C
∞
0 (Iq, C
∞(M,Vj)),
which is dense in C∞0 (Iq, C
∞(M,Vj)). If there are enumerations of the elements
of the sets FV1;Up,Iq and FV2;Up,Iq , such that for the energy functions E
(N)
V1,A1
and
E
(N)
V2,A2
, introduced in (1.4), we have
E
(N)
V1,A1
= E
(N)
V2,A2
, for all N = 1, 2, . . . , (1.5)
then there is an isometry Φ : V1 → V2 such that A2 = ΦA1Φ
−1.
Remark. The equality (1.5) of the functions E
(N)
Vj ,Aj
signifies in particular that
the domains of their definition agree.
The main motivation to study such kind of inverse problems comes from the fact
that in many practical situations one can only measure the energy corresponding
to some sources, but the exact form of the sources is not known. Such poorly
known sources are typical in physical problems of various scales. As a first exam-
ple, let us mention that the precise parameters describing collisions of elementary
particles in atomic physics are usually not known, and one just observes that the
collision has occurred. On the macroscopic scale, electrodes used in electrical
impedance tomography have unknown contact impedances. Furthermore, in oil
exploration, one uses explosives as sources, and hence the source is difficult to
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model mathematically. As the final example, for underwater air guns in imaging
of the sea bottom, modeling the sources precisely is quite difficult. However, in
all these instances, one has a good knowledge of the support of the source.
Theorem 1.1 can be useful in the following practical situation. Assume that in
some physical experiment, one produces a suitable dense set of sources FV ;Upk ,Iqk ,
and measures the energy of the waves uF , corresponding to the sources
F =
N∑
k=1
τTkF
pk,qk
ik
, F pk,qkik ∈ FV ;Upk ,Iqk , (1.6)
such that the time supports of all time shifts τTkF
pk,qk
ik
of the sources F pk,qkik
are pairwise disjoint. One encodes the results of these measurements into the
energy functions E
(N)
V,A , N = 1, 2, . . . . Our result shows that given only the energy
functions ENV,A, N = 1, 2, . . . , we are able to determine the physical model (i.e.,
the vector bundle V with the Riemannian structure, and the operator A).
We shall now make a few comments, regarding the form of the sources (1.6), for
which our measurements are performed. First, our assumption that the energy
measurement for a sum F1+F2 cannot be done unless the time supports of F1 and
F2 are disjoint is motivated by practical applications. Indeed, if F1 and F2 are
sources produced by some devices D1 and D2, we cannot usually put the device
D1 in the same location which D2 occupies at the same time. For instance, in
soil imaging we cannot implement two explosions at the same place with a very
small time difference.
The second fact that we would like to emphasize is that the data for our inverse
problem does not contain energies corresponding to the sources
N∑
k=1
akτTkF
pk,qk
ik
, ak ∈ R, (1.7)
i.e., arbitrary linear combinations of the sources F pk,qkik and their time shifts. This
is again motivated by practical applications. Indeed, if a source F pk,qkik is poorly
known, it may be difficult to implement a measurement of the form aF pk,qkik with
a ∈ R. For example, for the wave equation
(∂2t − c(x)
2∆)u(x, t) = F (x, t),
modeling the acoustic pressure u(x, t), it may be easy to implement measure-
ments with a source F corresponding to a local increase of the pressure, e.g. an
explosion, but difficult to implement the source −F (an ”anti-explosion”). How-
ever, in order to determine the vector bundle we have to find energies, which
correspond to the sources (1.7), at suitable times, using our data. This requires
careful considerations, which are carried out in Section 3.1.
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Similar problems of recovering an unknown operator and a Riemannian mani-
fold from energy measurements have been encountered in inverse boundary value
problems. The prototypical inverse problem here is the inverse conductivity prob-
lem, called also the Caldero´n inverse problem (see [6]). Consider the conductivity
equation
∇· σ(x)∇u(x) = 0 in D, (1.8)
u|∂D = f,
where D ⊂ Rn is a smooth bounded domain, σ(x) is a positive-definite matrix
corresponding to the conductivity at the point x, and u is the electric potential
having boundary value f . The inverse conductivity problem consists of the deter-
mination of σ from measurements done at the boundary ∂D. One possibility to
define the boundary measurements is the following: assume that for all boundary
values f , we measure
Qσ(f) =
∫
D
(σ(x)∇u(x))· ∇u(x) dx.
This is equivalent to measuring the power needed to keep the voltage u at the
boundary ∂D to be equal to f(x). Physically, the boundary value u|∂D = f
is produced by electrodes attached on the boundary of the body, and Qσ(f)
corresponds to the power of the heat produced by the caused currents in the
domain D. Because of the conservation of energy, the power produced by the
heat is equal to the power needed to keep the electrodes at the specified voltages.
When σ is equal to a scalar function times the identity matrix, the conductivity
is called isotropic. In this case the measurements are known to determine the
conductivity uniquely. This was established for sufficiently regular conductivities
in [30, 24]. See also [2, 5, 15, 18] for some additional important contributions.
When the conductivity σ in (1.8) is matrix valued, i.e. anisotropic, one knows that
the conductivity σ cannot be determined uniquely and that the best one can hope
for is to determine σ up to a diffeomorphism of the domain D, which preserves the
boundary. This has been shown in dimension n = 2 in [3, 28, 29]. In dimensions
n ≥ 3, determining the conductivity is equivalent to determining the isometry
type of a smooth Riemannian metric corresponding to the conductivity, which
constitutes a longstanding open problem. For related works, see [9, 11, 16, 22, 23].
As another example of an inverse problem on a Riemannian manifold which
motivates our study, let us consider the wave equation,
(∂2t −∆g)u(x, t) = 0 (x, t) ∈M × R+,
u|t=0 = 0, ∂tu|t=0 = 0,
u|∂M×R+ = f,
(1.9)
on a compact Riemannian manifold (M, g) with boundary ∂M . Assume that we
know the boundary ∂M and can measure for all f ∈ C∞0 (∂M × R+), the final
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energy Qg(f) of the wave u produced by f , that is,
Qg(f) = lim
t→∞
1
2
∫
M
(|∇gu(x, t)|
2
g + |∂tu(u, t)|
2)dµg(x).
By energy conservation, this can be considered as the total energy needed to
force the boundary value u|∂M×R+ to be equal to f . When Qg(f) is known for all
f ∈ C∞0 (∂M × R+), then the isometry type of the Riemannian manifold (M, g)
can be recoved [17], see also [1, 16].
This paper can be viewed as an extension of the class of inverse problems based
on energy measurements to the setting of hyperbolic operators on general vector
bundles. Studying inverse problems in the geometric context of vector bundles is
both natural and important, as for instance, in relativistic quantum mechanics
and quantum field theory, phenomena are often modeled by PDE on sections of
vector bundles. The investigations in this work are further complicated by the
fact that our energy measurements are performed for improperly known sources,
which, as we argued above, is relevant for many practical applications.
Finally, we would like to mention the paper [19], where an inverse problem for
the Dirac equation on a vector bundle over a compact Riemannian manifold with
nonempty boundary is investigated.
The paper is organized as follows. In Section 2 we present some basic facts
concerning real vector bundles and hyperbolic systems. Section 3 is devoted to
the proof of Theorem 1.1. Finally, in Section 4 we exploit probabilistic arguments
to show that our assumptions on the existence of countable dense sets of sources
is generic, in the sense that the latter can be realized almost surely, by taking
sequences of independent identically distributed Gaussian random variables.
2. Preliminaries
2.1. Some facts on real vector bundles. Let M be a compact smooth man-
ifold of dimension n ≥ 2 without boundary and let V be a smooth real vector
bundle over M . We denote by pi : V → M the projection onto the base manifold.
Each fiber pi−1(x) has a structure of a real vector space isomorphic to Rd and car-
ries an inner product 〈·, ·〉x, smoothly depending on x, given by the Riemannian
structure.
Given two vector bundles pi1 : V1 → M and pi2 : V2 → M , a smooth map
Φ : V1 → V2 is a vector bundle homomorphism if pi1 = pi2 ◦Φ and Φ restricts to a
linear map pi−11 (x)→ pi
−1
2 (x) on each fiber. A bundle homomorphism Φ : V1 → V2
with an inverse which is also a bundle homomorphism is called a vector bundle
isomorphism, and then V1 and V2 are said to be isomorphic vector bundles. If Φ
preserves the Riemannian structure, then Φ is called an isometry.
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Let {(Uα, φα)} be an atlas of a vector bundle V , i.e. {Uα} is an open cover of M
and φα : pi
−1(Uα)→ Uα ×R
d are local trivializations. For any two vector bundle
charts (Uα, φα) and (Uβ, φβ) such that Uα ∩ Uβ 6= ∅, the composition φα ◦ φ
−1
β :
(Uα∩Uβ)×R
d → (Uα∩Uβ)×R
d must be of the form φα◦φ
−1
β (x, v) = (x, tαβ(x)v)
for some smooth map tαβ : Uα∩Uβ → GL(d,R) which is called a transition map.
For a given vector bundle atlas the family of transition maps always satisfies the
following properties:
tαα(x) = Id for all x ∈ Uα and all α;
tαβ(x) ◦ tβα(x) = Id for all x ∈ Uα ∩ Uβ;
tαγ(x) ◦ tγβ(x) ◦ tβα(x) = Id for all x ∈ Uα ∩ Uβ ∩ Uγ.
(2.1)
A family of maps {tαβ}, tαβ : Uα ∩ Uβ → GL(d,R) which satisfies (2.1) for some
cover of M is called a GL(d,R)-cocycle.
The following theorem gives the minimal information required to reconstruct a
vector bundle up to an isomorphism and it will be used in the proof of Theorem
1.1.
Theorem 2.1. [25, Section 9.2.2] Given a manifold M , a cover {Uα} of M and
a GL(d,R)-cocycle {tαβ} for the cover, there exists a vector bundle with an atlas
{(Uα, φα)} satisfying φα ◦φ
−1
β (x, v) = (x, tαβ(x)v) on nonempty overlaps Uα∩Uβ.
A vector bundle constructed in such a way is unique up to an isomorphism.
2.2. Some facts on hyperbolic systems. Let M be a compact smooth man-
ifold of dimension n ≥ 2 without boundary, and let V be a smooth real vector
bundle with a Riemannian structure over M .
Let A : C∞(M,V )→ C∞(M,V ) be an elliptic formally self-adjoint second-order
partial differential operator, acting on smooth sections of V . We assume that
A is formally positive in the sense of (1.1). Viewed as an unbounded operator
on L2(M,V ) and equipped with the domain D(A) = H2(M,V ), the operator A
becomes self-adjoint with a positive lower bound c,
(Au, u)L2(M,V ) ≥ c‖u‖
2
L2(M,V ), u ∈ D(A),
and a real discrete spectrum, see [27].
In fact the ellipticity shows that this bound can be strengthened to the following
estimate,
(Au, u)L2(M,V ) ≥ c0‖u‖
2
H1(M,V ), u ∈ D(A), c0 > 0, (2.2)
see [27]. For the upper bound we have
(Au, u)L2(M,V ) = ‖A
1/2u‖2L2(M,V ) ≤ C‖u‖
2
H1(M,V ), u ∈ D(A), C > 0, (2.3)
since A1/2 is an elliptic pseudodifferential operator of order one, see [27].
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Furthermore, we have D(Ak) = H2k(M,V ), k = 1, 2, . . . , where D(Ak) is consid-
ered as a Hilbert space with the graph norm (‖u‖2L2(M,V ) + ‖A
ku‖2L2(M,V ))
1/2, see
[16]. This together with the fact that Ak is positive implies that
‖Aku‖2L2(M,V ) ≍ ‖u‖
2
H2k(M,V ), u ∈ D(A
k), k = 1, 2, . . . . (2.4)
Here the notation a ≍ b states that C1a ≤ b ≤ C2a for some constants C1, C2 > 0.
We also have for k = 0, 1, 2, . . . ,
(A(Aku), Aku)L2(M,V ) ≍ ‖A
ku‖2H1(M,V ) ≍ ‖u‖
2
H2k+1(M,V ), u ∈ H
2k+1(M,V ),
(2.5)
see [16].
We shall need the following standard result in the theory of hyperbolic equations,
see [20] and [14, Thm. 23.2.2, Lem. 23.2.1] for scalar equations and [7, App. III.3]
for equations on vector bundles.
Theorem 2.2. Let s ≥ 0 and F ∈ L1(R, Hs(M,V )) with suppt(F ) ⊂ (−τ,+∞)
for some τ > 0. Then the hyperbolic initial value problem (1.2) has a unique
solution
uF ∈ C1(R, Hs(M,V )) ∩ C0(R, Hs+1(M,V )).
Furthermore, uF satisfies the hyperbolic estimates,
‖uF (τ0)‖Hs+1(M,V ) ≤ Cs,τ0‖F‖L1(R,Hs(M,V )),
‖∂tu
F (τ0)‖Hs(M,V ) ≤ Cs,τ0‖F‖L1(R,Hs(M,V )),
(2.6)
for any τ0 ∈ R.
Remark. The definition of the energy (1.3) and Theorem 2.2 imply immediately
that the function t 7→ EA(F, t) is continuous.
Let I1 = (t
−
1 , t
+
1 ) and I2 = (t
−
2 , t
+
2 ) be bounded open intervals in R and τ0 ∈ R.
In what follows we write
I1 < I2 if t
+
1 < t
−
2 ,
I1 < τ0 if t
+
1 < τ0.
In the course of proving Theorem 1.1, we shall need the following result.
Lemma 2.3. (i). Let Fi ∈ L
1(R, L2(M,V )) with time support bounded from
below, i = 1, 2. Then for any time τ0 ∈ R, we have, for the both choices of the
sign,
EA(F1 ± F2, τ0) ≍ ‖u
F1(τ0)± u
F2(τ0)‖
2
H1(M,V ) + ‖∂tu
F1(τ0)± ∂tu
F2(τ0)‖
2
L2(M,V ).
(2.7)
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(ii). Let Fi ∈ C
∞
0 (Ii, C
∞(M,V )) for some bounded open interval Ii ⊂ R, i = 1, 2.
Then for any τ0 ∈ R, Ii < τ0, i = 1, 2, and any s = 1, 2, . . . , we have, for the
both choices of the sign,
EA(∂
s
t (F1±F2), τ0) ≍ ‖u
F1(τ0)±u
F2(τ0)‖
2
Hs+1(M,V )+‖∂tu
F1(τ0)±∂tu
F2(τ0)‖
2
Hs(M,V ).
(2.8)
Proof. (i). By the definition of the energy we write
EA(F1 ± F2, τ0) =
1
2
‖∂tu
F1(τ0)± ∂tu
F2(τ0)‖
2
L2(M,V )
+
1
2
(A(uF1(τ0)± u
F2(τ0)), u
F1(τ0)± u
F2(τ0))L2(M,V ),
for the both choices of the sign. Together with (2.2) and (2.3) implies (2.7).
(ii). We have
EA(∂
s
t (F1 ± F2),τ0) =
1
2
‖∂t∂
s
t u
F1(τ0)± ∂t∂
s
t u
F2(τ0)‖
2
L2(M,V )
+
1
2
(A(∂st u
F1(τ0)± ∂
s
tu
F2(τ0)), ∂
s
tu
F1(τ0)± ∂
s
t u
F2(τ0))L2(M,V ).
(2.9)
As Ii < τ0, we get
∂2kt u
Fj(τ0) = (−1)
kAkuFj(τ0), k = 1, 2, . . . . (2.10)
Assume that s is odd, i.e. s = 2k + 1 for some k = 0, 1, . . . . The case of even s
can be treated in a similar way. It follows from (2.9) and (2.10) that
EA(∂
s
t (F1 ± F2), τ0) =
1
2
‖Ak+1(uF1(τ0)± u
F2(τ0))‖
2
L2(M,V )
+
1
2
(AAk(∂tu
F1(τ0)± ∂tu
F2(τ0)), A
k(∂tu
F1(τ0)± ∂tu
F2(τ0)))L2(M,V ).
This together with (2.4) and (2.5) implies that
EA(∂
s
t (F1 ± F2), τ0) ≍‖u
F1(τ0)± u
F2(τ0)‖
2
H2k+2(M,V )
+ ‖∂tu
F1(τ0)± ∂tu
F2(τ0)‖
2
H2k+1(M,V ),
which shows (2.8). The proof is complete.

The following result is needed when proving Theorem 1.1.
Lemma 2.4. Let s ≥ 0, F ∈ L1(R, Hs(M,V )) with suppt(F ) ⊂ I0, and τ0 ∈ R
such that I0 < τ0. Then for any open interval I1 ∈ BR such that I0 < I1 < τ0 and
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any T ≥ 0, there are sequences of sources Fj , Gj ∈ FV ;M,I1, j = 1, 2, . . . , such
that
( lim
j→∞
uFj(τ0), lim
j→∞
∂tu
Fj(τ0)) = (u
−τTF (τ0), ∂tu
−τTF (τ0)) (2.11)
in Hs+1(M,V )×Hs(M,V ), and
( lim
j→∞
uGj (τ0), lim
j→∞
∂tu
Gj(τ0)) = (u
τTF (τ0), ∂tu
τTF (τ0)), (2.12)
in Hs+1(M,V )×Hs(M,V )
Proof. Let ψ ∈ C∞(R, [0, 1]) be such that ψ(t) = 0, when t ≤ t−1 , and ψ(t) = 1,
when t ≥ t+1 . Assume also that supp(ψ
′) ⊂ I1. Then u
F˜ = −ψuτTF is a solution
to (1.2) with the right-hand side
F˜ = −2∂tu
τTF∂tψ − u
τTF∂2t ψ − ψτTF = −2∂tu
τTF∂tψ − u
τTF∂2t ψ.
We have F˜ ∈ C0(R, Hs(M,V )) and suppt(F˜ ) ⊂ I1.
As the set FV ;M,I1 is dense in C
∞
0 (I1, C
∞(M,V )), there are sources Fj ∈ FM,I1
such that Fj → F˜ in C
0(R, Hs(M,V )) as j →∞. Using the hyperbolic estimates
(2.6) and the fact that
(uF˜ (τ0), ∂tu
F˜ (τ0)) = (u
−τTF (τ0), ∂tu
−τTF (τ0)),
we get (2.11). The existence of a sequence Gj ∈ FV ;M,I1 which satisfies (2.12)
can be seen in the same way. The proof is complete. 
3. Proof of Theorem 1.1.
Recall that we are given a compact smooth manifold M of dimension n ≥ 2
without boundary together with its topological and differential structures as well
as a smooth positive density dµ on it. Furthermore, for any N = 1, 2, . . . , we
are given the energy functions E
(N)
V,A , defined in (1.4) using the countable sets of
sources FV ;Up,Iq , p, q = 1, 2, . . . .
3.1. Information, obtained from the knowledge of E (N)V,A . The purpose of
this subsection is to analyze what kind of information can be determined from
the knowledge of E
(N)
V,A .
First, since solutions to hyperbolic equations depend continuously on data, c.f.
Theorem 2.2, it is clear that the knowledge of the energy functions E
(N)
V,A can be
extended to all 0 ≤ T1, . . . , TN ∈ R and 0 ≤ t ∈ R, such that the time supports
of all time shifts τTkF
pk,qk
ik
, k = 1, . . . , N , of the sources F pk,qkik ∈ FV ;Upk ,Iqk are
pairwise disjoint.
Notice that in order to define the energy functions E
(N)
V,A in Section 1, we have
first fixed enumerations for BM , BR and FV ;Up,Iq . This means that in a triple
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(p, q, i) ∈ N×N×N, p labels open sets Up in the basis BM for topology on M , q
labels bounded open intervals Iq in the basis for topology on R, and i labels the
sources F p,qi in the set FV ;Up,Iq . Hence, we have the following identification:
(p, q, i) ←→ F p,qi ∈ FV ;Up,Iq . (3.1)
Furthermore, for any p ∈ N and q ∈ N, when writing Up and Iq, we mean that
Up ∈ BM and Iq ∈ BR.
Let X = {(ij)
∞
j=1 : ij ∈ N} be the set of all sequences of integers. Let (p0, q0, i0) ∈
N× N× N and let τ0 ∈ R be such that Iq0 < τ0. Assume that T ≥ 0 and q1 ∈ N
are such that Iq0 < Iq1 < τ0. Consider the set
X(p0,q0,i0),q1,T,τ0 = {(ij)
∞
j=1 ∈ X : lim
j→∞
EA(F
1,q1
ij
+ τTF
p0,q0
i0
, τ0) = 0},
where F 1,q1ij ∈ FV ;M,Iq1 and F
p0,q0
i0
∈ FV ;Up0 ,Iq0 .
First we claim that the set X(p0,q0,i0),q1,T,τ0 6= ∅. This follows immediately from
Lemma 2.4 with the help of (2.7).
Lemma 3.1. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , we can determine
the set X(p0,q0,i0),q1,T,τ0.
1
Proof. The knowledge of the functions E
(N)
V,A implies the knowledge of the values
EA(F
1,q1
ij
+ τTF
p0,q0
i0
, τ0) for any index ij , since suppt(τTF
p0,q0
i0
)∩ suppt(F
1,q1
ij
) = ∅,
T ≥ 0. Thus, for any sequence (ij)
∞
j=1 ∈ X , we can determine whether it belongs
to the set X(p0,q0,i0),q1,T,τ0. In this sense, we can construct the set X(p0,q0,i0),q1,T,τ0.

Recall that the energy functions E
(N)
V,A encode only information about the energy,
which is produced by the sources of the form F =
∑N
k=1 τTkF
pk,qk
ik
, F pk,qkik ∈
FV ;Upk ,Iqk . However, in order to recover the vector bundle V , we need to know val-
ues of the energy for an arbitrary linear combination of the form
∑N
k=1 akτTkF
pk,qk
ik
,
ak ∈ R, evaluated at least at a suitable time τ0. This is our next goal.
Lemma 3.2. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , for any (p1, q1, i1) ∈
N×N×N, (p2, q2, i2) ∈ N×N×N, T ≥ 0 and τ0 ∈ R such that Iqk < τ0, k = 1, 2,
we can determine the functions
((p1, q1, i1), (p2, q2, i2), T ; τ0) 7→ EA(F
p1,q1
i1
− τTF
p2,q2
i2
, τ0).
1Here and in what follows when we say that given the energy functions E
(N)
V,A , we can deter-
mine a set or a function, we mean a uniqueness statement: if E
(N)
V1,A1
= E
(N)
V2,A2
then the sets or
functions in question, corresponding to the different vector bundles, are equal.
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Proof. Let q0 ∈ N be such that Iqk < Iq0 < τ0, k = 1, 2. Then by Lemma 3.1,
using the energy functions E
(N)
V,A , N = 1, 2, . . . , we can find a sequence (ij)
∞
j=1 ∈ X
such that
lim
j→∞
EA(F
1,q0
ij
+ τTF
p2,q2
i2
, τ0) = 0.
Thus,
EA(F
p1,q1
i1
− τTF
p2,q2
i2
, τ0) = lim
j→∞
EA(F
p1,q1
i1
+ F 1,q0ij ). (3.2)
As the time supports of F p1,q1i1 and F
1,q0
ij
are disjoint, the energy in (3.2) can be
computed using E
(N)
V,A . The proof is complete. 
Let (p0, q0, i0) ∈ N × N × N and τ0 ∈ R be such that Iq0 < τ0. Let T ≥ 0 and
q1 ∈ N be such that Iq0 < Iq1 < τ0. Consider the set
Y(p0,q0,i0),q1,T,τ0 = {(ij)
∞
j=1 ∈ X : lim
j→∞
EA(F
1,q1
ij
− τTF
p0,q0
i0
, τ0) = 0},
where F 1,q1ij ∈ FV ;M,Iq1 and F
p0,q0
i0
∈ FV ;Up0 ,Iq0 . It follows immediately from (2.12)
in Lemma 2.4 that Y(p0,q0,i0),q1,T,τ0 6= ∅.
Lemma 3.3. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , we can determine
the set Y(p0,q0,i0),q1,T,τ0.
Proof. By Lemma 3.2, the knowledge of the functions E
(N)
V,A implies the knowledge
of the values EA(F
1,q1
ij
− τTF
p0,q0
i0
, τ0) for any index ij . Hence, for any sequence
(ij)
∞
j=1 ∈ X , we can determine whether it belongs to the set Y(p0,q0,i0),q1,T,τ0, and
therefore, we can determine the set Y(p0,q0,i0),q1,T,τ0 .

Lemma 3.4. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , for any N =
1, 2, . . . , (pk, qk, ik) ∈ N×N×N, k = 1, . . . , N , 0 ≤ T1, . . . , TN ∈ R, a1, . . . , aN ∈
Q, and τ0 ∈ R such that Iqk < τ0, k = 1, . . . , N , we can determine the functions(
(p1, q1, i1), . . . , (pN , qN , iN), T1, . . . , TN , a1, . . . , aN ; τ0
)
7→ EA
( N∑
k=1
akτTkF
pk,qk
ik
; τ0
)
.
Proof. Let ak = mk/nk, mk ∈ Z, nk ∈ N, k = 1, . . . , N , and l = Π
N
k=1nk. Then
we have
EA
( N∑
k=1
akτTkF
pk,qk
ik
; τ0
)
= l−2EA
( N∑
k=1
m˜kτTkF
pk,qk
ik
; τ0
)
,
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where m˜k = akl ∈ Z. We write
EA
( N∑
k=1
m˜kτTkF
pk,qk
ik
; τ0
)
= EA
( N∑
k=1
|m˜k|∑
s=1
sign(m˜k)τTkF
pk,qk
ik
; τ0
)
.
Let rks ∈ N, s = 1, . . . , |m˜k|, k = 1, . . . , N , be such that for all l = 1, . . . , N ,
Iql < Ir11 < · · · < Ir1|m˜1| < Ir21 < · · · < Ir2|m˜2| < · · · < IrN1 < · · · < IrN|m˜N | < τ0.
Then by Lemmas 3.1 and 3.3, the knowledge of the energy functions E
(N)
V,A allows
us to find sequences (iks,j)
∞
j=1 ∈ X such that for s = 1, . . . , |m˜k|, k = 1, . . . , N ,
lim
j→∞
EA(F
1,rks
iks,j
− sign(m˜k)τTkF
pk,qk
ik
; τ0) = 0.
Here F 1,rksiks,j ∈ FV ;M,Irks . Hence,
EA
( N∑
k=1
akτTkF
pk,qk
ik
; τ0
)
= l−2 lim
j→∞
EA
( N∑
k=1
|m˜k|∑
s=1
F 1,rksiks,j ; τ0
)
,
which can be computed as the time supports of all sources F 1,rksiks,j are pairwise
disjoint. The proof is complete.

Since solutions to hyperbolic equations depend continuously on data, we get the
following corollary.
Corollary 3.5. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , for any N =
1, 2, . . . , (pk, qk, ik) ∈ N×N×N, k = 1, . . . , N , 0 ≤ T1, . . . , TN ∈ R, a1, . . . , aN ∈
R, and τ0 ∈ R such that Iqk < τ0, k = 1, . . . , N , we can determine the functions(
(p1, q1, i1), . . . , (pN , qN , iN), T1, . . . , TN , a1, . . . , aN ; τ0
)
7→ EA
( N∑
k=1
akτTkF
pk,qk
ik
; τ0
)
.
In order to reconstruct the vector bundle V , we have to be able to compute the
energy of time derivatives of the sources from FV ;M,Iq . We now proceed to do so.
Lemma 3.6. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , for any q0 ∈ N,
i0 ∈ N and τ0 ∈ R such that Iq0 < τ0, and any s = 1, 2, . . . , we can determine the
functions
(q0, i0, s; τ0) 7→ EA(∂
s
tF
1,q0
i0
; τ0).
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Proof. Using the forward difference approximation to the s-th order derivative
and Corollary 3.5, we can compute
EA(∂
s
tF
1,q0
i0
; τ0) = lim
h→0,h>0
1
h2s
EA
( s∑
k=0
(−1)k
(
s
k
)
τ(s−k)hF
1,q0
i0
; τ0
)
where
(
s
k
)
are the binomial coefficients. The proof is complete.

Similarly, arguing as in the proof of Lemma 3.6, we have the following result.
Lemma 3.7. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , for any q1, q2 ∈ N,
i1, i2 ∈ N and τ0 ∈ R such that Iqk < τ0, k = 1, 2, and any s = 1, 2, . . . , we can
determine the functions
((q1, i1), (q2, i2), s; τ0) 7→ EA(∂
s
t (F
1,q1
i1
− F 1,q2i2 ); τ0),
((q1, i1), (q2, i2), s; τ0) 7→ EA(∂
s
tF
1,q1
i1
− F 1,q2i2 ; τ0).
Our next goal is to show that the knowledge of the energy functions E
(N)
V,A allows
us to compute L2 – inner products between sources from the set FV ;Up,Iq and the
time derivatives of waves corresponding to such sources. To that end we shall
need the following observation.
Lemma 3.8. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , for any (p1, q1, i1) ∈
N × N × N, (p2, q2, i2) ∈ N × N × N such that Iq1 < Iq2, T ≥ 0 and any τ0 ∈ R
such that τ0 ∈ Iq2, we can determine the functions
((p1, q1, i1), (p2, q2, i2), T ; τ0) 7→ EA(τTF
p1,q1
i1
− F p2,q2i2 , τ0).
Proof. Let q0 ∈ N be such that Iq1 < Iq0 < Iq2. Then by Lemma 3.1, using the
energy functions E
(N)
V,A , N = 1, 2, . . . , we can find a sequences (ij)
∞
j=1 ∈ X such
that
lim
j→∞
EA(F
1,q0
ij
+ τTF
p1,q1
i1
, τ0) = 0.
Hence,
EA(τTF
p1,q1
i1
−F p2,q2i2 , τ0) = limj→∞
EA(−F
1,q0
ij
−F p2,q2i2 , τ0) = limj→∞
EA(F
1,q0
ij
+F p2,q2i2 , τ0),
which can be computed using E
(N)
V,A , as the time supports of the sources F
p2,q2
i2
and
F 1,q0ij are disjoint. This completes the proof. 
In what follows, whenever convenient, we shall use the notation,
u(t;F ) = uF (t).
We have the following result.
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Lemma 3.9. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , for any (q1, i1) ∈
N × N, (p2, q2, i2) ∈ N × N × N such that Iq1 < Iq2, and any τ0 ∈ R such that
τ0 ∈ Iq2, we can determine the functions
((q1, i1), (p2, q2, i2); τ0) 7→ (F
p2,q2
i2
(τ0), ∂tu(τ0;F
1,q1
i1
))L2(M,V ).
Proof. Let F ∈ L1(R, L2(M,V )). Then since A is self-adjoint operator, we get,
taking the time derivative in the sense of distributions,
∂tEA(F, t) =
∫
M
(〈∂2t u
F (x, t), ∂tu
F (x, t)〉x + 〈Au
F (x, t), ∂tu
F (x, t)〉x)dµ(x)
=
∫
M
〈AuF (x, t) + ∂2t u
F (x, t), ∂tu
F (x, t)〉xdµ(x)
=
∫
M
〈F (x, t), ∂tu
F (x, t)〉xdµ(x).
(3.3)
Thus, we obtain that
∂t[EA(F
1,q1
i1
+ F p2,q2i2 , t)−EA(F
1,q1
i1
− F p2,q2i2 , t)]
= 2
∫
M
(〈F 1,q1i1 (t), ∂tu(t;F
p2,q2
i2
)〉x + 〈F
p2,q2
i2
(t), ∂tu(t;F
1,q1
i1
)〉x)dµ(x).
As Iq1 < Iq2, we have
supp(u(·;F p2,q2i2 )) ∩ supp(F
1,q1
i1
) = ∅.
Hence,
∂t[EA(F
1,q1
i1
+ F p2,q2i2 , t)−EA(F
1,q1
i1
− F p2,q2i2 , t)] = 2(F
p2,q2
i2
(t), ∂tu(t;F
1,q1
i1
))L2(M,V ).
As for any t ∈ Iq2, the energy EA(F
1,q1
i1
+ F p2,q2i2 , t)− EA(F
1,q1
i1
− F p2,q2i2 , t) can be
computed using energy functions E
(N)
V,A and Lemma 3.8, the claim follows. The
proof is complete.

Corollary 3.10. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , when (q1, i1) ∈
N× N, (p2, q2, i2) ∈ N× N× N such that Iq1 < Iq2, and any τ0, T0 ∈ R such that
τ0 ∈ Iq2 and Iq2 < T0, we can determine the functions
((q1, i1), (p2, q2, i2); τ0, T0) 7→ (F
p2,q2
i2
(τ0), ∂tu(T0;F
1,q1
i1
))L2(M,V ).
Proof. The claim follows by applying Lemma 3.9 with τT0−τ0F
1,q1
i1
instead of F 1,q1i1
and the general fact that uτTF (t) = τTu
F (t) = uF (t+ T ). 
The following consequence of Corollary 3.10 will be useful when recovering the
operator A.
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Corollary 3.11. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , for any s =
1, 2, . . . , (q1, i1) ∈ N × N, (p2, q2, i2) ∈ N × N × N such that Iq1 < Iq2, and any
τ0, T0 ∈ R such that τ0 ∈ Iq2 and Iq2 < T0, we can determine the functions
((q1, i1), (p2, q2, i2), s; τ0, T0) 7→ (F
p2,q2
i2
(τ0), ∂
s
tu(T0;F
1,q1
i1
))L2(M,V ).
When recovering the inner product in the fibers pi−1(x) of the vector bundle V ,
we shall need the following observation.
Corollary 3.12. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , for any s =
1, 2, . . . , (q1, i1) ∈ N × N, (p2, q2, i2) ∈ N × N × N such that Iq1 < Iq2, and any
τ0, T0 ∈ R such that τ0 ∈ Iq2 and Iq2 < T0, we can determine the functions
((q1, i1), (p2, q2, i2), s; τ0, T0) 7→ (F
p2,q2
i2
(τ0), Au(T0;F
1,q1
i1
))L2(M,V ).
Corollary 3.12 follows from Corollary 3.11 and the fact that F 1,q1i1 (T0) = 0, and
therefore, Au(T0;F
1,q1
i1
) = −∂2t u(T0;F
1,q1
i1
).
3.2. Generalized sources. The purpose of this subsection is to introduce the
space of generalized sources, which will allow us to view Sobolev spaces Hs(M,V )
as sets of waves, corresponding to such generalized sources. We note that the
construction of the space of generalized sources is well known in control theory
for PDE, see [21, 19, 26].
Let q0 ∈ N. Then Iq0 ∈ BR and we recall that
FV ;M,Iq0 = {F
1,q0
i : i = 1, 2, . . . } ⊂ C
∞
0 (Iq0, C
∞(M,V )),
where the inclusion is dense. Denote as before by
X = {(ij)
∞
j=1 : ij ∈ N}
the set of all sequences of integers.
For any s = 0, 1, 2, . . . and τ0 ∈ R such that Iq0 < τ0, let us introduce the
following space of sequences of sources,
F sq0,τ0 = {(F
1,q0
ij
)∞j=1 : F
1,q0
ij
∈ FV ;M,Iq0 , limj,k→∞
EA(∂
s
t (F
1,q0
ij
− F 1,q0ik ); τ0) = 0},
and the corresponding set of indices,
Zsq0,τ0 = {(ij)
∞
j=1 ∈ X : (F
1,q0
ij
)∞j=1 ∈ F
s
q0,τ0}.
Remark 3.13. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , the sets Z
s
q0,τ0 can
be constructed. Indeed, by Lemma 3.7, for any sequence of indices (ij)
∞
j=1 ∈ X, we
can compute the energy EA(∂
s
t (F
1,q0
ij
− F 1,q0ik ); τ0) and thus, we can check whether
the given sequence of indices (ij)
∞
j=1 belongs to Z
s
q0,τ0
.
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It follows from (2.8) that for any (F 1,q0ij )
∞
j=1 ∈ F
s
q0,τ0 , the sequences (u(τ0;F
1,q0
ij
))∞j=1
and (∂tu(τ0;F
1,q0
ij
))∞j=1 are Cauchy sequences in H
s+1(M,V ) and Hs(M,V ), re-
spectively. Since the space Hs(M,V ) is complete, we can define the operator
W : F sq0,τ0 → H
s+1(M,V )×Hs(M,V ),
W ((F 1,q0ij )
∞
j=1) =
(
lim
j→∞
u(τ0;F
1,q0
ij
), lim
j→∞
∂tu(τ0;F
1,q0
ij
)
)
.
We also define a semi-norm on the space F sq0,τ0 of sequences of sources, given by
‖(F 1,q0ij )
∞
j=1‖Fsq0,τ0 = limj→∞
√
EA(∂stF
1,q0
ij
, τ0). (3.4)
Remark 3.14. Given the energy functions E (N)V,A , N = 1, 2, . . . , Lemma 3.6 allows
us to compute the semi-norm (3.4) for any sequence of indices (ij)
∞
j=1 ∈ Z
s
q0,τ0
.
We say that (F 1,q0
i1j
)∞j=1 ∈ F
s
q0,τ0 is equivalent to (F
1,q0
i2j
)∞j=1 ∈ F
s
q0,τ0 and write
(F 1,q0
i1j
)∞j=1 ∼ (F
1,q0
i2j
)∞j=1 if
lim
j→∞
u(τ0;F
1,q0
i1j
) = lim
j→∞
u(τ0;F
1,q0
i2j
) in Hs+1(M,V ),
lim
j→∞
∂tu(τ0;F
1,q0
i1j
) = lim
j→∞
∂tu(τ0;F
1,q0
i2j
) in Hs(M,V ).
This is equivalent to that fact that ‖(F 1,q0
i1j
− F 1,q0
i2j
)∞j=1‖Fsq0,τ0 = 0. Further, we
define the space F sq0,τ0/ ∼ and (3.4) becomes a norm on this space. The operator
W , extended to the linear space F sq0,τ0/ ∼, is then continuous. Elements of the
space F sq0,τ0/ ∼ will be denoted by [(F
1,q0
ij
)∞j=1], (ij)
∞
j=1 ∈ Z
s
q0,τ0
.
Finally, we complete F sq0,τ0/ ∼ with respect to the norm (3.4) and denote this
completion by F
s
q0,τ0 . The space F
s
q0,τ0 is called the space of generalized sources.
A typical element of F
s
q0,τ0 is the set of equivalence classes of Cauchy sequences
([(F 1,q0
ikj
)∞j=1])
∞
k=1, (i
k
j )
∞
j=1 ∈ Z
s
q0,τ0 for all k = 1, 2, . . . , i.e.,
‖[(F 1,q0
ik
j
)∞j=1]− [(F
1,q0
il
j
)∞j=1]‖Fsq0,τ0 → 0, as k, l →∞.
Remark 3.15. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , we can construct
the space of the ”generalized indices”, which corresponds to the space of gener-
alized sources F
s
q0,τ0
, in the identification (3.1). For simplicity of notation, we
shall refrain from introducing this space explicitly.
For any F̂ ∈ F
s
q0,τ0 , F̂ = [([(F
1,q0
ikj
)∞j=1])
∞
k=1], F
1,q0
ikj
∈ FV ;M,Iq0 , we define
uF̂ (τ0) = lim
k→∞
lim
j→∞
u(τ0;F
1,q0
ikj
), ∂tu
F̂ (τ0) = lim
k→∞
lim
j→∞
∂tu(τ0;F
1,q0
ikj
). (3.5)
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We extend continuously the wave operator W to the space of generalized sources
by
W : F
s
q0,τ0
→ Hs+1(M,V )×Hs(M,V ),
W (F̂ ) = (uF̂ (τ0), ∂tu
F̂ (τ0)).
(3.6)
Lemma 3.16. The operator W , given by (3.6), is bijective.
Proof. The injectivity of W follows from the definition of the space F
s
q0,τ0
.
Let us prove thatW is surjective. First we show that for any (a, b) ∈ C∞(M,V )×
C∞(M,V ), there is F ∈ C∞0 (Iq0, C
∞(M,V )) such that uF (τ0) = a and ∂tu
F (τ0) =
b, where uF is a solution to (1.2). Indeed, let v be a solution to
(∂2t + A)v = 0, in M × R
v|t=τ0 = a, ∂tv|t=τ0 = b.
Writing Iq0 = (t
−
0 , t
+
0 ), we let ψ ∈ C
∞(R, [0, 1]) be such that ψ(t) = 0 if t ≤
t−0 and ψ(t) = 1 if t ≥ t
+
0 . Then u
F (x, t) = v(x, t)ψ(t) is a solution to (1.2)
with F = 2∂tv∂tψ + v∂
2
t ψ ∈ C
∞
0 (Iq0, C
∞(M,V )). Furthermore, uF (τ0) = a and
∂tu
F (τ0) = b.
Now let (a, b) ∈ Hs+1(M,V )×Hs(M,V ). Since C∞(M,V ) is dense in all Sobolev
spaces, there are sequences (ak)
∞
k=1, (bk)
∞
k=1 with ak, bk ∈ C
∞(M,V ) such that
a = lim
k→∞
ak in H
s+1(M,V ), b = lim
k→∞
bk in H
s(M,V ). (3.7)
By the first part of the proof, there are sources Fk ∈ C
∞
0 (Iq0, C
∞(M,V )) such that
uFk(τ0) = ak and ∂tu
Fk(τ0) = bk. Since FV ;M,Iq0 is dense in C
∞
0 (Iq0, C
∞(M,V )),
for any Fk there is a sequence of sources (F
1,q0
ikj
)∞j=1, F
1,q0
ikj
∈ FV ;M,Iq0 , such that
limj→∞ F
1,q0
ikj
= Fk in C
∞
0 (Iq0, C
∞(M,V )). Thus, (2.6) yields that
lim
j→∞
u(τ0;F
1,q0
ikj
) = ak in H
s+1(M,V ),
lim
j→∞
∂tu(τ0;F
1,q0
ikj
) = bk in H
s(M,V ).
(3.8)
We conclude from (2.8) and (3.8) that for each k,
lim
j,l→∞
EA(∂
s
t (F
1,q0
ikj
− F 1,q0
ik
l
); τ0) = 0.
Hence, for each k, (ikj )
∞
j=1 ∈ Z
s
q0,τ0
.
Furthermore, it follows from (3.7) and (3.8) that
lim
k→∞
lim
j→∞
u(τ0;F
1,q0
ikj
) = a in Hs+1(M,V ),
lim
k→∞
lim
j→∞
∂tu(τ0;F
1,q0
ikj
) = b in Hs(M,V ).
AN INVERSE PROBLEM FOR A HYPERBOLIC SYSTEM ON A VECTOR BUNDLE 19
This together with (2.8) implies that
lim
j→∞
EA(∂
s
t (F
1,q0
ikj
− F 1,q0
ilj
); τ0)→ 0, as k, l →∞,
and therefore, [([(F 1,q0
ikj
)∞j=1])
∞
k=1] ∈ F
s
q0,τ0. The proof is complete.

We also define the space
F
∞
q0,τ0
=
⋂
s=0,1,2,...
F
s
q0,τ0
.
It is clear that the map
W∞ : F
∞
q0,τ0 → C
∞(M,V )× C∞(M,V ), (3.9)
induced by W , is bijective.
3.3. Reconstruction of the vector bundle and the Riemannian structure
on it. In what follows we shall need to work with the space of distributions with
values in the vector bundle V ,
D′(M,V ) = (C∞(M,V ⊗ Ω))′,
where Ω is the density bundle over M , see [14, Chapter 18].
In particular, we have the delta distribution δx0 ∈ D
′(M,R) = (C∞(M,Ω))′ at
x0 ∈M , given by∫
M
δx0(x)φ(x)dµ(x) = δx0(φdµ) = φ(x0), φ ∈ C
∞(M,R).
Furthermore, for any λ(x0) ∈ pi
−1(x0), we consider the distribution λ(x0)δx0 ∈
D′(M,V ), given by
(λ(x0)δx0, ψ)L2(M,V ) = λ(x0)δx0(ψdµ) = 〈λ(x0), ψ(x0)〉x0, ψ ∈ C
∞(M,V ).
The main point of the bundle reconstruction is to use the energy functions E
(N)
V,A ,
N = 1, 2, . . . , to find for any point x0 ∈ M , sequences of sources that converge
to delta distributions λ(x0)δx0 , λ(x0) ∈ pi
−1(x0).
In what follows, we set s0 = n/2 + 1 ∈ N, if n is even, and s0 = n/2 + 1/2 ∈ N,
if n is odd, where n is the dimension of the manifold M . We have
δx0 ∈ H
−s0(M,R), ∂αδx0 6∈ H
−s0(M,R), |α| ≥ 1.
Let us equip M with a smooth Riemannian metric, and let B(x0, r) be an open
ball on M , centered at a point x0 ∈ M , with radius r, with respect to this
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metric. For any point x0 ∈ M , there is a sequence (Upl)
∞
l=1, (pl)
∞
l=1 ∈ X , of the
sets Upl ∈ BM such that
x0 ∈ Upl ⊂ B(x0, 1/l), l = 1, 2, . . . . (3.10)
Let q0 ∈ N and recall that for each pl, l = 1, 2, . . . , the set of sources FV ;Upl ,Iq0 =
{F pl,q0i ∈ C
0(Iq0, L
2(Upl, V )) : i = 1, 2, . . . } is dense in L
2(Iq0, L
2(Upl, V )).
Viewing the sources F pl,q0i (t), t ∈ Iq0 , as elements of H
−s0(M,V ), we define the
set L
(1)
x0,q0 as the set of all sequences
(
pl, il, tl
)∞
l=1
such that pl ∈ N, pl satisfies
(3.10), il ∈ N, tl ∈ Iq0, and for any ϕ ∈ H
s0(M,V ), the limit
lim
l→∞
(F pl,q0il (tl), ϕ)L2(M,V ) (3.11)
exists. This implies that the sequence (F pl,q0il (tl), ϕ)L2(M,V ), l = 1, 2, . . . , is
bounded, for any ϕ ∈ Hs0(M,V ), and therefore, by the Banach-Steinhaus theo-
rem, it is uniformly bounded, i.e.
|(F pl,q0il (tl), ϕ)L2(M,V )| ≤ C‖ϕ‖Hs0(M,V ),
with C > 0 independent of ϕ and l. Hence, the functional
G : Hs0(M,V )→ R, G(ϕ) = lim
l→∞
(F pl,q0il (tl), ϕ)L2(M,V ),
is linear and bounded, and therefore G ∈ H−s0(M,V ). We have
lim
l→∞
F pl,q0il (tl) = G
in the weak topology of H−s0(M,V ). Furthermore, supp(F pl,q0il (tl)) ⊂ Upl ⊂
B(x0, 1/l), and hence, supp(G) = {x0}. Considering G in a local trivialization
near x0, it follows from [13, Theorem 2.3.4] that G is a finite linear combination
of the delta distributions at x0 and its derivatives with coefficients from pi
−1(x0).
By the choice of s0, the space H
−s0(M,R) contains delta distributions while not
their derivatives. Thus, we have G = λ(x0)δx0 with some λ(x0) ∈ pi
−1(x0).
We obtain the following result.
Lemma 3.17. The sequence
(
pl, il, tl
)∞
l=1
∈ L
(1)
x0,q0 if and only if
lim
l→∞
F pl,q0il (tl) = λ(x0)δx0,
with some λ(x0) ∈ pi
−1(x0), in the weak topology of H
−s0(M,V ).
Lemma 3.18. We have L
(1)
x0,q0 6= ∅.
Proof. Let λ ∈ C0(M,V ) and for any l = 1, 2, . . . , consider the following func-
tions,
Gl(x, t) = λ(x)
1
vol(Upl)
χUpl (x)χIq0 (t) ∈ L
2(Iq0, L
2(Upl, V )),
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where χUpl and χIq0 are the characteristic functions of the sets Upl and Iq0, re-
spectively, and
vol(Upl) =
∫
Upl
dµ(x).
Let tl ∈ Iq0. Then for any ϕ ∈ H
s0(M,V ), we get
lim
l→∞
(Gl(tl), ϕ)L2(M,V ) = lim
l→∞
1
vol(Upl)
∫
Upl
〈λ(x), ϕ(x)〉xdµ(x) = 〈λ(x0), ϕ(x0)〉x0,
(3.12)
since s0 > n/2 and by Sobolev’s embedding theorem H
s0(M,V ) ⊂ C0(M,V ).
As the set FV ;Upl ,Iq0 is dense in L
2(Iq0, L
2(Upl, V )), for any ε > 0, there is il ∈ N
such that for the corresponding source F pl,q0il ∈ FV ;Upl ,Iq0 , we have
‖F pl,q0il −Gl‖L2(Iq0 ,L2(Upl ,V )) ≤ ε
√
|Iq0|,
where |Iq0| =
∫
Iq0
dt. As the function F pl,q0il is continuous in time, by the mean
value theorem for integrals, there is tl ∈ Iq0 such that
‖F pl,q0il (tl)−Gl(tl)‖L2(Upl ,V ) ≤ ε.
Therefore, for any ϕ ∈ Hs0(M,V ), we have
lim
l→∞
(F pl,q0il (tl)−Gl(tl), ϕ)L2(M,V ) = 0.
This together with (3.12) implies that
lim
l→∞
(F pl,q0il (tl), ϕ)L2(M,V ) = 〈λ(x0), ϕ(x0)〉x0.
Hence, the sequence (pl, il, tl)
∞
l=1 ∈ L
(1)
x0,q0. The proof is complete.

In order to reconstruct the vector bundle V we shall need the following determi-
nation result.
Lemma 3.19. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , we can construct
the set L
(1)
x0,q0.
Proof. Let q1 ∈ N and τ0 ∈ R be such that Iq1 < Iq0 < τ . Then it follows from
Lemma 3.16 that
Hs0(M,V ) = {∂tu
F̂ (τ0) : F̂ ∈ F
s0
q1,τ0
},
and therefore, the condition (3.11) is equivalent to the fact that for all F̂ ∈ F
s0
q1,τ0 ,
the limit
lim
l→∞
(F pl,q0il (tl), ∂tu
F̂ (τ0))L2(M,V ) (3.13)
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exists. Corollary 3.10 together with (3.5) implies that using the energy functions
E
(N)
V,A , we can compute the inner products,
(F pl,q0il (tl), ∂tu
F̂ (τ0))L2(M,V )
for any F̂ ∈ F
s0
q1,τ0. Hence, for each sequence
(
pl, il, tl
)∞
l=1
, we can check whether
the limit (3.13) exists for any F̂ ∈ F
s0
q1,τ0
. In such a way, we can construct the
set L
(1)
x0,q0. The proof is complete.

For x0 ∈ M , let Uν ∈ BM be small and such that x0 ∈ Uν . Then for any point
x ∈ Uν , there is a sequence (Upl(x))
∞
l=1, (pl(x))
∞
l=1 ∈ X , of the sets Upl(x) ∈ BM
such that
x ∈ Upl(x) ⊂ B(x, 1/l), l = 1, 2, . . . . (3.14)
For each such pl(x), l = 1, 2, . . . , we consider the set of sources
FV ;Upl(x),Iq0 = {F
pl(x),q0
i ∈ C
0(Iq0 , L
2(Upl(x), V )) : i = 1, 2, . . . },
which is dense in L2(Iq0, L
2(Upl(x), V )).
Let L
(2)
Uν ,q0
be the set of all sequences of functions
(
pl(x), il(x), tl(x)
)∞
l=1
, x ∈ Uν ,
such that
1. for any x ∈ Uν ,
(
pl(x), il(x), tl(x)
)∞
l=1
∈ L
(1)
x,q0, i.e. pl(x) ∈ N, il(x) ∈ N,
tl(x) ∈ Iq0 and liml→∞ F
pl(x),q0
il(x)
(tl(x)) = λ(x)δx in the weak topology of
H−s0(M,V ).
2. x 7→ λ(x) is a C∞–smooth section in Uν .
The fact that L(2)Uν ,q0 6= ∅ can be easily seen by the arguments, used in the proof
of Lemma 3.18.
Lemma 3.20. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , we can construct
the set L
(2)
Uν ,q0
.
Proof. First by Lemma 3.19, for any x ∈ Uν , we can construct the set L
(1)
x,q0.
Hence, for any
(
pl(x), il(x), tl(x)
)∞
l=1
∈ L
(1)
x,q0, we get
lim
l→∞
F
pl(x),q0
il(x)
(tl(x)) = λ(x)δx,
with some λ(x) ∈ pi−1(x), in the weak topology of H−s0(M,V ). We have the
local section,
λ : Uν → V, x 7→ λ(x).
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We need to show that for any sequence
(
pl(x), il(x), tl(x)
)∞
l=1
∈ L
(1)
x,q0, x ∈ Uν ,
using the energy functions E (N)V,A , we can check whether λ is C
∞–smooth. It is
clear that λ is a C∞-smooth section in Uν if and only if functions
Kφ : Uν → R, K(x) = 〈λ(x), φ(x)〉x
are C∞–smooth for all φ ∈ C∞(M,V ).
Let an interval Iq1 ∈ BR and τ0 ∈ R be such that Iq1 < Iq0 < τ0. Then
C∞(M,V ) = {∂tu
F̂ (τ0) : F̂ ∈ F
∞
q1,τ0
}.
Hence, checking whether the functions Kφ are C
∞ smooth for all φ ∈ C∞(M,V )
is equivalent to checking that the functions
〈λ(x), ∂tu
F̂ (x, τ0)〉x = (λ(x)δx, ∂tu
F̂ (τ0))L2(Uν ,V )
= lim
l→∞
(F
pl(x),q0
il(x)
(tl(x)), ∂tu
F̂ (τ0))L2(Uν ,V )
are C∞-smooth for any generalized source F̂ ∈ F
∞
q1,τ0. Corollary 3.10 implies that
the latter can be checked using the energy functions E
(N)
V,A . The proof is complete.

Notice that in the definition of the set L
(2)
Uν ,q0
the sets Upl(x) ∈ BM such that (3.14)
holds are fixed. This means that every sequence of functions from L
(2)
Uν ,q0
has the
first element given by pl(x), satisfying (3.14).
For d = 1, 2, . . . , let L
(3,d)
Uν ,q0
be the set consisting of collections of d sequences of
functions, (
pl(x), i
1
l (x), t
1
l (x)
)∞
l=1
, . . . ,
(
pl(x), i
d
l (x), t
d
l (x)
)∞
l=1
, x ∈ Uν ,
such that
1.
(
pl(x), i
k
l (x), t
k
l (x)
)∞
l=1
∈ L
(2)
Uν ,q0
, k = 1, . . . , d, i.e.
lim
l→∞
F
pl(x),q0
ik
l
(x)
(tkl (x)) = λ
k(x)δx,
in the weak topology of H−s0(M,V ), with a C∞–smooth section λk, k =
1, . . . , d;
2. λ1(x), . . . , λd(x) ∈ pi−1(x) are linearly independent for each x ∈ Uν ;
Lemma 3.21. Given the energy functions E (N)V,A , N = 1, 2, . . . , for each d =
1, 2, . . . , we can construct the set L(3,d)Uν ,q0 or show that it is empty.
Proof. Let d = 1, 2, . . . be fixed. Then we need to show that for each collection
of the d sequences of functions
(
pl(x), i
1
l (x), t
1
l (x)
)∞
l=1
, . . . ,
(
pl(x), i
d
l (x), t
d
l (x)
)∞
l=1
∈
L
(2)
Uν ,q0
, using the energy functions, we can determine whether the corresponding
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vectors λ1(x), . . . , λd(x) ∈ pi−1(x) are linearly independent at x ∈ Uν . Indeed, for
each x ∈ Uν , it is obvious that λ
1(x), . . . , λd(x) ∈ pi−1(x) are linearly independent
if and only if the functionals
Kλk : pi
−1(x)→ R, Kλk(p(x)) = 〈λ
k(x), p(x)〉x, k = 1, 2, . . . , d,
are linearly independent. Let an interval Iq1 ∈ BR and τ0 ∈ R be such that
Iq1 < Iq0 < τ0. Then by the construction of the generalized sources,
pi−1(x) = {p(x) : p :M → V is a C∞–smooth section}
= {∂tu
F̂ (x, τ0) : F̂ ∈ F
∞
q1,τ0
}.
Now the linear independence of Kλk , k = 1, . . . , d, is equivalent to the linear
independence of the functionals
Kk : F
∞
q1,τ0
→ R, Kk(F̂ ) = 〈λ
k(x), ∂tu
F̂ (x, τ0)〉x = (λ
k(x)δx, ∂tu
F̂ (τ0))L2(M,V )
= lim
l→∞
(F
pl(x),q0
ik
l
(x)
(tkl (x)), ∂tu
F̂ (τ0))L2(M,V ), k = 1, . . . , d,
which in turn can be checked thanks to Corollary 3.10. The proof is complete.

Let Uν ∈ BM , x0 ∈ Uν , be such that there is a number d ∈ N for which L
(3,d)
Uν ,q0
6= ∅.
The existence of such Uν and d follows from the arguments similar to those in
the proof of Lemma 3.18. Let now dν be the maximum number among all d
such that L(3,d)Uν ,q0 6= ∅. We take Uµ such that for any Uν ⊂ Uµ, x0 ∈ Uν ∈ BM ,
dν = dµ := d0. In such a way we obtain the rank d0 the vector bundle V , which
we have to reconstruct.
Taking a finite open cover ofM , consisting of sets of the form Uµ, for each such set,
we have obtained the sequences of functions
(
pl(x), i
k
l (x), t
k
l (x)
)∞
l=1
, k = 1, . . . , d0,
such that
lim
l→∞
F
pl(x),q0
ik
l
(x)
(tkl (x)) = λ
k
µ(x)δx,
in the weak topology of H−s0(M,V ), with λ1µ, . . . , λ
d0
µ forming a basis for V over
Uµ. Here F
pl(x),q0
ik
l
(x)
(tkl (x)) ∈ FV ;Upl(x),Iq0 , and t
k
l (x) ∈ Iq0.
Our next step is to determine the inner product in the fibers pi−1(x), x ∈ M , of
V .
Lemma 3.22. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , we can determine
the inner products 〈λ1(x), λ2(x)〉x for any λ
1(x), λ2(x) ∈ pi−1(x), x ∈M .
Proof. Let Iq1 ∈ BR and τ0 ∈ R be such that Iq1 < Iq0 < τ0. Consider the set
S = {F̂ ∈ F
∞
q1,τ0
: uF̂ (x, τ0) = 0 for all x ∈M}.
We have S 6= {0}, since the wave operator W∞, introduced in (3.9), is bijective.
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Given the energy functions E
(N)
V,A , N = 1, 2, . . . , the set S can be determined.
Indeed, let λ1µ, . . . , λ
d0
µ be a basis for V over Uµ. Then by Corollary 3.12, given
the energy functions, for any F̂ ∈ F
∞
q1,τ0, we can check whether
〈AuF̂ (x, τ0), λ
k
µ(x)〉x = lim
l→∞
(AuF̂ (x, τ0), F
pl(x),q0
ik
l
(x)
(tkl (x)))L2(M,V ) = 0,
for k = 1, . . . , d0 and for any x ∈ Uµ. Doing this for any Uµ from the open cover
of M , we can check whether AuF̂ (x, τ0) = 0 for all x ∈ M . As the operator A is
positive, the fact that AuF̂ (x, τ0) = 0 is equivalent to the fact that u
F̂ (x, τ0) = 0.
Let x0 ∈M be an arbitrary point and let Uµ be a set from the open cover of M
such that x0 ∈ Uµ. In order to recover the inner product in the fiber pi
−1(x0) we
shall use the fact that
pi−1(x0) = {λ(x0) : λ is a C
∞ smooth section} = {∂tu
F̂ (x0, τ0) : F̂ ∈ S}.
We have
〈∂tu
F̂ (x0, τ0), ∂tu
F̂ (x0, τ0)〉
2
x0 = limr→0
‖∂tu
F̂ (τ0)‖
2
L2(B(x0,r),V )
vol(B(x0, r))
, (3.15)
where B(x0, r) ⊂ Uµ.
As the manifold M and the density dµ are known, we can find vol(B(x0, r)).
Let us explain how to determine the L2-norm of the wave ∂tu
F̂ (τ0) in the ball
B(x0, r). First of all, since F̂ ∈ S, by the definition of the energy, we can find
the L2-norm of the wave ∂tu
F̂ (τ0) on the whole manifold M ,
‖∂tu
F̂ (τ0)‖
2
L2(M,V ) = 2EA(F̂ , τ0).
Let
K = K(F̂ , x0, r) = {Ĥ ∈ S : ∂tu
Ĥ(x, τ0) = ∂tu
F̂ (x, τ0) for all x ∈ B(x0, r)}.
Given the energy functions E
(N)
V,A , N = 1, 2, . . . , the set K can be determined.
Indeed let λ1µ, . . . , λ
d0
µ be a basis for V over Uµ. Then Ĥ ∈ K if and only if
〈∂tu
F̂−Ĥ(x, τ0), λ
k
µ(x)〉x = 0, for all x ∈ B(x0, r), k = 1, . . . , d0.
By Corollary 3.10 for any Ĥ ∈ S, the above conditions can be verified using the
energy functions.
Hence, we can compute
‖∂tu
F̂ (τ0)‖
2
L2(B(x0,r),V )
= inf
Ĥ∈K
‖∂tu
Ĥ(τ0)‖
2
L2(M,V ),
and therefore, using (3.15), for any F̂ ∈ S, we can determine the inner product
〈∂tu
F̂ (x0, τ0), ∂tu
F̂ (x0, τ0)〉x0.
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Furthermore, using the polarization formula for a real vector bundle, for any
F̂ , Ĥ ∈ S, we get
〈∂tu
F̂ (x0, τ0), ∂tu
Ĥ(x0, τ0)〉x0 =
1
4
(‖∂tu
F̂+Ĥ(x0, τ0)‖
2
x0
− ‖∂tu
F̂−Ĥ(x0, τ0)‖
2
x0
).
The proof is complete.

Our next step is to reconstruct local trivializations of the vector bundle V .
Lemma 3.23. Given the energy functions E
(N)
V,A , N = 1, 2, . . . , we can recon-
struct local trivializations φµ : pi
−1(Uµ) → Uµ × R
d0 of the vector bundle V and
the GL(d,R)-cocycle {tµν}, tµν : Uµ ∩ Uν → GL(d0,R) between any two local
trivializations.
Proof. Let Uµ be a set from the open cover of M , constructed above, and let
λ1µ, . . . , λ
d0
µ be a basis for V over Uµ. Let Iq1 ∈ BR and τ0 ∈ R be such that
Iq1 < Iq0 < τ0. Then for any x ∈ Uµ,
pi−1(x) = {∂tu
F̂ (x, τ0) : F̂ ∈ F
∞
q1,τ0
}.
We have
∂tu
F̂ (x, τ0) =
d0∑
k=1
αkµ(x)λ
k
µ(x), x ∈ Uµ.
Given the energy functions, we can determine the coefficients αkµ(x), x ∈ Uµ,
k = 1, . . . , d0, uniquely. Indeed, we have the following system for α
k
µ,
〈∂tu
F̂ (x, τ0), λ
j
µ(x)〉x =
d0∑
k=1
αkµ(x)〈λ
k
µ(x), λ
j
µ(x)〉x, x ∈ Uµ, j = 1, . . . , d0.
(3.16)
By Corollary 3.10 and Lemma 3.22, the left hand side of the system (3.16) and
the inner products 〈λkµ(x), λ
j
µ(x)〉x can be computed using the energy functions.
As λ1µ, . . . , λ
d0
µ is a basis for V over Uµ, the system (3.16) is uniquely solvable.
Thus, we can define a local trivialization φµ : pi
−1(Uµ)→ Uµ × R
d0 of the vector
bundle V as follows:
φµ(∂tu
F̂ (x, τ0)) = (x, α
1
µ(x), . . . , α
d0
µ (x)), x ∈ Uµ, F̂ ∈ F
∞
q1,τ0
.
Let Uµ ∩ Uν 6= ∅ and let λ
1
µ, . . . , λ
d0
µ and λ
1
ν , . . . , λ
d0
ν be bases for V over Uµ and
Uν , respectively. Then for any x ∈ Uµ ∩ Uν , we have
uF̂ (x, τ0) =
d0∑
k=1
αkµ(x)λ
k
µ(x) =
d0∑
k=1
αkν(x)λ
k
ν(x).
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Therefore, one can find a matrix G(x) ∈ GL(d0,R) such that
(α1µ(x), . . . , α
d0
µ (x)) = (α
1
ν(x), . . . , α
d0
ν (x))G(x),
and hence, the GL(d0,R)-cocycle tµν(x) = G(x). The proof is complete.

Finally, thanks to Theorem 2.1, the vector bundle V can be determined up to an
isometry.
3.4. Reconstruction of the operator A. In order to determine the operator
A it is enough to find its representation in an arbitrary local trivialization φµ :
pi−1(Uµ)→ Uµ × R
d0 . Recall that
C∞(Uµ,R
d0) = {∂tu
F̂ (x, τ0)|Uµ : F̂ ∈ F
∞
q1,τ0}.
Using the wave equation, we get
A∂tu
F̂ (x, τ0) = −∂
3
t u
F̂ (x, τ0), x ∈ M,
as Iq1 < τ0. Thus, by Corollary 3.11, we can find the representations of ∂tu
F̂ (x, τ0)
and ∂3t u
F̂ (x, τ0) in the local trivialization φµ, and therefore, the graph of the
operator A in the local trivialization φµ,
{(∂tu
F̂ (τ0)|Uµ,−u
∂3t F̂ (x, τ0)|Uµ) : F̂ ∈ F
∞
q1,τ0}.
The proof of Theorem 1.1 is complete.
4. Generation of the data for the inverse problem. Random
sources
In Theorem 1.1 we assume that for any interval I ∈ BR and any set U ∈ BM ,
there is a countable set of sources FV ;U,I ⊂ C
0(I, L2(U, V )), which is dense in
L2(I, L2(U, V )), and a countable set FV ;M,I ⊂ C
∞
0 (I, C
∞(M,V )), which is dense
in C∞0 (I, C
∞(M,V )).
The purpose of this section is to show that this assumption is generic in the sense
that the sets FV ;U,I and FV ;M,I can be almost surely generated by taking some
sequences of realizations of suitable independent identically distributed Gaussian
random variables.
We shall start by recalling some basic notions of probability theory, following
[4, 10]. Let (Ω,Σ,P) be a complete probability space, and letH be a real separable
Hilbert space with the inner product (·, ·)H. We shall identify the dual of H with
H, using the Riesz representation theorem.
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A measurable map X : (Ω,Σ) → (H,B(H)) is said to be an H–valued random
variable. Here B(H) is the Borel σ-algebra of H with respect to the norm topol-
ogy. The probability law of X is a Borel measure µX in H defined by
µX(B) = P(X
−1(B)), B ∈ B(H).
The random variable X has the expectation EX ∈ H, given by
(EX,ϕ)H = E (X,ϕ)H, ϕ ∈ H,
and the covariance operator CX : H → H, defined by
(CXϕ, ψ)H = E ((X − EX,ϕ)H(X − EX,ψ)H), ϕ, ψ ∈ H. (4.1)
We say thatX is a Gaussian random variable if for ϕ ∈ H, the real-valued random
variable ω 7→ (X(ω), ϕ)H is Gaussian. The probability law µX of the Gaussian
random variable X is a Gaussian probability measure on H in the sense that l∗µ
is a Gaussian probability measure on R for every linear continuous functional
l : H → R.
Given a Gaussian random variable X with values in H, it is known that its
covariance operator CX is a non-negative, self-adjoint trace class operator in H.
Conversely, every non-negative self-adjoint trace class operator is a covariance
operator of a Gaussian random variable X with values in H, see [4, Theorem
2.3.1].
We shall need the following result.
Proposition 4.1. Let Xj, j = 1, 2, . . . , be independent identically distributed
Gaussian H-valued random variables with EXj = 0 and covariance operators
CXj : H → H being injective. Then the set {Xj(ω) : j = 1, 2, . . . } is almost
surely dense in H, with respect to the norm topology.
Proof. Let X be an H-valued Gaussian random variable with E(X) = 0 and an
injective covariance operator CX . Let µX be a probability law of X . Associated
with the Gaussian measure µX is the Cameron-Martin space HµX ⊂ H, defined
as the completion of Ran(CX) with respect to the norm
‖x‖2µX := (CXx
∗, x∗)H, x = CXx
∗.
The Cameron-Martin space HµX can also be characterized as HµX = C
1/2
X (H).
Since the operator CX = C
∗
X is injective, Ran(CX) is dense in H with respect to
the norm topology, and therefore, so is the Cameron-Martin space HµX .
On the other hand, according to [4, Theorem 3.6.1], see also [10, Section 3], the
support of the Gaussian measure µX is the closure of HµX in H with respect to
the norm topology. We recall that the support of µX consists of those points
x ∈ H such that µX(U) > 0 for any neighborhood U of x.
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Thus, for any non-empty open set W ⊂ H, we have
P(X ∈ W ) > 0.
It is now easy to finish the proof. Since the spaceH is separable, it has a countable
basis with respect to the norm topology, which we denote by {Wk}
∞
k=1. As Xj ,
j = 1, 2, . . . , are independent identically distributed, we get for any k = 1, 2, . . . ,
P(∪∞j=1(Xj ∈ Wk)) = 1, i.e. P([∪
∞
j=1(Xj ∈ Wk)]
c) = 0.
Hence, we obtain that
0 =
∞∑
k=1
P([∪∞j=1(Xj ∈ Wk)]
c) ≥ P(∪∞k=1[∪
∞
j=1(Xj ∈ Wk)]
c),
and therefore,
1 = P(∩∞k=1 ∪
∞
j=1 (Xj ∈ Wk)) = P({∀k ∈ N ∃j ∈ N : Xj ∈ Wk}).
Thus,
P({for any non-empty open set W, ∃j ∈ N : Xj ∈ W}) = 1,
which completes the proof.

Our purpose now is construct a sequence of Gaussian random variables, satisfying
the assumptions of Proposition 4.1 taking values in a suitable scale of Hilbert
spaces. To that end, let A : C∞(M,V ) → C∞(M,V ) be an elliptic formally
self-adjoint positive second order partial differential operator, as in Theorem 1.1.
We define the operator
P = A+ P0, P0 = −∂
2
t + t
2,
on L2(R, L2(M,V )). The harmonic oscillator P0, equipped with the domain
D(P0) = {u ∈ L
2(R) : P0u ∈ L
2(R)} = {u ∈ L2(R) : tj∂kt u ∈ L
2(R), j + k ≤ 2},
is self-adjoint on L2(R) with spec(P0) = {2j + 1 : j = 0, 1, 2, . . . }. The domain
of Pm0 is given by
D(Pm0 ) = {u ∈ L
2(R) : tj∂kt u ∈ L
2(R), j + k ≤ 2m},
and furthermore,
∞⋂
m=1
D(Pm0 ) = S(R),
where S(R) is the Schwartz space, see [12]. The operator A, equipped with the
domain
D(A) = {u ∈ L2(M,V ) : Au ∈ L2(M,V )} = H2(M,V ),
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is self-adjoint positive on L2(M,V ). Furthermore,
D(Am) = H2m(M,V ),
∞⋂
m=1
D(Am) = C∞(M,V ).
The operator P , equipped with the domain D(P ) = {u ∈ L2(R, L2(M,V )) :
Pu ∈ L2(R, L2(M,V ))}, is self-adjoint with the discrete spectrum, given by
spec(P ) = spec(A) + spec(P0).
Let 0 < λ1 ≤ λ2 ≤ . . . be the eigenvalues of P , repeated according to their
multiplicity, and ϕj ∈ S(Rt) ⊗ C
∞(M,V ) be the corresponding orthonormal
basis of eigenfunctions, Pϕj = λjϕj, j = 1, 2, . . . .
We consider next a rough upper bound for the counting function N(E) of the
eigenvalues of P ,
N(E) =
∑
µ+ν≤E
1.
Here µ ∈ spec(A) and ν ∈ spec(P0). We have
N(E) =
∑
ν≤E
∑
µ≤E−ν
1 =
∑
ν≤E
NA(E − ν) ≤ c
∑
ν≤E
(E − ν)n/2 ≤ cEn/2+1,
where NA is the counting function for the eigenvalues of A, and we have used
that NA(s) ≤ cs
n/2, see [27]. It follows that
λj ≥ j
2
n+2/c, c > 0, j = 1, 2, . . . . (4.2)
Let CX = e
−P . Then CX is non-negative self-adjoint operator on L
2(R, L2(M,V ))
with the eigenvalues of the form e−λj , j = 1, 2, . . . . In particular, we see that CX
is injective, and (4.2) implies that CX is of trace class.
We shall now introduce explicitly a Gaussian random variable X for which CX
is the covariance operator. When doing so, let Yj ∈ N(0, 1), j = 1, 2, . . . , be
a collection of independent identically distributed real-valued Gaussian random
variables. We define
X =
∞∑
j=1
e−λj/2Yjϕj . (4.3)
As the operator CX is of trace class, formula (4.3) defines a L
2(R, L2(M,V ))-
valued random variable, see e.g. [4, Thm. 2.3.1].
Furthermore, one easily sees that EX = 0 and the covariance operator of X is
exactly CX .
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Next we shall show that X ∈
⋂∞
m=1D(P
m) = S(Rt)⊗ C
∞(M,V ) almost surely.
Indeed, for m = 1, 2, . . . , we have
PmX =
∞∑
j=1
e−λj/2Yjλ
m
j ϕj,
and
E(‖PmX‖2L2(R,L2(M,V ))) =
∞∑
j=1
e−λjE(|Yj|
2)λ2mj =
∞∑
j=1
e−λjλ2mj <∞.
Here we have used (4.2).
Viewing the random variable X as taking values in the Hilbert space D(Pm),
using (4.1), we may check that the corresponding covariance operator is given by
CX,D(Pm) = P
−mCPmXP
m : D(Pm)→ D(Pm),
where CPmX : L
2(R, L2(M,V ))→ L2(R, L2(M,V )) is the covariance operator of
the random variable PmX , taking values in L2(R, L2(M,V )). Since the operator
CPmX is injective, the operator CX,D(Pm) is injective as well.
We summarize the discussion above in the following proposition.
Proposition 4.2. There exists a Gaussian random variable X with values in
L2(R, L2(M,V )) such that
(i) X ∈ S(Rt)⊗ C
∞(M,V ) almost surely;
(ii) E(X) = 0;
(iii) the operators CX : L
2(R, L2(M,V )) → L2(R, L2(M,V )) and CX,D(Pm) :
D(Pm)→ D(Pm), m = 1, 2, . . . , are injective.
Combining Proposition 4.1 and Proposition 4.2, we obtain a sequence Xj, j =
1, 2, . . . , of independent identically distributed Gaussian random variables taking
values in S(Rt) ⊗ C
∞(M,V ) such that the set {Xj(ω) : j = 1, 2, . . . } is almost
surely dense in D(Pm), with respect to the norm topology, for all m = 0, 1, 2, . . . .
It follows that for any U ∈ BM and I ∈ BR, the set {Xj(ω)|U×I : j = 1, 2, . . . } ⊂
C∞(I, C∞(U, V )) is almost surely dense in L2(I, L2(U, V )).
Finally, let I ∈ BR. Using the set {Xj(ω) : j = 1, 2, . . . }, we shall construct
a countable subset of C∞0 (I, C
∞(M,V )), which is almost surely dense in the
latter space. To that end, notice that the set {Xj(ω) : j = 1, 2, . . . } is almost
surely dense in S(Rt)⊗C
∞(M,V ) with respect to the topology, generated by the
seminorms
u 7→ ‖Pmu‖L2(R,L2(M,V )), m = 0, 1, 2, . . . .
Let ψ ∈ C∞0 (I) be such that ψ ≥ 0 and ψ(t) > 0 for all t ∈ I. Then we have
C∞0 (I) = ψC
∞
0 (I), (4.4)
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where C∞0 (I) = {ϕ ∈ C
∞(R) : supp(ϕ) ⊂ I}. Indeed, if ϕ ∈ C∞0 (I), there is a
smooth factorization,
ϕ = ψ
ϕ
ψ
,
ϕ
ψ
∈ C∞0 (I).
On the other hand, using that elements of the space C∞0 (I) vanish to infinite order
at the end points of I, we see that C∞0 (I) is dense in C
∞
0 (I), with respect to the
Fre´chet topology, generated by the seminorms ϕ 7→ supt∈I |ϕ
(j)(t)|, j = 0, 1, 2, . . . .
As C∞0 (I, C
∞(M,V )) ⊂ S(Rt)⊗ C
∞(M,V ), we know that the set {Xj(ω) : j =
1, 2, . . . } is almost surely dense in C∞0 (I, C
∞(M,V )) with respect to the topology
for C∞0 (I, C
∞(M,V )). Now using (4.4), we conclude that the set {ψXj(ω) :
j = 1, 2, . . . } ⊂ C∞0 (I, C
∞(M,V )) is almost surely dense in C∞0 (I, C
∞(M,V )).
Thus, one can almost surely obtain a dense set in C∞0 (I, C
∞(M,V )) by taking a
sequence of realizations of the random variables ψXj(ω), j = 1, 2, . . .
Summarizing the discussion in this section, we see that the assumption in Theo-
rem 1.1 concerning the existence of countable dense sets of sources is generic in
the precise sense described above.
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