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Abstract 
This research focuses on spatial optimal allocation of land and water resources for 
crop production in agricultural watersheds. The process of optimal allocation is com- 
plex due to spatial and temporal variation in supply and demand parameters. In this 
study methodology that integrates the system simulation models (hydrological and crop 
growth), economic analysis model, and resource allocation model (using genetic algo- 
rithm evolutionary optimisation technique) within GIS is developed to build a spatial 
decision support system (SDSS) for spatial and optimal allocation of resources. 
This study investigated different ways of integrating simulation models with GIS 
(loose coupling, tight coupling and full coupling). The study revealed that the full 
coupling method is superior to other two methods of integration. The full coupling 
(integrated) approach is used to develop the SDSS. 
The hydrological processes such as rainfall, interception, infiltration, runoff, channel 
routing, deep percolation, evaporation, crop evapotranspiration, irrigation and crop 
growth are considered for the development of distributed hydrological simulation model 
in this study. The outputs of this model are runoff, net benefits, crop yields and water 
use pattern for the specified landuse plan. 
The resource allocation (optimisation) model developed for optimal spatial allo- 
cation of land and water resources in the watershed uses the hydrological simulation 
model as external evaluation function for GA optimisation technique. The optimisation 
model is designed to handle various objective functions (to maximise cropped area, crop 
yields and net benefit; to minimise runoff). The GA generates initial population (lan- 
duse plans). These landuse plans are evaluated by the hydrological simulation model 
and are then ranked according to their fitness. The best performing landuse plans are 
used to reproduce new landuse plans using crossover and mutation operators of GA. 
The newly generated landuse plans are evaluated and are competed with the initial 
set of population to get included in the next generation. The next generation is re- 
ranked according to their fitness and the process is repeated till the optimal solution is 
obtained. The optimal set of population contains land and water resources allocation 
plans performing on par. 
The developed SDSS was applied to the Pimpalgaon Ujjaini watershed, a case study 
watershed from Ahmednagar District, Maharashtra, India. The satellite remote sensing 
images of the study area were used to develop the landuse and other thematic maps. 
These maps were used to generate the initial population. The application of the model 
resulted in spatial optimal land and water resource allocation plans. These plans enable 
the decision makers to investigate on what has to be changed and where the changes 
have to be made for sustainable development. The SDSS gives the decision maker a 
powerful tool to study the effect of changes in watershed. 
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Chapter 1 
Introduction 
1.1 Introduction 
The optimal use of land and water resources is important for increasing agricultural 
production. These resources can be managed effectively and efficiently on a watershed 
basis. In India watershed development and management activities have been carried 
out by state governments for more than a decade. The decisions regarding the use of 
these resources are taken arbitrarily or many times no decisions are taken or decisions 
are left with stakeholders. Optimal management decisions can be taken with the help 
of optimisation techniques. Various watershed simulation models are used in combi- 
nation with optimisation techniques to optimise the land and water resources use in 
watersheds. However land and water are spatially varying resources while the latter 
varies temporally as well. Moreover these watershed simulation models often require 
huge amount of data, which nowadays can be collected using satellite remote sensing 
and other techniques. Geographic Information System (GIS) software is widely used in 
hydrology to store, present and analyse the geographic data and is often coupled with 
watershed simulation models to evaluate landuse scenarios. With the help of repetitive 
runs of a simulation model optimal solutions can be generated but it is a trial and error 
and time consuming process. Moreover reaching an optimal solution is not guaranteed 
as not all possible feasible strategies are evaluated. The traditional optimisation tech- 
niques quantify what has to be changed but fail to answer the question about where 
these changes have to be made. Therefore it is necessary to develop an appropriate 
Spatial Decision Support System (SDSS) which quickly enables the policy makers and 
managers to decide upon different planning and management issues for the benefits of 
stakeholders in the watershed. 
This thesis is aimed at developing a spatial decision support system which can be 
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used to generate spatial optimal allocation plans for land and water resources manage- 
ment in agricultural watersheds. This Chapter describes the background and need of 
the research in Section 1.2, the hypotheses and objectives of the research are discussed 
in Section 1.3 and 1.4. The method of approach, adopted to test the hypotheses and 
to meet the objectives is described in Section 1.5. Section 1.6 presents the contribution 
from this research and Section 1.7 briefly describes the structure of the thesis. 
1.2 Background and Motivation 
In developing and underdeveloped countries, due to ever growing population there is 
an increasing need to find the ways to match agricultural production to the growing 
demand for food and raw materials. The land and water are the two most vital resources 
for any agricultural production system. Therefore in developing and underdeveloped 
countries efficient utilisation of land and water resources is important. 
In India, the requirement for agricultural produce is expected to rise steeply by 
2025. The net sown area will remain same around 142 million hectares. India supports 
15% of the world's population on 2.42% world area. The per capita availability of 
cultivable land has decreased from 0.48 ha in 1951 to 0.14 ha in 2001. An estimated 
175 Mha of land constituting about 66 per cent of the total geographical area suffers 
from deleterious effect of soil erosion and land degradation (Motsara, 1999). Active 
erosion caused by water and wind alone accounts for 150 Mha of land, which amounts 
to a soil loss of about 5300 million tonnes of topsoil per year. In addition 25 Mha have 
been degraded due to ravines and gullies, shifting cultivation, salinity/alkalinity, water 
logging etc. Thus given the constraints of land availability India should concentrate 
on increasing the area under irrigation. However the cost of creating new irrigation 
potential through major and medium irrigation schemes is tremendous (approx. Rs. 
1,00,000 per hectare). Moreover as the easily harvestable water resources have been 
already utilised for irrigation, the development of new water resources for irrigation 
through major and medium irrigation schemes is both difficult and environmentally 
hazardous. 
India receives an average annual rainfall of 1140 mm which is unevenly distributed 
over space and time (Patel, 1998). Most of the coastal and interior areas receive annual 
precipitation between 1000 to 2000 mm. The western part of the country such as parts 
of Punjab, Haryana, Rajasthan, UP, Maharashtra and Gujrat receives precipitation 
between 500-800 mm and some parts of Rajasthan and Gujrat even receive precipitation 
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less than 400 mm (Sinha et at., 1985). Due to mismanagement of water resources in 
India, water tables in many areas of the country are depleting at a rate faster than 
10m annually (Patel, 1998). In major parts of India and specifically in semi arid 
regions which extend from Rajasthan to Andhra Pradesh through Maharashtra, it is 
not possible to bring more than 50% of culturable command area under irrigation. In 
view of these facts the State Governments in these regions have initiated watershed 
development schemes during the last two decades. 
The watershed development schemes involve rainwater management. The cost of 
a watershed development scheme is approx. Rs. 5,000 per ha which is 20 times less 
than the cost of irrigation schemes. The area of a typical watershed in these regions 
vary from 500 to 1500 ha. As a part of watershed development programmes several 
water conservation and storage measures have been implemented. This has enhanced 
the availability of surface water in small reservoirs in watershed and also groundwater 
through recharge. It is now important that water resources in the watershed be utilised 
efficiently and optimally for increasing agricultural produce. This will also relieve the 
pressure on irrigated agriculture. However the management of water resources is a 
complex task in a watershed compared to the management of water resources in an 
irrigation scheme. In irrigation schemes the water availability is fairly well known 
prior to the start of the irrigation season. The landuse pattern and topography are 
relatively uniform. Watersheds are relatively heterogeneous units. The water storages 
are available above surface and below surface. These are available at multiple locations. 
The quantity available varies from location to location. Similarly the landuse pattern 
varies from forest land at upper reaches to agricultural land at lower reaches. The 
topography is undulating. Ground slope varies from 15% or more from top to almost 
flat near the outlet of a watershed. The soil depth varies from 15 cm to 1-2 m. The 
ownership of land deviates from government trusts barren land to private agricultural 
farming. In such a complex environment making decisions regarding optimum use of 
land and water resources is a huge task. 
Watershed development tries to identify the potential and problems of the area. 
In Maharashtra and other states of India the watershed development is a longterm 
project. A time scale for the development of a typical watershed of say 1000 ha is 
around 3 to 5 years. The main developmental activities involve planning, designing 
and implementing different water harvesting structures, soil conservation structures, 
etc. so as to conserve water and land resources. The development aims at optimal de- 
signs and deciding locations for water resources development. Watershed management 
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implies the rational utilisation of land and water resources for optimum production 
with minimum deterioration of natural resources. Though the concept of watershed 
management is essentially adoption of soil and water conservation practices in the wa- 
tershed but the key is to use these resources as efficiently as possible with minimum 
of watershed degradation. Thus watershed management involves decision-making for 
efficient utilisation of these natural resources. Since the availability of these resources 
is spatially distributed, it is necessary to capture this spatial variability in use of water 
and land resources in the watershed. Thus the study of water and land resources in 
watershed requires huge spatial and temporal database. A traditional method of col- 
lecting such a huge database is a time consuming and tedious task. These methods 
are also prone to errors. These methods fail to give synoptic and temporal view of the 
study area. Hence such data is often collected by satellite remote sensing. The analysis 
of such data requires high computing power and special software. 
Geographical Information System (GIS) is software specially designed to store, cap- 
ture, analyse, manipulate and display such spatially referenced data. GIS provides rep- 
resentations of the spatial features of the Earth, while hydrologic modeling is concerned 
with the flow of water and its constituents over the land surface and in the subsurface 
environment. Thus there is a close connection between the two subjects. Hydrological 
modeling has been successfully used for studying the time variation, and models with 
hundreds or even thousands of time steps are common, but spatial disaggregation of 
the study area has been relatively simple. In many cases, hydrologic models assume 
uniform spatial properties or allow for small numbers of spatial subunits within which 
properties are uniform. GIS offers the potential to increase the degree of definition 
of spatial subunits, in number and in descriptive details, and GIS-hydrologic model 
linkage also offers the potential to address regional or continental-scale processes whose 
hydrology has not been modeled previously to any significant extent (Maidment, 1993). 
There are three different approaches ("Loose Coupling", "Tight Coupling" and "Full 
Coupling/Embedding") that have been widely used for integrating GIS with hydrolog- 
ical models (Huang and Jiang, 2002; Karimi and Houston, 1996; Pullar and Springer, 
2000). Most of which rely on a combination of loose and tight coupling (Karimi and 
Houston, 1996; Maidment, 1993; Sui and Maggio, 1999). If the environmental model is 
fully integrated into the GIS, the various processes can be simulated thereby making 
visual exploration more straightforward. With such a highly interactive platform, end 
users are able to obtain a comprehensive perception of reality through the computer 
system. A full integration of environmental models with GIS is therefore, advocated 
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for both modeling and visualization purposes (Huang and Jiang, 2002). 
Optimisation techniques are used for optimal planning of land and water resources. 
The analysis gives the output in terms of some numerical values of decision variables 
or activities and the value of the objective function if the decision is executed. It does 
not give the spatial distribution of the different activities or decision variables. But the 
same optimal plan if executed with different spatial distribution of activities will lead 
to different response of the system and hence the output. It is difficult to carry out 
such study with conventional methods. But this study can be conducted through GIS 
due to its ability to perform both spatial and aspatial analysis. 
Watershed management is a multidisciplinary activity involving decision making 
for optimal landuse planning, designing and locating different water harvesting and 
soil conservation structures. The activity involves a huge amount of money. A single 
inappropriate decision in planning/implementing these activities can make the differ- 
ence between the success and failure of the programme. Manual handling and analysis 
of the huge amount of watershed related data is not an easy task. Moreover water- 
shed management is a continuous process, both man-made and natural events play an 
important role at any time. It is therefore essential that when new challenges arise, 
the original watershed management plan should be revised. Hence there is need for 
a system which will not only store and process this 
data but also will help in mak- 
ing optimal spatial/temporal decisions. Densham and Goodchild (1989) presented an 
approach to develop spatial decision support systems 
(SDSS) to integrate spatial data 
and modeling capacity into an operational framework by linking a DSS and a GIS. 
This provides motivation to develop a SDSS which can generate spatial optimal 
land and water resources allocation plans. The SDSS will be developed by integrating 
hydrological system simulation and optimisation models within a GIS environment. 
The SDSS developed can be used as a tool by the planners and stakeholders to help 
them in decision making. 
1.3 Hypothesis 
As stated in previous section the watershed management is a multidisciplinary activity 
that involves decision making for optimum utilization of land and water resources. This 
decision making is a continuous process and needs the spatial integration of different 
processes that influence the optimal decision. These processes include water supply such 
as rainfall, runoff, storage and recharge; water demand such as crop evapotranspiration 
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and allocation of resources such as land and water. When water supply is inadequate 
compared to water demand `optimal decisions' need to be made for land and water 
resources allocation. Previous studies on this aspect focused mainly on watershed 
hydrology modeling that were aimed at studying the impact of watershed development 
activities on some output for example runoff or soil loss and did not include the aspects 
of decision making for optimum utilization of land and water resources. Considering 
the importance of planning and managing the land and water resources in watersheds 
and the value of spatial decision support system for this purpose, it is hypothesized in 
this study that: 
Spatial decision support system (SDSS) can be devised based on inte- 
gration of hydrologic and resource allocation models with GIS for effective 
planning and management of the land and water resources in small hetero- 
geneous agricultural watersheds. 
1.4 Objectives 
The principal aim of the study is to develop an SDSS, based on the hypothesis men- 
tioned in earlier section. The specific objectives of the study to attain the aim and test 
the hypothesis of the study are: 
1. To develop and compare the performance of coupled and integrated hydrologic 
models with GIS; 
2. To develop a comprehensive hydrologic model to simulate different supply and 
demand processes for watersheds; 
3. To develop a resource allocation model for optimal allocation of land and water 
resources in the watershed; 
4. To develop the SDSS for planning and management of land and water resources 
in the watershed; and 
5. To study the applicability of SDSS with the case study for one of the watersheds 
in India. 
1.5 Method of Approach 
The study is formulated on the hypotheses of superiority of decision making by integra- 
tion of hydrologic system simulation and resources allocation with GIS. The extensive 
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literature search is carried out which helped in the formulation of hypothesis and ob- 
jectives of the research, mentioned in above section. 
From the literature it has been found that over past few decades GIS and Hy- 
drological models are used to address the problems and solutions for the watershed 
development and management studies. GIS has developed tremendously over past few 
decades. With the availability of large amount of spatial datasets through satellite 
remote sensing and high speed computers the studies on the integration of hydrological 
models into GIS has been an area of research for the last few decades. The literature 
research showed that the linking of hydrological model into GIS can be done through 
three different approaches viz., loose coupling approach, tight coupling approach and 
full coupling/integrated approach. Most of the linking of hydrological models into GIS 
has been done either through loose coupling or tight coupling approach. 
Land and water are both spatially and temporally varying resources. The enormous 
advances in computer technology in recent years has made it possible and necessary 
to give consideration to temporal geographic information systems. Several conceptual 
frameworks have been proposed, and a few partial implementations have been reported, 
but it is still a long way to develop a GIS with temporal capabilities (Langran, 1993). 
Langran (1988) examined a concept called dimensional dominance, where access to 
the data is classified as either predominantly spatial or predominantly temporal to 
optimize data and algorithms. She examined four representational models for spatio- 
temporality based on existing non-temporal data models: (1) Space-time cube, (2) 
Sequential snapshots, (3) Base state with amendments and (4) Space-time composite. 
Except for the first representation, there are no implicit temporal relations between 
objects and states involved. Second and third data model contain time as separate 
data layers, whereas last data model handles the temporal aspect separately in the 
non-spatial attribute database (Langan, 1992). 
The application of GlScience in the domain of changing phenomena has a promising 
future. Wachowicz and Healey (1994) stated that "by producing a lineage of data to 
track the historical information associated with real-world phenomena, temporal GIS 
will provide analytical tools for the recognition of patterns of change through time 
as well as the prediction of future changes, by implementing dynamic simulations". 
Today this is still more likely to be a wish than reality. In contrast to the numerous 
prototypes of temporal database systems most current GIS products remain snapshot- 
oriented systems capable only of static representations of data. 
The methodology for integrating the hydrological model into GIS using integrated 
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approach is designed. A spatially distributed hydrological model based on daily soil 
water balance analysis is developed using an full coupling/integrated approach. In this 
study the fourth spatio-temporal data model (Space-time composite) is used to handle 
the temporality of the hydrological model. As the traditional optimisation techniques 
have limitation to give spatial distribution of land and water resources allocation, an 
evolutionary algorithm, Genetic Algorithm (GA) is used to address the problem. GA 
is used for optimisation as it can use a hydrological simulation model as an external 
evaluation function for computing the performance of the landuse plans. Moreover 
GA is capable of producing more than one optimal solution in a single run giving 
the opportunity to choose among the best. Finally the hydrological system simulation 
model, crop growth simulation model and genetic algorithm optimisation model are 
integrated within ArcGIS using full coupling/integrated approach to develop a SDSS, 
as an extension to ArcGIS 9. x. 
The data required for the SDSS evaluation was collected for the case study wa- 
tershed using satellite remote sensing and field survey. The remote sensing data from 
Indian Remote Sensing Satellites (IRS-1C/1D) of sensors Linear Imaging Self Scanning 
(LISS-III) and Panchromatic (PAN) is used to generate the spatial data pertaining to 
Landuse/Landcover and other datasets pertaining to watershed. This data is processed 
using ERDAS Imagine digital image processing software. The knowledge based data 
files for various crops, soils, and curve numbers were developed from field survey and 
literature. These knowledge based files are used with SDSS developed to study model 
performance in generating the spatial optimal landuse allocation plans for several ob- 
jectives and for different simulation cell sizes. 
1.6 Contribution From This Research 
The research presented in this thesis is framed within the context of ArcGIS 9. x, a GIS 
software package from the Environmental Systems Research Institute (ESRI). ArcGIS 
stores spatial and temporal data in a relational database. In addition, ArcGIS also offers 
customization capabilities using Visual Basic NET and ArcObjects. ArcObjects is the 
development platform for ArcGIS and provides an infrastructure to build customized 
applications based on existing components (Waltuch et al., 2001). In this research, 
Visual Basic NET and ArcObjects are used to develop an extension which is used 
within ArcGIS that serves as a SDSS tool for the decision makers. 
An important contribution from this research is the SDSS tool, developed by in- 
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tegration of hydrological system simulation, crop growth simulation and Genetic Al- 
gorithm optimisation model within a GIS environment, which is used to solve spatial 
optimal allocation of land and water resources in watershed for various user defined 
objectives. Insights from the use of this SDSS tool on a case study area provides 
additional contributions from the research on land use planning for various objectives. 
1.7 Thesis Outline 
This thesis is organized into seven chapters. The first chapter provides background in- 
formation about the watershed development in India, the motivation for this research, 
the objectives of this research, and the approach of this research. The second chap- 
ter provides a literature review to understand the current state of knowledge and to 
identify the gaps that this research aims to fill. The third chapter describes GIS and 
remote sensing techniques, different ways of coupling models with GIS, the procedure 
for coupling runoff simulation models using different ways, and presents the result and 
conclusion on coupling of models with GIS. The fourth chapter describes the data for- 
mat and its source used in this research, the processes considered for the development 
of the hydrological simulation model, crop growth model, economic analysis model, 
resource allocation model and the development of the spatial decision support system. 
The fifth chapter provides an overview of the study area, the data collected, and ap- 
plication of the developed spatial decision support system to the case study area for 
different objectives with detailed results and discussion in sixth chapter. The final chap- 
ter, chapter seven provides the conclusions from this research and recommendations for 
future enhancements based on this research. 
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Literature Review 
2.1 Introduction 
A literature review is presented to provide a background of hydrological modeling, 
integration of hydrological models into GIS, optimisation techniques used in land and 
water resources planning, and decision support systems used in watershed land and wa- 
ter resources development and management. This chapter is divided into five sections. 
Section 2.2 presents the importance of hydrological models, classification of hydrolog- 
ical models and reviews various types of hydrological models. Section 2.3 presents 
review on integration of models into GIS. In Section 2.4 studies on different optimi- 
sation techniques that have been used for optimal allocation of natural resources in 
the watershed are reviewed. In Section 2.5, concept and definition of Decision Sup- 
port System (DSS) and their extension into the spatial domain (SDSS) are introduced. 
Section 2.6 summarizes the research gaps and formulates the goal for this research. 
2.2 Hydrological Models 
Hydrologic phenomena are extremely complex, and may never be fully modeled. How- 
ever, in the absence of perfect knowledge, they may be represented in a simplified way 
by means of the systems concept. A system is a set of connected parts that form a 
whole. The hydrologic cycle may be treated as a system whose components are pre- 
cipitation, infiltration, runoff, evaporation, groundwater flow, stream flow and other 
phases of the hydrologic cycle as shown in Figure 2.11. The objective of hydrologic 
system analysis is to study the system operation and predict its output. A hydrologic 
system model is an approximation of the actual system; its input and outputs are mea- 
'Adapted from Stream Corridor Restoration, (FISRWG, 1998) 
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surable hydrologic variables and its structure is a set of equations linking the inputs 
and outputs (Chow et al.. 1988). 
The Hydrologic Cycle 
Figure 2.1: Hydrologic Cycle 
In general, hydrologic models may be classified as physical, analog and inathemat- 
ical. Physical and analogue models, which respectively provide direct and semi-direct 
simulation, involve the use of physical materials or substances to represent the system. 
Mathematical models, on the other hand, provide indirect simulation and involve rep- 
resentation of the prototype system by using equations, including logical statements, 
expressing relations between variables and parameters. Nowadays mathematical mod- 
eling is performed in almost every field that deals with processes occurring in time and 
space. The purpose of mathematical modeling is typically to characterize or predict 
conditions for which no observed data exists and to help understand the processes that 
are important for a system. Mathematical modeling of these processes allows analyzing 
the factors that affect the system response and make decisions in planning for future 
conditions. With tremendous advances in computer technology, mathematical hydro- 
logic models have become convenient to use and are therefore more widely applied than 
the analogue or physical models (Ella, 2001). 
Developing the hydrological model with random variables that depend on all three 
space dimensions and time is ýi formidable task. For most practical purposes hydrologic 
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models are simplified by neglecting some sources of variation. Thus hydrologic models 
may be classified by the ways in which this simplification is accomplished. Three 
basic decisions to be made for a model are: Will the model variables be random or 
not? Will they vary or be uniform in space? Will they vary or be constant in time? 
(Chow et al., 1988). There are thus five sources of variation that one can consider 
in a hydrologic model: time, three space dimensions and randomness. All hydrologic 
models can be classified according to the assumptions made about these three factors, 
shown in Figure 2.2. 
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Figure 2.2: A taxonomy of Hydrologic Models based on the way they represent the 
space, time and uncertainty of hydrologic systems (Chow et al., 1988) 
Mathematical models can be classified in many different ways. One common ap- 
proach is to classify them based on whether they are Stochastic or Deterministic. Al- 
most all environmental processes are not completely understood and mathematical 
representations of these processes therefore contain a level of uncertainty. Stochastic 
models explicitly account for this uncertainty by using random fields to represent model 
parameters and variables. Deterministic models are those that attempt to describe the 
actual physical processes of the hydrologic cycle designed to simulate actual hydrologic 
events. They represent processes as being dependent upon precise values. They do not 
consider randomness in the processes they represent, and the same set of input values 
will always give the same set of output values. 
A further classification within deterministic models involves simplifications concern- 
ing spatial variability (Chow et at., 1988). A Lumped parameter model does not ex- 
plicitly account for spatial relationships between model parameters, inputs, or outputs. 
Lumped models usually have limited spatial resolution because they rely on spatial 
averages, but they reduce the complexity of a model significantly. The Distributed 
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parameter model accounts for spatial relationship amongst model variables and pa- 
rameters. In distributed models spatial variability is explicitly taken into account by 
assuming uniformity over smaller modeling units by sub dividing the bigger system 
based on physical properties. In most of the distributed hydrologic models, these units 
are delineated by combining topography, soil properties, land use properties and other 
pertinent properties. They typically use partial differential equations with respect to 
space to model the spatial distribution and influence of model variables. 
Another simplification in mathematical modeling involves the time dependence of 
the processes represented. Many deterministic hydrologic models make the assumption 
of time-invariant processes, or Steady Flow. Steady flow means that the flow rate of 
water in the modeled system is assumed not to change over the duration of the model 
run. Unsteady Flow models account for the variability of flow rate during the model 
run, which complicates calculations considerably (Chow et al., 1988). 
Another way that models are described is Empirical vs. Physically based. Empirical 
models use statistical relationships such as regressions between input to a system and 
the output response of a system without explicitly representing the physical processes 
that the system undergoes. Physically based models attempt to simulate the processes 
occurring in the system in as much detail as possible. For mathematical modeling 
applications in the field of hydrology, all the underlying hydrologic processes are not 
explicitly simulated because they are not completely understood, and even physically 
based hydrology models contain some empirical components. 
An additional distinction in hydrologic modeling is that of Continuous vs. Event 
Based. An Event Based hydrologic model attempts to simulate the response of the 
landscape to a single rainfall event. It requires that initial hydrologic conditions of 
the landscape be known, and requires forcing (or input) data only for the duration 
of the rainfall event. Continuous hydrologic models simulate the response of water in 
the landscape over much longer times. Continuous models attempt to keep track of 
the hydrologic conditions in the landscape that affect rainfall-runoff response between 
storm events such as soil moisture. Initial conditions are also required for continuous 
models; however, model results become less dependent upon these initial conditions 
during longer simulations. 
Singh (1995) classified hydrologic models based on (1) process description; (2) 
timescale; (3) space scale; (4) techniques of solution; (5) land use; and (6) model 
use. ASCE (1996) reviewed and categorized flood analysis models into (1) event-based 
precipitation-runoff models; (2) continuous precipitation-runoff models; (3) steady flow 
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routing models; (4) unsteady-flow flood routing models; (5) Reservoir regulation mod- 
els; and (6) flood frequency analysis models. 
According to Singh and Woolhiser (2002) the structures and capabilities of the dis- 
tributed models found in literature vary. In their paper they have discussed the new 
developments and the challenges in watershed hydrology, mentioning the use of remote 
sensing and GIS techniques. They have also cited the use of artificial neural network 
and genetic algorithm in calibration of watershed models and decision making. Ac- 
cording to the authors the application of watershed hydrology models to environmental 
management will grow in the future. The models will be required to be practical tools 
readily usable in planning and decision making. They will have to be interfaced with 
economic, social, political, administrative, and judicial models. Furthermore, these 
models will become more global, not only in the sense of spatial scale but also in the 
sense of hydrologic details. Further authors conclude that although much progress has 
been achieved in hydrology, a basic question is: What modeling technology is better? 
Also, we have not been able to develop physically based models in a true sense and 
define their limitations. Thus, it is not always clear when and where to use which type 
of a model. The most popular hydrological models so far developed are presented in 
Table 2.1'. More literature on hydrological models is discussed in Section 2.3.4. 
2.3 Integration of Models into GIS 
Hydrological models are an important tool for obtaining quantitative information for 
planning and evaluating land and water resources. The results from hydrological mod- 
eling can give us a better understanding of the dynamics on the land surface as they 
focus on how the processes such as surface runoff, soil erosion or the pollutant transport 
can change the landscape. Due to heterogeneity in the hydrological system these mod- 
els need a large amount of data. Over the past twenty years, huge amount of data for 
resource evaluation and assessment is available from the various sources. These include 
data logging and remote sensing systems. Much of the data is directly available or can 
be made available in computer-accessible format. With the increase in availability of 
low-cost computer equipment, the development of techniques for archiving, mapping, 
analysing and presentation of such data has also become widely used. This includes 
the techniques such as GIS. 
Geographic Information Systems are suitable for storing, analysing and retrieving 
'Source: Singh and Woolhiser (2002) 
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Table 2.1: Popular Hydrological Models 
Acronym Author/Developer Year Remarks 
SMW Crawford and Linsley 1966 Continuous dynamic event or steady-state simulator of water quality processes 
HSPF Bicknell at al. 1993 Continuous dynamic event or steady-state simulator of water quality processes 
HEC-HMS 
Fledman 
HEC 
HEC 
1981 
1981 
2000 
Physically-based, semi distributed, event-based, runoff model 
Tank Sugawara at al. 
Sugawara 
1974 
1995 
Process-oriented, semi distributed or lumped continuous simulation model 
CREAMS USDA 1980 Process-oriented, lumped parameter, agricultural runoff water quality model 
ANSWERS Beasley at al. 
Bouraoui at al. 
1977 
2002 
Event-based/continuous, lumped, runoff and sediment yield simulation model 
EPIC Williams at al. 
Williams 
1984 
1995 
Process-oriented, lumped, continuous, 
water quantity and quality simulation model 
SWRRB Williams at al. 
Williams 
1985 
1995 
Process-oriented, semi distributed, 
runoff and sediment yield simulation model 
SPUR 
Wight and Skiles 
Carlson and Thurow 
Carlson at al. 
1987 
1992 
1995 
Physically based, lumped parameter, 
ecosystem simulation model 
TR-20 Soil Conservation Service 1965 Lumped parameter, event based runoff simulation model 
SHE/SHESED Abbott at aL 
Bathurst at al. 
1968 
1995 
Physically based, distributed, continuous streamflow 
and sediment simulation 
TOPMODEL 
Beven and Kirkby 
Beven and Kirkby 
Beven 
1976 
1979 
1995 
Physically based, distributed, continuous 
hydrologic simulation model 
AGNPS Young at al. 
Young at al. 
1989 
1995 
Distributed parameter, event-based, water quantity 
and water quality simulation model 
KINEROS Woolhiser at al. 
Smith at al. 
1990 
1995 
Physically based, semi distributed, event-based, 
runoff and water quality simulation model 
GLEAMS Knisel at al. 
Knisel and Williams 
1993 
1995 
Process-oriented, lumped parameter, event-based 
water quantity and quality simulation model 
MIKE-SHE Refsgaard and Storm 1995 Physically based, distributed, continuous simulation model 
SLURP Kite 1995 Process-oriented, distributed, continuous simulation model 
WATFLOOD Kouwen at al. 
Kouwen 
1993 
2000 
Process-oriented, semi distributed 
R-R Kokkonen at al. 1999 Semi distributed, process-oriented, continuous streamffow simulation model 
HMS 
Yu 
Yu and Schwartz 
Yu at al. 
1996 
1998 
1999 
Physically based, distributed-parameter, 
continuous hydrologic simulation model, 
continuous flow simulation model 
SHETRAN Ewen at al. 2000 Physically based, distributed, water quantity and quality simulation model 
CASC2D Julien and Saghafan 
Ogden 
1991 
1998 
Physically based, distributed, 
event-based runoff simulation model 
DWSM Borah and Bera 
Borah at al. 
2000 
1999 
Process-oriented, event-based, runoff 
and water quality simulation model 
SIRG Yoo 2002 Physically based, lumped parameter, event-based streamflow simulation model 
Modular System 
Stephenson 
Stephenson and Randall 
Boyd at al. 
1989 
1999 
1996 
Physically based, lumped parameter, 
event-based runoff simulation model 
GBHM Yang at al. 1998 Physically based, distributed, continuous hydrologic simulation model 
SIMHYD Chiew at al. 2002 Conceptual, daily, lumped parameter rainfall-runoff model 
WASMOD Xu 1999 Conceptual, lumped, continuous hydrologic model 
IHFS Georgakakos at al. 1999 Process-oriented, distributed, rainfall and flow forecasting system 
SEFM Scaefer and Barker 1999 Process-oriented, physically based event-based, flood simulation model 
HYDROTEL Fort in et al. 2001 Physically based, distributed, continuous hydrologic simulation model 
SWAT Arnold et al. 1998 Distributed, conceptual, continuous simulation model 
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the information needed for running the environmental models. GIS can hold huge 
amount of data on the distribution of land attributes that form the control parame- 
ters, boundary conditions and input data for various environmental models (Burrough, 
1989). 
Goodchild (1993) states that the GIS technology has the ability to perform a vari- 
ety of tasks some of which are: 1) preprocessing of data from large stores into a form 
suitable for analysis exemplified by reformatting, change of projection, resampling, 
and generalization; 2) supporting analysis and modeling: forms of analysis, calibra- 
tion of models, forecasting and prediction; and 3) post-processing of results through 
reformatting, tabulation, report generation, and mapping. All these tasks can simplify 
data assimilation for hydrologic models. Thus GIS has wide application in hydrologic 
models. It can be a valuable tool in support of hydrologic and hydraulic modeling. 
Furthermore, the use of computers in hydrologic modeling has become so widespread 
that the integration of GIS and hydrology is feasible. The combined spatial capabilities 
of GIS and the complex hydrologic modeling facilitate the development of hydrologic 
models with enhanced spatial capabilities. 
GIS has its historical roots in computer cartography and digital image processing, 
the representation schemes and analytical functionalities in GIS are designed to work 
with map layers and geometric transformations, and not for computationally intensive 
tasks. Attempts to perform complex scientific modeling using GIS have met with little 
success due to the inability of GIS languages to handle complex algorithms and iterative 
processes (Terlien et al., 1995). The primary inhibitor to using a GIS in modeling is 
the difficulty of integrating the model with the GIS. 
For more than two decades in the 1960s and 1970s, GIS and hydrological modeling 
developed in parallel with few interactions. Major research efforts towards the integra- 
tion of GIS with hydrological modeling did not take place until late 1980s, but early 
efforts did not emphasize process-based models (Nyerges, 1991). Nyerges (1991) noted 
that GIS vendors have had few incentives to develop such complex models, because of 
their limited market potential. GIS - model interfaces were developed within the various 
research disciplines in an ad hoc manner by researchers who were not professional GIS 
programmers (Stoorvogel, 1995). Because of these circumstances, a conceptual frame- 
work with standards for terminology, formats, and procedures for interfacing models 
with GIS does not exist. 
Terms frequently used in describing systems that interface GIS and models, and 
their definition, include the following: 
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" Interface: The place at which diverse (independent) systems meet and act on 
or communicate with each other. 
" Link: To connect; 
" Couple: To link together; the act of bringing together; and 
" Integrate: To unite, combine, or incorporate into a larger unit; to end segrega- 
tion. 
Interface and interfacing can be used as umbrella words for the simultaneous use of 
GIS and modeling tools, since they do not imply a specific level of interaction between 
them. Linking, combining, and integrating can be considered as a suitable terminology 
for degrees of interfacing. Burrough (1996) and Tim (1996) refer to "loose coupling", 
"tight coupling" and "embedded/full coupling" which correspond to linking, combining, 
and integrating, respectively (Figure 2.31) (Maidment, 1993; Sui and Maggio, 1999). 
Fedra (1993) uses "deep coupling", which corresponds to integrating. Distinguishing 
between linking and combining can be difficult, while integration is more easily distin- 
guished (Tim, 1996). The terms `linking', `combining', and `integrating' relate to the 
physical extent to which the GIS and models are interfaced. 
2.3.1 Loose coupling 
In loose coupling, the GIS and the hydrological model are independent processes. The 
software packages do not have a common interface. They are integrated via data 
transfer in the form of ASCII or binary data format. An advantage of this method is 
that it does not involve additional programming as the packages are treated separately. 
As computer programming is minimal, this approach can be the most realistic solution 
for most of the GIS-based hydrologic modeling. However, the data conversion between 
packages could be tedious and error prone (Sui and Maggio, 1999). 
In a loosely coupled system, GIS software is used to construct input files that a 
simulation program can read. The simulation results are then read back into the GIS 
for display and analysis. The loosely coupled system may be developed using existing 
technologies, but this integration lacks in providing 1) a consistent user interface, 2) 
a consistent data structure, and 3) the support for development and modification of 
models. Although loose coupling can be cumbersome, it lets models that are coded in 
any programming language use GIS data. 
'Adapted from Tim (1996) 
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Figure 2.3: Integration Levels of Models with GIS (a) Loose Coupling (b) Tight Cou- 
pling and (c) Full Coupling 
2.3.2 Tight coupling 
In a tightly coupled system, the GIS user has access to simulation models through soft- 
ware hooks and/or built-in macro languages (Karimi and Houston, 1996). The models 
are developed outside of GIS and have their own data structures. The exchange of 
data between the model and GIS is hidden from the user. The GIS and the model 
remain in distinct executables. However, the simulation models are called and exe- 
cuted from within a GIS framework. These integration strategies provide access to a 
consistent user interface and data structure. This type of coupling provides improved 
usability from loose coupling approach as the model is run from the GIS environment. 
For example, parameters are defined in the GIS user interface and the data transfer is 
automatic. However, tight coupling requires complex programming and data manage- 
ment rather than simple linkages. GIS issues include the requirement for data structure 
compatibility and the extensive development of data translation tools. 
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2.3.3 Full Coupling/Embedding 
Embedding is adding an application as an add-on to an existing model to improve 
performance. In the present context of GIS based hydrologic modeling, this can be 
further classified into two categories: 
1. embedding GIS functionalities into hydrological models and, 
2. embedding hydrological modeling into GIS packages. 
2.3.3.1 Embedding GIS functionalities into hydrological models 
Embedding GIS functionalities in hydrological modeling packages gives the system de- 
velopers maximum flexibility. Embedding allows implementing GIS functionalities in 
the hydrological applications. This implementation is not constrained by any exist- 
ing GIS data structures. The primary drawback with this approach is that the data 
management and visualization capabilities of these hydrological modeling packages are 
not efficient when compared to those available in commercial GIS packages (Sui and 
Maggio, 1999). 
2.3.3.2 Embedding hydrological modeling into GIS packages 
A model is embedded within a commercial GIS software package using either a GIS 
macro, or an object-oriented or conventional programming. Most of the leading GIS 
software vendors provide macro or scripting capabilities, which allow the user to develop 
customized applications. The full functionality of GIS is not being utilized to maintain 
the interactivity between the GIS and models. Simpler GIS functionalities are being 
used to satisfy the data requirements of the model. This is suitable for models in which 
the processes are simple. For complicated processes, the scripting capabilities may not 
be sufficient. Several software packages allow user-developed routines to be added to 
the GIS software as libraries. This involves more conventional programming and GIS 
scripting to have a single user-interface (Sui and Maggio, 1999). 
Leading GIS software vendors have tried to improve the modeling capabilities of 
their products by incorporating modules to perform some basic hydrological modeling 
operations. However, these models may not meet industry standards and may not 
be validated. The ideal strategy to link the GIS and the hydrologic model is to fully 
integrate one system into the other. A fully integrated system uses the same data 
structures for both the GIS and the model to eliminate data transfer between GIS and 
the model (Karimi and Houston, 1996; Sul and Maggio, 1999). As this strategy involves 
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same data structures, the co-development of both the systems may be necessary. This 
development requires extensive interaction between the GIS specialist and the modeler. 
Although this approach is an effective approach, very little progress has been made in 
embedding because the programming is complex and time consumptive. 
2.3.4 Applications of GIS in Hydrologic Modeling 
The general approaches discussed in section above have been applied in numerous 
integrated GIS and hydrological models. Most have applied a combination of loose 
and tight coupling as it involves less programming and costs when compared with 
embedding. The studies reported in the literature include simple data pre-processing 
and hydrological parameter estimation (Rao et al., 2000; Srinivasan and Arnold, 1994), 
testing the validity of the models (Sasowsky and Gardner, 1991), GIS as mapping and 
visualization tools (Xu et al., 2001), and comprehensive hydrologic model simulations 
(Engel et al., 1997; Srinivasan and Engel, 1991; Stockle and Nelson, 1993; VanDeursen 
and Kwadijk, 1993). 
Several examples that are highly relevant or specifically developed for hydrologic 
models are reviewed below. These examples demonstrate how some of the concepts 
related to GIS and hydrologic modeling are applied. These systems have demonstrated 
the potential of GIS to aid in the development of more efficient water management sys- 
tems. Sui and Maggio (1999) in their paper have also presented a comprehensive review 
on the current practices, problems and prospects of integrating GIS with hydrological 
models. 
2.3.4.1 Loose/Tight Coupled Models 
Agricultural NonPoint Source Model (AGNPS) is a distributed parameter model that 
simulates catchment runoff, erosion and nutrient movement in response to rainstorm 
events. AGNPS has several integrated modeling components: a hydrologic component 
to estimate runoff and flow, a sediment transport component to estimate erosion and 
deposition, and a chemical component to estimate nutrient movement and concentra- 
tions through the catchment. 
AGNPS requires twenty-two input parameters for each cell to describe the cell 
information, terrain conditions, land cover, management practices, soil and surface 
hydrology. The numerous data requirements for each cell make it very difficult to run 
the model in a distributed framework. Several GIS systems have been developed to 
facilitate the acquisition of the required data. AGNPS has been integrated with a 
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number of GIS including GRASS (Srinivasan and Arnold, 1994) and ArcView (Pullar 
and Springer, 2000). 
Srinivasan and Engel (1991) developed a Spatial Decision Support System (SDSS) 
by loosely coupling the AGNPS and the Geographic Resources Analysis Support System 
(GRASS) GIS tool. The integrated system assists with development of AGNPS input 
from GIS layers, running of the model, and interpretation of the spatially varying 
inputs. The GIS tool serves as the core of the system. The components of the system 
are modular and interact through the GIS tool. The hydrologic GIS-based or other 
generic tools are used either in the AGNPS-GRASS input interface or the AGNPS- 
GRASS output interface. 
The AGNPS-GRASS input interface minimizes the user interaction in preparing 
the input data. Most of the 22 parameters required by AGNPS are prepared by the 
interface from GIS database and spatial layers. A few parameters like rainfall amount 
and its corresponding intensity are obtained from the user. The AGNPS model input 
file is generated using the parameters. The AGNPS model is run and the AGNPS- 
GRASS output interface displays the results. The visualization interface generates 17 
GIS layers from the ASCII output files of an AGNPS run. This model significantly 
reduces the time required to obtain the data needed by AGNPS, simplifies operation 
of AGNPS, and allows the identification of problem areas quickly. 
Pullar and Springer (2000) integrated ArcView GIS with AGNPS. Their tightly cou- 
pled GIS and AGNPS system provides an interactive environment that allows decision- 
makers to quickly modify parameters and visualize the results of simulation. The 
system is provided as an extension for ArcView. The integrated system includes a 
hydrological toolbox that supports basic functions necessary for hydrological analysis. 
A customized user interface built in ArcView allows selection of sub-catchments. The 
underlying database contains soil, land cover, land use, and the channel information. 
The GIS-AGNPS library uses ArcView's grid I/O C Application Programming Inter- 
face (API) functions to read and write data files compatible with AGNPS file formats. 
The input data is validated before running the analysis. The GIS interface invokes the 
AGNPS executable, which runs the simulation using the input data file generated for 
the sub-catchment. The results from the simulation run are subsequently interpreted 
and displayed in ArcView. This application demonstrates that GIS can be used to 
preprocess information and validates its use in an environmental model. 
Another hydrologic model integrated with GIS is Soil and Water Assessment Tool 
(SWAT). SWAT is a semi-empirical and semi-physical model used to predict the effect 
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of agricultural management decisions on water and sediment yields for large ungauged 
rural watersheds. It consists of major water budget components such as surface runoff, 
return flow, percolation, evapotranspiration, transmission losses, pond and reservoir 
storage, crop growth, irrigation water transfer, groundwater flow and channel routing 
(Bian et al., 1996). The model runs on a daily time step basis and operates on a 
semi-distributed manner to account for the spatial differences in soils, land use, crops, 
topography, channel morphology, and weather conditions. Its vast data requirements 
and semi-distributed characteristic are well suited for implementation in GIS. 
Srinivasan and Arnold (1994) integrated the SWAT water quality model with GRASS 
GIS. This integrated tool performs as a continuous-time, distributed-parameter model- 
ing tool to assist with management of runoff, erosion, pesticide, and nutrient movement 
in large basins. Several hydrologic GIS-based and other database access tools were used 
in integrating the hydrologic model with GIS and to keep the model structure modular. 
The input interface was developed using C language. The interface interacts with the 
user to collect, prepare, edit, and store basin and sub-basin information to be formatted 
into a SWAT input file. Most of the input data are derived from GRASS GIS layers. 
The GIS layers needed are a basin layer, an elevation layer, a soils layer, and a land 
use layer. The interface allows speedy modification of the various management prac- 
tices. Modifying the GIS data layers and/or choosing different aggregation methods 
for various input data allows performing some sensitivity analysis. 
Bian et al. (1996) created an interface system that streamlines the GIS processes for 
preparing spatial parameters required by SWAT. The interface system automates the 
link between ArcInfo and SWAT. A user-friendly data entry and editing environment 
for the SWAT model replaces DOS based data entry. Owing to the complexity of 
both the GIS and the SWAT model, the two systems are independent components. A 
shared internal database and an external user interface couples the two systems. An 
API provides the communication between the Graphical User Interface (GUI) and the 
internal database. The GUI provides data entry, editing, and querying features. The 
internal database updates the input data and transfers them into SWAT compatible 
format. This interface system facilitates the organization and application of the large 
GIS dataset for SWAT. 
GIS can also be used as a tool for model parameterization. An example of such an 
application is the Simulation of Production and Utilization of Rangelands (SPUR) sys- 
tem (Sasowsky and Gardner, 1991). SPUR is a physically based surface runoff model 
in which a watershed is configured as a set of stream segments and contributing areas. 
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SPUR operates on a daily time-step and was designed for 0.03 to 26 sq. km range- 
land watersheds. Within SPUR, watersheds are discretized into a system of channel 
segments, contributing areas, and ponds, if present. SPUR has climatic, hydrologic, 
plant, animal and economic components. 
A loosely coupled integration strategy is used to link SPUR with a grid-based GIS, 
ERDAS. The GIS and the SPUR model do not share any interface in common. The GIS 
provides means of collecting data required for running the simulation. The SPUR model 
performs analysis on different watershed sizes using the spatial data collected using GIS. 
Specifically, the GIS techniques provide many of the topographic and soil parameters 
to the hydrology component. For example, GIS data provides 17 of 34 watershed 
parameters in the hydrologic component. The GIS enables easy parameterization for 
different watershed sizes. 
The PDTank model is a comprehensive, deterministic, physically based distributed 
model for the simulation of hydrologic processes. The model characterizes the average 
response of each cell, rather than capturing variations that might occur within the grid. 
In the model, catchment characteristics and input data are represented in the form of a 
network of grid squares, and the governing equations are solved using finite-difference 
methods. 
Xu et al. (2001) integrated the PDTank model with a GIS using a loose coupling 
approach. ArcView acts as a front-end tool to compute watershed parameters for the 
model and as a back-end tool to display the computed hydrologic simulation results. 
The GIS prepares input data by performing complex map overlays and spatial analysis, 
provides the linkage between models and spatial representations, and converts digital 
landforms of different projections and scales to a standardized format. Finally, it 
provides post-simulation graphics output display and spatial analysis for evaluating 
hydrologic simulation results. 
Another example of an integrated GIS with hydrologic models using tight coupling 
is EPIC-View. The erosion-productivity impact calculator (EPIC) is a management- 
oriented model operating on a daily time step. It consists of physically based compo- 
nents that simulate erosion, plant growth and related processes, and economic com- 
ponents. It is used to assess the cost of erosion and to determine optimum manage- 
ment strategies. The EPIC components include weather simulation, hydrology, erosion- 
sedimentation, nutrient cycling, plant growth, tillage, soil temperature, economics, and 
plant environmental control. It operates on a daily time step. Its file structure consists 
of text files that contain parameter estimates of different modeled processes. 
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The integrated system (EPIC-View) links the hydrologic-crop management model 
EPIC with a desktop GIS. EPIC-View is applied as a planning tool for implementation 
of sustainable farm management practices (Rao et al., 2000). Specifically, the system 
framework integrates ArcView, EPIC and a graphical user interface. GIS integrates 
diverse spatial data into a comprehensive database allowing easy access and input to 
the model. The files required for dataset assembly and model execution are developed 
using Avenue and Visual Basic (VB) programs. 
The interface accepts the user input and writes the necessary parameter files. The 
user interface collects the weather, soil, management and spatial data. The weather 
and management files are compiled into a database to provide site-specific information. 
Spatial data such as elevation, slope, soil, and land cover are extracted from the GIS 
coverages. Areas with unique set of spatial characteristics are generated by overlaying 
the GIS coverages and are inputs to the EPIC base data file. 
The EPIC model uses the EPIC base data file for its simulation. Model results can 
be viewed as thematic maps, tables or charts. The simulation results are joined to the 
attribute table of the coverage containing areas of unique set of spatial characteristics. 
Thematic maps are generated for different model output variables. Visual output in 
the form of maps enables the study of farm level response to inputs, which aids in 
better farm management. The application of EPIC-View in planning a sustainable farm 
provides dual benefits: productivity gains to the farmers and mitigating environmental 
risks. 
2.3.4.2 Full Coupled/Embedded Models 
Embedding is considered to be the efficient means for integrating GIS and hydrologic 
models. Programming the GIS functionalities using conventional programming lan- 
guages is very complicated and time consumptive. Hence, very few applications use 
embedding as the integration strategy. GIS-based RHINEFLOW model is an example 
of embedding hydrologic components into a GIS. 
RHINEFLOW describes the changes in the water balance compartments of the river 
Rhine on a monthly time basis (VanDeursen and Kwadijk, 1993). The model is built 
with the PC RASTER package as an integrated part of GIS. PC RASTER is a set 
of utilities for hydrological and geo-morphological modeling that can be linked to a 
raster GIS. With these utilities the water balances can be modeled on each of the cells 
of the raster system. The model provides an efficient means of estimating different 
hydrological processes, as there is no data transfer or translation involved. 
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A raster-GIS was created for the RHINEFLOW model. The input datasets repre- 
sent one calculation element in the model, which is the smallest element in the spatial 
connectivity analysis. The input datasets for the model include monthly aerial pre- 
cipitation and temperature data, DEM, soils, land use. The calculations involved are 
evapotranspiration and soil moisture, runoff production and snowfall and snow melt. 
The model produces maps and tables at all calculated time steps for all the hydrological 
variables including their spatial and temporal distribution. 
This application offers a general approach for modeling different kinds of processes, 
and includes the possibility to combine detailed spatial resolution with simple models. 
This model allows validation of water balance models not only on discharge but also 
on the spatial and temporal distribution of other hydrological variables. 
Another example of full coupling is developed by Huang and Jiang (2002). They 
illustrated full coupling approach by developing AVTOP which integrates the TOP- 
MODEL (TOPography-based hydrological MODEL) with the macro language Avenue 
of ArcView. AVTOP considers all stages of model building, from the initial parameter 
input and transformation of datasets, to the visualization of intermediate maps and the 
final presentation of results in various graphical formats in their geographic context. 
Furthermore, this approach provided a convenient and single environment for users to 
visually interact with the model, e. g. by adjusting parameters and observing the cor- 
responding results simultaneously, which significantly facilitates users in exploratory 
data analysis and decision making in relation to the model applications. They also 
noted that the implementation speed of a macro language may not be as fast as the 
programs written in low-level languages such as C/C++ and FORTRAN. To tackle this 
problem, an ideal alternative is to use the software components of GIS, providing that 
these components can fulfill the spatial analysis and visualization functions as required, 
and can be easily interfaced. 
2.4 Optimisation Techniques 
It is estimated that irrigation consumes over 70% of the world's total developed wa- 
ter supplies (Seckler et al., 1999). Water scarcity problems could be inevitable in the 
near future which will increase more competition amongst different water users. The 
per capita land holding is also decreasing due to increasing population. Thus there 
is need for efficient use and management of these resources. When dealing with the 
efficient utilisation of land and water, issue of optimal use is of equal importance (Ines 
25 
2.4 Optimisation Techniques 
Table 2.2: Examples of GIS-model interfaces, organized by Coupling type 
(Loose or Tight or Integrated) and GIS data format (Vector or Raster) 
Tool or Model GIS System Focus Coupling / Data Type 
AGNPS VlrGIS Cropland management and pollution L-V 
GRAGRO Arclnfo Ley production potential L-V 
PLANTGRO Arclnfo Forest production planning L-V 
GLEAMS Arc Info Hydrology, groundwater L-V 
PESTRAS Arclnfo Pesticide fate L-V 
USLE Regional soil erosion L-V 
CMLS Arclnfo Hydrology L-V 
CMLS Arclnfo Solute transport, Input data, resolution effect L-V, R 
GOA Arclnfo Land suitability evaluation L-R 
ANSWERS Erosion L-R 
(R)USLE IDRISI Erosion and deposition L-R 
USLE MAP Regional sediment load L-R 
MODFLOW Arclnfo Groundwater flow L-R 
ANSWERS GRASS Watershed erosion and deposition L-R 
SPUR ERDAS Watershed hydrology L-R 
AGNPS Arc/Info Hydrology, pollution L-R 
NLEAP GRASS N leaching L-R 
WOFOST ArcInfo Crop production potential, landuse planning L-R 
LINTUL Agroecological zoning L-V 
CROPSYST ArcVlew Cropping systems and rotations L, T -V 
CMLS Arclnfo Pesticide fate L, T -V 
FLOWCONC ArcInfo Pesticide and herbicide fate L, T -V 
WEPP ArcView Watershed erosion T-V 
AEGIS WIN (DSSAT) ArcView Precision farming T-V 
GIDM (GLEAMS) Arclnfo Dairy waste management, water quality T-V 
IAEGIS (DSSAT) Arclnfo Crop management modeling T-V 
AEGIS+(DSSAT) Arclnfo Crop management modeling T-V 
AGNPS Arclnfo Water quality, pollution T-V 
CMLS Arclnfo Herbicide fate T-V 
SWAT ArcView Watershed hydrology, water quality L-V, R 
AGNPS GRASS Watershed erosion, nutrient movement L-R 
GISMO (EPIC) GRASS Erosion; climate variability, sensitivity L-R 
AGNPS ERDAS Hydrology, pollution L-R 
AGNPS GRASS Hydrology, pollution L-R 
WEPP GRASS Watershed erosion L-R 
SWAT GRASS Watershed hydrology, L-R 
USTED (CLUE) IDRISI Land use planning L-R 
SMoRMOD GRASS Rainfallrunoff L-R 
DSSAT IDRISI Crop management L-R 
MICRO-FEM ILWIS Hydrology, groundwater flow T-R, V 
TOPMODEL ILWIS Hydrology T-R, V 
EGIS (MODFLOW) swGIS Hydrology, pollution T, I -R 
RUSLE MAPS Erosion I-R 
RAISON Environmental modeling, fish richness I-V 
HYDRUS# Arclnfo Water flow and solute transport I-V 
TOPMODEL SPANS Hydrology I-V 
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and Droogers, 2002; Toung and Bhuiyan, 1999). Most commonly the decisions pertain- 
ing to optimal use are taken with the help of optimisation techniques. Sophisticated 
techniques for the analysis and resolution of decision making problems of this kind, in 
particular as they relate to the field of water resources management, have been under 
development since 1930s. Huge amount of literature on optimal utilisation of water and 
land resources in irrigation projects is available (Jesus et al., 1987; Lakshminarayana 
and Rajagopalan, 1979; Paudyal and Gupta, 1990; Raman et al., 1992). The optimal 
solution can be found either by using simulation or optimisation techniques. 
The irrigation systems differ from the watersheds in the way supply and demand 
interact with each other. There is much more complexity in supply and demand re- 
lationship in watersheds as compared to irrigation schemes. The supply in reservoir 
based irrigation schemes is known prior to the beginning of irrigation season whereas in 
case of watersheds one has to rely on estimation. Moreover in case of irrigation scheme 
the topography is plain whereas in case of watersheds it is undulating. A small change 
in watersheds activities will affect the input-output relationship of the watershed hy- 
drologic system thus affecting a lot the supply and demand processes while in irrigation 
schemes they may not be significant. Due to direct involvement of stake holders the 
optimal utilisation of resources in watershed is relatively complicated. 
2.4.1 Simulation 
Simulation models are recognized as efficient tools for analysis of environmental pro- 
cesses, education and decision making. Simulation is perhaps the most widely used 
method in water resources systems analysis since early 1950s, due to its mathematical 
simplicity and versatility. Simulation is not an optimization procedure, so it does not 
identify optimal decisions. It only evaluates performance of a system under a given set 
of inputs and operating conditions. Through repetitive model runs the system response 
to various operating rules or strategies can be studied. Though simulation models allow 
the physical system to be represented in greater detail than other mathematical tech- 
niques, determining optimal rules and management decisions is often a time-consuming 
trial and error affair (Draper, 2001). The important step of formulating a management 
objective function is often omitted so that modeling may proceed with little focus 
(Gorelick, 1983) and not guarantee an optimal solution as not all feasible strategies can 
be examined. Simulation methods are able to solve water resources systems planning 
models with highly nonlinear relationships and constraints that cannot be handled by 
constrained optimization procedures. The difficulty with the simulation approach is 
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that there is often a frustratingly large number of feasible solutions or plans. However, 
when an optimization procedure can be constructed to efficiently solve an adequate 
approximation to the real problem, they can greatly narrow down the search with sim- 
ulation for a global optimum by identifying plans that may be close to the optimum. 
Simulation models can be used to derive the economic benefits from a given a set of 
water allocations arising from a pre-defined set of reservoir operating rules. Detailed 
simulation modeling of promising alternatives is subsequently required to confirm the 
potential and refine or adjust promising solutions (Lund and Ferreira, 1996). 
2.4.2 Optimization models 
The application of mathematical programming and optimization techniques to land 
and water resources management has been encouraged by the post-1950s developments 
in solution techniques and computer technology. It has an impressive record and con- 
tinues to attract significant research contributions to offer significant decision support 
in various circumstances, notably in planning. As their name denotes, optimization 
models are exclusively oriented towards producing solutions which optimize certain ob- 
jectives defined by (interested) users/decision makers. In other words, they are fit to 
provide support in decision situations where the question is to choose a solution to a 
decision problem which satisfies one or more objectives and takes into account vari- 
ous constraints. Hence, they are prescriptive models although they are used also as 
evaluation tools. They have found important applications in the analysis of land use - 
especially land use planning applications - and, recently, they appear to be useful tools 
in the search for land use solutions which contribute to sustainable development and 
use of environmental and human resources. Examples of their use by public and private 
bodies cover the whole range from the scale of small farms up to the global scale. 
The principal criterion for classifying these models appears to be the particular 
mathematical programming/optimization technique they employ and this is used in 
the following presentation. The following principal categories of optimization models 
are presented below: 
1. Linear Programming Models; 
2. Dynamic Programming Models; 
3. Goal Programming; 
4. Hierarchical Programming; 
5. Nonlinear Programming Models; 
6. Simulated Annealing and 
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7. Genetic Algorithm 
Several of these models are used in the context of larger integrated models, some of 
the optimization models are direct land use (and change) models while in some others 
land use is treated in a more indirect fashion. 
2.4.2.1 Linear programming models 
Linear programming (LP) is one of the most widely used techniques in model building 
since the mid-1950s as it is more manageable, understandable and computationally 
easier than other optimization techniques. There are two main groups of LP models, 
the single and the multiple objective (or, multiobjective). The first deal with problems 
in which there is one objective to optimize and the second address the more realistic 
situation of finding solutions which satisfy more than one objective. In both cases, the 
structure of the optimization problem includes one or more (in the case of multiple ob- 
jectives) objective functions and a set of constraints. The objective function(s) for land 
use problems expresses in mathematical form the question: "how much land to allocate 
to each of a number of land use types in order to optimize objective A (or, B, C, D). " 
The objectives may be, for example, maximization of crop production, minimization of 
environmental impacts, maximization of population income, minimization of the cost 
of development (or maximization of the benefits of development), etc. The constraints 
which can be taken into account depend on the case but representative objectives in- 
clude: lower and upper limits on land use (reflecting, for example, zoning or natural 
constraints such as land suitability), other constraints on development, availability of 
labour, availability of resources, and so on. 
Multiple objective linear programming models (MOLP) address the question of 
land use solutions which meet more than one objective. Of particular importance in 
this context are environmental objectives and constraints. The role of environmental 
factors in determining the optimal allocation of land uses in a region has always been 
of high importance in the context of planning in agricultural regions. In addition, the 
need for detailed information on spatial data as well as for the spatial representation of 
the optimal land configurations always figured high on the researchers lists. Progress 
on and diffusion of GIS techniques and technology since the 1980s mostly has made 
possible the use of information of better spatial detail and specificity. Linear program- 
ming models for agricultural regions appeared which are sensitive to the distribution of 
environmental conditions in the study areas and which are linked to GIS to provide for 
mappings of the optimal solutions produced by the models. Representative applications 
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are found in Campbell et al. (1992), Jansen and Schipper (1995), and Stoorvogel (1995). 
In Campbell et al. (1992), the purpose is to match the planned or anticipated demand 
for agricultural products with the ability of the agricultural sector (which includes its 
natural resources endowment and land suitability) of the study area to meet the de- 
mands. The objective function of the (multiple objective) LP model seeks to minimize 
the cost of meeting these demands and includes two components: (a) the cost of local 
production and (b) the cost of imports to complement local production to meet local 
demand. The assumption is that the economic costs of production determine whether 
local demand will be met by local production or by imports subject, among others, to 
the natural resources constraints facing the study region. A summary mathematical 
formulation of the LP problem, is shown below following Campbell et al. (1992): 
Objective Function 
Minimise CX + MY 
Subject To 
AX<B 
KX+TY>D 
X, Y>O 
where, 
Ca 1Xn vector of variable costs associated with local production on 1 acre of land; 
Xa nX1 vector of the number of acres used by each of the local production activities; 
n the number of different production technologies for various crops - the technologies 
depend on farm size, geographic region, soil and environmental conditions; 
Ma 1Xm vector of unit costs on the m import possibilities; 
Ya mXl vector of the number of units of goods imported to complement local pro- 
duction to meet local demand; 
A the rXn matrix of input coefficients required to produce 1 acre of local output for 
the n production activities; 
K the mXn matrix of outputs per acre produced by the n local production activities 
and by using the inputs in A; 
T an mXm identity matrix which allows imports of goods to be added to local pro- 
duction; 
Ba rXl vector of resources available for local production and 
D an mX1 vector specifying the national demand for agricultural outputs 
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C, M, A, K, T, B and D are all fixed. The object of the LP model is to choose a 
set from X and Y so that the national demands, D, are satisfied, the local resources, 
B, are not exceeded and the total cost is minimized. The inputs to the LP problem are 
obtained from a GIS data base created from map and statistical information using GIS 
software. The results of the LP problem, the optimal crop allocations to the regions of 
the study area, were mapped using the GIS following a rule-based procedure developed 
for this purpose and using expert knowledge Campbell et al. (1992). 
Stoorvogel (1995) followed a similar LP modeling procedure with the exception of 
the specification of the objective function and the set of constraints. The LP model 
employed is part of a broader methodology developed for the quantitative analysis 
of land use scenarios and which is operationalized by means of a specially developed 
software called MODUS. MODUS transforms databases from one of the models or 
tools to the specific requirements of the others. The study region is subdivided into a 
number of farms and the objective function of the LP model maximizes farm income in 
the study area. The constraints of the model describe the availability of resources (e. g. 
land and labour) and restrictions on sustainability parameters. The latter include the 
soil nutrient balance and a biocide index. 
The study employed a detailed and elaborate methodology for distinguishing LUSTs 
- Land Use types of a 
Specified Technology - which provides a detailed picture of the 
combinations of land using units, land use types and quantitative descriptions of the 
technology and corresponding inputs and outputs Jansen and Schipper (1995). The 
idea of LUSTs borrows from FAO's methodologies for land evaluation (FAO, 1976, 
1978,1995). A spatial database was set up using data from farm surveys, field surveys, 
literature surveys, field experiments, expert knowledge, and maps of the area. The 
results of the model runs - optimal crop allocations among the farms of the study area 
- were mapped with the use of 
the MODUS software. Stoorvogel (1995) provides details 
on the development of a GIS-models interface which makes possible the translation of 
the results of external model calculations into a GIS and, hence, the visualization of 
their spatial distribution. 
2.4.2.2 Dynamic programming models 
Another class of optimization techniques which have found application in problems of 
land use analysis are offered by dynamic programming models (DP). Dynamic pro- 
gramming is a mathematical programming technique often useful for making a se- 
quence of interrelated decisions. It provides a systematic procedure for determining 
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the combination of decisions that maximizes overall effectiveness. In contrast to lin- 
ear programming, there does not exist a standard mathematical formulation of the 
dynamic programming problem. Rather, dynamic programming has a general type of 
approach to problem solving, and the particular equations used must be developed to 
fit each individual situation Hillier and Lieberman (1980). A simplified adaptation of 
this approach for the optimal allocation of land uses in a case study area is provided 
below. 
A study area is subdivided into cells which represent the "stages" of a dynamic pro- 
gramming problem. For each cell, a number of candidate land use types is considered; 
these represent the "states" of the DP problem. Each of the land use types (states) has 
certain characteristics such as development costs, environmental impacts, etc. which 
determine the value of the "policy" (of the objective function) in the DP terminology. 
One of the states is chosen for each stage of the problem. The solution to this problem 
seeks to identify the optimum allocation of states to stages (i. e. land use types to cells 
of the study region) which optimizes an objective such as maximization of development 
benefits or minimization of development costs, etc. (subject to a number of applicable 
constraints). 
The solution procedure starts with one cell of the study area and finds the optimal 
"policy" for this cell; i. e. the land use type which maximizes the value of the objective 
function. It then gradually adds cells, finding the current optimal solution from the 
previous one, until all cells of the study area are considered. The decision of which 
land use type to choose for each cell is associated with the choice of land use types 
in the remaining cells. In other words, given a current land use type in a cell, the 
optimal "policy" for the remaining cells are independent of "policy decisions" made 
for the previous cells. The solution procedure starts by finding the optimal "policy" 
for each land use type of the last cell; a solution which is usually trivial. Then, a 
recursive relationship is established that identifies the optimal "policy" for each land 
use type in cell n, given the optimal "policy" for each land use type for cell (n+1) is 
available. Therefore, finding the optimal "policy" when starting with land use type s at 
cell n requires finding the optimizing (maximizing or minimizing) value of the objective 
function for this cell. Using the recursive relationship, the solution procedure moves 
backwards cell by cell - each time finding the optimal "policy" for each land use type 
of that cell - until it finds the optimal "policy" when starting at the initial cell. 
It is important to keep in mind that the application of DP is justified when the deci- 
sion problem involves making a sequence of interrelated decisions. This is the case with 
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determining the optimal allocation of land use types to the sub-basins of a watershed 
for the purposes of minimizing flood hazard, as decisions taken for upstream cells have 
impact on downstream areas of the basin, while maximizing economic rent to land, a 
problem addressed by Hopkins et al. (1978). They applied a dynamic programming 
formulation which helps in the optimal allocation of land uses to maximize economic 
rent to land net of flood damage, while specifically considering the impact of upstream 
development on downstream flood levels and the impact of downstream development 
on the amount of damage given flood levels. According to the authors, the DP can be 
described mathematically as: 
Objective Function 
N 
fN(XN) = max 
E 
Tn (Xn, Dn) 
n=1 
Constraint To 
Xn+1 = tn(Xn, Dn) for n=1,2,... N 
where, 
fN(XN) the function yielding the highest aggregate bid price for each final outflow 
level (or sub-basin); 
D,, the set of possible land uses for sub-basin n; 
Xn the set of possible peak inflows to n; 
Tn the return function for each sub-basin which is expressed as; 
k 
rn - v9nan - indn 
vin bid price per acre of use j in sub-basin n; 
an number of acres in sub-basin n; 
c present worth of flood damage per acre of use j in sub-basin n at depth k and 
do acres flooded to average depth k in sub-basin n 
It seems that several land use allocation problems may have a similar structure 
to the one addressed by the above study, hence justifying the application of dynamic 
programming for finding optimal land use patterns which can satisfy economic and 
environmental objectives. 
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2.4.2.3 Goal programming 
Goal programming (GP) is a mathematical programming technique which addresses 
the issue of striving to satisfy more than one goal simultaneously. According to Hillier 
and Lieberman (1980) "The basic idea is to establish a numerical goal for each of the 
objectives, formulate an objective function for each objective, and then seek a solution 
that minimizes the (weighted) sum of deviations of these objective functions from their 
respective goals". A simplified presentation of the basic mathematical formulation of a 
GP problem is presented below following Hillier and Lieberman (1980). 
Assume that k objectives are considered, expressed in terms of a number of decision 
variables (XI, X2i... X,, ). For each objective, let c2k be the coefficients in its objective 
function and gk the goal for this objective function. The solution being sought is the 
one that comes as close as possible to attaining all of the following goals: 
n 
>C11Xj = gl (goall) 
j=l 
n 
Cj2X1 = 92 (goal2) 
j=1 
n 
E C3kXj = gk (goalk) 
j=l 
Because it is not possible to attain all goals simultaneously, it is necessary to make 
explicit the meaning of the "as close as possible". In the simplest case, under the 
assumption that deviations from goals are equally important for all goals, the composite 
function for the goal programming model takes the following form: 
Minimize the sum of deviations from goals: 
Kn 
Z=>1(>CjkXj =9k) 
k=1 j=1 
Depending on the details of the particular GP formulation, various solution tech- 
niques have been developed. 
Goal programming models have been applied to private sector decision problems 
but their application to public sector decision situations (such as those involving issues 
of land use allocation) has been criticized as, for example, it is not easy and straight- 
forward (nor politically expedient) to specify the values of the goals required for the 
GP formulation. Nevertheless, they have found applications in forest management, 
agricultural and recreational resource planning, and industrial and residential location 
problems (Lonergan and Prudham, 1994). Lonergan and Prudham (1994) cite Dane 
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et al. (1977) application of a goal programming model to "assist with planning deci- 
sions for the Mount Hood National Forest in Oregon. The model was able to provide 
information on the sensitivity of land allocations to combinations of planning goals, 
the goal constraints that had the greatest effect on model solutions, the sensitivity of 
allocations to goal priorities, and the trade-offs between goals" (Lonergan and Prud- 
ham, 1994). Lonergan and Prudham (1994) cite also an application of a similar model 
they have built for resource management purposes in Eastern Ontario, Canada. The 
model included 6 planning goals and a set of constraints which referred to: (a) technical 
and resource constraints, (b) economic efficiency, (c) regional income and employment 
generation, (d) energy efficiency, and (e) environmental quality. For our purpose, the 
important aspects of this application are the spatial resolution of the application - the 
model considered 27 townships in the region and included land use variables as well as 
land availability constraints. 
2.4.2.4 Hierarchical programming 
Hierarchical optimization is a multidimensional (or, multiobjective) programming ap- 
proach which is appropriate to problems in which the objective functions can be ranked 
in an ordinal way from, say, "important", to "next most important", etc. The solution 
procedure is based on sequential optimization of the objective functions according to 
the established rank order. The set of constraints at each stage of the optimization is 
co-determined by the optimal results obtained in previous stages (Nijkamp, 1980). Ni- 
jkamp (1980) has given the formal presentation of the hierarchical programming model 
as below. 
Assume a set of objectives which are translated into a set of objective functions: w 
= WI, W2... w,, expressed in terms of a set of 
decision variables X= X1, X2i... X,,. In 
order to construct a hierarchical programming model, the objective functions have to 
be rank ordered: 
wlDw2J... wn 
where the symbol D denotes "preferred to". The goals are assumed to be conflicting, 
such that: 
wn(XX) J W(Xn1) for every n 
where, X° is the kXl vector of optimal values of the decision variables related to 
the maximum of the objective function w,,. 
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If a trade-off between the objectives is possible, the purpose is to find compromise 
values of the decision variables X, X*, such that at least the following conditions are 
satisfied: 
W.. (Xn) ý Onwn(Xn) for every n 
where wn has to be maximized and where the tolerance parameter on should be 
smaller than or equal to 1. The reverse holds if w,, has to be minimized. 
The parameter ß is associated with the maximum tolerance deviation from the 
absolute optimum w,, (XO, ). Therefore, Q,, indicates the maximum proportion of the 
original objective function w,, which be traded-off against other objective functions. 
The f3, ß coefficients are called trade-off coefficients. 
Depending on the specification 
of the goal priorities and the trade-off coefficients, various solution procedures are 
available. 
Nijkamp (1980) offers an example of the application of hierarchical programming to 
an industrial land use problem in a newly established industrial area near Rotterdam. 
Seven candidate activities (related to seven different land use types) were considered. 
For each activity the following were specified: minimum and maximum land use re- 
quirements, employment coefficient (employment per hectare of land occupied) and air 
pollution coefficient (total emissions per year per hectare). The problem was to find the 
optimal mix of uses in the area which satisfied two conflicting objectives: maximization 
of regional employment (wl) and minimization of total air pollution (w2). In this case, 
two rank orders of the goals were possible; either wl D w2 or w2 D W1. Hence, two 
different hierarchical models could be solved. The solution of each model depends on 
the values of the trade-off coefficients assumed and it is not unique, in general, un- 
less additional information is provided or the coefficients are specified a priori. It is 
noted that in this example application of hierarchical optimization the model was not 
spatially explicit. 
2.4.2.5 Nonlinear programming models 
Non-linear programming models are encountered less frequently in the literature and 
even less frequently in actual applications given the computational difficulties associ- 
ated with their solution. Fischer et al. (1996) cite FASOM (Forest and Agriculture 
Sector Optimization Model) which is a dynamic, multi-market, multi-period, nonlinear 
programming model for the forest and agriculture sectors of the United States built 
by Adams et at. (1996). The model considers 11 supply regions and a single demand 
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region - the nation - and depicts the allocation of land to competing activities in the 
forest and agriculture sectors. Its purpose was to evaluate the welfare effects on pro- 
ducers and consumers of alternative carbon sequestration policies. However, it pays 
limited attention to land use and land cover change and to the processes of resource 
degradation (Fischer et al., 1996). 
2.4.2.6 Simulated Annealing 
Simulated annealing (SA) is a generic probabilistic meta-algorithm for the global opti- 
mization problem, namely locating a good approximation to the global optimum of a 
given function in a large search space. It was independently invented by Kirkpatrick 
et al. (1983) and by Cerny (1985). 
The name and inspiration come from annealing in metallurgy, a technique involving 
heating and controlled cooling of a material to increase the size of its crystals and reduce 
their defects. The heat causes the atoms to become unstuck from their initial positions 
(a local minimum of the internal energy) and wander randomly through states of higher 
energy; the slow cooling gives them more chances of finding configurations with lower 
internal energy than the initial one. 
By analogy with this physical process, each step of the SA algorithm replaces the 
current solution by a random "nearby" solution, chosen with a probability that depends 
on the difference between the corresponding function values and on a global parameter 
T (called the temperature), that is gradually decreased during the process. The depen- 
dency is such that the current solution changes almost randomly when T is large, but 
increasingly "downhill" as T goes to zero. The allowance for "uphill" moves saves the 
method from becoming stuck at local minima, which are the bane of greedier methods 
(http: //en. wikipedia. org/wiki/Simulated-annealing). 
Tarp and Helles (1997) used SA in land-use planning. They used LP to define a 
strategic level plan and SA is used to generate a local plan incorporating significant 
limits on operations that can be carried out on adjacent blocks. They applied the model 
for the forest management. Integrating LP and SA has proved to be useful for decision 
support by generating single plan integrating both the strategies and local factors. The 
SA can be used as a method for solving large spatial optimisation problems but it 
is limited to finding a single solution which makes it less attractive as the basis of a 
multi-objective land use planing tool. 
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2.4.2.7 Genetic Algorithm 
Holland (1975) first idealised the hidden concepts of biological evolutions into a real 
computing algorithm by employing a set of binary digits, 0 and 1. Using various 
artificially generated encoding and selection strategies, his GA emulated the genetic 
evolution process of natural systems easily, and developed, towards an intelligent opti- 
misation technique. 
Nowadays GAs are used to resolve complicated optimisation problems, like for ex- 
ample, timetabling, job-shop scheduling, games playing. GAs are useful for multidimen- 
sional optimisation problems in which the chromosome can encode the values for the 
different variables being optimised. GAs have been applied as search techniques for var- 
ious engineering problems such as Structural Design Optimisation, Water Distribution 
Network Evaluation, Traveling Salesman Problem, Knapsack Problem, Minimum Span- 
ning Tree Problem, Scheduling Problem, Location Identification, Location-Allocation, 
Resource Utilization and many others. The applications of GAs to water management 
problems particularly to irrigation water management are still at its infancy. GAs have 
been applied to areas in water management such as in groundwater management in 
particular on the problems of remediation, monitoring and containment (Cieniawski 
et al., 1994; McKinney and Lin, 1994; Ritzel et al., 1994); in pipe network optimization 
(Dandy and Engelhardt, 2001; Goldberg and Kuo, 1987; Gupta et at., 1999; Murphy 
et al., 1993; Savic and Walters, 1997; Vairavamoorthy and Ali, 2000; Walters et at., 
1999); optimal reservoir operation (Cai et at., 2001; Oliveira and Louks, 1997; Sharif 
and Wardlaw, 2000; Wardlaw and Sharif, 1999); calibration of conceptual rainfall-runoff 
models (Franchini, 1996; Seibert, 2000; Wang, 1991); routing models (Mohan, 1997); 
and parameter estimation of groundwater models (Morshed and Kaluarachchi, 1998) 
with much acclaimed success. Relatively little literature has reported the applications 
of GAs in irrigation/agricultural water management (Kuo et at., 2000; Matthews et at., 
1999; Mostesinos et at., 2001). 
Stewart et at. (2004) described a spatial planning problem in which different, land 
uses have to be allocated across a geographical region, with variety of constraints and 
conflicting management objectives. The use of goal programming/reference point ap- 
proach used by authors to solve the problem, lead to a difficult nonlinear combinatorial 
optimization problem. Hence they developed a special purpose genetic algorithm for 
the solution of this problem and extensively tested it numerically. In their model they 
also address the clustering of the landuse. The aim of their study was to integrate 
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the model and algorithm to develop a complete landuse planning decision support sys- 
tem. They applied the developed model to a specific landuse planning problem in 
The Netherlands. They tested the model for (1) various definitions of the additive 
attributes, (2) different land use constraints and (3) variations to the relative priorities 
placed on each of the objectives. The model generated a set of development plans that 
provided a broad representation of possible plans for the study area. 
Brookes (2001) in his paper describes an autonomous computer algorithm for solving 
optimal patch design problems in raster GIS. The term optimal patch design was used 
by Brookes (1998) to describe a generic spatial planning problem in which the objective 
is to design spatially explicit plans that optimise both the composition of patches 
and their spatial configuration. The author developed Genetic Algorithm for Patch 
Design, GAPD, combining a genetic algorithm, a region-growing algorithm, raster GIS 
functions and multi-criteria decision-making techniques into a single system. He applied 
the model to control the expansion of the carpet industry in Kathmandu, Nepal. The 
objectives for landuse allocation for industrial development and agricultural conflict as 
only one landuse can be allocated to single land unit. The GAPD was applied to the 
study area to develop suitability maps for carpet industry and agriculture land handling 
single objective as well as both objectives at a time. Though the multi objective 
GAPD did not find an optimal solution, the results obtained from the multi objective 
GAPD were almost as good as the single objective GAPD. The author also found the 
performance of GAPD as encouraging and it helped searching good spatial solutions 
effectively. 
2.5 Decision Support System 
Land and Water resources management helps in meeting the increasing demands of 
food and water through the development of new water resources or by using existing 
land and water more efficiently. Hydrologic models have served as a valuable tool for 
water resources management for many years (Greene and Cruise, 1995). However the 
hydrological models alone can only predict what may happen for the particular scenario 
and fail to provide advice on the appropriate action plans. Thus there is a need of a 
system, decision support system (DSS), which will help user in making decisions in 
particular scenarios. 
Introduction of DSS techniques for land and water resources planning dates back to 
the mid 1980s (e. g., (Fedra, 1983)). The wide range of applications of DSS techniques 
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for the study of land and water resources problems includes landuse planning, surface 
runoff, river basin management, urban storm water management, groundwater contam- 
ination, have been discussed in literature (Dunn et at., 1996; Ito et at., 2001; Jamieson 
and Fedra, 1996; Sample et at., 2001). With a DSS, the mathematical models are no 
more restricted just to predict what may happen under a given set of conditions but 
they also possess the capability of providing an expert advice on the appropriate course 
of action. Thus, the use of a single integrated modeling-decision-analysis framework can 
help achieve considerable benefits in effective land and water resources management. 
A DSS can be defined as a computer system, hardware and software, designed to 
support decision makers interactively in thinking about and making decision about rel- 
atively unstructured problems (Walsh, 1993). It can be also defined as a system which 
has modelling capabilities and is used by decision makers to solve unstructured prob- 
lems (Kersten and Micalowski, 1996). A more general definition provided by Ewing 
et at. (1997) is that DSS are `computer based simulation models designed to enable the 
user to explore the consequences of potential management options'. Reitsma (1996b) 
defines DSS for water resources application as a computer-based system, which inte- 
grates state information, dynamic or process information, and plan evaluation tools 
into a single software implementation. In this definition, state information refers to 
data that represent the system's state at any point of time, process information rep- 
resents the first principles governing resource behavior, and evaluation tools refers to 
software used to transform raw data into information used for decision making. A DSS 
provides a framework for incorporating modeling capabilities with database resources 
to improve decision-making processes. Decision makers can interact with the system 
using intuitively designed easy-to-use graphical user interfaces. Traditionally, DSSs 
have had three major components, a user interface, a database, and a model base. A 
conceptual diagram showing the components of a typical DSS is given in Figure 2.4. 
From a historical perspective, development of the DSSs can be attributed to the 
ineffectiveness of the decision-making tools available in the 1960s and 1970s. The old- 
fashioned Management Information Systems (MIS) were data oriented, most of which 
simply retrieved data from large databases on selected queries. The demand for better 
modeling facilities and a greater degree of interaction with solution processes thus 
evolved the new tool known as the DSS (Armstrong and Densham, 1990). 
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Database Models 
Figure 2.4: Components of a decision support system 
2.5.1 DSS for Land and Water Resources Management 
Most of the DSS applications in water resources have been tool-based. Most of these 
applications are directed towards some aspect of watershed management. Watkins 
and McKinney (1995) presented a review on DSS in water resources. Bingner et al. 
(1998) developed DSS for evaluation of drainage practices. Andreu et al. (1996) used 
groundwater, surface water and risk assessment to address the management of complex 
reservoirs. Lins and Frevert (1998) developed a DSS for management of watershed and 
reservoir. Huang and Yang (1998) and Simonovic (1996) developed DSS for reservoir 
management and operation. Vatn et al. (1997) developed non linear programming 
optimisation model to study nutrient transport from agriculture and advice decisions 
to control the water quality. McKinney et at. (1999) and Rosegrant et at. (2000) 
developed and DSS to address the issue of allocation and efficiency of water use, using 
economic, hydrologic and crop models. Malers et at. (1998) and Larson et at. (1998) 
developed a DSS for water use and allocation planning. Ascough et at. (1998) developed 
a DSS for management of water, nutrient, and pesticide on farms level. Rodda et al. 
(1999) developed a DSS to address the surface water quality using non-point pollution 
sources model. Researchers at the University of Arizona developed a DSS for runoff 
simulation and flood forecasting named HyDSS (Hydrology Decision Support System) 
(Rasa et al., 2000). 
2.5.2 Spatial Decision Support System 
Since many water resources problems require more than just the analysis of spatial 
data, the idea for the development of Spatial Decision Support System (SDSS) emerged. 
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The SDSS is the merging of geographic information systems (GISs) and water resources 
models in a DSS for problems with a spatial dimension and was initiated by Denham 
and Goodchild (1989). Thus SDSSs are a class of computer systems that combine the 
technologies of GIS and DSS to aid decision-makers with problems that have spatial 
dimensions (Walsh, 1993). It is also termed as "intelligent GIS" (Birkin et at., 1996). 
Useful discussions of the nature of the SDSS and the background to their development 
are given in Densham and Rushton (1988), and in Denham (1991) who provides the 
following definition: 
"SDSS provide a framework for integrating database management sys- 
tems with analysis models, graphical display and tabular reporting capa- 
bilities, and the expert knowledge of decision-makers. Such systems can be 
viewed as spatial analogues of decision support systems (DSS) developed in 
operational research and management science to address business problems" 
(Densham, 1991) 
Like any other DSS, a SDSS is designed to solve complex problems and the main fo- 
cus of design is oriented towards decision-makers. A SDSS focuses on a limited problem 
domain, makes use of a variety of data, and brings analytical and statistical modeling 
capabilities to solve the problems. It further relies on graphical displays to convey 
information to the users, is adaptable to decision-maker's style of problem solving, and 
can easily be extended to include new capabilities as needed (Armstrong and Densham, 
1990; Denham and Goodchild, 1989). Leipnik et al. (1993) defined SDSSs as integrated 
environments, which utilize the databases that are both spatial and non-spatial, models, 
decision support tools like expert systems, statistical packages, optimization packages, 
and enhanced graphics to offer the decision makers a new paradigm for analysis and 
problem solving. These definitions show "problem solving", "spatial dimensions" and 
"decision making" as the key phrases which describe an SDSS. A conceptual diagram 
showing the major components of a typical SDSS is given in Figure 2.5. 
2.5.2.1 SDSS versus GIS 
Burrough (1989) defines GIS as a computer system capable of storing, assembling, ma- 
nipulating, analyzing and displaying geographically referenced information, i. e. data 
identified according to their locations. Many other definitions of GIS place varying 
degrees of emphasis on the functions of capturing, manipulating, analyzing, and dis- 
playing spatial data (Cowen, 1988; Gunes and Kovel, 2000; Parsons and Frost, 2000; 
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Figure 2.5: Major components of a spatial decision support system 
Sadek et al., 1999). Implicit in many of these definitions is that GIS are designed to 
support spatial decision-making. But these definitions are too vague to ciipt lire t lie 
emphasis of specific analytical modeling and decision-making processes. Though ýi CIS 
can be used in a decision-making process, its performance cannot be expected to be as 
effective as that of a SDSS because insufficient attention is given to the process and 
context in which decisions are made; and many GIS provide only capabilities for snap 
analysis and do not support the domain specific analytical and statistical iuodýlili 
required by many decision-makers. 
These shortcomings of GIS led to development of SDSSs, which are explicitly 
for spatial problem solving. Thus, SDSS evolved from GIS in a rummer wliich parallrels 
that of DSS. 
Decision problems are often semi or ill structured where the fundamental variables 
and relationships of the problem are not easy to identify, to ineasure, and to represent 
in a mathematical model. These types of problems. therefore, are often addressed by 
selecting variable solutions from among a set of competing alternatives. I'll(. go, il of , 
SDSS is thus to help decision-makers generate and evaluate these alternative ,, ohit ions 
or the `what-if' solutions. Densham and Goodchild (1989) suggested the following 
three key characteristics of effective decision processes, which can bee used Is t lie, h, isi(. 
guideline in identifying the goals of a SDSS. 
1. Iterative: Decision problem is iterative becaüise (le(isiou iiiakpprs pcnc iI(, , ýýý 
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evaluate a set of alternative solutions, gaining insights which are input to, and 
used to define, further analysis. 
2. Integrative: Integration occurs because decision-makers, who hold the expert 
knowledge that must be incorporated into the analysis with the quantitative data 
in the models, evaluate alternatives across a broad range of pertinent criteria, 
making value judgments that materially affect the final outcome. 
3. Participative: The participation by decision-makers returns control over the 
decision making process to them, enhancing the quality of that process. 
Geoffrion (1983) suggested five distinguished styles in a DSS design, which were 
further simplified by Densham and Goodchild (1989) as six characteristics of SDSS. 
These characteristics which distinguish a SDSS from a GIS are given below. 
1. SDSSs are designed to tackle semi or ill-structured problems where either the 
problems or the objectives or both are not fully and coherently specified. 
2. They often adopt interactive and recursive ways of system development known 
as multipass approach, which contrasts the more traditional serial approach in- 
volving clearly defined phases like requirements specifications, detailed design, 
programming, testing and implementation. 
3. The designs place high value on the flexibility of system use and ease of adapta- 
tion to the evolving needs of the users. 
4. They strive for a genuine integration of data sources and models, including ap- 
propriate interfaces to transaction processing and database management systems. 
5. Users are of prime importance during DSS design. The underlying technology 
comes second. That is why much emphasis is given on the interface to be user- 
friendly. 
6. The users should be able to generate a series of possible solutions by running 
different `what-if' scenarios in the models. 
2.5.2.2 Architecture of SDSS 
Densham and Goodchild (1989) suggested following five key modules for a SDSS design: 
1. Database Management System 
2. Analytical Modeling 
3. Graphical Display and Report Generation 
4. User Interfaces 
5. Expert Knowledge 
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2.5.2.2.1 Database Management System 
Database management system for a SDSS must support cartographic display, spatial 
query, and spatial modeling by integrating three types of data - locational, topological 
and thematic. The database should be able to construct and use complex spatial 
relations between all three types of data at various scales. As the data requirement for 
SDSS can be very large, relational database management systems are preferred over 
the traditional flat-file database systems. 
2.5.2.2.2 Analytical Modeling 
Analytical models are often libraries of procedures included within the system. An ob- 
vious disadvantage of this approach of analytical modeling is that the system will end 
with lots of replicated and redundant codes which degrades overall performance of the 
system as well as make the system difficult for future maintenance. A new approach of 
analytical modeling as a part of a model-based management system 
(MBMS) is con- 
sidered to be more effective. Analytical models often involve an algorithm for solutions 
and MBMS approach separates the algorithm into a series of discrete steps, which can 
be programmed separately using object oriented programming. The whole model can 
be implemented through the combination of these discrete modules of codes into neces- 
sary sequence. Sometimes third party analytical models external to the system is used. 
In such cases standard procedure should be developed to establish communication be- 
tween the user interface and the model. An example of such a system can be found in 
Dietz (2000), where the SDSS uses the third party model HSPF (USGS) for hydrologic 
simulation. 
2.5.2.2.3 Graphical Display 
A SDSS should have the capabilities of generating a set of graphical and tabular re- 
ports. A SDSS reporting includes two and three- dimensional plots, tabular reports, in 
addition to general cartographic display to represent the output from statistical analy- 
sis and different analytical models. In addition, a user should be able to interact with 
a SDSS, and change its model parameters and scenarios by interacting with graphical 
display. 
2.5.2.2.4 User Interfaces 
The user interface of a SDSS is different from those commonly available. In addition 
to the commonly available user interfaces like buttons, text boxes, menus, and check 
boxed, a user interface for a SDSS should contain a graphical display to input to the 
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analytical models. A user should be able to define different `what-if' scenarios to input 
to the models by interacting with the graphical display. An interactive and intuitive 
user interface therefore becomes a must for a successful performance of a SDSS. 
2.5.2.2.5 Expert Knowledge 
A decision support system should contain a repository of expert knowledge. This 
repository will help as a guide to the users at all states of decision-making process, 
and the users do not have to turn to expert analysts every time they have complex 
analytical problems. Further, other modules within the system may use the knowledge 
base. 
2.5.3 SDSS for Integrated Watershed Management 
Most traditional models for water resources analysis can be a part of a SDSS because 
those models address the problems with a spatial dimension. Especially, the hydrologic 
models, economic models, and environmental models for water resource analysis have 
the potential to be included in a SDSS (Walsh, 1993). Hydrologic models deal with 
the spatial extent and variability of water runoff over and beneath land surfaces. Eco- 
nomic models, such as resource demand forecasting, revenue generation models, and 
input-output models would be enhanced if the output of the models can be displayed 
graphically and visually via maps. Environmental models, such as those estimating 
non-point source pollution in a water body and those predicting the integrity of aquatic 
life benefit from the spatial analysis and display capability. 
AEGIS/WIN is a decision support system that links the simulation system Decision 
Support System for Agrotechnology Transfer (DSSAT) v3 with the geographic mapping 
tool ArcView using tight coupling approach (Engel et al., 1997). DSSAT v3 is a well- 
validated crop simulation system that has been used worldwide in research, teaching, 
and extension programs (Bowen et at., 1996; Tsuji et at., 1994). It contains 11 crop 
models, all of which use a standard format of input and output. The model framework 
allows application at a regional scale. At this scale, coupling with GIS provides effi- 
cient data input for the model. AEGIS/WIN provides a graphical interface to select the 
land-use map and management scenarios. The user interface, which automates data 
transfer between the simulating system and the mapping tool, is created using Av- 
enue, an object-oriented macro programming language. DSSAT can be accessed from 
within the system and create management inputs for individual field of the selected 
land-use map. These details are stored in an experimental details file, and simulations 
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are run with the crop models. ArcView acts as both the front-end and back-end tool 
for DSSAT v3. ArcView provides input data for the model from the maps. The model 
results are visualized spatially in ArcView. The model's results including simulated 
crop yield, yield components, and other related agronomic and environmental variables 
are displayed as thematic maps. After the model runs are completed, the user can per- 
form statistical analysis of the simulation results for all-important agronomic variables, 
display the individual variables in thematic maps, and create tables and charts. 
Rao et al. (2000) used EPIC-View, integration of comprehensive hydrologic-crop 
management model EPIC and ArcView for implementation of sustainable farm man- 
agement practices. The use of GIS made possible the integration of diverse spatial 
data into a comprehensive database. This organized database allowed easy access and 
input to the model. Visual output in the form of maps enabled the study of farm level 
response to inputs which could aid in better farm management. EPICView renders the 
simulation of field level soilplantwater dynamics accessible to the user through a user- 
friendly interface. The authors conclude that the application of EPICView in planning 
a sustainable farm could help provide dual benefits: productivity gains to the farmers 
and mitigating environmental risks. 
Sugumaran (2002) develop an integrated range management decision support sys- 
tem (IRMDSS) to provide an interactive decision support tool for forest planners in 
the Western Ghats of India. The model was developed in ArcView GIS software us- 
ing tight coupling approach. The interface combined data from remote sensing, GIS 
and a knowledge based system. The SDSS provides forest planners and managers a 
better means of organizing, accessing, and evaluating a wide range of information and 
alternative strategies for effective forest planning and management in the study area. 
Matthews et al. (1999) developed a spatial land allocation decision support system 
(LADSS) for rural land use planning and management at the management unit level 
using tight coupling approach. The two software components of the LADSS are Gen- 
syms G2 knowledge based system (KBS) development environment and Smallworld 
GIS. The genetic algorithm is used for the land use planning in their study. The results 
obtained from the study showed the potential of GA for land use planning. 
CropSyst is one of the successful attempts to combine GIS and crop-simulating mod- 
els using the tight coupling approach is CropSyst. CropSyst simulates the soil water 
budget components and multi-crop production potential, both spatially and tempo- 
rally on a daily basis. CropSyst couples a model with databases of soil type, long-term 
weather, and crop management using a GIS (Badini and Franz., 1997). CropSyst, a 
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multi-year and multi-crop simulation model, was developed to serve as an analytical 
tool to investigate the effect of cropping systems management on crop productivity in 
relation to environmental patterns (Stockle and Nelson, 1993). The soil water balance 
model processes include precipitation, canopy and residue interception, runoff, infil- 
tration, redistribution in the soil, and maximum and actual evapotranspiration. The 
CropSyst input data sets are the location, weather, soils, crop, and management prac- 
tices. The separation of files allows for an easier link of CropSyst simulations with GIS 
software. A vector-based GIS (Arc/Info) constructs coverages of soils and weather. The 
vector-based GIS also provides for the mapping and display of the results. The loca- 
tion file includes information such as name, latitude, and daily weather database. GIS 
generates a location-weather coverage containing attributes related to CropSyst. Using 
this information, ArcInfo-CropSyst Cooperator (ARCCS) generates the combined sim- 
ulation map. The ARCCS program controls the model execution. ARCCS associates 
each polygon with the corresponding CropSyst (soil and location-weather) parameter 
files, runs the simulations, and generates CropSyst simulation results. This approach 
provides guidelines for resource management and can be extended for crop production 
forecasting, water management, and comparison of new crop cultivars for introduction 
in different agroclimatic zones. 
Davis et at. (1991) developed a DSS consisting of three modules, a policy mod- 
ule, a catchments module, and a query module, to examine the effects of potential 
land use and land management on water quality policies in South Australia. The 
AquaTool DSS has been developed and used by two river basin agencies in Spain for 
water resources planning and operational management, and the modeling capability 
includes basin simulation and optimization modules, an aquifer flow modeling module 
and two modules for risk assessment (Andreu et al., 1996). In 1996 USEPA released 
the BASINS model that integrated GIS with a watershed database for major basins 
and several vertical modeling tools into a single package for performing assessment and 
water quality analysis (http: //www/epa. gov/OST/BASINS/). Dutta (2000) applied 
the AVSWAT-SDSS for watershed management in Bankura district West Bengal. He 
concluded that AVSWAT can be used for generating alternate management scenarios 
for land and water management. 
F ulcher et al. (1999) developed SDSS called WAMADSS for watershed management. 
WAMADSS consists of GIS, economic and environmental simulation model. The en- 
vironmental simulation models AGNPS and SWAT were integrated with GIS for the 
development of WAMADSS. The integration was of tight coupling type. Osmond et at. 
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(1998) developed a SDSS called WATERSHEDSS for assessing the non-point source 
pollution. ESS (1999) developed another SDSS called WATERWARE for the water re- 
sources management problems. The NELUP is an integrated model used for analysing 
the impacts of the land use and management options on catchment systems. 
At Purdue University, researchers have been involved in the development of a web- 
enabled system named L-THIA, which was developed to analyze impacts of land use 
changes using SCS curve number technique. A user accesses this GIS based system 
online and chooses location, land use and soil information and the system provides 
the curve number values of selected location along with long term precipitation record. 
The output of the system includes runoff depths and volumes and non-point source 
pollution in the form of tables, bar charts, and pie charts (Pandey et at., 2000). 
2.5.4 SDSSs for Other Application Areas 
The SDSSs have been developed in several other areas including transportation plan- 
ning and route alignment (Sadek et at., 1999), location planning for infrastructure and 
facility development (Sikder and Yasmin, 1997), emergency management operations 
(Gunes and Kovel, 2000), agricultural farm analysis and comparison (Thomas et at., 
1999), agricultural nonpoint source pollution (NPS) assessment (Srinivasan and En- 
gel, 1994), construction project management (Molenaar and Songer, 2001), floodplain 
management (Ford, 2001; Ji and Johnston, 1994; Sanders and Tabuchi, 2000), and 
prioritization and identification of crime suspects (Alexander et at., 1997). The rapid 
development of SDSS in diverse application areas has been critical in the development 
of more efficient computing and modeling techniques to support the needs of these 
SDSS. (Eldrandaly and Sui, 2003) developed a COM-based spatial decision support 
system for industrial site selection using GIS, expert system and multi criteria decision 
making method (analytic hierarchy process - AHP). 
2.6 Concluding Remarks 
From the literature review presented in above sections it is clear that lot of studies on 
loose coupling and tight coupling of environmental models into GIS have been done. 
Very few attempts on the development of full integration of environmental models into 
GIS have been done. The studies on integration also suggest that full coupled models 
are far superior to the models developed using loose and tight coupling approach. 
GIS and hydrology goes hand in hand as hydrology is a science that tries to un- 
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derstand what happens to water when it falls on the earth surface and GIS is used to 
represent, store, analyse, manipulate and retrieve the spatial land surface information. 
Hydrological models require huge amount of information which can be easily stored 
into GIS and can be used to simulate various processes of hydrology. Moreover by the 
integration of hydrological models into GIS the results obtained from the simulation of 
hydrological model can be better visualized and understood for generating necessary 
actions plans. 
From the literature, the most widely used optimisation technique, Linear Program- 
ming, has its own limitation pertaining to size of problem and the constraints. Moreover 
most of the traditional optimisation techniques can generate only one optimum solution 
in a single run, whereas decision makers and planners need several alternatives so to 
compare and convince the stakeholders to choose from. LP assumes linearity for the 
objective function which is not necessarily true in case of landuse planning. Though 
LP is guaranteed to find the globally optimum solution for the defined objective, there 
are significant problems in using LP for spatial landuse planning. LP is often applied 
without spatially explicit constraints. Traditional optimisation techniques have their 
own limitations which can be overcome by use of Genetic Algorithm. 
Literature review provides the insight on the use of computer models, decision sup- 
port systems, for decision making. These models provide insight into water resources 
problem by representing physical, environmental, economic, and/or social processes, for 
the planning and operation of water resource systems, and social and natural science 
communities. The progress in GIS technology has led to integration of GIS and DSS 
to develop SDSS solve the spatial problems. The SDSS has significant advantages on 
different types of watershed analysis models. Most of the water resources models avail- 
able today were developed before the availability of new spatial analysis and display 
capability. These traditional models are often lumped-parameter models that do not 
take advantage of the ability to display the distributed aspects of spatial data. Hence 
a new approach of model design is necessary to include the models into SDSS frame- 
work. A cross discipline collaboration is needed to develop an effective water resource 
management SDSS. 
Thus this research is aimed to develop a Spatial Decision Support System by inte- 
grating hydrological simulation model and genetic algorithm optimisation model into 
GIS using full integration approach to generate spatial optimal allocation of land and 
water resources in agricultural watersheds. This is done in Chapter 3 and 4. 
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Coupling of Models into GIS 
3.1 Introduction 
Over the past twenty years, huge amount of data for resource evaluation and assess- 
ment is available from various sources. These include data logging and remote sensing 
systems. Much of the data is directly available or can be made available in computer- 
accessible format. With the increase in availability of low-cost computer equipment, 
the development of techniques for the archiving, analysis, mapping and presentation 
of such data has also become widely used. This includes the techniques such as GIS 
and Remote Sensing. Hydrological models are the valuable tools in water resources 
management. Due to heterogeneity in hydrological system these models need large 
amounts of data. Thus GIS has a wide application in hydrologic models. This Chapter 
is divided into three main sections. In the first section it introduces some concepts of 
Geographic Information System (GIS) and Remote Sensing (RS). The second section 
describes various ways of coupling of GIS and hydrological models. The last section 
describes the development of GIS coupled Rainfall-Runoff model using the techniques 
mentioned in second section. 
3.2 Geographical Information System (GIS) 
There is no single definition for the GIS. However the most widely accepted definition 
which covers almost all functionalities of GIS is: "A system of computer hardware, 
software, geographic data, people, organisations, and institutional arrangements for 
collecting, storing, analysing and disseminating information about areas of the Earth, " 
particularly in case of environmental process (Dueker and Kjerne, 1989). 
Section 3.2.1 describes the architecture, structure and design of GIS, various data 
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types and various GIS software's in use. 
3.2.1 Architecture, structure and design of GIS 
All data which can be mapped has both locational and non-locational characteristics. 
Thus how a GIS stores, analyses and displays the information depends on its architec- 
ture. The structural perspective of analysing GIS is concerned with the methods of 
how the GIS is put together with regard to various components. The architecture of 
the GIS determines the combination and integration of the various components. The 
general architecture of a GIS can be divided into three major components: 
1. Database 
2. Analytical engine; and 
3. Input/output and user interface 
1. Database 
The design of the database is responsible for the way in which the GIS stores the 
model of the real world. Points, lines, polygons and surfaces are the four funda- 
mental types of geographic data to be stored in a GIS. In the current generation 
of GIS, the vector and the raster structure are two methods for representation 
and storage of this data. These two different methods are responsible for the 
distinction of two major families of GIS design and capabilities. Burrough (1986) 
gives an overview of the advantages and disadvantages of the different systems. 
An implication of the choice of data representation is that it has a large influence 
on the functionality of the GIS system. Several operations that are very efficiently 
implemented in raster GIS are difficult to carry out in vector GIS and vice versa. 
Recent trends in GIS development try to deal with this problem by implement- 
ing so-called hybrid systems. These systems offer both raster and vector storage 
mechanism and analysis capabilities, and offer a number of conversion routines to 
convert data between the two data structures. Even in these hybrid systems, the 
data model is structured around the implementation of the data storage (how do 
we store data), instead of the nature of the entities (what do we want to store). 
Current raster and vector based systems (and hybrid systems) emphasize tech- 
nical details of the data structure. The examples of hybrid systems are ArcGIS, 
Maplnfo, SPANS, etc. 
2. Analytical engine 
The analytical engine is the part of the GIS that is responsible for the analytical 
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capabilities of the system, manipulation and transformation of the data. It is very 
important for the possible applications of GIS in environmental studies and mod- 
eling. Current analytical capabilities of GIS are highly related to the structure 
of the database used. The raster GIS is evaluated as having a large analytical 
power, whereas vector GIS is superior for database manipulation such as retrieval 
and combination of attributes. It is because of the superior analytical power of 
raster GIS that these systems are used predominantly for integration with envi- 
ronmental process models while vector systems are used for manipulation of data, 
transport and network analysis. 
3. Input/Output and User Interface 
The input and output part of the system provides the means to store data into the 
system and to retrieve data out of the database. A number of important tasks, 
including digitizing and plotting, interface to other systems and the user interface 
are part of this component. The design of the user interface does not provide the 
analytical functionality to the GIS, but is just a gateway to this functionality. 
The import and export capabilities of GIS are the part of the interface. These 
capabilities of the GIS allow other computer programs for analysis and processing 
of data when functionality needed is not available in the GIS. 
3.3 Remote Sensing 
Remote Sensing is a multi-disciplinary activity, which deals with the inventory, mon- 
itoring and assessment of natural resources through the analysis of data, obtained by 
observations from a remote platform. In other words, remote sensing is the science 
of deriving information about an object from measurements made at a distance from 
the object without actually coming in contact with it. The remote sensing satellites 
are continuously orbiting around the earth at fixed altitude and thus provide repetitive 
coverage of the earth's surface. The remote sensing satellite stores the reflectance of 
earth surface in various spectral regions and thus gives a quantifiable data in various 
spectral bands which can be used further for useful interpretation in various fields. 
The satellites are observing the earth's surface from higher altitude and hence provide 
synoptic/topographical view of the earth's surface. The term Remote Sensing is used 
more commonly to denote identification of earth features by detecting the characteristic 
electromagnetic radiation that is reflected/emitted by the earth's surface. Every object 
reflects/scatters a portion of the electromagnetic energy incident on it depending on 
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its physical properties. The electromagnetic spectrum is shown in Figure 3.1. 
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Figure 3.1: Electromagnetic Spectrum 
In addition, objects emit radiation depending on their temperature and emissivity. 
The reflectance/emittance of any object at different wavelengths follows a pattern that 
is characteristic of that object, known as `Spectral Signature'. Proper interpretation 
of the spectral signature leads to the identification of the object. The typical spectral 
responses to various features on earth surface is shown in Figure 3.2. 
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Figure 3.2: Comparison of Spectral Reflectance of few Landcovers 
Depending on the source of energy there are two types of Remote Sensing. When 
the observations are made based on the electromagnetic radiation from the sun or 
the self-emitted radiance, it is called Passive Remote Sensing. It is also possible to 
produce the electromagnetic radiation of a specific wavelength or band of wavelengths 
54 
0.6 0.8 1.0 
Wavelength (µm) 
3.4 Coupling of Hydrological Models and GIS 
to illuminate the terrain. The interaction of this radiation can then be studied by 
sensing the scattered radiance from the target which is called Active Remote Sensing. 
3.4 Coupling of Hydrological Models and GIS 
Most of the models frequently used are good for describing the process under study, 
but they are lacking proper tools for the input and management of spatial data needed 
to run the models, and have limited facilities for presentation of the results. Coupling 
of various models has been the subject of research over past few years. This section 
discusses the coupling, various ways of doing it, advantages and disadvantages of cou- 
pling. Further this section reviews previous studies on coupling GIS with environmental 
and/or hydrological models. The process of linking two or more different models with 
one another is called coupling or integration. Thus it provides the degree to which 
the components or processes of one depend on another. Many complex environmental 
problems involve processes that occur both within and between environmental media 
(e. g., air, surface water, groundwater, soil, and biota). Hence the processes occurring 
both within and between environmental media must be investigated, understood and 
modeled. Developing a new model is very expensive. In addition to the costs normally 
associated with design and development of computer software, modeling results must 
be compared with observed data which is time consuming. Thus due to time and money 
constraints, the approach of coupling has been the subject of research in recent time. 
3.4.1 Types of Coupling 
When coupling existing models into GIS it is important to identify the components 
required to link them. There are obstacles to coupling legacy models due to one reason 
or another. There are three various ways of coupling (loose, tight and full coupling) as 
discussed below: 
3.4.1.1 Loose Coupling 
Loosely-coupled models rely on the transfer of data files between the GIS and an ex- 
ternal modeling program. Loosely-coupled models are useful when external models are 
either preferred or required by the project. The loosely-coupled approach has been the 
foundation for building GIS-based decision support systems which provide integrated 
access to otherwise incompatible analytical tools (Furst et al., 1993). Some applica- 
tions use an external database management system (DBMS) combined with a GIS to 
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enhance access to non-spatial data (Deckers, 1993). Loose-coupling typically capitalize 
on the cartographic tools as key contributions (Newell et at., 1989), but often do not 
exploit the analytical capabilities of the GIS. Loose coupling with GIS results in slow 
data transfer, is non-GIS-specific, and facilitates only a low level of integration. The 
structure of the loose coupling is shown in Figure 3.3. 
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Figure 3.3: Structure of Loose Coupling showing data transfer to and from GIS and 
Model using ASCII data files 
The advantage of this approach is that redundant programming can be avoided, 
but the data conversion between different packages can be tedious and error prone. 
Further the loose coupling does not have a common user interface. In order to use 
loose coupling approach the user must be fully conversant with both the GIS and the 
model being used. 
3.4.1.2 Tight Coupling 
Tightly-coupled models are developed entirely within a GIS environment and are ex- 
tremely useful for modelers, especially those depending on the analytical functions of 
the GIS. They capitalize on direct access to a spatial database, tightly integrating model 
data with other project data and providing immediate visualization of model results. 
The integration is carried out with the help of GIS macro or conventional programming. 
With the recognition of the users need to develop customized applications, more and 
more GIS software vendors are providing macro and script programming capabilities 
(such as ESRI's Avenue and AML, Maplnfo's MapBasic etc) so that users can lump a 
series of individual commands in a batch mode or develop a customized user interface 
for specific applications. Tight coupling is where data management in the GIS and 
model are integrated, they share the same database and a common user interface (Djo- 
kic and Maidment, 1993; Fedra, 1996). The structure of the tight coupling is shown in 
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Figure 3.4. 
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Figure 3.4: Structure of Tight Coupling showing data transfer to and from GIS and 
Model environment using the GIS macros 
The advantage of this approach is user need not bother for data conversion between 
GIS and Models. The user need not be fully conversant with both GIS and the model 
used. This approach saves time and is error free. Moreover, it provides graphical 
interface to visualise the result. There is no need to shift the executing platforms. 
3.4.1.3 Full Coupling 
The tightest/full coupling is an embedded system, in which modeling and data are 
embedded in a single manipulation framework (Crosbie, 1996; Densham and Goodchild, 
1989; Fedra and Jamieson, 1996; Reitsma, 1996a). The tightest/full coupling can be 
achieved by either models built within GIS or GIS functionalities built within models 
(Karimi, 1995). Thus there are two ways of building full coupled model as described 
in next sections. 
3.4.1.3.1 GIS Functions embedded into Process Model 
This approach aims to embed GIS functionalities in hydrological modeling packages, 
and has been adopted primarily by hydrological modelers who think of GIS essentially 
as mapping tool and conceptually irrelevant to the fundamentals of hydrological mod- 
eling. This approach usually gives system developers maximum freedom for system 
design. Implementation is not constrained by any existing GIS data structures, and 
usually this approach is capable of incorporating the latest development in hydrological 
modeling. The downside of this approach is that the data management and visualization 
capabilities of these hydrological modeling software packages are in no way comparable 
to those available in commercial GIS software packages, and programming efforts also 
tend to be intensive and sometimes redundant. The structure of GIS functionalities 
embedded in hydrological model is shown in Figure 3.5. 
3.4.1.3.2 Process Model embedded into GIS 
A few leading GIS software vendors in recent years have made extra efforts to improve 
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Figure 3.5: Structure of Tight Coupling showing GIS functionalities embedded into 
Process Model 
the analytical and modeling capabilities of their products. Pioneered by HEC-SAS 
developed by the Army Corps of Engineers (Davis, 1978), several commercial software 
vendors have developed stand-alone GIS modules with functions that can be used for a 
variety of hydrological modeling needs. Certain hydrological modeling functions have 
been embedded in leading generic GIS software packages such as ESRI's ArcStorm 
and ArcGrid, Intergraph's InRoads, etc. This approach builds on top of a commercial 
GIS software package and takes full advantage of built-in GIS functionalities, but the 
modeling capabilities are usually simplistic and calibrations must take place outside of 
the package. Also, these models tend not to be industry standard and/or have not been 
validated (Sui and Maggio, 1999). The structure of the hydrologic model embedded 
within GIS is shown in Figure 3.6. 
All data in GIS data model 
Process 
Model 
GIS 
Figure 3.6: Structure of Tight Coupling showing Process Model embedded into GIS 
The execution of model is faster than both tight and loose coupled models. The 
same database architecture is used for GIS and model. The user is fully involved in 
the modeling process. The presentation of data and execution of model is superior and 
the embedded model requires least maintenance. It also provides the support for the 
development of new model. 
The term Integration will be used in this thesis to indicate the type of coupling 
described in Section 3.4.1.3.2. 
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3.5 Development of Coupled Models 
In order to test the hypotheses of superiority of coupling mentioned in the Chapter one, 
the runoff computation component of hydrological model using National Resources 
Conservation Service (NRCS)-Curve Number technique was developed to study the 
linking of hydrological model with GIS using approaches mentioned in Section 3.4. 
3.5.1 SCS-Curve Number Model 
The SCS CN approach is the most widely used runoff method and is incorporated into 
many leading watershed and water quality models. The method calculates the runoff 
potential for different combinations of soil and land cover. Runoff (Q) is related to 
total rainfall (P) and soils storage capacity (Smax) via the empirical equation: 
(P - Ia)2 31 (P-Ia+S) 
(ý) 
where, 
Q= Runoff depth in mm, 
P= Rainfall amount in mm, 
la = Initial Abstraction, and 
S= Maximum Storage potential in mm 
For Ia = 0.2S, 
If (P > 0.2S) then 
(P - 0.2S)2 (3.2) 
(P + 0.85) 
Else, 
Q=o 
The retention parameter, S varies among watersheds (because of variations in soils, 
land use and management practices) and with time (because of changes in soil moisture 
content). The parameter S is related to curve number (CN) by the relationship, 
S_ 
25400 
_ 254 CN 
The value of S obtained from this equation is in mm. The curve number for moisture 
condition II CN2 was obtained from the tables given in the Handbook of Hydrology 
(Ministry of Agriculture, Govt. of India, 1972). The values of CN2 were based on 
several factors such as the land use, treatment/cultivation practices, hydrologic con- 
dition and hydrologic soil group. Values of CN1 the curve number corresponding to 
the moisture condition I (dry), and CN3, the curve number values for the moisture 
condition III (wet) corresponding to those of CN2 are also tabulated in the handbook. 
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For computational purposes, CN1 and CN3 were related to CN2 with the equation 
(Sharpley and Williams, 1990; Williams, 1995). 
CN1 = CN2 - 
20(100 - CN2) 
100 - CN2 + e[2.533-0.0636(100-CN2)] 
CN3 = CN2 * e[0.00673(100-CN2)] 
The runoff computation model is coded in computer program using Visual Basic pro- 
gramming language. The model is coded in such a way that it can be used for single 
event or continuous rainfall and can accept the CN-table from user or use default CN- 
table. 
3.5.2 Development of Loose Coupled Model 
The thematic maps of landuse, soil, drainage network, topography were generated for 
a hypothetical watershed. The appropriate landuse and hydrologic soil group codes 
were attached to the landuse and soil data themes respectively. These maps were then 
displayed over one another to perform the overlay analysis. The new theme of landuse 
and soil overlay was generated in GIS. Using the frequency analysis component of GIS 
the unique number of landuse and hydrologic soil group combinations were generated 
for the new overlaid theme. This information which is available in the frequency table 
file format of GIS software is then exported as an ASCII file. This ASCII file is then 
used as input for executing the SCS-CN model. The output of the SCS-CN model 
was stored in the ASCII file. This output was then imported into an info data file or 
table format of GIS software. A unique code corresponding to the unique combination 
of landuse and hydrologic soil group, was added to the new map. Then the imported 
output file from the SCS-CN model was joined with the new map with unique code as 
the joining item. This new map was stored as a resultant runoff map. This map is then 
used for display, analysis and query. 
3.5.3 Development of Tight Coupled Model 
A model for integrating this SCS-CN model with GIS is written in Arc Macro Language 
(AML). This model provides the user an interface which guides the user from selection 
of maps (input datasets) to the display of final results through various menus without 
needing to quit or shift from the GIS platform. The model keeps on displaying the 
results thus helping the user to visualise the real world and get feel of what's happening 
in the process. The information exchange between the SCS-CN model and GIS is done 
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through the sequence of Arc/Info commands written in AML for seamless transfer 
of the information. The steps of overlaying the landuse and soil theme to generate 
new overlaid theme and then assigning a unique code to combination of landuse and 
hydrologic soil group is also done through the sequence of Arc/Info commands written 
in ATN7L. The display of input themes, intermediate themes generated and final output 
in the ArcPlot is done using the AML. A simple query menu is also designed with the 
ANIL to perform query on the input, intermediate and final themes. 
The model is executed using the dos batch file '`runoff. bat". It opens the ArcPlot 
and provides the menu tools as shown in Figure 3.7. 
liunu t Lstimatjun 
from 
Landrrs¬ & Soil Maps using SCS-CN method 
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Figure 3.7: Interface for Tight Coupling Model 
The menu tool provides the user with the options to run the model either in loose 
coupled approach or through tight coupling approach. It also provides the user with 
the tool to display and query the maps before running the main runoff computation 
model. After clicking on the button "TIGHT" another window is opened through which 
user can navigate and make the appropriate choices for the landuse and soil maps. In 
this window the user can opt to run the model and generate the runoff snap either for 
single event or for daily continuous rainfall. Depending on the choice made the user can 
specify the amount of rainfall in case of single event runoff prediction or the rainfall 
data file name in case of daily continuous rainfall. The user should also si>ecifv the 
initial soil moisture condition and the Curve Number table to be used for generating 
the runoff map as shown in Figure 3.8. 
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Figure 3.8: Interface for data input using Tight coupling approach 
The landuse and soil maps are displayed in the ArcPlot as shown in Figure 3.9. 
These two maps are then overlaid over each other to compute the curve numbers frone 
the curve number database file specified by the user. The curve number map generated 
is displayed as shown in Figure 3.10. The runoff depth is computed using the SCSCN 
method and the resultant inap is displayed ; i5 sho, wu in Figiin 3.11. 
Figure 3.9: Displaying input data showing I iiduseýl: uulcover : lid soil inolps 
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Figure 3.10: Intermediate output showing Curve Number snap generated from overlay- 
ing of landuse/landcover and soil reaps 
Figure 3.11: Model outprnt shoNviuh limo , ff' deptii map 
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3.5.4 Development of Full Coupled/Integrated Model 
A model for integrating this SCS-CN model with GIS is written in Visual Basic for 
Application (VBA) with the ArcGIS. This model is written as a dynamic link library 
using the ArcGIS functionalities within ArcGIS environment. The model can be added 
as an extension to the ArcGIS or can be added as a dll file to the existing ArcGIS. The 
model can be executed as a command from the command line interface of the ArcGIS 
or its interface can be invoked from the ArcMap extension of ArcGIS. The interface 
enables the user to navigate to select their input themes pertaining to landuse and 
soil. It provides the user with tool for clipping two themes so that the extent of the 
themes tinder study is same. It also provides the user with the tool to overlay two 
themes irrespective of their use for the model. The interface loads the curve number 
index file from its database which can be modified or appended by the user for more 
curve numbers on different landuse for their regions. It then asks the user to match the 
landuse code from the user landuse theme with the landuse in the curve number index 
file. Once the landuse matching is done the user can select whether they want to go 
for a single storm event analysis or a continuous rainfall file. The user is also provided 
with the option to compute runoff depth and/or runoff volume.. After selecting the 
respective input themes for landuse and soil, curve number index file and rainfall data 
the model is executed and the output is written to a geodatabase table which is linked 
with the runoff theme (overlaid landuse and soil thence). The runoff theine is displayed 
in the ArcMap with appropriate legend. Using the ArcMMap identify and query tools 
user can query and analyse the runoff theme. The model is also developed in an object 
oriented way so that the user has total control of the model even at the time of iuodel 
execution. 
The model is loaded to the ArcMap by registering the model dll with ArcGIS- 
Developer Tools-Component Category Manager. The model adds as a separate toolbar 
to the ArcMap with the pull down menu. The various operations like clipping, inter- 
secting and computing runoff can be done using the model. The model toolbar and its 
siibmeIni are as showui in Figure 3.12. 
Figure 3.12: Integrated/Full coupled ArcGIS: SCSCN Runoff Model 
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The data pertaining to watershed boundary and drainage network, landuse, soil 
and the CN Index table is added to the ArcMap using the File-Add Data menu. The 
landuse and soil maps are intersected and the new map of unique hydrologic response 
unit is produced using the Intersect menu of the Model tool. This new map which 
stores the information for both landuse and soil is used for the computation of the 
runoff. 
The spatial database pertaining to watershed boundary and drainage network, lan- 
duse, soil and the CN Index table used for testing the model is shown in Figure 3.13, 
3.14.3.15 and 3.16 respectively. 
Figure 3.13: Watershed and Drainage network map 
Figure 3.14: Landure map of the watershed 
The "Complete Runoff" nienu opens the windowti interf: u"e to select Ili(] (lefiu<' the 
data files to be used for runoff computation is shown in Figure 3.17. 
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Figure 3.15: Soil map of the watershed 
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Figure 3.16: Curve Number Index table 
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Figure 3.17: ArcGIS SCSCN Runoff computation interface 
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The landuse from the selected layer is matched with the CN Index landuse table to 
obtain the appropriate curve numbers for unique hydrologic response units. Figure 3.18 
and 3.19 shows the interface before and after matching the landuse. 
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Figure 3.18: ArcGIS SCSCN Runoff computation interface before matching landusc 
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Figure 3.19: Arc-GIS SCSCN Runoff computation interface after inatchiiig landuse from 
the selected landsoil layer with the landuse from the Curve Number index datal)ase to 
assign appropriate curve numbers for unique hydrologic reýpon5e units 
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The inputs for computation of runoff depth and volume values for single event or 
continuous rainfall are entered w; shown in Figure 3.20 and 3.21 respectively. 
OK 
Cancel 
Figure 3.20: ArcGIS : SCSCN Runoff input for Single Event 
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Figure 3.21: ArcGIS : SCSCN Runoff üiput for Continuous Event 
For single event analysis the runoff depth yin(] volume values are appended ill the 
hydrologic response unit map however for continuous rainfall these values are stored in 
a table which is linked with the hydrologic response unit. The runoff depth 111a1) amid 
the runoff output table is shown in Figure 3.22 and 3.23 respectively. 
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Figure 3.22: Runoff depth snap 
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Figure 3.23: Runoff c1ataba4e for daily rainfall data 
3.6 Results 
The results obtained frone the execution of t lie SCS-C'\ model wit h all t liree coupling 
approaches were not different (they were meant not, to be different as the procedure 
used was same in all three approaches) but thcc ea.. e ()f use, time re(tuire(l : end data 
structure of the models in all the approaches were different. Numbers of steps were 
performed for obtaining the results for loose type of coupling. These steps can be 
effectively stated in five major categories as: 
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" input of geographic distributed data through GIS; 
" export of GIS-data and data conversion for model data format; 
" running the model; 
" exporting the results and importing the results into GIS; and 
" analysis of the model-results and creating final maps and themes. 
For using loose coupling approach the user must be completely conversant with the 
GIS system they are using and the hydrological model inputs required. Moreover this 
type of approach has no common user interface for display of the results. The user 
needs to shift their platform as well as quit the GIS application they are running. 
However using tight coupling involved two steps, data input and executing the 
model. The model was also supported by graphical user interface. Moreover, for using 
tight coupled model the end user need not be fully conversant with the GIS system 
they are using and the hydrological model inputs required as the model itself guides 
the user through the process. However in this approach the model is not embedded 
within GIS and the information transfers is done through the ASCII file system. The 
model does not share the same data structure in which the data is stored by the GIS. 
Hence the user has no control over the model when it is executing the process. 
In the full coupling/integrated approach the model itself is written within the GIS 
environment. The model shares the GIS data structure and hence no intermediate 
ASCII files are generated for executing the model. The user has total control over the 
model parameter even at the time of model execution. The model output is written 
in the geodatabase which can be easily linked with various other formats of the GIS 
database. Moreover since the model uses the same data structure it is faster to execute 
and the results are very well tabulated. 
3.7 Concluding Remarks 
With the improvement in the computing facilities, availability of large amount of spatial 
datasets through the means of satellite remote sensing and much improved GIS data 
structure it is clear that linking the hydrological models with GIS will definitely help 
in improving the understanding of various hydrological processes in the watershed. 
1. The loose coupling type of approach is the easiest way to link hydrological models 
with GIS. There is no need to write new hydrological models because existing 
hydrological models can be used, the required data files can be generated through 
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GIS datasets and the hydrological model can be executed separately. However this 
type of approach is time consuming. Due to no common interface user has to shift 
to and from GIS and model environments due to which there is high possibility 
of user making errors either in GIS or model environment. The analysis of results 
is also not that easy and user has to be really patient during the entire process. 
2. The tight coupling type of approach is relatively easy compared to full cou- 
pling/integrated approach as the already existing models can be used and the 
macros/programs for data conversion to and from GIS format to model format 
need to be written which is an easier task than to write a complete model or 
functionalities in GIS. The user is provided with common interface for accessing 
the GIS datasets and the model. The model execution is faster compared to loose 
coupling approach and is significantly less prone to errors. 
3. The full coupling integrated type approach is relatively hard to develop compared 
to tight coupling approach as the complete model/functionality has to be rewrit- 
ten into GIS environment with concern to the GIS database structure and data 
flow in the model. However it provides additional functionalities to GIS. More- 
over since the model and the GIS shares the same data structure it becomes faster 
to execute. The user has got total control over the model execution which is not 
possible in tight coupling approach as model and GIS are two different things. It 
is least prone to errors as both GIS and model shares same data structure and 
common interface. The visualisation and analysis of the results is done in better 
way and is time saving. 
Section 3.6 presents the results from the models developed using all three approaches 
as mentioned in Section 3.4. Results indicate that linking hydrological model with GIS 
using full coupling/integrated approach is much superior to tight and loose coupling 
approaches as the user has control over model parameters and both the model and GIS 
share same data structure. Once developed an integrated models are relatively easy to 
use, faster in computation, and reduce the hassle of file handling and data conversion 
routines. 
With the development of HarmonlT and other OpenGIS software's the use of 
OpenGIS for the development of integrated type hydrological model is another route. 
They have several advantages over the commercial/proprietary GIS software's such as 
one can modify source code and redistribute, less costly, huge support to various data 
formats. They also have disadvantages as the software is not tested extensively, least 
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amount of documentation, the visualization capabilities are poor, choice of software and 
not all GIS functions are available. The major obstacle in using OpenGIS software's is 
the knowledge of the open source programming language. 
The various components/processes of hydrological model can be treated as objects 
and these processes have interrelationship with each other. The change in one process 
affects the other process. These processes can be developed in an object oriented way 
so that the state-rate update in each process can be taken care of easily within the 
single time step (Koo et al., 2004). Thus using the full coupling/integrated approach 
the models can also be developed using object oriented approach. 
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Development of Spatial Decision 
Support System 
4.1 Introduction 
This chapter discusses the development of a GIS based spatial decision support sys- 
tem called, ArcWatManSDSS (ArcGIS Watershed Management Spatial Decision 
Support System) into ArcGIS desktop as an extension to the ArcGIS software. The 
chapter is divided in six sections. The data collection and requirement for the develop- 
ment of the ArcWatManSDSS model is discussed in Section 4.2. Section 4.3 describes 
different hydrological processes considered for the development of the hydrological sim- 
ulation model within ArcWatManSDSS. The development of the crop growth model is 
described in Section 4.4. Development of the economic analysis model is discussed in 
Section 4.5. The development of the resource allocation model using Genetic Algorithm 
is discussed in Section 4.6. Section 4.7.4 presents the development of ArcWatManSDSS 
with ArcGIS using full coupling/integrated approach as described in Chapter 3. 
4.2 Data 
The data required for the development and testing of the SDSS were collected for the 
case study area from various resources. The data were collected and stored in both map 
and tables form. Some of this data were collected from field survey, some from various 
departments, some from the literature while some of the data were derived from the 
satellite images. 
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4.2.1 Satellite Data 
The satellite images used in this study was obtained from Indian Remote Sensing satel- 
lites IRS-1C and IRS-1D. The data was obtained from Regional Remote Sensing Service 
Center (RRSSC), Nagpur in the form of digital CDs. The details of the spectral and 
spatial resolution of the satellites (IRS-1C and 1D) are given in Appendix A Table A. 1 
and A. 2. The satellite and its sensors is shown in Figure A. 1. The details of the satellite 
data pertaining to its date of acquisition, sensor/camera and satellite are presented in 
Table 4.11. 
Table 4.1: Remote Sensing Data Acquisition Dates, Sensors and Satellite 
Satellite Sensor/Camera Date of Pass 
IRS-1C LISS-III Oct 1997 
IRS-1C LISS-III Jan 1998 
IRS-iC PAN Jan 1998 
IRS-1C LISS-III Mar 1998 
IRS-1C LISS-III Jan 2000 
IRS-1D LISS-III Jan 2002 
IRS-1D LISS-III May 2002 
IRS-1D LISS-III Max 2003 
IRS-1D LISS-III May 2003 
The digital image processing of this satellite data was done using Erdas Imagine 
8.6 software for the generation of various thematic and derived maps. The satellite 
data were first rectified and registered to the real world coordinate system by collecting 
ground control points on raw satellite data and survey of India toposheet of the study 
area. This satellite data was then used to derive landuse/landcover maps by carrying 
out supervised classification using maximum likelihood algorithm. 
4.2.2 Climatological Data 
The climatological data of various climatic parameters such as temperature (minimum 
and maximum), rainfall, relative humidity (minimum and maximum), wind speed and 
sunshine hours which are required for the computation of surface runoff, crop growth 
and evapotranspiration were collected. The daily data for above mentioned climatic 
'For details see ACRONYM and Appendix A 
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parameters were collected for twenty eight years duration from 1975 to 2002. The 
climatological database is designed to store the data both on daily as well as sub-daily 
time steps. The database structure is given in Appendix B Table B. 1. The data can 
be stored in dBASE N (dbf) or as a table in Microsoft Access (mdb) file format. 
4.2.3 Soil Data 
The soil map of the watershed was obtained from Soil Testing and Soil Survey Depart- 
ment, Ahmednagar. The map contained the soil series information and description of 
soils. The information about the potentials and problems of the different soil series 
was also collected. The data pertaining to various soil properties (listed in Appendix B 
Table B. 3) were collected for various soil types from the literature. The soil database 
structure is given in Appendix B Table B. 3. The data can be stored in dBASE IV (dbf) 
or as a table in Microsoft Access (mdb) file format. 
4.2.4 Crop Data 
The data pertaining to cropping practices and patterns for the study area were col- 
lected from the field survey and ground truth collection. The crop data for various 
other possible crops in the study area were also collected during the field survey and 
from literature. The data pertaining to various crop properties (listed in Appendix B 
Table B. 4) were collected for various crops from the literature. For crop economics 
the data pertaining to crop cultivation cost, crop main and by-produce rates were also 
collected. The crop database structure is given in Appendix B Table B. 4. This data 
can be stored in dBASE IV (dbf) or as a table in Microsoft Access (mdb) file format. 
4.3 Hydrological Simulation Model 
The deterministic type, distributed, continuous simulation model considering detail 
hydrological processes on each simulation cell is developed. The hydrologic simulation 
model is based on the daily water balance. The parameters used in the development 
of the model are not calibrated and the model developed is not validated due to un- 
availability of observed data sets. However the model is rigorously tested for mass 
conservation. The developed model is realistic though not calibrated. 
The flow chart of the hydrological simulation model is shown in Figure 4.1. The 
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water balance is presented in Equation 4.1: 
t 
SMCt = SMCo + E(P; - Qti - Ei - DPi) (4.1) 
i=l 
where, SMCt is the final soil water content (mm), SMCo is the initial soil water content 
(mm), t is the time (days), Pi is the amount of precipitation on ith day (mm), Qt is 
the amount of surface runoff on ith day (mm), E; is the amount of evapotranspiration 
on ith day (mm) and DPA is the amount of percolation exiting the soil profile bottom 
on ith day (mm). 
Figure 4.1: A Flow Chart of Integrated Watershed Simulation Model depicting the 
processes considered on each simulation cell 
The processes that are considered in the development of hydrological simulation 
model are: 
1. Rainfall; 
2. Interception; 
3. Infiltration; 
4. Surface Runoff; 
5. Evapotranspiration; 
6. Routing; and 
7. Groundwater Recharge 
4.3.1 Rainfall 
The rainfall amount is read as the input data from the weather station/rain gauge 
located in the study area. The rainfall time series data can also be read if available on 
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sub daily time steps. When more than one weather station/rain gauge is present in the 
study area then an interpolation scheme based on the inverse distance square is used 
to compute the distribution of rainfall over the watershed. 
NRG pt NRC 1 
pt 
, 7) 
= nýtd2 ýT9ý dt (4.2) 
n=1 n n=1 n 
where P('tjl is the rainfall amount in element (i, j) at time t (mm), Pn(t*9i*9) is the 
rainfall amount (mm) recorded by the nth rainfall gauge located at (irg, jrg), d,,, is the 
distance (m) from element (i, j) to nth rain gauge located at (irg, jrg) and NRG is the 
total number of weather stations/rain gauges in the study area. 
4.3.2 Interception 
The amount of rainfall intercepted depends on the type of landuse/landcover. The 
data pertaining to amount of rainfall intercepted under different landuse/landcover 
were collected from the literature. Interception is assumed negligible for this model as 
it contributes to evaporation and transpiration after a delay. 
4.3.3 Infiltration 
Infiltration is the process by which surface water moves into soil through the pores, 
small cracks or crevices in the soil. There are various methods available in literature 
to compute infiltration. In ArcWatManSDSS, the Green and Ampt (1911) equation 
is used to compute infiltration when rainfall time series is available. In case of daily 
precipitation data the amount of infiltration is computed by subtracting the runoff 
depth from the precipitation. The Green and Ampt infiltration scheme gained consid- 
erable attention partially due to the ever growing trend of physically-based hydrological 
modeling (Philip, 1983). To accurately account for the physical process involved with 
surface flow, ArcWatManSDSS uses the Green and Ampt approximation for soil infil- 
tration. Specifically, this relationship is utilized within the model's infiltration scheme 
to determine the depth and rate of soil infiltration as a component of the resulting 
overland flow. 
The Green-Ampt model assumes piston flow with a sharp wetting front between 
the infiltration zone and soil at the initial water content. The wet zone increases in 
length as infiltration progresses (Bras, 1990). Figure 4.2 graphically illustrates the 
difference between the moisture distribution with depth modeled by the Green and 
Ampt equation and what occurs in reality. 
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Figure 4.2: Comparison of moisture content distribution modeled by Green & Ampt 
and a typical observed distribution. 
Neglecting the level of ponding on the surface, the general equation showing the 
Green-Ampt relationship can be expressed as (Bras, 1990): 
f=K, +I1+HF d'\ (4.3) 
where f is the infiltration rate (mm/s), K, is the saturated hydraulic conductivity 
(mm/s), Hj is the capillary pressure head at the wetting front (mm), Md is the soil 
moisture deficit and F is the total infiltrated depth. 
The soil moisture deficit is given as: 
Md=(9e-9s) (4.4) 
where Be is the effective porosity and Oi is the soil initial moisture content. 
4.3.4 Surface Runoff 
Surface runoff occurs whenever the rainfall intensity is greater than the rate of infil- 
tration. Initially the infiltration rates are higher, however as the soil surface becomes 
wetter the infiltration rate will decrease and soon the water will start flowing as surface 
runoff. ArcWatManSDSS provides two methods for estimating surface runoff: 
. the Green and Ampt infiltration method (1911) and 
" the SCS curve number procedure (SCS, 1972) 
When the rainfall time series data were available then surface runoff depth is com- 
puted using Green and Ampt infiltration method and when daily precipitation data 
were available then SCS-CN method is first used to determine the surface runoff depth 
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and the infiltration depth is computed as the difference between precipitation and runoff 
depth. 
The Green and Ampt infiltration method is discussed in Section 4.3.3. In this 
section we will discuss the SCS-CN method for computing the surface runoff. 
The SCS runoff equation is an empirical model that came into common use in the 
1950s. It was the product of more than 20 years of studies involving rainfall-runoff 
relationships from small rural watersheds across the U. S. The model was developed to 
provide a consistent basis for estimating the amounts of runoff under varying land use 
and soil types (Rallison and Miller, 1981). Equation 4.5 is used to compute the surface 
runoff depth using SCS curve number method. 
Qeur, f - 
(P - Ia)2 (4.5) 
(P-Ia+S) 
where Qsur f is the accumulated runoff or rainfall excess (mm), P is the rainfall 
depth for the day (mm), Ia is the initial abstractions which includes surface storage, 
interception and infiltration prior to runoff (mm), and S is the retention parameter 
(mm). The retention parameter varies spatially due to changes in soils, land use, 
management and slope and temporally due to changes in soil water content. The 
retention parameter is defined as: 
3 C2CN - 254 1 (4.6) 
where CN is the curve number for the day. The initial abstractions, Ia, is commonly 
approximated as 0.2S and equation 4.5 becomes 
Qsurf - 
(P - 0.2S)2 (4.7) (P + 0.8S) 
Runoff will occur only when P> Ia. SCS defines three antecedent moisture con- 
ditions: I-dry (wilting point), II-average moisture and III-wet (field capacity) (Melesse 
et al., 2003; Neitsch et al., 2000; USDA, 1985). The moisture condition I curve number 
is the lowest value the daily curve number can assume in dry conditions. The curve 
numbers for moisture conditions I and III are calculated with the equations: 
20(100 - CN2) CN1 = CN2 - 100 - CN2 + e[2.533-0.0636(100-CN2)] 
(4.8) 
CN3 = CN26[0.00673(100-CN2)] (4.9) 
where CNl is the moisture condition I curve number, CN2 is the moisture condition 
II curve number, and CN3 is the moisture condition III curve number. 
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The retention parameter varies with soil profile water content according to the 
following equation: 
S=Sma 1- 
SW 
(4.10) 
(SW+ 
e(w1-W2SW)) 
where S is the retention parameter for a given moisture content (mm), Smax is the 
maximum value the retention parameter can achieve on any given day (mm), SW is 
the soil water content of the entire profile excluding the amount of water held in the 
profile at wilting point (mm), and wl and w2 are shape coefficients. The maximum 
retention parameter value, Smax, is calculated by solving Equation 4.6 using CNl 
(Neitsch et al., 2000). The shape coefficients are determined by solving Equation 4.11 
and 4.12 assuming that 
1. the retention parameter for moisture condition I curve number corresponds to 
wilting point soil profile water content, 
2. the retention parameter for moisture condition III curve number corresponds to 
field capacity soil profile water content, and 
3. the soil has a curve number of 99 (S = 2.54) when completely saturated. 
wl=1nl 
1 
_1 -1)w2 
(4.11) 
\1-S'3Smax 
W2 _2 
(ln r 0.5 
1-0.51 -11 
11 
-1]) (4.12) 11-ýS2Snaax Ll1-S3Smax 
where wi is the first shape coefficient, w2 is the second shape coefficient, S3 is the 
retention parameter for the moisture condition III curve number, S2 is the retention 
parameter for the moisture condition II curve number, and Smax is the retention 
parameter for the moisture condition I curve number. 
4.3.5 Evapotranspiration 
The term evapotranspiration combines two separate processes whereby water is lost 
on the one hand from the soil surface by the process of evaporation and on the other 
hand from the crop by the process of transpiration. Various methods are available 
in literature to compute reference crop evapotranspiration. According to Doorenbos 
and Pruitt (1984) depending on the availability of data, accuracy of data, accuracy 
needed in estimation and suitability of data to climatic condition a particular method 
to compute reference crop evapotranspiration can be selected. The ArcWatManSDSS 
estimates the reference evapotranspiration using FAO Penman-Monteith method which 
considers both radiation and aerodynamic terms. The reference evapotranspiration is 
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computed using the simplified form of the FAO Penman-Monteith equation for use 
with 24hrs time steps (Allen et al., 1998) represented in Equation 4.13: 
ET,, = 
0.408L(Rn - G) -y 0 
(T+273) U2 (e3 - ea. ) 
4.13 
A+ -(1 + 0.34U2) 
() 
where ET,, is the reference evapotranspiration (mm/day); Rn is the net radiation 
at crop surface (MJm2day-1); G is the soil heat flux (MJm2day-1); T is the average 
air temperature (°C) recorded at 2.0 m height; U2 is the wind speed measured at 2.0 
m height (ms-1); e, is the saturation vapour pressure (KPa); ea is the actual vapour 
pressure (KPa); (e8 - ea) is the vapour pressure deficit (KPa); A is the slope vapour 
pressure curve (KPa°C'1); y is the psychometric constant (KPa°C'1); and 900 is the 
conversion factor. 
4.3.6 Routing 
The ArcWatManSDSS uses Hortonian overland flow process to route the surface water 
flow when the surface runoff occurs. The overland flow is routed into the streams 
using a diffusive wave approximation in two dimensions. The water is routed through 
the stream network using a 1D diffusive wave equation. Figure 4.3 provides a visual 
illustration of how the grid concept within the model is defined for a small nine-cell 
section of a watershed (Julien and Saghafian, 1991). 
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Figure 4.3: A Typical 2D Model Grid Mesh (Julien and Saghafian, 1991) 
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4.3.6.1 Overland Flow 
The governing equations for overland flow with the ArcWatManSDSS are based primar- 
ily on the de-Saint Venant Equations of continuity and momentum. Using these formu- 
lations, ArcWatManSDSS was designed around an explicit finite difference, diffusive- 
wave method to route overland flow. The general form for these equations, as shown 
in Julien and Saghafian (1991), are commonly expressed in partial differential form as: 
Continuity: 
bt 8xß +8ye 
(4.14) 
y 
Momentum: 
x-direction 
y-direction 
Tt 
+ uTX Iv 
jy 
=9 
(S'. 
- Sfx - bx) 
(4.15) 
bt +u gx +v 
ýu 
=g 
(SOY 
-S fy - 
ýy 
J (4.16) 
where h is the surface flow depth (mm/day); qx is the unit flow rate in the x- 
direction; qv is the unit flow rate in the y-direction; e is the excess rainfall; x, y are the 
cartesian spatial coordinates; t is time; So(.,, y) is the bed slopes in the x and y direction, 
respectively; Sf (x, y) is the 
frictional slopes in the x and y direction respectively; u, v 
are the average flow velocities in the respective x and y directions; and g is acceleration 
due to gravity. 
Equations 4.15 and 4.16 show the relationship between the net forces per unit mass 
in each direction and the acceleration of flow in relation to that given direction. Thus, 
the forces along a given axis are shown on the right side of the equation, while the local 
and convective acceleration is given by the left-hand side of the equation. The simplified 
diffusive approximation for Equations 4.15 and 4.16 assumes that the net forces acting 
along the given axis of interest are approximately zero. Thus, the resulting diffusive 
wave approximation can be described by the following equations. 
Sf. = So. - (4.17) 
SfY=soy - by (4.18) 
The key advantage that is provided in using the diffusive form of the momentum 
equations is the ability to account for backwater effects observed during channel flow 
events. 
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Using the three equations given for continuity and momentum, a resistance law can 
be established. This equation relates flow rate to depth and other given flow parameters 
such as surface roughness. The defined resistance law can be derived for either the x 
or y-directions as: 
4, >v = a--, yhQ 
(4.19) 
In this form aý, y and 0 are flow regime parameters that vary depending on whether 
turbulent or laminar conditions exist. ArcWatManSDSS assumes turbulent conditions 
for the entire watershed and the manning approximation for ax, y and ,3 are determined 
to be: 
S1ý2 
aý, v --= 
f(x, v) hp (4.20) 
7l 
Q3 (4.21) 
where 77 is the manning roughness coefficient, or surface roughness. This coefficient 
can be estimated from the land use map using the values provided by Woolhiser (1975). 
The initial and boundary conditions applied for a plane of length L are respectively: 
0<x<L (4.22) 
h(o, t) =0 
4.3.6.2 Channel Flow 
(4.23) 
The channel routing scheme employed by ArcWatManSDSS is capable of process- 
ing completely unsteady hydraulic scenarios. This is achieved by the use of a one- 
dimensional diffusive channel flow equation (Julien and Saghafian, 1991). The gov- 
erning equations for the channel flow routing process are similar to those for overland 
flow, with one significant exception to note. The equations used in channel flow rout- 
ing are defined by a finite width established for a given channel section. The one- 
dimensional continuity relationship can be expressed by the following equation (Julien 
and Saghafian, 1991): 
bt 
+ý= qi (4.24) 
where A is the channel flow cross-sectional area; Q is the total channel discharge; 
and ql is the lateral inflow rate per unit length (into or out of the channel). Once 
again, by assuming the flow within the channel is completely turbulent, the model 
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utilizes manning's equation to ascertain a value for channel flow equation (Julien and 
Saghafian, 1991): 
Q=1 AR2/3S1/2 
77 
; (4.25) 
where R is the hydraulic radius; Sf is the friction slope; and 17 is the manning 
roughness coefficient. 
4.3.7 Groundwater Recharge 
When the irrigation is given or rainfall occurred, after filling the entire root zone, 
the excess water will be percolated out of root zone and eventually will meet to the 
groundwater table. This is considered as groundwater recharge. The ArcWatManSDSS 
updates the groundwater table height on daily basis. Groundwater height is related 
to groundwater recharge. The groundwater recharge volume is computed on the daily 
basis as a function of the deep percolation loss from the field and surface water bodies 
as represented by the Equation 4.26 
NOF DP NOWB 
__ 
( 
10DPwb 
GW RV oft = 
(1000) 
Area f+ 00) 
Area, , (4.26) 
1: 
f=1 wb=1 
where GWRVol; is the groundwater recharge volume on ith day (m); DPf is the 
deep percolation from field f on ith day (mm); NOF is the number of fields in the 
watershed; DPwb is the deep percolation from the water body wb on ith day (mm); 
NOWB is the number of water bodies in the watershed and 1000 is the conversion 
factor. 
The ground water table height is updated on the daily basis as represented in 
Equation 4.27 
(GWRVoli/TotalArea) 
GWTHt; = GWTHt(; _1) +µ (4.27) 
where GWTHti is the groundwater table height on ith day (m); GWTHt(i_1) is 
the groundwater table height on (i - 1)th day (m); TotalArea is the total watershed 
area; and p is the drainable porosity. 
4.4 Crop Growth Model 
The crop growth model simulates the development of crop from sowing day to the 
harvest day. The model simulates the following crop growth processes: 
1. Root growth; 
2. Crop growth stage factor; 
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3. Soil water extraction from root zone; 
4. Potential crop evapotranspiration; 
5. Potential soil evaporation; 
6. Actual evaporation; 
7. Actual transpiration; and 
8. Crop yield 
4.4.1 Root Growth 
The transpiration needs of the crop are met by water uptake by the roots. The root 
depth varies over the crop season. Therefore, the information of the development of 
depth of roots with time is necessary. 
There are different root growth models in the literature as presented in Equa- 
tions 4.28 to 4.31. 
1. Linear root growth model (Fereres et at., 1981) 
RZt = RZo + (RZm..... - RZo) 
(it) 
(4.28) 
2. Power type model (Subbaiah and Rao, 1993) 
RZt = RZo +a (RZmaz - RZ0) 
(d) 
(4.29 
aa 
3. Sigmoidal coupled with power type model (Subbaiah and Rao, 1993) 
RZt = RZo +a (RZ, ax - RZo) sin 
!ITt 
tl 
(4.30) 
4. Exponential type model (Gorantiwar, 1995) 
RZt = RZo + (RZmo - RZo) ae! (t/t'") (4.31) 
where RZt is the depth of root zone on tth day (mm); RZmax is the maximum 
depth of root zone during crop growth period (mm); RZo is the initial depth of root 
zone (depth of sowing) (mm); tm is the number of days require to attain RZmax since 
sowing and T is the total crop duration (days). 
In the ArcWatManSDSS model, the values of daily depth of the crop root zone are 
estimated from linear root growth model as given by the Equation 4.28. 
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4.4.2 Crop Growth Stage Factor 
Daily values of crop factor, values specified for different crop growth stages or crop 
factor values represented by the equation can be used. If the stage wise crop factor 
values are used, the daily crop factor values are obtained by interpolation by using the 
method described by Doorenbos and Pruitt (1984), presented in Equation 4.32. 
(Kcneat - Kcprev) (4.32) Kct = Kc ev +t-E 
Le'. ev ) 
\ Lstage 
where t is the day number within the growing season (1 to length of the growing 
season), Kcj crop coefficient on day tth day; Kc,. t is the crop coefficient value of next 
stage; Kcp,. e is the crop coefficient value 
for previous stage; LBtage length of the stage 
under consideration (days); E Lprev sum of the lengths of all previous stages (days). 
4.4.3 Potential Soil Evaporation 
Evaporation for soil surface is assumed to take place only from top soil, few centimeters 
(which can be prescribed in the model) below the soil surface. Potential soil evaporation 
is computed by the Equation 4.33 (Godase, 2001). 
r Kct 
_ 
Kcmtý 
Est = 11- Kc,,,, TZ:; 
) l 
Etmt (4.33) 
where Est is the potential soil evaporation (mm); Kcj is the crop coefficient of 
tth day; Kcmax is the maximum crop coefficient value; Kcmjn is the minimum crop 
coefficient value; and Et" is the maximum evapotranspiration of that day (mm). 
4.4.4 Actual Soil Evaporation 
Actual Soil evaporation is assumed to take place in two stages: the constant and falling 
rate stages (Philip, 1957). In the constant rate (stage-I), the soil is sufficiently wet 
for the water to be transported to the surface at a rate at least equal to potential 
evaporation. In the falling rate stage (stage - II), the surface soil water content has 
decreased below a threshold value so that soil evaporation depends on the flux of water 
through the upper layer of soil to the evaporating site near the surface. The actual soil 
evaporation in Stage-I (Constant rate) is estimated by Equation 4.34. 
If (Est < U) Esat = Est (4.34) 
where Esat is the actual soil evaporation on tth day (mm); Est is the summation 
of potential soil evaporation since the last wetting up to tth day (mm); and U is the 
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threshold limit of soil evaporation (mm). The actual soil evaporation in Stage-II (Falling 
rate) is computed using Equations 4.35 and 4.36 . 
Esat = aT1/2 (4.35) 
Esat = Esat -E Esat-1 (4.36) 
where a is the constant depending on hydraulic properties of the soil; T is the 
number of days since the threshold limit, U, is reached (days); Esat is the cumulative 
actual soil evaporation since the day when the threshold limit, U, is reached (mm). 
Rainfall and/or irrigation event of greater than 5 mm are considered as wetting and 
the > Esat and T is then set to zero. 
4.4.5 Potential Crop Evapotranspiration 
The potential/maximum crop evapotranspiration is the evapotranspiration when water 
is not limited and is different from reference crop evapotranspiration due to effect 
of crop characteristics and weather conditions. Maximum crop evapotranspiration is 
computed by Equation 4.37. 
Etat = KctETot (4.37) 
where Etmt is the maximum crop evapotranspiration on tth day (mm/day); Kct is 
the crop coefficient on tth day; and ETot is the reference crop evapotranspiration on 
tth day computed using FAO Penman-Monteith method (mm/day). 
4.4.6 Actual Evapotranspiration 
The various forces acting on the soil water decrease its potential energy and thus make 
it less available for plant root extraction. When the soil is completely saturated, the 
water has a high potential energy, and is readily available for plant roots. In dry 
soils, the water has a low potential energy and is strongly bound by capillary and 
absorptive forces to the soil matrix, and is not easily available for extraction by the 
plant roots. Thus in order to compute the actual evapotranspiration from the crop the 
total available water, readily available water and available water on particular day is 
first of all computed as shown in Equation 4.38. 
TAW = (OFc - Owp) RZe 
RAW = aTAW 
AWt = (Ot - °wp) RZt (4.38) 
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where TAW is the total available water; RAW is the readily available water; AWt 
is the available water on tth day; °FC is the field capacity of soil on volumetric basis; 
Owp is the wilting point of the soil on volumetric basis; Ot is the soil moisture content 
on volumetric basis on tth day; a is the maximum allowable depletion for crop and RZt 
is the root zone depth on tth day. 
When the potential energy of the soil water drops below a threshold value, the 
crop is said to be water stressed. And the actual evapotranspiration is reduced. These 
effects of soil water stress are described by multiplying the basal crop coefficient by the 
water stress coefficient as shown in Equation 4.39 
Etat = KstKctETot (4.39) 
where Kst is the water stress coefficient on tth day. Under unlimiting soil water condi- 
tion the value of Ks will be 1. For soil water limiting conditions, Ks < 1. 
Ks describes the effect of water stress on crop transpiration. The plant transpires 
at its potential rate until water available in the soil root zone is above the critical 
level, below which the soil water conditions begin to limit the transpiration process. 
Therefore, when soil water condition drops below the critical level, water removed by 
the process of evapotranspiration becomes less than that the maximum crop evapo- 
transpiration (Hanks, 1974). Based on the formulation of Rijtema and Aboulkhaled 
(1975), Kassam and Doorenbos (1986) proposed that actual evapotranspiration equal 
to maximum evapotranspiration until the readily available soil water (fraction of avail- 
able soil water) has been depleted. The mathematical representation is given by the 
Equation 4.40. 
Kst =1 and Etat = Etmt (4.40) 
Beyond this depletion, actual evapotranspiration becomes increasingly smaller than 
maximum crop evapotranspiration until the next application of water and its magni- 
tude depends on remaining soil water content and maximum crop transpiration. The 
mathematical representation of which is given by the Equation 4.41 
Kst = 
RAW 
and Etat = KstEtmt (4.41) 
4.4.7 Potential Transpiration 
The potential crop transpiration is computed by Equation 4.42. 
Tpt = Etmt - Est (4.42) 
88 
4.4 Crop Growth Model 
where Tpt is the potential transpiration on tth day (mm); Et" is the maximum 
evapotranspiration on tth day (mm); and Est is the potential soil evaporation on tth 
day (mm). 
4.4.8 Actual Transpiration 
The actual transpiration is computed by Equation 4.43. 
Tat = Etat - Esat (4.43) 
where Tat is the actual transpiration on tth day (mm); Etat is the actual evap- 
otranspiration on tth day (mm); and Esat is the actual soil evaporation on tth day 
(MM) 
4.4.9 Soil Water Extraction from Root Zone 
It is assumed that the root zone water uptake is equal to the transpiration of the plant. 
The extraction of soil water by roots is different along the vertical root length mainly 
due to variation in root density (Prasad, 1988; Stewart et at., 1985). Therefore, the 
information on water uptake by roots at various depths is necessary to estimate the 
water depleted from root zone at various depths. 
In the ArcWatManSDSS model, the entire root zone is divided in to number of 
layers and transpiration from each extraction layer is computed, with the help of Equa- 
tion 4.44. 
t (Rzt LRZ et 
Ce ORZe t 
Ce 
TAe, t-RZet- 2 
(Rzt 
--RZet- 2' 
(4.44) 
where TAe, t is the transpiration from eth extraction layer on tth day (mm); RZe, t 
is the depth of mid point of eth extraction layer on tth day from the soil surface (mm); 
ORZe, t is the thickness of eth extraction layer on tth day (mm); and Ce is the exponent 
to represent the moisture extraction pattern. 
4.4.10 Crop Yield 
The crop growth model relates the actual and maximum evapotranspiration or tran- 
spiration and maximum crop yield to compute actual crop yield. The crop yield is 
estimated from the daily output such as actual evapotranspiration or transpiration 
obtained from the soil water balance as influenced by the different amount of irriga- 
tion water applied at different time instance. The relative difference or ratio between 
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maximum crop evapotranspiration (or potential transpiration) and actual crop evapo- 
transpiration (or actual transpiration) indicates the degree of stress. Stress influences 
the yield provided other inputs are applied uniformly. The crop growth model thus 
relates the stress with yield. However, the yield is not only a function of total stress 
applied but also the crop stage during which the stress is applied. The yields are es- 
timated with the help of stress offered during individual crop growth period by stage 
wise crop growth models. Several stage wise crop growth models are available in the 
literature. The ArcWatManSDSS model estimates the actual yield with the crop yield 
model developed by Stewart et al. (1976). The model is represented by Equation 4.45. 
Factual NOS Etmi - Eta; l 
Ymax =1- 
i=11 
Ky 
Etmi 
(4.45) J 
4.5 Economic Analysis Model 
One of the important purpose of this research is to apply economic incentives to in- 
fluence hydrologic system operations (land and water use) so as to reach optimal and 
rational management of natural resources. The economic analysis model computes the 
net benefit obtained from the cultivation of different crops in the watershed. The eco- 
nomic model varies from very detail analysis of each cost to simple model considering 
cost of cultivation and benefits obtained. In this study semi detailed economic analysis 
is carried out. The economic component of the modeling framework is designed to 
compute the fixed cost of cultivation, variable cost of cultivation and benefits obtained 
from main and by-produce for each crop. The cost and benefit function of the designed 
economic analysis model considers only the area under study and does not consider the 
pros and cons on the further downstream. Thus using this economic analysis model the 
optimal solutions are developed from stake holders point of view within the catchment. 
The fixed cost of cultivation is used from the crop data base for rainfed and irrigated 
crops. The variable cost of cultivation is computed as function of irrigation amount 
applied to crop. The benefits obtained from the crop growth is computed from the 
amount of main and by-produce. The net benefit obtained from the cultivation of a 
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crop is computed using the Equations 4.46. 
NoCrops NoFields 
FixCultCost => CultCostc * Area,, f 
1 f=l 
NoCrops NoFields 
VarCultCost =EE AmtIrrige, f* IrrigCost 
c=1 f=1 
TotalCost = FixCultCost + VarCultCost 
NoCrops NoFields 
TotalValue =EE Yact,, f* MPPC + BPRC * Yact,, f* BPPC 
c=1 f=1 
NetBene f it = TotalValue - TotalCost (4.46) 
where FixCultCost is the fix cultivation cost(Rs); CultCost, is the fix cultivation 
cost of crop c (Rs); Area,, f area under cultivation of crop c on field f; VarCultCost 
is the variable cultivation cost (Rs); Amtlrrigc, f is the amount of irrigation applied 
for crop c on field f; IrrigCost is the cost of irrigation (Rs); TotalCost is the total 
cultivation cost (Rs); TotalValue is the total value of the crop produce including both 
main and by-produce values (Rs); Yact,, f is the actual yield of crop c on field f; 
MPPrice, is the value of crop main produce (Rs/Kg); BPR, is ratio of the amount 
of by-produce to main produce; BPPc is the value of crop by-produce (Rs/Kg); and 
NetBene f it is the amount of net benefit obtained from the crop cultivation (Rs). 
4.6 Resource Allocation Model 
This section presents the development of a resource allocation model for the optimal 
management of resources in the watershed. The resource allocation model is developed 
using genetic algorithm technique. The model is designed to evaluate land and water 
resources management alternatives for a watershed and to select the most optimal set 
of resources allocation for watershed management. This section presents an overview of 
genetic algorithm technique and describes model development using genetic algorithm. 
4.6.1 Genetic Algorithm Overview 
Genetic algorithms (GA) are a stochastic heuristic search method whose mechanisms 
are based upon simplifications of evolutionary processes observed in Nature as proposed 
in Darwin's Theory of Evolution. GA attempts to emulate the evolutionary mechanism 
of natural biological systems where the best gene is selected for the next generation 
(i. e. the survival of the fittest). Nowadays GAs are used to resolve complicated opti- 
misation problems, like for example, timetabling, job-shop scheduling, games playing. 
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GAs are useful for multidimensional optimisation problems in which the chromosome 
can encode the values for the different variables being optimised. GAs have been ap- 
plied as search techniques for various engineering problems such as Structural Design 
Optimisation, Water Distribution Network Evaluation, Traveling Salesman Problem, 
Knapsack Problem, Minimum Spanning Tree Problem, Scheduling Problem, Location 
Identification, Location-Allocation, Resource Utilization and many others. 
GAs operate on a population of solutions rather than a single solution. Since 
they operate on more than one solution at once, GAs are typically good at both the 
exploration and exploitation of the search space. GAs were developed by John Holland 
in the mid 1970s as a simulation of biological evolution. They were later developed by 
David Goldberg as a general problem solving technique, during the early 1980s. 
GAs represent the characters of features (i. e. genes in biologic system) using a 
binary digit, 0 or 1, which determines the vitality or fitness for survival. Each gene 
has its own locus value that indicates the bit string position. Thus, a set of genes can 
be used to represent a solution set of a problem or parameters of a model function 
to be optimised. Then, the GAs consist of an initial set of random solutions called a 
population. Each individual in the population is called a chromosome, representing a 
solution to the problem, which is just an abstract representation. A chromosome can 
be comprised of a binary bit string to reflect genes, otherwise other representations are 
possible such as Gray-coded binary, integer, and real (float) values (Michalewicz, 1996; 
Schwefel, 1995). A set of chromosomes of an individual population is referred to as ei- 
ther a genotype, which encodes the solution of the chromosomes or a phenotype, which 
decodes the chromosomes with a certain fitness (or goodness of fit). The chromosomes 
evolve through successive iterations called generations. During each generation, the 
chromosomes are evaluated using some measurement of fitness. To create next genera- 
tion, genetic operators, crossover or mutation forms new chromosomes, called offspring 
or children. The crossover operator is used to merge two chromosomes from the current 
generation while the mutation operator is used to modify a chromosome. Consequently, 
a new generation is formed by the selection procedure at which, according to the fit- 
ness, both some of the parents and offspring are selected for the next generation whilst 
other are rejected in order to keep constant population size. After several generations, 
the GAs can produce a set of the best chromosomes which reflect higher probability 
to access towards global optimum or a better local optimum which is an acceptable 
solution to a problem. 
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4.6.2 GA Operators 
The typical structure of GA is shown in Figure 4.4. 
Initialisation 
Encoding 
Wiromasoners) 
Pro&4hilism 
B(Iulion rules Evaluation 
Cr,,. c. a, ret & 
No 
Prulubrltim 
Selection 
I-C 
rare., 
Terminatr? 
Yes 
Repuu1 
Figure 4.4: Typical Structure of Genetic Algorithm 
GA is controlled by four main mechanisms: 
1. Initialisation; 
2. Selection; 
3. Evolution (Recombination and Replacement); and 
4. Termination 
4.6.2.1 Initialisation 
The initialization of the genetic algorithm has two components: 
" the manner of creating the initial population and 
" the population's size. 
Generally, initialization is accomplished by a randottt assignment bused on a uurinal 
distribution. To improve the search process, the initial population tmty be seeded 
with individuals that are representative of the solution space or with extended raudont 
initialization (ERI). In addition to the importance of the initial population makeup, 
population size can greatly influence the efficiency and ability of the GA to locate the 
global optimum solution. Typically, population size is constant and Specified by the 
user. 
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4.6.2.2 Selection 
Selection operators are used to improve the average quality of the population by se- 
lecting more fit individuals for the development of subsequent generations. Selection 
operators help focus the search on promising regions in the search space. Selection 
operators are important both in driving the search towards better individuals and in 
maintaining a high genotypic solution diversity of the population. These dual roles of 
selection operators create the challenge of balancing exploration versus exploitation. 
Exploitation is the passage of a gene or a solution trait from a parent to its offspring. 
Exploration is a new representation of a gene in an offspring (Eshelman and Schaffer, 
1993). Exploiting the population by selecting the best individuals may lead to a narrow 
search and early convergence that often leads to a local rather than global optimum 
solution. On the other hand, exploration with little bias and random selection may 
lead to unfocused and inefficient search. 
Several selection methods have been proposed to balance exploitation and explo- 
ration. Selection methods can be described as either preservative or extinctive. Preser- 
vative selections are indiscriminant selections in which each individual has a chance to 
contribute offspring to the next generation while extinctive selections prohibit either 
weak or strong individuals from being selected for recombination. 
Generally, preserva- 
tive selections produce higher diversity than extinctive selections at the risk of losing 
important information. Selection methods can be either Elitist or Pure. In pure selec- 
tion, individuals do not compete with their offspring, but elitist selection allows some 
or all of the parents to undergo selection with their offspring, resulting in an 'unlim- 
ited' lifetime for super-fit individuals. The elitist selection in some cases may lead to 
premature loss of population diversity. Selection methods also can be generational in 
which a parent population is used solely for recombination, or steady state selection in 
which offspring that outperform their parents immediately replace their parents within 
the selection phase (Back and Hoffmeister, 1991). 
The quality of the selection operators may be identified in terms of the time it takes 
the best individual to take over the population, the progress of the whole population, the 
average fitness changes, or the fitness distribution. Three common selections operators 
are described: the roulette wheel selection, random selection, and tournament selection. 
The roulette wheel selection is most commonly used, while the tournament selection 
method has been shown to be the most effective of the three operators in some cases 
(Goldberg and Deb, 1991). 
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i. Roulette Wheel Selection: The most common selection method is the fitness- 
proportionate roulette wheel algorithm. In proportionate selection methods, the 
probability of selection (pi) of an individual (i) can be calculated as the ratio 
of the individual's fitness (ff) and the population average fitness as shown in 
Equation 4.47. 
pi = 
F' 
(4.47) 
The Roulette wheel selection algorithm was named for its likeness to allocating 
pie shaped slices on a roulette wheel to population members, with each slice pro- 
portional to the member's fitness. Each roulette spin results in the selection of 
one parent. High performance individuals are assigned high selection probabil- 
ities (or larger slices on the roulette wheel) and therefore tend to be selected 
for generating new populations more often than individuals with low fitness val- 
ues (Bartlett, 1995; Davis, 1991a; Mitchell, 1998). The roulette wheel selection 
algorithm consists of following steps: 
1. Determine Total fitness, the sum of fitness of all individuals. 
2. Choose a random number, R, uniformly distributed between 0 and total 
fitness. 
3. Loop through the individuals in the population, summing the fitnesses until 
the sum is greater than or equal to R. 
The individual whose expected value puts the sum over this limit is the one 
selected. Though roulette wheel selection works well for some GA applications, it 
has one major drawback that may reduce the GA's reliability. The selection can 
cause an inadequate selective pressure in which extremely fit individuals take over 
the population, leading to a loss of diversity and premature convergence early in 
the search. This drawback can be partially addressed by linear normalization and 
ranking to replace selection by fitness with selection by ranking to improve the 
selection pressure in the population (Falkenauer, 1998). 
ii. Random Selection: Random selection is the only selection method that does 
not consider fitness; individuals are randomly selected for recombination. This 
method provides high exploration but risks losing exploitation opportunities of 
highly fit solutions. Convergence to an optimal solution relies mainly on recom- 
bination and creation of new population operators. 
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iii. Tournament Selection: The roulette wheel selection and random selection pro- 
vide two extreme selection choices; the roulette selection depends on performance 
whereas random mating is indiscriminant. Tournament selection is an attempt to 
find a balance between the two methods. In tournament selection, n individuals 
randomly selected from the population (with or without replacement), compete 
for selection. The fittest selected individual is passed along to a parent generation 
that is used for recombination (Blickle and Thiele, 1995). The steps involved in 
the tournament selection algorithm are presented as below: 
1. Select n individuals from the population for the tournament. 
2. Compare the fitness of selected individuals and select the best for further 
genetic processing. 
3. Repeat step 1 and 2 until the required number of parents to create a new 
population has been satisfied. 
Since each tournament is performed independently, this selection method may 
suffer from the same sampling errors as the roulette wheel selection. Yet, the 
tournament selection has shown to work well when models perform selections 
and tournaments that are limited to sub populations (Goldberg and Deb, 1991; 
Hancock and Peter, 1995). 
4.6.2.3 Recombination 
Recombination methods use selected parents to develop new individuals in an effort 
to improve subsequent generations. The most common recombination method is the 
crossover in which two individual parents exchange part of their code to produce a new 
individual. As with selection, recombination can significantly influence the balance 
between exploration and exploitation. In addition to crossover recombination, some 
GAs incorporate a mutation operator to improve genetic diversity. 
i. Crossover Method: The crossover method sections the chromosomes of two par- 
ents at randomly selected location(s) and switches the sections to create new 
offspring as shown in Figure 4.5. 
The point of crossover is randomly selected and the crossover probability is gener- 
ally set between 0.5 and 0.8. The uniform crossover was developed in response to 
the loss of valuable information that was observed with a single-point crossover 
operator. Uniform crossover has been observed to be a reliable operator, par- 
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Figure 4.5: Single Point Crossover Method 
titularly in combination with elitism (Schaffer et al., 1991; Spears and DeJonig, 
1991). 
Uniform crossover can be regarded as a special case of the crossover operator. 
Each individual gene in the parents is randomly crossed to create two new off- 
spring. The uniform crossover is shown in Figure 4.6. 
Parents 
ý1ý1ý1ý1ý1I1I1ý1ý1 1i1 1I1ý1 1i1 1I1 
Figure 4.6: Uniform Crossover Method 
ii. Mutation: Miitation is a "background" operator used to ensure that the poptila- 
tion does not fixate on a limited gene pool that ºnay lead to local ol>t irºm. Each 
bit in the solution string may randomly' be replaced by anot her Io vieh x new 
structure (Holland, 1992) as shown in Figure 4.7. 
Parent 1 1 1 1 1 1 1 1 1 1 1 1 ff l 1 1 1 1 
W WW W WW W W WW 
Offspring 0 1 0 0 1 0' 1 1 0 0 0 1 ý ý1 0 0 
Figure 4.7: Mutation Method 
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A low probability of mutation applied with the crossover method has been shown 
to improve the GA reliability (Schaffer et al., 1991). The creation of the new 
populations can be done by a simple replacement of parents with their offspring 
or by judicious comparison of existing and new individuals to ensure that the new 
generation is superior to the previous generations. 
4.6.2.4 Replacement 
In replacement, offspring replace their parents to create a new population regardless 
of the offspring fitness (Cavicchio, 1970). The assumption behind this method is that 
offspring are developed from fit individuals and therefore will generally be similar or 
better than their parents. This assumption greatly depends on the function being 
optimized. 
i. Complete Replacement: In Complete Replacement, all parents are replaced with 
the newly generated offsprings. The number of offsprings generated is equal to 
the population size. 
ii. WeakParent: In WeakParent, the offspring and their parents compete to be in- 
cluded in the new population. The offspring replace their parents only if they 
have higher fitness values. This comparison ensures that the offspring improve 
the fitness of the new population (Bartlett, 1995). 
iii. ChildRepWeak: As with the WeakParent operator, offspring must compete to 
be included in the new population. Rather than comparing offspring to their 
parents, offspring are compared to the whole population and replace the weakest 
individuals in the population if they display a higher fitness value. The drawback 
of this method is that information carried by weak individuals may be lost and 
result in early convergence to a local optimum (Bartlett, 1995; Eshelman and 
Schaffer, 1993). 
iv. Restricted Tournament: Restricted tournament is a crowding operator in which 
offspring axe compared to a fixed number of randomly selected individuals in 
the population. The offspring are then compared to the individual that most 
closely resembles them in gene makeup (offspring and individual share the highest 
number of identical genes). The offspring are allowed to replace these individuals 
if their fitness is higher. The purpose of this operator is to improve the population 
without destroying information carried by other individuals prematurely (Hank, 
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1995). The tournament size can affect the convergence time to an optimal solution 
(Goldberg and Deb, 1991). 
4.6.2.5 Other Operators 
In addition to the recombination operators, other operators have been suggested to 
improve convergence to global optimum. These operators are used to control and 
improve the convergence rate and reliability of the GA model particularly for problems 
with complex solution space that have several local optima. 
i. Elitism: Elitism was first introduced by DeJong (1975) to force the GA to retain 
a specified number of best individuals at each generation to ensure that they are 
not lost through selection or recombination. At the creation of a new generation, 
in addition to the new population operators, the elitism operator replaces the 
weakest individual with the fittest individual in the population with the hope of 
preserving fit information. Elitism was found by many users to improve GA per- 
formance. The main drawback of elitism is that although the population average 
fitness is improved, elitism may result in early conversion to a local optimum due 
to lost information (Mitchell, 1998). 
ii. Sharing and Niching: Sharing and niching are used to define the solution land- 
scape by developing subpopulations. Subpopulations are composed of individuals 
that share common traits such as gene characteristics or similar fitness values. In 
sharing, individuals that belong to the same subpopulations are penalized in the 
selection process to account for their similarities. Niching limits selection to occur 
within subpopulations to avoid premature convergence of sub-optimal individu- 
als taking over the population. Niching encourages subpopulations convergence 
while keeping overall population diversity (Ryan, 1995). 
4.6.2.6 Termination 
GA termination conditions are specified by the user. Generally the termination condi- 
tion in GA are: 
i. Maximum Generations: In this case user specifies the maximum number of gen- 
erations for which GA will be evaluated. The GA terminates on reaching this 
number of Generation. 
ii. Fitness Performance: In this case the termination of GA is defined on average 
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population fitness or maximum fitness in the population or the rate of change of 
population fitness from generation to generation. 
iii. Time: In this case user specifies the maximum time to evaluate GA. The GA 
terminates on elapsing the maximum time from the start of evaluation. 
4.6.3 Model Formulation 
The objective of the resource allocation model is to identify spatial optimal laud and 
water resources management plan for the watershed. The generic resource allocation 
model is formulated using genetic algorithm technique. The modified structure of the 
genetic algorithm for resource allocation model using external simulation model as 
evaluation function is shown in Figure 4.8. 
Linear Indexing 
and Population 
Initialisation 
Encoding 
(rhrom(, curve sl 
Evolution of Fitness 
Heir generations 
Probabilistic 
Computation 
rules using 
Hydrological 
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integrated 
within GIS 
Crn. rsn ser& 
(i11!! [lf f (177 ,, 
Selection No 
Ihroiigh criteria Probabilistic ? Terminate 
rules 
<ýý 
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\LS 
De(oting 
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Figure 4.8: Modified GA Structure for Resource Allocation, showing intcrmction of GA 
with hydrological simulation model acting as an external evaluation f>>uct ion for GA 
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4.6.3.1 Objective Function 
The objective function used for fitness evaluation is designed to minimise the losses 
and maximise the benefits. 
4.6.3.2 Evaluation Function 
The Hydrological simulation model, Crop growth model and Economic analysis model 
are used as external evaluation function for the GA resource allocation model. 
4.6.3.3 Decision Variables 
Landuse and Water use are the two decision variables that are considered for the de- 
velopment of resource allocation model. 
4.6.3.4 Constraints 
The soil properties and land capability are used as constraints for the land decision 
variable. The availability of water acts as a constraint for the water decision variable. 
4.6.3.5 Final Structure 
The final structure for the resource allocation model was designed using following GA 
operators: 
1. Initialisation of population using random number generator; 
2. Selection of parents using Tournament Selection method; 
3. Recombination of parents using Uniform Crossover and Uniform Mutation; 
4. Replacement of individual using ChildRepWeak method; and 
5. Use of Elitism. 
However the model interface is designed in such a way that the user can choose and 
set the values for different GA operators and parameters mentioned in Section 4.6.2. 
The values for the GA parameters after different trials used for the case study applica, 
tion are: 
1. Population size : 20 
2. Crossover rate : 0.65 
3. Mutation rate : 0.05 
4. Replacement size : 0.25 
5. Stopping condition : No Change in Best Solution for last 100 Generations 
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4.7 Spatial Decision Support System 
The spatial decision support system, ArcWatManSDSS, is developed as an extension 
to ArcGIS desktop. The Arc WatManSDSS was developed by integrating the hydro- 
logical simulation model discussed in Section 4.3, the crop growth model discussed in 
Section 4.4, the economic analysis model described in Section 4.5 and the resource allo- 
cation model as described in Section 4.6 within ArcGIS using the integration approach 
as discussed in Chapter 3, Section 3.4.1.3.2. 
Previously, ESRI used to manage two types of products separately: 
" Arclnfo Workstation and 
" ArcView (with its series 1. x to 3. x) 
ArcInfo Workstation was developed in the early 80s and aimed to introduce a new 
paradigm in GIS. It links computer displayed graphics with attribute tables, supported 
with sophisticated geographic analysis commands that allows the user to perform ad- 
vanced analysis on geographic data. In earlier days Arclnfo used to run on minicom- 
puters and later on it was adapted to work under a UNIX environment and afterwards 
under Windows operating systems. 
ArcView, on the other hand, was developed more as a viewer. It offered tools for 
displaying and querying the data created or managed by ArcInfo. Initially it lacked the 
analytical capabilities of ArcInfo, but its user-friendly environment made the product 
popular. On the subsequent versions, analytical capabilities were also added to the 
product maintaining its user friendly interface. But the two products were developed 
using different technologies with different supporting teams. For the newer versions of 
ArcView and Arclnfo, ESRI re-engineered all its products using the current paradigms 
on the Information Technology, and combined the two products under the same archi- 
tecture and platform, using the same technology. ArcGIS 8. x & 9. x series is the result 
of these innovations. ArcGIS has four major components: 
" ArcReader, 
" ArcView, 
" ArcEditor and 
" Arclnfo 
These components are presented as a scalable system, meaning that they offer the 
same technology and architecture, but they differ in the complexity of the problems 
that they can analyze (Figure 4.9). There are several advantages on sharing the same 
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technology and architecture. For example, they share the same interface and tools. 
Problems can grow in terms of complexity (from ArcView to ArcInfo, where the former 
manages simpler data structures and the latter manages complex ones) or in terms of 
number of users and complexity of the database systems (from single users to multiple 
users with internet publishing). 
Arclnfo Arclafo Arclnfo Arcßd 
Browsrr 
Lam 
144$1 I C. aoýdnsbaw 
1 
GnodeuWso 
Desktop GIS Collaborative GIS Enterprise GIS 
Figure 4.9: ArcGIS 9. x scalable system (ESRI, 2003) 
ArcGIS technology is characterized by its compliance with iiew standards Oil the 
IT industry (ESR, I, 2003): 
" Component Object Model (COATI) 
" Extensive Markup Language (XML) 
" Structured Query Language (SQL) 
ArcGIS uses Visual Basic for Application (VBA) its the base t)rograttitutill. Ie 
for its applications. The AreGIS sy'ste"i arehiiteet tire is shown ill Figure -1. M. 
Desktop Server Dwvelopar Mobile 
GIS GIS GIS GIS 
k 
ArcObjects 
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Figure 4.10: ArcGIS system architectlie 
The ArcWatManSDSS was developed taking advantage of ('OM st. u, dards in it,,, de- 
sign and structure. The ArcWatManSDSS was developed using Vß. Aet progra>iitiiinig 
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language using Microsoft Visual Studio 2005 (Beta Version) IDE and ESR. I's ArcOb- 
jects. The VB. Net code keeps a modular structure so that other processes can be added 
easily. ArcWatManSDSS was built as an Extension for ArcGIS 9. x series. The iniple- 
mentation of an extension gives ArcWatManSDSS a complete control over the ArcMap 
document. ArcWatManSDSS extension was built as a Dynamic Link Library (DLL) 
that are COM compliant. DLLs are applications that are called only when they are 
needed as opposed to an executable file (*. exe) that stays in memory the time they are 
executed. Consequently, memory is saved and we can allow having more complicated 
processes. The Arc WatManSDSS system architecture is shown in Figure 4.11. 
ArcMap 
SPATIAL DATA ASPATIAL DATA EXPERT KNOWLEDGE 
sýrMýyiy 
karwMb 
., 
ý. vwýrºMS 
CROP GROWTH HYDROLOGICAL GENETIC 
MODEL MODEL ALGORITHM 
Root Growth, Physically based, Tournament Selection. 
Crop Water Requirement. Distributed, Replace Weak Child. 
Crop Yield Continuous Elitist 
ECONOMIC ANALYSIS 
Cost of Crop Production. 
Value of Crop Produce, 
Benefit Cost Ratio 
Output Module 
Allocation Map Simulation Graph Tabular Data 
Figure 4.11: ArcWatManSDSS system architecture showing h('twe(. ii 
hydrological, crop growth, economic analysis and genetic algoritlini models with ArcGIS 
interface sharing Spatial and Aspatial data along with Expert Knowledge 
The expert knowledge is collected from various sources such ýýý literature, interview- 
ing stake holders in the catchment area, from agricultural nniversit ies and agricultural 
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extension departments. This knowledge is stored in database and is used to formulate 
various constraints which is used in making decisions pertaining to landuse selection 
and cultivation. 
The extension has its own toolbar, which guides the user through the different 
steps required for implementation of the SDSS. The toolbar has various menus that 
helps the user to convert their data to the dataset compatible for the execution of the 
ArcWatManSDSS hydrologic simulation, crop growth, economic analysis and resource 
allocation models. The SDSS toolbar shown in Figure 4.12 contains several inenus, 
sub-menus and commands to carry out necessary operations to generate optimal spatial 
allocation of land and water resources development plans. 
SOSS VB. NET420(kS 
Data Preparation ý Watershed Morphology ý 5urface Runoff - ArcWetMen SDSS Model   
Figure 4.12: ArcWatManSDSS Toolbar 
The "Data Preparation", "Watershed Morphology" and "Surface Runoff' ineniis 
have several sub-menus as shown in Figure 4.13 to 4.15. The command "ArcAW'at- 
ManSDSS Model" contains the interface for "Mesh Preparation", "Simulation Model" 
and "Optimisation Model". These interfaces are shown in Figure 4.16 to 4.18. The com- 
mand button "Run", "Pause" and "Stop" control the execution of Simid itio>> acid/or 
Optimisation model. 
4.7.1 Data Preparation 
The data preparation menu contains several sub-menus for processing the mister and 
vector data. These sub-menus help the user to develop ArcWat \la. iSDSS couipit il>le 
user data. Figure 4.13 shows different sub-menus developed for data preparation. Solve 
of these functionalit ies are also available in ArcGIS-Arc"TOolhox. 
1 
L Data Preparation ý Watershed Morphology - Surfece Runoff - NcWatMan 5D55 Model 
Create DEM 
® Create TIN 
Flow Direction FA Snks 
Flow Accum elation pepresswn Free DEM 
Create Watershed 
Create Stream Network 
Create Thiesen Polygon 
Create FishNet 
Figure 4.13: Data Preparation Menu of Arc\VatManSDSS toolbar 
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4.7.2 Watershed Morphology 
The watershed morphology menu contains sub-menus to assign nodes to stream net- 
work, perform stream ordering and compute morphological characteristics of the wa- 
tershed. The watershed morphology sub-menus are shown in Figure 4.14 
Data Preparation Watershed Morph* y" Surface Runoff " ArcWatMan SDSS Model 
Assign Nodes 
Stream order 
w Morphology WatChar 
Figure 4.14: Watershed Morphology Menu of ArcWN'atM'IanSDSS toolbar 
ESRI's polyline/line shapefile does not contain information pertaining to "From 
Node" and "To Node". The "Assign Nodes" sub-menu helps the user to generate 
this information for any given line shapefile. This interface is used on stream network 
data stored in line shapefile format to generate "from node-to node" information for 
it. The "Stream Order" sub-menu uses Strahler stream order method to assign order 
to the stream network. "Morphology WatChar" sub-menu is used to generate several 
watershed morphological characteristics which can be used with other black box type 
hydrological models (Galgale et al., 2004; Reddy, 2003). 
4.7.3 Surface Runoff 
The surface runoff menu contains interfaces to process the 1an<Iiise. soil and watershed] 
boundary layers. It contains the interfaces to clip, intersect, overlay these layers so 
as to use them with SCSCN Runoff interface. Figure 4.15 shows different, sieb-iueiitis 
developed for runoff map generation using SCSCN method. 
Watershed Morphology - Surface Runoff ý ArcWatMan SD55 Model 
Cb Layers 
Intersect Layers 
Overlay Layers 
Rý 
Figure 4.15: Surface Runoff Menu of Arc\N, 'at: AlanSDSS toolbar 
The sub-menu Clip Layers brings tip the interface to clip the boundaries of t lie layers 
so that the layers under study will have same outermost geometry. The watershed 
boundary layer is used as clipping layer, while soil and landuse layers arc used as layers 
to be clipped. The intersect layers and overlay layers sub-uieuu allows the user to 
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intersect two different themes into one theme. In intersect layers geometric intersection 
of two themes is done in such a way that only those features common to both themes 
will be preserved in output theme, where as in overlay all features from both the 
themes are preserved in the output theme. For the computation of surface runoff using 
SCSCN method, landuse and soil themes can be intersected first using the intersect layer 
interface, to create a new composite map representing unique hydrological response 
units. 
The SCSCN runoff sub-menu calls the interface to compute surface runoff. The 
surface runoff is computed using SCSCN method for both single storm events as well 
as for continuous rainfall. The interface can use landuse and soil maps separately or can 
use the composite unit map prepared using interface layers for surface runoff compu- 
tation. In case the user prefers landuse and soil maps separately the SCSCN interface 
itself carries on intersection of the landuse and soil maps to generate a hydrological 
response unit map. This hydrological response unit map will then be used to simulate 
and compute surface runoff for the single storm or continuous storm events. 
4.7.4 ArcWatManSDSS 
The spatial optimal allocation of the available natural resources in the watershed is 
accomplished by dividing the watershed into small manageable units. The hydrological 
response, crop growth and economic analysis is carried out on these small units. The 
units landuse will be modified using the Genetic Algorithm technique depending on 
its performance in achieving the user specified goals. The ArcWatManSDSS command 
contains interfaces for: 
1. Mesh Preparation 
2. Simulation Model and 
3. Optimisation Model 
The division of watershed into small manageable square units of user specified 
size is done using mesh preparation interface. The hydrological simulation parameters 
are defined through the simulation model interface. The optimisation objectives and 
genetic algorithm parameters are specified using the optimisation model. 
4.7.4.1 Mesh Preparation 
It is the first step in actual execution of spatial optimal allocation of land and water 
resources. The mesh preparation interface is used to create watershed mesh of small 
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regular units. The interface can also be used to create and store the mesh of various 
sizes. The mesh preparation interface uses stream network. digital elevation and wa- 
tershed boundary maps to prepare the mesh of user specified cell size. The mesh can 
either be generated or use earlier mesh created for execution of hydrological simulation 
and optimisation models. The interfa(e for ni('sh prepan-ati(n is show'ii in Figure 4.16. 
Mesh Preparation Hydrological Model Optimisation Model 
r Create Mesh Use Eiost g Mesh 
Select Stream Network Layer _! Qj 
Select Watershed Boundary Layer :1 
Select Digital Elevation Layer : 'ED 
Select Mesh Cd Width : meters (l Display Messages 
Select Output Filename 
Generate Cancel 
Next 
Filtre 4.16: Mesh Preparation Interface of Aru"\Vat\I< iiSl). S5 tu oll<u 
The generated mesh is stored with the file name specified by the user. The mesh 
preparation algorithm computes elevation and decides the cell t, ýpe (Overland or (lian- 
nel or outlet) of each cell. It also does the channel linking making sure that the cLailliel 
cells are linked and they drain towards the watershed out let,. 
4.7.4.2 Simulation Interface 
The simulation interface helps the user to define the parameters for executing t] , (e üydro- 
logical simulation model. The simulation interface can be used to execute Irvdrolohi( I 
simulation model alone to simulate runoff, stream flow, sedimentation and crop growth. 
It can also be used to carryout economic analysis. The Various sinitilýati011 ]ru, aiueters 
such as duration of simulation, simulation time step, weather location nu ip, landIwe 
map, soil map, watershed development structures male, Imiduse knowledge database 
file, soil knowledge database file, climatic database file, crop knowledge datal, ase file, 
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curve number knowledge database file, economic database file, irrigation option, initial 
soil moisture condition, initial groundwater table height and bed rock level are defined 
using the simulation interface. Figure 4.17 shows the user interface for hydrological 
simulation model. 
C)ptin-ßa1 Spatial Lind end ! 'v`ater P. sour,. rJlvcatiýtl P'1od l 
Mesh Preparation I Hydrological Model Opkin s& on Model 
r Daily Senulatron 
Simulation Start Time. 101/01/1975 
Select Gimete Station Layer' 4 
Select Well Location Layer : 
Select Landure Layer :ý 4ED J 
Select Landure Database :J 
(' Sub Daffy Smüation 
Simulation End Tina : 131/12/1975 
Select C6nate Datthase F- 
Select WR Structure Leger 
Select Soil Layer 4aj 
Select Soil Database ýý J 
Initial Soil Moisnae: Fo- percent r Route Channel SCSCN Database :1 
Initial Water Depth in Channel: F meters f- Sod Erosion 
India) Water Depth in Storage (Ö meters 
f- Crop Growth 
Initial GW Table Height: F5 meters 
Bed Rock Depth: 20 meters 
Porosity 1002 ý traction 
rI Jy 
Simulate Cancel Wrde lnterrtrdýal. File_ 
Back Hext 
Figure 4.17: Hydrological Model Interface of ArcAVat A1anSDSS toolbar 
If watershed development structure map is used the siuiuhit ion int erfa e u((( ufigiure, 
the watershed mesh to find out storage structure cells and storage out 1('t s. flu iuiterf; u", 
also takes care of routing water from the storage cells through storage outlets oºº1ý-. 
The simulation model writes daily soil water balance for each simulation ((11 in a 
geodatabase table. The model also gives the input-output summary of the simulation 
in terms of total precipitation, total runoff, total cropped area, total crop production, 
total groundwater recharge, total irrigation ýipt>lie(l 'IJRI heiiefit-cost ratio. 
4.7.4.3 Optimisation Interface 
The GUI for the interaction of user with the optimisation ni(xlel, to (IPPfiI (( 01>t iuiis. ýt iuii 
parameters is shown in Figure 4.18. 
The optimisation interface helps riser to define the optimisation objective. parame- 
ters of GA operator, field and topographical constraint layers. When t 1Le nser opts for 
optimisation of the resources the simulation iuodel is used LS , ui external fiiiictioii to 
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Optim ! Spatial Land and Vater Resource . -. 
Iloc ation (1cd 
Mesh Preparation Hydrological Model Ir opomirahon Model 
Objective : Maximise Minimise r Equal To 
Parameter : !' Runoff C SedimentYield Area under Cultivation 
Select Field Boundary Layer : 
Select Slope Layer :J 
Genetic Algorithm Parameters Genetic Algorithm Stopping Conditions 
Population Size Cross Over Rate :[P After 
Generations'. 
Replacement Rate: Mutation Rate :Fr 
After TimePassed F- rnnutes 
r Less than 2% change since last 
r- 
generations 
Optimise 
ý 
Cancel 
__pat"] 
ý__ 
III 
y 
Figure 4.18: Optimisation Model Interface of Arc«"atManSDSS tooll)ar 
evaluate the performance of the landuse generated using the genetic algorithm opt iuni- 
cation model and the summary of the simulation is used to determine the fitness of the 
landuse for the user defined objective. 
4.8 Concluding Remarks 
In this chapter, development of the Arc«'atManSDSS model has been (les< gibed I)as((l 
on the coupling of models into GIS described in the Chapter 3, Section 3.4.1.3.2 and 
theory presented in the Sections 4.3,4.4,4.5 and 4.6. This chapter has also eXl>l, Liucd 
the data requirement and its format used for the development rnodel. The following 
chapter describes the application of the developed SDSS too] to a case study area for 
various objectives. 
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Application to Case Study 
5.1 Introduction 
This chapter discusses the application of ArcWatManSDSS model to a case study wa- 
tershed from Ahmednagar district of Maharashtra State, India. This chapter is divided 
in two main sections. In first section the case study area is described and the second 
section describes the application of the ArcWatManSDSS with different objectives to 
the case study area. The land and water resources allocation plans generated for each 
objective are analysed and discussed separately in Chapter 6. 
5.2 Case Study Area 
The location, topography, climate, soils and landuse/landcover of the case study area 
watershed is described in this section. 
5.2.1 Location of the Study Area 
The ArcWatManSDSS is applied to the Pimpalgaon Ujjaini watershed. The watershed 
is located at 15 kms from Ahmednagar on Ahmednagar-Aurangabad road in North- 
East direction. It is about 45 kms from the M. P. K. V., Rahuri University Campus in 
the East direction. Figure 5.1 shows the watershed location. 
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Pimpalgaon Upaini Watershed 
Figure 5.1: Location Map of the Study Area 
The latitude and longitude extents of the study area are: 
Longitude 74.05° to 74.10° East. 
Latitude 18.15° to 18.20° North. 
The watershed covers an area of about 1326 ha. There are about -1.17 lields of 
various size and shapes. The watershed also contains 2 percolations tanks. The per- 
colation tank is a multipurpose conservation structure depending on its location and 
size. It, is an artificial pond that collects runoff water, and stores it for livestock sind 
recharge groundwater aquifers. It is constructed by excavating a depression, forming 
a small reservoir or by constructing an embankment in a natural ravine or gully to 
form an impounded type of reservoir(Sivanappan. 1997). The Figure 5.2 shows the 
field boundaries, stream network and percolation tanks in the study area. 
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Figure 5.2: Map of the Piinpalgaon Ujjaini watershed showing Field l)oun(larV, Strcaiii 
network and Percolation Tanks 
5.2.2 Topography and Drainage 
The 20 in interval elevation contours have been digitized from Survey of India (SOI) 
topographical map on 1: 25000 scale. The contour and drainage network inaps were 
used for preparation of the digital elevation model 
(DEM) of the study area. '1'lie 
study area has minimum and maximum elevation of 694m and 955m above memi sea 
level respectively. The contour and stream network map of the study area is shuwu ill 
Figure 5.3. The DEM of the watershed is shown in Figure 5.4. 
The DEM of the study area was used to derive the slope snap of the study area. Thý 
study area was categorised in eight different slope categories as slhowii in Figure 5.5. The 
area statistics of different slope categories in t lie study area is presented in Table 5.1. 
Table 5.1: Slope Area Statistics 
Sr. No. Slope Category Area (ha. ) Percent Area 
1. Nearly level (less than 1 %) I84 13.88 
2. Very gently sloping (1 -3 %) 151 11.39 
3. Gently sloping (3 -5 %) 96 7.24 
4. Moderately sloping (5 - 10 %) 207 15.61 
5. Strongly sloping (10 - 15 %) 173 13.02 
6. Moderately steep sloping (15 - 35 %) 349 26.34 
7. Steel) sloping (35 - 100 %) 135 10.21 
8. Very steep sloping (more than 100 %) 31 2.31 
Total 1326 100.00 
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Figure 5.3: Topography and Drainage Map, showing watershed boundary, drainage 
network and contours of the Piinpalgaon Ujjaini watershed 
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Figure 5.4: Digital Elevation Model, showing 3D view of the study area faeirng upstreaiu 
of the watershed with satellite image draped on the DENT 
From Table 5.1 it is clear that about 33% of land is having slope less t hail 5 percent 
which can be cultivated. Further area of about 29% with ground slope between 5 rund 
15 percent can be brought under cultivation by using necessary conservation practices. 
5.2.3 Rainfall and Climate 
The watershed experiences a dry climate except during southwest 1iionsoonn seiLson. 
The mean annual rainfall of the watershed is about 550 nun having annual 11lict uat, ionns 
between 270mm to 900mm depending upon dry and wet years. About 70 to 7r), /(, of 
rainfall is contributed during the monsoon season i. e., just during time four tnontlis 
from June to September. The monsoon period is not a continuous rainfall period but 
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Figure 5.5: Slope M1ap, showing various slope categories found in the study area. 
is mainly responsible for majority of surface runoff and groundwater recharge. The 
monthly rainfall distribution of rainfall and its percent to annual rain is presented in 
the Figure 5.6 below. 
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Figure 5.6: Monthly Rainfall Distribution 
The mean maximum and minimum temperatures are 38°C sind 10°C rew(gde(I ill 
summer and -winter, respectively. The average annual temperat iirc is a1), )rO xin ,i , tely 
24°C. 
5.2.4 Soils 
Soil mapping of the study area was done to generate the spatial (listrih>>t ion of t ii(e 
different soil types in the study area. IRS-1D LISS-III data of 
data of January 1998 (LISS-III + PAN) was Used along wit lh the soil i11aa1) (leevelol)e(l 
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by Soil Testing and Soil Survey Department, Ahmednagar for soil mapping purpose. 
Based on the image characteristics, soil map information and collateral information like 
land use and vegetation a tentative relationship among image interpretation units and 
soils was developed. The soil maps of following three categories were prepared: 
1. Soil Series Map; 
2. Land Capability Classes Map; and 
3. Hydrologic Soil Group Map 
5.2.4.1 Soil series 
Soil series are soils that are grouped together because of their similar pedogenesis, soil 
chemistry, and physical properties. These result in soils which perform similarly for 
land use purposes. A soil series name generally is derived from a town or landmark in 
or near the area where the soil series was first recognized. A soil series is a naturally 
occurring entity on the landscape. Therefore, a given series does not necessarily occur 
within the confines of only one district or state. 
Each series consists of soils having soil horizons that are similar in soil colour, soil 
texture, soil structure, soil pH, consistence, mineral and chemical composition, and 
arrangement in the soil profile. A soil profile is the sequence of natural layers, or 
horizons, in a soil. It extends from the surface downward to unconsolidated material. 
Most soils have three major horizons, called the surface horizon, the subsoil, and the 
substratum. 
Table 5.2 lists the different soil series found in the study area and their properties. 
The spatial distribution of soils in the study area is shown in Figure 5.7. The area 
statistics of different soils is given in Table 5.3. 
Table 5.2: Soil Series 
Sr. No. Soil Series Name Depth Texture Erosion Cultivable 
1. Pimpalgaon rota Shallow Gravely Clay Loam Severe Yes 
2. Wadner Shallow Gravely Sandy Loam Very Severe No 
3. Kolgaon Shallow Gravely Sandy Clay Loam Very Severe No 
4. Bhendwade Shallow Gravely Sandy Clay Loam Severe Yes 
5. Malsiras Shallow Clay Severe Yes 
6. Kurkumbh Shallow Gravely Sandy Loam Severe Yes 
7. Supe Medium Clay Severe Yes 
8. Bamburdi Very Deep Clay Moderate Yes 
9. Shenwadgaon Very Deep Clay Severe Yes 
10. Savedi Very Deep Clay Moderate Yes 
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Figure 5.7: Soil Series map of Pinipalgaon Ujjaini watershed 
Table 5.3: Area Statistics of different soil series found in study area 
Sr. No. Soil Series Area (ha. ) Percent Area 
1. Pimpalgaon rota 39 2.94 
2. Wadner 206 15.53 
3. Kolgaon 367 27.67 
4. Bhendwade 213 16.06 
5. Malsiras 130 9.80 
6. Kurkumbh 45 3.39 
7. Supe 73 5.51 
8. Bamburdi 155 11.71 
9. Shenwadgaon 96 7.24 
10. Savedi 2 0.15 
Total 1326 1(x). 00 
5.2.4.2 Land capability classes 
The land capability classes are indicative of the capability of land for the cnltivat iuii 
purpose. The best known of these systems is the United States Department of Agricul- 
ture system (Klingebiel and Montgomery, 1961). According to this capability system, 
soils are generally grouped at three levels: 
" (', lability class; 
" Capability subclass and 
" (';, pability units 
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Capability classes, the broadest groups, are divided in 8 different classes and num- 
bered from 1 to 8. The numbers indicate progressively greater limitations and narrower 
choices for practical use. The classes are defined as follows: 
1. Class I: Soils have slight limitations that restrict their use. Erosion hazards 
on these soils are low; they are deep, productive and easily worked. For opti- 
mum production, these soils need ordinary management practices to maintain 
productivity, as regards both soil fertility and favorable physical soil properties. 
2. Class II: Soils have moderate limitations that restrict the choice of plants or 
that require moderate conservation practices. Limitations of soils in Class II 
include (singly or in combination) the effect of gentle slopes, moderate suscepti- 
bility to erosion, less than ideal soil depth, somewhat unfavorable soil structure, 
slight to moderate correctable salinity, occasional damaging overflow, wetness 
correctable by drainage, slight climatic limitation. Soils in this class require more 
than ordinary management practices for obtaining optimum production and for 
maintaining productivity. 
3. Class III: Soils have severe limitations that reduce the choice of plants or require 
special conservation practices. The limitation of soils in this class are those of 
Class II, but in higher degree; including additional limitations such as shallow 
depth, low moisture-holding capacity, and low fertility that is not easily corrected. 
Class III soils require considerable management inputs, but even so, choice of 
crops or cropping systems remains restricted because of inherent limiting factors. 
4. Class IV: Soils have very severe limitations that restrict the choice of plants 
and or require very careful management. Restrictions, both in terms of choice of 
plants and or management and conservation practices are greater than in Class 
III to such an extent that production is often marginal in relation to the inputs 
required. Limiting factors are of the same nature as in the previous classes but 
more severe and difficult to overcome. Several limitations such as steep slopes 
are a permanent feature of the land. 
5. Class V: Soils have few or no erosion hazards but have other limitations, imprac- 
ticable to remove, that restrict their use to pasture, range, woodland, or wildlife 
food and cover. Although they may be level or nearly level, many of these soils 
are subject to inundation or are stony or rocky. 
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6. Class VI: Soils have severe limitations - that make them generally unsuited to 
cultivation and limit their use largely to pasture or range, woodland, or wildlife 
food cover. This class is a continuation of Class IV, with very severe limitations 
that cannot be corrected. They may serve for some kinds of crops, such as tree 
crops, provided difficult intensive management is practiced. 
7. Class VII: Soils have very severe limitations that make them unsuited to culti- 
vation and also, restrict their use largely to grazing, woodland, or wildlife. The 
limitations are such that these soils are not suited for any of the common crops. 
8. Class VIII: Soils and miscellaneous areas have limitations that preclude com- 
mercial plant production and that restrict their use to recreational purposes, 
wildlife habitat purposes. 
Some of the limitations due to slope and erosion hazards in classes II to IV can be 
reduced by biological terracing as practiced in agroforestry and alley cropping. In the 
USDA system, soils of classes V to VIII are generally not suited for cultivation, although 
certain of them may be made suitable for agricultural use with costly measures. 
Capability subclasses are soil groups within one class. They are designated by 
adding a small letter, e, w, s, or c, to the class numeral, for example, 2e. The letter 
e shows that the main hazard is the risk of erosion unless close-growing plant cover 
is maintained; w shows that water in or on the soil interferes with plant growth or 
cultivation (in some soils the wetness can be partly corrected by artificial drainage); s 
shows that the soil is limited mainly because it is shallow, droughty, or stony; and c, 
used in only some parts of the United States, shows that the chief limitation is climate 
that is very cold or very dry. 
In class 1 there are no subclasses because the soils of this class have few limitations. 
Class 5 contains only the subclasses indicated by w, s, or c because the soils in class 5 
are subject to little or no erosion. They have other limitations that restrict their use 
to pasture, rangeland, forestland, wildlife habitat, or recreation. 
Capability units are soil groups within a subclass. The soils in a capability unit are 
enough alike to be suited to the same crops and pasture plants, to require similar man- 
agement, and to have similar productivity. Capability units are generally designated by 
adding an Arabic numeral to the subclass symbol, for example, 2e-iv and 3e-vi. These 
units are not given in all soil surveys. 
A new standard framework for land evaluation by means of land suitability classi- 
fication has been developed by FAO (1983). As in other systems, the land suitability 
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component of land evaluation is based on the survey of the physical attributes of the 
land (soils, climate, vegetation, topography, hydrology, etc. ). and consegneiit ly requires 
interpretation of these attributes. The proposed FAO land suitability classification in- 
tegrates relevant social and economic factors with the technical suitability cla sificat ion. 
At the present stage, the system mainly concentrates on the classification of land based 
on technical suitability. 
The soil map obtained from the Soil Testing and Soil Survey Department, Ahiiied- 
nagar indicated that in all there are five different land capability classes in the study 
area. The statistics of different land capability classes found in the study area is given 
in Table 5.4. The spatial distribution of these land capability classes found in the st 11(1%, 
area is shown in Figure 5.8. 
Table 5.4: Areas under different land capability classes found in study area 
Sr. No. Land Capability Class Area (ha. ) Percent Area 
1. Class II 253 19.06 
2. Class III 73 5.51 
3. Class IV 427 32.23 
4. Class VI 39 2.91 
5. Class VII 534 40.27 
Total 1326 100.00 
Table 5.4 shows that the cultivable class (Cla! 'ýs II. III ; 111(1 IV) covers al iil 57`%, 
whereas uncultivahle class covers about 43% of study <io a. 
Figure 5.8: Land Capability Class map of Pinijmlga n 1Tjjaini ww, aat("rsIl("d 
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5.2.4.3 Hydrologic soil group 
Hydrologic Soil Groups are suggestive of runoff from rainfall event for hydrological 
studies particularly in watershed management programmes. The soils are placed into 
four groups and three dual classes(USDA, 1972). In the definitions of the classes, 
infiltration rate is the rate at which water enters the soil at the surface and is controlled 
by the surface conditions. Transmission rate is the rate at which water moves in the 
soil and is controlled by soil properties . Definitions of the classes are as 
follows: 
1. Hydrologic Soil Group A (Low runoff potential): The soils have a high 
infiltration rate even when thoroughly wetted. They chiefly consist of deep, well 
drained to excessively drained sands or gravels and have a high rate of water 
transmission. 
2. Hydrologic Soil Group B (Moderately low runoff potential): The soils 
have a moderate infiltration rate when thoroughly wetted. They chiefly are mod- 
erately deep to deep, moderately well drained to well drained soils that have 
moderately fine to moderately coarse textures and have a moderate rate of water 
transmission. 
3. Hydrologic Soil Group C (Moderately high runoff potential): The soils 
have a slow infiltration rate when thoroughly wetted. They chiefly have a layer 
that impedes downward movement of water or have moderately fine to fine texture 
and have a slow rate of water transmission. 
4. Hydrologic Soil Group D (High runoff potential): The soils have a very 
slow infiltration rate when thoroughly wetted. They chiefly consist of clay soils 
that have a high swelling potential, soils that have a permanent high water table, 
soils that have a claypan or clay layer at or near the surface, and shallow soils 
over nearly impervious material and have a very slow rate of water transmission. 
Based on the image characteristics, soil map information and collateral information 
like land use and vegetation a tentative relationship among image interpretation units 
and soils was developed and hydrologic soil group map was prepared. The area statistics 
of different hydrologic soil groups found in the study area is presented in Table 5.5. 
Figure 5.9 shows the spatial distribution of soil groups found in the study area. 
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Table 5.5: Area statistics of hydrological soil groups found in study area 
Ilvdrolugic Soil l; n, nl, Alva (1iä. ) Percent : Area 
1. B -156 34.42 
2. C 214 16.16 
3. D 656 49.42 
1 al 1326 100.00 
Figure 5.9: 11) &lrolo,,, ical Soil Group snap of Pimpalhaon Ujjaini watershed 
5.2.5 Land use/Land cover 
The Land use 'Land cover snap of the study area is generated using the satellite im- 
ages obtained from IRS-1C and IR. S-iD (For more details refer to Section 4.2.1 and 
Appendix A). The satellite images are first of all rectified and registered using Survey 
of India toposheet 47 1/16 to remove geometric errors. These satellite images were 
classified in seven different classes depending on their spectral responses using super- 
vised classification technique. The tnaiinutn likelihood classification algorithm is used 
to classify the image in different classes for the trained spectral signals. The satellite 
images of the study area are shown in Figure 5.10(a), 5.10(b), 5.10(c), 5.10(d), 5.10(e), 
5.10(f). 5.10(g) and 5.10(h). 
Using aggregat ion and referential refinement the final Land use/Land cover map 
was generated as shown in Figure 5.11. The area statistics of different landuse classes 
found in stud' area is presented in Table 5.6. 
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Figure 5.10: Satellite images of Pimpalgaon Ujjaini watershed showing variation in the 
landuse/landcover of the study area over the period of time 
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Figure 5.11: Landuse/Landcover Map of Piinpalgaoii Ujjuiiii NA'aterslied 
Table 5.6: Area under different Landuse/Landcover classes found in study 
area 
Sr. No. Lauduse/Landcover Type Area (ha. ) Percent Aron 
1. Kharif Crop 19.32 1.46 
2. Rabi Crop 24.78 1.87 
3. Double Crop 166.13 12.53 
4. Fallow 66.71 5.03 
5. Shrubland 983.86 74.20 
6. Plantation 24.30 1.83 
7. Barren 8.92 0.67 
8. Builtup 11.70 0.88 
9. Water bodies 20.30 1.53 
11 Total 1326 100.00 
The supervised classification of the study area shows about of land. 
About 75% of the study area falls under the shrubland and about 5`% per ( Pill of fallow 
land, which can be used for cultivation or plantation purpose. About 0.88(/( of st , (IN, 
area is built-up. 
However from the land capability class reap as s}howu in Figu re ý,. ýý au<1 . 5.1 
niore than 55% of the land can be cultivated. 
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5.3 Application of ArcWatManSDSS 
ArcWatManSDSS is applied to the Pimpalgaon Ujjaini case study area with various 
objectives such as to reduce runoff from the watershed, maximise crop yields, maximise 
area under cultivation and to maximise net benefits obtained from the watershed. The 
application of ArcWatManSDSS gives spatial optimal allocation of land and water 
resources within the watershed to achieve these objectives. The formulation of each 
objective and its parameter is presented in this section. 
The SDSS is applied to case study area for different mesh sizes of Ilia. 511a and 
lOha as shown in Figure 5.12(a), 5.12(b) and 5.12(c) respectively. With the decrease 
in mesh cell size both homogeneity and simulation time required increases. For smaller 
size watersheds a fine mesh should be considered for simulation. 
(a) Mesh of 1 ha cell size (b) Mesh of 5 ha cell size 
(c) Mesh of 10 ha cell size 
Figure 5.12: Study Area Mesh with different cell sizes 
5.3.1 Minimisation of Runoff 
To minimise runoff from the watershed a single storm event of 10(1nin N&w, Is cotisiý]ýrýý1. 
The optimal landuse generated for minimisation of rntuof for different Ine"li Sires Nva: 
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stored in different themes generated using mesh generation interface. The hydrological 
simulation model was evaluated for a single day with storm event of 100mm. The 
AMC-II condition was considered for the simulation of runoff from the watershed. The 
response of landuse to minimise runoff for different mesh cell size was studied. The 
results obtained are discussed in Chapter 6, Section 6.3. 
5.3.2 Maximisation of Crop Yield 
To maximise crop yields the simulation model was executed for a crop year starting 
from 1st of June to 31st of May. The average climatic scenario was considered for 
simulation of hydrology and crop response in the study area. Irrigation was applied 
at 50% depletion through the underground resources using well irrigation only as the 
surface water resources in the watershed are mainly used for recharge to groundwater 
tables. The number of crops and its data considered in the study are presented in 
Appendix B Table B. 4. The response of landuse to maximise crop yield for different 
mesh cell size was studied. The results obtained are discussed in Chapter 6, Section 6.4. 
5.3.3 Maximisation of Net Benefits 
To study the spatial optimal landuse pattern for maximisation of net benefits from the 
watershed the ArcWatManSDSS was applied to the case study area. The hydrologi- 
cal simulation model of the SDSS was evaluated for average climatic condition. The 
simulation was carried out for one crop year. The full irrigation was applied at 50% 
depletion through the groundwater as the surface water resources in the watershed are 
mainly used for groundwater recharge. The number of crops and its data considered 
in the study are presented in Appendix B Table B. 4. The cost benefit analysis of the 
crop production was done as discussed in Chapter 4, Section 4.5. The data used for 
economic analysis of crop production are presented in Appendix B Table B. 4. The 
results obtained are discussed in Chapter 6, Section 6.5. 
5.4 Concluding Remarks 
In this chapter, the case study area Pimpalgaon Ujjaini watershed is described in Sec- 
tion 5.2. The application of ArcWatManSDSS to the case study area for different 
objectives of optimisation is described in Section 5.3. Chapter 6 describes the results 
of the application of the SDSS to the case study area. 
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Chapter 6 
Results and Discussion 
6.1 Introduction 
This chapter presents the results from the application of ArcWatManSDSS to the Pim- 
palgaon Ujjaini Watershed described in the Chapter 5. The presentation and analysis 
of results obtained for different objectives are presented from Section 6.3 to 6.5. Sec- 
tion 6.3 presents the results for minimisation of runoff, Section 6.4 presents the results 
for maximisation of crop yield and the results from maximisation of net benefits ob- 
tained from the watershed are presented in Section 6.5. The final conclusions and 
suggestions for future development are presented in Chapter 7. 
6.2 Landuse 
The application of the ArcWatManSDSS to the Pimpalgaon Ujjaini case study area 
was discussed in Chapter 5, Section 5.3. The SDSS was applied to the case study area 
for mesh of different cell sizes as shown in Figure 5.12(a) and 5.12(c). These different 
mesh maps are overlayed on the landuse/landcover map generated by the supervised 
classification of the satellite images as described and presented in Chapter 5 Figure 5.11. 
The landuse/landcover area statistics of different mesh sizes was presented in Table 6.1. 
From the Table 6.1 it is clear that for all different mesh sizes approximately 76% 
of the study area currently falls under shrubland category. Agricultural land covers 
approximately 16% whereas fallow land cover approximately 2% of the study area. 
Plantation covers approximately 2% of the study area while barren, builtup and wa- 
terbodies together covers remaining 4% of the study area. The optimal landuse plans 
generated for various objectives and for different mesh sizes will be discussed with re- 
spect to the landuse/landcover statistics presented in Table 6.1. The difference in the 
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Table 6.1: Current Landuse/Landcover area statistics for Mesh of different 
cell sizes 
LuCode Landuse Type Mesh lha 
Area % Area 
Mesh 5ha 
Area % Area 
Mesh 10 ha 
Area % Area 
1 Kharif 19.00 1.34 15.00 0.97 20.00 1.23 
2 Rabi 29.00 2.04 15.00 0.97 20.00 1.23 
3 Summer 0.00 0.00 0.00 0.00 0.00 0.00 
4 DoubleCrop 176.00 12.37 200.01 12.99 230.00 14.20 
5 All Season 0.00 0.00 0.00 0.00 0.00 0.00 
6 Fallow 56.00 3.94 40.00 2.60 20.00 1.23 
7 Shrubs 1067.00 74.98 1190.03 77.27 1240.02 76.54 
8 Plantation 31.00 2.18 40.00 2.60 40.00 2.47 
9 Barren 14.00 0.98 15.00 0.97 20.00 1.23 
10 Builtup 12.00 0.84 10.00 0.65 10.00 0.62 
11 Waterbody 19.00 1.34 15.00 0.97 20.00 1.23 
Total 1423.00 100.00 1540.04 100.00 1620.02 100.00 
area statistics is due to the larger area covered with mesh of 
large cell size. As the 
cell size increases the local heterogeneity is simplified which results in inappropriate 
representation of land object. Comparing Table 5.6 and 6.1 indicates that the cell size 
of lha considers 7.32% more area under study with very 
little changes in agricultural, 
builtup and waterbodies and major decrement in fallow land and major increment 
in shrubland. Whereas for the cell size of 5ha and 10ha about 16.14% and 22.17% 
more area is considered with changes in all categories mainly in fallow, doublecrop and 
shrubland. Mesh with cell size of 1ha tries to represent the landuse close to the reality. 
6.3 Minimisation of Runoff 
The ArcWatManSDSS was applied to the Pimpalgaon Ujjaini watershed to reduce the 
runoff from the watershed. The application of 
SDSS to the case study area was de- 
scribed in Chapter 5, Section 5.3.1. 
About 73.05 mm, 72.48 mm and 72.17 mm of 
runoff was generated from the 100 mm storm over the watershed with current landuse 
practices for the mesh sizes of 1ha, 5ha and 10ha respectively. The SDSS generated 
better landuse from generation to generation to reduce the runoff depth from the wa- 
tershed within the topographical, field and soil constraints applied on the watershed. 
The progress of the optimisation model to minimise the runoff from the watershed is 
presented in Figure 6.1. The Figure 6.1 is a plot of generation number against average 
and the minimum (best performing individual) runoff depth of the generation. From 
the figure it is clear that from generation to generation individuals tried to adopt the 
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landuse which generated less runoff in case of all mesh sizes. The best performing indi- 
vidual of the generation produced less runoff than the average of the total population 
as shown in figure. 
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Figure 6.1: GA performance for different cell size, to minimise runoff from the watershed 
The optimisation was terminated for the stopping criteria of no change in last 
100 generations. The number of generations required to obtain the optimal landuse 
plan vary with the cell sizes. About 68.00 mm, 65.83 mm and 65.55 mm of runoff 
was generated from 100 mm storm over the watershed with optimal landuse/landcover 
map from mesh sizes of 1ha, 5ha and 10ha respectively. The final spatial optimal 
landuse/landcover map obtained to minimise runoff from the watershed for different 
cell sizes is presented in Figure 6.2 to 6.4. The landuse/landcover area statistics of the 
optimal plan to minimise runoff from the watershed is presented in Table 6.2. 
Comparing the current landuse map shown in Figure 5.11 and optimal landuse plans 
shown in Figures 6.2 to 6.4 visually it is clear that most of the shrubland has to be 
converted into plantations in order to attenuate surface runoff from the watershed. 
Comparing the current and optimal landuse tables (Tables 6.1 and 6.2) it indicates 
additional 66% of the land has to be brought under plantation, additional 11% of 
land has to be brought under cultivation, while shrubland has to be reduced from 
74% to 2% (approximately). Fallow and barren lands in the watershed should be 
negligible and those lands have to be brought under cultivation or plantation. The 
builtup and waterbody areas are kept unchanged as described in the topographical and 
field constraints. 
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Figure 6.2: Optimal Landuse plan for 1 ha. to minimise runoff from the watershed 
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Figure 6.3: Optimal Landase plan for 5 ha, to minimise runoff from the www, it(rsli(, (I 
The 1niidusc/landcover change matrix presenting change of 1a111duse frone oIIP cat- 
egory to another category is presented through TOM 6.3 to 6.5 fur 'lsh of different 
cell sizes. From the tables it is clear that the major traiisformatioýn in the l: uidutie lies 
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Figure 6.4: Optimal Landuse plan for 10 ha. to minimise runoff from the wýitvrýIo I 
Table 6.2: Optimal Landuse/Landcover area statistics for Mesh of different. 
cell size to minimise runoff from the watershed 
LuCode Landuse Type Mesh lha 
Area % Area 
Mesh 5ha 
Area % Area 
Mesh 10 Im 
Area / Area 
1 Kharif 99.00 6.90 170.00 11.04 170. (0) 1049 
2 Rabi 86.00 6.04 40.00 2.60 0.00 0.00 
3 Sumner 23.00 1.62 0.00 0.00 0. (K) ((0(1 
4 DoubleCrop 112.00 7.87 215.01 13.96 280. (K) 17.28 
5 All Season 56.00 3.94 10.00 0. (i5 0. (X) ((. 0(1 
6 Fallow 17.00 1.19 0.00 0.00 0. (K) 0U00 
7 Shrubs 103.00 7.24 10.00 0.65 O. 0) ((0(1 
8 Plantation 893.00 62.75 1070.03 69.48 1140.02 70.: 17 
9 Barren 3.00 0.21 0.00 0.00 0.00 9.00 
10 Builtup 12.00 0.84 10.00 0.65 10.00 
11 Waterbody 19.00 1.34 15.00 0.97 20.00 1.23 
Total 1423.00 100.00 1540.04 100.00 1620.02 100. (0) 
been from shrubland to plantation and from shrubland to agricult 1I1( more til>ýý ifiý ; iliy 
for double crop cultivation. Within agricultural lan<liise the major Ii wsfonu; ýtioýi is 
with the current double crops. Approximately 50`% of double crop lýttul is < oliven ý<1 
into single crop in kharif season. 
The application of Arc\Vat lanSDSS has given the yllalltitativ, tool " ýý, itial dIstri- 
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bution of the optimal landuse plan to reduce the runoff. Thus helping to answer what, 
where and how much change has to be carried out to reduce the surface runoff from 
the watershed. 
Table 6.3: Landuse/Landcover change matrix for 1 ha cell size mesh to 
minimise the runoff from the watershed 
Landuse Optimal 
Current KC RC SC DC AS FW SL PL BL BU WB 
Kharif (KC) 6 2 0 3 1 0 2 5 0 0 0 
Rabi (RC) 3 9 4 4 4 0 3 2 0 0 0 
Summer (SC) 0 0 0 0 0 0 0 0 0 0 0 
DoubleCrop (DC) 48 27 7 42 8 3 14 26 1 0 0 
All Season (AS) 0 0 0 0 0 0 0 0 0 0 0 
Fallow (FW) 13 11 3 12 3 2 5 7 0 0 0 
Shrubland (SL) 29 37 9 50 40 12 78 810 2 0 0 
Plantation (PL) 0 0 0 0 0 0 1 30 0 0 0 
Barrenland (BL) 0 0 0 1 0 0 0 13 0 0 0 
Builtup (BU) 0 0 0 0 0 0 0 0 0 12 0 
Waterbody (WB) 0 0 0 0 0 0 0 0 0 0 19 
Table 6.4: Landuse/Landcover change matrix for 5 ha cell size mesh to 
minimise the runoff from the watershed 
Landuse Optimal 
Current KC RC SC DC AS FW SL PL BL BU WB 
Kharif (KC) 5 5 0 0 0 0 0 5 0 0 0 
Rabi (RC) 5 0 0 10 0 0 0 0 0 0 0 
Summer (SC) 0 0 0 0 0 0 0 0 0 0 0 
DoubleCrop (DC) 95 20 0 75 5 0 0 5 0 0 0 
All Season (AS) 0 0 0 0 0 0 0 0 0 0 0 
Fallow (FW) 5 0 0 35 0 0 0 0 0 0 0 
Shrubland (SL) 60 15 0 95 5 0 10 1005 0 0 0 
Plantation (PL) 0 0 0 0 0 0 0 40 0 0 0 
Barrenland (BL) 0 0 0 0 0 0 0 15 0 0 0 
Builtup (BU) 0 0 0 0 0 0 0 0 0 10 0 
Waterbody (WB) 0 0 0 0 0 0 0- 1 0 0 0 15 
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Table 6.5: Land use/ Landcover change matrix for 10 ha cell size mesh to 
minimise the runoff from the watershed 
Landuse Optimal 
Current. KC RC SC DC AS FW SL PL BL BU WB 
Kharif (KC) 0 0 0 10 0 0 0 10 0 0 0 
Rabi (RC) 10 0 0 10 0 0 0 0 0 0 0 
Summer (SC) 0 0 0 0 0 0 0 0 0 0 0 
DoubleCrop (DC) 100 0 0 110 0 0 0 20 0 0 0 
All Season (AS) 0 0 0 0 0 0 0 0 0 0 0 
Fallow (FW) 10 0 0 10 0 0 0 0 0 0 0 
Shrubland (SL) 50 0 0 140 0 0 0 1050 0 0 0 
Plantation (PL) 0 0 0 0 0 0 0 40 0 0 0 
Barrenland (BL) 0 0 0 0 0 0 0 20 0 0 0 
Builtup (BU) 0 0 0 0 0 0 0 0 0 10 0 
Waterbody (WB) 0 0 0 0 0 0 0 0 0 0 20 
The GA as described in Section 4.6.1 operates on the set of solutions and t hips 
produces more than one optimal solution from generation to generation wili(li is also 
demonstrated by the designed SDSS. The final generation contains more thýLti one 
different landuse plans performing similar or on par with the best solution discussed 
above. Thus giving the opportunity to planners and stakeholders to choose the hest, 
suited plan. The spatial allocation of the other two optimal landuse plans wit h riuu()ff 
of 68.01mm and 68.02mm for a mesh of lha cell size is shown in Figure 6.5 and (Ui. 
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Figure 6.5: Best-14 Landase plan for 1 ha, to minimise rtintiff fron, the w;, terslýiýI 
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Figure 6.6: Best-17 Landuse plan for 1 ha, to minimise runoff from the watershed 
The landuse/landcover area statistics of the best-14 and hest. -17 optimal laiuluse 
plans is presented in Table 6.6. The comparison of 
Tables 6.2 and f;. 6 indicat es t hat, 
there is change in landuse/landcover area statistics under each category. Flint her from 
the visual comparison of Figures 6.2,6.5 and 6.6 it can be concluded t hat not unlý" t lie 
area statistics of landuse/landcover that has changed but also the spatial list ribut ioº, 
and allocation of the landuse/landcover has been changed. 
Table 6.6: Optimal Best-14 and Best-17 Landuse/Landcover area statistics 
for Mesh of 1 ha cell size to minimise runoff from the watershed 
LuCode Landuse'I'cpe Best-14 
Area % Area 
list-I7 
Area Area 
1 Kharif 102.00 7.17 111.00 7.80 
2 Rabi 79.00 5.55 81.00 5.69 
3 Summer 20.00 1.41 28.00 1.97 
4 DoubleCrop 117.00 8.22 104.00 7.31 
5 All Season 53.00 3.72 52.00 3.65 
6 Fallow 22.00 1.55 25.00 1.76 
7 Shrubs 104.00 7.31 96.00 6.75 
8 Plantation 887.00 62.33 889.00 62.47 
9 Barren 8.00 0.56 6.00 0.42 
10 Builtup 12.00 0.84 12.00 0.84 
II Waterbody 19.00 1.34 19.00 1.34 
Total 1423.00 100.00 1423. (0 100.0() 
134 
6.4 Maximisation of Crop Yields 
6.3.1 Conclusion 
The application of ArcWatManSDSS to minimise runoff from the case study area wa- 
tershed has demonstrated that it generates the quantitative landuse/landcover area 
statistics as well as the spatial allocation of this landuse plan. Moreover it also provides 
several other alternative landuse plans that can perform similar to the best optimum 
solution found, helping the planners and stakeholders to choose among the various 
alternatives available. 
6.4 Maximisation of Crop Yields 
The ArcWatManSDSS was applied to the Pimpalgaon Ujjaini watershed to maximise 
the crop production from the watershed as described in Chapter 5, Section 5.3.2. The 
amount of crop yield obtained from the watershed with current landuse practice on 
the mesh size of 1ha, 5ha and 10ha was 0.15,0.16 and 0.17 t/ha respectively. The 
application of SDSS generated better landuse from generation to generation so as to 
maximise the crop produce from the watershed within the topographical, field and 
soil constraints applied on the watershed. The progress of the optimisation model to 
maximise the crop production from the watershed is presented in Figure 6.7. The figure 
is the fitness plot of each generation. The average and best fitness, crop yields per ha, 
of each generation is plotted against the generation number. The plot indicates that 
with each generation individuals tried to adopt landuse that produced more crop yield. 
At the termination of optimisation model the optimal landuse plan generated about 
5.01,7.00 and 8.14 t/ha from the watershed for different mesh sizes of 1ha, 5ha and 
10ha respectively. With the increase in cell size the area under study was increased 
as discussed in Section 6.2 and in turn the possibility of bringing more area under 
cultivation thus producing more crop yield. The final spatial optimal landuse/landcover 
map obtained to maximise crop production from the watershed for different cell sizes is 
presented in Figure 6.8 to 6.10. The landuse/landcover area statistics of the optimal 
plan for different mesh sizes is presented in Table 6.7. 
The visual comparison of the current landuse map (Figure 5.11) and optimal lan- 
duse plans shown in Figures 6.8 to 6.10 indicates more land has been brought under 
cultivation for crop production and plantations to retain surface runoff from the wa- 
tershed. 
Comparing the current and optimal landuse tables (Tables 6.1 and 6.7) it indicates 
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Figure 6.8: Optimal Landuse plan for 1 ha, to maximise crop yields from t he w, iterslie(1 
approximately 55% more land has to be brought under plantation, 12`%% more of 1ä11(1 has 
to be brought under cultivation, reducing shrubland from 74% to 81,7 (approxinjat(l. N ). 
The approximate percentile of Fallow and barren lands in the watershed is kept constant 
while just changing their location. 
The landuse/landcover change matrix presenting change of landuse 
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Figure 6.9: Optimal Landuse plan for 5 ha, to maximise crop yields frone the watershed 
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Figure 6.10: Optimal Landuse plan for 10 ha, to maximise crop yields from t hc ww", It (, r- 
shed 
gory to another category is presented through Tables 6.8 to 6.10 for tiie li of differ( )t 
cell sizes. Frone the tables it is clear that the major transforination in the laI, (h, se has 
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Table 6.7: Optimal Landuse/Landcover area statistics for Mesh of different 
cell size to maximise crop production from the watershed 
LuCode Landuse Type Mesh lha 
Area % Area 
Mesh 5ha 
Area % Area 
Mesh 10 ha 
Area % Area 
1 Kharif 24.00 1.69 20.00 1.30 0.00 0.00 
2 Rabi 25.00 1.76 5.00 0.32 10.00 0.62 
3 Summer 136.00 9.56 260.01 16.88 340.00 20.99 
4 DoubleCrop 30.00 2.11 10.00 0.65 0.00 0.00 
5 All Season 144.00 10.12 155.00 10.06 140.00 8.64 
6 Fallow 62.00 4.36 30.00 1.95 40.00 2.47 
7 Shrubs 154.00 10.82 130.00 8.44 100.00 6.17 
8 Plantation 792.00 55.66 880.03 57.14 960.01 59.26 
9 Barren 25.00 1.76 25.00 1.62 0.00 0.00 
10 Builtup 12.00 0.84 10.00 0.65 10.00 0.62 
11 Waterbody 19.00 1.34 15.00 0.97 20.00 1.23 
Total 1423.00 100.00 1540.04 100.00 1620.02 100.00 
been from shrubland to plantation and from shrubland to agriculture more specifically 
for double crop cultivation. Within agricultural landuse the major transformation was 
with the current double crops. Most of the double crop land was converted into single 
crop in summer season or all season. This is due to the reason that in summer sea- 
son, fodder crop is cultivated which has less water requirement and maximum yield in 
irrigated and unirrigated situations. 
Table 6.8: Landuse/Landcover change matrix for 1 ha cell size mesh to 
maximise the crop production from the watershed 
Landuse Optimal 
Current KC RC SC DC AS FW SL PL BL BU WB 
Kharif (KC) 0 0 8 1 3 0 1 6 0 0 0 
Rabi (RC) 1 2 8 1 10 2 4 1 0 0 0 
Summer (SC) 0 0 0 0 0 0 0 0 0 0 0 
DoubleCrop (DC) 5 10 59 7 45 11 18 19 2 0 0 
All Season (AS) 0 0 0 0 0 0 0 0 0 0 0 
Fallow (FW) 6 4 15 8 11 2 5 5 0 0 0 
Shrubland (SL) 12 9 45 13 75 46 126 718 23 0 0 
Plantation (PL) 0 0 0 0 0 1 0 30 0 0 0 
Barrenland (BL) 0 0 1 0 0 0 0 13 0 0 0 
Builtup (BU) 0 0 0 0 0 0 0 0 0 12 0 
Waterbody (WB) 0 0 0 0 0 0 0 0 0 0 19 
138 
6.4 Maximisation of Crop Yields 
Table 6.9: Landuse/Landcover change matrix for 5 ha cell size mesh max- 
imise the crop production from the watershed 
Landuse Optimal 
Current KC RC SC DC AS FW SL PL BL BU WB 
Kharif (KC) 0 0 10 0 0 0 0 5 0 0 0 
Rabi (RC) 0 0 15 0 0 0 0 0 0 0 0 
Summer (SC) 0 0 0 0 0 0 0 0 0 0 0 
DoubleCrop (DC) 10 0 90 5 70 5 10 10 0 0 0 
All Season (AS) 0 0 0 0 0 0 0 0 0 0 0 
Fallow (FW) 0 0 20 0 20 0 0 0 0 0 0 
Shrubland (SL) 10 5 125 5 65 25 115 815 25 0 0 
Plantation (PL) 0 0 0 0 0 0 5 35 0 0 0 
Barrenland (BL) 0 0 0 0 0 0 0 15 0 0 0 
Builtup (BU) 0 0 0 0 0 0 0 0 0 --1o 0 
Waterbody (WB) 0 0 0 0 0 0 0 0 0 0 15 
Table 6.10: Landuse/Landcover change matrix for 10 ha cell size mesh 
maximise the crop production from the watershed 
Landuse Optimal 
Current KC RC SC DC AS FW SL PL BL BU WB 
Kharif (KC) 0 0 10 0 0 0 0 10 0 0 0 
Rabi (RC) 0 0 0 0 20 0 0 0 0 0 0 
Summer (SC) 0 0 0 0 0 0 0 0 0 0 0 
DoubleCrop (DC) 0 10 150 0 50 0 0 20 0 0 0 
All Season (AS) 0 0 0 0 0 0 0 0 0 0 0 
Fallow (FW) 0 0 20 0 0 0 0 0 0 0 0 
Shrubland (SL) 0 0 160 0 70 40 100 870 0 0 0 
Plantation (PL) 0 0 0 0 0 0 0 40 0 0 0 
Barrenland (BL) 0 0 0 0 0 0 0 20 0 0 0 
Builtup (BU) 0 0 0 0 0 0 0 0 0 10 0 
Waterbody (WB) 0 0 0 0 0 0 0 0 0 0 20 
6.4.1 Conclusion 
The application of ArcWatManSDSS to maximise crop yields has demonstrated that 
it generates the quantitative area statistics and spatial allocation of optimal landuse 
plan. Thus helping to answer what, where and how much change has to be carried 
out to increase crop yields from the watershed. The several other alternatives can be 
explored by planners and stakeholders to choose the best one for them. 
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6.5 Maximisation of Net Benefits 
To find spatial optimal land and water resources distribution in the watershed to max- 
imise the benefits from the watershed the ArcWatManSDSS was applied to the case 
study area as described in Chapter 5, Section 5.3.3. The net benefit from the watershed 
was considered in terms of benefit to cost ratio obtained from the economic analysis of 
the landuse activities on the watershed and calculated using the Equation 4.46 given in 
Chapter 4, Section 4.5. The benefit-cost ratio of 0.95,0.96 and 0.97 was obtained for the 
current landuse practices with mesh sizes of 1ha, 5ha and 10ha respectively. The SDSS 
generated better landuse from generation to generation to maximise the benefit-cost 
ratio from the watershed within the topographical, field and soil constraints applied on 
the watershed by bringing more cultivable land under cultivation. The progress of the 
optimisation model to maximise the benefit-cost ratio from the watershed is presented 
in Figure 6.11. From the Figure 6.11 which is a plot of generation number against 
average and the maximum (best performing individual) benefit-cost ratio of the gen- 
eration, it is clear that from generation to generation individuals tried to adopt the 
landuse that is more economical. 
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Figure 6.11: GA performance for different cell size, to maximise net benefits from the 
watershed 
If there is no change in the performance of the best performing individual over last 
100 generation the ArcWatManSDSS terminates the optimisation model. The benefit- 
cost ratio of the optimal landuse plan for watershed mesh of 1ha, 5ha and 10ha cell 
sizes was found to be 4.28,4.45 and 4.72 respectively. The benefit-cost ratio increases 
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with the cell size due to the aggregation of landuse and more area under consideration. 
The final spatial optimal landuse/landcover map obtained to maximise benefits from 
the watershed for different cell sizes is presented from Figures 6.12 to 6.14. The 
landuse/laudcover area statistics of the optimal plan to maximise benefit frone the 
watershed is presented in Table 6.11. 
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Figure 6.12: Optimal Landase plan for 1 ha, to maximise benefits from the waterslýtd 
Table 6.11: Optimal Landuse/Landcover area statistics for Mesh of different 
cell size to maximise benefits from the watershed 
LuCode Lauduse Type Mesh Ilia ; Mesh 5ha Meals 10 ha 
Area % Area Area % Area Area `% Area 
1 Kharif 46.00 3.23 50.00 3.25 30.00 1.85 
2 Rabi 53.00 3.72 40.00 2.60 50.00 3.09 
3 Summer 16.00 1.12 80.00 5.19 60.00 3.70 
4 DoubleCrop 54.00 3.79 45.00 2.92 50.00 3.09 
5 All Season 86.00 6.04 80.00 5.19 90.00 5.56 
6 Fallow 98.00 6.89 95.00 6.17 90.00 5.56 
7 Shrubs 178.00 12.51 180.01 11.69 200. (X) 12.35 
8 Plantation 814.00 57.20 900.03 58.44 980.01 60.49 
9 Barren 47.00 3.30 45.00 2.92 40.00 2.47 
10 Builtup 12.00 0.84 10.00 0.65 10. (X) 0.62 
11 Waterbody 19.00 1.34 15.00 0.97 20.00 1 23 
Total 1423.00 100.00 1540.04 100.00 1620.02 100.00 
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Figure 6.13: Optimal Landuse plan for 5 ha, to maximise benefits frone the watershed 
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Figure 6.14: Optimal Landuse plan for 10 ha, to maximise benefits from the watershed 
Comparing the current landuse map shown in Figure 5.11 and optimal lanclits(, l)lans 
shown in Figures 6.12 to 6.14 visually it is clear that more amount of land is brought 
under cultivation to increase revenue from it. All Possible shrul)lands an(l lýarre 1a11 c1s 
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are brought under plantation to reduce runoff so that this water can recharge the 
groundwater which can then be used to satisfy the irrigation demands of crops. 
Comparing the current and optimal landuse tables (Tables 6.1 and 6.11) it indicates 
approximately 57% more land has to be brought under plantation, 2% more of land 
has to be brought under cultivation, while shrubland has to be reduced to from 74% to 
12% (approximately). The agricultural fallow land was increased from 3% to 6% and 
barren land from 1% to 3%. The builtup and waterbody areas are kept unchanged as 
described in the topographical and field constraints. Though there is less area brought 
under cultivation compared to the results obtained from the minimisation of runoff and 
maximisation of crop yield. The reason being in runoff minimisation it was only one 
single storm event was considered for the simulation whereas in case of maximisation of 
crop yield more land is brought under the summer cropping and year round cropping 
mainly to cultivate the fodder crop so as to get more yield with less water use. The 
other reason for minimal change in agricultural landuse is due to water availability 
and wateruse constraint. However with minimal change in landuse and water use the 
change in net benefit (benefit-cost ratio) from the watershed has increased hugely from 
approximately 1 to 4.25. 
The landuse/landcover change matrix presenting change of landuse from one cate- 
gory to another category is presented through Tables 6.12 to 6.14 for mesh of different 
cell sizes. 
Table 6.12: Landuse/Landcover change matrix for 1 ha cell size mesh to 
maximise the net benefit from the watershed 
Landuse Optimal 
Current KC RC SC DC AS FW SL PL BL BU WB 
Kharif (KC) 0 4 0 1 3 2 4 4 1 0 0 
Rabi (RC) 4 6 1 2 3 4 4 3 2 0 0 
Summer (SC) 0 0 0 0 0 0 0 0 0 0 0 
DoubleCrop (DC) 12 19 8 24 23 22 22 31 15 0 0 
All Season (AS) 0 0 0 0 0 0 0 0 0 0 0 
Fallow (FW) 7 4 6 7 3 10 6 9 4 0 0 
Shrubland (SL) 23 20 1 20 54 59 141 725 24 0 0 
Plantation (PL) 0 0 0 0 0 1 1 29 0 0 0 
Barrenland (BL) 0 0 0 0 0 0 0 13 1 0 0 
Builtup (BU) 0 0 0 0 0 0 0 0 0 12 0 
Waterbody (WB) 0 0 0 0 0 0 0 0 0 0 19 
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Table 6.13: Landuse/Landcover change matrix for 5 ha cell size mesh to 
maximise the net benefit from the watershed 
Landuse Optimal 
Current KC RC SC DC AS FW SL PL BL BU WB 
Kharif (KC) 5 0 0 0 5 0 0 5 0 0 0 
Rabi (RC) 0 0 5 0 5 5 0 0 0 0 0 
Summer (SC) 0 0 0 0 0 0 0 0 0 0 0 
DoubleCrop (DC) 25 10 65 5 20 30 15 20 10 0 0 
All Season (AS) 0 0 0 0 0 0 0 0 0 0 0 
Fallow (FW) 0 0 5 10 5 15 0 0 5 0 0 
Shrubland (SL) 20 30 5 30 45 45 165 820 30 0 0 
Plantation (PL) 0 0 0 0 0 0 0 40 0 0 0 
Barrenland (BL) 0 0 0 0 0 0 0 15 0 0 0 
Builtup (BU) 0 0 0 0 0 0 0 0 0 10 0 
Waterbody (WB) 0 0 0 0 0 0 0 0 0 0 15 
Table 6.14: Landuse/Landcover change matrix for 10 ha cell size mesh to 
maximise the net benefit from the watershed 
Landuse Optimal 
Current KC RC SC DC AS FW SL PL BL BU WB 
Kharif (KC) 0 0 0 0 0 0 0 10 10 0 0 
Rabi (RC) 0 10 0 0 0 0 0 10 0 0 0 
Summer (SC) 0 0 0 0 0 0 0 0 0 0 0 
DoubleCrop (DC) 10 0 40 20 30 50 60 20 0 0 0 
All Season (AS) 0 0 0 0 0 0 0 0 0 0 0 
Fallow (FW) 0 0 10 0 10 0 0 0 0 0 0 
Shrubland (SL) 20 40 10 30 50 40 140 880 30 0 0 
Plantation (PL) 0 0 0 0 0 0 0 40 0 0 0 
Barrenland (BL) 0 0 0 0 0 0 0 20 0 0 0 
Builtup (BU) 0 0 0 0 0 0 0 0 0 10 0 
Waterbody (WB) 0 0 0 0 0 0 0 0 0 0 20 
From the tables it is clear that the major transformation in the landuse has been 
from shrubland to plantation and from shrubland to agriculture more specifically for 
double crop cultivation. Within agricultural landuse the major transformation is with 
the current double crops. Most of the double crop land is approximately equally divide 
into kharif, rabi, summer, double crop and all season for cultivation. 
The application of ArcWatManSDSS has given the quantitative and spatial distri- 
bution of the optimal landuse plan to maximise the benefits obtained from the water- 
shed. Thus helping to answer what, where and how much change has to be carried out 
to maximise benefits from the watershed. The spatial optimal landuse plan also give 
spatial optimal cropping plan for the optimal landuse pattern. 
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6.5.1 Conclusion 
The SDSS application to maximise net benefits has demonstrated that it generates the 
quantitative area statistics and spatial allocation of optimal landuse plan. The results 
have also helped in finding optimal cropping plan to maximise benefits from the wa- 
tershed. There are several other alternatives that perform similar to the best optimum 
solution found. These alternatives give flexibility to the planners and stakeholders to 
choose the among the best landuse plans. 
6.6 Concluding Remarks 
This chapter presents the analysis and discussion of the results obtained from the 
application of the developed SDSS, ArcWatManSDSS to the Pimpalgaon Ujjaini case 
study area for different optimisation objectives on different mesh sizes. The results 
indicate that the model successfully helps in generating spatial optimal allocation plans 
of land and water resources management for the defined objectives. From the results 
presented the optimisation engine (Genetic Algorithm) of the SDSS works very well 
converging the individuals of the population towards global optimal solutions. 
The results also show the importance of the cell size for mesh generation. The 
finer the mesh size the better and closer representation of the real world situation can 
be achieved. However as the mesh cell size decreases the computation time increases 
and the number of generations required to find spatial optimal solution also increases. 
The results obtained from mesh with larger cell size are difficult to implement due to 
aggregation of small size plots and it will be difficult for the owners of these plots to 
accept these solutions. The SDSS also demonstrates its capability of producing more 
than one spatial optimal landuse plans performing very similar to the best solution for 
the user defined objectives. 
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Conclusions and 
Recommendations 
7.1 Introduction 
This research work is aimed at developing a spatial decision support system for optimal 
allocation of land and water resources for agricultural watersheds in semi-arid regions. 
The background and need for the development of SDSS along with the hypothesis and 
objectives of the research are presented in Chapter 1. This thesis has investigated the 
techniques of integrating models into GIS as discussed in Section 3.4. The system sim- 
ulation models, hydrological system simulation discussed in Section 4.3, crop growth 
simulation discussed in Section 4.4, economic analysis model discussed in Section 4.5 
and resource allocation developed using Genetic Algorithm technique as discussed in 
Section 4.6 are coupled within ArcGIS environment using integration approach dis- 
cussed in Section 3.4.1.3.2 to develop a spatial decision support system as discussed in 
Section 4.7. This SDSS is then applied to a case study area, Pimpalgaon Ujjaini water- 
shed, described in Section 5.2 to generate optimal landuse plans for various objectives 
as discussed in Section 5.3. The results obtained from the application of SDSS are 
presented in Chapter 6. The conclusions drawn from the results discussed in Chapter 6 
are presented in Section 7.2. The recommendations for future work are presented in 
Section 7.3. 
7.2 Conclusions 
This research is formulated on the hypothesis "Spatial decision support system (SDSS) 
can be devised based on integration of hydrologic and resource allocation models with 
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GIS for effective planning and management of the land and water resources in small 
heterogeneous agricultural watersheds". 
The conclusions drawn on the different components of the research are discussed in 
Sections 7.2.1 to 7.2.6. 
7.2.1 Superiority of Integration Over Loose and Tight Coupling 
Chapter 3 explains various ways of coupling simulation models and GIS. To compare the 
superiority of different coupling approaches a simple SCSCN runoff simulation model 
was developed as a standalone model for tight and loose coupling approach. The same 
model was developed within ArcGIS using Visual Basic for Application and ArcObjects 
using integration approach. 
The findings from the comparison of the model developed using different ways of 
coupling confirms the findings of other workers as reviewed from the previous literature. 
The loose coupling approach is easiest and has advantage of using existing simulation 
models without any changes however it has disadvantages such as it involves at least 
five major steps (Section 3.6), prone to error, time consuming, lack of single GUI and 
need of user intervention. The tight coupling model overcomes the limitation of GUI 
and steps required in execution however with change in simulation model user needs 
to rewrite the file exchange macros. In tight coupling approach even though there is 
a single GUI the simulation model and GIS are separate and the user has no control 
over the model during the execution of the model. 
The integration approach uses the GIS development environment to develop the 
simulation model and share all the GIS functions directly. It has a single user friendly 
GUI and has direct control over the simulation model even during the execution of the 
model. Compared to loose and tight coupling approach no extra files are generated 
in integration/full coupling approach as it directly works on the dataset and thus it 
executes faster. Moreover using integration approach simulation models can be written 
in an object oriented way thus giving full control on the simulation process that need 
to be considered in modeling. 
From the results presented'in Chapter 3 it can be concluded that integration ap- 
proach of coupling simulation models into GIS is far superior to using either loose 
or tight coupling approach. However from the experience of developing an integrated 
model into GIS it confirms, with the previous literature, that it is quite time consuming 
process and would not be appropriate for planning just a single watershed. 
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7.2.2 SDSS as a Tool to Solve Spatial Resources Allocation Problems 
The spatial decision support system, ArcWatManSDSS, is developed using the inte- 
gration approach of coupling. The hydrological system simulation model to simulate 
various hydrological processes, crop growth model to simulate the crop growth, water 
requirement and its yield, economic analysis model to compute crop cultivation ben- 
efit cost ratio and resource allocation model to spatially allocate landuse to various 
fields/cells and to find optimal solution are coupled into ArcGIS environment using 
Visual Basic Net and ArcObjects. 
The distributed type hydrological simulation model and crop growth simulation 
model, developed in this study, simulates the supply and demand processes in the 
watershed. Various hydrological processes such as rainfall, interception, infiltration, 
surface runoff, evapotranspiration, routing and groundwater recharge are considered in 
the development of the model. The model simulates these processes on user defined 
time steps. For this research the model is applied on daily step producing the output 
from the simulation run for various parameters such as runoff, soil moisture content, 
evapotranspiration, deep percolation and crop yield on each day. From the results 
presented in Chapter 6 in different sections for the current landuse/landcover it can 
be concluded that the model can successfully simulate the hydrological processes and 
crop growth to give output pertaining to runoff and crop yields on daily time step as 
well as the input-output summary of the various parameters thus achieving the second 
objective of the study. 
The resource allocation model developed using the genetic algorithm optimisation 
technique is used for the spatial allocation of landuse to all simulation cells considered 
in the study area. This model then computes the fitness of the generated set of landuse 
allocation using the hydrological simulation model discussed above. This fitness is used 
to rank the performance of the individual landuse set. The next generation of landuse 
is generated using these fitness ranks. The best fit individuals are chosen to generate 
new set of solutions by the process of crossover and mutation. The worst performing 
individuals are eliminated, thus generating individuals with better allocation of landuse 
from generation to generation as shown in Figure 6.1,6.7 and 6.11. The resource 
allocation model not only helps in generating the landuse/landcover area statistics and 
landuse change matrix as presented in Tables 6.2 to 6.14, thus answering What and 
How much has to be changed?, but also gives the optimal landuse allocation maps as 
shown in Figures 6.2 to 6.14, thus answering very important question of Where change 
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has to be made?, thus satisfying the third objective set for the study. 
The SDSS developed is applied to the case study area watershed for different ob- 
jectives such as runoff minimisation, crop yield maximisation and maximisation of net 
benefits from the watershed. The results from the application of SDSS to the case 
study area are presented in Sections 6.3,6.4 and 6.5 thus satisfying the fifth objective 
of the study. 
The SDSS is applied to the watershed for three optimisation objectives and different 
mesh sizes (1ha, 5ha and 10ha). For minimisation of runoff the SDSS generated the 
spatial allocation of landuse plan which reduced surface runoff for a single storm event of 
100mm on the watershed from maximum of 73mm (current landuse) to 65mm (optimal 
landuse). To minimise the runoff from the watershed SDSS has suggested major change 
of landuse from shrubland to plantation and crop land as shown in Table 6.2 for mesh of 
different cell size. The landuse change matrix for mesh of different cell size is presented 
in Tables 6.3 to 6.5. The SDSS has suggested additional 66% of the land has to be 
brought under plantation and additional 11% under cultivation by reducing shrubland 
from 74% to 2%. 
The application of the SDSS to maximise the crop production from the watershed 
has suggested to bring additional 12% of land under cultivation and 55% of additional 
land under plantation by reducing the shrubland from 74% to 8%. The SDSS has 
shown that with the optimal landuse plan the crop production will increase as a result 
of increase in area under cultivation, reduction in runoff and availability of more water 
for irrigation. Most of the crops in the optimal landuse plan will produce maximum 
yields. The increase in the crop production is also 
due to cultivation of the high yielding 
fodder crop cultivation. 
The maximum benefit-cost ratio of the current landuse pattern is 1. The application 
of SDSS for maximisation of net benefits from the watershed has suggested the opti- 
mal landuse plan which can generate the benefit-cost ratio of 4.25 with the resources 
available. The SDSS has suggested with an additional 2% of area under cultivation and 
57% of land under plantation this benefit-cost ratio can be achieved. 
From these results it can also be concluded that there is considerable scope for 
improving the agricultural crop production and net benefit from the case study area 
watershed. Moreover the results obtained from the application of SDSS also helped an- 
swering very important question of Where the changes have to be made? by presenting 
the results both in map and tabular formats. 
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7.2.3 SDSS for Multiple Solution 
Most of the optimisation techniques generate single optimal solution for the defined 
problem. However GA has the capability of producing several solutions as it works 
on set on solution rather than single solution. The SDSS is also capable of producing 
several different spatial solutions performing similar to the best optimum found as 
discussed in Section 6.3 and shown in Figures 6.5 and 6.6 for runoff minimisation. 
This enables decision makers, planners and stakeholders to chose between the solution 
taking in account the other criteria. 
7.2.4 Effect of Mesh Cell Size 
The SDSS is applied to the watershed for different objectives and on mesh of different 
cell sizes (1ha, 5ha and 10ha). The results obtained from the application of the SDSS 
on mesh of different cell size vary as the landuse/landcover area statistics for mesh of 
different cell size vary due to aggregation of dominant landuse in a single cell. Mesh 
with larger cell size not only reduce the running time of the model but also requires 
fewer generations to achieve the optimal landuse allocation plans, however it loses 
the heterogeneity of the watershed. Thus for smaller heterogeneous watersheds it is 
necessary to use mesh with finer cell size to get accurate results. 
7.2.5 Extension of SDSS Methodology for Other Problems 
The methodology, comprising integration of a hydrological simulation model and a 
genetic algorithm optimisation model into GIS using integrated approach, and using 
simulation models as an external evaluation function for genetic algorithm optimisation 
can be applied for efficient utilisation of the available resources in the watershed. The 
methodology can also be applied to generate optimal landuse plans for specific objec- 
tives of stakeholders. It can also be applied to study the behaviour of the system using 
what if scenarios? By modifying the simulation model output it can be used not only 
for landuse planning but also for solving other problems (for eg. irrigation scheduling). 
7.2.6 SDSS Data Requirement 
The SDSS requires a huge amount of data both in map and tabular format. The 
data requirement and the design of the database to be used with the SDSS is given 
in Appendix B for designing the knowledge base data files and Appendix C for the 
spatial data. The SDSS uses both raster (DEM) and vector (various themes) datasets. 
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The landuse/landcover maps for watersheds can be generated using the satellite images 
however for smaller watersheds the field maps available from land record departments 
can be used with necessary attributes attached to the map as shown in the Appendix C. 
The local knowledge base for the crops and soil properties can be collected from local 
agricultural universities or from the local agricultural departments. The climatological 
data required for the simulation can be collected from the local meteorological depart- 
ment. Thus the tool "Arc WatManSDSS", can also be applied to other parts of world 
under semi-arid regions by incorporating the local knowledge through the database files 
shown in the Appendix B and maps. 
The tool developed has been shown to be effective for small heterogeneous wa- 
tersheds, and should also be applicable for larger watersheds with significant increase 
in running time. Therefore the hypothesis "Spatial decision support system (SDSS) 
can be devised based on integration of hydrologic and resource allocation models with 
GIS for effective planning and management of the land and water resources in small 
heterogeneous agricultural watersheds" is accepted. 
The developed SDSS, "Arc WatManSDSS", assists planners, decision makers and 
stake holders to develop optimal spatial allocation of land resources plans based on the 
system simulation and optimisation. The research presented here has therefore made 
a significant and innovative contribution to the spatial resource allocation planning by 
integrating system simulation models and genetic algorithm optimisation model within 
GIS environment using integrated type of coupling. 
7.3 Recommendations for Future Work 
In recognition of the research completed, the following recommendations regarding the 
future development and research are identified: 
" Improving Hydrological Model to Reduce Running Time; 
" Uncertainty; 
" Improving Genetic Algorithm for Multi-Objective Planning; 
" Investigating in Deciding Cell Size for Mesh; 
" Applying the SDSS Tool to Different Watersheds; and 
" Applying the Methodology to Other Problems. 
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7.3.1 Improving Hydrological Model to Reduce Running Time 
With the recent development in computational technology and open source paradigm 
it will be useful to rewrite the current hydrological model using object oriented way 
for better and faster execution of the hydrological model. This in turn will reduce the 
execution time of the SDSS to generate optimal plans. , 
7.3.2 Uncertainty 
The developed hydrological model is of deterministic type with huge number of uncer- 
tain parameters. Quantifying the uncertainty in hydrologic predictions and considering 
this uncertainty in subsequent decision-making is becoming increasingly important for 
both research and operational modeling purposes. Main sources of uncertainty are the 
data (e. g. spatial representation and measurements of input and output time-series) 
and the model (e. g. process descriptions and mathematical implementation), and the 
modeling approach (e. g. the method chosen for parameter estimation). An important 
science question is how can this predictive uncertainty be reduced? There are three 
main areas where uncertainty reduction can be achieved: 
1. providing new, more and higher quality information due to new, more and im- 
proved measurements and measurement techniques; 
2. developing improved model structures based on better understanding of physical 
processes and better mathematical representation; and 
3. improving the use of the available information during model identification and 
prediction. 
The future efforts in hydrological modeling should consider in handling these uncer- 
tainties. 
7.3.3 Improving Genetic Algorithm for Multi-Objective Planning 
The Arc WatManSDSS is capable of solving a single objective at a time, however in 
real world situation the optimisation problem is multi-objective with conflicting objec- 
tives. Thus it is necessary to modify the current Genetic Algorithm to handle multiple 
objectives using multi-objective Genetic Algorithm technique. The model also takes 
long time to generate the optimal solution, the performance of the Genetic Algorithm 
can be improved by using parallel computing techniques. The penalty function can be 
used to minimise over exploitation of resources while designing the multi-objective GA. 
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7.3.4 Investigating in Deciding Cell Size for Mesh 
In the current research the ArcWatManSDSS is applied to the case study area 
watershed for mesh of different cell size. The results obtained indicate that there is 
significant variation in the results for different cell sizes. Thus future attempts should 
also be made towards finding optimal cell size for simulating processes at watershed 
scale based on the aerial extent and topography of the watershed. 
7.3.5 Applying the SDSS Tool to Different Watersheds 
The Are WatManSDSS is applied to the case study area watershed however the 
applicability of the tool to other different watershed with different topography, landuse 
and rainfall needs to be investigated by incorporating the local knowledge through the 
knowledge base files. 
7.3.6 Applying the Methodology to Other Problems 
The methodology of using external simulation models as evaluation function for genetic 
algorithm should also to be tested for solving various other problems by using other 
system simulation models with different outputs. The aquatic system, bio-diversity and 
habitat modeling are the current issues in the Water Framework Directive established 
by EU water policy and legislation for Community action in the field of water policy 
(2000/60/EC). Using the aquatic simulation models, bio-diversity and habitat mod- 
eling as an external evaluation function for genetic algorithm can help in developing 
optimal spatial management plans for land and water resources ensuring river flows and 
groundwater levels sustaining aquatic environments while allowing the continued use 
of water for essential human purposes such as supplying the public with safe drinking 
water, the generation of renewable energy and other agricultural and industrial uses. 
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Appendix A 
Satellite Sensor Characteristics 
Table A. 1: IRS-1C Sensor Characteristics 
SENSOR LISS-III PAN WIFS 
Resolution 23.5 m& 70.5 m 5.8 m 188 m 
Swath 141 km & 148 km 65 - 80 km 692 km 
Repetitivity 24 days 5 days 3 days 
Spectral Bands 0.52 - 0.59 µ (Band2) 
0.62 - 0.68 µ (13and3) 
0.77 - 0.86 µ (Band4) 
1.55 - 1.70 p (Bands) 
0.50 - 0.75 µ 0.62 - 0.68 µ 
0.77.0.84 p 
Table A. 2: IRS-1D Sensor Characteristics 
SENSOR LISS-III PAN WIFS 
Resolution 23.7 m 5.2 m IM ra 
Swath 127 km L 134 kin 63 - 80 km 692 kin 
Repetitivity 25 days 3 days 3 day, 
Spectral Bands 0.52 - 0.59 µ (Band2) 
0.62 - 0.68 is (Banda) 
0.77 - 0.86 µ (Band4) 
1.55 - 1.70 µ (Bands) 
0.50-0.73o 0.62.0.68 p 
0.77.0.80 p 
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(a) IRS-1C/1D 
A 
VANN 
Figure A. 1: Indian Remote Sensing Satellite IRS-1C/1D and their Sensors/Cameras 
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(c) I. ISS-111 Camera 
(d) WiFS Camera 
(b) PAN Camera 
Appendix B 
Knowledge Database Design 
Table B. 1: Climatological Database Design 
ParamName Unit DataType Description 
ID Integer Station ID 
DATE dd/mm/yyyy Date Date 
TIME hr Double Time 
TMAX °C Double Maximum temperature 
TMIN °C Double Minimum temperature 
RAIN mm Double Rainfall 
RHMAX % Double Maximum relative humidity 
RHMIN % Double Minimum relative humidity 
WINDSPEED kmph Double Wind speed 
SUNSHINEHR hr Double Sun shine hours 
PANEVAP mm Double Pan evaporation 
Table B. 2: Curve Number Database Design 
ParamName Unit DataType Description 
LANDUSE String Landuse use description 
CNCODE Integer CN Code 
HSG-A Integer CN Value for Hydrologic Soil Group-A 
HSG-B Integer CN Value for Hydrologic Soil Group-B 
HSG-C Integer CN Value for Hydrologic Soil Group-C 
HSG-D Integer CN Value for Hydrologic Soil Group-D 
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Table B. 3: Soil Database Design 
ParamName Unit DataType Description 
SOILID Integer Soil ID 
SOILNAME String Soil series name 
SOILHSG Char Hydrologic soil group 
HYDCOND mm/h Double Hydraulic conductivity 
CAPSUC min Double Capillary suction 
MOISTDEF Double Moisture deficit 
FC % Double Field capacity 
WP % Double Wilting point 
BD gm/cc3 Double Bulk density 
DEPTH mm Double Soil depth 
KFACUSLE Double USLE soil erodibility factor 
SEDFRAC Double Sediment fraction 
SEDDIA mm Double Sediment diameter 
SEDVEL m/s Double Sediment velocity 
EVAPDEPTH mm Double Evaporation depth 
EVAPLIMIT mm Double Evaporation limit 
EVAPPARAM Double Evaporation parameter 
Table B. 4: Crop Database Design 
ParamName Unit DataType Description 
CROPID Integer Crop ID 
CROPNAME String Crop name 
CROPCNID Double Crop SCSCN ID 
SOWDATE dd/mm/yyyy Date Sowing date 
HARDATE dd/mm/yyyy Date Harvest date 
ROOTINIT mm Double Initial root depth 
ROOTMAX mm Double Maximum root depth 
MAXDAYS days Integer Maximum root growth days 
ROOTLAYR Integer Number of root layers 
ROOTEXTC Double Root extraction coefficient 
PMAD Double Maximum allowable defecit 
KCDURST days Integer Crop growth coefficient duration 
KCFACST Double Crop growth coefficient value 
YRDURST days Integer Yield response coefficient duration 
YRFACST Double Yield response coefficient value 
MAXYIELD kg/ha Double Maximum yield 
RATIOBYP Double Main to by-produce ratio 
CROPMNR Double Mannings roughness coefficient 
CROPRET Double Crop retention coefficient 
CFACUSLE Double USLE C factor 
PFACUSLE Double USLE P factor 
CULTCOST Rs/ha Double Cultivation cost 
RATEMPRO Rs/ha Double Price main produce 
RATEBPRO Rs/ha Double Price by-produce 
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Appendix C 
Spatial Database Design 
Table C. 1: Weather Station Spatial Database 
File Type Shapefile 
Feature Type Point 
Attribute Unit DataType Description 
ID Integer Station ID 
LATITUDE dd Double Station Latitude 
LONGITUDE dd Double Station Longitude 
ALTITUDE m Double Station Altitude 
RAINFALL Integer Rainfall Data Series* 
TMAX Integer Maximum Temperature Data Series* 
TMIN Integer Minimum Temperature Data Series* 
RHMAX Integer Maximum Relative Humidity Data Series* 
RHMIN Integer Minimum Relative Humidity Data Series* 
WINDSPEED Integer Wind Speed Data Series* 
SUNSHINE Integer Sunshine Hours Data Series* 
FILENAME String Database Filename 
* Indicates : 
1. Daily; 
2. Hourly (60 minutes interval); 
3. Half Hourly (30 minutes interval); and 
4. Quater Hourly (15 minutes interval) 
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Table C. 2: Watershed Spatial Database 
File Type Shapefile 
Feature Type Polygon 
Attribute Unit DataType Description 
WSHEDID Integer Watershed ID 
AREA m Double Watershed Area 
PERIMETER m Double Watershed Perimeter 
Table C. 3: Stream Network Spatial Database 
File Type Shapefile 
Feature Type Line 
Attribute Unit DataType Description 
STRID Integer Stream ID 
STRWIDTH m Double Stream Width 
STRDEPTH m Double Stream Depth 
STRSIDESLP Double Stream Side Slope 
STRCSTYPE Integer Stream Cross-Section Type 
1 for Trapezoidal Section 
2 for Rectangular Section 
3 for Square Section 
4 for Parabolic Section 
STRSINOSIT Double Stream Sinousity 
STRMANN Double Mannings Roughness Coefficient 
Table CA: Soil Spatial Database 
File Type Shapefile 
Feature Type Polygon 
Attribute Unit DataType Description 
SOILCODE Integer Soil Code 
SERIESCODE Integer Soil Series Code 
SERIESNAME String Soil Series Name 
Table C. 5: Landuse Spatial Database 
File Type Shapefile 
Feature Type Polygon 
Attribute Unit DataType Description 
LULCCODE Integer Landuse Code 
LUCNCODE Integer Landuse Curve Number Code 
COVERNAME String Landuse/Landcover Name 
KHCROPCODE Integer Kharif Crop Code 
RBCROPCODE Integer Rabi Crop Code 
SMCROPCODE Integer Summer Crop Code 
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Table C. 6: Watershed Strutures Spatial Database 
File Type Shapefile 
Feature Type Line 
Attribute Unit DataType Description 
WRSID Integer Structure ID 
WRSTYPE Integer Structure Type 
1 for Percolation Tank 
2 for Gully Plugs 
3 for Nala Bund 
4 for KT Weirs 
5 for Underground Bandhara 
NAMEWRS String Structure Name 
WRSTOPELEV m Double Structure Top Elevation 
WRSTOPWID m Double Structure Width 
Table C. 7: Watershed Field Spatial Database 
File Type Shapefiie 
Feature Type 1 Polygon 
Attribute Unit DataType Description 
FIELDID Integer Field ID 
OWNERSNAME String Owner's Name 
Table C. 8: Well Spatial Database 
File Type Shapefile 
Feature Type Point 
Attribute Unit DataType Description 
WELLID Integer Well ID 
WELLTYPE Integer Type of Well 
1 for Dug Well 
2 for Bore Well 
OWNERSNAME String Owner's Name 
WELLDIA m Double Diameter of Well 
WELLDEPTH m Double Depth of Well 
WELLINITWL m Double Initial Water level in well 
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Appendix D 
Case Study Data 
Table D. 1: Curve Number Database 
LANDUSE CNCODE HSG-A HSG-B HSG-C HSG-D 
Fallow (Bare) 1 77 86 91 94 
Fallow (CR - Poor) 2 76 85 90 93 
Fallow (CR - Good) 3 74 83 88 90 
Agriculture 4 77 86 91 94 
Other Agricultural Land 5 59 74 82 86 
Cropland and Pasture 6 49 69 79 84 
Orchards Groves Vineyards Nurseries 7 45 66 77 83 
Row Crop (SR - Poor) 8 72 81 88 91 
Row Crop (SR - Good) 9 67 78 85 89 
Row Crop (SR + CR - Poor) 10 71 80 87 90 
Row Crop (SR + CR - Good) 11 64 75 82 85 
Row Crop (C - Poor) 12 70 79 84 88 
Row Crop (C - Good) 13 65 75 82 86 
Row Crop (C + CR - Poor) 14 69 78 83 87 
Row Crop (C + CR - Good) 15 64 74 81 85 
Row Crop (C &T- Poor) 16 66 74 80 82 
Row Crop (C &T- Good) 17 62 71 78 81 
Row Crop (C &T+ CR - Poor) 18 65 73 79 81 
Row Crop (C &T+ CR - Good) 19 61 70 77 80 
Small Grain (SR - Poor) 20 65 76 84 88 
Small Grain (SR - Good) 21 63 75 83 87 
Small Grain (SR + CR - Poor) 22 64 75 83 88 
Small Grain (SR + CR - Good) 23 60 72 80 84 
Small Grain (C - Poor) 24 63 74 82 85 
Small Grain (C - Good) 25 61 73 81 84 
Small Grain (C + CR - Poor) 26 62 73 81 84 
Small Grain (C + CR - Good) 27 60 72 80 83 
Small Grain (C &T- Poor) 28 61 72 79 82 
Small Grain (C &T- Good) 29 59 70 78 81 
Small Grain (C &T+ CR - Poor) 30 60 71 78 81 
Small Grain (C &T+ CR - Good) 31 58 69 77 80 
Close Seeded (SR - Poor) 32 66 77 85 89 
Close Seeded (SR - Good) 33 58 72 81 85 
Close Seeded (C - Poor) 34 64 75 83 85 
Close Seeded (C - Good) 35 55 69 78 83 
Close Seeded (C &T- Poor) 36 63 73 80 83 
Close Seeded (C &T- Good) 37 51 67 76 80 
Pasture (Poor) 38 68 79 86 89 
Pasture (Fair) 39 49 69 79 84 
Pasture (Good) 40 39 61 74 80 
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LANDUSE CNCODE HSG-A HSG-B HSG-C HSG-D 
Meadow 41 30 58 71 78 
Brush (Poor) 42 48 67 77 83 
Brush (Fair) 43 35 56 70 77 
Brush (Good) 44 30 48 65 73 
Woods - Grass (Poor) 45 57 73 82 86 
Woods - Grass (Fair) 46 43 65 76 82 
Woods - Grass (Good) 47 32 58 72 79 
Woods (Poor) 48 45 66 77 83 
Woods (Fair) 49 36 60 73 79 
Woods (Good) 55 70 77 
Farmstead 74 82 86 
Rangeland (Herbaceous - Poor) 
4 V 
80 87 93 
Rangeland (Herbaceous- Fair) 71 81 89 
Rangeland (Herbaceous- Good) 5 30 62 74 85 
Rangeland (Oak-Aspen - Poor) 5 66 74 79 
Rangeland (Oak-Aspen - Fair) 56 30 48 57 63 
Rangeland (Oak-Aspen - Good) 57 30 30 41 48 
Rangeland (Pinyon-Juniper - Poor) 58 30 75 85 89 
Rangeland (Pinyon-Juniper - Fair) 59 30 58 73 80 
Rangeland (Pinyon-Juniper - Good) 60 30 41 61 71 
Rangeland (Sagebrush - Poor) 61 30 67 80 86 
Rangeland (Sagebrush - Fair) 62 30 51 63 70 
Rangeland (Sagebrush - Good) 63 30 35 47 55 
Rangeland (Desert Shrub - Poor) 64 63 77 85 88 
Rangeland (Desert Shrub - Fair) 65 55 72 81 86 
Rangeland (Desert Shrub - Good) 66 49 68 79 84 
Deciduous Forest 67 36 60 73 79 
Evergreen Forest 68 40 66 77 85 
Mixed Forest 69 38 63 75 82 
Forested Wetland 70 30 55 70 77 
Non-forested Wetland 71 30 58 71 78 
Rangeland 72 49 69 79 84 
Mixed Rangeland 73 35 56 70 77 
Herbaceous Tundra 74 52 60 67 75 
Shrub and Brush Tundra 75 48 67 77 83 
Mixed Tundra 76 80 72 79 86 
Wet Tundra 77 35 56 70 77 
Bare Ground Tundra 78 77 Be 91 94 
Residential 79 61 75 83 87 
Industrial 80 81 88 91 93 
Industrial and Commercial Complexes 81 84 90 92 94 
Commercial and Services 82 89 92 94 95 
Transportation Communications and Utilities 83 83 89 92 93 
Urban 84 68 80 88 94 
Mixed Barren Land 85 77 86 91 94 
Mixed Urban or Built-up Land 86 81 88 91 93 
Other Urban or Built-up Land 87 63 77 85 88 
Confined Feeding Operations 88 68 79 86 89 
Dry Salt Flats 89 74 84 90 92 
Beaches 90 50 50 50 50 
Sandy Areas other than Beaches 91 83 77 85 88 
Gravel Pit 92 35 46 55 65 
Strip Mines, Quarries, and Gravel Pits 93 77 86 91 94 
Transitional Areas 94 77 86 91 94 
Bare Exposed Rock 95 98 98 98 98 
Streams and Canals 96 100 100 100 100 
Lakes and Reservoirs 97 100 100 100 100 
Bays and Estuaries 98 100 100 100 100 
Perennial Snowfields and Glaciers 99 100 100 100 100 
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Table D. 2: Landuse Database 
LULCID LULCNAME LULCMNR LULCRET CFACUSLE PFACUSLE LUCNID 
1 Kharif 0.250000 3.00 0.00 1.00 31 
2 Rabi 0.010000 0.00 0.00 1.00 35 
3 Summer 0.150000 1.00 0.18 1.00 8 
4 Double 0.200000 1.50 0.07 1.00 37 
5 AUSeason 0.250000 3.00 0.00 1.00 20 
6 Fallow 0.010000 0.00 0.00 1.00 1 
7 Shrubs 0.150000 1.00 0.18 1.00 64 
8 Plantations 0.200000 1.50 0.07 1.00 76 
9 Barren 0.250000 3.00 0.00 1.00 95 
10 BuiltUp 0.010000 0.00 0.00 1.00 83 
11 WaterBody 0.150000 1.00 0.18 1.00 97 
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Table D. 3: Soil Database 
SOILID SOILNAME SOILHSG HYDCOND CAPSUC MOISTDEF FC1 WP1 BD1 DEPTHI 
1 Plmpalgaon Rotal c 1.00 208.80 18.00 24.00 12.00 1.35 250.00 
2 Pimpalgaon B. ota2 C 1.00 208.80 23.50 32.00 15.00 1.35 250.00 
3 Wadnerl B 10.90 110.10 14.00 18.00 10.00 1.50 250.00 
4 Wadner2 B 10.90 110.10 14.00 18.00 10.00 1.50 250.00 
5 Kolgaonl B 1.50 218.50 15.00 20.00 10.00 1.35 250.00 
6 Kolgaon2 B 1.00 208.80 23.50 32.00 15.00 1.35 250.00 
7 Bhendwade B 1.50 218.50 15.00 20.00 10.00 1.35 250.00 
8 Malshiras c 1.00 208.80 18.00 24.00 12.00 1.35 250.00 
9 Kurkumbh c 10.90 110.10 14.00 18.00 10.00 1.50 250.00 
10 Supe D 1.00 208.80 23.50 32.00 15.00 1.35 450.00 
11 Bhamburdl D 1.00 208.80 23.50 32.00 15.00 1.35 900.00 
12 Shenwadgaon D 1.00 208.80 23.50 32.00 15.00 1.35 900.00 
13 Savedl D 1.00 208.80 23.50 32.00 15.00 1.35 900.00 
SOILID SOILNAME FC2 WP2 BD2 DEPTH2 FC3 WP3 BD3 DEPTH3 KFACUSLE 
I Pimpalgaon Rotal 24.00 12.00 1.35 250.00 21.60 10.80 1.49 1000.00 0.40 
2 Pimpalgaon Rota2 32.00 15.00 1.35 250.00 28.80 13.50 1.49 1000.00 0.40 
3 Wadnerl 18.00 10.00 1.50 250.00 16.20 9.00 1.65 1000.00 0.40 
4 Wadner2 18.00 10.00 1.50 250.00 16.20 9.00 1.65 1000.00 0.40 
5 Kolgaonl 20.00 10.00 1.35 250.00 18.00 9.00 1.49 1000.00 0.60 
6 Kolgaon2 32.00 15.00 1.35 250.00 28.80 13.50 1.49 1000.00 0.60 
7 Bhendwade 20.00 10.00 1.35 250.00 18.00 9.00 1.49 1000.00 0.40 
8 Malshiras 24.00 12.00 1.35 250.00 21.60 10.80 1.49 1000.00 0.40 
9 Kurkumbh 18.00 10.00 1.50 250.00 16.20 9.00 1.65 1000.00 0.40 
10 Supe 32.00 15.00 1.35 450.00 28.80 13.50 1.49 1000.00 0.40 
11 Bhamburdl 32.00 15.00 1.35 900.00 28.80 13.50 1.49 1000.00 0.30 
12 Shenwadgaon 32.00 15.00 1.35 900.00 28.80 13.50 1.49 1000.00 0.40 
13 Savedl 32.00 15.00 1.35 900.00 28.80 13.50 1.49 1000.00 0.30 
SOILID SOILNAME EVAPDEPTH EVAPLIMIT EVAPPARAM SEDFRACI SEDFRAC2 SEDFRAC3 
1 Pimpalgaon Rotal 200.00 25.00 0.20 0.25 0.55 0.20 
2 Plmpalgaon Rota2 200.00 25.00 0.20 0.25 0.55 0.20 
3 Wadnerl 200.00 25.00 0.20 0.30 0.60 0.10 
4 Wadner2 200.00 25.00 0.20 0.25 0.55 0.20 
5 Kolgaonl 200.00 25.00 0.20 0.30 0.60 0.10 
8 Kolgaon2 200.00 25.00 0.20 0.30 0.60 0.10 
7 Bhendwade 200.00 25.00 0.20 0.25 0.55 0.20 
8 Malshiraa 200.00 25.00 0.20 0.25 0.55 0.20 
9 Kurkumbh 200.00 25.00 0.20 0.30 0.60 0.10 
10 Supe 300.00 30.00 0.30 0.25 0.55 0.20 
11 Bhamburdi 450.00 40.00 0.35 0.25 0.55 0.20 
12 Shenwadgaon 450.00 40.00 0.35 0.30 0.60 0.10 
13 Savedi 450.00 40.00 0.35 0.25 0.55 0.20 
SOILID SOIL14AME SEDDIAI SEDDIA2 SEDDIA3 SEDVELI SEDVEL2 SEDVEL3 CULTIVABLE 
1 Pimpalgaon Botel 0.35 0.02 0.00 0.04 0.00 0.00 1 
2 Pimpalgaon Aota2 0.35 0.02 0.00 0.04 0.00 0.00 1 
3 
4 
Wadnerl 
Wadner2 
0.35 
0.35 
0.02 
0.02 
0.00 
0.00 
0.04 
0.04 
0.00 
0.00 
0.00 
0.00 
0 
0 
5 Kolgaonl 0.35 0.02 0.00 0.04 0.00 0.00 0 
6 Kolgaon2 0.35 0.02 0.00 0.04 0.00 0.00 0 
7 Bhendwade 0.35 0.02 0.00 0.04 0.00 0.00 1 
8 Malshiras 0.35 0.02 0.00 0.04 0.00 0.00 1 
9 Kurkumbh 0.35 0.02 0.00 0.04 0.00 0.00 1 
10 
11 
Supe 
Bhamburdl 
0.35 
0.35 
0.02 
0.02 
0.00 
0.00 
0.04 
0.04 
0.00 
0.00 
0.00 
0.00 
1 
12 Shenwadgaon 0.35 0.02 0.00 0.04 0.00 0.00 1 
13 Savedl 0.35 0.02 0.00 0.04 0.00 0.00 1 
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Table D. 4: Crop Database 
CROPID CROPNAME CROPCNID CROPTYPE SOWDATE HARDATE ROOTINIT ROOTMAX MAXDAYS 
1 Pearl Mille 17 1 09/08/2005 08/11/2005 100.00 1000.00 40 
2 Sorghum K 17 1 21/06/2005 20/10/2005 100.00 1000.00 50 
3 Sorghum R 17 2 01/10/2005 30/01/2006 100.00 1000.00 50 
4 Wheat 17 2 15/11/2005 14/03/2006 50.00 900.00 50 
5 Gram 35 2 24/10/2005 10/02/2006 150.00 800.00 55 
6 Plegon Pea 35 1 18/06/2005 11/01/2006 150.00 1000.00 50 
7 Soyabean 35 1 25/06/2005 27/10/2005 150.00 1000.00 50 
8 Sunflower K 17 1 15/07/2005 15/10/2005 150.00 1000.00 60 
9 Sunflower R 17 2 15/10/2005 15/01/2006 150.00 1000.00 60 
10 Safflower 17 2 15/09/2005 20/01/2006 150.00 1000.00 60 
11 Greengram 35 1 30/06/2005 10/09/2005 150.00 800.00 55 
12 Blackgram 35 1 30/06/2005 10/09/2005 150.00 800.00 55 
13 Groundnut 35 1 30/06/2005 30/10/2005 150.00 1000.00 40 
14 Maize K 17 1 28/06/2005 08/10/2005 100.00 1000.00 50 
15 Maize R 17 2 30/10/2005 15/02/2006 100.00 1000.00 50 
16 Cotton 17 1 20/06/2005 10/11/2005 200.00 1000.00 75 
17 Onion 17 2 15/10/2005 14/02/2006 100.00 400.00 30 
18 Tomato 17 2 15/10/2005 14/02/2006 120.00 450.00 35 
19 Fodder 35 3 15/01/2006 14/04/2005 100.00 1000.00 30 
CROPID CROPNAME ROOTLAYR ROOTEXTC PMAD KCDURSTI KCFACSTI KCDURST2 KCFACST2 
1 Pearl Mille 4 1.50 0.50 12 0.45 16 0.65 
2 Sorghum K 4 1.50 0.50 15 0.45 25 0.70 
3 Sorghum R 4 1.50 0.50 15 0.45 25 0.70 
4 Wheat 4 1.50 0.50 15 0.30 25 0.85 
5 Gram 4 1.50 0.50 10 0.50 20 0.80 
6 Plegon Pea 4 1.50 0.50 20 0.45 50 0.75 
7 Soyabean 4 1.50 0.50 20 0.35 25 0.75 
8 Sunflower K 4 1.50 0.50 10 0.35 30 0.75 
9 Sunflower R 4 1.50 0.50 10 0.35 30 0.75 
10 Safflower 4 1.50 0.50 16 0.35 40 0.70 
11 Greengram 4 1.50 0.50 11 0.40 25 0.75 
12 Blackgram 4 1.50 0.50 11 0.40 25 0.75 
13 Groundnut 4 1.50 0.50 12 0.45 24 0.70 
14 Maize K 4 1.50 O. bO 16 0.40 27 0.80 
15 
16 
Maize R 
Cotton 
4 
4 
1.50 
1.50 
0.50 
0.50 
16 
16 
0.40 
0.45 
27 
32 
0.80 
0.76 
17 Onion 4 1.50 0.50 31 0.50 30 0.75 
18 Tomato 4 1.50 0.50 17 0.45 25 0.75 
19 Fodder 4 1.50 0.50 i5 0.40 20 0.40 
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CROPID CROPNAME KCDURST3 KCFACST3 KCDURST4 KCFACST4 KCDURST5 XCFACST5 
1 Pearl Mille 27 0.85 23 0.60 14 0.15 
2 Sorghum K 32 0.85 28 0.65 22 0.10 
3 Sorghum R 32 0.85 28 0.65 22 0.10 
4 Wheat 20 1.00 40 0.80 20 0.50 
5 Gram 25 1.00 30 0.70 25 0.15 
6 Plegon Pea 60 1.15 40 0.85 38 0.70 
7 Soyabean 25 1.10 25 1.10 30 0.75 
8 Sunflower K 25 1.15 15 0.75 13 0.40 
9 Sunflower R 25 1.15 15 0.75 13 0.40 
10 Safflower 25 1.10 25 1.10 23 0.25 
11 Greengram 12 1.05 13 1.05 12 0.50 
12 Blackgram 12 1.05 13 1.05 12 0.50 
13 Groundnut 40 0.95 30 0.80 17 0.55 
14 Maize K 41 1.15 10 0.85 9 0.60 
15 Maize R 41 1.15 10 0.85 9 0.60 
16 Cotton 40 1.15 32 0.85 24 0.70 
17 Onion 31 1.05 17 0.90 14 0.80 
18 Tomato 15 1.15 33 0.80 33 0.80 
19 Fodder 30 1.00 15 1.00 10 1.00 
CROPID CROPNAME YRDURSTI YRFACSTI YRDURST2 YRFACST2 YRDURST3 YRFACST3 
1 Pearl Mille 20 0.00 20 0.20 20 0.55 
2 Sorghum K 21 0.00 30 0.20 20 0.55 
3 Sorghum R 21 0.00 30 0.20 20 0.55 
4 Wheat 20 0.00 30 0.50 40 1.00 
5 Gram 20 0.00 25 0.50 20 0.90 
6 Piegon Pea 20 0.00 50 0.50 60 0.90 
7 Soyabean 20 0.00 25 0.50 25 0.90 
8 Sunflower K 10 0.00 30 0.25 25 0.50 
9 Sunflower R 10 0.00 30 0.25 25 0.50 
10 Safflower 15 0.00 40 0.25 35 0.50 
11 Greengram 10 0.00 18 0.50 15 0.90 
12 Blackgram 10 0.00 18 0.50 15 0.90 
13 Groundnut 13 0.00 30 0.20 40 0.80 
14 Maize K 16 0.40 27 0.40 20 1.50 
16 Maize R 10 0.40 30 0.40 20 1.50 
16 Cotton 9 0.20 20 0.50 25 0.50 
17 Onion 15 0.31 16 0.31 61 0.80 
18 Tomato 27 0.40 20 0.60 31 1.10 
19 Fodder 15 0.40 20 0.40 30 1.00 
CROPID CROPNAME YRDURST4 YRFACST4 YRDURST5 YRFACST5 MAXYIELD RMAXYIELD 
1 Pearl Mille 20 0.45 12 0.20 2000.00 1184.00 
2 Sorghum K 40 0.45 11 0.20 3000.00 1207.00 
3 Sorghum R 40 0.45 11 0.20 3000.00 1207.00 
4 Wheat 18 0.80 12 0.00 4000.00 1830.00 
5 Gram 25 0.70 20 0.20 2000.00 286.00 
6 Piegon Pea 40 0.70 38 0.20 1500.00 800.00 
7 Soyabean 25 0.70 30 0.20 2000.00 219.00 
8 Sunflower K 15 1.00 13 0.00 1000.00 850.00 
9 Sunflower R 15 1.00 13 0.00 1000.00 850.00 
10 Safflower 20 1.00 18 0.00 1500.00 484.00 
11 Greengram 20 0.70 10 0.20 1000.00 424.00 
12 Blackgram 20 0.70 10 0.20 1000.00 346.00 
13 Groundnut 30 0.60 10 0.20 2000.00 1018.00 
14 Maize K 30 0.50 10 0.60 2500.00 708.00 
15 Maize R 40 0.50 9 0.50 2500.00 708.00 
16 Cotton 30 0.75 60 0.20 2000.00 1000.00 
17 Onion 15 0.30 16 0.30 30000.00 20100.00 
18 Tomato 25 0.60 20 0.60 30000.00 4000.00 
19 Fodder 15 1.00 10 1.00 30000.00 15000.00 
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CROPID CROPNAME RATIOBYP IRGCULCOST RCULTCOST IRGYLDRATE RYLDRATE RATEBYPRO 
1 Pearl Mille 1.68 9807.00 8307.00 6.50 4.62 0.30 
2 Sorghum K 2.41 12120.00 10120.00 8.01 4.82 1.50 
3 Sorghum R 2.41 12120.00 10120.00 8.01 4.82 1.50 
4 Wheat 1.79 12920.00 10920.00 8.00 6.20 0.13 
5 Gram 1.50 10371.00 8935.00 15.50 14.13 0.50 
6 Piegon Pea 1.30 6053.00 4648.00 16.00 14.49 0.60 
7 Soyabean 1.11 11339.00 9539.00 14.75 7.92 0.25 
8 Sunflower K 2.00 8380.00 6857.00 15.11 11.12 0.00 
9 Sunflower R 2.00 8380.00 6857.00 15.11 11.12 0.00 
10 Safflower 2.86 4315.00 2000.00 18.00 11.20 0.00 
11 Greengram 1.57 5124.00 4392.00 22.00 16.12 0.50 
12 Blackgram 1.50 5178.00 4438.00 22.60 14.72 0.50 
13 Groundnut 2.49 8970.00 7850.00 22.00 14.09 0.60 
14 Maize K 1.59 6638.00 4224.00 6.50 4.88 0.10 
16 Maize R 1.59 6638.00 4224.00 6.50 4.88 0.10 
16 Cotton 2.86 15666.00 11387.00 25.00 19.73 0.03 
1T Onion 0.94 19915.00 15630.00 3.00 3.00 0.00 
18 Tomato 0.00 20000.00 7000.00 3.00 2.50 0.00 
19 Fodder 0.00 10000.00 7000.00 1.50 1.50 0.00 
CROPID CROPNAME CROPMNR CROPRET CFACUSLE PFACUSLE 
1 Pearl Mille 0.250000 3.00 0.00 1.00 
2 Sorghum K 0.010000 0.00 0.00 1.00 
3 Sorghum R 0.150000 1.00 0.18 1.00 
4 Wheat 0.200000 1.50 0.07 1.00 
5 Gram 0.250000 3.00 0.00 1.00 
6 Piegon Pea 0.010000 0.00 0.00 1.00 
7 Soyabean 0.150000 1.00 0.18 1.00 
8 Sunflower K 0.200000 1.50 0.07 1.00 
9 
10 
11 
Sunflower R 
Safflower 
Greengram 
0.250000 
0.010000 
0.150000 
3.00 
0.00 
1.00 
0.00 
0.00 
0.18 
1.00 
1.00 
1.00 
12 Blaclcgram 0.200000 1.50 0.07 1.00 
13 Groundnut 0.250000 3.00 0.00 1.00 
14 Maize K 0.010000 0.00 0.00 1.00 
15 Mahe R 0.150000 1.00 0.18 1.00 
16 Cotton 0.200000 1.50 0.07 1.00 
17 Onion 0.250000 3.00 0.00 1.00 
18 Tomato 0.010000 0.00 0.00 1.00 
19 Fodder 0.150000 1.00 0.18 1.00 
186 
