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In God we trust. All others must bring data.
by W. Edwards Deming
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Introduction
Classical parametric statistics commonly makes assumptions about the under-
lying situation (e.g. normality of the data). These assumptions are often very
strong and hardly fulfilled in practice. If an underlying normal distribution is
justified by the central limit theorem, then the observed real data set can at most
be approximately normally distributed. As a result, real data often contains ob-
servations that are unusually far from the center. Another problem with real data
is the occurrence of gross errors. These are errors that can come from typos when
entering or copying the data. In chemical analysis, these errors can also be cre-
ated by failures of the measurement devices. Furthermore, real data sometimes
contains observations that behave differently than the rest. Even if there is only
a very small proportion of them, they can completely distort classical methods.
This happens often with medical data, where some patients react totally different
to treatments than the rest of the patients, for example, due to a different ge-
netic structure or life style. All such differently behaving observations are called
contaminated observations.
These quite frequently occurring contaminated observations violate the as-
sumptions of parametric statistics. Therefore, most robust procedures focus on
fitting the desired model to the main part of the data, while giving less weight to
‘suspicious’ observations. As a result, they not only return a model estimate, but
often also identify the contaminated observations.
The usual assumption in robust statistics is that the main part of the ob-
served data is following a specified model distribution (like in classical parametric
statistics), but that a small part of the observed data comes from an arbitrary,
unspecified distribution. This assumption refers to rowwise contamination. The
name comes from representing observed data in a matrix where the different rows
represent the different observations, and the columns the observed variables. Row-
wise robust methods then detect either a whole observation (row) as outlying or
vii
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not. In contrast, cellwise robust methods consider single cells of the matrix as
outlying. Cellwise contamination can happen if the different variables are mea-
sured separately or are obtained from different sources. In medical data sets,
for example, pathological information is obtained from measurements, treatment
information is noted down by the doctor and personal information is collected
through a survey. In a scenario like this, it seems more appropriate to allow that
some variables of one observation can be treated as outliers, while other variables
of the same observation are labeled as clean. This is especially interesting if the
number of observations is low and the number of variables large. Downweighting
a full observation, even though only one cell is contaminated, would then lead to a
large loss of information. Furthermore, if the amount of cellwise contamination is
so high that more than half of the observations are affected, most rowwise robust
methods do not give reliable results anymore, and only cellwise robust methods
should be used.
In recent years, the number of data sets that contain a large number of vari-
ables is increasing rapidly. In practice, collection of observations is rather ex-
pensive. Therefore, more and more data sets contain (much) less observations
than variables. Such high-dimensional data sets often cannot be analyzed with
classical statistics. Least squares regression, for example, cannot be carried out
because the problem is ill-posed. Therefore, we introduce two new methods for
high-dimensional analysis: A regression estimator is introduce in Chapter 2 and
a covariance estimator in Chapter 5. Furthermore, we study robustness proper-
ties of high-dimensional estimators in Chapter 1. While we deal with rowwise
contamination in the first three chapters, we dedicate the last three chapters to
cellwise contamination. Specifically, we derive a regression estimator for cellwise
contamination in Chapter 4, and a scatter estimator for cellwise contamination in
Chapter 5. This scatter estimator, we compare to other approaches in Chapter 6.
The first chapter of this thesis is dedicated to the derivation of the influence
function of high-dimensional regression estimators. The influence function is a
very interesting concept of robust statistics. It measures how small, pointwise
contamination affects a functional. As a result, it helps us to decide which ob-
servations have a high influence on the estimator and also to find observations
that do not affect the estimate. Furthermore, it can be used to derive the asymp-
totic variance and the mean squared error of a functional. Thus, it tells us how
accurate the functionals are. In Chapter 1, we derive the influence function of
the lasso estimator and the sparse least trimmed squares (LTS) estimator. The
asymptotic unbiasedness and the nondifferentiable objective function make the
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calculations nonstandard. We conclude that robust functionals are characterized
by a loss function with bounded derivative.
The S- and MM-estimator are two commonly used robust regression estima-
tors. They feature a high breakdown point, which the MM-estimator combines
with high efficiency. Unfortunately, these estimators are not suitable for high-
dimensional data. Therefore, we develop in Chapter 2 the sparse S- and sparse
MM -estimator by adding an L1-penalty to the objective functions of the ordinary
S- and MM-estimator. By deriving their breakdown point and their influence func-
tion, we show that these high-dimensional regression estimators are indeed very
robust. In particular, they can withstand 50% of rowwise contamination. For
ease of use, we provide fast code for the computation of sparse S and sparse MM
in the R-package robustHD.
In the following chapter, we study the robustness of the Projection Congruent
Subset (PCS). This is a method for finding multivariate outliers. Furthermore,
it can be used to obtain affine equivariant estimates of multivariate location and
scatter. In previous studies, it has been shown that PCS outperforms its com-
petitors in worst-case contamination scenarios, where the other approaches are
struggling to identify the outliers. Chapter 3 formally derives the breakdown
point of PCS and shows that it is maximal.
The last three chapters of this thesis are dedicated to cellwise contamination.
In Chapter 4, we introduce the shooting S -estimator, a regression estimator that
can deal with cellwise contamination. In contrast to the ordinary S-estimator, the
shooting S-estimator is able to weight the different cells of an observation differ-
ently. A simulation study shows that only the shooting S-estimator gives reliable
results under cellwise contamination. Furthermore, the shooting S-estimator can
be used to identify which cells of the data matrix are outlying.
To analyze the dependency structure of cellwise contaminated multivariate
data sets, we study high-dimensional precision matrices in Chapter 5. The pre-
cision matrix is the inverse of the covariance matrix. In high-dimensions, the
sample covariance matrix is not invertible and, thus, cannot be used to estimate
the precision matrix. A popular estimator for high-dimensional precision matrix
estimation is the graphical lasso. Since it is based on the sample covariance ma-
trix, it lacks robustness. In Chapter 5, we formally show that initializing the
graphical lasso with a cellwise robust covariance estimator leads to a cellwise ro-
bust, sparse precision matrix estimator. We present examples of cellwise robust
covariance estimators that are based on pairwise, robust correlations. These es-
timators can be computed very fast and have a breakdown point of 50% under
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cellwise contamination.
A similar approach has been taken in the graphical model community [Liu
et al., 2009, 2012; Zhao et al., 2014b]. These authors also use pairwise correlations
to obtain an initial correlation matrix and then use this estimate to plug it into the
graphical lasso. However, they focus on correlation matrices only, thus assume
the variance of the variables to be known. Obviously, the retrieved graph will
be the same, but the accuracy of the estimate will differ. Therefore, we also
take the estimation of the variance into account. Another difference between
Chapter 5 and the above cited papers is the consistency transformation of the
initial covariance/correlation matrix. While we did not transform the covariance
matrix to be consistent to preserve positive semidefiniteness of the matrix, Liu
et al. [2009, 2012]; Zhao et al. [2014b] use consistency transformations. Therefore,
we study in Chapter 6 how these transformations affect the estimate as well as
the computation time.
The various chapters in this thesis can be found in:
(i) V. O¨llerer, C. Croux, and A. Alfons. The influence function of penalized
regression estimators. Statistics, 2014. To appear
(ii) V. O¨llerer, C. Croux, and A. Alfons. Robust, high-dimensional regression
using sparse S- and MM-estimation. Working paper
(iii) E. Schmitt, V. O¨llerer, and K. Vakili. The finite sample breakdown point
of PCS. Statistics & Probability Letters, 94:214–220, 2014
(iv) V. O¨llerer, A. Alfons, and C. Croux. The shooting S-estimator for robust
regression. Computational Statistics, 2015. To appear
(v) V. O¨llerer and C. Croux. Robust high-dimensional precision matrix estima-
tion. In K. Nordhausen and S. Taskinen, editors, Modern Multivariate and
Robust Methods. Springer, 2015. To appear
(vi) C. Croux and V. O¨llerer. Robust and sparse estimation of the inverse covari-
ance matrix using rank correlation measures. Technical report, KU Leuven,
FEB, 2015
(vii) C. Croux and V. O¨llerer. Discussion on ‘Robust estimation of multivariate
location and scatter in presence of cellwise and casewise contamination’.
TEST, 24(3):462–466, 2015
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Chapter 1
The Influence Function of
Penalized Regression Estimators
Abstract
To perform regression analysis in high dimensions, lasso or ridge estima-
tion are a common choice. However, it has been shown that these methods
are not robust to outliers. Therefore, alternatives as penalized M-estimation
or the sparse least trimmed squares (LTS) estimator have been proposed.
The robustness of these regression methods can be measured with the influ-
ence function. It quantifies the effect of infinitesimal perturbations in the
data. Furthermore it can be used to compute the asymptotic variance and
the mean squared error. In this paper we compute the influence function, the
asymptotic variance and the mean squared error for penalized M-estimators
and the sparse LTS estimator. The asymptotic biasedness of the estima-
tors make the calculations nonstandard. We show that only M-estimators
with a loss function with a bounded derivative are robust against regression
outliers. In particular, the lasso has an unbounded influence function.
1.1 Introduction
Consider the usual regression situation. We have data (X,y), where X ∈ Rn×p
is the predictor matrix and y ∈ Rn the response vector. A linear model is com-
monly fit using least squares regression. It is well known that the least squares
estimator suffers from large variance in presence of high multicollinearity among
the predictors. To overcome these problems, ridge [Hoerl and Kennard, 1977] and
1
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lasso estimation [Tibshirani, 1996] add a penalty term to the objective function
of least squares regression
βˆLASSO = arg min
β∈Rp
1
n
n∑
i=1
(yi − x′iβ)2 + 2λ
p∑
j=1
|βj | (1.1)
βˆRIDGE = arg min
β∈Rp
1
n
n∑
i=1
(yi − x′iβ)2 + 2λ
p∑
j=1
β2j . (1.2)
In contrast to the ridge estimator that only shrinks the coefficients of the least
squares estimate βˆLS , the lasso estimator also sets many of the coefficients to
zero. This increases interpretability, especially in high-dimensional models. The
main drawback of the lasso is that it is not robust to outliers. As Alfons et al.
[2013] have shown, the breakdown point of the lasso is 1/n. This means that only
one single outlier can make the estimate completely unreliable.
Hence, robust alternatives have been proposed. The least absolute deviation
(LAD) estimator is well suited for heavy-tailed error distributions, but does not
perform any variable selection. To simultaneously perform robust parameter esti-
mation and variable selection, Wang et al. [2007] combined LAD regression with
lasso regression to LAD-lasso regression. However, this method has a finite sam-
ple breakdown point of 1/n [Alfons et al., 2013], and is thus not robust. Therefore
Arslan [2012] provided a weighted version of the LAD-lasso that is made resistant
to outliers by downweighting leverage points.
A popular robust estimator is the least trimmed squares (LTS) estimator
[Rousseeuw and Leroy, 1987]. Although its simple definition and fast compu-
tation make it interesting for practical application, it cannot be computed for
high-dimensional data (p > n). Combining the lasso estimator with the LTS
estimator, Alfons et al. [2013] developed the sparse LTS-estimator
βˆspLTS = arg min
β∈Rp
1
h
h∑
i=1
r2(i)(β) + λ
p∑
j=1
|βj |, (1.3)
where r2i (β) = (yi − x′iβ)2 denotes the squared residuals and r2(1)(β) ≤ . . . ≤
r2(n)(β) their order statistics. Here λ ≥ 0 is a penalty parameter and h ≤ n the
size of the subsample that is considered to consist of non-outlying observations.
This estimator can be applied to high-dimensional data with good prediction
performance and high robustness. It also has a high breakdown point [Alfons
et al., 2013].
All estimators mentioned until now, except the LTS and the sparse LTS-
estimator, are a special case of a more general estimator, the penalized M-estimator
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[Li et al., 2011]
βˆM = arg min
β∈Rp
1
n
n∑
i=1
ρ(yi − x′iβ) + 2λ
p∑
j=1
J(βj), (1.4)
with loss function ρ : R → R and penalty function J : R → R. While lasso
and ridge have a quadratic loss function ρ(z) = z2, LAD and LAD-lasso use
the absolute value loss ρ(z) = |z|. The penalty of ridge is quadratic J(z) = z2,
whereas lasso and LAD-lasso use an L1-penalty J(z) = |z|, and the ‘penalty’ of
least squares and LAD can be seen as the constant function J(z) = 0. In the next
sections we will see how the choice of the loss function affects the robustness of the
estimator. In Equation (1.4), we implicitly assume that scale of the error term is
fixed and known, in order to keep the calculations feasible. In practice, this implies
that the argument of the ρ-function needs to be scaled by a preliminary scale
estimate. Note that this assumption does not affect the lasso or ridge estimator.
The rest of the paper is organized as follows. In Section 1.2, we define the
penalized M-estimator at a functional level. In Section 1.3, we study its bias for
different penalties and loss functions. We also give an explicit solution for sparse
LTS for simple regression. In Section 2.4 we derive the influence function of the
penalized M-estimator. Section 1.5 is devoted to the lasso. We give its influence
function and describe the lasso as a limit case of penalized M-estimators with a
differentiable penalty function. For sparse LTS we give the corresponding influ-
ence function in Section 1.6. In Section 1.7 we compare the plots of influence
functions varying loss functions and penalties. A comparison at sample level is
provided in Section 1.8. Using the results of Sections 2.4 - 1.6, Section 1.9 com-
pares sparse LTS and different penalized M-estimators by looking at asymptotic
variance and mean squared error. Section 1.10 concludes. The appendix contains
all proofs.
1.2 Functionals
Throughout the paper we work with the typical regression model
y = x′β0 + e (1.5)
with centered error term e. The number of predictor variables is p and the variance
of the error term e is denoted by σ2. We assume independence of the regressor x
and the error term e and denote the joint model distribution of x and y by H0.
4 Influence Functions
Whenever we do not make any assumptions on the joint distribution of x and y,
we denote it by H.
The estimators in Section 1.1 are all defined at the sample level. To derive their
influence function, we first need to introduce their equivalents at the population
level. For the penalized M-estimator (1.4), the corresponding definition at the
population level, with (x, y) ∼ H, is
βM (H) = arg min
β∈Rp
EH
[
ρ(y − x′β)]+ 2λ p∑
j=1
J(βj) (1.6)
An example of a penalized M-estimator is the ridge functional, for which ρ(z) =
J(z) = z2. Also the lasso functional
βLASSO(H) = arg min
β∈Rp
(
EH [(y − x′β)2] + 2λ
p∑
i=1
|βi|
)
(1.7)
can be seen as a special case of the penalized M-estimator. However, its penalty is
not differentiable, which will cause problems in the computation of the influence
function.
To create more robust functionals, different loss functions than the classical
quadratic loss function ρ(z) = z2 can be considered. Popular choices are the
Huber function
ρH(z) =
z2 if |z| ≤ kH ,2kH |z| − k2H if |z| > kH (1.8)
and Tukey’s biweight function
ρBI(z) =
1− (1− ( zkBI )2)3 if |z| ≤ kBI ,1 if |z| > kBI . (1.9)
The Huber loss function ρH is a continuous, differentiable function that is quadratic
in a central region [−kH , kH ] and increases only linearly outside of this interval
(compare Figure 1.1). The function value of extreme residuals is therefore lower
than with a quadratic loss function and, as a consequence, those observations have
less influence on the estimate. Due to the quadratic part in the central region, the
Huber loss function is still differentiable at zero in contrast to an absolute value
loss. The main advantage of the biweight function ρBI (sometimes also called
‘bisquared’ function) is that it is a smooth function that trims large residuals,
while small residuals receive a function value that is similar as with a quadratic
1.2. Functionals 5
Biweight
z
ρ B
I(z
)
− kBI 0 kBI
0
1
Huber
z
ρ H
(z)
− kH 0 kH
0
z
ψ B
I(z
)
− kBI 0 kBI
0
1
z
ψ H
(z)
− kH 0 kH
0
Figure 1.1: Biweight and Huber loss function ρ and their first derivatives ψ.
loss (compare Figure 1.1). The choice of the tuning constants kBI and kH deter-
mines the breakdown point and efficiency of the functionals. We use kBI = 4.685
and kH = 1.345, which gives 95% of efficiency for a standard normal error distri-
bution in the unpenalized case. To justify the choice of k also for distributions
with a scale different from 1, the tuning parameter has to be adjusted to kσˆ.
Apart from the L1- and L2-penalty used in lasso an ridge estimation, respec-
tively, also other penalty functions can be considered. Another popular choice is
the smoothly clipped absolute deviation (SCAD) penalty [Fan and Li, 2001] (see
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β
J(β
)
− aλ − λ 0 λ aλ 
0
λ(a + 1) 2 l
l
l
l
l
Figure 1.2: The smoothly clipped absolute deviation (SCAD) penalty function
Figure 1.2)
JSCAD(β) =

|β| if |β| ≤ λ,
− (|β|−aλ)22(a−1)λ + λa+12 if λ < |β| ≤ aλ,
λa+12 if |β| > aλ.
(1.10)
While the SCAD functional, exactly as the lasso, shrinks (with respect to λ) small
parameters to zero, large values are not shrunk at all, exactly as in least squares
regression.
The definition of the sparse LTS estimator at a population level is
βspLTS(H) = arg min
β∈Rp
EH [(y − x′β)2I[|y−x′β|≤qβ]] + αλ
p∑
j=1
|βj |, (1.11)
with qβ the α-quantile of |y − x′β|. As recommended in Alfons et al. [2013], we
take α = 0.75, which guarantees a sufficiently high statistical efficiency and leads
to a reasonable breakdown point (25%).
1.3 Bias
The penalized M-functional βM has a bias
Bias(βM , H0) = βM (H0)− β0 (1.12)
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at the model distribution H0. The bias is due to the penalization and is also
present for penalized least squares functionals. Note that there is no bias for non-
penalized M-functionals. The difficulty of Equation (1.12) lies in the computation
of the functional βM (H0). For the lasso functional, there exists an explicit solution
only for simple regression (i.e. p = 1)
βLASSO(H) = sign(βLS(H))
(
|βLS(H)| − λEH [x2]
)
+
. (1.13)
Here βLS(H) = EH [xy]/EH [x2] denotes the least squares functional and (z)+ =
max(0, z), the positive part function. For completeness, we give a proof of Equa-
tion (1.13) in the appendix. For multiple regression the lasso functional at the
model distribution H0 can be computed using the idea of the coordinate descent
algorithm (see Section 1.5), with the model parameter β0 as a starting value.
Similarly, also for the SCAD functional there exists an explicit solution only for
simple regression
βSCAD(H) = (1.14)
=

(|βLS(H)| − λEH [x2] )+ sign(βLS(H)) if |βLS(H)| ≤ λ+ λEH [x2] ,
(a−1)EH [x2]βLS(H)−aλ sign(βLS(H))
(a−1)EH [x2]−1 if λ+
λ
EH [x2] < |βLS(H)| ≤ aλ,
βLS(H) if |βLS(H)| > aλ.
This can be proved using the same ideas as in the computation of the solution
for the lasso functional in simple regression (see Proof of Equation (1.13) in the
appendix). Here the additional assumption EH [x2] > 1/(a− 1) is needed. As can
be seen from Equation (1.14), the SCAD functional is unbiased at the model H0
for large values of the parameter β0.
To compute the value of a penalized M-functional that does not use a quadratic
loss function, the iteratively reweighted least squares (IRLS) algorithm [Osborne,
1985] can be used to find a solution. Equation (1.6) can be rewritten as
βM (H) = arg min
β∈Rp
EH [w(β)(y − x′β)2] + 2λ
p∑
j=1
J(βj)
with weights w(β) = ρ(y−x′β)/(y−x′β)2. If a value of β is available, the weights
can be computed. If the weights are taken as fixed, βM can be computed using a
weighted lasso (if an L1-penalty was used), weighted SCAD (for a SCAD-penalty)
or a weighted ridge (if an L2-penalty is used). Weighted lasso and weighted SCAD
can be computed using a coordinate descent algorithm, for the weighted ridge an
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explicit solution exists. Computing weights and βM iteratively, convergence to a
local solution of the objective function will be reached. As a good starting value
we take the true value β0. The expected values that are needed for the weighted
lasso/SCAD/ridge are calculated by Monte Carlo approximation.
For the sparse LTS functional, we can find an explicit solution for simple
regression with normal predictor and error term.
Lemma 1.1. Let y = xβ0 + e be a simple regression model as in (1.5). Let H0
be the joint distribution of x and y, with x and e normally distributed. Then the
explicit solution of the sparse LTS functional (1.11) is
βspLTS(H0) = sign(β0)
(
|β0| − αλ
2c1EH0 [x2]
)
+
(1.15)
with c1 = α − 2qαφ(qα), qα the α+12 -quantile of the standard normal distribution
and φ its density.
Lemma 1.1 gives an explicit solution of the sparse LTS functional for only
normally distributed errors and predictors, which is a strong limitation. In the
general case, with x ∼ F , e ∼ G, and x and e independent, the residual y− xβ =
x(β0 − β) + e follows a distribution Dβ(z) = F (z/(β0 − β)) ∗ G(z) for β0 > β,
where ∗ denotes the convolution. Without an explicit expression for Dβ , it will
be hard to obtain an explicit solution for the sparse LTS functional. On the other
hand, if Dβ is explicitly known, the proof of Lemma 1.1 can be followed and an
explicit solution for the sparse LTS-functional can be found. A case where explicit
results are feasible is for x and e both Cauchy distributed, since the convolution of
Cauchy distributed variables remains Cauchy. Results for this case are available
upon request.
To study the bias of the various functionals of Section 1.2, we take p = 1
and assume x and e as standard normally distributed. We use λ = 0.1 for all
functionals. Figure 1.3 displays the bias as a function of β0. Of all functionals
used only least squares has a zero bias. The L1-penalized functionals have a
constant bias for values of β0 that are not shrunken to zero. For smaller values
of β0 the bias increases monotonously in absolute value. Please note that the
penalty parameter λ plays a different role for different estimators, as the same
λ yields different amounts of shrinkage for different estimators. For this reason,
Figure 1.3 illustrates only the general shape of the bias as a function of β0.
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Figure 1.3: Bias of various functionals for different values of β0 (λ = 0.1 fixed).
Note that the small fluctuations are due to Monte Carlo simulations in the com-
putation of the functional.
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1.4 The Influence Function
The robustness of a functional β can be measured via the influence function
IF ((x0, y0),β, H) =
∂
∂
[
β
(
(1− )H + δ(x0,y0)
)]∣∣∣∣
=0
.
It describes the effect of infinitesimal, pointwise contamination in (x0, y0) on the
functional β. Here H denotes any distribution and δz the point mass distribution
at z. To compute the influence function of the penalized M-functional (1.6),
smoothness conditions for functions ρ(·) and J(·) have to be assumed.
Proposition 1.2. Let y = x′β0 + e be a regression model as defined in (1.5).
Furthermore, let ρ, J : R → R be twice differentiable functions and denote the
derivative of ρ by ψ := ρ′. Then the influence function of the penalized M-
functional βM for λ ≥ 0 is given by
IF ((x0,y0),βM , H0) =
=
(
EH0 [ψ′(y − x′ βM (H0))xx′] + 2λ diag(J ′′(βM (H0)))
)−1· (1.16)
· (ψ(y0 − x′0βM (H0))x0 − EH0 [ψ(y − x′ βM (H0))x]).
The influence function (1.16) of the penalized M-functional is unbounded in x0
and is only bounded in y0 if ψ(·) is bounded. In Section 1.7 we will see that the
effect of the penalty on the shape of the influence function is quite small compared
to the effect of the loss function.
As the ridge functional can be seen as a special case of the penalized M-
functional (1.6), its influence function follows as a corollary:
Corollary 1.3. The influence function of the ridge functional βRIDGE is
IF ((x0, y0),βRIDGE , H0) =(
EH0 [xx′] + 2λIp
)−1((
y0 − x′0βRIDGE(H0)
)
x0 + EH0
[
xx′
]
Bias(βRIDGE , H0)
)
.
(1.17)
As the function ψ(z) = 2z is unbounded, the influence function (1.17) of the ridge
functional is unbounded. Thus the ridge functional is not robust to any kind of
outliers.
The penalty function J(z) := |z| of the lasso functional and the sparse LTS
functional is not twice differentiable at zero. Therefore those functionals are no
special cases of the M-functional used in Proposition 1.2 and have to be considered
separately to derive the influence function.
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1.5 The Influence Function of the Lasso
For simple regression, i.e. for p = 1, an explicit solution for the lasso functional
exists, see Equation (1.13). With that the influence function can be computed
easily.
Lemma 1.4. Let y = xβ0 + e be a simple regression model as in (1.5). Then the
influence function of the lasso functional is
IF ((x0, y0), βLASSO, H0) =
=
0 if −
λ
EH0 [x2]
≤ β0 < λEH0 [x2]
x0(y0−β0x0)
EH0 [x2]
− λEH0 [x2]−x20
(EH0 [x2])
2 sign(β0) otherwise.
(1.18)
Similar to the influence function of the ridge functional (1.17), the influence func-
tion of the lasso functional (1.18) is unbounded in both variables x0 and y0 in
case the coefficient βLASSO is not shrunk to zero (Case 2 in Equation (1.18)).
Otherwise the influence function is constantly zero. The reason of the similarity
of the influence function of the lasso and the ridge functional is that both are a
shrunken version of the least squares functional.
As there is no explicit solution in multiple regression for the lasso functional,
its influence function cannot be computed easily. However, Friedman et al. [2007]
and Fu [1998] found an algorithm, the coordinate descent algorithm (also shooting
algorithm), to split up the multiple regression into a number of simple regressions.
The idea of the coordinate descent algorithm at population level is to compute the
lasso functional (1.7) variable by variable. Repeatedly, one variable j ∈ {1, . . . , p}
is selected. The value of the functional βcdj is then computed holding all other
coefficients k 6= j fixed at their previous value β∗k
βcdj (H) = arg min
βj∈R
EH [((y −
∑
k 6=j
xkβ
∗
k)− xjβj)2] + 2λ
∑
k 6=j
|β∗k |+ 2λ|βj |
= arg min
βj∈R
EH [((y −
∑
k 6=j
xkβ
∗
k)− xjβj)2] + 2λ|βj |. (1.19)
This can be seen as simple lasso regression with partial residuals y −∑k 6=j xkβ∗k
as response and the jth coordinate xj as covariate. Thus, the new value of β
cd
j (H)
can be easily computed using Equation (1.13). Looping through all variables re-
peatedly, convergence to the lasso functional (1.7) will be reached for any starting
value [Friedman et al., 2007; Tseng, 2001].
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For the coordinate descent algorithm an influence function can be computed
similarly as for simple regression. However, now the influence function depends
on the influence function of the previous value β∗.
Lemma 1.5. Let y = x′β0 + e be the regression model of (1.5). Then the in-
fluence function of the jth coordinate of the lasso functional (1.19) computed via
coordinate descent is
IF ((x0, y0), β
cd
j , H0) =
=

0 if
∣∣EH0 [xj y˜(j)]∣∣ < λ,
−EH0 [xjx(j)
′
IF ((x0,y0),β
∗(j),H0)]+(y0−x(j)0
′
β∗(j)(H0))(x0)j
EH0 [x2j ]
− EH0 [xj y˜
(j)](x0)
2
j
(EH0 [x2j ])2
−λEH0 [x
2
j ]−(x0)2j
(EH0 [x2j ])
2 sign(EH0 [xj y˜(j)]) otherwise,
(1.20)
where for any vector z we define z(j) = (z1, . . . , zj−1, zj+1, . . . , zp)′, y˜(j) := y −
x(j)
′
β∗(j)(H0), with β∗
(j)
the functional representing the value of the coordinate
descent algorithm at population level in the previous step.
To obtain a formula for the influence function of the lasso functional in multiple
regression, we can use the result of Lemma 1.5. The following proposition holds.
Proposition 1.6. Let y = x′β0+e be the regression model of (1.5). Without loss
of generality let βLASSO(H0) = ((βLASSO(H0))1, . . . , (βLASSO(H0))k, 0, . . . , 0)
′
with k ≤ p and (βLASSO(H0))j 6= 0∀j = 1, . . . , k. Then the influence function of
the lasso functional (1.7) is
IF ((x0, y0),βLASSO, H0) = (1.21)
=

(EH0 [x1:kx′1:k])
−1
(
(x0)1:k(y0 − x′0βLASSO(H0))−
−EH0 [x1:k(y − x′βLASSO(H0))]
)
0p−k

with the notation zr:s = (zr, zr+1, . . . , zs−1, zs)′ for z ∈ Rp, r, s ∈ {1, . . . , p} and
r ≤ s.
Thus, the influence function of the lasso estimator is zero for variables j with
coefficients (βLASSO(H0))j shrunk to zero. This implies that for an infinites-
imal amount of contamination, the lasso estimator in those variables j stays
(βLASSO(H0))j = 0 and is not affected by the contamination.
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Figure 1.4: Approximation of |β| using β · tanh(Kβ)
Another approach to compute the influence function of the lasso functional is
to consider it as a limit case of functionals satisfying the conditions of Proposition
1.2. The following sequence of hyperbolic tangent functions converges to the sign-
function
lim
K→∞
tanh(Kx) =

+1 if x > 0,
−1 if x < 0,
0 if x = 0.
Hence, it can be used to get a smooth approximation of the absolute value function
|x| = x · sign(x) = lim
K→∞
x · tanh(Kx). (1.22)
The larger the value of K > 1, the better the approximation becomes (see Fig-
ure 1.4). Therefore the penalty function JK(βj) = βj tanh(Kβj) is an approxi-
mation of JLASSO(βj) = |βj |. As JK is a smooth function, the influence function
of the corresponding functional
βK(H0) = arg min
β∈Rp
EH0 [(y − x′β)2] + 2λ
p∑
j=1
JK(βj) (1.23)
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can be computed by applying Proposition 1.2. Taking the limit of this influence
function, we obtain the influence function of the lasso functional. It coincides
with the expression given in Proposition 1.6.
Lemma 1.7. Let y = x′β0 + e be the regression model of (1.5). Without loss
of generality let βLASSO(H0) = ((βLASSO(H0))1, . . . , (βLASSO(H0))k, 0, . . . , 0)
′
with k ≤ p and (βLASSO(H0))j 6= 0∀j = 1, . . . , k. Then the influence function of
the penalized M-estimator (1.23) converges to the influence function of the lasso
functional given in (1.21) as K tends to infinity.
1.6 The Influence Function of sparse LTS
For sparse LTS, computation of the influence function is more difficult than for
the lasso. In addition to the nondifferentiable penalty function, sparse LTS also
has a discontinuous loss function. For simplicity, we therefore assume a univari-
ate normal distribution for the predictor x and the error e. However, the below
presented ideas can be used to derive the influence function also for other dis-
tributions (similar as stated below Lemma 1.1). Results for Cauchy distributed
predictors and errors are available upon request.
Lemma 1.8. Let y = xβ0 + e be a simple regression model as in (1.5). If x and
e are normally distributed, the influence function of the sparse LTS functional
(1.15) is
IF ((x0, y0), βspLTS , H0) = (1.24)
=

0 if − αλ2c1EH0 [x2] < β0 ≤
αλ
2c1EH0 [x2]
,
(βspLTS(H0)− β0)− q
2
α(I[|r0|≤qα]−α)(β0−βspLTS(H0))
α−2qαφ(qα) +
+
x0(y0−x0βspLTS(H0))I[|r0|≤qα]
(α−2qαφ(qα))EH0 [x2] otherwise
with r0 =
y0−x0βspLTS(H0)√
σ2+(β0−βspLTS(H0))2EH0 [x2]
and the same notation as in Lemma 1.1.
Lemma 1.8 shows that the influence function of the sparse LTS functional may
become unbounded for points (x0, y0) that follow the model, i.e. for good leverage
points, but remains bounded elsewhere, in particular for bad leverage points and
vertical outliers. This shows the good robust properties of sparse LTS.
We can also see from Equation (1.24) that the influence function of the sparse
LTS functional is zero if the functional is shrunken to zero, i.e. if |β0| ≤ αλ2c1EH0 [x2] .
This result is the same as for the lasso functional (see Proposition 1.6). It implies
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that infinitesimal amounts of contamination do not affect the functional, when
the latter is shrunken to zero.
1.7 Plots of Influence Functions
We first compare the effects of different penalties and take a quadratic loss func-
tion. We consider least squares, ridge and lasso regression as well as the SCAD
penalty (1.10). To compute ridge and lasso regression a value for the penalty
parameter λ is needed, and for SCAD another additional parameter a has to be
specified. We choose a fixed value λ = 0.1 and, as proposed by Fan and Li [2001],
we use a = 3.7.
Influence functions can only be plotted for simple regression y = xβ0 + e, i.e.
for p = 1. We specify the predictor and the error as independent and standard
normally distributed. For the parameter β0 we use a parameter β0 = 1.5 that
will not be shrunk to zero by any of the functionals, as well as β0 = 0 to focus
also on the sparseness of the functionals. Figures 1.5 and 1.6 show the plots of
the influence functions for least squares, ridge, lasso and SCAD for both values
of β0. Examining Figure 1.5, one could believe that all influence functions are
equal. The same applies for the influence functions of least squares and ridge in
Figure 1.6. However, this is not the case. All influence functions are different of
one another because their bias and the second derivative of the penalty appear
in the expression of the influence function. Those terms are different for the
different functionals. Usually, the differences are minor. Note, however, that for
some specific choices of λ and β0 differences can be substantial. For β0 = 0, see
Figure 1.6, SCAD and lasso produce a constantly zero influence function. We
may conclude that in most cases the effect of the penalty function on the shape
of the influence function is minor.
To compare different loss functions, we use Huber loss (1.8), biweight loss (4.8)
and sparse LTS (1.11), each time combined with the L1-penalty J(β) = |β| to
achieve sparseness. For the simple regression model y = xβ0 + e, we specify the
predictor and the error as independent and standard normally distributed and
consider β0 = 0 and β0 = 1.5. Furthermore, we fix λ = 0.04.
Figure 1.7 shows the influence functions of these functionals with Huber and
biweight loss function. They clearly differ from the ones using the classic quadratic
loss for coefficients β0 that are not shrunk to zero (compare to panels correspond-
ing to the lasso in Figures 1.6 and 1.5). The major difference is that the influence
functions of functionals with a bounded loss function (sparse LTS, biweight) are
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Figure 1.5: Influence functions for different penalty functions (least squares,
ridge, lasso and SCAD) for β0 = 1.5 with (x0, y0) ∈ [−10, 10]2 and the vertical
axis ranging from −250 to 100
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Figure 1.6: Influence functions for different penalty functions (least squares,
ridge, lasso and SCAD) for β0 = 0 with (x0, y0) ∈ [−10, 10]2 and the vertical axis
ranging from −250 to 100
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only unbounded for good leverage points and bounded for regression outliers. This
indicates the robust behavior of the functionals. It is even further emphasized by
the fact that those observations (x0, y0) with big influence are the ones with small
residuals y0 − x0β0, that is the ones that closely follow the underlying model dis-
tribution. Observations with large residuals have small and constant influence. In
contrast, the unbounded Huber loss function does not achieve robustness against
all types of outliers. Only for outliers in the response the influence is constant
(for a fixed value of x0). However, if the predictor values increase, the influence
of the corresponding observation increases linearly. For a quadratic loss function
the increase would be quadratic. Thus, a Huber loss reduces the influence of bad
leverage points, but does not bound it. For β(H0) = 0 and for all loss functions,
the L1-penalized functionals produce a constantly zero influence function, thus,
creating sparseness also under small perturbation from the model. To sum up,
a Huber loss function performs better than a quadratic loss, but both cannot
bound the influence of bad leverage points. Only sparse LTS and the penalized
M-functional with biweight loss are very robust. They are able to bound the
impact of observations that lie far away from the model, while observations that
closely follow the model get a very high influence.
We simulate the expected values that appear in the influence function (1.16)
by Monte Carlo simulation (using 105 replications). Furthermore, Proposition 1.2
can actually not be applied as the lasso penalty is not differentiable. However,
using either the tanh approximation (1.22) or the same approach as in the proof
of Lemma 1.6, one can show that the influence function of these functionals equals
zero in case the functional equals zero and (1.16) otherwise.
1.8 Sensitivity Curves
To study the robustness of the different penalized M-estimators from Section 1.7
at sample level, we compute sensitivity curves [Maronna et al., 2006], an empirical
version of the influence function. For an estimator βˆ and at sample (X,y), it is
defined as
SC(x0, y0, βˆ) =
βˆ(X ∪ {x0},y ∪ {y0})− βˆ(X,y)
1
n+1
.
To compute the penalized estimators, we use the coordinate descent algorithm.
As a starting value, we use the least squares estimate for estimators using a
quadratic loss, and the robust sparse LTS-estimate for the others. Sparse LTS
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Figure 1.7: Influence functions for different loss functions (Huber, biweight,
sparse LTS) and L1-penalty for β0 = 0 and β0 = 1.5 with (x0, y0) ∈ [−10, 10]2
and the vertical axis ranging from −75 to 40
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can be easily and fast computed using the sparseLTS function of the R package
robustHD. Furthermore, we divide the argument of the ρ-function in (1.4) by a
preliminary scale estimate. For simplicity we use the MAD of the residuals of the
initial estimator used in the coordinate descent algorithm.
Figures 1.8 and 1.9 show the sensitivity curves for estimators βˆ with quadratic
loss function and the different penalties least squares, ridge, lasso and SCAD for
parameters β0 = 1.5 and β0 = 0, respectively. We can compare these figures to
the theoretical influence functions in Figures 1.5 and 1.6. Examining Figure 1.8,
we see that for β0 = 1.5, the results match the theoretical ones. For β0 = 0, see
Figure 1.9, the sensitivity curve is again comparable to the influence function.
For the lasso and SCAD, small deviations from the constantly zero sensitivity
curve can be spotted in the left and right corner. This indicates that the number
of observations n is too small to get the same results as at population level for
observations (x0, y0) that lie far away from the model.
We also compare the results for estimators using different loss functions.
Therefore we look at sparse LTS and the L1-penalized Huber- and biweight-M-
estimators, as in Section 1.7. Their sensitivity curves are plotted in Figure 1.10.
They resemble the shape of the influence functions in Figure 1.7.
To conclude, we may say that the sensitivity curves match the corresponding
influence functions.
1.9 Asymptotic Variance and Mean Squared Er-
ror
We can also evaluate the performance of any functional T by the asymptotic
variance, given by
ASV (T,H) = lim
n→∞nVar Tn,
where the estimator Tn is the functional T evaluated at the empirical distribution.
A heuristic formula to compute the asymptotic variance is given by
ASV (T,H) =
∫
IF ((x0, y0), T,H) · IF ((x0, y0), T,H)′ dH((x0, y0)). (1.25)
For M-functionals with a smooth loss function ρ and smooth penalty J , the theory
of M-estimators is applicable [e.g. Huber, 1981; Hayashi, 2000]. For the sparse
LTS-estimator, a formal proof of the validity of (1.25) is more difficult and we
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Figure 1.8: Sensitivity curve for different penalty functions (least squares, ridge,
lasso and SCAD) for β0 = 1.5 with (x0, y0) ∈ [−10, 10]2 and the vertical axis
ranging from −250 to 100
x0
y0
SC LS
x0
y0
SC Ridge
x0
y0
SC Lasso
x0
y0
SC SCAD
Figure 1.9: Sensitivity curve for different penalty functions (least squares, ridge,
lasso and SCAD) for β0 = 0 with (x0, y0) ∈ [−10, 10]2 and the vertical axis ranging
from −250 to 100
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Figure 1.10: Sensitivity curve for different loss functions (Huber, biweight,
sparse LTS) and L1-penalty for β0 = 0 and β0 = 1.5 with (x0, y0) ∈ [−10, 10]2
and the vertical axis ranging from −75 to 40
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only conjecture its validity. For the unpenalized case a proof can be found in
[Ho¨ssjer, 1994].
Using formulas of Sections 2.4 - 1.6, the computation of the integral (1.25) is
possible using Monte Carlo numerical integration. We present results for simple
regression.
Figure 1.11 shows the asymptotic variance of six different functionals (least
squares, lasso, ridge, biweight loss with L1-penalty, Huber loss with L1-penalty,
sparse LTS) as a function of λ for β0 = 1.5. As the asymptotic variance of
least squares is constantly one for any value λ and β0, it is used as a reference
point in all four panels. All sparse functionals show a jump to zero in their
asymptotic variance after having increased quickly to their maximum. This is
due to parameters estimated exactly zero, for values of λ sufficiently large. In
the left upper panel, the asymptotic variance of ridge is added. It is smaller
than the asymptotic variance of least squares and decreases monotonously to
zero. Generally, for the optimal λ, least squares has high asymptotic variance,
ridge a reduced one. The smallest asymptotic variance can be achieved by the
sparse functionals. But they can also get considerably high values for bad choices
of λ. We omit the plots for β0 = 0 because the asymptotic variance of ridge
behaves similarly as in Figure 1.11 and the asymptotic variance of the other,
sparse functionals is constantly zero.
In general, robust functionals have a bias (see Section 1.3). Hence, consid-
ering only the asymptotic variance is not sufficient to evaluate the precision of
functionals. A more informative measure is the Mean Squared Error (MSE) as it
takes bias and variance into account
MSE(T,H) =
1
n
ASV (T,H) + Bias(T,H) Bias(T,H)′. (1.26)
Figure 1.12 displays MSE as a function of n for β0 = 0.05 and 1.5, λ = 0.1 is fixed.
We only present results for simple regression as they resemble the component-wise
results in multiple regression.
When comparing the different estimators, one needs to be careful since the
penalty is kept fixed. Therefore, we also made plots where we used parameters
that achieve the same amount of shrinkage for the different functionals. The
resulting plots were comparable to Figure 1.12. We therefore conclude the follow-
ing: (i) If the sparse methods estimate the parameter as zero, they have a lower
MSE than least squares and ridge for the sample sizes presented here. (ii) If no
sparse solutions are obtained, least squares, Huber+L1 and lasso perform best,
closely followed by ridge. From the influence functions, we know, however, that
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Figure 1.11: Asymptotic variance of various functionals for β0 = 1.5
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Figure 1.12: Mean squared error of various functionals (λ = 0.1 fixed)
all these functionals are not robust. Of the two robust methods, sparse LTS has
a considerably lower MSE in this setting. Note that the smaller the sample size,
the larger the differences between the performances of the different functionals.
To sum up, out of the estimators considered here, we would recommend sparse
LTS as a robust estimator and lasso as a nonrobust estimator when focusing on
a low mean squared error. We again do not show results for β0 = 0 because then
no functional has a bias, and we would only compare the asymptotic variances.
We also show the match at population and sample level for the MSE. For
any estimator βˆ computed for r = 1, . . . , R samples, an estimator for the mean
squared error (1.26) is
M̂SE(βˆ) =
1
R
R∑
r=1
(βˆr − β0)2.
For the six functionals (least squares, ridge, lasso, biweight-M wih L1-penalty,
Huber-M with L1-penalty and sparse LTS) used in this section, Figures 1.13
and 1.14 illustrate the good convergence of n · M̂SE(βˆ) to n ·MSE(β0, H0) for
β0 = 0.05 and 1.5, respectively.
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Figure 1.13: Convergence of M̂SE(βˆ) to MSE(β0, H0) for different functionals
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Figure 1.14: Convergence of M̂SE(βˆ) to MSE(β0, H0) for different functionals
with β0 = 1.5
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1.10 Conclusion
In this paper we computed influence functions of penalized regression estimators,
more precisely for penalized M-functionals. From the derivation of the influence
function, we concluded that only functionals with a bounded loss function (bi-
weight, sparse LTS) achieve robustness against leverage points, while a Huber loss
can deal with vertical outliers. Looking at the MSE, sparse LTS is preferred in
case of bad leverage points and the L1-penalized Huber M-estimator in case there
are only vertical outliers.
Apart from considering the influence function, a suitable estimator is often also
chosen with respect to its breakdown point [see for example Maronna et al., 2006].
This second important property in robust analysis gives the maximum fraction
of outliers that a method can deal with. While it has already been computed
for sparse LTS [Alfons et al., 2013], it would also be worth deriving it for the
other robust penalized M-functionals mentioned in this paper. We expect this
breakdown point to mainly depend on the choice of the loss function.
As any study, also this one is subject to some limitations. First of all, we
assumed in our derivations the penalty parameter λ to be fixed. However, in
practice it is often chosen with a data-driven approach. Thus, contamination in
the data might also have an effect on the estimation through the choice of the
penalty parameter. Investigation of this effect is left for further research.
Another limitation is that the values of the tuning constants in the loss func-
tions of the M-estimators were selected to achieve a given efficiency in the non
penalized case. One could imagine to select the λ parameter simultaneously with
the other tuning constants.
Finally, in the theoretical derivations (but not at the sample level) we implicitly
assume the scale of the error terms to be fixed, in order to keep the calculations
feasible. While the results obtained for the lasso, the ridge and the sparse LTS
functional do not rely on that assumption, the results for biweight and Huber loss
do.
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1.11 Appendix - Proofs
Proof of Equation 1.13. Recall that we are in the case p = 1. For any joint
distribution (x, y) ∼ H with βLASSO(H) 6= 0, minimizing the objective function
in (1.7) and solving the resulting first-order condition (FOC) for βLASSO(H)
yields
βLASSO(H) = βLS(H)− λEH [x2] sign(βLASSO(H)). (1.27)
We will now consider two different cases. First we consider the case that the
lasso functional is not zero at distribution H. We will show that it then always
has to have the same sign as the least squares functional βLS(H). We start with
assuming sign(βLASSO(H)) 6= sign(βLS(H)) and show that this will lead to a
contradiction. In this case βLS(H) = 0 is not possible for the following reason.
If βLS(H) = 0, then β = 0 minimizes the residual sum of squares. Furthermore,
the minimum of the penalty function is attained at β = 0. Hence, β = 0 would
not only minimize the residual sum of squares, but also the penalized objective
function, if βLS(H) = 0. Hence, the lasso functional would also be zero, which we
do not consider in this first case. Thus, take βLS(H) > 0. From our assumption
it would follow that sign(βLASSO(H)) = −1 (as βLASSO(H) = 0 is considered
only in the next paragraph) and together with the FOC this would yield the
contradiction 0 > βLASSO(H) = βLS(H) + λ/EH [x2] > βLS(H) > 0. Analogous
for βLS(H) < 0. Hence, for βLASSO(H) 6= 0 the sign of the lasso and the least
squares functional are always equal.
Let’s now consider the case where the lasso functional is zero at the distri-
bution H. The FOC then makes use of the concept of subdifferentials [Bert-
sekas, 1995] and can be written as |βLS(H)| ≤ λ/EH [x2]. On the other hand,
if |βLS(H)| ≤ λ/EH [x2] assuming βLASSO(H) 6= 0 leads to a contradiction
since Equation (1.27) would imply that sign(βLASSO(H)) = − sign(βLASSO(H)).
Thus, the lasso functional equals zero if and only if |βLS(H)| ≤ λ/EH [x2]. There-
fore the lasso functional for simple regression is (1.13).
Proof of Lemma 1.1. As x ∼ N (0,Σ) and e ∼ N (0, σ2) are independent, y − xβ
is normally distributed y − xβ ∼ N (0, σ2 + (β0 − β)2Σ) for any β ∈ R. Defining
σ2(β) := σ2 + (β0 − β)2Σ, we find qβ = Φ−1(α+12 )σ(β). We also introduce
qα = Φ
−1(α+12 ). With this we can rewrite the expected value of the objective
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function (1.11)
EH0 [(y − xβ)2I[|y−xβ|≤qβ ]] = σ2(β)EH0 [
(y − xβ)2
σ2(β)
I
[
|y−xβ|
σ(β)
≤qα]]
= σ2(β)EZ [Z2I[|Z|≤qα]] with Z ∼ N (0, 1)
= σ2(β)(−2qαφ(qα) + α). (1.28)
Denoting c1 := α− 2qαφ(qα), we can say that
βspLTS(H0) = arg min
β∈R
c1σ
2(β) + αλ|β|.
Separating into β ≥ 0 and β ≤ 0, differentiating w.r.t. β and setting the result to
0 gives Equation (1.15).
Proof of Proposition 1.2. The objective function (1.6) is minimized by solving the
first-order condition (FOC), the derivative of the objective function set zero. At
the contaminated model with distribution H := (1− )H0 +  δ(x0,y0) this yields
−EH [ψ(y − x′βM (H))x] + 2λJ ′(βM (H)) = 0.
Here J ′(βM (H)) is used as an abbreviation for (J
′(β1(H)), . . . , J ′(βp(H)))′ and
δ(x0,y0) denotes the point mass distribution at (x0, y0).
Using the definition of the contaminated distribution H, the FOC becomes
−(1− )EH0 [ψ(y − x′βM (H))x]− ψ(y0 − x′0βM (H))x0 + 2λJ ′(βM (H)) = 0.
Derivation with respect to  yields
EH0 [ψ(y − x′βM (H))x]− (1− )EH0 [ψ′(y − x′βM (H))x(−x′
∂
∂
βM (H))]
− ψ(y0 − x′0βM (H))x0 − ψ′(y0 − x′0βM (H))x0(−x′0
∂
∂
βM (H))
+ 2λ diag(J ′′(βM (H)))
∂
∂
βM (H) = 0,
where diag(J ′′(βM (H))) denotes the diagonal matrix with entries
(J ′′((βM (H))1), . . . , J ′′((βM (H))p)) in the main diagonal.
Since ∂∂
[
βM (H)
]∣∣
=0
= IF ((x0, y0),βM , H0),
EH0 [ψ(y − x′βM (H0))x] + EH0 [ψ′(y − x′βM (H0))xx′] · IF ((x0, y0),βM , H0)
− ψ(y0 − x′0βM (H0))x0 + 2λ diag(J ′′(βM (H0))) · IF ((x0, y0),βM , H0) = 0,
(1.29)
Solving (1.29) for IF ((x0, y0),βM , H0), gives Equation (1.16).
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Proof of Lemma 1.4. Using the explicit definition of the lasso functional (1.13), its
influence function can be computed directly. Thus, we differentiate the functional
at the contaminated model H = (1− )H0 + δ(x0,y0) with respect to  and take
the limit of  approaching 0
IF ((x0, y0), βLASSO, H0) =
=
∂
∂
[
sign((1− )EH0 [xy] + x0y0)
( ∣∣∣∣ (1− )EH0 [xy] + x0y0(1− )EH0 [x2] + x20
∣∣∣∣
− λ
(1− )EH0 [x2] + x20
)
+
]∣∣∣∣
=0
=
∂
∂
[sign((1− )EH0 [xy] + x0y0)]
∣∣∣∣
=0
(∣∣∣∣EH0 [xy]EH0 [x2]
∣∣∣∣− λEH0 [x2]
)
+
+ sign(EH0 [xy])
∂
∂
[( ∣∣∣∣ (1− )EH0 [xy] + x0y0(1− )EH0 [x2] + x20
∣∣∣∣
− λ
(1− )EH0 [x2] + x20
)
+
]∣∣∣∣
=0
.
While the derivative in the first summand equals zero almost everywhere, the
derivative occurring in the second summand has to consider two cases separately.
Using the fact that EH0 [xy]/EH0 [x2] = βLS(H0) = β0, we get
∂
∂
[(∣∣∣∣ (1− )EH0 [xy] + x0y0(1− )EH0 [x2] + x20
∣∣∣∣− λ(1− )EH0 [x2] + x20
)
+
] ∣∣∣∣
=0
=
=

0 if − λEH0 [x2] ≤ β0 <
λ
EH0 [x2]
sign
(
EH0 [xy]
EH0 [x2]
)(
(−EH0 [xy]+x0y0)EH0 [x2]−EH0 [xy](−EH0 [x2]+x20)
(EH0 [x2])
2
)
+
λ(−EH0 [x2]+x20)
(EH0 [x2])
2 otherwise
=
0 if −
λ
EH0 [x2]
≤ β0 < λEH0 [x2]
sign(β0)
(
x0(y0−β0x0)
EH0 [x2]
)
− λEH0 [x2]−x20
(EH0 [x2])
2 otherwise.
Thus, almost everywhere the influence function equals (1.18).
Proof of Lemma 1.5. Differentiating the lasso functional of the coordinate descent
algorithm
βcdj (H) = sign
(
EH
[
xj(y − x(j)′β∗(j))
])∣∣∣∣∣∣
EH
[
xj(y − x(j)′β∗(j))
]
EH [x2j ]
∣∣∣∣∣∣− λEH [x2j ]

+
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for the contaminated model (x, y) ∼ H = (1− )H0 + δ(x0,y0) yields
IF ((x0, y0), β
cd
j , H0,β
∗) =
=
∂
∂
[
sign
(
EH
[
xj
(
y − x(j)′β∗(j)()
)])] ∣∣∣∣
=0
(∣∣∣∣∣EH0 [xj(y − x(j)
′
β∗(j)]
EH0 [x2j ]
∣∣∣∣∣− λEH0 [x2j ]
)
+
+ sign
(
EH0
[
xj
(
y − x(j)′β∗(j)
)]) ∂
∂
[(∣∣∣∣∣EH [xj(y − x(j)
′
β∗(j)())]
EH [x2j ]
∣∣∣∣∣− λEH [x2j ]
)
+
] ∣∣∣∣
=0
.
(1.30)
Note that the fixed values β∗() depend on , as they may depend on the data,
e.g. if they are the values of a previous coordinate descent loop. β∗(j) is used as
an abbreviation for β∗(j)(0) and IF ((x0, y0),β∗(j), H0) is shortened to IF (β∗(j)).
The derivative of the sign-function equals zero almost everywhere. For the
derivation of the positive part function two different cases have to be considered
∂
∂
[( ∣∣∣∣∣∣
(1− )EH0 [xj
(
y − x(j)′β∗(j)()
)
] + (x0)j
(
y0 − x(j)0
′
β∗(j)()
)
(1− )EH0 [x2j ] + (x0)2j
∣∣∣∣∣∣
− λ
(1− )EH0 [x2j ] + (x0)2j
)
+
]∣∣∣∣
=0
=
=

0 if
∣∣∣∣EH0 [xj(y−x(j)′β∗(j))]EH0 [x2j ]
∣∣∣∣ < λEH0 [x2j ]
sign
(
EH0 [xj(y−x(j)
′
β∗(j))]
EH0 [x2j ]
)(
−EH0 [xj(y−x(j)
′
β∗(j))]
EH0 [x2j ]
+
(−EH0 [xjx(j)
′
IF (β∗(j))])+(x0)j
(
y0−x(j)0
′
β∗(j)
)
EH0 [x2j ]
+
−EH0 [xj(y−x(j)
′
β∗(j))](−EH0 [x2j ]+(x0)2j )
(EH0 [x2j ])
2
)
−−λ(−EH0 [x
2
j ]+(x0)
2
j)
(EH0 [x2j ])
2 otherwise
=

0 if
∣∣∣EH0 [xj(y − x(j)′β∗(j))]∣∣∣ < λ
sign(EH0 [xj(y − x(j)
′
β∗(j))])
(
−EH0 [xjx(j)
′
IF (β∗(j))]+(x0)j
(
y0−x(j)0
′
β∗(j)
)
EH0 [x2j ]
−EH0 [xj(y−x
(j)′β∗(j))]
(EH0 [x2j ])2
(x0)
2
j
)
−λEH0 [x
2
j ]−(x0)2j
(EH0 [x2j ])
2 otherwise.
(1.31)
Using the result of Equation (1.31) in (1.30) and denoting y˜(j) := y − x(j)′β∗(j)
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yields influence function (1.20).
Proof of Proposition 1.6. W.l.o.g. βLASSO = (β˜, 0, . . . , 0)
′ with β˜ ∈ Rk and
β˜j 6= 0∀j = 1, . . . , k. At first, we only consider variables j = 1, . . . , k. For them,
the first-order condition (FOC) for finding the minimum of (1.7) yields
(−2EH [x(y − x′βLASSO(H))] + 2λ sign(βLASSO(H)))j = 0 j = 1, . . . , k
Let (x, y) ∼ H0 denote the model distribution and H the contaminated distribu-
tion. Then the FOC at the contaminated model is
− (1− )EH0 [xj(y − x′βLASSO(H))]− (x0)j(y − x′0βLASSO(H))
+ λ sign((βLASSO(H))j) = 0.
After differentiating with respect to , we get
EH0 [xj(y − x′βLASSO(H))] + (1− )
(
EH0 [xjx′]
∂βLASSO(H)
∂
)
− (x0)j (y − x′0βLASSO(H)) + (x0)j
(
x′0
∂βLASSO(H)
∂
)
= 0.
Taking the limit as  approaches 0 gives an implicit definition of the influence
function for j = 1, . . . , k
EH0 [xjx′] · IF ((x0, y0),βLASSO, H0) =
= (x0)j(y − x′0βLASSO(H0))− EH0 [xj(y − x′βLASSO(H0))].
(1.32)
For variables j = k + 1, . . . , p with (βLASSO)j = 0, we need to use subgradients
[Bertsekas, 1995] to get the FOC
0 ∈ −EH [x(y − x′βLASSO(H))] + λ · ∂ (‖βLASSO(H)‖1) .
Observing each variable individually yields
|EH [xj(y − x′βLASSO(H))] | ≤ λ. (1.33)
The coordinate descent algorithm converges for any starting value β∗ to βLASSO
[Friedman et al., 2007; Tseng, 2001], i.e. after enough updates β∗ ≈ βLASSO.
Thus, for (βLASSO(H0))j = 0 and (x, y) ∼ H0, Equation (1.33) yields∣∣∣EH0 [xj(y − x(j)′β∗(j))]∣∣∣ ≤ λ.
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Lemma 1.5 tells us then that
IF ((x0, y0), (βLASSO)j , H0) = 0 ∀ j = k + 1, . . . , p.
With this we can rewrite Equation (1.32) as
EH0 [x1:kx′1:k] · IF ((x0, y0), (βLASSO)1:k, H0) =
= (x0)1:k(y − x′0βLASSO(H0))− EH0 [x1:k(y − x′βLASSO(H0))].
Multiplying with EH0 [x1:kx′1:k]−1 from the left side, we get the influence function
of the lasso functional (1.21).
Proof of Lemma 1.7. We apply Proposition 1.2 with a quadratic loss function and
use the second derivative of the penalty function JK
J ′′K((βK)j) =
J ′′K((βK)j) =: aj j = 1, . . . , k2K j = k + 1, . . . , p.
W.l.o.g. we take σ = 1. This gives the influence function of βK(H0)
IF ((x0, y0),βK , H0) =
= (EH0 [xx′] + λ diag(J ′′K((βK)1), . . . , J ′′K((βK)k), 2K, . . . , 2K))−1
· ((y0 − x′0βK(H0))x0 − EH0 [(y − x′βK(H0))x])
The covariance matrix EH0 [xx′] can be denoted as a block matrix
EH0 [xx′] =
(
E11 E12
E21 E22
)
.
The inverse matrix needed in the influence function is then
(EH0 [xx′] + λ diag(J ′′K((βK)1), . . . , J ′′K((βK)k), 2K, . . . , 2K))−1 =
=
(
E11 + λ diag(J
′′
K((βK)1:k)) E12
E21 E22 + 2λKIp−k
)−1
.
(1.34)
The inverse of the block matrix can be computed as
(EH0 [xx′] + λ diag(0, . . . , 0, 2K, . . . , 2K))−1 =
=
(
A−1 +AE12C−1E21A−1 −A−1E12C−1
−C−1E21A−1 C−1
)
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with C = E22 + 2λKIp−k −E21A−1E12 and A = E11 + λ diag(J ′′K((βK)1:k)) [see
Magnus and Neudecker, 2002, p11].
We denote the eigenvalues of matrix D = E22 − E21E−111 E12 by ν1, . . . , νp−k.
Then the eigenvalues of the symmetric positive definite matrix C are
ν1 + 2λK, . . . , νp−k + 2λK. If K approaches infinity, these eigenvalues also tend
to infinity. Hence, all eigenvalues of C−1 converge to zero. Thus, C−1 becomes
the zero matrix and therefore the inverse matrix in (1.34) converges to
lim
K→∞
(EH0 [xx′] + λ diag(0, . . . , 0, 2K, . . . , 2K))−1 =
(
E−111 0
0 0
)
.
This gives the influence function of the lasso functional (1.21) as the limit of
IF ((x0, y0),βK , H0) for K →∞.
Proof of Lemma 1.8. As the sparse LTS functional is continuous, the influence
function of the sparse LTS functional equals 0 if βspLTS(H0) = 0. Thus, assume
from now on βspLTS(H0) 6= 0.
The first-order condition at the contaminated model H = (1−)H0+δ(x0,y0)
yields
0 =
∂
∂β
(∫ q,β
−q,β
u2dHβ (u)
)
+ αλ sign(β) =: Ψ(, β). (1.35)
Note that here the quantile q,β as well as the joint model distribution H
β
 of x
and y depend on β. We denote the solution of (1.35) by β := βspLTS(H) for
 6= 0 and βspLTS(H0) otherwise.
As (1.35) is true for all  ∈ R+, the chain rule gives
0 =
∂
∂
[Ψ(, β)]|=0 = Ψ1(0, βspLTS(H0)) + Ψ2(0, βspLTS(H0))IF (βspLTS)
; IF (βspLTS) = −[Ψ2(0, βspLTS(H0))]−1Ψ1(0, βspLTS(H0)) (1.36)
where Ψ1(a, b) =
∂
∂Ψ(, b)|=a and Ψ2(a, b) = ∂∂βΨ(a, β)|β=b.
Before computing Ψ1(0, βspLTS(H0)) and Ψ2(0, βspLTS(H0)), we can simplify
Ψ(, β) by using Hβ0 = N (0, σ2(β)) with σ2(β) = σ2 + (βspLTS(H0) − β)2Σ, as
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x ∼ N (0,Σ) and e ∼ N (0, σ2)
Ψ(, β) =
=
∂
∂β
(
(1− )
∫ q,β
−q,β
u2dHβ0 (u) + I[|y0−x0β|≤q,β ](y0 − x0β)2
)
+ αλ sign(β)
= (1− ) ∂
∂β
(∫ q,β
−q,β
u2
σ(β)
φ(
u
σ(β)
)du
)
− 2x0(y0 − x0β)I[|y0−x0β|≤q,β ] + αλ sign(β)
and the Leibniz integral rule
∂
∂β
(∫ q,β
−q,β
u2
σ(β)
φ(
u
σ(β)
)du
)
=
∫ q,β
−q,β
u2φ(
u
σ(β)
)(1− u
2
σ2(β)
)du
(β0 − β)Σ
σ3(β)
+
+ 2
q2,β
σ(β)
φ(
q,β
σ(β)
)
∂
∂β
[q,β ].
To obtain the derivative Ψ1(0, βspLTS(H0)), we can again use the Leibniz
integral rule
Ψ1(0, βspLTS(H0)) =
−
(∫ q0,βspLTS(H0)
−q0,βspLTS(H0)
u2φ(
u
σ(βspLTS(H0))
)(1− u
2
σ2(βspLTS(H0))
)du
(β0 − βspLTS(H0))Σ
σ3(βspLTS(H0))
+ 2
q20,βspLTS(H0)
σ(βspLTS(H0))
φ(
q0,βspLTS(H0)
σ(βspLTS(H0))
)
∂
∂β
[q0,β ]|β=βspLTS(H0)
)
+
∂
∂
[ ∫ q,βspLTS(H0)
−q,βspLTS(H0)
u2φ(
u
σ(βspLTS(H0))
)(1− u
2
σ2(βspLTS(H0))
)du
]∣∣∣∣
=0
(β0 − βspLTS(H0))Σ
σ3(βspLTS(H0))
+ 4
q0,βspLTS(H0)
σ(βspLTS(H0))
∂
∂
[q,βspLTS(H0)]|=0 φ(
q0,βspLTS(H0)
σ(βspLTS(H0))
)
∂
∂β
[q0,β ]|β=βspLTS(H0)
+ 2
q20,βspLTS(H0)
σ(βspLTS(H0))
φ′(
q0,βspLTS(H0)
σ(βspLTS(H0))
)
∂
∂
[q,βspLTS(H0)]|=0
1
σ(βspLTS(H0))
∂
∂β
[q0,β ]|β=βspLTS(H0)
+ 2
q20,βspLTS(H0)
σ(βspLTS(H0))
φ(
q0,βspLTS(H0)
σ(βspLTS(H0))
)
∂
∂
[
∂
∂β
[q,β ]|β=βspLTS(H0)]|=0
− 2x0(y0 − x0βspLTS(H0))I[|y0−x0βspLTS(H0)|≤q0,βspLTS(H0)].
To compute the derivatives of the quantiles, we denote the distribution of
|y − x′β| by H¯β when (x, y) ∼ H. Using the equations H¯β (q, β) = α and
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H¯0
β
(q0, β) = α and differentiating w.r.t. the required variables yields
∂
∂
[q,βspLTS(H0)]|=0 =
α− I[|y0−x0βspLTS(H0)|≤q0,βspLTS(H0)]
2φ(qα)
1
σ(βspLTS(H0))
∂
∂β
[q0,β ]|β=βspLTS(H0) = −
q0,βspLTS(H0)(β0 − βspLTS(H0))Σ
σ2(βspLTS(H0))
∂
∂
[
∂
∂β
[q,β ]|β=βspLTS(H0)]|=0 =
I[|r0|≤qα] − α
2φ(qα)
· (β0 − βspLTS(H0))Σ
σ(βspLTS(H0))
with r0 :=
y0−x0βspLTS(H0)
σ(βspLTS(H0))
.
Thus,
Ψ1(0,βspLTS(H0)) =
=(−4qαφ(qα) + 2α+ 2q2α(I[|r0|≤qα] − α))(β0 − βspLTS(H0))Σ
− 2x0(y0 − x0βspLTS(H0))I[|r0|≤qα]. (1.37)
With similar ideas as in the derivation of Ψ1(0, βspLTS(H0)), we get
Ψ2(0, βspLTS(H0)) = (−4qαφ(qα) + 4Φ(qα)− 2)Σ. (1.38)
Using (1.37) and (1.38) in (1.36), we get the influence function (1.24) of the
sparse LTS functional for simple regression.
Chapter 2
Robust, high-dimensional
regression using sparse S- and
MM-estimation
Abstract
Outliers are a common problem in applied statistics. Estimators that
give reliable results under contamination are called robust. Two frequently
used robust regression estimators are the S- and MM-estimator. While
the former features a high breakdown point, the latter combines a high
breakdown point with high efficiency. However, these estimators cannot
be applied to high-dimensional data, data with more variables than obser-
vations. Adding an L1-penalty to the objective function yields the sparse
S- and sparse MM -estimator, two estimators suitable for high-dimensional
analysis that are both sparse and robust. We propose a fast algorithm and
derive the breakdown point and the influence function. In a simulation
study, we compare the sparse S- and MM-estimator to the ordinary S- and
MM-estimators, as well as to other sparse estimators. In addition, sparse
S and sparse MM are applied to a real data set with dimension ranging in
the thousands. Both the simulation study and the real data example show
the advantages of the proposed estimators over its competitors.
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2.1 Introduction
Nowadays, the number of data sets containing a large number of variables is in-
creasing rapidly. For more and more data sets the number of variables p exceeds
the number of observations n. In such cases, least squares regression cannot be
performed any more due to computational problems. To solve these problems, a
penalty term can be added to its objective function. Using an L1-penalty results
in an exclusion of variables that only have a small effect on the response, which
improves interpretability of the results. Such an estimate of the regression param-
eter that contains several zeros is called sparse. Sparse estimates are especially
useful if it is not known beforehand which variables really influence the response
and thus a lot of noise variables are included in the data set.
Another problem in regression analysis concerns contaminated data. If a mi-
nority of the data does not follow the assumed model, the results can be seri-
ously distorted. To overcome this, robust regression analysis has been introduced.
A well studied robust estimator is the Least Trimmed Squares (LTS) estimator
[Rousseeuw and Leroy, 1987]. It looks for the subset of the observations that pro-
duces the smallest sum of squared residuals. The LTS estimator is characterized
as a very robust estimator, achieving a breakdown point of up to 50%. However,
it is not computable if p > n and does not produce a sparse solution. Therefore,
Alfons et al. [2013] add an L1-penalty to the objective function resulting in the
sparse LTS-estimator. The availability of a fast algorithm [Alfons, 2013] and the
theoretical properties of the estimator [Alfons et al., 2013; O¨llerer et al., 2014]
make the method very appealing. But sparse LTS suffers from the same problem
as LTS, namely a low efficiency compared to other estimators.
Another type of often used robust estimators are the S- and MM-estimator
[Maronna et al., 2006]. Both have a high breakdown point. While S-estimation
suffers from a lack of efficiency, MM-estimation can simultaneously achieve a high
breakdown point and a high efficiency. However, as the LTS estimator, these
estimators can only be computed for p < n. Maronna [2011] solves this problem
by adding a Ridge penalty to the objective functions of the S- and the MM-
estimator. The drawback of this method is the nonsparse solution. Therefore,
we add an L1-penalty to the objective functions of the S- and the MM-estimator,
resulting in the sparse S- and sparse MM -estimators.
Related approaches include the work of Khan et al. [2007]. Robustifying the
LARS algorithm, they obtain a robust estimator that, like the nonrobust lars,
gives the whole coefficient path as a solution. The main drawback of this estimator
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is its lack of natural definition. Without a clearly defined objective function,
the investigation of theoretical properties of the estimator is nearly impossible.
Furthermore, Alfons et al. [2013] showed that its performance is comparable to
the sparse LTS estimator. Another sparse, robust method is obtained by Arslan
[2012]. Instead of penalizing a robust method, she robustifies a sparse method.
A weight is assigned to each observation according to its outlyingness in the
space of the covariates, afterwards least absolute deviation lasso regression [Wang
et al., 2007] is performed. As for the computation of the weight, the minimum
covariance determinant estimator of Rousseeuw and Van Driessen [1999] is used,
it is not immediately clear how this needs to be translated to the high-dimensional
setting, where this estimator cannot be computed.
The remaining paper is organized as follows: In Section 2.2, we formally de-
fine the sparse S- and MM-estimator. The next two sections are dedicated to
robustness properties. We derive the breakdown points in Section 2.3. The in-
fluence functions of Section 2.4 emphasize the robustness of the estimators. In
Section 4.3, we propose a fast algorithm. The simulation study in Section 4.4
shows that the sparse MM-estimator outperforms its competitors especially when
the data is high-dimensional and contaminated. These findings are supported by
the high-dimensional data analysis using EPXMA spectra of archaeological glass
vessels in Section 4.5. Section 2.8 concludes. All proofs can be found in the
appendix.
2.2 The sparse S- and MM-estimator
Let xi ∈ Rp be the vector containing the explanatory variables and yi ∈ R be
the value of the response variable, for i = 1, . . . , n. Rousseeuw and Yohai [1984]
introduced the ordinary S-regression estimator
βˆS = arg min
β∈Rp
σˆ2(β) (2.1)
with
1
n
n∑
i=1
ρ(
ri(β)
σˆ(β)
) = b,
where ri(β) = yi−x>i β for i = 1, . . . , n. Note that σˆ(β) is an M-estimator of scale.
The constant b = EZ [ρ(Z)] with Z ∼ N (0, 1) is chosen to achieve consistency at
the normal distribution.
The following assumption about the loss function is made:
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(R1) The loss function ρ : R → R is a nonnegative, bounded, even, continuous
function that is nondecreasing in |x|, increasing for x > 0 with ρ(x) < ρ(∞),
and ρ(0) = 0.
A common choice for the loss function ρ is the biweight ρ-function
ρBIk (z) =
 z
6
6k4 − z
4
2k2 +
z2
2 if |z| ≤ k
k2
6 otherwise,
where k is a tuning parameter controlling robustness and efficiency.
The S-estimator features a high breakdown point without the requirement
of an auxiliary scale estimate. However, computation is not possible if n < p.
Therefore, we add an L1-penalty to the objective function (2.1) leading to the
sparse S-estimator
βˆspS = arg min
β∈Rp
σˆ2(β) + λS
p∑
j=1
|βj | (2.2)
with
1
n
n∑
i=1
ρ1(
ri(β)
σˆ(β)
) = b, (2.3)
where ρ1 satisfies (R1) and λS is a penalty parameter that controls the amount
of sparseness. As a loss function often ρ1(z) = ρ
BI
k1
(z) is used.
Similarly, we introduce a penalized version of the MM-estimator. Starting
from an S-estimator βˆS and the corresponding scale σˆ(βˆS), the ordinary MM-
estimator is defined as
βˆMM = arg min
β∈Rp
1
n
n∑
i=1
ρ(
ri(β)
σˆ(βˆS)
). (2.4)
Using the sparse S-estimator (2.2) as an initial estimate and adding an L1-penalty
to the objective function of the MM-estimator (2.4), we arrive at the sparse MM-
estimator
βˆspMM = arg min
β∈Rp
σˆ2spS
n
n∑
i=1
ρ2(
ri(β)
σˆspS
) + λ
p∑
j=1
|βj |, (2.5)
where σˆspS is an abbreviation for σˆ(βˆspS) and ρ2 a loss function as in (R1). A
common choice is ρ2(z) = ρ
BI
k2
(z). We can see that the lasso estimator is a special
case of the sparse MM-estimator, if we take ρ2(z) = limk2→∞ ρ
BI
k2
(z) = z2/2. In
general, the penalty parameter λ in (2.5) can be different from λS in (2.2). For a
detailed description about the choice of the tuning parameters λ, λS , k1 and k2,
we refer to Section 4.3.
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2.3 Breakdown point
One of the most common measurements of robustness is the finite-sample break-
down point [Maronna et al., 2006]. In loose words it denotes the largest fraction
of points that can be replaced by arbitrary points without the estimate becoming
infinite. More formally, for a data set Z = {(xi, yi) : 1 ≤ i ≤ n}, the finite-sample
breakdown point is defined as
∗(βˆ;Z) = min{m
n
: sup
Z˜
‖βˆ(Z˜)‖2 =∞},
where Z˜ are corrupted data obtained from Z by replacing m of the originally n ob-
servations by arbitrary values. The following theorem shows that the breakdown
point of the sparse S-estimator is higher than that of the ordinary S-estimator.
Theorem 2.1. The finite-sample breakdown point of the sparse S-estimator is
∗(βˆspS ;Z) =
m∗
n
with m∗ = min{m ∈ N : m
n
≥ b
ρ1(∞)}, (2.6)
where ρ1 is a loss function satisfying (R1) and λS > 0.
Theorem 2.1 implies that the breakdown point of the sparse S-estimator is
the same as the explosion breakdown point of the M-scale used in its objective
function. As the breakdown point of the sparse S-estimator does not depend on
the implosion breakdown point of the M-scale, the breakdown point of the sparse
S-estimator is higher than that of the unpenalized S-estimator. Furthermore,
the breakdown point of a sparse S-estimator does not depend on the number of
variables p. As the sparse S-estimator is not affine equivariant, it can have a
breakdown point higher than 50%. Next we show that the sparse MM-estimator
maintains the same breakdown point as the sparse S-estimator.
Theorem 2.2. If ρ2 satisfies condition (R1), the finite-sample breakdown point
of the sparse MM-estimator fulfills
∗(βˆspMM ;Z) ≥ ∗(βˆspS ;Z) (2.7)
for any λ > 0.
Theorem 2 shows, that the breakdown point of the sparse MM-estimator is
not lower than that of the sparse S-estimator. This means that the initial sparse
S-estimator takes care of the robustness of the estimator, while the additional
M-estimation step increases the estimation performance. As in the case of S-
estimation, the sparse MM-estimator has a higher breakdown point than the
unpenalized MM-estimator.
42 Sparse S- and MM-estimation
2.4 Influence Function
While the breakdown point is a global measure of robustness, the influence func-
tion measures the effect of infinitesimal, pointwise contamination. As the in-
fluence function is an asymptotic notion, we first have to define the functionals
corresponding to the S- and MM-estimator. For any distribution (x, y) ∼ H, we
define a penalized S-functional as
βpenS(H) = arg min
β∈Rp
σ2(β) + λS
p∑
j=1
J(βj) (2.8)
with EH [ρ1(
y − x>β
σ(β)
)] = b, (2.9)
where J : R → R is a penalty function. For J(z) = |z|, we call (2.8) the sparse
S-functional and denote it as βspS(H). The penalized MM-functional is defined
as
βpenMM (H) = arg min
β∈Rp
EH [ρ2(
y − x>β
σpenS(H)
)]σ2penS(H) + λ
p∑
j=1
J(βj) (2.10)
for any distribution (x, y) ∼ H, where J : R → R is a penalty function and
σpenS(H) is an abbreviation for σ(βpenS(H)). The sparse MM-functional βspMM (H)
is obtained from (2.10), when using J(z) = |z|.
Let the model distribution F denote the joint distribution of y and x, and
F = (1−)F+δ(x0,y0) the contaminated neighborhood. Here δz denotes the point
mass distribution at the vector z. Then the influence function of the functional
β is defined as
IF ((x0, y0),β, F ) =
∂
∂
[
β((1− )F + δ(x0,y0))
] ∣∣∣∣
=0
. (2.11)
In the remainder of this section, we will not put any restrictions on the model
distribution F . Thus, our results hold for any underlying distribution. Particu-
larly, they hold for a setting where the number of parameters is allowed to grow
with the sample size, since then the empirical influence function [Boente and Ro-
driguez, 2010] can be obtained when replacing F with the empirical distribution
function Fˆn.
Before we can tackle the influence function of the sparse S- and MM-functionals,
we need to derive the influence function of a penalized S-functional and a penal-
ized MM-functional with twice differentiable penalty function J .
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Lemma 2.3. The influence function of a penalized S-functional (2.8) with twice
differentiable penalty function J is given by
IF ((x0, y0),βpenS , F ) = A˜
−1 (2σpenSψ1(r˜S0 )x0 − λSJ ′(βpenS)ψ1(r˜S0 )r˜S0 ) (2.12)
with
A =2EF [ψ′1(r˜S)xx>] +
λS
σpenS
EF [ψ1(r˜S)x](J ′(βpenS))>−
− λS
σpenS
EF [ψ′1(r˜S)r˜Sx](J ′(βpenS))>+
+ λSEF [ψ1(r˜S)r˜S ] diag(J ′′(βpenS))−
λS
σpenS
J ′(βpenS)EF [ψ′1(r˜S)r˜Sx>]+
+
λ2S
2σ2penS
EF [ψ′1(r˜S)(r˜S)2]J ′(βpenS)(J ′(βpenS))>,
where βpenS = βpenS(F ), σpenS = σ(βpenS(F )), r˜
S = (y − x>βpenS)/σpenS,
r˜S0 = (y0 − x>0 βpenS)/σpenS, ψ1 = ρ′1. With slight abuse of notation, we write
J(β) = (J(β1), . . . , J(βn))
>. Furthermore, diag(J ′′(β)) denotes the diagonal ma-
trix with diagonal elements J ′′(β1), . . . , J ′′(βp).
The influence function (2.12) is equal to zero for large values of r˜0
S , thus
for observations (x0, y0) that lie far away from the model, as then ψ1(r˜
S
0 ) equals
zero, since the loss function ρ1 is bounded. Contrarily, smaller values of r˜0
S
cause a larger value of the influence function, meaning that only observations
that closely follow the model have an influence on the functional. The influence
is the greater, the large the value of x0. As a result, good leverage points have
a large influence on the functional, while vertical outliers and leverage points
do not influence the functional. Furthermore, we see from Equation (2.36) that
EF [IF ((x0, y0),βpenS , F )] = 0.
A special case of a penalized S-functional with twice differentiable penalty
is the S-functional for Ridge Regression (RR-SE-estimator) βRRS of Maronna
[2011], an L2-penalized S-functional. Its influence function can be obtained as a
corollary of Lemma 2.3, using J(z) = z2. If λS = 0, the expression of the influence
function of the unpenalized S-estimator is retrieved.
Using Lemma 2.3, the influence function of a penalized MM-functional with
twice differentiable penalty can be derived.
Lemma 2.4. The influence function of a penalized MM-functional (2.10) with
44 Sparse S- and MM-estimation
twice differentiable penalty function J is
IF ((x0, y0),βpenMM , F ) =
(
EF [ψ′2(r˜)xx>] + λ diag(J ′′(βpenMM ))
)−1
·
· (σpenSψ2(r˜0)x0 − σpenSEF [ψ2(r˜)x] + (EF [ψ2(r˜)x]− EF [ψ′2(r˜)r˜x])D(x0, y0)) ,
(2.13)
where
D(x0, y0) =
λs
2σpenS
J ′(βpenS)
>IF ((x0, y0),βpenS , F )+
+
σpenS
EF [ψ1(r˜S)r˜S ]
(ρ1(r˜
S
0 )− b),
βpenMM = βpenMM (F ), βpenS = βpenS(F ), σpenS = σ(βpenS(F )), ψ2 = ρ
′
2,
ψ1 = ρ
′
1, r˜ = (y − x>βpenMM )/σpenS, r˜0 = (y0 − x>0 βpenMM )/σpenS, r˜S =
(y − x>βpenS)/σpenS and r˜S0 = (y0 − x>0 βpenS)/σpenS .
Looking at (2.13), we see that the influence function of the penalized MM-
functional is bounded for observations (x0, y0) that lie far away from the model,
as then ψ(r˜0) equals zero and D(x0, y0) is constant. In contrast, the value of the
influence function is large for observations that do follow the model, as for those
ψ(r˜0) and IF (x0, y0,βpenS , F ) are large. Consequently, the influence of outliers
on the sparse MM-functional is limited, while the influence of good leverage points
is unbounded.
The MM-functional for Ridge Regression (RR-MM-functional) βRR of Maronna
[2011] is a penalized MM-functional with twice differentiable penalty. Therefore,
its influence function follows as a corollary from Lemma 2.4, when using J(z) = z2.
For the derivation of the influence function of the sparse S- and sparse MM-
functionals, we need to take the nondifferentiability of the penalty into account.
Therefore, we follow the approach of Avella Medina [2014] and define the influence
function of the sparse S and sparse MM functional, here denoted by β, as
IF ((x0, y0),β, H) = lim
K→∞
IF ((x0, y0),βK , H).
Here IF ((x0, y0),βK , H) denotes the influence function of the functional βK(H)
that has the same objective function as β, but with a smooth penalty JK(β)
satisfying limK→∞ JK(β) = J(β). A possible choice is the sequence JK(β) =
β tanh(Kβ). Since the sparse S and sparse MM functionals fulfill the properties
required in Avella Medina [2014], their influence functions do not depend on the
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Figure 2.1: Influence functions of the ordinary S functional, the RR-SE func-
tional and the sparse S-functional with (x0, y0) ∈ [−3, 3]2 and the vertical axis
ranging from −10 to 7
choice of the approximating penalties JK . Therefore, the influence functions of
βspS(F ) and βspMM (F ) can be directly derived from Lemmas 2.3 and 2.4 (for
details see Theorems 2.5 and 2.6 in the appendix).
Figure 2.1 shows the influence functions of the ordinary S functional, the
RR-SE functional and the sparse S functional for normally distributed predictors
x ∼ N (0, 1) and errors e ∼ N (0, 0.12) with β∗ = 1 and y = xβ∗ + e. The penalty
parameter is the same for RR-SE and sparse S. All three influence functions
are zero for considerably large residuals, thus, large outliers do not affect the
functionals. In contrast, observations (x0, y0) that closely follow the model have
a high influence on the functionals. The influence functions are even unbounded
in the direction of good leverage points. All of this shows that all three functionals
are very robust.
In Figure 2.2, the influence function of the sparse LTS functional, the RR-MM
functional and the sparse MM functional are given, again for normally distributed
predictors x ∼ N (0, 1) and errors e ∼ N (0, 0.12) with β∗ = 1 and y = xβ∗ + e.
We choose λ = 0.1 for sparse MM and RR-MM. For sparse LTS, we choose the
penalty that gives the same amount of shrinkage. All three plots show a similar
picture as Figure 2.1. The big difference is that now the influence functions are not
zero for observations with large residuals. Instead, large outliers have a constant,
thus, bounded effect on the functionals. The effect is largest for sparse LTS (0.43)
and smallest for sparse MM (-0.19). Observations that closely follow the model
have a high influence on the functionals. We see that also these three functionals
are very robust.
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Figure 2.2: Influence functions of the sparse LTS functional, the RR-MM func-
tional and the sparse MM-functional with (x0, y0) ∈ [−3, 3]2 and the vertical axis
ranging from −10 to 7
2.5 The Algorithm
To obtain the first order condition of the sparse S-estimator, we first need the
derivative of the scale-functional σ(β) with respect to β, which can be obtained
from the M-scale Equation (2.3):
∂
∂β
σ(β) = −
1
n
∑n
i=1 ρ
′
1(ri(β)/σ(β))xi
1
n
∑n
i=1 ρ
′
1(ri(β)/σ(β))ri(β)/σ(β)
.
Differentiating the objective function of the sparse S-estimator (2.2) with respect
to β and setting the result equal to zero, we then obtain the first order condition
of the sparse S-estimator:
1
n
n∑
i=1
wi(β)ri(β)xi − λ
2
∂(‖β‖1) = 0. (2.14)
Therefore, the sparse S-estimator can be interpreted as a weighted lasso estimator
with weights
wi(β) =
w˜i(β)
1
n
∑n
i=1 w˜i(β)r
2
i (β)/σˆ
2(β)
with w˜i(β) =
ρ′1(ri(β)/σˆ(β))
ri(β)/σˆ(β)
. (2.15)
For fixed weights, the estimate can be computed directly using the weighted lasso
estimator. But as the weights wi depend on the estimate β as well as on the scale
estimate σˆ, an iterative procedure is needed. To solve this problem, the ordinary
S-estimator iterates I-steps, where an I-steps consists of (1) the computation of
the M-scale, (2) an update of the weights and (3’) a final weighted LS-estimation.
For the computation of the sparse S-estimator, we do the same, but replace the
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weighted LS-estimation (3’) with a weighted lasso estimation (3). Starting from
the estimate βˆ
(`)
of step `, the following I-step of sparse S is:
(i) Compute an update of the scale estimate via r fixed-point iterations:
σˆ(βˆ
(`)
)← σˆ(βˆ(`))
√√√√ 1
nb
n∑
i=1
ρ1(
ri(βˆ
(`)
)
σˆ(βˆ
(`)
)
) update r times
(ii) Update the weights:
wi(βˆ
(`)
) =
w˜i(βˆ
(`)
)
1
n
∑n
i=1 w˜i(βˆ
(`)
)r2i (βˆ
(`)
)/(σˆ(βˆ
(`)
))2
with w˜i(βˆ
(`)
) =
ρ′1(ri(βˆ
(`)
)/σˆ(βˆ
(`)
))
ri(βˆ
(`)
)/σˆ(βˆ
(`)
)
(iii) Compute the weighted lasso estimate:
βˆ
(`+1)
= arg min
β∈Rp
1
n
n∑
i=1
wi(βˆ
(`)
)ri(β)
2 + λ
∑
j=1
|βj |
Due to the penalty term, the weights wi(β) used for sparse S are slightly more
complex than the weights w˜i(β) of the ordinary S-estimator.
Since the objective function of the sparse S-estimator is nonconvex, this itera-
tive procedure risks to converge only to a local minimum of the objective function.
But if we run the iterative procedure from many different starting values, each
leading to a local minimum, we increase the chances that the minimum of these
local minima corresponds to the global minimum.
Decrease computation time: Performing I-steps until convergence for all of
the N starting values is quite costly. Therefore, we follow the ideas of the fast
S-algorithm [Salibian-Barrera and Yohai, 2006]: We compute only k I-steps on
all starting values and decide then which of the starting values will not lead to a
good estimate. To decide this, we perform for each of these estimates fixed point
iterations until convergence of the scale estimates (not only r iterations). By
this, we obtain a very accurate scale estimate and can consequently compare the
different estimates via their objective function (2.2). Thus, we rank the N current
estimates from smallest to largest value of the objective function. Then, we only
keep the t candidates with lowest objective function to reduce computation time.
On each of these t candidates, we perform I-steps until convergence and finish
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with an update of the corresponding scale estimates via fixed point iterations
until convergence. Out of these t final estimates, the one with the lowest objective
function (2.2) is returned as the sparse S-estimate.
Before running the algorithm, we standardize the variables with the median
and the MAD. At the end, we transform the regression coefficient back (for details
see appendix). As default values, we choose N = 500 initial subsamples, k = 10
I-steps, r = 10 iterations of the fixed point iteration in the initial I-steps, and
t = 10 candidates for final iterations.
Initialization: To compute the different starting values of the iterative pro-
cedure, we draw N initial subsamples. Since the lasso estimator is already de-
fined for three observations, we take these initial subsamples of size three because
the smaller the sample size, the larger the probability that at least one initial
subsample does not contain contaminated observations. From these N initial
samples we compute lasso estimates. For each estimate, we then look for the
h = n · (1 − b/ρ1(∞)) smallest residuals (since b/ρ1(∞) is the breakdown point
of the estimator, see Section 2.3). With the corresponding observations we fit an-
other lasso regression, to get more accurate results. Finally, we obtain the initial
estimates βˆ
(0)
from a reweighting step, where we perform lasso regression on the
observations with residuals smaller than two times the M-scale of the residuals.
This ensures stable results for the algorithm.
sparse MM-estimate: Differentiation of the objective function (2.5) and
equating it to zero yields the first order condition of the sparse MM-estimator:
1
n
n∑
i=1
wˇi(β)ri(β)xi − λ∂(‖β‖1) = 0, (2.16)
where
wˇi(β) =
ρ′2(ri(β)/σˆspS)
ri(β)/σˆspS
. (2.17)
Thus, the sparse MM-estimate can be seen as a weighted lasso with weights wˇi(β)
and penalty 2λ. As for the sparse S-estimator, the weights depend on the estimate
and therefore an iterative procedure is needed. Taking the sparse S-estimate
as a starting point βˇ
(0)
= βˆspS , we can compute the sparse MM-estimate via
an iteration of an update of the weights wˇi(βˇ
(`)
) (2.17) and a weighted lasso
estimation
βˇ
(`+1)
= arg min
β∈Rp
1
n
n∑
i=1
wˇi(βˇ
(`)
)ri(β)
2 + 2λ
∑
j=1
|βj |.
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Thus, once you have the sparse S-estimate, the sparse MM-estimate can be com-
puted very fast.
Again we standardize using the median and MAD at the beginning of the
algorithm and transform the estimates back in the end (see appendix).
Selection of the penalty: To obtain a sparse MM-estimate, a value of λ is
needed. To choose a suitable value, we use the BIC criterion
BIC(λ) = log(σˆ2λ) + df(λ)
log n
n
, (2.18)
where σˆ2λ denotes the estimate of the residual variance and df(λ) the degrees of
freedom of the estimated model, which corresponds to the number of nonzero
estimated coefficients [see Zou et al., 2007]. For σˆλ, we use an M -scale computed
from the residuals ri = yi − x′iβˆspMM , for which we use the parameter k1 in
the biweight loss function. One could also use the scale σˆspS instead, but that
resulted in a less stable selection of λ. Computing BIC(λ) over a grid, the value
of λ yielding lowest BIC is chosen.
As a grid of values for λ, we use a step size of 0.02λˆ0 in the interval [0, λˆ0],
where λˆ0 is an estimate of the shrinkage parameter λ that shrinks all coefficients
to zero. As motivated in Alfons et al. [2013], it is taken as
λˆ0 =
2
n
max
j∈{1,...,p}
Cor(y,xj)
where Cor stands for the robust correlation coefficient based on bivariate win-
sorization [see Khan et al., 2007]. If p > n, the value zero needs to be excluded
from the grid as unpenalized estimation is not possible in this case. In order to
save computation time, we do not select the value of λS using the BIC criterion.
Instead, we choose λS such that sparse S imposes the same amount of shrinkage
as sparse MM. Comparing the first order conditions of sparse S (2.14) and sparse
MM (2.16), we obtain the relationship
λS =
2EN (0,1)[
ρ′1(Z)
Z ]
EN (0,1)[ρ′1(Z)Z]EN (0,1)[
ρ′2(Z)
Z ]
λ. (2.19)
For details, see the appendix. The expected values in (2.19) need to be computed
numerically. For k1 = 1.547 and k2 = 4.685, we obtain EN (0,1)[ψ1(Z)Z] = 0.311,
EN (0,1)[ρ′1(Z)/Z] = 1.433 and EN (0,1)[ρ′2(Z)/Z] = 2.091.
Choice of parameters: To obtain weights, we need to specify the values k1
and k2 used in the biweight loss functions. The value of k1 is chosen to get a 50%
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breakdown point yielding k1 = 1.547. (For other values of the breakdown points
see Rousseeuw and Leroy (1987, p142, Table 19)). The parameter k2 = 4.685 is
chosen to attain 95% efficiency for the unpenalized MM-estimator at the regression
model with normal errors [Rousseeuw and Leroy, 1987].
Code: We have coded the functions in C++ and linked it to R-functions
which are available through the robustHD package [Alfons, 2013]. The package
includes the functions sparseS and sparseMM for computation of the sparse S-
and MM-estimator, respectively.
2.6 Simulations
In this section, we present a simulation study to compare the performance of the
sparse S- and sparse MM-estimator to the sparse LTS-estimator [Alfons et al.,
2013] and the nonrobust lasso estimator. In a moderate-dimensional setting,
where n > p, we also include the least squares estimator and the ordinary S- and
MM-estimator. For the sparse LTS-estimator, we take α = 0.5 so that all robust
estimators have breakdown point 50%. Apart from that, we use the default values
of the robustHD-package [Alfons, 2013].
For each generated sample, we select the penalty parameter as explained in
Section 4.3. To select the penalty for sparse LTS, we follow the same approach.
For lasso, we compute the whole solution path, and choose the penalty parameter
that minimizes the BIC criterion (2.18).
Sampling schemes: We use two different sampling schemes for which we cre-
ate M = 100 replicates each. The first configuration represents a moderate di-
mensional setting with n = 100 and p = 20. The second configuration is a
high-dimensional setting with n = 100 and p = 500. We randomly draw the
observations from a normal distribution xi ∼ N (0,Σ) for i = 1, . . . , n where the
first 20th of the variables are correlated with each other and the other variables
are independent, i.e.
Σjk =
0.6|j−k| if j ≤ p20 , k ≤ p201[j=k] otherwise
with 1 ≤ j, k ≤ p. The independent error terms are also specified as normally
distributed ei ∼ N (0, 0.12). To create a sparse setting, we set all regression
coefficients to zero apart from the first 50th, which we set to one, i.e. βj =
1[j≤p/50]. Since that would mean for the moderate dimensional case that there
are no coefficients different from zero, we choose in this setting βj = 1[j≤2].
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Contamination: To both configurations, we then apply three contamination
schemes with a proportion of  = 0, 5 or 10% of outliers.
(1) No outliers
(2) Vertical outliers: a fraction  of the error terms in the regression model follow
a normal distribution N (20σy, 1) instead of N (0, 0.12), where σy stands for
the standard deviation of the response variable.
(3) Leverage points: a fraction  of the error terms is drawn as in (2). The
contaminated response values are then computed as yconti = x
>
i β + e
cont
i .
To create high-leverage contamination, we draw the corresponding contam-
inated predictor variables xconti from independent N (χ20.95,df , 1) distribu-
tions, where χ20.95,df denotes the 95%-quantile of the chi-squared distribution
with df the number of nonzero coefficients.
Performance measures: We evaluate the different estimators via the mean
squared error (MSE), the false positive rate (FPR) and the false negative rate
(FNR):
MSE(βˆ) =
1
p
p∑
j=1
(βˆj − βj)2
FPR(βˆ) =
|{j = 1, . . . , p : βˆj 6= 0 ∧ βj = 0}|
|{j = 1, . . . , p : βj = 0}| (2.20)
FNR(βˆ) =
|{j = 1, . . . , p : βˆj = 0 ∧ βj 6= 0}|
|{j = 1, . . . , p : βj 6= 0}|
All three criteria give information on the estimation of the regression coefficient.
The mean squared error evaluates the accuracy of the estimate, the false positive
rate gives the percentage of variables that are falsely estimated to have an effect
on the response, and the false negative rate gives the percentage of variables
that are falsely estimated to have no effect on the response. All three values are
desired to be as small as possible. A large false negative rate has a worse impact
on the prediction error than a large false positive rate, as the former implies that
important information is not used for the estimation, while the latter indicates
that unnecessary information is included in the estimation inflating the variance
of the estimation. Even though we compute the three criteria for each simulation
run separately, we only report the averages over the M = 100 simulation runs.
Simulation results: For the moderate-dimensional simulation scheme, the mean
squared errors, false positive and false negative rates are given in Table 2.1. The
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Table 2.1: Moderate-dimensional simulation scheme (n = 100, p = 20): mean squared
error (MSE), false positive rate (FPR) and false negative rate (FNR) for several estima-
tors under 0%, 5% and 10% of vertical outliers or leverage points averaged over R = 100
simulations
0% 5% 10%
n·MSE FPR FNR n·MSE FPR FNR n·MSE FPR FNR
Vertical
LS 0.013 1.00 0.00 47.597 1.00 0.00 94.519 1.00 0.00
S 0.016 1.00 0.00 0.016 1.00 0.00 0.015 1.00 0.00
MM 0.013 1.00 0.00 0.015 1.00 0.00 0.015 1.00 0.00
sparse S 0.044 0.80 0.00 0.038 0.65 0.00 0.031 0.59 0.00
sparse MM 0.032 0.73 0.00 0.024 0.51 0.00 0.016 0.37 0.00
sparse LTS 0.050 1.00 0.00 0.051 1.00 0.00 0.051 1.00 0.00
lasso 0.005 0.05 0.00 9.736 0.01 0.90 10.101 0.00 0.93
Leverage
LS 0.013 1.00 0.00 21.974 1.00 0.00 25.396 1.00 0.00
S 0.016 1.00 0.00 0.015 1.00 0.00 0.016 1.00 0.00
MM 0.013 1.00 0.00 0.014 1.00 0.00 0.015 1.00 0.00
sparse S 0.044 0.80 0.00 0.043 0.66 0.00 0.026 0.51 0.00
sparse MM 0.032 0.73 0.00 0.025 0.53 0.00 0.015 0.32 0.00
sparse LTS 0.050 1.00 0.00 0.052 1.00 0.00 0.050 1.00 0.00
lasso 0.005 0.05 0.00 19.192 0.91 0.00 22.243 0.93 0.00
main conclusions that can be drawn are: (i) The sparse MM-estimator always
gives better results for MSE than the sparse S-estimator. FNR is always equal
to zero for both estimators, while FPR is slightly lower for sparse MM than for
sparse S. We can conclude that sparse MM is an improvement over sparse S.
(ii) Comparing the sparse MM-estimator to its unpenalized equivalent, the latter
gives, lower values of MSE for clean data and for low amounts of contamination.
For 10% of contamination, sparse MM has the same MSE as the ordinary MM.
Furthermore, sparse MM also performs variable selection, thus leads to a lower
value of FPR (both have an FNR equal to zero in all cases). (iii) In comparison to
the nonrobust lasso, lasso gives better results for clean data. However, as soon as
contamination is present, only sparse MM gives accurate results, pointing out the
robustness of sparse MM. (iv) Sparse LTS always has a FPR equal to one in this
moderate-dimensional setting, thus, sparse LTS does not perform any variable
selection here. Its results, thus, correspond to that of the usual LTS estimator.
In all settings, its MSE and FPR are larger than that of sparse MM. Thus, sparse
MM gives much better results in this setting.
The high-dimensional results are presented in Table 2.2. Recall that LS and
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Table 2.2: High-dimensional simulation scheme (n = 100, p = 500): mean squared
error (MSE), false positive rate (FPR) and false negative rate (FNR) for several estima-
tors under 0%, 5% and 10% of vertical outliers or leverage points averaged over R = 100
simulations
0% 5% 10%
n·MSE FPR FNR n·MSE FPR FNR n·MSE FPR FNR
Vertical
sparse S 1.558 0.02 0.56 1.410 0.02 0.48 1.349 0.02 0.45
sparse MM 0.441 0.00 0.04 0.521 0.00 0.06 0.696 0.00 0.15
sparse LTS 1.670 0.07 0.51 1.508 0.07 0.43 1.491 0.07 0.41
lasso 0.002 0.18 0.00 85.543 0.20 0.76 156.505 0.20 0.80
Leverage
sparse S 1.558 0.02 0.56 1.447 0.02 0.51 1.318 0.02 0.42
sparse MM 0.441 0.00 0.04 0.571 0.00 0.07 0.693 0.00 0.14
sparse LTS 1.670 0.07 0.51 1.545 0.07 0.45 1.334 0.06 0.38
lasso 0.002 0.18 0.00 1.597 0.18 0.05 1.751 0.18 0.06
the ordinary S- and MM-estimators cannot be computed in this setting and
are therefore not reported. We draw the following conclusions: (i) As in the
moderate-dimensional setting, we observe that the sparse MM-estimator leads to
an improvement over the sparse S-estimator. Its MSE is considerably lower, as
are both, its FNR and its FPR. (ii) Comparing the sparse MM-estimator to the
nonrobust lasso, we conclude, as in the moderate-dimensional setting, that the
latter gives better results for clean data, while only sparse MM is robust. (iii) In
comparison to sparse LTS, sparse MM gives much lower values of MSE. Besides,
sparse MM also yields lower values of FPR and FNR.
Summing up the results of both simulation schemes, lasso leads to the lowest
value of MSE for clean data. Under contamination the situation is different: (i) In
the moderate-dimensional setting, the ordinary MM-estimator performs best with
respect to MSE. Considering FPR and FNR, sparse MM is the better choice. In
general, sparse MM should always lead to better results than the ordinary MM-
estimator, provided the penalty parameter is chosen well (since the ordinary MM
can be seen as a sparse MM-estimator with λ = 0). In additional (not reported)
very low dimensional simulation studies, we saw that this was especially true
for high amounts of contamination, even for nonsparse settings. (ii) In the high-
dimensional simulation setting with contamination, only sparse MM leads to good
results. Its MSE is lowest, and its FPR equal to zero. Additionally, its FNR is
close to zero, while it is close to 0.5 for the other robust estimators. Thus, sparse
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MM does not only result in accurate estimates, but also reliably performs variable
selection in the high-dimensional setting.
2.7 Real data examples
High-dimensional, sparse estimation is particularly useful in the field of chemo-
metrics where data sets often consist of hundreds to thousands of variables, but
only of a small number of observations. Janssens et al. [1998] analyzed n = 180
archaeological glass vessels from the 15th to 17th century. One of the goals of the
study was to learn how these glass vessels had been produced at that time and of
which elements they are composed. This could help to learn more about the origin
of the vessels and possible (trade) connection between known producers. Several
analytical techniques were applied to determine the concentrations of various el-
ements and compounds of the glass, all of them expensive and time-consuming.
One of these methods is electron-probe X-ray micro-analysis (EPXMA) leading
to p = 1920 spectra for each vessel. Using the net characteristic peaks of EPXMA
to determine the elemental concentrations requires a great deal of knowledge, is
time-consuming and difficult to automate. Therefore, several studies were con-
ducted to find a way to directly estimate the elemental concentrations from the
EPXMA spectra [Lemberge et al., 2000; Serneels et al., 2005; Filzmoser et al.,
2008]. These studies distinguished four distinct compositional categories: ‘sodic’,
‘calcic’, ‘potassic’ and ‘potassic-calcic’. These categories tell a lot about the time
and region the glass vessels have been manufactured. As stated in Janssens et al.
[1998] ‘most type-groups proved to have a reasonably homogeneous composition,
although in a few groups outlier objects were found to have a different compo-
sition, usually similar to the average composition of another typological group’.
The four groups mainly differ with respect to the concentration of Na2O, K2O
and CaO.
We perform regression analysis with Na2O as response and the p = 1905
EPXMA spectra as predictor variables using sparse MM and sparse LTS regression
(deleting the 15 variables with MAD=0). Figure 2.3 shows the regression residuals
ri = yi−x>i βˆ standardized by their MAD. We see that sparse S, sparse MM and
sparse LTS reveal the four groups, where the former two separate the groups
slightly more clearly. In contrast, the nonrobust lasso is not able to distinguish
between the four groups.
The same data set has been used by Maronna [2011]. Here the response
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Figure 2.3: Regression diagnostic plot using Na2O as a response and the EPXMA
spectra as predictors. Black circles denote observations of the sodic group, red
triangles the potassic group, green pluses the potasso-calcic group and blue crosses
the calcic group.
56 Sparse S- and MM-estimation
Table 2.3: Glass vessel data: RMSEs for compound PbO
RMSE RMSE(0.9)
sparse S 0.902 0.145
sparse MM 0.908 0.147
sparse LTS 0.897 0.145
lasso 0.211 0.158
variable was chosen to be PbO, while the predictors are again the EPXMA spectra,
but this time only the frequencies 15 to 500. Maronna [2011] performed robust
ridge regression and identified seven clear outliers and six suspect points using a
residual QQ-plot. Using the same data as Maronna [2011], the sparse S estimator,
the sparse MM estimator and the sparse LTS estimator lead to the same conclusion
of seven outliers and six suspect points (see Figure 2.4). The non-robust lasso
does not find any outliers.
Additionally to outlier detection, Maronna [2011] assessed the predictive be-
havior of the robust ridge estimator through five-fold cross-validation. The pre-
diction performance was evaluated through the root mean squared error (RMSE)
as well as the RMSE computed with upper 10% trimming RMSE(0.9) to take pos-
sible outliers into account. Table 2.3 shows the corresponding results for sparse S,
sparse MM, sparse LTS and lasso. The large difference of RMSE and RMSE(0.9)
for all three robust methods indicates the presence of outliers. Looking at the
more robust prediction criterion RMSE(0.9), we can conclude that all three ro-
bust methods perform comparably. The numbers of Table 2.3 are in a similar
range as in Table 5 of Maronna [2011], where the reported numbers are slightely
lower than ours. One should note that the results of Maronna [2011] are not
sparse, which makes interpretation of the estimated regression coefficient rather
difficult.
2.8 Conclusions
The S- and MM-estimator are frequently used robust regression estimators. How-
ever, they are not applicable for high-dimensional data with p > n nor do they
produce sparse results. The sparse S- and MM-estimators solve these two issues by
adding an L1-penalty to the objective function. The resulting estimators, there-
fore, perform model selection and robust estimation simultaneously. Additionally,
the obtained regression weights can be used for outlier detection.
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Figure 2.4: Residual QQ-plot for regression PbO on the EPXMA spectra (using
only frequencies 15 to 500), with the seven largest residuals labeled by their index
number (red crosses indicate outliers, black circles clean points and blue crossed
out circles suspect points)
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The paper investigates the robustness properties of the proposed estimators,
and derives their breakdown point and influence function. A simulation study and
a real data application show the applicability of the estimator for high-dimensional
data as used in chemometrics or genetics. The R-code for the sparse S- and sparse
MM-estimators are available in the robustHD-package.
There are potential topics for further research. First of all, the choice of the
penalty parameter λ is not yet fully satisfactory in practice and more research is
needed. An alternative to the BIC criterion that we used throughout the paper
is the estimation of the prediction error via K-fold cross-validation: The data are
randomly split into K blocks of nearly equal size. Each block is left out once and
used as test data. On the remaining data, the model is fitted yielding an estimate
βˆ(λ), which is used to obtain a prediction for the n
(k)
TEST values of the kth test
data set yˆ
(k)
i (λ) = x
>
i βˆ(λ). To prevent that outliers influence the selection of λ, a
robust prediction loss function is needed. We propose to estimate the prediction
error as
MSE(k)(λ) =
1
n
(k)
TEST
∑
i∈TEST (k)
ρ2(
yi − yˆ(k)i (λ)
σˆλ
)σˆ2λ
for each block k = 1, . . . ,K because this criterion is in line with the objective
function of the sparse MM estimator. Then, λ can be chosen to minimize the
mean of those values [see e.g. Hastie et al., 2009; Filzmoser et al., 2009].
Another topic of further research concerns the auxiliary scale estimate in the
definition of the sparse MM estimator. In the paper we use the scale estimate of
the sparse S-estimator, but other choices are possible as well. Even a nonsparse
estimator computable in high-dimensions, like the L2-penalized S-estimator of
Maronna [2011] could be used, as the L1-penalty in the objective function of the
sparse MM-estimator would still yield a sparse solution for the final estimate.
Instead of using an L1-penalty J(β) = |β|, it would also be possible to use
a bridge-type penalty J(β) = |β|q (0 < q < 1) [Fu, 1998]. This could lead to
an asymptotically unbiased estimator. Also penalties like the smoothly clipped
absolute deviation [Fan and Li, 2001] or the elastic net [Zou and Hastie, 2005]
could improve the estimator.
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2.9 Appendix - Standardization
For a data set with response y ∈ Rn and predictor matrix X ∈ Rn×p, we want to
fit the model
yi = α+ x
>
i β + ei i = 1, . . . , n (2.21)
with centered errors e ∈ Rn, an intercept α ∈ R and coefficients β ∈ Rp. Since
we want to fit a (weighted) lasso regression, we need to standardize the data to
be sure to achieve the same amount of penalization in each variable. If we sum
Equation (2.21) over all i = 1, . . . , n and multiply with 1/n, we get
y¯ = α+ x¯β + e¯, (2.22)
where y¯ and e¯ denote the arithmetic means of y, and e, respectively, and x¯ the
vector of columnwise means of X. Subtracting (2.22) from (2.21) and dividing
the resulting equation with sy, the standard deviation of y, leads to
yi − y¯
sy
=
p∑
j=1
xij − x¯
sXj
sXj
sy
βj +
ei − e¯
sy
Denoting the standardized value of yi and xij as y˜i and x˜ij , respectively, we obtain
y˜i =
p∑
j=1
x˜ij
sXj
sy
βj + e˜i. (2.23)
The coefficient β of the original model (2.21), we can thus derive from the coeffi-
cient β˜ of the standardized model (2.23) via
βj =
sy
sXj
β˜j j = 1, . . . , p. (2.24)
The residual scale translates as
σ(ei) = syσ(e˜i).
Since the standardization used in (2.22) is not robust, we will replace the
mean with the median and the standard deviation with the MAD. However, then
Equation (2.22) does not necessarily hold anymore. Therefore, we add an intercept
to the model
y˜i = α˜+
p∑
j=1
x˜ij β˜j + e˜i.
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Fitting a weighted lasso to this model, means that we want to solve the following
minimization
min
(α˜,β˜)
n∑
i=1
wi(y˜i − α˜− x˜>i β˜)2 + λ
p∑
j=1
|β˜j |.
If the value of β˜ is known, this would simplify to
min
α˜
n∑
i=1
wi(y˜i − x˜>i β˜ − α˜)2.
Denoting z˜i = y˜i − x˜>i β˜, the minimum is achieved at
α˜ =
∑n
i=1 wiz˜i∑n
i=1 wi
= y¯wi − (x¯wi )>β˜, (2.25)
where y¯wi denotes the weighted average of y˜ and x¯
w
i the columnwise weighted
averages of X˜. Knowing this, we can estimate β˜ from
min
β˜
n∑
i=1
wi(y˜i − y¯wi − (x˜i − x¯wi )>β˜)2 + λ
p∑
j=1
|β˜j |.
The intercept can then be computed from (2.25). The parameters of the original
model (2.21) can then be computed from (2.24) and from
α = y¯ + α˜sy − x¯>β.
2.10 Appendix - Same amount of shrinkage with
λS and λ
To achieve the same amount of shrinkage in sparse S and sparse MM, we compare
the first order conditions of the two estimators, namely (2.14) and (2.16). The
same amount of penalization is achieved if
2wi(βˆspS)
λS
=
wˇi(βˆspMM )
λ
∀ i = 1, . . . , n.
Since λ is fixed for different observations, the above equation can never be satisfied
for all i = 1, . . . , n. Therefore, we look at the asymptotic version
2EF [wi(βˆspS)]
λS
=
EF [wˇi(βˆspMM )]
λ
.
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Using the definition of wi (2.15) and wˇi (2.17)yields
λS =
2EF [
ρ′1(ri(βˆspS)/σˆ(βˆspS))
ri(βˆspS)/σˆ(βˆspS)
]
EF [ρ′1(
ri(βˆspS)
σˆ(βˆspS)
)
ri(βˆspS)
σˆ(βˆspS)
]EF [
ρ′2(ri(βˆspMM )/σˆ(βˆspMM ))
ri(βˆspMM )/σˆ(βˆspMM )
]
λ
Assuming the underlying model y = x>β∗+e with normally distributed predictors
x and errors e and neglecting the bias results in
λS =
2EZ [ρ′1(Z)/Z]
EZ [ρ′1(Z)Z]EZ [ρ′2(Z)/Z]
λ
with Z ∼ N (0, 1).
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Proof of Theorem 2.1. Throughout the proof, we will denote the objective func-
tion as
QS(β) := σˆ
2(β) + λS
p∑
j=1
|βj |
and write ρ ≡ ρ1.
First, we show that ∗(βspS , Z) ≥ m∗/n. Replace m < m∗ observations in Z
by arbitrary values. Then
QS(0p) = σ
2(0p) + λS · 0 = σ2(0p)
with σ2(0p) the M-scale of y. As m
∗/n, equals the explosion breakdown point of
an M-scale estimator [Maronna et al., 2006, p 59, 3.22], we know that σ(0p), and
thus QS(0p), is a bounded above by a constant M < ∞, only depending on the
sample Z. Now take any β ∈ Rp with ‖β‖1 > M/λS . Then
QS(β) = σ
2(β) + λS‖β‖1 ≥ λS‖β‖1 > M ≥ σ(0p) = QS(0p).
Thus such a β cannot be the sparse S-estimator and we can conclude that
‖βˆspS‖1 ≤M/λS
and therefore ∗(βspS , Z) ≥ (m∗ + 1)/n.
To show that ∗(βspS , Z) ≤ m∗/n, we adapt the proof of Maronna et al.(2006,
Theorem 5.1): Replace the last m = m∗ observations (xi, yi) with (Nx0, N2),
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where N ∈ N, x0 ∈ Rp and ‖x0‖2 = 1, and denote this contaminated sample by
ZN . We will show now that the sequence of sparse S-estimates βˆ
N
spS based on these
samples ZN cannot be bounded. Denote ri(β) = yi − x>i β for i = 1, . . . , n −m
and rN (β) = N
2 −Nx>0 β = ri(β) for i > n−m.
Assume that the sequence (βˆ
N
spS)N∈N is bounded. This implies that
|rN (βˆNspS)| −−−−→
N→∞
∞. As σˆ(βˆNspS) fulfills the M-scale equation, (R1) and because
m/n > b/ρ(∞), we get a contradiction if σˆ(βˆNspS) was bounded:
b =
1
n
n−m∑
i=1
ρ(
ri(βˆ
N
spS)
σˆ(βˆ
N
spS)
) +
m
n
ρ(
rN (βˆ
N
spS)
σˆ(βˆ
N
spS)
) ≥ m
n
ρ(
rN (βˆ
N
spS)
σˆ(βˆ
N
spS)
) > b
for N sufficiently large. Therefore,
lim
N→∞
σˆ(βˆ
N
spS) =∞ (2.26)
Define the unbounded series β˜
N
:= N/2 x0 with N ∈ N. Then rN (β˜N ) =
N2/2, as ‖x0‖2 = 1 and ri(β˜N ) = yi − x>i x0N/2. Using the same reasonings as
above, we can show that
lim
N→∞
σˆ(β˜
N
) =∞
and that
lim
N→∞
1
N
σˆ(β˜
N
) =∞. (2.27)
As nb/m < ρ(∞), and because (R1), we know that there exists a single γ ∈ R
such that
ρ(
1
γ
) =
nb
m
. (2.28)
Each element of the sequence (βˆ
N
spS)N∈N fulfills the M-scale equation. Using
(2.26), (R1) and the assumption that the sequence (βˆ
N
spS)N∈N is bounded, we see
that
nb = lim
N→∞
n−m∑
i=1
ρ(
ri(βˆ
N
spS)
σˆ(βˆ
N
spS)
) +mρ(
1− 1N x>0 βˆ
N
spS
1
N2 σˆ(βˆ
N
spS)
)
= mρ(
1
limN→∞ 1N2 σˆ(βˆ
N
spS)
).
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Together with (2.28), we see that
lim
N→∞
1
N2
σˆ(βˆ
N
spS) = γ. (2.29)
Using (2.27), we can analogously show that
nb = lim
N→∞
n−m∑
i=1
ρ(
ri(β˜
N
)
σˆ(β˜
N
)
) +mρ(
N2
2
σˆ(β˜
N
)
) = ρ(
1
2 limN→∞ 1N2 σˆ(β˜
N
)
)
yielding
lim
N→∞
1
N2
σˆ(β˜
N
) =
γ
2
. (2.30)
Equations (2.29) and (2.30) imply that
σˆ(βˆ
N
spS) > σˆ(β˜
N
) for large N. (2.31)
As (βˆ
N
spS)N∈N is bounded, Equation (2.29) combined with (2.26) gives
lim
N→∞
1
N2
σˆ(βˆ
N
spS) +
λS‖βˆNspS‖1
N2σˆ(βˆ
N
spS)
= γ (2.32)
For the unbounded sequence (β˜
N
)N∈N, we first use the fact that the L1- and
L2-norm are topologically equivalent, i.e. that 0 ≤ ‖β˜N‖1 ≤ cN/2 for some c > 0.
Then it follows from (2.27) combined with (2.30) that
lim
N→∞
1
N2
σˆ(β˜
N
) +
λS‖β˜N‖1
N2σˆ(β˜
N
)
=
γ
2
. (2.33)
From Equations (2.32) and (2.33), we can deduce that
1
N2
σˆ(βˆ
N
spS) +
λS‖βˆNspS‖1
N2σˆ(βˆ
N
spS)
>
1
N2
σˆ(β˜
N
) +
λS‖β˜N‖1
N2σˆ(β˜
N
)
for large N. (2.34)
Multiplying Equations (2.31) and (2.34), leads to the contradiction
QS(βˆ
N
spS) > QS(β˜
N
).
Therefore, the sequence βˆ
N
spS cannot be bounded, thus, there is breakdown.
64 Sparse S- and MM-estimation
Proof of Theorem 2.2. Throughout the proof, we will denote for any Z = (X,y)
and any β ∈ Rp
QM (β) :=
1
n
n∑
i=1
ρ2(
yi − x>i β
σˆspS
)σˆ2spS + λ‖β‖1.
Let Z˜ = {(x˜i, y˜i), i = 1, . . . , n} be a data set where m < m∗ observations have
been replaced by arbitrary values. As m < m∗, we know that there exists a
constant M <∞ such that σˆ2(0p) < M . By definition of the sparse S-estimator,
we get
σˆ2spS ≤ σˆ2spS + λ‖βˆspS‖1 = QS(βˆspS ≤ QS(0p) = σˆ2(0p) < M.
It follows that:
QM (0p) =
1
n
n∑
i=1
ρ2(
y˜i
σˆspS
)σˆ2spS + 0 ≤ ρ2(∞)σˆ2spS ≤ ρ2(∞)M.
Now consider any β ∈ Rp with ‖β‖1 > Mρ2(∞)/λ. We get
QM (β) =
1
n
n∑
i=1
ρ2(
y˜i − x˜>i β
σˆspS
) + λ‖β‖1 ≥ λ‖β‖1 > Mρ2(∞) ≥ QM (0p)
leading to a contradiction. We conclude that ‖βˆspMM‖1 ≤ ρ2(∞)/λ and hence
there is no breakdown.
Proof of Lemma 2.3. Differentiating the M-scale equation (2.9) w.r.t. β yields
∂
∂β
σ(β) = − EH [ψ1(r˜(β))x]
EH [ψ1(r˜(β))r˜(β)]
, (2.35)
where r˜(β) = (y − x>β)/σ(β). From (2.8), we get the first order condition, in
which (2.35) can be plugged in, resulting in
2σ(β)EH [ψ1(r˜(β))x] = λSJ ′(β)EH [ψ1(r˜(β))r˜(β)]. (2.36)
For the contaminated distribution F = (1 − )F + δ(x0,y0), we denote β =
βpenS(F). Note that β0 = βpenS . Evaluating (2.36) at F, differentiating with
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respect to  and taking the limit for  going to 0 yields
2D>IF (βpenS)EF [ψ1(r˜S)x]− 2σpenSEF [ψ1(r˜S)x]
− 2EF [ψ′1(r˜S)x>IF (βpenS)x]− 2EF [ψ′1(r˜S)r˜SD>IF (βpenS)x]
+ 2σpenSψ1(r˜
S
0 )x0 =
= λS diag(J
′′(βpenS))IF (βpenS)EF [ψ1(r˜S)r˜S ]− λSJ ′(βpenS)EF [ψ1(r˜S)r˜S ]
− λSJ ′(βpenS)EF [ψ′1(r˜S)r˜Sx>]IF (βpenS)/σpenS (2.37)
− λSJ ′(βpenS)EF [ψ1(r˜S)(r˜S)2]/σpenSD>IF (βpenS)
− λSJ ′(βpenS)EF [ψ1(r˜S)x>]IF (βpenS)/σpenS
− λSJ ′(βpenS)EF [ψ1(r˜S)r˜S ]/σpenSD>IF (βpenS)
+ λSJ
′(βpenS)ψ1(r˜
S
0 )r˜
S
0 ,
where IF (βpenS) is an abbreviation for IF ((x0, y0),βpenS , F ) and
D = ∂∂β [σ(β)]|β=βpenS . Using (2.35), we see that
− λSJ ′(βpenS)EF [ψ1(r˜S)x>]IF (βpenS)/σpenS
− λSJ ′(βpenS)EF [ψ1(r˜S)r˜S ]/σpenSD>IF (βpenS) = 0.
From (2.36), we learn that
2σpenSEF [ψ1(r˜S)x] = λSJ ′(βpenS)EF [ψ1(r˜S)r˜S ].
Thus, (2.37) simplifies to
2EF [ψ1(r˜S)x]D>IF (βpenS)
− 2EF [ψ′1(r˜S)xx>]IF (βpenS)− 2EF [ψ′1(r˜S)r˜Sx]D>IF (βpenS)
+ 2σpenSψ1(r˜
S
0 )x0 =
= λSEF [ψ1(r˜S)r˜S ] diag(J ′′(βpenS))IF (βpenS)
− λSJ ′(βpenS)/σpenSEF [ψ′1(r˜S)r˜Sx>]IF (βpenS)
− λSJ ′(βpenS)/σpenSEF [ψ1(r˜S)(r˜S)2]D>IF (βpenS) + λSJ ′(βpenS)ψ1(r˜S0 )r˜S0 .
Substituting D = −λS/(2σpenS)J ′(βpenS) results in (2.12).
Proof of Lemma 2.4. Let F = (1− )F + δ(x0,y0) be the contaminated distribu-
tion. Evaluating the first order condition
EH [ψ2(
y − x>βpenMM (H)
σ(βpenS(H))
)x]σ(βpenS(H)) = λJ
′(βpenMM (H)) (2.38)
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at F, differentiating with respect to  and taking the limit for  going to 0 results
in
EF [ψ2(r˜)x] +
1
σpenS
EF [ψ′2(r˜)xx>]IF (βpenMM )
+
1
σpenS
EF [ψ′2(r˜)r˜x]
∂
∂
[σ(βpenS(F))]|=0 − ψ2(r˜0)x0 =
=
λ
σ2penS
J ′(βpenMM )
∂
∂
[σ(βpenS(F))]|=0− (2.39)
− λ
σpenS
diag(J ′′(βpenMM )IF (βpenMM ),
where IF (βpenMM ) is an abbreviation for IF ((x0, y0),βpenMM , F ).
Differentiating the M-scale equation (2.9) at the contaminated model F, dif-
ferentiating with respect to  and taking the limit of  approaching zero, we obtain
∂
∂
[σ(βpenS(F))]|=0 = (2.40)
=
λS
2σpenS
J ′(βpenS)
>IF (βpenS) +
σpenS
EF [ψ1(r˜S)r˜S ]
(ρ1(r˜
S
0 )− EF [ρ1(r˜S)])
using the abbreviation IF (βpenS) = IF ((x0, y0),βpenS , F ). Furthermore, (2.38)
yields
λ
σpenS
J ′(βpenMM ) = EF [ψ2(r˜)x]. (2.41)
Substituting (2.40) and (2.41) into (2.39) gives (2.13).
Theorem 2.5. Without loss of generality let βspS(F ) = (β˜1, . . . , β˜k, 0, . . . , 0)
>
with k ≤ p and β˜j 6= 0 for j = 1, . . . , k. The influence function of the sparse
S-functional is given by
IF ((x0, y0),βspS , F ) =
(
C−1(λS ψ(r˜0)r˜01k − 2σspS ψ(r˜0)(x0)1:k)
0p−k
)
, (2.42)
where zs:t = (zs, zs+1, . . . , zt)
>, σspS = σ(βspS(F )), r˜ = (y − x>βspS(F ))/σspS,
r˜0 = (y0 − x>0 βspS(F ))/σspS, ψ = ρ′1 and
C =− λS
σspS
1kEF [ψ(r˜)x1:k]> − 2EF [ψ′(r˜)x1:kx>1:k] +
λS
σspS
EF [ψ
′(r˜)r˜ x1:k]1>k +
+
λS
σspS
1kEF [ψ
′(r˜)r˜ x>1:k]−
λ2S
2σ2spS
1k1
>
k EF [ψ′(r˜)r˜2],
for any value of λS different from |2σspSEF [ψ(r˜)xj ]/EF [ψ(r˜)r˜]| for j = k +
1, . . . , p.
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Proof of Theorem 2.5. We can approximate the L1-penalty |β| by a sequence of
smooth penalties
JK(β) = β tanh(Kβ), (2.43)
for K tending to infinity. The corresponding functional
βK(H) = arg min
β∈Rp
σ2(β) + λS
p∑
j=1
JK(βj) (2.44)
is a penalized S-estimator with twice differentiable penalty. Therefore its influence
function is given by (2.12). We first have to compute the limits limK→∞ J ′K(βK(F ))
and limK→∞ J ′′K(βK(F )).
Denote for brevity βK = βK(F ) and βspS = βspS(F ). We know that
limK→∞(βK)j 6= 0 for j = 1, . . . , k. Thus, there exists a K∗ ∈ N such that
(βK)j 6= 0 for all K ≥ K∗ and j = 1, . . . , k. Therefore we will from now on only
consider K ≥ K∗ and hence assume w.l.o.g. that (βK)j 6= 0 for j = 1, . . . , k.
Straightforward calculus, starting from (2.43), result then in
lim
K→∞
(J ′K(βK))j = 1 and lim
K→∞
(J ′′K(βK))j = 0 for j = 1, . . . , k.
(2.45)
For j = k + 1, . . . , p, taking the limit of the first order conditions yields
lim
K→∞
J ′K(βK) =
2σspS
λSEF [ψ(r˜)r˜]
EF [ψ(r˜)x]. (2.46)
This implies that limK→∞(J ′K(βK))j is a finite constant. Furthermore, by differ-
entiating JK(βK) = β tanh(Kβ), we get
J ′K((βK)j) = tanh(K(βK)j) +K(βK)j −K(βK)j tanh2(K(βK)j). (2.47)
Using (2.46) and (2.47), we see that
lim
K→∞
K(βK)j tanh
2(K(βK)j) = (2.48)
=
2σspS
λSEF [ψ(r˜)r˜]
EF [ψ(r˜)xj ] + lim
K→∞
tanh(K(βK)j) + lim
K→∞
K(βK)j .
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Now we can plug (2.48) into the second derivative of the penalty
lim
K→∞
J ′′K((βK)j) = ( lim
K→∞
2K)
(
− lim
K→∞
K(βK)j tanh(K(βK)j) + 1+
+ ( lim
K→∞
K(βK)j tanh
2(K(βK)j))( lim
K→∞
tanh(K(βK)j))−
− lim
K→∞
tanh2(K(βK)j)
)
= (2.49)
=( lim
K→∞
2K)
(
1 +
2σspS
λSEF [ψ(r˜)r˜]
EF [ψ(r˜)xj ] lim
K→∞
tanh(K(βK)j)
)
.
As limK→∞ tanh(K(βK)j) ∈ [−1, 1] and |2σspSEF [ψ(r˜)xj ]/(λSEF [ψ(r˜)r˜])| 6= 1
for j = k + 1, . . . , p,
lim
K→∞
|J ′′K((βK)j)| =∞ for j = k + 1, . . . , p. (2.50)
To compute limK→∞ IF ((x0, y0),βK , F ), denote
BK = λSJ
′
K(βK)ψ(r˜
K
0 )r˜
K
0 − 2σKψ(r˜K0 )x0
and
AK =− λS
σK
J ′K(βK)EF [ψ(r˜K)x]> − 2EF [ψ′(r˜K)xx>]
+
λS
σK
EF [ψ′(r˜K)r˜Kx](J ′K(βK))>−
− λSEF [ψ(r˜K)r˜K ] diag(J ′′K(βK)) +
λS
σK
J ′K(βK)EF [ψ′(r˜K)r˜Kx>]−
− λ
2
S
2σ2K
J ′K(βK)EF [ψ′(r˜K)r˜2K ](J ′K(βK))>,
where σK = σ(βK(F )), r˜
K = (y−x>βK)/σK and r˜K0 = (y0−x>0 βK)/σK . Then
limK→∞ IF ((x0, y0),βK , F ) = limK→∞A
−1
K BK .
Using (2.45) and (2.46), we can show that
lim
K→∞
BK =
(
λSψ(r˜0)r˜01k − 2σspSψ(r˜0)(x0)1:k
2σspSψ(r˜0)r˜0EF [ψ(r˜)x(k+1):p]/EF [ψ(r˜)r˜]− 2σspSψ(r˜0)(x0)(k+1):p
)
.
(2.51)
Let us now compute limK→∞A−1K . Denoting
CK = AK + λSEF [ψ(r˜K)r˜K ] diag(J ′′K(βK))
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yields
lim
K→∞
A−1K =
= lim
K→∞
(
CK − λSEF [ψ(r˜K)r˜K ]
(
diag(J ′′K((βK)1:k)) 0
0 diag(J ′′K((βK)(k+1):p))
))−1
.
Splitting CK up into
CK =
(
CK11 C
K
12
CK21 C
K
22
)
with CK11 ∈ Rk×k and CK22 ∈ R(k+1)×(k+1), and using the formula for the inverse
of a partitioned matrix [Magnus and Neudecker, 2002, p12], we get
lim
K→∞
A−1K = (2.52)
= lim
K→∞
(
(C˜K11)
−1 + (C˜K11)
−1CK12G
−1
K C
K
21(C˜
K
11)
−1 −(C˜K11)−1CK12G−1K
−G−1K CK21(C˜K11)−1 G−1K
)
where C˜K11 = C
K
11 − EF [ψ(r˜K)r˜K ] diag(J ′′K((βK)1:k)) and
GK = C
K
22 − λSEF [ψ(r˜K)r˜K ] diag(J ′′K((βK)(k+1):p))− CK21(C˜K11)−1CK12.
Let νK1 , . . . , ν
K
p−k denote the ranked eigenvalues of HK := C
K
22 − CK21(C˜K11)−1CK12.
Let us now compute limK→∞G−1K : As −λSEF [ψ(r˜K)r˜K ] diag(J ′′K((βK)(k+1):p))
is a triangular matrix, its eigenvalues equal its diagonal elements [see Seber, 2008,
p95, 6.19]. Using Seber (2008, p100, 6.31), the ranked eigenvalues µK1 , . . . , µ
K
p−k
of GK fulfill for j = 1, . . . , p− k
µKj ≥ νKj + min
`=k+1,...,p
(−λSEF [ψ(r˜K)r˜K ]J ′′K((βK)`)
µKj ≤ νKj + max
`=k+1,...,p
(−λSEF [ψ(r˜K)r˜K ]J ′′K((βK)`).
Since HK does not involve the second derivative of JK , the limit of the eigenval-
ues νKj stays bounded. Additionally, (2.50) holds. Thus, we can conclude that
limK→∞ |µKj | = ∞ for j = 1, . . . , p − k. If all eigenvalues of GK converge in
absolute value to infinity, then all eigenvalues of G−1K converge to zero. Thus,
limK→∞G−1K = 0(p−k),(p−k), the null matrix of dimension (p−k)× (p−k). Using
this and the notation of C = limK→∞ CK in (2.52), we see that
lim
K→∞
A−1K =
(
C−1 0
0 0(p−k),(p−k)
)
(2.53)
Together with (2.51), (2.53) gives (2.42).
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Theorem 2.6. Without loss of generality let
βspMM (F ) = (β˜1, . . . , β˜k, 0, . . . , 0)
> with k ≤ p and β˜j 6= 0 ∀ j = 1, . . . , k. The
influence function of the sparse MM-functional is given by
IF ((x0, y0),βspMM , F ) = (2.54)
= σspS
 (EF [ψ
′(r˜)x1:kx>1:k])
−1 · (ψ(r˜0)(x0)1:k − EF [ψ(r˜)x1:k]−
− 1σspSEF [ψ′(r˜)r˜x1:k]D(x0, y0) + λσ2spS 1kD(x0, y0))
0p−k
 ,
where
D(x0,y0) =
σspS
EF [ψ1(r˜S)r˜S ]
(ρ1(r˜
S
0 )− b)−
−
(
λS
σspS
+ (
2EF [ψ1(r˜S)x]
EF [ψ1(r˜S)r˜S ]
− λS
σspS
)1[βspS=0]
)
IF ((x0, y0),βspS , F ),
r˜ = (y − x>βspMM (F ))/σspS, r˜0 = (y0 − x>0 βspMM (F ))/σspS, r˜S = (y −
x>βspS(F ))/σspS, r˜
S
0 = (y0 − x>0 βspS(F ))/σspS, ψ = ρ′2, ψ1 = ρ′1 and
(1[βspS=0])` = 1 if (βspS)` = 0 and (1[βspS=0])` = 0 otherwise for ` = 1, . . . , p, for
any value of λ different from σspS |EF [ψ(r˜)xj ]| for j = k + 1, . . . , p.
Proof of Theorem 2.6. We can approximate the L1-penalty by the smooth penalty
(2.43). The corresponding functional
βKM (H) = arg min
β∈Rp
EF [ρ2(
y − x>β
σK
)]σ2K + λ
p∑
j=1
JK(βj)
with σK = σ(βK(H)) and βK as in (2.44) is a penalized MM-estimator with
twice differentiable penalty. So its influence function is given by (2.13). Let
βKM = βKM (F ), βspS = βspS(F ) and βspMM = βspMM (F ).
As in the Proof of Theorem 2.5, we get
lim
K→∞
(J ′K(βKM ))j = 1 and lim
K→∞
(J ′′K(βKM ))j = 0 for j = 1, . . . , k.
(2.55)
Using the first order condition, we can show that
lim
K→∞
J ′K((βKM )j) =
σspS
λ
EF [ψ(r˜)xj ] for j = k + 1, . . . , p, (2.56)
which is a finite constant as ψ is bounded and EF [|xj |] < ∞. To compute
limK→∞ J ′′KM ((βK)j), we can use (2.47) and (2.49) and get
lim
K→∞
J ′′KM ((βK)j) =
=( lim
K→∞
2K)
(
1− σspS
λ
EF [ψ(r˜)xj ] lim
K→∞
tanh(K(βKM )j)
)
.
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As we assume that |(σspS/λ)EF [ψ(r˜)xj ]| 6= 1 for j = k + 1, . . . , p,
lim
K→∞
|J ′′K((βKM )j)| =∞ for j = k + 1, . . . , p. (2.57)
To derive limK→∞ IF ((x0, y0),βKM , F ), use (2.13) and denote
BK =ψ(r˜
K
0 )x0 − EF [ψ(r˜K)x]−
1
σK
EF [ψ′(r˜K)r˜Kx]DK(x0, y0)
+
λ
σ2K
J ′K(βKM )DK(x0, y0)
and
AK =
1
σK
EF [ψ′(r˜K)xx>] +
λ
σK
diag(J ′′K(βKM ))
with σK = σ(βK(F )), r˜
K = (y − x>βKM )/σK and r˜K0 = (y0 − x>0 βKM )/σK .
Then limK→∞ IF ((x0, y0),βKM , F ) = limK→∞A
−1
K BK and
limK→∞DK(x0, y0) = D(x0, y0).
Using (2.55), (2.56), and the continuity of ψ and E,
lim
K→∞
BK =ψ(r˜0)x0 − EF [ψ(r˜)x]− 1
σspS
EF [ψ′(r˜)r˜x]D(x0, y0)
−
(
λ
σ2spS
1k
1
σspS
EF [ψ(r˜)x(k+1):p]
)
D(x0, y0). (2.58)
To compute limK→∞A−1K , we use the same ideas as in the proof of Theorem
2.5: Splitting up E[ψ′(r˜K)xx>] into
E[ψ′(r˜K)xx>] =
(
EK11 E
K
12
EK21 E
K
22
)
with EK11 ∈ Rk×k and EK22 ∈ R(p−k)×(p−k), we denote
E˜K11 = 1/σKE
K
11 + λ/σK diag(J
′′
K((βKM )1:k)) and
GK = 1/σKE
K
22 + λ/σK diag(J
′′
K((βKM )(k+1):p))− 1/σ2KEK21(E˜K11)−1EK12.
Using the formula for the inverse of a partitioned matrix [Magnus and Neudecker,
2002, p12], we can write
lim
K→∞
A−1K = lim
K→∞
(
E˜K11
1
σK
EK12
1
σK
EK21
1
σK
EK22 +
λ
σK
diag(J ′′K((βKM )(k+1):p))
)−1
= lim
K→∞
(
(E˜K11)
−1 + (E˜K11)
−1 1
σK
E12G
−1
K
1
σK
EK21(E˜
K
11)
−1 −(E˜K11)−1 1σKEK12G
−1
K
−G−1K 1σKEK21(E˜K11)−1 G
−1
K
)
(2.59)
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Let νK1 , . . . , νp−k denote the ranked eigenvalues of
HK = 1/σKE
K
22 − 1/σ2KEK21(E˜K11)−1EK12. As λ/σK diag(J ′′K((βKM )(k+1):p)) is a
triangular matrix, its eigenvalues equal its diagonal elements [see Seber, 2008,
p95, 6.19]. Using Seber (2008, p100, 6.31), the ranked eigenvalues µK1 . . . , µ
K
p−k
of GK fulfill for j = 1, . . . , p− k
µKj ≥ νKj + min
`=k+1,...,p
(
λ
σK
diag(J ′′K((βKM )`))
µKj ≤ νKj + max
`=k+1,...,p
(
λ
σK
diag(J ′′K((βKM )`))
Since HK does not involve the second derivative of JK , the limit of the eigenvalues
νKj stays bounded. Additionally, (2.57) holds. Thus, limK→∞ |µKj | = ∞ for
j = 1, . . . , p − k and, hence, limK→∞G−1K = 0(p−k),(p−k). Together with (2.59)
this gives
lim
K→∞
A−1K =
(
1
σspS
EF [ψ(r˜)x1:kx>1:k] 0
0 0(p−k),(p−k)
)
(2.60)
Using (2.58) and (2.60), we get (2.54).
Chapter 3
The Finite Sample Breakdown
Point of PCS
Abstract
The Projection Congruent Subset (PCS) is new method for finding mul-
tivariate outliers. PCS returns an outlyingness index which can be used to
construct affine equivariant estimates of multivariate location and scatter.
In this note, we derive the finite sample breakdown point of these estimators.
3.1 Introduction
Outliers are observations that depart from the pattern of the majority of the data.
Identifying outliers is a major concern in data analysis because a few outliers, if
left unchecked, can exert a disproportionate pull on the fitted parameters of any
statistical model, preventing the analyst from uncovering the main structure in
the data.
To measure the robustness of an estimator to the presence of outliers in the
data, Donoho [1982] introduced the notion of finite sample breakdown point.
Given a sample and an estimator, this is the smallest number of observations
that need to be replaced by outliers to cause the fit to be arbitrarily far from the
values it would have had on the original sample. Remarkably, the finite sample
breakdown point of an estimator can be derived without recourse to concepts
of chance or randomness using geometrical features of a sample alone [Donoho,
1982]. Recently, Vakili and Schmitt [2014] introduced the Projection Congruent
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Subset (PCS) method. PCS computes an outlyingness index, as well as estimates
of location and scatter derived from it. The objective of this paper is to establish
the finite sample breakdown of these estimators and show that they are maximal.
Formally, we begin from the situation whereby the data matrix X , is a col-
lection of n so called genuine observations drawn from a p-variate model F with
p > 1. However, we do not observe X but an n× p (potentially) corrupted data
set X ε that consists of g < n observations from X and c = n− g arbitrary values,
with ε = c/n , denoting the (unknown) rate of contamination.
Historically, the goal of many robust estimators has been to achieve high
breakdown while obtaining reasonable efficiency. PCS belongs to a small group of
robust estimators that have been designed to also have low bias (see Maronna et al.
[1992], Adrover and Yohai [2002] and Adrover and Yohai [2010]). In the context
of robust estimation, a low bias estimator reliably finds a fit close to the one it
would have found without the outliers, when c 6 n− h with h = d(n+ p+ 1)/2e.
To the best of our knowledge, PCS is the first member of this group of estimators
to be supported by a fast and affine equivariant algorithm (FastPCS) enabling its
use by practitioners. A comparison of PCS to other robust methods is provided
in Vakili and Schmitt [2014].
The rest of this paper unfolds as follows. In Section 3.2, we detail the PCS
estimator. In Section 3.3, we formally detail the concept of finite sample break-
down point of an estimator and establish the notational conventions we will use
throughout. Finally, in Section 3.4, we prove the finite sample breakdown point
of PCS.
3.2 The PCS criterion
Consider a potentially contaminated data set X of n vectors xi ∈ Rp, with n >
p + 1 > 2. Given all M =
(
n
h
)
possible h-subsets {Hm}Mm=1, PCS looks for the
one that is most congruent along many univariate projections. Formally, given
an h-subset Hm, we denote B(Hm) the set of all vectors normal to hyperplanes
spanning a p-subset of Hm. More precisely, all directions a ∈ B(Hm) define
hyperplanes {x ∈ Rp : x′a = 1} that contain p observations of Hm. For a ∈
B(Hm) and xi ∈ X , we can compute the squared orthogonal distance, d2i , of xi
to the hyperplane defined by a as
d2i (a) =
(a′xi − 1)2
||a||2 . (3.1)
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The set of the h observations with smallest d2i (a) is then defined as
Ha = {i : d2i (a) 6 d2(h)(a)}, (3.2)
where d(h) denotes the hth-order statistic of a vector d.
We begin by considering the case in which d2(h)(a) > 0. For a given subset H
m
and direction a we define the incongruence index of Hm along a as
I(Hm, a) := log
 avei∈Hm d2i (a)
ave
i∈Ha
d2i (a)
 (3.3)
with the conventions that log(0/0) := 0. This index is always positive and will
be smaller the more members of Hm correspond with, or are similar to, the
members ofHa . To remove the dependency of Equation (3.3) on a, we measure the
incongruence of Hm by considering the average over many directions a ∈ B(Hm)
as
I(Hm) := ave
a∈B(Hm)
I(Hm, a). (3.4)
The optimal h-subset, H∗, is the one satisfying the PCS criterion:
H∗ = arg min
{Hm}Mm=1
I(Hm).
Then, the PCS estimators of location and scatter are the sample mean and co-
variance of the observations with indexes in H∗:
(t∗(X ),S∗(X )) =
(
ave
i∈H∗
xi,Covi∈H∗xi
)
.
Finally, we have to account for the special case where d2(h)(a) = 0. In this case,
we enlarge H∗ to be the subset of all observations lying on a. More precisely, if
∃ a∗ ∈ B(H∗) : |{i : d2i (a∗) = 0}| > h, then H∗ = {i : d2i (a∗) = 0}.
3.2.1 Illustrative Example
To give additional insight into PCS and the characterization of a cloud of point
in terms of congruence, we provide the following example. Figure 3.1 depicts a
data set X ε of 100 observations, 30 of which come from a cluster of outliers on
the right. For this data set, we draw two h-subsets of 52 observations each.
Subset H1 (dark blue diamonds) contains only genuine observations, while
subset H2 (light orange circles) contains 27 outliers and 25 genuine observations.
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Figure 3.1: Bivariate data example. The members of H1 (H2) are depicted as
dark blue diamonds (light orange circles).
Finally, the 17 observations belonging to neither h-subset are depicted as black
triangles. For illustration’s sake, we selected the members of H2 so that their
covariance has smaller determinant than any h-subsets formed of genuine obser-
vations. Consequently, robust methods based on a characterization of h-subsets
in terms of density alone will always prefer the contaminated subset H2 over any
uncontaminated h-subset (and in particular H1).
The outlyingness index computed by PCS differs from that of other robust
estimators in two important ways. First, in PCS, the data is projected onto
directions given by p points drawn from the members of a given subset, Hm,
rather than indiscriminately from the entire data set. This choice is motivated
by the fact that when ε and/or p are high, the vast majority of random p-subsets
of {1, . . . , n} will be contaminated. If the outliers are concentrated, this yields
directions almost parallel to each other. In contrast, for an uncontaminated Hm,
our sampling strategy always ensures a wider spread of directions and this yields
better results.
The second feature of PCS is that the congruence index used to characterize
an h-subset depends on all the data points in the sample. We will illustrate this
by considering all
(
52
2
)
= 1326 members of B(H1). For each, we compute the
corresponding value of I(H1, a). Then, we sort these and plot them in Figure 3.2.
We do the same for H2. We note in passing that I(H1) < I(H2).
Consider now in particular the values of the I-index corresponding to H1 and
starting at around 1050 on the horizontal axis of Figure 3.2. These higher values of
I(H1, a) correspond to members of B(H1) that are aligned with the vertical axis
(i.e. they correspond to horizontal hyperplanes), and are much larger than the
remaining values of I(H1, a). This is because, for the data configuration shown
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Figure 3.2: Sorted values of I(Hm, a) for H1 and H2, shown as dark blue (light
orange) lines.
in Figure 3.1, the outliers do not stand out from the good data in terms of their
orthogonal distances to hyperplanes defined by the vertical directions. As a result,
this causes many outliers to enter the sets Ha and this deflates the values of the
ave
i∈Ha
d2i (a) corresponding to these directions. Since the set H
1 is fixed, there is
no corresponding effect on ave
i∈H1
d2i (a) so that the outliers will influence the values
of I(H1, a) for some directions a, even though H1 itself is uncontaminated. This
apparent weakness is an inherent feature of PCS. In the remainder of this note, we
prove the following counter-intuitive fact: outliers influence the value of I(Hm),
even when Hm is free of outliers, yet, so long as there are fewer than n − h of
them, their influence on the PCS fit will always remain bounded. In other words,
breakdown only occurs if c > n− h (see Section 3.4).
3.3 Finite sample breakdown point
To lighten notation and without loss of generality, we arrange the observed data
matrix X ε = ((X g)′, (X c)′)′ with rows {xεi}ni=1 so that the ε% of contaminated
observations X c are in the last c rows and the uncontaminated observations X g
in the first g rows. Then, X ε will refer to the set of all corrupted data setsX ε and
H is the set of all h-subsets of {1, . . . , n}, Hc = {H ∈ H : H ∩{g+1, . . . , n} 6= ∅}
the set of all h-subsets of {1, . . . , n} with at least one contaminated observation,
and Hg = {H ∈ H : H ∩ {g + 1, . . . , n} = ∅} the set of all uncontaminated
h-subsets of {1, . . . , n}.
The following assumptions (as per, for example Tyler [1994]) all pertain to
the original, uncontaminated, data set X . In the first part of this note, we
will consider the case whereby the point cloud formed by X g = {xgi }gi=1 lies
in general position in Rp. The following definition of general position is adapted
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from Rousseeuw and Leroy [1987]:
Definition 1: General position in Rp. X is in general position in Rp if no
more than p-points of X lie in any (p − 1)-dimensional affine subspace. For p-
dimensional data, this means that there are no more than p points of X on any
hyperplane, so that any p + 1 points of X always determine a p-simplex with
non-zero determinant.
Throughout, we will assume that the genuine observations contain no duplicates:
||xi − xj || > 0∀ 1 6 i < j 6 n.
For any h-subset Hm ∈ H andX ε, we will denote the sample mean and covariance
of the observations with indexes in Hm as
(tm(X ε),Sm(X ε)) =
(
ave
i∈Hm
xεi ,Covi∈Hmx
ε
i
)
.
Then, given X ε ∈ X ε, and an affine equivariant estimator of location t, we define
the bias of t at X as
bias(t,X, ε) = sup
Xε∈X ε
||t(X ε)− t(X )||.
Furthermore, given X ε ∈ X ε, genuine data X and an affine equivariant estimator
of scatter S with S(X ) positive definite (denoted from now on by S(X )  0), we
define the bias of S at X as
bias(S,X, ε) = sup
Xε∈X ε
λ1(Q
ε)
λp(Qε)
,
where Qε = (S(X )−1/2S(X ε)S(X )−1/2)  0 and λ1(Qε) (λp(Qε)) denotes the
largest (smallest) eigenvalue of a matrix Qε. Since PCS is affine equivariant (see
Appendix 1), w.l.o.g., we can set t(X ) = 0 so that the expression of bias reduces
to
bias(t,X, ε) = sup
Xε∈X ε
||t(X ε)||.
Furthermore, if that data is in general position and S(X ) is affine equivariant
then we can w.l.o.g. set S(X ) = Ip (Ip is the rank p identity matrix) so that the
expression of the bias reduces to
bias(S,X, ε) = sup
Xε∈X ε
λ1(S(X
ε))
λp(S(X ε))
.
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The finite sample breakdown points ε∗n [Maronna et al., 2006] of t and S are then
defined as
ε∗n(t,X ) = min
16c6n
{
ε =
c
n
: bias(t,X, ε) =∞
}
ε∗n(S,X ) = min
16c6n
{
ε =
c
n
: bias(S,X, ε) =∞
}
.
Finally, for point clouds X lying in general position in Rp, Davies [1987] gives a
strict upper bound for the finite sample breakdown point for any affine equivariant
location and scatter statistics (t,S), namely:
ε∗n(t,X ) 6 (n− h+ 1)/n
ε∗n(S,X ) 6 (n− h+ 1)/n (3.5)
3.4 Finite sample breakdown point of PCS
To establish the breakdown point of S∗, we first introduce two lemmas describing
properties of the I-index. Both deal with the case whereX lies in general position
in Rp. Then, we discuss the case where X does not lie in general position.
In the first lemma, we show that the incongruence index of a clean h-subset
is bounded.
Lemma 3.1. Let c 6 n− h and X lies in general position in Rp. Then
sup
Xε∈X ε
max
Hg∈Hg
max
a∈B(Hg)
I(Hg, a) 6 k(X ) (3.6)
for a fixed, positive scalar k(X ) not depending on the outliers.
Proof. Consider first the numerator of I(Hg, a). For a fixed Hg ∈ Hg, we can
find for each a ∈ B(Hg), the p observations of X g that lie furthest away from the
hyperplane defined by a. The average of their distances (as given by Equation
(3.1)) to the hyperplane a is finite and constitutes an upper bound on the average
distance of any p observations of X g to the hyperplane a. As we have at most
(
h
p
)
different directions a ∈ B(Hg) and only (n−ch ) uncontaminated subsets Hg ∈ Hg,
the upper bound of the average distances stays finite
max
Hg∈Hg
max
a∈B(Hg)
ave
i∈Hg
d2i (a) 6 U(X )
for a positive, fixed, finite scalar U(X ) not depending on the outliers. Since the
contaminated observations have no influence on the distance d2i (a) with i ∈ Hg(a)
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for a ∈ B(Hg), we can say that
sup
Xε∈X ε
max
Hg∈Hg
max
a∈B(Hg)
ave
i∈Hg
d2i (a) 6 U(X ). (3.7)
Consider now the denominator of I(Hg, a). For any Hg ∈ Hg and a ∈ B(Hg),
let Ha denote the subset that consists of the indexes of the h observations of the
observed data matrix X ε that lie closest to the hyperplane spanned by a. As
c 6 n − h and h = d(n + p + 1)/2e, Ha contains at least p + 1 uncontaminated
observations. In total, when Hg ∈ Hg is not fixed, there are at most (n−cp )
different directions a defined by a Hg ∈ Hg. For any a, the smallest value of
avei∈Ha d2i (a) is attained if the contaminated observations of H
a achieve d2i (a) =
0. As the uncontaminated observations lie in general position, we know that the
p+1 uncontaminated observations in Ha cannot lie within the same p-dimensional
subspace, i.e.
∃i ∈ Ha : d2i (a) > 0.
As the number of uncontaminated observations is fixed, we have that
min
Hg∈Hg
min
a∈B(Hg)
ave
i∈Ha
d2i (a) > l(X ) > 0 (3.8)
for a fixed positive scalar l(X ) not depending on the outliers. This inequality
holds even if the outliers have the smallest average distance that is possible (i.e.
when a : d2i (a) = 0 for the contaminated observations). Thus, Inequality (3.8)
holds for any ε-contaminated data set X ε yielding
inf
Xε∈X ε
min
Hg∈Hg
min
a∈B(Hg)
ave
i∈Ha
d2i (a) > l(X) > 0. (3.9)
Using Equation (3.3) and the Inequalities (3.7) and (3.9), we get (3.6).
In the following lemma we show the boundedness of the elements of the optimal
subset H∗.
Lemma 3.2. Let c ≤ n − h and assume that X lies in general position in Rp.
Then
‖xεi‖ ≤ r(X ) ∀i ∈ H∗ (3.10)
for a fixed, positive scalar r(X ) not depending on the outliers.
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Proof. From (3.6), we know that I(Hg) ≤ k(X ) for all uncontaminated h-subsets.
By definition of the optimal subset H∗, we know that I(H∗) ≤ k(X ). Therefore,
I(H∗, a) ≤ k1(X ) ∀a ∈ B(H∗).
The definition of I(H∗, a) then yields for all i ∈ H∗
d2i (a) ≤ k2(X ) max
j∈Ha
d2j (a) ∀a ∈ B(H∗). (3.11)
From the definition of Ha , we obtain
max
j∈Ha
d2j (a) ≤ max
j∈G
d2j (a) ∀a ∈ B(H∗). (3.12)
Denote G+ = {G∩H∗}. As argued in Lemma 3.1, |G+| ≥ p+ 1. Let B+(H∗)
be the set of all directions a ∈ B(H∗) defining a hyperplane spanned by a p-subset
of G+. For a ∈ B+(H∗), maxj∈G d2j (a) only depends on the uncontaminated
observations and therefore (3.11) and (3.12) lead to
d2i (a) ≤ k3(X ) ∀a ∈ B+(H∗).
Replacing d2i with its definition, we obtain for all i ∈ H∗
|a′xεi | ≤ k4(X ) ∀a ∈ B+(H∗). (3.13)
As mentioned |G+| ≥ p + 1, which implies that |B+(H∗)| ≥ p + 1. Since the
uncontaminated observations lie in general position, any p vectors a ∈ B+(H∗)
form a basis of Rp. Let a1, . . . , ap be such a basis. Any vector xεi can then be
represented with respect to this basis:
xεi =
p∑
j=1
(a′jx
ε
i )aj . (3.14)
For i ∈ H∗, we know from (3.13) that all coordinates of xεi are bounded. Thus,
(3.14) yields (3.10).
With Lemmas 3.1 and 3.2, we are now able to derive the finite sample break-
down point of the PCS of S∗ and t∗.
Theorem 3.3. For n > p + 1 > 2 and X in general position, the finite sample
breakdown point of S∗ is
ε∗n(S,X ) =
n− h+ 1
n
.
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Proof. Consider first the situation where c 6 n − h. Then any h-subset Hm of
X ε contains at least p + 1 members of G. In particular, for the chosen h-subset
H∗, denote G∗ = {H∗ ∩ {1, . . . , g}} with |G∗| > p + 1. The members of G∗ are
in general position so that avei∈G∗(xεi − t)(xεi − t)′  0 for any t ∈ Rp. But
S∗(X ε) = avei∈H∗(xεi −t∗)(xεi −t∗)′ and avei∈H∗\G∗(xεi −t∗)(xεi −t∗)′  0 so that
λp(S
∗(X ε)) ≥ λp( ave
i∈G∗
(xεi − t∗)(xεi − t∗)′)
≥ min
G⊆{1,...,n},|G|≥p+1
λp(ave
i∈G
(xi − t∗)(xi − t∗)′) > 0
[Seber, 2008, 10.56]. Since the last part of this inequality does not depend on
X ε, this implies that inf
Xε∈X ε
λp(S
∗(X ε)) > 0. Thus for breakdown to occur, the
numerator of Equation (3.5), λ1(S
∗(X ε)), must become unbounded. However, in
Appendix 2, we show that
λ1(S
∗(X ε)) 6 max
i∈H∗
||xεi ||2. (3.15)
Together with (3.10), this yields
sup
Xε∈X ε
λ1(S
∗(X ε)) ≤ (r(X ))2
and thus, no breakdown occurs.
Since PCS is affine and shift equivariant, when c > n − h, we have by Equa-
tion (3.5) that S∗(X ε) breaks down.
Equation (3.5) and Theorem 1 show that the breakdown point of S∗ is maxi-
mal. The following theorem shows that the breakdown point of t∗ is also maximal.
Theorem 3.4. For n > p + 1 > 2 and X in general position, the finite sample
breakdown point of t∗ is
ε∗n(t,X ) =
n− h+ 1
n
.
Proof. Consider first the situation where c 6 n − h. In Lemma 3.2, we showed
that under this condition max
i∈H∗
||xεi || ≤ r(X ). Then, we have by homogeneity of
the norm and the triangle inequality that
sup
Xε∈X ε
||t∗(X ε)|| = sup
Xε∈X ε
1
h
∑
i∈H∗
‖xεi‖ 6 r(X ) (3.16)
For the case of c > n−h, Equation (3.5) and affine equivariance imply that t∗(X ε)
breaks down.
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We now relax the assumption that the members of X g lie in general position
in Rp and substitute it by the weaker condition that they all lie in general position
on a common subspace in Rq for some q < p. Then PCS has the so-called exact
fit property. Recall that a are hyperplanes defined by p points drawn from an h-
subset H ∈ H. If there are at least h points lying on a subspace, then there exists
an h-subset of points from this subspace. Let H˜ be this subset. Then, for any
a+ ∈ B(H˜), both the numerator and denominator of Equation (3.3) equal zero and
so I(H˜) = 0. Thus, we have without loss of generality that H∗ = {i : d2i (a+) = 0}.
In summary this means that if h or more observations lie exactly on a subspace,
the fit given by the observations in H∗ will coincide with this subspace, which is
the definition of the so-called exact fit property. Of course, since |H∗| > h, H∗
may contain outliers. Given H∗, one may proceed with the much simpler task of
identifying the at most |H∗| − h outliers in this smaller set of observations on a
rank q subspace spanned by the members of H∗.
3.5 Appendix - Affine equivariance of t∗ and S∗
Recall that a location vector t(X ε) and a scatter matrix S(X ε) are affine equiv-
ariant if for any non-singular p× p matrices B and p-vector b it holds that:
t(X εB ′ + 1pb′) = Bt(X ε) + b
S(X εB ′ + 1pb′) = BS(X ε)B ′.
Consider now affine transformations of X ε:
yεi = Bx
ε
i + b, i = 1, . . . , n. (3.17)
for any non-singular p × p matrix B and p-vector b. The directions ax (ay) are
orthogonal to hyperplanes through p-subsets of X ε (Y ε). Since ||xgi − xgj || >
0 ∀ 1 6 i < j 6 g, we can disregard all duplicated rows of X ε (and their partner
duplicates in Y ε), so that, w.l.o.g. all p-subsets of X ε (Y ε) yield a p × p matrix
with unique rows. Let p0 be any such p-subset of {1 : n}, and a0x and a0y the
hyperplanes through {xi}i∈p0 and {yi}i∈p0 . Since Equation (3.17) describes an
affine transformation, it preserves collinearity:
{i : x′ia0x = 1} = {i : y ′ia0y = 1}, (3.18)
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and the ratio of lengths of intervals on univariate projections [Weisstein, 2002,
sec. 36]:
ave
i∈Hm
||x′ia0x − ave
i∈p0
x′ia
0
x||
ave
i∈H(a0x)
||x′ia0x − ave
i∈p0
x′ia
0
x||
=
ave
i∈Hm
||y ′ia0y − ave
i∈p0
y ′ia
0
y||
ave
i∈H(a0y)
||y ′ia0y − ave
i∈p0
y ′ia
0
y||
, (3.19)
where for readability we denote Ha as H(a). Equation (3.18) and (3.19) imply
I(Hm, a0x) = I(H
m, a0y). (3.20)
Equation (3.20) holds for any p-subset of Hm. Therefore, denoting Bx(H
m) all
directions perpendicular to hyperplanes through p elements of {xεi}i∈Hm , and
By(H
m) the same but for {yεi}i∈Hm), it holds that
ave
ax∈Bx(Hm)
I(Hm, ax) = ave
ay∈By(Hm)
I(Hm, ay), m = 1 . . . ,M
and in particular for Hm = H∗. Since #{H∗} > p + 1, we have that if the
members of H∗ lie in general position in Rp,
ave
i∈H∗
(Bxεi + b) = B ave
i∈H∗
(xεi ) + b,
Covi∈H∗(Bxεi + b) = BCovi∈H∗(x
ε
i )B
′.
Hence, (t∗(X ε),S∗(X ε)) are affine equivariant.
3.6 Appendix - Proof of Equation 3.15
Here, we show that λ1(S
∗(X ε)) 6 max
i∈H∗
||xεi ||2. The first eigenvalue of S∗(X ε) is
defined as
λ1(S
∗(X ε)) = Vari∈H∗((xεi )
′d)
for d = arg max
||d˜||=1
Var
i∈H∗
((xεi )
′d˜). Furthermore,
Vari∈H∗((xεi )
′d) = ave
i∈H∗
(((xεi )
′d)2)− ( ave
i∈H∗
((xεi )
′d))2.
Hence, we have that
Vari∈H∗((xεi )
′d) 6 ave
i∈H∗
(((xεi )
′d)2) 6 max
i∈H∗
(((xεi )
′d)2) = max
i∈H∗
||(xεi )′d||2.
Using Cauchy-Schwartz,
max
i∈H∗
||(xεi )′d||2 6 (max
i∈H∗
||d||||xεi )||)2,
and ||d|| = 1. Thus, λ1(S∗(X ε)) 6 max
i∈H∗
||xεi ||2.
Chapter 4
The shooting S-estimator for
cellwise robust regression
Abstract
To perform multiple regression, the least squares estimator is commonly
used. However, this estimator is not robust to outliers. Therefore, robust
methods such as S-estimation have been proposed. These estimators flag
any observation with a large residual as an outlier and downweight it in
the further procedure. However, a large residual may be caused by an
outlier in only one single predictor variable, and downweighting the complete
observation results in a loss of information. Therefore, we propose the
shooting S-estimator, a regression estimator that is especially designed for
situations where a large number of observations suffer from contamination
in a small number of predictor variables. The shooting S-estimator combines
the ideas of the coordinate descent algorithm with simple S-regression, which
makes it robust against componentwise contamination, at the cost of failing
the regression equivariance property.
4.1 Introduction
In robust statistics it is generally assumed that the majority of observations is
totally free of contamination. Any observation that deviates from the model is
as a whole flagged as an outlier, even if only one component of the observation
is contaminated. In case only a small number of predictor variables cause the
deviation from the model, a lot of information is lost through downweighting the
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whole observation. Therefore, it seems more appropriate to not consider whole
observations as outliers but only those components that really deviate from the
model. This is especially useful if the majority of observations is contaminated in
only a small number of variables. Imagine, for example, a regression setting where
in every observation one single predictor variable is contaminated. Here the usual
robust methods break down, as there is not one single clean observation. But
the majority of the cells of the design matrix is still clean and thus the majority
of the data is still clean. In this setting, it is more suitable to use techniques
developed for cellwise contamination (componentwise contamination) rather than
those developed for rowwise contamination.
Alqallaf et al. [2009] extend the rowwise contamination model to also cover
cellwise contamination. They define the influence function and the breakdown
point in this setting and derive them for some multivariate location estimators,
showing that these cannot cope with cellwise contamination. For principal com-
ponent analysis, Van Aelst et al. [2010a] develop a method based on pairwise
correlation that can deal with cellwise contamination. The same authors propose
versions of the Stahel-Donoho estimator based on Huberized outlyingness [see
Van Aelst et al., 2012] and cellwise weights [see Van Aelst et al., 2011].
In this paper we derive a regression estimator, called the shooting S-estimator,
that can cope with cellwise contamination. It combines the ideas of the coordinate
descent algorithm (’shooting algorithm’) [see Friedman et al., 2007; Fu, 1998]
with simple regression S-estimation [see Maronna et al., 2006]. In Section 4.2,
we introduce the estimator. An algorithm is proposed in Section 4.3. We show
simulation results in Section 4.4 where we compare the shooting S-estimator to
the least squares estimator and the robust S- and MM-estimators. Real data
examples are presented in Section 4.5 and Section 4.6 concludes.
4.2 Motivation
Our shooting S-estimator uses the idea of the coordinate descent algorithm [see
Friedman et al., 2007], also called shooting algorithm [Fu, 1998]. Originally,
this method performs, variable by variable, simple lasso regression. Tseng [2001]
showed that by iteratively looping through all variables, it converges to the lasso
estimate for any starting value. However, it is well known that the lasso estimate
is not robust [see e.g. Alfons et al., 2013]. In the shooting S-estimator, we achieve
robustness by replacing the lasso estimation with unpenalized S-estimation [see
Maronna et al., 2006]. In contrast to ordinary S-regression, the coordinate-wise
4.2. Motivation 87
approach of the coordinate descent algorithm allows us to weight all components
of an observation differently.
The lasso estimate is defined as
βˆLasso = arg min
β∈Rp
1
n
n∑
i=1
(yi −
p∑
j=1
xijβj)
2 + 2λ
p∑
j=1
|βj |.
In the coordinate descent algorithm, to update the estimate of the lasso coefficient
βˆj (j = 1, . . . , p), all other coefficients are kept fixed at βˆk (k 6= j)
βˆj,Lasso = arg min
βj∈R
1
n
n∑
i=1
((yi −
∑
k 6=j
xikβˆk)− xijβj)2 + 2λ
∑
k 6=j
|βˆk|+ 2λ|βj |
= argmin
βj∈R
1
n
n∑
i=1
((yi −
∑
k 6=j
xikβˆk)− xijβj)2 + 2λ|βj |. (4.1)
This can be seen as simple lasso regression where the new response
y
(j)
i = yi −
∑
k 6=j
xikβˆk, i = 1, . . . , n, (4.2)
is regressed on xij , for a fixed value of j.
For the shooting S-estimator, we want to make sure that the new response
y˜
(j)
i , to be defined below, is not influenced by outliers in the cells xik. Therefore,
we first define regression weights
wik = w(
|y˜(k)i − xikβˆk|
σˆk
) (4.3)
where the argument of the weighting function w(·) is the residual of regressing
y˜
(k)
i on xik, scaled by a robust residual scale σˆk. Thus, wik determines the ‘out-
lyingness’ of the cell xik in the regression y˜
(k)
i on xik. The weighting function
should be non-increasing on the positive numbers and take values in the interval
[0, 1]. Our preferred option - for reasons of simplicity - is hard rejection, where
w(r) = 1 if r ≤ c and 0 otherwise. Choosing the cut-off value c = 3, less than
0.3% of clean observations are expected to be flagged as outliers in the regression
model with normal errors. Of course, other choices for the weight function are
possible.
The new response is defined as
y˜
(j)
i = yi −
∑
k 6=j
x˜ikβˆk with x˜ik = wikxik + (1− wik)xˆik (4.4)
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The difference with (4.2) is that in the computation of the new response the values
xik are replaced by a convex combination x˜ik of the observed value xik and of
a ‘corrected’ value xˆik. As we know y˜
(k)
i and βˆk, this ‘corrected’ value xˆik is
computed through calibration [Brown, 1982]:
xˆik =
y˜
(k)
i
βˆk
. (4.5)
(To avoid computational problems, we set xˆik = 0 in case |βˆk| is small.) The x˜ik
can be interpreted as a cleaned version of the cell value xik in the design matrix.
If an observation is flagged as an outlier and gets a zero weight, the x˜ik equals the
‘corrected’ value xˆik. If an observation is declared as clean and gets a weight of
one, the cleaned version equals the observed value. Note that xˆik and wik depend
on βˆk, for k 6= j.
To compute the regression estimate βˆj , we use instead of the lasso as in (4.1),
the robust unpenalized simple S-regression estimator. This leads us to the shoot-
ing S-estimator, which is defined variablewise conditional on knowing the other
estimates βˆk with k 6= j,
βˆj = arg min
β∈R
σˆj(β) (4.6)
with σˆj(β) defined as solution s of the equation
1
n
n∑
i=1
ρ(
y˜
(j)
i − xijβ
s
) = δ. (4.7)
Hence, σˆj(βˆj) is an M-estimator of scale computed from the residuals. Here
δ equals the expected value of the ρ-function at the normal distribution, i.e.
δ = E[ρ(Z)] with Z ∼ N (0, 1). It is chosen such that the breakdown point of the
estimator is not too low, while its efficiency is high enough. A higher value of δ
implies a higher breakdown point, but a lower efficiency [see e.g. Rousseeuw and
Leroy, 1987, Chapter 3.4].
As a ρ-function we will use either Tukey’s biweight
ρBI(z) =

k2BI
6 (1− (1− ( zkBI )2)3) if |z| ≤ kBI
k2BI
6 if |z| > kBI ,
(4.8)
or the skipped Huber
ρskH(z) =
 12z2 if |z| ≤ kskHk2skH
2 if |z| > kskH .
(4.9)
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These two ρ-functions are quite different in nature. The skipped Huber loss is
quadratic in a central region [−kskH , kskH ] and constant outside this interval.
Thus, skipped Huber is a skipped version of the quadratic loss. In contrast, the
biweight loss is designed to be smooth while still bounding the effect of extreme
values. Apart from those two loss functions any ρ-function [see Maronna et al.,
2006, p31, Def 2.1] could be used as well.
The shooting S-estimator fulfills some natural equivariance properties. As-
sume a regression model with intercept. The estimator is computed using the
coordinate descent algorithm with starting value described in Section 4.3. If a
constant a is added to an explanatory variable, the corresponding estimate of the
slope coefficient βˆj stays unchanged, while the intercept shifts by aβˆj . If a con-
stant a is added to the response, none of the estimated coefficients changes and
the intercept shifts by a. These properties can be shown using Equations (4.3),
(4.4), (4.5) and (4.6), as well as the properties of the proposed initial estimator. If
a multiple γ of an explanatory variable is added to the response, we would like the
corresponding slope coefficient to become γ+ βˆj . This type of regression equivari-
ance is fulfilled if the starting value has this property. Since the proposed starting
value uses Huberized values for the predictor variables, this property does not
fully hold, although one could say that for the converged estimator it ‘practically’
holds. A small (not reported) numerical study confirms this.
4.3 Algorithm
To compute the shooting S-estimate described in Section 4.2, we use an iterative
procedure similar to the coordinate descent algorithm. We first describe the
iteration steps, and afterwards the determination of initial values (see Algorithm 1
for details). We assume that the model contains an intercept, denoted by α.
Loop. In each step of the coordinate descent loop (with fixed j), we calculate
the y˜
(j)
i by (4.4) and (4.5) and then compute the simple regression S-estimate of
the y˜
(j)
i on the xij . To do this, we use the iteratively reweighted least squares
(IRLS) algorithm recommended by Maronna et al. [2006]. It consists of another
iterative algorithm. In each iteration, called an I-step, a weighted least squares
estimate of βj is calculated and subsequently, a new value of the M-estimator of
scale σˆj(βˆj) is computed by searching a fixed point of a recursive version of (4.7),
f(s) = 1/(nδ)
∑n
i=1 ρ((y˜
(j)
i − xij βˆj)/s)s = s.
Although convergence of the coordinate descent loop is not assured, we have
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observed it empirically in all our simulations studies. Changing the sequence order
of the coordinate descent loop from the given order to a random order leads to
changes in the estimates that are in order of magnitude of one standard error of
the estimates. A t-test showed that the expected difference of the estimates when
using a random order in comparison to the estimates when using the given order
was not significantly different from zero in almost all cases (over 1000 simulation
runs). To avoid a discussion of the effect of the order of the predictor variables,
one could opt to always order the variables according to the size of the starting
values of the coefficients βˆj
(0)
with j = 1, . . . , p.
Initial values. We first Huberize the predictor values, and get ‘approximately
clean’ predictors x˜0ij . Then we use the MM-estimator to get initial coefficients
βˆ
(0)
j , with the linear quadratic quadratic (lqq) ρ-function [Koller and Stahel, 2011]
and tuning constants set for 50% breakdown point and 95% efficiency. For Huber-
ization, we choose the cutoff value 2, which seems to be a good tradeoff between
cellwise robustness and efficiency. Smaller cutoff values improve the performance
under cellwise contamination, while performance for clean data, rowwise con-
tamination and vertical outliers deteriorates. Larger cutoffs lead to the opposite
effect.
Algorithm 1 gives the details. The code of the algorithm is available on my
homepage, and can also be found in Appendix 4.8.
Algorithm 1. Computation of the shooting S-estimate for a regression
model with constant term
# Initialization
• L := 0 # Number of steps in coordinate descent loop
• x˜(0)ij = max(medi(xij)− 2 MADi(xij),min(xij ,medi(xij) + 2 MADi(xij)))
• Compute the slopes βˆ(0), the intercept αˆ and the residual scale sˆ from the MM-
regression of yi on the Huberized predictors x˜
(0)
ij using the lqq ρ-function
• αˆ(0)j := αˆ, j = 1, . . . , p
• s(0)j := sˆ, j = 1, . . . , p
# Coordinate descent loop
 L := L+ 1
 For j = 1, . . . , p # Index of the variable used in regression step
# Regression step
 y˜(j)i := yi −
∑
k<j x˜
(L)
ik βˆ
(L)
k −
∑
k>j x˜
(L−1)
ik βˆ
(L−1)
k , i = 1, . . . , n
 r := 0 # Number of I-steps
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 res(L,0)i := y˜
(j)
i −xij βˆ(L−1)j −medi(y˜(j)i −xij βˆ(L−1)j ), i = 1, . . . , n
 ω(L,0)ij := ρ′(res
(L,0)
i /s
(L−1)
j )/(res
(L,0)
i /s
(L−1)
j ), i = 1, . . . , n
# I-steps
◦ r := r + 1
◦ Compute the slope βˆ(L,r)j and the intercept αˆ(L,r)j from
the weighted least squares regression of y˜
(j)
i on xij with
weights ω
(L,r−1)
ij # j is fixed
◦ res(L,r)i := y˜(j)i − xij βˆ(L,r)j − αˆ(L,r)j , i = 1, . . . , n
◦ ` := 0 # Number of M-steps to compute scale
◦ s0 =
medi |res
(L,r)
i | · 1.4826 if r = 1
s
(L,r−1)
j if r > 1
# M-step
N ` := `+ 1
N s` :=
√
s2
`−1
δ·n
∑n
i=1 ρ(
res
(L,r)
i
s`−1
)
N Repeat M-step until | s`
s`−1
− 1| < 1 = 10−6
◦ s(L,r) := s`
◦ ω(L,r)ij := ρ′(res(L,r)i /s(L,r))/(res(L,r)i /s(L,r)),
i = 1, . . . , n
◦ Repeat I-step until maxi |res(L,r)i − res(L,r−1)i | < 2
# 2 = 10−6MADi yi
 βˆ(L)j := βˆ
(L,r)
j
 αˆ(L)j := αˆ
(L,r)
j
 s(L)j := s(L,r)
 res(L)i := res
(L,r)
i i = 1, . . . , n
 xˆ(L)ij :=
{
(y˜
(j)
i − αˆ(L)j )/βˆ(L)j if |βˆ(L)j | ≥ 3 i = 1, . . . , n
medi xij otherwise
# 3 = 10−4(MADi yi)/(MADi xij)
 w(L)ij := w(res
(L)
i /s
(L)
j ) i = 1, . . . , n
 x˜(L)ij := w
(L)
ij xij + (1− w(L)ij )xˆ(L)ij , i = 1, . . . , n
 # End for-loop
 Repeat coordinate descent loop until ∑pj=1 |s(L)j − s(L−1)j | < 4
# 4 = 10−2 MADi yi
• βˆj := βˆ(L)j
• αˆ := medi(yi −
∑p
j=1 x˜
(L)
ij βˆ
(L)
j )
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4.4 Simulations
To evaluate the shooting S-estimator, we compare it to the classical least squares
estimator (LS), the ordinary S-estimator and the MM-estimator [see Maronna
et al., 2006]. The shooting S-estimator is computed as in Algorithm 1 once with
the biweight ρ-function (4.8) and once with the skipped Huber ρ-function (4.9).
We choose kBI = 3.420 and kskH = 2.177. This corresponds to a breakdown
point of 20% in the simple regressions. Our choice seems to be a good trade-
off between robustness and efficiency. In practice, the breakdown point needs
to be increased if the data at hand is more severely contaminated than in this
simulation setting. For the computation of the ordinary S-estimate, we use the
biweight loss function and set again kBI = 3.420. The MM-estimator is computed
with the standard settings of 50% breakdown point and an efficiency of 95% at
the normal model, using the biweight loss function. We stick here to the high
breakdown point of 50%, as MM can achieve high efficiency and a high breakdown
point simultaneously. Thus, lowering the breakdown point would not increase the
efficiency of the MM-estimator.
For the simulation setup we take n = 100 and p = 15. The regression co-
efficients β are taken equally spaced over the interval [0,1], i.e. βj = j/p for
j = 1, . . . , p. The predictors xi and errors ei are independent and identically nor-
mally distributed with mean 0 for i = 1, . . . , n. We choose two different sampling
schemes, one with uncorrelated and one with correlated predictors. For the first
one, we use the identity matrix as a covariance matrix for the predictors. The
error variance is σ2 = 0.52. In the correlated setting we choose the predictor
covariance matrix Σ with Σij = 0.5
|i−j| and the error variance σ2 = 0.812. By
this the signal-to-noise ratio1 is the same in both settings. The response variable
is then created as yi = x
′
iβ + ei for i = 1, . . . , n.
To every generated data set, we add 1%, 2%, 5% and 10% of cellwise contam-
ination. The cells xij that we contaminate are chosen randomly from the design
matrix X. So every cell of our data set is equally likely to be contaminated.
Three different contamination settings are used: a dense cluster xcontij ∼ N (50, 1),
scattered outliers xcontij ∼ N (0, 1002) and a wide cluster xcontij ∼ N (50, 102). We
only contaminate the x-values and not the y-values, which creates bad lever-
age points. For comparison, we also construct classical contamination settings
where we choose whole rows for contamination instead of cells. For these we
choose the three contaminations xconti ∼ N (50,Σ), xconti ∼ N (0, 1002 · Σ) and
1 The signal-to-noise ratio equals
√
β′Σβ
σ
.
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xconti ∼ N (50, 102 ·Σ). Additionally, we also want to demonstrate that the shoot-
ing S-algorithm can deal with contamination in the response. From the clean data
set, we select 1%, 2%, 5% and 10% of observations and generate their error terms
as econt ∼ N (50, σ2) to create vertical outliers.
To compare the different estimators, we apply them to R = 1000 generated
data sets. For each data set, we compute the mean squared error (MSE)
MSE(βˆ) =
1
p
p∑
j=1
1
R
R∑
r=1
(βˆ
(r)
j − βj)2.
Additionally, also the bias or the median squared error could be used as evaluation
methods. We omit them as they are in line with the MSE.
The simulation results for cellwise contamination are displayed in Tables 4.1
and 4.2 for uncorrelated and correlated predictors, respectively. Table 4.3 gives
the results for rowwise contamination in the data set with correlated predictors.
Table 4.4 illustrates the behavior of the estimators in presence of vertical outliers
for correlated predictors. The standard errors around the reported results are
smaller than 4% of the reported numbers in all tables. We omit the results for
rowwise contamination and vertical outliers for uncorrelated predictors as they
are comparable to the ones in the correlated case.
For uncorrelated predictors, Table 4.1 demonstrates the need of a new method
that can deal with cellwise contamination. As well known, LS breaks down for
any amount of contamination. But also the robust MM- and S-estimator have
problems with larger amounts of cellwise contamination. As 2% of cellwise con-
tamination corresponds in this setting to about 20 − 30% of rowwise contam-
ination2, the ordinary S-estimator already breaks down. As we have chosen a
breakdown point of 50% for MM, it can deal with slightly higher contamination.
But for about 5% of cellwise contamination it also breaks down. In contrast, the
shooting S-estimators can deal with much higher levels of cellwise contamination.
They are reliable even for up to 10% of cellwise contamination, or around 80%
of rowwise contamination. The two shooting S-estimators perform comparably in
this setting.
Table 4.2 confirms for correlated predictors what is shown in Table 4.1 for
uncorrelated ones. The only major difference is that for correlated predictors the
shooting S-estimators already outperform the MM-estimator for 1% of cellwise
2 The expected value of the number of contaminated rows is n(1 − (1 − )p) for a cellwise
contamination level .
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Table 4.1: n ·MSE of different estimators for cellwise contamination for all three
contamination settings with n = 100, p = 15 and uncorrelated predictors
 = 0  = 0.01  = 0.02  = 0.05  = 0.1
LS 0.30 23.96 31.86 35.97 36.46
S 0.36 1.08 12.55 32.44 36.36
MM 0.33 0.48 0.88 18.35 34.52
xcontij ∼ N (50, 1)
shooting S + BI 0.43 0.62 0.84 1.72 5.37
shooting S + skH 0.55 0.65 0.80 2.02 5.61
LS 0.30 22.41 30.82 36.16 36.67
S 0.36 0.99 11.15 31.21 36.54
MM 0.33 0.50 0.99 16.76 33.63
xcontij ∼ N (0, 1002)
shooting S + BI 0.43 0.62 0.86 2.00 8.94
shooting S + skH 0.55 0.66 0.81 2.21 7.48
LS 0.30 23.81 31.74 35.97 36.47
S 0.36 1.08 12.69 32.49 36.37
MM 0.33 0.49 0.92 18.50 34.41
xcontij ∼ N (50, 102)
shooting S + BI 0.43 0.62 0.84 1.76 5.72
shooting S + skH 0.55 0.65 0.81 2.05 5.83
Table 4.2: n ·MSE of different estimators for cellwise contamination for all three
contamination settings with n = 100, p = 15 and predictors with correlation matrix Σ
 = 0  = 0.01  = 0.02  = 0.05  = 0.1
LS 1.28 35.28 39.47 35.46 36.02
S 1.53 6.10 21.57 45.55 40.45
MM 1.39 2.82 5.58 26.88 46.73
xcontij ∼ N (50, 1)
shooting S + BI 1.70 2.28 2.84 3.55 6.20
shooting S + skH 2.00 2.26 2.44 3.66 6.07
LS 1.28 32.66 38.84 36.16 36.54
S 1.53 5.60 19.17 43.82 40.40
MM 1.39 2.93 5.66 25.74 44.23
xcontij ∼ N (0, 1002)
shooting S + BI 1.70 2.32 2.95 4.25 10.03
shooting S + skH 2.00 2.29 2.53 4.04 7.74
LS 1.28 34.98 39.24 35.47 36.04
S 1.53 6.15 21.62 45.52 40.38
MM 1.39 2.90 5.55 27.17 46.51
xcontij ∼ N (50, 102)
shooting S + BI 1.70 2.28 2.86 3.63 6.67
shooting S + skH 2.00 2.25 2.45 3.69 6.23
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Table 4.3: n ·MSE of different estimators for rowwise contamination for all three
contamination settings with n = 100, p = 15 and predictors with correlation matrix Σ
 = 0  = 0.01  = 0.02  = 0.05  = 0.1
LS 1.28 53.62 53.96 54.72 54.80
S 1.53 1.51 1.50 1.48 1.48
xconti ∼ N (50,Σ) MM 1.39 1.40 1.41 1.44 1.50
shooting S + BI 1.70 1.66 1.63 1.63 1.66
shooting S + skH 2.00 1.91 1.88 1.77 1.78
LS 1.28 12.58 22.82 44.10 56.41
S 1.53 1.57 1.58 1.75 2.27
xconti ∼ N (0, 1002Σ) MM 1.39 1.43 1.47 1.58 1.79
shooting S + BI 1.70 1.69 1.73 1.98 3.04
shooting S + skH 2.00 1.95 1.94 1.98 2.48
LS 1.28 56.43 56.28 55.85 49.89
S 1.53 1.51 1.50 1.48 1.48
xconti ∼ N (50, 102Σ) MM 1.39 1.40 1.41 1.44 1.50
shooting S + BI 1.70 1.66 1.65 1.67 1.76
shooting S + skH 2.00 1.91 1.88 1.79 1.86
contamination, even though the MM-estimator does not break down yet in this
case.
For rowwise contamination the situation is different (see Table 4.3). Here, as
known, MM and S-estimation give excellent results. The shooting S-estimators
give only slightly higher values of MSE compared to the ordinary S-estimator,
indicating that the shooting S-estimators can cope with rowwise contamination
as well. Nevertheless, as the shooting S-estimator has been developed for cellwise
contamination, we do not advise its usage if there is only rowwise contamination
present.
The shooting S-estimator can also cope with vertical outliers (see Table 4.4).
It gives good results for all levels of contamination used here, although its MSE
is slightly higher than for the S- and MM-estimators. The reason for the good
performance of the shooting S-estimator is that the contamination in the response
is present in the computation of each single coefficient βˆj . Robustness of the
‘regression step’ leads to small weights wij for all j.
We may conclude that the shooting S-estimator is the only considered re-
gression estimator that can deal with cellwise contamination above 2% in our
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Table 4.4: n ·MSE of different estimators for vertical outliers with n = 100, p = 15
and predictors with correlation matrix Σ
 = 0  = 0.01  = 0.02  = 0.05  = 0.1
LS 1.28 51.40 97.69 234.23 438.65
S 1.53 1.51 1.50 1.48 1.48
MM 1.39 1.40 1.41 1.44 1.50
shooting S + BI 1.70 1.73 1.77 1.88 2.13
shooting S + skH 2.00 2.03 2.01 2.10 2.14
simulation setting. The estimator also gives good results in presence of vertical
outliers. If there are no outliers, there is a slight loss in efficiency compared to
the other robust estimators. In a rowwise contamination setting, we advise the
use of the usual S- and MM-estimator. In practice, many other types of con-
tamination can occur (e.g. a mixture of cellwise and rowwise contamination [see
Alqallaf et al., 2009]). Since the breakdown point of the shooting S-estimator
seems to depend only on the amount of contamination per variable, we expect it
to also perform well in such other contamination settings. In any setting where
the amount of rowwise contamination is so high that rowwise robust estimators
break down, but the amount of contamination per variable is small, the shooting
S-estimator is expected to outperform the rowwise robust methods.
4.5 Real Data
We evaluate the performance of the shooting S-estimator on real data sets and
compare it to the LS, S- and MM-estimators. For all estimators, the tuning pa-
rameters are chosen as in Section 4.4. We choose the three data sets Cars93, Auto
and Boston. When applying the shooting S-estimator, we declare a component of
an observation, hence a cell in the data matrix, as an outlier if it gets a robustness
weight below 0.5. If all components of an observation are flagged as outliers, we
say that the whole observation is outlying.
The Cars93 data, a selection of 1993 model cars, are included in the R package
MASS. Omitting not fully observed data points, we are left with n = 82 observa-
tions. We fit the following model with p = 14 predictor variables of the Cars93
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data (for the definition of the variables, see Table 4.6 in Appendix 4.7)
PRICE =β0 + β1MPG.C + β2MPG.H + β3ENG.SIZE + β4HP
+ β5RPM + β6REV.MILE + β7FUEL.TANK
+ β8LENGTH + β9WHEELBASE + β10WIDTH
+ β11TURN + β12REAR.SEAT + β13LUGGAGE
+ β14WEIGHT + error.
The shooting S-estimator using a biweight loss downweights seven observations
as a whole and detects outlying cells for another 19 observations. In contrast,
the MM-estimator downweights the observations corresponding to these outlying
cells as a whole, thereby loosing information. This information loss is especially
visible when looking, for example, at observation 46, which receives the weight 0
by the MM-estimator, while the shooting S-estimator with biweight loss assigns
a weight of about 1 to all components except the first component, which receives
weight 0.
The Auto data set is included in Stata and can be downloaded from
http://www.stata-press.com/data/r13/auto.dta [see StataCorp, 2013]. It
consists of n = 74 fully observed sales of vintage 1978 automobiles in the United
States (see Table 4.7 in Appendix 4.7). We fit the following model with p = 8
predictor variables
PRICE =β0 + β1MPG+ β2HEADROOM + β3TRUNK
+ β4WEIGHT + β5LENGTH + β6TURN
+ β7DISPLACE + β8GEAR+ error.
The shooting S-estimator with biweight loss downweights five observation as a
whole and flags cells of another 17 observations as outliers. For instance, obser-
vations 12 (‘Chevrolet Cavalier’) and 13 (‘Chevrolet Corsica’) receive a weight of
zero by MM and the ordinary S, while the shooting S-estimator using a biweight
loss finds out that only component 2, the headroom, is outlying. Again, we con-
clude that the shooting S-estimator uses more information from the data than the
MM-estimator or the ordinary S-estimator.
The third data set, the Boston housing data, originates from Harrison and
Rubinfeld [1978] and has been extensively analyzed in the robust statistics lit-
erature. The data are available in the R package mlbench and contain various
characteristics of houses, demographics, air pollution and geographical details on
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n = 506 census tracts in and nearby Boston. Table 4.8 in Appendix 4.7 gives an
overview of the definition of the variables (p = 9) in the model
log(MEDV ) =β0 + β1CRIM + β2NOX
2 + β3RM
2 + β4AGE
+ β5 log(DIS) + β6TAX + β7PTRATIO + β8B
+ β9 log(LSTAT ) + error.
Belsley et al. [1980] discovered outlying behavior of census tracts lying in central
area of Boston, concentrated in three neighborhoods. Applying the shooting S-
estimator using a biweight loss to the full data set, we get similar results. The
shooting S-estimator declares the observations from the neighborhoods Back Bay
(365−370), Beacon Hill (371- 373) and South Boston (394-406) as cellwise contam-
inated, with mainly the components corresponding to the variables RM and AGE
indicated as outlying. The MM-estimator and the ordinary S-estimator down-
weight as a whole the observations of the neighborhoods Back Bay and Beacon
Hill and half of the observations of South Boston, resulting in a loss of information.
For each of the three data sets, we randomly choose 4/5th of the observations
and compute all estimates on this training data set. This we repeat R = 500 times
and we compare the estimates on the training data sets βˆ
(r)
, for r = 1, . . . , R, to
the one computed on the full data set βˆ
full
. Adjusting for the different scales of
the explanatory variables, we get what we call the Average Norm Distance (AND)
AND(βˆ) =
1
R
R∑
r=1
√√√√1
p
p∑
j=1
(βˆ
(r)
j − βˆfullj )2
MAD(x1j , . . . , xnj)2
MAD(y1, . . . , yn)2
. (4.10)
A low value of AND is desired. Table 4.5 shows the results for all considered
estimators on the three data sets. As pointed out by a referee, the AND criterion
is a version of the Jackknife estimator of the variance, and it reflects the efficiency.
Therefore, the low value of AND for the LS estimator is no surprise. The AND
for the S- and MM-estimator are close to those of LS, and sometimes even slightly
better. The shooting S-estimators have somehow larger values of the AND, but
the loss in efficiency remains limited.
To investigate the robustness of the estimators, we randomly choose 5% of
the cells of the data set and replace them with xcontij ∼ N (µˆj + 10σˆj , σˆ2j ) where
µˆj and σˆj denote the median and MAD of the jth column of the design matrix,
respectively. This we repeat R = 500 times and we compute the average norm
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Table 4.5: Average norm distance (AND) for five estimators computed on three data
sets and their contaminated versions
observed data contaminated data
Auto Cars93 Boston Auto Cars93 Boston
LS 0.388 0.141 0.024 1.320 0.325 0.273
S 0.459 0.172 0.021 0.697 0.240 0.223
MM 0.282 0.213 0.022 0.346 0.243 0.179
shooting S + BI 0.607 0.217 0.033 0.251 0.228 0.152
shooting S + skH 0.574 0.186 0.039 0.658 0.169 0.138
difference as in (4.10), where βˆ
(r)
are the estimates from the contaminated data
and βˆ
full
is the estimate on the original data. Table 4.5 gives the results. Now
the AND measures the robustness of the estimators, and the LS estimator clearly
gives the worst results. The shooting S-estimators, and in particular when using a
biweight loss, give the best results. They deal better with cellwise contamination
than the ordinary S- and MM-estimator.
We did not use a prediction error criterion to assess the performance of the
different estimators. If the level of cellwise contamination is moderate to high,
we expect that most observations contain contaminated cells. When forecasting,
outlying components of an observation get full influence (which is not the case in
estimation). Assessing the prediction error by cross-validation is then not reliable
anymore, since the validation set contains too many observations with contami-
nated components. Using a robust cross-validation criterion, as a trimmed mean
squared prediction error does not solve this problem, as far too many observa-
tions used for validation may have outlying components. Prediction for cell-wise
contaminated observations is left as a topic for future research.
4.6 Conclusion
In this paper, we introduce a regression estimator applicable for cellwise con-
tamination. It combines the ideas of ordinary regression S-estimation with the
coordinate descent algorithm. Thereby the shooting S-estimator is able to use
different weights for different components of an observation. In our simulations,
it can deal with cellwise contamination up to 10%.
Furthermore, the shooting S-estimator can also be used as a diagnostic tool.
After computation of the shooting S-estimate, the entries of the weight matrix
wij help to distinguish between clean data and outliers, and even between cellwise
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and rowwise contamination. While high weights indicate a clean cell, low weights
indicate contamination. If all components of the same observation get low weights,
this means that all components are contaminated or that it is a vertical outlier.
The efficiency of the shooting S-estimator can be improved by using a shoot-
ing MM-estimator instead. To obtain a shooting MM-estimator, the simple S-
estimation step inside the algorithm needs to be replaced with a simple MM-
estimation. In order to explore this idea, the simulations of Section 4.4 were
repeated for a shooting MM-estimator, using simple MM-estimation with 20%
breakdown point and 95% efficiency at the normal distribution. Preliminary re-
sults indicate that (i) the shooting MM-estimator gave generally lower values
for mean squared error in the simulations of Section 4.4 than the shooting S-
estimator; (ii) especially for clean data and small amounts of contamination, the
improvement of the shooting MM-estimator over the shooting S-estimator was
clearly visible; (iii) the shooting MM-estimator outperformed the ordinary MM-
estimator in any setting where cellwise contamination was present. However,
further development of the shooting MM-estimator is necessary and is left for
future research.
Another idea worth considering is the application of an imputation method
after performing shooting S-regression. Cells that are flagged as outliers can be
set as missing. On the data set containing missing values, regression can be
performed [see Little, 1992].
Admittedly, our shooting S-estimator has problems with cellwise good leverage
points, which are observations with large values in some single cells that do follow
the regression model. The shooting S-estimator tends to flag the contaminated
cells of the good leverage points as outliers when computing the starting values
of the algorithm. However, if the data contain rowwise good leverage points,
thus large values for all cells of observations that do follow the model, the shoot-
ing S-estimator behaves comparable to the other estimators (LS, S, MM) in our
experiments.
As the shooting S-algorithm deals with each variable separately, it can also
be applied to data sets with a small sample size and even if n < p. A suitable
ρ-function for this setting may be the linear quadratic quadratic (lqq) function of
Koller and Stahel [2011], as it has been shown to have high efficiency also for small
sample sizes. When using the lqq-function in the simulation setups in Section 4.4,
where n > p, the results are comparable to the ones with the other ρ-functions
used there.
Finally, the shooting S-estimator can be extended to a penalized shooting S-
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estimator. To the simple S-estimation in every variable, a penalty term J(β) can
be added. Possible choices for the penalty term are J(β) = |β| or J(β) = β2.
The penalized version of the shooting S-estimator could be very useful in high-
dimensional settings to improve prediction and ease interpretation.
4.7 Appendix - Description of Variables for Real
Data Examples
Table 4.6: Variables of the Cars93 data
Name Description
PRICE Midrange Price (in $1,000)
MPG.C City MPG (miles per US gallon by EPA rating)
MPG.H Highway MPG (miles per US gallon by EPA rating)
ENG.SIZE Engine displacement size in liters
HP Maximum horsepower
RPM Revolutions per minute at which maximum horsepower is achieved
REV.MILE Number of revolutions of the engine needed for car to travel one
mile in its highest gear
FUEL.TANK Capacity of the fuel tank in US gallons
LENGTH Length of the car in inches
WHEELBASE Size of the wheelbase in inches
WIDTH Width of the car in inches
TURN U-turn space in feet
REAR.SEAT Rear seat room in inches
LUGGAGE Luggage capacity in cubic feet
WEIGHT Weight of the car in pounds
Table 4.7: Variables of the Auto data
Name Description
PRICE Price in US-dollars
MPG Milage
HEADROOM Head room in inches
TRUNK Trunk space in cubic feet
WEIGHT Weight of the car in pounds
LENGTH Length of the car in inches
TURN U-turn space in feet
DISPLACE Displacement in cubic inches
GEAR Gear ratio
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Table 4.8: Variables of the Boston data
Name Description
MEDV Median value of owner-occupied homes in USD 1000’s
CRIM Per capita crime rate by town
NOX Nitric oxides concentration in parts per 10 million
RM Average number of rooms per dwelling
AGE Proportion of owner-occupied units built prior to 1940
DIS Weighted distance to five Boston employment centers
TAX Full-value property-tax rate per USD 10,000
PTRATIO Pupil-Teacher ratio by town
B Proportion of black population
LSTAT Percentage of lower status population
4.8 Appendix - R-code to compute the shooting
S-estimator
#########################################################
# The shooting S-estimator #
# A regression method for cellwise contamination #
# #
# Author: Viktoria Oellerer #
# KU Leuven #
#########################################################
require("mvtnorm")
require(’robustHD ’)
shooting <- function(x, y, tol = 10^( -2), maxIteration = 100,
k=3.420 , method=’biweight ’) {
# shooting S-estimator computed either for biweight loss
# or skipped Huber loss
# INPUT: x: design matrix (dimension nxp)
# y: response variable (length n)
# tol: numerical tolerance for convergence
# maxIteration: maximum number of iterations in
# coordinate descent loop
# k: tuning parameter of rho -function
# (default to achieve breakdown point 20% -
# biweight: 3.420, skipped Huber: 2.176922)
# method: name of method for which shooting
# algorithm should be used
# (’biweight ’: shooting S-estimator using
# biweight loss function ,
# ’skHuber ’: shooting S-estimator using
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# skipped Huber loss function)
# OUTPUT: coef: coefficient estimates of the
# shooting S-estimator
# (including intercept -> length p+1)
# resid: residuals of the shooting S-estimator
# (length n)
# scaleVar: vector of scale estimates of residuals
# (one result per variable -> length p)
# weights: weight matrix (dimension nxp)
# nonconv: boolean indicating if algorithm
# converged (nonconv =0) or not
# converged (nonconv =1)
## initializations
x <- as.matrix(x)
n <- nrow(x)
p <- ncol(x)
if (method == ’biweight ’) {
rho <- match.fun(’rho_bi’)
weights <- match.fun(’w_bi’)
delta <- (1 - 3/k^2 + 5/k^4 - k^2/3) *pnorm(k) +
(4/(3*k) - k/3 - 5/k^3)*dnorm(k) -
1/2 + 3/(2*k^2) - 5/(2*k^4) + k^2/3
} else if(method == ’skHuber ’) {
rho <- match.fun(’rho_skh’)
weights <- match.fun(’w_skh’)
delta <- (1-k^2)*pnorm(k) - k*dnorm(k)+k^2-1/2
}
# initial estimate of coefficients
fitini <- lmrob.hubx(x,y)
betaEst <- fitini$coeforig [-1]
intercept <- rep.int(fitini$coeforig [1], p)
scaleVar <- rep.int(fitini$scale , p)
scaleVarmat <- rbind(rep.int(Inf , p), scaleVar)
# compute Huberized x
xshub <- apply(x,2,function(z)
pmax(median(z)-2*mad(z), pmin(z,median(z)+2*mad(z))))
xtilde <- xshub
# construct error terms y - x_1*beta_1 -.... - x_p*beta_p
ytilde <- y - xtilde%*%betaEst
# initialize weight matrix and xhat matrix (the imputed x’s)
wt <- xhat <- matrix(NA, ncol=p, nrow=n)
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# draw a new sequence in which loop has to be done
sequencevector <- sample (1:p)
## loop iteratively through all variables until convergence
## of estimate (coordinate descent loop)
r <- 0
while(sum(abs(scaleVar -scaleVarmat[nrow(scaleVarmat) -1,])) > tol*
mad(y) && r < maxIteration) {
r <- r+1
for(j in sequencevector) {
# Regression step
ytilde <- ytilde + xtilde[, j] * betaEst[j]
resid <- drop(ytilde - x[,j] * betaEst[j] - median(ytilde - x[,
j] * betaEst[j]))
wt[,j] <- sapply(resid/scaleVar[j], weights , k=k)
fit <- univ_est(x[, j, drop=FALSE], ytilde ,
intercept=TRUE , k = k, rho = rho ,
weights = weights , delta = delta ,
wt = wt[,j], tol= 10^( -6)*mad(y),
prevresid=resid)
# regression fit for variable j
# (I-steps done inside univ_est)
# update coefficient and intercept
betaEst[j] <- fit$coef [2]
intercept[j] <- fit$coef [1]
# update scale , weights and xtilde
scaleVar[j] <- fit$s
wt[,j] <- fit$wt
xhat[,j] <- median(x[,j])
if (abs(betaEst[j]) > 10^( -4)*mad(y)/mad(x[,j]))
xhat[,j] <- (ytilde -intercept[j])/betaEst[j]
lambda <- (wt[,j]>weights(3,k))*1
xtilde[,j] <- xhat[,j] + (x[,j] - xhat[,j])*lambda
# update response
ytilde <- ytilde - xtilde[, j] * betaEst[j]
}
# save new scale estimates
scaleVarmat <- rbind(scaleVarmat , scaleVar)
}
# give warning if maximum number of iterations reached:
if(r== maxIteration) {
warning(paste(’maximum number of iterations reached in shooting ()
’))
nonconv <- 1
} else {
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nonconv <- 0
}
# recompute intercept
alpha <- median(ytilde)
# return estimates
list(’coef’ = c(alpha , betaEst), ’resid’ = resid , ’scaleVar ’ =
scaleVar , ’weights ’ = wt, ’nonconv ’ = nonconv)
}
univ_est <- function(x, y, k, weights , rho , wt, delta , maxIteration =
500, intercept=TRUE , tol , prevresiduals) {
# computation of one step of coordinate descent loop
# (i.e. all coefficients except beta_j are held fixed)
# INPUT: x: current variable j (n)
# y: response variable (n)
# k: tuning parameter for rho -function
# weights: name of weight -function to use
# (w_bi, w_skh)
# rho: name of rho -function to use (rho_bi, rho_skh)
# wt: vector of initial weights to use in weighted
# least squares regression (n)
# delta: constant of consistency of M-scale
# (E[Z]=delta)
# maxIteration: maximum number of iterations in
# iteratively reweighted least squares
# (= maximum number of I-steps)
# intercept: boolean indicating if intercept should
# be added to regression
# (needs to be TRUE , if data is not
# standardized)
# tol: numerical tolerance for convergence
# prevresiduals: current residuals
# (y-x%*%betaEst -intercept)
# OUTPUT: fit: last regression fit in iteratevely reweighted
# least squares (IRLS) algorithm
# s: scale estimate of residuals in last regression
# of IRLS
# wt: estimated weights in last regression of IRLS
# initializations
n <- length(x)
rho <- match.fun(rho)
weights <- match.fun(weights)
# add column for intercept if requested
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x <- if(isTRUE(intercept)) cbind(rep.int(1, n), x)
else as.matrix(x)
# IRLS algorithm
residuals <- rep(-Inf ,n)
r <- 0
while(max(abs(prevresiduals - residuals)) > tol && r < maxIteration
) {
r <- r+1
prevresiduals <- residuals
# fit weighted least squares and extract coefficients
fit <- lm.wfit(x, y, wt)
# extract residuals and compute residual scale
residuals <- fit$residuals
if (r==1){
s <- scale_iter(residuals , kp = delta , cc = k,
rho = rho)
} else {
s <- scale_iter(residuals , kp = delta , cc = k,
initial.sc = s, rho = rho)
}
wt <- sapply(residuals/s, weights , k = k) # update weights
}
# give warning if maximum number of iterations reached
if(r== maxIteration) {
warning(’maximum number of iterations reached in
univ_est()’)
}
# return results
fit <- c(fit , list(’s’=s, ’wt’=wt))
fit
}
scale_iter <- function(u, kp, cc ,
initial.sc=median(abs(u))/.6745, rho ,
max.it = 200, tol = 1e-6) {
# computation of M-scale estimate (see Salibian -Barrera and
# Yohai 2006 "A fast algorithm for S-Regression Estimates ")
# INPUT: u: current residuals for which M-scale should be
# computed
# kp: constant for consistency of M-scale (E[Z]=kp)
# cc: tuning parameter for rho -function
# initial.sc: initial scale estimate to be updated
# rho: name of rho -function to use (rho_bi, rho_skh)
# max.it: maximum number of fixed point iterations
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# tol: numerical tolerance for convergence
# OUTPUT: M-scale estimate of residuals ’u’
# initializations
rho <- match.fun(rho)
sc <- initial.sc
i <- 0
err <- 1
# perform fixed point iteration
while( ( (i <- i+1) < max.it ) && (err > tol) ) {
sc2 <- sqrt( sc^2 * mean(sapply(u/sc ,rho , k = cc)) / kp )
err <- abs(sc2/sc - 1)
sc <- sc2
}
# give warning if maximum number of iterations reached
if(i == max.it -1) warning(’Maximum number of iterations reached in
scale_iter()’)
# return M-scale estimate
return(sc)
}
lmrob.hubx <- function(x,y, chub =2) {
# computation of MM-estimate of Huberized data
# INPUT: x: design matrix (dimension nxp)
# y: response variable (length n)
# chub: tuning parameter for Huberizing data
# OUTPUT: rr: estimated coefficients (including intercept)
# standardize and Huberize data
xx <- robStandardize(x) # standardization
mx <- attr(xx , "center")
sx <- attr(xx , "scale")
xh <- data.frame(apply(xx ,2,function(x) pmin(pmax(x,-chub),chub)))
# Huberization
# MM-estimation
rr <- lmrob(y~.,data=cbind(y,xh), setting="KS2011")
# backtransform
coeforig <- rr$coef[-1]/sx
coeforigalpha <- rr$coef [1] - sum(coeforig * mx)
# return estimates
rr$coeforig <- c(coeforigalpha ,coeforig)
rr
}
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w_bi <- function(z, k) {
# biweight weight function for a single input value
# INPUT: z: numerical value
# k: tuning parameter
# OUTPUT: value of biweight weight function for input value z
if (abs(z) <= k) {
(1-(z/k)^2)^2
} else {
0
}
}
rho_bi <- function(z, k) {
# biweight rho function for a single input value
# INPUT: z: numerical value
# k: tuning parameter
# OUTPUT: value of biweight rho function for input value z
if (abs(z) <= k) {
(1-(1-(z/k)^2)^3)*k^2/6
} else {
k^2/6
}
}
w_skh <- function(z, k) {
# skipped Huber weight function for a single input value
# INPUT: z: numerical value
# k: tuning parameter
# OUTPUT: value of skipped Huber weight function for input value z
if (abs(z) <= k) {
1
} else {
0
}
}
rho_skh <- function(z, k) {
# skipped Huber rho function for a single input value
# INPUT: z: numerical value
# k: tuning parameter
# OUTPUT: value of skipped Huber rho function for input value z
if (abs(z) <= k) {
1/2*z^2
} else {
k^2/2
}
}
Chapter 5
Cellwise robust high-dimensional
precision matrix estimation
Abstract
The dependency structure of multivariate data can be analyzed using
the covariance matrix Σ. In many fields the precision matrix Σ−1 is even
more informative. As the sample covariance estimator is singular in high-
dimensions, it cannot be used to obtain a precision matrix estimator. A
popular high-dimensional estimator is the graphical lasso, but it lacks ro-
bustness. We consider the high-dimensional independent contamination
model. Here, even a small percentage of contaminated cells in the data ma-
trix may lead to a high percentage of contaminated rows. Downweighting
entire observations, which is done by traditional robust procedures, would
then results in a loss of information. In this paper, we formally prove that
replacing the sample covariance matrix in the graphical lasso with an ele-
mentwise robust covariance matrix leads to an elementwise robust, sparse
precision matrix estimator computable in high-dimensions. Examples of
such elementwise robust covariance estimators are given. The final preci-
sion matrix estimator is positive definite, has a high breakdown point under
elementwise contamination and can be computed fast.
5.1 Introduction
Many statistical methods that deal with the dependence structures of multivari-
ate data sets start from an estimate of the covariance matrix. For observations
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x1, . . . ,xn ∈ Rp with n > p, the classical sample covariance matrix
Σˆ =
1
n− 1
n∑
i=1
(xi − x¯)(xi − x¯)>, (5.1)
where x¯ ∈ Rp denotes the mean of the data, is optimal in many ways. It is easy
to compute, maximizes the likelihood function for normal data, is unbiased and
consistent. However, problems arise when p increases. For p ≈ n, the sample
covariance matrix has low precision and for p > n it even becomes singular, such
that the estimated precision matrix Θˆ := Σˆ−1 is not computable anymore. This
is a problem since there are many fields where the precision matrix is needed
rather than the covariance matrix. Computation of Mahalanobis distances or
linear discriminant analysis are just two examples. The most popular field using
precision matrices is probably Gaussian graphical modeling, where the nodes of
the graph represent the different variables. If an element (Θˆ)ij of the estimated
precision matrix equals zero, the variables i and j are independent given all the
other variables, and no edge is drawn between the nodes representing variables i
and j. Therefore, edges correspond to nonzero elements of the precision matrix.
As a result, the whole graph can be recovered if the support of the precision
matrix is known. This leads to an increasing interest in sparse precision matrices
(precision matrices with a lot of zero elements) as interpretation of the graph will
be eased if the number of nonzeros in the precision matrix is kept small.
The three most suitable techniques to compute sparse precision matrices that
are also applicable in high dimensions are the graphical lasso (GLASSO) [Fried-
man et al., 2008], the quadratic approximation method for sparse inverse covari-
ance learning (QUIC) [Hsieh et al., 2011] and the constrained L1-minimization
for inverse matrix estimation (CLIME) [Cai et al., 2011]. All three methods start
from the sample covariance matrix Σˆ and try to minimize a criterion based on the
log-likelihood (see Section 5.2). Since these estimators use the nonrobust sample
covariance matrix as an input, they are only suitable for clean data that do not
contain any outliers.
The problem, however, is that data is rarely clean. Thus, there is need for
robust procedures. Most robust procedures downweight observations as a whole
(‘rowwise downweighting’). However, in many statistical applications only a lim-
ited number of observations are available, while large amounts of variables are
measured for each observation. Downweighting an entire observation because
of one single outlying cell in the data matrix results in a huge loss of informa-
tion. Additionally, the contaminating mechanism may be independent for dif-
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ferent variables. In this case, the probability of having an observation without
contamination in any cell is decreasing exponentially when the number of variables
increases. As an example, imagine a data set, where each observation contains
exactly one contaminated cell. Even though there is not a single fully clean obser-
vation, each observation still contains a lot of clean information. Nonetheless, the
‘classical’ robust procedures (that downweight whole observations) cannot deal
with a data set like that, since they need at least half of the observations to be
absolutely clean of contamination. This type of ‘cellwise’ or ‘elementwise’ con-
tamination was formally described by Alqallaf et al. [2009], who extend the usual
Tukey-Huber contamination model (the model that considers whole observations
as either outlying or clean). In this more extensive setup, a random vector
x = (Ip −B)y + Bz
is observed, where y follows the model distribution and z some arbitrary dis-
tribution creating contamination, and y,B and z are independent. Depending
on the Bernoulli random variables Bi with P[Bi = 1] = i that build the diag-
onal matrix B = diag(B1, . . . , Bp), different types of outliers are created. If all
Bi are independent (i = 1, . . . , p), we speak about ‘cellwise contamination’. If
P[B1 = B2 = . . . = Bp] = 1, rowwise contamination is created. Under any type of
contamination, the sample covariance matrix Σˆ is not a good estimator anymore,
as it can be distorted by just a single outlying observation.
For robust covariance matrix estimation under rowwise contamination, a lot
of work has been done. One of the most popular rowwise robust covariance es-
timators is the minimum covariance determinant [Rousseeuw and Van Driessen,
1999]. It has a high breakdown point and is very fast to compute. However, it is
not computable in high-dimensions. Another estimator with very nice theoretical
properties is the affine equivariant rank covariance matrix [Ollila et al., 2003]. It
is very efficient and has maximal breakdown point. However, its computation is
extremely time consuming, especially in high-dimensions. Maronna and Zamar
[2002] propose a high-dimensional covariance estimator, an orthogonalized version
of the Gnanadesikan-Kettenring estimate (OGK). Another very simple estimator
has been developed by Visuri et al. [2000]. Their spatial sign covariance ma-
trix appeals through a simple definition and can be computed very fast, even in
high-dimensions. Very recently, Ollila and Tyler [2014] have introduced a regular-
ized M -estimator of scatter. Under general conditions, they show existence and
uniqueness of the estimator, using the concept of geodesic convexity.
Much less work has been done for covariance estimation under cellwise con-
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tamination. A first approach was taken by Van Aelst et al. [2011], who defined a
cellwise weighting scheme for the Stahel-Donoho estimator. However, as for the
original estimate, computation times are not feasible for larger numbers of vari-
ables. A very recent approach by Agostinelli et al. [2015] flags cellwise outliers
as missing values and applies afterwards a rowwise robust method that can deal
with missing values. By this, it can deal with cellwise and rowwise outliers at the
same time, but again, computation for high-dimensions is not achievable.
The first step to deal with cellwise outliers in very high-dimensions has been
taken by Alqallaf et al. [2002]. They first compute a pairwise correlation ma-
trix. Afterwards the OGK estimate is applied to obtain a positive semidefinite
covariance estimate. This method has been fine tuned by Tarr et al. who use
pairwise covariances instead of correlations [see also Tarr, 2014]. This matrix
is then plugged into the graphical lasso (and similar techniques) instead of the
sample covariance matrix, resulting in a sparse precision matrix estimate. A very
different approach has been taken by Finegold and Drton [2011]. Replacing the
assumption of Gaussian distribution of the data with t-distribution gives more
robust results since the t-distribution has heavier tails. Assuming a so-called
‘alternative’ t-distribution (see Section 5.6) results in robustness against cellwise
contamination.
In this paper, we consider different high-dimensional precision matrix estima-
tors robust to cellwise contamination. Our approach is similar in spirit as Tarr
et al. [see also Tarr, 2014], but we emphasize the difference in Section 5.3. We
start with pairwise robust correlation estimates from which we then estimate a
covariance matrix by multiplication with robust standard deviations. This cell-
wise robust covariance matrix replaces then the sample covariance matrix in the
GLASSO, yielding a sparse, cellwise robust precision matrix estimator. The dif-
ferent nonrobust precision matrix estimators are introduced in Section 5.2. The
cellwise robust covariance matrix estimators are explained in Section 5.3. We dis-
cuss the selection of the regularization parameter in Section 5.4. In Section 5.5,
the breakdown point of the proposed precision matrix estimator is derived. Sim-
ulation studies are presented in Section 5.6. In Section 5.7, we discuss possible
applications of the proposed method and present a real data example. Section 5.8
concludes.
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5.2 High-dimensional sparse precision matrix es-
timation for clean data
Recently, a lot of effort has been put into designing estimators and efficient rou-
tines for high-dimensional precision matrix estimation. We focus here on sparse
precision matrix estimation, that is, procedures that result in a precision matrix
containing many zero elements. In this section, we review three techniques that
start from an estimate of the covariance matrix Σˆ and then optimize a criterion
based on the likelihood function to find the precision matrix estimate. Since the
methods are based on the sample covariance matrix, they are only useful if no
contamination is present in the data.
The graphical lasso (GLASSO) [Friedman et al., 2008] maximizes the L1-
penalized log-likelihood function:
ΘˆGL(X) = arg max
Θ∈Rp×p
Θ0
log det(Θ)− tr(ΣˆΘ)− ρ
p∑
j,k=1
|(Θ)jk|, (5.2)
where A  0 denotes a strictly positive definite matrix A and ρ is a regularization
parameter. If the regularization parameter ρ is equal to zero, the solution of the
GLASSO is the inverse of the sample covariance matrix. The larger the value
of ρ is chosen, the more sparse the precision matrix estimate becomes. Since
the objective function (5.2) is concave, there exists a unique solution. Banerjee
et al. [2008] showed that the solution of the GLASSO always results in a strictly
positive definite estimate ΘˆGL(X) for any ρ > 0, even if p > n, and this for any
positive semidefinite, symmetric matrix Σˆ in (5.2).
The solution ΘˆGL(X) can be computed via iterative multiple lasso regression
in a block coordinate descent fashion. That means that each column of the fi-
nal estimate is computed separately. Looking at the first order condition only
for the target column, the equation can be seen as a first order condition of a
multiple lasso regression. The GLASSO algorithm loops through all columns of
the precision matrix iteratively, computing each time the multiple lasso regres-
sion, until convergence of the precision matrix estimate is reached. Note that the
algorithm does not use the data directly, but only uses it indirectly by using the
sample covariance matrix. The GLASSO algorithm is implemented in Fortran and
available through the R-package glasso [Friedman et al., 2014]. However, this
implementation sometimes encounters convergence problems. Therefore, we use
in the remainder of this paper, the implementation of the GLASSO algorithm in
the R-package huge [Zhao et al., 2014a], where these convergence issues have been
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solved.
Another algorithm solving (5.2) is the quadratic approximation method for
sparse inverse covariance learning (QUIC) [Hsieh et al., 2011]. Both the GLASSO
algorithm and the QUIC compute a solution for the same objective function. It
turned out that QUIC was performing considerably slower in high dimensions
than the GLASSO implementation in the R-package huge [Zhao et al., 2014a],
and therefore we will not deal with the former in this paper.
The constrained L1-minimization for inverse matrix estimation (CLIME) is
defined as
Θˆ1(X) = arg min
Θ∈Rp×p
p∑
i=1
p∑
j=1
|Θij | subject to max
i=1,...,p
j=1,...,p
|(ΣˆΘ− Ip)ij | ≤ ρ
ΘˆC(X) = (θˆij) with θˆij = θˆ
1
ijI[|θˆ1ij |≤|θˆ1ji|] + θˆ
1
jiI[|θˆ1ij |>|θˆ1ji|] and Θˆ1(X) = (θˆ
1
ij).
The result is a symmetric matrix that is positive definite with high probability.
The CLIME estimator ΘˆC(X) converges fast towards the true precision matrix
under some mild conditions. The algorithm is implemented in the R-package
clime [Cai et al., 2012]. Like the GLASSO algorithm, it does not use the data
directly, but ony requires the sample covariance matrix as an input. Replacing
the sample covariance matrix with a cellwise robust estimator (see Section 5.3),
the resulting estimator is similarly accurate (with respect to Kullback-Leibler di-
vergence measure, see Section 5.6) as the one obtained when plugging the cellwise
robust estimator into the GLASSO estimator. In some cases, plugging the robust
estimator into the CLIME led to slightly better accuracy. However, the computa-
tion time, was much higher than when plugging it into the GLASSO (for p = 60
the computation time was more than 10 times higher). Since in high-dimensional
analysis computation time is important, we will not consider this estimator in the
remainder of the paper.
5.3 Cellwise robust, sparse precision matrix esti-
mators
We start with computing a cellwise robust covariance matrix S by pairwise, ro-
bust estimation of the covariances. This cellwise robust covariance matrix can
then be used to replace the sample covariance matrix in the GLASSO estimator
(or another sparse precision matrix estimator). This results in a sparse, cell-
wise robust precision matrix estimate. Our approach differs from Tarr et al. in
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the selection of the initial covariance estimate. We estimate robust correlations
and standard deviations separately to get the robust covariances. The resulting
covariance matrix is then always positive semidefinite. This leads to a simplifica-
tion of the estimator, increases the breakdown point and speeds up computation
substantially.
5.3.1 Robust covariance matrix estimation based on pair-
wise covariances
Tarr et al. use the approach of Gnanadesikan and Kettenring [1972] to obtain
a robust, pairwise covariance estimate. It is based on the idea that the robust
covariance of two random variables X and Y can be computed using a robust
variance. For the population covariance Cov and the population variance Var,
the following identity holds
Cov(X,Y ) =
1
4αβ
[Var(αX + βY )−Var(αX − βY )] (5.3)
with α = 1/
√
Var(X), β = 1/
√
Var(Y ). If Var is replaced by a robust variance
estimator, a robust covariance estimate can be obtained.
This approach has two drawbacks. Firstly, the addition and subtraction of
different variables leads to a propagation of the outliers. Therefore, the re-
sulting estimator has a breakdown point of less than 25% under cellwise con-
tamination. Secondly, the resulting covariance matrix is not necessarily positive
semidefinite. Therefore, Tarr et al. need to apply methods that ‘make’ the ma-
trix positive semidefinite to be able to use this covariance matrix estimate as a
replacement of the sample covariance matrix in a sparse precision matrix estima-
tor. To this end, they use the orthogonalized Gnanadesikan-Kettenring (OGK)
approach [Maronna and Zamar, 2002] as well as the computation of the nearest
positive (semi)definite (NPD) matrix as suggested by Higham [2002]. Starting
from an estimate S˜ ∈ Rp×p for the covariance matrix of the data X ∈ Rn×p, NPD
finds the closest positive semidefinite matrix S to the covariance estimate S˜ in
terms of the Frobenius norm
S = min
Sˆ0
‖S˜− Sˆ‖F ,
where ‖A‖F =
∑p
j,k=1 a
2
jk for a matrix A = (ajk)j,k=1,...,p ∈ Rp×p and A  0
denotes a positive semidefinite matrix. An algorithm to compute the nearest
matrix S is implemented in the R-package Matrix under the command nearPD(),
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an overview of this algorithm can be found in Section 5.9. The OGK-approach
is detailed in Section 5.10. In our simulations, we observed that NPD gave in
general better results than OGK and could also be computed considerably faster.
5.3.2 Robust covariance matrix estimation based on pair-
wise correlations
In contrast to Tarr et al., we use a robust correlation estimator r(·) to estimate
the pairwise covariance matrix (sjk) ∈ Rp×p
sjk = scale(x
j) scale(xk)r(xj ,xk) j, k = 1, . . . , p (5.4)
from the data X = (x1, . . . ,xp) ∈ Rn×p, where scale() is a robust scale estimate
like the median absolute deviation or the Qn-estimator [Rousseeuw and Croux,
1993]. Both estimators are equally robust with a breakdown point of 50%. Since
the Qn-estimator is more efficient at the Gaussian model and does not need a
location estimate, we opt for this scale estimate. The amount of contamination
that the resulting covariance matrix S = (sjk)j,k=1,...,p can withstand depends
then on the breakdown point of the scale estimator used (see Section 5.5). Using
theQn-scale, we obtain an estimator with a breakdown point of 50% under cellwise
contamination.
There are different possibilities for choosing a robust correlation estimator.
Gaussian rank correlation [e.g. Boudt et al., 2012] is defined as the sample cor-
relation estimated from the Van Der Waerden scores (or normal scores) of the
data
rGauss(x
j ,xk) =
∑n
i=1 Φ
−1(R(xij)n+1 )Φ
−1(R(xik)n+1 )∑n
i=1(Φ
−1( in+1 ))
2
, (5.5)
where R(xij) denotes the rank of xij among all elements of x
j , the jth column of
the data matrix. Similarly R(xik) stands for the rank of xik among all elements of
xk. Gaussian rank correlation is robust and consistent at the normal model. Still
it is asymptotically equally efficient as the sample correlation coefficient at normal
data. This makes it a very appealing robust correlation estimator. Note that
the Gaussian rank correlations can easily be computed as the sample covariance
matrix from the ranks R(xij) of the data. Since the sample covariance matrix is
positive semidefinite, the covariance matrix S using Gaussian rank correlation is
also positive semidefinite. Therefore, we do not need to apply NPD or OGK to
obtain a positive semidefinite covariance estimate. This saves computation time
and simplifies the final precision matrix estimator.
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Another robust correlation estimator is Spearman correlation [Spearman, 1904].
It is defined as the sample correlation of the ranks of the observations:
rSpearman(x
j ,xk) =
n∑
i=1
(R(xij)− n+12 )(R(xik)− n+12 )√∑n
i=1(R(xij)− n+12 )2
∑n
i=1(R(xik)− n+12 )2
.
Spearman correlation is slightly less efficient than Gaussian rank correlation. Ad-
ditionally, it is not consistent at the normal model. To obtain consistency, the
correlation estimator needs to be non linearly transformed. The transformation,
however, destroys the positive semidefiniteness of the estimator S, and therefore
we do not apply it. In our opinion, the inconsistency is not a huge problem be-
cause the asymptotic bias of the Spearman correlation is at most 0.018 [Boudt
et al., 2012]. This is also confirmed by the simulations in Section 5.6, where similar
results are obtained with Spearman correlation as with Gaussian rank correlation.
We also consider Quadrant correlation [Blomqvist, 1950]. Quadrant correla-
tion is defined as the frequency of centered observations in the first and third
quadrant, minus the frequency of centered observations in the second and forth
quadrant
rQuadrant(x
j ,xk) =
1
n
n∑
i=1
sign((xij −med`=1,...,n x`j)(xik −med`=1,...,n x`k)),
where sign(·) denotes the sign-function. Quadrant correlation is less efficient than
Gaussian rank correlation and Spearman correlation [Croux and Dehon, 2010].
Like Spearman correlation, Quadrant correlation is only consistent at the nor-
mal model if a transformation is applied to the correlation estimate. The final
covariance matrix of the consistent Quadrant correlation is no longer positive
semidefinite. Since we need a positive semidefinite covariance matrix, we opt for
the inconsistent Quadrant correlation. Note that the asymptotic bias at the nor-
mal distribution of the inconsistent Quadrant correlation is substantially higher
than for Spearman correlation. Taking all this drawback of Quadrant correla-
tion into account, it is not a surprise that we obtain worse simulation results
with Quadrant correlation than with Spearman or Gaussian rank correlation in
Section 5.6.
5.3.3 Cellwise robust precision matrix estimation
To obtain a cellwise robust precision matrix estimator, we adapt the definition
of the GLASSO estimator given in (5.2). Recall that GLASSO takes the sample
covariance estimator as an input and returns a sparse estimate of the precision
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matrix as an output. We will replace the sample covariance matrix by the cellwise
robust covariance matrices S of Sections 5.3.1 and 5.3.2 in order to obtain a
cellwise robust, sparse precision matrix estimator. Hence, we obtain the following
estimator
ΘˆS(X) = arg max
Θ=(θjk)∈Rp×p
Θ0
log det(Θ)− tr(SΘ)− ρ
p∑
j,k=1
|θjk|, (5.6)
If S is a robust covariance matrix based on pairwise correlations as in Section 5.3.2,
we refer to ΘˆS(X) as ‘correlation based precision matrix estimator’. If S is a
covariance matrix based on pairwise covariances as in Section 5.3.1, we call ΘˆS(X)
‘covariance based precision matrix estimator’. Since the algorithm for computing
the GLASSO only requires a positive semidefinite, symmetric matrix S as an
input and not the data, we use it to compute ΘˆS(X).
Like for the original GLASSO algorithm, the final precision matrix estimate
ΘˆS(X) will always be positive definite as long as the initial covariance matrix S
is positive semidefinite, even if p > n. Therefore, it is important that the initial
covariance estimate S is positive semidefinite.
The final precision matrix estimator ΘˆS(X) will inherit the breakdown point
of the initial covariance matrix S (see Section 5.5). As a result, the correlation
based precision matrix estimator has a breakdown point of 50% under cellwise
contamination, while the covariance estimators based on pairwise covariances can
have a breakdown point of at most 25% under cellwise contamination.
The covariance matrices based on pairwise correlations we considered (i.e. the
matrices based on Gaussian correlation, Spearman correlation, and Quadrant cor-
relation) are all positive semidefinite. Indeed, they can be computed as sample
correlation matrices of transformed data. For instance, the quadrant correlation
matrix is a sample correlation matrix of the signs of the differences of the ob-
servations to their median. In contrast, covariance matrices based on pairwise
covariances need to be transformed to be positive semidefinite for which we used
the NPD method described in Section 5.3.1. Additionally, all pairwise robust co-
variances need to be computed according to (5.3), which may become very time
consuming. Therefore, the correlation based precision matrix estimators are much
faster to compute than the covariance based precision matrix estimators.
To sum up, correlation based precision matrix estimators are faster to com-
pute and feature a higher breakdown point under cellwise contamination than
covariance based precision matrix estimators.
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5.4 Selection of the regularization parameter ρ
When selecting the regularization parameter ρ, a good trade-off between a high
value of the likelihood function and the sparseness of the final precision matrix
has to be found. The two most common methods to find the optimal trade-off
are the Bayesian Information Criterion (BIC) and cross validation (CV).
The BIC for a L1-regularized precision matrix estimator Θˆρ for a fixed value
of ρ has been given in Yuan and Lin [2007]:
BICclassic(ρ) = − log det Θˆρ + tr(ΘˆρΣˆ) + log n
n
∑
i≤j
eˆij(ρ)
with Σˆ the sample covariance estimate and eˆij = 1 if (Θˆρ)ij 6= 0 and eˆij = 0
otherwise. To obtain a cellwise robust BIC criterion, we replace Σˆ by a cellwise
robust covariance matrix S and use a cellwise robust precision matrix estimator
Θˆρ:
BIC(ρ) = − log det Θˆρ + tr(ΘˆρS) + log n
n
∑
i≤j
eˆij(ρ).
Computing the value of BIC over a grid, the value ρ yielding the lowest BIC is
chosen.
To perform K-fold cross validation, the data first has to be split into K blocks
of nearly equal size nk (k = 1, . . . ,K). Each block k is left out once and used
as test data (x1(k), . . . ,x
p
(k)). On the remaining data, the precision matrix esti-
mate Θˆ
(−k)
ρ is computed using the regularization parameter ρ. As an evaluation
criterion, the negative log-likelihood on the test data is computed
L(k)(ρ) = − log det Θˆ(−k)ρ + tr(S(k)Θˆ(−k)ρ ),
where S(k) is the initial robust covariance estimate computed on the test data,
i.e.
(S(k))ij = scale(x
i
(k)) scale(x
j
(k))r(x
i
(k),x
j
(k)) i, j = 1, . . . , p
exactly as in Equation (5.4). By using a robust covariance estimate computed
from the test data, outliers present in the test data will not affect the cross-
validation criterion too much. This is done over a range of values of ρ. The value
of ρ minimizing the negative log-likelihood is chosen as the final regularization
parameter
ρˆ = arg min
ρ
1
K
K∑
k=1
L(k)(ρ). (5.7)
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As pointed out by a referee, it could occur that some of the test data sets
include a percentage of outliers exceeding the breakdown point of the precision
matrix estimator, leading to possible breakdown of the cross validation procedure.
Replacing the sum in (5.7) by a trimmed average or the median may provide a
way out. In our numerical experiments, however, where the contamination levels
are low compared to the breakdown point and the contamination is independent
for different cells, we did not face this problem.
To select a grid of values of ρ, we suggest to use the heuristic approach imple-
mented in the huge-package [Zhao et al., 2014a]. It chooses a logarithmic spaced
grid of ten values. The largest value of the grid depends on the value of the initial
covariance matrix S
ρmax = max
(
max
(i,j)∈{1,...,p}2
(S− Ip)ij − min
(i,j)∈{1,...,p}2
(S− Ip)ij
)
.
The smallest value of the grid is then a tenth of the largest value ρmin = 0.1ρmax.
To obtain a logarithmic spaced grid, ten equally spaced values between log(ρmin)
and log(ρmax) are transformed via the exponential function. We will use this grid
of ρ-values in the remainder of the paper.
In general, the BIC criterion can be computed faster than cross validation.
However, BIC tends to select too sparse models in practice. In our opinion, the
gain in accuracy when using cross validation is worth the increased computation
time. Therefore, we will use five-fold cross validation in the remainder of the
paper.
5.5 Breakdown point
In Section 5.3, we obtain precision matrix estimators by replacing the sample
covariance matrix in the GLASSO with robust covariance matrices. It is not
immediately clear if the cellwise robustness of the initial covariance estimator
translates to cellwise robustness of the final precision matrix estimator. Theo-
rem 5.2 shows that the final precision matrix estimator ΘˆS indeed inherits the
breakdown point of the covariance matrix estimator S. Furthermore, we formally
show in Proposition 5.3 that the proposed initial covariance matrix estimators
based on pairwise correlations are cellwise robust.
One of the most common measurements of robustness is the finite-sample
breakdown point. We refer to Maronna et al. [2006] for the standard definition,
i.e. under rowwise contamination. The breakdown point denotes the smallest
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amount of contamination in the data that drives the estimate to the boundary of
the parameter space. For example, a location estimator needs to stay bounded, a
dispersion estimator needs to stay bounded and away from zero. More formally,
define for any symmetric p× p matrices A and B
D(A,B) = max{|λ1(A)− λ1(B)|, |λp(A)−1 − λp(B)−1|},
where the ordered eigenvalues of a matrix A are denoted by 0 ≤ λp(A) ≤ . . . ≤
λ1(A). We define the finite-sample breakdown point under cellwise contamination
of a precision matrix estimate Θˆ as
n(Θˆ,X) = min
m=1,...,n
{m
n
: sup
Xm
D(Θˆ(X), Θˆ(Xm)) =∞}, (5.8)
where Xm denotes a corrupted sample obtained from X ∈ Rn×p by replacing
in each column at most m cells by arbitrary values. Similarly, we can define
the explosion finite-sample breakdown point under cellwise contamination of a
covariance matrix estimate S as
+n (S,X) = min
m=1,...,n
{m
n
: sup
Xm
|λ1(S(X))− λ1(S(Xm))| =∞}, (5.9)
where Xm denotes a corrupted sample obtained from X by replacing in each
column at most m cells by arbitrary values.
Finally, recall the definition of the explosion breakdown point of a univariate
scale estimator scale(·):
+n (scale,x) = min
m=1,...,n
{m
n
: sup
xm
scale(xm) =∞},
where xm is obtained from x ∈ Rn by replacing m of the n values by arbitrary
values.
To proof the main theorem of this section, we use different properties of eigen-
values, which we summarize in the following lemma.
Lemma 5.1. Let A,B ∈ Rp×p and denote their smallest (largest) eigenvalues by
λp(A) (λ1(A)) and λp(B) (λ1(B)), respectively. Then the following statements
are true:
(a) If A and B are positive semidefinite, then
λp(AB) ≤ λ1(A)λp(B), (5.10)
λp(A)λp(B) ≤ λp(AB). (5.11)
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(b) If A and B are symmetric, then
λ1(A + B) = λ1(A) + λ1(B). (5.12)
(c) Denoting A = (aij)i,j=1,...,p, we have
|λ1(A)| ≤ p max
i,j=1,...,p
|aij |. (5.13)
Proof. (a) Seber [2008] 6.76 (b) Seber [2008] 6.71, (c) Seber [2008] 6.26a
Now, we can show that replacing the sample covariance matrix in the GLASSO
by a robust covariance matrix S leads to a precision matrix estimator ΘˆS(X) that
inherits its robustness from S.
Theorem 5.2. The finite sample breakdown point under cellwise contamination
of the robust precision matrix estimator ΘˆS(X) fulfills
n(ΘˆS,X) ≥ +n (S,X) (5.14)
with S a positive semidefinite covariance estimator.
Proof. Let 1 ≤ m ≤ n be the maximum number of cells in a column that have been
replaced to arbitrary positions. Since S(Xm) is positive semidefinite, ΘˆS(X
m) is
positive definite [see Banerjee et al., 2008, Theorem 3]. The estimate ΘˆS(X
m)
needs to fulfill the first order condition of (5.6):
0 = Θˆ−1S (X
m)− S(Xm)− ρSign ΘˆS(Xm), (5.15)
where (Sign ΘˆS(X
m))jk = sign ΘˆS(X
m)jk for j, k = 1, . . . , p. If ΘˆS has zero
components, the first order condition (5.15) corresponds to a subdifferential and
the sign function at 0 needs to be interpreted as the set [−1, 1] [Bertsekas, 1995].
We then obtain
Ip = (S(X
m) + ρ Sign ΘˆS(X
m))ΘˆS(X
m).
Thus, the smallest eigenvalue fulfills
1 = λp(Ip) = λp((S(X
m) + ρSign ΘˆS(X
m))ΘˆS(X
m)).
Using (5.10), we get
1 ≤ λ1(S(Xm) + ρSign ΘˆS(Xm))λp(ΘˆS(Xm)).
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By definition ΘˆS(X
m) is always symmetric, therefore also ρSign(ΘˆS(X
m)). As
a result, (5.12) yields
1 ≤ [λ1(S(Xm)) + λ1(ρSign ΘˆS(Xm))]λp(ΘˆS(Xm)).
As ΘˆS(X
m) is positive definite, we obtain
1
λp(ΘˆS(X
m))
≤ λ1(S(Xm)) + ρλ1(Sign ΘˆS(Xm)).
From the definition of the Sign-function, we know that |(Sign ΘˆS(Xm))ij | ≤ 1.
Together with (5.13), this yields
|λ1(Sign ΘˆS(Xm))| ≤ p, (5.16)
resulting in
λp(ΘˆS(X
m))−1 ≤ λ1(S(Xm)) + ρp. (5.17)
From the definition of the explosion breakdown point (5.9), we know that for
every m˜ < n+n (S,X) there exists an M <∞ such that
λ1(S(X
m˜)) ≤M + λ1(S(X)). (5.18)
Using (5.17) in (5.18) yields
0 ≤ λp(ΘˆS(Xm˜))−1 ≤ λ1(S(Xm˜)) + ρp ≤M + λ1(S(X)) + ρp.
Together with the triangle inequality this gives
|λp(ΘˆS(Xm˜))−1 − λp(ΘˆS(X))−1| ≤ λp(ΘˆS(Xm˜))−1 + λp(ΘˆS(X))−1 (5.19)
≤M + λ1(S(X)) + λp(ΘˆS(X))−1 + ρp.
(5.20)
To obtain a bound for the largest eigenvalue λ1(ΘˆS(X
m)), denote for any
matrix Θ  0
Q(Θ,X) = log det Θ− tr(S(X)Θ)− ρ
p∑
j,k=1
|θjk|.
For the identity matrix, we obtain for contaminated data Xm
Q(Ip,X
m) = 0− tr(S(Xm))− ρp ≥ −pλ1(S(Xm))− ρp
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since tr(A) =
∑p
j=1 λj(A) ≤ pλ1(A) for any matrix A ∈ Rp×p. Using Equation
(5.18), this leads to
Q(Ip,X
m˜) ≥ −pM − pλ1(S(X))− ρp.
For any matrix Θ˜  0, we obtain with (5.11)
tr(SΘ˜) =
p∑
j=1
λj(SΘ˜) ≥ λp(SΘ˜) ≥ λp(S)λp(Θ˜) ≥ 0. (5.21)
Furthermore, (5.13) yields
p∑
i,j=1
|θ˜jk| ≥ max
j,k=1,...,p
|θ˜jk| ≥ 1
p
λ1(Θ˜). (5.22)
Equations (5.21) and (5.22) lead to
Q(Θ˜,Xm) = log det Θ˜− tr(SΘ˜)− ρ
p∑
j,k=1
|θjk|
≤ p log λ1(Θ˜)− ρ
p
λ1(Θ˜)
because det(A) =
∏p
j=1 λj(A) ≤ λ1(A)p for any matrix A ∈ Rp×p.
The function x 7→ p log x − ρx/p is concave and attains its maximum at x =
p2/ρ. Therefore, there exists a finite constant M∗ > p2/ρ, such that
p logM∗ − ρ
p
M∗ = −pM − pλ1(S(X))− ρp.
As a results, we know that any matrix Θ˜ with λ1(Θ˜) > M
∗ is not optimizing
(5.6) since Q(Ip,X
m˜) > Q(Θ˜,Xm˜). Hence,
0 ≤ λ1(ΘˆS(Xm˜)) ≤M∗.
Together with the triangular inequality, this yields
|λ1(ΘˆS(Xm˜))− λ1(ΘˆS(X))| ≤ λ1(ΘˆS(Xm˜)) + λ1(ΘˆS(X)) (5.23)
≤M∗ + λ1(ΘˆS(X)). (5.24)
Thus, (5.19) and (5.23) lead to
sup
Xm˜
D(ΘˆS(X), ΘˆS(X
m˜)) ≤
≤ max{M + λ1(S(X)) + ρp+ λp(ΘˆS(X))−1,M∗ + λ1(ΘˆS(X))}
for any m˜ < n+n (S,X), yielding (5.14).
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Note that, in contrast to other robust methods, it is not necessary to put any
assumptions on the data (e.g. general position) to derive the breakdown point
in Theorem 5.2. The reason is that implosion of the precision matrix is taken
care of by the GLASSO procedure. It always gives a positive definite estimate,
no matter what the data look like.
We still need to verify that the covariance matrix estimator based on pairwise
correlations has a high explosion breakdown point under cellwise contamination.
Proposition 5.3. The explosion breakdown point under cellwise contamination of
the covariance estimator based on pairwise correlations as defined in (5.4) depends
on the explosion breakdown point of the scale estimator used
+n (S,X) ≥ max
j=1,...,p
+n (scale,x
j). (5.25)
Proof. Using the triangular inequality, (5.13), (5.4) and the fact that a correlation
has an absolute value smaller than 1, we obtain
|λ1(S(X))− λ1(S(Xm))| ≤ |λ1(S(X))|+ p max
j,k=1,...,p
| scale((Xm)j)|| scale((Xm)k)|
for any m ∈ {1, . . . , n}, where (Xm)j denotes the jth column of matrix Xm, and
therefore (5.25).
Note that the explosion breakdown point of the scale estimator in (5.25) is the
breakdown point of a univariate estimator. Breakdown points of scale estimators
have been studied extensively [see e.g. Rousseeuw and Croux, 1993]. The median
absolute deviation as well as the Qn-estimator have an explosion breakdown point
of 50%, resulting in a breakdown point of 50% under cellwise contamination for
the correlation based precision matrix estimator proposed in Section 5.3.
5.6 Simulations
In this section, we present a simulation study to compare the performance of the
estimators introduced in Section 5.3. For the correlation based precision matrix
estimator, we choose the Qn-estimator as a scale. As robust correlation, we use
Gaussian rank correlation, Spearman correlation and Quadrant correlation, re-
sulting in the three different estimators ‘GlassoGaussQn’, ‘GlassoSpearmanQn’
and ‘GlassoQuadQn’, respectively. As a point of reference, we also include the
nonrobust, classical GLASSO (5.2) and abbreviate it as ‘GlassoClass’. Addition-
ally, we compute a covariance based precision matrix estimate, where we choose
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Qn as the scale estimator and NPD to obtain a positive semidefinite covariance
estimate (‘GlassoNPDQn’). This estimator represents the class of estimators stud-
ied by Tarr et al..
To compare to a rowwise, but not cellwise robust estimator that can be com-
puted in high dimensions, we consider the spatial sign covariance matrix [Visuri
et al., 2000]
Sinconssign (X) =
1
n
n∑
i=1
U(xi − µˆ)U(xi − µˆ)>, (5.26)
where U(y) = ‖y‖−12 y if y 6= 0 and U(y) = 0 otherwise, and ‖y‖2 stands for
the Euclidean norm. The location estimator µˆ is the spatial median, i.e. the
minimizer of
∑n
i=1 ‖xi−µ‖2. Since only the eigenvectors of (5.26) are consistent
estimators for the eigenvectors of the covariance matrix at the normal model,
we still need to compute consistent eigenvalues. Let U denote the matrix of
eigenvectors of (5.26). The eigenvalues of the covariance matrix are then given by
the marginal variances of U>x1, . . . ,U>xn. To robustly estimate these marginal
variances, we use the robust scale estimator Qn. Denote the matrix of robust
eigenvalues as Λ = diag(λˆ1, . . . , λˆp). Then the consistent spatial sign covariance
matrix is
Ssign(X) = UΛU
>.
The spatial sign covariance matrix is positive semidefinite. Therefore, we use it
as an input in the GLASSO, as in Equation (5.6), to obtain a sparse precision
matrix estimate which is robust under rowwise contamination. We refer to this
precision matrix estimator as ‘GlassoSpSign’. Finally, we also add the inverse of
the classical sample covariance matrix (5.1) as a benchmark (‘Classic’), where it
can be computed. For all estimators, we select the regularization parameter ρ via
five-fold cross validation over a logarithmic spaced grid (see Section 5.4).
Sampling schemes. We use in total four sampling schemes covering the
scenarios of a banded precision matrix, a sparse precision matrix, a dense precision
matrix [Cai et al., 2011] and a diagonal precision matrix. Each sampling scheme
is defined through the true precision matrix Θ0 ∈ Rp×p for i, j = 1, . . . , p:
• ‘banded’: (Θ0)ij = 0.6|i−j|
• ‘sparse’: Θ0 = B + δIp with P[bij = 0.5] = 0.1 and P[bij = 0] = 0.9 for
i 6= j. The parameter δ is chosen such that the conditional number of Θ0
equals p. Then the matrix is standardized to have unit diagonals.
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• ‘dense’: (Θ0)ii = 1 and (Θ0)ij = 0.5 for i 6= j
• ‘diagonal’: (Θ0)ii = 1 and (Θ0)ij = 0 for i 6= j
For each sampling scheme, we generate M = 100 samples of size n = 100 from a
multivariate normal N (0,Θ−10 ). We take as dimension p = 60 and p = 200.
Contamination. To simulate contamination, we use two different contami-
nation settings [Finegold and Drton, 2011]: (i) To every generated data set, we
add 5 or 10% of cellwise contamination. Therefore, we randomly select 5 and 10%
of the cells and draw them from a normal N (10, 0.2). (ii) To simulate model de-
viation, we draw all observations from an alternative t-distribution t∗100,2(0,Θ
−1
0 )
of dimension 100 with 2 degree of freedom.
Recall that a multivariate t-distributed random variable x ∼ tn,ν(0,Ψ) is de-
fined as a multivariate normally distributed random variable y = (y1, . . . , yp)
> ∼
Np(0,Ψ) divided by a gamma distributed variable τ ∼ Γ(ν/2, ν/2)
x =
y√
τ
.
To obtain an alternative t-distributed random variable x = (x1, . . . , xp)
> ∼
t∗n,ν(0,Ψ), we draw p independent divisors τj ∼ Γ(ν/2, ν/2) for the different
variables j = 1, . . . , p
xj =
yj√
τj
.
The heaviness of the tails is then different for different variables of x.
Performance measures. We assess the performance of the estimators using
the Kullback-Leibler divergence [Bu¨hlmann and van de Geer, 2011, p437]
KL(Θˆ,Θ0) = tr(Θ
−1
0 Θˆ)− log det(Θ−10 Θˆ)− p.
It measures how close the obtained estimate Θˆ is to the true parameter Θ0.
Lower values represent a better estimate. If the estimator is equal to the true
precision matrix, the Kullback-Leibler distance is equal to zero. The less accurate
the precision matrix is estimated, the higher the value of the Kullback-Leibler
distance becomes.
To measure how well the sparseness of the true precision matrix is recovered,
we also look at false positive (FP) and false negative (FN) rates:
FP =
|{(i, j) : i = 1, . . . , n; j = 1, . . . , p : (Θˆ)ij 6= 0 ∧ (Θ0)ij = 0}|
|{(i, j) : i = 1, . . . , n; j = 1, . . . , p : (Θ0)ij = 0}|
FN =
|{(i, j) : i = 1, . . . , n; j = 1, . . . , p : (Θˆ)ij = 0 ∧ (Θ0)ij 6= 0}|
|{(i, j) : i = 1, . . . , n; j = 1, . . . , p : (Θ0)ij 6= 0}|
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The false positive rate gives the percentage of zero-elements in the true precision
matrix that are wrongly estimated as nonzero. In contrast, the false negative rate
gives the percentage of nonzero-elements in the true precision matrix that are
wrongly estimated to be zero. Both values are desired to be as small as possible.
However, a large false negative rate has a worse impact since it implies that
associations between variables are not found and therefore important information
is not used. A large false positive rate indicates that unnecessary associations are
included, which ‘only’ complicates the model. Note that if Θ0 does not contain
any zero-entries, the false positive rate is not defined. In graphical modeling,
a high false negative rate indicates that many non-zero edges that should be
included in the estimated graph are missed. This implies that there are conditional
independencies assumed which are not supported by the true graph.
Simulation results. Results for p = 60 are given in Table 5.1. For clean data
in the banded scenario, the classical GLASSO (‘GlassoClass’) is performing best,
achieving lowest values of KL. Only marginally higher values of KL are obtained
by the correlation based precision matrix using Gaussian rank correlation (‘Glas-
soGaussQn’) and the regularized spatial sign covariance matrix (‘GlassoSpSign’).
Their good performance can be explained by their high efficiency at the normal
model. Even though this data is clean, the inverse of the sample covariance ma-
trix (‘Classic’) is performing very poorly. This is due to the low precision of the
sample covariance matrix for a data set with p > n/2. Regularization of the in-
verse of the sample covariance matrix is solving the problem, as we see from the
classical GLASSO. Note that the sample covariance matrix always gives an FN of
zero, since the resulting estimate is not sparse, and should therefore not be con-
sidered to evaluate the performance of the sample covariance matrix. The corre-
lation based precision matrix using Spearman correlation (‘GlassoSpearmanQn’)
obtains a slightly higher value of KL than ‘GlassoGaussQn’. It probably suffers
from its inconsistency. This also explains why the KL of the correlation based
precision matrix using Quadrant correlation (‘GlassoQuadQn’) is so much higher,
since the asymptotic bias of the Quadrant correlation is considerably higher than
that of Spearman. The performance of the covariance based precision matrix
(‘GlassoNPDQn’) lies in between ‘GlassoSpearmanQn’ and ‘GlassoQuadQn’.
Under contamination, the relative performance of the different estimators
changes. Clearly, the classical GLASSO is not robust, and it achieves the highest
values of KL of all estimators. Also the regularized spatial sign covariance matrix
does not perform well. This is no surprise since for 5% of cellwise contamination,
already more than 90% of the observations are expected to be contaminated.
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Thus, the level of rowwise contamination is too high for ‘GlassoSpSign’ to obtain
reliable results. Best performance under contamination is obtained by the cor-
relation based precision matrices using Gaussian rank or Spearman correlation.
They give lowest values of KL for all three contamination schemes. Moderately
larger values are obtained by ‘GlassoQuadQn’. Of the cellwise robust estimators,
the covariance based precision matrix estimator is performing worst under con-
tamination. It obtains highest values of KL and FN in all three contamination
settings. Under 10% of cellwise contamination the value of KL of ‘GlassoNPDQn’
is nearly double that of ‘GlassoSpearmanQn’.
Looking at the other three sampling schemes ‘sparse’, ‘dense’ and ‘diago-
nal’, the conclusions are very similar to that of the banded scheme: For clean
data ‘GlassoClass’ is doing best, closely followed by ‘GlassoGaussQn’ and ‘Glas-
soSpSign’. Under contamination ‘GlassoGaussQn’ and ‘GlassoSpearmanQn’ are
performing best, while ‘GlassoNPDQn’ gives worst results of all cellwise robust
estimators. For the sparse settings ‘sparse’ and ‘diagonal’ we also compare the
different values of the FP and FN. In the setting ‘diagonal’ the values are more or
less the same for all estimators (apart from the sample covariance matrix which
does not give sparse results and therefore has a FP equal to one). In the setting
‘sparse’, differences are more outspoken. The covariance based precision matrix
estimator gives a FN of up to double that of ‘GlassoGaussQn’ or ‘GlassoSpear-
manQn’, which is not made up by the slightly lower value of FP. In graphical
modeling that means that many nonzero edges are missed by ‘GlassoNPDQn’,
while they are correctly identified by ‘GlassoGaussQn’ and ‘GlassoSpearmanQn’.
The simulation results for p = 200 are given in Table 5.2. Since p > n, the
sample covariance matrix cannot be inverted anymore and is excluded from the
analysis. Overall, the conclusions are similar to p = 60. For clean data, the
classical GLASSO performs best. Marginally larger values of KL are obtained
by ‘GlassoGaussQn’ and ‘GlassoSpSign’. In comparison to p = 60, here also
‘GlassoSpearmanQn’ is doing very well for clean data.
For p = 200, we see again that under any type of contamination the classical
GLASSO and the regularized spatial sign covariance matrix are not reliable any
more. In contrast, the cellwise robust correlation based precision matrix estima-
tors achieve very good results, especially in combination with Gaussian rank or
Spearman correlation. Their KL as well as their FN are lowest of all estima-
tors for all settings considered here. The covariance based correlation estimate
is considerably less accurate than the correlation based estimates. Under higher
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Table 5.1: Simulation results for n = 100 and p = 60: Kullback-Leibler criterion (KL),
false positive rate (FP) and false negative rate (FN) averaged over M = 100 simulations
reported for 7 estimators and 4 sampling schemes
clean 5% cellwise 10% cellwise alternative t
KL FP FN KL FP FN KL FP FN KL FP FN
banded
GlassoClass 8.97 .70 55.00 .95 77.11 .94 143.16 .98
GlassoQuadQn 14.96 .83 19.20 .86 24.44 .90 31.10 .87
GlassoGaussQn 9.62 .75 16.91 .83 23.52 .88 28.41 .84
GlassoSpearmanQn 10.09 .76 16.32 .83 22.69 .87 27.92 .84
GlassoNPDQn 11.90 .85 21.73 .91 43.59 .97 37.34 .92
Classic 71.54 .00 49.24 .00 61.01 .00 67.84 .00
GlassoSpSign 9.53 .74 53.92 .96 77.54 .95 80.41 .94
sparse
GlassoClass 5.87 .23 .09 63.70 .02 .82 88.81 .04 .81 140.09 .00 .85
GlassoQuadQn 10.28 .15 .38 14.20 .12 .47 19.04 .09 .56 26.28 .10 .45
GlassoGaussQn 6.34 .21 .11 12.25 .16 .30 18.39 .11 .49 24.09 .13 .28
GlassoSpearmanQn 6.74 .21 .13 11.75 .16 .27 17.67 .12 .43 23.71 .14 .26
GlassoNPDQn 8.25 .13 .23 17.85 .06 .47 42.14 .01 .82 32.73 .06 .52
Classic 71.54 1.00 .00 49.39 1.00 .00 66.83 1.00 .00 62.79 1.00 .00
GlassoSpSign 6.35 .21 .11 62.36 .01 .83 89.37 .02 .83 76.37 .04 .65
dense
GlassoClass 4.40 .92 42.52 .96 64.95 .94 128.00 .98
GlassoQuadQn 4.65 .94 7.66 .95 11.66 .96 20.72 .97
GlassoGaussQn 4.59 .93 7.59 .94 11.70 .96 20.72 .96
GlassoSpearmanQn 4.61 .94 7.59 .94 11.80 .96 20.81 .97
GlassoNPDQn 5.01 .96 13.69 .98 30.98 .98 28.43 .98
Classic 71.54 .00 39.88 .00 49.44 .00 59.08 .00
GlassoSpSign 4.62 .94 41.65 .97 65.21 .96 69.46 .98
diagonal
GlassoClass 1.31 .05 .00 66.11 .01 .00 93.48 .03 .00 124.03 .00 .00
GlassoQuadQn 1.55 .04 .00 4.60 .03 .00 8.68 .03 .00 17.69 .02 .00
GlassoGaussQn 1.53 .04 .00 4.54 .04 .00 8.67 .03 .00 17.61 .02 .00
GlassoSpearmanQn 1.55 .04 .00 4.57 .04 .00 8.68 .03 .00 17.78 .02 .00
GlassoNPDQn 1.92 .02 .00 11.02 .00 .00 33.94 .00 .00 25.46 .00 .00
Classic 71.54 1.00 .00 48.41 1.00 .00 68.67 1.00 .00 56.26 1.00 .00
GlassoSpSign 1.54 .04 .00 62.99 .01 .00 93.75 .02 .00 66.05 .01 .00
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Table 5.2: Simulation results for n = 100 and p = 200: Kullback-Leibler criterion
(KL), false positive rate (FP) and false negative rate (FN) averaged over M = 100
simulations reported for 7 estimators and 4 sampling schemes
clean 5% cellwise 10% cellwise alternative t
KL FP FN KL FP FN KL FP FN KL FP FN
banded
GlassoClass 38.32 .89 187.21 .98 262.04 .98 Inf .99
GlassoQuadQn 56.42 .94 70.67 .95 86.97 .97 112.04 .96
GlassoGaussQn 40.18 .91 63.97 .94 84.67 .96 103.21 .94
GlassoSpearmanQn 41.53 .90 61.90 .93 82.92 .96 101.81 .93
GlassoNPDQn 52.42 .96 102.91 .98 200.13 .99 164.86 .99
Classic
GlassoSpSign 39.68 .90 189.47 .98 265.32 .98 326.08 .99
sparse
GlassoClass 46.65 .10 .52 220.90 .02 .93 302.94 .02 .93 Inf .00 .95
GlassoQuadQn 60.42 .09 .72 75.70 .07 .77 93.11 .05 .81 119.80 .06 .78
GlassoGaussQn 48.45 .10 .54 69.70 .08 .69 90.69 .06 .79 115.29 .06 .71
GlassoSpearmanQn 49.60 .10 .56 68.27 .08 .67 88.92 .06 .76 114.46 .06 .70
GlassoNPDQn 58.64 .07 .64 111.15 .03 .84 215.95 .00 .95 167.81 .02 .85
Classic
GlassoSpSign 47.97 .10 .54 223.28 .01 .93 306.49 .01 .94 339.53 .01 .93
dense
GlassoClass 9.70 .97 137.73 .98 214.08 .98 Inf .99
GlassoQuadQn 10.41 .98 21.12 .98 35.06 .98 66.07 .99
GlassoGaussQn 10.35 .98 20.91 .98 35.06 .98 65.54 .99
GlassoSpearmanQn 10.39 .98 21.11 .98 34.92 .98 65.80 .99
GlassoNPDQn 15.27 .99 65.43 .99 146.61 .99 121.14 .99
Classic
GlassoSpSign 10.53 .98 140.17 .99 217.08 .98 270.10 .99
diagonal
GlassoClass 5.41 .02 .00 224.15 .01 .00 317.07 .01 .00 Inf .00 .00
GlassoQuadQn 6.14 .02 .00 17.12 .01 .00 30.71 .01 .00 61.51 .01 .00
GlassoGaussQn 6.05 .02 .00 17.15 .01 .00 30.66 .01 .00 61.37 .01 .00
GlassoSpearmanQn 6.07 .02 .00 17.08 .01 .00 30.71 .01 .00 61.18 .01 .00
GlassoNPDQn 10.83 .00 .00 63.60 .00 .00 167.73 .00 .00 114.93 .00 .00
Classic
GlassoSpSign 6.29 .01 .00 225.91 .01 .00 320.17 .01 .00 265.02 .00 .00
amounts of cellwise contamination ‘GlassoNPDQn’ can have a KL of more than
four times the value of the correlation based precision matrix estimators. Besides,
its FN is higher in all settings considered.
Since in high-dimensional analysis computation time is important for practical
usage of the estimators, Table 5.3 gives an overview of the average computation
time that the different estimators require. The computation time was comparable
throughout the different simulation schemes. Therefore, we only give averages.
Note that the reported computation time includes the selection of ρ via 5-fold
crossvalidation. For p = 60, the correlation based precision matrices, the classical
GLASSO and the regularized spatial sign covariance matrix need very similar
computation times. This indicates that the GLASSO algorithm takes most of the
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Table 5.3: Computation time (in sec.) for samples of size n = 100 (including selection
of ρ via 5-fold cross-validation) averaged over M = 100 simulations and all simulation
schemes reported for 7 estimators
p = 60 p = 200
GlassoClass 5.93 7.69
GlassoQuadQn 6.13 9.12
GlassoGaussQn 6.09 9.15
GlassoSpearmanQn 5.82 9.01
GlassoNPDQn 22.85 216.79
Classic 0.00 0.02
GlassoSpSign 5.73 8.11
computation time and that the computation time of the initial covariance matrices
is negligible. In contrast, the covariance based precision matrix estimator is nearly
four times slower. For p = 200, the classical GLASSO and the regularized spatial
sign covariance matrix can be computed fastest. But as they are not robust
enough, the estimates are very inaccurate. Computation of the correlation based
estimators is still very fast here. The estimation including the selection of ρ over
a grid of ten values takes less than 10 seconds. In contrast, estimation of the
covariance based precision matrix takes more than 20 times longer.
Since we advertise the high breakdown point of the correlation based precision
matrix estimators, we also look at the performance of the estimators under higher
amounts of cellwise contamination, ranging from 0 to 40%. Fig. 5.1 plots the
value of KL for the most representative precision matrix estimators for p = 60
(left panel) and p = 200 (right panel), following the ‘banded’ sampling scheme.
As expected, the nonrobust ‘GlassoClass’ results in the highest values of KL.
For higher amounts of cellwise contamination, the KL of the ‘GlassoNPDQn’
deteriorates quickly. This is in contrast with the more robust ‘GlassoGaussQn’,
where the KL measure remains limited for higher contamination levels, both for
p = 60 and p = 200. The results for the sampling schemes ‘sparse’, ‘dense’ and
‘diagonal’ are comparable to Fig. 5.1 and are therefore omitted.
To summarize, for clean data the classical GLASSO performs best. Under
cellwise contamination, ‘GlassoGaussQn’ and ‘GlassoSpearmanQn’ achieve best
results. All three estimators can be computed equally fast. Since the ‘Glasso-
GaussQn’ is consistent and performs similarly well as the classical GLASSO for
clean data, we advise the ‘GlassoGaussQn’ for high-dimensional sparse precision
matrix estimation under cellwise contamination.
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Figure 5.1: Kullback-Leibler criterion for the ‘banded’ sampling scheme averaged
over M = 100 simulations reported for various amounts of cellwise contamination
and several estimators
5.7 Applications
In this paper, we describe how a cellwise robust, sparse precision matrix estimator
can be obtained. To show the applicability of the introduced estimator to a real
world data set, we use the dataset stockdata, which is publicly available through
the R-package huge [Zhao et al., 2014a]. It consists of the closing prices of p = 452
stocks in the S&P on all trading days between January 1,2003 and January 1,
2008, leading to n = 1258 observations. We use the same data transformations
and parameter choices as in Zhao et al. [2012]. The estimated graphical models
returned by ‘GlassoClass’ and ‘GlassoGaussQn’ are visualized in Panel (a) and
(b) of Fig. 5.2. From the plots, we can conclude that the two graphs are very
similar. Indeed, only around 2% of the selected edges in ‘GlassoClass’ are not
selected in ‘GlassoGaussQn’, while the percentage is even smaller vice versa. As
a result, we assume that stockdata is a rather clean data set.
To see how the estimators behave under contamination, we randomly select 5%
of the cells of the data matrix and replace them by replicates of the normal distri-
bution N (10, 0.2). The graphs estimated by ‘GlassoClass’ and ‘GlassoGaussQn’
from the contaminated data are shown in Panels (c) and (d) of Fig. 5.2, respec-
tively. While the graph estimated by ‘GlassoGaussQn’ hardly differs from the
uncontaminated case, ‘GlassoClass’ estimates a graph without any edges. Thus,
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‘GlassoGaussQn’ is robust in the sense that the estimate on the contaminated
data resembles that of the clean data. In contrast, the nonrobust ‘GlassoClass’
returns a not reliable estimate in the presence of cellwise contaminated data.
data contaminated data
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Figure 5.2: Graphical models estimated from stockdata. Every node in the
graph corresponds to one of the p = 452 stocks.
The proposed method is not only useful for robust estimation of the precision
matrix, but can also be used for outlier detection. To find rowwise outliers, the
precision matrix can be immediately used to compute Mahalanobis distances [see
e.g. Maronna et al., 2006]. To detect cellwise outliers, the approach of Agostinelli
et al. [2015] can be followed: Using the precision matrix Θˆ as well as the vari-
ablewise median m, cellwise standardized distances can be computed
dij =
xij −mj
(Θˆ−1)jj
.
A cell is then flagged as an outlier if d2ij is larger than the 0.99
1
np -quantile of the
chi-squared distribution with 1 degree of freedom. Applying this procedure to
the stockdata, we find no cellwise outliers for the original data set. The data
set with artificially introduced 5% of cellwise contamination contains according
to this outlier detection method indeed 5% of cellwise outliers.
Estimating a cellwise robust, sparse precision matrix is not only interesting
in graphical models. As an example consider linear discriminant analysis, where
each observation belongs to one of K groups. The goal is then to assign a new
observation x ∈ Rp to one of those K groups. Assuming a normal distributions
N (µk,Σ) for observations of group k ∈ {1, . . . ,K}, the Bayes optimal solution is
found via the linear discriminant function
δk(x) = x
>Σ−1µk −
1
2
µ>k Σ
−1µk + log pik,
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where pik is the a priori probability of belonging to group k. Replacing Σ
−1 with
the correlation based precision matrix estimated from the centered data (where
each observation is centered by the coordinatewise median computed over the
observations belonging to the same group) results in a cellwise robust estimator
for high-dimensional linear discriminant analysis. The final estimate may not be
sparse anymore, but it is very robust under cellwise contamination. Furthermore,
it can be computed even if p > n.
Cellwise robust, sparse precision matrix estimation can also be used to obtain
cellwise robust, sparse regression of y ∈ Rn on X ∈ Rn×p. Partitioning the joint
sample covariance estimate of (X,y) and its inverse into
Σˆ =
(
ΣˆXX σˆXy
σˆ>Xy σˆyy
)
Θˆ =
(
ΘˆXX θˆXy
θˆ
>
Xy θˆyy
)
the least squares estimator can be rewritten as
βˆLS = Σˆ
−1
XXσˆXy = −
1
θyy
ΘˆXy
using the partitioned inverse formula [Seber, 2008, 14.11]. With the correlation
based precision matrix estimate ΘˆS((X,y)) computed jointly from (X,y), we
obtain a cellwise robust, sparse regression estimate computable in high-dimensions
βˆ = − 1
(ΘˆS((X,y)))p+1,p+1
(ΘˆS((X,y)))1:p,p+1.
5.8 Conclusions
We have introduced a cellwise robust, correlation based precision matrix estima-
tor. We put forward the following simple procedure: (i) compute the robust scale
estimators Qn for each variable (ii) compute the robust correlation matrix from
the normal scores, as in Equation (5.5) (iii) construct then the robust covariance
matrix from these correlations and robust scale, as in Equation (5.4) (iv) use the
latter as input for the GLASSO, returning ΘˆS(X). It is formally shown that the
proposed estimator features a very high breakdown point under cellwise contami-
nation. As its definition is very simple, the estimator can be computed very fast,
even in high-dimensions.
The simulation results presented in Section 5.6 discuss the results of the various
estimators including their selection of the regularization parameter ρ. As can be
seen from a small simulation study with p = 60, kindly provided by a referee,
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the bad performance of ‘GlassoNPDQn’ needs to be mainly attributed to the
selection of ρ. When ‘GlassoNPDQn’ is run with the regularization parameter
estimated by ‘GlassoGaussQn’, the two methods performed similar. This problem
also occurred for clean data. Replacing CV by BIC did not help to improve
‘GlassoNPDQn’: The performance in comparison to ‘GlassoGaussQn’ was still
similar as in Tables 5.1 and 5.2. Analyzing the reason for the bad performance
of ‘GlassoNPDQn’ with respect to the selection of the regularization parameter
is left for future research.
Compared to the covariance based approach, a correlation based approach
results in a simpler estimator. More importantly, it achieves a substantially higher
breakdown point, is considerably faster to compute and yields more accurate
estimates when the regularization parameter is selected using BIC or the new
cross-validation criterion presented in Section 5.4.
5.9 Appendix - Using NPD to transform a sym-
metric matrix into a positive semidefinite ma-
trix
Let S˜ = (s˜ij) ∈ Rp×p denote an estimate for the covariance matrix of the data
X ∈ Rn×p that is not necessarily positive definite. To find the closest positive
semidefinite matrix S to the covariance estimate S˜ in terms of the Frobenius norm,
S˜ needs to be projected onto the subset of all positive semidefinite matrices.
For this, there exists an explicit solution (5.27) [see e.g. Zhao et al., 2014b].
However, we want to follow the same steps as Tarr et al. and therefore we use
the simplification of Dykstra’s algorithm [Bauschke and Borwein, 1994], which is
looking for the closet positive semidefinite matrix with diagonal elements equal to
one. Dykstra’s algorithm is implemented as function nearPD() in the R-package
Matrix. Setting corr=FALSE leads to the following algorithm:
(i) Compute the eigenvalue decomposition of the matrix S˜
S˜ = Q diag(λ1, . . . , λp)Q
′
(ii) Project the matrix S˜ onto the subspace of all positive semidefinite matrices
Sˆ1 = Q diag(max(λ1, 0), . . . ,max(λp, 0))Q
′ (5.27)
% For numerical stability, nearPD() uses instead of max(λj , 0) the eigen-
values λ˜j = 0 if λj < 10
−6 · λ1 and λ˜j = λj otherwise for j = 1, . . . , p.
5.10. Appendix - OGK algorithm 137
Note: If after this step all eigenvalues are negative, the nearPD() stops here
and returns an error.
% The following steps are not needed to obtain positive semidefiniteness, but
are added in nearPD() to ensure positive definiteness of the final matrix
(iii) Perform eigenvalue decomposition of Sˆ1
Sˆ1 = Q diag(d1, . . . , dp)Q
′
(iv) Project Sˆ1 onto the subspace of all positive definite matrices
Sˆ2 = Q diag(max(d1, 
∗|dmax|), . . . ,max(dp, ∗|dmax|))Q′
% The default in nearPD() is ∗ = 10−8.
(v) Normalize Sˆ2
d∗ = (
√
max(∗|d1|, (Sˆ2)11)
(Sˆ2)11
, . . . ,
√
max(∗|d1|, (Sˆ2)pp)
(Sˆ2)pp
)′
Sˆ = diag(d∗)Sˆ2 diag(d∗)
5.10 Appendix - Using OGK to transform a sym-
metric matrix into a positive semidefinite
matrix
Let Sˆ = (sˆij) ∈ Rp×p denote an estimate for the covariance matrix of the data
X ∈ Rn×p that is not necessarily positive definite. To obtain a positive definite es-
timate S˜, the idea of the OGK-estimator [Maronna and Zamar, 2002] can be used.
It is based on the observation that the eigenvalues of a matrix are the variances
of the scores, the transformation of the data to the eigenspace. By estimating
the variances of the scores robustly, a positive definite covariance estimate S˜ is
obtained. The reason is that, if no breakdown occurs, the variances will always
be estimated as nonzero. Therefore, the resulting matrix will have only positive
eigenvalues and is therefore by definition positive definite.
(i) Compute the correlation matrix Uˆ corresponding to Sˆ:
D = diag(1/
√
s11, . . . , 1/
√
spp)
Uˆ = DSˆD
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(ii) Compute eigenvalues λj and eigenvectors ej ∈ Rp of Uˆ (j = 1, . . . , p) and
create the matrices Λ = diag(λ1, . . . , λp) and E = (e1, . . . , ep):
Uˆ = EΛE′
(iii) Transform the data into the eigenspace to obtain the score matrix Z =
(z1, . . . , zp) ∈ Rn×p:
Z = XE
(iv) Estimate the variances of the scores robustly using the robust variance σ2(·):
Γ = diag(σ2(z1), . . . , σ
2(zp))
(v) Compute the final positive definite covariance estimate S˜ by replacing the
eigenvalues Λ by the robustly estimated variances Γ:
S˜ = D−1EΓE′D−1
Chapter 6
Robust and sparse estimation of
the inverse covariance matrix
using rank correlation measures
Abstract
Spearman’s rank correlation is a robust alternative for the standard
correlation coefficient. By using ranks instead of the actual values of the
observations, the impact of outliers remains limited. In this paper, we
study an estimator based on this rank correlation measure for estimating
covariance matrices and their inverses. The resulting estimator is robust
and consistent at the normal distribution. By applying the graphical lasso,
the inverse covariance matrix estimator is positive definite if more variables
than observations are available in the data set. Moreover, it will contain
many zeros, and is therefore said to be sparse. Instead of Spearman’s rank
correlation, one can use the Quadrant correlation or Gaussian rank scores. A
simulation study compares the different estimators. This type of estimator
is particularly useful for estimating (inverse) covariance matrices in high
dimensions, when the data may contain several outliers in many cells of
the data matrix. More traditional robust estimators are not well defined or
computable in this setting. An important feature of the proposed estimators
is their simplicity and easiness to compute using existing software.
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6.1 Introduction
We have a sample of nmultivariate observations, and for each of these observations
we measure p variables. The resulting data can be collected in a data matrix
X where the observations are the rows of the data matrix, and each variable
corresponds to a column of the data matrix. The data matrix X has np cells,
where a cell contains a univariate measurement xij :
X =

x11 . . . . . . x1p
...
...
...
...
xn1 . . . . . . xnp
 .
Typically, these data matrices are thin, with n much larger than p. But in this
paper focus is on fat data matrices with more columns than rows. Fat data
matrices often occur in practice. For instance in medicine where hundreds of
variables are measured for a limited set of patients. The transposed rows of X
are denoted as x1, . . . ,xn, with xi ∈ Rp. The columns of the data matrix are
denoted as x1, . . . ,xp ∈ Rn.
We assume that the observations are a random sample of a multivariate normal
distribution with mean µ and covariance matrix Σ. This covariance matrix is
assumed to be positive definite, hence, all its eigenvalues are strictly positive.
The aim is to estimate the unknown parameters µ and Σ from the data such that
(i) the estimators are resistant to outlying cells (ii) the estimate of Σ is positive
definite.
In high dimensions, the occurrence of outliers is to be expected. Data are
collected less carefully, often in an automatic and inaccurate way. Gross-errors can
occur. Moreover, the size of the data set and the large number of variables makes
outlier detection using visualization cumbersome. Therefore, estimators should
be robust to outlying values xij , hence outlying cells. In the traditional literature
on robust statistics [see Maronna et al., 2006, for a more recent textbook], one
considers outlying observations, and an observation is already an outlier if only
one of its cells is outlying. In high dimensions, the notion of outlying cells is more
appropriate. Indeed, take p = 200 > n = 100 and assume that every cell xii,
for 1 ≤ i ≤ n is an outlier. Then all observations are outliers, suggesting that
robust estimation would be impossible. But only 0.5% of the cells are outliers!
In Section 6.4 the concept of breakdown point under cellwise contamination, as
introduced in O¨llerer and Croux [2015], is defined. The estimators advocated in
this paper have a high breakdown point according to this definition, showing that
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robust estimators do exist in high dimensions. One only needs to reconsider what
appropriate measures for robustness are in high dimensions.
The sample covariance matrix estimator
Σˆ =
1
n− 1
n∑
i=1
(xi − x¯)(xi − x¯)> (6.1)
with x¯ the sample average is not only non-robust, it also has the problem that
it is only positive semidefinite. Some of its eigenvalues will be zero if p ≥ n.
Hence, its inverse is not existing. In multivariate statistics one often needs the
inverse: to compute Mahalanobis distances, for Fisher discriminant analysis, . . .
Therefore, we want to have an estimator of Σ that is always positive definite. We
can achieve this in many ways, but a popular choice is the Graphical Lasso, or
Glasso of Friedman et al. [2008]. Glasso takes a positive semidefinite covariance
matrix estimator as an input, and returns a positive definite one. A particular
feature of Glasso is that the resulting estimator of the inverse covariance matrix
is also sparse, meaning that many of its element are exactly equal to zero. We
denote the inverse covariance matrix, or precision matrix, as Θ = Σ−1.
In Section 6.2 we define the estimators of the precision matrix to be studied.
They are robust to cellwise outliers, and give sparse and positive definite estimates
of Θ. In Section 6.3 we give some R-code to show how easily the estimates can
be computed. Theoretical results are presented in Section 6.4. The different
estimators are compared in Section 6.5 by means of a simulation experiment.
Section 6.6 shows how the estimators have been used for Graphical modeling.
Section 6.7 contains some final discussion.
6.2 Estimators
We follow the approach of Tarr et al. for constructing sparse and robust precision
matrices. In a first step, we construct a robust estimator S of the covariance
matrix. In a last step, S serves as an input of Glasso, resulting in a sparse and
robust estimator ΘˆS of the precision matrix:
ΘˆS = arg max
Θ=(θjk)∈Rp×p
Θ0
log det(Θ)− tr(SΘ)− λ
p∑
j,k=1
|θjk|, (6.2)
where the maximization is over all positive definite matrices Θ  0. The algo-
rithm for solving (6.2) requires the input matrix S to be symmetric and positive
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semidefinite. A stable implementation of Glasso is given in the R-package huge
[Zhao et al., 2014a]. The parameter λ in (6.2) controls for the sparsity of the
solution: the larger λ, the sparser the precision matrix estimate. We compute ΘˆS
over a logarithmic spaced grid of ten values, as is done by default in the huge-
package. The final solution is then the one with lowest value of the following
Bayesian Information Criterion [see Yuan and Lin, 2007]:
BIC(λ) = − log det ΘˆS + tr(ΘˆSS) + log n
n
∑
i≤j
eˆij(λ). (6.3)
with eˆij = 1 if (ΘˆS)ij 6= 0 and eˆij = 0 otherwise. Note that ΘˆS depends on λ.
6.2.1 Two-step Estimators
So how do we choose S? Tarr et al. propose to use the robust covariance of
Gnanadesikan and Kettenring [1972] between xj and xk for sjk, with sjk an
element of S. O¨llerer and Croux [2015] showed that this choice leads to some loss
of robustness and a too high computational cost. Instead they propose to use
sjk = scale(x
j) scale(xk)r(xj ,xk) j, k = 1, . . . , p. (6.4)
As scale estimator scale() the robust Qn-estimator [Rousseeuw and Croux, 1993]
is taken, which has the highest possible breakdown point of all scale estimator
and is quite efficient at the normal model. For the correlation r(xj ,xk) O¨llerer
and Croux [2015] considered the following three choices.
• The Quadrant correlation, defined as
rQuadrant(x
j ,xk) =
1
n
n∑
i=1
sign((xij −med`=1,...,n x`j)(xik −med`=1,...,n x`k)),
(6.5)
where sign(·) denotes the sign-function.
• The Spearman correlation defined as the sample correlation of the ranks of
the observations:
rSpearman(x
j ,xk) =
n∑
i=1
(R(xij)− n+12 )(R(xik)− n+12 )√∑n
i=1(R(xij)− n+12 )2
∑n
i=1(R(xik)− n+12 )2
,
(6.6)
with R(xij) the rank of xij among all elements of x
j , for any 1 ≤ j ≤ p and
1 ≤ i ≤ n.
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• The Gaussian rank correlation defined as the sample correlation estimated
from the normal scores of the data:
rGauss(x
j ,xk) =
∑n
i=1 Φ
−1(R(xij)n+1 )Φ
−1(R(xik)n+1 )∑n
i=1(Φ
−1( in+1 ))
2
, (6.7)
where Φ(·) is the cumulative distribution function of a standard normal.
The robustness and efficiency properties of the Quadrant and Spearman correla-
tion are studied in Croux and Dehon [2010], and of the Gaussian rank correlation
in Boudt et al. [2012]. Using these correlation measures, combined with (6.4),
yields positive semidefinite covariance matrices.
6.2.2 Three-step Estimators
The Quadrant and Spearman correlation are not consistent at the bivariate normal
distribution. This means that Quadrant and Spearman correlation between two
variables having a joint normal distribution with correlation ρ do not estimate ρ,
not even if the sample size is infinite. The corresponding S is not a consistent
estimator of Σ and has an asymptotic bias. To resolve this inconsistency, the
following transformations need to be applied:
r˜Quadrant = sin(
pi
2
rQuadrant) (6.8)
and
r˜Spearman = 2 sin(
pi
6
rSpearman). (6.9)
Hence, to get consistency, the transformed Spearman and Quadrant correlation
need to be plugged into (6.4). It is instructive to plot the transformations (6.8)
and (6.9). We see from Figure 6.1 that the asymptotic bias of the Spearman
correlation is very small; the transformation pushes the Spearman correlation
only slightly upwards. On the other hand, the Quadrant correlation is more
severely underestimating the population correlation ρ.
Unfortunately, the resulting S will not be positive semidefinite anymore, and
cannot be used safely as input for Glasso. Therefore, an additional step to make
S positive semidefinite is needed before Glasso can be applied. We implement
two easy ways to do this, but other possibilities do exist [see Zhao et al., 2014b].
Denote λj and vj the eigenvalues and eigenvectors of the matrix S, respectively,
for 1 ≤ j ≤ p. Since S is symmetric, these eigenvalues exist as real numbers, but
may be negative.
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Figure 6.1: Plot of the transformations ρ → sin(piρ/2) and ρ → 2 sin(piρ/6)
needed for making Spearman and Quadrant correlation consistent, together with
the 45 degrees line.
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(i) The perturbation method is an heuristic approach often used in regular-
ization. One simply adds a non-negative value to all diagonal elements of
S:
Sperturb = S + |min(0,min
j
λj)| I. (6.10)
It is immediate to see that the resulting covariance matrix has no negative
eigenvalues any more.
(ii) Rousseeuw and Molenberghs [1993] proposed to use
Snpd =
p∑
j=1
max(0, λj)vjv
t
j . (6.11)
It has been show [e.g. Zhao, Roeder, and Liu, 2014b] that Snpd is the pos-
itive semidefinite matrix nearest to S, where nearness is measured with
the Frobenius matrix norm. Hence the abbreviation npd, nearest positive
(semi)definite matrix.
So three steps are needed: (i) compute S (ii) make it a positive semidefinite matrix
using (6.10) or (6.11) (iii) compute Glasso using the step two matrix as input.
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These three steps have been used in Tarr et al. as well, using the npd algorithm
of Higham [2002] and a different choice of S. An advantage of the Gaussian rank
correlation (6.7) is that it is already consistent at the normal distribution, without
any additional transformation needed. Then a two-step approach is sufficient.
6.3 Computation
In this section, we show how easily the sparse and robust precision matrix es-
timators can be computed in the software package R. In case an estimate of Σ
is needed, one simply needs to invert the estimated precision matrix. The func-
tion below implements the definitions (6.10) and (6.11); the input is a symmetric
matrix sigma the output a positive semidefinite matrix sigma.psd.
easy.psd<-function(sigma,method="perturb")
{
if (method=="perturb")
{
p<-ncol(sigma)
eig<-eigen(sigma, symmetric=T, only.values = T)
const<-abs(min(eig$values,0))
sigma.psd<-sigma+diag(p)*const
}
if (method=="npd")
{
eig<-eigen(sigma, symmetric=T)
d<-pmax(eig$values,0)
sigma.psd<-eig$vectors%*%diag(d)%*%t(eig$vectors)
}
return(sigma.psd)
}
Assume that the data matrix is in the matrix object x. The positive semidefi-
nite matrix S based on the transformed Quadrant correlation is computed by the
function below
quadrant.transformed<-function(x,method="perturb")
{
x.m=apply(x,2,median)
x=sweep(x,2,x.m)
x.s=sign(x)
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x.q=apply(x,2,Qn)
cor.quadrant=sin(pi*cor(x.s)/2)
sigma.quadrant=diag(x.q)%*%cor.quadrant%*%diag(x.q)
return(easy.psd(sigma.quadrant,method))
}
To compute the Qn scale estimator, the R-package robustbase [Rousseeuw et al.,
2015] is needed. For the transformed Spearman correlation we get the correspond-
ing S as
spearman.transformed<-function(x,method="perturb")
{
x.r=apply(x,2,rank)
x.q=apply(x,2,Qn)
cor.sp=2*sin(pi*cor(x.r)/6)
sigma.sp=diag(x.q)%*%cor.sp%*%diag(x.q)
return(easy.psd(sigma.sp,method))
}
The covariance matrix from the Gaussian rank correlations (6.7) is computed by
the function
Grank<-function(x)
{
n=nrow(x)
x.q=apply(x,2,Qn)
x.r=apply(x,2,rank)
cor.Grank=cor(qnorm(x.r/(n+1)))
sigma.Grank=diag(x.q)%*%cor.Grank%*%diag(x.q)
return(sigma.Grank)
}
where we recall that no transformation is needed. The final step is to compute
Glasso, with sparsity parameter λ selected by minimizing the BIC criterion (6.3).
The huge package of Zhao et al. [2012] allows do this conveniently. The input of
the function below is a positive semidefinite matrix sigma.psd, and the output a
sparse precision matrix estimate.
theta.sparse<-function(sigma.psd,n)
{
huge.out<-huge(sigma.psd,method="glasso",verbose=F)
my.bic=-huge.out$loglik+huge.out$df*log(n)/n
opt.i=which.min(my.bic)
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Table 6.1: Computation time (in sec.) with n = 50 averaged over M = 1000 samples
and over all simulation schemes
p = 3 p = 30 p = 100
2-step Quadrant 2.02 2.33 4.31
3-step Quadrant (npd) 2.05 2.34 4.35
3-step Quadrant (perturb) 2.04 2.30 4.21
2-step Spearman 2.02 2.32 4.32
3-step Spearman (npd) 2.03 2.32 4.36
3-step Spearman (perturb) 2.00 2.31 4.30
2-step Gaussian Rank 2.02 2.33 4.35
Glasso 1.99 2.33 4.24
return(huge.out$icov[[opt.i]])
}
For the approach based on the Spearman correlations, for instance, and given a
data matrix x, the next lines compute the positive semidefinite covariance matrix
estimator Snpd and the corresponding precision matrix ΘSnpd .
S.hat=spearman.transformed(x,method="npd")
Theta=theta.sparse(S.hat,n=nrow(x))
Table 6.1 presents computation times for samples of size n = 50, averaged
over M = 1000 simulation runs and over the different sampling distributions used
in the Simulation Section 6.5. Comparing the 2-step and 3-step estimators, one
sees that there is only a marginal increase in computation time. Comparing the
perturbation method (6.10) and the nearest positive definite approach (6.11) one
sees that the perturbation method is faster, but the relative difference is marginal.
All computation times in Table 6.1 are relatively close to each other, showing that
almost all computation time is taken by computing the Glasso in (6.2). Note that
computation times are increasing with dimension p, but at a rate that seems to
be less than linear in p.
6.4 Breakdown point
A definition of breakdown point appropriate for measuring robustness of high
dimensional precision matrices is given in O¨llerer and Croux [2015]. Define for
148 Precision matrix estimation using rank correlations
any symmetric p× p matrices A and B
D(A,B) = max{|λ1(A)− λ1(B)|, |λp(A)−1 − λp(B)−1|},
where the ordered eigenvalues of a matrix A are denoted by 0 ≤ λp(A) ≤ . . . ≤
λ1(A). Then the finite-sample breakdown point under cellwise contamination of
a precision matrix estimate Θˆ is defined as
n(Θˆ,X) = min
m=1,...,n
{m
n
: sup
Xm
D(Θˆ(X), Θˆ(Xm)) =∞}, (6.12)
where Xm denotes a corrupted sample obtained from X ∈ Rn×p by replacing
in each column at most m cells by arbitrary values. The following theorem was
proven in O¨llerer and Croux [2015].
Theorem 6.1. The finite sample breakdown point under cellwise contamination
of the robust precision matrix estimator ΘˆS(X) fulfills
n(ΘˆS,X) ≥ +n (S,X) (6.13)
with S a positive semidefinite covariance estimator.
Here we used the explosion finite-sample breakdown point under cellwise con-
tamination of a covariance matrix estimate S, defined as
+n (S,X) = min
m=1,...,n
{m
n
: sup
Xm
|λ1(S(X))− λ1(S(Xm))| =∞}, (6.14)
where Xm denotes a corrupted sample obtained from X by replacing in each col-
umn at most m cells by arbitrary values. Theorem 6.1 shows that Glasso preserves
the robustness of the initial estimator. Moreover, Glasso prevents by construc-
tion explosion of the precision matrix estimator, and one only needs explosion
robustness of the input covariance matrix S.
Consider now our proposal for S, where
sjk = scale(x
j) scale(xk)r(xj ,xk) j, k = 1, . . . , p.
It was shown in O¨llerer and Croux [2015] that the explosion breakdown point
under cellwise contamination of S is always larger than the explosion breakdown
point of the scale estimator used. The Qn-estimator has an explosion breakdown
point of 50%, resulting in a breakdown point of 50% under cellwise contamination
for the two-step estimators of Section 6.2. But the correlation measure r in the
above definition may be the transformed Quadrant or Spearman correlation given
in (6.8) and (6.9). In these cases, the three-step estimator discussed in Section
6.2.2 needs to be used. The following result generalizes Proposition 1 in O¨llerer
and Croux [2015].
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Proposition 6.2. Let S be the covariance estimator based on pairwise correla-
tions as defined in (6.4). Then
+n (Sperturb,X) ≥ max
j=1,...,p
+n (scale,x
j) and +n (Snpd,X) ≥ max
j=1,...,p
+n (scale,x
j),
(6.15)
with +n (scale,x
j) the explosion breakdown point of the scale estimator used.
Proof. We first proof the result for the perturbation method. Using the triangular
inequality, we obtain
|λ1(Sperturb(X))− λ1(Sperturb(Xm))| ≤ |λ1(Sperturb(X))|+ |λ1(Sperturb(Xm))|.
(6.16)
From Definition (6.10) we get
λ1(Sperturb(X
m)) = λ1(S(X
m))−min(0, λp(S(Xm))). (6.17)
Using a result from Algebra [see Seber, 2008, Equation 6.26a], we have
|λr(S(Xm))| ≤ p max
i,j=1,...,p
|S(Xm)ij | ≤ p max
j,k=1,...,p
scale((Xm)j) scale((Xm)k)
(6.18)
for all r = 1, . . . , p and any m ∈ {1, . . . , n}, where (Xm)j denotes the jth column
of matrix Xm. For the second inequality in (6.18) we use the fact that the
correlation measures (also the transformed ones) have an absolute value smaller
than 1.
Equations (6.16), (6.17) and (6.18), together with the definition of the ex-
plosion breakdown point (6.14) show that (6.15) holds. The proof for the npd
method is analogous, and even more simple. Indeed, it follows immediately from
(6.11) that
λ1(Snpd(X
m)) = λ1(S(X
m)),
where we note that a matrix with non-negative values on the diagonal must have
a non-negative largest eigenvalue.
The proposition above combined with Theorem 6.1 shows that also the three-
stage estimators have an explosion breakdown point under cellwise contamination
of at least 50%.
150 Precision matrix estimation using rank correlations
6.5 Simulations
In this section, we perform a simulation study to compare the performance of the
different precision matrix estimators introduced in Section 6.2. We compare the
consistent 3-step estimators of Section 6.2.2 to the inconsistent 2-step estimator
of Section 6.2.1. For the former, we use both methods for making the symmetric
covariance matrix positive semidefinite: the nearest positive definite matrix (npd)
method and the perturbation method. We also include the consistent 2-step
estimator based on the Gaussian rank correlation (6.7), for which no third step
is needed. As a benchmark, we compare with the nonrobust estimators Glasso,
where the sample covariance matrix is taken as an input in (6.2), and with the
inverse of the sample covariance matrix (that can only be computed if n > p).
The setup of the simulation study is taken over from O¨llerer and Croux [2015].
We use four sampling schemes to cover different patterns of the precision matrix
Θ0 ∈ Rp×p:
• ‘banded’: (Θ0)ij = 0.6|i−j|
• ‘sparse’: Θ0 = B + δIp with P[bij = 0.5] = 0.1 and P[bij = 0] = 0.9 for
i 6= j. The parameter δ is chosen such that the conditional number of Θ0
equals p. Then the matrix is standardized to have unit diagonals.
• ‘dense’: (Θ0)ii = 1 and (Θ0)ij = 0.5 for i 6= j
• ‘diagonal’: (Θ0)ii = 1 and (Θ0)ij = 0 for i 6= j
For each sampling scheme, we generate M = 1000 samples of size n = 50 from
a multivariate normal N (0,Θ−10 ). We take as dimensions p = 3, p = 30 and
p = 100. To each data set, we then add 0%, 5% and 10% of cellwise contamination.
This means that we randomly select 0%, 5% and 10% of the cells and replace their
value with a draw from a normal distribution N (10, 0.2).
We compare the performance of the different estimators Θˆ by the Kullback-
Leibler (KL) divergence [see e.g. Bu¨hlmann and van de Geer, 2011]
KL(Θˆ,Θ0) = tr(Θ
−1
0 Θˆ)− log det(Θ−10 Θˆ)− p.
The lower the value of KL, the better for the estimate. The results for the
banded simulation setup are given in Table 6.2. Let us focus on what is new in
this simulation study compared to O¨llerer and Croux [2015].
(i) For p = 3 and clean data, the inconsistent two-step Quadrant estimator
results in a substantially higher KL-value than the consistent three-step
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Quadrant estimators for clean data and p = 3. Here, the additional step
leads to a considerable improvement of the estimate. However, in presence
of outliers or for higher values of p, the inconsistent two-step Quadrant
estimator yields lower values of KL. This is a surprising outcome: rendering
the Quadrant correlation based estimator consistent comes at the price of
increased Kullback-Leibler distance, at least for the configurations of interest
in this paper (n close to or smaller than p).
For the Spearman estimator, there is not much difference between the two-
step and three-step method (at least not when using npd). This was to be
expected (see Figure 6.1).
(ii) Comparing the perturbation method and the nearest positive definite (npd)
approach, the npd has a clear advantage. Particularly for high dimensions
the difference is pronounced (for the Quadrant estimator).
Comparing the different estimators in Table 6.2 results in the following findings:
(iii) If no outliers are present, and if n is close to p, then Glasso based on the
sample covariance matrix is best. But the difference to the 2-step Gaussian
rank and the Spearman based estimators is small. The quadrant correlation
is much less efficient for clean normally distributed data.
(iv) Under contamination, the nonrobust Glasso and the sample covariance ma-
trix are not reliable anymore, and have much higher values of KL. For p = 30
and p = 100, best results are achieved by the two-step Gaussian rank and the
two-step estimators based on Quadrant and Spearman correlations. There
do not seem to be major differences in performance between the latter three
methods in these configurations. This may partly be explained by the fact
that the pairwise covariances computed in (6.4) use the same robust scale
estimator.
In the low dimensional setting (p = 3) under contamination, Spearman is a
bit better than Gaussian Rank, which is on its turn a bit better than Quad-
rant. For higher levels of contamination (larger than 10 %) this ordering is
expected to change in favor of Quadrant correlation.
Result of KL for the other three simulation setups are given in Table 6.3.
For the ‘dense’ setting exactly the same conclusions can be drawn as for the
‘banded’ setting of Table 6.2. For the other two settings, which are characterized
by a sparse true precision matrix, we see that Glasso outperforms the sample
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Table 6.2: Simulation results: Kullback-Leibler criterion (KL) for banded simulation
setup with n = 50 averaged over M = 1000 simulations using BIC criterion to select λ
p = 3 p = 30 p = 100
% outliers 0% 5% 10% 0% 5% 10% 0% 5% 10%
2-step Quadrant 0.59 0.83 1.08 11.09 13.35 15.78 38.70 46.91 55.54
3-step Quadrant (npd) 0.33 0.54 0.81 12.43 15.19 18.02 49.54 60.51 71.02
3-step Quadrant (perturb) 0.33 0.54 0.81 16.01 19.44 22.70 63.58 77.43 90.21
2-step Spearman 0.29 0.63 0.98 10.72 13.46 15.92 38.62 47.10 55.66
3-step Spearman (npd) 0.27 0.60 0.96 10.67 13.53 16.06 39.47 48.25 57.01
3-step Spearman (perturb) 0.27 0.60 0.96 10.79 13.56 16.07 40.70 49.80 58.81
2-step Gaussian Rank 0.27 0.68 1.05 10.63 13.50 15.88 38.62 47.12 55.49
Glasso 0.23 2.98 4.12 10.31 30.56 42.48 38.00 106.49 145.56
Sample Covariance 0.14 2.40 3.54 39.45 26.93 31.16
covariance matrix even for p = 3. The overall conclusion of these simulation
results is that the two-step Gaussian rank, the two-step Spearman, and the three-
step Spearman (npd) are comparable and yield the best results.
6.6 Graphical models
Sparse estimation of the precision matrix has a direct application in graphical
modeling. If element (i, j) of Θˆ equals zero, then the estimated partial correla-
tion between variables i and j equals zero. Since we are assuming normality, this
means that variables i and j are independent, conditional on the other variables.
The variables are represented by the nodes of the graph, and if two variables are
estimated as conditionally dependent, an undirected arrow is drawn between the
corresponding nodes. The rank based correlation coefficient matrices, Spearman
or Gaussian rank, can then be used as an input for the Glasso method. Several
papers discussed this approach in depth, see Liu et al. [2009], Liu et al. [2012], Xue
and Zou [2012] and Zhao et al. [2014b]. They point out an important advantage
of using rank-based correlation. If the distribution is only multivariate normal
after monotone transformation of the variables (then the distribution is said to be
“nonparanormal”, and it has a multivariate Gaussian copula), zero partial corre-
lation still implies conditional independence. A major difference with this paper is
that we study robust and sparse inverse covariance matrices, and not correlation
matrices. Obviously, in the context of graphical modeling, the retrieved graph
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Table 6.3: Same as Table 6.2 for the three other simulation setups
p = 3 p = 30 p = 100
% outliers 0% 5% 10% 0% 5% 10% 0% 5% 10%
sparse
2-step Quadrant 0.11 0.25 0.42 7.83 10.19 12.64 36.42 44.85 53.48
3-step Quadrant (npd) 0.15 0.29 0.45 9.16 12.06 14.81 48.05 59.22 69.60
3-step Quadrant (perturb) 0.15 0.29 0.45 13.02 16.57 19.78 63.72 77.70 90.41
2-step Spearman 0.11 0.25 0.42 7.97 10.43 12.86 37.58 45.75 53.97
3-step Spearman (npd) 0.11 0.26 0.43 7.99 10.53 12.96 38.56 47.07 55.34
3-step Spearman (perturb) 0.11 0.26 0.43 8.01 10.54 12.97 39.91 48.70 57.38
2-step Gaussian Rank 0.11 0.25 0.42 8.02 10.42 12.77 37.70 45.55 53.68
Glasso 0.08 3.15 4.58 7.93 34.43 48.39 37.29 120.93 165.99
Sample Covariance 0.14 2.70 4.04 39.45 27.16 33.75
dense
2-step Quadrant 0.56 0.75 0.94 4.39 6.56 8.96 11.36 19.46 28.01
3-step Quadrant (npd) 0.33 0.52 0.74 5.69 8.32 11.09 21.82 32.77 43.33
3-step Quadrant (perturb) 0.33 0.52 0.74 8.99 12.33 15.58 35.17 49.70 62.58
2-step Spearman 0.29 0.67 0.93 4.41 6.58 9.00 11.41 19.34 27.93
3-step Spearman (npd) 0.25 0.63 0.91 4.48 6.72 9.12 12.15 20.39 29.22
3-step Spearman (perturb) 0.25 0.63 0.91 4.57 6.72 9.13 13.18 21.83 31.03
2-step Gaussian Rank 0.25 0.70 0.95 4.40 6.56 8.95 11.39 19.30 27.89
Glasso 0.20 2.98 4.18 4.22 25.00 37.38 10.73 82.74 123.36
Sample Covariance 0.14 2.44 3.62 39.45 23.48 26.43
diagonal
2-step Quadrant 0.11 0.25 0.42 1.92 4.08 6.54 7.83 15.85 24.54
3-step Quadrant (npd) 0.15 0.29 0.45 3.24 5.85 8.66 18.20 29.34 39.98
3-step Quadrant (perturb) 0.15 0.29 0.45 6.37 9.82 13.17 31.78 46.00 58.76
2-step Spearman 0.11 0.25 0.42 1.92 4.08 6.54 7.72 15.82 24.48
3-step Spearman (npd) 0.11 0.26 0.43 2.01 4.22 6.67 8.50 16.87 25.75
3-step Spearman (perturb) 0.11 0.26 0.43 2.01 4.22 6.68 9.47 18.29 27.58
2-step Gaussian Rank 0.11 0.25 0.42 1.92 4.09 6.56 7.70 15.77 24.41
Glasso 0.08 3.15 4.58 1.75 35.09 50.39 7.04 120.44 173.97
Sample Covariance 0.14 2.70 4.04 39.45 26.86 34.35
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Table 6.4: Simulation results: False Positive Rate (FP) and False Negative Rate (FN)
for the sparse simulation setup with n = 50 averaged over M = 1000 simulations using
BIC criterion to select λ
p = 30 p = 100
% outliers 0% 5% 10% 0% 5% 10%
FP FN FP FN FP FN FP FN FP FN FP FN
2-step Quadrant 0.01 0.70 0.01 0.71 0.01 0.72 0.00 0.90 0.00 0.90 0.00 0.90
3-step Quadrant (npd) 0.01 0.67 0.01 0.68 0.01 0.70 0.00 0.90 0.00 0.90 0.00 0.90
3-step Quadrant (perturb) 0.00 0.70 0.01 0.71 0.01 0.72 0.00 0.90 0.00 0.90 0.00 0.91
2-step Spearman 0.01 0.64 0.01 0.68 0.01 0.71 0.00 0.89 0.00 0.90 0.00 0.90
3-step Spearman (npd) 0.01 0.63 0.01 0.67 0.01 0.70 0.00 0.89 0.00 0.90 0.00 0.90
3-step Spearman (perturb) 0.01 0.63 0.01 0.67 0.01 0.70 0.00 0.89 0.00 0.90 0.00 0.90
2-step Gaussian Rank 0.01 0.64 0.01 0.69 0.01 0.72 0.00 0.89 0.00 0.90 0.00 0.90
Glasso 0.00 0.64 0.01 0.76 0.01 0.76 0.00 0.89 0.01 0.91 0.00 0.91
Sample Covariance 1.00 0.00 1.00 0.00 1.00 0.00
will be exactly the same.
To measure how well the graph structure is recovered, we compute false posi-
tive (FP) and false negative (FN) rates:
FP =
|{(i, j) : i = 1, . . . , n; j = 1, . . . , p : (Θˆ)ij 6= 0 ∧ (Θ0)ij = 0}|
|{(i, j) : i = 1, . . . , n; j = 1, . . . , p : (Θ0)ij = 0}|
FN =
|{(i, j) : i = 1, . . . , n; j = 1, . . . , p : (Θˆ)ij = 0 ∧ (Θ0)ij 6= 0}|
|{(i, j) : i = 1, . . . , n; j = 1, . . . , p : (Θ0)ij 6= 0}|
They give the percentage of zero-elements of the precision matrix wrongly esti-
mated as nonzero and the percentage of nonzero-elements that are wrongly es-
timated as zero. In other words, FN gives the percentage of undetected edges
of the graph, and FP the percentage of falsely detected edges. The lower these
values are, the better.
To investigate how well the different estimators are able to recover the graph
structure, Table 6.4 gives FP and FN for the setups p = 30 and p = 100 in the
‘sparse’ setting. The inverse sample covariance matrix is a nonsparse estimator,
and therefore always leads to an FP equal to one and an FN equal to zero. The
other estimators lead to pretty similar values of FP and FN. The nonrobust Glasso
for p = 30 has an increased FN rate under contamination. The 3-step Spearman
yields the lowest FP and FN rates in all considered cases, but differences to the
other procedures are small.
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6.7 Discussion
We discuss robust and sparse estimators of the precision matrix, computable in
high dimensions and for p > n. This paper complements O¨llerer and Croux [2015],
but we provide further discussion and study additionally the consistent versions of
estimators based on Quadrant correlation and Spearman’s rank correlation. For
computing the latter estimators, an additional step is needed to guarantee positive
definiteness of the matrices. We prove that this extra step is not distorting the
high breakdown point of the estimators.
The estimators discussed in this paper are using sign and rank correlation
measures. Spearman correlation provides a good trade-off between robustness
and efficiency. In Croux and Dehon [2010] it was shown that Spearman and
Kendall correlation behave rather similarly in the bivariate setting. Using Kendall
correlation in the setting of our paper has a disadvantage: there exists a O(n log n)
algorithm to compute it, available in the R-package pcaPP [Todorov et al., 2014],
but it is still slower than the calculation of a Spearman correlation.
While we focused our attention on the estimation of the precision matrix
and the covariance matrix, we did not consider the estimation of the location
parameter µ yet. Note that estimation based on Spearman correlation does not
require an auxiliary location estimate. A simple robust estimator for µ is the
coordinatewise median, which simply computes the median for every variable
separately. Obviously, this estimator is highly robust and computable in high
dimensions. However, this estimator is not affine equivariant, and neither are
the covariance matrix estimators S considered in this paper. If we transform the
observation xi into Axi+b, with A a non-singular matrix and b a constant vector,
then the estimators µˆ and Σˆ are said to be affine equivariant if they change
accordingly to Aµˆ + b and AΣˆA>. We only have this property for diagonal
matrices A.
A popular robust estimator of location and covariance is the Minimum Covari-
ance Determinant (MCD) estimator [Rousseeuw and Van Driessen, 1999] which
is affine equivariant, but ill defined if p > n. Indeed, the MCD is looking for a
subsample of half the sample size having smallest value of the determinant of the
covariance matrix computed from this subsample. But if p > n, or even if p > n/2
all the determinants of covariance matrices computed from halfsamples are zero,
and it is not clear what to do then. Moreover, the MCD estimator is not robust to
cellwise outliers if you have many of them, as is common in high dimension. There
is recent work of Agostinelli et al. [2015] proposing an almost affine equivariant,
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location/covariance matrix estimator robust to cellwise contamination called the
two-step generalized S-estimator (TSGS). This estimator combines detection of
cellwise contamination with a rowwise robust method. Croux and O¨llerer [2015]
perform a simulation study to compare TSGS to the two-step Gaussian Rank
estimator. It turns out that the inverse of TSGS leads to a better estimate of the
precision matrix than the two-step Gaussian Rank in small dimensional settings
where n is much larger than 2p. However, for small sample sizes, the covariance
estimate of TSGS suffers from singularity. Using TSGS as an input in (6.2) then
provides a way out. The obtained estimates were similarly accurate as the two-
step Gaussian rank estimate. However, in a high-dimensional setting where p > n,
TSGS is not computable anymore, as is the proposal of Van Aelst et al. [2011].
Thus, they cannot even be used to initialize Glasso. To sum up, one needs to give
up affine equivariance when constructing robust estimators for p > n. We refer
to Alqallaf et al. [2009] and Tyler [2010] for further discussion on equivariance
properties and contamination models appropriate in high dimensions.
Robust correlation matrices based on pairwise rank correlation estimators have
been studied before in the literature. In Section 6.6 we reviewed their use in
graphical modeling. In principal component analysis they have been used by
Van Aelst et al. [2010b], who used Spearman correlation. Alqallaf et al. [2002]
use Quadrant correlation for non-sparse covariance matrix estimation. We believe
that the cellwise robust covariance matrix estimators based on ranks and discussed
in this and other papers have a lot of potential for high dimensional data analysis.
Outlook
In this thesis, different aspects of robust estimation are studied. Answering several
applied and theoretical problems opens up new directions for future research.
Due to the novelty of the topic of cellwise contamination, more research needs
to follow Chapter 4. The theoretical properties of the shooting S-estimator still
need to be studied. Furthermore, it might be interesting to extend the idea of the
shooting S to obtain a shooting MM-estimator. This could improve the efficiency
of the estimator. In a preliminary study, we have seen that especially the estimates
for clean data and low amounts of contamination could benefit. Furthermore, it
might be interesting to study the behavior of the shooting S-estimator (or shoot-
ing MM) in high-dimensions. In principle, shooting S can be directly applied to
high-dimensional data. Yet it might be interesting to also consider a penalized
shooting S-estimator, where a penalty term is added to the objective function. A
penalized shooting S-estimator could lead to sparse results, thus, variable selec-
tion and model estimation could be performed simultaneously. Another possible
sparse, high-dimensional regression estimator for cellwise contamination is men-
tioned in Chapter 5. Comparing the two different approaches for high-dimensional
regression could lead to a better understanding of the problem.
In Chapter 2, we study different theoretical robustness properties of the intro-
duced sparse S- and MM-estimator. An analysis of the asymptotic properties of
the estimator, e.g. consistency, is still missing. In the derivation of their influence
function and also in the derivation of the influence functions in Chapter 1, we
assume the penalty parameter to be fixed. In practice, however, the penalty is
usually chosen in a data-driven way. Thus, contamination in the data could affect
the estimation also through the choice of the penalty. Analyzing this effect could
lead to new insight. While we focus in Chapter 2 on the regression estimators,
it would also be interesting to study the properties of the scale estimator σˆ(βˆS).
We leave this subject for further research.
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