Abstract. We provide a combinatorial proof for the coincidence of Knuth equivalence classes, Kazhdan-Lusztig left cells and Vogan classes for the symmetric group, involving only Robinson-Schensted algorithm and the combinatorial part of the Kazhdan-Lusztig cell theory.
D R (s, t) = {w ∈ W | #(R(w) ∩ {s, t}) = 1}.
We shall call the pair {w, w * } a dual Knuth pair. Supported partially by ARC. 1 For the symmetric group, a Knuth pair can be simply defined as {x, sx} with x < sx and L(x) ⊆ L(sx).
The next equivalence relation is defined in [4] . For y, w ∈ W , let P y,w (q) be the KazhdanLusztig polynomial given in [4, (2.2.c)]. Thus, P y,w (q) is zero unless y w and has degree 1 2 (ℓ(w) − ℓ(y) − 1), where ℓ : W → N is the length function on W . If deg P y,w (q) = 1 2 (ℓ(w) − ℓ(y) − 1), let µ(y, w) be its (non-zero) leading coefficient; otherwise, we define µ(y, w) = 0. Write y −− w for either µ(y, w) = 0 or µ(w, y) = 0, and define preorder relations L , R and LR on W as follows: we say that y L w (resp. y R w) if there exist elements y = x 0 , x 1 , · · · , x n = w such that x i−1 −− x i and L(x i−1 ) ⊆ L(x i ) (resp. R(x i−1 ) ⊆ R(x i )). Let LR be the relation generated by L and R . Each relation X defines an equivalence relation ∼ X by setting y ∼ X w if y X w X y. The equivalence classes defined by ∼ L , ∼ R and ∼ LR are called left, right and two-sided cells, respectively.
We list below a couple of elementary properties for the cell relations.
The third equivalence relation on W is introduced by D. Vogan [6] . We define recursively an equivalence relation ∼ i for every i 0. For y, w ∈ W , we define y ∼ We say that y and w are Vogan equivalent (
From 1.2, we have the following "linear" relation, for y, w ∈ W ,
In general, the implication y ∼ ν w ⇒ y ∼ κ w fails. However, for the symmetric group W = S r , it is true. There is a non-combinatorial proof given in [6, Thm 6.5] , involving the theory of primitive ideals. Problem 1.3. Find a combinatorial proof for the fact: ∀y, w ∈ S r , y ∼ ν w ⇒ y ∼ κ w.
In this note, we will provide such a proof. We first present the combinatorics we need in §2 and then give the proof in §3.
The combinatorics
Let r be a positive integer and let λ = (λ 1 , λ 2 , · · · ) be a partition of r. The Young diagram of λ is a collection of boxes, arranged in left justified rows with λ 1 boxes in row 1, λ 2 boxes in row 2 and so on. A Young tableau T = (T ij ) is obtained by filling in (or replacing) boxes in the Young diagram of λ by positive integers T ij . We shall call λ the shape of T (or call T a λ-tableau for short). A semi-standard tableau is a tableau which has weakly increasing rows and increasing columns. A standard λ-tableau is a tableau whose entries are exactly {1, 2, · · · , r} and which has both increasing rows and increasing columns. For example, if t λ (resp. t λ ) is the λ-tableau in which the numbers 1,2,· · · appear in order from left to right (resp. top to bottom) and down along successive rows (resp. columns), then t λ and t λ are standard; e.g., for λ = (4, 2, 2, 1),
t λ = For a semi-standard tableau T and a positive integer k, we construct a new tableau T ← k by a so-called row-insertion. The procedure of such a row-insertion is the following recursive algorithm (starting from the first row of T ):
1. If k 1 = k is greater than any number in the first row of T , then T ← k is the tableau obtained by adding k 1 at the end of the first row of T . 2. Otherwise, find the left-most entry k 2 with k 2 > k 1 of the first row of T and replace ("bump") k 2 by k 1 . 3. Repeat the procedure for the second row of T with k 2 , and so on.
The algorithm ends (and so the row-insertion is complete) whenever a number k a is added at the end of the a-th row. The row-insertion T ← k determines a set of positions by the entries k 1 , · · · , k a . This set is called the insertion path (or bumping route), denoted by I(T ← k).
Note that the row-insertion algorithm can simply be run backwards, called a reversed row-insertion. If the resulting tableau is given and a is the entry in the added box, it looks for the right-most number strictly less than a in the above row and bumps it to the next row above. The process continues until a number is bumped out of the top row.
(1) If k k ′ , then R lies strictly to the left of R ′ and R ′ does not extend below the bottom of R. More precisely, if (i, j) ∈ R, and (i, j ′ ) ∈ R ′ , then j < j ′ , and #R ′ #R. (2) If k > k ′ then R lies weakly to the right of R ′ and R ′ does extend below the bottom of R. More precisely, if (i, j) ∈ R, and (i, j ′ ) ∈ R ′ , then j ′ j, and #R ′ > #R.
The converse of each of the statements holds.
Let m = {1, 2, · · · , m}. For a, b, x, y ∈ m, one of the transformations
and their inverses is called a basic transformation. For two words w 1 and w 2 on m of length at least 3, if there are i, j, k ∈ m such that w 1 = u(ijk)v and w 2 = uκ(ijk)v for some basic transformation κ, then we say that w 2 is obtained by applying an elementary Knuth transformation to w 1 . We define two words w 1 , w 2 (of the same length) to be Knuth equivalent, denoted w 1 ∼ ′ κ w 2 , if they can be changed to each other by a sequence of elementary Knuth transformations.
For a semi-standard tableau T , we define the word of T , denoted w(T ), by reading the entries of T from left to right and bottom to top. For the example above, we have w(t λ ) = 978561234 and w(t λ ) = 437261589.
The Robinson-Schensted(-Knuth) correspondence is an algorithm by repeatedly applying the row-insertion algorithm to a word w = j 1 j 2 · · · j r on m to produce a pair of tableaux (P, Q) defined recursively as follows
where Q t−1 ⇇ t denotes the tableau by inserting t into the box added to P t−1 . The process ends at (P r , Q r ), and we define (P, Q) = (P r , Q r ). We denote this correspondence by w RSK → (P, Q) and call it the RSK algorithm (or RSK correspondence). We call P the insertion tableau and Q the recording tableau of w.
The elements of the symmetric group S r may be identified as words of length r (without repetition) over the alphabet r. That is, for w ∈ S r , we represent the bijection i → w(i) := j i by 1 2 ··· r j 1 j 2 ··· jr , or simply, w = (j 1 j 2 · · · j r ). We have the following well-known result. Theorem 2.3. The map w RSK → (P (w), Q(w)) is a bijection from S r to the set of pairs of standard tableaux of the same shape with size r. Moreover, we have Q(w) = P (w −1 ).
The proof
To prove the implication y ∼ ν w ⇒ y ∼ κ w, we break it into
The latter is well-known (and its converse of 3.1 is also known; see, e.g., [5, §A1.1]). For completeness, we include a proof. Proof. By 2.2, we have y −1 ∼ ′ κ w(P (y −1 )) = w(P (w −1 )) ∼ ′ κ w −1 . Now the result follows easily from Theorem 2.3 and the fact that, for y, w ∈ S r , y ∼ κ w ⇐⇒ y −1 ∼ ′ κ w −1 .
We need some preparation for the proof of the first implication. Let T(λ) be the set of all standard tableaux of shape λ. The symmetric group S r acts on tableaux T = (T ij ) ∈ T(λ) by entry permutation: w(T ) = (w(T ij )) for w ∈ S r . Let w 0,λ be the longest element in the Young subgroup S λ . The following is given in [1, 3.2] with a proof by an analysis of the RSK algorithm.
Lemma 3.2. For t ∈ T(λ), let w t ∈ S r be defined by w 0,λ (t λ ) = w t (t), and let
Then P (w) = t λ ′ for all w ∈ K λ , where λ ′ is the partition dual to λ.
For every t ∈ T(λ), define
Clearly, every K(λ, t) is contained in a Knuth class by Lemma 3.1 and
Since T(λ) = {Q(w) | w ∈ K λ } is the set of all standard λ-tableaux, the following is clear.
Corollary 3.3. The intersection K(λ, t) ∩ K λ contains a unique element w such that Q(w) = t and P (w) = t λ ′ .
A simple reflection s = (i, i + 1) is called a descent of a regular standard tableau T if the row index of i in T is less than that of i + 1 in T .
Lemma 3.4. For s ∈ S and w ∈ S r , ws < w (resp. sw < w) if and only if s is a descent of Q(w) (resp. P (w)).
Proof. Write s = (i, i + 1) and w = (j 1 j 2 · · · j r ). Then ws < w iff j i > j i+1 which is equivalent to, by Lemma 2.1, that the insertion path I(P i → j i+1 ) lies weakly to the left of I(P i−1 → j i ) and extends below its bottom. Thus, we obtain that j i > j i+1 iff the entry i + 1 in Q i+1 is weakly left of and strictly below i, that is, s is a descent of Q i+1 . Therefore, ws < w iff s is a descent of Q(w). The assertion for sw < w follows easily from the assertion for ws < w and the symmetry of the RSK algorithm (Thm 2.3).
Let T be a regular standard tableau and let s = (i, i + 1) and t = (i + 1, i + 2). If s ∈ S is a descent of T and t is not, then exactly one of sT and tT , denoted by T * , has the property that t is a descent of T * , but s is not. We have the following. Lemma 3.5. (1) Let T 1 and T 2 be standard tableaux such that T * 1 and T * 2 are defined with respect to s, t.
Proof. The first statement is clear since T * * = T . The second statement is [3, Thm5.1] . It can be proved by a comparison of the applications of the RSK algorithm to w and * w. Proof. Suppose Q(y) and Q(w) are of shape λ and µ respectively. By Cor. 3.3, there exists y ′ ∈ K λ and w ′ ∈ K µ such that Q(y ′ ) = Q(y) and Q(w ′ ) = Q(w) and so by 3.1 y ′ ∼ κ y and w ′ ∼ κ w. By 1.2, we may assume at the outset that y ∈ K λ and w ∈ K µ . Thus, by Lemma 3.2, w 0,λ = w w −1 a , i.e., L(y a ) = L(w a ) and so w a ∈ D L (s a+1 , t a+1 ) and w a+1 = * w a is well defined. By induction, we obtain a sequence w −1 = w 0 , w 1 , · · · , w n such that
Since by Lemma 3.5(2) Q(y 0 ) = Q(y i ) and Q(w 0 ) = Q(w i ) for all i, and P (y n ) = P (w 0,λ ) = t λ ′ , it follows that P (y n ) and P (y 0 ) (resp. P (w n ) and P (w 0 )) have the same shape as t λ ′ (resp. t µ ′ ) and L(w n ) = L(y n ) = L(w 0,λ ) = S ∩ S λ . Thus, for each i with 1 i < λ 1 , (i, i + 1) is a descent of P (w n ) by Lemma 3.4. So the first column of P (w n ) contains the first column of t λ ′ . This means λ 1 µ 1 . By reversing the roles of y and w, we see that µ 1 λ 1 and hence λ 1 = µ 1 . Inductively, assume that the first a−1 columns of P (w n ) are the same as those of t λ ′ . Since all (i, i + 1) with λ 1 + · · · + λ a−1 + 1 i < λ 1 + · · · + λ a are descents of P (w n ), the a-th column of P (w n ) contains the a-th column of t λ ′ . This implies λ a µ a , and hence, reversing the roles of y and w yields λ a = µ a and the a-th column of P (w n ) equals the a-th column of t λ ′ . By induction, we obtain P (w n ) = t λ ′ = P (y n ). Thus, P ( * y n−1 ) = P ( * w n−1 ) and so P (y n−1 ) = P (w n−1 ) by Lemma 3.5(2). Inductively we obtain P (y −1 ) = P (y 0 ) = P (w 0 ) = P (w −1 ), and hence Q(y) = Q(w).
