Abstract-The aim of the present study was to discriminate the electroencephalogram (EEG) of 5 patients with vascular dementia (VaD), 15 patients with stroke-related mild cognitive impairment (MCI), and 15 control normal subjects during a working memory (WM) task. We used independent component analysis (ICA) and wavelet transform (WT) as a hybrid preprocessing approach for EEG artifact removal. Three different features were extracted from the cleaned EEG signals: spectral entropy (SpecEn), permutation entropy (PerEn) and Tsallis entropy (TsEn). Two classification schemes were appliedsupport vector machine (SVM) and -nearest neighbors ( NN) -with fuzzy neighborhood preserving analysis with QRdecomposition (FNPAQR) as a dimensionality reduction technique. The FNPAQR dimensionality reduction technique increased the SVM classification accuracy from 82.22% to 90.37% and from 82.6% to 86.67% for kNN. These results suggest that FNPAQR consistently improves the discrimination of VaD, MCI patients and control normal subjects and it could be a useful feature selection to help the identification of patients with VaD and MCI.
I. INTRODUCTION
Thirty percent of stroke patients prone to develop vascular dementia (VaD) within the first year of stroke onset. The prevalence of VaD doubles every 5-10 years after 65 years of age [1] . Mild cognitive impairment (MCI) is an intermediate stage between normal healthy brain function and dementia in which cognitive ability declines, particularly in attention, memory, language, and orientation, but the deficits are not severe enough to be classified as dementia [2] . The highest effect of a stroke at the time of diagnosis is observed on the attention, executive functions, and memory.
During the last decades, the electroencephalogram (EEG) has been widely used to record and investigate the cortical abnormalities associated with cognitive decline and dementia [3] . Many researchers investigated the use of EEG to derive a quantitative marker that represent brain activity. For instance Jeong et al [3] investigated patients with Alzheimer's disease (AD) and found that the deterioration gradually changed in the early stages. However, patients with vascular dementia (VaD) demonstrate a different deterioration process. EEG signal analysis may contribute to the deeper understanding of dementia because such computerized analysis provides quantitative data instead of mere visual inspection [4] .
However, the EEG is highly affected by noncerebral sources called artifacts that may overlap the brain pathological activity and therefore affect the EEG analysis. The independent component analysis (ICA) and wavelet transform (WT) have been widely used to remove EEG artifacts [5] [6] [7] . Entropy is a powerful concept for evaluating non-linear dynamic characteristics of a signal; the uncertainty and irregularity of a time series are measured using high entropy, which generally demonstrates the high uncertainty of the system, or low entropy, which shows the high regularity and certainty of the system [8] . Researchers used different types of entropies, such as approximate entropy (ApEn) [9] , sample entropy (SampEn) [10] , permutation entropy (PerEn) [11] , Tsallis Entropy (TsEn) and multiscale Entropy (MSE) [12] .
The classification staging is necessary to predict the qualitative properties of the mental state of dementia patients. The feature vectors extracted from the previous stage are classified into three categories, namely, normal healthy, MCI, and dementia. Feature vectors must be analyzed further before being applied to the classifier to avoid overloading the classifier and reduce the computational time, increasing the accuracy of classification. Therefore, numerous methods can be used such as principal component analysis (PCA), Linear discriminant analysis (LDA) and Fisher's linear discriminant (FLD). This study also employed the fuzzy neighborhood preserving analysis with QR-decomposition (FNPAQR) dimensionality reduction technique [13] of Khushaba et al. [13] to minimize the distance between the samples belonging to the same class while maximizing the distance between the centers of the different classes. In this manner, FNPAQR preserves the contribution of samples to different classes [13] . This study is the first to use FNPAQR to classify normal and demented individuals during WM tasks.
Two classifiers were used these are support vector machine (SVM) and -nearest neighbors ( NN) classifiers to discriminate the VaD, MCI patients and control healthy normal subjects.
II. MATERIALS AND METHODS
In order to discriminate the EEG signals of dementia patients' which help in improve the diagnosis of the poststroke pathological changes, the recorded EEG would pass through successive signal processing stages. Fig. 1 illustrates the EEG processing techniques of the current study. 
A. Subjects and EEG recording procedure
For this study, EEG datasets were examined for 15 normal records, 15 stroke-related MCI patients, and 5 VaD patients. The control subjects had no former history of mental abnormalities. The stroke patients were recruited from the stroke ward of the Pusat Perubatan Universiti Kebangsaan Malaysia (PPUKM). The VaD patients were recruited from the PPUKM Neurology clinic. All the groups were underwent cognitive evaluation including Mini-Mental State Examination (MMSE) [14] and Montreal Cognitive Assessment (MoCA) [15] . All experiment protocols were approved by the Human Ethics Committee of PPUKM. An information consent (ICF) forms were also signed by all the participants. The EEG activities were recorded using the NicoletOne systems (V32). A total of 19 electrodes, plus the ground and system reference electrodes, were positioned according to the 10-20 international system. Table I shows the socio-demographic and neuropsychological data of the control normal subjects, stroke-related MCI patients, and VaD patients. An auditory WM task session was conducted in this study [16] . The auditory session started with a 0.5 second fixation cue when the subjects were asked to be relax as much as possible. The subjects were asked to memorize five words for 10 seconds. Afterward, they were asked to remember these words with their eyes closed, and the EEG data were recorded. After 60 seconds, the patients were asked to open their eyes and enumerate all the words that they could remember [16, 17] .
B. Denoising Stage
In the present study, the ICA is used to decompose a set of recorded EEG signal into its underlying components. The FastICA algorithm [18] was used because of its simplicity, fast convergence and efficiency to decompose the recorded EEG as in Equation 1:
x(t)=As(t)
(1) where x(t) is the output vector, A is the mixing matrix, s(t) is the input vector [19] . The artifactual independent components (ICs) were identified using several statistical metrics and were arranged into a new dataset to be ready to pass through the wavelet (WT) Denoising technique. Afterward, the corrected ICs were returned back to the EEG dataset to be reconstructed and t extract features in the following stage.
C. Features Extraction
In this study, 60 seconds, N=15360 samples, divided into 6 windows of 10 second length (2560 samples), were used to extract features from the original EEG time series for each 19 channels.
Entropies were used to detect the abnormalities in all biological signals including the EEGs'. Spectral analysis has been conducted to detect different abnormalities in the spectra of dementia patients' EEGs. SpecEn measures the flatness of the EEG signal spectrum and it used to quantify slowing in frequency following dementia. SpecEn for frequency range (0.5 to 64 Hz) was used to distinguish dementia patients EEGs from the normal control subjects and it is computed as in [19] .
Given that the brain can perform the complex dynamic information, PerEn is based on the counting of ordinal patterns (motifs) that describe the up-and-down changes in the dynamical signal. The concept of PerEn is based on the measure of the relative frequencies of different motifs.
D. Preprocessing of features before classification
In this study, the minority class was represented by the VaD patients. The feature matrix for the three groups were consisted of (90 × 95), where (15 subjects × 6 epochs) = 90 for the healthy control subjects and MCI patients was observations and (5 features × 19 channels) = 95 attributes, while that of the feature matrix for the VaD patients was (30 × 95), where (5 VaD × 6 epochs) = 30 observations and (5 features × 19 channels) = 95 attributes. In this study, the minority class was represented by the VaD patients. A synthetic oversampling technique (SMOTE) was applied to overcome the data imbalance [20] . The classifier parameters and percentage of oversampling were determined via 10-fold cross validation using a grid search approach to avoid overfitting and bias in the classification analysis [21] .
After SMOTE had been applied, FNPAQR dimensionality reduction technique was used [13] to minimize the distance between samples belonging to the same class while maximizing the distance between the centers of different classes. In this manner, FNPAQR preserves the contribution of samples to different classes. The steps of calculating the FNPAQR feature projection are shown in Figure 2 , where the within-class scatter matrix (Sw) and the between-class scatter matrix (SB) are calculated. To project the input features vector using FNPAQR, the projection matrix ( ) was initially calculated based on the training set. Afterward, both the training ( ) and testing ( ) sets were multiplied by this projection matrix to achieve dimensionality reduction [13] . This study is the first to use FNPAQR to classify normal and demented individuals during WM tasks.
E. Dementia Classification techniques
Two classification schemes with three different EEG signals categories these are (normal, stroke-related MCI, and VaD) were used. The first classification scheme was SVM and the second scheme was NN [22] . In this study, the kernel functions was radial basis function (RBF) kernel function [23] . The SVM is a binary classifier which can be extended to be multiclass classifier using "one-versus-one", O-V-O, or pairwise classification to perform the classification. The best results for the SVM classifier was obtained by performing a 10-fold cross-validation for optimizing on the training set. Specifically, the SVMs were trained for different values with a range of −4 ≤ log 10 ( ) ≤ 4 in values ∈ {0.0001,0.001,0.01,0.1,0,10,100,1000, 10000}. The best result was obtained for = 10 in the testing procedure. In the SVM training, the smoothing parameter σ was determined based on the minimum misclassification rate that was computed from the training dataset. The optimal σ can only be found by systematically varying its value in different training sessions. Therefore, the σ value was varied between 0.1 and 1 at intervals of 0.1. The minimum-misclassification rate was attained at σ = 0.5. For NN classifier, in this study, to select the value for the NN classifier, was varied between 1 and 10 at intervals of 2. The classifier was trained to find the best value of , which was obtained at = 7, and to maximize the classification accuracy. The Euclidean distance was used as a similarity measure to classify each trial by NN.
III. RESULTS AND DISCUSSION
The classification confusion matrix for both schemes proposed are shown in Tables II, III, IV, and V. From Table  II and Table III , FNPAQR improves the classification over all accuracy for all the three groups as in the SVM classification accuracy was increased from 82.22% to 90.37% whereas for the NN classification overall accuracy was improved from 82.6% to 86.67%.
The confusion matrix of the SVM classifier with and without using the FNPAQR dimensionality reduction technique are presented in Table II and III.   TABEL II. THE TABLE OF The confusion matrix of the NN classifier with and without using the FNPAQR dimensionality reduction technique are shown in Table IV Thus, SVM was included in the study as a benchmark technique as well as being simple and proven to show good results. SVM supports multi-class classification, to discriminate VaD, stroke-related MCI patients and healthy control subjects'. This study had several limitations, like the sample size was small and in the future, an additional analysis with a large database should be performed.
IV. CONCLUSIONS
Nineteen EEG channels from five regions on the scalp were recorded during WM. ICA and WT were used as a preprocessing hybrid denoising technique for the EEG datasets of both control normal subject , MCI and VaD patients. SpecEn, PerEn and TsEn have been used to detect abnormalities of MCI and VaD patients EEGs'. SVM and NN have been used to classify VaD patients, stroke-related MCI patients, and healthy control subjects. However, NN obtained slightly lower accuracy than the multi-class SVM. These results indicated the crucial role of the use of FNPAQR dimensionality reduction technique as all significantly increase the classification accuracies of these classifiers. As the EEG has been widely used in clinical practice due to its low cost and portability, it could become a reference in planning and customizing an optimal therapeutic program to address the changes associated with MCI and VaD. The current study suggests that the entropy-based markers from the EEG background activity in MCI and VaD patients using SpecEn, PerEn and TsEn with the FNPAQR dimensionality reduction technique and SVM classifier might be useful in discrimination the post-stroke dementia patients using EEG signal analysis.
