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Abstract. We establish a machine learning model for the prediction of the magnetization
dynamics as function of the external field described by the Landau-Lifschitz-Gilbert equation,
the partial differential equation of motion in micromagnetism. The model allows for fast and
accurate determination of the response to an external field which is illustrated by a thin-film
standard problem. The data-driven method internally reduces the dimensionality of the prob-
lem by means of nonlinear model reduction for unsupervised learning. This not only makes
accurate prediction of the time steps possible, but also decisively reduces complexity in the
learning process where magnetization states from simulated micromagnetic dynamics associ-
ated with different external fields are used as input data. We use a truncated representation
of kernel principal components to describe the states between time predictions. The method is
capable of handling large training sample sets owing to a low-rank approximation of the kernel
matrix and an associated low-rank extension of kernel principal component analysis and kernel
ridge regression. The approach entirely shifts computations into a reduced dimensional setting
breaking down the problem dimension from the thousands to the tens.
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1 Introduction
Computational micromagnetics is a scientific discipline with many branches into useful ap-
plications for modern society such as permanent magnets [15] or magnetic sensors [25]. The
motion of the magnetization in a magnetic material influenced by internal and external fields is
mathematically described by the Landau-Lifschitz-Gilbert (LLG) equation, a time-dependent
partial differential equation (PDE). The numerical challenge involves many time-consuming
computations of solutions to a Poisson equation in whole space [2, 12] for evaluating derivatives
in the course of the time-stepping scheme [20, 24]. On the contrary, electronic circuit design
and real time process control need models that provide the sensor response quickly. A way to
provide such demands for applications is offered by diverse reduced order models (ROMs) in
micromagnetism. So far most ROMs were (multi)linear, e.g., tensor methods [11] and model
reduction based on spectral decomposition [6] such as via a subset of the eigenbasis of the
discretized self-adjoint effective field operator [8]. While these are keen ideas, they are clearly
limited due to the inherent linearity of the reduced models. Recently, the authors introduced
data-driven nonlinear model order reduction (nl-MOR) to effectively predict the magnetization
LLG-dynamics subject to the external field based on simulated data [17, 14]. Fast response to
an external field can be obtained from such data-driven PDE machine learning (ML) models
combined with unsupervised nonlinear model reduction. Another inspiration of the proposed
machine learning scheme in [14] was to construct a time-stepping predictor on the basis of a
non-black-box nonlinear dimensionality reduction approach such as kernel principal component
analysis (kPCA) [23] for the better understanding of the underlying approximations. In this
connection, the key idea is to use a data set of simulated magnetization trajectories to learn
a time-stepping model scheme that is capable of predicting the dynamics step by step for a
new unseen external field without having to solve the LLG equation numerically, and hence
with practically negligible computational effort. The challenging part is the combination of the
learning process with reduced dimensionality of the feature space, which is initially proportional
to the size of the discretization space used in the data generation, thus, several orders of mag-
nitude too large for regression. A nonlinear kernel version of principal component analysis for
the feature space dimensionality reduction was successfully established in [14], where each time-
step was learned on the basis of magnetization states represented via truncated kernel principal
components. In the forthcoming presentation one novel extension of the idea in [14] will be
the simultaneous learning of all steps via an entire dimension-reduced feature space integration
scheme. Besides, the second improvement concerns the feasibility of the kernel learning scheme
by the introduction of low-rank approximation to the kernel matrix, which allows the use of
larger learning data. The reason for its importance is the fact that the learning process gets
gradually infeasible as data size increases, as such, a common problem in data-driven methods
but especially the case for kernel methods in machine learning [16]. Thus, while the original
approach already leads to an exceptional reduction in feature dimension and fast learning owing
to the nonlinear kernel, the novel approach performs training and predictions entirely in reduced
coordinates and is capable of exploiting information from large training data sample sets owing
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to the low-rank kernel principal component analysis (low-rank kPCA).
The paper is structured as follows. First we give a brief overview of the ML approach for
learning maps between feature spaces with reduced dimensionality. The section starts with
an introduction to kernels and kernelized principal component analysis. Following this, we
introduce the low-rank approximations of the kernel methods including kPCA, kernel ridge
regression (kRR) and the crucial pre-image computation. The low-rank method is validated
by means of an example from the scikit library [21]. In the end of the method section 2 we
give the general procedure for learning maps between feature space elements with truncated
components. Section 3 covers the application to micromagnetics including decription of data
(structure) as well as several numerical validations based on a standard problem [19].
2 Learning feature space maps with reduced dimensionality
In the following we give a brief description of kernels and feature spaces as reproducing kernel
Hilbert spaces (RKHS). A more comprehensive discussion on the core definitions of general kernel
methods can be found for instance in the review [16]. Central to our approach is kernel principal
component analysis (kPCA) as a means for unsupervised learning and model reduction. We will
extend kPCA to its low-rank variant to be able to handle large data sets effectively in learning
feature space maps. Moreover, we establish a low-rank kernel ridge regression (low-rank kRR)
for large training data and effective pre-image computation.
2.1 Kernel principal component analysis
The definition of a kernel function is given as follows.
Definition 1 (Positive definite kernel function). Let X be a nonempty set. A symmetric function
k : X ˆ X Ñ R is a positive definite kernel on X if for all m P N any choice of inputs
x “ tx1, . . . , xmu Ď X gives rise to a positive definite gram matrix Krxs P Rmˆm defined as
Kij “ kpxi, xjq, i, j “ 1, . . . ,m. To distinguish an involved second subset y “ ty1, . . . , y`u Ď X
we define the matrix Krx,ys P Rmˆ` via its entries Kij “ kpxi, yjq, i “ 1, . . . ,m, j “ 1, . . . , `.
We will refer to positive definite kernels as kernels. An important class of kernels are the
Gaussian kernels also known as (Gaussian) radial basis functions (RBF).
Definition 2 (RBF). Let X be a dot product space. The radial basis function (RBF) kernel
between two vectors x, y P X is defined as
kpx, yq “ e´γ}x´y}2 . (1)
For the choice γ “ 1{σ2 the kernel k is also known as the Gaussian kernel of variance σ2.
Kernels represent a way to express similarity measures and can be used to extend linear
structural analysis for data like the (linear) PCA to nonlinear analogues. Mathematically, a
possibly infinite dimensional Hilbert space Fk can be constructed, called the feature space of X
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associated with the kernel k, where the inner product is defined by the kernel k. A (nonlinear)
map Φ : X Ñ Fk ”embeds” the data in the feature space, i.e., ΦpXq “ Fk. Fk is a RKHS and
mathematically well understood, e.g., see [22] for the theoretical background. It is important
to note that the inner product in Fk of two mapped data points can be computed without
knowledge of the map Φ as
Φpxq ¨ Φpyq “ kpx, yq, (2)
which is known as the kernel trick in the machine learning community. Intuitively, a mapped
data point can be seen as a new vector Φpxq “ pp1pxq, p2pxq, . . .qT where the nonlinear functions
pj define the coordinates of Φpxq in the higher dimensional feature space. One can now try to
learn structure via the mapped inputs by extending linear algorithms for unsupervised learning,
like the PCA, to operate on the feature space. This is known as kernelization where the
kernelized version of the linear PCA is known as the kernel principal component analysis (kPCA)
[23]. The algorithm of kPCA is given next.
Definition 3 (kPCA). Given inputs x “ tx1, . . . , xmu Ď X and a kernel k : X ˆ X Ñ R the
kernel PCA generates kernel principal axes vpjq “ 1?
λj
řm
i“1 α
pjq
i Φpxiq, j “ 1, 2, . . . ,m, where
the coefficient vectors αpjq P Rm, j “ 1, . . . ,m result from the eigenvalue problem
Gαpjq “ λjαpjq, (3)
where the centered gram matrix G “ Krxs ´ 1mKrxs ´ Krxs1m ` 1mKrxs1m P Rmˆm with
p1mqij “ 1{m is used. The eigenvalue problem (3) is solved for nonzero eigenvalues. The j-th
kernel principal component of a data point x P X can be extracted by the projection
pjpxq “ Φpxq ¨ vpjq “ 1a
λj
mÿ
i“1
α
pjq
i kpxi, xq. (4)
For the purpose of nonlinear dimensionality reduction only a few kernel principal components
pjpxq are extracted.
The problem of finding pre-images of kPCA components is mathematically challenging. If
Gaussian kernels are used, this can be done by the use of fixed point iterations, while a general
purpose method, which proves to be practically reliable, is to learn the pre-images during the
process of establishing the kPCA model through the training data [4]. We will describe our
approach to pre-image computation within our low-rank framework in the forthcoming section.
2.2 Low-rank kernel principal component analysis
For large sample size m we seek a low-rank approximation of the Gram matrix as a Nystroem
approximation of the kernel matrix arising from the training data split into r ď m randomly
selected basis samples and the m´ r remaining samples [28].
In the case where the kernel matrix has rank r ď m we get an explicit form of the low-rank
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decomposition.
Lemma 1 (Low-rank approximation of the kernel matrix). Given samples x “ tx1, . . . , xmu Ď
X we assume to be able to pick a subset of r ď m samples xr Ď x such that Krxrs P Rrˆr has
full rank r. Let us further denote the set of remaining m ´ r samples with xm´r and assume
the relabeled initial sample set x “ txr,xm´ru such that the associated kernel matrix gets block
form
Krxs “
˜
Kr,r K
T
m´r,r
Km´r,r Km´r,m´r
¸
, (5)
where Kr,r :“ Krxrs P Rrˆr, Km´r,r :“ Krxm´r,xrs P Rrˆpm´rq and Km´r,m´r :“ Krxm´rs P
Rpm´rqˆpm´rq. Then there holds
Krxs “ Φ ΦT , (6)
with
Φ :“ Φrxs “
˜
K
1{2
r,r
Km´r,rK´1{2r,r
¸
“ Km,rK´1{2r,r P Rmˆr. (7)
Proof. We first observe that
Φ ΦT “
˜
Kr,r K
T
m´r,r
Km´r,r Km´r,rK´1r,rKTm´r,r
¸
. (8)
Since Krxs has rank r, we have the eigenvalue decomposition Krxs “ UΛUT with U P Rmˆr
and the diagonal matrix Λ P Rrˆr built from the r nonzero eigenvalue of Krxs. Using the block
notation U “ pUTr , UTm´rqT we get
Krxs “ UΛUT “
˜
UrΛU
T
r UrΛU
T
m´r
Um´rΛUTr Um´rΛUTm´r
¸
. (9)
Note that UTr Ur “ I and hence
Km´r,rK´1r,rKTm´r,r “ pUm´rΛUTr qpUrΛ´1UTr qpUrΛUTm´rq “ Um´rΛUTm´r “ Km´r,m´r, (10)
which shows Krxs “ Φ ΦT . Finally, the identity in (7) simply follows from K1{2r,r “ Kr,rK´1{2r,r . 2
Note that the computation of Φ only needs Opmr ` r2q kernel evaluations and additional
cost of Opr3q for the root K´1{2r,r plus a cost of Opmr2q for the matrix multiplication.
We further remark that for some kernels such as Gaussian RBF the above rank r assumption
will only hold approximately for sufficiently large r.
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From Lemma 1 Eqn. (7) we see that when mapping an individual data sample y P X under
φ : XÑ Rr the corresponding feature vector is given as
Φpyq “ `kpy, x1q, . . . , kpy, xrq˘K´1{2r,r , (11)
which holds true for y R xr as it represents the respective row in Km,rK´1{2r,r , but also for y P xr
due to the identity K
1{2
r,r “ Kr,rK´1{2r,r . We summarize this remark for later reference.
Corollary 2. Under the assumptions of Lemma 1 the matrix of feature vectors of data samples
y “ ty1, . . . , y`u is given as
Φrys “ Kry,xrsK´1{2r,r , (12)
with Kry,xrs “
`
kpyi, xjqi,j
˘ P R`ˆr.
In the course of the kPCA algorithm one has to solve d eigenvalue problems of the form
Gαpjq “ mλjαpjq, j “ 1, . . . , d which now take the particular form
Φ¯Φ¯Tαpjq “ λjαpjq, j “ 1, . . . , d, (13)
with Φ¯ “ Φ ´ 1mΦ and Φ “ Φrxs “ Km,rK´1{2r,r P Rmˆr with Krxs « ΦrxsΦrxsT being the
low-rank approximation of the kernel matrix. An eigenvalue problem of the form (13) can be
efficiently solved for nonzero eigenvalues.
Lemma 3 (Low-rank eigenvalue problem). The eigenpairs pv, λq with λ ‰ 0 of ΦΦT P Cmˆm
with Φ P Cmˆr are given by pΦw, λq with ΦTΦw “ λw. Particularly, there holds for }w}2 “ 1
that }v}2 “ λ1{2, i.e., v “ λ´1{2 Φw has unit length.
Proof. Suppose ΦTΦw “ λw with λ ‰ 0. Then we have ΦΦT pΦwq “ λpΦwq with Φw ‰ 0,
since otherwise multiplication with ΦT yields ΦTΦw “ 0 and thus, λ “ 0, contradicting the
assumption λ ‰ 0 in the first place. Hence, pΦw, λq is an eigenpair of ΦΦT . Moreover, }Φw}22 “
wT pΦTΦwq “ λwTw “ λ. 2
The remarkable consequence of Lemma 3 is a significant reduction in complexity when solving
the eigenvalue problems in the kPCA with low-rank kernel matrix approximation in the case
r ! m. Specifically, the computational complexity is reduced from Opm3q to Opr3 `mr2q for
each of the d eigenvalue problems. We now have the tools to define a low-rank version of the
kPCA.
Definition 4 (Low-rank kPCA). Given inputs x “ tx1, . . . , xmu Ď X, a kernel k : Xˆ XÑ R
and a low-rank approximation of G “ Krxs´1mKrxs´Krxs1m`1mKrxs1m P Rmˆm by Φ¯Φ¯T “
pΦ´ 1mΦqpΦ´ 1mΦqT from a choice of a subset xr Ď x according to Lemma 1. The low-rank
version of the kernel PCA generates r ď m kernel principal axes vpjq “ 1?
λj
řm
i“1 α
pjq
i Φ¯pxiq, j “
1, 2, . . . , r, where the coefficient vectors αpjq P Rm result from the eigenvalue problem
Φ¯Φ¯Tαpjq “ λjαpjq, (14)
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which is solved for nonzero eigenvalues using Lemma 3. We choose d ď r kernel principal
components, where the j-th component of a data point x P X can be extracted by the projection
pjpxq “ Φ¯pxq ¨ vpjq “ 1a
λj
mÿ
i“1
α
pjq
i Φ¯pxiq ¨ Φ¯pxq. (15)
Given data points y “ ty1, . . . , y`u Ď X their j-th kernel principal components are collectively
calculated by
ppjpy1q, . . . , pjpy`qq “
´
1?
λj
αpjqT Φ¯rxrs
¯
Φ¯rysT “ LpjqΦ¯rysT , j “ 1, . . . , d, (16)
where Φ¯r.s stands for Φr.s centered w.r.t. the training data. Moreover we defined the vectors
Lpjq “ 1?
λj
αpjqT Φ¯rxrs P Rr for j “ 1, . . . , d. According to Corollary 2 the projections (16) are
exact under the assumption of Lemma 1 and Kr,r full rank r.
Note that LpjqT “ Φ¯Tαpjq{aλj can be directly extracted from the algorithm of the low-rank
eigenvalue problem (14) owing to w in Lemma 3 and the fact that
pΦ¯T Φ¯qpΦ¯Tαpjqq “ λjpΦ¯Tαpjqq. (17)
Hence, the low-rank kPCA needs to store a matrix of unit eigenvectors L “ rLp1q| ¨ ¨ ¨ |Lpdqs P
Rrˆd. Only Kry,xrs P R`ˆr is newly computed for projections onto the kernel principal axes
in the course of the computation of Φ¯rys.
2.3 Low-rank kernel ridge regression and pre-image computation
Once the kPCA model is established from the training set x “ tx1, . . . , xmu Ď X, one can
compute the projections onto the principal axes of new data points y “ ty1, . . . , y`u Ď X via
(16). Denote these projections with PdΦpyiq :“
`
p1pyiq, . . . , pdpyiq
˘
, i “ 1, . . . , `. We will also
be interested in finding an approximate pre-image zi P X from PdΦpyiq by solving the pre-image
problems
zi “ arg min
y
}PdΦpyq ´ PdΦpyiq}2, i “ 1, . . . , `. (18)
This can be done by learning a pre-image map with kRR in a supervised learning approach
using the kPCA projections PdΦpxiq, i “ 1, . . . ,m from the training set as labels [4]. Let us
denote the kPCA projections of x and y with PdΦrxs P Rmˆd and PdΦrys P R`ˆd, respectively.
A common approach is to learn the pre-image by kRR giving
Z “ KrPdΦrys, PdΦrxssB P R`ˆN , B “ pKrPdΦrxss ` αIq´1X P RmˆN , (19)
where N “ dimpXq, X “ rx1| ¨ ¨ ¨ |xmsT P RmˆN and α ě 0 the regularization parameter from
ridge regression. By utilizing the low-rank kernel approach from the previous Sec. 2.2 the result
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for the pre-image prediction gets
Z “ Φˆrys ΦˆrxsTB P R`ˆN , B “ pΦˆrxs ΦˆrxsT ` αIq´1X P RmˆN , (20)
where the low-rank approximations KrPdΦrxss « Φˆrxs ΦˆrxsT and KrPdΦryss « Φˆrys ΦˆrysT
are used with Φˆrxs P Rmˆr and Φˆrys P R`ˆr with m, ` ě r. Note that only the matrix
ΦˆrxsTB P RrˆN has to be stored. The inverse in (20) can be expressed via the Sherman-
Morrison-Woodbury (SMW) formula, i.e.,
pΦˆrxs ΦˆrxsT ` αIq´1 “ α´1I ´ α´2Φˆrxs pI ` α´1ΦˆrxsT Φˆrxsq´1 ΦˆrxsT , (21)
which only requires to solve linear systems of size r ˆ r instead of mˆm.
In the course of the later prediction of micromagnetic time-evolution we will also use this
low-rank version of kRR to estimate the time-stepping maps in feature space.
2.4 Numerical validation of the low-rank kPCA
We summarize the low-rank kPCA and pre-image procedure in algorithm 1. This generates the
unit norm eigenvectors Lpjq, j “ 1, . . . , d for the prediction of new data according to (16) as
well as the operator for the pre-image map ΦˆrxsTB in (20).
Algorithm 1 Low-rank kPCA and pre-image
Data: Training data x “ pxr,xm´rq Ď X, kernel kp., .q, d ď r.
Result: Eigenvector matrix L “ rLp1q| ¨ ¨ ¨ |Lpdqs P Rrˆd, truncated kernel PC’s PdΦrxs, Oper-
ator for pre-image map ΦˆrxsTB in (20).
Low-rank kPCA:
• Calculate Φ in (7).
• Solve low-rank eigenvalue problem (14) for d ď r eigenvectors of unit length.
Low-rank pre-image map:
• Calculate KrPdΦrxss « Φˆrxs ΦˆrxsT
• Calculate ΦˆrxsTB in (20) using the SMW formula (21)
We validate the low-rank version of kPCA and the pre-image solution via a test example
from the scikit learn documentation [21], which uses both m “ 1000 training data and test data
drawn from concentric circles with noise, see Fig. 1. Two noise levels ε “ 0.02 and 0.07 are
used, where in both cases fast (exponential) convergence for increasing rank r can be observed,
see Fig. 2 which shows the mean squared error of the pre-images of the predictions compared
with the original data with varying rank r used in the low-rank kPCA.
The Figs. 3 and 4 show the pre-images for increasing rank in the two noise cases, respectively.
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Figure 1: The original data set (left column), the kPCA transformed samples (middle column)
and the pre-images (right column). Noise level ε “ 0.02 (top) and ε “ 0.07 (bottom). Number
of training samples m “ 1000. Rank r “ 120 is used.
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Figure 2: Mean squared error for varying rank r in the case of noise level ε “ 0.02 and ε “ 0.07.
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Figure 3: Pre-images for increasing rank r and  “ 0.02.
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Figure 4: Pre-images for increasing rank r and  “ 0.07.
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2.5 Learning maps between feature space elements with truncated compo-
nents
We denote X as the input set and Y as the output set. A general learning problem is to estimate
a map between inputs x P X and outputs y P Y. The underlying mathematical task is that of
estimating a map from an Hilbert space V by minimizing the risk functional
f˚ P arg min
fPV Jpfq :“
ż
XˆY
Lpy, fpxqqdρpx, yq,
on the measure space
`
XˆY,ΣXˆY, ρ
˘
but with unknown joint probability distribution ρ. If we
have available inputs x P X and outputs y P Y from a given training set px1, y1q, px2, y2q, . . . , pxm, ymq P
Xˆ Y, we can try to empirically solve the problem in a model class or hypothesis class like e.g.
H “ tfp.;αq : α feasible parameteru. In [14] we defined L as the distance in output feature
space using a radial basis function as kernel ` : Y ˆ Y Ñ R on the output set. This gives a
RKHS F` with associated map Φ` : Y Ñ F` and `py, y1q “ Φ`pyq ¨ Φ`py1q and a loss expression
Lpy, fpxqq “ }Φ`pyq ´ Φ`pfpxqq}2F` , which can be expressed entirely through the kernel ` using
the kernel trick. For the purpose of finding the minimizer f˚, only few kernel principal com-
ponents of the representation of feature vectors are used and a ridge regression is used in [14].
Generally, the problem of estimating the map f can be decomposed in subtasks using the idea
of kernel dependency estimation (KDE) [27], where f is the composition of three maps, i.e.,
f “ Φ:` ˝ fF ˝ Φk, (22)
where Φk : XÑ Fk is the feature map for inputs associated with a kernel k, fF : Fk Ñ F` the
map between input and output feature spaces and Φ:` : F` Ñ Y an approximate inverse onto
Y which is the pre-image map, where here we will use the computational low-rank approach of
section 2.3. See Fig. 5 for an illustration of the involved mappings. The process could be even
Figure 5: Illustration of the mappings in (22).
established by circumventing the kPCA as described in [7]. To make up for the lack of a learned
pre-image available from kPCA, such an approach would have to use a fixed point iteration
for the pre-image map, which is possible as long as RBF kernels are used. However, a learned
pre-image map is faster and more reliable. Furthermore this approach would not allow for a
time-stepping procedure which entirely operates in feature space with reduced dimensionality. In
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the following method we rather estimate a map with (low-rank) kernel-ridge regression between
truncated kPCA coordinate representations of elements in the actually infinite dimensional
feature space. That is, we estimate a map between input and output representatives of the
form
`
p1pxq, p2pxq, . . . , pdpxq
˘
and
`
p1pyq, p2pyq, . . . , pdpyq
˘
, respectively, where we consider a
truncated number of d P N kernel principal components. We use kRR analogues to section 2.3,
where the matrix to be stored is of shape rˆd. The same kernel for the input and output space
embedding is used, that is, Fk “ F`. This new approach drastically improves the quality of the
prediction alongside with computational efficiency from the low-rank framework of section 2.2
and 2.3. Our learning approach works entirely in feature space, that is, all time steps are learned
within the reduced dimensional setting and the pre-image is used after the final time step, see
Fig. 6, which illustrates the feature space integration scheme.
'
Figure 6: Illustration of the mappings involved in the feature space integration procedure.
3 Prediction of magnetization dynamics
The mathematical description of magnetization dynamics in a magnetic body Ω Ă R3 is through
the Landau-Lifschitz-Gilbert (LLG) equation [18]. In micromagnetism we consider the magne-
tization as a vector field Mpx, tq “ Msmpx, tq, |mpx, tq| “ 1 depending on the position x P Ω
and the time t P R. The LLG equation is given in explicit form as
BM
Bt “ ´
γ0
1` α2 M ˆH ´
αγ0
p1` α2qMs M ˆ
`
M ˆH˘, (23)
where γ0 is the gyromagnetic ratio, α the damping constant and H the effective field, which is
the sum of nonlocal and local fields such as the stray field and the exchange field, respectively,
and the external field h P R3 with length h. The stray field arises from the magnetostatic
Maxwell equations, that is the whole space Poisson equation for the scalar potential Φd
∆Φd “ ∇ ¨M in R3, (24)
with Hd “ ´∇Φd. The exchange term is a continuous micro-model of Heisenberg exchange,
that results in Hex “ 2Aµ0M2s ∆M, where µ0 is the vacuum permeability, Ms the saturation mag-
netization and A the exchange constant. Equation (23) is a time-dependent partial differential
equation in 3 spatial dimensions supplemented with an initial condition Mpx, t “ 0q “M0 and
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(free) Neumann boundary conditions. For further details on micromagnetism the interested
reader is referred to the literature [5, 3, 18]. Typically, equation (23) is numerically treated by
a semi-discrete approach [26, 10, 9, 13], where spatial discretization by collocation using finite
differences or finite elements leads to a rather large system of ordinary differential equations.
Clearly, the evaluation of the right hand side of the system is very expensive mostly due to the
stray field, hence, effective methods are of high interest. Our proposed data-driven approach
yields a predictor model for the magnetization dynamics without any need for field evaluations
after a data generation and training phase has been established as a pre-computation.
3.1 Data structure for the time stepping learning method
Following [14] we generate data associated with the NIST µMAG Standard problem #4 [1].
The geometry is a magnetic thin film of size 500 ˆ 125 ˆ 3 nm with material parameters of
permalloy: A “ 1.3 ˆ 10´11 J/m, Ms “ 8.0 ˆ 105 A/m, α “ 0.02. The initial state is an
equilibrium s-state, obtained after applying and slowly reducing a saturating field along the
diagonal direction r1, 1, 1s to zero. Then two scenarios of different external fields are studied:
field 1 of magnitude 25mT is applied with an angle of 170˝ c.c.w. from the positive x axis, field
2 of magnitude 36mT is applied with an angle of 190˝ c.c.w. from the positive x axis. For data
generation we use a spatial discretization of 100 ˆ 25 ˆ 1 and apply finite differences [20] to
obtain a system of ODEs that is then solved with a projected Runge-Kutta method of second
order with constant step size of 40fs.
We denote the number of discretization cells with N . For the purpose of collecting training data
samples we use numerically obtained approximations for n P N different external field values.
Following the splitting of training data in [14] the external field is either in the range of the
field 1
Hext,1 : }Hext,1} “: h P r20, 30smT, arg Hext,1 “: ϕ P r160˝, 180˝s (25)
or in the range of the field 2
Hext,2 : }Hext,2} “: h P r30, 40smT, arg Hext,2 “: ϕ P r180˝, 200˝s. (26)
We use n “ 300 for each data set, which, however, will be effectively reduced to a rank r ď n
by the later low-rank approach. For s “ 100 time steps we assemble the data into a 3-tensor
D, respectively D¯, defined slice-wise by
D P Rps`1qˆnˆ3N : Dpi, :, :q “ rmxptiq|myptiq|mzptiqs P Rnˆ3N , i “ 0, . . . , s, (27)
and
D¯ P Rps`1qˆnˆp3N`2q : D¯pi, :, :q “ rhptiq|mxptiq|myptiq|mzptiqs P Rnˆp3N`2q, i “ 0, . . . , s, (28)
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where mqptiq P RnˆN , q “ x, y, z denotes the magnetization component grid vector at time ti
for each of the n field values and hptiq P Rnˆ2 consists of the external field samples at time ti
with h and ϕ component each. Fig. 7 illustrates the data tensor D¯, which equals D extended
by the external field values.
Figure 7: Data tensor D¯.
Selection of basis vectors for the low-rank procedure (compare with xr in section 2) is
accomplished by choosing r field values and collecting the corresponding discrete magnetization
trajectories for all s`1 time points for each chosen field value. This results in a reduced sample
size of ps` 1qr ď ps` 1qn “ m.
In the course of the time-stepping learning via low-rank kPCA the data tensor is used with
reduced dimensionality. Note that we have d ď rps`1q ď nps`1q “ m. We denote the reduced
dimensional data tensor resulting from the low-rank kPCA approach with DF P Rps`1qˆnˆd.
Fig. 8 shows the compressed (resp. truncated) data tensor D¯F, where the large grid size 3N
is reduced to d and the field is appended, compare with the original data tensor from Fig. 7.
Additionally we illustrate in Fig. 9 the tensor required in storage to project new data onto the
kernel principal components, as well as, involved in the kRR to fit the time stepping maps.
Truncated Data Tensor
Figure 8: Illustration of the truncated low-rank kPCA data tensor D¯F.
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kPCA
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storage requirement
Figure 9: Illustration of the storage requirements in the low-rank kPCA and the low-rank
kRR for the time stepping model (right), compared with full-rank kPCA (left). Storage of the
compressed tensor is only Opps` 1qdrq.
Time stepping maps are now learned by taking reduced dimensional kPCA input and output
data tensor to fit a kRR model. In its simplest form one can use a one step scheme mapping
from t Ñ t ` ∆t by taking input data Dp0qF P Rsˆnˆd defined via the slices DFpi, :, :q, i “
0, . . . , s´ 1, and output data Dp1qF P Rsˆnˆd defined via the slices DFpi, :, :q, i “ 1, . . . , s, which
corresponds to data shifted by one time step ∆t. However, inspired by [17], we found enhanced
stability by introducing time stepping with multi-steps, e.g., choosing ν steps in a scheme
tt, t `∆t, . . . , t ` pν ´ 1q∆tu Ñ t ` ν∆t. For that purpose we choose a time stepping number
νpă sq P N and take the following training input and output sets:
input: tD¯p0qF , . . . , D¯pν´2qF , D¯pν´1qF u, output: tDpνqF u, (29)
where D¯
pν´jq
F P Rps´νqˆnˆpd`2q j P t1, . . . , νu are defined via the slices D¯Fpi, :, :q, i “ ν´j . . . , s´
j and D
pνq
F P Rps´νqˆnˆd via slices DFpi, :, :q, i “ ν . . . , s.
3.2 Numerical experiments
The data generation and cross-validation were performed using the Vienna Scientific Cluster
(VSC). We used the Python machine learning package scikit learn [21] which we extended
by the low-rank kPCA variant with pre-image computation and low-rank kRR introduced in
section 2 above. We divide the numerical experiments into two categories. First we focus on
the important validation of model and method specific hyper-parameters such as the kernel
defining γ ą 0, the time stepping number ν P N and the number of kernel principal components
d P N. Afterwards we apply the low-rank method to the micromagnetic benchmark and study
the dependence on the rank r P N.
Cross-validation of the hyper-parameters.
We determine the hyper-parameters γ, ν and d via grid search. For that purpose we measure
the mean error norms in the magnetization between the prediction and the simulation of 1ns
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for the standard problem in both ranges of field 1 and 2. This shows that a (default) value of
γ “ 1{N is quite optimal. Furthermore, the regularization parameters in the kRR were chosen
to be between 0.001 and 0.01. Fig. 10 and Fig. 11 show for varying d and ν the mean error
norms in the magnetization between the predictions and simulations of 1ns for the standard
problem in the range of field 1 and 2 (compare with (25) and (26)), respectively, obtained from
a 10-fold cross-validation with random split strategy and 10% test size. Here we used a rather
large rank r “ 40.
1 2 3 4 5
10
15
20
25
30
d
0.175 0.013 0.01 0.01 0.01
0.131 0.012 0.008 0.007 0.007
0.145 0.01 0.006 0.005 0.005
0.077 0.009 0.005 0.005 0.004
0.082 0.008 0.005 0.004 0.004
Figure 10: Cross validation table. Mean error norm in the magnetization for the prediction of
Hext,1-data for varying number of kernel principal components d and step parameter ν.
Next we show the prediction in dependence of the number of kernel principal components
d. Fig. 12 compares the predictions of the mean magnetization dynamics with the computer
simulations for d “ 5, 10 and 20 in the range of field 1, and Fig. 13 for d “ 10, 20 and 40
in the range of field 2. We note that predictions of the trajectories take only a few seconds
of computation time. Fig. 14 and Fig. 15 illustrate snapshots of the predicted magnetization
states in the two ranges depending on d.
Low-rank variant.
We validate the performance of the low-rank version of our proposed procedure. The previous
validation indicates a choice of γ “ 1{N and e.g. d “ 20 and ν “ 3 as sufficient in the field 1
case, respectively d “ 40 and ν “ 5 in the field 2 case. Fig. 16 shows the Frobenius error norm
of the low-rank approximation of the kernel matrix for increasing rank r.
Next we show mean magnetization plots and magnetization snap shots for increasing rank
r. Fig. 17 and Fig. 18 show the mean magnetization for increasing r in the field 1 resp. the
field 2 case. Fig. 19 and Fig. 20 show associated magnetization snap shots.
The test cases on the NIST standard problem show the expected improvements in the
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1 2 3 4 5
10
15
20
30
40
d
1.036 0.048 0.034 0.032 0.032
0.459 0.036 0.028 0.028 0.027
0.345 0.035 0.025 0.024 0.025
0.218 0.032 0.023 0.022 0.024
0.212 0.034 0.023 0.023 0.024
Figure 11: Cross validation table. Mean error norm in the magnetization for the prediction of
Hext,2-data for varying number of kernel principal components d and step parameter ν.
predictions of mean magnetization curves and magnetization states for increasing number of
kernel principal components, time stepping number as well as rank. However, for the less
smooth manifold in the field 2 range [14] a clearly larger number of kernel principal components
and rank is needed.
Conclusion
We presented a low-rank version of kernel principal component analysis (low-rank kPCA) which
utilizes a Nystroem approximation to the kernel matrix. The low-rank kPCA is capable of man-
aging larger sets of training data. The key computational tasks in the low-rank kPCA, such
as eigenvalue problems, projection onto kernel principal axes and the pre-image computation,
are effectively treated by exploiting the low-rank structure of the Gram matrix. The low-rank
kPCA was implemented as an extension in the scikit learn Python software [21]. We give a
stand-alone validation example of the low-rank kPCA in the fashion of the scikit learn docu-
mentation. Following [14] we then apply the new method to establish a mashine learning model
to predict the micromagnetic dynamics described by the Landau-Lifschitz-Gilbert equation, the
fundamental partial differential equation in mircomagnetics. Magnetization states from simu-
lated micromagnetic dynamics associated with different external fields are used as training data
to learn a dimension-reduced representation in feature space and a time-stepping map between
the reduced spaces. The time-stepping prediction is based on learning maps between truncated
representations of sample magnetization trajectories obtained by nonlinear model reduction via
low-rank kPCA. Compared to the original proposed scheme in [14] the novel learning approach
works entirely with reduced dimensional representations and the pre-image is only taken after
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Figure 12: Predictions versus computed results for mean magnetization in the field 1 case for
varying number of kernel principal components d “ 5, 10 and 20. The parameters were chosen
as follows: kernel parameter γ “ 1{N and time-stepping ν “ 3. A rank of r “ 30 was used.
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Figure 13: Predictions versus computed results for mean magnetization in the field 2 case for
varying number of kernel principal components d “ 10, 20 and 40. The parameters were chosen
as follows: kernel parameter γ “ 1{N and time-stepping ν “ 5. A rank of r “ 40 was used.
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Figure 14: Snap shots of computed (Comp) and predicted magnetization states in the field 1
case for varying number of kernel principal components d “ 3, 5, 10 and 20. The parameters
were chosen as follows: kernel parameter γ “ 1{N and time-stepping ν “ 3. A rank of r “ 30
was used.
Figure 15: Snap shots of computed (Comp) and predicted magnetization states in the field 2
case for varying number of kernel principal components d “ 5, 10, 20 and 40. The parameters
were chosen as follows: kernel parameter γ “ 1{N and time-stepping ν “ 5. A rank of r “ 40
was used.
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Figure 16: Low-rank kernel matrix approximation for increasing rank r for the data sets corre-
sponding to field 1 and 2, respectively.
the final time-step. The time stepping maps are established by a low-rank version of kernel ridge
regression (low-rank kRR). Enhanced stability is observed when introducing multi-steps in the
training process similar to [17]. We systematize this approach by incorporating a time-stepping
number as hyper-parameter which we optimally determine via cross-validation, together with
the number of kernel principal components. The test cases on the NIST standard problem show
the expected improvements in the predictions of mean magnetization curves and magnetization
states for increasing number of kernel principal components, time stepping number as well as
rank. In principle, the proposed procedure allows to determine an ”effective rank” during the
low-rank approximation of the kernel matrix via the information obtained from the singular
values. However, the selection of the basis vectors could be systematized by procedures such
as matching pursuit, possible future work but not yet treated in the present paper. Future
work shall also include application to other parameter-dependent differential systems such as
nonlinear Schro¨dinger dynamics.
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Figure 17: Predictions versus computed results for mean magnetization in the field 1 case for
varying rank r “ 2, 5 and 10. The parameters were chosen as follows: kernel parameter γ “ 1{N
and time-stepping ν “ 3. A number of d “ 20 components was used.
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Figure 18: Predictions versus computed results for mean magnetization in the field 2 case for
varying rank r “ 10, 20 and 40. The parameters were chosen as follows: kernel parameter
γ “ 1{N and time-stepping ν “ 5. A number of d “ 40 components was used.
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Figure 19: Snap shots of computed (Comp) and predicted magnetization states in the field
1 case for varying rank r “ 2, 5, 10 and 20. The parameters were chosen as follows: kernel
parameter γ “ 1{N and time-stepping ν “ 3. A number of d “ 20 components was used.
Figure 20: Snap shots of computed (Comp) and predicted magnetization states in the field
2 case for varying rank r “ 5, 10, 20 and 40. The parameters were chosen as follows: kernel
parameter γ “ 1{N and time-stepping ν “ 5. A rank of r “ 40 was used.
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