Introduction
Many computational physics problems involve calculations with very large sparse Hamiltonian matrices. Finding all eigenvectors and eigenvalues requires cpu time scaling as O(N3) and memory scaling as O ( N 2 ) , which is impractical. For ground or isolated eigenstates the preferred method is Lanczos diagonalization, which uses only matrix-vector multiply operations and requires cpu and memory scaling as O(N). But new O(N) methods are needed for properties involving many eigenstates such as the density of states (DOS) and spectral functions, and for quantities that can be derived from DOS such as thermodynamics, total energies for electronic structure and forces for molecular dynamics and Monte Carlo simulations. In such applications, limited energy resolution and statistical accuracy are often acceptable provided the uncertainties can be quantified. Maximum entropy (MEM) [1, 2] has been a popular approach to such problems, usually fitting power moments of a DOS or spectral function. However, the non-linear convex optimiza-tion algorithms required to find MEM solutions may be difficult to implement for large numbers of power moments and for singular structures in DOS.
Calculation of Chebyshev moments is much less sensitive than power moments to the limitations of machine precision. Chebyshev series are also preferred because of their isomorphism to Fourier series which enables use of advanced methods of Fourier analysis such as FFT's, Gibbs damping, etc. This paper discusses the generation of Chebyshev moment data, describes a simple linear Chebyshev approximation termed the kernel polynomial method (KPM) Exact moment derivatives (which are related to forces) can also be calculated. Our MEM algorithm consists of three nested loops: iterations in a, until a stopping criterion is reached; at each a, Newton-Raphson iterations of a dual optimization problem to solve for the MEM D(q5); at each a and MEM D(q5) conjugate gradient iterations to apply the Hessian onto a vector. Popular stopping criteria for o are x2 = M and x2 -2aS = M, although many other criteria are discussed in the literature. However, the algorithm for finding the MEM D(q5) tends to be unstable if initiated at such small a. Instead, start at large a1 M xf, and use Do(q5) to initiate the optimization of D'(q5). Progress down in a such that ak+l = ak/2. If this is unstable, halve the step down in a repeatedly until stability is reached. At each a, use Dk(q5) as the starting point for the optimization of Dk+l(q5). Once the stopping criterion is passed, perform a golden search for the optimal a.
to the numerical precision required, which can be very small. In our applications to electronic structure, errors of one part in lo5 or smaller were used. Iterate a -+ 0 until the entropy S saturates at an a-independent value. Given an a, a variety of algorithms have been developed to find MEM solutions [10, 11] 
