We discuss in this paper a system that resolves definite descriptions in written texts. A preliminary study of definite descriptions in a collection of 20 texts revealed that about 30% of the 1040 definites in the collection were cases of anaphoric definites whose antecedents had the same head noun, and 50% introduced novel discourse referents. An algorithm which resolves anaphoric definite descriptions and also identifies novel ones is proposed. We evaluated the algorithm by comparing its results with an annotation produced by human subjects. The analysis of the corpus, the implemented algorithm, and the evaluation of the results are presented in this paper.
Introduction
We are interested in definite description resolution techniques and their quantitative evaluation. We discuss in this paper a system that resolves definite descriptions (DDs) (noun phrases headed by the definite article, such as the car) in written texts. Our algorithms use linguistic information but do not make use of inference-based mechanisms that would require hand-coded knowledge. The corpus used in this work is a set of 20 parsed articles of the Wall Street Journal selected at random from the Penn Treebank Corpus (Marcus et al, 1993) . A preliminary study of definite descriptions in the corpus revealed that about 30% of the cases were anaphoric definites whose antecedents had the same head noun and 50% introduced novel discourse referents. In Section 2 of this paper, we present a taxonomy of uses of DDs and our analysis of the corpus using this taxonomy. We describe the strategies adopted for the implementation of the system and present our algorithm in Section 3. In Section 4, we illustrate the results of the system on one text of the corpus; the text itself is given in the appendix. We evaluated our algorithm by comparing its classification with the classification produced by human subjects, and obtained a recall of 72% and a precision of 82% for anaphoric resolution of DDs whose antecedents had the same head noun; a recall of 74% and a precision of 85% for novel ones. The results of the system for the whole corpus are presented in Section 5, together with their evaluation.
Definite Descriptions in Corpora
The use of definite descriptions most commonly discussed in the linguistic literature is the case in which a definite description picks up a referent introduced in a previous discourse, called the 'anaphoric' use. Less attention has been devoted to definites whose interpretation depends on knowledge about the existence of certain referents, such as the nation, or the government for speakers of the same country. Even more neglected are DDs which introduce a novel referent in the discourse but whose interpretation is not dependent on previous knowledge about the referent -for instance, the long-cherished dream of home ownership (sentence 6 in the appendix). Clearly, the rate of success of a system intended to resolve DDs depends on the relative frequency of different kinds of definite descriptions, and on the success of the heuristics used to These results show the distribution of definite descriptions in the kind of text we studied, and are rather encouraging: if simple forms of lexical information and heuristics based on syntactic information can be used to resolve anaphoric same head DDs and to recognise larger situation/unfamiliar uses (DDs that introduce new referents), then about 77% of the total number of definites can be treated. Adding a treatment of associative relations to the system would bring us to deal with 96% of definite descriptions. Our first task was therefore to develop treatments for the two largest classes of definite descriptions. This work is described in the next section.
A heuristic-based system for resolving definite descriptions
Our system is implemented in Prolog and was designed to run over texts annotated with their parse tree, according to the format adopted for the Penn Treebank of the University of Pennsylvania (first version) (Marcus et al, 1993) . The main tasks of the current version of the system are to collect potential antecedents, to resolve anaphoric definite descriptions with those potential antecedents, and to identify larger situation and unfamiliar uses of DDs. Some NPs are treated as novel in the sense of Heim (Heim, 1982) ; they are assumed to introduce a new discourse referent to the discourse model, which is stored with information about its properties (head and premodifiers). When the system encounters a definite description, it tries to determine whether it is anaphoric -in which case it is linked to a previous introduced referent -or larger situation/unfamiliar, in which case it is treated as novel.
The system is based on heuristics which were motivated by Hawkins' discussion and by our empirical study of the corpus. The proposed heuristics as well as their interaction were tested on the basis of a manual annotation of the corpus.
Anaphoric Descriptions
The key problems to be dealt with in order to resolve anaphoric definite descriptions are to identify the potential antecedents, and to match the definite descriptions with the most likely antecedents. In our implementation, indefinite NPs (those headed by the indefinite articles a, an, and some ), possessives 2 , bare plural and plural NPs with cardinal determiners (as in three cars) always introduce a new referent to the discourse model. Definite descriptions themselves may be novel in the discourse, therefore they, as well, may result in a new referent being added to the discourse model. For each new referent the system stores a set of prolog assertions, which may be seen as encoding Heim's 'file cards'. Each 'file card' contains information about the NP index, the whole NP structure, the NP head noun, the NP type (definite, indefinite, bare plural/possessive), the list of premodifiers and the number of the sentence which it belongs to, as shown below: potential_antecedent(NP_index,np(Syntax),head(NP_head),type(NP_type)) premodifiers(NP_index,NP_premodifiers_list) np_sentence_table (NP_index,Sentence_index) The only form of anaphoric resolution currently carried out by the system involves definite descriptions which have the same head noun as a previously introduced discourse referent. One problem that we considered is the information provided by the modifiers (adjectives and/or complements) of the noun phrase. Simply matching heads would incorrectly suggest antecedent/DD pairs such as the business community -the younger, more activist black political community; or, the populationthe voting population. Various heuristics for treating premodifiers were considered (Section 5.1). The best results were obtained by the following heuristic matching algorithm:
1) Allow a pre-modified antecedent to match with a definite whose set of pre-modifiers is a subset of the set of modifiers of the antecedent. This first heuristic deals with definites which contain less information than the antecedent, examples are an old Victorian house -the house; a retired couple in Oakland -the couple; and the San Francisco earthquake -the earthquake . This prevents matches such as the business community -the younger, more activist black political community.
2) Allow a non-premodified antecedent to match with any same head definite. This second part of the algorithm deals with definites that provide additional information. Examples from our corpus of pairs that match thanks to this heuristic are a check -the lost check, or the campaign -the Dinkins campaign..
Finally, a very simple heuristic for discourse segmentation was taken into account. The resolution process considers only antecedents that appear at a distance not greater than 5 sentences. This constraint is relaxed when the potential antecedent has been already used as an antecedent in another resolution, and when both the definite description and antecedent have identical forms.
Larger situation and unfamiliar descriptions
Whenever the system fails in finding an antecedent for a DD, another set of algorithms is used in order to identify definite descriptions that introduce new referents to the discourse. As discussed above, we concentrated on two such classes: 'unfamiliar' and 'larger situation' definites. The classification performed by the system depends on syntactic and lexical features of the noun phrase.
Proper nouns -If the system fails to find an antecedent for the definite being processed, it checks whether the head is a proper noun by looking if it is capitalised. Examples include the 1988 Seoul Olympics (s.11), and the Federation of Korean Industries (s.34). If that is the case, the definite phrase is classified as a larger situation use. 3 We also considered as larger situation the cases of DDs with proper nouns in premodifier position, as in the Iran-Iraq war.
Special nouns -Some cases of definite descriptions are identified by comparing the head noun of the DD with a list of nouns that indicate larger situation or unfamiliar uses. The list of nouns related to larger situation uses includes terms indicating time reference such as year, day, week, month, hour, time, morning, afternoon, night, period, quarter and their respective plurals. We use another list of nouns that may take NP complements and indicate unfamiliar uses; this list currently includes fact, result, and conclusion . We also have a list of what Hawkins calls 'unexplanatory modifiers ': first, last, best, most, maximum, minimum, only, closest, greatest, biggest , and superlatives in general (these modifiers are compared with the premodification of the DD and not with its head noun). Finally, a list of relatives such as more, closer, greater, and bigger is compared with the DD's head noun, since comparatives like the closer they got to saving ... the more the price rose (s.1) do not require the identification of an antecedent for their interpretation either.
Appositions and Copular Constructions -Definite descriptions occurring in appositive construction, such as The Citizens Coalition for Economic Justice, a public-interest group leading the charges for radical reform, often do not need to be resolved. Appositive constructions are treated in the Treebank as NP modification. The system recognises an apposition by checking whether the definite is inserted in a complex noun phrase with structure Restrictive postmodification -The last feature of the structure of the definite noun phrase verified by the system is the presence of restrictive postmodification. Hawkins mentioned referent establishing relative clauses and associative clauses as two constructions that licensed an unfamiliar definite, but also warned that not all relative clauses are referent establishing. It turned out that a large number of definite descriptions with restrictive post-modifiers are unfamiliar in the corpus. Examples include the full scope of the penalties (s.28) and the popular standing of President Roh (s.29).
To summarise, the algorithm currently implemented by the system is as follows. 4 For each NP of the input:
If the NP is an indefinite, a regular plural, or a possessive, the system creates a new file card for it.
If the NP is headed by the definite article, the system applies to it the following sequence of 6 tests. The first test that succeeds for the DD determines its classification. Whenever a test succeeds the resolution process stops and the next NP is processed.
1. Examine the lists of special nouns in order to identify some of the unfamiliar and larger situation uses of definite descriptions. 5 2. Check whether the definite NP occurs in an appositive construction. If this test succeeds, a new discourse referent is introduced, and the DD is classified as unfamiliar.
3. Try to find an antecedent for the definite description using a matching algorithm modified to deal with pre-modification and respecting segmentation. When this test succeeds the DD is classified as anaphoric.
4. Verify if the head of the NP is a proper noun (by checking whether it is capitalised). If so, the DD is considered a case of larger situation use and it introduces a new discourse referent.
5. Check if the definite is postmodified. Definites which are not anaphoric and have restrictive post modifiers are marked as unfamiliar and are added to the discourse model as new referents.
6. Finally, the system verifies if there is a proper noun in premodifier position. These cases are also treated as cases of restrictive premodification signalling a larger situation use and a new file card is created for them.
If the last test fails, the definite will be included as a new referent in the discourse model in order to be available to further resolution, and the next NP is processed.
The strategy adopted by the system is first to eliminate cases which are potentially non anaphoric (first two tests 6 ), then try to find an antecedent (third test) and when an antecedent is not found (last three tests) look for an indication that the DD is new in the discourse. The system is not able to classify all occurrences of definite descriptions, but the implemented heuristics produced results for a considerable number of cases (701 in 1040). We discuss the overall results in Section 5, before that we present an example.
An Example
The results displayed by the system after execution on the text in the Appendix are shown in Figure 1 . The system counts and displays the number of sentences, the number of potential antecedents, and the number of definite descriptions. The system also counts its own classification of DDs, as seen in the Figure. 5 These are the only cases of non-resolved descriptions which are not considered as potential antecedents by the system, as further occurrences of DDs with these same heads will not be resolved, they will also match with the lists of special nouns. 6 Considering that there is a large number of descriptions which do not require a textual antecedent for their interpretation, and a large number of potential antecedents with a comparatively small number of actual antecedents, it is interesting that the resolution algorithm avoids unnecessary search. The first two tests proposed are, however, preliminary suggestions. The system can show the list of definites, their classification and the coreferential chains (discourse referents referring to the same entity) obtained by the resolution of anaphoric descriptions. The user can also check what was found for each class of DDs or subclass (names, time references, etc.). Finally, as discussed below, the system compares its own classification to another; given an external classification, the system can compute the agreement among its own results with those provided, displays disagreements and calculates a coefficient of agreement between subjects (Kappa statistic, Section 5). Figure 2 shows the co-referential chains found for the text in the resolution process. Each DD is preceded by its NP index and followed by the sentence number (s.) in which it appears. The larger situation and unfamiliar cases found by the system for the text in the Appendix are given in Figure 3 . The first two DDs in Figure 3 (indexed by 12 and 14) do not require the identification of an antecedent for their interpretation, they form together a comparative construction, which is identified by the system when comparing the DD's head noun with the list of special nouns. Other cases of DDs whose classification is due to the list of special nouns are time references indexed by 49, 120, 133, and the unexplanatory modifiers in 319 and 354 7 . The heuristic used to classify non-resolved proper names as larger situation uses gives us the DDs indexed by 35, 65, 125, 246, and 326 . Note, however, that for the DD index 35, the Parks, the heuristic result is not correct, the DD has as antecedent the NP Y. J. Park and her family (s.1). The DDs indexed by 37, 87, 98, 122, 143, 156, 171, 174, 180, 190, 204, 255, 259, 278 and Figure 4 shows definite descriptions which are not identified by the system. These are often cases of associative uses (e.g., 13, 18, 45, 53, 189, 194) and sometimes larger situation uses (e.g., 39, 91, 142). Note that the syntactic annotation presents some problems as for DD index 44, where the coordination was not properly annotated in the corpus for the NP the extent and causes of the problem (s.14). 8
Evaluation of the system
The system has been evaluated by comparing its results with a manual classification of the definite descriptions found in the corpus. At the time when this paper was being written we were working on the annotation of a new collection of texts, that we have subsequently used to evaluate our system with respect to a corpus consisting of unseen data.
The classification initially made by the authors were compared with the classification made by two external subjects, the three were compiled into one classification which we will call the standard annotation. The two external subjects (named A and B) were instructed to say for each description if it referred (or was related) to an antecedent encountered before in the text or if it was introducing a new discourse referent (larger situation/unfamiliar). In case it had an antecedent, we asked them to tell if that antecedent was introduced by a NP with the same head noun (anaphoric same head) or an associated phrase (associative). The subjects also had the option of classifying the definites as 'idiom' or 'doubt'. We implemented an annotation tool which presents the text to the subjects, shows the descriptions one by one, and asks them to input a classification number for each of them.
The results are shown in Table 2 . It is hard to achieve perfect agreement in this exercise. It is not always clear to which of the classes a description belongs to, it may belong to more than one class, and the task of finding the antecedents requires a reasonable amount of concentration. Nevertheless, the two subjects distributed the definite descriptions among the classes I-V in a fairly similar way, and also in a way that is fairly similar to the one we obtained ourselves. In Figure 5 , the results of the system for the whole corpus are presented. There is a large number of NPs considered as potential antecedents comparatively to the number of actual antecedents. Indefinite NPs makes approximately 1/5 of the total of antecedents. Fraurud (Fraurud, 1990) has also observed, in a study of Swedish texts, that from the total number of indefinite NPs in her corpus just a small proportion (1/10) were introductions subsequently referred to, and that indefinites represented only 1/3 of all initial mentions. She also observed a large number of initial mention definites.
Class
The system's results were verified against the standard classification, presented in Table 3 . The results of the comparison are presented in Figure 6 . We also identified manually the antecedents for anaphoric descriptions and verified whether the antecedents found by the system were correct. The system obtained for its report of 273 anaphoric descriptions, 244 correct classifications against 29 errors. For the resolution process properly (identification of the antecedent), 225 correct results were computed against 36 errors and 12 partially correct resolutions 9 -the errors in this class are mostly due to noun phrase premodification and discourse segmentation. 9 Cases of multiple resolution where some of the antecedents are correct and some are not. The heuristics for identifying larger situation and unfamiliar uses resulted in 364 correct results against 64 errors; the errors in these cases are related to the fact that the syntactic features of descriptions do not correspond 100% to a specific semantic/pragmatic class (for instance, a definite description which is postmodified may be anaphoric or associated to some other NP, as in a text about an earthquake: the earthquake -the suffering that people is coming through, where the second description is related to the first one). Figure 6 also shows the distribution of errors for each subclass of larger situation/unfamiliar uses of DDs. This gives us an idea of the results separately for each of our assumptions. For instance, the rate of errors for copula construction is 7 errors in 18 cases (38%) while our restrictive postmodification heuristic results in 16 errors in 188 cases (8.5%).
Recall and precision in relation to the identification of anaphoric uses, anaphora resolution and identification of larger situation/unfamiliar uses were estimated. Recall and precision figures for the Basic Version are present in Table 4 . Recall is the percentage of correct identification reported by the system in relation to the number of anaphora and larger situation/unfamiliar uses recognised by human evaluation. Precision is the percentage of correct reported results in relation to the total reported. Note that anaphora resolution has recall and precision figures slightly lower than anaphora classification, this refers to the cases where an incorrect antecedent is identified by the system but it is classified correctly as anaphoric use.
We measured agreement between subjects A and B to test reliability of the coding system using the Kappa statistics (Carletta, 96) , which estimates the non-chance agreement among coders. The coefficient of agreement between the two subjects was 0.68 for the whole corpus and 0.77 when considering only the data identified by the system, with 0.8 established as a satisfactory level. Considering our first analysis together with the other two the coefficient of agreement was 0.75 for both the whole corpus and the data handled by the system. The overall agreement among the three analysis and the results produced by the system was 0.77. This shows us that the number of agreement is not affected when the system is considered, and, if the system's output is not perfect, at least its performance produce an annotation which is as different from the manual annotation as the annotations produced by the subjects are different among themselves. The disagreements among subjects may be due to a failure in finding an antecedent which is present in the text but is not evident 10 ; sometimes they match a DD with an antecedent which has a similar but different head noun (as in lawsuit -the suit). The subjects confuse the classes larger situation/unfamiliar and associative: descriptions such as the markets, the seed companies, the male-fertile plants, the ear, the security business, are examples of descriptions classified both as larger situation/unfamiliar and associative, they are related to other references in the text but at the same time they are understood as independent references. Of the 339 definites currently not treated by the system, associative uses are the largest class (161), followed by larger situation/unfamiliar (114). Our next goal is the improvement of our treatment of larger situation/unfamiliar and associative DDs.
Evaluation of Segmentation and Premodifiers Heuristics
We compared the results above with those obtained by versions of the algorithm that did not use some of the proposed heuristics. The results presented by the system without implementing the segmentation heuristic (Version 2) are given in Recall and precision for versions 2 and 3 are presented in Note how an increased recall for anaphora classification correspond to a lower recall for larger situation and unfamiliar ones.
Errors of the system in anaphora resolution are exemplified by cases such as rules -the new rules (where the premodifier modifies the noun in such a way that a different set of 'rules' is referred to); or, the sequence a house -the house, a couple living in a motorhome -the house itself (in a text which introduces a house, refers to that house with a definite description and later on refers to a different house whose introduction is made by associative means: a couple living in a motor home because their house -the house itself -was demolished by an earthquake).The system's errors in the classification of larger situation/unfamiliar uses as discussed earlier are due to the fact that the presence of certain syntactic structures do not guarantee a specific type of use of DDs, appositive and copula construction or postmodified DDs, for instance, may be cases of anaphoric or associative uses.
The heuristics proposed for the treatment of premodifiers in the resolution process were also tested. We summarise their recall (R) and precision (P) figures in Table 6 . All the following versions considered our heuristic for segmentation: Version A is the Basic Version; Version B did not consider the role of premodifiers at all; Version C matches only DDs whose premodifiers are a subset of the modifiers in the antecedent; and finally, Version D matches any form of DDs only with antecedents with no premodifiers. We expect to improve these heuristics. One possibility is by making them work in connection with a treatment of postmodifiers.
System's task R/P A R/P B R/P C R/P D Anaphora resolution 72%/82% 73%/77% 68%/83% 61%/87% 
Conclusions
Our aim is to develop a system for resolving definite descriptions whose performance on arbitrary texts can be evaluated in a quantitative fashion. We hope to gain from this exercise both a better idea about the uses of definite descriptions and indications about which sort of common-sense knowledge is actually needed.
The activities we have been involved in include: a) the implementation of a tool that retrieves data from a treebank, searches for determined linguistic structures (definite descriptions), shows them to an analyst, and produces an annotated corpus based on the judgement of the analyst; b) a study of the uses of definite descriptions in a corpus, that showed that about 70% of definites in our corpus are potentially interpretable with the techniques employed here, and identified the most common forms of definite descriptions; c) the implementation of a system that resolves anaphoric definites and identifies novel ones; and d) an evaluation of the results.
Anaphoric resolution based on same-head noun might be thought of as straightforward, but in fact we encountered several difficulties, such as how to deal with premodifiers and postmodifiers. Our current heuristics on premodifiers and segmentation seem to work satisfactorily: the system achieved a recall of about 72% and a precision of about 82% for anaphoric definite descriptions.
Our analysis of the corpus made us notice that a great number of definite descriptions introduce a novel discourse referent; most computational approaches to date have considered mainly their anaphoric role. This result suggests that any general treatment of definites should include methods for recognising such definites. We proposed tests based on lexical and syntactic knowledge for identifying novel definites, including looking for an embedding apposition or copula, checking whether the head noun calls for a complement, and inspecting premodifiers and postmodifiers. The evaluation of an implementation of these tests showed a recall of about 74% and a precision of about 85% for larger situation and unfamiliar uses of DDs. Considering all the occurrences of DDs in the corpus the system presented a recall of 56% and a precision on 84%.
The annotation exercise resulted in a fairly good agreement. The agreement is necessary to show reliability of the classification proposed and also to draw conclusions on the performance of the system. Further work will include improving our heuristics for novel definites and using a source of lexical information to address the problem of associative definites which in the kind of texts we have worked on represents about 20% of the cases. Also, we want to consider the syntactic annotation produced by other parsers, and different corpora are to be analysed, to verify other genres such as fiction, instructional texts and also other languages.
Comparing our work to previous computational approaches to discourse anaphora - (Carter, 1987) and (Sidner, 1979) are examples -we note that differently from the others we have dealt specifically with definite descriptions headed by the definite article; we propose a robust system which runs over domain independent and unlimited data (our only limitation at present being the syntactic annotation); we propose heuristics for the identification of descriptions which are novel in the discourse; and we present a quantitative evaluation of the results produced by our system.
Resolution of definite descriptions as a feature of discourse analysis may serve as a basis for many different applications. Also important is the development of software tools to retrieve and process corpora linguistically, as well as the use of resulting annotated corpora for further research development. In Natural Language Processing and Computational Linguistics we still have to learn about the respective roles of syntactic knowledge, lexical knowledge, and common sense reasoning in natural language interpretation, the work presented is a step in this direction.
