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DIFFERENTIAL STRUCTURE
ON THE DUAL OF A COMPACT LIE GROUP
VE´RONIQUE FISCHER
Abstract. In this paper we define difference operators and homogeneous Sobolev-type
spaces on the dual of a compact Lie group. As an application and to show that this defines
a relevant differential structure, we state and prove multiplier theorems of Ho¨rmander,
Mihlin and Marcinkiewicz types together with the sharpness in the Sobolev exponent for
the one of Ho¨rmander type.
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1. Introduction
The notion of differential structure on e.g. smooth manifolds relies on fundamental ideas
from geometry, analysis and algebra. It is motivated by questions coming not only from
mathematics but also from mathematical and theoretical physics. A modern instance of
these ideas and motivations is to consider algebras equipped with operations that generalise
differential calculus, the most interesting cases being non-commutative [2]. The first part
of this paper is driven by this general quest and proposes an intrinsic differential structure
on the dual Ĝ of a compact Lie group G, namely difference operators and homogeneous
Sobolev spaces. The second part is devoted to show how this structure provides the natural
framework from an analytical viewpoint.
This structure has already been alluded to in the previous paper of the author [9] where
intrinsic difference operators were introduced in order to study the pseudo-differential calcu-
lus on the group G. The ideas seem to have appeared in the reverse chronological order of
what has happened on Rn and on manifolds: there, the standard pseudodifferential theory
(on which micro-local and semi-classical analysis relies) emerged in the 60’s from the study
of singular integrals on Rn (Caldero´n-Zygmund theory), especially multiplier problems. We
refer to Section 6.1 for a (personal) historical viewpoint on multiplier problems.
In the second and last part of this paper, we discuss Fourier multipliers on compact Lie
groups with conditions analogue to Marcinkiewicz, Mihlin and Ho¨rmander’s. A multiplier
symbol σ is now a field over the dual Ĝ of the group G; therefore any two multiplier symbols
(and a fortiori operators) may not necessarily commute. The first study in this context goes
back to 1971 with Coifman and Weiss’ monograph [4] where they developed the Caldero´n-
Zygmund theory in the setting of spaces of homogeneous types and as an application studied
the Fourier multipliers of SU(2), see also [5, 6]. Until the recent investigations of Ruzhansky
and Wirth [21], the research into Fourier multipliers on compact Lie groups had been focused
on central multipliers [3, 25, 28, 30, 31, 32]. To the author’s knowledge, the rest of the
literature on the Fourier Lp-multiplier problem on Lie groups ‘in the Ho¨rmander sense’ is
restricted to the motion group (Rubin in 1976 [19]), to the Heisenberg group stemming from
the work of de Michele and Mauceri in 1979 [7], and to the graded nilpotent Lie groups with
the recent work of the author with Ruzhansky [10].
Our multiplier theorems will be given in Sections 6.3 and 6.5. More precisely we show a
result ‘of Ho¨rmander type’ and from it, we deduce theorems of Mihlin and of Marcinkiewicz
types. The proof is classical and relies on the Caldero´n-Zygmund theory adapted to the
setting of spaces of homogeneous type as in [4]. Our approach uses the differential structures
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on the unitary dual Ĝ of the group developed in the first part of the paper, in particular
homogeneous Sobolev spaces H˙s(Ĝ). We reformulate the Ho¨rmander condition using these
and show that it is indeed a hypothesis for an Lp-multiplier theorem, see Sections 6.2 and 6.3
respectively. Furthermore this hypothesis is sharp in the exponent s of the Sobolev space,
the critical value being half the topological dimension of the group.
The ideas developed in this paper can be of help in classical problems of harmonic analysis
on Lie groups: for example, Marcinkiewicz conditions for products of groups (to obtain
generalisation of Marcinkiewicz’ [16] Lp-multiplier result for double trigonometric series -
still an open problem as formulated in [27, p.63]), case of homogeneous domains such as the
real and complex spheres, applications to the study of sub-laplacians, Lp − Lq-boundedness
of Fourier symbols under a Lizorkin-type condition, estimates of the Lp − Lq-bounds of
particular operators such as spectral projectors. Furthermore, the objects developed in this
paper may be of interest in modern non-commutative harmonic analysis (e.g. questions
studied in [13]), and also in areas where mathematics and theoretical physics intersect such
as quantum Riemannian geometry (see e.g. [2]).
The paper is organised as follows. In Section 2, we define the differential structures on
algebras of fields over Ĝ. In Section 3, we recall the interpretation of fields over Ĝ as Fourier
multipliers. In Section 4, we define the homogeneous Sobolev spaces on Ĝ, which allow us to
state and prove our multiplier theorems in Section 6. The function of the Laplace-Beltrami
operator will be studied in Section 5, and used to state our Ho¨rmander condition and prove
its sharpness.
Notation: N0 = {0, 1, 2, . . .} denotes the set of non-negative integers and N = {1, 2, . . .}
the set of positive integers. If H1 and H2 are two Hilbert spaces, we denote by L (H1,H2)
the Banach space of the bounded operators from H1 to H2. If H1 = H2 = H then we write
L (H1,H2) = L (H). We may allow ourselves to write A ≍ B when the quantity A and B
are equivalent in the sense that there exists a constant such that C−1A ≤ B ≤ CA.
2. Algebraic structures on Ĝ
In this section we develop the differential structure on the unitary dual of a (connected)
compact Lie group. After some necessary preliminaries in Section 2.1, we define the difference
operators in Section 2.3, and the algebras on which it is defined in Section 2.2. We give a
precise definition of the fundamental difference operators in Section 2.4 and we obtain a
structure of differential algebra on Ĝ in Section 2.5. In the last section, we study the
annihilators of the difference operators.
2.1. Preliminaries. In this paper, G always denotes a connected compact Lie group and
n is its dimension. Its Lie algebra g is the tangent space of G at the neutral element eG.
We refer to classical textbooks, e.g. [14] and [11] for pedagogical presentationa and proofs
of their properties.
The complexification of the real Lie algebra g is the complex Lie algebra gC := C⊗ g. We
denote by U(gC) its universal enveloping algebra. Having fixed a basis (Xj)
n
j=1 for g, a basis
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of U(gC) is given by
Xα := Xα11 . . .X
αn
n , α = (α1, . . . , αn) ∈ Nn0 ,
with the usual convention X0 = I. For d ∈ N0, we also denote by Ud(gC) the subspace of
U(gC) of elements of degree ≤ d, that is, the vector space of the complex linear combination
of Xα, |α| ≤ d.
A representation of G is any continuous group homomorphism π from G to the set of
automorphisms of a finite dimensional complex space. We will denote this space Hπ. Note
that continuity implies smoothness. If π is a representation of the group G, then we keep the
same notation π for the corresponding infinitesimal representation of g and of U(gC) given
via
(2.1) π(X) = ∂t=0π(expG(tX)).
Two representations π1 and π2 of G are equivalent when there exists a map U : Hπ1 → Hπ2
intertwining the representations, that is, such that π2U = Uπ1. A representation of G is
irreducible when the only sub-spaces invariant under G are trivial. The dual of the group
G, denoted by Ĝ, is the set of irreducible representations of G modulo equivalence. We also
consider the set Rep(G) of the equivalence classes of representations modulo equivalence.
When possible, we will often identify a representation of G and its class in Ĝ or Rep(G). As
a topological set, Ĝ is discrete and countable.
The tensor product of two representations π1, π2 ∈ Rep(G) is denoted as π1⊗π2 ∈ Rep(G).
For π ∈ Rep(G) and n ∈ N, we write π⊗n = π ⊗ . . .⊗ π ∈ Rep(G) for the tensor product of
n copies of π. We adopt the convention that π⊗0 = 1Ĝ is the trivial representation.
2.2. The algebra Σ. We denote by Σ = Σ(G) the set of fields of operators over Ĝ on the
Hilbert space ⊕π∈ĜHπ:
Σ = Σ(G) =
{
σ = {σ(π) ∈ L (Hπ) : π ∈ Ĝ}
}
.
For a general definition of fields of operators, see e.g. [8, Part II Ch 2]. One checks easily
that Σ is an algebra (over C) for the product of linear mappings.
Since any representation π ∈ Rep(G) may be written as a finite direct sum π = ⊕jτj of
τj ∈ Ĝ, any field of operator over ⊕π∈ĜHπ may be naturally extended over ⊕π∈Rep(G)Hπ via
σ(π) := ⊕jσ(τj). We will often identify an element σ ∈ Σ with its natural extension as a
collection over Rep(G):
(2.2) σ = {σ(π), π ∈ Ĝ} ∼ σ = {σ(π), π ∈ Rep(G)}.
Let us recall that the elements of U(gC) also provide elements of Σ:
Example 2.1. If X ∈ g, then FG(X) := {π(X) : π ∈ Ĝ} ∈ Σ. In this case again, the
extension to a collection over Rep(G) is straightforward as it coincides with the definition of
π(X) for π ∈ Rep(G), see (2.1).
More generally, for any Y ∈ U(gC), FG(Y ) := {π(Y ) : π ∈ Ĝ} ∈ Σ. Furthermore,
FG(Y1Y2) = FG(Y1Y2) for any Y1, Y2 ∈ U(gC).
In Section 3.1, we will see more generally that the group Fourier transform FG(f) = f̂ of
a distribution f ∈ D′(G) defines an element of Σ.
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2.3. Difference operators. Here we recall and explain further the intrinsic definition of
difference operators given in [9, Section 3.2].
For any representation τ, π ∈ Rep(G) and σ ∈ Σ(G), we define the linear mapping ∆τσ(π)
on Hτ ⊗Hπ via:
(2.3) ∆τσ(π) := σ(τ ⊗ π)− σ(Iτ ⊗ π).
Hence ∆τσ is a field over Ĝ of operators on the Hilbert space ⊕π∈ĜHπ ⊗Hτ ; note that this
Hilbert space may be described as
⊕π∈ĜHπ ⊗Hτ ≃ L2(G)⊗Hτ ,
or equivalently, the Hilbert space of square-integrable Hτ -valued functions on G.
Example 2.2. The dual of the torus T = R/2πZ, is T̂ = {eℓ, ℓ ∈ Z} where eℓ(x) = eiℓx, x ∈ T.
Since eℓ ⊗ em = eℓ+m, we see:
∆eℓσ(em) = σ(eℓ+m)− σ(em).
Consequently, identifying T̂ with the lattice Z, the difference operators are the usual discrete
(forward or backward) difference operator.
Example 2.3. Let us consider I := {Iπ, π ∈ Ĝ} ∈ Σ. Then ∆τ I = 0 for any τ ∈ Rep(G).
For any σ ∈ Σ and τ ∈ RepG, ∆τσ is in Στ which is the set defined as follows:
Definition 2.4. For any τ ∈ RepG, Στ denotes the set of fields over Ĝ on the Hilbert space
⊕π∈ĜHπ ⊗Hτ :
Στ =
{
ω = {ω(π) ∈ Hπ ⊗Hτ : π ∈ Ĝ}
}
.
One checks easily that Στ is an algebra (over C) for the product of linear mappings.
Example 2.2 motivates us to observe that if τ is of dimension 1, then Στ = Σ.
As for Σ, we extend by linearity a field σ ∈ Στ to a field over Rep(G), see (2.2) and
the preceding paragraph. We now observe that Definition 2.3 also makes sense for fields
σ ∈ Σϕ for some ϕ ∈ RepG. Note that the resulting object is then valued in Σϕ⊗τ . We have
obtained the following definition:
Definition 2.5. For any τ, ϕ ∈ Rep(G), the difference operator ∆τ : Σϕ → Σϕ⊗τ is the
operator defined via (2.3).
The difference operators ∆τ satisfy the following:
Lemma 2.6 (Leibniz property). For any σ1, σ2 ∈ Σϕ(G) and ϕ, τ, π ∈ Rep(G), we have:
(2.4) ∆τ (σ1σ2)(π) = ∆τ (σ1)(π) σ2(Iτ ⊗ π) + σ1(τ ⊗ π) ∆τ (σ2)(π),
The proof is identical to the one given in [9, Section 4.1]:
Proof. We have:
∆τ (σ1σ2)(π) = (σ1σ2)(τ ⊗ π)− (σ1σ2)(Iτ ⊗ π)
= (σ1(τ ⊗ π)− σ1(Iτ ⊗ π))σ2(τ ⊗ π) + σ1(Iτ ⊗ π) (σ2(τ ⊗ π)− σ2(Iτ ⊗ π)) .
Thus (2.4) follows. 
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Our definition of difference operators allows us to compose difference operators. Naturally,
up to the order of tensors, difference operators commute.
Example 2.7. If τ, τ1, π ∈ Rep(G) and X ∈ gC, we have
∆τ∆τ1FG(X) = 0.
Proof. We compute easily
(τ1 ⊗ π)(X) = ∂t=0(τ1 ⊗ π)(etX) = τ1(X)⊗ Iπ + Iτ1 ⊗ π(X).
Hence we obtain readily
(2.5) ∀τ1, π ∈ Rep(G) ∀X ∈ gC (τ1 ⊗ π)(X) = τ1(X)⊗ Iπ + Iτ1 ⊗ π(X).
Therefore for any X ∈ gC and τ1, π ∈ Rep(G)
∆τ1FG(X)(π) = FG(X)(τ1 ⊗ π)−FG(X)(Iτ1 ⊗ π) = (τ1 ⊗ π)(X)− (Iτ1 ⊗ π)(X)
= τ1(X)⊗ Iπ.
Since ∆τ1FG(X)(π) is constant in π, the result follows. 
Using Examples 2.3 and 2.7 with the Leibniz property (2.4) recursively, we obtain:
Example 2.8. For any β ∈ Nn0 , any τ1, . . . , τm ∈ Rep(G) with m > |β|, and any π ∈ Rep(G),
∆τ1 . . .∆τmFG(Xβ) = 0.
Hence ∆τ1 . . .∆τmFG(Y ) = 0 for any Y ∈ Um−1(gC).
2.4. Fundamental difference operators. The connected compact Lie group G admits a
finite set of fundamental representations:
Fund(G) ⊂ Ĝ ⊂ Rep(G),
in the sense that any representation in Ĝ will occur in a tensor products of representations
in Fund(G). See below for a constructive proof of this via the highest weight theory.
Definition 2.9 ([9]). The fundamental difference operators are the difference operators
∆ϕ, ϕ ∈ Fund(G),
corresponding to fundamental representations.
We will denote by ϕ1, . . . , ϕf the fundamental representations of G:
Fund(G) = {ϕ1, . . . , ϕf}.
For α ∈ Nf0 , we will write:
ϕ⊗α := ϕ⊗α11 ⊗ . . .⊗ ϕ⊗αff and ∆α = ∆α1ϕ1 . . .∆
αf
ϕf .
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Construction of the fundamental representations. If the compact connected Lie group G is
semisimple and simply connected, then its fundamental representations are the ones whose
highest weights are the fundamental weights of its Lie algebra. This can be generalised to
any compact (connected) Lie group G without further hypotheses in the following way. For
background material, we refer to [14] (especially Chapters IV and V) and [11] (especially
Section 12). We will also need the following well-known properties and conventions about
lattices:
Lemma 2.10. Let V ba a real vector space of finite dimension n.
(1) A lattice Γ of V is a discrete subgroup of (V,+) or equivalently a set of the form
⊕nj=1Zej for a basis (ej)nj=1 of V . We may call (ej)nj=1 a basis for Γ.
(2) If Γ is a lattice of V , then
Γ∗ := {λ ∈ V ∗ : λ(v) ∈ Z for all v ∈ Γ}
is a lattice of the dual V ∗ of V ; we may call Γ∗ the dual lattice.
Let us set some notation and convention. Firstly, we consider a compact connected Lie
group G of dimension n and centre Z. We denote by g its Lie algebra and by z the centre
of its Lie algebra which is also the Lie algebra of Z. The derived algebra gss := [g, g] of g
is semi-simple and we have g = z ⊕ gss. We denote by Gss = exp gss the closed connected
subgroup of G whose Lie algebra is gss. Its centre Zss := Z ∩ Gss := {zℓ, ℓ = 1, . . . , |Zss|}
of Gss is finite. The centre of G can be written as the direct product Z = (Z)0 × Zss where
(Z)0 = exp z is the connected component of Z at the neutral element.
Secondly, we choose a maximal torus T of G. Its Lie algebra t decomposes as t = tz ⊕ tss
where tz := t ∩ z and tss := t ∩ gss. The kernel of the homomorphism expG : t→ T between
abelian groups is a lattice Γ of t. In general, the lattices Γ∩ tz and Γ∩ tss are different from
the projections of Γ onto tz and tss. Indeed Zss ⊂ T ∩Gss, so for each ℓ = 1, . . . , |Zss|, there
exists Hss,ℓ ∈ tss, Hz,ℓ ∈ tz such that zℓ = expHss,ℓ = expHz,ℓ. Consequently |Zss|Hss,ℓ ∈ Γss
and |Zss|Hz,ℓ ∈ Γz, and we have
Γ =
|Zss|∑
ℓ=1
Z(Hss,ℓ −Hz,ℓ) + Γss + Γz.
Thirdly, the set of algebraic elements on t is Λ0 := t
∗
z
⊕⊕dtssj=1Zωss,j where (ωss,j)dtssj=1 de-
notes the fundamental weights of the semisimple Lie algebra gss with respect to its Cartan
subalgebra tss having fixed an ordering on t
∗
ss. The analytical integral elements on t form
the lattice Λ := Λ0 ∩ Γ∗ in t∗. We denote by (βℓ)nℓ=1 a basis of Λ. This induces an ordering
of t∗ but also of t∗ss and of t
∗
z . We may assume that the two orderings on t
∗
ss coincide, so that
the βℓ’s are dominant. Let (ωz,k)
dtz
k=1 be a basis of (Γ∩ z)∗; we may assume that the ωz,k’s are
positive for the ordering. Although each ωz,k may not be in Γ
∗, we check easily that |Zss|ωz,k
is in Γ∗ and in fact in Λ.
Finally, the theorem of the highest weight for compact connected Lie groups states that
an irreducible representation on G is characterised up to equivalence by its highest weight
which is an analytical integral dominant functional on t, and that any analytical dominant
functional λ is the highest weight for an irreducible representation πλ on G. For instance, the
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linear functional ω˜z := |Zss|
∑dtz
k=1 ωz,k is analytical dominant; as it is trivial on tss, for any
N ∈ Z, the functional Nω˜z is also analytical dominant and its corresponding representation
πNω˜z is one-dimensional. If λ is a dominant analytical integral functional, then, for an integer
N ∈ N0 large enough, the functional λ˜ := λ+Nω˜z is positive for the ordering and therefore
it is written as a linear combination over N0 of βℓ, i.e. λ˜ =
∑n
ℓ=1 nℓβℓ with nℓ ∈ N0. Since
λ˜ is also dominant analytical with πλ˜ = πNω˜z ⊗ πλ, we have πλ = π−Nω˜z ⊗ πλ˜. Note that πλ
occurs in π⊗N−ω˜z ⊗ ⊗nℓ=1π⊗nℓβℓ . Hence we can choose πβ1, . . . , πβn, π¯−ω˜z as a set of fundamental
representations.
2.5. The structure of differential algebra. In this section, we define a structure of
differential algebra for the space of finite linear combinations of elements in Aa := ⊕|α|=aΣϕ⊗α
A :=
+∞∑
a=0
Aa =
∑
α∈Nf0
⊕
Σϕ⊗α.
The construction is of interest of its own, although we will not use it per se in this paper.
As already noted, for each τ ∈ Rep(G), Στ is an algebra over C. Furthermore, for each
τ, ϕ ∈ Rep(G), we can define the left and right action of Σϕ on Στ⊗ϕ via
(σϕ · στ⊗ϕ) (π) = (Iτ ⊗ σϕ(π))στ⊗ϕ(π) and (στ⊗ϕ · σϕ) (π) = στ⊗ϕ(π) σϕ(τ ⊗ π),
for σϕ ∈ Σϕ, στ⊗ϕ ∈ Στ⊗ϕ. Hence Στ⊗ϕ is a bi-module over Σϕ and the Leibniz formula (2.4)
may be reformulated as:
∆τ (σ1, σ2) = (∆τσ1) · σ2 + σ1 · (∆τσ2), σ1, σ2 ∈ Σϕ.
As each Στ is an algebra over C, the space A has a natural structure of algebra over
C. Furthermore, the actions defined in the paragraph above equip A with a structure of
bi-module over A0 = Σ as well as of a differential ring with the ∆ϕ, ϕ ∈ Fund(G) as
derivations.
2.6. Annihilators of fundamental difference operators. Here, we study the elements
of Σ which are annihilated by difference operators. More precisely, we obtain the following
characterisation:
Proposition 2.11. Let σ ∈ Σ.
Case s = 1: The following are equivalent:
(1) ∆ϕσ = 0 for any ϕ ∈ Fund(G),
(2) ∆ϕσ = 0 for any ϕ ∈ Rep(G),
(3) σ = σ(1Ĝ)I.
Case s ∈ N: For any s ∈ N, the following are equivalent:
(1) ∆ασ = 0 for all α ∈ Nf0 , |α| = s,
(2) ∆τ1 . . .∆τsσ = 0 for all τ1, . . . , τs ∈ Rep(G)
(3) σ ∈ FG(Us−1(gC)).
The case s = 1 is easily proved:
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Proof of Proposition 2.11, case s = 1. Let σ ∈ Σ be such that ∆ϕσ = 0 for any ϕ ∈
Fund(G). Then
(2.6) ∀π ∈ Ĝ, ∀ϕ ∈ Fund(G) σ(ϕ⊗ π) = σ(Iϕ ⊗ π).
Applying (2.6) to π = 1Ĝ, we obtain σ(ϕ) = σ(1Ĝ)Iϕ for any ϕ ∈ Fund(G). Using this and
applying (2.6), we obtain σ(ϕ⊗ ϕ′) = σ(1Ĝ)Iϕ⊗ϕ′ for any ϕ, ϕ′ ∈ Fund(G). Recursively we
obtain that σ must be equal to the identity up to the constant σ(1Ĝ) at any representation
π which can be written as a tensor product of fundamental representations, thus by linearity
for any π ∈ Rep(G). Hence σ = σ(1Ĝ)I. This shows that (1)⇒(3).
By Example 2.3, (3)⇒(2). We also have (2)⇒(1). This shows the case s = 1 in Proposition
2.11. 
We now turn our attention to second-order fundamental difference operators:
Lemma 2.12. Let σ ∈ Σ be such that σ(1Ĝ) = 0. The following properties are equivalent:
(1) σ ∈ FG(gC), i.e. there exists X ∈ gC such that σ = FG(X) = {π(X), π ∈ Ĝ},
(2) for all π1, π2 ∈ Rep(G), we have
(2.7) σ(π1 ⊗ π2) = σ(π1)⊗ Iπ2 + Iπ1 ⊗ σ(π2),
(3) the same as (2) with π1 ∈ Fund(G) and π2 ∈ Rep(G),
(4) for all ϕ, ϕ′ ∈ Fund(G), ∆ϕ∆ϕ′σ = 0.
We check readily the implications (1) ⇒ (2) ⇒ (3), and (2)⇒ (4), see Example 2.7,
especially (2.5).
Proof of (3)⇒(2). Let σ ∈ Σ satisfying σ(1Ĝ) = 0 and Property (3). Let ϕ, ϕ′ ∈ Fund(G)
and π ∈ Rep(G). Property (3) implies
σ(ϕ⊗ ϕ′ ⊗ π) = σ(ϕ)⊗ Iϕ′⊗π + Iϕσ(ϕ′ ⊗ π)
= σ(ϕ)⊗ Iϕ′ ⊗ Iπ + Iϕ ⊗ σ(ϕ′)⊗ Iπ + Iϕ ⊗ Iϕ′ ⊗ σ(π)
= σ(ϕ⊗ ϕ′)⊗ Iπ + Iϕ⊗ϕ′ ⊗ σ(π).
We recognise (2.7) with π1 = ϕ⊗ ϕ′. Therefore (2.7) holds for any π2 ∈ Rep(G) and π1 any
fundamental representation or tensor of any two fundamental representations. Proceeding
recursively, we see that (2.7) holds for π1 being any tensors of fundamental representations.
Since any representation π1 ∈ Ĝ occurs in the decomposition into irreducibles of tensor of
fundamental representations, this shows that (2.7) holds for any π1 ∈ Ĝ, and thus for any
π1 ∈ Rep(G). 
Proof of (4)⇒(3). Let σ ∈ Σ satisfying σ(1Ĝ) = 0 and Property (4). Let ϕ′ ∈ Fund(G).
Each entry of ∆ϕ′σ is an element of Σ annihilated by all the difference operators ∆ϕ, ϕ ∈
Fund(G), and,by the case s = 1 which is already proved, is of the form cI for some complex
constant c. Writing with tensors, this means that there exists Mϕ′ ∈ L (Hϕ′) such that
∀π ∈ Rep(G) ∆ϕ′σ(π) = Mϕ′ ⊗ Iπ.
Applying this to π = 1Ĝ, we obtain
Mϕ′ = ∆ϕ′σ(1Ĝ) = σ(ϕ
′ ⊗ 1Ĝ)− σ(Iτ ⊗ 1Ĝ) = σ(ϕ′),
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since σ(1Ĝ) = 0. Therefore ∆ϕ′σ(π) = σ(ϕ
′)⊗ Iπ and Property (3) holds. 
Hence Lemma 2.12 will be proved when we show the implication (2)⇒(1). Let us postpone
the proof of this implication until Section 3.4 and show the general case s ∈ N recursively.
We will need the simple computational remark:
(2.8) ∀σ ∈ Σ, π1, π2, π ∈ Rep(G) ∆π1⊗π2σ(π) = ∆π1σ(π2 ⊗ π) + Iπ1 ⊗∆π2σ(π).
which follows from the definition of difference operators.
Proof of Proposition 2.11, general case. First we observe that (2)⇒(1) and, by Example 2.8,
(3)⇒(2). So it remains to show (1)⇒(3). Let us prove this recursively on s. The equivalences
for s = 1, 2 are already proved (or assumed). Let us assume that the equivalences have been
established for s = 1, 2, . . . , s0.
Let σ ∈ Σ annihilated by the difference operators ∆α, |α| = s0 + 1. Then by (2.8), it
is annihilated by the difference operators ∆τ∆
α for any α ∈ Nf0 , |α| = s0, and τ being a
fundamental representation or a tensor of two fundamental representations, and recursively
any tensor of fundamental representations, therefore any non-trivial representation in fact.
Since ∆1
Ĝ
is zero on Σ, we can take τ even trivial. Then for each τ ∈ Rep(G), the Hτ -entries
of ∆τσ is annihilated by any product of s0 fundamental operators and therefore we have:
(2.9) ∆τσ(π) =
∑
|β|=s0
Mτ,β ⊗ π(X)β + l.o.t.
where Mτ,β ∈ L (Hτ ) and l.o.t. stand for lower order terms, that is here, modulo L (Hτ )⊗
π(Us0−1(gC)). Note that this writing is unique. So for each β ∈ Nn0 , we have obtained
{Mτ,β, τ ∈ Rep(G)} ∈ Σ which is 0 at τ = 1Ĝ.
Furthermore, for any τ, τ ′ ∈ Rep(G), we have:
∆τ⊗τ ′σ(π) =
∑
|β|=s0
Mτ⊗τ ′,β ⊗ π(X)β + l.o.t.,
∆τσ(τ
′ ⊗ π) =
∑
|β|=s0
Mτ,β ⊗ (τ ′ ⊗ π)(X)β + l.o.t.
=
∑
|β|=s0
Mτ,β ⊗ Iτ ′ ⊗ π(X)β + l.o.t.,
so that (2.8) implies that∑
|β|=s0
Mτ⊗τ ′,β ⊗ π(X)β =
∑
|β|=s0
(Mτ,β ⊗ Iτ ′ + Iτ ⊗Mτ ′,β)⊗ π(X)β.
Hence each field {Mτ,β, τ ∈ Rep(G)} satisfies Property (2) of Lemma 2.12. It has to be of
the form FG(Yβ) for some Yβ ∈ gC. Because of (2.9), σ1 := σ −
∑
|β|=s0 FG(YβXβ) ∈ Σ is
such that ∆τσ is of the form (2.9) with s0 replaced by s0−1. Proceeding as above, we obtain
recursively on s0 that σ ∈ FG(Us0−1(gC)). This concludes the proof of Proposition 2.11. 
Proposition 2.11 and Lemma 2.12 are proved once we show the implication (2)⇒(1) in
Lemma 2.12. This will be done in Section 3.4. Our proof will use the interpretation of Σ as
Fourier multipliers which we now present.
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3. Interpretation as Fourier multipliers
Here we recall the well-known viewpoint on the space Σ as the space of symbols for Fourier
multiplier operators. This will be an opportunity to set notation and conventions, especially
regarding differential operators such as the Laplace-Beltrami operator. References include
[27, 15, 3, 5, 6, 4, 7, 25, 28, 30, 32]. Eventually, in Section 3.4, we will present the missing
part in the proof of Lemma 2.12.
3.1. The Peter-Weyl theorem. For any representation π of G, one can always find an
inner product (often denoted by (·, ·)Hπ) on Hπ such that the map π(g) is unitary on Hπ. If
π is a representation of G, then its coefficients are all the functions of the form
(π u, v) : x 7→ (π(x)u, v)Hπ , u, v ∈ Hπ.
These are smooth functions on G. If a basis {e1, . . . , edπ} of Hπ is fixed, then the matrix
coefficients of π are the coefficients πi,j = (π ei, ej)Hπ , 1 ≤ i, j ≤ dπ. The cofficients of π
form the finite-dimensional complex vector space
L2π(G) := {(π u, v), u, v ∈ Hπ}.
Note that L2π(G) depends only on the equivalence class of π.
In this paper, we assume that a Haar measure on G has been chosen and that it is
normalised to be a probability measure. As is customary, for p ∈ [1,∞), we denote by Lp(G)
the usual Banach space of measurable function f : G→ C such that |f |p is integrable.
Theorem 3.1 (Peter-Weyl Theorem). The dual Ĝ is discrete and countable. The Hilbert
space L2(G) decomposes as the Hilbert direct sum ⊕π∈ĜL2π(G). Moreover, if for each π ∈ Ĝ,
one fixes a realisation as a representation with an orthonormal basis of Hπ, then the functions√
dππi,j, 1 ≤ i, j ≤ dπ, π ∈ Ĝ, form an orthonormal basis of G.
If f ∈ D′(G) is a distribution and π is a unitary representation, its group Fourier transform
at π is denoted by
π(f) ≡ f̂(π) ≡ FGf(π) ∈ L (Hπ)
and defined via
π(f) =
∫
G
f(x)π(x)∗dx, i.e. (π(f)u, v)Hπ =
∫
G
f(x)(u, π(x)v)Hπdx,
since the coefficient functions are smooth. In particular, we consider the Fourier transform
of a function to be defined on Rep(G) and by restriction on Ĝ. Note f̂ ∈ Σ, see Section 2.2.
If f is integrable and π unitary, we have
(3.1) ‖FGκ(π)‖L (Hπ) ≤ ‖κ‖L1(G).
One checks easily that the group Fourier transform maps the convolution of two distribu-
tions f1, f2 ∈ D′(G) to the matrix product or composition of their group Fourier transforms:
FG(f1 ∗ f2) = f̂2 f̂1.
Recall that the (non-commutative) convolution on G is defined in the usual way:
f ∗ g(x) =
∫
G
f(y)g(y−1x)dy, f, g ∈ D′(G).
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The Peter-Weyl theorem yields the Plancherel formula:∫
G
|f(x)|2dx =
∑
π∈Ĝ
dπ‖π(f)‖2HS(Hπ), f ∈ L2(G),
and the Fourier inversion formula
f(x) =
∑
π∈Ĝ
dπTr (π(x)π(f)) , f ∈ D(G), x ∈ G.
The finite linear sums of vectors in some L2π(G), π ∈ Ĝ form the vector space:
(3.2) L2fin(G) :=
∑
π∈Ĝ
⊥
L2π(G).
As each L2π(G) is a finite dimensional subspace of D(G), L2fin(G) ⊂ D(G). The Peter-Weyl
Theorem can be stated equivalently as follows: L2fin(G) is dense in L
2(G) and
(3.3) dππ̂(π
′) = δπ=π′Iπ′,
for any two representations π, π′ ∈ Ĝ. Here Iπ′ is the identity operator on Hπ′ and (3.3)
means that, when π is realised as a matrix representation, we have dππ̂i,j(π
′) = 0 for any i, j
satisfying 1 ≤ i 6= j ≤ dπ, and dππ̂i,1(π′) = 1 for any i satisfying 1 ≤ i ≤ dπ.
3.2. Fourier multipliers. Recall that, on the torus, a Fourier multiplier corresponding to
the symbol σ : Z→ C is the operator Op(σ) given via
(3.4) Op(σ)φ(eiθ) =
+∞∑
ℓ=−∞
eiℓθσ(ℓ)φ̂(ℓ),
where the function φ admits the Fourier expansion φ(eiθ) =
∑+∞
ℓ=−∞ e
iℓθφ̂(ℓ). Clearly Op(σ)
is a linear operator well defined on the space of functions that have only a finite number
of non-zero Fourier coefficients for instance. Furthermore the Plancherel formula implies
that the corresponding multiplier operator admits a unique extension as a linear operator
bounded on L2(T) if and only if the symbol is a bounded sequence.
All this is easily generalised to the case of an arbitrary compact Lie group in the following
way.
Definition 3.2. We denote by L2(Ĝ : Σ) the Hilbert space of σ ∈ Σ such that
‖σ‖2
L2(Ĝ:Σ)
:=
∑
π∈Ĝ
dπ‖σ(π)‖2HS(Hπ)
is finite.
The Peter-Weyl theorem (Theorem 3.1) implies that the Hilbert space L2(Ĝ : Σ) is iso-
metrically isomorphic to L2(G) via the Fourier transform.
Definition 3.3. We denote by L2fin(Ĝ : Σ) the space of symbols σ such that σ(π) = 0 for
all π ∈ Ĝ but a finite number.
Naturally L2fin(Ĝ : Σ) is the subspace of L
2(Ĝ : Σ) isometric to L2fin(G) via the Fourier
transform, see (3.2), and L2fin(Ĝ : Σ) is a dense subspace of L
2(Ĝ : Σ).
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Definition 3.4. The Fourier multiplier operator with symbol σ ∈ Σ is the operator Op(σ)
defined on L2fin(G) via
Op(σ)φ(x) =
∑
π∈Ĝ
dπTr
(
π(x)σ(π)φ̂(π)
)
, φ ∈ L2fin(G), x ∈ G.
By definition of L2fin(G), the summation above is finite and this defines a linear operator
Op(σ) : L2fin(G)→ L2fin(G) satisfying
FG {Op(σ)φ} = σφ̂.
Conversely, if T is a linear operator defined on L2fin(G) (and with image some complex-valued
functions of x ∈ G) and if T is invariant under left-translations, then the symbol is recovered
via
(3.5) σ(π) = π(x)∗(Tπ)(x), that is, [σ(x, π)]i,j =
∑
k
πki(x)(Tπkj)(x),
for any x ∈ G, for instance x = eG; here one has fixed a matrix realisation of π but (3.5) is
in fact independent of this realisation. This can be easily checked using (3.3). This shows
that the quantisation Op defined above is injective. Moreover (3.5) makes sense for any
π ∈ Rep(G) and one checks easily that this coincides with the natural extension of σ to a
collection over Rep(G). In other words, the identification (2.2) may be realised via
(3.6) σ(π) := (Op(σ)(π))(eG), π ∈ Rep(G).
The considerations above imply that the space Σ stands in bijection with the space of
Fourier multipliers. For this reason, the elements of Σ may be called symbols.
Roughly speaking, any ‘reasonable’ convolution operator may be viewed as a Fourier
multiplier:
Example 3.5. If κ ∈ D′(G), then the convolution operator Tκ : D(G)→ D′(G), Tκ(φ) = φ∗κ
with kernel κ is the extension of the Fourier multiplier Op(κ̂) with symbol κ̂. Indeed, we
have
T̂κφ = κ̂φ̂, φ ∈ D(G).
Convention: in this paper, we allow ourselves to keep the same notation for a linear operator
T with T : L2fin(G)→ L2fin(G) or T : D(G)→ D′(G) and any of its possible extension as a
continuous operator on a topological spaces of functions on of G as long as such an extension
exists and is unique.
Let us give more concrete examples.
Example 3.6. The identity operator on D(G) is a Fourier multiplier with kernel δeG and
symbol δ̂eG = I. More generally any left-invariant differential operator is a Fourier multiplier
since, for any β ∈ Nn0 , the operator Xβ is a Fourier multiplier with kernel (Xβ)tδeG and
symbol
FG(X)β := {π(X)β, π ∈ Ĝ}.
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Convention: Here, (Xβ)t denotes the transpose of Xβ: (Xβ)t = (−1)|β|Xβnn . . .Xβ11 . We
have also used the usual identification of g with the space of vector fields on G which are
invariant under left translations, and consequently of U(gC) with the Lie algebra of the
differential operators on G which are invariant under left translations.
Definition 3.7. We denote by L∞(Ĝ : Σ) the Banach space of σ ∈ Σ such that
‖σ‖L∞(Ĝ:Σ) := sup
π∈Ĝ
‖σ(π)‖L (Hπ) = sup
π∈Rep(G)
‖σ(π)‖L (Hπ),
is finite.
Recall that if an operator T ∈ L (L2(G)) is left-invariant, that is, invariant under left-
translation: T (f(x0·))(x) = (Tf)(x0x), x, x0 ∈ G, f ∈ L2(G), then the Schwartz kernel
theorem implies that it is a right convolution operator in the sense that there exists κ ∈ D′(G)
such that T = Tκ : φ 7→ φ ∗ κ on D(G). The Peter-Weyl theorem implies that the Banach
space of operators which are left-invariant and bounded on L2(G) is isometric to L∞(Ĝ : Σ).
Indeed, if σ ∈ L∞(Ĝ : Σ), then the corresponding Fourier mulitplier Op(σ) is bounded on
L2(G) with operator norm
(3.7) ‖Op(σ)‖L (L2(G)) = ‖σ‖L∞(Ĝ:Σ)
The converse holds easily: if Op(σ) is bounded on L2(G) then ‖σ‖L∞(Ĝ:Σ) is finite. Further-
more, Equation (3.7) yields
(3.8) ‖Tκ‖L (L2(G)) = sup
π∈Ĝ
‖FGκ(π)‖L (Hπ).
3.3. The Laplace-Beltrami operator and its Fourier transform. The (positive) Laplace-
Beltrami operator is
L := −X21 − . . .−X2n,
where X1, . . . , Xn is an orthonormal basis of g; here we assume that g is equipped with of a
scalar product invariant under the adjoint representation of G (this is always possible).
The operator L does not depend on a particular choice of such a basis. It is invariant
under left and right translations and its group Fourier transform is scalar:
∀π ∈ Ĝ ∃!λπ ∈ [0,∞) π(L) = λπIπ.
We keep the same notation for L and its self-adjoint extension on L2(G) having as domain
of definition the space of all functions f ∈ L2(G) such that Lf ∈ L2(G). Then L is a
positive self-adjoint operator on L2(G). The Peter-Weyl Theorem yields an explicit spectral
decomposition for L and of its spectrum Spec(L) = {λπ, π ∈ Ĝ}.
For any function f : [0,∞) → C the spectral multiplier f(L) is a well defined linear
operator on L2fin(G) with symbol f(L̂) := {f(λπ)Iπ, π ∈ Ĝ}. If f(L) extends to a continuous
operator D(G) → D′(G), then by the Schwartz kernel theorem, it admits a distributional
convolution kernel which we denote by f(L)δeG ∈ D′(G):
f(L)φ = φ ∗ (f(L)δeG), φ ∈ D(G).
Naturally the group Fourier transform of this distribution is the symbol of the operator:
F(f(L)δeG)(π) = f(λπ)Iπ, π ∈ Ĝ.
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The operators f(L) and their kernels have been extensively studied, see e.g. Theorem 5.3
and its proof for a sample of results and references. In the context of our argument, we will
study these operators in more details in Section 5. Furthermore, the proof given below of
the implication (2)⇒(1) in Lemma 2.12 will use some properties of λπ which come from the
very rigid structure of weights and roots of compact Lie groups.
3.4. Proof of (2)⇒(1) in Lemma 2.12. Before starting the proof of the missing implication
in Lemma 2.12, let us summarise the properties of the eigenvalues of L which will be used
in the proof. We will use the notion of fundamental representations ϕ1, . . . , ϕs explained in
Section 2.4 and their corresponding highest weights which we call fundamental weights.
Lemma 3.8. (1) Writing ωπ for the highest weight of a representation π ∈ Ĝ, we have
1 + |ωπ| ≍ (1 + λπ)1/2, in the sense that there exists C > 1 such that
∀π ∈ Ĝ C−1(1 + |ωπ|) ≤ (1 + λπ)1/2 ≤ C(1 + |ωπ|).
(2) The highest weight of a representation π ∈ Ĝ can be written as a linear combination
ωπ = m1ω1+ . . .+mfωf of the fundamental weights ω1, . . . , ωf , and we have
∑
j mj ≍
1 + |ωπ| in the sense that there exists C > 1 such that
∀π ∈ Ĝ C−1(1 + |ωπ|) ≤
∑
j
mj ≤ C(1 + |ωπ|).
(3) For any π, ρ ∈ Ĝ, if ρ ∈ Ĝ intervenes in the decomposition of τ ⊗ π into irreducibles
for some τ ∈ Fund(G) then (1 + λρ) ≍ (1 + λπ). Furthermore the supremum over
π, ρ ∈ Ĝ and τ ∈ Fund(G) such that ρ ⊂ τ ⊗ π
sup |λρ − λπ| <∞
is finite.
(4) Let s ∈ N. For any π, ρ ∈ Ĝ, if ρ ∈ Ĝ occurs in the decomposition of τ1⊗ . . .⊗ τs⊗π
into irreducibles for some τ1, . . . , τs ∈ Fund(G) then (1+λρ) ≍ (1+λπ). Furthermore
the supremum over π, ρ ∈ Ĝ and τ1, . . . , τs ∈ Fund(G) such that ρ ⊂ τ1⊗ . . .⊗ τs⊗ π
sup |λρ − λπ| <∞,
is finite.
Proof of Lemma 3.8. The L-eigenvalue λπ on L2π(Ĝ) can be written in terms of the weight
ωπ of π ∈ Ĝ as λπ = |ωπ + δ|2 − |δ|2, where δ denotes the half sum of the positive roots;
see [14, Proposition 5.28] for the semi-simple case, which extends readily to the general
case. This implies Part (1) and Part (2) since there are only a finite number of fundamental
representations.
Let us prove Part (3). Let π, ρ ∈ Ĝ and τ ∈ Fund(G) such that ρ ∈ Ĝ occurs in the
decomposition of τ ⊗ π into irreducibles. By [14, Proposition 9.72], ωρ = ωπ + µ for some
weight µ of τ . The number of fundamental representations and of their weights are finite,
so Part (3) follows from Part (1). Part (4) is proved recursively from Part (3). 
We can now start the proof of the implication (2)⇒(1) in Lemma 2.12. Let σ ∈ Σ satisfying
σ(1Ĝ) = 0 and Property (2) of Lemma 2.12.
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Let us show that Op(σ) : L2fin(G) → D(G) extends uniquely to a continuous linear
operator H1(G) → L2(G). Let us recall [9, Section 2.3] that the Sobolev spaces Hs(G),
s ≥ 0, on G may be defined via local maps and the Euclidean Sobolev spaces on Rn, or
globally as the closure of D(G) for the norm:
‖φ‖Hs := ‖(I + L)s/2φ‖L2(G) = ‖φ‖Hs.
Furthermore the space L2fin(G) is dense in each Hilbert space H
s and in the topological
vector space D(G) = ∩s≥0Hs = ∩s∈NHs. Hence it suffices to show that
(3.9) ∃C > 0 ∀π ∈ Ĝ ‖σ(π)‖L (Hπ) ≤ C(1 + λπ)1/2.
Let π ∈ Ĝ. Denoting by ωj the highest weight of each ϕj ∈ Fund(G), we can write the
highest weight of π as ωπ = m1ω1 + . . . + mfωf and the representation π occurs in the
decomposition of ϕ⊗m where m = (m1, . . . , mf) ∈ Nf0 . Therefore, we have:
‖σ(π)‖L (Hπ) ≤ ‖σ(ϕ⊗m)‖L (Hϕ⊗m ).
Applying (2.7) recursively and taking the operator norm yield:
‖σ(ϕ⊗m)‖L (Hϕ⊗m ) ≤ m1‖σ(ϕ1)‖L (Hϕ1 ) + . . .+mf‖σ(ϕf)‖L (Hϕf )
≤
∑
j
mj max
ϕ∈FundG
‖σ(ϕ)‖L (Hϕ).
By Lemma 3.8 Parts (1) and (2),
∑
j mj ≍ (1 + λπ)1/2. We have therefore obtained (3.9),
and Op(σ) extends uniquely in a continuous linear operator H1(G)→ L2(G).
Let us show that
(3.10) ∀f1, f2 ∈ D(G) Op(σ)(f1f2)(x) = Op(σ)(f1)(x) f2(x) + f1(x) Op(σ)(f2)(x).
We have just proved that the linear operator Op(σ) : H1(G) → L2(G) is continuous. As
L2fin(G) is a dense subspace of D(G) for the H1(G)-norm, it suffices to prove (3.10) for
f1, f2 ∈ L2fin(G), and in fact for f1 ∈ L2π1 and f2 ∈ L2π2 for some π1, π2 ∈ Ĝ, and furthermore
for f1(x) = 〈π1(x)v1, w1〉, f2(x) = 〈π2(x)v2, w2〉 for some unit vector v1, w1 ∈ Hπ1 , v2, w2 ∈
Hπ2. Let us assume that f1, f2 are such functions.
The Peter-Weyl theorem (Theorem 3.1) implies readily
(3.11) f̂1(π) : v 7−→ δπ=π1
1
dπ1
〈v, v1〉w1 , and Op(σ)(f1)(x) = 〈π1(x)σ(π1)w1, v1〉 .
We decompose π1 ⊗ π2 =
∑
ρ ρ into a finite sum of ρ ∈ Ĝ. We also decompose the vectors
v1⊗ v2 =
∑
ρ aρvρ and w1⊗w2 =
∑
ρ bρwρ with vρ, wρ unit vectors of Hρ and aρ, bρ ∈ C. We
have f1f2 =
∑
ρ gρ with gρ(x) = aρbρ〈ρ(x)vρ, wρ〉, so
Op(σ)(f1f2)(x) =
∑
ρ
Op(σ)(gρ)(x) =
∑
ρ
aρbρ〈ρ(x)σ(ρ)wρ, vρ〉 ,
having used the computations in (3.11) with gρ instead of f1. Using tensor notation, this
can be summarised as
Op(σ)(f1f2)(x) = 〈(π1 ⊗ π2)(x)σ(π1 ⊗ π2)w1 ⊗ w2, v1 ⊗ v2〉 .
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We now use (π1 ⊗ π2)(x) = π1(x)⊗ π2(x) and (2.7) to obtain
Op(σ)(f1f2)(x) = 〈π1(x)σ(π1)w1, v1〉〈π2(x)σ(π2)w2, v2〉
+ 〈π1(x)σ(π1)w1, v1〉〈π2(x)σ(π2)w2, v2〉.
Thanks to (3.11), we recognise the right-hand side of (3.10) for our choice of functions f1, f2
above.
This shows that (3.10) holds for any f1, f2 ∈ D(G). In other words, Op(σ) is a derivation
of D(G). Therefore, it is a vector field on G. As the operator Op(σ) is left-invariant, it must
coincide with some left-invariant vector field X identified with an element of gC. This shows
Property (1). This concludes the proof of Lemma 2.12.
4. Homogeneous Sobolev spaces on Ĝ
In this section, we define homogeneous Sobolev-type spaces on Ĝ. The motivations behind
their definitions is not only their formal appeal but also the fact that they have already
appeared indirectly for instance in various works of Coifman and Weiss on SU(2) in the
70’s, see Remark 4.5. Beside the definitions, basic properties and characterisations, we
discuss weak Leibniz estimates, see Section 4.5. In Section 5, we will discuss the example of
functions of L̂.
4.1. First definition. Before defining the homogeneous Sobolev spaces, we recall [8] that
on the space of measurable fields of bounded operators over a standard set one can define
naturally two important subspaces: the Banach space (in fact, von Neumann algebra) of
fields with bounded essential supremum, and the Banach space (in fact Hilbert space) of
square-integrable fields of Hilbert-Schmidt operators. Concretely in the case of Στ , this
leads to the Banach space L∞(Ĝ : Στ ) given by the norm
‖σ‖L∞(Ĝ:Στ ) := sup
π∈Ĝ
‖σ(π)‖L (Hτ⊗Hπ), σ ∈ Στ ,
and to the Hilbert space L2(Ĝ : Στ ) given by the norm
‖σ‖2
L2(Ĝ:Στ )
:=
∑
π∈Ĝ
dπ‖σ(π)‖2HS(Hτ⊗Hπ) σ ∈ Στ .
Naturally, in the case τ = 1Ĝ, we recover the Banach spaces L
∞(Ĝ : Σ) and L2(Ĝ : Σ)
defined in Section 3.2.
Definition 4.1. Let s ∈ N. The homogeneous Sobolev space H˙s(Ĝ) on Ĝ is the set of σ ∈ Σ
such that ∆ασ ∈ L2(Ĝ,Σϕ⊗α) for every α ∈ Nf0 , |α| = s. In this case, the quantity
(4.1) ‖σ‖2
H˙s(Ĝ)
:=
∑
|α|=s
‖∆ασ‖2
L2(Ĝ,Σϕ⊗α )
,
is called the homogeneous Sobolev norm.
Remark 4.2. Note that we will define an equivalent homogeneous Sobolev norm in the case
s = 2, 3, . . . for which we may use the same notation as in Definition 4.1. See Definition 4.7
and Remark 4.8.
18 V. FISCHER
For instance, the homogeneous Sobolev space H˙1(Ĝ) on Ĝ is the set of symbol σ ∈ Σ such
that the following quantity is finite:
‖σ‖2
H˙1(Ĝ)
:=
∑
ϕ∈Fund(G)
∑
π∈Ĝ
dπ‖∆ϕσ(π)‖2HS(Hπ⊗Hϕ).
The map σ 7→ ‖σ‖H˙1(Ĝ) is a semi-norm or in other words a non-definite norm since by
Proposition 2.11, we have for any σ ∈ Σ,
‖σ‖H˙1(Ĝ) = 0 ⇐⇒ σ = σ(1Ĝ)I.
We can define the associated non-definite Hilbert product
(σ1, σ2)H˙1(Ĝ) =
∑
ϕ∈Fund(G)
∑
π∈Ĝ
dπTrHπ⊗Hϕ (∆ϕσ1(π) (∆ϕσ2(π))
∗) .
More generally, for s ∈ N, the homogeneous Sobolev space H˙s(Ĝ) on Ĝ is the space of
σ ∈ Σ such that the semi-norm
‖σ‖H˙s(Ĝ) =
√∑
|α|=s
∑
π∈Ĝ
dπ‖∆ασ(π)‖2HS(Hϕ⊗α⊗Hπ)
is finite. By Proposition 2.11 we have for any σ ∈ H˙s(Ĝ):
‖σ‖H˙s(Ĝ) = 0 ⇐⇒ σ ∈ FG(Us−1(gC)).
We can define the non-definite Hilbert inner product of σ1, σ2 ∈ H˙s(Ĝ) via:
(σ1, σ2)H˙s(Ĝ) =
∑
|α|=s
∑
π∈Ĝ
dπTrHS(Hϕ⊗α⊗Hπ) (∆
ασ1(π) (∆
ασ2(π))
∗) .
4.2. First properties of H˙s(Ĝ), s ∈ N. This section is devoted to the proof of the following
theorem, as well as its consequences:
Theorem 4.3. • Case s = 1: The homogeneous Sobolev space H˙1(Ĝ) quotiented by
the kernel CI of its seminorm is a Hilbert space isometrically isomorphic to L2(q1),
where q1 is the function defined via:
q1(x) :=
∑
ϕ∈Fund(G)
‖ϕ(x)− I‖2HS(Hϕ) =
∑
ϕ∈Fund(G)
∑
1≤i,j≤dϕ
|[ϕ− I]i,j(x)|2.
• Case s ∈ N: More generally, for any s ∈ N, the homogeneous Sobolev space H˙s(Ĝ)
quotiented by the kernel FG(Us−1(gC)) of its seminorm is a Hilbert space isometrically
isomorphic to L2(qs) where
qs(x) =
∑
|α|=s
∑
i,j
Πfℓ=1|[ϕℓ(x)− I]i1,ℓ,j1,ℓ . . . [ϕℓ(x)− I]iαℓ,ℓ,jαℓ,ℓ |2,
the sum
∑
i,j being a shorthand for i1,ℓ, j1,ℓ, . . . , iαℓ,ℓ, jαℓ,ℓ.
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As is customary, for p ∈ [1,+∞) and ω : G → C a non-negative measurable func-
tion, Lp(ω(x)dx) denotes the Banach space of measurable function f : G → C such that
ω(x)|f(x)|p is integrable.
The proof of Theorem 4.3 will follow from the statements of this section. Let us first study
the function q1 and the case s = 1:
Proposition 4.4. (1) The function q1 is smooth, non-negative, vanishes only at eG and
is equivalent to |x|2 in the sense that
∃C > 0 ∀x ∈ G C|x|2 ≤ q1(x) ≤ C−1|x|2.
Consequently, L2(q1) = L
2(|x|2dx).
(2) The group Fourier transform of a smooth function f ∈ D(G) is in H˙1(Ĝ) and we
have:
‖f̂‖H˙1(Ĝ) = ‖f‖L2(q1)
(3) The group Fourier transform of a distribution f ∈ D′(G) is in H˙1(Ĝ) if and only
if f ∈ L2(|x|2). Conversely, for every σ ∈ H˙1(Ĝ) there exists a unique function f
locally integrable on G\{eG} satisfying f ∈ L2(q1) with ‖f‖L2(q1) = ‖σ‖H˙1(Ĝ) and
∀φ ∈ D(G) (φ, f)L2(q1) = (φ̂, σ)H˙1(Ĝ).
The ideas of the proof of Proposition 4.4 Part (1) are essentially the same as in [9, Lemma
5.11].
Proof of Proposition 4.4 Part (1). Clearly q1 is a non-negative smooth function. As the q
(τ)
i,j ’s
vanish at eG so does q1. Moreover we have
q1(x0) = 0 ⇐⇒ ∀ϕ ∈ Fund(G) ϕ(x0) = Iϕ ⇐⇒ ∀τ ∈ Rep(G) τ(x0) = Iτ ,
since any representation on G occurs in the decomposition of tensor of fundamental repre-
sentation. This together with the inversion formula shows that a zero x0 of q1 must satisfy
f(x0) = f(eG) for any f ∈ D(G), and therefore x0 = eG. In other words, eG is the only zero
of q1.
Having fixed an orthonormal basis {X1, . . . , Xn} of g, we compute easily
Xkq1 =
∑
τ∈Fund(G)
∑
1≤i,j≤dτ
q
(τ)
i,j Xkq¯
(τ)
i,j + q¯
(τ)
i,j Xkq
(τ)
i,j ,
so that Xkq1(eG) = 0, and
XℓXkq1(eG) = 2ℜ
∑
τ∈Fund(G)
∑
1≤i,j≤dτ
τi,j(Xℓ) τ¯i,j(Xk).
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Let us show that the Hessian matrix Hess(q1)(eG) = [XℓXkq1(eG)]1≤ℓ,k≤n is positive definite.
If v = (v1, . . . , vn)
t ∈ Rn, then
(Hess(q1)(eG)v) · v =
∑
1≤ℓ,k≤n
XℓXkq1(eG)vℓvk
= 2ℜ
∑
τ∈Fund(G)
∑
1≤i,j≤dτ
∑
1≤ℓ,k≤n
τi,j(Xℓ) τ¯i,j(Xk) vℓvk
= 2ℜ
∑
τ∈Fund(G)
∑
1≤i,j≤dτ
|
∑
1≤ℓ≤n
vℓτi,j(Xℓ)|2
=
∑
τ∈Fund(G)
‖τ(
∑
1≤ℓ≤n
vℓXℓ)‖2HS(Hτ ).
So this quantity is non-negative. Furthermore if it is zero for some v ∈ Rn, then the vector∑
1≤ℓ≤n vℓXℓ ∈ g is in the kernel of every infinitesimal fundamental representation, therefore
of any representation of the reductive Lie algebra g; hence this vector has to be trivial and
v = 0. This shows that Hess(q1)(eG) is positive definite and concludes the proof. 
Proof of Proposition 4.4 Part (2). For any f ∈ D(G), ϕ ∈ Fund(G) and 1 ≤ i, j ≤ dϕ, we
observe that FG([ϕ − I]i,jf) is the i, j-component of ∆ϕf̂(π) in the Hϕ-part of the tensor.
So the Plancherel formula implies∑
1≤i,j≤dϕ
‖[ϕ− I]i,jf‖2L2(G) =
∑
π∈Ĝ
dπ‖∆ϕf̂(π)‖2HS(Hϕ⊗Hπ).
Summing over ϕ ∈ Fund(G), one obtains ‖f‖2L2(q1) on the left hand-side and ‖f̂‖H˙1(Ĝ) on the
right. 
Proof of Proposition 4.4 Part (3). Part (2) implies that the map φ 7→ (φ̂, σ)H˙1(Ĝ) is linear
on D(G) and satisfies
|(φ̂, σ)H˙1(Ĝ)| ≤ ‖φ̂‖H˙1(Ĝ)‖σ‖H˙1(Ĝ) = ‖φ‖L2(q1)‖σ‖H˙1(Ĝ).
Therefore this linear form extends continuously on the Hilbert space L2(q) and is given by
φ 7→ (φ, f)L2(q1) for a unique f ∈ L2(q1). Moreover ‖f‖L2(q1) is equal to the norm of this
linear form, which is ≤ ‖σ‖H˙1(Ĝ). One shows that ‖f‖L2(q1) = ‖σ‖H˙1(Ĝ) by considering the
sequence of functions φℓ such that φ̂ℓ(π) = σ(π) for λπ ≤ ℓ and 0 otherwise and let ℓ ∈ N
tends to +∞. The rest of the proof is given by routine arguments. 
Remark 4.5. Note that in the case of SU(2), there is only one fundamental representation
ϕ; it is the linear action on C2, or in other word ϕ(g) = g for all g ∈ SU(2). It is then easy
to see that the L2(Ĝ : Σ) norm of the difference operator ∆2 defined in [4, Ch. IV §3 and
Ch. V] applied to a symbol equals the norm H˙1(Ĝ) of the symbol.
As in the case s = 1, we prove easily:
Lemma 4.6. Let s ∈ N.
(1) The function qs is smooth, non-negative, vanishes only at eG and is equivalent to q
s
1
and to |x|2s. Consequently, L2(qs(x)dx) = L2(qs1(x)dx) = L2(|x|2sdx) for any s ∈ R.
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(2) For every f ∈ D(G), we have:
‖f‖2L2(qs) = ‖f̂‖2H˙s(Ĝ).
(3) For every σ ∈ H˙s(Ĝ) there exists a unique function f locally integrable on G\{eG}
satisfying f ∈ L2(qs1(x)dx) with ‖f‖L2(qs1(x)dx) = ‖σ‖H˙s(Ĝ) and
∀φ ∈ D(G) (φ, f)L2(qs1(x)dx) = (φ̂, σ)H˙s(Ĝ).
Proof. Part (1) is easily proved. For Part (2), the same arguments as in the proof of Propo-
sition 4.4 Part (2) show:∑
|α|=s
∑
i,j
Πfℓ=1|[ϕℓ(x)− I]i1,ℓ,j1,ℓ . . . [ϕℓ(x)− I]iαℓ,ℓ,jαℓ,ℓ|
2 =
∑
|α|=s
∑
π∈Ĝ
dπ‖∆αf̂(π)‖2HS(Hϕ⊗α⊗Hπ).
We recognise ‖f‖2L2(q1) on the left hand-side and ‖f̂‖H˙s(Ĝ) on the right. We conclude in the
same way as in the proof of Proposition 4.4. 
This finishes the proof of Theorem 4.3.
In Parts (3) of Proposition 4.4 and Lemma 4.6, we may abuse the notation and set
f := F−1G σ.
This allows us to say that the isometry used in the statement is given by the Fourier transform
and its extension.
4.3. Definition and properties of H˙s(Ĝ), s ∈ R. From the results in Section 4.2, we see
that the space H˙s(Ĝ) are growing with s ∈ N, and that there is a natural extension of the
definition for s ∈ R:
Definition 4.7. Let s ∈ R. The homogeneous Sobolev space H˙s(Ĝ) is defined as
• the set of symbol σ ∈ L2(Ĝ : Σ) such that F−1G σ ∈ L2(|x|sdx) if s ≤ 0,
• in Definition 4.1 if s > 0 and s ∈ N,
• the set of symbol σ ∈ H˙ [s]+1(Ĝ) such that F−1G σ ∈ L2(|x|sdx) if s > 0 and s 6∈ N.
In all cases, we can define the non-definite norm as
‖σ‖H˙s(Ĝ) := ‖F−1G σ‖L2(qs1(x)dx).
Here [s] denotes the integer part of s > 0, that is, the largest integer s0 ≥ 0 such that
s0 ≤ s.
Remark 4.8. In the cases s = 2, 3, . . ., in Definitions 4.1 and 4.7, we use the same notation
‖ · ‖H˙s(Ĝ) for two generally different semi-norms; we allow ourselves this abuse of notation
since the two semi-norms are equivalent by Lemma 4.6.
These homogeneous Sobolev spaces H˙s(Ĝ) enjoy the following properties:
Proposition 4.9. Let s ∈ R.
(1) The quotient of H˙s(Ĝ) by the kernel of its norm is a Hilbert space isometrically
isomorphic to L2(qs1), and we have L
2(qs1) = L
2(|x|2sdx). The kernel of its norm is 0
if s ≤ 0, FG(Us−1(gC)) if s ∈ N, and FG(U[s]−1(gC)) if s ∈ (0,+∞)\N.
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(2) For all s2 ≥ s1, we have H˙s2(Ĝ) ⊂ H˙s1(Ĝ) and there exists C > 0 such that
∀σ ∈ H˙s2(Ĝ) ‖σ‖H˙s1 (Ĝ) ≤ C‖σ‖H˙s2 (Ĝ).
(3) If s < n/2 and σ ∈ H˙s(Ĝ) then F−1G σ ∈ L1(G) with ‖F−1G σ‖L1(G) ≤ Cs‖σ‖H˙s(Ĝ).
(4) Let s1, s2 ∈ R. For any σ ∈ H˙s1(Ĝ)∩ H˙s2(Ĝ), we have σ ∈ H˙s(Ĝ) for any s ∈ [s1, s2]
and if we write s as s = θs1 + (1− θ)s2 with θ ∈ [0, 1] then we have the inequality:
‖σ‖H˙s(Ĝ) ≤ ‖σ‖θH˙s1(Ĝ)‖σ‖1−θH˙s2 (Ĝ).
Proof. The properties follow readily from Section 4.1, and
• the inclusion L2(|x|2s2dx) ⊂ L2(|x|2s1dx) holds and is continuous when s1 ≥ s2,
• the Cauchy-Schwartz inequality on G implies that
∀s1, s2 ∈ R, θ ∈ [0, 1] ‖f‖L2(|x|2(θs1+(1−θ)s2)dx) ≤ ‖f‖θL2(|x|2s1dx)‖f‖1−θL2(|x|2s2dx),
and that
‖f‖L1(G) ≤ ‖| · |−s‖L2‖| · |sfL2.

4.4. The spaces L˙∞s (Ĝ : Σ). In this section we define and study subspaces L˙
∞
s (Ĝ : Σ) of Σ
which will be useful in the study of Leibniz-type estimates in Section 4.5.
Definition 4.10. Let s ∈ N. The space L˙∞s (Ĝ : Σ) is the set of symbol σ ∈ Σ such that
∆ασ ∈ L∞(Ĝ,Σϕ⊗α) for every α ∈ Nf0 , |α| = s. In this case, we define the quantity
‖σ‖L˙∞s (Ĝ:Σ) := max|α|=s ‖∆
ασ‖L∞(Ĝ,Σϕ⊗α),
The map σ 7→ ‖σ‖L˙∞s (Ĝ:Σ) is a semi-norm or in other words a non-definite norm since by
Proposition 2.11, we have for any σ ∈ Σ,
‖σ‖L∞s (Ĝ) = 0 ⇐⇒ σ ∈ FG(Us−1(gC)).
We define the case s = 0 as coinciding with L∞(Ĝ : Σ):
L˙∞0 (Ĝ : Σ) := L
∞(Ĝ : Σ) and ‖σ‖L˙∞0 (Ĝ) := ‖σ‖L∞(Ĝ:Σ).
The following shows that the Fourier transform of integrable functions are in L∞s (Ĝ):
Lemma 4.11. For any s ∈ N0, there exists C > 0 such that
∀κ ∈ L1(G) ‖κ̂‖L˙∞s (Ĝ:Σ) ≤ C‖κ‖L1(|x|sdx).
Proof. Let κ ∈ L1(G). We have
∆ϕκ̂(π) = κ̂(ϕ⊗ π)− κ̂(Iϕ ⊗ π) =
∫
G
κ(x) (ϕ(x)− I)∗ ⊗ π(x)dx,
so
‖∆ϕκ̂(π)‖L (Hπ⊗Hϕ) ≤
∫
G
|κ(x)|‖ (ϕ(x)− I)∗ ⊗ π(x)‖L (Hπ⊗Hϕ)dx
≤
∫
G
|κ(x)|‖ϕ(x)− I‖L (Hϕ)dx.
DIFFERENTIAL STRUCTURE ON Ĝ 23
Now all the operator norms on the finite dimensional space Hϕ are equivalent, so we may
replace the L -operator norm with the Hilbert Schmidt norm:
‖ϕ(x)− I‖L (Hϕ) ≍ ‖ϕ(x)− I‖HS(Hϕ),
so that
‖∆ϕκ̂(π)‖L (Hπ⊗Hϕ) .
∫
G
|κ(x)|‖ϕ(x)− I‖HS(Hϕ)dx.
Taking the maximum over the finite number of fundamental representations, we obtain:
‖κ̂(π)‖L˙∞1 (Ĝ,Σ) .
∫
G
|κ(x)|q˜(x)dx,
with q˜(x) := maxϕ∈Fund(G) ‖ϕ(x)−I‖HS(Hϕ). As there are only a finite number of fundamental
representations, q˜(x) ≍
√
q1(x) ≍ |x|, see Section 4.2. This shows the case s = 1.
The general case is proved in a similar way. 
Lemma 4.12. For any s1, s2 ∈ N0 with s1 ≤ s2 the inclusion L˙∞s1 (Ĝ : Σ) ⊂ L˙∞s2 (Ĝ) holds
and there exists C > 0 such that
∀σ ∈ L˙∞s1 (Ĝ : Σ) ‖σ‖L˙∞s2 (Ĝ) ≤ C‖σ‖L˙∞s1 (Ĝ:Σ).
Proof. We observe that
‖∆ϕσ(π)‖L (Hϕ⊗Hπ) ≤ ‖σ(ϕ⊗ π)‖L (Hϕ⊗Hπ) + ‖Iϕ ⊗ σ(π)‖L (Hϕ⊗Hπ) ≤ 2‖σ‖L∞(Ĝ:Σ).
This implies the case s1 = 0, s2 = 1.
The general case is proved using similar considerations. 
Thanks to the introduction of L˙∞s (Ĝ : Σ), we can now state and prove Leibniz-type
estimates.
4.5. Weak Leibniz estimates. Here we collect some results about estimates in homoge-
neous Sobolev norms of the products of two symbols. We will use the space L˙∞s (Ĝ : Σ),
s ∈ N0 defined in Section 4.4. It will be convenient to modify slightly our previous notation
for the homogeneous Sobolev spaces
L˙2s(Ĝ : Σ) := H˙
s(Ĝ) for any s ∈ N0.
Proposition 4.13. For any s ∈ N0 and p = 2,∞, there exists C = Cp,s such that for any
σ1, σ2 ∈ Σ
‖σ1σ2‖L˙ps(Ĝ:Σ) ≤ C
∑
s1+s2=s
‖σ1‖L˙∞s1 (Ĝ:Σ)‖σ2‖L˙ps2 (Ĝ:Σ),
in the sense that if the right-hand side is finite then the left-hand side is finite and the
inequality holds.
Proof. Using the Leibniz-type formula (2.4), we obtain easily with ‖ · ‖ = ‖ · ‖HS(Hϕ⊗Hπ) or
‖ · ‖ = ‖ · ‖L (Hϕ⊗Hπ):
‖∆ϕ(σ1σ2)(π)‖ ≤ ‖∆ϕ(σ1)(π)‖L (Hϕ⊗Hπ)‖σ2(Iϕ ⊗ π)‖+ ‖σ1(ϕ⊗ π)‖L (Hϕ⊗Hπ)‖∆ϕσ2(π)‖
≤ ‖σ1‖L˙∞1 (Ĝ:Σ)‖σ2(Iϕ ⊗ π)‖+ ‖σ1‖L∞(Ĝ:Σ)‖∆ϕσ2(π)‖.
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This implies for p = 2 or ∞
‖σ1σ2‖L˙p1(Ĝ:Σ) . ‖σ1‖L˙∞1 (Ĝ:Σ)‖σ2‖Lp(Ĝ:Σ) + ‖σ1‖L∞(Ĝ:Σ)‖σ2‖L˙p1(Ĝ:Σ).
This shows the case s = 1. The cases s > 1 are proved in a similar way. 
We remark that a different type of Leibniz estimate can be obtained using the isometry of
H˙s, modulo the kernel of its norm, with L2(qs2(x)dx) = L
2(|x|2sdx) and the following lemma.
However, this requires to know that the symbols are the Fourier transform of e.g. integrable
functions:
Lemma 4.14. Let s > 0. Then there exists Cs > 0 such that for any two locally integrable
functions f1, f2 : G→ C we have
‖f1 ∗ f2‖L2(|x|2sdx) ≤ Cs
(‖f1‖L2(|x|2sdx)‖f2‖L1(G) + ‖f1‖L2(G)‖f2‖L1(|x|sdx)) ,
and
‖f1 ∗ f2‖L2(|x|2sdx) ≤ Cs
(‖f1‖L1(G)‖f2‖L2(|x|2sdx) + ‖f1‖L1(|x|sdx)‖f2‖L2(G)) .
Proof. Using the triangle inequality for | · | and the estimate
∀s > 0 ∃C = Cs > 0 ∀a, b ≥ 0 (a+ b)s ≤ C(as + bs),
we obtain
‖f1 ∗ f2‖L2(|x|2sdx) ≤ ‖| · |s(|f1| ∗ |f2|)‖L2(G)
≤ C (‖(| · |s|f1|) ∗ |f2|‖L2(G) + ‖|f1| ∗ (| · |s|f2|)‖L2(G)) ,
and we conclude with Young’s convolution inequalities. 
In the proof of Lemma 5.5, we will need to estimate the Sobolev norm of k-product of
the same symbol and obtain an estimate with a precise dependence in k. We will use the
following technical lemma:
Lemma 4.15. Let σ ∈ Σ be such that for any ϕ ∈ Fund(G) and any π ∈ Rep(G), σ(ϕ⊗ π)
commutes with σ(Iϕ ⊗ π). Let k ∈ N.
(1) For any ϕ ∈ Fund(G) and any π ∈ Rep(G), we have
∆ϕσ
k(π) = ∆ϕσ(π)
k−1∑
j=0
σj(ϕ⊗ π)σk−1−j(Iϕ ⊗ π).
(2) For p = 2 or ∞, we have:
‖σk‖L˙p1(Ĝ:Σ) ≤ ‖σ‖L˙p1(Ĝ:Σ)k‖σ‖
k−1
L˙∞(Ĝ:Σ)
.
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(3) Then for p = 2 or ∞, the norm ‖σk‖L˙ps(Ĝ:Σ) is bounded up to a constant of s = 2, 3 . . .
by
‖σ‖L˙ps(Ĝ:Σ)k‖σ‖k−1L˙∞(Ĝ:Σ) + ‖σ‖L˙ps−1(Ĝ:Σ)
∑
s1+s2=1
j=0,...,k−1
‖σj‖L˙∞s1 (Ĝ:Σ)‖σ
k−1−j‖L˙∞s2 (Ĝ:Σ) + . . .
+‖σ‖L˙ps−ℓ(Ĝ:Σ)
∑
s1+s2=ℓ
j=0,...,k−1
‖σj‖L˙∞s1 (Ĝ:Σ)‖σ
k−1−j‖L˙∞s2 (Ĝ:Σ) + . . .
+‖σ‖L˙p1(Ĝ:Σ)
∑
s1+s2=s−1
j=0,...,k−1
‖σj‖L˙∞s1(Ĝ:Σ)‖σ
k−1−j‖L˙∞s2 (Ĝ:Σ).
Proof. Let ϕ ∈ Fund(G) and π ∈ Rep(G). Then
∆ϕσ
k(π) = σk(ϕ⊗ π)− σk(Iϕ ⊗ π)
= (σ(ϕ⊗ π)− σ(Iϕ ⊗ π))
k−1∑
j=0
σj(ϕ⊗ π)σk−1−j(Iϕ ⊗ π),
and this yields Part (1).
In the formula of Part (1), applying the norm ‖ ·‖ = ‖ ·‖HS(Hϕ⊗Hπ) or ‖ ·‖ = ‖ ·‖L (Hϕ⊗Hπ),
we obtain:
‖∆ϕσk(π)‖ ≤ ‖∆ϕσ(π)‖ ‖
k−1∑
j=0
σj(ϕ⊗ π)σk−1−j(Iϕ ⊗ π)‖L (Hϕ⊗Hπ)
and we easily check that
‖
k−1∑
j=0
σj(ϕ⊗ π)σk−1−j(Iϕ ⊗ π)‖L (Hϕ⊗Hπ) ≤
k−1∑
j=0
‖σ(ϕ⊗ π)‖j
L (Hϕ⊗Hπ)‖σ(π)‖
k−1−j
L (Hπ)
is bounded by k‖σ‖L∞(Ĝ:Σ). This yields Part (2).
Using Part (1) and the Leibniz type formula (2.4) and proceeding as in Part (2) and in
the proof of Proposition 4.13, Part (3) follows. 
Remark 4.16. The hypotheses on σ ∈ Σ in Lemma 4.15, namely that σ(ϕ ⊗ π) commutes
with σ(Iϕ⊗π) for any ϕ ∈ Fund(G) and any π ∈ Rep(G), are satisfied when σ is central but
also when σ is a function of the group Fourier transform of a left-invariant sub-Laplacian on
G. In any case, they are satisfied when σ is a function of the group Fourier transform of the
Laplace-beltrami operator on G.
5. Function of L̂ in H˙s(Ĝ)
In this section, we show that certain types of functions of L̂ are in H˙s(Ĝ). The methods
and ideas presented here are classical, see e.g. [17, Section 1].
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5.1. Statements. We will give two types of conditions on the functions: a first one of
Ho¨rmander type and the second one using Euclidean Sobolev spaces. More precisely, we will
show the following two propositions:
Proposition 5.1. Let G be a connected compact Lie group of dimension n.
(1) Let s > 0. There exist C = Cs,G > 0 and d ∈ N0 such that for any continuous
function f : R→ C supported in [0, 1] we have
∀t ∈ (0, 1) ‖f(tL̂)‖H˙s(Ĝ) ≤ Ct
1
2
(s−n
2
) sup
λ≥0,ℓ=0,...,d
|f (ℓ)(λ)|,
in the sense that if the left-hand side is finite then f(tL̂) ∈ H˙s(Ĝ) for any t ∈ (0, 1)
and the inequality holds.
(2) Let s > n/2. There exist C = Cs,G > 0 and d ∈ N0 such that for any continuous
function f : R→ C we have
‖f(L̂)‖H˙s(Ĝ) ≤ C sup
λ≥0,ℓ=0,...,d
(1 + λ)ℓ|f (ℓ)(λ)|,
in the sense that if the left-hand side is finite then f(L̂) ∈ H˙s(Ĝ) and the inequality
holds.
The proof of Proposition 5.1 relies on the properties of the H˙s(G) and of the kernel of
f(tL); it is given in Section 5.2.
Proposition 5.2. Let G be a compact Lie group of dimension n. Let s′ > s > n
2
. There
exist a constant C > 0 and a function η ∈ D(0,∞) such that for every continuous function
f : R→ C, we have
‖f(L̂)‖H˙s(Ĝ) ≤ C sup
r>0
‖f(r · )η‖Hs′(R),
in the sense that if the left-hand side is finite then f(L̂) ∈ H˙s(Ĝ) and the inequality holds.
The proof of Proposition 5.2 will be given in Section 5.3.
5.2. Proof of Proposition 5.1. Before proving Proposition 5.1, we recall some well known
estimates for the heat kernel and other kernels of spectral multipliers of the Laplace-Beltrami
operator L:
Theorem 5.3. (1) For each t > 0, the heat kernel pt := e
−tLδeG is a positive smooth
function on G which satisfies
∀s, t > 0
∫
G
pt(x)dx = 1, pt(x
−1) = pt(x), and pt ∗ ps = pt+s.
and there exists C > 0 such that
∀x ∈ G, t > 0 0 < pt(x) ≤ CV (
√
t)−1e−
|x|2
Ct .
(2) For any s ≥ 0and any α ∈ Nn0 , there exists a constant C > 0 such that
∀t > 0 ‖|x|spt‖L1(G) ≤ C
√
t
s
and ‖|x|spt‖L2(G) ≤ C
√
t
s−n
2 .
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(3) For any s ≥ 0, and any α ∈ Nn0 , there exists a constant C > 0 and d ∈ N0 such that
for any f : R→ C continuous and supported in [0, 1], we have
∀t ∈ (0, 1] ‖|x|sXαf(tL)δeG‖L1(G) ≤ C
√
t
s−|α|
sup
λ≥0
ℓ=0,...,d
|f (ℓ)(λ)|,
and
∀t ∈ (0, 1] ‖|x|sf(tL)δeG‖L2(G) ≤ C
√
t
s−n
2 sup
λ≥0
ℓ=0,...,d
|f (ℓ)(λ)|,
in the sense that if the right-hand sides above are finite, then the left-hand sides are
also finite and the inequalities hold.
Above, |x| = d(x, eG) denotes the Riemannian distance on the Riemann between x and
the neutral element eG as it is always possible to define a left-invariant Riemannian distance
on G, denoted by d(·, ·). We also denote by B(r) := {|x| < r} the ball about eG of radius
r > 0. The volume V (r) of the ball B(r). It may be estimated via V (r) := |B(r)| ∼ rn for
r small.
Proof of Theorem 5.3. For Part (1) see [29].
For Part (2), with p = 1, 2, we decompose the integral
∫
(|x|spt)p as
∫
|x|≤√t+
∑∞
j=0
∑
|x|∼2j√t.
Using the estimates of Part (1) together with
∫
G
e−
|x|2
Ct dx ≤ CV (√t), see [29, p.111], we ob-
tain the bound.
Part (3) was proved in [9, Lemma Appendix A.6] for the L1-norms using the estimates
of the heat kernel and its derivatives which can be deduced from [29]. The methods were
classical and mainly due to Alexopoulos, see [1]. They can be easily adapted to the case of
the L2-norms. 
We can now prove Proposition 5.1. Part (1) follows from Proposition 4.9 and Theorem
5.3 Part (3). Let us prove Part (2). We fix a dyadic decomposition, that is, a function
η0 ∈ D(0,∞) valued in [0, 1] such that∑
j∈Z
ηj = 1 on (0,∞), where ηj(λ) := η0(2−jλ), λ ∈ R, j ∈ Z.
As the spectrum of L is a discrete subset of [0,∞) with no accumulation point, there exists
j0 depending on η0 and G, such that ηj(L̂) = 0 for all j < j0. Furthermore the 0-eigenspace
is C1G, where 1G denotes the function on G constantly equal to 1. Recall 1̂G = δ1
Ĝ
. We
have:
f(L̂) = f(0)δ1
Ĝ
+
∑
j∈Z
(fηj)(L̂).
The sum over j ∈ Z is in fact over j > j0 and we have
‖δ1
Ĝ
‖H˙s(Ĝ) = ‖1G‖L2(qs1(x)dx) = ‖qs1‖L1(G) <∞.
Hence we have obtained
(5.1) ‖f(L̂)‖H˙s(Ĝ) ≤ |f(0)|‖qs1‖L1(G) +
∑
j>j0
‖(f(2j·)η1)(2−jL̂)‖H˙s(Ĝ).
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We estimate each term in the sum using Part (1):
‖(fηj)(L̂)‖H˙s(Ĝ) = ‖(f(2j·)η1)(2−jL̂)‖H˙s(Ĝ) . 2−
j
2
(s−n
2
) sup
λ≥0,ℓ=0,...,d
|∂ℓλ{(f(2jλ)η1(λ)}|,
. 2−
j
2
(s−n
2
) sup
λ≥0,ℓ1=0,...,d
(1 + λ)ℓ1|f (ℓ1)(λ)|.
Therefore
‖f(L̂)‖H˙s(Ĝ) . |f(0)|+
∑
j>j0
2−
j
2
(s−n
2
) sup
λ≥0,ℓ1=0,...,d
(1 + λ)ℓ1 |f (ℓ1)(λ)|,
and the conclusion follows.
5.3. Proof of Proposition 5.2. The main technical point in the proof of Proposition 5.2
is the following estimates:
Lemma 5.4. Let G be a compact Lie group of dimension n.
(1) Let s, s′ ∈ R with s′ > s+ 1
2
and s ≥ 1. There exists a constant C > 0 such that for
every f ∈ Hs(R) supported in [0, 1] and every t ∈ (0, 1) we have
‖f(tL̂)‖H˙s(Ĝ) ≤ Ct
1
2
(s−n
2
)‖f‖Hs′(R).
(2) There exists a constant C > 0 such that for every function f : R → C continuous
and supported in [0, 1], and every t ∈ (0, 1) we have
‖f(tL̂)‖L2(Ĝ:Σ) ≤ Ct−
n
4 sup
λ≥0
|f(λ)|.
Admitting this lemma, the proof of Proposition 5.2 follows easily:
Proof of Proposition 5.2. Proceeding as in the proof of Proposition 5.1 Part (2), we obtain
the inequality (5.1). Note that
|f(0)| ≤ sup
λ≥0
|f(λ)| . sup
r>0
‖f(r · )η1‖Hs1 ,
for any s1 > 1/2 by the Sobolev embeddings on R.
To estimate each term of the sum in (5.1), we proceed as follows. Thanks to Lemma 5.4, we
can interpolate the operator φ 7→ (φη1)(tL)δeG between Hs
′
0 (Ω) = W
s′,2
0 (Ω) → L2(qs1(x)dx)
and W ǫ,∞0 (Ω) → L2(dx), ǫ > 0; here Ω denotes an open interval of (0,∞) containing the
support of η1, and the subscript 0 means that the Sobolev spaces are obtained by density of
the smooth functions with compact support in Ω. This yields for any s > s′ > 0:
∃C > 0 ∀t ∈ (0, 1) ‖(φη1)(tL̂)‖H˙s(Ĝ) . t
1
2
(s−n
2
)‖φ‖
W s
′,p
0 (Ω)
,
where p > 2 is such that s ≥ θ, s′ − s ≥ θǫ, ǫ > θ/2, with ǫ ∈ (0, 1) arbitrarily small and
θ := 2/p. The Sobolev embeddings gives ‖φ‖
W s
′,p
0 (Ω)
. ‖φ‖
W s˜
′,2
0 (Ω)
whenever s˜′ − s′ ≥ 1
2
− 1
p
.
Therefore, choosing p large enough, we have obtained:
∀s′ > s > 0 ∀t ∈ (0, 1) ‖(φη1)(tL̂)‖H˙s(Ĝ) .s′,s t
1
2
(s−n
2
)‖φ‖Hs′0 (Ω).
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We then apply this to t = 2−j and φ = f(2j ·)η˜1, where η˜1 ∈ D(Ω) is such that η˜1 ≡ 1 on
the support of η1. We have therefore obtained for any s
′ > s > 0 and any s1 > n/2:
‖f(L̂)‖H˙s(Ĝ) .s′,s,s1 sup
r>0
‖f(r · )η1‖Hs1 +
∑
j>j0
2−
j
2
(s−n
2
)‖f(2j ·)η˜1‖Hs′0 (Ω),
and the conclusion follows. 
It remains to show Lemma 5.4.
Proof of Lemma 5.4. Part (2) follows by functional calculus and Theorem 5.3 Part (3). Let
us prove Part (1). Let f ∈ D(R) supported in [0, 1]. We write f(λ) as g(e−λ) with g ∈ Hs′(R)
supported in [e−1, 1]. Decomposing g into Fourier series, we have g(µ) =
∑
k∈Z ake
ikµ for all
µ ∈ (−π, π). Note that
(5.2)
∑
k∈Z
|ak|2(1 + k2)s′ ≍ ‖g‖2Hs′ ≍ ‖f‖2Hs′
is finite. We see f(λ) =
∑
k∈Z ake
ike−λ for any λ ≥ 0, and by functional calculus,
‖f(tL̂)‖H˙s(Ĝ) ≤
∑
k∈Z
|ak|‖eike−tL̂‖H˙s(Ĝ)
≤
(∑
k∈Z
|ak|2(1 + k2)s′
) 1
2
(∑
k∈Z
(1 + k2)−s
′‖eike−tL̂‖2
H˙s(Ĝ)
) 1
2
,
by Cauchy-Schwartz’ inequality.
The conclusion follows from (5.2) and Lemma 5.5 below. 
Lemma 5.5. Let G be a compact Lie group of dimension n. For any s ≥ 1 there exists
C = Cs,p > 0 such that
∀t ∈ (0, 1), ∀k ∈ Z ‖eike−tL̂‖H˙s(Ĝ) ≤ C
√
t
s−n
2 |k|s.
Proof of Lemma 5.5. First let us see that Lemma 5.5 is implied by the following property:
for any s ∈ N and p = 2,∞, there exists C = Cs,p > 0 such that
(5.3) ∀t ∈ (0, 1), ∀k ∈ N ‖eike−tL̂‖L˙ps(Ĝ:Σ) ≤ C
√
t
s−n
p ks.
By convention, 1/p = 0 if p =∞. The spaces L˙ps have been defined in Section 4.4.
The case p = 2 will imply Lemma 5.5 for s ∈ N and k ∈ N. By interpolation (see
Proposition 4.9 (4)), this will imply the cases s ≥ 1. The case k = 0 in Lemma 5.5 is trivial,
see Example 2.3. The case k < 0 follows from the case k > 0 by complex conjugation.
Hence establishing (5.3) will indeed imply Lemma 5.5.
We observe that the symbol σ = eie
−tL̂
satisfies the hypotheses of Lemma 4.15, see Remark
4.16. Using Part (3) of this lemma and assuming that the estimates in (5.3) hold for k =
1, 2, . . . , k0, we obtain:
‖ei(k0+1)e−tL̂‖L˙ps(Ĝ:Σ) ≤ C
√
t
s−n
p S,
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where
S :=
s−1∑
ℓ=0
∑
s1+s2=ℓ
k0−1∑
j=0
js1(k0 − 1− j)s2
≤
s−1∑
ℓ=0
∑
s1+s2=ℓ
k0−1∑
j=0
kℓ+10
∫ (j+1)/k0
j/k0
xs1(1− x)s2dx
≤
 ∑
s1,s2∈N0
s1+s2≤s−1
∫ 1
0
xs1(1− x)s2dx
 s−1∑
ℓ=0
kℓ+10 .s k
s
0;
this is the same estimate in (5.3) for k0 + 1. This will show (5.3) once we have established
this estimate for k = 1; this is what we now do. We want to estimate
‖eie−tL̂‖L˙ps(Ĝ:Σ) = ‖
∞∑
ℓ=0
iℓ
ℓ!
e−tℓL̂‖L˙ps(Ĝ:Σ) ≤
∞∑
ℓ=1
1
ℓ!
‖e−tℓL̂‖L˙ps(Ĝ:Σ).
By Proposition 4.9 Part (1) and Lemma 4.11, we have
‖e−tL̂‖H˙s(Ĝ) ≍ ‖pt‖L2(|x|2sdx) and ‖e−tL̂‖L˙∞s (Ĝ:Σ) . ‖pt‖L1(|x|sdx),
so that the estimates on the heat kernel pt = e
−tLδ0 given in Theorem 5.3 yields
∃C = Cs ∀t > 0, p = 2,∞ ‖e−tL̂‖L˙∞s (Ĝ:Σ) ≤ Cs
√
t
−n
p min(1,
√
t
s
),
with the convention that n
p
= 0 if p =∞. We use these estimates in
‖eie−tL̂‖L˙ps(Ĝ:Σ) ≤
∞∑
ℓ=1
1
ℓ!
‖e−tℓL̂‖L˙ps(Ĝ:Σ) =
∑
ℓ:tℓ≤1
+
∑
ℓ:tℓ>1
.
∑
ℓ:tℓ≤1
1
ℓ!
(tℓ)
1
2
(s−n
p
) +
∑
ℓ:tℓ>1
1
ℓ!
(tℓ)−
n
2p
. C1t
1
2
(s−n
p
) + t−
n
2p
∑
ℓ:tℓ>1
1
ℓ!
,
where C1 is the finite constant
∑∞
ℓ=0
1
ℓ!
ℓ
1
2
(s−n
p
). The last term above is a sum over ℓ > t−1
which can be viewed as the Taylor remainder of the exponential function on R between 0
and 1 with order [t−1]. Therefore it is bounded by e1/[t−1]! . t
1
2
+ 1
t by the Stirling formula.
This implies (5.3) for k = 1.
This concludes the proofs of (5.3) for any k ∈ N, thus of Lemma 5.5. 
This concludes the proof of Proposition 5.2.
6. Multiplier theorems
In this section we state and prove our multiplier theorems. We start by giving some
historical perspectives on the subject in Section 6.1. This leads us to defining the space Ms
of symbols of compact Lie groups in Section 6.2. The membership in Ms is a ‘Ho¨rmander
condition’ and we show in Section 6.3 that this implies Lp-boundedness of the corresponding
multiplier operator. We also discuss there the sharpness of the result and a Mihlin-type
theorem. The proof of the Ho¨rmander version is given in Section 6.4. A Marcinkiewicz-type
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theorem is discussed in the last section of this paper, recovering as a particular case the
historical theorem given at the beginning of the introduction.
6.1. Historical perspectives. The very first multiplier theorem was on the one-dimensional
torus T and its statement (see theorem below) strikingly suggests the use of discrete deriva-
tives and differential structure on the dual of T:
Theorem 6.1. [Marcinkiewicz multiplier theorem (1939) [16]] If σ : Z → C is a sequence
such that the suprema
sup
ℓ
|σ(ℓ)| <∞ and sup
j∈N0
∑
2j≤ℓ2≤2j+1
|σ(ℓ)− σ(ℓ+ 1)|
are finite, then the corresponding Fourier multiplier is bounded on Lp(T), 1 < p <∞.
The next known result on Fourier multipliers is on Rn:
Theorem 6.2 (Mihlin’s multiplier theorem (1956) [18]). If a function σ defined on Rn\{0}
has at least [n/2] + 1 continuous derivatives that satisfy
(6.1) ∀α ∈ Nn0 , |α| ≤ [n/2] + 1, |∂ασ(ξ)| ≤ Cα|ξ|−|α|,
(where [t] is the integer part of t), then the Fourier multiplier operator Op(σ) associated with
σ, initially defined on Schwartz functions via
(6.2) Op(σ)φ := F−1{σφ̂},
(where Fφ = φ̂ denotes the Euclidean Fourier transform) admits a bounded extension on
Lp(Rn) for all 1 < p <∞; for p = 1, Op(σ) is bounded from L1 to weak-L1.
Shortly afterwards, Ho¨rmander gave a further generalisation and simplification of Mihlin’s
results:
Theorem 6.3 (Hormander’s multiplier theorem (1960)). If σ is locally uniformly in a Sobolev
space Hs(Rn) for some s > n/2, that is, requiring that the quantity
(6.3) ‖σ‖l.u.Hs(Rn),η := sup
r>0
‖σ(r ·) η‖Hs(Rn)
is finite for some non-zero smooth function η ∈ D(0,∞), then the Fourier multiplier operator
Op(σ) admits a bounded extension on Lp(Rn) for all 1 < p <∞; for p = 1, Op(σ) is bounded
from L1 to weak-L1.
Note that the proof only requires a supremum over r = 2j/2, j ∈ Z.
Multipliers problems have been extensively studied in various contexts. In his textbook
on singular integrals [26], E. Stein presented results and related problems in the Euclidean
context. Fourier multipliers have been explored in completely abstract functional settings, see
the 1971 textbook by Larsen [15]. However in this paper we restrict our attention to Mihlin-
Ho¨rmander type theorems. On any compact manifold, general (and often sharp) results for
Fourier integral or pseudo-differential operators have been known for nearly thirty years,
see e.g. [23, 22]. In the context of Lie groups, the focus of the problem ‘in the Ho¨rmander
sense’ has been on spectral multipliers in operators such as sub-Laplacians: see for instance
[1, 17, 22, 24, 27] to cite only the results or methods mentioned in this paper. The list
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of references (known to the author at the time of writing) on Fourier multipliers ‘in the
Ho¨rmander sense’ is much shorter: for compact Lie groups [4, 5, 6, 21] and [3, 25, 28, 30,
31, 32] with an emphasis on central multipliers, and for non-compact Lie groups [19, 7, 10],
see the discussion of these matters in the introduction (Section 1).
The multiplier problems continue to be an active subject of research in non-commutative
harmonic and functional analysis, see e.g. [13].
The Ho¨rmander condition. It is a routine exercise to check that the quantity in (6.3) is
finite independently of a choice of η, in the sense that if η1, η2 ∈ D(0,∞) are non-zero, then
‖σ‖l.u.Hs(Rn),η1 ≍ ‖σ‖l.u.Hs(Rn),η2 . The Sobolev embeddings imply that for s > n/2, if the
quantity in (6.3) is finite then σ is continuous and bounded with
(6.4) sup
Rn
|σ| . ‖σ‖l.u.Hs(Rn),η.
Furthermore
(6.5) s > n/2 =⇒ ‖σ‖l.u.Hs(Rn),η ≍ sup
Rn
|σ|+ sup
r>0
rs−n/2‖σ η(r−1·)‖H˙s(Rn),
having denoted H˙s(Rn) the homogeneous Sobolev space on Rn. Ho¨rmander’s multipliers
theorem is sharp in the range of s, even when restricted to radial multipliers. In fact the
sharpness may be obtained by considering the imaginary power Op(|ξ|2iα) = ∆iα of the
Laplace operator ∆ = −∂21 − . . .− ∂2n, see [24, p.1746] and [26, p.51-52].
The Ho¨rmander condition with s near enough n/2 implies Mihlin’s condition in (6.1) since
we check easily
(6.6) s ∈ N =⇒ ‖σ‖l.u.Hs(Rn),η . max
α∈Nn0 ,|α|≤s
sup
ξ∈Rn
|ξ|α|∂ασ(ξ)|.
In the next section, we will define a Ho¨rmander condition thanks to the equivalence (6.5).
The main issue is to define a relevant cut-off function η that can be dilated. On Rn, we can
restrict ourselves to radial cut-offs, i.e. η = η1(| · |2), which can be viewed as the Fourier
transform of the spectral multiplier η1(∆) of the Laplace operator on R
n. An analogue cut-off
function as spectral multiplier in L can be defined in our context; it can also be dilated.
6.2. The space Ms. The previous section leads us to define the space Ms of symbol sat-
isfying the following condition of Ho¨rmander type:
Definition 6.4. Let s > n/2 and η ∈ D(0,∞). We denote by Ms,η the space of bounded
symbols σ ∈ L∞(Ĝ : Σ) such that the following quantity is finite:
sup
r>0
rs−
n
2 ‖σ η(r−2L̂)‖H˙s(Ĝ).
We then set
‖σ‖Ms,η := ‖σ‖L∞(Ĝ:Σ) + sup
r>0
rs−
n
2 ‖σ η(r−2L̂)‖H˙s(Ĝ).
In dealing with these spaces we will often use the fact that in the supremum above we
may assume r large:
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Lemma 6.5. Let s > n/2 and η ∈ D(0,∞). For any r0 > 0, there exists C > 0 depending
only on r0, s, η and the structure of the group G such that we have for any σ ∈ Σ:
‖σ‖Ms,η ≤ C
(
‖σ‖L∞(Ĝ:Σ) + sup
r>r0
rs−
n
2 ‖σ η(r−2L̂)‖H˙s(Ĝ)
)
,
in the sense that if the right-hand side is finite then the left-hand side is finite and the
inequality holds.
Proof. Let η ∈ D(0,∞) with supp η ⊂ (a0, b0) ⊂ (0,∞). By Proposition 4.9 Part (2),
‖σ η(r−2L̂)‖H˙s(Ĝ) . ‖σ η(r−2L̂)‖H˙[s](Ĝ) =
√∑
|α|=s
‖∆ασ η(r−2L̂)(π)‖2
L2(Ĝ,Σϕ⊗α)
.
By Lemma 3.8 Part (4), if r ≤ r0 the summation over π ∈ Ĝ is in fact over a finite number
of π ∈ Ĝ since they will satisfy λπ < C + r20b0. Using
‖∆ασ η(r−2L̂)(π)‖L2(Ĝ,Σϕ⊗α) ≤ Cπ,α‖σ‖L∞(Ĝ:Σ),
we obtain
r ≤ r0 =⇒ ‖σ η(r−2L̂)‖H˙[s](Ĝ) ≤ C ′[s],G,C,a0,r0‖σ‖L∞(Ĝ:Σ).
The statement follows. 
The definition of Ms,η is independent of any (non trivial) η and ‖σ‖Ms,η ≍ ‖σ‖Σζ ,ζ for
any two non-trivial η, ζ ∈ D(0,∞) since we have:
Lemma 6.6. Let s > n/2 and let η, ζ ∈ D(0,∞). We assume η 6≡ 0. Then we have
‖σ‖Ms,ζ ≤ C‖σ‖Ms,η,
where C = Cs,G,η,ζ > 0 is a constant independent of σ ∈ Σ, in the sense that if the left-hand
side is finite, then the right-hand side is finite and the inequality holds.
Proof. Let η and ζ as in the statement. We may assume η real valued (otherwise we consider
separately its real and imaginary parts). Let co > 0 such that 2
coI intersects I where I is an
open interval inside the support of η. For λ ∈ R and j ∈ Z, we set
ηj(λ) = η(2
−cojλ) and α(λ) :=
∑
j∈Z
η2j (λ).
We check easily that α ≡ 0 on (−∞, 0] and that on (0,∞), α is a smooth positive function
which does not vanish. Furthermore
∀λ ∈ R, j ∈ Z α(2jcoλ) = α(λ) , thus ∀λ > 0
∑
j∈Z
η2j
α
(λ) = 1 .
Hence for any π ∈ Ĝ\{1Ĝ}, we have IHπ =
∑
j∈Z
η2j
α
(r−2π(L)) in L (Hπ). Inserting the sum,
we obtain
‖σ ζ(r−2L̂)‖H˙s(Ĝ) ≤
∑
j∈Z
‖σ (η
2
j
α
ζ)(r−2L̂)‖H˙s(Ĝ).
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In fact the sum is over j such that 2jcosupp η and supp ζ have a non-empty intersection, so
this summation is finite and independent of r and σ. Proposition 4.9 Part (1) and Lemma
4.14 yield
‖σ (η
2
j
α
ζ)(r−2L̂)‖H˙s(Ĝ) . ‖σηj(r−2L̂)‖H˙s(Ĝ)‖(
ηj
α
ζ)(r−2L)δeG‖L1(G)
+ ‖σηj(r−2L̂)‖L2(Ĝ:Σ)‖(
ηj
α
ζ)(r−2L)δeG‖L1(|x|sdx).
By the Peter Weyl theorem,
(6.7) ‖σ ηj(r−2L̂)‖L2(Ĝ:Σ) ≤ ‖σ‖L∞(Ĝ:Σ)‖ηj(r−2L̂)‖L2(Ĝ:Σ) . ‖σ‖L∞(Ĝ:Σ)(2jr2)
n
4 .
by Theorem 5.3 Part (3), which also provides estimates for the L1-norms in (
ηj
α
ζ)(r−2L)δeG.
We obtain
‖σ ζ(r−2L̂)‖H˙s(Ĝ) . ‖σ‖Ms,ηr−(s−
n
2
).
This implies ‖σ‖Ms,ζ . ‖σ‖Ms,η and concludes the proof. 
Hence we may write
Ms :=Ms,η for any non-trivial η ∈ D(0,∞).
A first criteria of membership ofMs independent of a choice of a σ ∈ D(0,∞) is given by
the following property:
Lemma 6.7. For any 0 < a0 < b0, s > n/2 and any η ∈ D(0,∞), there exists C =
Cs,a0,b0,η > 0 such that we have for any σ ∈ Σ:
‖σ‖Ms,η ≤ C
(
‖σ‖L∞(Ĝ:Σ) + sup
r>0
rs−
n
2 ‖σ1[r2a0,r2b0](L̂)‖H˙s(Ĝ)
)
.
Proof. First let us fix 0 < a0 < b0 and consider η ∈ D(0,∞) with η ≡ 1 on [a0, b0]. Then
σ η(r−2L̂) = σr,a0,b0 η(r−2L̂) and we have by Lemma 4.14
‖σ η(r−2L̂)‖H˙s(Ĝ) = ‖σr,a0,b0 η(r−2L̂)‖H˙s(Ĝ)
. ‖σr,a0,b0‖H˙s(Ĝ)‖η(r−2L)δeG‖L1(G) + ‖σr,a0,b0‖H˙0(Ĝ)‖η(r−2L)δeG‖L1(|x|sdx).
Using Theorem 5.3 Part (3) to estimate the L1-norms, and proceeding as in (6.7) for the
H˙0(Ĝ) = L2(Ĝ : Σ)-norm, we obtain:
‖σ η(r−2L̂)‖H˙s(Ĝ) . ‖σr,a0,b0‖H˙s(Ĝ) + ‖σ‖L∞(Ĝ:Σ)r−s+
n
2 .
This together with Lemma 6.6 implies the statement. 
A criteria for membership in Ms analogue to (6.6) is the following:
Lemma 6.8. Let s ∈ N, and let η ∈ D(0,∞). There exists a constant C = Cs,G,η > 0 such
that for any multiplier σ we have for any r > 0
‖σ‖Ms,η ≤ Cmax
α∈Nf0
|α|≤s
sup
π∈Ĝ
(1 + λπ)
|α|
2 ‖∆ασ(π)‖L (Hϕ⊗α⊗Hπ),
in the sense that if the left-hand side is finite then η(r−2L̂)σ ∈ H˙s(Ĝ) is finite for any r > 0
and the inequality holds.
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Proof. Let s ∈ N with s > n/2. Let η ∈ D(0,∞). By Lemmata 6.5 and 6.6, we may assume
supp η = [1
2
, 2].
The Leibniz formula (2.4) implies∑
|α|=s
‖∆α(σ η(r−2L̂))(π)‖HS(Hϕ⊗α⊗Hπ)
.s
∑
|α1|+α2|=s
‖∆α1σ(π)‖L (H
ϕ⊗α1
⊗Hπ)‖∆α2σ(π)‖HS(Hϕ⊗α2⊗Hπ)
By Lemma 3.8 Part (4), the supremum C0 := sup |λρ − λπ| over π, ρ ∈ Ĝ and α2 ∈ Nf0 ,
|α2| ≤ s such that ρ ⊂ ϕ⊗α2 ⊗ π is finite. Hence we have
∆α2η(r−2L̂)(π) = 0 when λπ 6∈ [r
2
2
− C0, 2r2 + C0].
We fix r0 > 0 such that 1 <
r2
2
− C0 < 2r2 + C0 for all r > r0. Assuming that
Ms′ := max|α1|=s′
sup
π∈Ĝ
(1 + λπ)
s′
2 ‖∆α1σ(π)‖L (H
ϕ⊗α1
⊗Hπ),
is finite for s′ = 0, . . . , s, we have for every r > r0:∑
|α|=s
‖∆α(σ η(r−2L̂))(π)‖HS(Hϕ⊗α⊗Hπ) .s
∑
|α2|+s′=s
Ms′r
s′‖∆α2σ(π)‖HS(H
ϕ⊗α2
⊗Hπ)
and
‖σ η(r−2L̂)‖2
H˙s(Ĝ)
=
∑
|α|=s
∑
π∈Ĝ
dπ‖∆α(σ η(r−2L̂))(π)‖2HS(Hϕ⊗...⊗Hτs⊗Hπ)
.s max
s′=0,...,s
M2s′r
2s′‖η(r−2L̂)‖2
H˙s−s′ (Ĝ)
.
By Lemma 4.6 and Theorem 5.3 Part (3), we have
‖η(r−2L̂)‖H˙s−s′ (Ĝ) = ‖η(r−2L)δeG‖L2(qs−s′1 ) ≍ ‖η(r
−2L)δeG‖L2(|x|2(s−s′)dx) . rs−s
′−n
2 .
We have obtained for any r > r0
‖σ η(r−2L̂)‖H˙s(Ĝ) .s maxs′=0,...,sMs′r
s′rs−s
′−n
2 = max
s′=0,...,s
Ms′r
s−n
2 .
By Lemma 6.5, this concludes the proof. 
The spectral multiplier in the Laplace-Beltrami operator provides examples of multipliers
in Ms:
Proposition 6.9. Let G be a compact Lie group of dimension n. Let s′ > s > n
2
. For every
f locally uniformly in Hs
′
(R), the spectral multiplier f(L̂) is in Ms. Moreover for every
non-trivial η, η1 ∈ D(0,∞) there exists a constant C > 0 independent of f such that
‖f(L̂)‖Ms,η ≤ C‖f‖l.u.Hs′(R),η1 .
The norm ‖ · ‖l.u.Hs′(R),η was defined via (6.3) on Rn.
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Proof. The properties of the functional calculus and (6.4) imply
‖f(L̂)‖L∞(Ĝ:Σ) ≤ ‖f‖L∞(R) . ‖f‖l.u.Hs′(R),η.
Let us apply Proposition 5.2 with a function η1 ∈ D(0,∞) to the function λ 7→ f(λ)η(r−2λ):
‖f(L̂) η(r−2L̂)‖H˙s(Ĝ) . sup
r1>0
‖f(r1 ·)η(r−2r1 ·)η1‖Hs′ (R).
Since the mapping ψ 7→ ψχ is continuous on Hs′(R) for any function χ ∈ D(R), we obtain
easily
sup
r>0
‖f(L̂) η(r−2L̂)‖H˙s(Ĝ) . sup
r,r1>0
‖f(r1 ·)η(r−2r1 ·)η1‖Hs′(R) . sup
r>0
‖f(r1 ·)η1‖Hs′ (R).
Therefore, we have:
‖f(L̂)‖Ms,η ≤ C‖f‖l.u.Hs′(R),η1 .
We conclude with the equivalence of two norms ‖ · ‖l.u.Hs′(R),η for two non trivial functions
η ∈ D(0,∞). 
6.3. Multiplier theorems on G. The main result of the paper are the analogues of both
Mihlin and Ho¨rmander-type conditions for the Fourier multiplier theorem.
We start with the analogue of the Ho¨rmander-type condition. This will use the space Ms
defined in Section 6.2:
Theorem 6.10 (Hormander-type multiplier theorem). Let G be a compact Lie group of
dimension n. If the multiplier σ = {σ(π), π ∈ Ĝ} is in Ms for some s > n/2 then the
Fourier multiplier operator Op(σ) is bounded on Lp(G) for any 1 < p < ∞, and L1 − L1,∞
for p = 1. Furthermore, for p ∈ (1,∞),
‖Op(σ)‖L (Lp(G)) ≤ Cη,p,G‖σ‖Ms,η
for some non-zero η ∈ D(0,∞), where the constant Cη,p,G depends on η, p and the structure
of G but not on σ. We have a similar bound for p = 1.
As in the case of Fourier multipliers on Rn, Theorem 6.10 is sharp in s for Fourier mul-
tipliers even when restricted to spectral multipliers in L. Indeed by Theorem 6.10 and
Proposition 6.9 we have
∀s′ > n/2, ∀α ∈ R ‖Liα‖L (L1(G),L1,∞(G)) .s′,G ‖λiα‖l.u.Hs′(R),η .s′,G (1 + |α|)s
′
whereas the arguments of Sikora and Wright [24, Theorem 1] show that
∀α ∈ R ‖Liα‖L (L1(G),L1,∞(G)) &G (1 + |α|)n/2.
Note that Theorem 6.10 and Proposition 6.9 yield the Ho¨rmander theorem for spectral
multipliers of a Laplace-beltrami L on G, but this result is a particular case of the celebrated
result of Seeger and Sogge valid for a much larger class of operators on any compact manifold
[22].
We now give the Mihlin-type Fourier multiplier theorem which as in the case of Rn can be
obtained from the Ho¨rmander version: indeed Theorem 6.11 follows readily from Theorem
6.10 together with Lemma 6.8:
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Theorem 6.11 (Mihlin-type multiplier theorem). Let G be a compact Lie group of dimension
n. Let σ ∈ L∞(Ĝ,Σ). If there exists a constant M ≥ 0 such that
∀π ∈ Ĝ , ∀α ∈ Nf0 , |α| ≤ [n/2] + 1 ‖∆ασ(π)‖L (Hϕ⊗α⊗Hπ) ≤M(1 + λπ)−
|α|
2 ,
then the Fourier multiplier operator Op(σ) is bounded on Lp(G) for any 1 < p < ∞, and
L1 − L1,∞ for p = 1. Furthermore, for p ∈ (1,∞),
‖Op(σ)‖L (Lp(G)) ≤ Cp,G
(
‖σ‖L∞(Ĝ:Σ) + maxs′=1,...,sMs′
)
.
where the constant Cp,G depends on p and the structure of G but not on σ. We have a similar
bound for p = 1.
Note that Theorem 6.11 is sharper than the main result in [21] of Ruzhansky and Wirth
who obtain a similar result but with s′ being an even integer strictly greater than n/2.
Furthermore the results of [21] applied to the case of the torus T do not recover the original
1939 result of Marcinkiewicz (Theorem 6.1), whereas it will be the case for the Marcinkiewicz
type theorem proved in Section 6.5, as a consequence of (the proof of) Theorem 6.10.
6.4. Proof of Theorem 6.10. Again as in the case of Rn, to show the Ho¨rmander version
of our Fourier multiplier theorem (Theorem 6.10), it suffices to prove the case ‘r = 2j/2’,
that is:
Proposition 6.12. Let G be a compact Lie group of dimension n. Let σ = {σ(π), π ∈ Ĝ} ∈
L∞(Ĝ : Σ) be a bounded multiplier. If there exists a constant C0 > 0 satisfying
∀j ∈ Z ‖σ η(2−jL̂)‖H˙s(Ĝ) ≤ C02
j
2
(n
2
−s),
for some s > n/2 and some non-zero η ∈ D(0,∞), then the Fourier multiplier operator
Op(σ) is bounded on Lp(G) for any 1 < p <∞, and L1 − L1,∞ for p = 1. Furthermore, for
p ∈ (1,∞),
‖Op(σ)‖L (Lp(G)) ≤ Cp,G
(
‖σ‖L∞(Ĝ:Σ) + C0
)
.
where the constant Cp,G depends on p and the structure of G but not on σ. We have a similar
bound for p = 1.
In this section, we prove Proposition 6.12, thereby proving the main result of this paper,
i.e. Theorem 6.10. The method is classical, and we allow ourselves to sketch the ideas rather
than dwelling on technical details.
We choose the function η ∈ D(0,∞) yielding a dyadic decomposition:
supp η ⊂ (1, 2) and ∀λ > 0
∑
j∈Z
η(2−jλ) = 1,
and we set ηj(λ) := η(2
−jλ). Note that since the spectrum of L is a discrete subset of [0,∞)
with no accumulation point, there exists j0 depending on η and G, such that ηj(L̂) = 0 for
all j < j0.
Note that if σ = δπ=1
Ĝ
in the sense that σ(π) = 0 unless π = 1Ĝ and σ(1Ĝ) = 1, then the
inversion formula yields Op(δπ=1
Ĝ
)φ ≡ ∫
G
φ for any φ ∈ D(G) so that ‖Op(δπ=1
Ĝ
)‖L (Lp(G)) ≤
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1 for any p ∈ [1,∞). Therefore it suffices to prove Proposition 6.12 for σ ∈ L∞(Ĝ : Σ)
satisfying σ(1Ĝ) = 0.
Let σ ∈ L∞(Ĝ : Σ) such that σ(1Ĝ) = 0. We assume that there exist s > n/2 and C0 > 0
such that
∀j ∈ Z ‖σj‖H˙s(Ĝ) ≤ C02−
j
2
(s−n
2
),
where σj := σ ηj(L̂). The sum
∑
j Op(σj) converges to Op(σ) in the strong operator topology
of L (L2(G)).
Let κ, κj ∈ D′(G) be such that σ = κ̂ and σj = κ̂j. The sum
∑
j κj converges to κ
in D′(G). Since κj ∈ L2fin(Ĝ : Σ) is smooth, by hypothesis and Proposition 4.9 Part (1),
κj ∈ L2(|x|2sdx) with
(6.8) ‖κj‖L2(|x|2sdx) ≍ ‖σj‖H˙s(Ĝ) ≤ C02
j
2
(n
2
−s).
So
∑
j ‖κj‖L2(|x|2sdx) < ∞ and κ coincides with a locally integrable function on G\{eG} in
L2(|x|2sdx), see Proposition 4.9 Part (1). The sum ∑j κj converges to κ ∈ L2(|x|2sdx) in
L2(|x|2sdx).
By the fundamental theorem of singular integral [4, Ch. III], it suffices to show that∫
|y−1y′|.|y−1x|
|κ(y−1x)− κ(y−1x)|dx
is finite independently of y 6= y′ ∈ G, and similarly for κ∗ : x 7→ κ¯(z−1). We will give the
proof for κ only, the proof for κ∗ being similar.
It suffices to show that the sum
∞∑
j=j0
Ij(h), where Ij(h) :=
∫
|h|.|z|
|κj(z)− κj(hz)|dz,
is bounded independently of h ∈ G\{eG}.
We see that
Ij(h) ≤ 2
∫
|h|.|z|
|κj(z)|dz ≤ 2‖κj‖L2(|x|2sdx)‖1|h|.|z|‖L2(|z|−2sdz),
by the Cauchy-Schwartz inequality. We compute easily
‖1|h|.|z|‖2L2(|z|−2sdz) ≍
∫ 1
r∼|h|
r−2s+n−1dr ≍ 1 + |h|−2s+n.
Using (6.8), we obtain:
Ij(h) . C02
− j
2
(s−n
2
)(1 + |h|−s+n2 ), and
∑
j:|h|−1.2j/2
∫
|h|.|z|
|κj(z)− κj(hz)|dz . C0,
independently of h.
Hence the main problem is the sum for j ≥ j0 such that 2j/2 . |h|−1. We may also
assume that |h| is small, and thus that h is in a fixed chart of eG provided by the exponential
mapping. We have
Ij(h) ≤
m∑
ℓ=0
Ij,ℓ(h), where Ij,ℓ(h) :=
∫
|z|≍2−ℓ
|κj(z)− κj(hz)|dz,
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and m ∈ N0 is such that |h| ≍ 2−m.
The estimate for the Taylor reminder of order 1 then yields:
Ij,ℓ(h) . |h|
∫
|z|≍2−ℓ
|∇κj(z)|dz if ℓ . m.
The Cauchy-Schwartz inequality implies∫
|z|≍2−ℓ
|∇κj(z)|dz ≤ ‖∇κj‖L2(G)‖1|z|≍2−ℓ‖L2(G)
We compute ‖1|z|≍2−ℓ‖L2(G) ≍ 2−ℓn/2. The functional calculus of L yields ‖∇κj‖L2(G) ≍
2j/2‖κj‖L2(G) and we have
(6.9) ‖κj‖L2(G) = ‖σj‖L2(Ĝ:Σ) ≤ ‖σ‖L∞(Ĝ:Σ)‖ηj(L̂)‖H˙0(Ĝ) . ‖σ‖L∞(Ĝ:Σ)2j
n
4 ,
by Proposition 5.1. So we have obtained:
Ij,ℓ(h) . |h|2
j
2‖σ‖L∞(Ĝ:Σ)2j
n
4 2−ℓ
n
2
and the sum
∑
Ij,ℓ(h) over j, ℓ ∈ Z satisfying 0 ≤ ℓ ≤ m and j0 ≤ j ≤ 2ℓ is finite
independently of |h|.
To sum over ℓ < j/2, we go back to∫
|z|≍2−ℓ
|∇κj(z)|dz ≤ ‖| · |s|∇κj|‖L2(G)‖| · |−s1|z|≍2−ℓ‖L2(G).
We compute ‖| · |−s1|z|≍2−ℓ‖L2(G) ≍ 2ℓ(s−n/2). We fix η˜ ∈ D(0,∞) such that η˜ ≡ 1 on supp η.
We set η˜j(λ) = η˜(2
−jλ). We have κj = η˜j(L)κj = κj ∗ η˜j(L)δeG and Lemma 4.14 yields:
‖| · |s|∇κj|‖L2(G) . ‖| · |s|κj |‖L2(G)‖|∇η˜j(L)δeG|‖L1(G) + ‖κj‖L2(G)‖| · |s|∇η˜j(L)δeG |)‖L1(G).
Using (6.8) and (6.9) for the L2-norm in κj , and Theorem 5.3 Part (3) for the L
1-norm with
η yields:
‖|·|s|∇κj|‖L2(G) . C02
j
2
(n
2
−s)(2−j)−
1
2 +‖σ‖L∞(Ĝ:Σ)2jn/4(2−j)
s−1
2 = (C0+‖σ‖L∞(Ĝ:Σ))2
j
2
(n
2
−s+1).
Hence we have obtained
Ij,ℓ(h) . |h|(C0 + ‖σ‖L∞(Ĝ:Σ))2
j
2
(n
2
−s+1)2ℓ(s−
n
2
),
and the sum
∑
Ij,ℓ(h) over j, ℓ ∈ Z satisfying 0 ≤ ℓ ≤ j/2 and j0 ≤ j ≤ 2m is finite
independently of h.
This concludes the proof of Proposition 6.12, and of Theorem 6.10.
6.5. A Marcinkiewicz type condition. Our main result Theorem 6.10, that is, the mul-
tiplier theorem of Ho¨rmander type, is in term of the spaceMs and can be viewed as a decay
of L2-weighted norms of the kernel localised in frequency. As a corollary, we obtained a
Mihlin version in terms of decay of derivatives of the symbol, see Theorem 6.11. We now
present a Marcinkiewicz-type theorem in the sense that the condition is expressed with the
partial sum of derivatives being finite.
We will need the following notation: if s0 ∈ N and σ ∈ Σ, we set
‖σ‖L˙1s0 (Ĝ:Σ) :=
∑
|α|=s0
∑
π∈Ĝ
dπTrHϕ⊗α⊗Hπ |∆ασ(π)|.
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This quantity may be finite or infinite.
Remark 6.13. Because of the equivalence of matrix norms, we can replace the trace above
with any norm of the finite dimensional space of endomorphism in Hϕ⊗α valued in the matrix
space over Hπ equipped with the Schatten norm
‖M‖S1(Hπ) := Tr|M | = Tr(M∗M)
1
2 .
The constants involved in this equivalence depend on the spaces Hϕ, ϕ ∈ Fund(G), so on
the structure of G, and not on π ∈ Ĝ. So for instance we have:
‖σ‖L˙1s0(Ĝ:Σ) ≍
∑
|α|=s0
∑
π∈Ĝ
dπ‖∆ασ(π)‖L (Hϕ⊗α⊗,S1(Hπ))
≍
∑
|α|=s0
∑
π∈Ĝ
dπ
∑
i1,j1,...,is0 ,js0
‖[∆ασ(π)]i1,,j1,...,is0 ,js0‖S1(Hπ).
This quantity enables us to obtain the following L∞-weighted estimates:
Lemma 6.14. For any s0 ∈ N, there exists a constant C = CG,s0 > 0 such that we have for
all φ ∈ D(G):
max
x∈G
|x|s0 |φ(x)| ≤ C‖φ̂‖L˙1s0 (Ĝ:Σ).
Proof of Lemma 6.14. Let φ ∈ D(G). The Fourier inversion formula and the definition of
the difference operators (see Section 2.3) imply
[ϕ(x)− I]i,jφ(x) =
∑
π∈Ĝ
dπTr
[
∆ϕφ̂(π)
]
i,j
, so |[ϕ(x)− I]i,jφ(x)| ≤
∑
π∈Ĝ
dπTr
∣∣∣∣[∆ϕφ̂(π)]
i,j
∣∣∣∣ .
By Proposition 4.4 Part (1), we have
max
x∈G
|x||φ(x)| ≍ max
G
√
q1|φ| ≍
∑
ϕ∈Fund(G)
∑
i,j
max
x∈G
|[ϕ(x)− I]i,jφ(x)|,
and the computation above then yields:
max
x∈G
|x||φ(x)| .
∑
ϕ∈Fund(G)
∑
π∈Ĝ
dπ
∑
i,j
Tr
∣∣∣∣[∆ϕφ̂(π)]
i,j
∣∣∣∣
By Remark 6.13, this implies the result for s0 = 1. The proof for s0 > 1 is similar and is left
to the reader. 
The L∞-weighted estimates in Lemma 6.14 easily yields some L2-weighted estimates of
localised kernels, and we obtain:
Corollary 6.15. (1) For any η ∈ D(0,∞), s > 0 and any s0 ∈ N, there exists a constant
C = Cs,G,s,s0,η > 0 such that for any σ ∈ Σ and r ≥ 1, we have
‖σ η(r−2L̂)‖H˙s(Ĝ) ≤ C
(
‖σ η(r−2L̂)‖L˙1s0(Ĝ:Σ)r
−s+s0−n2 + ‖σ‖L∞(Ĝ:Σ)r
n
2
−s
)
,
in the sense that if σ‖L∞(Ĝ:Σ) and ‖σ‖L˙1s0(Ĝ:Σ) are finite, then the inequality holds.
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(2) If σ ∈ Σ is such that σ‖L∞(Ĝ:Σ) and ‖σ‖L˙1s0 (Ĝ:Σ) are finite with s0 ∈ N, s0 ≤ n, then
σ ∈ Σs for any s > n2 . Moreover we have
‖σ‖Ms,η ≤ C
(
‖σ‖L∞(Ĝ:Σ) + sup
r≥1
‖σ η(r−2L̂)‖L˙1s0 (Ĝ:Σ)
)
,
where η ∈ D(0,∞) is a fixed non-trivial function, and C = Cs,G,s,s0,η > 0 is a
constant, both independent of σ.
Proof. Let σ ∈ Σ and η ∈ D(0,∞). We set κr := F−1G σ η(r−2L̂) ∈ D(G) for any r > 0. By
Proposition 4.9 Part (1),
‖σ η(r−2L̂)‖H˙s(Ĝ) ≍ ‖κr‖L2(|x|2sdx) ≤ ‖κr1|x|≤r−1‖L2(|x|2sdx) + ‖κr1|x|>r−1‖L2(|x|2sdx).
By Lemma 6.14, we have:
‖| · |s0κr‖∞ . ‖σ η(r−2L̂)‖L˙1s0(Ĝ:Σ),
so for any r ≥ 1
‖κr1|x|≤r−1‖L2(|x|2sdx) . ‖σ η(r−2L̂)‖L˙1s0(Ĝ:Σ)
√∫
|x|≤r−1
|x|2s−2s0dx . ‖σ η(r−2L̂)‖L˙1s0(Ĝ:Σ)r
−(s−s0+n2 ).
For the second L2-norm, we have
‖κr1|x|>r−1‖L2(|x|2sdx) ≤ r−s‖κr‖L2(G),
and by functional calculus and Theorem 5.3 Part (3),
‖κr‖L2(G) ≤ ‖σ‖L∞(Ĝ:Σ)‖η(r−2L)δeG‖L2(G) . ‖σ‖L∞(Ĝ:Σ)r
n
2 .
Collecting the various estimates proves Part (1).
Part (2) follows easily from Part (1) and the properties of Ms, see Section 6.2. 
Corollary 6.15 Part (2) gives a sufficient condition for the membership of the symbol
in Ms, s > n/2, therefore a sufficient condition for Lp-boundedness of the corresponding
operator using Ho¨rmander-type hypotheses in Theorem 6.10.
Here we choose to combine Proposition 6.12 with Corollary 6.15 Part (1) to obtain a
sufficient condition ‘with r = 2j/2’, which we view as a Marcinkiewicz-type property:
Theorem 6.16 (Marcinkiewicz-type multiplier theorem). Let G be a compact Lie group of
dimension n. If the symbol σ = {σ(π), π ∈ Ĝ} is such that σ ∈ L∞(Ĝ : Σ) and
∃s0 ∈ N, s0 ≤ n ∃C0 > 0 ∀j ≥ 0 ‖σ 1[2j ,2j+1](L̂)‖L˙1s0(Ĝ:Σ) ≤ C02
j
2
(n−s0)
then the Fourier multiplier operator Op(σ) is bounded on Lp(G) for any 1 < p < ∞, and
L1 − L1,∞ for p = 1. Furthermore, for p ∈ (1,∞),
‖Op(σ)‖L (Lp(G)) ≤ Cs0,p,G
(
C0 + ‖σ‖L∞(Ĝ:Σ)
)
where the constant Cs0,p,G depends on s0, p and the structure of G but not on σ. We have a
similar bound for p = 1.
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Proof. We fix s > n/2, η ∈ D(0,∞) and j0 ∈ Z as in the proof of Proposition 6.12. In
particular, η(2−jL̂) = 0 for j < j0. Proceeding as in the proof of Lemma 6.7, we have for
any j ∈ Z:
‖σ η(2−jL̂)‖H˙s(Ĝ) . ‖σ 1[2j ,2j+1](L̂)‖H˙s(Ĝ) + 2−
j
2
(s−n
2
)‖σ‖L∞(Ĝ:Σ),
whereas proceeding as in the proof of Lemma 6.5, we have for any j ∈ Z, j < 0,
‖σ η(2−jL̂)‖H˙s(Ĝ) . ‖σ‖L∞(Ĝ:Σ).
By Corollary 6.15 Part (1), we have for any j ∈ N0
‖σ 1[2j ,2j+1](L̂)‖H˙s(Ĝ) . ‖σ 1[2j ,2j+1](L̂)‖L˙1s0(Ĝ:Σ)2
j
2
(−s+s0−n2 ) + ‖σ‖L∞(Ĝ:Σ)2
j
2
(n
2
−s).
Combining all the estimates above together with the hypothesis of the statement implies
that σ satisfies the hypotheses of Proposition 6.12 and the conclusion follows. 
Applying Theorem 6.16 to the one-dimensional torus G = T with s0 = n = 1, we recover
the historical 1939 theorem stated in Theorem 6.1.
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