Abstract: Based on the theories of single-pixel camera and compressed sensing image reconstruction, the sparse basis, the projection method of measurement matrix, and the signal reconstruction algorithm are optimized. First, for the sparse representation of image, the restraint matrix is designed combining the characteristics of wavelet sparse coefficients to enhance the sparse representation ability of the discrete wavelet base, which improves the quality of image reconstruction and imaging by single-pixel camera. Then, in the singlepixel camera system, the projection method is improved according to the characteristics of the digital mirror device micromirror, and a new bilateral projection method based on the block diagonal measurement matrix is proposed to realize the superresolution imaging of the outdoor scene, reducing the number of measurement and improving the imaging quality. Finally, for the algorithm of image reconstruction, combining the characteristics of convex optimization and nonconvex optimization algorithms, a new algorithm from convex optimization approximately to nonconvex optimization algorithm is proposed, and compared with the traditional image reconstruction algorithm, such as greedy pursuit algorithm, minimum norm algorithm, and image interpolation, the peak signal-to-noise ratio and imaging quality of reconstructed images are effectively improved. The feasibility of the proposed methods is demonstrated by simulation experiments and imaging experiments of single-pixel camera.
Introduction
Compressed sensing theory was put forward in 2006 by Donoho [1] , the main content of compressed sensing is to sample the signal with less than Nyquist sampling rate on the premise that the data of original signal can be recovered. The compressed representation of original signal is directly obtained, and dimension reduction of the signal is realized. In addition, Signal sampling and compression process are completed by one time measurement process, not requiring Nyquist sampling, which saves the cost of transmission and storage [1] , [2] . The core idea of compressed sensing is to combine sampling and compression. Firstly, the original signal is sampled, and then the original signal is reconstructed directly from the measured signal by the corresponding recon- struction algorithm [1] . The amount of data obtained by projection measurement of compressed sensing is much smaller than that obtained by traditional sampling method, which is one of the great advantages of compressed sensing and breaks through the limit of Nyquist sampling frequency, and makes it possible for us to compress and reconstruct high resolution signals.
The key of compression sensing is linear measurement projection, x(n) is the original signal with the length of N, and y(m) is the measured data of length M (M < N) obtained by the measurement process of compression sensing, i.e., y = x, in which the size of measurement matrix is M × N. If x(n) is not a sparse signal, the sparse signal s(n) is usually obtained by sparse transformation of x(n), which is denoted as x = s, where s(n) is K-sparse signal (with K non-zero elements), and is an orthogonal matrix with the size of N × N. So the process of compression sensing can be written as y = s, where is called sensing matrix of M × N, i.e., = , and the measurement process is shown in Fig. 1 .
From the analysis of the above theoretical framework of compressed sensing, it can be seen that the sparse representation of signal, measurement matrix design and reconstruction algorithm are three indispensable parts of compressed sensing [3] . Firstly, for the sparse representation of the signal, the sparser the signal is or the better the sparse representation is, the more accurate the reconstructed signal is, which is also the necessary condition for solving underdetermined equation. Secondly, the design of measurement matrix is mainly related to the acquisition process of signal compression sampling and the final signal recovery process. The better the measurement matrix is, the lower the sampling rate of the signal is, the higher the accuracy and success rate of the recovered signal. At the same time, the measurement matrix also affects the hardware implementation and application scope of compressed sensing. Finally, the reconstruction algorithm is equivalent to the inverse process of signal measurement process, that is, the process of reconstructing original signal x by the measured data y. Because the number of equations is far less than the number of unknown variables, it is difficult to solve an underdetermined equation directly. Since the original signal is sparse or can be sparsely represented [4] - [7] , a sparse representation is usually added as a regular term, and the sparse representation is usually expressed by solving the minimum L0-norm, as shown in (1).x = arg min
where n is white Gaussian noise of variance σ 2 . x 0 represents the L0-norm of x, which represents the total number of nonzero elements in x. However, it is usually very difficult to solve the minimum L0-norm, which is a NP hard problem. For example, if there are K non zero elements in the sparse signal with a length of N, and there are C K N forms of permutation, which is liable to stuck into local optimal. To find the optimal permutation closest to the original signal, the computational complexity is very high and it is very high timeconsuming. For efficient sparse signal reconstruction, the L0-norm problem is often circumvented. For example, the sub-optimal algorithm represented by the minimum L1-norm method [8] , [9] is usually chosen to solve the problem, as shown in (2).
Theoretically, (2) and (1) are approximately equivalent, but (1) can obtain sparser solution. The L1-norm in (2) can also be expressed by convex optimization algorithm of L2 norm, but the sparsity guarantee of L2 norm is weaker. And (2) is a convex optimal problem which can be solved by linear programming. Actually, there is a certain error between the reconstructed signal and the original signal. The residual value between them can be used to assess the approximation and accuracy of reconstructed signal. So (2) can usually be expressed as
where ε is the upper threshold of the residual value. Basis pursuit (BP) [9] is commonly used to solve the minimum L1-norm problem, that is, L1-BP algorithm. In addition, the greedy algorithm represented by the Orthogonal Matching Pursuit (OMP) algorithm [10] is often used to solve the problem of signal reconstruction in compressed sensing.
Compressed sensing theory is widely applied in many fields, for example, medical imaging, intelligent monitoring, infrared imaging and object recognition. And the current representative application is single pixel camera of Rice University [11] . Fig. 1(a) is the schematic diagram of our proposed single pixel imaging system, and Fig. 1 (b) shows the experimental setup of our single pixel imaging system having been built in our laboratory, the optical lens of which are designed for remote scene imaging. The imaging system mainly comprises optical lens 1 of imaging, DMD (Digital Mirror Device) which is micro-mirror array, lens 2 of collecting the light reflected by DMD, SPM (Silicon Photomultiplier), mirror, AD acquisition card and computer. The basic imaging process of the single pixel imaging system: First, an optical system (lens 1) projected the imaging scene onto DMD (ViAlUX V-7001), which is a spatial light modulator consisting of many small mirrors. The small mirror has only two states of +12
• and −12
• , which are equivalent to "1" and "0" (or "−1") states in the measurement matrix of compressed sensing. The "1" refers to projecting the necessary pixel light onto the Detector, and the "0" denotes not to project the pixel light onto the detector. The DMD micro-mirrors are grouped together to form the measurement matrix. In order to reduce sources of noise such as fluctuations of ambient light, we obtain differential signals by displaying each binary measurement matrix mask immediately followed by its inverse (where the micro-mirror status 'On' and 'Off' are reversed), and taking the difference in the measured intensities [22] - [24] . Then the pixel light filtered by DMD through the mirror is focused on the detector by lens 2, and an analog voltage signal is obtained and converted into a digital signal by AD acquisition card (analog to digit converter, ADC). At each time when the DMD flips, the AD acquisition card collects and measures the signal once correspondingly. Repeating the whole measurement process M times, we get the sampling signal y. Finally, the image x of original scene is reconstructed from the sampling signal y through the reconstruction algorithm.
There are many researches around single pixel camera in lots of universities and research institutions. In addition to reconstructing individual image frames [16] , [17] , single pixel cameras have also been demonstrated at near video-rates by employing efficient image reconstruction algorithms [17] - [19] . This paper focuses on designing the single pixel imaging camera based on the principle of compressed sensing, and especially aims to improve the signal-to-noise ratio of the image reconstructed by compressed sensing and optimize the super resolution imaging of single pixel imaging system. The remaining of this paper is organized as follows: In Section 2, for the sparse representation of image, a restraint matrix is proposed to enhance the sparse representation ability of discrete wavelet basis. In Section 3, we propose a bilateral projection method based on the very sparse diagonal measurement matrix, which reduces the number of image sampling and improves the quality of image super resolution reconstruction. In Section 4, we propose a new approximate L0-norm algorithm, which combines the characteristics of convex optimization and non-convex optimization algorithms, and the algorithm can approximate the global optimal sparse solution with higher probability and efficiency. Finally, a conclusion is drawn in Section 5.
The Proposed Restraint Matrix Optimizing Discrete Wavelet Basis
The sparsity of signal is a necessary condition of signal reconstruction based on compressed sensing and has a crucial impact on the success rate and accuracy of signal reconstruction [10] . [12] points out that the signal can also be approximately sparse. In the case, the signal in the sparse domain can be arranged exponentially attenuated to zero, without strictly requiring only K non-zero elements. Usually typical sparse transform basises have discrete cosine transform basis, fast Fourier transform basis, discrete wavelet transform basis, redundant dictionary etc. Since the imaging scenes of our single pixel camera are generally non-sparse natural scenes, we need transform the scene image into some sparse representation with higher sparsity. Therefore, in this section, to promote the sparsity of signal representation, a new method is proposed to improve and optimize the sparse transformation of signal based on the discrete wavelet transform (DWT). Fig. 2 (a) is a one-dimensional signal of part Lena image with the size of 64 × 64 expanded in columns with the length of 4096, which is used to represent non-sparse signal s, and it can get sparse by discrete wavelet transform. Its sparse coefficients distribution is shown in Fig. 2(b) .
The Fig. 2 shows that, by discrete wavelet transformation, the original one-dimensional signal has become sparse, but in order to obtain better signal reconstruction accuracy, it is necessary to make the signal as sparse as possible. Observing the wavelet coefficients distribution sequence, the coefficients in the front of the sequence mainly contain the low-frequency information of one dimensional original signal, while the coefficients in the back of the sequence mainly contain the high-frequency information of one dimensional original signal. Therefore, in the wavelet coefficients sequence, the front coefficients are larger and the back coefficients are smaller, and they tend to decrease gradually. According to this distribution characteristic of wavelet coefficients, we design a restraint matrix W to shrink small coefficients in the wavelet domain and thus improve the sparsity of wavelet coefficients. That is, s = Ws, where s is the optimized wavelet coefficients, and the new improved sparse transformation is
0 , ∃ W −1 and the wavelet basis is 0 . To make s get sparser than s, the restraint matrix W needs satisfy the following three conditions: 1) W must be the diagonal matrix. 2) The diagonal elements of W are descending sequence with the first item of 1.
3) All the diagonal elements of W must be positive. There are many matrices that satisfy above three conditions, for example, the diagonal elements of W are exponentially decaying sequence, geometric descending progression and arithmetic descending progression. And Fig. 3 is the restraint matrix with the diagonal elements of arithmetic descending progression.
The restraint matrix in Fig. 3 is n-dimensional diagonal matrix, and n is the length of the one dimensional original signal. The elements on the diagonal of restraint matrix are an arithmetic progression with the first item of 1 and the tolerance of −1/n.
A new sparse coefficients distribution is obtained after optimizing the wavelet transform basis, as shown in Fig. 4 .
As shown in Fig. 4(b) , compared with the original distribution of coefficients in the wavelet domain of Fig. 2(b) , the diffrences before and after optimization are very obvious and the burrs of the small coefficients are well restraint, while the distribution of large coefficients changes little. Thus, the sparsity in the wavelet domain can be improved by restraining the small coefficients. This restraint matrix reduces the difficulty of reconstructing the sparse domain signal s as the small coefficients containing the high frequency information of original signal in the wavelet domain shrank. More importantly, in this process we keep the restraint matrix invertible so that the original non-sparse signal can be well restored. Therefore, the new proposed restraint matrix does not influence the recovery of original signal with high frequency. In our imaging application of single pixel camera based on compressed sensing, the 0-1 binary random measurement matrix or the partial Hadamard binary random measurement matrix (+1 and −1) [20] , [21] are usually used to facilitate the hardware implementation of the measurement matrix in DMD sequence. The elements of binary random measurement matrix have only two states, which is convenient for hardware implementation and is also the basis of the deterministic measurement matrix.
In order to verify the improving effect of restraint matrix on image reconstruction, the experiments of image reconstruction for Goldhill, Einstein, Barbara and Fingerprint gray images with 512 × 512 sizes are carried out by MATALB. These images represent natural scene, person and texture respectively. If the two-dimensional image signal is simply arranged to a single column signal of one dimension, the length of signal would be extremely large and also it will cost a lot of time for reconstruction. Therefore, our approach is to measure and sample the column signal (512 × 1) or the row signal (1 × 512) of image, which is equivalent to the reconstruction of the column signal or the row signal of image and also has higher computational efficiency. Experiments were carried out using 0-1 binary random measurement matrix. The reconstruction algorithm is OMP (Orthogonal Matching Pursuit) algorithm, and the sparse transformation basis is discrete wavelet basis. To evaluate the quality of the reconstructed image, we use the peak signal to noise ratio (PSNR) and structural similarity (SSIM) as the evaluation index of image quality, which are defined as PSNR (dB) = 20 log 255
where x is the original image, andx is the reconstructed image. μ X and μX are the mean values of x andx respectively, and σ Table 1 show that when the sampling rate is 0.2, the quality and accuracy of reconstructed image have been improved after adding restraint matrix, and the noise is restrained. PSNR and SSIM of the reconstructed image have been improved to a certain extent. For different images, PSNR increases by 0.8 to 1.7 dB, and SSIM increases by about 0.1. From the reconstructed images of Barbara and Fingerprint, we can see that the details and texture information of images become clearer and sharper after adding restraint matrix.
In order to verify the validity of the restraint matrix at different sampling rates, experiments were did before and after the optimization at the sampling rates of 10%, 20%, 30% and 40%. Because the measurement matrix is generated randomly, to avoid the randomness of experiment results, at each sampling rate we did five experiments, and then the average of their results is taken as the evaluation. Statistical experimental data are shown in Table 2 . Table 2 shows that PSNR and SSIM of reconstructed images are improved to a certain extent after multiplying the restraint matrix, especially at the low sampling rate of 10% the improvements are more obvious. With the raise of sampling rate and the increase of information gotten from original images, the advantage is weakened, but on the whole, restraint matrix improves image reconstruction quality very well. It shows that the improvement of image reconstruction quality is universal and effective for different types of images in different sampling rates after adding the restraint matrix.
In order to verify the positive role of the restraint matrix in the imaging of single pixel camera, we apply the restraint matrix to our single pixel imaging system and the size of imaging is 256 × 256. We use the single pixel camera to take photos of the outdoor buildings when the number of measurements M is 16384 (i.e., sampling rate is 1/4). And OMP algorithm is used to reconstruct As shown in Fig. 6 , local details of the windows in images are amplified. Viewing from visual effects, the imaging quality is better and images become more stable after adding the restraint matrix, outlines of the windows become more obvious and images become clearer and more balanced, and the noise of images is obviously reduced. Thus, whether in simulation or in actual imaging, the restraint matrix has improved the signal-to-noise ratio of reconstructed image and super resolution imaging based compressed sensing.
The Proposed Bilateral Projection Method
From the introduction we know that the measurement matrix is another indispensable part of the compressed sensing, which largely determines the signal sampling rate and the accuracy of signal reconstruction. The projection method is directly related to the measurement matrix. Because traditional classical projection method is to measure each column or each row of the image, as shown in Fig. 7(a) , leading to the result that the each column or each row of the image is reconstructed so independently that the correlation between columns or rows is not fully utilized. Thus, based on the original projection method, we add the measurement of the row of original image and we design a new bilateral projection method, which is shown in Fig. 7(b) . Because the measurement matrix must satisfy the restricted isometry property (RIP) [7] , [13] proves that if measurement matrix is uncorrelated with the sparse transformation basis , measurement matrix satisfies the RIP property with large probability. Mathematic theory also proves that the condition number of sensing matrix (the ratio of the maximum singular value to the minimum singular value or the size of the singular value interval) influences the RIP property of measurement matrix, and it is also an important parameter related to the RIP constant. Reducing the range of singular value of sensing matrix can make corresponding measurement matrix have better RIP constant [13] , [14] .
Because this bilateral projection method will increase the computational complexity of image reconstruction, in order to simplify the calculation as much as possible, we adopt the block diagonal measurement matrix [25] , [26] , as shown in Fig. 8 . In Fig. 8 , B is 0-1 binary random measurement matrix or partial Hadamard binary random measurement matrix.
The block diagonal measurement matrix meets the RIP property having a large non-correlation with sparse basis, and its sensing matrix has smaller condition number and is less ill-conditioned. Besides, the block diagonal measurement matrix is diagonal sparse and most elements are zero, so it is easier to calculate within both sampling and reconstruction processes. We note that the single pixel camera can easily accommodate block-based compressed sensing (BCS) acquisition by simply driving the DMD array with this block-diagonal [26] , instead of a dense as was done originally in [11] , [27] - [29] .
We can see from the bilateral projection of Fig. 7(b) , that the process of reconstructing image by bilateral projection is similar to that of first downsampling the image and then reconstructing image with super-resolution based on the sampled signal. We first use bilateral projection to reconstruct the House image of 256 × 256 size. In the experiment, we compared the traditional projection method with the bilateral projection method.
In order to satisfy the requirement of bilateral projection, the sampling rate should be ( Fig. 9 and Table 3 .
The experiment results show that the quality and accuracy of the reconstructed image are improved greatly by the bilateral projection method, the image becomes clearer with less noise, and the image structure becomes more balanced. Especially in the case of low sampling rate, bilateral projection has absolute advantages over the traditional projection method, but with the increase of sampling rate, more information is sampled from original image, the advantages of bilateral projection method have been weakened.
In order to make full use of the advantages of bilateral projection, we apply the bilateral projection method to our single pixel imaging system when the number of measurements M = 7396 (i.e., sampling rate is 1/9). The restraint matrix in Section 2 is added and OMP algorithm is used to reconstruct the outdoor imaging scene. The imaging results are shown in the Fig. 10 .
As shown in Fig. 10 , viewing from visual effects, compared with the traditional projection, the windows amplified are more natural and sharper, and have better contrast by the bilateral projection. From the overall view of images, the reconstructed images by the bilateral projection have better accuracy and smaller distortion, and can restore the real imaging scene better. Furthermore, the correlation between rows or columns is better and images become more balanced.
The New Proposed Algorithm of Approximate L0-Norm
The approximate L0-norm algorithm proposed in this section is a new algorithm from convex optimization to non-convex optimization, aiming at improving the resolution of reconstructed image. From the introduction, we can see that solving the L0-norm in (1) is a non-convex optimization problem. Although the sparsest solution of original signal can be obtained by the L0-norm, it is easy to fall into local optimum, and the algorithm is time-consuming and computational complexity is very high. The L1-norm in (2) or L2-norm is a convex optimization problem, which is easy to find the global optimal value, but it is difficult to find the sparsest form of original sparse signal. The new approximate L0-norm algorithm can solve the problem of sparse representation of signals with the high speed and high accuracy, reduce computational complexity and improve the ability to approximate the global optimum.
Firstly, we define an approximation function model to approximate L0-norm, as shown in (6) .
where σ is the parameter used to approximate the L0-norm, s i is the ith element of sparse signal s. Fig. 11 shows the relation diagram of function f σ (s i ), s i and σ. As shown in Fig. 11 , when σ is large, f σ (s i ) is similar to the black solid line and is approximately the L2 norm of signal s. When σ gets smaller gradually, f σ (s i ) gradually approaches the L0-norm of signal s, as shown in the blue curve of Fig. 11(a) . That is
when s i is large, it is 1, and when s i is small, it is 0. The summation of f σ (s i ) is
where n is the length of s. Obviously (8) is approximately calculating the number of nonzero items of sparse vector s, which is equivalent to get the L0-norm of s when σ is very small. So the L0-norm can be almost optimized as s 0 ≈ F σ (s). As shown in Fig. 11 , since the curve approximating L0-norm is smooth and derivable, it is easy and convenient to get the gradient of the objective function. Thus, (1) can be transformed intox
that isx
In order to obtain the optimal solution of the signal reconstruction, the penalty function, F σ (s) is as a regularization termand the optimization of the estimated signal item should also be considered. Based on the model (10), we apply Lagrangian method on the constrained optimization problem, and the residual of the reconstructed signal is added. So the signal reconstruction model of compressed sensing with approximate L0-norm representation is formed as arg min
In (11), we need to minimize the objective function J(s). The goal of this algorithm is to seek the estimated value of sparse signal s which minimizes J(s), where λ is the weight parameter used to adjust the weight of the sparse representation in the objective function. The sparse representation item in (11) ensures the sparsity of signal s, and the residual term of reconstructed signal is to get the as small as possible difference between the reconstructed signal's measurement value and the actual measurement value, which can be used as global optimization for the whole signal. In order to find the minimum value of the objective function J(s), the parameter σ gradually decreases in the iterative process of the new proposed algorithm to make F σ (s) approximate to the L0-norm.
For general signal reconstruction of compress sensing, the iterations of non convex algorithm are usually prone to trapping at suboptimal local optimum. However, by applying F σ (s) in (11), the problem of local optimum can be skillfully avoided by solving it with a large initial σ at the beginning, such that the penalty function F σ (s) is initially nearly convex as |x| 2 (see Fig. 11 ). As the iterations continue and the fine structures of signals need to be resolved, the penalty function F σ (s) becomes less convex when σ has shrunk to the small, and is approximate to the L0-norm. However, at this time, the risk of local minima and instability is ameliorated by the fact that the solution is already in the neighborhood of a desirable attraction basin of the global optimum. Therefore, it is easier to obtain the global optimum.
The gradient J(s) of the objective function J(s) is obtainedas
The basic algorithm framework of approximation minimum L0-norm algorithm is as follows:
Algorithm approximating minimum L0-norm 1. Input: the sensing matrix , the pseudoinverse matrix ⊥ , the measured value y, gradient descent step length γ, and the sparse signal s. 2. Initialization:
). 3. The iteration number k:
• Update s:ŝ =ŝ−γd .
• Constrained orthogonal projection:ŝ =ŝ − ⊥ ( ŝ − y).
•ŝ (k) =ŝ, k = k+1. 4. End the iteration: the final output s (k) is the estimated sparse signal s.
In order to verify the performance of the new algorithm, in the case of measurement times M = 7396 (sampling rate of 1/9), we apply bilateral projection method and restraint matrix to the simulation experiments of House image reconstruction based on all the optimizations in Section 2 and Section 3. We compare the new proposed algorithm with the traditional algorithms such as IRLS [15] , OMP (Orthogonal Matching Pursuit), L1_BP (L1-Basis Pursuit) and Bicubic interpolation, and the experimental simulation results are shown in Fig. 12 and Table 4 .
According to the experimental statistical data, the new algorithm improves image reconstruction accuracy compared with traditional image interpolation algorithm, greedy algorithm and minimum norm algorithm. Although the reconstruction time is not optimal compared with IRLS algorithm, the reconstruction time is also very short. In addition, Bicubic algorithm is a mathematical interpolation process with MATLAB function package and does not involve the iterative optimization process, so it takes a very short time. In summary, this new proposed algorithm has great advantages in image reconstruction time and image reconstruction accuracy, and also shows the advantages of approximation algorithm from convex optimization to non-convex optimization that the new algorithm approximates the global optimal solution as sparse as possible with higher efficiency and greater probability. We apply the new algorithm to the single pixel imaging system in the case of M = 7396 (sampling rate is about 1/9), comparing the imaging results with OMP, L1-BP, IRLS and Bicubic algorithms, and the experimental results are shown in Fig. 13 and Fig. 14 .
From the imaging results of different algorithms in Fig. 13 and Fig. 14 , it is difficult to quantitatively evaluate the imaging quality of each algorithm owing to imaging of outdoor scenes not having the reference standard. We first analyze the experimental results qualitatively, comparing the new algorithm with the other four reconstruction algorithms from the visual perception. Fig. 13(e) and Fig. 14(e) are clearer, less noisy, no obvious mosaic, and the low-frequency part of images is smoother, and the quality of images is higher on the whole. Fig. 13(f) ; (b) Grayscale distribution highlighted by the solid magenta line in Fig. 14(f) .
In order to evaluate the image quality quantitatively, we display the gray distribution of the parts marked with the horizontal solid magenta lines in Fig. 13(f) and Fig. 14(f) as shown in Fig. 15 , which have different spatial frequencies. In the first imaging scene, we label the smooth and steady wall of the building and display the gray intensity distribution, which is shown in Fig. 15(a) . Analyzing the Fig. 15(a) , the gray distribution of the wall of reconstructed image by the new proposed algorithm is more stable, more balanced and more linear, while the gray fluctuation of the wall images reconstructed by the other four algorithms are larger with some peak noises. For the second scene, we label the image's windows which have a certain frequency of gray distribution, which is shown in Fig. 15(b) . From the gray distribution of the reconstructed image of different algorithms in Fig. 15(b) , except OMP and Bicubic interpolation algorithm, the windows of the imaging scene reconstructed by the other three algorithms has a more balanced and steady frequency distribution. Although there is modest reduction in contrast for the new proposed algorithm, the image reconstructed by the new algorithm has better clarity and dynamic range.
Conclusions
This paper is about the super resolution imaging problem of single pixel imaging camera. For the sparse representation of image, a kind of corresponding restraint matrix is proposed to optimize the wavelet basis, which improves the accuracy of image reconstruction. According to the characteristics of DMD projection, the bilateral projection method is proposed to facilitate the implementation of DMD hardware, which reduces the number of sampling measurements and improves the ability of super resolution image reconstruction and imaging of single pixel imaging camera. Finally, for the algorithm of image reconstruction, a new approximate L0-norm algorithm from convex optimization to non-convex optimization is proposed, and the algorithm approximates the global optimal solution with higher probability and higher efficiency to reconstruct higher quality image in shorter time. All the above improvements have been successfully applied to the single pixel camera, and we did the outdoor imaging experiments, improving the quality and signal-to-noise ratio of the super resolution imaging of the single pixel camera. In the next work, there are further improvement spaces on the universality of restraint matrix, not only for the wavelet basis, and efficiency of the bilateral projection method and new algorithm.
