this is an earlier, longer version of a corresponding preprint, September 23, 1999, available from http://hlab.phys.rug.nl/papers/tempmod.pdf citation: Visual Neuroscience 17: 449-462 (2000) ABSTRACT A model is presented for the early (retinal) stages of temporal processing of light inputs in the visual system. The model consists of a sequence of three adaptation processes, with two instantaneous nonlinearities in between. The three adaptation processes are, in order of processing of the light input: a divisive light adaptation, a subtractive light adaptation, and a contrast gain control. Divisive light adaptation is modeled by a photopigment depletion process, followed by two further gain controls. The first of these is a fast feedback loop with square-root behavior, the second a slow feedback loop with logarithm-like behavior. This can explain several aspects of the temporal behavior of photoreceptor outputs. Subtractive light adaptation is modeled by a fractional differentiation, and can explain the attenuation of low frequencies observed in ganglion cell responses. Contrast gain control in the model is fast (Victor, 1987) , and can explain the decreased detectability of test signals that are superimposed on dynamic backgrounds. We determine psychophysical detection thresholds for brief test pulses that are presented on flickering backgrounds, for a wide range of temporal modulation frequencies of these backgrounds. The model can explain the psychophysical data for the full range of modulation frequencies tested, as well as detection thresholds obtained for test pulses on backgrounds with increment and decrement steps in intensity.
INTRODUCTION
The visual system functions at a wide range of light levels, from starlight to bright sunlight. To cope with this range, various processes of light adaptation have evolved. For instance, night vision is handled by rod photoreceptors, whereas during daylight the visual system uses cone vision. At photopic light levels cone vision itself incorporates several processes for light adaptation (Valeton & van Norren, 1983) .
Traditionally, psychophysicists have studied light adaptation using steps of light: the visual system adapts to a certain light level, and after full adaptation has been obtained the light is stepped to a new level. The dynamics of the adaptation process is gauged by measuring detection thresholds for a brief test probe presented at various times after the adaptation step (e.g., Crawford, 1947; Baker et al., 1959; Hayhoe et al., 1992; Poot et al., 1997) . From the results of such experiments, models have been developed which combine a multiplicative light adaptation (in which the input is multiplied by a gain signal), a subtractive light adaptation (in which a signal is subtracted from the input), and a compressive (or saturating) instantaneous nonlinearity (e.g., Adelson, 1982; Kortum & Geisler, 1995; von Wiegand et al., 1995) .
Recently, an alternative paradigm to study the dynamics of light adaptation has attracted considerable interest (Boynton et al., 1961; Shickman 1970; Maruyama & Takahashi, 1977; Hood et al., 1997; Wu et al., 1997) . In this paradigm the observer adapts to a background that is modulated (instead of stepped), and detection thresholds for brief test probes are measured for various phases of test presentation in the background modulation cycle. Conventional models for light adaptation have severe problems to explain results from this paradigm (see Hood et al., 1997 and Wu et al., 1997 for discussion) . First, these models fail to describe the precise dynamics of test thresholds during the modulation cycle. Second, they do not describe the experimental result that, compared to the test threshold on a steady background, test thresholds are high throughout the background modulation cycle.
The goal of the present paper is twofold. First, we present new data for modulated backgrounds that have modulation frequencies which span the complete range of visual sensitivity from well below 1 Hz to well above flicker fusion. Second, we present a model that describes these data, as well as previous data obtained with steps in the light level (Poot et al., 1997) .
A key element of our model is a process of contrast-gain-control that scales sensitivity to the current contrast of the background dynamics. Although a retinal stage of contrast gain control is well established physiologically (e.g., Werblin & Copenhagen, 1974; Shapley & Victor, 1978; Benardete et al., 1992; Lee et al., 1994; ) , it is lacking in most current models of early visual processing (e.g., Gaudiano, 1994; Dahari & Spitzer, 1996; Donner & Hemilä, 1996; Wilson 1997; Gazères et al., 1998) On the other hand, models for contrast gain control (e.g., Victor, 1987; Wilson & Humanski, 1993; Foley, 1994; Lu & Sperling, 1996; Watson & Solomon, 1997; Carandini et al., 1997) have at best an impoverished description of the processes of light adaptation that precede the contrast gain control. The model presented here seeks to stimulate work that remedies this situation.
PSYCHOPHYSICAL METHODS
A description of the methods used to obtain the psychophysical data has been published (Poot et al., 1997) . Briefly, these methods were as follows.
Apparatus
Stimuli were presented monocularly through a two-channel Maxwellian-view system, using two green (563 nm) Toshiba TLGD 190P light-emitting diodes (LEDs) as light sources. One LED provided a spatially homogeneous circular adaptation field of diameter 17°. The other LED was used for foveal presention of a concentric, sharp-edged test stimulus with a diameter of 46 arcmin.
A Pentium PC controlled the LED intensities at a rate of 400 Hz, through a 12-bit digital-to-analog converter. Contrary to the description in Poot et al. (1997) , the LED outputs were now linearized on-line using the photodiode-feedback design of Watanabe et al. (1992) .
Stimuli
The illuminance I(t) of the adaptation field was harmonically modulated:
(1)
The mean illuminance I 0 was 7500 Trolands (Td), and the temporal contrast C of the modulation was 0.8. Modulation frequencies f ranged from 0.39 Hz to 100 Hz; consecutive frequencies differed by a factor two (0.3 log-unit). Results of the experiments at frequencies f=25 Hz and f=50 Hz were very different; therefore we studied one additional frequency: f = 33.3 Hz. Test pulses (with duration 7.5 ms) were presented at moments that correspond to various phases φ of the modulation of the adaptation luminance. Phase φ = 0° is defined such that the middle of the test pulse coincides with the positive zero-crossing of the sine-function in eqn. (1). Phase φ = 90° corresponds to a test pulse presented when the adaptation field attains its maximum luminance. For all background frequencies, test detection thresholds were determined at four phases in the modulation cycle: φ = 0°, 90°, 180°, and 270°. In addition, observer HS also measured detection thresholds at intermediate phase angles for a subset of modulation frequencies.
Interspersed between the experiments with modulated backgrounds, the detection threshold for the test pulse presented on a steady background of 7500 Td was measured. We refer to this threshold as the Weber value, since for steady backgrounds in the intensity range of the modulated backgrounds (1500-13,500 Td) it is directly proportional to the adaptation level, within experimental error (Poot et al., 1997) .
field with an intensity equal to the modulated field at the moment of test presentation (i.e., the thresholds correspond to the 'instantaneous' Weber level, plotted as the '∼ 0 Hz' curve in Fig. 1 ). However, even at this low frequency the thresholds are elevated above the Weber level (10-60%).
• With increasing modulation frequencies, thresholds increase from roughly 1300 Td at 0.39 Hz to roughly 6700 Td at 12.5-25 Hz. As a consequence, in this frequency range thresholds are well above the instantaneous Weber levels at all moments of test presentation in the modulation cycle. Moreover, at some frequencies (e.g., f=25 Hz) thresholds at all phases in the modulation cycle are well above the Weber level for a steady background with an intensity equal to the highest luminance in the modulation cycle (i.e., 13,500 Td).
• For modulation frequencies below 25 Hz, thresholds for φ = 0° (test presentation at the positive zero-crossing of the background modulation) are considerably larger than thresholds for φ = 180°( the negative zero-crossing of the background modulation). At modulation frequencies f=3.13 and 6.25 Hz, thresholds at the positive zero-crossing of the background intensity are actually larger than thresholds for test presentation at the luminance maximum of the adaptation field (φ = 90°).
• For modulation frequencies above 25 Hz, thresholds approach a phase-independent level which corresponds to the threshold on an unmodulated background with the time-averaged intensity. For all test phases, thresholds obtained at a background modulation frequency f=100 are virtually identical to the threshold on an unmodulated background of 7500 Td, as might be expected from the Talbot-Plateau law (Stockman & Plummer, 1998 ).
• For most frequencies the dependence of thresholds on the phase φ is not well described by a harmonic function.
MODEL
In this Section a model is presented that can explain these data. The model aims to describe the early stages of temporal processing of light inputs in the visual system; spatial and chromatic structure are left unspecified here. Although eventually it would be desirable to include spatial and chromatic effects in a model for early vision, for the present experiments a purely temporal model suffices.
As can be seen in Fig. 2A , the model is a sequence of three adaptation modules, with two instantaneous nonlinearities sandwiched in between. The nonlinearities are saturating, and describe the finite dynamic range at various levels in the visual system. Detection thresholds for test pulses as a function of the phase φ in the background modulation at which the test pulse is presented. Modulation frequencies f of the background range from 0.39-100 Hz. Psychophysical data are shown for three observers (symbols as in Fig. 4) . In order to stress the similar dependence on phase φ for the different observers, the data plotted for observers LP and JH are their raw data multiplied by 0.69 respectively 0.61. This scaling equalizes their thresholds on a steady background of 7500 Td to the threshold (900 Td) obtained for observer HS on this background. The curves are predictions of the model described in Fig. 2 . The lowermost curve, labeled ∼ 0 Hz, describes the steadystate Weber behavior which is obtained both for the model and for the observer when fully adapted to the background levels encountered during a cycle of the background modulation. For the sake of clarity, two cycles of the background modulation are shown, with the same data points. Note the different scalings of the ordinates.
The three adaptation modules are, in order of processing of the input:
• a divisive light adaptation.
• a subtractive light adaptation.
• a contrast gain control.
From psychophysical experiments on light adaptation (mainly using background steps) it has been concluded that light adaptation contains both divisive (also referred to as multiplicative) and subtractive components (e.g., Hayhoe et al., 1992; Graham & Hood, 1992b) . Our model follows this tradition. It has been suggested previously that the elevation of test thresholds on modulated backgrounds above the test detection level for a steady background could arise from a contrast gain control process (Hood et al., 1997; Wu et al., 1997) . This gain control would be activated by the temporal contrast of the background modulation, which would decrease the transmission gain for the test pulse, and hence its detectability. The third module in our model, contrast gain control, is a quantitative implementation of this suggestion.
Input to the model is measured in units of retinal illuminance (Trolands). We do not model the effects of light on the size of the entrance pupil of the eye. We have two reasons for excluding pupil size in the model. First, it is not needed to describe the present psychophysics since we used a Maxwellian view system, and in any case retinal illuminances in the experiments are sufficienly high to presumably attain the minimal pupil size throughout the experiments (e.g., Table 5 .2 in Hood & Finkelstein, 1986) . The second reason for not modelling pupil size is that the dynamics of the pupil response appears to be quite complicated; for instance, it is partly governed by chromatic changes in the stimulus field (e.g., Kimura & Young, 1999) .
We now discuss the detailed implementation of the three adaptation modules.
Divisive light adaptation
Divisive light adaptation in the model consists of a sequence of three adaptation processes. The first adaptation process (labeled PD in Fig. 2B ) converts the input illuminance I(t) into a fraction P * (t) of activated photopigment. This process also describes the effects of the depletion of the available photopigment due to the incoming light. The implementation of the photopigment depletion process is presented in the Appendix. Actually, the effects of photopigment depletion are minor at the adaptation levels used in the present experiments. Simulations of the model performed without photopigment depletion yield results for the present experiments that are virtually identical as the results with photopigment depletion. At light levels above about 10,000 Td, however, photopigment depletion does affect the model predictions, thus we have included it in the model for completeness. It is generally accepted that there is divisive light adaptation in the visual system at light levels well below the level where photopigment depletion becomes substantial (e.g., Valeton & van Norren, 1983; Chaparro et al., 1995) . As is shown in Fig. 2B , these components of divisive light adaptation are implemented here as a sequence of two feedback processes. It has been argued (e.g., Sperling & Sondhi, 1968; Wilson, 1997) that divisive light adaptation consists of feedback gain controls, i.e. that the control signal is generated from the output of the adaptation process rather than from the input. For feedback gain control the dynamic range necessary for the control signal is much smaller than in a feedforward structure. Also the biophysics of phototransduction indicates feedback control processes for divisive light adaptation (e.g., Bownds & Arshavsky, 1995; Detwiler & Gray-Keller, 1996; Koutalos & Yau, 1996) .
In the first gain control loop of the model the input is divided by a low-pass filtered version of the output. This control loop is fast; the time-constant τ 1 of the first-order low-pass filter is set at 10 ms. For input signals of low frequency (e.g., f=1 Hz) the filtering in the control path has no consequence. For these input frequencies the control loop behaves as an instantaneous square-root compression device. This square-root behavior follows from the steady-state solution of the feedback loop. The input ('x') divided by the output ('y') equals the output: x/y = y, thus y = √x. For high frequencies (roughly f ≥ 10 Hz) the temporal processing in the feedback path does play a role and the output is no longer simply the square-root of the input. At these frequencies the output signal is phase-advanced relative to the input. Also, the output is not time-symmetric: in each cycle the upstroke (increasing output) is sharper (and hence briefer) than the downstroke (Foerster et al., 1977) . The temporal low-pass filtering in the feedback loop also results in transient overshoots and undershoots at steps (instead of sinusoidal variations) in the light level.
The second feedback gain control in Fig. 2B differs from the first in two important respects. First, there is now a rapidly expanding nonlinearity in the feedback path. Such a feedback structure has been used previously to descibe retinal responses to flickering inputs (Tranchina & Peskin, 1988; Crevier & Meister, 1998) . It is also a standard component in devices for automatic gain control (e.g., Ohlson, 1974) . Here, the nonlinearity in the feedback path is modeled as an exponential function, with a multiplicative constant k = 7.8⋅10 4 in the exponent. For the complete loop this feedback nonlinearity leads to a steadystate behavior that, at sufficiently high illuminances, is nearly logarithmic, instead of square-root as in the first gain control. This is because in steady state the output ('z') of this loop equals the input y divided by the exponential of the output: z = y/expkz. Taking the logarithm of this expression yields
For high inputs the first term in the left-hand-side of eqn. (2) dominates the second term, which leads to a logarithmic steady-state behavior kz= ln y. At very low light levels (much lower than those used in the present experiments) the second term in the left-hand-side of eqn. (2) dominates the first term, which leads to the relation ln z = ln y, thus z = y. Therefore, at these low light levels the second gain control does not operate, leaving only the first, square-root gain control. A second important difference between the first and the second control loop in Fig. 2B concerns the time-constants of the filtering in the feedback. Whereas the first control loop is fast, the second control loop is assumed to be slow. In fact we do not specify the exact value of the time-constant τ 2 of the lowpass filtering in this feedback loop. We assume that this control loop remains virtually unmodulated even at the lowest frequency (f=0.4 Hz) of the background modulation used in the experiments. Thus the time constant in the second control loop must be considerably larger than 1 second. Adaptation processes at such long time-scales are known to occur in vertebrate photoreceptors (Baylor & Hodgkin, 1974; Normann & Perlman, 1979) .
The result I 1 (t) of the divisive light adaptation passes through an instantaneous, saturating nonlinearity (NL 1 in Fig. 2A) , which yields the signal O 1 (t) on which the subtractive light adaptation operates:
with k 1 = 3⋅10
4
. The nonlinearity in eqn. (3) is mathematically similar to the nonlinearity observed in the output of photoreceptors (e.g. Baylor & Hodgkin, 1974; Schnapf et al., 1990) .
The nonlinearity NL 1 is preceded by a linear low-pass filtering (LP 3 in Fig. 2B ), consisting of a cascade of 11 first order filters with time constant τ 3 =3 ms each. It was necessary to choose a relatively high order for the low-pass filtering to explain the rapid decline of test thresholds for background modulations with frequencies above 25 Hz. An alternative would have been to use a low-pass filter with a log-normal impulse response (Howard et al., 1984; Koenderink, 1988) , since such filters can produce a sharp high-frequency cut-off. The low-pass filtering helps to comply with the Talbot-Plateau law: the brightness of a field flickering with high frequency (above flicker fusion) equals the brightness of a steady field with identical time-averaged luminance. Instantaneous nonlinearities do not, in general, satisfy the Talbot-Plateau law (Stockman & Plummer, 1998) , but the linear low-pass filter attenuates the offending high frequencies before they enter the nonlinearity NL 1 .
Subtractive light adaptation
Several investigators have proposed subtractive light adaptation as a means to remove the largely uninformative DC-component, and to amplify the time-varying components of the response (e.g., Laughlin & Hardie, 1978; Adelson, 1982) . More recent studies on the dynamics of natural environments lead to very specific proposals how subtractive light adaptation should be implemented (e.g., van Hateren, 1992; Ruderman, 1994a; Dong & Atick, 1995a) . Natural environments are scale-invariant to good approximation (Ruderman, 1994b) . For the temporal dynamics of the visual input, scale-invariance leads to the following dependence of the power spectrum P of the visual input on angular frequency ω (with ω = 2πf):
For spatially localized input (for instance the input to an individual photoreceptor), the power exponent γ is close to 1 (Dong & Atick, 1995b; van Hateren, 1997) . Thus low temporal frequencies dominate the input. To prevent these low frequencies from saturating the available dynamic range, they should be attenuated. The best way to do this is to whiten (decorrelate) the input (Srinivasan et al., 1982) . Whitening the input is achieved by a filter that has a power spectrum ω γ , and hence an amplitude spectrum ω γ/2 . This leads to the idea of fractional differentiation as the natural implementation of subtractive light adaptation.
Fractional differentiation
Since the concept of fractional differentiation is perhaps not well known within the visual community, a brief description is provided here. For more extensive discussion and implementation algorithms, see Oldham & Spanier (1974) and Kasdin (1995) . Fractional differentiation is most easily explained in the Fourier domain. First, consider a simple (first order) differentiation of a harmonic function:
Relative to the input function, the differentiation multiplies the amplitude by ω and produces a phase advance of π/2 radians. Likewise, a second order differentiation d 2 /dt 2 leads to an amplitude factor ω 2 and a phase advance 2π/2. Fractional differentiation is an extension of these results to non-integer order q:
Thus, fractional differentiation of order q can be described by a linear operator with a complex transmission function
in which sgn(ω) represents the sign of ω.
The pulse-response function of this operator is the inverse Fourier transform of this transmission function. For arbitrary values of q the result cannot be expressed in elementary functions, but a discrete approximation (Kasdin, 1995) is shown in Fig. 3 for q=0.6 (which is the value used in the present model). The response consists of a brief excitatory impulse at t = 0, immediately followed by an inhibition that is sharp at first and than has a tail which, for non-integer q, behaves as a power function t -1-q . The tail of the pulse response differs from the functions usually considered in linear systems theory which have an exponential tail e -t/τ that can be described by a time scale τ, which is not the case here (Thorson & Biederman-Thorson, 1974) . Physiologically possible implementations of such power-law behavior include diffusion processes (Kelly, 1969) , cable properties (Oldham & Spanier, 1974) , and a superposition of exponential functions with a range of time-scales (Thorson & Biederman-Thorson, 1974) .
The result I 2 (t) of the fractional differentiation passes through a saturating nonlinearity (NL 2 in Fig. 2A ). Contrary to the first nonlinearity NL 1 in the model, where inputs are always ≥ 0, inputs to NL 2 can be negative. The nonlinearity NL 2 saturates for both positive and negative inputs, but the saturation is assumed to be asymmetric:
with k + = 1.3 and k -= 0.8. Both branches of eqn. (8) connect smoothly for I 2 = 0. However, since k + > k -, saturation is more severe for positive signals. This saturation is crucial to explain the high detection thresholds observed at most background modulation frequencies during the upswing of the background luminance. Due to the phase advance from the fractional differentiation, the output at this stage of the model attains its maximum well before the input illuminance for a wide range of frequencies. This leads to compression in NL 2 , and hence to high detection thresholds when the test pulse is presented in the upswing of the background. The model parameter k + = 4 controls the amount of this threshold elevation in the upswing of the background. The saturation of NL 2 for negative outputs of the fractional differentiation (which is governed by the parameter k -) produces threshold elevations near the end of the downswing of the background. A value k -= 2.5 was chosen smaller than k + . Choosing k -= k + yields an unacceptable fit since this would produce a frequency doubling in the model predictions which is not present in the data. The onset of this frequency doubling (for k -= 2.5) is just visible near φ = 225° for the model curve at modulation frequency f = 6.25 Hz in Fig. 1 , as well as at a phase φ = 180° for f = 25 Hz, where it produces the flat minimum which is also present in the data at this frequency.
Contrast gain control
Although luminance gain controls, as implemented above, can explain much of the dynamics of test detection thresholds on modulated backgrounds, they cannot describe the consistent elevation of thresholds above the level obtained with steady backgrounds. This elevation of thresholds is generally observed in detection experiments with modulated backgrounds; it is known as the 'dc-component' of the threshold function (Hood et al., 1997; Wu et al., 1997) . In the present model this component of threshold elevation is largely due to a divisive contrast gain control process that is activated by the temporal contrast of the background. When background contrast is high, the contrast gain control signal is high, hence the test response is divided (attenuated) by a large number, leading to elevated thresholds for tests on modulated backgrounds. For the specific implementation of contrast gain control, a number of constraints have to be satisfied. First, for modulated backgrounds a positive contrast signal throughout the modulation cycle is desired. Second, threshold levels tend to increase with modulation frequency (up to f=12.5 Hz; see Fig. 1 ), hence at equal physical contrast the contrast signal has to increase with increasing modulation frequency. Finally, contrast gain control can be fast. This is indicated both by psychophysics (e.g., Foley & Boynton, 1993; Poot et al., 1997; Wu et al., 1997; Wilson & Kim, 1998) , and by retinal physiology (Victor 1987; Shapley 1997) . A model for contrast gain control that satisfies these three demands is shown in Fig. 2D . This model for contrast gain control should not be considered, however, as an attempt to model the underlying physiology, but rather as a mathematical construct that fulfills the requirements.
To understand the logic of the construction, imagine that the input i(t) of the contrast calculation consists of a harmonic signal with frequency ω and contrast c, possibly superimposed on a dc signal d: , is independent of time t (since sin 2 +cos 2 = 1), and increases both with contrast and with temporal frequency, as desired. This method of obtaining a time-invariant contrast signal is similar to methods that construct quadrature filters by performing a Hilbert transformation of the input signal (e.g., Adelson & Bergen, 1985; Morrone & Owens, 1987) . However, contrary to a Hilbert transformation, the present calculation is causal, and fast. The output of this calculation is compressed with a power α = 0.35, and multiplied by a constant g = 0.4. The result is added to 1 (the default setting when no contrast is present), which yields the divisive contrast gain control signal C 2 (t).
The input signal i(t) for the contrast calculation is obtained from the output O 1 (t) of the nonlinearity NL 1 . A mathematically equivalent method to obtain the contrast gain signal would be to use the result I 2 (t) of the fractional differentiation for the contrast calculation, and to incorporate fractional integration (of order 0.6, which would undo the fractional differentiation) before the nonlinearities in the contrast calculation. For reasons of simplicity the first option (i(t) = O 1 (t)) was chosen here, but the actual implementation in the visual system could be the second option (i(t) = I 2 (t)).
The output R(t) of the model equals the output O 2 (t) of NL 2 divided by the contrast gain signal C 2 (t):
(10)
Detection of the test pulse
Detectability of a test pulse p(t) superimposed on a background I(t) was determined as follows. First, the model was run with solely the background signal I(t) as input; this yields a model output R(t). Next, the model was run using as input the sum I(t)+p(t) of background and test pulse, yielding a model output R p (t). In calculating the response R p (t), we allowed the effects of the test pulse to enter the (feedback) gain paths of the luminance adaptation, but not to enter the contrast gain control path. The logic of this is that luminance adaptation is strongly localized in photopic vision (Burr et al., 1985; Chen et al., 1993; He & MacLeod, 1998 ; though see Tyler & Liu, (1996) for some counterevidence), while contrast gain control has a much larger spread, extending over several degrees (Shapley & Victor, 1979; D'Zmura & Singer, 1996) . Thus it is expected that the contrast gain that affects the test pulse (diameter 46 arcmin) mostly originates from adjacent parts of the retina where the test pulse is not present. We also performed simulations in which 10% of the contrast gain signal originates from the test area and 90% from the background field (this corresponds to assuming an area of the contrast gain with diameter about 2°-3°). Results of these simulations correspond closely to the situation when the contrast gain signal originates completely from the background signal; we used the latter situation for simplicity. From the model responses R p (t) and R(t) the detectability d′ of the test pulse is calculated as (Graham & Hood, 1992a; Watson & Solomon, 1997) 
The exponent β = 3.3 was chosen identical to the steepness of the psychometric function in these experiments (Poot et al., 1997) . Because β is quite large, the detection rule is fairly close to a peak detection rule (Graham & Hood, 1992a) . The actual value of β used in the model is not very critical, however. Results similar to those reported here are obtained for β in the range of 2-5. Intensity of the test pulse for a given pulse-background condition was varied to find the pulse detection threshold, corresponding to d′ = 1. The proportionality constant λ in eqn. (11) was determined by the detection threshold obtained for a test pulse presented on a constant background of 7500 Td. For observer HS this detection threshold was 900 Td for the 7.5 ms, 46 arcmin test pulse.
Implementation
The model was initially implemented as a MathCad program running on a PC, using Fourier methods for the calculations. In order to speed up the calculations, the model was subsequently implemented as a Fortran program running on a Hewlett Packard workstation. The latter implementation uses exclusively recursive filtering at a sampling frequency of 1000 Hz, and gives the same results as the MathCad program.
MODEL RESULTS

Steady backgrounds
A basic psychophysical result obtained for detection thresholds of test pulses presented on steady backgrounds of photopic intensity (e.g., Reeves et al., 1998 ) is Weber's law: Test thresholds are proportional to the background illuminance. Thus the ratio of test threshold (in Td) and the background illuminance is a constant, the Weber fraction. Fig. 4A shows that the present model complies with this result: for backgrounds above about 10 Td Weber fractions are constant to within 10%. For backgrounds below 10 Td, the Weber fraction steadily rises. Below about 0.1 Td the model reverts to a DeVries-Rose behavior: thresholds are proportional to the square-root of the background illuminance (not illustrated here).
It is of interest that the model needs all the processes in the divisive light adaptation module to attain the Weber law, and that the contribution of the various processes towards the Weber law depends on the intensity of the background (Valeton & van Norren, 1983) . To illustrate this, we define a power coefficient η(I) that is assumed to describe the detection threshold δI as δI = µI η , with µ a constant.
Thus, for instance, η = 1 corresponds to a Weber law, whereas η = 0.5 describes a DeVries-Rose law. Dividing by I gives the Weber fraction W = δI/I (as shown in Fig. 4A ); taking the logarithm and then the derivative to lnI finally yields:
Using eqn. (12), the power coefficient η can be explicitely decomposed into the contributions of the various processes of the divisive light adaptation:
In Fig. 4B these contributions to η are shown. For instance, the dotted curve shows the contribution to divisive light adaptation due solely to depletion of the photopigment. We arrive at this curve by coupling the decision module of the model directly to the output of the photopigment depletion process (PD in Fig. 2B ), determining the resulting background-dependent threshold δI PD , converting this to a background-dependent Weber fraction W PD = δI PD /I, and next using eqn. (12) with W = W PD to estimate the contribution η PD of photopigment depletion to the Weber law. As expected, at low background illuminations (below about 1000 Td) photopigment depletion does not contribute to light adaptation, whereas for intense backgrounds (above about 100,000 Td) photopigment depletion provides by far the major contribution towards Weber's law. The next (dot-dashed) curve shows the result η PD + η sqrt (obtained by coupling the decision module to the output of the first feedback process in Fig. 2B ) that would occur if only photopigment depletion and the first, square-root, feedback adaptation would be present in the model. At low background illuminations this feedback loop produces a contribution η sqrt = 0.5 (the square-root, DeVries-Rose contribution). For intense backgrounds the contribution of η sqrt to the cumulative result η PD + η sqrt declines, because, due to photopigment depletion, at these light levels the input to this module increases less rapid than the retinal illuminance I. Likewise, the last two curves in Fig. 4B yield the contributions η log of the second feedback loop (with the log-like steady-state output behavior), and η compr of the response compression NL 1 to the light adaptation.
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Modulated backgrounds
Threshold predictions for test pulses on modulated backgrounds are indicated by the lines in Fig. 1 . Although there certainly are differences with the psychophysical results, the model does correctly predict many of the features of the data:
• For modulation frequencies f ≤ 12.5 Hz, threshold predictions during the upswing of the background modulation (e.g., at its positive zero crossing; φ = 0°) are elevated with respect to predictions during the downswing (e.g., at φ = 180°).
• Because of the threshold elevation during the upswing of the background, thresholds can reach their maximum well before the background modulation reaches its maximum. The model predicts both the maximum phase lead of the threshold maximum relative to the background (60°-70°), and the modulation frequencies (f=3-6 Hz) at which this maximum lead occurs.
• The phase lead of the threshold maxima disappears at high frequencies (e.g., at 25 Hz), but the threshold curve remains nonharmonic at this frequency: threshold maxima are sharper than threshold minima.
• Contrary to the behavior of the threshold maximum, threshold predictions at the minimum of the background modulation are near the threshold minimum throughout the whole frequency range.
• The level of thresholds averaged over a modulation cycle (i.e., the dc-component of the threshold curve) gradually increases up to frequencies 15-20 Hz, and (on a log-frequency scale) rapidly drops at higher frequencies. This is shown more clearly in Fig. 5 .
One feature that is present in the model predictions in Fig. 1 , but not in the data is a threshold peak near φ = 90° for a modulation frequency of 12.5 Hz. However, this mismatch between the model and the psychophysical data may be less serious than it appears. Model predictions (not shown here) for a modulation frequency f=10 Hz show a broad plateau that extends from φ = 0° to φ = 120° without an additional peak at φ = 90°, which is very similar to the psychophysical data at 12.5 Hz. Further, it is possible that the peak at φ = 90° predicted by the model would also occur in the psychophysics, but at frequencies somewhat higher than 12.5 Hz. Such a peak is well developed in our data at 25 Hz. Also, Boynton et al. (1961) report (in their Fig. 2 ) a similar sharp threshold peak for a background frequency of 15 Hz.
Background steps
In this subsection we show that the present model can explain not only test thresholds on modulated backgrounds, but also data obtained with steps in the background light. In Fig. 6 test thresholds are shown as a function of test timing τ with respect to 16-fold decrement (Fig. 6A) and increment (Fig. 6B ) steps of the illuminance of the background field. The duration of the test pulse in this experiment is 10 ms; for this test duration the Weber fraction on a steady background equals 0.09 for observer HS. The data shown (not previously reported in this form) were obtained during data collection for a previous study (Poot et al., 1997) . The timing convention used for the test pulse in Fig. 6 differs slightly from the convention used in this previous study. In Fig. 6 test timing is defined relative to the middle of the test pulse (which is identical to the timing convention in Fig. 1 ), whereas previously we timed the presentation of the test pulse with respect to its onset (a 5 ms timing difference for the 10 ms test pulse). Threshold predictions of the present model are indicated by the continuous lines. As can be seen in Fig. 6 , the model predicts the major features of the data. First, for the decrement step the model correctly predicts an initial elevation of the test threshold at the moment of the decrement step of the background (although the size of the overshoot is slightly underestimated by the model). In the model the threshold overshoot is due to the contrast gain control, which is activated by the temporal contrast of the background step. Second, for the increment step the model correctly describes a rapid initial increase of the test threshold to a high level at the moment of the background step, and a subsequent recovery of the threshold. The high threshold level at the moment of the background incrementstep is partly due to the temporal contrast of the background step, but the main contribution to the threshold peak is due to the saturation in the nonlinearity NL 2 , since the fractional differentiation is strongly excited by the background step. The recovery of the threshold is somewhat faster for the model as compared to the data; a deficit in the model that also occurs after the background decrements in Fig. 6A . However, the model does correctly predict a flattening out of the thresholds to a level which is higher than the steady-state Weber threshold corresponding to the final background light level (this Weber threshold is indicated by the dashed curves in Fig. 6 ).
In our previous study we showed that these long-term threshold elevations are not identical after increment and decrement steps in the adaptation level (Poot et al., 1997) . After moderate (e.g., fourfold) increments in the background intensity, thresholds were still substantially elevated above the new Weber level for tests presented 250-800 ms after the background step. However, at 100-200 ms after a similar (fourfold) decrement in the background intensity, test thresholds were nearly identical to the steady-state Weber level corresponding to the new (decremented) background intensity. Only for the largest (16-fold) decrement steps studied a reliable long-term threshold elevation was observed. Fig. 7 shows that the present model can explain these results.
According to the model, the long-term threshold elevations after steps of background intensity are due Figure 6 . Test thresholds as a function of the delay of test presentation with respect to a 16-fold decrement step (A) and a 16-fold increment step (B) of the background illuminance. Symbols are psychophysical data for two observers; the continuous curves are model predictions. As in Fig. 1 , the data plotted for observer LP are the raw data multiplied by a factor 0.69, which equalizes her thresholds on steady backgrounds to those obtained for observer HS. The dashed curve is the background illuminance, scaled with the steady-state Weber fraction of observer HS (0.09 for the 10 ms test pulse).
to a combination of the slow adaptation of the second feedback loop in the divisive luminance adaptation (Fig. 2B ) and the subsequent nonlinearity NL 1 . Consider the situation a few hunderd milliseconds after an increment step of the adaptation background (i.e., at a time when the first feedback loop in Fig. 2B has reached the steady state corresponding to the new background level). Because adaptation in the second feedback loop is slow (many seconds), the feedback signal in this loop still corresponds to the old level of the adaptation luminance, i.e., it is too low. This has two consequences for the detectability of a test pulse. First, the test pulse is divided by an adaptation signal that is small (relative to the final steady state for the incremented background), which would normally lead to an improved detectability of the test pulse. However, because the response to the new background is also divided by the old (low) adaptation signal, the test response sits on a background response that has moved into the saturating part of the nonlinearity NL 1 . This produces a rather severe compression and hence a lowered detectability of the test pulse. For the relatively intense (photopic) backgrounds used in the experiments, the second effect dominates after increment steps. This leads to threshold elevations compared to the (Weber) thresholds obtained when the second adaptation loop has finally reached its new steady-state adaptation level. For moderate decrement steps of the background the two effects very nearly balance: the decreased saturation due to the, temporary, leftward shift of the operating point in NL 1 almost precisely compensates for the divisive adaptation signal that is still too high. For large decrement steps this compensation is insufficient, and thresholds after the step are elevated compared to the final (new) steady state. In the quantitative implementation of these ideas, two aspects of the nonlinearity NL 1 were found to be important. First, its mathematical form. An arctangent produces good results (Fig. 7) , but other plausible saturating nonlinearities do not. For instance, a Naka-Rushton function would produce a threshold prediction in Fig. 7 with insufficient curvature, while the curvature for an exponential saturation would be too large. Second, the steady-state operating point of the nonlinearity NL 1 is critical. The location along the horizontal axis of the minimum of the model threshold function in Fig. 7 depends strongly on this set-point. Parameters in the model were chosen such that at high photopic adaptation illuminances (e.g., 2800 Td) the steady-state output of NL 1 is at 60% of its maximum. Steady-state outputs that are either lower (e.g., 50%), or higher (70%) produce thresholds that are inconsistent with the data in Fig. 7 .
In conclusion, the model presented here yields good predictions for test detection thresholds under a variety of adaptation conditions. To attain this good correspondence we did not perform an exhaustive search through the parameter space of the model to minimize the difference between data and model predictions. Thus it is likely that a number of the remaining differences between the data and the model could be further reduced by a careful optimization of the parameter settings in the model.
DISCUSSION
Previous detection experiments on flickering backgrounds
The experiments with flickering backgrounds reported in the present paper are performed for flicker frequencies which span most of the range of frequency sensitivity of the visual system. Previous reports Step size is defined as the ratio of the background illuminance after the step and the background illuminance before the step. Hence, ratios larger than 1 are increment steps, and ratios smaller than 1 are decrement steps. Test thresholds are scaled with the steady-state (Weber) levels measured when the visual system is fully adapted to the background illuminance after the step. Symbols are psychophysical data for three observers; the curve is the model prediction.
studied different subsets of this frequency range (Boynton et al., 1961; Shickman, 1970; Maruyama & Takahashi, 1977; Hood et al., 1997; Wu et al., 1997 ). Here we compare results of these earlier studies with the present results, and show that the correspondence is generally good. Thus it is expected that the model developed here can explain the behavior of test thresholds on flickering backgrounds obtained under a substantial variety of experimental conditions. Boynton et al. (1961) , who were the first to study thresholds for light pulses presented on flickering backgrounds, used two flicker frequencies: 15 Hz and 30 Hz. At both frequencies test thresholds were nearly in phase with the background, as we observed at this frequency range (12.5-33.3 Hz; see Fig. 1 ). For 30 Hz background flicker, Boynton et al. studied the consistent elevation of test thresholds on a flickering background above the value obtained with a steady background (i.e., the 'dc-component' of the threshold function). From their Fig. 5 we estimate, for the adaptation illuminance used in the present experiments, an elevation of a factor 6-7, which is slightly higher than our results at 25-33.3 Hz, as presented in Fig. 5 . However, the contrast of the background flicker used by Boynton et al. (a squarewave modulation of 100% contrast), is higher than the flicker contrast used here (a harmonic modulation of 80%). This difference might well explain the somewhat higher threshold elevations obtained in the Boynton et al. study. Shickman (1970) performed extensive studies at an intermediate frequency range of 3.1-10 Hz. At 100% background modulation contrast, thresholds were highest for test presentations in the upswing of the background, whereas minimum thresholds were obtained for tests that coincide with the background minimum. This is exactly the pattern of results that we obtained at comparable background frequencies (3.125 and 6.25 Hz; see Fig. 1 ). Further, as in our study, the 'dc-component' of the threshold function increases with frequency in this range. Finally, in his Table I , Shickman notes that in the frequency range 3.1-8 Hz the ratio of maximum and minimum thresholds is virtually independent of flicker frequency. This also holds for our data over an extensive frequency range from about 0.78-6.25 Hz.
At lower contrasts of the background modulation (0.5 and 0.25) Shickman notes a rather strong threshold component at double the background frequency. Our data (at 0.8 modulation contrast) show only faint hints of a secondary peak in the threshold function. Maruyama and Takahashi (1977) , who used a modulation contrast 0.286, observed a secondary peak under most conditions. However, for their 2 Hz harmonic background the main peak in their threshold function clearly led the background luminance, as was the case for the present experiments at similar frequencies (1.56 and 3.125 Hz; see Fig. 1 ). It would be of interest to study thresholds at low background contrasts over a wide range of frequencies to see in how far secondary peaks in the threshold function are a generally observed phenomenon. Potentially, the present model could explain such frequency doubling as due to the saturation in the nonlinearity NL 2 , which can occur twice every modulation cycle (i.e., for both maximally positive and maximally negative outputs of the fractional differentiation). However, for the present choice of model parameters we find that the model does not predict a frequency doubling of the threshold curve at relatively low modulation contrasts of the background flicker.
Recently, pulse detection studies on modulated backgrounds were performed (Hood et al., 1997; Wu et al., 1997) which were specifically designed to test current models for light adaptation. Hood et al. (1997) use modulation frequencies 1-16 Hz. At the low frequencies (1-4 Hz) the pattern of their results is very similar to ours: threshold maxima occur during the upswing of the background luminance and thresholds are minimal near the minimum of the background luminance. Also, they observe a dccomponent of the thresholds which steadily grows with increasing frequency, as do we (Fig. 5) . At frequencies above 4 Hz the results of their study and ours do not agree. Most dramatically, at frequencies 8-12 Hz Hood et al. find threshold maxima during the decreasing part of the background modulation, a result not indicated by our thresholds at 6.25 and 12.5 Hz. Also the dc-component of the thresholds peaks at lower frequencies (about 8 Hz) in the Hood et al. study, compared to our results (12.5-25 Hz; see Fig. 5 ). The cause of these differences is unclear at present, but possibilities include the color of test and background used by Hood et al. (red, versus yellow-green in the present study), and the spatial structure of their test disc (soft-edged, versus hard-edged in our study). Wu et al. (1997) studied high modulation frequencies (20-70 Hz). In the frequency range 20-40 Hz clear modulations in the threshold functions were observed. Thresholds were nearly in phase with the background at these frequencies, with a tendency towards an increasing phase of the threshold peaks with increasing frequency, precisely the pattern that we find at similar frequencies (12.5-33.3 Hz; see Fig. 1 ). At these frequencies the phase-averaged threshold (the 'dc-component' of the threshold function) observed by Wu et al. was still much elevated above the level for a steady background, as in our study. At still higher frequencies ( ≥ 50 Hz) both the threshold modulation and the threshold elevation rapidly disappear, in complete agreement with our study. Wu et al. took the precaution to present their background modulation in brief (Gaussian windowed) pulses, to avoid long-term effects of contrast adaptation (e.g., Magnussen & Greenlee, 1985) . The similarity of their results and ours indicates that this precaution is unnecessary. Detection thresholds for brief tests presented on modulated backgrounds are very similar when the background contrast is either pulsed, or present continuously.
Detection thresholds after background steps
As described in the Model Results, the present model can describe the dynamics of test thresholds obtained with steps in the adaptation background. Further, the model yields a realistic description of a long-term elevation (duration at least 1 second) of detection thresholds after increment and large decrement steps of the background (Poot et al., 1997) . Similar threshold elevations after the offset of photopic backgrounds were reported by Reeves et al. (1998) . At a delay of 0.2-1.6 s after the offset of the adaptation field, test thresholds in their experiments were virtually independent of the delay, and proportional to the square root of the adaptation illuminance over a range of several decades (from about 10 Td to nearly 10,000 Td).
The present model can explain many aspects of these experimental results. First, Reeves et al. observed a Weber behavior of thresholds when the visual system was light-adaptated (i.e., before offset of the adaptation field), as predicted by our model (see Fig. 4A ). Second, the model correctly predicts a time-independent threshold after large decrement steps of the background for the delay range used by Reeves et al. (see Fig. 6A ). Finally, the model can explain the relatively shallow dependence of thresholds on the background illuminance which Reeves et al. observed after the offset of the background. The explanation is as follows. When light-adapted to a non-bleaching illuminance level I, both the output and the divisive feedback signal of the first feedback loop of the luminance gain module (Fig. 2B ) are proportional to √I. Hence the second feedback loop receives an input proportional to √I. The input-output relation of this second feedback loop is shallow (due to the exponential function in the feedback path of this loop). Thus this loop divides out most of its steady-state input, i.e. the divisive feedback signal of this loop is also nearly proportional to √I (model simulations show that for the relevant luminance range the actual power coefficient is about 0.35-0.4; this value corresponds to the spacing between the dot-dashed and the dashed curve in Fig. 4B ). Now when the adaptation background drops to zero (dark) in the Reeves et al. experiment, the first feedback loop rapidly adapts (time constant 10 ms) to a small history-independent dark level. Although we did not include this level explicitely in the model, this could easily be done by including a small additive constant in the feedback path of this loop (Lankheet et al., 1993) . The second feedback loop in the model, however, is slow (time constant many seconds). Therefore, after the offset of the adaptation field the divisive signal in this feedback will initially remain at its light adapted level, thus dividing the response to the test signal with a factor that is nearly proportional to the square-root of the adaptation illuminance.
For very high adaptation levels (above about 10,000 Td) another slow adaptation process, pigment bleaching, contributes to the thresholds after background offset. Pigment bleaching will induce a detection threshold after background offset that becomes proportional to the adaptation illuminance at high adaptation levels (see the dotted curve in Fig. 4B) . A similar inflection of the threshold curve (from a square-root behavior to a linear dependence) was observed by Reeves et al. at high, bleaching, adaptation levels. Reeves et al. (1998) present an alternative explanation of their results which includes a contribution from photon noise. The explanation of their results provided by our model, however, is entirely deterministic. In their paper (page 699) Reeves et al. acknowledge that their results do not rule out a deterministic model, such as the present one.
Relation with retinal physiology
At the present stage of knowledge on retinal physiology it may be premature to identify different stages of the model with retinal cell classes (Hood, 1998) . Nonetheless, certain relations can be pointed out.
The structure of the divisive luminance adaptation in the model is partly based on characteristics of the responses of cone photoreceptors. When fully adapted, cones have a steady-state voltage output that increases very slowly (about logarithmic) with the adaptation level: over a range of about 4 decades of illuminance, each ten-fold increase of adaptation illuminance increases the cone steady-state output by about 10% of its dynamic range (Normann & Perlman, 1979; Valeton & van Norren, 1983; Burkhardt, 1994) . Our module for divisive luminance adaptation (Fig. 2B ) implements this behavior, mainly through the exponential nonlinearity in the second feedback loop which leads to a roughly logarithmic inputoutput relation in the steady-state. At very high illuminances the steady-state output of cones becomes independent of the light input (Burkhardt, 1994) . This is caused by photopigment depletion, as described in the Appendix. Abrupt variations in input such as steps and pulses of light are transmitted with a gain that is much higher than the gain of the steady-state curve (Normann & Perlman, 1979; Valeton & van Norren, 1983 ). In the model this increased gain is due to the low-pass filtering in the feedback loops, which cannot immediately follow abrupt variations in input, leading to overshoots relative to the steady-state behavior.
The first (rapid) feedback loop in the divisive luminance adaptation (Fig. 2B ) implements a squareroot transformation for most input frequencies. Evidence for a square-root transformation has been observed in turtle cones (Pluvinage & Green, 1990) , as well as in horizontal cells in the cat (Lankheet et al., 1993; van de Grind et al., 1996) . Lankheet and co-workers were able to quantitatively model their data using a feedback loop (a 'De Vries-Rose adaptation') that is virtually identical to our first feedback loop (albeit with a longer time-constant: 250 ms versus 10 ms in our model). We have unsuccessfully tried to model the present results using the feedback time-constant of 250 ms reported by Lankheet et al.; a faster adaptation appears necessary to explain our results.
Further evidence for an early square-root transformation in cone vision can be observed in the responses of macaque cones. Schnapf et al. (1990) studied responses to light pulses and steps of darkadapted cones. They deduced an output nonlinearity from the initial reaction of the cones to light pulses (their Fig. 2A ). Schnapf et al. fit this nonlinearity with a weighted sum of a Naka-Rushton relation and an exponential saturation, but our nonlinearity NL 1 (an arctangent) fits their data also. After a step input Schnapf et al. observed that 1 second after the step the initial cone response had dropped to a new level (their Fig. 7A) . This new response level had a rather shallow dependence on the illuminance level I after the step (the triangles in their Fig. 7B ). We find that these data can be fitted with good precision by a function of the form arctan [√I] , as would be predicted from our model when the rapid first (square-root) feedback module has already attained adaptation after 1 second, but the second ('Weber') feedback module is still at its (old) dark-adapted level. Thus at this time after the step the cone output nonlinearity receives a signal proportional to √I, leading to a rather shallow dependence of cone output on luminance input I. Similar data were reported by Baylor & Hodgkin (1974) in turtle cones (their Fig. 1 ). Directly after a light step (from the dark) the cone response in their experiment obeys a standard output nonlinearity (Baylor & Hodgkin use a Naka-Rushton description, but an arctangent fits their data at least as well). At 800 ms after the step, the light-dependence of the cone output is much shallower. Baylor & Hodgkin develop a fairly complicated model that can describe this behavior, but we find that their response at 800 ms after the step can be simply described by a saturating function (an arctangent) that receives an input proportional to √I.
As explained in the Model Section, subtractive light adaptation was implemented through a fractional differentiation, such that it would whiten (decorrelate) the temporal structure of the light input in natural environments. For harmonic inputs with a fairly low modulation (so that the divisive light adaptation yields little distortion of the input signal) and a low angular frequency ω (so that the low-pass filtering of the input has little influence), fractional differentiation of order q yields very specific predictions of the output relative to the input: a phase advance of qπ/2, and an amplitude factor ω q (see eqn. (5)). In physiological experiments neural sensitivity is often not tested down to sufficiently low input frequencies to make a convincing case for fractional differentiation in the neural system. An exception is the report by Frishman et al. (1987) who tested ganglion cells in the cat retina with frequencies down to 0.1 Hz. A re-plot of part of their data for X-cells is available in Fig. 4 of Donner & Hemilä (1996) . The amplitude plot (in log-units) for the receptive field centers of retinal X-cells in this Figure is perfectly straight at low frequencies, as would be required for a fractional differentiation. We estimate the log-log steepness at these low frequencies at 0.33, corresponding to a fractional differentiation of order q=0.33. The corresponding phase advance for the X-cell center responses (plotted in Fig. 4D of Donner & Hemilä) is frequency-independent at low frequencies, as would be required for a fractional differentiation. Moreover, the value of the phase advance (we estimate 30 degrees, corresponding to π/6 radians) matches perfecly with the order q= 0.33 obtained from the amplitude plot. The order of differentiation deduced from these data (q= 0.33) is rather lower than the value q= 0.6 used in the present model. However, for the large, spatially homogeneous backgrounds used in the present experiments, it is likely that part of the temporal differentiation is generated by the spatial center-surround structure of retinal cells, since surround responses tend to be slightly more sluggish than center responses (Fleet et al., 1985; Benardete & Kaplan, 1997) . Indeed, physiological data obtained with spatially diffuse light (which would stimulate both the cell center and surround) indicate a steeper fall-off of cell responses at low temporal frequencies. From Figure 4C of Donner & Hemilä (1996) , we estimate a fractional order q=0.5-0.6. Frishman et al. (1987) give similar estimates for the temporal low-frequency roll-off in their Table I . Averaged over cell types (X and Y) and adaptation luminances, their Table yields q= 0.43±0.15 (standard deviation) for receptive field centers, and q= 0.56±0.14 for spatially diffuse stimulation. Thus, we conclude that the responses of ganglion cells reported by Frishman et al. (1987) are in good accord with a fractional differentiation of the light stimulus with order about 0.5-0.6. It is possible that the actual differentiation is already performed at the level of the bipolar cells, since bipolar cells generally have a transient behavior (Mao et al., 1998) with little dc response (DeVries & Schwartz, 1999) .
In the monkey retina, contrast gain control is a well established feature of ganglion cells in the magnocellular pathway (Benardete et al., 1992; Lee et al., 1994) . Although, to our knowledge, for the monkey retina no experiments have been performed concerning the speed of this gain control, results from X-cells in the cat indicate that the control of retinal contrast gain is very fast, with a time-constant of at most 15 ms (Victor, 1985; 1987) . Contrast gain control in the present model was designed to be similarly fast. We cannot exclude the possibility that part of the threshold elevations observed with flickering backgrounds is due to a cortical contrast gain control (e.g., Carandini et al., 1997; Sengpiel et al., 1998) . However, the flickering backgrounds used in the present experiments were spatially homogeneous, and therefore may have produced relatively little cortical activity. Thus it is conceivable that the contrast gain control in the present model should be identified with a purely retinal process.
Which pathways does the model describe?
Early in retinal processing neural signals are divided into an ON and an OFF pathway (Schiller, 1986 ). The present model does not contain this division explicitely. However, the implicit assumption is that model outputs with positive sign represent activity in the ON channel, whereas negative outputs represent activity in the OFF pathway (Watson & Solomon, 1997) . To model the present psychophysical results with flickering backgrounds, it was necessary to introduce an asymmetry between the ON and OFF pathway. We assume that the sensitivity of the ON and OFF pathways for small inputs is identical, but that the dynamic range of the ON pathway is smaller than the dynamic range of the OFF pathway. Hence the ON pathway saturates at lower inputs than the OFF pathway (see eqn. (8)). This differs from the assumption of Hood & Graham (1998) in their version of the Wilson (1997) model for light adaptation. To model similar data, Hood and Graham assume an asymmetry in the sensitivity of ON and OFF channels that affects the transmission of small signals, without necessarily inducing a difference in the total dynamic range of these channels. Which of these assumptions is more realistic remains to be seen. Ultimately, it may prove necessary to model differences between ON and OFF pathways that are more drastic than differences in sensitivity and dynamic range (e.g., Chichilnisky & Wandell, 1996) .
A further division in retinal processing is that into parvocellular and magnocellular pathways (Lee, 1996) . Again, the present model does not include this distinction explicitely. The strong presence of a contast gain control in the model, however, indicates that it is probably best to consider it a model of temporal processing by the magnocellular pathway, since a retinal contrast gain control appears to be absent in the parvocellular pathway (Benardete et al., 1992; Lee et al., 1994; Benardete & Kaplan, 1997) . Possible reasons that detection in our experiments would be mediated through the magnocellular pathway include the relatively large size (46 arcmin) and the brief duration (7.5-10 ms) of the test pulse. It would be of interest to choose the characteristics of the test pulse such that detection in these experiments would take place in the parvocellular pathway. Preliminary results in our laboratory indicate that this is indeed feasible.
Speed of divisive light adaptation
Divisive light adaptation in the present model consists of a sequence of four processes (see Fig 2B) : photopigment depletion, two feedback operations, and a static nonlinearity. Two of these processes (photopigment depletion and the second, nonlinear, feedback operation) are assumed to be slow, the other two processes are fast: the nonlinearity NL 1 is instantaneous, and the first feedback loop contains a low-pass filter with a time-constant τ 1 of only 10 ms. At non-bleaching illuminances this fast feedback loop is a major component of light adaptation in our model (see Fig. 4B ). Recent studies indicate processes of light adaptation that are similarly fast. Lee et al. (1997) In another recent study, He & Macleod (1998) studied brightness flicker induced by contrast modulation of a grating with high spatial frequency that was imaged directly onto the retina using laser interferometry. From their results, He & MacLeod conclude that there must be a process of light adaptation that is strictly local (i.e., confined to single photoreceptors) and very fast. They estimate 7 ms for the integration time (full width at half height) of this adaptation process. This value of 7 ms corresponds to a time-constant of 10.1 ms for a first order low pass filter, which is identical to the timeconstant τ 1 =10 ms for the fast divisive light adaptation in the present model. However, they also report a delay of 16-20 ms of the adaptation signal. For the feedback structure in the present model, such an additional delay in the feedback path would lead to a pulse response with unacceptable amounts of oscillation (ringing). He & Macleod (1998) present a feedforward scheme that can explain aspects of their data. However, for their scheme to work, they have to assume a very high retinal contrast (over 99%), which may not be obtained even with laser interferometry because of intraocular light scattering (Westheimer & Liang, 1995) . Moreover, the He & MacLeod model probably cannot explain their data obtained at lower physical contrasts (e.g., 80%) of the interference grating. It will be of interest to see whether an extension of the present model into the spatial domain is able to explain the He & MacLeod data.
Stability of feedback control
Divisive light adaptation in the present model is partly implemented through a fast feedback gain control with time constant τ 1 =10 ms. Feedback gain control can easily lead to instabilities, which can actually be observed in the retina (Crevier & Meister, 1998) . The implementation of the fast feedback control loop in the present model, however, is strictly stable. This can be seen as follows. Call the input of the loop x(t), its output y(t), and the (low-pass filtered) adaptation signal a(t). Then the loop is described by a pair of equations:
By inserting eqn. (14) into eqn. (15) and substituting a = √b it follows that this pair of equations is equivalent to:
This represents an equivalent feedforward loop in which the input x(t) is divided by the square-root of a low-pass filtered (time-constant τ 1 /2) version of the input. Although the two sets of equations (14-15) and (16-17) have identical input/output relations, we chose the feedback structure for the model because it has greater physiological plausibility.
Whitening of natural stimuli
We introduced the idea of fractional differentiation as a method for whitening (decorrelation) of the dynamic inputs encountered by the visual system when moving about in a natural environment. Theoretically, it can be shown that, for typical natural environments, the temporal power spectrum of a spatially localized input to the visual system (e.g., on the scale of foveal receptive fields in the retina) depends on the temporal frequency ω of the input as 1/ω γ , with γ close to 1 (van Hateren, 1997) . This result was also experimentally obtained for time-series of intensities measured in an outdoor environment (van Hateren, 1997) . As argued in the Model Section this leads to the prediction of fractional differentiation of order q ≈ 0.5 of dynamic inputs in the visual system. In the present paper we have shown that this prediction can explain both the present psychophysics, and physiological responses measured in ganglion cells of the cat (Frishman et al. 1987) . Somewhat confusingly, it was recently reported that at the level of the Lateral Geniculate Nucleus (LGN) of the cat a full (instead of a fractional) differentiation has been performed to whiten (decorrelate) natural, dynamic inputs (Dan et al., 1996) . Although the case for a whitening (decorrelation) of natural inputs as presented by Dan et al. is quite strong (at least for input frequencies of 3-15 Hz; see their Fig. 2) , their claim that this whitening is attained through a full (rather than a fractional) differentiation is rather less strong. The claim of a full temporal differentiation is essentially based on the power spectra of the response of an LGN neuron in their Fig. 4 . Dan et al. claim that these power spectra have a quadratic dependence on the temporal frequency, which indeed would indicate full (instead of fractional) differentiation. However, this conclusion appears based upon the response of just this single cell. Moreover, in their Fig. 4A the response (for frequencies larger than 1-2 Hz) can be fitted at least as well with a straight line (which would indicate a fractional differentiation of order 0.5) as with a quadratic relation. Finally, as Dan et al. acknowledge, their interpretation is hampered by effects of neural rectification, saturation, and contrast gain control. Thus, we conclude that a firm knowledge of the way in which the visual system attains a decorrelation of natural inputs awaits further study.
Plausibility of contrast gain control
Thresholds for tests presented on flickering backgrounds tend to be elevated relative to tests on a steady background; the threshold dc-component (Hood et al., 1997; Wu et al. 1997) . A theoretical explanation of this threshold component has remained elusive. It was shown, both by Hood et al. and by Wu et al., that traditional models for early vision could not describe it. More recently, Hood & Graham (1998) showed that the Wilson (1997) model for light adaptation does predict a dc threshold component. Hood & Graham showed that this threshold elevation was due to the push-pull structure of the ganglion cells in the Wilson model, in which, for instance, an ON-center ganglion cell receives excitatory input from an ON-center bipolar cell and inhibitory input from an OFF-center bipolar cell with an identical retinal location (Gaudiano, 1994) . A problem with this explanation is that there exists substantial evidence, reviewed by Hood (1998) , against such push-pull connections in the retina (although some physiological support for the original Gaudiano (1994) model has recently been observed in cat ganglion cells (Gaudiano et al., 1998) ). Thus, we think that a physiologically realistic explanation of the dc-component of test thresholds on flickering backgrounds has not been attained so far.
In the present model most of the dc-component of test thresholds is due to a contrast gain control (some additional contributions to the dc threshold component originate from the saturating nonlinearities in the model). Since a retinal process of contrast gain control is well established (review: Hood (1998)), it is an a priori likely explanation of this threshold component. However, based upon their Experiment 3, Wu et al. (1997) claim that contrast gain control cannot be the explanation of the observed dc threshold component. In their Fig. 9 , Wu et al. show that for a 30 Hz background stimulus with a time-varying contrast envelope, test thresholds follow the background contrast without any noticeable delay. Since 'By definition, a modulation gain control mechanism would require integration over at least one cycle of the stimulus to obtain an estimate of stimulus modulation' (their page 2373), Wu et al. expect contrast gain control to produce a lag of the test thresholds behind the contrast envelope of background (expected lag: one cycle ≈ 30 ms), which they did not observe experimentally. On closer scrutiny, however, there are two ways in which the results of Wu et al. can be consistent with contrast gain control. First, even if the calculation of contrast yields a delay in the contrast gain path, this gain can be compensated by introducing a similar delay (e.g., 30 ms) in the direct path on which the (divisive) contrast gain acts. Then the delay of the test pulse response in the direct path would equal the effective delay of the contrast computation, which would yield an undelayed threshold function in the Wu et al. experiment. Second, it is not true that one has to wait for a full cycle to estimate the contrast (modulation depth) of an harmonic function. In the present model, we present an implementation (using temporal derivatives) which can yield an arbitrarily fast contrast estimate. Thus, we claim that the result of Experiment 3 in Wu et al. (1997) does not rule out contrast gain control as an explanation of the dc component of pulse detection thresholds on modulated backgrounds. Rather, it constrains the gain control of temporal contrast to be fast, as it is in the present model. Some previous models for the retina exist that contain a contrast gain control Ahumada et al., 1998) . However, it appears unlikely that contrast gain as implemented in these models can explain the dc threshold component observed in the present (and related) experiments. In the model, a contrast signal is calculated in their interplexiform (IPX) cells. This contrast signal is used to tune the receptive fields of their horizontal cells, but apparently does not affect the contrast gain of their ganglion cells. Effects of input contrast on the contrast gain of their ganglion cells is due not to the contrast signal in the IPX layer, but rather to the saturating nonlinearity in their bipolar cells (Shah & Levine, 1996b; Fig. 10) . However, such an instantaneous nonlinearity has been shown to be insufficient to explain the dc threshold component of tests presented on flickering backgrounds (Hood et al., 1997; Wu et al., 1997) . The same argument holds for the parvocellular pathway in the Ahumada et al. (1998) model. In this pathway, cell output is divided by a rectified version of the instantaneous output of the same cell. This, however, amounts to an instantaneous output nonlinearity, not a true contrast gain control. A contrast gain control signal would be expected to persist when the cell output (briefly) drops to zero (Morrone et al., 1982; Geisler & Albrecht, 1992) . For their magnocellular pathway, Ahumada et al. use a spatiotemporal pooling of the contrast signal, such that it now is not mathematically equivalent to a simple output nonlinearity. However, for flicker periods of the background which are longer than their temporal pooling of 27 ms, their temporal contrast signal contains a strong frequency-doubled component. Although such frequency doubling has been reported for contrast gain in the cat cortex (Morrone et al., 1982) , it is not strongly present in our data. Thus, to what extent the model of Ahumada et al. (1998) can explain our test thresholds on flickering backgrounds is unclear at present. For step-like background stimuli, however, both models agree that brief threshold peaks are expected, due to the pulselike temporal contrasts induced by such steps.
From an experimental data set which is entirely different from the present one, Eisner et al. (1998) derive a 'three process model of visual adaptation' with an overall structure that bears a strong similarity to the present model. In particular, Eisner et al. conclude that, in addition to a divisive and a subtractive luminance gain, they need a contrast gain-control process for a satisfactory fit of their data. However, Eisner et al. were mainly interested in the effects on contrast processing of the luminance (instead of the contrast) of a background field. Moreover, they present only an outline of their model, not a quantitative implementation as in the present paper.
The Wilson (1997) 
model
The model described in the present paper was designed to explain psychophysical experiments on the dynamics of light adaptation in a way that is compatible with the current knowledge about retinal physiology. A recent model (Wilson, 1997) is rather more ambitious. First, the Wilson model aims to explain not only the temporal dynamics of light adaptation, but also its spatial aspects, including afterimages. Second, Wilson's model aims to provide an explicit description of the behavior of the various retinal cell classes, and their contribution to different aspects of light adaptation. Like the present model, Wilson's model can explain detection thresholds for tests on backgrounds with illuminances that are either stepped up or down ( Fig. 1 in Wilson, 1997) , or harmonically modulated (Hood & Graham, 1998) . Therefore, it is of interest to compare Wilson's model with the present model. The Wilson model contains both divisive and subtractive components. However, compared to the present model, the order of these components is interchanged. In our model divisive light adaptation precedes subtraction (Fig 2B) , whereas in Wilson's model a subtractive operation (of the cones and the horizontal cells) precedes a major divisive adaptation at the level of the bipolar cells. A consequence of this ordering is that there is relatively little divisive gain control in the cones, which leads to a steadystate cone response that increases rapidly with retinal illuminance (a 2/3 power law). In the Appendix of his paper, Wilson shows how this could be reduced to a 1/2 power law, but even this would represent a growth of the steady-state cone output that is much faster than the log-like increase of the steady-state cone output observed in physiological experiments (e.g., Normann & Perlman, 1979; Valeton & van Norren, 1983; Burkhardt, 1994) . The divisive light adaptation in our model was designed such that it generates this slow growth of the cone steady-state output.
For intense backgrounds, photopigment depletion becomes the major divisive control in our model (Fig. 4B) . We implemented the effects of photopigment depletion such that the model obeys the Weber law also for backgrounds that bleach the majority of the photopigment (Fig. 4A) . Photopigment depletion is also present in the Wilson model, but there it is modeled as a simple instantaneous nonlinearity. A consequence is that the Wilson model will saturate for adaptation levels that bleach most of the available photopigment (i.e., at retinal illuminances above about 25,000 Td). Thus we predict that in the Wilson model detection thresholds will rise at a faster rate than predicted by Weber's law at high (bleaching) illuminances, contrary to the actual behavior in vertebrate cones (Burkhardt, 1994) . Curiously, the photopigment nonlinearity in Wilson's model is preceded by three stages of linear low-pass filtering. Since light absorption by the available photopigment is the first step in the phototransduction process, it is unclear which aspects of phototransduction are modeled by these low-pass filters. Contrary to our model, at the level of the bipolar cells the Wilson model has an explicit separation into ON and OFF pathways, and into Magnocellular and Parvocellular pathways, which indeed is the case for the actual retina. ON-center bipolar cells in the Wilson model receive antagonistic inputs from the cones and the horizontal cells with (relative) weights respectively -7 and +3 (Wilson, 1997; his Eq. (4) ). OFF-center bipolar cells receive antagonistic inputs from the cones and the horizontal cells with weights respectively +3 and -7 (Dr. H.R. Wilson; personal communication, 1999) . A consequence of this arrangement is that in steady-state ON and OFF bipolars have an identical response (which increases with the adaptation illuminance). At high modulation frequencies (which can be followed by the cones, but not by the horizontal cells) ON and OFF bipolars respond nearly in counterphase (as observed in simulations performed in our lab based on the Matlab code kindly provided to us by Dr. Wilson). This is the temporal relation between ON and OFF cells that would normally be expected. At low modulation frequencies, however, (i.e., frequencies below about 0.5 Hz, that can be followed by the horizontal cells) ON and OFF bipolars respond in phase, which is a counterintuitive (and interesting) prediction of the Wilson model that remains to be tested in physiological experiments.
At the next level, an important feature of the Wilson model is a push-pull arrangement of the ONcenter and OFF-center bipolar inputs to the ganglion cells, which is crucial to explain the elevation of test thresholds on modulated backgrounds in the Wilson model (Hood & Graham, 1998) , but which appears to be absent in the actual retina (Hood, 1998) . On the other hand, our model explains the threshold elevations through a process of contrast gain control, which is well established in the magnocellular retinal pathway, but which is absent in the Wilson model. Despite these problems with the physiological interpretation of Wilson's model, it certainly remains a valid mathematical structure, and future experiments (both physiological and psychophysical) will have to decide whether push-pull or contrast gain is a more correct explanation of the decreased visibility of test pulses on dynamic backgrounds.
Adaptation of temporal processing
It is well established that different adaptation illuminances induce not only sensitivity changes in the visual system, but also changes in temporal processing. With increasing background level, vision becomes faster (see Donner et al. (1995) for a review). Likewise, the visual system becomes faster at high contrast levels (e.g., Benardete et al., 1992; Fredericksen & Hess, 1997 ).
The present model does not describe these changes in temporal characteristics of visual processing. It only adapts the sensitivity as a function of light level and contrast. In this sense, it is a 'dark glasses' model (MacLeod, 1978) . Despite this simplification, the model can describe the results of the present (and related) experiments. We think there are three reasons for this. First, we always tested with a brief pulse. Since such a pulse contains many temporal frequencies, it may be relatively insensitive to shifts of the temporal contrast sensitivity function with light level and contrast. Second, changes in the adaptation luminance were relatively modest in our experiments. It is likely that under these conditions a 'dark glasses' model can form an excellent approximation of a system that does change its temporal processing with adaptation level (Tranchina & Peskin, 1988; He & MacLeod, 1998) . Finally, contrast was constant (modulation depth 0.8) for the flickering backgrounds, which may have prevented changes in temporal processing caused by dynamic contrasts. Nevertheless, a model for temporal vision that can adequately describe changes both in sensitivity and in temporal processing characteristics induced by large luminance variations and dynamic contrasts would be highly desirable. It will be an important challenge for the future to develop a model of this type in a way such that it remains able to explain the present experiments. 
The parameter Q is the strength of a very intense flash that would reduce the photopigment P to a fraction 1/e of its pre-flash value. In the present model we use a value Q= 2.75⋅10 6 Td⋅s. For τ B = 110 s this corresponds to a value I 1/2 =25,000 Td for the retinal illuminance that keeps the fraction P of unbleached photopigment at 0.5, in accordance with the estimate of Makous (1997) .
Equations (A1-3) yield a simplified picture of the first step of phototransduction. Both photopigment de-activation (rods: Pepperberg, 1998; Rieke & Baylor, 1998) and photopigment regeneration (cones: Coolen & van Norren, 1988 ) may be more complicated than a simple first-order decay. However, for constant adaptation illuminances I 0 , the effects of photopigment depletion on visual sensitivity depend only on the steady-state solution of eqs. (A1-3) , and not on their precise dynamics.
In the steady state (constant input I 0 ) the fraction P * of the activated photopigment (and hence the drive to the further transduction cascade) is obtained by requiring P = 0 and 
Then P * is driven by I(t)/I 0 , thus satisfying Weber's law directly at the input.
