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ÖNSÖZ 
 
Tübitak tarafından desteklenen 111E239 no’lu “Metinsel Veri Madenciliği için Anlamsal Yarı-
eğitimli Algoritmaların Geliştirilmesi” başlıklı projemiz Yrd.Doç.Dr. Murat Can Ganiz tarafından 
yürütülmüş ve 01/05/2012 – 05/04/2015 tarihleri arasında öngörüldüğü zaman içerisinde başarı 
ile tamamlanmıştır. 
Proje süresinin belirli dönemlerinde bursiyer olarak doktora ve yüksek lisans öğrencileri Berna 
Altınel, Mitat Poyraz, Zeynep Hilal Kilimci, Utku Yaman, Erhan Çakırman, Göksu Tüysüzoğlu, 
İsmail Murat Engün ve Melike Tutkan yer almıştır. 
Proje süresince 5 yüksek lisans tezi tamamlanmış, 2 adet SCI-Exp dergi makalesi yayınlanmış, 
8 adet bildiri ulusal ve uluslararası konferanslar ve sempozyumlarda sunulmuş ve yayınlanmıştır. 
Hazırlanan 2 adet dergi makalesi ise dergilere gönderilmiş ve değerlendirme aşamasındadır. 
Projenin son aşamasındaki bulgularımızı içeren 1 adet konferans bildirisi 2 adet dergi makalesi 
de hazırlık aşamasındadır. Ayrıca proje bursiyerimiz, doktora öğrencisi Berna Altınel, proje 
boyunca elde ettikleri bilgi birikimlerini kullanarak doktora tez önerisini belirlemişler ve tez 
savunma aşamasına gelmişlerdir. Projenin gerçekleştirilmesinde verdiği desteklerden dolayı 
TÜBİTAK’a teşekkür ederiz.  
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ÖZET 
 
Metinsel veri madenciliği büyük miktarlardaki metinsel verilerden faydalı bilgilerin çıkarılması 
veya bunların otomatik olarak organize edilmesini içerir. Büyük miktarlarda metinsel belgenin 
otomatik olarak organize edilmesinde metin sınıflandırma algoritmaları önemli bir rol oynar. Bu 
alanda kullanılan sınıflandırma algoritmaları “eğitimli” (supervised), kümeleme algoritmaları ise 
“eğitimsiz” (unsupervised) olarak adlandırılırlar. Bunların ortasında yer alan “yarı-eğitimli” (semi-
supervised) algoritmalar ise etiketli verinin yanı sıra bol miktarda bulunan etiketsiz veriden 
faydalanarak sınıflandırma başarımını arttırabilirler. Metinsel veri madenciliği algoritmalarında 
geleneksel olarak kelime sepeti (bag-of-words) olarak tabir edilen model kullanılmaktadır. Kelime 
sepeti modeli metinde geçen kelimeleri bulundukları yerden ve birbirinden bağımsız olarak 
değerlendirir. Ayrıca geleneksel algoritmalardaki bir başka varsayım ise metinlerin birbirinden 
bağımsız ve eşit olarak dağıldıklarıdır. Sonuç olarak bu yaklaşım tarzı kelimelerin ve metinlerin 
birbirleri arasındaki anlamsal ilişkileri göz ardı etmektedir. Metinsel veri madenciliği alanında son 
yıllarda özellikle kelimeler arasındaki anlamsal ilişkilerden faydalanan çalışmalara ilgi 
artmaktadır. Anlamsal bilginin kullanılması geleneksel makine öğrenmesi algoritmalarının 
başarımını özellikle eldeki verinin az, seyrek veya gürültülü olduğu durumlarda arttırmaktadır. 
Gerçek hayat uygulamalarında algoritmaların eğitim için kullanacağı veri genellikle sınırlı ve 
gürültülüdür. Bu yüzden anlamsal bilgiyi kullanabilen algoritmalar gerçek hayat problemlerinde 
büyük yarar sağlama potansiyeline sahiptir. Bu projede, ilk aşamada eğitimli metinsel veri 
madenciliği için anlamsal algoritmalar geliştirdik. Bu anlamsal algoritmalar metin sınıflandırma ve 
özellik seçimi alanlarında performans artışı sağlamaktadır. Projenin ikinci aşamasında ise bu 
yöntemlerden yola çıkarak etiketli ve etiketsiz verileri kullanan yarı-eğitimli metin sınıflandırma 
algoritmaları geliştirme faaliyetleri yürüttük. Proje süresince 5 yüksek lisans tezi tamamlanmış, 1 
Doktora tezi tez savunma aşamasına gelmiş, 2 adet SCI dergi makalesi yayınlanmış, 8 adet 
bildiri ulusal ve uluslararası konferanslar ve sempozyumlarda sunulmuş ve yayınlanmıştır. 
Hazırlanan 2 adet dergi makalesi ise dergilere gönderilmiş ve değerlendirme aşamasındadır. 
Projenin son aşamasındaki bulgularımızı içeren 1 adet konferans bildirisi 2 adet dergi makalesi 
de hazırlık aşamasındadır. Ayrıca proje ile ilgili olarak üniversite çıkışlı bir girişim şirketi (spin-off) 
kurulmuştur.  
 
Anahtar Kelimeler: Metinsel Veri Madenciliği, Metin Sınıflandırma, Yarı-eğitimli Makina 
Öğrenmesi, Anlamsal Algoritmalar   
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ABSTRACT 
 
Textual data mining is the process of extracting useful knowledge from large amount of textual 
data. In this field, classification algorithms are called supervised and clustering algorithms are 
called unsupervised algorithms. Between these there are semi supervised algorithms which can 
improve the accuracy of the classification by making use of the unlabeled data. Traditionally, 
bag-of-words model is being used in textual data mining algorithms. Bag-of-words model 
assumes that words independent from each other and their positions in the text. Furthermore, 
traditional algorithms assume that texts are independent and identically distributed. As a result 
this approach ignores the semantic relationship between words and between texts. There has 
been a recent interest in works that make use of the semantic relationships especially between 
the words. Use of semantic knowledge increase the performance of the systems especially when 
there are few, sparse and noisy data. In fact, there are very sparse and noisy data in real world 
settings. As a result, algorithms that can make use of the semantic knowledge have a great 
potential to increase the performance.  
 
In this project, in the first phase, we developed semantic algorithms and methods for supervised 
classification. These semantic algorithms provide performance improvements on text 
classification and feature selection. On the second phase of the project we have pursued 
development activities for semi-supervised classification algorithms that make use of labeled and 
unlabeled data, based on the methods developed in the first phase. During the project, 5 
master’s thesis is completed, the PhD student is advanced to the dissertation defense stage, two 
articles are published on SCI indexed journals, 8 proceedings are presented in national and 
international conferences. Two journal articles are sent and 1 conference proceeding and two 
journal articles are in preparation, which include the findings of the last phase of the project. 
Furthermore, a spin-off technology company is founded related to the project.  
 
 
 
 
 
Keywords: Textual Data Mining, Text Classification, Semi-Supervised Machine Learning, 
Semantic Algorithms
 
 
1.  GİRİŞ 
 
Metinsel veri madenciliği büyük miktarlardaki metinsel verilerden faydalı bilgilerin çıkarılması 
veya bunların otomatik olarak organize edilmesini içerir. Büyük miktarlarda döümanın otomatik 
olarak organize edilmesinde metin sınıflandırma algoritmaları önemli bir rol oynar. Bu alanda 
kullanılan sınıflandırma algoritmaları “eğitimli” (supervised), kümeleme algoritmaları ise 
“eğitimsiz” (unsupervised) olarak adlandırılırlar. Bunların ortasında yer alan “yarı-eğitimli” (semi-
supervised) algoritmalar ise etiketli verinin yanı sıra bol miktarda bulunan etiketsiz veriden 
faydalanarak sınıflandırma başarımını arttırabilirler. Metinsel veri madenciliği algoritmalarında 
geleneksel olarak kelime sepeti (bag-of-words) olarak tabir edilen model kullanılmaktadır. Kelime 
sepeti modeli metinde geçen kelimeleri bulundukları yerden ve birbirinden bağımsız olarak 
değerlendirir. Ayrıca geleneksel algoritmalardaki bir başka varsayım ise metinlerin birbirinden 
bağımsız ve eşit olarak dağıldıklarıdır. Sonuç olarak bu yaklaşım tarzı kelimelerin ve metinlerin 
birbirleri arasındaki anlamsal ilişkileri göz ardı etmektedir. Metinsel veri madenciliği alanında son 
yıllarda özellikle kelimeler arasındaki anlamsal ilişkilerden faydalanan çalışmalara ilgi 
artmaktadır. Anlamsal bilginin kullanılması geleneksel makine öğrenmesi algoritmalarının 
başarımını özellikle eldeki verinin az, seyrek veya gürültülü olduğu durumlarda arttırmaktadır. 
Gerçek hayat uygulamalarında algoritmaların eğitim için kullanacağı veri genellikle sınırlı ve 
gürültülüdür. Bu yüzden anlamsal bilgiyi kullanabilen algoritmalar gerçek hayat problemlerinde 
büyük yarar sağlama potansiyeline sahiptir. Anlamsal bilgi elimizdeki metinsel verinin dışında 
wordnet, vikipedi ve açık dizin projesi (ODP) gibi kaynaklardan çıkartılarak veri madenciliği 
algoritmalarına bütünleştirilebilir. Bu yaklaşımın dezavantajları ise harici kaynağa olan ihtiyaç, bu 
kaynaklardaki çok büyük miktarlardaki verinin işlenmesinin karmaşıklığı ve harici kaynaktan 
çıkartılacak anlamsal örüntülerin uygulama için çok genel olabilmesidir. Bir diğer yaklaşım tarzı 
ise elimizdeki metinsel veri kümesinde içsel (implicit) ve gizli (latent) örüntülerden faydalanarak 
veri madenciliği algoritmalarının başarımını arttırmaktır. Bu algoritmalar kelime sepeti 
vektörlerinden oluşan özellik uzayını dönüştürerek gizli anlamsal bilgiyi dolaylı olarak 
kullanabilmektedirler. Genel olarak bu dönüşüm yöntemlerinin dezavantajı ise bunların eğitimsiz 
algoritmalar olmasıdır. Çıkartılan anlamsal bilgi içsel olarak algoritma içinde kullanıldığı için farklı 
metinlere ve uygulamalara aktarılması güçtür. Bir başka deyişle bu tür algoritmalar bir kara kutu 
gibi çalışmaktadır. Bu eksiklikler ve dezavantajlar metinlerdeki içsel anlamsal örüntüleri açık ve 
yorumlanabilir bir şekilde çıkartıp kullanabilen özgün yaklaşımlara olan ihtiyacı ortaya 
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koymaktadır. Bu projede, ilk aşamada eğitimli metinsel veri madenciliği için anlamsal 
algoritmalar geliştirdik. Bu anlamsal algoritmalar metin sınıflandırma ve özellik seçimi alanlarında 
performans artışı sağlamaktadır. Projenin ikinci aşamasında ise bu yöntemlerden yola çıkarak 
etiketli ve etiketsiz verileri kullanan yarı-eğitimli metin sınıflandırma algoritmaları geliştirme 
faaliyetleri yürüttük. Geliştirilen yöntem ve algoritmalar uluslararası konferans ve dergilere 
gönderilmiş ve yayınlanmıştır. Proje süresince 5 yüksek lisans tezi tamamlanmış, 2 adet SCI 
dergi makalesi yayınlanmış, 8 adet bildiri ulusal ve uluslararası konferanslar ve sempozyumlarda 
sunulmuş ve yayınlanmıştır. Bunlardan “A Novel Higher-Order Semantic Kernel for Text 
Classification  ” isimli bildirimiz uluslararası “International Conference On Electronics, Computer 
and Computation” konferansında “Best Paper of Machine Learning Track” isimli ödüle layık 
görülmüştür. Hazırlanan 2 adet dergi makalesi ise dergilere gönderilmiş ve değerlendirme 
aşamasındadır. Projenin son aşamasındaki bulgularımızı içeren 1 adet konferans bildirisi 2 adet 
dergi makalesi de hazırlık aşamasındadır. Ayrıca doktora öğrencisi Berna Altınel, proje boyunca 
elde ettikleri bilgi birikimlerini kullanarak doktora tez önerisini belirlemişler ve tez savunma 
aşamasına gelmişlerdir. Böylece projede lisansüstü öğrencilerinin de görev alması, böylece 
ülkemizde az sayıda olan metinsel veri madenciliği çalışmalarının arttırılması ve bu konuda 
uzman araştırmacıların yetiştirilmesi amacına da ulaşılmıştır. Ayrıca proje sonucunda geliştirilen 
yöntemlerin ticari faydaya dönüştürülmesi amacıyla proje yürütücüsü tarafından üniversite çıkışlı 
bir girişim şirketi kurulmuş (spin-off), bu sayede ulusal ekonomiye katkı sağlanması hedefinde de 
yol kat edilmiştir.  
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2.  LİTERATÜR ÖZETİ 
 
Dünyanın en büyük finansal yönetim ve danışmanlık şirketlerinden Merrill Lynch bütün iş 
bilgilerinin yüzde 85’inden fazlasının genelde e-postalar, kısa notlar, çağrı merkezleri ve destek 
operasyonları notları, haberler, kullanıcı grupları, karşılıklı yazışmalar (chat), raporlar, mektuplar, 
anketler, pazarlama malzemeleri, araştırmalar, sunumlar ve web sayfaları şeklinde var olan 
yapılandırılmamış içerikten oluştuğunu tahmin etmektedir. Bu yapılandırılmamış içerik, iş iletişimi 
geliştirmek, müşteri memnuniyetini arttırmak ve rekabet avantajı sağlamak için kullanılabilecek 
değerli bilgiler içerir. Bu çok büyük miktarlardaki metinsel verilerin yönetilmesi, düzenlenmesi ve 
bunlardan faydalı bilgilerin çıkartılması bilişim endüstrisindeki en büyük sorunlardan birisidir. 
Metinsel veri madenciliği büyük miktarlardaki metinsel verilerden bu faydalı bilgilerin çıkarılması 
sürecidir. Metinsel veri madenciliğinin müşteri ilişkileri yönetimi, müşteri yorumları ve fikirlerinin 
incelenmesi, eposta yönetim sistemleri, bankalarda bilgi yönetimi, adli suç örüntüleri ve 
bağlantılarının tespiti gibi uygulama alanları vardır (Zanası, 2005). Metinsel veri madenciliğinin 
alt alanlarından olan metin sınıflandırma ve kümeleme bu verileri faydali iş bilgilerine 
dönüştürecek ve bunları otomatik olarak yönetilmesini sağlayacak akıllı yöntemleri içerir. 
(Blumberg ve Antre, 2003). Metin sınıflandırma yöntemleri ile ilgili oldukça ayrıntılı bir inceleme 
çalışması (Sebastıanı, 2002) da verilmiştir. Sebastiani metin sınıflandırmayı metinlerin daha 
önceden belirlenmiş sınıflara otomatik olarak atanması olarak tanımlamaktadır. Son yıllarda 
sayısal ortamlardaki erişilebilir metinlerin sayısı ve bunların düzenlenmesi ihtiyaçları büyük bir 
hızla artmaktadır. Sebestiani, buna koşut olarak metin madenciliğine olan ilginin çok fazla 
arttığını belirtmektedir. Bu alanda genellikle yapay zekanın bir alt alanı makine öğrenmesi 
algoritmaları kullanılmaktadır. Sınıflandırma algoritmaları eldeki etiketli örneklerden öğrenip yeni 
gelen örnekleri otomatik olarak sınıflandırabilme özelliğine sahiptir. Metin sınıflandırmada 
kullanılan makine öğrenmesi algoritmaları genel olarak her kelimenin bir özelliğe (attribute veya 
feature) denk geldiği ve kelime sepeti (bag-ofwords) olarak adlandırılan veri üzerinde 
işlemektedir. Metin sınıflandırma veri kümeleri metin sayısı olarak genellikle yüzlerle ya da 
binlerle ifade edilen büyüklüklerde olduğundan bu kümelerdeki farklı kelime sayısı onbinler 
civarında olmaktadır. Bu kadar büyük boyutlu bir uzaya sahip metin madenciliğinde en iyi 
başarımı veren ve en çok kullanılan algoritmalar Support Vector Machines (SVM) (Joachims, 
1998), Naive Bayes (NB) (Mccallum ve Nigam, 1998) algoritmalarıdır. Bunlardan NB özellikle 
hem öğrenme hemde sınıflandırma zamanı karmaşıklığının çok düşük olmasından dolayı hız 
gerektiren spam eposta sınıflandırması gibi alanlarda sık kullanılmaktadır. SVM ise daha 
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karmaşık bir algoritma olmasına rağmen çok farklı veri kümelerinde bile yüksek sınıflandırma 
performansı göstermesinden dolayı bu alanda iyi algoritma olarak genel kabul görmektedir. K-
Nearest Neighborhood (k-NN) algoritmaları ise yukarıda bahsedilen algoritmalardan oldukça 
farklı olarak örnek tabanlı ve tembel sınıflandırıcı olarak bilinen bir yöntemdir. Literatürde metin 
sınıflandırma alanında yapılan çalışmaların ezici bir çoğunluğu İngilizce metinlere yöneliktir. 
Yarı-eğitimli algoritmalar büyük miktarlardaki etiketli veriyi az miktardaki etiketli veri ile 
birleştirerek daha iyi modeller geliştirmeyi amaçlarlar. Bu algoritmalar daha az insan emeği 
gerektirdiği ve daha yüksek başarım sağladığı için hem teorik hemde pratik alanda büyük ilgi 
görmektedir (Zhu, 2005). En çok kullanılan yöntemler, EM with generative mixture models, self-
training, cotraining, transductive support vector machines (tSVM), ve graf tabanlı yöntemler yer 
almaktadır. 
 
Anlamsal metodların geliştirilmesindeki motivasyon bu sistemlerin örneğin “araba” kelimesi ile 
“otomobil” kelimesinin aynı anlama geldikleri anlayabilmeleridir. Örneğin anlamsal ilişkileri 
kullanabilen bir bilgi getirimi sisteminde “otomobil” kelimesini içeren dökümanlar “araba” sorgusu 
sonucu getirilmelidir. Metin kümeleme veya sınıflandırma sisteminde kelime vektörleri arasında 
benzerlikler hesaplanırken bu iki kelime farklı yazılmasına rağmen çok benzer yada aynı kabul 
edilmedir. (Zhou vd., 2008) Bayesian metin sınıflandırma algoritmaları için seyreklik (sparsity) 
problemini çözmek amaçlı anlamsal bir anlamsal bir yumuşatma (smoothing) yöntemi 
geliştirmişlerdir. Bu çalışmada eğitim kümesindeki metinlerden kelimelerden, çoklu ifadelerden, 
ve ontolojik kavramlardan oluşan konu imzaları çıkartılarak tek kelimeli özelliklere bağlanmıştır. 
Bu aşamada bağlantı için EM algoritması kullanılmıştır. Geliştirilen yöntem dil modelleme 
alanında kullanılan ve Naive Bayes sınıflandırma algoritmasına uygulanabilen Jelinek-Mercer, 
absolute discounting, Good-Turing ve Linear Discounting gibi unigram yumuşatma yöntemleri ile 
kıyaslanmıştır. Aynı yazarlar benzer bir anlamsal yumuşatma yöntemini model tabanlı kümeleme 
algoritmalarına da uygulamışlardır (Zhang vd., 2006). Bu yöntemler DragonToolkit adı verilen 
açık kaynak kodlu bir araç içinde uygulanmıştır (Zhou vd., 2007). Diğer bir çalışmada ise 
anlamsal ilişkiler kelimelerin ağırlıklandırılmasında kullanılarak anlamsal bir keilme 
ağırlıklandırma yöntemi geiliştirilmiş ve bunun klasik TFIDF agırlıklandırma yöntemine göre veri 
kümesinin az olduğu durumlarda başarımı arttırdığını göstermişlerdir (Luo vd., 2011). Bu 
çalışmada harici anlamsal bilgi kaynağı olan wordnet kullanılmıştır. Wordnet İngilizce dili için 
“Cognitive Science Laboratory of Princeton University” tarafından oluşturulan ve güncellenen 
sözcüklerle ilgili bir veritabanıdır. Wordnet’de kelimeler synsets adı verilen eş anlamlı kelime 
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gruplarında toplanmıştır. Wordnet ayrıca bu gruplar arasındaki çeşitli anlamsal ilişkileride içerir 
(Mıller vd., 1990). Wordnet’in Türkçe sürümü de geliştirilmektedir (Bilgin vd., 2004). (Bloehdorn 
vd., 2006) ise çalışmalarında metin sınıflandırma için yine wordnet’i kullanarak anlamsal ağda 
üst kavram genişlemesi yapabilen anlamsal çekirdek (kernel) yöntemleri önermişleridir. 
Deneysel değerlendirme sonuçları bu yaklaşımın eldeki eğitim verisinin az olduğu durumlarda 
başarımı arttırdığını göstermektedir. Wordnet’in dezavantajları ise içindeki kelimelerin ve 
synset’lerin sınırlı sayıda ve sınırlı kapsamda olmasıdır. 
 
Başka anlamsal bilgi kaynaklarını kullanan çeşitli çalışmalarda mevcuttur. Örneğin (Wang ve 
Domeniconi, 2008) vikipediden çıkartılan anlamsal bilgilerin anlamsal bir çekirdeğe gömülmesini 
ve daha sonra bunun metin temsilini zenginleştirecek şekilde kullanılmasını önermiştir. Deneysel 
sonuçlar kelime sepeti modeline (BOW) göre daha iyi bir başarım sağladığını göstermektedir. ( 
Gabrılovıch ve Markovitch, 2007), kelime sepeti modellerini harici anlamsal bilgi kaynaklarından 
çıkartılan bilgilerle zenginleştirmek amacıyla bir yöntem önermişlerdir. Bu çalışmada harici 
anlamsal bilgi kaynağı olarak Açık Dizin Projesi (Open Directory Project - ODP) kullanılmıştır. 
Kelimeler yerel bağlamda ODP tabanlı kategoriler ile ilişkilendirilmiştir ve kategorilerle alakalı 
bilgi kaynaklarını arttırmak amacıyla web gezgini (crawler) kullanılmıştır. Yine deneysel sonuçlar 
ile BOW modeline göre başarımın arttığı tespit edilmiştir. Bu çalışmaları dezavantajlarından birisi 
ise harici kaynaklardan anlamsal bilginin çıkarılması sürecinin karmaşık olması ve çok uzun 
sürmesidir. Örneğin ODP’den özellik üretici modülün çalışması 3 gün sürmektedir. (Gabrılovıch 
vd., 2006) benzer bir diğer çalışmasında ise harici anlamsal bilgi kaynağı olarak Vikipediyi 
kullanmışlardır. Vikipediyi anlamsal bilgİ kaynağı olarak kullanarak sınıflandırma ve kümeleme 
sistemlerinin başarımını arttıran çalışmaların sayısı giderek artmaktadır (Huang vd., 2009), 
(Wang vd., 2009). Harici bilgi kaynaklarına ihtiyaç duymadan olmadan metinlerde içsel olarak 
bulunan gizli anlamsal bilgiden faydalanabilen algoritmalarda vardır. Bunlara örnek olarak LSI 
(Gizli Anlam İndeksleme) (Deerwester vd., 1990), ICA (Bağımlı Bileşen Analizi), LDA (Gizli 
Dirichlet Bölümlemesi), AU (Metinlerin kelime benzerlikleriyle hesaplanan anlamsal bir uzayda 
gösterimi) verilebilir. 20 Newsgroups ölçüt veri kümesi üzerinde Bağımsız Bileşenler Analizi 
(ICA) kullanılarak yapılan bir çalışmada ICA dönüşümü uygulandığında metinlerin daha başarılı 
bir şekilde sınıflandırıldığı görülmüştür (Hu vd., 2009). Reuters-21578 ve 13 sınıfa ait 615 Türkçe 
makale veri kümeleri üzerinde Gizli Anlam İndeksleme (LSI) kullanılan çalışmada tek kelimeler 
yerine kelime n-gramları kullanıldığında metin kümeleme başarısının arttığı gözlenmiştir (Güven 
vd., 2006). Buna sebep olarak, kelimelerin tek başlarına kullanılmasına göre, kelime ikili ve 
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üçlülerinin hangi anlamda kullanıldıklarının belirlenmesinin daha kolay olduğu ve bu nedenle 
metinlerin anlamsal analizinde daha başarılı oldukları verilmiştir. LSI algoritması kelimeler 
arasındaki yüksek seviyeli birliktelik bağlantıları kullanarak anlamsal bir uzay oluşturmakta ve 
eşanlamlı kelimeler sorununa kısmi bir çözüm üretmektedir (Ganiz vd., 2011). Bu algoritmalar 
içsel anlamsal bilgiyi metinleri daha düşük boyutlu bir uzayda temsil ederek çıkartabilmektedir. 
LSI üzerine yapılan ilginç bir çalışmada LSI’ın yüksek dereceli ilişkileri özellikle yüksek dereceli 
birliktelik ilişkilerini kullandığı matematiksel ve deneysel olarak gösterilmiştir (Kontostathis ve 
Pottenger, 2006). Bu yüksek dereceli ilişkiler LSI algoritmasının gizli (latent) ve içsel anlamsal 
bilgiyi kullanmasını sağlamaktadır.Fakat LSI gibi boyut düşürme algoritmaları singular value 
decomposition algoritmalarına dayandığı için karmaşıklığı oldukça fazladır. Ayrıca çıkartılan 
anlamsal bilgi içsel olduğu için bunun harici olarak kullanılması ve farklı metinlere ve 
uygulamalara aktarılması güçtür. Bu yüzden LSI tabanlı metin sınıflandırma algoritmaları 
anlamsal bilgiyi kullanabilme becerileri sayesinde yüksek başarım gösterselerde ancak ufak veri 
kümeleri için uygundurlar (Zelikovitz ve Hirsh, 2001), (Rıbonı, 2002). (Zelikovitz ve Hirsh, 2001) 
aynı zamanda yarı-eğitimli bir sınıflandırma algoritmasıdır. Önceki eğitimli öğrenme üzerine olan 
çalışmalarımızda (Ganiz vd., 2006, 2009, 2011) yüksek-dereceli yolların (higher-order paths) 
oldukça değerli bilgileri anlamsal bilgileri içeren zengin bir kaynak olduğunu bu bunun yüksek 
dereceli sınıflandırıcıların geleneksel sınıflandırma algoritmalarına kıyasla daha yüksek başarım 
sağladığını gösterdik. Bu başlangıç çalışmasının üzerine kurulan diğer bir çalışmada ise (Lytkin, 
2009) ikinci derecen yollar tabanlı bir veri dönüşümü yöntemi hem tam-eğitimli sınıflandırma 
algoritmalarına hem de eğitimsiz kümeleme algoritmalarına başarıyla uygulanmıştır. Bu 
çalışmada ikinci derecen yolların bulunması için m dökümanlı ve n kelimeli bir veri kümesi için 
O((m+n)n^2 ) zaman karmaşıklığına sahip bir algoritma önerilmiştir. Zaman karmaşıklığı O(m^2 
n^3 ) değerinden bu değere düşürülmesi için gerekli olan şart ise ilave olarak iki adet n x n 
matrisin hafıza tutulmasıdır. 
 
2.1  Anlamsal Algoritma gelişimi 
Metinlerdeki içsel anlamsal örüntüleri açık ve yorumlanabilir bir şekilde çıkartıp kullanabilen 
özgün yaklaşımlara olan ihtiyacı ortaya koymak için önceki çalışmalarımızda (Ganiz vd., 2006a, 
2006b, 2009, 2011) eğitimli sınıflandırma algoritmaları için yüksek dereceli birliktelik yollarına 
(higher-order co-occurrence paths) dayanan özellik (kelime) uzayı dönüşümü yaklaşımları 
geliştirdik. Bu çalışmalar yüksek dereceli öğrenim çerçevesi içinde yer almaktadır. Bahsi geçen 
dönüşümlerin hem ayırıcı (discriminative) hemde tanımlayıcı (generative) sınıflandırıcılarda etkin 
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bir şekilde başarımı arttırdığı gösterilmiştir. Yüksek dereceli öğrenim çerçevesi aşağıdaki şekilde 
kısaca özetlenebilir: 
 
İki kelimenin anlamsal bir bağlam olan metin içinde birlikte bulunması anlamsal bir ilişkiye işaret 
etmektedir. Şekil 2.1.1’de görüldüğü gibi A kelimesinin B kelimesi bir metinde, B ile C kelimesinin 
diğer bir metinde birlikteliği A ile C kelimeleri arasında ikinci dereceden anlamsal bir ilişkiyi 
göstermektedir. A ile C elimizdeki metinlerin hiç birisinde birlikte geçmese B ile A -...- C tipi 
bağlantıların çokluğu A ile C nin farklı yazılan fakat eş anlamlı kelimeler olması gibi bir anlamsal 
ilişkiyi ortaya çıkartabilir. 
 
 
Şekil 2.1.1: Yüksek Dereceli Birliktelik     
 
Burada  “A,B,C,D” kelimeleri “D1, D2, D3” ise metinleri ifade etmektedir. Yüksek dereceli öğrenim 
çerçevesi özelliklerin (kelimeler) düğümlere (node), bağlantıların ise nesnelerde (metinler) birlikte 
bulunma ilişkilerine karşılık gelen G = (V, E) birliktelik grafını temel almaktadır. G grafı üzerindeki 
iki veya daha fazla bağlantıdan oluşan yolları yüksek dereceli yollar (higher-order path) olarak 
adlandırdığımız yapı için temel oluşturmaktadır. 
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Şekil 2.1.2: G = (V, E) birliktelik ilişkileri grafı 
 
Burada  “e” kelimeleri “R” ise metinleri temsil etmektedir. Birinci dereceden anlamsal ilişkilerin 
yanı sıra yüksek dereceli yolları kullanmamızın sebebi önceki çalışmalarımızda ortaya konduğu 
üzere (Ganiz vd., 2009) bunların geleneksel özellik uzayına kıyasla çok daha zengin bir veri 
temsili sağlamalarıdır. Şekil 2.1.3’de görüldüğü gibi ikinci dereceden birliktelikler birinci 
dereceden olanlara kıyasla çok daha yoğun ve anlamsal örüntülerin çıkartılması için zengin bir 
bilgi kaynağıdır. Bu durum eğitim verisinin az olduğu gerçek hayat metin sınıflandırma 
uygulamalarında geleneksel sınıflandırma algoritmalarına göre daha yüksek başarımla 
çalışmaktadır (Ganiz vd., 2009, 2011). 
 
Şekil 2.1.3 :Örnek bir veri kümesinde görsel birliktelik matrisi 
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Şekil 2.1.3’te karanlık alanlar sıfırları göstermektedir (a) birinci dereceden, (b) ikinci dereceden 
birliktelik matrislerinin görselleştirilmiş halidir. Birinci matriste %75’in üzerinde sıfır değeri varken 
ikincisinde bu %0.5’in altındadır. Bu projede tam eğitimli algoritmalar için geliştirdiğimiz yüksek 
dereceli öğrenme çerçevesini içsel anlamsal örüntüleri etiketli ve etiketsiz verilerden çıkartarak 
kullanan yarı-eğitimli metin sınıflandırma algoritmaları geliştirmek için genişlettik. 
 
2.2  Naive Bayes Modelleri 
 
Genellikle metin sınıflandırmada Naive Bayes (NB)’le kullanılan iki adet model vardır. Bunlardan 
biri çok terimli Bernoulli modeli bu model binary independence NB modeli (MVNB) olarakta 
bilinir. Dökümanlar vektörlerle temsil edilir ve dökümanda kelimenin binary olarak geçip 
geçmediği bilgisini saklar. Bu model (2.2.1) ve (2.2.2) formülleri ile hesaplanmaktadır ve 
formülde wi terimi cj sınıfı, d ise dökümanı ifade etmektedir (Chakrabarti, 2002). 
 
𝑃(𝑑|𝑐𝑗) = ∏
𝑃(𝑤𝑖|𝑐𝑗)
1−𝑃(𝑤𝑖|𝑐𝑗)
∏ 1 − 𝑃(𝑤𝑖|𝑐𝑗)𝑤𝑒𝑊𝑤𝑒𝑑                                (2.2.1) 
∅𝑐𝑗,𝑤𝑖 = 𝑃(𝑤𝑖|𝑐𝑗) =
1+∑ 𝑤𝑖(𝑑)
|𝐷|
𝑑∈𝐷𝑗
2+|𝐷𝑗|
                              (2.2.2) 
 
Diğer model ise Multinomail Naive Bayes (MNB) modeli bu model terim frekansını 
kullanmaktadır ve (2.2.3) ve (2.2.4)formülleri ile hesaplanmaktadır (Chakrabarti, 2002). 
 
 𝑃(𝑑|𝑐𝑗) = 𝑃(𝐿 = 𝑙𝑑|𝑐𝑗)𝑃(𝑑|𝑙𝑑 , 𝑐𝑗) = 𝑃(𝐿 = 𝑙𝑑|𝑐𝑗) (
𝑙𝑑
{𝑛(𝑑, 𝑤𝑖)}
) ∏ 𝜃𝑡
𝑛(𝑑,𝑤𝑖)
𝑤𝑖∈𝑑                 (2.2.3) 
𝑃(𝑤𝑖|𝑐𝑗) =
1+∑ 𝑛(𝑑,𝑤𝑖)
|𝐷|
𝑑∈𝐷𝑗
|𝑊|+∑ 𝑛(𝑑,𝑤𝑖)𝑑∈𝐷𝑗,𝑤𝑖∈𝑑
                                                                                             (2.2.4) 
 
2.3  Jelinek-Mercer Yumuşatması 
Jelinek- Mercer yumuşatma yönteminde maksimum tahmin yumuşatılmış düşük dereceli dağılım 
la interpolasyonlanıyor (Chen ve Goodman, 1996). Bu yöntem, sonuca maksimum olasılık 
tahminin lineer kombinasyonu ile ulaşıyor ve (2.3.1), (2.3.2), ve (2.3.3) formülleri ile 
hesaplanmaktadır.  
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2.4  Helmholtz Prensibi Tabanlı Gestalt İnsan Algı Teorisine Dayanan Anlamsal Algoritma 
Anlam değeri görüntü işlemede de kullanılan helmholtz prensibi (Balinsky vd., 2011a) tabanlı 
Gestalt insan algı teorisine (Desolneux vd., 2008) dayanmaktadır. İstistiksel fizik ile 
doğrulanabilen bu yöntem beklenti değeri hesaplamaları kullanılarak elde edilmiştir (Balinsky vd., 
2011a). Bu teori rastgele oluşturulmuş bir görüntü içerisinde rahatlıkla algılanabilen bir geometrik 
yapının şans eseri olmayacağının, bunun bir anlamı olduğunu söylemektedir. Bu durumu 
anlatmak için en açık örnek rastgele noktalardan oluşturulmuş Şekil 2.4.1’deki iki görüntüdür 
(Balinsky vd., 2011a).  
 
 
Şekil 2.4.1:Helmholtz prensibi 
 
Soldaki şekilde rastgele noktalara bakıldığında insan algısı ile herhangi bir geometrik yapı 
algılanamıyor. Bu beklentisel bir durumdur ve görüntünün rastgele oluşturulduğu rahatlıkla 
söylenebilirken, sağdaki şekilde sanki görünmeyen bir çizgi üzerine konulmuş 5 nokta 
görülmektedir. Rastgele noktalarla oluşturulmuş bir görüntü içerisinde böyle geometrik bir 
yapının olma olasılığının beklenti değeri çok düşük olmasına karşın bu olay gerçekleşmiş ve 
insan bunu rahatlıkla algılayabilmektedir. Öyle ise bu yapının anlamlı bir yapı olması gerekir. 
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Çünkü beklenti değeri düşük bir olayın gerçekleşmesi şans eseri olamayacak kadar düşük bir 
olma olasılığına sahiptir. Gerçekleşme olasılığı çok düşük olan bir olayın gerçekleşmiş olması bu 
olayın anlamlı yada önemli olduğunu göstermektedir (Balinsky vd., 2011a).  
 
Aynı durum metinsel veriler içinde geçerlidir çünkü metinsel veriler yapısal olmadıkları için belirli 
bir veri modelleri yoktur fakat bunlar içsel bir geometrik yapıya sahiptirler (Dadachev vd., 2012). 
Görüntü işlemede kullanılan bu yöntemden yola çıkaran Balinsky’ler metinsel verilerdeki 
geometrik yapının, anlamlı olup olmadığını gösterebilmek için yine aynı yöntemi metinsel veriler 
üzerinde uygulamıştır. Bunlar: metin madenciliğinde özellik çıkarımı ve değişim algılama 
(Balinsky vd., 2011a), olağandışı hareket algılama ve bilgi çıkarımı (Dadachev vd., 2012) 
otomatik metin özetleme (Balinsky vd., 2011c), metinsel yapılar arasındaki ilişkiyi tanımlamak 
(Balinsky vd., 2011b), ani değişim algılama (Balinsky vd., 2010), otomatik doküman 
segmentasyonu (Dadachev vd. 2014), metinsel yapılar arasındaki ilişkiyi tanımlayarak otomatik 
metin özetleme (Balinsky vd., 2011d) için uygulanmıştır.  
 
Helmholtz prensibi tabanlı Gestalt insan algı teorisi metin madenciliğinde bir w kelimesinin m kez 
D dokümanın belli bir kısmı olan P’de geçmesinin beklentisel olup olmadığını belirlemek üzere 
kullanılmıştır.  
 
Anahtar kelime çıkarımı, herhangi bir kelimenin frekansının keskin artış gösterdiğinde bu 
kelimenin anlamlı olduğunu göstermektedir. Yanlış alarm sayısı (YAS) formülü kelimelerin 
anlamlılığını hesaplıyor. Anlam değeri ise YAS kullanılarak hesaplanmaktadır.Bu yöntem lokal 
olarak yani belirli bir bölgedeki anlamlı önemli kelimeleri bulabilmesine rağmen global olarak 
önemli= anlamlı kelimeleri kaçırabiliyor (Dadachev vd., 2012). Bu yüzden anlam değeri 
hesaplamak için dökümanı belirli parçalara ayırmak gerekiyor. Balinskyler bu parçaları konteynır, 
paragraf veya belli bir sayıda ardışık gelen cümleler olarak tanımlamışlardır (Balinsky vd., 
2011a; Balinsky vd., 2011b; Balinsky vd., 2011c; Balinsky vd., 2010;  Dadachev vd., 2012). 
 
1
1
),,(







mNm
K
DPwYAS
                                (2.4.1) 
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),,(log
1
),,( DPwYAS
m
DPwANLAM 
        (2.4.2)
 
 
Formüllerde D tüm dokümanı, P dokümanın bir parçasını, m, w kelimesinin P’de geçme sayısını, 
K ise w kelimesinin D’de geçme sayısını, N ise D’deki kelime sayısının P’deki kelime sayısına 
bölümünü ifade etmektedir (Balinsky vd., 2011b). 
 
Yanlış alarm sayısı kelimenin m kere P’de geçmesinin beklenti değeridir. Beklenti değeri 1’den 
küçük ise w kelimesinin m kez P’de geçmesi beklenmeyen bir olaydır. Fakat w kelimesi m kez 
P’de zaten geçmiş ise w kelimesi P için anlamlı önemli bir kelime olarak düşünülebilir. Eğer 
anlam değeri sıfırdan büyük ise YAS değeri 1’den küçüktür (Dadachev vd., 2012). Örneğin YAS 
değeri sıfır ile 1 arasında ise bu kelimeler o döküman parçası için anlamlı önemli kelimeler olarak 
belirlenir. Anlam değeri ile önemli kelimeler belirlenmiş olur. 
 
Daha sonra anlamlı kelime kümesi oluşturmak için sabit bir eşik (é) değeri belirlenir ve anlam 
değeri bu değerin üstünde olan kelimeler anlamlı kelime kümesi için seçilir. İlk olarak ardışık 
cümleler arasında bir kenar oluşturuluyor ve anlamlı kelime kümesinden en az bir anlamlı kelime 
paylaşmış cümleler arasında da kenar oluşturularak ağ yapısı oluşturuluyor. Bu ağ yapısını 
seçilen é değeri ile sıklaştırıp seyreltebiliriz. Eğer çok küçük bir é değeri seçilirse oluşan ağ 
yapısı rastgele bir ağa dönüşebilir (Balinsky vd., 2011b; Balinsky vd., 2011c; Dadachev vd., 
2012; Dadachev vd. 2014; Balinsky vd., 2011d). Bu ağ yapısı kullanılarak önemli cümleler 
belirlenerek dökümanın özeti çıkarılmak için kullanılmıştır (Balinsky vd., 2011c; Balinsky vd., 
2011d). 
 
Sonuç olarak, görüntü işlemede rastgele oluşturulan bir görüntünün anlamlı olup olmadığı, metin 
madenciliğinde bir kelimenin m kez geçmesinin anlamlı olup olmadığı helmholtz prensibi tabanlı 
Gestalt insan algı teorisi ile belirlenmeye çalışılmaktadır. 
 
2.5  Çekirdek Fonksiyonları 
Destek Vektör Makineleri ilk olarak Vapnik, Boser ve Guyon tarafından ortaya atılmış bir 
algoritmadır (Boser vd., 1992). Daha sonra ileri sürülen bir fikir, iki sınıfı ayıran nesnenin bir 
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doğru yerine bir koridor olması ve bu koridorun genişliğinin bazı veri vektörleri tarafından 
belirlenerek mümkün olan en büyük genişlikte olmasıdır (Vapnik, 1995).  
 
Birçok veri kümesi için, iki boyutlu durumdaki veriler, doğrusal ayraç yardımı ile birbirinden 
ayrılamayabilir. Bu durumlarda çekirdek fonksiyonları kullanılır. Doğrusal çekirdek (2.5.1) en çok 
kullanılan ve en çok tanınan çekirdek fonksiyonlarından biridir. Bunun yanı sıra polynomial 
çekirdek (2.5.2) ve radyal tabanlı çekirdek (2.5.3)’te bilinen çekirdek fonksiyonları arasındadır. 
 
Doğrusal çekirdek: 
jiji ddddk ),(           (2.5.1) 
 
Polynomial çekirdek: ....2,1,)1(),( vbqddddk
q
jiji         (2.5.2) 
 
RBF çekirdek: )exp(),(
2
jiji ddddk            (2.5.3) 
 
Görüleceği üzere genellikle çekirdek fonksiyonları (2.5.4)’teki formül ile gösterilmektedir. Burada 
di ve dj girdi vektörleri ∅ ise uygun eşleştirmeyi göstermektedir. 
 
 )(),(),( jiji ddddk             (2.5.4) 
 
Destek vektör makinesini çok sayıda sınıf durumunda kullanabilmek için, problem çok sayıda ikili 
sınıf problemine dönüştürülmelidir. En çok kullanılan yaklaşımlar: Biri ve diğerleri yaklaşımı ile 
bire bir yaklaşımıdır (Hsu vd., 2002). 
 
Çekirdek fonksiyonları ile benzerlik yakalanabilmektedir fakat anlamsal ilişki göz ardı 
edilmektedir. Bu problemi çözmek için anlamsal çekirdek yöntemleri önerilmiştir (Altınel vd., 
2013, 2014a, 2014b; Bloehdorn vd., 2006; Kandola vd., 2004; Luo vd., 2011; Nasir vd., 2011; 
Siolas ve d’Alché-Buc, 2000; Tsatsaronis vd., 2010; Wang ve Domeniconi, 2008; Wang vd., 
2014). 
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2.6  Yüksek  Dereceli Naive Bayes (HONB) 
Yüksek dereceli Naive Bayes (Higher Order Naive Bayes = HONB) terimler arasındaki yüksek 
dereceli birlikteliklerden ortaya çıkarılan zengin ilişkisel bilgiyi Naive Bayes algoritmasına dahil 
ederek oluşturulmuş bir sınıflandırıcıdır (Ganiz vd., 2009;2011) ve (2.6.1) – (2.6.2) denklemleri 
ile hesaplamaktadır. 
 
𝑃(𝑤𝑖|𝑐𝑗) =
1+𝜑(𝑤𝑖,𝐷𝑗)
2+Φ(𝐷𝑗)
            (2.6.1) 
 
𝑃(𝑐𝑗) =
Φ(𝐷𝑗)
∑ Φ(𝐷𝑘)
𝐾
𝑘=1
            (2.6.2) 
 
Formüllerdeki Φ(𝐷𝑗) veri kümesindeki cj sınıfına ait toplam yüksek dereceli birliktelik yollarını, 
𝜑(𝑤𝑖, 𝐷𝑗) ise veri kümesinde cj sınıfına ait wi kelimesini içeren yüksek dereceli birliktelik yollarının 
sayısını göstermektedir. 
  
 
 
15 
 
3.  GEREÇ ve YÖNTEM 
 
Bu projede tam eğitimli algoritmalar için geliştirdiğimiz yüksek dereceli öğrenme çerçevesini içsel 
anlamsal örüntüleri etiketli ve etiketsiz verilerden çıkartarak kullanan yarı-eğitimli metin 
sınıflandırma algoritmaları geliştirmek için genişlettik. Ayrıca süreç içinde içsel anlamsal 
örüntüleri Helmholtz prensibi ve sınıf ağırlıklandırma tabanlı yöntemlerle çıkartan ve bu sayede 
metin sınıflandırma ve metin sınıflandırma için özellik seçimi alanlarında başarım artışı sağlayan 
yöntemler de geliştirdik. Bu süreçte aşağıdaki adımları izledik:  
 
1. Problemlerin tanımı: Destek mektubu aldığımız şirketlerle de görüşülerek anlamsal metin 
madenciliği alanındaki ihtiyaçları ayrıntılı olarak incelendi. Gerçek hayattaki kısıtlar ve amaçlar 
göz önüne alınarak karşılaştıkları problemlerin kapsamlı tanımları yapıldı.  
2. Literatür taraması: Proje konusunda ayrıntılı  literatür taraması yapıldı.  
3. Anlamsal yumuşatma yöntemlerinin teorik temellerinin geliştirilmesi : Bu aşamada ilk önce 
Naive Bayes (NB) tabanlı sınıflandırıcılar için yuvarlama (smoothing) algoritmaları üzerinde 
çalışıldı. Doğal dil modelleme alanında kullanılan yuvarlama yöntemleri belli şartlar altında NB 
sınıflandırıcının başarımı üzerinde kayda değer bir etkiye sahip olmaktadır. Literatürdeki az 
sayıda çalışmanın aksine gerçek hayat uygulamalarında sık karşılaşılan eğitim kümesinin az 
olduğu durumlar göz önüne alındığında yuvarlama yöntemleri algoritma başarımını ciddi oranda 
arttırabilmektedir. Bu aşamada sınıf koşullu kelime olasılıklarının değerlerini kelimelerin anlamsal 
birliktelik ilişkilerinden faydalanarak arttıracak veya azaltacak döngüsel bir yumuşatma 
algoritması için teorik temeller geliştirildi. 
4. Anlamsal yumuşatma yöntemlerinin programlanması: Bir önceki aşamada geliştirilen teorik 
temeller algoritmaya ve oradan uygun bir programlama dili kullanılarak uygulamaya 
dönüştürüşdü. Uygulama farklı parametrelerin denenebilmesi için parametrik bir yapıda 
geliştirildi. Uygulama daha önce metinsel veri madenciliği deneyleri için geliştirdiğimiz oldukça 
kapsamlı ve yetenekli bir yazılım çerçevesi olan TM.Experimenter’a entegre edildi. Böylece 
geliştirilen yöntemleri değişik önişleme ve eğitim kümesi yüzdeleri ile değerlendirme imkanımız 
oldu.  
5. Anlamsal yumuşatma yöntemlerinin test edilmesi ve değerlendirilmesi: Geliştirilen yöntemler 
metin sınıflandırma literatüründe genel kabul görmüş geniş kapsamlı değerlendirme ölçütleri 
(doğruluk, hassasiyet, kapsam, F-ölçütü) kullanılarak ön çalışmalarımızda derlediğimiz Türkçe 
ve İngilizce veri kümeleri üzerinde değerlendirildi. Bu aşamada farklı algoritma parametreleri ve 
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farklı veri kümesi parametreleri (örneğin eğitim kümesi büyüklüğü, kelime sayısı, önişleme 
yöntemleri) denenerek geniş kapsamlı testler yapılacakdı. Sonuçlar ön çalışmamızda 
programladığımız unigram yumuşatma metodları ve literatürdeki benzer anlamsal algoritmalar ile 
kıyaslandı.  
6. Anlamsal yarı-eğitimli algoritmalarının teorik altyapısının geliştirilmesi: Daha önceki 
aşamalarda geliştirilen ve test edilen anlamsal yumuşatma yöntemlerinin teorik altyapısı etiketli 
verinin yanı sıra etiketsiz veriyi de kullanabilecek şekilde genelleştirildi. Daha önce eğitimli 
(supervised) olarak geliştirilmiş yüksek dereceli öğrenim çerçevesi sınıf tabanlı çalışmaktadır. 
Etiketsiz verinin sınıflara nasıl bağlanacağını belirleyecek teorik temeller geliştirildi.  
7. Anlamsal yarı-eğitimli algoritmalarının programlanması: etiketli eğitim verisini etiketsiz veri ile 
uygun bir şekilde birleştirebilecek yarı-eğitimli anlamsal sınıflandırma algoritmalarının geliştirildi 
ve programlandı. Uygulama farklı parametrelerin denenebilmesi için parametrik bir yapıda 
geliştirildi. Uygulama daha önce metinsel veri madenciliği deneyleri için geliştirdiğimiz oldukça 
kapsamlı ve yetenekli bir yazılım çerçevesi olan TM.Experimenter’a entegre edildi. Böylece 
geliştirilen yöntemleri değişik önişleme ve eğitim kümesi ve etiketsiz veri yüzdeleri ile 
değerlendirme imkanımız oldu.  
8. Anlamsal yarı-eğitimli algoritmalarının test edilmesi ve değerlendirilmesi: Geliştirilen 
algoritmalar literatürdeki yarı-eğitimli ve tam eğitimli sınıflandırma algoritmaları ile Türkçe ve 
İngilizce metinlerden oluşan geniş kapsamlı veri kümeleri ve değişik parametreler kullanılarak 
kıyaslandı. Bu aşamada destek mektubu aldığımız şirketlerden örnek gerçek hayat verisi temin 
edilmesi ve onların karşılaştığı problemlere uygun senaryolar hazırlanarak testlerin yapılması da 
söz konusu oldu.  
9. Geliştirilen algoritmaların zaman ve yer karmaşıklarının analizi ve iyileştirilmesi: Bu aşamada 
geliştirilen algoritmaları zaman ve hafıza karmaşıklıklarının nasıl iyileştirebileceğimize tair teorik 
çalışmalar yapıldı ve hesaplamalar için alternatif yöntemler üzerinde duruldu. Bu iyileştirmeler 
geliştirilen algoritmaların gerçek hayat uygulamalarında kullanılabilirliğini arttırıldı.  
10. Sonuçların derlenerek akademik yayınlara dönüştürülmesi: Sonuçlar derlenerek konuya 
uygun uluslararası ve ulusal indekslerde taranan bilimsel konferans, sempozyum ve dergilerde 
yayınlandı. 
 
3.1  Anlamsal Yumuşatma (HOS)  
Anlamsal yumuşatma tekniği, diğer yüksek dereceli öğrenme algoritmaları gibi graf tabanlı bir 
veri gösterim yapısına sahiptir. Fakat HONB benzeri yöntemlerde yüksek dereceli yollar bir 
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sınıfın bağlamından çıkarılırlar, bu sebeple sınıflar arası döküman ve terim ilişkilerini tespit 
etmek imkânsızdır. 
 
Bu çalışmamızda, parametrelerin tahminlemesini geliştirebilmek için, önceki metodların çalışma 
kavramını bir adım öteye götürüp farklı sınıflar arasındaki ilişkileri inceleyecek bir metod 
geliştirdik. Sonuç olarak da gizli anlam indeksleme bilgisini çıkartırken döküman sınırlarının yanı 
sıra sınıf sınırlarını da aşmış olduk. Bunu yapabilmek için de ilk aşamada yüksek dereceli yolları 
hesaplarken tüm sınıf dökümanlarının olduğu bir eğitim kümesi üzerinde çalıştık. Amacımız 
yetersiz etiketli veri olması durumlarında seyrekliği azaltmaktı. 
 
Sınıf sınırları dışına çıkabilmek için ilk olarak nominal sınıf özelliklerini, her sınıfı ifade edecek bir 
dizi binary özellikler haline dönüştürdük. Örneğin WebKb4 veri kümesindeki “Sınıf (Class)” 
özelliğinin aldığı değerler şu şekildedir: Sınıf = { course, faculty, project, staff, student } 
 
Bu sınıf etiketlerini, döküman / terim matrisine yeni kolonlar olacak şekilde yeni terimler olarak 
ekledik. Sınıf terimleri adını verdiğimiz bu terimler her dökümanın hangi sınıfa ait olduğu 
hakkında bilgi taşımaktadırlar.Bu dönüştürmenin ardından yüksek dereceli veri gösterimini biraz 
değiştirerek, dökümanlar, terimleri ve sınıf etiketlerini üç parçalı (tripartite) graf olacak şekilde 
düzenliyoruz. VD dökümanları, VW terimleri ve son olarak da  VC sınıf etiketlerini gösterecek 
şekilde;G=((VW,VC,VD),E) tanımlıyoruz. Şekil 4.1.1 terimler, sınıflar ve dökümanlar arasındaki 
bağı göstermektedir. (Poyraz vd. 2012;2014) 
 
 
Şekil 3.1.1: üç parçalı graf 
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Daha önce önerilmiş olan, yüksek dereceli veri gösterimlerinde kullanılan iki parçalı (bipartite) 
graflarda da olduğu gibi, D veri kümesi içindeki yüksek dereceli bir yolu G nin zincirleme alt graf 
(chain sub-graph)’ı olarak tanımlayabiliriz. Tek fark bizim ilgilendiğimiz alt-graf, bir terim 
verteksinden başlayıp bir döküman verteksine uzanmalı ve bir sınıf etiket verteksinde son 
bulmalıdır. wi - ds - wk - dr - cj zincirini  ( wi, ds, wk, dr, cj ) şeklinde gösterebiliriz. Bu zincir ikinci 
dereceden yola tekabül etmektedir çunkü iki döküman verteksinden geçmektedir. Bu yollar sınıf 
sınırlarını aşıp gizli anlamlar yakalama potansiyeline sahiptir. 
 
Eğitim kümesindeki tüm terim ve sınıf etiketleri arasındaki yüksek dereceli yollar 
hesaplandığında, terimlerin, aynı sınıf içerisinde eş bulunma desenlerini ve de terimler arası ilişki 
desenlerini ortaya çıkarmış oluyoruz. Aynı zamanda geleneksel vektör uzay gösteriminden daha 
yoğun bir gösterim de elde etmiş oluyoruz. Bu yöntem, yumuşatma algoritmamızın temelini 
oluşturmaktadır. 
 
 Yeni gösterim ve güncellenmiş yüksek dereceli yolları kullanarak anlamsal yumuşatma 
algoritmasını formülize edebiliriz. D veri kümesi içerisindeki, wi terimi ve cj sınıf etiketi arasındaki 
yüksek dereceli yolların sayısını a(wi, cj) ile gösterelim ve tüm terimler ile cj sınıfı arasındaki 
yüksek dereceli yolların sayısını Φ(D) olarak gösterelim. Dikkat edilmesi gereken husus, D’nin 
tüm sınıflardaki tüm dökümanları kapsadığıdır ki bu fark HONB ile HOS yöntemleri arasındaki 
önemli farklardan birisidir. HOS yönteminde belirli bir sınıfa ait dökümanlarda bulunmayan 
terimlerin tahmin edilebileceği gibi sadece test verilerinde bulunan terimler de olabilir, bu gibi 
durumlarda oluşabilecek sıfır olasılık problemini önlemek için Laplace yumuşatma metodu da 
uygulanmıştır. Parametre tahminleme formülü (4.1.1) gibi gösterilir: 
 
 
 
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


2
,1
|
           (4.1.1) 
 
Sınıf olasılıkları çok değişkenli (multivariate) Bernoulli modeline göre hesaplanmaktadır. 
Testlerimiz sonucunda farklı dereceli yolların semantik açıdan farklı çıktılara sebep olduğunu ve 
daha zengin veri gösterimi sağladığını deneyimledik. Jelinek-Mercer olarak da bilinen lineer 
interpolasyona benzer bir yaklaşımla farklı derecelerdeki yolların tahmin değerlerini birleştirmek 
mümkündür. Aşağıdaki formülde birinci derece yolların ( sadece eş bulunma desenlerinin ) ikinci 
derece yollar ile lineer kombinasyonunu görmektesiniz: 
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      )|(|1| jisojifoji cwPcwPcwP  
        (4.1.2)
 
 
Formüldeki β değeri yerine deneysel olarak 0.5 değerini kullandık, yaptığımız deneyler 
sonucunda bu değer en uygun sonucu vermiştir. 
 
3.2  Anlamsal Çekirdekler (HOSK, IHOSK, HOTK) 
Yüksek dereceli birliktelik yönteminden yaralanarak destek vektör makineleri için anlamsal 
çekirdekler öne sürdük.  
 
Yüksek dereceli anlamsal çekirdek (HOSK = Higher Order Semantic Kernel) (Altınel vd., 2013), 
dökümanlar arasındaki yüksek dereceli birlikteliği kullanan bir anlamsal çekirdek yöntemidir ve 
4.2.3 denklemindeki gibi ifade edilir.  
 
F = D × DT                                                                                                                    
(4.2.1) 
 
S = F × F            
(4.2.2) 
 
2,12,121 )1(),( FNSNddkHOSK  
         (4.2.3) 
 
Burada  D doküman terim matrisini, DT ise doküman terim matrisinin transpozesini ifade 
etmektedir. F birinci dereceden, S ise ikinci dereden birlikte matrislerini ifade etmektedir. SN ve 
FN normalize edilmiş birliktelik matrislerini ifade etmektedir. SN ve FN matrislerinin etkilerini ölçe 
bilmek için   ağırlıklandırması yapılmıştır ve deneyler gösterdi ki   değeri 0.05 olduğunda 
genellikle daha iyi sonuçlar alınmıştır. 
 
Tekrarlayan yüksek dereceli anlamsal çekirdek (IHOSK = Iterative Higher-Order Semantic 
Kernel) (Altınel et al., 2014a) ise dökümanlar ve terimler arasındaki yüksek dereceli birlikteliği 
kullanan tekrarlayan bir anlamsal çekirdek yöntemidir ve 4.2.6 denklemindeki gibi ifade edilir. 
 
          
(4.2.4)
  NR   ) D . SC . (D =SR T1)-(tt 
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TT
ttIHOSK dSCSCdddk 2121 ),(           (4.2.6) 
 
Burada  d1 ve d2  döküman, SC  terimler ve SR ise dökümanlar arasındaki benzerlik matrislerini 
ifade etmektedir.  
Yüksek dereceli terim çekirdeği (HOTK = Higher-Order Term Kernel) (Altınel et al., 2014b) 
terimler arasındaki yüksek dereceli birlikteliği kullanan bir anlamsal çekirdek yöntemidir ve 4.2.5 
denklemindeki gibi ifade edilir. 
 
TT
HOTK dSSdddk 2121 ),(            (4.2.5) 
 
3.3  Helmholtz Prensibi Tabanlı Gestalt İnsan Algı Teorisine Dayanan Anlamsal 
Algoritmalar 
 
3.3.1  Eğitimli Anlamsal Özellik Seçimi (EAÖS) 
Anlam değeri Helmholtz prensibi tabanlı Gestalt teorisine dayanmaktadır. Bu çalışmada anlam 
değeri eğitimli özellik seçimi yöntemi olarak kullanılmıştır (Tutkan vd., 2014b). Anlam değeri 
aşağıdaki formüllerle hesaplanmaktadır. 
 
),,(log
1
),,( DPkYAS
m
DPkAnlam                     (4.2.1.1) 
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Anlam değerinin yüksek olması kelimenin daha önemli olduğunu göstermektedir. Bu çalışmada 
aynı formülü eğitimli özellik seçimi için kullandık. Çalışmamızda tüm veri kümesini bir doküman 
(D), veri kümesi içerisinde yer alan farklı sınıfları veri kümesinin parçaları (P), veri kümesindeki 
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özellikleri ise kelimeler (k), olarak kabul ettik. Bu varsayıma bağlı olarak formülde yer alan her 
terimin açıklaması aşağıda verilmiştir: 
 
k: özellik (kök kelime, terim) 
P: bir sınıfa ait dokümanlar 
D: veri kümesindeki tüm dokümanlar 
m: bir sınıf içerisinde bulunan dokümanlarda k özelliğinin geçme sayısı 
K: tüm veri kümesinde k özelliğinin geçme sayısı 
N: tüm dokümanların uzunluğunun (toplam kelime sayısı) bir sınıfa ait dokümanların uzunluğuna 
(toplam kelime sayısı) bölümüdür.  
 
  ||
||
P
D
N 
                            (4.2.1.3) 
 
Anlam değerinin hesaplanmasında kullanılan YAS (Yanlış Alarm Sayısı) değeri, anlam değeri ile 
ters orantılıdır. Bunun anlamı YAS değeri ne kadar küçükse o özelliğin o sınıf için anlam değeri o 
kadar büyüktür. Anlam değerinin büyük olması ise özelliklerin daha etkin ve önemli bir özellik 
olduğunu ifade etmektedir. 
 
Anlam formülü ile her bir özelliğin her bir sınıftaki dokümanlar için anlam değeri 
hesaplanmaktadır. Her bir özellik için sınıf sayısı (|s|) kadar anlam değeri hesaplanmaktadır. En 
iyi özelliği seçmek için aşağıdaki yaklaşım kullanılmıştır. 
 
Her bir özellik için ayrı ayrı, sınıf tabanlı olarak hesaplanan anlam değerlerine bakılarak, en 
yüksek anlam değeri o özelliğin anlam değeri olarak kabul edilmiş ve bu metoda “EAÖS”  
(Eğitimli En Büyük Anlamsal Özellik Seçimi) ismi verilmiştir. 
 
Bu yaklaşımla listenin üst kısmında önemli ve etkin özellikler, alt kısmında ise daha az etkin ve 
önemsiz özellikleri içerecek şekilde sıralanmıştır. Belirlenen özellik azaltma oranına göre listenin 
başından sırasıyla en iyi özellikler seçilerek özellik seçimi için kullanılabilmektedir. 
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3.3.2  Eğitimsiz Anlamsal Özellik Seçimi (EAEBÖS) 
Bu çalışmada anlam değeri eğitimsiz özellik seçimi yöntemi olarak kullanılmıştır (Tutkan vd., 
2014a). Anlam değeri aşağıdaki formüllerle hesaplanmaktadır. 
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Anlam değeri formülü ile D’nin bir parçası olan P’nin içerisindeki k teriminin anlam değeri 
hesaplanmaktadır. Biz bu formülü kullanırken D’yi veri kümesinin tümü, P’yi ise o veri 
kümesindeki doküman olarak aldık. Bu varsayım ile formülde yer alan her bir terimin açıklaması 
aşağıda verilmiştir: 
 
k: özellik (kök kelime) 
P: veri kümesindeki dokümanların her biri 
D: veri kümesindeki tüm dokümanlar 
m: bir doküman içerisinde k özelliğinin geçme sayısı 
K: tüm veri kümesinde k özelliğinin geçme sayısı 
N: tüm veri kümesinin boyunun (toplam kelime sayısı), bir dokümanın boyuna (toplam kelime 
sayısı) bölümü 
 
Burada  doküman sayısına d dersek, her bir özelliğin d adet anlam değeri oluşmaktadır. Anlam 
değeri için hesaplanan yanlış alarm sayısı (YAS) değeri, anlam değeri ile ters orantılıdır. Başka 
bir deyişle YAS değeri ne kadar ufak çıkarsa o özelliğin anlam değeri o kadar büyük olur. Bu 
sonuç ise bize bu özelliğin daha etkin ve önemli bir özellik olduğunu gösterir. 
 
Daha önceki çalışmalarda anlam formülü çok az terim içeren düşük boyuttaki dokümanlar için 
kullanıldığından çalışmamızda kullandığımız büyük boyuttaki dokümanların hesaplamalarında 
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programlamada kullandığımız değişkenlerde taşma meydana gelmiştir. Bu problemin çözümü 
için bazı matematiksel dönüşüm ve hesaplama yöntemleri kullanılmış, anlam formülü aşağıdaki 
aşamalardan geçerek en son (4.2.2.6)’daki halini almıştır. 
 
)
1
log(),,(log
1






mNm
K
DPkYAS                                                                         (4.3.2.4) 
 
)
1
log()log(),,(log
1







mNm
K
DPkYAS                                                                        (4.3.2.5) 
 
)log()1(()log(),,(log Nm
m
K
DPkYAS 





                                                                         (4.3.2.6) 
 
Anlam formülü ile her bir özelliğin her bir doküman için anlam değeri hesaplanmaktadır. Bu 
durumdan dolayı her özelliğin doküman sayısı kadar anlam değeri oluşmaktadır. Sınıflandırmada 
kullanılacak en iyi özellikleri seçmek için aşağıdaki yaklaşım kullanılmıştır. 
 
Her bir parça (P) için ayrı ayrı hesaplanan özelliklerin (k) anlam değerlerinin en büyüğü o 
özelliğin anlamsal değeri olarak kabul edilmiş bu metoda “EAEBÖS” (Eğitimsiz Anlamsal En 
Büyük Özellik Seçimi) ismi verilmiştir. 
 
)),,((),( DPkAnlamEnbüyükDkAnlam                                                                         (4.3.2.7) 
 
Bu yaklaşımla elde edilen anlam değeri listesi, anlam değeri yüksek olan başta olmak üzere 
büyükten küçüğe doğru özellik seçimi uygulamasında kullanılmak üzere sıralanmıştır.  
 
3.3.3  Eğitimli Anlamsal Çekirdek (CMK) 
Bu çalışmada anlam değeri, eğitimli anlamsal çekirdek (CMK = Class Meaning Kernel) 
oluşturmak için kullanılmıştır (Altınel vd., published:2015). Anlam değeri eğitimli anlamsal özellik 
seçimi yöntemindeki gibi sınıf tabanlı olarak hesaplandıktan sonra oluşan ortaya çıkan anlam 
değerleri sınıf tabanlı M kelime matrisini oluşturmak için kullanılmıştır. Daha sonra yüksek 
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dereceli ilişkilendirme yöntemi uygulanarak anlamsal çekirdek  (4.3.3.2) oluşturulmuş ve destek 
vektör makineleri için kullanılarak sınıflandırma yapılmıştır. Bu yapı şekil 4.3.3.1’de gösterilmiştir.   
 
TMMS                      (4.3.3.1) 
 
TT
CMK dSSdddk 2121 ),(                    (4.3.3.2) 
 
 
  
  
          
    
  
    … 
 
 
 
 
 
 
 
    Şekil 3.3.3.1: Eğitimli Anlamsal Çekirdek  
 
3.3.4   Yarı-Eğitimli Anlamsal Çekirdek (CLUDM) 
4.3.3 bölümünde tanıttığımız çalışmamızda metinleri sınıflandırmak için, “Class Meaning Kernel 
(CMK)”isimli eğitimli bir sınıflandırıcı geliştirdik (Altınel vd.,2015). Bu çalışma, elimizdeki etiketli 
verileri kullanarak terimlerin sınıflar üzerindeki anlamsal (meaning) değerlerini dikkate alarak 
sınıflandırma yapan eğitimli bir sınıflandırma içermektedir. Ancak gerçek hayattaki birçok 
durumda verileri etiketlemek son derece maliyetli bir iş olduğundan ve dolayısıyla etiketli veri 
bulmak zor olduğundan dolayı CMK isimli çalışmamızı temel alarak yarı-eğitimli başka bir metin 
sınıflandırıcı algoritması geliştirmeye çalıştık. Yarı-eğitimli olan bu algoritma ‘Combining Labeled 
and Unlabeled Data with Meaning’(CLUD) olarak adlandırılmaktadır. Elimizdeki veri 
kümelerindeki etiketli ve etiketsiz veriler sınıflandırma öncesindeki sınıflandırıcı-modelinin 
oluşturulması için ayrı ayrı hesaplanarak modele katılmaktadırlar. 
 
Terimlerin sınıflar üzerindeki Anlamsal (Meaning) değerleri tıpkı 4.3.3’teki çalışmamızdaki 
gibi aşağıdaki formüllerle hesaplanmaktadır: 
Text Document 
 
Text Document 
 
Text Document 
Preprocessing Meaning Calculation   Building Semantic Kernel Classification 
 
CMK 
  t1  t2  t3 … tm   
C1 
C2 
… 
Ck 
 
 
 
 
25 
 
1
1
),,(







mNm
K
DPwNFA                             (4.3.4.1)  
 
),,(log
1
),,( DPwNFA
m
DPwmeaning                      (4.3.4.2) 
 
4.3.4.1 ve 4.3.4.2 numaralı formüller (Balinsky vd. 2010;2011a;2011b,2011c)  deki çalışmalarda 
üretilmiş ve kullanılmıştır. 
 
4.3.4.1 ve 4.3.4.2 numaralı formüllerde w terimyi, P sınıfı, D tüm versitesini,m w teriminin P sınıfı 
içerisinde kaç defa geçtiğini,K w teriminin tüm verisetinde toplam kaç defa geçtiğini 
göstermektedir. N değeri 4.3.4.3 numaralı formülle hesaplanır: 
 
B
L
N                     (4.3.4.3) 
 
4.3.4.3 numaralı formül bir terimin tüm verisetinde geçme frekansının(L) sadece tek bir sınıfta 
geçme frekansına(B) olan oranını ifade etmektedir.  
 
Eğitim kümesindeki etiketli metinlerde geçen terimlerin sınıflar üzerindeki 
anlamsal(meaning) değerleri 4.3.4.1 ve 4.3.4.2 numaralı formüller yardımı ile hesaplanır.Bu 
hesaplama neticesinde terim x sınıf boyutlarında bir matris(M) elde edilir.Elde edilen M matrisinin 
4.3.4.4 numaralı formüldeki gibi hesaplanması ile terim x terim boyutlarında bir benzerlik matrisi 
(S) elde edilir. 
 
TMMS                           (4.3.4.4)                        
  
Etiketsiz olan veriler(metinlerin) yarı-eğitimli sınıflandırıcı modelinin oluşturulması aşamasına 
katılması için ise 4.3.4.1 numaralı formülde P bir metini D ise tüm verisetini temsil edecek şekilde 
4.3.4.1, 4.3.4.2, 4.3.4.1 formüllerindeki hesaplamalar yapılır. 
 
Sonuçta elde edilen 2 adet terim x terim boyutlarındaki matrisler doğrusal toplama yöntemi ile 
birleştirilerek tek bir terim x terim matrisi haline dönüştürülür. 
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Elde edilen bu benzerlik matrisi aşağıdaki 4.3.4.4 numaralı formül ile 2 metin arasındaki 
benzerlik hesaplamasını yapan bir çekirdek fonksiyonunda (kernel function) kullanılır. 
 
TT
CMK dSSdddk 2121 ),(                      (4.3.4.5) 
 
3.3.5   Ağırlıklandırılmış Yarı-Eğitimli Anlamsal Çekirdek (W-CLUDM) 
Ağırlıklandırılmış Yarı-Eğitimli Anlamsal Çekirdek (W-CLUDM)  algoritması yapı itibariyle 4.3.4 
bölümünde tanıttığımız CLUDM algoritmasına çok benzemektedir. W-CLUDM, CLUDM den 
farklı olarak etiketli ve etiketsiz dokümanlardan oluşturulmuş terim x terim boyutlarındaki 
matrisleri 4.3.5.1 numaralı formülde gösterilen ağırlıklandırma yöntemi ile birleştirmektedir. 
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Yukarıdaki 4.3.5.1 numaralı formülde L etiketli olan doküman sayısını, U etiketsiz olan doküman 
sayısını, SL etiketli olan dokümanlardan bölüm 4.3.4’te bahsedilen yöntemlerle oluşturulmuş 
terim x terim boyutlarındaki benzerlik matrisini, SU ise etiketsiz olan dokümanlardan bölüm 
4.3.4’te bahsedilen yöntemlerle oluşturulmuş terim x terim boyutlarındaki benzerlik matrisini 
göstermektedir. 
 
3.3.6  Anlamsal Özelliğine Göre Etiketlendiren Yarı-Eğitimli Anlamsal Çekirdek (ILBOM) 
ILBOM algoritması etiketsiz olan dokümanlara birer etiket atayabilmek için her bir dokümanın her 
sınıf üzerindeki toplam anlamsal ağırlığını bölüm 4.3.4’te bahsedilen ve 4.3.4.1 ve 4.3.4.2 
formülleri ile tanıtılan yöntemlerle hesaplamaktadır. Bu hesaplamalara göre etiketsiz olan bir 
dokümanın hangi sınıf üzerindeki anlamsal ağırlığı daha fazla ise bu sınıfın etiketi ile 
etiketlendirilmekte ve başlangıç anında elimizde olan diğer etiketli dokümanlarla birlikte 
sınıflandırıcı modelinin oluşturulması için kullanılmaktadır. Bu model daha sonra test verilerinin 
sınıflandırılması aşamasında kullanılmakta ve doğru sınıflandırma başarısı ölçülmektedir. 
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4.  BULGULAR 
 
Geliştirilen yöntemler metin sınıflandırma literatüründe genel kabul görmüş geniş kapsamlı 
değerlendirme ölçütleri (doğruluk, hassasiyet, kapsam, F-ölçütü) kullanılarak Türkçe ve İngilizce 
veri kümeleri üzerinde değerlendirilmiştir. Bu veri kümeleri ve özellikleri aşağıdaki tablolarda 
listelenmiştir.  
 
     Tablo 5.1: Veri kümeleri       
Veri Kümesi Sınıf sayısı Doküman sayısı Term sayısı 
20News-18828 20 18,828 50,570 
WebKB4 4 4,199 16,116 
1150Haber 5 1150 11,038 
Hurriyet6c1k 6 6,000 24,228 
Milliyet4c1k 4 4,000 39,174 
Setimes-tr 7 7,000 16,456 
Setimes-en 7 7,000 10,373 
Tr31 7 927 10,129 
IMDB 2 2,000 16,679 
20News-POLITICS 3 1,500 2,478 
20NewsGroup-SCIENCE 4 2,000 2,225 
20News-RELIGION 4 1,500 2,125 
20News-COMP 5 2,500 2,478 
Mini-NewsGroups 20 2,000 12,112 
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  Tablo 5.2: Veri kümelerinden bir kısmının parametreleri 
 Dokümandaki term sayısı Term uzunluğu  
Dataset Ortalama StdDev Ortalama StdDev Seyreklik 
20News 47.24 44.41 5.35 2.61 0.98 
WebKB4 81.68 49.95 5.34 2.97 0.96 
1150Haber 57.23 37.37 5.81 3.22 0.97 
hurriyet6c1k 50.47 27.41 5.78 3.20 0.97 
milliyet4c1k 137.82 42.8 5.74 3.14 0.93 
setimes-tr 65.86 36.88 5.93 3.29 0.97 
setimes-en 53.28 29.24 5.92 2.88 0.97 
 
Eğitimli yüksek dereceli anlamsal yumuşatma ilk olarak eğitimli öğrenme için kullanılmış ve veri 
kümesi eğitim kümesi ve test kümesi olarak 2 ayrılarak deneyler yapılmıştır. Eğitimli öğrenme 
için yapılan deneylerde veri kümesi eğitim ve test oranları Tablo 5.3 te verilmektedir. Yarı eğitimli 
öğrenme için yapılan deneylerde veri kümesi eğitim kümesi ve test kümesi oranları Tablo 5.4 ‘te 
verilmektedir. Aynı zamanda eğitim kümesinin yüzde kaçının etiketli olduğu da gösterilmektedir.  
 
 Tablo 5.3: Eğitimli öğrenme için küme oranları 
Eğitim kümesi (TS)% Test Kümesi % 
1 99 
5 95 
10 90 
30 70 
50 50 
70 30 
90 10 
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Tablo 5.4: Yarı eğitimli öğrenme için küme oranları  
Eğitim kümesi (TS) % 
Test Kümesi% 
etiketli etiketsiz 
1 79 20 
5 75 20 
10 70 20 
30 50 20 
50 30 20 
70 10 20 
 
4.1  Anlamsal Algoritmalar 
4.1.1  Eğitimli Algoritmalar 
Bu aşamada farklı algoritma parametreleri ve farklı veri kümesi parametreleri (örneğin eğitim 
kümesi büyüklüğü, kelime sayısı, önişleme yöntemleri) denenerek geniş kapsamlı testler 
yapılmıştır. Bunların haricinde kıyaslamalara başka bir anlamsal algoritma olan gizli anlam 
indexleme ile en yakın k komşu sınıflandırıcısı  (LSI k-NN) (Zelikovitz ve Hirsh, 2004) algoritması 
sonuçları da eklenerek zenginleştirilmiştir. 
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    Şekil 4.1.1.1: 1150haber doğruluk değerleri 
 
Şekil 5.1.1.1’deki grafik MVNB+HOS, LSI K-NN ve SVM algoritmalarının 1150Haber binary veri 
kümesi üzerinde doğruluk değerlerinin kıyaslanmasını göstermektedir.  Bu veri kümesinde 
geliştirdiğimiz anlamsal yumuşatma yöntemi hem destek bektör makineleri (SVM) hem de LSI k-
NN algoritmalarından daha yüksek performans göstermektedir. Aynı durum diğer tüm veri 
kümelerinde de görülmektedir.  
 
Tablo 5.1.1.1 – Tablo 5.1.1.3 farklı eğitim kümesi oranlarında (TS) Bernoulli Naive Bayes ile 
Laplace  yumuşatması (MVNB) , Bernoulli Naive Bayes ile Jelinek- Mercek yumuşatması 
(MVNB+JM), Bernoulli Naive Bayes ile yüksek dereceli yumuşatma (MVNB+HOS) ve yüksek 
dereceli Naive Bayes (Higher Order Naive Bayes = HONB) sınıflandırıcılarıyla elde ettikleri 
doğruluk değerlerini göstermektedir. Tablo 5.1.1.4 eğitim kümesi oranı (TS) yüzde %80 
olduğunda farklı sınıflandırıcılarla elde edilen F-ölçüm değerlerini göstermektedir.  Tablo 5.1.1.5 
ise TS %80 olduğunda farklı sınıflandırıcılarla elde edilen eğrinin altında kalan alanın yüz ölçümü 
(Area Under the Curve) performans değerlerini göstermektedir. 
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Tablo 4.1.1.1: 20News veri kümesi Doğruluk Değeri  
TS MVNB MVNB+JM MVNB+HOS HONB 
1 24:77 ± 2:49 48:01 ± 1:37 42:92 ± 3:61 44:09 ± 2:04 
5 55:68 ± 1:26 69:10 ± 0:68 65:81 ± 1:57 64:65 ± 0:92 
10 65:01 ± 1:57 72:95 ± 1:42 76:70 ± 0:79 69:93 ± 0:62 
30 72:83 ± 0:74 75:66 ± 0:63 81:97 ± 0:33 76:12 ± 0:38 
50 75:11 ± 0:58 76:64 ± 0:68 83:06 ± 0:29 78:53 ± 0:37 
70 75:65 ± 0:64 76:81 ± 0:67 83:33 ± 0:54 79:92 ± 0:34 
90 76:21 ± 1:18 76:50 ± 1:02 83:26 ± 0:84 80:11 ± 0:65 
 
 
Tablo 4.1.1.2: WebKB4 veri kümesi Doğruluk Değeri 
TS MVNB MVNB+JM MVNB+HOS HONB 
1 44:48 ± 1:03 69:96 ± 3:15 30:08 ± 6:56 70:58 ± 3:80 
5 68:17 ± 2:49 79:33± 2:15 61:15 ± 6:51 77:68 ± 2:94 
10 74:46 ± 1:36   80:76± 1:54 77:71 ± 2:33 80:83 ± 1:35 
30 81:53 ± 1:05 83:02± 0:92 85:24 ± 0:75 86:83 ± 0:58 
50 82:57 ± 0:83  82:81± 0:81 86:08 ± 0:55 87:64 ± 0:75 
70 83:53 ± 0:98  83:19± 1:08 87:01 ± 0:87 88:53 ± 0:75 
90 84:17 ± 2:10  83:41± 1:61 87:01 ± 1:20 88:36 ± 1:42 
 
 
Tablo 4.1.1.3: 1150HABER veri kümesi Doğruluk Değeri 
TS MVNB MVNB+JM MVNB+HOS HONB 
1 35:70 ± 7:64 48:40 ± 5:04 32:09 ± 11:1 30:32 ± 12:7 
5 65:06 ± 12:6 81:01 ± 6:95 67:00 ± 11:9 88:25 ± 0:93 
10 72:95 ± 3:83 86:01 ± 2:03 83:13 ± 4:12 91:61 ± 0:85 
30 87:64± 1:14 91:49 ± 0:71 93:79 ± 0:31 94:20 ± 0:59 
50 88:73± 0:65 91:10 ± 0:63 94:42 ± 0:42 94:73 ± 0:57 
70 89:97± 0:88 91:39 ± 0:83  95:01 ± 0:85 95:30 ± 0:96 
90 90:78± 2:73 91:48 ± 2:42 94:35 ± 2:14 95:22 ± 1:75 
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Tablo 4.1.1.4: F-ölçüm perfomansı %80 eğitim kümesi 
Algorithm 20Newsgroups WebKB4 1150Haber 
HONB 79.96 ± 0.75 88.34 ± 0.97 95.92 ± 1.60 
MVNB+HOS 83.02 ± 0.72 85.32 ± 1.74 94.95 ± 1.84 
MVNB 76.41 ± 0.59 82.80 ± 1.23 89.79 ± 2.40 
MVNB+JM 77.39 ± 0.81 82.43 ± 1.31 90.96 ± 2.50 
SVM Binary 78.81 ± 0.81 91.28 ± 1.28 92.06 ± 2.72 
 
Tablo 4.1.1.5: AUC perfomansı %80 eğitim kümesi 
Algorithm 20News WebKB4 1150Haber 
HONB 98.18 ± 0.07 97.58 ± 0.27 99.57 ± 0.24 
MVNB+HOS 98.57 ± 0.09 96.90 ± 0.46 99.56 ± 0.25 
MVNB 97.67 ± 0.17 96.17 ± 0.51 99.25 ± 0.38 
MVNB+JM 97.74 ± 0.19 96.19 ± 0.54 99.43 ± 0.31 
SVM Binary 88.69 ± 0.38 94.35 ± 0.67 95.03 ± 1.70 
 
Görüldüğü gibi MVNB’ye HOS yumuşatması uygulandığında diğer anlamsal sınıflanırma yöntemi 
olan LSI Knn’ den ve SVM daha iyi sınıflandırma doğruluğu vermektedir. 
 
Bunun yanı sıra normalde binary veri üzerinde çalışan algoritmalarımızın terim frekansı verisini 
kullanabilmesine yönelik de çalışmalar yapılmıştır. Var olan anlamsal yumuşatma algoritması 
Multinomial Naive Bayes (MNB) modeline entegre edilerek deneyler yapılmıştır 
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Şekil 4.1.1.2: 1150haber doğruluk değerleri 
 
Şekil 5.1.1.2 grafik MNB+HOS, LSI K-NN ve SVM algoritmalarının 1150Haber terim frekansı veri 
kümesi üzerinde doğruluk değerlerinin kıyaslanmasını göstermektedir. MNB+HOS, bu veri 
kümesinde terim frekansları kullanıldığı durumda da yüksek performans sergilemektedir. 
4.1.2  Yarı- Eğitimli Algoritmalar 
 
Bundan önceki deneylerde yüksek dereceli anlamsal yumuşatma (higher order semantic 
smoothing = HOS) eğitimli (supervised) öğrenme ile metin sınıflandırma için kullanılmış bundan 
sonraki deneylerde ise HOS yumuşatması yarı eğitimli (semi-supervised) öğrenme ile metin 
sınıflandırma için  kullanılmıştır. 
 
Tablo 5.1.2.1 – Tablo 5.1.2.4 farklı eğitim kümesi oranlarında (TS) yüksek dereceli yumuşatma 
ile Naive Bayes (Higher-Order Smoothing Naïve Bayes (bHOS), Multivariate Naïve Bayes 
(MVNB), Multinomial Naïve Bayes (MNB), yarı eğitimli yüksek dereceli naive bayes (SSbHOS) 
ve yarı-eğitimli Naïve Bayes (SS-MNB-EM) sınıflandırıcılarıyla elde ettikleri doğruluk değerlerini 
göstermektedir. 
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Tablo 4.1.2.6: 20news18828 veri kümesi Doğruluk Değeri  
Ts MVNB 
SSL-
MNB-
EM MNB 
bHOS S3HOS 
1 26.45 53.76 31.28 55.82 56.62 
5 51.01 68.85 66.63 75.28 75.39 
10 59.19 73.68 73.00 78.91 78.94 
30 66.10 76.22 76.98 81.43 81.41 
50 68.65 77.67 77.75 82.41 82.40 
70 69.82 78.40 78.23 82.56 82.53 
 
Tablo 4.1.2.7: 1150haber veri kümesi Doğruluk Değeri 
Ts MVNB 
SSL-
MNB-
EM 
MNB bHOS S3HOS 
1 30.91 67.91 48.48 65.65 75.35 
5 64.00 89.96 86.17 90.78 92.57 
10 75.65 92.04 91.13 92.78 93.48 
30 86.43 93.96 93.00 95.04 95.22 
50 89.48 94.61 94.43 95.74 95.74 
70 89.35 94.35 93.78 95.09 95.13 
 
Tablo 4.1.2.8: Imdb veri kümesi Doğruluk Değeri WebKB4 
Ts MVNB 
SSL-
MNB-
EM 
MNB bHOS S3HOS 
1 65.55 72.10 61.28 71.48 73.68 
5 78.15 83.58 80.63 83.35 85.20 
10 82.10 85.40 83.18 86.63 87.68 
30 85.75 89.00 87.40 90.85 91.23 
50 87.23 87.95 87.48 91.80 92.23 
70 89.48 89.93 89.43 93.75 93.83 
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Tablo 4.1.2.9: WebKB4 veri kümesi Doğruluk Değeri  
Ts MVNB 
SSL-
MNB-
EM 
MNB bHOS S3HOS 
1 46.92 71.66 70.95 75.84 76.79 
5 69.77 78.63 79.15 84.49 84.93 
10 77.20 83.27 83.13 86.67 86.72 
30 81.62 83.03 84.33 87.84 87.72 
50 81.68 83.46 84.79 87.43 87.42 
70 81.80 84.06 85.51 87.30 87.28 
 
Şekil 5.1.2.1 – Şekil 5.1.2.8 farklı eğitim kümesi oranlarında (TS) yüksek dereceli yumuşatma ile 
Naive Bayes (Higher-Order Smoothing Naïve Bayes (bHOS), Multivariate Naïve Bayes (MVNB), 
Multinomial Naïve Bayes (MNB), yarı eğitimli yüksek dereceli naive bayes ( 
S3HOS) ve yarı-eğitimli Naïve Bayes (EM+MNB), destek vektör makineleri (SVM) 
sınıflandırıcılarıyla elde ettikleri doğruluk değerlerini göstermektedir. 
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Şekil 4.1.2.3: 20new18828 doğruluk değerleri 
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Şekil 4.1.2.4: 20news18828 doğruluk değerleri 
  
Şekil 4.1.2.5: 1150haber doğruluk değerleri 
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Şekil 4.1.2.6: 1150haber doğruluk değerleri 
  
Şekil 4.1.2.7: imdb doğruluk değerleri 
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Şekil 4.1.2.8: imdb doğruluk değerleri 
 
Şekil 4.1.2.9: webkb4 doğruluk değerleri 
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Şekil 4.1.2.10: webkb4 doğruluk değerleri 
 
Görüldüğü gibi MVNB’ye HOS yumuşatması uygulandığında eğitimli öğrenmede alınan yüksek 
sonuçlar yarı-eğitimli öğrenmede de alınmaktadır. 
 
4.2  Helmholtz Prensibi Tabanlı Gestalt İnsan Algı Teorisine Dayanan Anlamsal 
Algoritmalar 
4.2.1  Eğitimli Anlamsal Özellik Seçimi  
 
Bu yöntemde 1150haber ve milliyet4c1k veri kümeleri üzerinde denenmiştir. Sınıf tabanlı olarak 
hesaplanan anlam hesaplamaları sonucunda 1150haber veri kümesindeki her sınıf için en 
önemli ilk 10 özellik Tablo 5.2.1.1’de, Milliyet4c1k veri kümesindeki her sınıf için en önemli ilk 10 
özellik Tablo 5.2.1.2’te sunulmuştur. 
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Tablo 4.2.1.1: 1150haber veri kümesi için en yüksek değere sahip ilk on özellik (kök indirgeme kullanılmıştır) 
Ekonomi Magazin Sağlık Siyasi Spor 
 cari   pekin   tümör   anaya  maçta  
 borsa   hande   ultra   annan   luces  
 açığı   pekka   ışınl   kerkü  sahad  
 döviz   sosye   cildi   dgm   orteg  
 varil   ataiz   lazer   aihm   stadı  
 unakı   madon   kanam   mhp   dk  
 tahvi   laila   enfek   mgk   tribü  
 mevdu   ajda   menop   laikl  defan  
 ötv   dizid   cilt   bayar   golle  
 venez   çapkı   kasla   şaron   depla  
 
Bu veri kümelerindeki haberler incelendiğinde veri kümesinin toplandığı tarihlerdeki önemli 
kelimelerin listenin başında yer aldığı gözükmektedir. 
 
Tablo 4.2.1.2: Milliyet4c1k veri kümesi için en yüksek değere sahip ilk on özellik 
Dünya Ekonomi Siyaset Spor 
osetya  gdo   balbay   hiddink  
abhazya  gsyh   karabekir   forvet  
saakaşvil  kobi  tutukluluk  ankaragüç  
sarko  zeytinyak  kanadoğlu   bobo  
pelos  goldma  selek   mhk  
ateşke  fed  oramiral   gs  
muharip  likidi  yarsav   tff  
ayetullah  sachs  johannesburgu  stoper  
domino  perake  tatar   faul  
annapolis  karlılık  fige  lacivertli  
 
 
Eğitimli anlamsal en büyük özellik seçimi “EAÖS” metodunun sınıflandırma performansına 
etkisini ölçebilmek için daha önceki çalışmalarda ortaya atılan ve iyi performans gösterdiği iddia 
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edilen EOR, MOR, WOR ve CDM (Chen vd., 2009) özellik seçimi metotlarıyla karşılaştırılması 
bu bölümde yapılmıştır.  
 
Özellik seçimi metotlarıyla özellik sayısını azalttıktan sonra MNB sınıflandırıcısının doğruluk 
başarımı 10 kat çapraz doğrulama (10-fold Cross Validation) yöntemi ile ölçülmüştür. 
 
Tablo 5.2.1.3, 1150haber veri kümesinde kullanılan özellik seçimi yöntemlerinin MNB’in 
sınıflandırma performansına etkisini göstermektedir. Özellik seçimi yöntemleri kullanılarak en 
önemli 500, 1000, 2000, 3000, 4000, 5000, 6000 özellik seçilmiş bu sayı (|Ö|) “Milliyet4c1k” için 
1000’er artarak 10.000’e kadar devam etmektedir. Tablolardaki değerler MNB sınıflandırıcısının 
doğruluk değerlerini içermektedir. Tablo 5.2.1.4 aynı şekilde Milliyet4c1k veri kümesi için 
yapılmış olan deney sonuçlarını göstermektedir. 
 
 
Tablo 4.2.1.3: 1150 haber veri kümesi MNB sınıflandırma doğruluğu 
|Ö| EAÖS EOR CDM MOR WOR 
500 75,04 62,17 92,61 92,70 62,35 
1000 86,26 71,65 93,74 93,83 71,57 
2000 92,35 79,57 93,83 93,83 79,57 
3000 94,17 83,39 93,74 93,83 83,39 
4000 94,96 87,13 93,83 93,83 87,13 
5000 94,61 89,57 93,91 93,91 89,57 
6000 94,35 91,91 94,09 94,09 91,91 
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Tablo 4.2.1.4: Milliyet4c1k veri kümesi MNB sınıflandırma doğruluğu 
|Ö| EAÖS EOR CDM MOR WOR 
500 60,78 67,00 81,88 81,93 67,00 
1000 67,40 66,33 85,08 85,08 66,33 
2000 76,70 77,18 86,35 86,35 77,18 
3000 81,78 80,15 87,00 87,00 80,15 
4000 84,10 81,85 87,13 87,10 81,85 
5000 87,60 81,40 87,33 87,35 81,40 
6000 88,18 82,45 87,43 87,43 82,45 
7000 89,38 83,25 87,90 87,90 83,25 
8000 88,78 83,75 87,88 87,88 83,75 
9000 89,10 83,78 88,00 88,03 83,78 
10000 88,78 84,53 88,23 88,25 84,53 
 
Tablo 5.2.1.3’ün başarı değerleri analiz edildiğinde EAÖS, EOR ve WOR’dan genel olarak daha 
iyi sonuçlar verdiği ayrıca seçilen özellik sayısı arttıkça EAÖS başarımının CDM ve MOR’un 
değerlerini geçtiği gözlemlenmektedir. Tablo 5.2.1.4’ün  başarı değerleri analiz edildiğinde EAÖS 
yönteminin 4000’e kadar olan özellikler sayılarında diğer özellik seçimi yöntemleri kadar iyi 
çalışmadığı fakat seçilen özellik sayısı arttıkça ilk başta EOR ve WOR yöntemlerini, daha sonra 
her iki veri kümesinde de iyi sonuçlar veren CDM ve MOR’un başarımını geçtiği görülmektedir. 
Burada en önemli gözlemlerden birisi her iki veri kümesinde de en yüksek doğruluk değerlerinin 
EAÖS yöntemi ile elde edildiğidir.  
 
4.2.2  Eğitimsiz Anlamsal Özellik Seçimi 
Bu bölümde yeni sunulan özellik seçimi metodunun Multinomial Naive Bayes (MNB) 
algoritmasının sınıflandırma performansına etkisini görebilmek için yaygın olarak kullanılan 
özellik seçim metotları olan Bilgi Kazancı (BK) (Mitchell, 1996) ve Ki-kare(
2 ) (Yang ve 
Pedersen, 1997) i kullandık. Özellik seçimi metotlarıyla özellik sayısı indirgendikten sonra 
sınıflandırma performansını ölçtük. Buna ek olarak sınıflandırma doğruluğunu hesaplarken 10 
kat çapraz doğrulama (10–fold cross-validation) yöntemini kullandık. 
Tablo 5.2.2.1, özellik seçimi yöntemleri uygulanarak özellik uzayı sırasıyla 500, 1000, 2000, 
3000, 4000, 5000, 6000‘e indirgenen 1150 haber veri kümesi üzerinde yapılan MNB 
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sınıflandırıcısının elde ettiği sınıflandırma doğruluklarını göstermektedir. Aynı işlemler Tr31 veri 
kümesinde de yapılmış fakat bu veri kümesinin büyük boyutlu olmasından dolayı özellik uzayının 
sırasıyla 500, 1000, 2000, 3000, 4000, 5000, 6000, 7000, 8000, 9000, 10000’e indirgenmiştir.  
Tablo 5.2.2.2’ da Tr31 veri kümesi için sınıflandırma sonuçları yer almaktadır. 
Her bir özellik sayısı için elde edilen en yüksek sınıflandırma sonuçları kalın yazılarak 
belirginleştirilmiştir. Buradan her bir özellik sayısı seviyesinde hangi metodun daha iyi çalıştığı 
gözlemlenebilir.  
 
Tablo 5.2.2.1: 1150haber veri kümesinin MNB sınıflandırma doğruluğu 
|özellik| (EAEBÖS) BK 
2  
500 42.26 92.87 92.78 
1000 68.00 93.91 93.65 
2000 86.52 93.48 93.65 
3000 92.70 94.00 93.91 
4000 94.00 94.00 94.00 
5000 93.74 93.91 93.91 
6000 94.00 94.26 94.26 
 
 
Tablo 6.2.2.2: tr31 veri kümesinin MNB sınıflandırma doğruluğu 
|özellik| (EAEBÖS) BK 
2  
500 81.55 90.51 93.42 
1000 92.77 92.77 93.20 
2000 96.12 94.07 93.85 
3000 95.90 94.28 94.07 
4000 95.90 94.39 94.39 
5000 95.69 94.39 94.39 
6000 95.36 94.39 94.39 
7000 94.93 94.61 94.61 
8000 94.93 94.71 94.71 
9000 94.71 94.39 94.39 
10000 94.71 94.61 94.61 
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Tablolardaki başarım değerleri analiz edildiğinde anlamsal özellik seçimi metodunun, Türkçe veri 
kümesinde seçilen özellik sayısı arttıkça alınan doğruluk değerlerinin bazı durumlarda BK’ye 
yaklaştığı görülmekle birlikte kullanılan İngilizce veri kümesinde eğitimsiz anlamsal özellik seçimi 
metodunun oldukça iyi sonuçlar verdiği görülmektedir. 
 
4.2.3  Eğitimli Anlamsal Çekirdek  (CMK) 
Bu bölümde yeni sunulan eğitimli anlamsal çekirdeğin (CMK) destek vektör makinelerinın 
sınıflandırma performansına etkisini ölçtük. Yaygın olarak destek vektör makineleri için kullanılan 
çekirdekler Linear çekirdekli destek vektör makinesı, Polynomial çekirdekli destek vektör 
makinesi, radyal tabanlı çekirdekli destek vektör makinesi (RBF) ve daha önce sunulan 
tekrarlayan yüksek dereceli anlamsal çekirdek (Iterative Higher-Order Semantic Kernel = 
IHOSK) (Altınel vd., 2014a) , yüksek dereceli anlamsal çekirdek (Higher-Order Semantic Kernel 
=HOSK) (Altınel vd., 2013) ile yeni sunulan eğitimli anlamsal çekirdekli destek vektör 
makinesının (CMK) sınıflandırma doğruluklarını karşılaştırdık. Bu bölümde kullanılan veri 
kümeleri Imdb, Science, Politics, Religion, Comp ve mini-newsgroups’tur. Her bir eğitim kümesi 
oranı için elde edilen en yüksek sınıflandırma sonuçları kalın yazılarak belirginleştirilmiştir. 
Buradan her bir eğitim kümesi oranında hangi çekirdeğin destek vektör makinelerinda daha 
yüksek sınıflandırma doğruluğu verdiğini gözlemlenebilir.  
 
 
Tablo 7.2.3.1: Science veri kümesi için sınıflandırma doğruluğu  
TS% Linear  Polynomial RBF IHOSK HOTK CMK 
5 71.44±4.3  45.65±3.23 49.16±3.78 84.15±2.87      76.63±2.67 64.51±4.86 
10 77.97±3.73 55.77±4.73 51.72±4.64 90.37±0.81 82.47±2.02 82.19±3.58 
30 86.73±1.32 70.34±2.43 59.19±1.03 94.31±1.09 89.24±0.74 95.07±0.87 
50 88.94±1.16 76.42±0.99 63.60±1.80 94.97±0.90 90.84±1.12 96.71±0.61 
70 90.58±0.93 79.57±2.00 66.82±1.97 95.35±0.88 92.06±1.28 97.12±0.59 
80 91.33±1.41 81.60±2.13 68.15±1.78 96.23±1.19 93.38±1.43 97.60±0.66 
90 91.40±1.56 81.40±2.58 68.45±3.06 96.85±1.70 94.20±1.36 97.75±0.89 
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Tablo 8.2.3.2: Imdb veri kümesi için sınıflandırma doğruluğu  
TS% Linear Polynomial RBF IHOSK HOTK      CMK  
5 76.85±1.31 69.2±18.31 57.1±28.93 76.98±1.14 74.21±0.24 77.84±2.99 
10 82.99±1.76 64.56±1.64 63.65±2.69 82.55±2.32 82.23±0.42 84.51±1.45 
30 85.57±1.65 74.65±1.62 72.86±1.76 87.16±1.64 85.63±1.69 90.54±0.65 
50 88.46±1.89 80.65±0.89 78.06±1.47 89.40±1.91 87.20±0.33 92.30±0.59 
70 89.93±1.18 81.13±0.83 80.44±0.78 91.31±0.87 90.41±0.55 93.23±0.7 
80 90.65±1.09 84.76±0.34 81.07±0.4 92.38±1.43 91.37±0.98 93.43±0.94 
90 91.75±1.14 85.69±1.22 82.16±0.52 92.63±1.19 91.59±0.27 93.65±0.37 
 
 
 
Tablo 9.2.3.3: Politics veri kümesi için sınıflandırma doğruluğu  
TS% Linear Polynomial RBF IHOSK HOTK      CMK  
5 79.01±2.65 56.69±6.79 55.74±6.43 82.27±4.60                                     80.72±1.56 65.80±3.99 
10 84.69±1.24 62.45±6.67 65.33±3.96 88.61±2.10 84.89±2.15 78.50±6.05 
30 92.04±1.06 83.30±4.57 80.34±4.05 93.61±1.08 88.31±1.22 95.03±0.70 
50 93.73±0.57 89.43±2.03 87.95±2.18 93.55±3.58 90.29±0.79 96.43±0.58 
70 94.55±1.21 91.02±1.50 87.84±1.79 93.24±3.08 90.15±1.15 95.82±0.62 
80 94.03±0.91 90.77±1.50 88.5±1.12 95.30±1.82 92.50±1.60 96.73±0.87 
90 94.86±1.26 92.2±1.81 89.8±2.18 95.80±2.28 92.46±2.01 96.53±1.57 
 
 
 
Tablo 10.2.3.4: Comp veri kümesi için sınıflandırma doğruluğu  
TS% Linear Polynomial RBF IHOSK HOTK      CMK  
5 56.75±4.72 37.23±3.57 35.26±6.16 68.12±1.04 60.22±3.00 55.97±5.01 
10 65.45±2.77 44.36±3.07 41.11±5.51 72.71±0.43 66.70±1.14 70.21±3.88 
30 75.38±2.12 60.90±3.00 48.16±8.49 78.71±0.04 75.97±1.04 84.31±0.91 
50 77.89±1.60 64.6±2.18 51.23±5.88 82.18±1.13 78.68±0.71 85.02±0.72 
70 79.63±1.59 66.87±2.25 58.93±4.42 84.67±2.83 80.97±1.18 85.60±1.16 
80 79.00±2.25 65.7±3.97 57.7±4.13 85.81±0.54 81.58±1.85 85.78±1.42 
90 81.40±2.47 67.48±2.29 58.8±2.75 85.96±0.69 81.32±1.46 86.00±2.32 
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Tablo 11.2.3.5: Religion veri kümesi için sınıflandırma doğruluğu  
TS% Linear Polynomial RBF IHOSK HOTK CMK 
5 74.73±2.47 52.52±7.38 60.39±8.04 77.73±2.47 65.33±1.70 58.98±7.21 
10 80.98±2.69 66.98±4.57 73.01±3.42 81.19±1.92 72.10±1.95 71.39±7.57 
30 83.87±0.78 77.10±2.48 77.1±3.51 84.85±1.84 83.50±1.58 91.07±1.39 
50 88.39±0.93 84.17±2.53 82.69±3.44 88.96±2.30 86.19±1.35 93.04±0.64 
70 89.68±1.41 86.36±3.05 84.76±2.78 90.62±1.18 87.26±0.31 93.47±123 
80 90.70±1.12 87.37±1.81 84.83±2.94 91.00±0.20 88.90±0.24 93.37±1.68 
90 91.65±1.63 89.33±2.29 85.13±3.30 91.70±1.73 89.00±2.37 93.80±2.18 
 
Tablo 12.2.3.6:  Mini-newsgroup veri kümesi için sınıflandırma doğruluğu  
TS% Linear Polynomial RBF IHOSK HOTK      CMK  
5 52.38±5.53 41.21±1.27 38.61±3.18 61.29±1.03 49.69±5.64 48.89±2.62 
10 59.85±3.88 51.31±2.37 50.21±4.48 64.15±0.54 66.24±3.81 59.53±2.49 
30 72.84±3.56 68.33±3.23 66.33±4.13 75.51±0.31 81.82±2.04 74.24±1.71 
50 78.87±2.94 70.12±3.14 67.06±3.34 79.24±0.31 85.54±1.20 79.65±1.64 
70 80.05±1.96 75.80±2.66 70.40±1.26 79.73±0.45 87.28±1.13 80.23±1.58 
80 82.63±1.36 76.83±1.20 71.83±2.10 83.05±0.58 88.15±1.58 83.53±1.72 
90 84.65±2.48 77.55±4.65 72.15±2.35 85.38±1.28 88.10±2.80 85.64±2.87 
 
Tablolardaki başarım değerleri analiz edildiğinde Mini- newsgroup veri kümesi hariç genel olarak 
diğer tüm veri kümelerinde destek vektör makineleri için sunulan eğitimli anlamsal çekirdeğin 
(Class Meaning Kernel = CMK) literatürdeki ve yaygın olarak kullanılan diğer çekirdekler ile daha 
önceki bildirilerimizde sunduğumuz anlamsal çekirdeklerden daha iyi sınıflandırma sonucu 
verdiğini görülmektedir. 
 
4.2.4  Yarı-Eğitimli Anlamsal Çekirdek (CLUDM) 
 
Deneyler 1150Haber (Amasyali ve Beken, 2009), Science, Politics ve Religion veri kümeleri 
üzerinde yapılarak Tablo 5.2.4.1,Tablo 5.2.4.2, Tablo 5.2.4.3 ve Tablo 5.2.4.4 teki doğru 
sınıflandırma başarım sonuçları elde edilmiştir. Deneyler esnasında etiketli veri miktarı ile 
etiketsiz veri miktarı farklı yüzdelerde alınmakta (1%, 5%, 10%, 30%, 50% ) ve her yüzde miktarı 
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için gelişigüzel olarak oluşturulmuş farklı fold larda deneyler 10 kere tekrar edilerek bu 10 
çalışma sonucunun ortalaması alınmaktadır.  
 
Tablo 13.2.4.1:  1150 Haber veriseti Üzerindeki CLUDM Deney Sonuçları  
Etiketli  
Veriseti  
(%) 
Etiketsiz  
Veriseti 
(%) 
Test  
(%) 
Başarım  
(%) 
1 79 20 38.91±6.92 
5 75 20 76.70±3.64 
10 70 20 85.00±2.68 
30 50 20 90.48±1.32 
50 30 20 94.17±1.49 
 
Tablo 14.2.4.2:  Science veriseti Üzerindeki CLUDM Deney Sonuçları  
Etiketli  
Veriseti  
(%) 
Etiketsiz  
Veriseti 
(%) 
Test  
(%) 
Başarım  
(%) 
1 79 20 42.15±7.69 
5 75 20 67.7±11.72 
10 70 20 87.7±4.17 
30 50 20 95.43±1.12 
50 30 20 96.5±0.81 
 
Tablo 15.2.4.3:  Politics veriseti Üzerindeki CLUDM Deney Sonuçları  
Etiketli  
Veriseti  
(%) 
Etiketsiz  
Veriseti 
(%) 
Test  
(%) 
Başarım  
(%) 
1 79 20 54.93±8.6 
5 75 20 80.47±2.17 
10 70 20 85±1.81 
30 50 20 89.7±3.02 
50 30 20 90.33±5.49 
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Tablo 16.2.4.4:  Religion veriseti Üzerindeki CLUDM  Deney Sonuçları  
Etiketli  
Veriseti  
(%) 
Etiketsiz  
Veriseti 
(%) 
Test  
(%) 
Başarım  
(%) 
1 79 20 40.47±4.21 
5 75 20 74.3±3.43 
10 70 20 81.37±3.19 
30 50 20 91.8±1.83 
50 30 20 94.8±1.01 
 
 
Bu sonuçları literatürdeki diğer yarı-eğitimli algoritmalarla kıyaslanacak ve sonuçların 
iyileştirilmesi için çalışamalara devam edilecektir. 
 
4.2.5  Ağırlıklandırılmış Yarı-Eğitimli Anlamsal Çekirdek (W-CLUDM) 
 
Deneyler 1150Haber (Amasyali ve Beken, 2009) ve Science veri kümeleri üzerinde yapılarak 
Tablo 5.2.5.1 ve Tablo 5.2.5.2’deki doğru sınıflandırma başarım sonuçları elde edilmiştir. 
Deneyler esnasında etiketli veri miktarı ile etiketsiz veri miktarı farklı yüzdelerde alınmakta (1%, 
5%, 10%, 30%, 50% ) ve her yüzde miktarı için gelişigüzel olarak oluşturulmuş farklı fold larda 
deneyler 10 kere tekrar edilerek bu 10 çalışma sonucunun ortalaması alınmaktadır.  
 
Tablo 17.2.5.1:  1150 Haber veriseti Üzerindeki W-CLUDM Deney Sonuçları  
Etiketli  
Veriseti  
(%) 
Etiketsiz  
Veriseti 
(%) 
Test  
(%) 
Başarım  
(%) 
1 79 20 31.78±3.81 
5 75 20 60.52±9.49 
10 70 20 80.35±5.39 
30 50 20 91.74±1.70 
50 30 20 94.09±1.70 
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Tablo 18.2.5.2:  Science veriseti Üzerindeki W-CLUDM Deney Sonuçları  
Etiketli  
Veriseti  
(%) 
Etiketsiz  
Veriseti 
(%) 
Test  
(%) 
Başarım  
(%) 
1 79 20 41.28±7.16 
5 75 20 70.18±8.31 
10 70 20 87.20±4.31 
30 50 20 95.43±1.12 
50 30 20 95.98±1.23 
 
 
W-CLUDM’in deney sonuçları CLUDM in sonuçlarından çok az farkla geride CLUDM üzerinde 
yoğunlaşarak  sonuçların iyileştirilmesi için çalışamalara devam edilecektir. 
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4.2.6  Anlamsal Özelliğine Göre Etiketlendiren Yarı-Eğitimli Anlamsal Çekirdek (ILBOM) 
 
Deneyler 1150Haber (Amasyali ve Beken, 2009), Science, Politics ve Religion veri kümeleri 
üzerinde yapılarak Tablo 5.2.6.1,Tablo 5.2.6.2, Tablo 5.2.6.3 ve Tablo 5.2.6.4 teki doğru 
sınıflandırma başarım sonuçları elde edilmiştir. Deneyler esnasında etiketli veri miktarı ile 
etiketsiz veri miktarı farklı yüzdelerde alınmakta (1%, 5%, 10%, 30%, 50% ) ve her yüzde miktarı 
için gelişigüzel olarak oluşturulmuş farklı fold larda deneyler 10 kere tekrar edilerek bu 10 
çalışma sonucunun ortalaması alınmaktadır.  
 
Tablo 19.2.6.1:  1150 Haber veriseti Üzerindeki ILBOM Deney Sonuçları  
Etiketli  
Veriseti  
(%) 
Etiketsiz  
Veriseti 
(%) 
Test  
(%) 
Başarım  
(%) 
1 79 20 54.96±9.76 
5 75 20 86.09±4.78 
10 70 20 91.17±2.61 
30 50 20 93.48±0.77 
50 30 20 94.65±1.52 
 
Tablo 20.2.6.2:  Science veriseti Üzerindeki ILBOM Deney Sonuçları  
Etiketli  
Veriseti  
(%) 
Etiketsiz  
Veriseti 
(%) 
Test  
(%) 
Başarım  
(%) 
1 79 20 62.98±21.14 
5 75 20 89.95±3.23 
10 70 20 91.43±2.29 
30 50 20 95.1±0.87 
50 30 20 95.85±1.23 
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Tablo 21.2.6.3:  Politics veriseti Üzerindeki ILBOM Deney Sonuçları  
Etiketli  
Veriseti  
(%) 
Etiketsiz  
Veriseti 
(%) 
Test  
(%) 
Başarım  
(%) 
1 79 20 52.37±7.43 
5 75 20 88.53±3.4 
10 70 20 92.23±1.59 
30 50 20 94.87±1.22 
50 30 20 95.27±1.26 
 
Tablo 22.2.6.4:  Religion veriseti Üzerindeki ILBOM Deney Sonuçları  
Etiketli  
Veriseti  
(%) 
Etiketsiz  
Veriseti 
(%) 
Test  
(%) 
Başarım  
(%) 
1 79 20 52.17±7.89 
5 75 20 80.23±3.45 
10 70 20 86.6±3.08 
30 50 20 92.73±1.18 
50 30 20 94.27±1.39 
 
 
Bu sonuçları literatürdeki diğer yarı-eğitimli algoritmalarla kıyaslanacak ve sonuçların 
iyileştirilmesi için çalışmalara devam edilecektir. 
5.  TARTIŞMA VE DEĞERLENDİRME 
İş Paketi 1: Problemlerin tanımlanmasını ve ihtiyaç analizini içermektedir. Projenin akademik 
olarak başarısının arttırılması ve aynı zamanda ülke içinde ticari olarak uygulanabilirlik 
potansiyelini arttırmak amacıyla üzerinde çalışabileceğimiz uygun İngilizce ve Türkçe veri 
kümeleri belirlenmiştir. Gerçek hayattaki kısıtlar ve amaçlar göz önüne alınarak metin 
sınıflandırma alanında karşılan problemlerin tanımları yapılmıştır. Gerçek hayatta en önemli 
problemlerden birisi eğitimli algoritmaların kullanımında eğitim işlemi için gerekli olan etiketli veri 
kümelerinin hazırlanması işlemidir. Bunun sebebi etiketleme işleminin genellikle insanlar 
tarafından el ile yapılması ve bunun sonucunda bu işlemin çok vakit alması ve maliyetli 
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olmasıdır. Yeni bir uygulama alanına geçildiğinde bu işlem sınıflandırma işlemlerini 
geciktirmektedir. Bu sebeple geliştirdiğimiz algoritmaları sınadığımız deney düzenlerinde eğitim 
kümesini düşükten başlayıp arttıracak şekilde bir ayar oluşturduk. Buna göre üzerinde 
çalıştığımız veri kümeleri için eğitim kümesi yüzdesi sırasıyla %1, %5, %10, %30, %50, %70 ve 
%90 olacak şekilde deney ortamları hazırlanmıştır. Gerçek hayat uygulamalarında veri 
etiketleme işlemi maliyetli olduğu ve zaman aldığı için düşük eğitim kümesi yüzdelerinde daha iyi 
performansla çalışan algoritmalar büyük avantaj sağlayacaktır. 
 
İş Paketi 2: Literatür incelenmesini içermektedir. Bu paket bağlamında literatür çalışması 
projenin yazım aşamasındaki literatür taraması genişletilerek yapılan benzer çalışmalar 
incelenmiştir. Bu çalışmanın amacı ise anlamsal metin madenciliği yöntemleri hakkındaki son 
gelişmeleri ortaya çıkartarak çalışmamızın en güncel ve gelişmiş yöntemlerin üzerine bina 
edilmesi ve bunlarla kıyaslamayı sağlamaktır. Sonuçta anlamsal algoritmalar ile ilgili son 
gelişmeler ortaya konmuş ve planladığımız yöntem olan yüksek dereceli öğrenme çerçevesi 
kapsamında kullanılacak yöntemler ve algoritmalar daha kesin olarak belirlenmiştir. 
 
İş Paketi 3:  Anlamsal yumuşatma yöntemlerinin teorik temellerinin geliştirilmesini içermektedir. 
Bu bağlamda proje başlangıcından bugüne kadar olan süre içinde genel olarak bayes tabanlı 
sınıflandırıcılar özelde ise Naive Bayes (NB) sınıflandırma algoritması için yumuşatma 
(smoothing) algoritmaları üzerinde çalıştık. Bu bağlamda ilk önce doğal dil modelleme alanında 
kullanılan yumuşatma yöntemleri belli şartlar altında sınıflandırıcının başarımı üzerinde kayda 
değer bir etkiye sahip olduğuna dair ön sonuçlardan yola çıkarak farklı yumuşatma yöntemleri ile 
ilgili oldukça kapsamlı ve ayrıntılı bir deneysel çalışma yaptık. Bu çalışma binary ve multinomial 
olay modellerini kullanan NB algoritmasında yumuşatma yöntemlerinin farklı eğitim kümesi 
seyrekliği şartları altında sınıflandırma performansına (doğruluk) kayda değer bir etkisinin 
olduğunu gösterdi. Bu sonuç NB algoritması için anlamsal bir yumuşatma yönteminin 
geliştirilmesinin başarılı sonuçlara erişebileceği konusunda bizi ikna etti. Bu kapsamlı deneysel 
çalışma proje bursiyerlerinden Zeynep Hilal Kilimci’nin yüksek lisans tezini oluşturmuştur 
(Kilimci, 2013). Bu çalışma aynı zamanda geliştirilecek anlamsal yumuşatma yöntemi için 
kod/deney altyapısını da oluşturmuştur. Bunun yanı sıra içsel bağlantıları,  daha ayrıntılı olarak 
ikinci dereceden birliktelik ilişkilerini anlamsal ilişkiler olarak kullanan yüksek dereceli öğrenme 
çerçevesinden yola çıkarak yüksek dereceli yumuşatma (Higher-order smoothing) yönteminin 
teorik temelleri geliştirilmiştir. Bu temel üzerinden metinsel bir veri kümesindeki içsel anlamsal 
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ilişkilerini ortaya çıkartan, sınıf koşullu kelime olasılıklarının değerlerini kelimelerin anlamsal 
birliktelik ilişkilerinden faydalanarak hesaplayan özgün bir yöntem geliştirilmiştir. Higher-Order 
Smoothing adını verdiğimiz bu yumuşatma yöntemi bu yayın ile dünyanın en saygın veri 
madenciliği konferanslarından olan IEEE ICDM konferansında sunulmuş ve yayınlanmıştır 
(Poyraz vd., 2012). Bu çalışma aynı zamanda proje bursiyerimiz Mitat Poyraz’ın da yüksek 
lisans tezini oluşturmuştur (Poyraz, 2013). 
Proje kapsamında planlanan harici anlamsal kaynakları kullanan (vikipedi, wikipedia, ODP) 
yöntemler de eş zamanlı olarak, proje bursiyeri olarak desteklenen Mitat Poyraz ve bursiyer 
olarak destekleyemediğimiz fakat projenin donanım olanaklarından faydalanan yüksek lisans 
öğrencimiz Dilara Torunoğlu tarafından geliştirilmiştir. Bu yöntemlerin özgün tarafı, İngilizce için 
çeşitli çalışmalar AP-GR-01 Güncelleme Tarihi 15/8/2011 olmasına karşın Türkçe için örneğin 
vikipediyi metin sınıflandırma bağlamında kullanan ilk çalışmalardan olmasıdır. Bu çalışmada 
ulaşılan sonuçlar konferans bildirisi olarak sunulmuştur (Poyraz vd., 2012). Yine aynı şekilde 
Sentiment analizi konusu ile ilgili ürün yorumlarını içeren tweet’lere yönelik İngilizce wikipedia’yı 
anlamsal kaynak olarak kullanan bir yumuşatma yöntemi geliştirilmiş ve sonuçlar konferans 
bildirisi olarak sunulmuştur (Torunoğlu vd., 2013) . Bu aynı zamanda yüksek lisans öğrencimiz 
Dilara Torunoğlu’nun tezine temel teşkil etmiştir (Torunoğlu, 2013). Kullanılan tweet veri 
kümesinin büyüklüğü ve vikipedi veri kümelerinin büyüklüğünden dolayı bu çalışmanın 
tamamlanması ancak proje kapsamında alınan 64 GB hafızalı iş istasyonu sayesinde mümkün 
olabilmiştir.  
 
İş Paketi 4: Anlamsal yumuşatma yöntemlerinin programlanmasını içermektedir. Bu bağlamda 
anlamsal yumuşatma yöntemleri farklı parametrelerin denenebilmesi için parametrik bir yapıda 
nesne yönelimli bir şekilde Java programlama dili ile geliştirilmiştir. Uygulama daha önce 
metinsel veri madenciliği deneyleri için geliştirdiğimiz oldukça kapsamlı ve yetenekli bir yazılım 
çerçevesi olan eski adı ile TM.Experimenter, yeni adı ile Turkuaz’a entegre edilmiştir. Turkuaz 
geliştirilmesi sürmekte olan ve ileriki aşamalarda bir makine öğrenmesi platformu olarak 
yayınlayıp açık kaynak kodlu olarak araştırmacıların kullanımına ve geliştirmesine sunmayı 
planladığımız bir yapıdır. Turkuaz nesne yönelimli tasarım prensipleri ve IoC1 gibi tasarım 
desenleri kullanılarak java programlama dili ve WEKA kütüphanesi üzerine geliştirilmiştir.  
Turkuaz yoğun olarak S.O.L.I.D2 prensipleri ve yazılım desenlerine (enterprise software design 
patterns) bağlı kalınarak geliştirilmiştir. Temel olarak Turkuaz esnekliğini ve gücünü Chain of 
                                               
1
  http://en.wikipedia.org/wiki/Inversion_of_control 
2
 http://en.wikipedia.org/wiki/SOLID_(object-oriented_design) 
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Responsibility 3(CoR) deseninden ve kullanıcı dostu API yapısından almaktadır. Turkuaz’da xml 
tabanlı deney yapılandırma dosyaları kullanarak bir metin sınıflandırma deneyinin temel akışı 
farklı veri ön işleme ve eğitim kümesi seçenekleri ve algoritma seçimleri ile deneyin genel işleyişi 
kolaylıkla ayarlanabilir. Turkuaz esas olarak Weka (Hall vd. 2009)  üzerine kurulu bir wrapper 
çerçevedir fakat WEKA kullanan veya kullanmayan veya farklı 3. parti kütüphaneleri kullanan 
makine öğrenmesi algoritmaları bu çerçeveye kolaylıkla eklenebilir. Turkuaz aşağıdaki şekilde 
belirtilen uygulama bloklarından oluşmaktadır (Çakırman, 2013). 
 
Supervised ClusteringSemi-Supervised
A
lg
o
ri
th
m
s
ClassificationE
x
p
e
ri
m
e
n
t
P
re
-
E
x
p
e
ri
m
e
n
t
Folding and 
shuffling
Stemming Tokenizing Filtering
L
o
g
g
in
g
E
xc
e
p
tio
n
 H
an
d
lin
g
D
ia
g
n
o
st
ic
s
Corpus Statistics Fold Statistics
Algorithm Results 
Statistics
S
ta
ti
st
ic
s
Overall 
Statistics
C
o
n
fi
g
u
ra
tio
n
Experiment 
Config Files
 
Şekil 4.21: Turkuaz Çerçevesi Tasarımı 
 
İş Paketi 5: anlamsal yumuşatma yöntemlerinin test edilmesi ve değerlendirilmesini 
içermektedir. Bu testlerin sonucunda elde edilen bulgular (Poyraz vd., 2012) yayınında 
sunulmuştur. Bunları yanı sıra Naive Bayes için tasarladığımız yüksek dereceli ilişkileri kullanan 
anlamsal yumuşatma yöntemlerini metinsel sınıflandırma da en popüler olan Support Vector 
Machines (SVM) algoritmalarında uygulama yönünde araştırma faaliyetlerine başladık. Bu 
amaçla ilk olarak dokümanlar arası yüksek dereceli ilişkileri kullanan, SVM algoritması için bir 
anlamsal çekirdek geliştirilmesine yönelik araştırma faaliyetleri yapılmış ve sonuçlar uluslararası 
bir konferansta sunulmuştur (Altınel vd., 2013) Bu bildiride dokümanlar arası yüksek dereceli 
anlamsal ilişkileri kullanarak birinci dereceli geleneksel çekirdeklere göre sınıflandırma 
                                               
3
 http://en.wikipedia.org/wiki/Chain-of-responsibility_pattern 
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performansını arttıran bir anlamsal bir çekirdek geliştirme faaliyetlerinin sonuçları yayınlanmıştır. 
Bahsi geçen yayın proje çıktısı olarak ekte verilmiştir. Bu çalışmanın devamı olarak daha önce 
döngüsel olarak hem kelimeler, hem de dokümanlar arası yüksek dereceli bağlantıları kullanan 
bir benzerlik hesaplama yöntemine (Bisson  ve Hussain, 2008) dayanarak, yine SVM 
sınıflandırma algoritması için metin sınıflandırmaya yönelik olarak anlamsal bir çekirdek 
geliştirme çalışmaları yapılmış ve sonuçlar bir konferans bildirisi olarak konferansa 
gönderilmiştir. (Altınel vd. 2014). SVM algoritmasına yüksek dereceli ilişkileri kullanan anlamsal 
çekirdek geliştirme faaliyetlerimiz sürdü. 
 
İş Paketi 6: Anlamsal yarı-eğitimli algoritmalarının teorik altyapısının geliştirilmesi iş paketinde 
daha önceki aşamalarda geliştirilen ve test edilen anlamsal yumuşatma yöntemlerinin teorik 
altyapısı etiketli verinin yanı sıra etiketsiz veriyi de kullanabilecek şekilde genelleştirilmiştir. Daha 
önce eğitimli (supervised) olarak geliştirilmiş yüksek dereceli öğrenim çerçevesi sınıf tabanlı 
çalışmaktadır. Literatürde yer alan özellikle Latent Semantic Indexing (LSI) tabanlı yarı-öğrenimli 
algoritmalara benzer şekilde eğitim esnasında etiketli verilerin yanı sıra etiketsiz verilerinde 
katılmasıyla yüksek dereceli bağlantılardan olasılıkları hesaplayan bir yöntem üzerinde 
çalışmalar gerçekleştirilmiştir.  
 
İş Paketi 7: Anlamsal yarı-eğitimli algoritmalarının programlanması: İş paketi 4’de ayrıntılı 
anlatıldığı gibi WEKA tabanlı Turkuaz çerçevesi içinde yarı-öğrenimli sınıflandırma 
algoritmalarının geliştirilmesi için gerekli alt yapı sağlandı. Bu alt yapı ayrı dizinler altında yer 
alan metin dosyalarını okuyarak durma kelime listesi ayıklama, kök indirgeme, ve özellik seçimi 
gibi ön işleme yöntemleri uygulandı ve oluşan doküman terim matrisi ise girilen oranlara göre n 
defa rastgele etiketli eğitim kümesi, etiketsiz küme ve test kümesi olmak üzere 3 parçaya 
ayırmakta ve bunları WEKA’nın dosya formatı olan arff formatında diske yazmaktadır. Bu sayede 
n-fold yapısında, aynı deney kurulumu içinde sadece eğitim kümesi ve test kümesini kullanarak 
eğitimli sınıflandırma algoritmalarını, eğitim, etiketsiz ve test olmak üzere 3 veri kümesini 
kullanarak yarı- eğitimli algoritmaları çalıştırıp sonuçlarını kıyaslama olanağına sahip 
olunmuştur. Yarı eğitimli tipte en temel algoritmalar olarak (Nigam vd., 2000)’un geliştirdiği NB ve 
Expectation Maximization (EM) tabanlı yarı eğitimli algoritma ve LSI ile K en yakın komşu 
algoritması tabanlı yarı eğitimli algoritmalar geliştirdiğimiz algoritmalara kıyas teşkil etmesi için 
programlanarak Turkuaz’a entegre edilmiştir. 
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İş Paketi 9: Geliştirilen algoritmaların zaman ve yer karmaşıklarının analizi ve iyileştirilmesi 
işlemlerini içermektedir. Bu amaçla teorik çalışmalara ağırlık verilip algoritmaların daha az hafıza 
ile daha hızlı çalışmasına yönelik araştırma faaliyetler yürütülmüştür. Bu kapsamda bu dönem 
içinde özellikle algoritmanın uygulanmasına yönelik iyileştirmeler yapılmıştır. HOS yönteminde 
ikinci dereceden yolların sayılması matris çarpımlarına dayanan bir yöntem ile yapılmaktadır. 
Java ile yazılan programımızda CERN’de geliştirilmiş açık kaynak kodlu bir matris/lineer cebir 
paketi olan COLT kullanılarak matris çarpımı işlemleri paralel hale getirilmiş böylece deneylerin 
tamamlanma zamanlarında ciddi bir tasarruf sağlanmıştır. Ayrıca SVM sınıflandırma 
algoritmasına anlamsal çekirdek geliştirme faaliyetlerinde dönemin başlarında dosyaya yazıp 
daha sonra bu dosyayı kernel matrisi olarak kullanma yöntemi yerine bu matrislerin programın 
kendi içerisinden parametre olarak geçirilmesi ile de hem hafıza hem de performans açısından 
ciddi bir iyileştirme sağlanmıştır.  
 
İş Paketi 10: Sonuçların derlenerek akademik yayınlara ve tezlere dönüştürülmesi: Önceki 
dönemde geliştirilen Higher-Order Smoothing adlı Naive Bayes smoothing algoritması geçen 
dönem dünyanın en saygın veri madenciliği konferanslarından olan IEEE ICDM konferansında 
sunulmasının ardından multinomial modellerinin geliştirilmesi ve kapsamlı deneylerinin 
tamamlanması ile bu dönem içinde SCI-Expanded indeksinde yer alan Journal Of Computer 
Science and Technology dergisinden yayınlanmıştır (Poyraz vd., 2014). Bu şekilde projemizin ilk 
indeksli dergi yayını yapılmıştır. Yüksek dereceli yumuşatma (Higher-Order Smoothing) yöntemi 
bu dönem içinde teorik çalışmalarını yapıp deneylerine başladığımız yarı-öğrenimli sınıflandırma 
algoritmaları için temel teşkil etmektedir. Bunların yanı sıra anlamsal eğitimli sınıflandırma 
algoritmaları geliştirme faaliyetleri kapsamında Naive Bayes (NB) algoritması üzerinde 
yaptığımız geliştirmelerle faaliyetleri ile koşut olarak yürüttüğümüz Support Vector Machines 
(SVM) sınıflandırma algoritmaları için anlamsal yumuşatma çekirdekleri (semantic smoothing 
kernels) geliştirme faaliyetleri kapsamında geçen dönem yayınlanmaya kabul edilen “A Semantic 
Kernel for Text Classification Based on Iterative-Higher–Order Relations between Words and 
Documents” adlı uluslararası bildirimiz Haziran ayı başında Polonya’da sunulmuş ve ardından 
yayınlanmıştır (Altınel vd., 2014) .Bu yayında iteratif yüksek dereceli kelimeler arası bağlantıların 
yine yüksek dereceli belgeler arası bağlantılar ile hesaplandığı fakat karmaşıklığı yüksek olan ve 
daha önce farklı algoritmalar için önerilen bir yöntem SVM’e anlamsal çekirdek olarak 
uyarlanmıştır. Bunun ardından daha basit fakat yinede klasik çizgisel çekirdekten daha iyi 
çalışan, sadece terimler arası yüksek dereceli bağlantıları kullanan, Naive Bayes için 
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geliştirdiğimiz anlamsal yumuşatma yöntemine benzeyen yöntem “A Simple Semantic Kernel 
Approach for SVM using Higher-Order Paths” başlığı ile Haziran ayı sonunda İtalya’da sunulmuş 
ve yayınlanmıştır (Altınel vd. 2014). Yine bu dönem içinde daha farklı bir yaklaşımla yeni bir 
anlamsal algoritma geliştirme faaliyetleri yürütülmüştür. Görüntü işlemede insan algısı ile ilgili 
Gestalt teorisine ve Helmholtz prensibine dayanan ve kelimelerin anlam değerini hesaplayan, 
daha önce bilgi çıkarımı, metin özetleme ve hızlı değişim tespiti alanlarında kullanılan bir 
yöntemle anlamsal metin madenciliği algoritmaları geliştirdik. İlk etapta bu yöntemi metin 
madenciliği önişleme aşamalarından olan özellik seçimi için kullandık. Burada geliştirdiğimiz 
eğitimsiz (unsupervised) doküman tabanlı özellik seçimi yöntemi ELECO ulusal konferansında 
sunulmak için kabul almıştır (Tutkan vd., 2014a) . Bir sonraki aşamada ise eğitimli (supervised), 
sınıf tabanlı özellik seçim algoritması geliştirilmiş ve ASYU ulusal konferansında sunulmak üzere 
kabul almıştır (Tutkan vd. 2014b) . Kelimelerin sınıf tabanlı anlam değerlerinden yola çıkarak 
kelimeler arası anlamsal ilişkileri hesaplayan, SVM algoritması için daha önce geliştirdiğimiz 
yüksek dereceli anlamsal yumuşatma çekirdekleri benzeri yeni bir anlamsal yumuşatma 
çekirdeği geliştirilmekte olup ön sonuçlar ümit vaat etmektedir. Bu sınıf bilgisini de dolaylı olarak 
içermesi sebebiyle ilgi çekici bir yaklaşımdır. Bu yaklaşımı kullanan anlamsal çekirdek 
yaklaşımımız “A corpus-based semantic kernel for text classification by using meaning values of 
terms” adıyla SCI-Exp bir dergide yayınlanmıştır. Son olarak yüksek dereceli bağlantıları 
kullanan yüksek dereceli yumuşatma yönteminden yola çıkarak geliştirdiğimiz NB tabanlı yarı-
eğitimli algoritmamızın da deneylerinde başarılı sonuçlar alınmıştır ve yayınlanma 
aşamasındadır. 
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6.  SONUÇLAR 
 
Proje planı genel olarak iki aşamadan oluşmaktadır. İlk aşama içsel bağlantıları kullanarak 
anlamsal yöntemlerinin geliştirilmesini ikinci aşama ise bu temel üzerine anlamsal yarı- eğitimli 
metin sınıflandırma algoritmalarının geliştirilmesini hedeflenmişti. Proje planında ilk altı aylık 
dönemde 1. iş paketi bitirilmiş, 2. İş paketinin projenin ilk kısmı ile ilgili kısımları tamamlanmış ve 
3. İş paketine başlanmıştır. İkinci altı aylık dönemde ise önceki dönemde başlanmış olan ve 
büyük ölçüde ilk dönemde tamamlanmış olan 3. İş paketi “Anlamsal yumuşatma yöntemlerinin 
teorik temellerinin geliştirilmesi”, faaliyetleri kapatılmıştır. Bunun yanı sıra İş paketleri 4, 5, ve 9’a 
başlanarak bu faaliyetler de tamamlanmıştır. Üçüncü altı aylık dönemde ise 6. İş paketine 
başlanarak tamamlanmış, 7. İş paketi ve 10. İş paketinde önemli ilerlemeler kaydedilerek 
tamamlanmıştır.  
 
Proje sonunda çıkan yayınlar ve tezler aşağıda açıklanmıştır. 
6.1  Proje Kapsamında Tamamlanan Yüksek Lisans Tezleri  
1. Çakırman E., Sentiment Analysis on Turkish Product Reviews, Yüksek Lisans Tezi, 
Doğuş Üniversitesi, 2013 
2. Kilimci Z.H. ,Empirical Comparison of Naïve Bayes Event Models and Smoothing 
Methods For Text Classification, Yüksek Lisans Tezi, Doğuş Üniveristesi, 2013 
3. Poyraz M., Higher-Order Semantic Smoothing For Text Classification, Yüksek Lisans 
Tezi, Doğuş Üniversitesi, 2013 
4. Torunoğlu D., Wikipedia Based Semantic Smoothing for Twitter Sentiment Classification. 
Yüksek Lisans Tezi, Doğuş Üniversitesi, 2013. 
5. Tutkan M., Meaning Based Feature Selection Methods For Text Classification, Yüksek 
Lisans Tezi, Doğuş Üniversitesi, 2015 
6.2  Proje Kapsamında Yapılan Yayınlar 
a. Makaleler : 
1. Poyraz, M., Kilimci, Z.H., Ganiz, M.C. (2014). Higher-Order Smoothing: A Novel 
Semantic Smoothing Method for Text Classification. Journal Of Computer Science and 
Technology , Vol.29，No.3, 2014, pp.376-391 (SCI-Exp) 
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2. Altınel, B., Ganiz, M.C., Diri, B., (2015) A Corpus-Based Semantic Kernel for Text Classi-
fication by using Meaning Values of Terms. Engineering Applications of Artificial 
Intelligence, Vol. 43, pp. 54-66 (SCI-Exp) 
3. Altınel, B., Diri, B., Ganiz, M.C. (Gönderildi: 2015) A novel semantic smoothing kernel for 
text classification with class-based weighting. Knowledge Based Systems.  (SCI-Exp) 
4. Tutkan M., Ganiz MC., Akyokuş S., (Gönderildi: 2015) Helmholtz Principle based 
Supervised and Unsupervised Feature Selection Methods for Text Mining. Information 
Processing and Management. (SCI-Exp) 
 
b. Bildiriler : 
1. Poyraz, M., Ganiz, M.C., Akyokus, S., Gorener, B., Kilimci, Z.H. (2012). Exploiting 
Turkish Wikipedia as a Semantic Resource for Text Classification. INISTA 2012, July 2-4, 
2012, Trabzon, Turkiye. 
2. Poyraz, M., Kilimci, Z.H., Ganiz, M.C. (2012) A Novel Semantic Smoothing Method 
based on Higher Order Paths for Text Classification . IEEE International Conference on 
Data Mining (ICDM 2012) , December 10-13, 2012, Brussels, Belgium 
3. Altınel, B., Ganiz, M.C., Diri, B., (2013). A Novel Higher-order Semantic Kernel. ICECCO 
2013 (The 10th International Conference on Electronics Computer and Computation), 
November 7-9, Ankara, Turkey. 
4. Torunoğlu, D., Telseren, G., Sağtürk, Ö.,Ganiz, M.C. (2013). Wikipedia Based Semantic 
Smoothing for Twitter Sentiment Classification. IEEE INISTA 2013, June 19-21, Albena, 
Bulgaria. 
5. Altınel, B., Ganiz, M.C., Diri, B., (2014). A Semantic Kernel for Text Classification Based 
on Iterative-Higher–Order Relations between Words and Documents. ICAISC 2014 (The 
13th International Conference on Artificial Intelligence and Soft Computing) , June 1-5, 
Zakopane, Poland. 
6. Altınel, B., Ganiz, M.C., Diri, B., (2014). A Simple Semantic Kernel Approach for SVM 
using HigherOrder Paths. IEEE INISTA 2014 , June 23-25, Alberobello, Italy. 
7. Tutkan, M., Ganiz, M.C., Akyokuş, S.(2014). Metin Sınıflandırma için Yeni Bir Eğitimli 
Anlamsal Özellik Seçimi Yöntemi. ASYU 2014 (Akıllı Sistemlerde Yenilikler ve 
Uygulamalar Sempozyumu) , Ekim 9-10, İzmir Katip Çelebi Üniversitesi, İzmir, Türkiye. 
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8. Tutkan, M., Ganiz, M.C., Akyokuş, S.(2014). Metin Sınıflandırma için Yeni Bir Eğitimsiz 
Anlamsal Özellik Seçimi Yöntemi. ELECO 2014 (Elektrik - Elektronik, Bilgisayar ve 
Biyomedikal Mühendisliği Sempozyumu), 27-29 Kasım 2014, Bursa, Türkiye. 
6.3  Diğer Proje Çıktıları 
Üniversite çıkışlı teknoloji girişim (Spinn-off) Şirket : VeriUs Teknoloji Ltd.Şti. 
Uluslararası Ödül : Best Paper of Machine Learning Track 
 
Sonraki dönemlerde geliştirilen öğrenimli (supervised) anlamsal sınıflandırma algoritmalarının 
yarı öğrenimli (semi-supervised) hale getirilmesine yönelik çalışmalar sonlandırılarak yöntem ve 
sonuçların yayınlara dönüştürülmesine yönelik faaliyetlere ağırlık verilmiştir. Naive Bayes yanı 
sıra özellikle SVM’e yönelik geliştirme çalışmalarımıza devam edilmiş, bu dönem içinde 
çalışmaya başladığımız kelimelerin anlam değeri hesaplamasına dayanan yöntemler üzerinde 
çalışmaya devam edilerek indeksli dergilere makaleler gönderilmiştir. Ayrıca ilerleyen 
aşamalarda özellikle sınıf tabanlı yöntem üzerinde performans iyileştirmeleri yapılmış olup bu 
konuda bir makale hazırlığı devam etmektedir. Yeni bir anlamsal yumuşatma çekirdeği 
geliştirilmekte olup bu konu ile de makalemiz kabul edilmiştir. Yüksek dereceli bağlantıları 
kullanan yüksek dereceli yumuşatma yönteminden yola çıkarak geliştirdiğimiz Naive Bayes 
tabanlı yarı-eğitimli algoritmamızın da yayın hazırlama faaliyetlerimiz devam etmektedir.  
 
Proje süresince hazırlanan ve yayınlanan 2 indeksli makale ve 8 bildiri, gönderilen inceleme 
aşamasında olan makaleler internetten ve yürütücünün web sayfasından erişilebilir.  
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