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Resum
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MSC2000: 05C65, 05C69
Donat un graf G, podem associar diferents conjunts de vèrtexs en funció de la propietat
que volem estudiar. Aquests conjunts de vèrtexs defineixen diferents famílies de subcon-
junts. Cadascuna d’aquestes famílies de subconjunts està caracteritzada per un hipergraf.
D’aquesta manera, obtenim diferents hipergrafs associats a un graf segons la propietat
considerada.
En aquest treball ens centrem essencialment en la propietat de dominació en grafs. L’hiper-
graf associat a aquesta propietat s’anomena hipergraf de dominació del graf. Els objectius
d’aquest treball són els següents: primer, estudiar propietats i paràmetres d’aquest hiper-
graf; en segon lloc, relacionar aquest hipergraf amb altres hipergrafs associats a un graf; i
finalment, caracteritzar aquests hipergrafs.
Pel que fa a estudiar propietats i paràmetres dels hipergrafs de dominació, s’estudia el
comportament d’aquests hipergrafs per operacions de grafs i es donen algunes fites dels
paràmetres estudiats utilitzant anàlisi espectral de grafs. També s’analitza la complexitat
algorísmica del càlcul d’algun paràmetre.
Per altra banda, s’estableix la relació entre els hipergrafs de dominació i altres hipergrafs
associats a un graf, concretament amb l’hipergraf d’entorns, l’hipergraf de conjunts in-
dependents i l’hipergraf de recobriments. A més, analitzarem quan aquests hipergrafs
caracteritzen unívocament el graf.
Finalment, s’estudia el problema de la caracterització dels hipergrafs de dominació. És a
dir, donat un hipergraf H, es vol determinar si existeix algun graf G tal que l’hipergraf de
dominació associat a G sigui H. En concret, es donen condicions necessàries i suficients
perquè un hipergraf sigui de dominació, i s’estudien els grafs que el realitzen.
Abstract
Keywords: graphs, hypergraphs, domination, neighborhood.
MSC2000: 05C65, 05C69
Given a graph G, we can associate different sets of vertices depending on the property
that we wish to study. Such sets of vertices define different families of subsets, and each of
these families of subsets is characterized by a hypergraph. Thus, we can obtain different
hypergraphs associated to a given graph depending on the property considered.
In the present text we focus essentially on the domination property in graphs. The hy-
pergraph that corresponds to this property is called domination hypergraph of the graph.
The goals of this thesis are the following. We first study some properties and parameters
of this hypergraph. We then relate this hypergraph to other hypergraphs associated to a
graph, and finally we characterize these other hypergraphs.
As far as properties and parameters of the domination hypergraphs are concerned, we
study how these hypergraphs behave under certain graph operations. Furthermore, we
provide some bounds for the parameters considered by means of spectral graph analysis.
In addition to that, we analyse the computational complexity of some parameters.
On the other hand, we set the relation between domination hypergraphs and the other
hypergraphs associated to a graph. We do so for the neighbourhood hypergraph, the in-
dependent sets hypergraph and the vertex-cover hypergraph in particular, and we analyse
when these hypergraphs give a one-to-one correspondence to the given graph.
Finally, we estudy the problem of domination hypergraphs characterization. That is, given
a hypergraph H we want to determine if there exists a graph G such that the domination
hypergraph associated to G is H. In particular, we give several necessary and sufficient
conditions that allow us to know whether a hypergraph is a domination one, and study
the graphs whose associated hypergraph coincides with it.
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Introducció
La Teoria de Grafs és una branca important de la Matemàtica Discreta i Combi-
natòria. Els grafs s’utilitzen per modelar diferents relacions entre objectes, on els
vèrtexs representen els objectes i les arestes representen les relacions.
Per a aquestes estructures, sovint, és interessant estudiar propietats de conjunts de
vèrtexs destacats. Tots aquests conjunts determinen una família de subconjunts del
conjunt de vèrtexs. La Teoria d’Hipergrafs esdevé un marc natural per treballar
amb aquestes famílies.
En aquest treball estudiarem diferents hipergrafs associats a un graf: el de domi-
nació, el d’entorns, el d’independència i el de recobriments. Tots aquests tenen
estretes relacions amb els conjunts dominants minimals d’un graf.
L’estudi sobre els conjunts dominants d’un graf es va iniciar cap a l’any 1960. Tot
i així, el tema té arrels històriques que es remunten a l’any 1862 quan C.F. de
Jaenisch [8] va tractar de determinar el mínim nombre de reines necessàries per
cobrir/dominar un taulell d’escacs de mida n×n. Posteriorment, l’any 1892, W.W.
Rouse Ball [23] va reportar tres problemes que aficionats als escacs van tractar de
resoldre. Aquests tres problemes són els següents:
• Cobertura: determinar el mínim nombre de peces d’escacs d’un tipus concret
necessàries per tal de cobrir (atacar) cada quadrat d’un taulell n× n.
• Cobertura independent: determinar el mínim nombre de peces (d’un tipus
concret) no atacants entre elles, necessàries per dominar cada casella d’un
taulell n× n.
• Independència: determinar el màxim nombre de peces d’escacs (d’un tipus
concret) que poden ser situades en un taulell d’escacs n×n de tal manera que
no hi hagin dues peces que s’ataquin entre elles.
L’any 1958, Claude Berge [4] va introduir el concepte "coeficient of external stabi-
lity". Posteriorment, Oystein Ore [24], a l’any 1962, el va introduir com el nombre
de dominació d’un graf. Així doncs, en un graf G, un conjunt S ⊆ V és un conjunt
dominant si cada vèrtex de V que no pertanyi a S té almenys un veí en S. El
nombre de dominació γ(G) és el mínim cardinal d’un conjunt dominant de G.
Actualment, l’estudi sobre la dominació en grafs forma una àrea d’investigació en
creixement degut a la quantitat d’aplicacions que permet modelar, entre les quals
podem destacar els problemes de localització d’instal·lacions, cerca de dades, xarxes
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biològiques integrades a trastorns de l’ésser humà, etc. Vegem-ne un exemple de
problema de localització d’instal·lacions. Una empresa vol construir noves estacions
benzineres a les capitals de les províncies d’Espanya de manera que, construint el
mínim nombre de benzineres, cada capital tingui almenys una benzinera a una dis-
tància menor x kilòmetres. Llavors, aquest problema es pot resoldre construint un
graf G format per 50 vèrtexs, un per a cada província, de manera que dos vèrtexs
vi, vj de G són adjacents si les capitals representades pels vèrtexs vi i vj estan a
una distància menor que x. Així, el nombre mínim de benzineres que l’empresa ha
de construir és γ(G).
El punt de vista d’aquest treball consisteix en estudiar els conjunts dominants com
a conjunt. D’aquesta manera, obtenim una família de subconjunts anomenada
hipergraf. L’objectiu principal d’aquest treball és estudiar els diferents hipergrafs
associats a un graf G i les relacions entre aquests.
En el primer capítol, ens centrem en l’estudi dels grafs, donant les definicions i les
propietats necessàries per a posteriors capítols. A més, s’introdueixen els conceptes
d’entorn, conjunt independent, recobriment i conjunt dominant. Aquests conceptes
els estudiarem pensant el graf com a objecte combinatori, és a dir, com un con-
junt de vèrtexs i d’arestes. A més, la identificació d’un graf amb la seva matriu
d’adjacència i laplaciana permet, mitjançant l’anàlisi espectral, obtenir fites dels
paràmetres associats al graf.
Posteriorment, en el segon capítol s’introdueixen els hipergrafs, que és el concepte
matemàtic que extrau les diferents famílies de subconjunts. A més, s’estudien pro-
pietats d’algunes operacions amb hipergrafs que en el següent capítol utilitzarem.
En el tercer capítol, formalitzem els objectes estudiats en el primer capítol en el
llenguatge dels hipergrafs. És a dir, procedim amb l’estudi dels diferents hiper-
grafs associats a un graf: el d’entorns tancats, el de conjunts independents, el de
recobriments i el de conjunts dominants. Addicionalment, s’analitzen les relacions
entre aquests hipergrafs, on es mostra les estretes relacions dels diferents hipergrafs
amb l’hipergraf de conjunts dominants. Posteriorment, procedim amb el problema
invers: donat un hipergraf H ens preguntem si existeix algun graf tal que l’hipergraf
de dominació, d’entorns, d’independència o de recobriments associat al graf sigui
H. Atès a les relacions existents entre els diferents hipergrafs amb l’hipergraf de
dominació, ens centrem en estudiar si H pot ser hipergraf de dominació.
Finalment, al quart capítol, s’analitza la complexitat algorísmica del càlcul d’algun
dels paràmetres estudiats. A més, es proporciona un algorisme per a calcular un
conjunt dominant minimal d’un graf.
Capítol 1
Grafs
En aquest primer capítol estudiarem els grafs. Comencem donant les definicions
bàsiques sobre aquests (seccions 1 i 2). Posteriorment, analitzarem les seqüències de
graus dels grafs, on determinarem quines seqüències d’enters són gràfiques (secció
3). Després, s’introdueixen els conceptes d’independència, recobriment i dominació
i s’estudien propietats d’aquests conjunts de vèrtexs (seccions 4 i 5). Finalment, es
defineixen les matrius associades a un graf (secció 6), a partir de les quals, mitjan-
çant l’anàlisi espectral, donarem algunes relacions amb el nombre d’independència
i el de dominació (secció 7).
1. Definicions
Un graf G = (V,E) és un parell ordenat format per un conjunt (finit) que de-
notarem per V i un conjunt E de parells no ordenats {u, v} d’elements de V. Els
elements de V s’anomenen vèrtexs i els de E arestes. En el cas que es necessiti
especificar quin graf s’està considerant, els denotarem per V (G) i E(G).
El nombre de vèrtexs, és a dir, el cardinal de V, s’anomena ordre de G i es denota
n(G). D’altra banda, el cardinal de E s’anomena mida de G.
Si {u, v} és una aresta de G, escriurem uv enlloc de {u, v}. Si e = uv ∈ E direm
que els vèrtexs u i v són adjacents i que l’aresta e i el vèrtexs u i v són incidents o
bé que u i v són els extrems de l’aresta e.
Donat un graf G = (V,E), un u−v recorregut de longitud l del graf G és una seqüèn-
cia de vèrtexs u0u1...ul−1ul amb u = u0, v = ul i ui−1ui ∈ E per a i = 1, 2, ..., l, és
a dir, cada parell de vèrtexs consecutius són adjacents. Si u = v direm que és un
recorregut tancat i si u 6= v direm que és un recorregut obert .
Un camí és un recorregut en el qual no es repeteixen vèrtexs. Un cicle és un camí
tancat en el que no es repeteix cap vèrtex a excepció del primer, que coincideix
amb l’últim.
Un graf G = (V,E) és connex si per a cada parell de vèrtexs u i v de G existeix un
u− v camí.
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El grau de v , que denotarem per deg(v), és el nombre d’arestes incidents amb v.
Els vèrtexs de grau 0 els anomenarem vèrtexs aïllats i els de grau n − 1, vèrtexs
universals.
El màxim dels graus dels vèrtexs de G s’anomena màxim grau de G i el denotarem
per ∆(G). Anàlogament, el mínim dels graus dels vèrtexs de G s’anomena mínim
grau de G i el denotarem per δ(G). En el cas en que δ(G) = ∆(G) = r, es diu que
G és regular de grau r, o simplement, r-regular .
Donats dos vèrtexs u i v d’un graf G es defineix la distància entre u i v, d(u, v),
com el nombre mínim d’arestes d’un recorregut entre u i v. En el cas que no n’hi
hagi cap, ho denotarem d(u, v) = +∞. Si S ⊆ V i x ∈ V , la distancia entre x i S
és d(x, S) = min{d(x, y) : y ∈ S}.
L’entorn obert d’un vèrtex v, que denotarem per N(v), és el conjunt de vèrtexs
adjacents a v, és a dir:
N(v) = {w ∈ V : vw ∈ E}.
L’entorn tancat d’un vèrtex v és el conjunt
N [v] = N(v) ∪ {v}.
Si S ⊆ V , aleshores l’entorn tancat de S és el conjunt
N [S] =
⋃
v∈S
N [v].
Donat un graf G′ = (V (G′), E(G′)) direm que G′ és un subgraf de G si V (G′) ⊆
V (G) i E(G′) ⊆ E(G). Definim una component connexa d’un graf G com un sub-
graf connex maximal de G.
D’altra banda, si S és un subconjunt de V (G), el subgraf induït per S , que denotarem
per G[S], és el graf G[S] = (S,E′), on els elements de E′ són totes les arestes de G
que uneixen dos vèrtexs de S, és a dir,
E′ = {uv ∈ E(G) : u ∈ S i v ∈ S}.
El graf complementari de G = (V,E) és el graf G = (V,E) on:
E = {uv : u, v ∈ V i uv /∈ E}.
2. Isomorfisme de grafs
Sovint hi ha propietats i paràmetres associats a grafs que són inpedendents de
l’etiquetatge dels vèrtexs. La formalització d’aquesta noció és l’isomorfisme de
grafs. En aquesta secció introduïm aquest concepte i definim famílies conegudes de
grafs isomorfs.
Definició. Direm que dos grafs G = (V,E) i G′ = (V ′, E′) són isomorfs, i ho
denotarem per G ∼= G′, si existeix una aplicació bijectiva φ de V en V ′ tal que
preserva les adjacències, és a dir, vivj ∈ E si, i només si, φ(vi)φ(vj) ∈ E′.
Podem dir, d’una manera intuïtiva, que dos grafs isomorfs només es diferencien per
la manera que se n’etiqueten els vèrtexs. Els vèrtexs de dos grafs isomorfs es poden
identificar un a un de manera que les adjacències d’un i de l’altre siguin les mateixes,
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és a dir, l’estructura dels dos grafs, un cop identificats els vèrtexs corresponents, és
idèntica. Per tant, dos grafs G i G′ isomorfs tenen la mateixa mida i ordre. A més,
cada vèrtex v ∈ V (G) i la seva imatge φ(v) ∈ V (G′) tenen el mateix grau en els
seus respectius grafs.
Exemple 2.1. Considerem els grafs G1, G2 i G3 de la figura 1. Els tres grafs tenen
ordre 6, mida 9 i tots els vèrtexs tenen grau 3. Observem que els grafs G1 i G2 són
isomorfs. Un possible isomorfisme φ : V (G1) → V (G2) està definit per φ(v1) = v1,
φ(v2) = v3, φ(v3) = v5, φ(v4) = v2, φ(v5) = v4 i φ(v6) = v6.
D’altra banda, G3 conté dos triangles (és a dir, tres vèrtexs adjacents dos a dos)
{v1, v2, v3} i {v4, v5, v6} i, en canvi, G1 no en conté cap. Per tant, no poden ser
isomorfs, ja que un isomorfisme de grafs ψ : V (G3) → V (G1) transformaria els
vèrtexs v1, v2 i v3 de G3 en tres vèrtexs de G1 adjacents dos a dos. Amb el mateix
raonament obtenim que G1 i G3 tampoc són isomorfs.
v1 v2 v3
v4 v5 v6
v1
v2
v3
v4
v5
v6
v1
v2 v3
v4 v5
v6
G1 G2 G3
Figura 1
La relació d’isomorfia entre grafs és una relació d’equivalència. Cada classe d’equi-
valència definida per aquesta relació és un conjunt de grafs isomorfs dos a dos que
s’anomena graf no etiquetat .
A continuació definirem algunes famílies conegudes de grafs isomorfs. Aquestes
famílies les farem servir al capítol 3.
• Graf complet.
Un graf complet és un graf tal que cada vèrtex és adjacent a tots els altres, és
a dir, per a cada vèrtex v, deg(v) = |V (G)| − 1. El graf complet d’ordre n no
etiquetat el denotarem per Kn.
Figura 2. Graf complet K6.
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• Graf nul.
Un graf nul és un graf que no conté cap aresta, és a dir, per a cada vèrtex v,
deg(v) = 0. Així doncs, el graf nul és el complementari del graf complet. El
graf nul d’ordre n no etiquetat el denotarem per Kn.
Figura 3. Graf nul K6.
• Graf camí.
Un graf camí d’ordre n és un graf amb n vèrtexs tal que aquests es poden orde-
nar de tal manera que dos vèrtexs són adjacents si, i només si, són consecutius.
El graf camí d’ordre n no etiquetat el denotarem per Pn.
Figura 4. Graf camí P6.
• Graf cicle.
Un graf cicle d’ordre n és un graf amb n vèrtexs i n arestes tal que els vèrtexs
es poden situar sobre un cercle de tal manera que dos vèrtexs són adjacents
si, i només si, són consecutius en el cercle. El graf cicle d’ordre n no etiquetat
el denotarem per Cn.
Figura 5. Graf cicle C6.
• Graf roda.
Un graf roda d’ordre n amb n ≥ 4 és un graf format per un cicle de longitud
n− 1 i un vèrtex v que no és del cicle però que és adjacent a tots els vèrtexs
d’aquest. El graf roda d’ordre n no etiquetat el denotarem per Wn.
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v
Figura 6. Graf roda W5.
• Graf bipartit complet.
Un graf bipartit complet és aquell en que hi ha una partició del conjunt de
vèrtexs del graf en dos conjunts U i W de manera que les arestes del graf són
exactament totes les arestes que connecten un vèrtex de U i un de W . Els
conjunts U iW s’anomenen parts estables del graf. El graf bipartit complet no
etiquetat el denotarem per Kr,s, on r i s són el cardinal de les parts estables
U i W .
u1
w1 w2 w3
u2
Figura 7. Graf bipartit complet K2,3. Les parts estables del graf
són U = {u1, u2} i W = {w1, w2, w3}.
• Graf multipartit complet.
Un graf k-partit és aquell en que existeix una partició del conjunt dels vèrtexs
en k conjunts V1, V2, ..., Vk de manera que no hi ha cap aresta amb els dos
extrems en un mateix conjunt Vi. Els conjunts V1, V2, ..., Vk s’anomenen parts
estables del graf. Un graf k-partit complet , o simplement multipartit complet ,
és un graf k-partit, on cada parella de vèrtexs de parts estables diferents són
adjacents. El graf k-partit complet no etiquetat el denotarem per Kn1,n2,...,nk
on n1, n2, ..., nk són el cardinal de cada part estable Vi.
v1 v2
v3
v4v5
v6
v1
v4
v2
v5
v3
v6
Figura 8. Dues representacions del graf multipartit complet
K2,2,2. Les parts estables deK2,2,2 són V1 = {v1, v4}, V2 = {v2, v5}
i V3 = {v3, v6}.
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3. Seqüència de graus
Un concepte invariant per isomorfia és la seqüència de graus.
Definició. Sigui G = (V,E) un graf amb conjunt de vèrtexs V = {v1, v2, ..., vn}.
Llavors la seqüència de graus de G és (deg(v1), deg(v2), ..., deg(vn)). La seqüència
de graus s’acostuma a donar en ordre decreixent.
La relació entre la mida, l’ordre i la seqüència de graus d’un graf es mostra al lema
3.1 i al corol·lari 3.1, i la relació entre seqüències de graus i isomorfismes l’establim
a la proposició 3.1.
Lema 3.1 (Lema de les encaixades). Sigui G = (V,E) amb V = {v1, v2, ..., vn} i
|E| = m. Llavors,
n∑
i=1
deg(vi) = 2m.
Demostració. Cada aresta e ∈ E es compta exactament dues vegades en el su-
matori de tots els graus del vèrtex del graf, ja que és incident amb exactament dos
vèrtexs del graf. uunionsq
Corol·lari 3.1. Tot graf G té un nombre parell de vèrtexs de grau senar.
Demostració. Sigui G un graf de mida m. Definim W com el conjunt de vèrtexs
amb grau senar de G i U com el conjunt de vèrtexs de G de grau parell. Pel lema
3.1: ∑
v∈V (G)
deg(v) =
∑
v∈U
deg(v) +
∑
v∈W
deg(v) = 2m.
Per ser
∑
v∈U
deg(v) parell, aleshores
∑
v∈W
deg(v) també ha de ser parell. Aixó implica
que |W | és parell. uunionsq
Proposició 3.1. Siguin G1 i G2 dos grafs isomorfs. Llavors, G1 i G2 tenen la
mateixa seqüència de graus.
Demostració. A la secció anterior vam observar que donats dos grafs G1 i G2
isomorfs i un isomorfisme de grafs φ : V (G1) → V (G2), cada vèrtex v ∈ V (G1) i
la seva imatge φ(v) ∈ V (G2) tenen el mateix grau en els seus respectius grafs. Per
tant, els graus dels vèrtexs de G1 són iguals que els de G2 és a dir, els dos grafs
tenen la mateixa seqüència de graus. uunionsq
Per la proposició anterior, donats dos grafs, que aquests tinguin la mateixa seqüèn-
cia de graus és una condició necessària perque dos grafs siguin isomorfs, però no
suficient. Vegem-ne un exemple.
Exemple 3.1. Tornant a l’exemple 2.1, els grafs G2 i G3 tenen la mateixa seqüència
de graus, (3, 3, 3, 3, 3, 3), però no són isomorfs.
Donat un graf G, la seqüència de graus de G es determina fàcilment. D’altra banda,
ens preguntem, quan una seqüència d’enters no negatius és la seqüència de graus
d’algun graf.
Definició. Una seqüència finita (d1, d2, ..., dn) d’enters no negatius es diu que és
gràfica si existeix un graf G amb vèrtexs v1, v2, ..., vn de manera que cada vi té grau
deg(vi) = di.
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Proposició 3.2. Tres condicions necessàries per a que una seqüència (d1, d2, ..., dn)
sigui gràfica són les següents:
(1) di ≤ n− 1, ∀i ∈ {1, 2, ..., n}.
(2)
∑n
i=1 di parell.
Demostració.
(1) Un vèrtex vi com a molt pot ser adjacent als n − 1 vèrtexs restants del graf.
Per tant, deg(vi) ≤ n− 1.
(2) És conseqüència directa del lema de les encaixades (lema 3.1). uunionsq
Però, aquestes condicions no són suficients per a determinar si una seqüència és
gràfica o no. Vegem-ne un exemple.
Exemple 3.2. La seqüència (4, 3, 2, 1, 0) correspon a un graf d’ordre n i satisfà les
condicions necessàries anteriors. En canvi, no és gràfica ja que no pot haver-hi un
vèrtex adjacent a tots els altres vèrtexs del graf (el de grau 4) i un no adjacent a
cap (el de grau 0).
Es coneixen caracteritzacions per a que una seqüència d’enters no negativa sigui
una seqüència gràfica. El resultat més conegut és el següent.
Teorema 3.1 (Havel-Hakimi, [17] 1955, [16] 1962). Sigui (d1, d2, ..., dn) una se-
qüència d’enters positius tal que d1 ≥ d2 ≥ ... ≥ dn. Llavors, la seqüència D =
(d1, d2, ..., dn) és gràfica si, i només si, la seqüència D′ = (d′1, d′2, ..., d′n−1) és gràfi-
ca on
d′i =
{
di+1 − 1 si 1 ≤ i ≤ d1,
di+2 si d1 + 1 ≤ i ≤ n− 1.
Demostració. Primer demostrarem que si D′ és una seqüència gràfica, aleshores
D també ho és. Així doncs, suposem que D′ és una seqüència gràfica. Sigui G
′
un graf amb seqüència de graus D′. Afegim un nou vèrtex de grau d1 adjacent als
vèrtexs de G′ amb graus d2 − 1, d3 − 1, ..., dd1+1 − 1. Aquest nou graf G tindrà
(d1, d2, ..., dn) com a seqüència de graus. Per tant, D és una seqüència gràfica.
Ara provem l’altra implicació. Donat un graf G amb seqüència de graus D, volem
construir un graf G′ amb seqüència de graus D′. Sigui w un vèrtex de G amb grau
d1 i sigui N(w) l’entorn obert de w. Sigui S el conjunt de d1 vèrtexs de G amb
graus d2, ..., dd1+1. Si N(w) = S, obtenim el graf G′ eliminant el vèrtex w, és a
dir, G′ = G\{w}. En el cas en que N(w) 6= S, existeixen x ∈ S i z /∈ S tals que
wz es una aresta de G i wx no. Per construcció de S, tenim deg(x) ≥ deg(z). Si
deg(x) = deg(z) intercanviem els papers de x i z. Però, si deg(x) > deg(z), x té
més veïns que z. Sigui y un veí de x però no de z. Llavors, definim un nou graf G
′′
,
a partir de G, eliminant les arestes wz i xy i afegint wx y zy. D’aquesta manera,
G
′′
té la mateixa seqüència de graus que G i a més w té un veí més en S. Si en
G
′′
, N(w) = S, eliminant el vèrtex w obtenim el graf desitjat. I en el cas contrari,
es torna a fer el procés d’afegir i eliminar arestes d’abans. Donat que deg(w) és un
enter finit, s’acabarà obtenint un graf amb les condicions desitjades. uunionsq
La demostració del teorema anterior dona una manera de comprovar si una seqüèn-
cia de graus és gràfica.
Partint d’una seqüència decrixent d’enters positius o nuls, per a decidir si és gràfica
o no, es pot aplicar el teorema 3.1 fins a arribar a una de les situacions següents:
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(1) S’obté una seqüència de zeros.
(2) S’obté un enter negatiu.
En el primer cas, la seqüència inicial és gràfica i en el segon cas no.
Ara veurem alguns exemples. Comencem pel cas d’una seqüència gràfica.
Exemple 3.3. Donada la seqüència de graus D = (4, 4, 3, 2, 2, 2, 1) volem determi-
nar si és gràfica o no.
(1) Construïm la seqüència D′ a partir de D.
D : 4 4 3 2 2 2 1
D′ : 3 2 1 1 2 1
(2) Reordenem D′ i construïm D
′′
.
D′ : 3 3 2 2 1 1 1
D
′′
: 1 1 0 1 1
(3) Reordenem D
′′
i construïm D
′′′
.
D
′′
: 3 3 1 1 1 1 0
D
′′′
: 0 1 1 0
(4) Reordenem D
′′′
i construïm D(iv).
D
′′′
: 3 3 3 1 1 0 0
D(iv) : 0 0 0
Com que D(iv) és gràfica, aleshores D també ho és. A més, a partir d’aquest mètode
també podem obtenir grafs amb seqüència de graus D. Aquests grafs els obtindrem
en cinc passos, on a cada pas imposarem que es satisfacin les seqüències de graus
trobades. Partirem de la seqüència de graus final s1 = (0, 0, 0) i a cada pas afegirem
un vèrtex i les arestes corresponents. Llavors, el procés és el següent:
• Pas 1: graf amb seqüència de graus s1 = (0, 0, 0).
Partim d’un graf amb tres vèrtexs de grau zero, és a dir, un graf de mida zero.
Notem per G1 aquest graf.
• Pas 2: grafs amb seqüència de graus s2 = (1, 1, 0, 0).
Afegim a G1 un quart vèrtex adjacent a un dels tres vèrtexs anteriors. Notem
per G2 aquest nou graf.
• Pas 3: graf amb seqüència de graus s3 = (1, 1, 1, 1, 0).
Afegim a G2 un cinquè vèrtex adjacent a un dels dos vèrtexs aïllats. Notem
per G3 aquest nou graf.
• Pas 4: graf amb seqüència de graus s4 = (3, 2, 2, 1, 1, 1).
Hem d’afegir al graf G3 un sisè vèrtex de grau 3 adjacent al vèrtex aïllat i
a dos vèrtexs de grau 1. En aquest pas hi ha dues possibilitats: que els dos
vèrtexs de grau 1 siguin adjacents o que no ho siguin. A aquests grafs els
notatem, respectivament, per G4,1 i G4,2.
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• Pas 5: graf amb seqüència de graus s5 = (4, 4, 3, 2, 2, 2, 1).
Afegim als grafs G4,1 i G4,2 un setè vèrtex adjacent al vèrtex de grau 3, a un
dels dos vèrtexs de grau dos i a dos dels tres vèrtexs de grau 1.
D’una banda, si partim del graf G4,1, tenim dues possibilitats, que els vèrtexs
de grau 1 escollits siguin adjacents o no ho siguin. D’altra banda, si partim
del graf G4,2, també en tenim dues possibilitats. Una és que cap dels vèrtexs
de grau 1 escollits siguin adjacents al vèrtex de grau 2 i l’altre és que un ho
sigui. D’aquesta manera, obtenim quatre grafs G5,1,1, G5,1,2, G5,2,1 i G5,2,2
amb seqüència de graus (4, 4, 3, 2, 2, 2, 1).
A la figura 9, hem representat gràficament el procés descrit.
Ara veurem un exemple de com el teorema 3.1 permet determinar el cas d’una
seqüència no gràfica.
Exemple 3.4. Considerem la seqüència (6, 6, 6, 4, 3, 3, 2). Utilitzem el procediment
anterior per determinar si es tracta d’una seqüència de graus o no.
D : 6 6 6 4 3 3 2
D′ : 5 5 3 2 2 1
D
′′
: 4 2 1 1 0
D
′′′
: 1 0 0 -1
Observem que hem obtingut un enter negatiu. Per tant, la seqüència (6, 6, 6, 4, 3, 3, 2)
no és gràfica.
El teorema de Havel-Hakimi ofereix un métode recursiu per determinar si una
seqüència d’enters positius és una seqüència gràfica. A continuació, donem un altre
resultat que determina si una seqüència és gràfica mitjançant una fórmula tancada.
Aquest resultat és conegut com a teorema d’Erdös-Gallai. D’aquest teorema no
s’inclou la demostració degut a l’extensió i la complexitat d’aquesta. S’han publicat
altres versions més curtes de la demostració d’aquest teorema ([7], [1], [28]).
Teorema 3.2 (Erdös-Gallai, [11] 1960). Una seqüència (d1, d2, ..., dn) d’enters no
negatius amb n ≥ 2 i d1 ≥ d2 ≥ ... ≥ dn és gràfica si, i només si,
n∑
i=1
di és parell i
per a tot enter k, 1 ≤ k ≤ n− 1, es satisfà:
k∑
i=1
di ≤ k(k − 1) +
n∑
i=k+1
min{k, di}.
Vegem-ne un exemple d’aplicació.
Exemple 3.5. Utilitzarem el teorema d’Erdös-Gallai per a verificar si la seqüència
de l’exemple 3.3 és gràfica. Per tant, considerem la seqüència D = (4, 4, 3, 2, 2, 2, 1).
Llavors, d1 = 4, d2 = 4, d3 = 3, d4 = 2, d5 = 2, d6 = 2, d7 = 1 i
7∑
i=1
di = 18,
que és parell. Vegem que per a tot enter k = 1, 2, ..., 6 es satifà la desigualtat del
teorema:
• Per a k = 1, d1 = 4 i
7∑
i=2
min{k, di} =
7∑
i=2
1 = 6.
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Pas 1
s1 = (0, 0, 0)
Pas 2
s2 = (1, 1, 0, 0)
Pas 3
s3 = (1, 1, 1, 1, 0)
Pas 4
s4 = (3, 2, 2, 1, 1, 1)
Pas 5
s5 = (4, 4, 3, 2, 2, 2, 1)
G1
G2
G3
G4,1 G4,2
G5,1,1 G5,1,2 G5,2,1 G5,2,2
Figura 9
• Per a k = 2,
2∑
i=1
di = 8 i k(k− 1) +
7∑
i=3
min{k, di} = 2 + 2 + 2 + 2 + 2 + 1 = 11.
• Per a k = 3,
3∑
i=1
di = 11 i k(k − 1) +
7∑
i=4
min{k, di} = 6 + 2 + 2 + 2 + 1 = 13.
• Per a k = 4,
4∑
i=1
di = 13 i k(k − 1) +
7∑
i=5
min{k, di} = 12 + 2 + 2 + 1 = 17.
• Per a k = 5,
5∑
i=1
di = 15 i k(k − 1) +
7∑
i=6
min{k, di} = 12 + 2 + 2 + 1 = 17.
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• Per a k = 6,
6∑
i=1
di = 17 i k(k − 1) + min{k, d7} = 30 + 1 = 31.
Observem que en tots els casos es satisfà que
k∑
i=1
di ≤ k(k − 1) +
n∑
i=k+1
min{k, di}.
Així doncs, (4, 4, 3, 2, 2, 2, 1) és una seqüència gràfica.
Exemple 3.6. Ara considerem la seqüència de l’exemple 3.4, és a dir, D = (6, 6, 6, 4,
3, 3, 2). Llavors, d1 = 6, d2 = 6, d3 = 6, d4 = 4, d5 = 3, d6 = 3, d7 = 2
i
7∑
i=1
di = 30, que és parell. Vegem si per a tot enter k = 1, 2, ..., 6 es satifà la
desigualtat del teorema:
• Per a k = 1, d1 = 6 i
7∑
i=2
min{k, di} = 6.
• Per a k = 2,
2∑
i=1
di = 12 i k(k−1)+
7∑
i=3
min{k, di} = 2+2+2+2+2+2 = 12.
• Per a k = 3,
3∑
i=1
di = 18 i k(k − 1) +
7∑
i=4
min{k, di} = 6 + 3 + 3 + 3 + 2 = 17.
Observem que per a k = 3 no es satisfà la desigualtat. Per tant, la seqüència
(6, 6, 6, 4, 3, 3, 2) no és gràfica.
4. Independència i cobertura
La independència i la cobertura són nocions associades a grafs. En aquesta secció,
estudiarem aquests conceptes i les relacions entre aquests.
Definició. Donat un graf G = (V,E), un conjunt de vèrtexs S ⊆ V és indepen-
dent si cap parella de vèrtexs de S és adjacent. La família de tots els conjunts
independents de G la denotarem per I(G).
Observem que si S és un conjunt independent d’un graf G, llavors tot subcon-
junt S
′ ⊆ S també és independent. Així, de manera natural hi ha un paràmetre
d’un graf G associat als conjunts independents, el paràmentre β(G), que definim a
continuació.
Definició. Donat un graf G = (V,E), el nombre d’independència de G, que de-
notarem per β(G), és el màxim cardinal d’un conjunt independent en G. És a dir,
β(G) = max {|S| : S independent en G}.
Definició. Un recobriment per vèrtexs de G, o simplement recobriment, és un
conjunt de vèrtexs que recobreix totes les arestes del graf, és a dir, un conjunt de
vèrtexs tals que cada aresta del graf és incident a almenys un vèrtex del conjunt.
La família de recobriments la denotarem C(G).
Observem que si C és un recobriment per vèrtexs d’un graf G, llavors tot conjunt
C ′ tal que C ⊆ C ′ també és un recobriment per vèrtexs de G. Així doncs, ara
també hi ha un paràmetre d’un graf G associat a un recobriment per vèrtexs, el
paràmetre α(G), que definim a continuació.
Definició. Donat un graf G = (V,E), el nombre de recobriment de G, que deno-
tarem per α(G), és el mínim cardinal d’un recobriment per vèrtexs de G. És a dir,
α(G) = min{|C| : C és un recobriment de G}.
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Vegem-ne un exemple que mostra la diferència entre els conjunts independents i els
recobriments d’un graf.
Exemple 4.1. Considerem el graf G = (V,E) amb V = {v1, v2, ..., v6} i E =
{v1v2, v2v4, v3v4, v3v5, v4v6, v5v6} tal com es mostra a la figura 10.
• El conjunt S1 = {v2, v4, v5} és un recobriment de vèrtexs de cardinal mínim de
G, ja que, per a tota aresta e ∈ E, v2 ó v4 ó v5 és incident amb e i no hi ha cap
recobriment de G de cardinal dos. En canvi, no és un conjunt independent, ja
que els vèrtexs v2 i v4 són adjacents.
• El conjunt S2 = {v2, v5} és un conjunt independent de cardinal mínim, però no
és un recobriment perque l’aresta v3v4 no és incident a cap vèrtex del conjunt.
• El conjunt S3 = {v1, v4, v5} és un conjunt independent de cardinal mínim i un
recobriment per vèrtexs.
• El conjunt S4 = {v1, v2, v4} no és un conjunt independent, ja que el vèrtex v2
és adjacent a v1 i a v4. Tampoc és un recobriment perque les arestes v3v5 i
v5v6 no són incidents a cap vèrtex del conjunt.
v1
v2 v4 v6
v5v3
Figura 10
Els conjunts independents i els recobriments són especiament interessants per les
seves aplicacions. Vegem-ne una aplicació de l’exemple anterior.
Exemple 4.2. Considerem el graf G de l’exemple anterior. Suposem que els vèrtexs
de G són habitacions i les arestes, passadissos. Si instal·lem una càmera a una
habitació, aquesta grava tot el que passa als passadissos “incidents” a l’habitació.
Llavors, si instal·lem una càmera a cadascuna de les habitacions del conjunt S1
controlem els moviments a tots els passadissos. Així, amb càmeres en v2, v4 i
v5 podem controlar tots els passadissos. Observem, però, que el passadís v2v4 és
gravat per dues càmeres. En canvi, si instal·lem càmeres a les habitacions del
conjunt S3, com que a més de ser un recobriment també és un conjunt independent
cada passadís és gravat per una i només una càmera.
Els conjunts independents i els recobriments per vèrtexs d’un grafs estan molt
relacionats. La relació entre aquests conceptes a nivell de conjunts es mostra a la
proposició 4.1 i a nivell de paràmetres associats es mostra al teorema 4.1.
Proposició 4.1. Sigui G = (V,E) un graf i sigui S ⊆ V . Aleshores, S és un
conjunt independent si, i només si, el complementari de S, V \S, és un recobriment
per vèrtexs.
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Demostració. Si S és un conjunt independent d’un graf G = (V,E), llavors per
a tota aresta uv ∈ E es compleix que com a molt un dels vèrtexs u i v pertany al
conjunt S. Això implica que almenys un dels dos vèrtexs pertany a V \S. D’aquí
es dedueix que cada aresta del graf té almenys un vèrtex en V \S. Per tant, V \S
és un recobriment per vèrtexs.
Recíprocament, sigui V \S un recobriment per vèrtexs. Suposem que existeixen dos
vèrtexs u i v del conjunt S que estan connectats per una aresta e ∈ E. Llavors,
com que ni u ni v pertanyen a V \S, l’aresta e no estaría coberta pel conjunt V \S.
Aixó suposa una contradicció amb la hipòtesi inicial que V \S és un recobriment
per vèrtexs. Per tant, no existix cap parella de vèrtexs adjacents en S. És a dir, S
és un conjunt independent. uunionsq
Teorema 4.1 (Gallai). Sigui G = (V,E) un graf amb |V | = n. Aleshores,
α(G) + β(G) = n.
Demostració. Sigui S un conjunt independent de G de cardinal màxim. Per
tant, β(G) = |S|. Per la proposició 4.1, V \S és un recobriment per vèrtexs. A
més, sabem que és un recobriment per vèrtexs de cardinal mínim perque S és un
conjunt independent de cardinal màxim. Llavors, α(G) = |V \S|. Per tant, tenim
que α(G) + β(G) = |S|+ |V \S| = |V | = n. uunionsq
4.1. Fites del nombre d’independència i de cobertura d’un graf.
En aquesta secció veurem diferents resultats sobre fites pel nombre de d’indepen-
dència i de cobertura d’un graf. Observem que pel teorema 4.1, si β és una fita del
paràmetre β(G), llavors, n − β és una fita del paràmetre α(G). Per tant, només
analitzarem fites pel nombre d’independència.
Sigui G = (V,E) un graf d’ordre n, mida m i nombre d’independència β. Una fita
trivial del nombre d’independència β és β ≤ n. Aquesta fita és igual al nombre
d’independència si, i només si, G és el graf nul. Donat que aquesta fita només té en
compte l’ordre de G, qualsevol altre fita que es donarà a continuació proporcianarà
una estimació millor de β excepte el cas en el que es tracti del graf nul.
Proposició 4.2 (Kwok). Sigui G un graf d’ordre n, mida m, grau màxim ∆ i
nombre d’independència β. Aleshores, β ≤ n− m∆ .
Demostració. Sigui I un conjunt independent de cardinal màxim, llavors, cada
aresta del graf serà incident a almenys un vèrtex de V \I, altrament, I no seria
independent. Sigui v ∈ V \I. Donat que el grau de v és com a molt ∆, hi ha com a
molt ∆ arestes incidents a v. Per tant, m ≤ ∆ |V \I| = ∆(n−β). Aïllant, obtenim
la desigualtat β ≤ n− m∆ . uunionsq
Proposició 4.3 (Borg). Sigui G un graf connex d’ordre n, grau màxim ∆ i nombre
d’independència β. Aleshores β ≤ n−
⌈
n−1
∆
⌉
=
⌈
(∆−1)n+1
∆
⌉
.
Demostració. Sigui I un conjunt independent de cardinal màxim. Per la propo-
sició 4.1, V \I és un recobriment per vèrtexs. Per tant, tota aresta és incident a
algun vèrtex del recobriment V \I i per ser G connex hi ha almenys n − 1 arestes.
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Llavors, n − 1 ≤ ∑
v∈V \I
deg(v) ≤ ∑
v∈V \I
∆ = |V \I|∆ = (n − β)∆. Aïllant tenim,
β ≤ n− n−1∆ . Com que β ∈ Z, β ≤
⌈
n− n−1∆
⌉
= n−
⌈
n−1
∆
⌉
. uunionsq
Proposició 4.4. Sigui G un graf amb nombre d’independència β i mínim grau δ.
Aleshores, β ≤ n− δ.
Demostració. Sigui I un conjunt independent de cardinal màxim i v ∈ I. Atès
que I és independent, cap dels veïns de v estarà a I. Per tant, β = |I| ≤ n−|N(v)|.
A més, com δ ≤ |N(v)|, aleshores tenim β ≤ n− δ. uunionsq
Vegem-ne un exemple on comparem les tres fites.
Exemple 4.3. Considerem en graf de l’exemple 4.1. Vam veure que β(G) = 3 i
α(G) = 3. Vegem-ne com s’aproximen les fites proporcionades a les proposicions
4.2, 4.3 i 4.4. Denotarem aquestes fites, respectivament, per βK , βB i βn−δ.
Calculem primer l’ordre, la mida , el grau màxim i el grau mínim de G. Així doncs,
n = 6, m = 6, ∆(G) = deg(v4) = 3 i δ(G) = deg(v1) = 1. Obtenim les següents
fites superiors del paràmetre β(G):
• βK = 4
• βB = 5
• βn−δ = 5
Per tant, la fita que més s’aproxima és βK .
Procedim amb el càlcul fites inferiors del paràmetre α(G) a partir de les tres fites
anteriors. Les denotarem, respectivament, per αK , αB i αn−δ:
• αK = 2
• αB = 1
• αn−δ = 1
Per tant, la fita que més s’aproxima és αK .
La fita que s’ajusta millor al nombre de dependència depèn del graf. Pel graf
l’exemple anterior la fita βK era la que s’aproximava millor a β(G). A continuació,
veurem un exemple pel qual la fita que s’ajusta millor serà βn−δ.
Exemple 4.4. Considerem el graf roda W5, represantat a la figura 6. Per aquest
graf, n = 5, m = 8, ∆(W5) = 4 i δ(W5) = 3. Així, obtenim les següents fites:
• βK = 3
• βB = 4
• βn−δ = 2
Així doncs, en aquest cas la fita que d’ajusta millor és βn−δ. De fet, βn−δ = β(W5).
5. Dominació
Definició. Un conjunt dominant d’un graf G = (V,E) és un subconjunt S del
conjunt de vèrtexs V tal que tot vèrtex x ∈ V \S és adjacent a almenys un vèrtex
y ∈ S. És a dir:
∀ x ∈ V \S, ∃ y ∈ S : xy ∈ E.
La família de conjunts dominants d’un graf la denotarem per D(G).
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Com hem comentat a la introducció, el càlcul de conjunts dominants en grafs s’apli-
ca a diversos camps. En aquestes situacions, freqüentment és d’utilitat interpretar
els conjunts dominants d’una manera diferent. Per aquest motiu, proporcionem
definicions equivalents de conjunt dominant a la proposició següent.
Proposició 5.1. Sigui S ⊆ V un conjunt de vèrtexs d’un un graf G = (V,E).
Llavors, les definicions següents són equivalents:
(1) S és un conjunt dominant.
(2) Per a tot vèrtex v ∈ V \S, existeix un vèrtex u ∈ S tal que v és adjacent a u.
(3) Per a tot vèrtex v ∈ V \S, d(v, S) = 1.
(4) N [S] = V .
(5) Per a tot vèrtex v ∈ V \S, |N(v) ∩ S| ≥ 1.
Demostració. És evident a partir de les definicions. uunionsq
Tot i les nombroses aplicacions, el problema de la dominació té l’origen en el joc
d’escacs. Anem a explicar-ho amb més detall i a veure com, de manera natural
obtenim els conceptes de conjunt dominant minimal i conjunt dominant mínim que
estudiarem a la subsecció següent.
La figura 11 il·lustra un taulell d’escacs estàndard on hi ha posada una reina. D’a-
cord amb les regles del joc, una reina pot avançar en un moviment de manera
horitzontal, vertical o diagonal qualsevol nombre de caselles (suposant que no hi ha
cap altre peça en el camí). Llavors, la reina de la figura 11 es pot moure (atacar
o dominar) a qualsevol casella marcada amb una ’X’. Cap a l’any 1850, aficionats
als escacs van considerar el problema de determinar el mínim nombre de reines que
calia posar en un taulell de manera que totes les caselles estaríen o bé atacades per
una reina o bé ocupades per una d’elles. Posteriorment, es va trobar que aquest
nombre mínim és 5 i una possible distribució es mostra a la figura 12.
Figura 11
Dues reines en un taulell d’escacs són atacants si la casella ocupada per una de les
reines és accessible per l’altre en un sol moviment; en el cas contrari, les reines són
no atacants. Llavors, les reines de la figura 12 són dos a dos atacants. El mínim
nombre de reines no atacants tal que cada casella d’un taulell pugui ser accessible
18 1. GRAFS
Figura 12
Figura 13
per una d’elles és 7. Una possible distribució es mostra a la figura 13.
La relació entre el problema de les reines dominants descrit i els conjunts domi-
nants en grafs és immediata. Les 64 caselles del taulell són vèrtexs d’un graf G i
dos vèrtexs (caselles) són adjacents en G si una de les caselles és accessible per una
reina situada a altra casella en un sol moviment. El graf G es denomina Queen’s
Graph. Llavors, el mínim nombre de reines que domina totes les caselles del taulell
és el nombre de dominació, que definirem a la següent subsecció. D’altra banda,
el mínim nombre de reines no atacants que dominen totes les caselles és el mínim
cardinal d’un conjunt independent dominant en G.
5.1. Conjunt dominant minimal i conjunt dominant mínim.
Observem que si S és un conjunt dominant d’un graf G, llavors tot conjunt S′ de
vèrtexs tal que S ⊆ S′ és també un conjunt dominant. Per tant, de manera natural
a un graf G podem associar el paràmetre següent.
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Definició. El nombre de dominació γ(G) d’un graf G és el mínim cardinal d’un
conjunt dominant G. Un conjunt dominant amb cardinal γ(G) s’anomena conjunt
dominant mínim.
Definició. Un conjunt dominant S és minimal si cap subconjunt propi de S és
un conjunt dominant. La col·lecció de conjunts domiannts minimals d’un graf G es
denota per D(G).
Observació. Donat un graf G = (V,E), tot conjunt S ⊆ V dominant mínim és
també dominant minimal. En canvi, el recíproc no sempre és cert.
Exemple 5.1. Sigui P6 el graf camí de longitud 6 representat a la figura 14. Ob-
servem que el conjunt {v2, v5} és un dominant mínim, però, en canvi, el conjunt
{v2, v3, v6} és dominant minimal però no mínim.
v1 v2 v3 v4 v5 v6
v1 v2 v3 v4 v5 v6
Figura 14
Proposició 5.2. Sigui G un graf d’ordre n. Aleshores, 1 ≤ γ(G) ≤ n. A més:
(1) γ(G) = 1 si , i només si, G té un vèrtex universal.
(2) γ(G) = n si, i només si, G = Kn.
Demostració. Primer suposem que G té un vèrtex universal. El denotarem per
v. En aquest cas, v és adjacent a tots els altres vèrtexs del graf, per tant, el conjunt
{v} forma un conjunt dominant de G. A més, γ(G) = 1, ja que es tracta del conjunt
de cardinal mínim.
Ara suposem que γ(G) = 1. En aquest cas, hi ha un vèrtex que domina a tot el
graf. Llavors, ha de ser adjacent a tots els altres vèrtexs del graf. Per tant, G té
un vèrtex universal. uunionsq
Calcular γ(G) és un problema NP-complet, que estudiarem al capítol 4. De totes
maneres, ara anem a veure la fita d’Ore (cor·rolari 5.1). Per a la seva demostració,
utilitzarem el teorema 5.1, que relaciona els conjunts dominants minimals i els
respectius complementaris.
Teorema 5.1. Sigui G = (V,E) un graf sense vèrtexs aïllats. Sigui S ⊆ V . Si S
és un conjunt dominant minimal de G, aleshores V \S és un conjunt dominant de
G.
Demostració. Sigui S un conjunt dominant minimal de G. Suposem que V \S no
es un conjunt dominant, és a dir, existeix un vèrtex u ∈ S no adjacent a cap vèrtex
de V \S. Llavors, com que G no té vèrtexs aïllats, u ha de ser adjacent a almenys
un vèrtex de S\{u}. Per tant, S\{u} és un conjunt dominant. Això suposa una
contradicció amb la condició de minimalitat de S. Així doncs, tot vèrtex de S és
adjacent a almenys un vèrtex del conjunt V \S, que és equivalent a dir que V \S és
un conjunt dominant. uunionsq
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Corol·lari 5.1 (Ore, 1960). Sigui G = (V,E) un graf d’ordre n sense vèrtexs
aïllats. Llavors
γ(G) ≤ n
2
.
Demostració. Per teorema anterior, γ(G) ≤ min{|S|, |V − S|} ≤ n2 . uunionsq
Vegem-ne un exemple en el que es satisfà la igualtat del corol·lari anterior.
Exemple 5.2. Sigui P4 el graf camí de longitud 4 amb el conjunt de vèrtexs V =
{v1, v2, v3, v4} i arestes E = {v1v2, v2v3, v3v4}. Llavors, D(P4) = {{v1, v3}, {v1, v4},
{v2, v3}, {v3, v4}}. Per tant, γ(P4) = 2 = n2 .
A continuació, vegem-ne un exemple en el que la desigualtat és estricte.
Exemple 5.3. Sigui P6 el graf camí de longitud 6 amb el conjunt de vèrtexs V =
{v1, v2, v3, v4, v5, v6} i arestes E = {v1v2, v2v3, v3v4, v4v5, v5v6}. Llavors, D(P6) =
{{v1, v3, v5}, {v1, v3, v6}, {v1, v4, v6}, {v2, v4, v6}, {v2, v5}}. Per tant, γ(P6) = 2 <
3 = n2 .
5.2. Dominació i isomorfisme. Dominació i connexitat.
La dominació és un concepte invariant per isomorfismes (proposició 5.3) i el seu
estudi es pot reduir a les components connexes del graf (proposició 5.4).
Proposició 5.3. Siguin G = (V,E) i G′ = (V ′, E′) dos grafs isomorfs i sigui
φ : V → V ′ un isomorfisme. Llavors,
(1) D(G′) = {φ(D) : D ∈ D(G)},
(2) D(G′) = {φ(D) : D ∈ D(G)},
(3) γ(G′) = γ(G).
Demostració. Sigui S ∈ D(G). Com que tot isomorfisme manté les adjacències,
φ(S) també és un conjunt dominant. Per tant, D(G′) = {φ(D) : D ∈ D(G)}. A
més, S és un conjunt dominant minimal en G si, i només si, φ(S) ho és en G′. D’on
obtenim que D(G′) = {φ(D) : D ∈ D(G)}. Addicionalment, γ(G′) = min{|D′| :
D′ ∈ D(G′)} = min{|D′| : D′ ∈ φ(D(G))} = min{|D| : D ∈ D(G)} = γ(G). uunionsq
Proposició 5.4. Sigui G un graf amb k component connexes, G1, G2, ..., Gk. Lla-
vors:
(1) D(G) = D(G1) ∪D(G2) ∪ · · · ∪D(Gk),
(2) D(G) = D(G1) ∪ D(G2) ∪ · · · ∪ D(Gk),
(3) γ(G) = γ(G1) + γ(G2) + · · ·+ γ(Gk).
Demostració. Evident de les definicions. uunionsq
Procedim ara amb l’estudi del nombre de dominació i la família de conjunts domi-
nants minimals de les famílies de grafs definides a la secció 2. Observem que totes
aquestes famílies de grafs són connexes excepte el graf nul.
• Graf complet Kn.
Tots els vèrtexs del graf Kn són universals. Per tant, per la proposició 5.2,
γ(Kn) = 1. Com a conseqüència, cadascun dels vèrtexs de Kn forma un
conjunts dominant minimal. Així doncs, D(G) = {{v1}, {v2}, ..., {vn}}.
• Graf nul Kn.
Per la proposició 5.2, γ(Kn) = n. Per tant, D(Kn) = {{v1, v2, ..., vn}}.
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• Graf camí Pn.
Tot vèrtex del graf Pn domina com a molt a ell mateix i dos vèrtexs més, els
vèrtexs adjacents. Per tant, γ(Pn) ≥
⌈
n
3
⌉
. D’altra banda, γ(Pn) ≤
⌈
n
3
⌉
, ja
que, si de cada tres vèrtexs consecutius n’escollim el central, el graf queda
dominat. Llavors, γ(Pn) =
⌈
n
3
⌉
. Per tant, donat una graf camí Pn, calcular
el nombre de dominació associat γ(Pn) és fàcil. En canvi, trobar la família de
conjunts dominants minimals és un problema difícil. No hi ha cap descripció
explícita per a trobar tots els conjunts dominant minimals d’un graf Pn amb
n arbitràri.
• Graf cicle Cn.
Pel mateix raonament que el cas anterior, γ(Cn) =
⌈
n
3
⌉
. A més, tampoc
hi ha una descripció explícita per a trobar la família de conjunts dominants
minimals d’un cicle Cn amb n arbitràri.
• Graf roda Wn.
Al grafWn hi ha un vèrtex universal. Per tant, per la proposició 5.2, γ(Wn) =
1. D’altra banda, tampoc hi ha una manera simple de trobar la família de
conjunts dominants minimals d’un graf roda Wn amb n arbitràri.
• Graf bipartit complet Kr,s, on 1 ≤ r ≤ s.
Podem distingir dos casos:
– Cas r = 1.
Com que r = 1, hi ha un vèrtex universal. Per tant, per la proposició
5.2, γ(K1,s) = 1.
– Cas r ≥ 2.
Siguin U i W les parts estables del graf. Donat que qualsevol vèrtex de
U domina a tots els de W i qualsevol de W domina a tots els de U , tot
conjunt de la forma {u,w} amb u ∈ U i w ∈ W és un conjunt dominant
minim de Kr,s. Per tant, γ(Kr,s) = 2.
En els dos casos, tot conjunt dominant minimal és o bé U , o bé W , o bé de
la forma {u,w} on u ∈ U i w ∈ W . Per tant, D(Kr,s) = {{u,w} : u ∈ U,w ∈
W} ∪ {U} ∪ {W}.
• Graf multipartit complet Kn1,n2,...,nk .
Siguin V1, V2, ..., Vk les parts estables del graf. Atès que les parts estables són
conjunts dominants minimals, tot conjunt dominant minimal del graf és o bé
Vi amb i ∈ {1, 2, ..., r} o bé és la forma {vi, vj} on vi ∈ Vi, vj ∈ Vj amb i 6= j.
Per tant, D(Kn1,n2,...,nk) = {{vi, vj} : vi ∈ Vi, vj ∈ Vj , i 6= j}∪{V1, V2, ..., Vk}
i γ(Kn1,n2,...,nk) = min{2, n1, ..., nr}.
6. Representació matricial d’un graf
En aquesta secció presentarem tres representacions matricials d’un graf i estudia-
rem algunes propietats importants d’aquestes representacions. A la següent secció,
analitzarem els valors propis d’aquestes matrius i les relacions amb el nombre d’in-
dependència i el nombre de dominació.
Definició. La matriu d’adjacència d’un graf G = (V,E) amb V = {v1, v2, ..., vn}
i E = {e1, e2, ..., em} és la matriu quadrada A = (aij) de mida n× n definida de la
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manera següent:
aij =
{
1 si vivj ∈ E,
0 si vivj /∈ E.
D’altra banda, la matriu d’incidència és la matriu M = (mij) de mida n × m
definida de la manera següent:
mij =
{
1 si vi e´s incident amb ej ,
0 altrament.
Finalment, la matriu laplaciana és la matriu L = (lij) de mida n×n definida de la
manera següent:
lij =

deg(vi) si i = j,
−1 si vivj ∈ E,
0 altrament.
Observem que la matriu laplaciana també es pot definir de la manera següent:
L = D −A,
on D és la matriu diagonal amb el grau dels vèrtexs, és a dir,
D = diag{deg(v1), deg(v2), ..., deg(vn)}.
Les següents propietats, relatives a les matrius d’adjacència, d’incidència i laplaci-
ana d’un graf, es dedueixen directament de les seves corresponents definicions:
• La matriu d’adjacència d’un graf és una matriu simètrica. A més, el nom-
bre d’uns de cadascuna de les seves files coincideix amb el grau del vèrtex
corresponent. És a dir:
A

1
1
...
1
 =

deg(v1)
deg(v2)
...
deg(vn)
 .
• El nombre d’uns de cadascuna de les files de la matriu d’incidència d’un graf
és igual al grau de vèrtexs corresponent, i el nombre d’uns de cadascuna de
les seves columnes és 2. És a dir,
M

1
1
...
1
 =

deg(v1)
deg(v2)
...
deg(vn)
 ,
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MT

1
1
...
1
 =

2
2
...
2
 .
• La matriu laplaciana es pot obtenir a partir de la matriu d’incidència orientada
N = (nij), és a dir, la matriu d’incidència en que per a cada aresta s’assigna
una orientació arbitrària. D’aquesta manera, si vivj ∈ E, llavors nij = 1 i
nji = −1 o bé nij = −1 i nji = 1. Amb aquesta notació si N és una matriu
d’incidència orientada, es demostra que L = NNT .
Les potències de la matriu d’adjacència d’un graf donen informació del nombre de
recorreguts del graf (teorema 6.1) i sobre la connectivitat del graf (corol·lari 6.1).
Teorema 6.1. Sigui G un graf amb un conjunt de vèrtexs V = {v1, v2, ..., vn} i
sigui A = (aij) la matriu d’adjacència de G. Aleshores, l’element (i, j) de la matriu
Ak, on k ∈ N, és el nombre de vi − vj recorreguts de longitud k.
Demostració. Ho farem per inducció respecte l’exponent k. Per a k = 1, el
nombre de recorreguts de longitud 1 entre vi i vj és 1 si vi i vj són adjacents
i 0, altrament. Aquesta és justament la definició del coeficient aij de la matriu
d’adjacència A del graf G.
Suposem-ho cert per a k i provem-ho per a k + 1. Sigui Ak = (a(k)ij ) i A
k+1 =
(a
(k+1)
ij ). Sabem que A
k+1 = Ak ·A i, per tant,
a
(k+1)
ij =
n∑
r=1
a
(k)
ir · arj .
Donat que, per hipòtesi d’inducció, a(k)ir és el nombre de vi − vr recorreguts de
longitud k i per definició de matriu d’adjacència, arj és 1 si vr és adjacent a vj
i 0 altrament, la suma anterior coincideix amb el nombre total de recorreguts de
longitud k de vi als vèrtexs adjacents a vj . D’altra banda, tot vi− vj recorregut de
longitud k+ 1 consta d’un recorregut vi− vr de longitud k més l’aresta vrvj , on vr
i vj són adjacents. Així doncs, el nombre de vi − vj recorreguts de longitud k + 1
és igual al nombre de recorreguts de longitud k entre vi i els seus vèrtexs adjacents
a vj i, per tant, és igual al coeficient (i, j) de la matriu Ak+1. uunionsq
Corol·lari 6.1. Sigui A(G) la matriu d’adjacència d’un graf G. Llavors G és
connex si, i només si, existeix un enter k tal que tots el elements de la matriu
k∑
s=1
As(G) són no nuls.
Demostració. Sigui V = {v1, v2, ..., vn} el conjunt de vèrtexs de G. Observem
que el coeficient (i, j) de la matriu
k∑
s=1
As(G) és el nombre de recorreguts de vi a
vj de longitud menor o igual a k. Per tant, tots els elements de la matriu són no
nuls si, i només si, existeix un vi − vj recorregut per a qualsevol parella de vèrtexs
{vi, vj} de G. És a dir, si, i només si, G és connex. uunionsq
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7. Espectre de grafs
En aquesta secció tractem sobre la teoria espectral de grafs. Comencem definint
els conceptes bàsics i, posteriorment, mostrem algunes relacions entre els espectres
d’un graf i el nombre d’independència i el de dominació del graf.
Definició. L’espectre d’adjacència, o simplement espectre, d’un graf G d’ordre n
és el conjunt de valors propis de la matriu d’adjacència associada a G, comptant
multiplicitats.
Definició. L’espectre laplacià d’un graf G és el conjunt de valors propis de la
matriu laplaciana associada a G, comptant multiplicitats.
Observem que tant la matriu d’adjacència com la matriu laplaciana són matrius
simètriques. Per aquest motiu, els valors propis d’aquestes matrius són reals. Per
tant, són ordenables. Llavors:
• L’espectre d’adjacència d’un graf el denotarem per {λ1, λ2, ..., λn} on λ1, λ2,
..., λn són els valors propis de A i amb λ1 ≥ λ2 ≥ ... ≥ λn.
• L’espectre laplacià d’un graf el denotarem {µ1, µ2, ..., µn} on µ1, µ2, ..., µn són
els valors propis de L i amb µ1 ≥ µ2 ≥ ... ≥ µn.
Observem que per la definició de matriu d’adjacència, aii = 0 per a tot i ∈
{1, 2, ..., n}. Per tant, si {λ1, λ2, ..., λn} és l’espectre d’un graf G, aleshores es
compleix:
0 =
n∑
i=1
aii =
n∑
i=1
λi = traça(A(G)).
Per tant, hi ha valors propis positius i negatius.
D’altra banda, la matriu laplaciana d’un graf G, L(G), és una matriu real i simè-
trica. A més, lii = deg(vi) = −
∑
j 6=i
|lij |. Llavors, el teorema de Gerschgorin [21]
afirma que els valors propis són reals no negatius.
7.1. Espectre i isomorfisme.
Proposició 7.1. Dos grafs isomorfs tenen el mateix espectre d’adjacència i el ma-
teix espectre laplacià.
Demostració. Siguin G i G′ dos grafs isomorfs. Llavors, existeix una matriu
invertible P tal que A(G) = PA(G′)P−1. Com que els valors propis d’una matriu
són invariants per canvis de base, A(G) i A(G′) tenen els mateixos valors propis.
Això implica que G i G′ tenen el mateix espectre d’adjacència. La demostració per
l’espectre laplacià és anàloga. uunionsq
El recíproc de la proposició 7.1 no és cert, dos grafs amb el mateix espectre poden
ser no isomorfs. Vegem-ne un exemple.
Exemple 7.1. Els grafs representats a la figura 15 tenen el mateix espectre d’ad-
jacència que és {2, 0, 0, 0,−2} però no són isomorfs.
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Figura 15
7.2. Espectre i connexió.
L’espectre d’adjacència i l’espectre laplacià es pot reduir a components connexes.
Proposició 7.2. Sigui G un graf amb w(G) components connexes, denotades per
Gi on 1 ≤ i ≤ w(G). Llavors, l’espectre de G és la unió dels espectres de Gi
(comptant multiplicitats). La mateixa propietat es satisfà amb l’espectre laplacià.
Demostració. Sigui A la matriu d’adjacència associada a G. Cada component
connexa del graf, reordenant els vèrtexs, forma un bloc de la matriu A. Així doncs,
l’espectre del graf és la unió dels espectres de cada bloc, és a dir, la unió dels
espectres de cada component connexa. La demostració és anàloga per a l’espectre
laplacià. uunionsq
L’espectre laplacià d’un graf dóna informació important sobre la connexió del graf.
Proposició 7.3. Sigui {µ1, µ2, ..., µn} l’espectre laplacià d’un graf G. Aleshores,
per a qualsevol graf G, µn = 0 i la multiplcitat de 0 és exactament el nombre de
components connexes de G.
Demostració. Sigui V (G) = {v1, v2, ..., vn}. Per la proposició 7.2, és suficient
demostrar que un graf connex té valor propi laplacià 0 amb mutiplicitat 1. Per a
qualsevol fila i de la matriu laplaciana es satisfà que:
n∑
j=1
lij =
∑
j 6=i
lij + lii = −deg(vi) + deg(vi), ∀i ∈ {1, 2, ..., n}.
Llavors, per a tot vector amb totes les components iguals, vc, Lvc = 0. Això implica
que 0 és valor propi del vector propi vc.
Ens falta demostrar que els vectors constants són els únics vectors propis de valor
propi 0. Recordem que L = NNT , on N és la matriu d’incidència de G amb
una orientació arbitrària. Sigui u = (u1, u2, ..., un) vector propi de valor propi 0.
Llavors, Lu = 0. Això implica que uTLu = uTNNTu = ||NTu||2 = 0. Per tant,
NTu = 0, és a dir, per a cada aresta vivj del graf ui = uj . Donat que G és connex,
u ha de ser un vector constant. uunionsq
De la proposició anterior, obtenim els resultats següents.
Corol·lari 7.1. Sigui G un graf d’ordre n amb w(G) components connexes. Sigui
L(G) la matriu laplaciana de G. Llavors, rang(L(G)) = n− w(G).
Demostració. Per la proposició 7.3, 0 és valor propi de L(G) amb multiplicitat
w(G). Com que L(G) és una matriu simètrica amb coeficients reals, L(G) és diago-
nalitzable. Per tant, hi han w(G) vectors propis linealment independents de valor
propi 0. Llavors, rang(L(G)) = rang(L(G)− 0Id) = n− w(G). uunionsq
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Corol·lari 7.2. Sigui G un graf d’ordre n i µn−1 el segon menor valor propi de
la matriu laplaciana de G. Llavors, µn−1 és estrictament positiu si, i només si, G
és connex.
Demostració. Si µn−1 és estrictament positiu, en particular és diferent de zero.
Llavors, la mutiplicitat del valor propi 0 és 1. Per tant, per la proposició 7.3, G té
exactament una component connexa, és a dir, G és connex.
Procedim amb la demostració de l’altra implicació. Suposem que G és un graf
connex. Per la proposició 7.3, el valor propi 0 té multiplicitat 1. Per tant, µn−1 >
µn = 0. Llavors, µn−1 és estrictament positiu. uunionsq
L’espectre d’adjacència i l’espectre laplacià d’un graf té importants relacions amb
el nombre d’independència i el de dominació associats al graf. El seu anàlisi el fem
a les següents subseccions.
7.3. Independència i espectre adjacent.
L’objectiu d’aquesta secció és demostrar el teorema de Hoffman, que relaciona el
nombre d’independència d’un graf i el menor valor propi de la matriu d’adjacència
associada al graf. Per a aquest objectiu utilitzarem el lema següent.
Lema 7.1. Sigui G un graf d-regular d’ordre n. Sigui {λ1, λ2, ..., λn} amb λ1 ≥
λ2 ≥ ... ≥ λn l’espectre d’adjacència de G. Llavors, λ1 = d.
Demostració. Sigui A la matriu d’adjacència de G. Realitzarem la demostració
en dues parts: primer demostrarem que d és valor propi de A, i després demostrarem
que per a tot λ valor propi de A, |λ| ≤ d. Procedim amb la primera part. Si A és
la matriu d’adjacència de G, com G és d-regular, llavors la suma de cada una de
les files de A és d. Per tant, A~1 = d~1, on ~1 és el vector amb totes les components
igual a 1. Això implica que d és valor propi de A. En concret, és valor propi de
vector propi ~1.
Procedim amb la segona part. Volem provar que si λ és valor propi de A, llavors,
|λ| ≤ d. Suposem que |λ| > d. Això implica que la matriu λId−A és estrictament
diagonal dominant, ja que la suma de cada una de les files de A és d. Llavors,
λId − A és no singular (teorema Levy-Desplanques [19]). Per tant, λ no és valor
propi de A, cosa que contradiu la hipòtesi. Així doncs, tot valor propi λ de A satisfà
que |λ| ≤ d, que és el que volíem demostrar. uunionsq
Teorema 7.1 (Hoffman). Sigui G = (V,E) un graf d-regular de d’ordre n amb
n ≥ 2, A la matriu d’adjacència de G i λn el menor valor propi de A. Si S ⊆ V és
un conjunt independent de G. Llavors:
|S|
n
≤ −λn
d− λn .
Demostració. Sigui 〈·, ·〉 el producte escalar definit per 〈x, y〉 = 1n (xT y) i sigui
|| · || la norma euclidiana induïda, és a dir, ||x|| = √〈x, x〉. Sigui {v1, v2, .., vn}
una base ortonormal de vectors propis de A, amb els corresponents valors propis
λ1 ≥ λ2 ≥ ... ≥ λn. Pel lema anterior, λ1 = d i v1 = ~1. Sigui S ⊆ V un conjunt
independent, f = fS la funció característica de S i α =
|S|
n la seva mesura. Escrivim
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f com a combinació lineal de la base definida anteriorment:
f =
n∑
i=1
civi.
Llavors, c1 = 〈f, v1〉 = 〈f, 1〉 = α. A més,
∑n
i=1 c
2
i = ||f ||2 = α. Tenim,
〈f,Af〉 = 1
n
fTAf =
1
n
∑
x,y∈S
axy = 0,
perquè S és un conjunt independent. Operant amb l’expressió, obtenim:
0 = 〈f,Af〉 =
n∑
i=1
λic
2
i ≥ λ1c21 + λn
n∑
i=2
c2i = λ1α
2 + (α− α2)λn.
Aïllant:
α ≤ −λn
λ1 − λn =
−λn
d− λn .
uunionsq
7.4. Dominació i espectre laplacià.
L’objectiu d’aquesta secció és demostrar un teorema que relaciona l’espectre laplacià
i el nombre de dominació d’un graf (teorema 7.2). Per a aquesta demostració
utilitzarem els següents lemes tècnics 7.2, 7.3 i 7.4. El primer relaciona l’espectre
laplacià d’un graf G amb l’espectre laplacià del graf complementari G. El segon
relaciona l’espectre laplacià amb el grau màxim i la connectivitat (No s’inclou la
demostració d’aquest lema degut a l’extensió però s’inclou la referència). El tercer
lema analitza l’espectre laplacià dels grafs complets i els perfect matchings. Un
matching és un conjunt d’arestes tal que no hi ha dues arestes incidents a un
mateix vèrtex. Un perfect matching en un graf és un matching tal que cada vèrtex
del graf és incident exactament a una aresta del matching. A més, direm que un
graf és un perfect matching si el graf conté un perfect matching.
Lema 7.2. Sigui G un graf i sigui {µ1(G), µ2(G), ..., µn(G)} l’espectre laplacià de
G amb µ1(G) ≥ µ2(G) ≥ · · · ≥ µn(G). Sigui G el graf complementari de G i sigui
{µ1(G), µ2(G), ..., µn(G)} l’espectre laplacià de G amb µ1(G) ≥ µ2(G) ≥ · · · ≥
µn(G). Aleshoes,
µn(G) = 0 i µi(G) = n− µn−i(G), amb 1 ≤ i ≤ n− 1.
Demostració. Siguin {v1, v2, ..., vn} els vectors propis de L(G) associats, respec-
tivament, als valors propis µ1(G), µ2(G), ..., µn(G). Atès que la suma de cadascuna
de les files de L(G) és zero, llavors L(G)~1 = 0 = µn(G)~1. Per tant, vn = ~1. A
més, com que L(G) és una matriu simètrica, {v1, v2, ..., vn} formen una base orto-
gonal. Això implica que 〈vi, vn〉 = 0 amb 1 ≤ i ≤ n − 1. Per tant,
n∑
j=1
vij = 0 on
vi = (vi1 , vi2 , ..., vin).
Observem que L(G) + L(G) = nId − J , on Id és la matriu identitat i J és la
matriu on totes les seves components són uns. Com a conseqüència, L(G)(vi) =
(nId− J − L(G))(vi) = (n− µi(G))vi − (
n∑
j=1
vij )~1. Llavors:
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• Si i ∈ {1, 2, ..., n − 1}, aleshores
n∑
j=1
vij = 0. Per tant, L(G)(vi) = (n −
µi(G))(vi).
• Si i = n, aleshores µn(G) = 0 i vn = ~1. Per tant, L(G)(vn) = (n − 0)vn −
(
n∑
j=1
vnj )~1 = n~1− n~1 = 0.
Així doncs, els valors propis de L(G) són n − µ1(G), n − µ2(G), ..., n − µn−1(G)
i 0. Atès que µ1(G) ≥ µ2(G) ≥ · · · ≥ µn(G), llavors (n − µn−1(G)) ≥ · · · ≥
(n− µ2(G)) ≥ (n− µ1(G)) ≥ 0. D’on:
µ1(G) = n− µn−1(G)
µ2(G) = n− µn−2(G)
...
µn−1(G) = n− µ1(G)
µn(G) = 0
Per tant, µn(G) = 0 i µi(G) = n− µn−i(G), amb 1 ≤ i ≤ n− 1. uunionsq
Lema 7.3. [13] Sigui G un graf de mida diferent de zero. Sigui {µ1, µ2, ..., µn} amb
µ1 ≥ µ2 ≥ · · · ≥ µn l’espectre laplacià de G. Llavors µ1(G) ≥ ∆(G) + 1. A més, si
G és connex, la igualtat es satisfà si, i només si, ∆(G) = |G| − 1.
Lema 7.4. Sigui G un graf i {µ1, µ2, ..., µn} l’espectre laplacià de G amb µ1 ≥ µ2 ≥
... ≥ µn. Aleshores,
(1) si G = Kn, llavors,
µi =
{
n si i ∈ {1, ..., n− 1},
0 si i = n.
(2) si G és un perfect matching, llavors,
µi =
{
2 si i ∈ {1, ..., n2 },
0 si i ∈ {n2 + 1, ..., n}.
Demostració.
(1) La matriu laplaciana del graf complet és L(G) =

n− 1 −1 . . . −1
−1 n− 1 . . . −1
...
...
. . .
...
−1 −1 . . . n− 1
.
Calculem el polinomi caracteríastic de L(G):∣∣∣∣∣∣∣∣∣
a− x −1 . . . −1
−1 a− x . . . −1
...
...
. . .
...
−1 −1 . . . a− x
∣∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣
a+ 1− x 0 . . . −1− a+ x
0 a+ 1− x . . . −1− a+ x
...
...
. . .
...
−1 −1 . . . a− x
∣∣∣∣∣∣∣∣∣ =∣∣∣∣∣∣∣∣∣
a+ 1− x 0 . . . 0
0 a+ 1− x . . . 0
...
...
. . .
...
−1 −1 . . . a− (n− 1) + x
∣∣∣∣∣∣∣∣∣ ,
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on a = n−1. Per tant, el polinomi característic de L(G) és (a+1−x)n−1(a−
(n− 1) + x) = 0. Les arrels d’aquest polinomi són 0 (amb multiplicitat 1) i n
(amb multiplicitat n− 1).
(2) SiG és un perfect matching, aleshoresG té n2 components connexes, cadascuna
isomorf a un graf camí P2. Sigui Gi una component connexa de G. Llavors,
L(G)|Gi =
(
1 −1
−1 1
)
Per tant, el polinomi característic de L(G)|Gi és x2−2x = x(x−2) = 0. D’on
s’obté que els valors propis són 0 i 2. Pel lema 7.2, els valors propis de L(G)
són 0 (amb multiplicitat n2 ) i 2 (amb multiplicitat
n
2 ). uunionsq
Teorema 7.2. Sigui G = (V,E) un graf d’ordre n on n ≥ 2. Sigui γ(G) el nombre
de dominació de G i µn−1(G) el segon menor valor propi de la matriu laplaciana
associada a G. Llavors,
µn−1(G) ≤
{
n si γ(G) = 1,
n− γ(G) si γ(G) ≥ 2. (1)
A més, la desigualtat és igualtat en els casos següents:
• Si γ(G) = 1, la igualtat es satisfà si, i només si, G = Kn.
• Si γ(G) = 2, la igualtat es satisfà si, i només si, G és el complementari d’un
perfect matching.
• Si γ(G) > 2, la desigualtat sempre és estricte.
Demostració. Sigui S un conjunt dominant mínim de G. Primer demostrarem
que el grau mínim de G, δ(G), satisfà que δ(G) ≤ n − γ(G). Sigui u ∈ S. Si
N(u) ∩ S = ∅, llavors N(u) ∈ V \S. Per tant, δ(G) ≤ deg(u) ≤ |V \S| = n − γ(G).
Ara assumim que N(u) ∩ S 6= ∅. Això implica que existeix v ∈ (V \S) ∩ N(u)
no adjacent a cap vèrtex w ∈ S\{u}. En el cas contrari, S\{u} seria un conjunt
dominant, la qual cosa contradiria la hipòtesi de minimalitat de S. Llavors, δ(G) ≤
deg(u) ≤ n− 1− |S\{u}| = n− γ(G).
Per a demostrar (1) distingim els casos G = Kn i G 6= Kn. Si G = Kn, γ(G) = 1 i
µn−1(G) = n i es satisfà (1). En el cas contrari, és a dir, si G 6= Kn, pels lemes 7.2
i 7.3, µn−1(G) = n− µ1(G) ≤ n−∆(G)− 1 = n− (n− 1− δ(G))− 1 = δ(G). Per
la desigualtat demostrada anteriorment, µn−1(G) ≤ n− γ(G).
Anem a demostrar quan es satisfan les igualtats de l’equació (1). En el cas en que
γ(G) = 1 i G = Kn, per lema 7.4, µn−1(G) = n i, per tant, es satisfà la igualtat de
l’equació (1). Recíprocament, suposem que per a un graf G es satisfà la igualtat a
(1). Si γ(G) = 1, llavors µn−1(G) = n. Aleshores, pel lema 7.2, µ1(G) = 0. D’on,
pel lema 7.3, la mida de G és zero, ja que, altrament, µ1(G) seria major o igual a
1. Per tant, G no té cap aresta i com a conseqüència G = Kn.
Si γ(G) = 2 iG és el complementari d’un perfect matching. Pel lema 7.2, µn−1(G) =
n− µ1(G) i, pel lema 7.4, µ1(G) = 2. Llavors, µn−1(G) = n− µ1(G) = n− 2. Per
tant, també es satisfà la igualtat a (1). Recíprocament, si γ(G) = 2 i G satisfà la
igualtat de (1), llavors µn−1(G) = n − γ(G) = n − 2 i µ1(G) = n − µn−1(G) = 2.
Podem aplicar el lema 7.3 perque si la mida de G és zero, llavors G = Kn i, per
tant, γ(G) = 1 contradient la hipòtesi que γ(G) = 2. Per tant, pel lema 7.3,
µ1(G) ≥ ∆(G)+1. Llavors, ∆(G) = 1. Això implica que G és un perfect matching,
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ja que, en el cas contrari G tindria un vèrtex dominant contradient la hipòtesi que
γ(G) = 2.
Falta per demostrar que si γ(G) > 2, llavors la desigualtat sempre és estricta. Amb
aquest objectiu anem a provar que si γ(G) ≥ 2 i es satisfà la igualtat a (1), llavors
γ(G) = 2. Si γ(G) ≥ 2 i es satisfà la igualtat de (1), llavors δ(G) = n − γ(G) i
µ1(G) = ∆(G) + 1 = γ(G). Pel lema 7.3, G té una component connexa G1 tal
que ∆(G1) = γ(G) − 1 i |G1| = γ(G). D’aquesta manera el graf G′ = (V ′, E′) on
V ′ = V i E′ = {vivj : vi ∈ G1, vj ∈ V \G1} forma un subgraf bipartit complet de
G. Això implica que γ(G) = 2. uunionsq
Capítol 2
Hipergrafs
En aquest capítol es defineixen els conceptes de família de subconjunts i d’hipergraf
(secció 1). A continuació, s’estudia com obtenir hipergrafs a partir d’una família
monòtona de subconjunts (secció 2). Finalment, s’estudien operacions amb hiper-
grafs (secció 3).
1. Definicions
Definició. Sigui Ω = {x1, x2, ..., xn} un conjunt finit. Una família de subconjunts
en Ω és un conjunt de la forma A = {A1, A2, ..., Ar} on Ai ⊆ Ω.
La definició d’hipergraf varia segons l’autor. Nosaltres farem servir la següent.
Definició. Sigui Ω = {x1, x2, ..., xn} un conjunt finit. Un hipergraf H en Ω és
una família de subconjunts en Ω, H = {E1, E2, ..., Em}, diferents dos a dos i no
comparables, és a dir, si i 6= j, aleshores Ei 6= Ej i si Ei ⊆ Ej , aleshores Ei = Ej .
Els hipergrafs també s’anomenen hipergrafs simples, Sperner family , clutters o an-
tichains.
Els elements x1, x2, ..., xn de Ω es s’anomenen vèrtexs i els conjunts E1, E2, ..., Em
hiperarestes, o simplement arestes. El suport d’un hipergraf, denotat per sup H,
és la unió de les hiperarestes de l’hipergraf, és a dir:
sup H = E1 ∪ E2 ∪ ... ∪ Em.
Per analogia amb els grafs, l’ordre, n(H), i la mida, m(H), d’un hipergraf es defi-
neixen, respectivament, com el nombre de vèrtexs i el nombre d’hiperarestes de H.
Si bé en un graf les arestes tenen el mateix cardinal, en el cas d’hipergrafs les seves
hiperarestes poden tenir diferent cardinal. Per aquest motiu, en els hipergrafs, té
sentit definir el seu rang i corang. Concretament, el rang de H és:
r(H) = max{|E1|, |E2|, ..., |Em|},
i el corang és:
s(H) = min{|E1|, |E2|, ..., |Em|}.
Si r(H) = s(H) es diu que H és un hipergraf uniforme. Vegem-ne un exemple.
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Exemple 1.1. Considerem l’hipergraf H = {E1, E2, E3, E4, E5, E6} definit sobre
el conjunt Ω = {x1, x2, x3, x4, x5, x6, x7, x8} on E1 = {x3, x4, x5}, E2 = {x5, x8},
E3 = {x6, x7, x8}, E4 = {x2, x3, x7}, E5 = {x1, x2} i E6 = {x7}. Per aquest hiper-
graf, n(H) = 8, m(H) = 6, s(H) = 1 i r(H) = 3.
Continuant amb l’analogia amb els grafs, procedim amb la representació gràfica i
matricial dels hipergrafs:
• En quant a la representació gràfica, un hipergraf es pot representar amb un
conjunt de punts, que corresponen als vèrtexs i una corba per a cada hipera-
resta. Aquestes corbes seran una línia contínua que uneix x i y si Ej = {x, y},
un llaç en el punt {z} si Ej = {z} o una corba tancada contenint els vèrtexs
xj1 , xj2 , ..., xjr si Ej = {xj1 , xj2 , ..., xjr} i r ≥ 3.
• Pel que fa a la representació matricial, un hipergraf es pot definir amb la seva
matriu d’incidència M = (mij), on hi ha tantes files com vèrtexs i tantes
columnes com arestes. Si el conjunt de vèrtexs és {x1, x2, ..., xn} i el conjunt
d’arestes és {E1, E2, ..., Em}, aleshores:
mij =
{
0 si xi /∈ Ej
1 si xi ∈ Ej
Vegem-ne un exemple.
Exemple 1.2. Considerem l’hipergraf H de l’exemple anterior. Llavors, la repre-
sentació gràfica de H és la següent:
E5
E4
E1
E2
E3
E6
x1
x2
x3 x4
x5
x6
x8
x7
Figura 1
i la matriu M associada a H és la següent:
M =

0 0 0 0 1 0
0 0 0 1 1 0
1 0 0 1 0 0
1 0 0 0 0 0
1 1 0 0 0 0
0 0 1 0 0 0
0 0 1 1 0 1
0 1 1 0 0 0

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Finalment, definim el concepte d’isomorfisme d’hipergrafs.
Definició. Sigui H1 un hipergraf definit sobre Ω1 i H2 un hipergraf definit sobre
Ω2. Direm que H1 i H2 són isomorfs si existeix una aplicació bijectiva f de Ω1
en Ω2 tal que per a tot x1, x2, ..., xr ∈ Ω1, {x1, x2, ..., xr} és hiperaresta d’H1 si, i
només si, {f(x1), f(x2), ..., f(xr)} és hiperaresta d’H2.
2. Famílies monòtones de subconjunts i hipergrafs
Donada una família de subconjunts A = {A1, A2, ..., Ar} d’un conjunt Ω, definim
els hipergrafs maximal i minimal de la família A com:
• minA, l’hipergraf format per la família de subconjunts minimals de A per la
inclusió.
• maxA, l’hipergraf format per la família de subconjunts maximals de A per la
inclusió.
Els hipergrafs minimal i maximal tenen especial interés quan s’originen de famílies
monótones: creixents i decreixents. Vegem-ho amb detall.
Definició. Una família de subconjunts A és creixent si es satisfà:
A ∈ A i A ⊆ B ⇒ B ∈ A.
Proposició 2.1. Si A és una família creixent, aleshores minA és un hipergraf que
caracteritza la família. És a dir, si A1 i A2 són creixents aleshores A1 = A2 si, i
només si, minA1 = minA2.
Demostració. És evident que si A1 = A2, llavors minA1 = minA2. Procedim
amb la demostració de l’altra implicació. Sigui A1 ∈ A1. Per la definició de família
creixent, existeix A ∈ minA1 tal que A ⊆ A1. Per tant, A ∈ minA2, ja que
minA1 = minA2. Llavors, A1 ∈ A2, atès que A ⊆ A1 i A2 és una família creixent.
Per analogia, s’obté que A2 ⊆ A1. Per tant, A1 = A2. uunionsq
Definició. Una família de subconjunts A és decreixent si es satisfà:
A ∈ A i B ⊆ A⇒ B ∈ A.
Proposició 2.2. Si A és una família decreixent, aleshores maxA és un hipergraf
que caracteritza la família. És a dir, si A1 i A2 són decreixents aleshores A1 = A2
si, i només si, maxA1 = maxA2.
Demostració. És evident que si A1 = A2, llavors maxA1 = maxA2. Procedim
amb la demostració de l’altra implicació. Sigui A1 ∈ A1. Per la definició de família
decreixent, existeix A ∈ maxA1 tal que A1 ⊆ A. Per tant, A ∈ maxA2, ja que
maxA1 = maxA2. Llavors, A1 ∈ A2, atès que A1 ⊆ A i A2 és una família
decreixent. Per analogia, s’obté que A2 ⊆ A1. Per tant, A1 = A2. uunionsq
Hem vist com obtenir hipergrafs a partir de famílies monótones. A continuació,
tractem el problema invers: a partir d’un hipergraf obtenim famílies monótones.
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Definició. Donat un hipergraf H, es defineix la família creixent H+ com
H+ = {A ⊆ Ω : ∃A′ ∈ H amb A′ ⊆ A},
i la família decreixent H− com
H− = {A ⊆ Ω : ∃A′ ∈ H amb A ⊆ A′}.
Proposició 2.3. Sigui H un hipergraf. Llavors:
(1) H = minH+.
(2) H = maxH−.
Demostració. És evident a partir de les definicions. uunionsq
Vegem-ne exemples de famílies monòtones.
Exemple 2.1. Un conjunt de vectors linealment dependents formen una família
creixent, ja que, si s’afegeixen més vectors, aleshores el conjunt continua essent
linealment dependent.
Exemple 2.2. Un conjunt de vectors linealment independents formen una famí-
lia decreixent, ja que, si es treuen vectors el conjunt continua essent linealment
independent.
Un exemple d’hipergraf associat a una família creixent i a una família decreixent
són, respectivament, els circuits i les bases dels matroids.
Exemple 2.3. Els matroids van ser introduïts per Whitney [31] a l’any 1935 amb
l’objectiu de proporcionar un tractament unificat del concepte de dependència als
camps de l’àlgebra lineal i la teoria de grafs. Un matroid M és una parella (Ω, E),
on Ω = {x1, x2, ..., xn} és un conjunt finit i E = {E1, E2, ..., Em} és una família de
subconjunts de Ω que satisfà les propietats següents:
(1) E és no buit.
(2) Si E ⊆ Ei per a algún i ∈ {1, 2, ...,m}, llavors E ∈ E .
(3) Siguin Ei, Ej ∈ E tals que |Ei| = |Ej | + 1. Llavors, existeix x ∈ Ei\Ej tal
que |Ej | ∪ {x} ∈ E .
Els conjunts de E s’anomenen conjunts independents i es denoten per Ind(M). Els
conjunts definits sobre Ω que no pertanyen a E s’anomenen conjunts dependents i
es denoten per Dep(M). Un circuit en M , C(M), és un conjunt dependent mini-
mal, és a dir, un conjunt dependent tal que tots els seus subconjunts propis són
independents. D’altra banda, una base en M , B(M), és un conjunt independent
maximal, és a dir, un conjunt independent que passa a ser dependent a l’afegir un
altre element de Ω. Llavors, els circuits determinen la família creixent dels conjunts
dependents i les bases determinen la família decreixent dels conjunts independents.
Així doncs, els circuits i les bases són hipergrafs i, per tant, tenim les següents
igualtats següents:
• Ind(M) = B(M)−.
• Dep(M) = C(M)+.
• B(M) = max Ind(M).
• C(M) = minDep(M).
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3. Operacions amb hipergrafs
En aquesta secció s’estudien operacions amb hipergrafs. Concretament, les opera-
cions que considerarem són el complementari d’un hipergraf, l’hipergraf de comple-
mentaris i el transversal d’un hipergraf.
3.1. Complementari d’un hipergraf.
Definició. Sigui Ω un conjunt finit i A = {A1, A2, ..., Am} una família de subcon-
junts de Ω. El complementari d’A és la família de subconjunts A = P(Ω)\A, és a
dir, A = {A : A ∈ P(Ω) i A /∈ A}.
Proposició 3.1. Sigui A una família de subconjunts. Aleshores:
(1) Si A és creixent, llavors A és decreixent.
(2) Si A és decreixent, llavors A és creixent.
Demostració.
(1) Donada una família creixent de subconjunts A, volem demostrar que A és
decreixent, és a dir, hem de veure que si X ⊆ Y ∈ A, llavors X ∈ A.
Anem a provar-ho. Suposem que X /∈ A. Llavors, X ∈ A. A més, com que
X ⊆ Y i A és una família creixent, obtenim que Y ∈ A. Per tant, Y /∈ A.
(2) La demostració és anàloga a l’anterior. uunionsq
Observació. El complementari H d’un hipergraf H és una família de subconjunts
però, en general, no és un hipergraf. Vegem-ne un exemple.
Exemple 3.1. Sigui l’hipergraf H = {{1, 2}, {1, 3}} definit sobre el conjunt Ω =
{1, 2, 3}. Llavors, el complementari deH ésH = {{∅}, {1}, {2}, {3}, {2, 3}, {1, 2, 3}}.
Observem que H no és un hipergraf, ja que, {2} ⊆ {2, 3}, però {2} 6= {2, 3}.
3.2. Hipergraf de complementaris.
Definició. Sigui Ω un conjunt finit i A = {A1, A2, ..., Am} una família de subcon-
junts de Ω. Llavors la família de complementaris de A és Ac = {Ac1, Ac2, ..., Acm} on
Aci = Ω\Ai amb i = 1, 2, ...,m.
Proposició 3.2. Sigui A una família de subconjunts. Aleshores:
(1) Si A és creixent, llavors Ac és decreixent.
(2) Si A és decreixent, llavors Ac és creixent.
Demostració.
(1) Donada una família creixent de subconjunts A, volem demostrar que Ac és
decreixent, és a dir, si X ⊆ Y ∈ Ac llavors X ∈ Ac.
Anem a provar-ho. Si Y ∈ Ac, Y = Ac amb A ∈ A. Per tant, X ⊆ Ac. Aixó
implica que A ⊆ Xc. Llavors, com que A ∈ A i A és una família creixent,
Xc ∈ A. Fent el complementari de l’expressió, tenim Xcc ∈ Ac i com que
Xcc = X arribem a que X ∈ Ac.
(2) La demostració és anàloga a l’anterior. uunionsq
Observació. A diferència del complementari d’un hipergraf, la família de comple-
mentaris Hc d’un hipergraf H si que és un hipergraf, ja que Aci ⊆ Acj si, i només si,
Ai ⊆ Aj .
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3.3. Transversal d’un hipergraf.
Definició. Sigui H = {E1, ..., Em} un hipergraf en un conjunt Ω. Un conjunt
X ⊆ Ω és un transversal de H si interseca amb totes les arestes, és a dir, si
X ∩ Ei 6= ∅ ∀ i = 1, 2, ...,m.
Definició. La família dels transversals minimals per la inclusió de H constitueix
un hipergraf en Ω anomenat hipergraf transversal de H i denotat per Tr(H):
Tr(H) = min{X ⊆ Ω : X ∩ E 6= ∅, ∀E ∈ H}.
Vegem-ne un exemple.
Exemple 3.2. Sigui el conjunt Ω = {1, 2, 3, 4} i sigui H = {{1, 2}, {1, 3}, {1, 4},
{2, 3}, {3, 4}} un hipergraf definit sobre Ω. Aleshores, els transversals de H són
els subconjunts {1, 3}, {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4} i {1, 2, 3, 4}. Per tant,
Tr(H) = {{1, 3}, {1, 2, 4}, {2, 3, 4}}.
Tot i que estudiarem amb més detall en el capítol 3, l’exemple anterior ens permet
observar la diferència entre conjunts dominants i transversal. Vegem-ho concreta-
ment.
Exemple 3.3. Considerem el graf G = (V,E) amb V = {1, 2, 3, 4} i E = {{1, 2},
{1, 3}, {1, 4}, {2, 3}, {3, 4}}. Per un costat, la família de conjunts dominants mini-
mals és D(G) = {{1}, {3}, {2, 4}}. Per l’altre, tal com hem vist a l’exemple anterior,
Tr(E(G)) = {{1, 2, 4}, {1, 3}, {2, 3, 4}}.
1
2
3
4
Vegem-ne les direfents aplicacions entre els conjunts dominants d’un graf i el trans-
versal d’un hipergraf.
Exemple 3.4. Suposem que el graf de l’exemple anterior modela habitacions amb
càmeres a cadascuna. Per tant, els vèrtexs representen les habitacions i les arestes
respresenten els passadissos entre les habitacions. Així, si xy ∈ E, llavors les
càmeres entre les habitacions x i y estan conectades entre elles, és a dir, una rep la
informació que grava l’altre. Llavors, cada conjunt de D(G) grava les 4 habitacions
i cada conjunt de Tr(H) controla totes les conexions entre les càmares.
Una propietat important del transvesal és el fet que aquesta operació és involutiva,
tal com es mostra a la proposició següent.
Proposició 3.3. Sigui H un hipergraf. Llavors, Tr(Tr(H)) = H.
Demostració. Considerem els conjunts següents:
H = {A1, ..., Ar} =: A
Tr(H) = {B1, ..., Bs} =: B
Tr(Tr(H)) = Tr({B1, ..., Bs}) = {C1, ..., Cm} =: C
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Primer, demostrarem que si A ∈ A, llavors existeix C ∈ C tal que C ⊆ A. Si A ∈ A,
aleshores A∩B 6= ∅ per a tot B ∈ B, ja que, B ∈ Tr(H). Això implica que existeix
C ∈ C = Tr(B) tal que C ⊆ A.
A continuació, demostrarem que si C ∈ C, llavors existeix A ∈ A tal que A ⊆ C.
Sigui C ∈ C. Aleshores C ∩ B 6= ∅, per a tot B ∈ B, ja que, C = Tr(B). Veurem
que existeix A ∈ A on A ⊆ C. Suposem que no, és a dir, suposem que per a tot
A ∈ A es compleix A * C. Llavors,
∃a1 ∈ A1, a1 /∈ C
∃a2 ∈ A2, a2 /∈ C
...
∃ar ∈ Ar, ar /∈ C
Considerem el conjunt {a1, a2, ..., ar}. Aleshores, {a1, a2, ..., ar} ∩Ai 6= ∅ per a tot
Ai. Per tant, existeix B ∈ Tr(A) = B amb B ⊆ {a1, a2, ..., ar}. Però, aleshores,
obtenim que B ∩ C = ∅, cosa que contradiu que C ∈ Tr(B). Per tant, existeix
A ∈ A on A ⊆ C.
Aleshores, per a tot A ∈ A, existeix C ∈ C on C ⊆ A i per a tot C ∈ C, existeix
A′ ∈ A on A′ ⊆ C. Llavors, A′ ⊆ C ⊆ A. Com que A,A′ ∈ A, llavors no són
comparables i, per tant, A = A′. Així doncs, A = C ∈ C. Per tant, A ∈ C.
Anàlogament, s’obté que per a tot C ∈ C, C ∈ A. Per tant, A = C, que és
equivalent a Tr(Tr(H)) = H. uunionsq
3.4. Relació entre les tres operacions d’hipergrafs.
Donat H un hipergraf, aleshores els hipergrafs Tr(H), Hc, H (en el cas en que
H sigui un hipergraf) tenen el mateix ordre n(H). Però amb la mida no passa
el mateix. L’hipergraf de complementaris, Hc té la mateixa mida que l’hipergraf,
m(H). En canvi H té mida 2n −m(H) − 1. Finalment, la mida de Tr(H) és un
problema molt estudiat, conegut com TRANS-ENUM, que estudiarem en el capítol
4. Aquestes relacions es resumeixen a la següent taula.
H H Hc Tr(H)
Ordre n n n n
Mida m 2n −m− 1 m -
A continuació, veurem les relacions entre les famílies estudiades.
Proposició 3.4. Sigui H un hipergraf. Llavors es satisfan les següents igualtats:
(1) Hc = Hc.
(2) Tr(H) = min((H+)c).
Demostració.
(1) Primer demostrarem la inclusió Hc ⊆ Hc. Sigui X ∈ Hc, llavors X /∈ Hc.
Fent el complementari de l’expressió, tenim que Xc /∈ H. Aixó implica que
Xc ∈ H. Per tant, X ∈ Hc.
Procedim amb la demostració de l’altra inclusió. Sigui X ∈ Hc, fent el com-
plementari de l’expressió tenim Xc ∈ H. Llavors, Xc /∈ H. Tornant a fer el
complementari a l’expressió obtenim que X /∈ Hc. Per tant, X ∈ Hc.
(2) Es té que B ∈ (H+)c si, i només si, B /∈ (H+)c, si i només si, Bc /∈ H+. A
més, Bc /∈ H+ si, i només si, per a tot A ∈ H, A * Bc. Llavors, Bc /∈ H+
38 2. HIPERGRAFS
si, i només si, per a tot A ∈ H, existeix a ∈ A tal que a /∈ Bc si, i només
si, per a tot A ∈ H, existeix a ∈ A tal que a ∈ B. D’on Bc /∈ H+ si, i
només si, per a tot A ∈ H, A ∩ B 6= ∅ ∀A ∈ H. Atès que per definició
Tr(H) = min{B ⊆ Ω : A ∩ B 6= ∅ ∀A ∈ H}, llavors obtenim la següent
igualtat Tr(H) = min((H+)c). uunionsq
Vegem-ne un exemple de les relacions analitzades.
Exemple 3.5. SiguiM un matroid, siguiM∗ el matroid dual deM que es defineix a
[25] (capítol 2). A més de B(M) i C(M∗), podem estudiar H(M) que són el conjunt
d’hiperplans del matroid M [25] (capítol 1, secció 4). Aleshores, les relacions entre
les operacions dels hipergrafs associats al matroid M es resumeixen a la taula
següent [25] (capítol 2, secció 1).
H Hc Tr(H)
B(M) B(M∗) C(M∗)
C(M) H(M∗) B(M∗)
H(M) C(M∗) -
3.5. Càlcul del transversal d’un hipergraf.
El problema TRANS-ENUM és el problema que donat un hipergraf H enumera els
transversals minimals de l’hipergraf, és a dir, calcula Tr(H). Es desconeix si exis-
teix una sortida per aquest problema en temps polinomial. Tot i així, a continuació,
proporcionem un mètode per a trobar el transversal d’un hipergraf.
Sigui H = {A1, A2, ..., Ar} on Ai = {ai1, ai2, ..., aini} amb i ∈ {1, 2, ..., r}. Volem tro-
bar Tr(H). Ho farem de manera recursiva. Primer definim els hipergrafs següents:
H11 = min{{a11}, A2, ..., Ar}
H12 = min{{a12}, A2, ..., Ar}
...
H1n1 = min{{a1n1}, A2, ..., Ar}
Aleshores:
Tr(H) = min(Tr(H11) ∪ · · · ∪ Tr(H1n1)).
Com que Tr(H1i ) = {{a1i } ∪ A′ : A′ ∈ Tr(H′)} on H′ = {A2, ..., Ar}, podem
operar de manera recursiva fins a obtenir Tr(H).
Vegem-ne un exemple.
Exemple 3.6. Considerem l’hipergraf de l’exemple 3.2, és a dir, H = {{1, 2}, {1, 3},
{1, 4}, {2, 3}, {3, 4}}. Llavors, A1 = {a11, a12} = {1, 2}, A2 = {a21, a22} = {1, 3},
A3 = {a31, a32} = {1, 4}, A4 = {a41, a42} = {2, 3} i A5 = {a51, a52} = {3, 4}. Calcula-
rem Tr(H) de manera recursiva, tal com s’ha especificat a l’algorisme anterior.
Pas 1: càlcul de Tr(H).
• H′ = {A2, A3, ..., A5} = {{1, 3}, {1, 4}, {2, 3}, {3, 4}}.
• Tr(H11) = {{1} ∪A′ : A′ ∈ Tr(H′)},
• Tr(H12) = {{2} ∪A′ : A′ ∈ Tr(H′)}.
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Pas 2: càlcul de Tr(H′).
• H′′ = {A3, A4, A5} = {{1, 4}, {2, 3}, {3, 4}},
• Tr(H21) = {{1} ∪A
′′
: A
′′ ∈ Tr(H′′)},
• Tr(H22) = {{3} ∪A
′′
: A
′′ ∈ Tr(H′′)}.
Pas 3: càlcul de Tr(H′′).
• H′′′ = {A4, A5} = {{2, 3}, {3, 4}},
• Tr(H31) = {{1} ∪A
′′′
: A
′′′ ∈ Tr(H′′′)},
• Tr(H32) = {{4} ∪A
′′′
: A
′′′ ∈ Tr(H′′′)}.
Pas 4: càlcul de Tr(H′′′).
• H(iv) = {A5} = {{3, 4}},
• Tr(H41) = {{2} ∪A(iv) : A(iv) ∈ Tr(H(iv))},
• Tr(H42) = {{3} ∪A(iv) : A(iv) ∈ Tr(H(iv))}.
Pas 5: càlcul de Tr(H(iv)).
• Tr(H(iv)) = {{3}, {4}}.
Tornem al pas 4:
• Tr(H41) = {{2, 3}, {2, 4}},
• Tr(H42) = min{{3}, {3, 4}} = {{3}}.
• Tr(H′′′) = min(Tr(H41) ∪ Tr(H42)) = {{3}, {2, 4}}.
Tornem al pas 3:
• Tr(H31) = {{1, 3}, {1, 2, 4}},
• Tr(H32) = {{3, 4}, {2, 4}}.
• Tr(H′′) = min(Tr(H31) ∪ Tr(H32)) = {{1, 3}, {2, 4}, {3, 4}}.
Tornem al pas 2:
• Tr(H21) = min{{1, 3}, {1, 2, 4}, {1, 3, 4}} = {{1, 3}, {1, 2, 4}},
• Tr(H22) = min{{1, 3}, {2, 3, 4}, {3, 4}} = {{1, 3}, {3, 4}}.
• Tr(H′) = min(Tr(H21) ∪ Tr(H22)) = {{1, 3}, {1, 2, 4}, {3, 4}}.
Tornem al pas 1:
• Tr(H11) = min{{1, 3}, {1, 2, 4}, {1, 3, 4}} = {{1, 3}, {1, 2, 4}},
• Tr(H12) = {{1, 2, 3}, {1, 2, 4}, {2, 3, 4}}.
• Tr(H) = min(Tr(H11) ∪ Tr(H12)) = {{1, 3}, {1, 2, 4}, {2, 3, 4}}.
Així doncs, Tr(H) = {{1, 3}, {1, 2, 4}, {2, 3, 4}}.

Capítol 3
Hipergrafs de dominació
En aquest capítol, d’una banda, donat un graf s’estudien els diferents hipergrafs
associats a aquest graf i s’analitzen les relacions entre aquests hipergrafs (seccions 1 i
2). D’altre banda, donat un hipergraf, estudiem si aquest hipergraf és de dominació
(secció 3). En cas afirmatiu, analitzem si hi han altres possibles grafs que el realitzin
(secció 4).
1. Hipergrafs associats a un graf
En aquesta secció estudiem cinc hipergrafs associats a un graf. Concretament estu-
diem l’hipergraf d’entorns tancats, l’hipergraf de conjunts independents, l’hipergraf
de recobriments, l’hipergraf de conjunts dominants i l’hipergraf de conjunts domi-
nants independents.
1.1. Hipergraf d’entorns tancats.
Definició. Donat un graf G = (V (G), E(G)) amb V (G) = {v1, v2, ..., vn}, la
familia d’entorns tancats de G és la següent família de subconjunts:
N [G] = {N [v1], N [v2], ..., N [vn]}.
Direm que N [G] = min N [G] és l’hipergraf d’entorns tancats associat a G.
Definició. Amb les mateixes notacions que abans, l’Star System de G és el mul-
ticonjunt:
Stars[G] = {N [v1], N [v2], ..., N [vn]},
on admetem elements repetits.
Els conjunts N [G], N [G] i Stars[G] no tenen perque ser iguals. Per il·lustrar la
diferència vegem-ne un exemple.
Exemple 1.1. Considerem el graf representat a la figura 1. Els entorns tacants
dels vèrtexs de G són:
• N [v1] = {v1, v2, v3, v4}
• N [v2] = {v1, v2, v3, v4}
• N [v3] = {v1, v2, v3, v5, v6}
• N [v4] = {v1, v2, v4}
• N [v5] = {v3, v5, v6}
• N [v6] = {v3, v5, v6}
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Llavors, l’Star System de G té 6 elements i són Stars[G] = {N [v1], N [v2], N [v3],
N [v4], N [v5], N [v6]}. En canvi, N [G] només té 4 elements, ja que, N [v1] i N [v2]
són iguals, i N [v5] i N [v6] també. És a dir, N [G] = {N [v1], N [v3], N [v4], N [v5]}.
Finalment, N [G] té 2 elements perquè només conté els minimals, és a dir, N [G] =
{N [v4], N [v5]}. Per tant:
• Stars[G] = {N [v1], N [v2], N [v3], N [v4], N [v5], N [v6]}.
• N [G] = {N [v1], N [v3], N [v4], N [v5]}.
• N [G] = {N [v4], N [v5]}.
v5
v3
v1 v2
v4
v6
Figura 1
A continuació es mostren propietats amb la unió i la intersecció dels entorns tancats
minimals d’un graf. Recordem que la unió de les hiperarestes d’un hipergraf és el
suport d’aquest.
Proposició 1.1. Sigui G = (V (G), E(G)) un graf. Llavors:
(1) supN [G] = V (G).
(2)
⋂
A∈N [G]
A = {v ∈ V (G) : v vèrtex universal}.
Demostració.
(1) La inclusió supN [G] ⊆ V (G) és trivial. Per tant, és suficient demostrar l’al-
tra inclusió. Sigui x ∈ V (G). Si N [x] és minimal, aleshores x ∈ N [x] ⊆⋃
A∈N [G]
A = supN [G]. En el cas contrari, existeix un N [y] ∈ N [G] tal que
N [y] ( N [x]. Aixó implica que y ∈ N [x], és a dir, que els vèrtexs x i y són
adjacents. Per tant, x ∈ N [y] ⊆ ⋃
A∈N [G]
A = supN [G].
(2) Primer demostrarem la inclusió
⋂
A∈N [G]
A ⊆ {v ∈ V (G) : v vèrtex universal}.
Sigui x ∈ ⋂
A∈N [G]
A. Aleshores x ∈ N [w] per a tot N [w] ∈ N [G]. Llavors,
x ∈ N [w] per a tot w ∈ V (G). És a dir, x és adjacent a tots els atres vèrtexs
de G i, per tant, x és un vèrtex universal.
Demostrarem ara l’altra inclusió. Sigui x ∈ V (G) un vèrtex universal, és a
dir, deg(x) = n − 1. Llavors, x és adjacent a tots els altres vèrtexs de G.
Per tant, x ∈ N [w] per a tot w ∈ V (G) i, en particular, x ∈ N [w] per a tot
N [w] ∈ N [G]. És a dir, x ∈ ⋂
A∈N [G]
A. uunionsq
La següent proposició analitza l’ordre, la mida, el rang i el corang de l’hipergraf
d’entorns tancats d’un graf G.
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Proposició 1.2. Sigui G un graf d’ordre n i sigui N [G] l’hipergraf d’entorns tancats
associat a G. Llavors:
(1) |supN [G]| = n(N [G]) = n.
(2) m(N [G]) ≤ n.
(3) δ(G) + 1 = s(N [G]) ≤ r(N [G]) ≤ ∆(G) + 1.
Demostració.
(1) És conseqüència directa de l’apartat 1 de la proposició 1.1.
(2) Cada vèrtex v ∈ V té associat un entorn tancat N [v]. Per tant, m(N [G]) és
com a molt n.
(3) Sigui u ∈ V tal que deg(u) = δ(G). Llavors, N [u] és un conjunt minimal de
la família de conjunts N [G]. Per deficinió,|N [u]| = s(N [G]). A més, com que
|N [u]| = δ(G) + 1, obtenim que s(N [G]) = δ(G) + 1. D’altra banda, sigui
v ∈ V tal que deg(v) = ∆(G). Llavors, r(N [G]) és com a molt |N [v]|. Per
tant, r(N [G]) ≤ ∆(G) + 1. uunionsq
Observació. Sigui G = (V (G), E(G)) un graf. Si existeix una parella de vèrtexs
u, v ∈ V (G) tal que N [u] ( N [v], llavors N [v] /∈ N [G]. Per tant, m(N [G]) < n.
1.2. Hipergraf de conjunts independents.
Recordem que I(G) denota la família de conjunts independents d’un graf G (Capítol
1, secció 4). Atès que I(G) és una família decreixent, ve caracteritzada pels seus
elements maximals, conjunt que denotarem per I(G). És a dir, I(G) = max(I(G)),
i per tant, I(G) = I(G)−.
Definició. L’hipergraf de conjunts independents d’un graf G és la família I(G)
formada pels conjunts independents maximals per la inclusió de G.
Vegem-ne un exemple d’hipergraf de conjunts independents.
Exemple 1.2. Tornem a considerar el graf de l’exemple 4.1 de capítol 1. Aquest
graf té 4 conjunts independents maximals: tres formats per tres vèrtexs i un for-
mat per dos vèrtexs, tal com es mostra a la següent figura. És a dir, I(G) =
{{v1, v4, v5}, {v1, v3, v6}, {v2, v3, v6}, {v2, v5}}.
v5
v6v4v2
v3v1 v5
v6v4v2
v3v1 v5
v6v4v2
v3v1 v5
v6v4v2
v3v1
Figura 2. Conjunts independents maximals de G.
A continuació, es donen propietats amb la unió i la intersecció de conjunts inde-
pendents maximals d’un graf.
Proposició 1.3. Sigui G = (V (G), E(G)) un graf. Llavors:
(1) sup I(G) = V (G).
(2)
⋂
A∈I(G)
A = {v ∈ V (G) : v vèrtex aïllat}.
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Demostració.
(1) La inclusió sup I(G) ⊆ V (G) és trivial. Procedim amb la demostració de
l’altra inclusió. Sigui v ∈ V (G). Existeix un conjunt independent maximal de
V (G), Iv, que conté v, ja que a partir de {v} podem ampliar el conjunt afegint
vèrtexs no adjacents a cap del conjunt en cada moment fins que ja no se’n pugui
afegir cap més. Així, v ∈ Iv ∈ I(G). Per tant, v ∈
⋃
A∈I(G)
A = sup I(G).
(2) Primer demostrarem la inclusió {v ∈ V (G) : v vèrtex aïllat } ⊆ ⋂
A∈I(G)
A.
Sigui v ∈ V (G) amb deg(v) = 0. Tot conjunt independent maximal conté v,
per tant, v ∈ ⋂
A∈I(G)
A.
Provem l’altra inclusió. Sigui v ∈ ⋂
A∈I(G)
A. Llavors, v ∈ A per a tot A ∈ I(G).
Suposem que v no és un vèrtex aïllat, és a dir, existeix u ∈ V (G) tal que
uv ∈ E(G). Sabem que existeix un conjunt independent maximal S que conté
u. Per tant, S no conté v perquè, en el cas contrari, S no sería independent.
Això és una contradicció perquè v ∈ A per a tot A ∈ I(G). Per tant, v és un
vèrtex aïllat. uunionsq
La següent proposició analitza l’ordre, el rang i el corang de l’hipergraf de conjunts
independents, I(G), d’un graf G. Utilitzarem el paràmetre i(G) que definim a
continuació.
Definició. Donat un graf G = (V,E), el mínim nombre d’independència i(G) és
el mínim cardinal dels conjunts independents maximals de G.
Proposició 1.4. Sigui G un graf d’ordre n i I(G) l’hipergraf de conjunts indepen-
dents maximals associat a G. Llavors:
(1) |sup I(G)| = n(I(G)) = n.
(2) i(G) = s(I(G)) ≤ r(I(G)) = β(G).
Demostració.
(1) És conseqüència de la proposició 1.3.
(2) És conseqüència de les definicions. uunionsq
1.3. Hipergraf de recobriments.
Recordem que C(G) denota la família de recobriments d’un graf G (capítol 1, secció
4). Donat que C(G) és una família creixent, ve caracteritzada pels seus elements
minimals, conjunt que denotarem per C(G). És a dir, C(G) = min(C(G)), i per
tant, C(G) = C(G)+.
Definició. L’hipergraf de recobriments d’un graf G és la família C(G) formada pels
recobriments minimals per la inclusió de G.
Observació. Per la proposició 4.1 de la secció 4 del capítol 1, obtenim les igualtats
següents:
(1) C(G)c = I(G).
(2) I(G)c = C(G).
Vegem-ne un exemple d’hipergraf de recobriments.
Exemple 1.3. Considerem el graf de l’exemple 1.2. Els recobriments minimals del
graf són els conjunts complementaris dels independents maximals. Per tant, i tal
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com es veu a la següent figura, C(G) = {{v2, v3, v6}, {v2, v4, v5}, {v1, v4, v5}, {v1, v3,
v4, v6}} = (I(G))c.
v5
v2 v4 v6
v1 v3 v5
v2 v4 v6
v1 v3v5
v2 v4 v6
v1 v3 v5
v2 v4 v6
v1 v3
Figura 3. Recobriments minimals de G.
A continuació mostrem propietats sobre la unió i la intersecció de recobriments d’un
graf.
Proposició 1.5. Sigui G = (V (G), E(G)) un graf. Llavors:
(1) sup C(G) = Ω\{v ∈ (G) : v vèrtex aïllat}.
(2)
⋂
A∈C(G)
A = ∅.
Demostració.
(1) Vam veure que C és un recobriment per vèrtexs minimal si, i només si, Ω\C
és independent maximal. Llavors, sup C(G) = ⋃
A∈C(G)
A =
⋃
I∈I(G)
(Ω\I) =
Ω\ ⋂
I∈I(G)
I. Per la proposició 1.3, obtenim que sup C(G) = Ω\{v ∈ (G) : v
vèrtex aïllat}.
(2) Sigui A ∈ C(G). Per la proposició 4.1 del capítol 1, A = Ω\I amb I ∈ I(G).
Per tant,
⋂
A∈C(G)
A =
⋂
I∈I(G)
(Ω\I) = Ω\ ⋃
I∈I(G)
I. A més, per la proposició 1.3,
Ω\ ⋃
I∈I(G)
I = Ω\Ω = ∅. uunionsq
La següent proposició analitza l’ordre, el rang i el corang de l’hipergraf de reco-
briments, C(G), d’un graf G. Recordem que α(G) denota el mínim cardinal d’un
recobriment per vèrtexs de G (secció 4 del capítol 1).
Proposició 1.6. Sigui G un graf d’ordre n, V0 el conjunt de vèrtexs aïllats de G i
C(G) l’hipergraf de recobriments minimals associat a G. Llavors:
(1) n− |V0| = |sup C(G)| ≤ n(C(G)) = n.
(2) α(G) = s(C(G)) ≤ r(C(G)) = n− i(G).
Demostració.
(1) És conseqüència de la proposició 1.5.
(2) És conseqüència de les definicions. uunionsq
1.4. Hipergraf de conjunts dominants.
Recordem que D(G) denota la família de conjunts dominants d’un graf G (capítol
1, secció 5). Donat que D(G) és una família creixent, està caracteritzada pels seus
elements minimals, conjunt que denotarem per D(G). És a dir, D(G) = min(D(G)),
i per tant, D(G) = D(G)+.
Definició. L’hipergraf de dominació d’un graf G és la família D(G), formada pels
conjunts dominants minimals per la inclusió de G.
Vegem-ne un exemple.
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Exemple 1.4. Considerem el mateix graf que als exemples anteriors. Els conjunts
dominants minimals són D(G) = {{v1, v4, v5}, {v1, v3, v6}, {v2, v3, v6}, {v2, v5}}.
v5
v6v4v2
v3v1 v5
v6v4v2
v3v1 v5
v6v4v2
v3v1 v5
v6v4v2
v3v1
Figura 4. Conjunts dominants minimals de G.
A continuació mostrem propietats sobre la unió i la intersecció de conjunts domi-
nants minimals d’un graf.
Proposició 1.7. Sigui G = (V (G), E(G)) un graf. Llavors:
(1) supD(G) = V (G).
(2)
⋂
A∈D(G)
A = {v ∈ V (G) : v vèrtex aïllat }.
Demostració.
(1) La inclusió supD(G) ⊆ V (G) és trivial. Procedim amb la demostració de
l’altra inclusió. Sigui v ∈ V (G), volem construir un conjunt dominant minimal
de G que contingui v. Sigui V ′ = V (G)\N [v] i D′ un conjunt dominant
minimal del subgraf induït per V ′. Llavors, el conjunt D = D′ ∪ {v} és
dominant minimal de G. Per tant, v ∈ D ∈ D(G). Això implica que v ∈⋃
A∈D(G)
A = supD(G).
(2) Demostrem primer la inclusió {v ∈ V (G) : v vèrtex aïllat} ⊆ ⋂
A∈D(G)
A. Sigui
v ∈ V (G) tal que deg(v) = 0, llavors, v ∈ A per a tot A ∈ D(G). En particu-
lar, v ∈ A per a tot A ∈ D(G). És a dir, v ∈ ⋂
A∈D(G)
A.
Procedim amb la demostració de l’altra inclusió. Sigui v ∈ ⋂
A∈D(G)
A. Llavors,
v ∈ A per a tot A ∈ D(G). Per tant, v ∈ A per a tot A ∈ D(G). Suposem
que deg(v) ≥ 1. Aleshores, (A\{v})∪N(v) també és un conjunt dominant per
a tot A ∈ D(G) i, a més, v /∈ (A\{v}) ∪N(v). Aixó suposa una contradicció
perquè v pertany a tots els conjunts dominadors. Per tant, deg(v) = 0. uunionsq
La següent proposició analitza l’ordre i el corang de l’hipergraf de conjunts domi-
nants, D(G), d’un graf G.
Proposició 1.8. Sigui G un graf d’ordre n i D(G) l’hipergraf de conjunts dominants
minimals associat a G. Llavors:
(1) |supD(G)| = n(D(G)) = n.
(2) γ(G) = s(D(G)) ≤ r(D(G)) ≤ n.
Demostració.
(1) És conseqüència de la proposició 1.7.
(2) És conseqüència de les definicions. uunionsq
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1.5. Hipergraf de conjunts dominants independents.
Definició. Un conjunt és dominant independent si és dominant i independent. La
família dels conjunts dominants independents d’un graf G es denota per Dind(G).
Proposició 1.9. Sigui S ⊆ V . Aleshores, S és independent i dominant si, i només
si, és independent maximal.
Demostració. Suposem que S és un conjunt independent i dominant. Volem
demostrar que és independent maximal. Suposem que no ho és. Llavors, existeix
u ∈ V \S tal que S ∪ {u} és independent. Però si S ∪ {u} és independent, cap
vèrtex de S és adjacent a u. Això implica que S no és dominant, que contradiu les
hipòtesis. Per tant, S és independent maximal.
Suposem ara que S és independent maximal. Per tant, S és independent i per a
tot u ∈ V \S, existeix un vèrtex v ∈ S tal que u és adjacent a v, que és equivalent
a que S sigui un conjunt dominant. uunionsq
Com a conseqüència de la proposició anterior, obtenim el resultat següent.
Proposició 1.10. Sigui G un graf. Aleshores, Dind(G) = I(G) ∩D(G) = I(G).
2. Relacions entre els hipergrafs d’un graf
A continuació, estudiarem les relacions entre els diferents hipergrafs associats a un
graf.
A la següent taula es resumeixen els valors trobats del cardinal del suport, la mida,
el rang i el corang dels hipergrafs que hem introduït a la secció anterior:
H |sup(H)| Mida Rang Corang
N [G] n ≤ n ≤ ∆(G) + 1 δ(G) + 1
D(G) n - - γ(G)
C(G) n− |V0| - n− i(G) α(G)
I(G) = Dind(G) n - β(G) i(G)
A continuació, estudiarem les relacions entre els hipergrafs associats a un graf, que
es resumeixen a la següent taula:
H Determina unívocament el graf? HC Tr(H)
N [G] No - D(G)
D(G) No - N [G]
C(G) Sí I(G) E(G)
I(G) = Dind(G) Sí C(G) -
2.1. Conjunts dominants i conjunts independents.
Proposició 2.1. Tot conjunt independent maximal d’un graf G és un conjunt do-
minant minimal del graf G. Per tant, es té que:
Dind(G) = I(G) ⊆ D(G).
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Demostració. Sigui S un conjunt independent maximal de G. Per la proposició
1.9, S és un conjunt dominant. Volem demostrar que és dominant minimal. Supo-
sem que no ho és. Llavors, existeix un vèrtex v ∈ S tal que S\{v} és un conjunt
dominant. Però si S\{v} és dominant en G, el vèrtex v és adjacent a un vèrtex de
S\{v}. Això contradiu la hipòtesi de que S és un conjunt independent de G. Per
tant, S ha de ser un conjunt dominant minimal. uunionsq
Observació. Siguin G1, G2 dos grafs. Aleshores:
D(G1) = D(G2) ; Dind(G1) = Dind(G2).
Vegem-ne un exemple.
Exemple 2.1. Considerem els grafs G1, G2 i G3 representats a la figura 5. Ob-
servem que D(G1) = D(G2) = D(G3) = {{v1, v3}, {v1, v4}, {v2, v3}, {v2, v4}}.
Per altra banda, Dind(G1) = {{v1, v3}, {v1, v4}, {v2, v3}, {v2, v4}}, Dind(G2) =
{{v1, v4}, {v2, v3}, {v2, v4}}, Dind(G3) = {{v1, v3}, {v2, v3}, {v2, v4}}. Per tant, ob-
tenim que Dind(G1), Dind(G2) i Dind(G3) són tots tres diferents.
v1
v2
v3
v4
v1 v3
v2 v4 v2
v1 v3
v4
G1 G2 G3
Figura 5
Sigui G un graf. Llavors, per la proposició 2.1 tenim que Dind(G) ⊆ D(G). Anem
a veure que aquesta inclusió pot ser una igualtat o pot ser una inclusió estricta.
Primer veurem un exemple d’un graf G en que Dind(G) = D(G).
Exemple 2.2. Considerem el graf P3. Llavors, Dind(G) = D(G) = {{2}, {1, 3}}.
1 2 3
A continuació, donem una exemple d’un graf G tal que Dind(G) ( D(G).
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Exemple 2.3. Tornem a considerar el graf G2 de l’exemple 2.1. En aquest cas
Dind(G2) = {{v1, v4}, {v2, v3}, {v2, v4}} i obtenim que D(G2) = {{v1, v3}, {v1, v4},
{v2, v3}, {v2, v4}}. Per tant, Dind(G2) ( D(G2).
2.2. Conjunts dominants i entorns tancats.
Proposició 2.2. Sigui G un graf. Sigui N [G] l’hipergraf d’entorns tancats associat
a G i sigui D(G) l’hipergraf de conjunts dominants associat a G. Llavors:
(1) D(G) = Tr(N [G]).
(2) N [G] = Tr(D(G)).
Demostració.
(1) Per la definició de conjunt transversal Tr(N [G]) = min{X ⊆ V : X ∩N [x] 6=
∅, ∀x ∈ V }. A més, per definició, {X ⊆ V : X∩N [x] 6= ∅, ∀x ∈ V } és la família
de conjunts dominants. Per tant, obtenim que Tr(N [G]) = min(D(G)) =
D(G).
(2) Per la proposicio 3.3 del capítol 2 i la igualtat anterior es té que N [G] =
Tr(Tr(N [G])) = Tr(D(G)). uunionsq
Fent servir aquesta proposició es té que D(G) determina N (G). Concretament,
obtenim el resultat següent.
Proposició 2.3. Sigui G un graf i D(G) = {D1, D2, ..., Ds} l’hipergraf de conjunts
dominants minimals de G. Llavors,
N [G] = min{{a1, a2, ..., as} : ai ∈ Di per a tot i ∈ {1, 2, ..., s}}.
Demostració. Recordem que N [G] = Tr(D(G)) = min{X ⊆ V (G) : X ∩ D 6=
∅, ∀D ∈ D(G)}. Com que min{X ⊆ V (G) : X ∩ D 6= ∅, ∀D ∈ D(G)} =
min{{a1, a2, ..., as} : ai ∈ Di per a tot i ∈ {1, 2, ..., s}} obtenim el que volíem
demostrar. uunionsq
La proposició anterior es completa amb la següent que estableix que el graf es pot
recuperar si coneixem els dominants independents.
Proposició 2.4. Sigui G un graf i Dind(G) = {D1, ..., Dt} la família de conjunts
dominants independents de G. Llavors,
E(G) = min{{a1, a2, ..., at} : ai /∈ Di per a tot i ∈ {1, 2, ..., t}},
és a dir, E(G) = Tr((Dind(G))c).
Demostració. Sigui H = {{a1, ..., at} : ai /∈ Di per a tot i ∈ {1, 2, ..., t}}. Prime-
rament considerem el cas en que G no té cap aresta. Llavors, Dind(G) = {V (G)}.
Aixó implica que H = ∅ i, per tant, minH = ∅ = E(G).
Ara considerem que E(G) 6= ∅. En aquest cas, per tal de demostrar la igualtat
E(G) = minH és suficient demostrar que E(G) ⊆ H i que per a tot A ∈ H existeix
e ∈ E(G) tal que e ⊆ A.
Primer provem que E(G) ⊆ H. Sigui xy ∈ E(G). Si D és un conjunt dominant
independent, aleshores x /∈ D o y /∈ D. A més, atès que x és un vèrtex no aïllat,
existeix i ∈ {1, ..., t} tal que x /∈ Di. Per tant, reordenant podem suposar que
Dind(G) = {D1, D2, ..., Dt} on x /∈ Di per a tot i ∈ {1, 2, ..., l} i x ∈ Dj per
a tot j ∈ {l + 1, l + 2, ..., t}. Com que xy ∈ E(G), llavors y /∈ Dj per a tot
j ∈ {l + 1, l + 2, ..., t}. Llavors, si definim a1 = ... = al = x i al+1 = ... = at = y es
té que {x, y} = {a1, ..., al, al+1, ..., at} ∈ H i podem concloure que E(G) ⊆ H.
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Ara provem que si A ∈ H existeix e ∈ E(G) tal que e ⊆ A. Suposem el contrari,
és a dir, donat A ∈ H no existeix cap aresta e ∈ G amb e ⊆ A, que és equivalent
a dir que A és un conjunt independent de vèrtexs. Llavors, existeix un conjunt
independent maximal A′ amb A ⊆ A′ i, com tot conjunt independent maximal és
un conjunt dominant minimal, existeix i0 ∈ {1, ..., t} tal que A′ = Di0 . Llavors,
a ∈ Di0 per a tot a ∈ A, que suposa una contradicció amb A = {a1, ..., at} amb
ai /∈ Di. uunionsq
De manera anàloga a la proposició 2.2, tenim el resultat següent.
Corol·lari 2.1. Sigui G = (V (G), E(G)) un graf. Sigui I(G) l’hipergraf de con-
junts independents associat a G i sigui C(G) l’hipergraf de recobriments associat a
G. Llavors es satisfan les igualtats següents:
(1) Tr(I(G)c) = E(G).
(2) Tr(C(G)) = E(G).
Demostració.
(1) És conseqüència directa de la proposició 2.4 tenint en compte que I(G) =
Dind(G).
(2) És conseqüència directa de l’apartat anterior tenint en compte que I(G)c =
C(G). uunionsq
Corol·lari 2.2. Siguin G1 i G2 dos grafs amb el mateix conjunt de vèrtexs, és a
dir, V (G1) = V (G2). Llavors, es satisfan les següents relacions:
(1) D(G1) = D(G2) si, i només si, N [G1] = N [G2].
(2) Dind(G1) = Dind(G2) si, i només si, G1 = G2.
Demostració.
(1) Primer demostrem que si D(G1) = D(G2), llavors N [G1] = N [G2]. Per la
proposició 2.2, Tr(N (G1)) = Tr(N (G2)). A més, per la proposició 3.3 del
capítol 2, tornant a fer el transversal sobre l’expressió anterior, obtenim que
N [G1] = N [G2]. L’altra implicació s’obté de manera anàloga.
(2) Primer demostrem que si Dind(G1) = Dind(G2), llavors G1 = G2. Si Dind(G1)
= Dind(G2), llavors, Tr(Dind(G1)c) = Tr(Dind(G2)c). Per la proposició 2.4,
E(G1) = E(G2). A més, per hipòtesi, V (G1) = V (G2). Per tant, G1 = G2.
L’altra implicació és trivial. uunionsq
3. Hipergrafs de dominació
En la secció anterior hem estudiat cinc hipergrafs associats a un graf G. Entre
aquests, hem associat a un graf G l’hipergraf de conjunts dominants minimals
D(G). Ara ens plantegem el problema invers: donat un hipergraf H ens preguntem
si existeix un graf G tal que D(G) = H.
Definició. Un hipergraf H definit sobre un conjunt Ω es diu que és de dominació
si existeix un graf G tal que H = D(G).
Vegem-ne alguns exemples d’hipergraf de dominació.
Exemple 3.1. Sigui Ω = {1, 2, ..., n}. Aleshores els hipergrafs següents són de
dominació:
• H = {{1}, {2}, ..., {n}}.
Concretament, H = D(G), on G = Kn.
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• H = {{1, 2, ..., n}}.
Concretament, H = D(G), on G = Kn.
• H = {{u1, u2, ..., ur}, {w1, w2, ..., ws}, {uiwj} on 1 ≤ i ≤ r, 1 ≤ j ≤ s} amb
Ω = {u1, u2, ..., ur} ∪ {w1, w2, ..., ws}.
Concretament, H = D(G), on G = Kr,s.
• Si Ω = {v1,1, v1,2, ..., v1,n1}∪· · ·∪{vr,1, vr,2, ..., vr,nr} és una partició, aleshores
H = {v1,1, v1,2, ..., v1,n1} ∪ · · · ∪ {vr,1, vr,2, ..., vr,nr} ∪ {{vikvjs} : 1 ≤ i, j ≤
r, i 6= j, 1 ≤ k ≤ ni, 1 ≤ s ≤ nj} és de dominació.
Concretament, H = D(G) on G = Kn1,n2,...,nr .
3.1. Hipergrafs de dominació i operacions amb grafs.
L’objectiu d’aquesta subsecció és estudiar com són els hipergrafs de dominació dels
grafs resultants d’aplicar operacions als grafs originals. Concretament, estudiarem
la unió disjunta i el “join”. Com a corol·laris obtindrem dues maneres de construir
hipergrafs de dominació.
Definició. Siguin G1 = (V1, E1) i G2 = (V2, E2) dos grafs tals que V1 i V2 són
conjunts disjunts. La unió disjunta dels grafs G1 i G2 és el graf G1 + G2 = (V1 ∪
V2, E1 ∪ E2).
Proposició 3.1. Siguin G1 = (V1, E1) i G2 = (V2, E2) dos grafs. Siguin D(G1) i
D(G2) els respectius hipergrafs de conjunts dominants minimals. Llavors, es satis-
fan les igualtats següents:
(1) D(G1 +G2) = {D1 ∪D2 : D1 ∈ D(G1), D2 ∈ D(G2)}.
(2) γ(G1 +G2) = γ(G1) + γ(G2).
Demostració.
(1) Els grafs induïts (G1 + G2)[V1] i (G1 + G2)[V2] formen dues components no
connexes del graf. Per tant, un conjunt dominant de G1 + G2 està format
per la unió d’un conjunt dominant D1 de G1 i un conjunt dominant D2 de
G2. A més, perquè sigui minimal també ho haurán de ser D1 i D2 en els seus
respectius grafs.
(2) Com a conseqüència de (1) tenim γ(G1 +G2) = min{|D| : D ∈ D(G1 +G2)} =
min{|D1 ∪ D2| : D1 ∈ D(G1), D2 ∈ D(G2)} = min{|D1| : D1 ∈ D(G1)} +
min{|D2| : D2 ∈ D(G2)} = γ(G1) + γ(G2). uunionsq
Corol·lari 3.1. Sigui H1 un hipergraf de dominació sobre Ω1 i H2 un hipergraf
de dominació sobre Ω2. Suposem que Ω1 ∩ Ω2 = ∅ i sigui Ω = Ω1 ∪ Ω2. Aleshores,
la família de subconjunts H = {A1 ∪ A2 : A1 ∈ H1 i A2 ∈ H2} és un hipergraf de
dominació sobre Ω.
Demostració. Donat que H1 i H1 són de dominació, existeixen dos grafs G1 i
G2 tal que H1 = D(G1) i H2 = D(G2). Llavors, per la proposicio 3.1, H =
D(G1 +G2). uunionsq
Definició. El join de dos grafs G1 = (V1, E1) i G2 = (V2, E2) és el graf G1∨G2 =
(V,E) on V = V1 ∪ V2 i E = E1 ∪ E2 ∪ {uv : u ∈ V1, v ∈ V2}.
Proposició 3.2. Siguin G1 = (V1, E1) i G2 = (V2, E2) dos grafs. Siguin D(G1) i
D(G2) els respectius hipergrafs de conjunts dominants minimals. Llavors, es satis-
fan les següents igualtats següents:
(1) D(G1 ∨G2) = D(G1) ∪ D(G2) ∪ {{u, v} : u ∈ v1, v ∈ V2, N [u] 6= V1, N [v] 6=
V2}.
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(2) γ(G1 ∨G2) = min{γ(G1), γ(G2), 2}.
Demostració.
(1) Per definició de G1∨G2, el conjunts dominants minimals de G1 o de G2 també
ho són de G1 ∨G2. A més, tots els conjunts de la forma {u, v} amb u ∈ V1 un
vèrtex no universal en G1 i v ∈ V2 un vèrtex no universal en G2 també formen
conjunts dominants minimals en G1∨G2 perquè u és adjacent a tots els vèrtexs
de V2 i v és adjacent a tots els vèrtexs de V1. A més, al no ser vèrtexs universals
en els respectius grafs, el conjunt {u, v} és dominant minimal.
(2) Com a conseqüència de (1) tenim γ(G1∨G2) = min{|D| : D ∈ D(G1∨G2)} =
min{γ(G1), γ(G2), 2}. uunionsq
Corol·lari 3.2. Sigui H1 un hipergraf de dominació sobre Ω1 i sigui H2 un hiper-
graf de dominació sobre Ω2. Sigui Ω = Ω1∪Ω2. Aleshores, la família de subconjunts
H = H1 ∪ H2 ∪ {{w1w2} : w1 ∈ Ω1, w2 ∈ Ω2, {w1} /∈ H1, {w2} /∈ H2} és un hi-
pergraf de dominació sobre Ω.
Demostració. És conseqüència directa de la proposició 3.2. uunionsq
A més del join i de la unió disjunta, una tercera operació és el producte cartesià.
A diferència de les altres dues operacions, el comportament de la dominació pel
producte cartesià és un problema obert. Anem a veure, però, alguns resultats
parcials.
Definició. El producte cartesià de dos grafs G1 = (V1, E1) i G2 = (V2, E2) és el
graf G1  G2 = (V,E) on V = V1 × V2 i dos vèrtexs u = (u1, u2) i v = (v1, v2) són
adjacents si u1 = v1 i u2v2 ∈ E2, o bé u2 = v2 i u1v1 ∈ E1.
A l’any 1963, Vizing [29] va conjecturar que, γ(G1  G2) ≥ γ(G1)γ(G2) per a
qualsevol parella de grafs G1 i G2. S’ha verificat que per a qualsevol graf G tal
que γ(G) = 1 ó γ(G) = 2 ó γ(G) = 3 es satifà la conjectura de Vizing [14],
[27]. En general, però, el càlcul de γ(G1  G2) esdevè un problema obert. Com
a conseqüència, descriure D(G1  G2) també és un problema obert. A nivell de
conjunts dominants es té la següent proposició.
Proposició 3.3. Siguin G1 = (V1, E1) i G2 = (V2, E2) dos grafs. Siguin D(G1) i
D(G2) els respectius hipergrafs de conjunts dominants minimals. Llavors:
(1) D ∈ D(G1) ⇒ D × V2 és conjunt dominant de G1  G2.
(2) D ∈ D(G2) ⇒ V1 ×D és conjunt dominant de G1  G2.
(3) γ(G1  G2) ≤ min{γ(G1)n2, γ(G2)n1}.
Demostració.
(1) Sigui v = (v1, v2) ∈ G1G2. Si v1 ∈ D, llavors, (v1, v2) ∈ D × V2. En el cas
contrari, si v1 /∈ D, com que D és un conjunt dominant de G1, v1 és adjacent
a un vèrtex u ∈ D. Per tant, (v1, v2) és adjacent a (u, v2) ∈ D × V2.
(2) Anàleg al cas anterior.
(3) Com a conseqüència de (1) i (2), γ(G1  G2) ≤ min{γ(G1)n2, γ(G2)n1}. uunionsq
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3.2. Hipergrafs de dominació d’ordre més petit o igual que quatre.
En aquesta secció analitzarem els possibles hipergrafs de dominació dels grafs d’or-
dre més petit o igual que quatre.
3.2.1. Hipergrafs de dominació de grafs d’ordre 1.
Suposem que el conjunt de vèrtexs del graf és V = {v}. En aquest cas només hi ha
un possible graf d’ordre 1 i mida 0. És a dir, G = ({v}, ∅). L’únic conjunt dominant
del graf és el propi vèrtex. Per tant,
• D(G) = {{v}}.
Proposició 3.4. Tots els hipergrafs amb suport de cardinal 1 són hipergrafs de
dominació.
Demostració. Sigui Ω = {v} i H un hipergraf tal que supΩ. Llavors, el possible
hipergraf és H = {v}, que hem vist que és de dominació. uunionsq
3.2.2. Hipergrafs de dominació de grafs d’ordre 2.
Suposem que el conjunt de vèrtexs del graf és V = {v1, v2}. Hi han dos possibles
grafs: un de mida 0 i l’altre de mida 1 (figura 6). En el primer cas, els vèrtexs són
aïllats i, per tant, només hi ha un conjunt dominant, el format pels dos vèrtexs.
En el segon cas, els vèrtexs són adjacents i qualsevol dels dos vèrtexs formen un
conjunt dominant minimal del graf.
v1 v2 v1 v2
G1 G2
Figura 6
Per tant, els possibles hipergrafs de dominació són els següents:
• D(G1) = {{v1, v2}}.
• D(G2) = {{v1}, {v2}}.
Proposició 3.5. Tots els hipergrafs amb suport de cardinal 2 són hipergrafs de
dominació.
Demostració. Sigui Ω = {v1, v2} i H un hipergraf tal que supΩ. Llavors, els
possibles hipergrafs són els següents:
• H1 = {v1, v2}.
• H2 = {{v1}, {v2}}.
Tal com hem vist anteriorment, es tractem d’hipergrafs de domianció. uunionsq
3.2.3. Hipergrafs de dominació de grafs d’ordre 3.
Llevat d’isomorfisme, hi ha quatre possibles grafs d’ordre tres. Aquests són els que
tenen mida 0, 1, 2 i 3 respectivament (veure figura 7). Si el graf no té cap aresta,
l’únic conjunt dominant és el format pels tres vèrtexs. Si té una aresta, hi ha dos
conjunts dominants minimals formats per dos vèrtexs, un incident a l’aresta i el
vèrtex aïllat. En canvi, si té dues arestes, hi ha un vèrtex de grau dos adjacent a
dos de grau 1. Això implica que, tant el vèrtex de grau dos com el conjunt format
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pels dos de grau 1 formen un conjunt dominant minimal. Finalment, si té tres
arestes, es tracta d’un graf complet K3 i, per tant, cadascun dels vèrtexs forma un
conjunt dominant minimal.
v1
v2 v3
v1
v2 v3
v1
v2 v3
v1
v2 v3
G1 G2 G3 G4
Figura 7
Per tant, els possibles hipergrafs de conjunts dominants són, llevat d’isomorfisme,
les següents:
• D(G1) = {{v1, v2, v3}}.
• D(G2) = {{v1, v3}, {v2, v3}}.
• D(G3) = {{v1}, {v2, v3}}.
• D(G4) = {{v1}, {v2}, {v3}}.
Proposició 3.6. Existeixen 5 hipergrafs no isomorfs amb suport de cardinal 3.
D’aquests hipergrafs 4 són de dominació i 1 no és de dominació.
Demostració. Sigui Ω = {v1, v2, v3} i H un hipergraf tal que supΩ. Llavors, els
possibles hipergrafs són els següents:
• H1 = {{v1, v2, v3}}.
• H2 = {{v1, v2}, {v1, v3}, {v2, v3}}.
• H3 = {{v1, v2}, {v2, v3}}.
• H4 = {{v1}, {v2, v3}}.
• H5 = {{v1}, {v2}, {v3}}.
Tal com hem vist anteriorment, els hipergrafs H1, H3, H4 i H5 són de dominació.
En canvi, l’hipergraf H2 no pot ser de dominació, ja que no existeix cap graf G
definit sobre Ω tal que D(G) = H2. uunionsq
3.2.4. Hipergrafs de dominació de grafs d’ordre 4.
És fàcil comprovar que, llevat d’isomorfisme, hi ha 11 possibles grafs d’ordre qua-
tre. Aquests estan representats a la figura 8. Utilitzarem les propietats vistes la
subsecció 3.1 per tobar els conjunts dominants minimals. Així doncs, els conjunts
dominants minimals dels grafs G1, G2, G3, G4 i G7 es poden trobar reduïnt-los a
components connexes. D’altre banda, G6 = K1 ∨K3 i G10 = K2 ∨K2. Finalment,
G11 = K4. D’aquesta manera, hem calculat D(Gi) si i 6= 5, 8, 9. En aquests casos,
els determinem directament.
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v1 v2
v3
G1
v4
v1 v2
v3 v4
G2
v1 v2
v3
G3
v4
v1 v2
v3
G4
v4
v1 v2
v3
G5
v4
v1 v2
v3
G6
v4
v1 v2
v3
G7
v4
v1 v2
v3
G8
v4
v1 v2
v3
G9
v4
v1 v2
v3
G10
v4
v1 v2
v3
G11
v4
Figura 8
Per tant, els hipergrafs de conjunts dominants són, llevat d’isomorfisme, els se-
güents:
• D(G1) = {{v1, v2, v3, v4}}.
• D(G2) = {{v1, v3, v4}, {v2, v3, v4}}.
• D(G3) = {{v1, v2}, {v1, v4}, {v2, v3}, {v3, v4}}.
• D(G4) = {{v1, v4}, {v2, v3, v4}}.
• D(G5) = {{v1, v2}, {v1, v4}, {v2, v3}, {v3, v4}}.
• D(G6) = {{v1}, {v2, v3, v4}}.
• D(G7) = {{v1, v4}, {v2, v4}, {v3, v4}}.
• D(G8) = {{v1, v2}, {v1, v3}, {v1, v4}, {v2, v3}, {v2, v4}, {v3, v4}}.
• D(G9) = {{v1, v2}, {v1, v3}, {v4}}.
• D(G10) = {{v1, v2}, {v3}, {v4}}.
• D(G11) = {{v1}, {v2}, {v3}, {v4}}.
Observem que els únics grafs amb la mateixa família de conjunts dominants mini-
mals són G3 i G5.
Proposició 3.7. Existeixen 20 hipergrafs no isomorfs amb suport de cardinal 4.
D’aquests hipergrafs 10 són de dominació i 10 no són de dominació.
Demostració. Sigui Ω = {v1, v2, v3, v4} i H un hipergraf tal que supΩ. Llavors,
els possibles hipergrafs són els següents:
• H1 = {{v1, v2, v3, v4}}.
• H2 = {{v1, v2, v3}, {v1, v2, v4}, {v1, v3, v4}, {v2, v3, v4}}.
• H3 = {{v1, v2, v3}, {v1, v2, v4}, {v1, v3, v4}}.
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• H4 = {{v1, v2, v3}, {v1, v2, v4}}.
• H5 = {{v1, v2, v3}, {v1, v2, v4}, {v3, v4}}.
• H6 = {{v1, v2}, {v1, v3}, {v1, v4}, {v2, v3, v4}}.
• H7 = {{v1, v2}, {v1, v3}, {v2, v3, v4}}.
• H8 = {{v1, v2}, {v2, v3, v4}}.
• H9 = {{v1}, {v2, v3, v4}}.
• H10 = {{v1, v2}, {v1, v3}, {v1, v4}, {v2, v3}, {v2, v4}, {v3, v4}}.
• H11 = {{v1, v2}, {v1, v3}, {v1, v4}, {v2, v4}, {v3, v4}}.
• H12 = {{v1, v2}, {v1, v3}, {v2, v3}, {v2, v4}}.
• H13 = {{v1, v2}, {v1, v3}, {v2, v4}, {v3, v4}}.
• H14 = {{v1, v2}, {v1, v3}, {v2, v3}, {v4}}.
• H15 = {{v1, v2}, {v1, v3}, {v1, v4}}.
• H16 = {{v1, v2}, {v1, v3}, {v2, v4}}.
• H17 = {{v1, v2}, {v1, v3}, {v4}}.
• H18 = {{v1, v2}, {v3, v4}}.
• H19 = {{v1, v2}, {v3}, {v4}}.
• H20 = {{v1}, {v2}, {v3}, {v4}}.
Tal com hem vist anteriorment, els hipergrafs H1, H4, H8, H9, H10, H13, H15,
H17, H19 i H20 són hipergrafs de dominació de grafs d’ordre 4. En canvi, els
hipergrafs H2, H3, H5, H6, H7, H11, H12, H14, H16 i H20 no són hipergrafs de
dominació. uunionsq
3.2.5. Hipergrafs de dominació de grafs d’ordre més petit o igual que 4.
Com a conseqüència del resultats trobats a les subseccions 3.2.1, 3.2.2, 3.2.3 i 3.2.4
obtenim el següent corol·lari.
Corol·lari 3.3. Sigui Ω = {v1, v2, v3, v4}. Llavors, existeixen 28 hipergrafs no
isomorrfs definits sobre Ω. D’aquests 17 són hipergrafs de dominació i 11 no ho
són.
Demostració. És conseqüència de les proposicions 3.4, 3.5, 3.6 i 3.7. uunionsq
3.3. Hipergrafs de dominació amb una o dues hiperarestes.
3.3.1. Hipergrafs de dominació amb una hiperaresta.
Sigui Ω un conjunt finit iH = {A} un hipergraf definit sobre Ω amb una hiperaresta
A. Volem determinar si H és l’hipergraf de dominació d’algun graf G. La següent
proposició caracteritza aquest hipergraf.
Proposició 3.8. Sigui H = {A} un hipergraf amb una hiperaresta A. Llavors, H
és un hipergraf de dominació.
Demostració. Si A = {a1, a2, ..., ar}, aleshores considerem el graf buit Kr de-
finit sobre el conjunt de vèrtexs V (Kr) = {a1, a2, ..., ar}. Llavors, D(Kr) =
{{a1, a2, ..., ar}}. Per tant, pel graf G = Kr, H = D(G) i com a conseqüència,
H és hipergraf de dominació. uunionsq
3.3.2. Hipergrafs de dominació amb dues hipertarestes.
Sigui Ω un conjunt finit i H = {A,B} un hipergraf definit sobre Ω amb dues
hiperarestes A i B. Volem saber si H és l’hipergraf de dominació d’algun graf G.
La següent proposició caracteritza aquest hipergraf.
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Proposició 3.9. Sigui H = {A,B} un hipergraf amb dues hiperarestes A = {a1, a2,
..., ar, x1, x2, ..., xt} i B = {b1, b2, ..., bs, x1, x2, ..., xt}, on:
• a1, a2, ..., ar són els elements que pertanyen a A i no a B.
• b1, b2, ..., bs són els elements que pertanyen a B i no a A.
• x1, x2, ..., xt són els elements que pertanyen a A i a B.
Llavors, H és un hipergraf de dominació si, i només si, r = 1 o s = 1.
Demostració. Suposem que H és l’hipergraf de dominació d’un graf G, és a dir,
D(G) = {A,B}. Primer veurem que r = 1 o s = 1. Per la proposició 1.7, V (G) =
{a1, ..., ar, b1, ..., bs, x1, ..., xt}. D’altra banda, per la proposició 1.1, Tr(D(G)) =
N [G]. Per tant, N [G] = {{x1}, {x2}, ..., {xt}} ∪ {{ai, bj} : 1 ≤ i ≤ r, 1 ≤ j ≤ s}}.
Suposem que r i s són majors o iguals que 2. Llavors els conjunts {a1, b1}, {a1, b2},
{a2, b1} i {a2, b2} són entorns de G. Si {a1, b1} és l’entorn tancat d’a1, llavors
{a1, b2} és el de b2, però això suposa una contradicció, ja que, b2 no pertany a
l’entorn de a1. En el cas contrari, si {a1, b1} no és l’entorn tancat d’a1, ha de ser
el de b1 i, pel mateix raonament que en el cas anterior arribem a contradicció. Per
tant, r ≤ 1 o s ≤ 1. Suposem que r ≤ 1. Observem que r no pot ser zero, perquè
llavors A ⊆ B, i contradiu la hipòtesi que H = {A,B}. Per tant, r = 1, és a dir,
A = {a1, x1, ..., xt} i B = {b1, ..., bs, x1, ..., xt}.
Procedim amb la demostració del recíproc. Suposem que r = 1 (el cas en que
s = 1 es fa de manera anàloga). Llavors, V (G) = {a1, b1, b2, ..., bs, x1, x2, ..., xt} i
N [G] = {{x1}, ..., {xt}, {a1, b1}, ..., {a1, bs}}. En particular, el graf representat a la
figura 9 té com a hipergraf d’entorns N [G] i l’hipergraf de dominació associat té
dues hiperarestes. Per tant, H és de dominació. uunionsq
a1
b1
b2
bs
x1 x2 xt
Figura 9
3.4. Hipergrafs de dominació uniformes.
Un hipergraf r-uniforme complet sobre n vèrtexs, denotat per Ur,n, és un hipergraf
sobre un conjunt V de n vèrtexs on les hiperarestes són tots els r-subconjunt de V .
Per tant, Ur,s té mida
(
n
r
)
. L’objectiu d’aquesta secció és veure en quins casos Ur,n
són hipergrafs de dominació.
Proposició 3.10. Sigui Ω = {v1, v2, ..., vn} un conjunt de cardinal n i sigui r amb
1 ≤ r ≤ n. Llavors, l’hipergraf uniforme Ur,n és de dominació si, i només si, r = 1
o bé r = n o bé r = 2 i n és parell.
Demostració. Realitzarem la demostració distingint els casos següents:
• Cas r = 1.
En aquest cas, U1,n = {{1}, {2}, ..., {n}}. Per tant, U1,n = D(Kn) i, com a
conseqüència, U1,n és hipergraf de dominació.
• Cas r = n.
En aquest cas, Un,n = {{1, 2, ..., n}}. Per tant, Un,n = D(Kn) i, com a
conseqüència, Un,n és hipergraf de dominació.
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• Cas r = 2 i n parell.
En aquest cas, U2,n = {{i, j} : i, j ∈ V }. Tal com hem vist a l’exemple
de la secció 1.5.1, U2,n és l’hipergraf de dominació del graf n-partit complet
K2,2,...,2.
• Cas r 6= 1, 2, n.
Suposem que existeix un graf G = (V,E) amb |V | = n tal que Ur,n = D(G).
Això implica que Tr(Ur,n) = N [G]. D’altra banda, tenim que Tr(Ur,n) =
min{B ⊆ V : B ∩ A 6= ∅, ∀A ⊆ V, |A| = r} = Un−r+1,n. Per tant, N [G] =
Un−r+1,n. Com a conseqüència, m(N [G]) =
(
n
n−r+1
)
= n(n−1)···(n−r+2)(n−r+1)···1 > n.
Però això és impossible, ja que un graf té com a molt n entorns minimals.
Per tant, Ur,n no és de dominació.
• Cas r = 2 i n senar.
Pel mateix raonament del cas anterior, obtenim que Tr(U2,n) = N [G] =
Un−1,n. Llavors, m(N [G]) =
(
n
n−1
)
= n, amb n senar. Per tant, N [G] té n
entorns minimals amb n− 1 vèrtexs. Això implica que tots els vèrtexs de G
tenen grau n − 2. Pel lema de les encaixades sabem que
n∑
i=1
deg(vi) = 2|E|.
En el nostre cas,
n∑
i=1
deg(vi) = n(n− 2), però tant n com n− 2 són nombres
senars i, per tant, no existeix cap conjunt d’arestes E tal que n(n−2) = 2|E|.
Això implica que U2,n no és de dominació. uunionsq
3.5. Condicions necessàries d’un hipergraf de dominació.
Determinar si un hipergraf H és o no de dominació és un problema difícil. Vegem-
ne algunes condicions necessàries perquè H sigui l’hipergraf de dominació d’algun
graf G.
Proposició 3.11. Sigui H un hipergraf de dominació definit sobre un conjunt Ω.
Llavors, |Tr(H)| ≤ |Ω|.
Demostració. Atès que H = D(G), llavors |Tr(H)| = |N [G]| ≤ |Ω|. uunionsq
Vegem-ne un exemple.
Exemple 3.2. Considerem l’hipergraf H = {{v1, v2, v3}, {v1, v2, v4}, {v1, v2, v5},
{v1, v3, v4}, {v2, v3, v4}} definit sobre el conjunt Ω = {v1, v2, v3, v4, v5}. Oberservem
que Tr(H) = {{v1, v2}, {v1, v3}, {v1, v4}, {v2, v3}, {v2, v4}, {v3, v4, v5}}. Com que
|Tr(H)| = 6 > 5 = |Ω|, podem concloure que no existeix cap graf G tal que
D(G) = H.
Proposició 3.12. Sigui H un hipergraf de dominació definit sobre un conjunt Ω.
Sigui Tr(H) = {H1, H2, ...,Hr} amb |H1| ≥ |H2| ≥ · · · ≥ |Hr|. Llavors, la seqüèn-
cia (|H1| − 1, |H2| − 1, ..., |Hr| − 1) es pot completar a una seqüència gràfica.
Demostració. Sigui G tal que H = D(G), aleshores Tr(H) = N [G]. Així, per a
totHi ∈ Tr(H), existeix vj ∈ Ω tal queN [vj ] = Hi. Llavors, deg(vj) = |N [vj ]|−1 =
|Hi| − 1. Per tant, la seqüència (|H1| − 1, |H2| − 1, ..., |Hr| − 1) es pot completar a
una seqüència gràfica. uunionsq
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4. Realitzacions d’un hipergraf de dominació
En aquesta secció suposarem que H és un hipergraf de dominació, és a dir, existeix
un graf G tal que H = D(G). El que volem estudiar és quins grafs també tenen
com a hipergraf de dominació l’hipergraf H.
Proposició 4.1. Sigui G = (V,E) un graf tal que N [G] = {N [x1], N [x2], ..., N [xr]}
amb r ≤ n− 2. Suposem que existeixen vèrtexs y1, y2 ∈ V amb y1y2 /∈ E i y1, y2 /∈
{x1, x2, ..., xr}. Considerem el graf G′ = (V,E∪{y1y2}). Aleshores D(G′) = D(G).
Demostració. Denotem per NG[x] l’entorn tancat del vèrtex x per a tot x ∈ V
del graf G i per NG′ [x] l’entorn tancat del vèrtex x per a tot x ∈ V ′ del graf G′.
Llavors, per la definició del graf G′, si y1y2 /∈ E, aleshores obtenim que els entorns
tancats dels vèrtexs de G
′
són:
• NG′ [x] = NG[x] ∀x ∈ V (G)\{y1, y2}.
• NG′ [y1] = NG[y1] ∪ {y2}.
• NG′ [y2] = NG[y2] ∪ {y1}.
Per tant, NG′ [y1] i NG′ [y2] no són elements minimals de N [G′], donat que NG[y1]
i NG[y2] no eren minimals a N [G]. D’on deduïm N [G] = N [G′]. Per tant,
Tr(N [G]) = Tr(N [G′]), és a dir, D(G) = D(G′). uunionsq
Aquesta proposició és d’utilitat quan volem trobar un graf connex i un altre no
connex amb el mateix hipergraf de dominació. Vegem-ne un exemple.
Exemple 4.1. Considerem el graf G representat a la figura següent:
x1 x2 x3 x4 x5 x6 x7
y1 y2 y3
G
x1 x2 x3 x4 x5 x6 x7
y1 y2 y3
G
′′
x1 x2 x3 x4 x5 x6 x7
y1 y2 y3
G′
Figura 10
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Observem que N [G] = {N [xi] : i ∈ 1, 2, ..., 7} i y1y2 /∈ E(G). Definim G′′ com el
graf que s’obté a partir de G afegint l’aresta y1y2. Aleshores, N [G′′ ] = N [G]. Com
que y2y3 /∈ E(G′′), aleshores definim G′ com el graf que s’obté afegint l’aresta y2y3
a G
′′
. Per la proposició anterior, N [G′] = N [G′′]. Per tant, G i G′ tenen associat
el mateix hipergraf de dominació, però, G′ és connex i G no.
La proposició 4.1 presenta un métode per obtenir grafs amb el mateix hipergraf
de dominació. Però donats dos grafs amb el mateix hipergraf de dominació no
sempre es pot obtenir un a partir de l’altre aplicant el procés anterior. Vegen-me
un exemple.
Exemple 4.2. Considerem els grafs G i G′ representats a la figura 11. Els entorns
tancats dels vèrtexs dels dos grafs són els següents:
NG[1] = {1, a, b, c} NG′ [1] = {1, 2, 3, a}
NG[2] = {2, a, b, c} NG′ [2] = {1, 2, 3, b}
NG[3] = {3, a, b, c} NG′ [3] = {1, 2, 3, c}
NG[a] = {1, 2, 3, a} NG′ [a] = {1, a, b, c}
NG[b] = {1, 2, 3, b} NG′ [b] = {2, a, b, c}
NG[c] = {1, 2, 3, c} NG′ [c] = {3, a, b, c}
1 2
a
G
b
3
c
1
2
3
a
b
c
G′
Figura 11
Per tant, N [G] = N [G′]. Això implica que Tr(N [G]) = Tr(N [G′]). Llavors,
obtenim que D(G) = D(G′). Si suprimim una aresta, els entorns tancats de tots
els vèrtexs són minimals en el nou graf i no podem aplicar la proposició anterior.
És a dir, els dos grafs tenen el mateix hipergraf d’entorns però no es pot obtenir
un a partir de l’altre aplicant repetidament la proposició 4.1.
4.1. Realitzacions d’un hipergraf de quatre o menys vèrtexs.
Proposició 4.2. Sigui H un hipergraf definit sobre un conjunt de quatre o menys
vèrtexs. Si H és de dominació, llavors existeix un únic graf G tal que H = D(G),
excepte l’hipergraf de la forma H = {{v1, v2}, {v1, v4}, {v2, v3}, {v3, v4}}. En aquest
cas, existeixen cinc grafs que el realitzen: quatre isomorfs entre ells i un que no.
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Demostració. A la secció 3.2 vam trobar els hipergrafs de dominació de tots
els possibles grafs d’ordre com a molt 4. L’únic cas en el que dos grafs tenen
el mateix graf de dominació són els grafs de quatre vèrtexs G3 i G5 represen-
tats a la figura 8. En aquest cas tenen com a hipergraf de dominació H =
{{v1, v2}, {v1, v4}, {v2, v3}, {v3, v4}}.
Observem que G3 i G5 no poden ser isomorfs perque un és connex i l’altre no.
En canvi, G5 té tres grafs isomorfs F1, F2 i F3 que tenen el mateix hipergraf de
dominació que G5. Aquests grafs estan representats a la figura 12. uunionsq
v1 v2
v3
G3
v4
v1 v2
v3
G5
v4
v1 v2
v3
F1
v4
v1 v2
v3
F2
v4
v1 v2
v3
F3
v4
Figura 12
Observació. Els grafs G5, F1, F2 i F3, representants a la figura 12, es poden
obtenir a partir del graf G3 a partir del procés descrit a la proposició 4.1. Vegem-
ho amb detall.
Els entorns tancats dels vèrtexs del graf G3 són NG3 [v1] = NG3 [v3] = {v1, v3} i
NG3 [v2] = NG3 [v4] = {v2, v4}. Per tant, N [G3] = {NG3 [v3], NG3 [v4]}, llavors els
vèrtexs v1, v2 satifan les condicions de la proposició i, per tant, si afegim l’aresta
v1v2 al graf G1, l’hipergraf de dominació no varia.
Els altres tres grafs són el resultat de considerar, respectivament, com a hiper-
graf d’entorns N [G3] = {NG3 [v2], NG3 [v3]}, N [G3] = {NG3 [v1], NG3 [v4]}, N [G3] =
{NG3 [v1], NG3 [v2]} i d’afegir, respectivament, les arestes v1v4, v2v3 i v3v4.
4.2. Realitzacions d’un hipergraf uniforme.
A la proposició 3.10 vam veure que l’hipergraf uniforme Ur,n és de dominació si, i
només si, r = 1 o bé r = n o bé r = 2 i n parell. A continuació, veurem quins grafs
realitzen aquests hipergrafs.
Proposició 4.3.
(1) El graf complet Kn és l’únic graf G tal que U1,n = D(G).
(2) El graf buit Kn és l’únic graf G tal que Un,n = D(G).
(3) Si n = 2m, llavors existeixen (2m)!(2mm!) grafs G tal que U2,n = D(G).
Demostració.
(1) Sigui G un graf definit sobre Ω = {v1, v2, ..., vn} tal que D(G) = U1,n. Atès
que U1,n = {{v1}, {v2}, ..., {vn}}, cadascun dels vèrtexs del graf forma un
conjunt dominant. Per tant, cada vèrtex ha de ser adjacent a tots els altres
vèrtexs del graf. L’únic graf que satisfà aquesta condició és el graf complet
Kn.
(2) Sigui G un graf definit sobre Ω = {v1, v2, ..., vn} tal que D(G) = Un,n. Atès
que Un,n = {{v1, v2, ..., vn}}, l’únic conjunt dominant de G està format per
tots els vèrtexs de G. Això implica que G no té cap aresta, és a dir, G = Kn.
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(3) Sigui G un graf tal que D(G) = U2,n. Anem a veure que G s’obté eliminant
les arestes d’un perfect matching del graf complet Kn. Si D(G) = U2,n,
llavors, N [G] = Tr(U2,n). D’altra banda, sabem que Tr(U2,n) = Un−2+1,n =
U2m−1,n. Per tant, N [G] = U2m−1,n. És a dir, tots els vèrtexs deG tenen grau
2m− 2 = n− 2. Això implica que G s’obté d’eliminar les arestes d’un perfect
matching d’un graf complet Kn. A més, el nombre de perfect matchings del
graf Kn és el doble factorial (2m− 1)!! que és (2m)!(2mm!) (veure [30]). uunionsq
Capítol 4
Algorismes i complexitat
En aquest capítol s’analitza la complexitat del càlcul d’un dels problemes més cone-
guts relacionat amb la dominació: el problema decisional DOMINATING-SET. A
més, donarem un algorisme per a trobar un conjunt dominant de cardinal mínim
per a un graf G. Però, abans definirem els conceptes necessaris.
1. Definicions sobre algorismes i complexitat
Definició. Els problemes decisionals són els problemes on es demana determinar
si un objecte donat satisfà una propietat determinada.
Un exemple d’un problema decisional és el següent.
Exemple 1.1. Sigui G un graf donat, conté G un cicle hamiltonià, és a dir, un cicle
que passa per cada vèrtex exactament una vegada.
Així doncs, un problema decisional s’especifica indicant:
• un conjunt de possibles entrades E,
• un subconjunt T ⊆ E d’instàncies positives (instàncies que satisfan la propi-
etat donada)
La resta d’instàncies, és a dir, les del subconjunt E\T , s’anomenen instàncies ne-
gatives. Denotarem per x una instància i per Π un problema decisional.
Definició. Sigui A : E → S un algorisme tal que les entrades són del conjunt E i
retorna sortides del conjunt S. Per cada entrada x ∈ E, sigui TA(x) el nombre de
passos elementals que triga l’algorisme A en determinar la sortida amb l’entrada x.
Per a cada n ∈ N, sigui
tA(n) = max{TA(x) : x ∈ E, |x| = n}.
Llavors, direm que A és un algorisme polinòmic si existeix un polinomi p(n) tal que
tA(n) ≤ p(n).
Definició. Sigui Π el problema decisional tal que donada una instància x ∈ E
determina si x pertany a T o no. Es diu que Π és decidible en temps polinòmic si
existeix un algorisme polinòmic A : E → {0, 1} tal que, per a tot x ∈ E, tenim
x ∈ T ⇒ A(x) = 1,
x /∈ T ⇒ A(x) = 0.
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Denotarem per P la classe de problemes decisionals que són decidibles en temps
polinòmic. Si Π ∈ P , direm que Π és P .
Definició. Sigui A : E → S un algorisme tal que les entrades són del conjunt
E i retorna sortides del conjunt S. Direm que Π és decidible en temps polinòmic
indeterminista si existeix un domini de dades E′, un algorisme polinòmic B : E ×
E′ ⇒ {0, 1}, i un polinomi p(n), tals que, per a tot x ∈ E, tenim
x ∈ T ⇒ B(x, y) = 1 per algun y ∈ E′ tal que|y| = p(|x|),
x /∈ T ⇒ B(x, y) = 0 per tot y ∈ E′ tal que |y| = p(|x|).
Denotarem per NP a la classe dels problemes decisionals que són decidibles en
temps polinòmic indeterminista. A més, si Π pertany a NP direm que Π és NP.
El nom NP prové de l’anglès “non-deterministic polynomial time". La y garantida
en la definició pel cas x ∈ T s’anomena certificat , testimoni o prova. L’algorisme
B s’anomena verificador .
Definició. Siguin Π i Π′ dos problemes decisionals amb conjunts d’entrades E i
E′, i amb conjunts d’instàncies positives T i T ′, respectivament. Direm que Π es
redueix a Π′ en temps polinòmic si existeix un algorisme polinòmic A : E → E′ tal
que, per a tot x ∈ E, tenim:
x ∈ T ⇔ A(x) ∈ T ′.
A més, direm que A és una reducció polinòmica de Π a Π′. També direm que Π es
redueix a Π′ i es denota per Π ≤p Π′. En el cas en que Π ≤p Π′ i Π′ ≤p Π direm
que Π i Π′ són polinòmicament equivalents, i ho denotarem per Π ≡ Π′.
Definició. Sigui Π′ un problema decisional. Direm que Π′ és NP-hard si Π ≤p Π′
per a tot problema decisional Π de NP, és a dir, si Π′ és una fita superior, en l’ordre
de reduccions polinòmiques, a tots els problemes de NP.
Definició. Sigui Π′ un problema decisional. Direm que Π′ és NP-complet si és
NP-hard i a més pertany a NP, és a dir, si Π′ és un màxim, en l’ordre de les
reduccions polinòmiques, del conjunt dels problemes NP.
Així doncs, un problema NP-hard és un problema almenys tan difícil com qualsevol
problema que pertanyi a NP. En efecte, si el poguéssim resoldre amb un algorisme
polinòmic, aleshores tots els problemes de NP també es podrien resoldre amb un
algorisme polinòmic. Un algorisme NP-complet és almenys tan difícil com qualsevol
altre problema de NP, però no estrictament tan difícil que tots ells perquè ell mateix
pertany a NP.
2. El problema decisional DOMINATING-SET
El problema de determinar el nombre de dominació per a un graf arbitrari és un
problema NP-hard. De fet, a continuació, demostrarem que es tracta d’un proble-
ma NP-complet. Per aquesta raó, els investigadors han centrat la seva atenció en
estudiar classes particulars de grafs pels quals el problema de determinar el nombre
de dominació es pugui resoldre en temps polinòmic. Alguns exemples d’aquests
grafs són els arbres [6] o els cactus [18].
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DOMINATING-SET és el problema decisional en que com a entrada té un graf
G = (V,E) i un enter positiu k i la sortida és la resposta a la pregunta: té G un
conjunt dominant d’ordre ≤ k? Garey i Johnson van ser els primers en demostrar
que el problema DOMINATING SET és NP-complet (any 1979). Vegem-ho.
Teorema 2.1. [12] El problema decisional DOMINATING-SET és NP-complet.
Demostració. Per a demostrar que és NP, hem de provar que donat un conjunt
de vèrtexs S, és verificable en temps polinomial si tracta d’un conjunt dominant.
Això és cert, ja que, es pot comprovar vèrtex per vèrtex si pertany a S o bé si és
adjacent a un vèrtex de S.
Ens falta construir una reducció d’algun problema NP-complet a DOMINATING-
SET. Utilitzarem el problema 3-SAT. L’entrada de 3-SAT és un conjunt de variables
X = {x1, x2, ..., xn} i un conjunt de clàusules C = {C1, C2, ..., Cm}, on cada clàu-
sula Ci conté tres literals: una variable xj o bé la seva negació ¬xj . Per exemple,
una clàusula podria ser Ci = xj ∨ ¬xk ∨ xt. La sortida del problema 3-SAT és
la resposta a la pregunta: té l’expressió C1 ∧ C2 ∧ · · · ∧ Cm una assignació de va-
lors cert o fals a cada una de les variables xi tal que almenys una variable de
cada clàusula de C és assignada el valor cert de manera que l’expressió sigui certa?
Donada una entrada C de 3-SAT construïm una entrada G(C) de DOMINATING-
SET de la manera següent. Per a cada variable xi, construïm un triangle amb
vèrtexs xi, ¬xi i yj . A més, per a cada clàusula Cj = {xi, xk, xl} afegim un nou
vèrtex Cj i afegim les arestes (xi, Cj), (xk, Cj) i (xl, Cj).
Hem de demostrar que per a una entrada C de 3-SAT, la sortida del problema és
sí si, i només si, la sortida de DOMINATING-SET és sí per a l’entrada G(C) amb
k = n. És a dir, hem de demostrar que C satisfà una assignació verdadera si, i
només si, el graf G(C) té un conjunt dominant de cardinal ≤ n.
Primer suposem que C satisfà una assignació verdadera. Llavors, definim un con-
junt de vèrtexs S de G(C) de la següent manera:{
xi ∈ S si xi = cert,
¬xi ∈ S si xi = fals.
Llavors, S és un conjunt dominant de G(C) atès que cada vèrtex d’un triangle de
la forma {xi,¬xi, yj} pertany a S o bé és adjacent a un vèrtex de S. Addicional-
ment, cada vèrtex de la forma Cj és adjacent a almenys un vèrtex de S, ja que,
per hipòtesi, cada clàusula conté almenys una variable amb valor cert. Per tant,
G(C) té un conjunt dominant S de cardinal n.
Recíprocament, suposem que G(C) té un conjunt dominant S de cardinal ≤ n.
Observem que cada triangle de la forma {xi,¬xi, yj} ha de contenir almenys un
vèrtex en S, per tant, |S| ≥ n. Així doncs, |S| = n i cada triangle conté exactament
un vèrtex en S. Com a conseqüència, S no conté cap vèrtex de la forma Ci. Però,
com que S és un conjunt dominant, cada vèrtex Ci és adjacent a almenys un vèrtex
de S. Llavors, definim una assignació verdadera de C de la següent manera:
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{
xi = cert si xi ∈ S,
xi = fals si xi /∈ S.
Finalment, hem de demostrar que l’algorisme descrit anteriorment per a transfor-
mar una entrada de 3-SAT a una entrada de DOMINATING-SET és un algorisme
polinòmic. La longitud d’una entrada de 3-SAT és O(3m+n), és a dir, C és definit
mitjamçant m conjunts de cardinal 3, més n variables. D’altra banda, el graf G(C)
té 3n+m vèrtexs i 3n+ 3m arestes. Així doncs, el cardinal de G(C) és com a molt
el cardinal de C per alguna constant. Com a conseqüència, el graf G(C) pot ser
construït a partir d’una entrada de 3-SAT en temps polinòmic. uunionsq
3. Algorisme per a trobar un conjunt dominant de
cardinal mínim
Tractarem ara l’obtenció de conjunts dominants de cardinal mínim d’un graf G =
(V,E). Ho farem a partir de la matriu N(G) = A(G) + diag(1, 1, ..., 1), és a dir de
la matriu d’adjacència A(G) amb uns a la diagonal principal, perque un vèrtex es
domina a ell mateix. Aleshores, trobar un conjunt dominant de cardinal mínim S
equival a escollir el mínim nombre de columnes de A de manera que cada fila tin-
gui, com a mínim, un 1 en una de les columnes escollides. Direm que les files estan
cobertes per les columnes. Notem que el conjunt S resultant contindrà γ(G) vèrtexs.
Sigui R = {R1, R2, ..., Rm} el conjunt de les m files que cal cobrir utilitzant el
conjunt de n columnes C = {C1, C2, ..., Cn}. El procés que proposem a continuació
per trobar un conjunt dominant mínim segueix una estratègia basada en el back-
tracking. El procés s’inicia construïnt una taula de m blocs de columnes, un bloc
per a cada fila, de manera que el k-èssim bloc conté aquelles columnes de C que
cobreixen Rk.
Abans de començar amb l’algorisme, observem que podem realitzar unes simplifi-
cacions per tal de millorar l’eficiència del procés:
(1) Si la fila Ri té un únic 1, diguem-ne a la columna Cj , aleshores hem d’afegit
Cj a la solució, i podem esborrar Ri i totes les altres files cobertes per Cj .
(2) Si els 1’s de Ri són un subconjunt dels 1’s de Rj , aleshores podem eliminar
Rj atès que tota solució que cobreixi Ri tambè cobrirà Rj .
Durant l’execució de l’algorisme, en cada moment tindrem una solució òptima pro-
visional S∗; el nombre z∗ de vèrtex de S∗; una solució actual S; el nombre z de
vèrtexs de S i el conjunt de files F cobertes per les columnes de S. Notarem per
Cj(i) la j-èssima columna del bloc i i per F [Cj(i)] el conjunt de les files que estan
cobertes per Cj(i).
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Algorithm 1 Minimum Dominating Set Algorithm
Input: conjunt de blocs de columnes descrit anteriorment
Output: un conjunt dominant de cardinal mínim
{Step 1} Inicialitzem les variables: S := ∅, S∗ := ∅, F := ∅, z := 0 i z∗ =∞
{Step 2} Seleccionem el bloc p, on p = min
Ri /∈F
{i}
{Step 3} A partir del bloc p seleccionat, examinem les Cj(p) per ordre creixent
de j.
if ∃Ri ∈ F [Cj(p)] : Ri /∈ F i z + 1 < z∗ then
go to step 5
else “ja s’ha examinat tot el bloc p ó z + 1 ≥ z∗ ”
go to step 4
end if
{Step 4}
if C = ∅ then
return S∗
else treiem la darrera Ck(l) afegida a S i actualitzem les variables
S = S\Ck(l), z := z − 1, F := F\F [Ck(l)]
“Remarquem que a F només eliminem les files cobertes per Ck(l) i no són cobertes
per cap altra columna de F ”
if ∃Ck+1(l) then
p = l, examinem a partir de la columna Ck+1(l) i go to step 3
else comencem de nou step 4
go to step 4
end if
end if
{Step 5}
if F = R then
S∗ := S; z∗ := z i go to step 4
else
go to step 2
end if
Vegem-ne un exemple
Exemple 3.1. Considerem el graf G representat a la figura 1.
v7
v4
v1 v2 v3
v6
v9v8
v5
Figura 1
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La suma de la matriu d’adjacència associada a G, A(G), i la matriu diagonal de
uns, diag(1, 1, ..., 1) és:
N(G) = A(G)+diag(1, 1, ..., 1) =

C1 C2 C3 C4 C5 C6 C7 C8 C9
R1 1 1 0 0 1 1 0 1 0
R2 1 1 1 1 1 0 1 0 1
R3 0 1 1 1 1 0 0 1 0
R4 0 1 1 1 0 0 0 0 1
R5 1 1 1 0 1 1 1 0 0
R6 1 0 0 0 1 1 0 0 0
R7 0 1 0 0 1 0 1 0 0
R8 1 0 1 0 0 0 0 1 1
R9 0 1 0 1 0 0 0 1 1

Observem que els 1’s de la fila R6 són un subconjunt dels 1’s de la fila R1. Tal com
hem comentat abans, podem eliminar la fila R1, ja que, tota solució que cobreixi R6
també cobrirà R1. Amb un raonament semblant, observem que es poden eliminar
les files R2 i R5. Així doncs, les files que tidrem en compte a l’execució de l’algrisme
es mostren a la taula següent:
C1 C2 C3 C4 C5 C6 C7 C8 C9
R3 0 1 1 1 1 0 0 1 0
R4 0 1 1 1 0 0 0 0 1
R6 1 0 0 0 1 1 0 0 0
R7 0 1 0 0 1 0 1 0 0
R8 1 0 1 0 0 0 0 1 1
R9 0 1 0 1 0 0 0 1 1
Així doncs, l’entrada de l’algorisme son els blocs següents:
• Bloc(3) = {C1(3), C2(3), C3(3), C4(3), C5(3)} = {C2, C3, C4, C5, C8},
• Bloc(4) = {C1(4), C2(4), C3(4), C4(4)} = {C2, C3, C4, C9},
• Bloc(6) = {C1(6), C2(6), C3(6)} = {C1, C5, C6},
• Bloc(7) = {C1(7), C2(7), C3(7)} = {C2, C5, C7},
• Bloc(8) = {C1(8), C2(8), C3(8), C4(8)} = {C1, C3, C8, C9},
• Bloc(9) = {C1(9), C2(9), C3(9), C4(9)} = {C2, C4, C8, C9}.
Apliquem l’algorisme:
• Step 1: Inicialitzem les variables: S := ∅, S∗ := ∅, F := ∅, z := 0 i z∗ =∞
• Step 2: p = min
Ri /∈F
{i} = 3 −→ seleccionem el bloc 3
• Step 3: Examinem la primera columna del bloc 3: C1(3) = C2
R[C2] ∩ F = ∅ i z + 1 = 1 <∞ −→ Step 5
• Step 5: C = C ∪ C2 = {C2}, F = R[C2] = {R3, R4, R7, R9}, z = 0 + 1 =
1 −→ Step 2
• Step 2: p = min
Ri /∈F
{i} = 6 −→ seleccionem el bloc 6
• Step 3: Examinem la primera columna del bloc 6: C1(6) = C1
R6 ∈ R[C1], R6 ∩ F = ∅ i z + 1 = 2 <∞ −→ Step 5
• Step 5: C = C ∪C1 = {C1, C2}, F = R[C1] ∪ F = {R3, R4, R6, R7, R8, R9},
z = 1 + 1 = 2 i F = R −→ actualitzem la solució òptima provisional C∗ =
{C1, C2} i z∗ = 2 −→ Step 4
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• Step 4: Treiem la darrera columna afegida i actualitzem variables: C =
C\C1(6) = {C2}, z = 1, F = R[C2] = {R3, R4, R7, R9} −→ p = 6, k+ 1 = 2
−→ Step 3
• Step 3: Examinem a partir de la columna C2(6) del bloc 6.
Com z + 1 ≥ z∗ −→ Step 4
• Step 4: Treiem la darrera columna afegida i actualitzem variables: C =
C\C1(3) = ∅, z = 0, F = ∅ −→ p = 3 k + 1 = 2 −→ Step 3
• Step 3: Examinem a partir de la columna C2(3) = C3 del bloc 3: F [C3]∩F =
∅ i z + 1 = 0 + 1 < 2 = z∗ −→ Step 5
• Step 5: C = C ∪C3 = {C3}, F = R[C3] = {R3, R4, R8}, z = 0 + 1 = 1 −→
Step 2
• Step 2: p = min
Ri /∈F
{i} = 6 −→ seleccionem el bloc 6
• Step 3: z + 1 = 2 = z∗ −→ Step 4
• Step 4: Treiem C3(3) = C4, la darrera columna afegida: C = ∅, z = 0,
F = ∅, p = 3 i k + 1 = 4 −→ Step 3
• Step 3: Examinem la columna C4(3) = C5: R[C5] ∩ F = ∅ i z + 1 = 1 ≤ z∗
−→ Step 5
• Step 5: C = {C5}, F = R[C5] = {R3, R6, R7}, z = 0 + 1 = 1 −→ Step 2
• Step 2: p = min
Ri /∈F
{i} = 4 −→ seleccionem el bloc 4
• Step 3: z + 1 = 2 =≥ z∗ −→ Step 4
• Step 4: Treiem C4(3) = C5, la darrera columna afegida: C = ∅, z = 0,
F = ∅, p = 3 i k + 1 = 5 −→ Step 3
• Step 3: Examinem a partir de la columna C5(3) = C8 del bloc 3: F [C8]∩F =
∅ i z + 1 = 0 + 1 < 2 = z∗ −→ Step 5
• Step 5: C = {C8}, F = R[C8] = {R3, R8, R9}, z = 0 + 1 = 1 −→ Step 2
• Step 2: p = min
Ri /∈F
{i} = 4 −→ seleccionem el bloc 4
• Step 3: z + 1 = 2 =≥ z∗ −→ Step 4
• Step 4: Treiem C5(3) = C8, la darrera columna afegida: C = ∅, z = 0,
F = ∅, p = 3 i k + 1 = 6. Com que @C6(3) −→ Step 4
• Step 4: C = ∅ −→ finalitzem
Així doncs, obtenim que un cojunt dominant mínim del graf G és D = {v1, v2}.
Per tant, γ(G) = 2
3.1. Aplicació de la programació lineal entera.
El càlcul d’un conjunt dominant de cardinal mínim, D, d’un graf també es pot
obtenir mitjançant un problema de programació lineal entera. Amb l’objectiu de
formular aquest problema definim el paràmetre següent:
• N(G) = A+ diag(1, 1, · · · , 1).
També definim la següent variable:
xi =
{
1 si vi ∈ D,
0 si vi /∈ D.
∀i = 1, 2, · · · , n
Llavors, el nombre de dominació γ(G) del graf és la solució del següent problema:
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
min
n∑
i=1
xi
s.a : N · ~x ≥ 1
~x ≥ {0, 1}n
A més, un conjunt dominant de cardinal mínim de G és D = {vi : xi = 1, i =
1, 2, · · · , n}.
Introduïnt les dades del graf de la figura 1 i executant-ho amb el programa AMPL,
obtenim que la solució del problema és 2 i el conjunt dominant mínim trobat és
D = {v5, v9}.
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