Abstract. Let p be a rational prime, k be a perfect field of characteristic p and K be a finite totally ramified extension of the fraction field of the Witt ring of k. Let G be a finite flat commutative group scheme over OK killed by some p-power. In this paper, we prove a description of ramification subgroups of G via the Breuil-Kisin classification, generalizing the author's previous result on the case where G is killed by p ≥ 3. As an application, we also prove that the higher canonical subgroup of a level n truncated Barsotti-Tate group G over OK coincides with lower ramification subgroups of G if the Hodge height of G is less than (p − 1)/p n .
Introduction
Let p be a rational prime, k be a perfect field of characteristic p and W = W (k) be the Witt ring of k. The natural Frobenius endomorphism of the ring W lifting the p-th power Frobenius of k is denoted by ϕ. Let K be a finite extension of K 0 = Frac(W ) with integer ring O K , uniformizer π and absolute ramification index e. We fix an algebraic closureK of K and extend the valuation v p of K satisfying v p (p) = 1 toK. LetÔK be the completion of the integer ring OK . We also fix a system {π n } n≥0 of p-power roots of π in K satisfying π 0 = π and π p n+1 = π n and put K ∞ = ∪ n K(π n ). The absolute Galois groups of K and K ∞ are denoted by G K and G K∞ , respectively. For any positive rational number i, put m Breuil conjectured a classification of finite flat (commutative) group schemes over O K killed by some p-power via ϕ-modules over the formal power series ring S = W [ [u] ] and obtained such a classification for the case where groups are killed by p ≥ 3 ( [3] ). It is often referred to as the Breuil-Kisin classification, since Kisin showed the conjecture for p ≥ 3 ( [13] ) and for the case where p = 2 and groups are connected ( [14] ). The conjecture was proved for any p independently by Kim ([12] ), Lau ([15] ) and Liu ([17] ). In particular, we have an exact category Mod (for the definition, see Section 2) and an anti-equivalence of exact categories M * (−) from the category of finite flat group schemes over O K killed by p to the category Mod
On the other hand, we also have an anti-equivalence H(−) from the category Mod 1,ϕ /S 1 to an exact category of finite flat generically etale group schemes over k [[u] ] whose Verschiebung is zero ( [7, Théorème 7.4] ). Let R be the valuation ring defined as the projective limit of p-th power maps
which is considered as an S-algebra by the map u → π = (π 0 , π 1 , . . .).
The ring R admits a natural G K -action. We normalize its valuation v R by v R (π) = 1/e. We also normalize the indices of the upper and the lower ramification subgroups of finite flat generically etale group schemes G over O K and H over k [[u] ] to be adapted to v p and v R , respectively. In particular, we define the i-th lower ramification subgroups of G and H by
G i (OK ) = Ker(G(OK ) → G(OK ,i )), H i (R) = Ker(H(R) → H(R i )).
By the classification theory mentioned above, we have an isomorphism of G K∞ -modules
In this paper, we prove that this isomorphism respects the upper and the lower ramification subgroups of both sides, generalizing the main theorem of [8] which showed the case of p ≥ 3. Note that by our assumption and [10, Theorem 1.1], we have an isomorphism of groups C n (OK ) ≃ (Z/p n Z) d . The fact that the lower ramification subgroup G in (OK ) is isomorphic to (Z/p n Z) d for w < (p − 1)/p n was proved by Rabinoff ([18, Theorem 1.9]) for the case where K/Q p is an extension of (not necessarily discrete) complete valuation fields of height one, by a different method. Theorem 1.2 reproves this result of Rabinoff for the case where the base field K is a complete discrete valuation field, and also shows that the canonical subgroup constructed by Rabinoff coincides with C n . In particular, we show that it has standard properties as in [10, Theorem 1.1], such as the coincidence with the kernel of a Frobenius homomorphism.
In [8] , the proof of Theorem 1.1 for p ≥ 3 is reduced to showing a congruence of the defining equations of G and H(M * (G)) with respect to the identification k [[u] ]/(u e ) ≃ O K,1 sending u to π. This congruence is a consequence of an explicit description of the affine algebra of G in terms of M * (G) due to Breuil ([2, Proposition 3.1.2]), which is known only for the case where G is killed by p ≥ 3. Here, instead, we study a relationship between the groups G(OK ,i ) and H(M * (G))(R i ) by using the faithfulness of the crystalline Dieudonné functor ( [4] ), from which Theorem 1.1 (and Theorem 3.2) follows easily.
The Breuil-Kisin classification
In this section, we briefly recall the classification of finite flat group schemes and Barsotti-Tate groups over O K due to Kim ([12] ). Consider the continuous ϕ-semilinear endomorphism of S defined by u → u p , which is denoted also by ϕ. Put S n = S/p n S. Let E(u) ∈ W [u] be the (monic) Eisenstein polynomial of the uniformizer π. Then a Kisin module (of Eheight ≤ 1) is an S-module endowed with a ϕ-semilinear map ϕ M : M → M, which we also write abusively as ϕ, such that the cokernel of the map
is killed by E(u). Kisin modules form an exact category in an obvious manner, and its full subcategory consisting of M such that M is free of finite rank over S (resp. free of finite rank over S 1 resp. finitely generated, p-power torsion and u-torsion free) is denoted by Mod
We also have categories of Breuil modules Mod , where the definitions are valid also for p = 2). Let S be the p-adic completion of the divided power envelope of W [u] with respect to the ideal (E(u)) and put S n = S/p n S. The ring S has a natural divided power ideal Fil 1 S, a continuous ϕ-semilinear endomorphism defined by u → u p which is also denoted by ϕ and a differential operator N : S → S defined by N (u) = −u. We can also define a ϕ-semilinear map 
which are all denoted by M S (−).
Put π = (π 0 , π 1 , . . .) ∈ R as before and consider the Witt ring W (R) as an S-algebra by the map u → [π]. The p-adic period ring A crys is defined as the p-adic completion of the divided power envelope of W (R) with respect to the ideal E(u)W (R) and the ring A crys [1/p] is denoted by B + crys . For any r = (r 0 , r 1 , . . .) ∈ R with r l ∈ OK ,1 , choose a liftr l of r l in OK and put r (m) = lim l→∞r p l l+m ∈ÔK. Consider the surjection θ n : W n (R) → OK ,n sending (r 0 , r 1 , . . . , r n−1 ) to
l . Then the quotient A crys /p n A crys can be identified with the divided power envelope W DP n (R) of the surjection θ n compatible with the canonical divided power structure on the ideal pW n (R). For any objects M ∈ Mod • M is a free S-module of finite rank and
• M is stable under ϕ D and N D .
• 
and D * (Γ) be the filtered ϕ-module over K associated to V p (Γ). We also let D * (−) denote the contravariant crystalline Dieudonné functor ( [1] ) and consider its module of sections 
with a natural isomorphism of G K∞ -modules
Moreover, the S-module M S (M * (Γ)) can be considered as a strongly divisible lattice in D * (Γ) and we also have a natural isomorphism of strongly divisible lattices in D * (Γ)
(2) ([12], Corollary 4.3) There exists an anti-equivalence of exact categories
Moreover, we also have a natural isomorphism of the category Mod
On the other hand, for any object M of the category Mod
/S∞ , we can define a dual object M ∨ which is compatible with Cartier duality of Barsotti-Tate groups or finite flat group schemes. In particular, for any object M of the category Mod 1,ϕ /S∞ killed by p n , we have a commutative diagram of G K∞ -modules
where the upper horizontal arrow is the pairing of Cartier duality, the lower horizontal arrow is a natural perfect pairing, δ G is the composite
and the right vertical arrow is an injection (see [12, Subsection 5.1] , and also [8, Proposition 4.4] ). Let Γ be a Barsotti-Tate group over O K . We consider any element g of
This map is an injection, and an isomorphism after inverting p ( [5, Theorem 7] ). Then we have the following compatibility of this map with the BreuilKisin classification. (1), respectively. The commutativity of the right one is remarked in [12, footnote 11] . We briefly reproduce a proof of this remark for the convenience of the reader. We follow the notation of [13] . In particular, let O = O [0,1) be the ring of rigid-analytic functions on the open unit disc over K 0 and M = O ⊗ S M be the associated ϕ-module over the ring O. We also put
is defined as the composite
Here the map ξ : D → M is the unique ϕ-compatible section and the map 1 ⊗ ξ :
is the unique ϕ-compatible section. Using this, we can check that the map
→ D is an isomorphism of filtered ϕ-modules, where we consider on the left-hand side the induced filtration by the isomorphism
and hence we can also check the above remark easily. Since the map ε Γ is defined by identifying the images of T p (Γ) and T * S (M) in V * crys (D), the lemma follows.
lower ramification subgroups
In this section, we give a description of lower ramification subgroups of finite flat group schemes over O K in terms of the Breuil-Kisin classification. As an application, we derive Theorem 1.1 from this description. We begin with the following lemma, which gives upper bounds of the lower ramification of finite flat group schemes. For any valuation ring V of height one with valuation v and any N -tuple
(1) Let K/Q p be an extension of complete discrete valuation fields and G be a finite flat group scheme over O K killed by some p-power. Then we have 
Here G i and deg(G) are defined using v. Namely, we extend v to a separable closure
Proof. For the assertion (1), we may replace K by its finite extension and assume
and the assertion follows from the commutative diagram
Let us consider the assertion (2). For any i > 0, we have a commutative diagram
where the upper row is the connected-etale sequence. Then the right vertical arrow is an isomorphism and the part (a) follows. For the part (b), suppose i > deg(G)/(p − 1). By the part (a), we may assume that G is connected. By [20, Proposition 1.5], we have a presentation of the affine algebra 
Thus we obtain the inequality v(x) ≤ deg(G)/(p − 1) unless x = 0 and the assertion follows.
For any positive rational number i ≤ 1, we let W DP n (R) i denote the divided power envelope of the composite
compatible with the canonical divided power structure on the ideal pW n (R). Note that, by fixing a generator p i of the principal ideal m ≥i R , we have an isomorphism of R-algebras
, where we put δ(x) = (p − 1)!γ p (x) with the p-th divided power γ p . The surjection θ n,i defines a divided power thickening W DP n (R) i → OK ,i over the thickening S → O K , which is denoted by A n,i . Put
From the definition, we see the inclusion I n,i ⊆ I n,i ′ for any i > i ′ . Then the main theorem of this section is the following. 
induces an isomorphism
for any positive rational number i ≤ 1.
Note that Theorem 1.1 follows from Theorem 3. We show Theorem 3.2 by relating both sides of the isomorphism via Breuil modules using the lemma below. 
Proof. Suppose that a homomorphism g : Z/p n Z → G×S i satisfies D * (g)(A n,i ) = 0. We can take a finite extension L/K such that the map g is defined over
and thus we may assume L = K. Put Σ = Spec(Z p ) and Σ n = Spec(Z/p n Z). Consider the big fppf crystalline site CRYS(S i /Σ) and its topos (S i /Σ) CRYS
is an injection. Consider the natural morphism of topoi
Since the crystal D * (Z/p n Z) is isomorphic to the quotient 
is an isomorphism. Finally, we claim that the thickening A n,i defines the final object of the big crystalline site CRYS(S i /Σ n ). Indeed, it suffices to show that for any OK ,ialgebra O U , any Z/p n Z-algebra O T and any surjection O T → O U defined by a divided power ideal J T , the composite
uniquely factors through O T . For this, we define the map f : W n (R) → O T as follows: For any element r = (r 0 , . . . , r n−1 ) of the ring W n (R), choose a lift pr n (r l ) in O T of the element pr n (r l ) for any l = 0, . . . , n − 1 and put
This is independent of the choice of lifts and gives a ring homomorphism satisfying the condition. Conversely, suppose that a homomorphism f ′ : W n (R) → O T satisfies the condition. Then, for any element r = (r 0 , . . . , r n−1 ) of the ring W n (R), we have f ′ (r) = n−1
. Thus the uniqueness follows. Hence the evaluation map on the thickening A n,i
is an injection. This concludes the proof of the lemma.
Proof of Theorem 3.2. Take a resolution of G by Barsotti-Tate groups over
and consider the associated exact sequence of Kisin modules 
where the left horizontal arrows are induced by g → D * (g) and the right horizontal arrows are the maps sending f to 1 ⊗ (ϕ • f ). The middle left vertical arrow π G : T p (Γ 2 ) → G(OK ) is defined as follows: For g ∈ T p (Γ 2 ), the element p n g is contained in the image of
is contained in the subgroup G(OK ) and the map π G is defined by g → h n . We define the map π M : T * crys (N 2 ) → Hom S,ϕ (M, W DP n (R)) similarly: For any map f : N 2 → A crys , the map p n f induces a map N 1 → A crys . Its composite with the natural map A crys → W DP n (R) factors through M and defines the map π M (f ) : M → W DP n (R). The map π M is defined in the same way. From these definitions, we see that the diagram is commutative. Note that the bottom left horizontal arrow is an injection by Lemma 3.3, and that the bottom right horizontal arrow is also an injection by the definition of the ideal I n,i . Thus, for any element g ∈ G(OK ), its image in G(OK ,i ) is zero if and only if the image of ε G (g) ∈ T * S (M) in Hom S,ϕ (M, W n (R)/I n,i ) is zero. Hence the theorem follows.
Next we give an explicit description of the ideal I n,i . We identify the rings of both sides of the isomorphism (1).
Proposition 3.4. Let n 1 , . . . , n l be integers satisfying 0 ≤ n j ≤ p − 1 for any j and r be an element of W n (R). If the element rY
Proof. It suffices to show that the equality in the ring
By replacing f j 's, we may assume the inequality and let c j,m be the coefficient of Y m in f j . Put n = (n 1 , . . . , n l ) and e j = (0, . . . , 0, 1, 0, . . . , 0) with 1 on the j-th entry. We consider the lexicographic order on the module Z l : we say m < m ′ if there exists j with 1 ≤ j ≤ l such that m j < m ′ j and m j ′ = m ′ j ′ for any j < j ′ ≤ l. Then we have the equality
Now we claim that (4) c j,n−e j+1 = 0 (j = 0, . . . , l − 1).
Suppose the contrary. Choose j such that 0 ≤ j ≤ l − 1 and c j,n−e j+1 = 0. Consider the term c j,n−e j+1 Y n−e j+1 in f j . The right-hand side of the equality (2) contains the term c j,n−e j+1 Y n+pe j −e j+1 for j ≥ 1 and
for j = 0. Since n + pe j − e j+1 < n and n − e 1 < n, the equation (2) and the assumption (3) imply the equation
for j ≥ 1 and
for j = 0. We let Eq(1) denote this equation. Put m(1) = n + pe j − e j+1 for j ≥ 1 and m(1) = n − e 1 for j = 0. Repeating this by arbitrarily choosing a term with nonzero coefficient c j ′ ,m ′ on the right-hand side of the equation Eq(s), we obtain a series of equations Eq(1), Eq (2), . . . and a sequence of ltuples of non-negative integers m(1), m (2) 
with some c ∈ W n (R) such that the indicated term is chosen and that c j,m(s)−pe j (resp. c 0,m(s) ) is contained in the ideal p n−1 W n (R), then the equation Eq(s + 1) is empty and the procedure also stops. In the latter case, we put m(s+1) = m(s)−pe j +e j+1 for 1 ≤ j ≤ l−1 and m(s+1) = m(s)+e 1 for j = 0. (2) does not affect the equation Eq(s) for 1 ≤ s ≤ t. Thus, by the construction, one of the following four cases holds for each 1 ≤ s ≤ t:
Moreover, (C j ) and (C ′ j ) do not occur consecutively for any j satisfying 0 ≤ j ≤ l − 1. Note the inequality m(s) > m(s + 1) for (C j ) and m(s) < m(s + 1) for (C ′ j ). First we claim that (C ′ 0 ) does not hold for s = t. Suppose the contrary. Then (C j ) holds for s = t − 1 with some j satisfying 1 ≤ j ≤ l − 1. Hence the j-th entry m(t) j of the l-tuple m(t) is no less than p. The equation Eq(t)
This contradicts the assumption (3). Hence (C ′ j ) holds for s = t with some 1 ≤ j ≤ l − 1. From this we see the inequality m(t) j ≥ p. Since n j < p, there exists an integer t ′ with 1 ≤ t ′ ≤ t − 2 such that (C j ) holds for s = t ′ and that it does not hold for any s satisfying t ′ < s ≤ t.
Next we claim the equality m(s) j = m(t ′ ) j + p for any s satisfying t ′ < s ≤ t. Suppose the contrary and take the smallest integer t ′′ with t ′ < t ′′ < t such that (C j−1 ) holds for s = t ′′ . Then m(s) j = m(t ′ ) j + p for t ′ < s ≤ t ′′ and m(t ′′ + 1) j = m(t ′ ) j + p − 1. By assumption, we also have the inequality m(t ′′ + 1) j ≥ m(t) j ≥ p. On the other hand, the equation Eq(t ′′ ) is
with some c ∈ W n (R). Hence we obtain
which contradicts the assumption (3). Now let j 0 be the non-negative integer such that (C j 0 ) holds for s = t − 1. Then j 0 = j, j − 1 by the constancy of m(s) j which we have just proved. The equation Eq(t − 1) is
with some c ∈ W n (R) and thus
By the assumption (3), we obtain the inequality j 0 > j. In particular, we have j 0 ≥ 1 and m(t) = m(t − 1) + pe j 0 − e j 0 +1 . Therefore the equation Eq(t) is
This contradicts the assumption (3) and the lemma follows.
By Lemma 3.5, the case (C ′ j ) does not occur in the procedure for any non-negative integer j. In particular, if there is no term with non-zero c j ′ ,m ′ on the right-hand side of the equation Eq(s) for some s, then the equation
where c j ′′ ,m ′′ Y m ′′ is the chosen term on the right-hand side of the equation Eq(s − 1) and ǫ ∈ {0, 1}. Note that this occurs for s satisfying m(s) = (0, . . . , 0), since in this case (C 0 ) holds for s − 1. Therefore, Lemma 3.5 implies that, for any choice of terms as above, we end up with an equation of this type for a sufficiently large s. Since the element [p i ] p is a non-zero divisor in the ring W n (R), we see the equality c j ′′ ,m ′′ = 0. This contradicts the choice of terms and the equality (4) follows.
Hence we obtain the equality We write the p-adic expansion of the integer s as
Then we have the equality in the ring
Conversely, suppose that an element r of the ring W n (R) satisfies the condition (5) for any s ≥ 1. Since we have the inequality n(s) ≥ n for some s, a similar argument as above shows the equality ϕ(r) = 0 in the ring W DP n (R) i . This concludes the proof of the lemma. 
Finally we prove a relationship between the ideals I n−1,pi and I n,i , which will be used in Section 4.
Lemma 3.8. For any r = (r 0 , . . . , r n−2 ) ∈ I n−1,pi and r n−1 ∈ R, we havê r = (r 0 , . . . , r n−2 , p ip n−1 r n−1 ) ∈ I n,i .
Proof. By Lemma 3.6, we have 
Application to canonical subgroups
Let K/Q p be an extension of complete discrete valuation fields. Let G be a truncated Barsotti-Tate group of level n, height h and dimension d over O K with 0 < d < h and Hodge height w < (p − 1)/p n . Let C n be the level n canonical subgroup of G as in [10, Theorem 1.1] . In this section, we prove Theorem 1.2. By a base change argument and the uniqueness of C n ([10, Proposition 3.8]), we may assume that the residue field k is perfect.
Let M = M * (G) be the corresponding object of the category Mod 1,ϕ /S∞ . Then, by [10, Remark 3.4] , the object M/pM has a basisē 1 , . . . ,ē h such that
where the matrices P i have entries in the ring
v R (det(P 1 )) = w and
. LetP 1 be the element of
) of the equation
and put D = P 1 + u ep(1−w) P 2 ϕ(B), which also satisfies v R (det(D)) = w (see the proof of [9, Lemma 3.3] ). Moreover, put 
where the rows are exact and the vertical arrows are isomorphisms. The element f corresponds to an element of C 1 (OK ) if and only if ι * (f ) = 0.
which we consider as an element of H(L)(R). Since deg(H(L)) = w, the lemma follows from [9, Lemma 2.4].
Proof. By [10, Theorem 1.1 (c)], the equality
Let us show the reverse inclusion. Let N be the quotient of M/pM in the category Mod 1,ϕ /S 1 corresponding to the closed subgroup scheme C 1 ⊆ G. By Theorem 1.1, it is enough to show the inclusion
Then we have the equality
where a p = (a 
, we obtain the equality
and we can write a = p 1/p n a ′ . The (h − d)-tuple a ′ satisfies the equality
Since 1 − w > w/(p − 1), we obtain the inequality
Then Lemma 4.1 implies the reverse inclusion and the lemma follows.
To show Theorem 1.2, we proceed by induction on n. The case of n = 1 follows from Lemma 4.2. Put n ≥ 2 and suppose that the theorem holds for any truncated Barsotti-Tate groups of level n − 1 over O K . Consider a truncated Barsotti-Tate group G of level n over O K with Hodge height w < (p − 1)/p n as in Theorem 1.2. In particular, we have the equalities
and thus the inclusions Proof. By Lemma 3.1 (2), we may assume that G is connected. By [11, Théorème 4.4 (e)], there exists a p-divisible formal Lie group Γ over O K such that G is isomorphic to Γ[p n ]. By [18, Lemma 11.3] , we can choose formal parameters X 1 , . . . , X d of the formal Lie group Γ such that the multiplication by p of Γ is written as
where 
where the composite of the middle row is the Frobenius map and the right horizontal arrows are injections. From this diagram, we see that the map G → G/C 1 induces a map 
