Discrete frequency transforms provide a method to obtain a global view of data within a window. Discrete cosine transform is the frequency transform for practical image processing because of its excellent energy compaction property. Another reason for its popularity is the existence of a fast implementation for the algorithm. In this article, the basics of the discrete cosine transform, its use for image compression, and a few variants of the transform coding for compression are considered.
Introduction
Modern computers are very e cient in performing elementary calculations. This does not mean, however, that they would perform well with problems like understanding the condition of a patient by ones electrocardiogram (ECG) or something is not right in a surveillance image. This kind of real-world problems call for preprocessing of data coming from an entity under observation. Many physical quantities are constants under same environmental conditions, but they vary if the conditions are not stable. This is because they are dependent of some quantity. Time is not a physical quantity, but many physical quantities vary over time and due to dependencies, they cause other quantities to be dependent of time, too. Signals carrying information about time-dependent quantities have an inherent property of frequency, since f = 1 T (1) provided that the signal is periodic with a period T. The ideal case that there is only one frequency present in a signal recorded from the real world is highly unlikely. That is why, it is more useful to consider the frequency contents, i.e. the signal spectrum, of a signal over a certain period of time than just measure the frequency. Frequency transforms enable the computation of signal spectrum. Discrete frequency transforms are methods for the preprocessing of data input to computers. A single quantity recorded over time can be thought as a 1-D signal dependent of time. Single gray-scale images recorded over space can be thought as 2-D signals, in which the intensity of some spatial point towards the sensor is represented by a discrete value in a 2-D array.
Gray-scale video or color images can be thought as 3-D signals, where there is an additional time or spectral dimension in the array. There are several ways to treat this multidimensional data to compute the multidimensional transform using a one-dimensional transform. Since the addressing of memory in a computer is linear, the easiest way is to process the data one dimension at a time.
The purpose of this article is to be a short introduction to discrete frequency transforms, especially to Discrete Cosine Transform (DCT), and present some results concerning the applicability of this transform to image compression.
Image transforms
The term image transforms usually refers to a class of unitary matrices used for representing images 4]. This means that images can be converted to an alternate representation using these matrices. These transforms form the basis of transform coding, and thus, present one possibility to image compression.
Characteristics
There are certain characteristics that should be considered for reasonable implementation of image transforms. 
where is the Dirac's delta function, guarantees that any truncated series expansion will minimize the sum of squares error. 
ensures that the error is zero for a non-truncated sequence.
Separability decerases the complexity of an implementation. It can be de ned as 
Energy compaction property is important for data compression. The transform should have the packing ability of large fraction of the average energy into a relatively few components of the transform coe cients. It can be shown that
where is the mean value and R is the covariance matrix, but still
Decorrelation of image data is also important since the transform coe cients tend to be uncorrelated, when the input vector elements are highly correlated. For an optimal transform, it holds that
Transforms
There exists a number of image transforms, and if wanted, they can be classi ed by the use of sinusoids. The most common transforms with their properties are shown in Table 1 . The tranforms di er by the basis functions used to form the actual image transform. The basis functions used for some of the presented transforms is shown in Fig. 1 . The mentioned transforms can be compared by the variance of the result after transform, and mean square error of the result after the inverse transform. Variance of the transform results is shown in Fig. 2 The implementation performance p I 2 P, and takes its values from P = f 1 (no fast implementation available); 2; : : : ; 5 (very fast implementation)g input sequence. The last comparison on the right side of Fig. 3 contains results from a sample reduction scheme. The discrete cosine transform is the best for all reduction ratios.
Discrete cosine transform
Joseph Fourier was a French mathematician whose book, Theorie analytique de la chaleur, presents the Fourier series. In this work he shows that any functions of a variable, whether One alternative method to the DFT is the discrete cosine transform (DCT). The last term, transform, means what it implies, a conversion from one domain to another. A domain is a set for the de nition of some entity. In this case, the information carried by a signal is transformed from the time domain (or spatial domain) into the frequency domain. Cosine is one of the trigonometric functions. It is periodic, and an even function. In this method, it is used as the basis function for the transform. The term discrete means that the value of some variable is known only at certain points in time or space. These points are usually uniformly distributed. Discrete is commonly regarded as the opposite of continuous when the value of the variable is known in every point in time or space. The process of converting a continuous-time signal to a discrete-time signal is called sampling. Quantization, on the other hand, means selecting a discrete value to represent a continuous one, thus these two terms are related but should not be mixed. In this method (DCT), it is very natural to use discrete values since the implementation will be executed in a computer with the capability to store only discrete values from a nite set. The presentation in this section is based on 4]. The DCT has a few alternate forms for the necessary relations, but they di er only by scaling factors. If the scaling factors are the same for forward and inverse transform, then the transform is called to be unitary. The one-dimensional 
It is easy to see that these can be written as
which make a straightforward implementation of the transform possible. This is not the most e cient algorithm to compute the transformation, though. 
A complexity comparison using logarithmic scaling is shown in Fig. 4 . There are several further developments in this eld. One of the recent ones can be found in 3]. It introduces an approach to reduce the complexity of computing the DCT. The vector-radix approach decomposes the 8 8 pruned DCT into four 4 4 pruned DCTs. The 4 4 pruned DCT is then decomposed into four one-dimensional pruned DCTs. The energy compaction properties of DCT are very good because it is 1. the KL transform of a special random sequence and 2. very close to the KL transform of the rst-order stationary Markov sequence.
A comparison between the distribution of autocorrelation matrix elements in the original image and the same for the DCT coe cients is shown in Fig. 5 . It can be seen that few coe cients represent the total energy for highly correlated images (bottom example).
Transform coding
Transform coding is a process in which the coe cients from a transform are coded for transmission. This process is usually divided into two subprocesses: transmitter and receiver 6]. The transmitter is used to encode the original image, and the receiver reconstructs the original image as closely as possible. There are three phases in each of these subprocesses. First, a segmentation/combining phase is usually required to segment the original image into smaller blocks when transmitting, and combine them back to form a single image of original size when receiving. Second, a reversible, image-independent transform such as DCT is computed to obtain a matrix of coe cients representing the image. Third, the coe cients are processes by an encoder/decoder (codec) which encodes the coe cients for the transmission, and decodes them for the reception. The codec can utilize a lossless or a lossy method depending on the requirements. In a lossless method, all relevant information is preserved and the reconstructed signal is the same as the original one. In a lossy method, part of the information is deliberatly left out in order to reduce the amount of data or remove some unwanted characteristics. The reconstructed signal is not identical with the original one. The codec can be divided further into coe cient selection, quantization, and coding. The total process for the transform coding is shown in Fig. 6 . 
Segmentation
The original image U(M; N) is usually segmented into a set of smaller blocks fu(m; n)g before the forward transform in the transmitter. The last phase of the receiver is the recombination of these blocks into the reconstructed image. The decision of block size can be quite important because it is a trade o between compression ratio and implementation complexity. A good compression ratio is very hard to achieve with a small block size for easy hardware implementation. Since the DCT approaches the optimal KL transform, the result 4] shown in Fig. 7 It is mentioned in the literature that a block size of 16 16 is typically used. In hardware implementations, it is useful to limit the size to a minimum, thus the size of 8 8 is widely used.
Transform
The transform used in the second phase can be any one of the listed ones in table 1, or another linear transform with suitable properties.
Coding strategies
The selection step in the codec follows some prede ned scheme to select all or a subset of coe cients from the matrix produced by the transform for further processing. This step usually determines, whether the coding process is lossless or lossy. Most images have a lowpass power spectrum, meaning that most of the energy in an image is at lower frequencies 6]. This observation leads to the rst possibility to limit the number of coe cients: zonal sample selection. In this method, a prede ned subset of coe cients is selected from every block after transformation. One example of a suitable normalization matrix is shown in the middle of It is also possible to take into account all coe cients using a di erent kind of normalization matrix, in which the high frequency components are not just cut o . They are just de-emphasized when compared to low frequencies. All of the signi cant energy within a subimage is not necessarily concentrated in the low frequencies 6]. This observation leads to another approach: threshold sample selection. A subset of coe cients is selected based on their importance within the block. This method introduces a problem, though, since the addresses of the most important coe cients have to be transmitted, too. One example of a suitable normalization matrix is shown in the middle of Fig. 9 . This thresholding can be made adaptive to the input signal, and this is one of the possibilities in the adaptive family of methods. It would be possible to order the coe cients according to some signi cance measure, but the ordering process would increase the complexity of the selection process considerably. In the quantization step, the selected coe cients are quantized to n levels for binary representation. The uniform quantizer is a common alternative which uses equal intervals between quantizer transition levels. The last step is the encoding of coe cients. It can be performed with di erent techniques, using either constant-length or variable-length codes. Constant-length codes are produced using the zonal sample selection, and assigning suitable codes to represent the quantized coe cients. Direct binary coding or Hu man coding can be used, but there are adaptive bit allocation schemes, too. A lower bit rate, i.e. better compression, can be achieved using variable-length codes, but this causes the bit rate to be variable. This can be an unwanted characteristic in some applications. Possibilities for this type of assignment include arithmetic coding and run-length coding. Even though good codecs exist for the task, the research in this eld is an ongoing process. An example of a recent publication can be found in 5]. It introduces a new approach to coding the high-frequency coe cients based on error residuals. The coe cients are selected based on a performance metric, and quantized coe cients are transformed inversely to obtain the error sequence for entropy coding.
Variants for image compression
The DCT is used for image compression of single images (e.g. JPEG), but there are variants for video, too. One approach for complexity reduction based on statistics is in 7]. This paper describes a scheme for reducing the required computations in video encoders by skipping some of the discrete cosine transformation (DCT) and quantization calculations. More of these variants can be found from the literature. 
The same measure can be expressed in terms of signal-to-noise ratio (SNR), de ned as SNR = 10 log 10 
One of the most important problems related to lossy compression by DCT is the blocking artifacts coming from the block-by-block nature of processing. These quantitative measures do not necessarily evaluate the performance of some method very well, at least not in global sense. That is why some qualitative measures should be used that take into account the type of observer. Most reconstructed images are observed by humans that do not register the mean square error of the result. Human vision concentrates in edges, rather than in average intensity shift, e.g. There exists no proper qualitative measures for general use. One of the recent attacks against this problem is shown in 2]. In this paper, a distortion measure for blocking artifacts in images is proposed. Then an approach for removing blocking e ects in transform-coded images is developed based on a nonlinear, spatially variant adaptive smoothing operation.
Test images
There are many types of images used for several purposes. In order to be able to compare a number of methods, it is useful to have a few images of di erent types. Arti cial images are mostly used for analysis of a method because the nature of them reveal the peculiarities of the method more easily. The details of these images is the most important characteristic. It depends on the purpose of an image, whether the details are important or not. Natural images can contain sharp edges, too. If an image is used to recognize something, then the details can be very important. Landscapes, on the other hand, are not very sensitive to detail loss. Test images used for the comparison in this article are shown in Fig. 10 . Their DCT coe cients for an 8 8 transform is shown in Fig. 11 .
Results
The results of an example coding and decoding process with zonal sample selection for the test images are shown in Fig. 12 . All of them have the same coe cient reduction ratio, 6:4, and they su er from this reduction depending on their characteristics. The comparison between di erent sample selection schemes is shown in Fig. 13 . The selection schemes used are the zonal, threshold, and ordered sample selection.
In addition to developing variants of the discrete cosine transform, it would be interesting to design better delity criteria for the evaluation of qualitative (visual) performance of di erent methods. The ones in common use are not very good in this sense.
