Abstract-A new controller design method for nonaffine nonlinear dynamic systems is presented in this paper. An identified neural network model of the nonlinear plant is used in the proposed method. The method is based on a new control law that is developed for any discrete deterministic time-invariant nonlinear dynamic system in a subregion 8 of an asymptotically stable equilibrium point of the plant. The performance of the control law is not necessarily dependent on the distance between the current state of the plant and the equilibrium state if the nonlinear dynamic system satisfies some mild requirements in 8 The control law is simple to implement and is based on a novel linearization of the input-output model of the plant at each instant in time. It can be used to control both minimum phase and nonminimum phase nonaffine nonlinear plants. Extensive empirical studies have confirmed that the control law can be used to control a relatively general class of highly nonlinear multiinput-multioutput (MIMO) plants.
neighborhood of the equilibrium state for the class of systems considered in this paper.
An iterative inversion of an identified neural network model of the nonlinear plant has been proposed for the neural-control problem. The identification model could be a multilayer neural network or a radial basis function neural network. The identified model of the plant and its current state are used to iteratively determine the control input that will yield the desired response (e.g., [3] [4] [5] ). Unfortunately, the quality of the computed control signal will be adversely affected if the sampling interval of the system is not large enough to allow the iterative process to achieve a sufficient number of iterations.
Most control methods directly or indirectly impose at least one of the following restrictive conditions: 1) the plant is linear with respect to the control input; 2) the operating region of the plant is limited to a sufficiently small neighborhood of the origin; and 3) the plant is a minimum phase 1 plant, 4) the state of the plant is always known, and 5) the time interval between consecutive discrete time instants is long enough to permit an iterative search for a suitable control input. The objective of this paper is to present a method that is free of all these conditions. In return for these advantages the designer has to endure the following novel limitations: 1) only sufficiently slowly varying trajectories can be tracked, and 2) the operating region of the plant is limited to a subregion of the region of attraction of an asymptotically stable equilibrium point of the plant.
The neural-control scheme is based on a new and simple control law that is applicable to nonaffine nonlinear plants which are a relatively general class of plants. The control law derives its capabilities from a novel linearization of the input-output model of the plant. The control law is similar to the gain scheduling approach, and the delay right inverse controller of Kotta [7] , Cabrera and Narendra [8] , and Levin and Narendra [9] . However, there are subtle but significant differences between the method and these methods. A predetermined set of linear controllers are required to implement gain scheduling but the control law uses a single nonlinear controller. Unlike the delay right inverse approach, the stability of a closed-loop system that implements the control law can be rigorously established even if the nonlinear plant is a nonminimum phase plant. In addition, the control law can be implemented in a region that can be larger than the region required by the controller proposed by Cabrera and Narendra in [8] for nonaffine nonlinear plants. The performance of the new control law and the proposed neural-control method is demonstrated via simulations.
II. MATHEMATICAL PRELIMINARIES

A. MIMO Plants
Some of the fundamental assumptions, concepts and definitions on which this paper is based are presented below. The concepts introduced through multiple input-multiple output (MIMO) plants will subsequently be clarified with a detailed discussion of single input-single output (SISO) plants.
1) State-Space Model: Our analysis will be based on a class of locally asymptotically stable nonaffine nonlinear plants (system with the following state equations:
and time interval
where state input output 2) Input-Output Model: Assumption 1 (provided below) is required to guarantee the existence of an input-output (nonlinear ARMA) model of system in a region This input-output model is needed to implement the nonlinear control law.
Assumption 1 [11] , [12] : The plant is: 1. finitely realizable with a known order; 2. generically 2 observable; 3. state invertible; 4. has a well-defined relative degree [9] . The nonlinear autoregressive moving average (ARMA) model of the plant is (4) where . . .
. . .
2 A property of a functional relationship is generic if it is stable and dense, i.e., the underlying function can be deformed by an arbitrarily small amount into a map that possesses that property [11] . and . . .
where for any fixed : is a one-to-one analytic 3 nonlinear function of Equation (4) is a global representation of the plant dynamics if [11] . However, (4) will be a local input-output representation of if the system has a well-defined relative degree and [8] , [16] . For SISO plants the subscript (used in the definition of system becomes redundant and will therefore be dropped. Therefore, for a SISO plant, system reduces to (8) where (9) and (10) 3 [10, p. 403].
C. Trajectories and Operating Conditions
The following additional standing assumptions and definitions are needed to guarantee the existence of a solution to the controller design problem for system The th output of the system is highly sensitive to the th input in the operating region, i.e. and for implies (13) where is the increment operator.
Note that can be determined if and are known for time instants
III. THE NONLINEAR CONTROL LAW
The following theorem establishes the stability and performance of the closed-loop system under the prescribed control law.
Theorem 1: (SISO plant) Given system specified in (8), the closed-loop system will be stable and
3)
if sgn if (16) for where (17) Proof: A brief outline of the proof is provided below. The proof is based on a linearized model obtained from a Taylor series expansion of with respect to Given a reference signal an estimate of the unknown ideal control input is computed from However, is only guaranteed to be an accurate model of whenever the change in the control input at instant is sufficiently small (i.e., whenever Therefore, is used to compute in a way that yields asymptotic tracking and satisfies the constraint on
The stability of the closed-loop system is then established with Assumption 2.
We will start by creating the linearized model of as follows. Applying the Taylor series expansion to system [as defined in (8)] gives (18) We can use (13) of Assumption 2 to drop the third term on the right-hand side of (18) which implies all signals in the closed-loop system are bounded, i.e., the closed-loop system is stable.
Theorem 2: (MIMO plant) Given system defined in (4)-(6) the closed-loop system will be stable and Proof: The proof of Theorem 2 can be obtained by making minor modifications to the proof of Theorem 1 in a straightforward manner and it is therefore omitted.
The following simulation is provided to demonstrate how to use the control law (Theorem 1). The empirically determined value of used for the simulation was Example 1 is a novel nonaffine plant that was created to demonstrate the capabilities of the control law. The response of the nonlinear plant is plotted in Fig. 1 The reference trajectory is shown as a continuous line and the response of the nonlinear plant is shown as a dash-dot line. The response of the plant and the reference trajectory are almost indistinguishable after approximately 1.2 s. It was observed that the tracking accuracy and the stability of the closed-loop system are sensitive to the value of It was empirically determined that gives a descent tracking accuracy. Therefore, this value of was used in the simulation shown in Fig. 1 .
IV. THE NEURAL-CONTROL METHOD
The theorems and algorithms presented in the previous sections require an ARMA model of the plant. Clearly, those results are of limited value if the model of the plant is unknown. Those results were therefore used as the foundation of a new neuralcontrol method for nonlinear systems with unknown ARMA models. The objective of this section is to discuss how artificial neural networks can be used to replace the input-ouptut model required by the control law. Simulations will be provided to demonstrate how the neural-control method should be implemented on SISO and MIMO nonlinear plants.
A. Artificial Neural Networks
The discussion in this paper will focus mainly on two types of neural networks. These neural networks are the radial basis function neural network (RBFNN) and multilayer neural network (MNN) which are known to be excellent for control applications. The simulation examples and most of the discussions will be limited to RBFNN's for brevity. However the ideas presented can be extended to MNN's and any sufficiently smooth static nonlinear map in a straightforward manner.
1) Radial Basis Function Neural Networks:
The input to the multiple input-single output (MISO) RBFNN in Fig. 2 is where and the output of the network is This output is connected to the radial basis functions through the weights Each of the other components of (if any) can be obtained from other MISO RBFNN's through a different set of weights and The centers of the RBF's are assumed to be uniformly distributed in some known closed compact domain A sufficient amount of information is assumed to be available in advance to make intelligent choices about the size of , the number of centers and the receptive field 4 of each center. The RBF's that will be used are all assumed to be Gaussian functions. The equation of a RBFNN with Gaussian basis functions is shown below (42) Note that for where Note that is the weight vector associated with the th component of the output vector at iteration It is good practice to normalize each component of the input vector to the RBFNN to values within some fixed range (e.g., values between and This will allow each component of the input vector to contribute equally to the argument of each RBF. This can be easily done if the possible range of values of each input and output are known in advance. For system identification, this type of information can be predetermined because of physical constraints on the plant and physical limitations on the output of the actuator(s). 4 Neighborhood of a center that will yield a nonzero output from its RBF.
B. Neural-Network Identification Models
The theoretical justification of the use of neural networks for the identification of or can be obtained as a consequence of corollary 4.9 of ( [18, is any sufficiently small positive number, and is the modeling error of the th MISO neural network at instant Note that can be made arbitrarily small by increasing the size of the neural network and providing additional training for the neural network using more input-output exemplar patterns. Also note that MISO neural networks are used as series-parallel identification models 5 of the unknown MIMO ARMA model of an unknown plant.
In spite of its theoretical validity, the first model described above has a significant practical weakness: the modeling error must be negligible in the operating region of the plant for all This is because the neural network did not directly learn but merely learnt Theoretically, this problem can be solved by providing a large number of processing elements to the neural networks and training them for an extensive amount of time with a large number of exemplars. Unfortunately, this remedy will introduce a significant computational burden on the designer.
2) Second Model of :
The potential problems associated with the first model was the motivation for the development of the second neural-network model of Let the weight vector of a trained and sufficiently accurate neural-network identification model of be denoted by
From an MIMO version of (28) and (29) 
C. The Control Signal
D. Implementation of the Neural Control Method
The designer has to select a suitable type of artificial neural network to use as the identification model. Fortunately, the neural-control scheme can be used with a variety of feedforward artificial neural networks that include MNN's and RBFNN's. The choice of a suitable type of neural network should be guided by 1) the order of the system; 2) the dimension of the input and output spaces; 3) the required modeling accuracy; and 4) constraints imposed by the available controller hardware, e.g., memory and processing speed constraints.
Some of the properties of RBFNN's and MNN's that can affect their suitability for the neural control method are discussed below. The number of parameters required in a RBF neural network tends to grow exponentially as the length of the input vector is increased. This can lead to large memory requirements, lengthy training times and lengthy recall times if the network is simulated with a digital computer. A significant advantage of using a radial basis function neural network is the fact that the weights of the RBFNN appear linearly in its system equations. This effectively guarantees that there are no local minima and one global minimum on the surface of the objective function that will be used in the gradient descent algorithm. Unlike the RBFNN, the surface of the objective function of a MNN has numerous local minima and the weights of the MNN can get stuck in any one of these local minima. However, if a MNN and RBFNN are used to identify a high-order system , the RBFNN will need more parameters("weights") than an equally accurate MNN.
The following simulation examples will demonstrate how the neural-control method can be applied to nonaffine nonlinear plants. The simulation of the control of a SISO plant will be presented before the simulation of the control of a MIMO plant because of its relative simplicity.
Example 2: (SISO Neural-control) Given the control problem of Example 1, we shall assume that is unknown and use a RBFNN to identify it (from input-output data) and implement the control law. We shall also assume that the designer has the following information: 1) the system satisfies all the required assumptions in its anticipated operating region; 2)
; and 3) It is assumed that the designer has sufficient prior information about the unknown plant and reference trajectory to aid the selection of a suitable neural-network architecture and the creation of a suitable set of training data.
The following procedure was designed to generate a set of data that adequately represents the dynamics of the unknown plant for the anticipated range of input and output signals. Control signals that vary in magnitude between 0.2 and 0.2 were applied to the plant. This range of control signal magnitudes was partitioned into 20 equal and nonoverlapping subranges. A control signal was semirandomly generated at each instant subject to the condition that This control signal was applied to the plant and the input-output data pairs obtained were recorded. The unknown values of were estimated by numerical differentiation of the output data (i.e., assume During this process, the system was reset whenever appropriate with the following algorithm. If or set else set
The system was reset in this manner to keep the state of the plant in its anticipated operating region. Special care was taken to ensure that approximately 50 input-output data pairs were obtained when the magnitude of the control signal was within each one of the 20 subranges.
Each component of the four-dimensional input vector ( to the RBFNN was normalized to a value between and before it was presented to the RBFNN. Given that the coordinates of the centers are then Therefore the RBFNN had a total of centers evenly distributed at different locations in the normalized input space. Each center had a Gaussian basis function with a standard deviation of 0.6. Each component of the 16-dimensional weight vector was initialized to random values with magnitudes of between 1 and one. The RBFNN was trained with 1000 pairs of input-output data, a sum of the square error (SSE) objective function and gradient descent techniques. An adaptive learning rate where rms is the root of the mean square error at iteration It was empirically determined that excellent performance could be obtained with and The procedure and parameters described in Example 1 were used for this example. The only difference was that was assumed to be unknown and the control signal was computed with (47) with (because The results obtained from the simulation of the neural-control scheme are shown in Fig. 3. From Fig. 3 , It is evident that the tracking performance obtained without the original system equations is comparable to the tracking performance obtained with the system equations (see Example 1). As with Example 1, the output of the plant is almost identical to the reference trajectory after approximately 1.2 s. to track the first trajectory was The corresponding value of required to compute to track the second trajectory was
The two trajectories are different and the neural-control method was able to control the plant.
Two MISO RBFNN were used for this example. The training process for each RBFNN was similar to that used for the RBFNN of Example 2. The main difference was that each of these neural networks was trained for 200 epochs and had centers uniformly distributed in the eight-dimensional input space (i.e., When compared with the RBFNN of Example 1, the relatively large number of centers ultimately results in a longer training time per Epoch. It should be noted that the performance of the neural-control method in Examples 2 and 3 can be improved by increasing the number of centers, exemplar patterns, and training iterations of the RBFNN's.
V. CONCLUDING REMARKS
A new neural-control method was developed and presented. The method is based on a new nonlinear control law that was developed for a general class of discrete nonlinear dynamic systems. The control law is based on a novel linearization of the input-output equations of the nonlinear plant at each instant in time.
Simulations were used to demonstrate how the neural control method can be used to achieve tracking for highly nonlinear discrete dynamic systems.
The conditions required to guarantee the performance and stability of the closed-loop system were determined and discussed. Neural networks were used to develop a new neural-control method that can enable a designer to implement the control law if the system equations of the plant are not available. The best tracking performance is obtained when the nonlinear plant is required to track step inputs or slowly time varying trajectories. Given a system and a reference trajectory the tracking error will decrease if is reduced and a corresponding appropriate value is assigned to The Neural-control problem assumes the system equations of the nonlinear plant are not available. Some mild assumptions are required to rigorously establish the viability of the methods. If, when and how these assumptions can be relaxed or eliminated is an open problem that is worthy of additional research. However, extensive simulations studies have shown that a large class of nonlinear systems can be controlled using the proposed method. Results obtained from simulation studies also suggest that the assumptions are not too restrictive.
