This work analyzes the dynamics of inhomogeneous, magnetically focused high intensity beams of charged particles. Initial inhomogeneities lead to density waves propagating transversely in the beam core, and the presence of transverse waves eventually results in particle scattering. Particle scattering off waves in the beam core ultimately generates a halo of particles with concomitant emittance growth. Emittance growth indicates a beam relaxing to its final stationary state, and the purpose of the present paper is to describe halo and emittance in terms of test particles moving under the action of the inhomogeneous beam. To this end an average Lagrangian approach for the beam is developed. This approach, aided by the use of conserved quantities, produces results in nice agreement with those obtained with full N-particle numerical simulations.
I. INTRODUCTION
Magnetically focused beams of charged particles can relax from nonstationary to stationary flows with associated emittance growth and concomitant halo formation. 1 Gluckstern 2 showed that initial envelope oscillations of mismatched homogeneous beams induce formation of large scale resonant islands beyond the beam border: 3, 4 Beam particles are captured by the resonant islands resulting in emittance growth and relaxation. A closely related question concerns the mechanism of beam relaxation and the associated emittance growth when the beam is not homogeneous, as frequently happens in beam transport channels. 1, 5 On general grounds of energy conservation one again concludes that beam relaxation takes place when the coherent fluctuations of beam inhomogeneities are converted into microscopic kinetic energy, as shall be detailed along the paper.
Recent investigation of inhomogeneous beams shows that relaxation comes about as a consequence of particle scattering off density waves in the beam. 6 Scattering particles initially move in phase with the macroscopic density fluctuations, drawing their energy from the propagating wave fronts and converting it into microscopic kinetic energy. For ultracold, or crystalline beams, the process amounts to the mechanism of pure wave breaking, where particles are first coherently accelerated to the velocity of the waves and then abruptly ejected from high density peaks. At the moment of ejection, spatial dependence of oscillatory frequency, a needed feature for wave breaking, has already turned the core into a highly incoherent state. 7, 8 In the present paper we focus attention on the case of space charge dominated but warmer beams. Under these conditions, resonant particles are already present at initial times due to thermal spread, and the entire relaxation process is smoother. In contrast to the crystalline case, here particles gain energy while the core still displays coherence. In any case, ejected particles form a low density halo around the beam core, which ultimately increases beam emittance and relaxes the dynamics. Due to its low density the ejected population can be very accurately described as a set of test particles. It is thus of importance to describe the motion of test particles as they are driven into the halo by core fluctuations. The core itself generically behaves as an oscillatory drive, the details of which depend on the particular instance investigated. While in homogeneous cases the core is occasionally modeled as a breathing flattop charge distribution, corresponding models for oscillating inhomogeneous beams are less frequent.
The first aim of this paper is therefore to construct a model for the inhomogeneous oscillating core. To do that we make use of a Lagrangian approach with which one can describe its dominant nonlinear oscillatory mode. Then, as the core is coupled to test particles, one can give a good account of the latter's distribution in phase space. One further adds the help of conserved quantities to obtain saturated quantities such as the relaxed emittance, and in the final step we show that the modeled emittance agrees well with the one obtained from particle simulations.
The paper is organized as follows. In Sec. II we discuss general features of the problem and introduce the model for the oscillating core and for test particles. In Sec. III we make use of the model aided by use of conserved quantities to estimate the structure of the final relaxed state; comparisons are then made with full particle simulations. In Sec. IV we draw our conclusions.
II. THE MODEL AND INITIAL ANALYSIS
We consider solenoidal focusing of space charge dominated beams propagating along the transport axis, defined as the z axis of our reference frame. The beam is initially cold with very small emittance, and is azimuthally symmetric around the z axis. Our problem is then to describe the average oscillatory motion of the beam core and how it drives test particles to form halo with subsequent beam relaxation. Considering full azimuthal symmetry, one can use Gauss' law in order to write the governing equation for any particle in the beam, 7, [9] [10] [11] 
primes indicating derivative with respect to the longitudinal z coordinate which for convenience we shall also refer to as "time." The focusing factor is ϵ͑qB / 2␥m␤c 2 ͒ 2 , where B is the axial, constant, focusing magnetic field. Q͑r͒ = KN͑r͒ / N t is the particle-averaged measure of the charge contained between the origin at r = 0 and the position r͑z͒ = r, N t is the total number of beam particles per unit axial length, N͑r͒ is the number of particles up to r, and K = N t q 2 / ␥ 3 m␤ 2 c 2 is the beam perveance. q and m denote the beam particle charge and mass respectively, and ␥ = ͑1 − ␤ 2 ͒ −1/2 is the relativistic factor with ␤ = v z / c. v z is the constant axial beam velocity and c is the speed of light.
A. Density oscillations of the core
We recall that we are interested in slightly thermal beams where particles begin to move away from the core while it still oscillates coherently. Particles left in the core are thus approximately described in terms of a charged fluid where trajectories of individual fluid elements do not intercept each other during the dynamics. In other words, for a particular position at a particular time, one can ascribe a unique velocity for all particles sitting there. Particles whose trajectories do cross each other are halo particles and form the kinetic part of the full particle distribution. This kinetic portion of the distribution will be handled later.
Since the core is assumed to be a fluid with negligible random motion, the amount of charge that a core particle sees at any time equals the charge initially seen at z =0. In other words, if a core particle evolves from r 0 at z = 0 to a new position r at time z, we consider Q͑r , z͒ = Q͑r 0 ͒. r 0 is in fact the Lagrangian coordinate of the core particle, 12 which means that the solution to Eq. ͑1͒ can be written parametrically in terms of r 0 in the convenient form r = r͑r 0 , z͒. Once again we emphasize that the amount of charge Q͑r͒ seen by the fluid element inside the region 0 Ͻ r Յ r͑z͒ remains unaltered at Q͑r 0 ͒, independently of time z. This is of fundamental importance since from Gauss' law this is the charge that exerts the force on the fluid element.
Expression ͑1͒, adapted for core particles according to the preceding comments, can be readily obtained from the single-particle Lagrangian L L͑r,rЈ͒ = rЈ
with help of Euler-Lagrange equations. In our system one has a multitude of N t particles, as mentioned, and the full transverse Lagrangian takes the form
where what one is doing is to multiply the single-particle Lagrangian at coordinate r by the number of particles evolving from r͑z =0͒ = r 0 to r͑z͒ = r, n͑r 0 ͒d 2 r 0 , and integrating over all possible initial conditions. Recalling that since we are dealing with core particles, the amount of charge seen by a particle at any time z equals that at z = 0. This explains the presence of the term Q͑r 0 ͒-computed at r 0 -in Eq. ͑2͒.
At the present point we would like to invoke average Lagrangian techniques. 13 The purpose here would be to produce an average formalism that could provide an easy way into obtaining the nonlinear frequency and the amplitude of the dominant oscillatory mode of the core. With this approximate core dynamics serving as a drive for test particles, we shall finally attempt to investigate halo formation and the corresponding basic features of the relaxed state.
The general idea of the average Lagrangian is to suppose a trial shape for the density n = n͓r , ͑z͔͒, where z dependence comes through an amplitude factor = ͑z͒ to be determined. Then one proceeds to integrate Eq. ͑3͒ over r 0 and apply the Euler-Lagrange method of stationary action to obtain a governing equation for the density fluctuation amplitude ͑z͒. This will complete the description for the core dynamics.
Let us list in some detail the most critical steps needed to achieve our goal.
͑i͒
We first of all note that given continuity, fluid elements must evolve obeying the constraint n͑r 0 ͒d 2 r 0 = n͓r , ͑z͔͒d 2 r. Once the trial function n͓r , ͑z͔͒ has been defined, this step enables to write n͑r 0 ͒d 2 r 0 in Eq. ͑3͒ explicitly in terms of the radial coordinate r and the respective differential. ͑ii͒
In addition to that, continuity can be used once again, now in terms of the azimuthally symmetric continuity equation
to extract an expression for the velocity rЈ in terms of the coordinate and time:
͑iii͒ We finally note that since Q͑r 0 ͒ = Q͓r , ͑z͔͒ = ͑K / N t ͒N͓r , ͑z͔͒ from Eq. ͑1͒ and associated definitions, the charge Q in L can be also explicitly written in terms of the radial coordinate r once we integrate the density n to find N͓r , ͑z͔͒.
The steps above guarantee that, given the density n͓r , ͑z͔͒, we can change the integration variable in Eq. ͑3͒ from r 0 to r and perform the integration so what we need now is the ansatz for the density. As initial condition we impose a parabolic type perturbation of the form n͑r Յ r c ͒ = h ͓1+͑2r 2 / r c 2 −1͔͒ ͓with n͑r Ͼ r c ͒ =0͔, where h is the average beam density and r c is the beam core radius. Then we assume that as the density wave evolves in the core it can be represented in the form 
where now we let the amplitude to become a function of time z. The ansatz represents a compressive-rarefactive wave and gives an accurate account of the density fluctuations for short times following the initial state. Only for much longer periods, effects associated with spatial dependence of oscillatory frequency become more noticeable. 6, 7 As explained earlier, we intend to apply the theory in case of space charge dominated, but not ultracold fully crystalline beams. In this case some stray particles detached early from the beam core gain energy while the core still oscillates in a coherent fashion. Since these first evaporated particles are the ones that absorb maximum energy and define the halo boundaries in phase space, usage of expression ͑6͒ is justified.
The case of crystalline beams was investigated in a previous paper. 6 Under these conditions particles detach from the core only when wave breaking due to spatial dependence of the oscillatory frequency takes place. Then, while the monochromatic ansatz ͑6͒ is in principle arguable, we shall comment later how the estimates can still be used.
We also choose r c = K / so particles at beam border are at equilibrium. Under this condition the beam displays internal oscillations but keeps its radius unaltered during initial stages. This reduces the action of Gluckstern's resonances and therefore enhances the effects of density oscillations which is our focus here.
With help of the ansatz and all steps detailed above, we can fully integrate Eq. ͑3͒ with respect to r and make use of Euler-Lagrange equations applied to the remaining function = ͑z͒,
to obtain a closed expression for the amplitude
where the specific form of the involved function F, obtainable from the Euler-Lagrange procedures, is written below:
͑9͒
The dynamics of the modeled ͑z͒ should be tested against full simulations and it will be. However let us defer the testing until we have discussed in more depth tools used in these full simulations. For now let us look into our next issue on how to describe the dynamics of test particles.
B. Test particle orbits
As for test particles, Eq. ͑1͒ is applied with the restriction that Q͑r͒ contains only the core charge. This is equivalent to our assumptions on the diluteness of the halo, whereby the core drives test particles but is not acted upon by the latter.
As they interact with the beam, test particles feel the space charge action of the core up to their current position r = r͑z͒. In particular, test particles outside the beam see constant charge. Therefore the governing equation for those test particles can be written as 
· ͑10͒
Equations ͑8͒ and ͑10͒ shall be solved simultaneously to obtain the dynamics of test particles.
III. ESTIMATES VERSUS FULL SIMULATIONS

A. Estimates based on conserved quantities and test particle dynamics
The dynamics, coming from a time independent onedimensional Lagrangian, is completely integrable and periodic. Test particle motion can be thus represented in terms of a convenient Poincaré plot, where we record the pair of values r͑z͒ and rЈ͑z͒ each time ͑z͒ cycles one period.
One can also rescale radii, perveance and focusing factor so as to work with K = = r c =1.
14 If in addition one selects ͑z =0͒ϵ 0 = 0.4 and Ј͑0͒ → 0 as typical initial conditions at beam entrance, one obtains the dynamics for the test particles as the scattered plot shown in Fig. 1 .
Except for a resonance bubble near the origin, test particles distribute evenly over a limited region of phase space. One should expect, however, that the real phase space be a slightly shrunk version of the one in Fig. 1 . This is so because in the real case core oscillations are damped, which reduces energy transfer into the halo. We obtain perhaps a better picture of the halo geometry by first computing the maximum velocity of test particles at r = 0, and then forward integrating the orbit under the assumption that the beam has relaxed, i.e., by taking → 0. The result is the thick line Fig. 1 . One key assumption of the model is that the halo will be homogeneously distributed over the region bounded by this maximum energy curve. In the case 0 = 0.4 we find that the maximum radius and maximum velocity at r = 0 reads r h Ϸ 1.36 and v h Ϸ 0.504, respectively. What remains unknown up to the present point is the halo normalization-or the total number of halo particleswithin the bounded domain. Only full knowledge of the distribution, layout and normalization, enables to calculate several quantities for the relaxed beam, including the emittance, an instrument of choice for beam diagnostics. We shall return to this specific issue of emittance later on.
Our approach to evaluate the halo density of the relaxed beam has been used before and shall be applied again here. Details can be found in a previous paper 14 and we shall outline the procedure here. Let us first of all introduce the conserved energy E,
with angle brackets denoting average over particles. The first term of the middle expression represents kinetic energy, the second represents potential energy in the external magnetic field and E is the self-field energy. Self-field energy can be expressed in terms of the gradients of self-field potentials E = ͑1 / 4K͒͐d 2 rٌ͉͉ 2 , and the gradients can be obtained from Gauss' law as we integrate the radial Poisson equation
The self-field term can be evaluated for an initial condition with a given density, and can be expressed as a function of the unknown halo fraction f ϵ N halo / N t when we examine the relaxed state and consider a phase space of homogeneous density for the halo population. Average quantities appearing in the brackets of Eq. ͑11͒ can also be evaluated for initial and final states, with the proviso that in the final state they should be segregated into a core and halo contributions. To be more specific, an overall average ͗g͘ is to be written in the form ͗g͘ = ͑1− f͒͗g͘ core + f͗g͘ halo , where the subscripted averages are performed over the corresponding populations; ͗g͘ ͕core,halo͖ =1/ N ͕core,halo͖ ͚ i ͕core,halo͖ g i . The squared rms radius ͗r 2 ͘ is dealt with along these lines, and the velocity term ͗rЈ 2 ͘ is first expressed in terms of the relaxed emittance the relaxed state and r b 2 ϵ 2͗r 2 ͘. If in addition we use sensible models for the core and halo, final emittance can be obtained as we enforce energy conservation by equaling relation ͑11͒ for both initial and final states. In our space charge dominated beams we assume that the core is a cold flattop entity extending up to a maximum radius r c , and that the dilute halo displays constant density in phase space within the boundaries obtained by test particle calculations, as already mentioned. We will see shortly how the estimates compare with the full simulations.
B. Full simulations
Full particle simulations are then performed, where each particle is governed by Eq. ͑1͒ and where now the charge factor Q͑r͒ is fully and self-consistently evaluated with basis on all particles coordinates. Detailed information about the self-consistent method employed in the beam simulation shown here can be found in Ref. 14. In all cases we use N t = 10 000 macroparticles, with the same parameters as used in the previous context of test particle dynamics; K = =1. As initial condition we use a density distributed according to expression ͑6͒ with a random velocity evenly laid upon the range −0.1͉v directed ͉ Ͻ rЈ Ͻ 0.1͉v directed ͉. Under our assumptions of space charge dominated systems, the velocity range is set as much narrower than the directed velocity v directed acquired by the fluid. The directed velocity can be obtained as one inserts expression ͑6͒ into Eq. ͑5͒ and reads v directed ϳ 0.1 for 0 = 0.4.
Our very first investigation with full simulations is on the usefulness of the core model. From Eq. ͑6͒ one can write in terms of the rms averages = 6 ͫ ͐r 2 n͑r,z͒d 2 r ͐n͑r,z͒d 2 r − 1 2
ͬ .
͑14͒
We then compare obtained from the model, let us call it model , with the one obtained from Eq. ͑14͒ but with all averages based on full simulations, we call it simulation . The results, shown in Fig. 2 for 0 = 0.4 up to a point where the first particles detach from the core, indicate that our modeling is accurate. One notices a small frequency mismatch as time progresses, but both the frequency and amplitude differences between model and simulations remain small until much later times where a large portion of particles is already gone into halo formation. In this 0 = 0.4 case for instance, wave breaking in crystalline distributions occurs at z ϳ 1500, while in the presently analyzed thermal distribution particles already reached the bounding curve at z ϳ 200 where the core still oscillates coherently.
As for halo structure of asymptotic states, results for the simulations are displayed in Fig. 3 where one sees the distribution of N t beam macroparticles in phase space at the instant z = 5000, where the system has already reached its stationary state. In the final relaxed state represented by the figure, one can clearly perceive a flat line extending up to the maximum radius r =1͑Ϸr c ͒ with small thickness along the velocity axis, surrounded by a low density cloud of hot particles. This narrow flat line incorporates the idea of a cold core, and the hot cloud lies in the phase space in a similar manner as particles of the previous test particle computations, Fig. 1 . The geometric layout of both figures is thus similar, but one must still run a final test where actual physical quantities are investigated. As mentioned earlier, we choose to examine emittance. The result is strikingly similar: while the test particle simulations revealed a emittance model = 0.106 for the particular 0 = 0.4, our full simulations based on definition ͑13͒ for the relaxed emittance, attributes the value simulation = 0.099 to this quantity.
Comparison between simulations and the model is further extended in Table I where we list a series of results for various values of the initial amplitude 0 , always taking Ј͑z =0͒ = 0 in the test particle simulations. We note that for all considered values of the inhomogeneity parameter 0 agreement between simulations and the low dimensional model remains tight.
IV. FINAL REMARKS
Combining techniques of Lagrangian fluids, average Lagrangians, test particle methods, and the expression for the conserved energy, we obtained an accurate description of halo formation in inhomogeneous beams. Particles are scattered off density fluctuations of the inhomogeneous core and form a low density population moving under the action of this core. Representing the low density population as test particles, and aided by the fact that energy is conserved, we then determined the final relaxed emittance of the system. The model was then compared with full self-consistent simulations and we found the results in nice agreement.
Our theory applies to space charge dominated beams where there is a small velocity spread with magnitude much smaller than the average fluid velocity. This amounts to the validity condition 0 Ͻ͑z =0͒ Ӷ v directed in our dimensionless set of physical quantities where r b ϳ 1. v directed can be estimated as we insert n = n͑r , ͑z͒͒ from Eq. ͑6͒ into Eq. ͑5͒, with = ͑z͒ provided by the average Lagrangian method. In our initial conditions we thus use slightly thermal beams where velocity dispersion is not larger than one-tenth of the maximum average velocity. Under these conditions particles detach early from the core while our ansatz is still accurate. The noteworthy point here is that the ansatz still provides a good quantitative agreement with simulations even in cases of crystalline beams, where particles begin to be ejected from the core only when wave breaking and the associated phase mismatches take place. In this situation where beam oscillations cannot be faithfully described in terms of our mono- chromatic ansatz, the dominant frequency and amplitude predicted by the ansatz apparently suffices to provide a good picture of the test particle overall dynamics.
ACKNOWLEDGMENTS
This work is supported by CNPq and FAPERGS, Brazil, and by the ͑U.S.͒ Air Force Office of Scientific Research ͑AFOSR͒ under the Grant No. FA9550-06-1-0345. Part of the numerical work was carried out at the CESUP-UFRGS Supercomputing Center. Helpful comments by Chiping Chen are also acknowledged.
We dedicate this paper to the memory of our dear friend and colleague, Ruth de Souza Schneider.
