In general, the PDR value degrades as speed of the node increases and coupled with high mobility or constant movement. As more nodes move at high speed, more broken path or link breakage occur and thus, more packets will be dropped. Interestingly, PDR rate has also been used to detect packet drop or black hole attack in the network. Thus, the packet drop activity may due to either the broken path process itself or deliberate drop by malicious nodes. Validating the packet drop action itself is imperative in reducing the false positive rate during the attack detection. This paper studies the movements of nodes in the networks that have caused high packet drop percentage. In particular, we investigate the inter-domain movement since it has substantial effect on the packet drop percentage. To the best of our knowledge, this is the first work that studies such relationship. The results on the overall network show that the high number of inter-domain movement may not necessarily contribute significantly to the packet drop percentage. However, when focus is on the inter-domain movement of the critical nodes, we yield consistent results. The proposed monitoring approach is also energy efficient as it reduces the need to monitor other large number of nodes insignificant movements.
. MANET of 18 nodes using multi-hop to send packets from source node n2 to destination node n18.
Among ad hoc routing protocols, the reactive Ad Hoc OnDemand Distance Vector (AODV) [1] and Dynamic Source Routing (DSR) [2] protocols are the most widely deployed. These protocols find the shortest path through advertisement. If there is a path link breaks, such as due to a node movement, route discovery process quickly finds an alternative path. The source node floods the network with control messages known as Route Request (RREQ) and expects a Route Reply (RREP) packet in return. In our work, we only focus on AODV routing protocol, and in this protocol the intermediate nodes with the best path value to the destination node will response to the source node.
Until the new shortest path is established, some data packets that are meant to be transmitted through the broken path may have been dropped. With more packets drop, the packet delivery ratio (PDR) decreases. PDR is one of the key indicators used in analyzing MANET's performance, other than throughput, end to end delay, routing overhead and jitter [3] . Interestingly PDR has also been used to detect packet drop attack or also known as black hole attack in the network. In our previous study, we had high false positive percentage in some of our results during the attack detection, and we have yet to determine the causes of such results [4] . The packet drop can be either from broken path process due to the movement itself or deliberate drop attacks by malicious nodes. Thus, in the effort to reduce the false positive rate during the detection, determining the cause of the packet drop activity is imperative. This paper attempts to study the movements of the nodes in the networks that have caused high packet drop percentage. In particular, we focus on the inter-domain movement made by the nodes. This is because only movement across domain would have substantial effect on the packet drop percentage. To the best of our knowledge, none has ever published such work before.
The objective of this work is to investigate the impact of the inter-domain movement of nodes on the networks performances. In details, we simulate an attack-free network and study the followings: 1) the impact of the inter-domain movement of all nodes on the PDR rate, and 2) the impact of the inter-domain movement of the critical nodes on the PDR rate. The rest of the paper is organized as follows. In Section 2, we provide some of the related works. In Section 3, we discuss some of the main challenges in detecting attacks in MANETs. Section 4 describes the parameters used in our experiments. Section 5 discusses the findings and we conclude the work in Section 6.
II. PDR IN ATTACK DETECTION
As mentioned earlier, PDR is used to evaluate the network performances as well as determine packet drop or black hole attack in the networks. PDR is calculated as follows PDR = received packets at application layer (1) sent packets at application layer Many studies [5] [6] [7] [8] [9] have shown that the PDR percentage shows some serious level of deterioration with packet drop attacks, also known as black hole attacks, in the networks. We only discuss two related works in details.
Yerneni and Sarje [5] implemented a secure AODV, known as Opinion AODV (OAODV) and compared its PDR result against that of the traditional AODV within the under-attack networks. They simulated 20 to 50 mobile nodes under various speeds, from 5m/s to 40m/s for 50 seconds. The results however shown that with black hole attacks within the normal AODV networks, the PDR has been significantly reduced to between 5 to 30%. Meanwhile, the proposed method is able to thwart the attacks effectively with its high PDR resulting value ranging from 60 to 80%.
Thachil and Shet [6] proposed a trust based approach to mitigate black hole attack in MANETs. They simulated 50 mobile nodes with speed of 20 m/s for 500 milliseconds and 1000 milliseconds. They deployed different number of malicious nodes, from 1 to 25 nodes or up to 50% of the network population. As expected, with more attackers in the networks, the PDR value deteriorates even reaching 0% or collapsing the whole normal AODV network when there are 5 or more collaborative attackers in the networks. Their proposed method however is able to mitigate the attacks effectively and thus, causes minimal damage to the networks. The result shows considerable reduction of PDR value when the proposed method was employed, that is the PDR value maintains at 80% when there are 5 malicious nodes and deteriorates afterwards to the lowest of 70% for 1000 milliseconds simulation time and to the lowest of 30% for network with simulation time of 500 milliseconds.
III. CHALLENGES IN ATTACK DETECTION
There are many challenges in detecting attacks in MANETs. This includes 1) limited processing capacity and limited storage resources 2) frequently changed network topology due to nodes mobility and 3) decentralized nature of the network. In this dynamic network environment, the normal behavior or normal state can be unpredictable. The distributed nature of MANETs makes acquiring the traffic information complicated.
Lacking of centralized mechanism requires information aggregation. In specific, each domain requires a local detector to attain valuable traffic information within its domain before it gets aggregated. One approach is through eavesdropping, in which an elected detector within each domain listens to its nearby traffics. Referring to Fig. 1 , the local detector in Domain 1 is able to monitor and determine the traffic, such as forwarded packets statistics, for nodes under its supervision, namely n1, n2, n3, n4 and n5. Local information alone is not sufficient to determine the cause of high packet drop activity in the network. Thus to have the global view of the network performance, all of the detectors have to cooperate and corroborate with each other before decision is made. On top of this, the detection mechanism for MANETs must not be computationally expensive due to the device limited resources.
Attack detection should also be done in timely manner, especially if the attacks can cause a devastating impact to the network, as reported by [6] in their works. Black hole attack in particular is able to bring down the networks if not detected and acted upon immediately. One solution is to employ dynamic or time-based attack detection, in which short detection intervals are implemented. Thus, in our previous study, we have done the attack detection within different intervals: 300seconds, 450 seconds and 900 seconds intervals [4] . The results suggested that too short of detection interval causes insufficient time given to the packets to reach the destinations and hence, lower PDR value. The cause of high false positive rate of some of these results should be further investigated, in which we believe also related to the interdomain movement activity of the nodes.
IV. SIMULATION
The parameters used in these experiments are listed in Table 1 . We simulate a condense MANET with 50 nodes within a field size of 1500m x 300m using NS2 (version NS2.1b9a). We study the PDR value for the duration of 900 seconds under various speed and node mobility traffic models (refer to Fig. 2) . However, in studying the movement frequency study, we have reduced the speed to cover only 5m/s and 20m/s, and the pause times to cover only 0 sec (to represent constant movement), 120 sec (moderate movement) and 600 sec (slow movement). The speed of 5m/s is to simulate people jog and 20m/s is to simulate a car of a high speed.
Determining the PDR value of the network is relatively easy in NS-2 as one has to analyze a single output file, known as trace file for each traffic model. A script, Perl script in this case, is used to count the total number of packets received and total number of packets sent throughout the simulation time. However, as mentioned earlier, in real-world implementation, all local detectors are to collect the traffic information in their respective domains and then cooperate among themselves in decision making 
V. RESULTS AND DISCUSSION
In this section, we study the PDR values in relation to the nodes inter-domain movement under different speed and different pause times. In general, under the normal or attackfree network, the PDR performance is better in lower speed environment. Thus, as expected, the highest PDR value of 98.5% occurs in network with speed of 5m/s. Likewise, the lowest PDR is at 95.06% occurs in high speed network, that is 20m/s, as depicted in Fig. 2 . The results are in agreement with the abovementioned studies that reflect a normal or attack-free network. We then study the inter-domain movement of all nodes for each traffic model for 900 seconds.
The domain or transmission range has been set to default value of 250 meters (refer Table 1 ) and thus if a node moves beyond that distance, it is considered to have crossed to another domain. The mobility model employed is based on random way point model and the chosen seed was 0.5 in this particular experiment. The results of inter-domain movement for each node under various speed and mobility patterns are shown in Fig. 3, Fig. 4 and Fig.  5 . The graphs also list the ones that moved the most, for example node 16 moved across domains about 23 times in network of speed 20 and node 46 moved 44 times in a slower network (refer Fig. 3) .
We expect high inter-domain movement percentage from Fig. 3 since it emulates nodes with constant movement and not so much activity from Fig. 5 since it on the other hand, emulates a network with slow movement nodes. Fig. 3 shows that in the high speed network, the 4% of PDR loss or 96% PDR results as depicted in Fig. 2 is caused by 80 movement. Whereas, in the slow network, even high number of movement, in this case 146, contributed only 2.5% of PDR loss or 97.5% PDR results as depicted in Fig. 2 . Similarly, the results in Fig. 4 show that even with higher number of inter-domain movement, the PDR is far better than those with lower number of movement. This shows that higher number of movement in a network does not necessarily reflect increases in packet loss or degradation in the network performance.
Later, we study the inter-domain movement of selected nodes in the networks, called the critical nodes. These are nodes that contributed the most in forwarding data packets on behalf of their peers, which have been first explored and discussed in [10] . Table 2 lists the critical nodes in different simulated network scenarios. For the purpose of discussion, we only focus on the top 5 nodes or 10% of the network population. For example, for speed 5m/s and pause 0s, these 5 critical nodes forwarded about 21.2% of the total network traffic. The nodes are listed in descending order, in which node 45 contributed about 5.87%, node 31 about 4.23%, node 28 about 3.98%, node 42 about 3.91% and finally node 17 about 3.55% (refer Table 2 ). Fig. 6 and Fig. 7 show the critical nodes forwarding percentage distributions in details. In the network of speed 5m/s, the average forwarding percentage for the critical nodes is about 5.12%, with the highest is 9.4% by node 30 and lowest is 3.55% by node 17. In the high speed network, node 41 distributed the highest traffic, about 8.66%
and node 32 has the lowest traffic, about 3.16%. The average traffic forwarded by these nodes is around 4.8%. Next, we will study the inter-domain movement of these nodes. The results of the critical nodes inter-domain movements are shown in Fig. 8 and Fig. 9 . In general, the lower the percentage of the inter-domain movement, the better its respective PDR values as shown in Fig. 2 . In particular, in the 5m/s or low speed network with pause 0, the total movement is about 0.075%, and thus causes only 2.5% of PDR loss or 97.62% PDR results as depicted in Fig. 2 . Meanwhile, the total movement in the 20m/s speed network is about 0.18% and thus causes higher packet loss, in this case 4% of PDR loss or 96.1% PDR results (Fig. 2) . We list the respective values in Table 3 for better clarification, which is the combination of Fig. 2, Fig. 8 and Fig.9 . We can conclude that the results of the inter-domain movement are in the agreement with the PDR results depicted in Fig. 2 except for pause 600. However, since the difference of the PDR percentage is relatively small, around 0.6%, we believe the other 45 nodes inter-domain movement frequency could have contributed to such result. 
VI. CONCLUSION
In this work, we study the relationship between the PDR performance and the inter-domain movement of nodes in the networks. The results have shown that the high percentage of packet loss in the networks is mostly caused by the critical nodes inter-domain movement. In other words, the movement of other large number of nodes in the networks does not significantly contribute to the deterioration in the PDR values and thus negligible. As such, the proposed detection approach is able to reduce the false positive percentage as the packet drop activity is validated. Moreover, since the monitoring activity by the detectors is directed to specific nodes, it can be considered as energy efficient approach. However, no detailed study on the nodes energy usage has been carried out in this particular experiment. More robust experiments including using different seed numbers and mobility models and further research on energy usage will be done in the near future.
