Cancer is a deadly disease that is costing the lives of many people. Over 9.6 million death is reported in 2018 due to cancer. We propose an ideal methodology to identify and classify cancer cells using pathological images with the help of capsule network. Capsule network's capability to learn patterns based on previous iterations can be exploited for this purpose. This can help in identification of cancer at early stages and work at the root cause of the disease and walk towards completely shutting down the disease. Image processing is done along with fuzzification and further, it is handled with capsule network classifier and analysed.
location and size of the tumour can be detected along with the information regarding the type of tumour. The recent technologies reduce the need for complex field microscopes and time consuming methods used traditionally for determining the disease.
EXISTING LITERATURE
Almuntashri et al. [5] proposes an innovative technique for automatic recognition as well as classification of Gleason grading system based images of prostate cancer biopsy. The wavelet transform features and fractal analysis domains are combined together by the algorithm. Before feature extraction, biopsy images are preprocessed using effective image processing algorithm that can analyse textural complexity in terms of RGB colour channels, edge as well as segmentation data.
Zhu et al. [3] used a lung cancer survival prediction framework by integrating pathological images along with generic data. The integration of this data is beneficial as pathological images and molecular profile reveals complementary information of tumour characteristics. Model-Based Background Correction (MBBC) [16] method is used for the processing of gene expression signatures. In order to fragment individual cells from the pathological images and extract image features, a robust cell recognition and segmentation technique is used.
Based on the result of cell detection, efficient geometry and texture descriptors are used for extracting an extensive set of features.
Joshi et al. [4] , detects tumour blocks or lesions using a computer based procedure. They use ANN for classifying the type of tumour in MRI images to identify Astrocytoma type of tumour. Other tumour detection techniques involves image processing techniques like image segmentation, histogram equalization, morphological operations, feature extraction and image enhancement. This procedure can classify the types of tumour effectively from brain images in diverse clinical settings.
Descombes et al. [6] , used thresholding for segmentation since it assists in obtaining binarized image with grey level 1 for tumour representation and grey level 0 for background representation. Intensity threshold determines the segmentation. Each pixel in the image is compared with the intensity threshold and set to black or white based on the intensity. The process is given by the equation 
Mobiny et al. [9] proposed a dynamic routing mechanism to improve the computational efficiency thereby speeding up the capsule network by three times. They also proposed a convolution decoder for the purpose of low reconstruction error and improved classification accuracy. The network architecture is represented as a three dimensional version. Jezer et al. [22] introduced a collective neural network and decision tree model that is used for prediction of cancer relapse. This helps patients after cancer surgery through diagnosis for planning continued treatment.
PROPOSED WORK
The pathological image is obtained via MRI or tissue biopsy in a digital format and fed to the image preprocessor. The pre-processed image is segmented and further enhanced. Based on the enhanced signals, cancer identification is done. Further, feature extraction is done. Based on the feature of known samples obtained from a knowledge base, fuzzification is done. Unknown samples are also transferred for fuzzification so as to enable learning in the capsule network classifier. Further, capsule network classifier is used to identify the type and stage of the cancer cells. This classified data is further sent for analysis. [17] is the lowest level of abstraction in image processing. Images are enhanced, restored and brightness is adjusted at this level. Image segmentation [18] is the level in which the images are partitioned into multiple segments or sets of pixels. It is segmented based on properties such as colour, texture and intensity. This level simplifies the image into a form that can be analysed easily. It is generally used to locate objects by grouping the pixels that belong to the same object. It helps in identifying the cells available in the image. Image enhancement involves improving the quality of the image with techniques like spatial filtering, contrast enhancement, fuzzy contrast correction and density slicing. Noise removal, histogram equalization, median filtering and so on are some of the commonly used image enhancement schemes.
Figure 2 Fuzzy Logic Controller [22]
Based on this set of processed images, cancer identification is done. If there is any cancerous tumour identified in the image, it is further processed for the study of cancerous cells and tissues. Otherwise, the processing is stopped at this level. Feature extraction [19] is used to analyse the segments of the image. Feature is used to describe an entire picture, a collection of objects or a single object in the picture. This level also helps in elimination of false detection of cancerous modules that have been carried over from the previous stage.
Binarization, normalization, thresholding, masking approach of feature extraction is used to enhance only the cancerous cells. The images are labelled with classes like: (i) normal tissue, (ii) in situ carcinoma, (iii) benign lesion, and (iv) invasive carcinoma. Grey Level Co-occurrence Matrix (GLCM) is used to differentiate abnormal brain tumours from normal ones.
The enhanced cancerous cells are compared to the knowledge database and converted into a fuzzy value by means of fuzzification [20] . Suitable member functions like age, score, and so on are used in the fuzzification process and calculations are done using triangular and trapezoidal functions. The knowledge base contains a database of the sample cancerous cells as a rule base. It also encompasses diagnosis rules and procedure to identify the cancerous cells. At the fuzzification stage, type-2 fuzzy logic is used to attain an Journal of Artificial Intelligence and Capsule Networks (2019) Vol.01/ No. 01, September 2019, pp: 37-44 ISSN: 2582-2012 (online) DOI: https://doi.org/10.36548/jaicn.2019.1.005 41 http://irojournals.com/aicn/ appropriate diagnosis. Fuzzification is done by assigning the image with one or more membership values that is inclusive of the most important properties. Local fuzzification, histogram based grey-level fuzzification and feature fuzzification are the common fuzzification techniques [15] .
Finally, the images are transferred to the capsule network classifier. This method is more advanced and advantageous compared to the traditional convolution neural networks (CNN) [21] . A layer of reshaped and compressed primary capsules from the previous convolutional layer is used along with another layer of cancer capsules that represent the type of image. Routing-by-agreement or max-pooling routing algorithm is used for enabling better learning of the neural network. The classification of the features are done and a parametric embedding technique, t-SNE is applied for dimensionality reduction.
The final classified data with all the required information is sent for analysis by the physician and researchers to assist in identification of the stage and root cause of the disease and provide the required treatment. Figure 4 represents a histological image that contains the information of the cancerous cell nuclei, cytoplasm and other layers. Analysis of this data helps in identification of the root cause of the tumour and thereby helps in guiding towards providing proper treatment based on the information gathered. More features can be included such as metabolic, genetic and anatomical attributes. With the increase in the data in knowledge base and the number of iterations, the accuracy of the system will be improved.
RESULT

CONCLUSION AND FUTURE SCOPE
The proposed cancer cell identification and classification scheme from pathological images using capsule network aids the physicians with an expert approach to treat the problem. The risk factors along with probable symptoms are stored in the knowledge base and a capsule network classifier uses this information for the processing of the pathological images obtained in digital format. Future work involves exploring the unsupervised learning approach of capsule network as well as creating a user friendly interface for the access of data that has been processed and provided by the capsule network.
