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ABSTRACT
We use cosmological N-body simulations to investigate whether measurements of the moments of
large-scale structure can yield constraints on primordial non-Gaussianity. We measure the variance,
skewness, and kurtosis of the evolved density field from simulations with Gaussian and three different
non-Gaussian initial conditions: a local model with fNL = 100, an equilateral model with fNL = −400,
and an orthogonal model with fNL = −400. We show that the moments of the dark matter density
field differ significantly between Gaussian and non-Gaussian models. We also make the measurements
on mock galaxy catalogs that contain galaxies with clustering properties similar to those of luminous
red galaxies (LRGs). We find that, in the case of skewness and kurtosis, galaxy bias reduces the
detectability of non-Gaussianity, though we can still clearly discriminate between different models
in our simulation volume. However, in the case of the variance, galaxy bias greatly amplifies the
detectability of non-Gaussianity. In all cases we find that redshift distortions do not significantly affect
the detectability. When we restrict our measurements to volumes equivalent to the Sloan Digital Sky
Survey II (SDSS-II) or Baryon Oscillation Spectroscopic Survey (BOSS) samples, the probability of
detecting a departure from the Gaussian model is high by using measurements of the variance, but
very low by using only skewness and kurtosis measurements. For example, if our local non-Gaussian
model were the true model in the universe, a variance measurement in the BOSS survey would have
a ∼95% chance of detecting this non-Gaussiantity at the 2σ level, whereas a skewness measurement
would only have at best a ∼25% chance of doing so. We estimate that in order to detect an amount of
non-Gaussianity that is consistent with recent CMB constraints using skewness or kurtosis, we would
need a galaxy survey that is much larger than any planned future survey. Skewness and kurtosis
measurements are thus never likely to yield useful constraints on primordial non-Gaussianity. On the
other hand, future surveys should be large enough to place meaningful constraints using measurements
of the galaxy variance.
Subject headings: non-Gaussianity, skewness, kurtosis, large-scale structure
1. INTRODUCTION
Inflation is the most promising paradigm for the
early universe (Guth 1981). The standard inflation-
ary paradigm predicts nearly Gaussian and scale invari-
ant primordial density fluctuations, which are consistent
with the observations of the Cosmic Microwave Back-
ground (CMB) and Large-Scale Structure (LSS) in the
last few decades. However, even the simplest inflation
model predicts some small deviation from Gaussianity
(Falk et al. 1993; Gangui et al. 1994; Maldacena 2003;
Bartolo et al. 2004). Within the standard inflationary
paradigm, there are currently many viable inflationary
models, but it is difficult to discriminate between them.
While most of the popular inflation models predict slight
deviations from Gaussian fluctuations, different models
predict different amounts and flavors of non-Gaussianity,
which makes it a very powerful tool for constraining in-
flationary models (e.g., see Chen 2010 for a review). De-
tecting primordial non-Gaussianity is thus an important
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goal of modern cosmology and it has recently garnered
much attention.
The primordial density fluctuations are both the direct
cause of CMB anisotropy, and the seeds of large scale
structure (LSS) formation. Deviations from primordial
Gaussianity can thus leave signals on both the CMB and
LSS. To date, observations of the CMB have been play-
ing the central role in constraining the amplitudes of var-
ious types of primordial non-Gaussianity, with tight con-
straints coming from both WMAP (Bennett et al. 2013)
and, most recently, Planck (Planck Collaboration et al.
2013, paper XXIV). However, ongoing and future high
quality redshift surveys raise hope for detecting non-
Gaussianity in LSS. The Sloan Digital Sky Survey
(SDSS; York et al. 2000) has provided redshifts of over
100,000 luminous red galaxies (LRGs) in a large volume
(Eisenstein et al. 2001), and the ongoing Baryon Oscilla-
tion Spectroscopic Survey (BOSS; Dawson et al. 2013),
which is part of the SDSS-III project (Eisenstein et al.
2011), is mapping 1.5 million luminous galaxies to red-
shift z ∼ 0.7. Future redshift surveys like eBOSS, DESI,
and Euclid will map even larger volumes. These sur-
veys provide great opportunities of constraining primor-
dial non-Gaussianity with large-scale structure.
There are several avenues for constraining primor-
dial non-Gaussianity with galaxy surveys, including the
galaxy power spectrum, higher order correlations of
2the density field, e.g., the bispectrum, and statistics
of rare peaks, i.e., the abundance of massive clusters.
There have been many studies attempting to detect
non-Gaussianity using the galaxy power spectrum (e.g.,
Slosar et al. 2008; Afshordi & Tolley 2008; Ross et al.
2013; Giannantonio et al. 2013). The galaxy bispectrum
is much more difficult to measure and there has only been
one attempt to use it for the purpose of constraining
non-gaussianity (Scoccimarro et al. 2004). However, it
provides a highly sensitive probe of non-Gaussianity and
is likely to yield the best constraints from LSS with fu-
ture surveys (Sefusatti & Komatsu 2007; Sefusatti 2009;
Baldauf et al. 2011; Scoccimarro et al. 2012)
A much simpler set of statistics for quantifying depar-
tures from Gaussianity are the higher order moments of
the density field, of which the most frequently used are
the third order normalized moment skewness and fourth
order normalized moment kurtosis. Though gravitational
evolution contributes most of the signal in these moments
in the present day density field, small departures from
Gaussianity in the primordial density field may still cause
slightly different skewness and kurtosis today, which may
be detectable in sufficiently large galaxy redshift surveys.
The evolution of skewness, and kurtosis for Gaussian
initial conditions has been studied both analytically and
numerically in many published works (Peebles 1980;
Fry 1985; Coles & Frenk 1991; Juszkiewicz & Bouchet
1992; Weinberg & Cole 1992; Bouchet et al. 1992;
Lahav et al. 1993; Luo & Schramm 1993; Coles et al.
1993; Juszkiewicz et al. 1993; Lucchin et al. 1994;
Frieman & Gaztanaga 1994; Bernardeau 1994;
Hui & Gaztan˜aga 1999; Bernardeau et al. 2002). For ar-
bitrary non-Gaussian initial conditions, Fry & Scherrer
(1994) computed the evolution of skewness in second-
order perturbation theory, and Chodorowski & Bouchet
(1996) computed the kurtosis case. Observationally,
skewness and kurtosis have been measured for many
galaxy redshift surveys (Bernardeau et al. 2002),
such as QDOT (Saunders et al. 1991), 1.2Jy IRAS
(Bouchet et al. 1992, 1993; Kim & Strauss 1998), CfA-
SRSS (Gaztanaga 1992), 1.9Jy IRAS (Fry & Gaztanaga
1994), PPS (Ghigna et al. 1996), SRSS2 (Benoist et al.
1999), PSCz (Szapudi et al. 2000), Durham/UKST
(Hoyle et al. 2000), Stromlo/APM (Hoyle et al. 2000),
2dFGRS (Croton et al. 2004), VVDS (Marinoni et al.
2005), and SDSS (Szapudi et al. 2002; Ross et al. 2008;
Pa´pai & Szapudi 2010). So far all results are consistent
with Gaussian initial conditions, but these surveys have
not had sufficient volume to detect plausible amounts of
primordial non-Gaussianity.
With much larger redshift surveys coming out in the
next decade, we think this is a good time to revisit this
question. Though the skewness and kurtosis contain
less information than their corresponding non-zero sep-
aration correlations, the 3 and 4-point correlation func-
tions (and their Fourier transforms, the bispectrum and
trispectrum), they are conceptually simpler and much
easier to measure. In this paper, we use N-body sim-
ulations to investigate the detectability of inflationary-
motivated primordial non-Gaussianity from skewness
and kurtosis measurements of the present day galaxy dis-
tribution. We also investigate the second order moment
of the density field, variance, which contains similar in-
formation to the power spectrum. In §2, we review the
background theory and some related definitions. In §3 we
present the details of our simulations, which include both
Gaussian and non-Gaussian initial conditions, and we de-
scribe how we measure the density field moments from
these simulations. We show our results in §4, including
measurements on both dark matter particles and mock
galaxy catalogs constructed to model the distribution of
SDSS LRGs. We also make measurements on subsets
of the simulations that have volumes equivalent to the
SDSS-II and BOSS surveys, and we calculate the likeli-
hood of detecting departures from the Gaussian model
with variance, skewness or kurtosis measurements from
these surveys. We present our conclusions and some dis-
cussion in §5.
2. BACKGROUND THEORY
2.1. Skewness and Kurtosis
The smoothed density fluctuation δR with smoothing
scale R can be written as
δR =
ρR
〈ρR〉 − 1, (1)
where ρR is the smoothed density. The variance of the
density field is 〈δ2R〉. Higher order moments are typically
normalized by the variance so that the normalized mo-
ment of order n is defined as
sn ≡ 〈δ
n
R〉c
〈δ2R〉n/2
, (2)
while 〈δnR〉c is the nth order connected moment. The
third and fourth order normalized moments are called
skewness and kurtosis respectively. Another definition
commonly used is the hierarchical amplitude:
Sn ≡ 〈δ
n
R〉c
〈δ2R〉n−1c
. (3)
In the literature of large-scale structure, the third and
fourth hierarchical amplitudes S3 and S4 are often re-
ferred to as the skewness and kurtosis parameters, re-
spectively. Hereafter in this paper, we also use this defi-
nition:
S3 =
〈δ3R〉c
〈δ2R〉2c
=
〈δ3R〉
〈δ2R〉2
, (4)
S4 =
〈δ4R〉c
〈δ2R〉3c
=
〈δ4R〉 − 3〈δ2R〉2
〈δ2R〉3
. (5)
For a Gaussian initial distribution, second-order per-
turbation theory predicts constant values for these pa-
rameters, with S3 = 34/7 (Peebles 1980) and S4 =
60712/1323 (Bernardeau 1992), if smoothing is not con-
sidered. Including the effect of top-hat smoothing,
S3 and S4 can also be derived and have the form
(Bernardeau 1994)
S3 =
34
7
+ γ1, (6)
S4 =
60712
1323
+
62γ1
3
+
7γ21
3
+
2γ2
3
, (7)
where
γp =
dp log σ2(R)
d logp R
, (8)
3and σ2(R) is another way of denoting the variance of the
density field smoothed on a scale R.
2.2. Non-Gaussian Initial Distribution
To describe primordial non-Gaussianity generated dur-
ing inflation, the initial conditions are commonly written
as the sum of a linear Gaussian term and a non-linear
quadratic term that contains the deviation from Gaus-
sianity:
Φ = φ+
fNL
c2
(φ2 − 〈φ2〉). (9)
Here Φ is Bardeen’s gauge-invariant potential
(Salopek & Bond 1990), and φ denotes a Gaussian
random field. In general, the dimensional parameter
fNL is scale and configuration dependent. When fNL is
simply a constant, it yields the so called local model.
In Fourier space, the bispectrum of the local model can
be written as (Gangui et al. 1994; Verde et al. 2000;
Komatsu & Spergel 2001)
Blocal(k1, k2, k3) = 2fNL[P (k1)P (k2) + 2cyc.]. (10)
Here P (k) is the power spectrum and cyc. denotes the
cyclic terms over k1, k2, k3. The bispectrum for the local
type non-Gaussianity peaks when k1 ≅ k2 ≪ k3 (the
so-called “squeezed” configuration; Babich et al. 2004).
While beyond single-field models of inflation generi-
cally predict the local type, single-field models generate
predominantly other forms. One is the equilateral type,
for which the bispectrum peaks when k1 ≃ k2 ≃ k3, and
can be written as (Creminelli et al. 2006)
Bequil(k1, k2, k3) = 6fNL[−P (k1)P (k2) + 2cyc.
−2[P (k1)P (k2)P (k3)]2/3
+P 1/3(k1)P
2/3(k2)P (k3) + 5cyc.].
(11)
Senatore et al. (2010) constructed another distinct shape
of non-Gaussianity called orthogonal, for which the bis-
pectrum can be approximately given by this template:
Borthog(k1, k2, k3) = 6fNL[−3P (k1)P (k2) + 2cyc.
−8[P (k1)P (k2)P (k3)]2/3
+3P 1/3(k1)P
2/3(k2)P (k3) + 5cyc.].
(12)
More precisely, this template is only a good approxima-
tion to the orthogonal shape away from the squeezed
limit (k3 → 0). This is relevant to the calculation of
the large-scale bias, as the more accurate template does
not lead to a scale-dependent bias at low-k whereas the
simpler template in equation (12) leads to a 1/k correc-
tion to the bias. On the other hand, such a behavior
is interesting from a phenomenological point of view as
it is in between scale independence and the 1/k2 of lo-
cal PNG. In this paper, we use N-body simulations that
are generated with all three of the above types of non-
Gaussian initial conditions, and are described in detail
by Scoccimarro et al. (2012).
The evolution of skewness for non-Gaussian ini-
tial conditions was first investigated by Fry & Scherrer
(1994); this was extended to the kurtosis by
Chodorowski & Bouchet (1996). Although general ex-
pressions for S3 and S4 can be derived for arbitrary non-
Gaussian initial conditions, these generally involve com-
plicated integrals over the initial density field correlators
and are not easily generalized to the smoothed density
field. For S3, for example, the general expression consists
of a term encoding the initial (non-Gaussian) value for
S3, which decays as 1/a, where a is the scale factor, a
second “Gaussian” term which is constant and equal to
the Gaussian value for S3, and a third set of terms that
are also constant and depend on the initial 3-point and
4-point correlations in the initial density field.
For the local non-Gaussian model, Scoccimarro et al.
(2004) derived an expression for the evolved bispectrum.
Similar to the derivation in Fry & Scherrer (1994), the
evolved bispectrum contains a “Gaussian” piece identi-
cal to the bispectrum for Gaussian initial conditions, a
“non-Gaussian” piece corresponding to the non-Gaussian
initial value of S3, and a third piece arising from the
trispectrum. Scoccimarro et al. (2004) noted that the
second term scales as fNL, while the third scales as f
2
NL.
Thus, in the limit of small fNL, it is sufficient to consider
only the contributions from the Gaussian term and the
term arising from the initial skewness. These terms can
be integrated with the appropriate window functions to
give a reasonable estimate for S3 for non-Gaussian initial
conditions (Scoccimarro et al. 2004; Lam & Sheth 2009;
Lam et al. 2009). The value of S3 in the evolved density
field then involves a competition between the intrinsic
initial value for S3, which dominates on large scales, and
the evolved Gaussian piece, which dominates on small
scales. Of course, in either case the expressions derived
from quasi-linear perturbation theory become progres-
sively less accurate on smaller (more nonlinear) scales.
In this paper, we only compare our results to the ana-
lytic expressions for S3 and S4 in the case of Gaussian
initial conditions, i.e., equations (6) and (7). We only
mention the non-Gaussian analytic expressions for the
insight that they offer into our numerical results.
2.3. Galaxy Bias
In redshift surveys we observe galaxies, and their dis-
tribution is “biased” relative to the underlying mass dis-
tribution. We assume that the smoothed galaxy density
fluctuation is a local function of the smoothed mass den-
sity fluctuation and can be expressed as a Taylor series:
δgalR =
∞∑
k=0
bk
k!
δkR. (13)
Here b0 is fixed to be b0 = −
∑∞
k=2 bk〈δkR〉/k! to make
sure 〈δgalR 〉 = 0. The b1 term corresponds to the usual
linear bias factor b, and b2 is the nonlinear quadratic
bias. These bias factors are scale dependent on small
scales, but they become scale independent on large scales
(Manera & Gaztan˜aga 2011). By using the hierarchical
relation equation (3), the relation between the skewness
and kurtosis parameters for galaxies and mass can be
derived as (Fry & Gaztanaga 1993):
Sgal3 = b
−1(S3 + 3c2), (14)
Sgal4 = b
−2(S4 + 12c2S3 + 4c3 + 12c
2
2), (15)
where ck = bk/b for k ≥ 2.
Now let us consider the effect of biasing on the mea-
surement of the variance and S3 for non-Gaussian initial
4conditions. The total linear bias can be written as the
usual (Gaussian) bias bG plus a non-Gaussian correction:
bNG = bG +∆bfNL . (16)
In general, the non-Gaussian correction of bias depends
not only on fNL, but also on scale. Dalal et al. (2008)
showed that for the local non-Gaussian model the linear
bias correction depends on scale k as
∆bfNL(k) = 2(bG − 1)fNLδc
3Ωm
2ag(a)r2Hk
2
, (17)
where Ωm is the matter density parameter, a is the
scale factor, rH is the Hubble radius, δc is the critical
threshold for collapse, and g(a) is the growth suppres-
sion rate defined as D(a)/a, where D(a) is the growth
factor. A similar scale dependence due to fNL holds for
the quadratic bias factor b2 (Giannantonio & Porciani
2010; Scoccimarro et al. 2012), which must be consid-
ered when discussing S3. These results give corrections
to the bias in Fourier space that are scale (k) dependent
and they can be used to calculate the bispectrum for the
local non-Gaussian case. One can then integrate the re-
sulting bispectrum numerically to obtain the skewness at
a scale R.
2.4. Discrete Distribution
Whether we measure density using dark matter par-
ticles or galaxies, in a simulation we always deal with
discrete numbers of points. Specifically, we measure den-
sity by counting the number of dark matter particles or
galaxies within top-hat spheres. The density fluctuation
with smoothing radius R is then
δR =
N
〈N〉 − 1, (18)
where N is the number of particles in a given sphere
and 〈N〉 is the mean over all spheres. Since counts are
discrete numbers, we cannot directly use equations (4)
and (5) to calculate S3 and S4. Here we apply a Poisson
correction (Peebles 1980) using the Lahav et al. (1993)
notation. The moments of the density fluctuation δR can
be expressed in terms of the n-point correlation functions
and Poisson terms involving 〈N〉:
〈δ2R〉 =
1
〈N〉 +Ψ2, (19)
〈δ3R〉 =
1
〈N〉2 +
3
〈N〉Ψ2 +Ψ3, (20)
〈δ4R〉 =
1
〈N〉3+
1
〈N〉2 (3+7Ψ2)+
6
〈N〉 (Ψ2+Ψ3)+3Ψ
2
2+Ψ4,
(21)
where
Ψ2 =
1
V 2
∫
ξ12dV1dV2, (22)
Ψ3 =
1
V 3
∫
ζ123dV1dV2dV3, (23)
Ψ4 =
1
V 4
∫
η1234dV1dV2dV3dV4. (24)
ξ12, ζ123, η1234 denote two-, three- and four-point corre-
lation functions, and V is the volume of the smoothing
sphere.
We can measure the moments of δR and the mean
counts 〈N〉 directly from the simulations, solve for Ψ2,
Ψ3 and Ψ4 using equations 19–21, and then evaluate S3
and S4 as
S3 =
Ψ3
Ψ22
, (25)
S4 =
Ψ4
Ψ32
. (26)
These are the main equations we use to measure the vari-
ance, skewness, and kurtosis parameters in this paper.
3. SIMULATED DATA
3.1. LasDamas Simulations
We use simulated data from the Large Suite of Dark
Matter Simulations project (LasDamas; McBride et al.
2009). The LasDamas project has focused on running
many independent N -body realizations with the same
cosmology but different initial phases. The simulation
data we analyze have WMAP5 motivated cosmological
parameters, specifically Ωm = 0.25,ΩΛ = 0.75,Ωb =
0.04, h = 0.7, σ8 = 0.8, ns = 1.0. The LasDamas simula-
tions are designed to model SDSS galaxies and contain
four different volume and resolution configurations that
were chosen to match different luminosity samples. In
this paper we focus on the the largest volume “Oriana”
realizations, which are designed to model SDSS LRGs.
Each Oriana simulation evolves 12803 dark matter parti-
cles in a cubic volume of 2.4h−1Gpc on a side, resulting
in a particle mass of 45.7 × 1010h−1M⊙. The simula-
tions are seeded with second-order Lagrangian perturba-
tion theory (2LPT) initial conditions (Scoccimarro 1998;
Crocce et al. 2006) and evolved from a starting redshift
of zinit = 49 to z = 0 using the Gadget-2 code (Springel
2005), with a gravitational force softening of 53h−1kpc.
The initial density field for the LasDamas simulations
is Gaussian, and here we analyze 40 Oriana realizations
(over 550h−3Gpc3 total volume). To complement these
simulations, we also have sets of simulations seeded with
three different models of primordial non-Gaussianity: lo-
cal, equilateral and orthogonal. These simulations are
described in detail by Scoccimarro et al. (2012). Specif-
ically, we have 12 realizations of each non-Gaussian
model, and these are constrained to have the same box
size, resolution and initial phases as 12 of the Gaussian
Oriana realizations. We can thus compare the Gaussian
and three non-Gaussian models in 12 boxes (165h−3Gpc3
total volume per model) without having to worry about
cosmic variance differences.
Our non-Gaussian models have fNL amplitudes of
100 for the local model, and −400 for each of the
equilateral and orthogonal models. These values were
marginally consistent with constraints from WMAP at
the time that the simulations were run. However, the
recent Planck constraints have ruled these models out
definitively, since they constrain fNL to be consistent
with zero with 1σ errors of 5.8, 75, and 39 for the
local, equilateral, and orthogonal models, respectively
(Planck Collaboration et al. 2013). It is thus important
5to emphasize that the results that we present in this pa-
per apply to our specific models and are exaggerated with
respect to realistic models. In § 4.4, we discuss how some
of our conclusions might scale to much lower amplitude
non-Gaussian models that are still allowed by the Planck
constraints.
3.2. Mock Galaxy Catalogs
To include the effects of galaxy bias, we analyze
mock galaxy catalogs that model SDSS-II LRG galax-
ies. Specifically, we use two sets of mock catalogs from
LasDamas that correspond to LRG samples with g-
band absolute magnitudes of Mg < −21.2 and LRG
Mg < −21.8. The average comoving number den-
sity of these samples is 9.7 × 10−5 h3Mpc−3 and
2.4 × 10−5 h3Mpc−3, respectively (Zehavi et al. 2005;
Kazin et al. 2010). The mock catalogs were constructed
by first identifying friends-of-friends halos in the dark
matter distribution at z = 0.34 (roughly the median
redshift of the brighter LRG sample), and then popu-
lating these halos with galaxies using a halo occupation
distribution (HOD; Berlind & Weinberg 2002). The pa-
rameters of the HOD were determined by fitting to the
observed small-scale clustering of LRGs, as described by
McBride et al. (2009). In each halo, a central galaxy
was placed at the halo center and given the halo’s mean
velocity, and satellite galaxies were given the positions
and velocities of randomly selected dark matter particles
within the halo. We do not apply realistic observational
sky footprints to our mock catalogs within the analy-
sis we present here, but rather use the whole simulation
cubes. To include the effects of redshift space distor-
tions, we make use of the distant-observer approximation
in the mock galaxy catalogs. In other words, we add dis-
tortions using the peculiar velocity component along a
single coordinate axis of the simulation cubes. The lin-
ear bias of galaxies in our mock catalogs is approximately
b ∼ 2.2 and 2.6 for the lower and higher luminosity sam-
ples, respectively. This range of bias is roughly consistent
with both SDSS LRGs (Mar´ın 2011), and BOSS galaxies
(Parejko et al. 2013; Nuza et al. 2013; Guo et al. 2013),
so results from our mock samples are relevant to both
survey data sets.
3.3. Survey Equivalent Volumes
We wish to estimate the observational constraints from
measurements of variance, S3 and S4 using realistic
sized surveys. For this reason, we create subsets of
our total simulation volume to match the volumes of
the SDSS-II LRG and BOSS samples (in both cases,
however, we use the SDSS II LRG mock galaxies de-
scribed above). SDSS-II has a sky coverage of about
8000deg2 and the brightest LRG sample can reach a red-
shift z ∼ 0.45 (Eisenstein et al. 2001), which results in
a comoving volume of approximately 1h−3Gpc3. BOSS
covers about 10000deg2 area and includes galaxies out
to z ∼ 0.7 (Eisenstein et al. 2011), corresponding to a
comoving volume of approximately 4h−3Gpc3. Each of
the Oriana simulation boxes has a comoving volume of
2.43h−3Gpc3 = 13.8h−3Gpc3, which we trim to make
many realizations of each survey volume. To do this, we
cut each box into slices that have volumes equivalent to
SDSS-II or BOSS. We leave gaps between subsets to en-
sure that there are no overlaps between subsets for our
density estimates, even with the largest smoothing scale
that we employ (100h−1Mpc). For the 12 simulations of 3
non-Gaussian models, this results in 144 SDSS-II like sur-
veys (1h−3Gpc3) and 36 BOSS like surveys (4h−3Gpc3)
for each model. We apply the same method to our Gaus-
sian simulations, but since we start with 40 Gaussian re-
alizations, we end up with 480 SDSS-II volume subsets
and 120 BOSS volume subsets.
4. RESULTS
In each simulation box we estimate densities δR within
top-hat smoothing spheres that are arranged on a grid
of positions. Since the total volume covered by these
spheres will vary with smoothing scale, we add more
spheres on small scales and discard some spheres on large
scales to ensure that the total volume covered by spheres
is always roughly the same on every scale. We then cal-
culate Ψ2 from equation (19), and S3 and S4 from equa-
tions (25) and (26). In all the results that follow, we use
a set of ten smoothing scales ranging from 10h−1Mpc to
100h−1Mpc.
4.1. Dark Matter
We first focus on the moments measured from the full
dark matter particle distribution. We use all 12 simula-
tion boxes for each non-Gaussian model, as well as the
12 Gaussian boxes with matching initial phases. Fig-
ure 1 shows the variance (top panels), skewness (middle
panels), and kurtosis (bottom panels) parameters as a
function of scale for these different models. The points
in the left three panels represent the mean Ψ2, S3, and
S4 from the 12 realizations and the error bars show the
uncertainty of the mean estimated from their standard
deviation. In the case of skewness and kurtosis, we also
show the the perturbation theory prediction of the Gaus-
sian model, which we calculate for each realization using
equations (6), (7), and (8). We evaluate the derivatives in
equation (8) by spline fitting σ2 as a function of smooth-
ing scale and then taking the numerical derivatives. For
each realization, we also calculate the residuals between
each non-Gaussian model and the Gaussian model, and
we show the mean residuals over the 12 realizations along
with their errors in the three right panels of Figure 1.
Since each realization of the non-Gaussian models and
the Gaussian model have the same initial phases, the
residuals calculated in this way are not sensitive to cos-
mic variance.
Let us first focus on results for the variance Ψ2, shown
in the top two panels. The variance in the non-Gaussian
models is almost identical to that of the Gaussian case.
The residuals show that the local and equilateral models
have a ∼ 1% deviation from the Gaussian variance on
the smallest scale we consider, but this deviation van-
ishes at larger scales. In contrast, the orthogonal model
has a roughly constant ∼ 1% deviation from the Gaus-
sian variance at all scales. We now move on to the skew-
ness S3, shown in the middle two panels. The residu-
als clearly show that different non-Gaussian models have
different skewness, and the discrepancy increases with
scale. For example, the local non-Gaussian model has a
skewness that is 3% higher than the Gaussian model at
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Figure 1. Ψ2 (top left panel), S3 (middle left panel), and S4 (bottom left panel) measurements as a function of smoothing scale for
the dark matter distribution in the Gaussian and non-Gaussian simulations. Also shown are the theoretical predictions for S3 and S4 in
the Gaussian case from perturbation theory, which are numerically calculated using equations (6) and (7). Right hand panels show the
corresponding residuals of all models with respect to the Gaussian model. In all cases, points show the mean of 12 simulation realizations
and error bars show the uncertainty in the mean calculated from their standard deviation. Residuals are likewise calculated separately for
each realization and then averaged.
7a scale of 10h−1Mpc, but climbs to 15% when measured
using 100h−1Mpc smoothing. The difference in sign of
the residuals with respect to the Gaussian case is not de-
termined by fNL alone, e.g. local and orthogonal have
positive residuals (despite having opposite signs of fNL)
and equilateral has negative residuals (despite having the
same fNL as orthogonal). This is a result of integrating
over the non-trivial configuration dependence of the bis-
pectrum in each case (see Eqs. 10−12). Note that though
the departure from the Gaussian model grows with scale,
so do the skewness error bars. It is thus not obvious from
this result which scales can yield the tightest constraints
on models. We investigate this further below. Lastly, we
turn to the kurtosis parameter S4, shown in the bottom
two panels. The difference between the kurtosis of the
Gaussian and non-Gaussian models is clear to see and is
actually larger than it was for the skewness, reaching as
high as 50% at large scales. However, the error bars for
our kurtosis measurements are substantially larger than
they were for the skewness, such that the signal-to-noise
of the measurement actually worsens.
Figure 1 also shows that the perturbation theory pre-
diction for S3 in the Gaussian case, as given by equa-
tion 6, is fairly accurate on scales larger than 30h−1Mpc.
We detect a 2% offset that is consistent with loop cor-
rections in perturbation theory (Scoccimarro & Frieman
1996; Fosalba & Gaztanaga 1998), which are not in-
cluded in equation (6). On smaller scales, the accu-
racy of the prediction drops dramatically, which is ex-
pected since perturbation theory breaks down on those
scales. The perturbation theory prediction for S4, which
we calculate using equation (7), is fairly accurate on
scales larger than 30h−1Mpc, but fails substantially on
smaller scales, as expected. The discrepancy seen for
scales larger than 70h−1Mpc is not statistically signifi-
cant.
4.2. Mock Galaxy Catalogs
We next investigate the role of galaxy bias on the mo-
ments of the density field by measuring them on mock
galaxy catalogs instead of the full dark matter distri-
bution. The two catalogs we use correspond to two
SDSS LRG samples with absolute magnitude thresholds
of Mg < −21.8 and Mg < −21.2. We measure Ψ2, S3,
and S4 for all the mock catalogs (12 simulation realiza-
tions × 4 sets of initial conditions × 2 galaxy samples)
using the same method we applied to the dark matter
particles. Figure 2 shows Ψ2 (top panel) S3 (middle
panel), and S4 (bottom panel) measurements on dark
matter particles and the two mock galaxy catalogs in
the Gaussian case. Mock galaxy results are shown both
with and without redshift distortions.
Galaxy bias boosts the variance on all scales, as ex-
pected. This is because the variance of the galaxy den-
sity field is equal to the variance of the mass field times
the linear bias factor squared. Since SDSS LRGs have a
bias factor of ∼ 2, we expect their variance to be roughly
four times higher than that of the mass field. Moreover,
we expect the more luminous (and thus highly biased)
LRG sample to have a higher variance than the lower
luminosity sample, which is also clear in the top panel of
Figure 2. Redshift distortions lead to a small increase in
the variance on all the scales that we consider. This is
because our scales are all in the quasilinear regime where
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
  0  20  40  60  80 100
Ψ
2
Dark Matter
LRG Mg<−21.8
LRG Mg<−21.8 z−dist
LRG Mg<−21.2
LRG Mg<−21.2 z−dist
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
  0  20  40  60  80 100
S 3
 0
 5
 10
 15
 20
 25
 30
 35
  0  20  40  60  80 100
S 4
R (Mpc/h)
Figure 2. Ψ2 (top panel), S3 (middle panel), and S4 (bottom
panel) measurements as a function of smoothing scale on Gaussian
simulations for dark matter particles and two mock galaxy catalogs
corresponding to SDSS LRGs with Mg < −21.8 and Mg < −21.2.
For each galaxy sample, results are shown both with and with-
out redshift distortions. As in Fig.1, points show the mean of 12
simulation realizations and error bars show the uncertainty in the
mean.
distortions boost the clustering.
Galaxy bias also has a large effect on S3, decreasing
its amplitude by ∼ 30− 40%. This is because the skew-
ness generally scales with the inverse of the linear bias
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Figure 3. The effect of galaxy bias on the Ψ2 (top panels) and S3 (bottom panels) residuals of non-Gaussian models with respect to the
Gaussian model. Each column of panels shows a different non-Gaussian model and the three different lines show residuals for dark matter
(red dot-dashed lines), mock LRGs with Mg < −21.8 (green dotted lines) and mock LRGs with Mg < −21.2 (blue dashed lines). The
residuals are averaged over 12 simulation realizations and error bars show the uncertainty of the mean.
factor, as seen in equation (14). It is interesting that the
more luminous (and highly biased) sample has a higher
skewness than the lower bias sample. This is due to
the nonlinear quadratic bias term in the same equation,
which is larger for the more luminous sample. Redshift
distortions generally reduce the skewness on small scales
and boost it on large scales; however the exact effect de-
pends on the galaxy sample. In the more luminous of our
two samples redshift distortions do not affect the skew-
ness on scales larger than 30h−1Mpc, whereas in the less
luminous sample redshift distortions boost the skewness
by ∼2% on large scales. Similar results for galaxy bias
and redshift distortions hold for the kurtosis S4.
We next focus on the effect of galaxy bias and red-
shift distortions on non-Gaussian models and, in partic-
ular, on the detectability of the models. In other words,
we investigate to what extent bias and redshift distor-
tions affect non-Gaussian models differently from Gaus-
sian models. In this discussion, we only show results
for Ψ2 and S3 because S4 is substantially noisier than
S3. Figure 3 shows the Ψ2 (top panels) and S3 (bottom
panels) residuals between the three non-Gaussian mod-
els (each in a different panel) and the Gaussian model
for dark matter and the two mock galaxy catalogs. As
before, residuals are first calculated for each realization
and then averaged.
Galaxy bias has a dramatic effect on the detectability
of non-Gaussianity using the variance, particularly for
the local case, as expected from power spectrum results
(Dalal et al. 2008). While the deviation from the Gaus-
sian model in the dark matter density field is minimal, it
becomes significant in the galaxy mock catalogs. This is
because non-Gaussianity leads to corrections in the lin-
ear bias factor. In the case of the local non-Gaussian
model (top left panel), the fractional difference of the
galaxy variance relative to the Gaussian model climbs
steadily with scale and reaches as high as 15% at the
largest scale we consider. In addition, the more lumi-
nous sample shows a larger deviation than the lower lu-
minosity sample. This behavior is consistent with the
bias correction term given by equation (17), which shows
that the correction grows with both scale and the bias
itself. We see similar qualitative behavior for the orthog-
onal non-Gaussian model (top right panel), though the
overall amplitude of the effect is smaller. This is under-
stood from the squeezed limit of the orthogonal template
used here, which generates a 1/k bias, as discussed after
equation (12). In the equilateral non-Gaussian model,
however, results are different, with the more luminous
sample showing a negligible deviation from the Gaus-
sian case, and the less luminous sample showing a ∼ 2%
higher variance at all scales.
Looking at the skewness, the residuals for the mock
galaxies have much larger uncertainties than for the dark
matter because the galaxy catalogs have much lower
number densities. Nevertheless, it is clear that for all
three non-Gaussian models galaxy bias significantly re-
duces the deviation of the skewness parameter from the
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Figure 4. The effect of redshift distortions on the Ψ2 (top panels) and S3 (bottom panels) residuals of non-Gaussian models with respect
to the Gaussian model. Each column of panels shows a different non-Gaussian model and the three different lines show residuals for dark
matter (red dot-dash lines), mock galaxies in real space (green dot lines) and mock galaxies in redshift space (blue dash lines). The mock
galaxies in both cases represent LRGs with Mg < −21.8. The residuals are averaged over 12 simulation realizations and error bars show
the uncertainty of the mean.
Gaussian case. Moreover, this reduction is scale depen-
dent, indicating that scale dependent bias affects the
detectability of non-Gaussian models. The precise re-
lationship between the amount of galaxy bias and the
residual skewness is complex and depends on both scale
and choice of non-Gaussian model. For example, in the
local and orthogonal non-Gaussian models the more lu-
minous mock galaxy sample yields a larger residual than
the lower luminosity mock sample. However, in the equi-
lateral non-Gaussian model the opposite is true. Though
we do not show results for the kurtosis, we find similar
results as we did for skewness: galaxy bias generally de-
grades the discrepancy (and hence detectability) between
non-Gaussian and Gaussian models.
Figure 4 shows the effect of redshift distortions on the
Ψ2 (top panels) and S3 (bottom panels) residuals. Each
panel shows a different non-Gaussian model and shows
results for the more luminous Mg < −21.8 mock galaxy
sample. In almost all cases, the difference between the re-
sults on mock galaxy catalogs with and without redshift
distortions is negligible. The only exception to this is a
∼ 1% deviation for the variance of the local non-Gaussian
model. Redshift distortions thus affect Ψ2 and S3 simi-
larly in the Gaussian and non-Gaussian cases, and there-
fore do not affect the detectability of non-Gaussianity
from these measurements. We find the same qualitative
result when investigating the kurtosis.
4.3. SDSS-II and BOSS Equivalent Volumes
We have shown that non-Gaussian initial conditions
leave signatures in the skewness of the evolved dark mat-
ter density field and that these signatures remain (though
diminished) in the galaxy density field as measured in
redshift space. In the case of the variance, non-Gaussian
initial conditions leave their strongest signatures in the
galaxy density field. However, in most cases we have in-
vestigated, the differences from the Gaussian model are
fairly small and they tend to be strongest at the largest
scales, where cosmic variance errors are also large. In
order to quantify whether moments of the density field
can be used to constrain non-Gaussian models with mea-
surements from current galaxy surveys, we now use the
subsets of our mock catalogs that have volumes equiva-
lent to those of SDSS-II and BOSS, as described in §3.3.
Figure 5 shows the distribution of Ψ2 and S3 mea-
surements over these subsets of the local non-Gaussian
simulations, for the case of mock LRGs withMg < −21.8
in redshift space. Solid black curves show the mean over
all subsets and the shaded grey regions show their stan-
dard deviation. The shaded regions thus span the range
of skewness values that we would likely measure from
SDSS-II (left panels) or BOSS (right panels) if the lo-
cal non-Gaussian model studied here correctly described
the universe. For comparison, the red dot-dashed curves
show the Gaussian case, which is averaged over all 40
of our Gaussian simulation boxes. The moments of the
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Figure 5. Ψ2 (top panels) and S3 (bottom panels) measurements on SDSS-II (left panels) and BOSS (right panels) equivalent volumes.
Each panel shows the mean (solid black curve) and standard deviation (shaded grey region) of the variance or skewness for the local
non-Gaussian model, as measured from many independent samples of volume equal to the SDSS-II LRG or BOSS survey. In all cases, the
measurements are made on mock LRGs with Mg < −21.8 in redshift space. For comparison, the red dot-dashed curves show the result for
the Gaussian case, averaged over all our Gaussian simulations.
Gaussian model are thus very well defined and we can ig-
nore their uncertainties. Comparing the red dot-dashed
curves with the shaded regions gives us a sense of how
well we can discriminate between the local non-Gaussian
model and the Gaussian model by measuring Ψ2 or S3
from one of the surveys. Since the skewness of the Gaus-
sian model lies within the 1σ range of measurements on
all scales and for both survey volumes, it is clear that
these surveys will not have the power to detect local non-
Gaussianity using skewness measurements, even at the
unrealistically large fNL value of our simulations. How-
ever, the variance of the Gaussian model lies well outside
the shaded region - especially for the BOSS equivalent
volumes. This means that a measurement of the vari-
ance from the BOSS survey could in principle be used to
detect local non-Gaussianity with our adopted fNL value.
To quantify this result, we calculate the likelihood that
a given survey will detect the departure from primor-
dial Gaussianity using a Ψ2, S3, or S4 measurement
on each scale. For each non-Gaussian model (e.g., lo-
cal model), mock galaxy luminosity (e.g., LRGs with
Mg < −21.8), survey volume (e.g., BOSS), choice of mo-
ment (e.g., skewness), and scale (e.g., 20h−1Mpc), we
calculate the χ2 value between the measurement of each
non-Gaussian subset and the “true” Gaussian measure-
ment. For example, in the case of the skewness, this is
χ2i =
(S3NG,i − S3G)2
(σS3G)
2
, (27)
where S3NG,i is the skewness of the ith non-Gaussian
subset (we have 144 subsets for SDSS-II and 36 for
BOSS), S3G is the “true” skewness of the Gaussian model
measured from all 40 Gaussian simulation boxes, and
σS3G is the standard deviation of skewness values mea-
sured from all the Gaussian subsets (we have 480 subsets
for SDSS-II and 120 for BOSS). Note that σS3G is not the
standard deviation of the non-Gaussian subsets as shown
in Figure 5. We choose to use the Gaussian subsets be-
cause we have many more Gaussian simulations and so
the standard deviation can be more accurately estimated
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Figure 6. The probability that a measurement of Ψ2 (left panels), S3 (middle panels), or S4 (right panels) in the BOSS galaxy survey can
be used to detect a deviation from the Gaussian model at the 2σ level. Results are shown for the idealized case of dark matter (top panels),
as well as mock LRGs with Mg < −21.8 (middle panels) and Mg < −21.2 (bottom panels). The three curves in each panel represent the
three non-Gaussian models that we explore in this paper: local (blue dashed curves), equilateral (green dotted curves), and orthogonal (red
dot-dashed curves). The probabilities are given by the percentage of BOSS survey equivalent volumes that have a χ2 value higher than
the value corresponding to the 2σ level, where each χ2 value is calculated from comparing the measurement from a single non-Gaussian
sample volume to the mean of all Gaussian realizations. See §4.3 for details.
than from the non-Gaussian subsets. Moreover, the stan-
dard deviation is dominated by shot noise and cosmic
variance and we do not expect it to vary significantly be-
tween the Gaussian and non-Gaussian models. Once we
have a χ2 value for each realization of a survey volume,
we estimate the fraction of these values that exceed the
value corresponding to a 2σ detection. For one degree of
freedom, this value is 4. The fraction of realizations that
have χ2 > 4 is thus the probability that a measurement
from such a survey would be able to provide 2σ evidence
for fNL.
Figure 6 shows these probabilities as a function of
smoothing scale for a BOSS equivalent volume. Each
panel shows results for one combination of density field
moment and density field tracer and the three curves in
each panel show results for the three non-Gaussian mod-
els. The results are somewhat noisy because we only have
a limited number of BOSS survey volume subsets, but the
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Figure 7. Similar in every respect to Fig 6, except that the skewness and kurtosis are replaced by the third and fourth moments, Ψ3
and Ψ4.
main conclusions are clear. Skewness measurements at
small scales (10− 20h−1Mpc) using the full dark matter
distribution would be able to provide evidence for fNL in
the BOSS survey. However, the probabilities drop dra-
matically when galaxies are used instead of dark matter.
The probability of detecting non-Gaussianity by mea-
suring the galaxy skewness in BOSS is at best ∼ 25%,
and closer to 10% in most cases, even for our unreal-
istically high fNL models. Kurtosis measurements are
noisier and thus even less likely to yield a detection of
non-Gaussianity. Figure 6 shows that the likelihood of
detecting our non-Gaussian models with a kurtosis mea-
surement of the BOSS galaxy density field is below the
10% level for almost all galaxy samples, scales and non-
Gaussian models.
The story is different, however, in the case of the vari-
ance. Figure 6 shows that measurements of Ψ2 from a
galaxy survey like BOSS would in principle be able to de-
tect our non-Gaussian models if they correctly described
the universe. The optimal galaxy sample and smooth-
ing scale depends on the specific non-Gaussian model.
For example, if the universe were described by our local
non-Gaussian model, we would have a more than 90%
chance of detecting the departure from Gaussianity at
the 2σ level with either of our galaxy samples and on
any scale larger than 30h−1Mpc. In the case of the or-
13
thogonal model, we would need to measure the variance
on scales of 20− 30h−1Mpc with either sample. On the
other hand, the equilateral model would only be detected
with a small scale measurement at 10h−1Mpc, and only
using our less luminous LRG sample. The more luminous
sample would yield no detection at all.
The success of the variance raises the question of
whether the higher order moments would provide more
constraining power if they were not normalized by the
variance. In other words, what happens when we use
Ψ3 and Ψ4, instead of S3 and S4? We show results for
this in Figure 7, which is exactly the same as Figure 6
in every respect except that S3 and S4 are replaced by
Ψ3 and Ψ4. The figure shows that the raw moments per-
form much better than their normalized versions when
galaxy samples are used. However, they do not perform
as well as the variance, and they are expected to be
more covariant with Ψ2 than S3 and S4 given what is
known from the bispectrum versus reduced bispectrum
(Sefusatti et al. 2006). For all non-gaussian models, Ψ2
shows the most promise, followed by Ψ3 and then Ψ4. S3
and S4 come last, showing the least constraining power
in detecting fNL. We thus conclude that the constrain-
ing power of the higher order moments essentially comes
from the variance and that any additional information
that exists in the higher moments provides minimal con-
straint.
In summary, the N-body simulations clearly show that
Gaussian and different non-Gaussian initial conditions
lead to different moments in the evolved density field.
However, the probability of detecting this inconsistency
with the Gaussian model by measuring the moments on a
galaxy survey like SDSS-II or BOSS is in most cases low,
even for the unrealistically large amplitude non-Gaussian
models that we consider here. The variance of the galaxy
density field is the only measurement that could in prin-
ciple detect evidence for our fNL models.
4.4. Scaling Down to Realistic fNL Values
It would be useful to know how much survey volume
is needed to reliably detect a deviation from the Gaus-
sian model using the skewness. We estimate the volume
needed by rescaling the standard deviation of skewness
in equation (27). On large scales, the standard devi-
ation of the skewness is dominated by cosmic variance
and we simply assume that it scales as 1/
√
V , where V
is the survey volume. We rescale the standard deviation
of the skewness in this way and recalculate the proba-
bility that a skewness measurement from a survey with
a given volume can provide 2σ evidence for fNL, follow-
ing the methodology described in § 4.3. We find that if
our local non-Gaussian model (fNL = 100) correctly de-
scribed the universe, we would need a survey volume that
is 1.5 times the BOSS volume to have a 50% likelihood
of detecting non-Gaussianity by measuring the skewness
of LRGs with Mg < −21.8 on a 10h−1Mpc scale. If in-
stead our equilateral non-Gaussian model (fNL = −400)
correctly described the universe, we would need a sur-
vey volume that is 2.3 times the BOSS volume to have
a 50% likelihood of detecting non-Gaussianity by mea-
suring the skewness of LRGs with Mg < −21.2 on a
40h−1Mpc scale. Note that while we have considered
here a single scale R in deriving constraints, including
more scales in the analysis is not expected to qualita-
tively change the conclusions, since different smoothing
scales are significantly covariant.
These results apply to the specific non-Gaussian mod-
els that we consider in this paper, which have large
non-Gaussian amplitudes compared to what is allowed
from recent Planck constraints. Any realistic departures
from Gaussianity (if they exist) in the universe are thus
far smaller than what we have studied and will require
even larger survey volumes to detect them. We can es-
timate how much larger a survey volume is needed for
a realistic model, by scaling the volume by 1/f2NL, since
the primordial skewness is directly proportional to fNL
(keeping shot noise and galaxy bias fixed). For example,
adopting the Planck 1σ constraints, a local non-Gaussian
model with fNL = 6 would require a volume that is
∼ 280 times larger than the one needed to detect our
fNL = 100 model. This is much larger than the future
Euclid survey, which will have approximately 30 times
more volume than BOSS. An equilateral non-Gaussian
model with fNL = −75 would require a volume that is ap-
proximately 30 times larger than the one needed to detect
our fNL = −400 model. This is also larger than what Eu-
clid will provide. We can therefore conclude that skew-
ness and kurtosis measurements are never likely to yield
a detection of primordial non-Gaussianity of inflationary
type. In principle, there could be other types of non-
Gaussianities for which this conclusion may not hold, e.g.
non-Gaussianity that is the result of nonlinearities in the
density rather than the potential (Scherrer & Schaefer
1995; Verde et al. 2001).
In the case of the variance, we can also find the sur-
vey volume that would be needed to detect non-Gaussian
models with realistic fNL amplitudes. First let us find the
volume that would be needed to yield a 50% likelihood of
detecting our unrealistically high fNL models. We can do
that by scaling the denominator in equation (27) when
rewritten for Ψ2 (i.e., the standard deviation of the vari-
ance) by 1/
√
V . Then we can recalculate the probability
that a variance measurement from a survey with a given
volume can provide 2σ evidence for fNL. We find that
we would need a survey volume that is 0.37 times that
of BOSS to have a 50% likelihood of detecting our local
non-Gaussian model by measuring the variance of LRGs
withMg < −21.2 on a 40h−1Mpc scale. In the case of the
equilateral model, we would need a volume that is 0.33
times that of BOSS when using a variance measurement
on the same galaxy sample on a 10h−1Mpc scale. Now
we can estimate what survey volumes are necessary to
detect more realistic fNL amplitudes. As before, detect-
ing a local non-Gaussian model with fNL = 6 requires
280 times more volume, while detecting an equilateral
non-Gaussian model with fNL = −75 requires 30 times
more volume. For our best case sets of galaxy sample
and scales, this translates to survey volumes that are
100 and 10 times larger than BOSS, respectively. The
first is larger than any future survey, but the second will
be achieved by Euclid.
4.5. Comparison With Existing Measurements
We have demonstrated that measurements of moments
of the galaxy density field in existing survey data are un-
likely to provide meaningful constraints on primordial
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Figure 8. A comparison of the Pa´pai & Szapudi (2010) measurements of S3 (top panel) and S4 (bottom panel) from SDSS-II data with
measurements from our Gaussian simulations. The dashed blue curves show the Pa´pai & Szapudi (2010) measurements on a SDSS-II LRG
sample using CIC smoothing in cubic cells, along with their 1σ uncertainties. The solid red curves show measurements from our Gaussian
simulations, using mock LRGs with Mg < −21.2 in redshift space. The Gaussian results represent an average over 120 SDSS-II equivalent
volumes and the error bars show their standard deviation. Note that we have shifted the scales of the Pa´pai & Szapudi (2010) measure
ments to account for the different definition of smoothing filter between their and our work.
non-Gaussianity anytime soon. Nevertheless, these mea-
surements are very easy to make and it is thus still worth
making a quick measurement of variance, skewness, and
kurtosis in the SDSS-II and BOSS survey data and com-
paring it to the Gaussian model.
Pa´pai & Szapudi (2010) measured Ψ2, S3 and S4 in
the SDSS-II DR7 spectroscopic LRG sample. They se-
lected their LRG sample with k-corrected absolute mag-
nitudes between -22.3 and -24.3 in the r band, which is
close to our Mg < −21.2 sample. Their measurements
range from 30 − 90h−1Mpc. However, they used a CIC
method with cubic cells so their scales roughly corre-
spond to 1.6 times our scales, i.e. the range of scales in
their work corresponds to the range 19 − 56h−1Mpc in
our work. In Figure 8, we plot their measurements along
with their 1σ uncertainties, compared with our measure-
ments from our Gaussian model using mock LRGs with
Mg < −21.2 in redshift space. Our measurements rep-
resent the mean of 120 mocks with SDSS-II equivalent
volumes. We should be cautious about making a direct
comparison between these two results because there are
differences in the methods used, including the choice of
smoothing filter, estimator and sample selection. Nev-
ertheless, we see that the Pa´pai & Szapudi (2010) mea-
surements are consistent with our Gaussian model. Their
variance measurements are slightly larger than ours and
their skewness measurements are lower than ours, but
these differences are not significant given their error bars.
5. SUMMARY AND DISCUSSION
In this paper, we have measured the variance Ψ2, skew-
ness parameter S3, and kurtosis parameter S4 on N-body
simulations that are seeded with local (fNL = 100), equi-
lateral (fNL = −400), and orthogonal (fNL = −400)
non-Gaussian initial conditions, as well as with Gaus-
sian initial conditions. We have made measurements on
the evolved dark matter density field and on two different
sets of mock galaxy catalogs that were designed to sim-
ulate two different luminosity samples. Finally, we have
investigated the detectability of non-Gaussianity for dif-
ferent galaxy survey volumes. Our main conclusions are
as follows.
• Simulations seeded with Gaussian and different
non-Gaussian initial conditions show different vari-
ance, skewness, and kurtosis in the evolved density
field. The differences are clear in both the dark
matter distribution and mock galaxy catalogs.
• Galaxy bias, for the LRG-type galaxies that we
consider, significantly reduces the detectability of
primordial non-Gaussianity using skewness and
kurtosis measurements, but dramatically increases
the detectability using measurements of the vari-
ance. Since different non-Gaussian models provide
different scale-dependent bias corrections, the de-
viation of non-Gaussian models from the Gaussian
case depends on the amount of bias and the scale,
as well as the nature of the non-Gaussian model.
• Redshift distortions shift the variance, skewness,
and kurtosis in the same way for Gaussian and
non-Gaussian initial conditions. As a result, they
do not affect the detectability of primordial non-
Gaussianity.
• Skewness and kurtosis measurements made in cur-
rent galaxy survey volumes will not have suf-
ficient signal-to-noise to detect primordial non-
Gaussianity. The likelihood of finding 2σ evidence
for fNL by making a skewness measurement in a
volume equivalent to the BOSS survey is less than
∼ 25% for the galaxy samples and scales and fNL
values we consider. Kurtosis measurements provide
even worse constraining power. Measurements of
the galaxy variance however, have a high probabil-
ity of detecting our fNL values in a volume equiv-
alent to BOSS.
• The unnormalized higher order moments Ψ3 and
Ψ4 provide more constraining power than their nor-
malized versions S3 and S4. However, these mo-
ments do not perform as well as the variance, and
they are expected to be more covariant with Ψ2.
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• Using simple arguments to scale our results to more
realistic fNL values (for example, fNL = 6 for the
local model and fNL = −75 for the equilateral
model), we find that skewness and kurtosis mea-
surements will likely never have sufficient signal-
to-noise to detect non-Gaussianity of inflationary
type, since the required survey volumes exceed
those of the largest planned future surveys. Mea-
surements of the galaxy variance, however, should
be able to probe interesting values of fNL for some
non-Gaussian models in a survey like Euclid.
These results are not surprising because the skewness
and kurtosis only contain reduced information about the
density field. They are not nearly as sensitive as the
bispectrum and trispectrum when used as a probe of
primordial non-Gaussianity. On the other hand, the
variance contains very similar information to the power
spectrum, which many studies have shown will be able
to provide competitive constraints on non-Gaussianity
(e.g., Giannantonio et al. 2012). Measurements of the
skewness and kurtosis from larger future redshift surveys,
such as eBOSS, DESI, and Euclid will have much larger
signal-to-noise and will provide tighter constraints on
non-Gaussian models. However, as we discussed above,
these constraints will not be competitive with already ex-
isting constraints from Planck. Only the bispectrum and
trispectrum have sufficient constraining power to have a
chance at detecting primordial non-Gaussianity. Their
higher constraining power results from the shape depen-
dence of these correlators that is lost when integrating
it out with spherical top-hat filters to get the skewness
and kurtosis parameters. To take advantage of such de-
pendencies, however, nontrivial effects due to bias and
redshift-space distortions must be fully accounted for.
We hope to report on this soon.
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