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a b s t r a c t
A subgraph isomorphic to K1,p (p ≥ 3) in a graph G is a p-claw of G. A graph G is K1,p-
restricted if for any p-claw H of G the number of the edges in G among vertices of degree 1
in H is at least p− 2. Clearly, every claw-free graph is K1,p-restricted. We prove that every
connected, locally connected K1,4-restricted graph with minimum degree at least 3 is fully
cycle extendable.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction and notation
In this paper, we will consider only finite undirected graphs without loops and multiple edges. For notations and
terminology not defined here we refer to [1]. Throughout this paper, let G be a graph, and let V (G) and E(G) denote the
vertex set and the edge set of G, respectively. For any a ∈ V (G), A ⊂ V (G) and any subgraph H of G, we put
NH(a) = {v ∈ V (H) : av ∈ E(G)}, NH(A) =
⋃
v∈A
NH(v),
|H| = |V (H)|,
δ = min{|N(v)| : v ∈ V (G)}.
If no confusion arises, NG(v) is abbreviated to N(v). The subgraph induced in G on S ⊂ V (G) will be denoted by 〈S〉.
We say that the vertex a ∈ V (G) is locally connected if 〈N(a)〉 is connected. A graph G is locally k-connected if 〈N(v)〉 is
k-connected for each vertex v ∈ V (G). G is locally connected for short when it is locally 1-connected.
A (u, v)-path P of G isminimal if there is no (u, v)-path P∗ in G such that V (P∗) ⊂ V (P) and |P∗| < |P|.
A graph G is fully cycle extendable if:
(i) for any vertex v ∈ V (G), there exists a triangle C such that v ∈ V (C);
(ii) for any cycle C with |C | < |G| in G, there exists a cycle C ′ in G such that V (C ′) ⊃ V (C) and |C ′| = |C | + 1.
Let C = v1v2 · · · vmv1 be a cycle of G. For the vertices vi, vj ∈ V (C), we put v−li = vi−l, v+li = vi+l, v−i = v−1i , v+i = v+1i ,
viCvj = vivi+1 · · · vj and vjCvi = vjvj−1 · · · vi (where indices are taken modulom).
A dominating set of G is a subset S of V (G) such that every vertex of G belongs to S or is adjacent to a vertex of S. The
domination number, denoted by γ (G), is the minimum cardinality of a dominating set of G. The number of vertices in a
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maximum independent set of G is denoted by α(G). G is almost claw-free if there exists an independent set A ⊂ V (G) such
that α(〈N(v)〉) ≤ 2 for every v 6∈ A and γ (〈N(v)〉) ≤ 2 < α(〈N(v)〉) for every v ∈ A.
A (an induced) subgraph isomorphic to K1,p (p ≥ 3) in a graph G is a (an induced) p-claw of G. Let 〈x0, x1, x2, . . . , xp〉
denote a p-claw with the vertex set {x0, x1, x2, . . . , xp}, where x0 (sometimes called the center of a p-claw) is the vertex
of degree p. A graph G is K1,p-restricted if |E(〈{x1, x2, . . . , xp}〉)| ≥ p−2 for any p-claw 〈x0, x1, x2, . . . , xp〉 of G. Note that a
K1,3-restricted graph is also a claw-free graph.
It is easy to see:
Theorem 1 (Wang and Teng [4]). Every K1,p-restricted graph is K1,p+1-restricted.
By Theorem 1, every claw-free graph is K1,p-restricted for p ≥ 3. In [2], Hendry obtained the following result about
claw-free graphs.
Theorem 2 (Hendry [2]). Every connected, locally connected claw-free graph with |G| ≥ 3 is fully cycle extendable.
In [3], Ryjác˘ek extended Theorem 2 for a much larger family.
Theorem 3 (Ryjác˘ek [3]). Suppose G is a connected, locally connected almost claw-free graph with |G| ≥ 3. Then G contains an
induced K1,4 or G is fully cycle extendable.
In [4],Wang and Teng obtained the following result:
Theorem 4 (Wang and Teng [4]). Every connected, locally 2-connected K1,4-restricted graph is fully cycle extendable.
In [4], the authors constructed a counterexample showing that the condition ‘‘locally 2-connected’’ cannot be replaced
by ‘‘locally connected’’. In this paper, we show the following result:
Theorem 5. Every connected, locally connected K1,4-restricted graph with δ ≥ 3 is fully cycle extendable.
2. Proof of Theorem 5
Suppose that the graph G satisfies the conditions of Theorem 5. Let v be any vertex. Then |N(v)| ≥ 3. Since G is locally
connected, 〈N(v)〉 contains at least one edge. So v is contained in a triangle. Let C be a cycle of G such that |V (C)| < |V (G)|.
We put
R = V (G)− V (C), T = NC (R), E(R, T ) = {xy ∈ E(G) : x ∈ R, y ∈ T }.
Next, we assume that C cannot be extended (there is no cycle C ′ in G such that V (C ′) ⊃ V (C) and |C ′| = |C | + 1).
Claim 1. Let the vertex v ∈ V (G), vertices x, y ∈ N(v) and P = x1x2 · · · xp (where x1 = x and xp = y) be a minimal (x, y)-path
in 〈N(v)〉. Then
(a) if |i− j| ≥ 2, xixj 6∈ E(G).
(b) |P| ≤ 5.
Proof. (a) Otherwise, P is not minimal.
(b) If |P| ≥ 6, considering 〈v, x1, x3, x5, x6〉, we have that x1x3, x1x5, x3x5, x1x6, x3x6 6∈ E(G) by (a). Then |E(〈{x1, x3,
x5, x6}〉)| = 1. This contradicts the fact that G is a K1,4-restricted graph. 
Claim 2. Let x ∈ R, and xy, xz ∈ E(R, T ). Then the following holds:
(a) yz 6∈ E(C), y−z−, y+z+ 6∈ E(G).
(b) If y−y+ ∈ E(G), yz−, yz+, xy−2, xy+2 6∈ E(G).
(c) If y−y+, z−z+ ∈ E(G), yz−2, yz+2 6∈ E(G).
(d) If z = y+2, NC (y+)⋂NC (z+) ⊂ {y+2, z+2}.
Proof. C can be extended easily if one of (a), (b) and (c) does not hold.
(d) Suppose the vertex v ∈ NC (y+)⋂NC (z+). If z+ = y−, (d) holds. If z+ 6= y−, then v 6= y. (Otherwise, considering
〈y, y−, y+, x, z+〉, we have that xy−, xy+, y−y+, y+z+, xz+ 6∈ E(G) by (a) and (b). This contradicts the fact that G is a K1,4-
restricted graph.) If v 6∈ {y+2, z+2}, considering 〈v, v−, v+, y+, z+〉, we get that y+v−, y+v+, v−v+, z+v+ 6∈ E(G), since
otherwise we can get one of the following cycles which extends C:
xzCv−y+vCyx (if y+v− ∈ E(G)),
xzCvy+v+Cyx (if y+v+ ∈ E(G)),
xzy+vz+Cv−v+Cyx (if v−v+ ∈ E(G)),
xzy+vCz+v+Cyx (if z+v+ ∈ E(G)).
By (a), y+z+ 6∈ E(G), a contradiction. 
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Fig. 1.
Claim 3. Let y ∈ T . If |NR(y)| ≥ 2, then y−y+ ∈ E(G).
Proof. Take two different vertices x, z ∈ NR(y). Considering 〈y, y−, y+, x, z〉, we have that xy−, xy+, zy−, zy+ 6∈ E(G) by
Claim 2(a). Hence, y−y+ ∈ E(G). 
Claim 4. For any y ∈ T ,
(a) there exists a vertex x in NR(y) and a minimal (x, y−)-path P in 〈N(y)〉 such that (V (P)− {x}) ⊂ V (C).
(b) there exists a vertex z in NR(y) and a minimal (z, y+)-path P ′in〈N(y)〉 such that (V (P ′)− {z}) ⊂ V (C).
Proof. (a) Take uy ∈ E(R, T ) and a minimal (u, y−)-path Q = u1u2 · · · uq (where u1 = u and uq = y−) in 〈N(y)〉. Suppose j
is the maximum index such that uj 6∈ V (C). Hence (a) holds by choosing x = uj, P = ujuj+1 · · · uq.
(b) In a way similarly to (a), (b) can be proved. 
Claim 5. Let xy ∈ E(R, T ) (where x ∈ R, y ∈ T) and P is a minimal (x, y+)-path ((x, y−)-path) in 〈N(y)〉 such that
(V (P)− {x}) ⊂ V (C). Then
(a) if |P| = 3, P = xy+2y+(P = xy−2y−).
(b) |P| 6= 4.
(c) |P| 6= 5.
The proof is complicated and takes a lot of space. For brevity, we move it to the Appendix. 
Choose y ∈ T . By Claim 4, there exist x, z ∈ NR(y), and two minimal paths (x, y−)-path P , (z, y+)-path P ′ in 〈N(y)〉,
respectively, such that (V (P)− {x}) ⊂ V (C), (V (P ′)− {z}) ⊂ V (C). By Claim 1(b) and Claim 5, |P| = |P ′| = 3, P = xy−2y−
and P ′ = zy+2y+.
If x 6= z, we have that y−y+ ∈ E(G) by Claim 3. Therefore, there exist cycles extending C . Hence, x = z.
By Claim 4, there exists a vertex w ∈ NR(y+2) with (w, y+3)-path P ′′ in 〈N(y+2)〉 such that (V (P ′′) − {w}) ⊂ V (C). By
the same arguments, the conclusions that |P ′′| = 3, P ′′ = wy+4y+3 andw = x can be proved.
Noting |N(y+)| ≥ 3 and by local connectivity of y+, theremust be a vertex g ∈ N(y+)−{y, y+2} such that either gy ∈ E(G)
or gy+2 ∈ E(G). Hence, g ∈ V (C) by Claim 2(a).
By symmetry, let gy+2 ∈ E(G) without loss of generality. It is easy to see that g 6∈ {y−, y−2, y+, y+3, y+4} (If g = y−2,
we can get that |E(〈y−2, y−3, y−, x, y+〉)| ≤ 1, a contradiction. If g = y+4, we can get a contradiction by considering
〈y+4, y+3, y+5, x, y+〉.). Considering 〈y+2, y+, y+3, x, g〉, by Claim 2 we have,
xy+, xy+3, y+y+3, gy+3 6∈ E(G).
Hence, xg ∈ E(G). Considering 〈g, g−g+, x, y+〉, we have that xg−, xg+, g−g+, xy+, y+g+ 6∈ E(G). This contradicts the fact
that G is a K1,4-restricted graph.
The proof of Theorem 5 is completed.
The graph in Fig. 1 shows that δ ≥ 3 is necessary.
The graph in Fig. 2 is fully cycle extendable by Theorem 5. However, we cannot knowwhether it is fully cycle extendable
or not by Theorem 3, for it does not satisfy the conditions of Theorem 3.
Appendix
Proof of Claim 5. Without loss of generality, we assume that P is a minimal (x, y+)-path.
(a) Let P = x1x2x3 (where x1 = x and x3 = y+). Then x2 ∈ V (y+2Cy−2) by Claim 2(a). If x2 6= y+2, considering
〈x2, x−2 , x+2 , x, y+〉, we have that xy+, xx−2 , xx+2 , x−2 x+2 , x+2 y+ 6∈ E(G) by Claim 2. This contradicts the fact that G is a K1,4-
restricted graph. Hence, x2 = y+2 and P = xy+2y+.
(b) Let P = x1x2x3x4 (where x1 = x and x4 = y+). Then x2 6= y+ and x3 6= y+. By Claim 2 and the extremality of P , we
get that x2 6∈ {y−, y+2}. Moreover, if x3 = y−, then y−y+ = x3x4 ∈ E(G). Considering 〈x2, x−2 , x+2 , y, x〉, by Claim 2, we get
that yx−2 , yx
+
2 , x
−
2 x
+
2 , xx
−
2 , xx
+
2 6∈ E(G). This contradicts the fact that G is a K1,4-restricted graph. Hence, x3 6= y−.
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Fig. 2.
Considering 〈y, y−, y+, x3, x〉, we have that xx3, xy−, xy+ 6∈ E(G) (by Claim 1(a) and 2(b)). Then either y−y+ ∈ E(G) or
x3y− ∈ E(G).
Case 1. y−y+ ∈ E(G).
Considering 〈x2, x−2 , x+2 , y, x〉, we get that x−2 x+2 ∈ E(G) and x3 6∈ {y−2, y+2, x−2 , x−22 , x+2 , x+22 } (by Claim 2(a), (b) and (c)).
Hence, x3 ∈ V (y+3Cx−32 )
⋃
V (x+32 Cy−3).
Considering 〈x3, x−3 , x+3 , x2, y+〉, we have that x2x−3 , x2x+3 , x−3 x+3 , y+x+3 6∈ E(G), since otherwise we can get one of the
following cycles which extends C:
x3 ∈ V (y+3Cx−32 )
xyx3Cx−2 x
+
2 Cy
−y+Cx−3 x2x (if x2x
−
3 ∈ E(G)),
xyx3Cy+y−Cx+2 x
−
2 Cx
+
3 x2x (if x2x
+
3 ∈ E(G)),
xyCx+2 x
−
2 Cx
+
3 x
−
3 Cy
+x3x2x (if x−3 x
+
3 ∈ E(G)),
xyCx+2 x
−
2 Cx
+
3 y
+Cx3x2x (if y+x+3 ∈ E(G)).
x3 ∈ V (x+32 Cy−3)
xyx3Cy−y+Cx−2 x
+
2 Cx
−
3 x2x (if x2x
−
3 ∈ E(G)),
xyx3Cx+2 x
−
2 Cy
+y−Cx+3 x2x (if x2x
+
3 ∈ E(G)),
xyCx+3 x
−
3 Cx
+
2 x
−
2 Cy
+x3x2x (if x−3 x
+
3 ∈ E(G)),
xyCx+3 y
+Cx−2 x
+
2 Cx3x2x (if y
+x+3 ∈ E(G)).
And, x2y+ 6∈ E(G) (by Claim 1(a)), a contradiction. Hence,
y−y+ 6∈ E(G). (1)
Case 2. x3y− ∈ E(G).
By Claim 2(a), x3 6∈ {x−2 , x+2 }. Thus x3 ∈ V (y+2Cx−22 )
⋃
V (x+22 Cy−2).
Subcase 2.1. x3 ∈ V (x+22 Cy−2).
If x−2 x
+
2 ∈ E(G), we have that x2x−3 , x2x+3 , x−3 x+3 , y+x+3 6∈ E(G) by considering 〈x3, x−3 , x+3 , x2, y+〉, since otherwise we can
get one of the following cycles which extends C:
xyCx3y+Cx−2 x
+
2 Cx
−
3 x2x (if x2x
−
3 ∈ E(G)),
xyCx−2 x
+
2 Cx3y
−Cx+3 x2x (if x2x
+
3 ∈ E(G)),
xyCx−2 x
+
2 Cx
−
3 x
+
3 Cy
−x3x2x (if x−3 x
+
3 ∈ E(G)),
xyCx+3 y
+Cx−2 x
+
2 Cx3x2x (if y
+x+3 ∈ E(G)).
And, x2y+ 6∈ E(G) (by Claim 2(b)), a contradiction. Hence,
x−2 x
+
2 6∈ E(G). (2)
Considering 〈x2, x−2 , x+2 , x3, x〉, we obtain that x−2 x+2 , xx3, xx−2 , xx+2 6∈ E(G) (by (2), Claim 1(a) and 2(a)). Thus
x3x−2 , x3x
+
2 ∈ E(G). (3)
Considering 〈x3, x−3 , x+3 , x−2 , y+〉, we have that x−3 x+3 , y+x−3 , y+x+3 , x−2 x−3 , x−2 x+3 6∈ E(G), since otherwise we can get one of
the following cycles which extends C:
xyCx−2 x3y
−Cx+3 x
−
3 Cx2x (if x
−
3 x
+
3 ∈ E(G)),
xyCx3x+2 Cx
−
3 y
+Cx2x (if y+x−3 ∈ E(G)),
xyCx+3 y
+Cx−2 x3Cx2x (if y
+x+3 ∈ E(G)),
xyCx3y+Cx−2 x
−
3 Cx2x (if x
−
2 x
−
3 ∈ E(G)),
xyCx−2 x
+
3 Cy
−x3Cx2x (if x−2 x
+
3 ∈ E(G)),
a contradiction.
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Subcase 2.2. x3 ∈ V (y+2Cx−22 ).
If x+2 6= y−, the contradiction is obtained in the same way as the proof of subcase 2.1. Necessarily,
x+2 = y−, (4)
and, y−x−3 , y
−x+3 , x
−
3 x
+
3 6∈ E(G). (5)
(If not, C can be extended to: xyCx−3 y−x3Cx2x or xyCx3y−x
+
3 Cx2x or xyy
−x3y+Cx−3 x
+
3 Cx2x.).
Considering 〈x3, x−3 , x+3 , x2, y−〉, noting (5), we get that either x2x−3 ∈ E(G) or x2x+3 ∈ E(G). If x2x−3 ∈ E(G), considering
〈x2, x−2 , x+2 , x−3 , x〉, we have that xx−2 , xx+2 , x−2 x+2 , xx−3 , x+2 x−3 = y−x−3 6∈ E(G) (by (5), Claim 2(a) and 1(a)), a contradiction.
Hence necessarily, x2x+3 ∈ E(G).
If x+3 6= x−2 , considering 〈x2, x−2 , x+2 , x, x+3 〉, we get that xx−2 , xx+2 , x−2 x+2 , xx+3 , x+2 x+3 = y−x+3 6∈ E(G) (by Claim 2(a) and (5)),
a contradiction. Hence
x+3 = x−2 . (6)
If x−3 6= y+, considering 〈x3, x−3 , x+3 , y−, y+〉, y+x+3 6∈ E(G) (If not, C can be extended to xyy−x3Cy+x+3 x2x.). Combining (1)
and (5), we get a contradiction. Then,
x−3 = y+ (7)
by (4), (6) and (7), C = yy+x3x+3 x2x+2 y.
By |N(y+)| ≥ δ ≥ 3 and by local connectivity of y+, there must be a vertex a ∈ N(y+) − {y, x3} such that
{ay, ax3} ∩ E(G) 6= ∅. Moreover, a ∈ V (C) by Claim 2(a). Noting x2y+ = x2x4 6∈ E(G) and (1), a = x+3 holds. Then the
cycle xyy−x3y+ax2x extends C .
By above results, |P| 6= 4 holds.
(c) Let P = x1x2x3x4x5 (x1 = x, x5 = y+). Because P is a minimal path, the vertices x1, x3 and x5 are not adjacent to each
other. If y− 6∈ {x1, x3, x5}, then |{y−x1, y−x3, y−x5} ∩ E(G)| ≥ 2 by the definition of K1,4-restricted graphs. But y−x1 6∈ E(G)
(Claim 2(a)). Hence, y−x3 ∈ E(G). Then P ′ = x1x2x3y− is a minimal (x, y−)-path in 〈N(y)〉 such that (V (P ′) − {x}) ⊂ V (C)
and |P ′| = 4. This contradicts (b). Hence y− ∈ {x1, x3, x5}, showing easily:
y− = x3. (8)
If x2 6= y−2, considering 〈x2, x−2 , x+2 , x, x3〉, we get that xx3, xx−2 , xx+2 , x3x−2 , x−2 x+2 6∈ E(G) by the minimality of P , Claim 2
(a) and (b). Thus
x2 = y−2. (9)
By Claim 2(d), x4 = y+2. (10)
Combining (8)–(10), we obtain that P = xy−2y−y+2y+.
We renumber the vertices of V (C), where C = v1v2 · · · vrv1 and v1 = y+, v2 = y+2, . . . , vr = y. The following result
(11) can be proved by induction:
v2k+1v2k+4, v2k+2v2k+4 ∈ E(G) 1 ≤ 2k+ 1 < 2k+ 4 ≤ r. (11)
If k = 0, by |N(v1)| ≥ 3 and by local connectivity of v1, then there exists a vertex d ∈ N(v1)− {v−1 , v+1 } such that either
dv−1 ∈ E(G) or dv+1 ∈ E(G). By Claim 2(a), we have that d ∈ V (C). By the minimality of P , we get that d 6∈ {x2, x3}. Moreover,
d 6= v3. (Otherwise, C can be extended to xyy−v2v1v3Cx2x.) Hence, d ∈ V (v4Cvr−3).
If dv−1 = dy ∈ E(G), considering 〈y, y−, y+, x, d〉, we have that xy−, xy+, y−y+, dy− 6∈ E(G) (Claim 2(a), (d)).
Hence, xd ∈ E(G). Now considering 〈d, d−, d+, x, y+〉, we get that xd−, xd+, d−d+, xy+, d+y+ 6∈ E(G) (Claim 2(a)). This
contradiction shows that dv−1 6∈ E(G). As a result, dv+1 = dv2 ∈ E(G).
Considering 〈v2, v1, v3, y−, d〉, by Claim 2(a) and (d), we have that v1y−, dy− 6∈ E(G). Also, v1v3, v3y− 6∈ E(G). (Otherwise,
C can be extended to xyy−v2v1v3Cx2x or xyCv2y−v3Cx2x.) Hence, dv3 ∈ E(G).
If d− 6= v3, we have that v1d−, v1d+, d−d+, v1v3, v3d+ 6∈ E(G) by considering 〈d, d−, d+, v1, v3〉, since otherwise we can
get one of the following cycles which extends C:
xyy−v2v1d−Cv3dCx2x (if v1d− ∈ E(G)),
xyy−v2Cdv1d+Cx2x (if v1d+ ∈ E(G)),
xyy−v2v1dv3Cd−d+Cx2x (if d−d+ ∈ E(G)),
xyy−v2v1v3Cx2x (if v1v3 ∈ E(G)),
xyy−v2v1dCv3d+Cx2x (if v3d+ ∈ E(G)).
The contradiction shows that d− = v3. That is, d = v4. Hence, v1v4(=v1d), v2v4(=dv2) ∈ E(G). Then when k = 0, (11)
holds.
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Suppose now that k > 1 and (11) holds for smaller values of k.
Now we consider v2(k+1)+1 = v2k+3. By |N(v2k+3)| ≥ 3 and by local connectivity of v2k+3, there must exist a vertex
b ∈ N(v2k+3) − {v−2k+3, v+2k+3} such that either bv−2k+3 ∈ E(G) or bv+2k+3 ∈ E(G). By Claim 2(a), we have that b ∈ V (C).
Suppose b = vi, then 1 ≤ i ≤ 2k+ 1 or 2k+ 5 ≤ i ≤ r .
First suppose 1 ≤ i ≤ 2k+ 1.
When i is even, we let i = 2m. Considering 〈v2m, v−2m, v+2m, v2k+3, v2m−3〉, we have that v−2mv+2m, v−2mv2m−3, v+2mv2m−3,
v−2mv2k+3, v2k+3v2m−3 6∈ E(G), since otherwise C can be extended by one of the following cycles:
xyy−v2v1v4v3v6v5 · · · v2mv−2mv+2mCx2x (if v−2mv+2m ∈ E(G)),
xyy−v2v1v4v3v6v5 · · · v2m−2v2m−3v−2mCx2x (if v−2mv2m−3 ∈ E(G)),
xyy−v2v1v4v3v6v5 · · · v2m−2v2m−3v+2mCv−2mv+22mCx2x (if v+2mv2m−3 ∈ E(G)),
xyy−v2v1v4v3v6v5 · · · v2m−2v2m−3v2mv2k+3v−2mv+22mv+2mv+42mv+32m · · · v2kv−2kv2k+2v2k+1v2k+4Cx2x (if v−2mv2k+3 ∈ E(G)),
xyy−v2v1v4v3v6v5 · · · v2m−2v2m−3v2k+3v2mv−2mv+22mv+2mv+42mv+32m · · · v2k+2v2k+1v2k+4Cx2x (if v2k+3v2m−3 ∈ E(G)),
a contradiction.
When i is odd, we let i = 2m+ 1 and b = v2m+1. We have that bv−2k+3, bv+2k+3 6∈ E(G), since otherwise we can get one of
the following cycles which extends C:
xyy−v2v1v4v3v6v5 · · · v2mv−2mv+22mCv2k+2v2m+1v2k+3Cx2x (if v2m+1v−2k+3 ∈ E(G)),
xyy−v2v1v4v3v6v5 · · · v2mv−2mv+22mCv2k+3v2m+1v2k+4Cx2x (if v2m+1v+2k+3 ∈ E(G)),
a contradiction.
The above contradictions show that 2k + 5 ≤ i ≤ r holds. But i 6= 2k + 5 (If not, C can be extended to
xyy−v2v1v4v3v6v5 · · · v2k+2v2k+1v2k+4v2k+3v2k+5Cx2x.). Noting either bv−2k+3 ∈ E(G) or bv+2k+3 ∈ E(G).
If bv−2k+3 ∈ E(G), considering 〈v2k+2, v2k+1, v2k+3, b, v2k−1〉, we have that v2k+1v2k+3, v2k−1v2k+1, v2k−1v2k+3 6∈ E(G), since
otherwise we can get one of the following cycles which extends C:
xyy−v2v1v4v3v6v5 · · · v2kv2k−1v2k+2v2k+1v2k+3Cx2x (if v2k+1v2k+3 ∈ E(G)),
xyy−v2v1v4v3v6v5 · · · v2kv2k−1v2k+1Cx2x (if v2k−1v2k+1 ∈ E(G)),
xyy−v2v1v4v3v6v5 · · · v2k−2v2k−3v2kCv2k+2v2k−1v2k+3Cx2x (if v2k−1v2k+3 ∈ E(G)).
Hence, either bv2k−1 or bv2k+1 exists. If bv2k−1 ∈ E(G), then |E(〈{b−, b+, v2k−1, v2k+3}〉)| = 0 (if not, there exist
cycles extending C). This contradicts the fact that G is a K1,4-restricted graph. Hence, bv2k+1 ∈ E(G). Considering
〈b, b−, b+, v2k+1, v2k+3〉, we get that b−b+, b−v2k+1, b+v2k+1, b−v2k+3, b+v2k+3 6∈ E(G), since otherwise we can get one
of the following cycles which extends C:
xyy−v2v1v4v3v6v5 · · · v2kv2k−1v2k+2v2k+1bv2k+3Cb−b+Cx2x (if b−b+ ∈ E(G)),
xyy−v2v1v4v3v6v5 · · · v2kv2k−1v2k+2Cb−v2k+1bCx2x (if b−v2k+1 ∈ E(G)),
xyy−v2v1v4v3v6v5 · · · v2kv2k−1v2k+2Cbv2k+1b+Cx2x (if b+v2k+1 ∈ E(G)),
xyy−v2v1v4v3v6v5 · · · v2k+2v2k+1v2k+4Cb−v2k+3bCx2x (if b−v2k+3 ∈ E(G)),
xyy−v2v1v4v3v6v5 · · · v2k+2v2k+1v2k+4Cbv2k+3b+Cx2x (if b+v2k+3 ∈ E(G)),
a contradiction.
If bv+2k+3 ∈ E(G), considering 〈v2k+4, v2k+5, v2k+3, v2k+1, b〉, we have that v2k+5v2k+3, v2k+3v2k+1, bv2k+1, v2k+1v2k+5 6∈
E(G). (Otherwise, there exist cycles extending C .) Hence, bv2k+5 ∈ E(G). If b 6= v2k+6, considering 〈b, b−, b+, v2k+3, v2k+5〉,
we have that b−b+, v2k+3b−, v2k+3b+, v2k+3v2k+5, v2k+5b+ 6∈ E(G) (if not, there exist cycles extending C). This contradicts
the fact that G is a K1,4-restricted graph. Hence, b = v2k+6.
By the above results, v2(k+1)+1v2(k+1)+4, v2(k+1)+2v2(k+1)+4 ∈ E(G).
By the induction, (11) holds. If |C | = r = 2n is even, we obtain that v2(n−2)−1v2(n−1) ∈ E(G) by (11). We have that
|E(〈{y−, y−3, v2(n−2)−1, x}〉)| < 2. This contradicts the fact that G is a K1,4-restricted graph. If |C | = r = 2n + 1 is odd, we
obtain that v2nv2(n−2) ∈ E(G) by (11). As a result, C can be extended easily. 
References
[1] J.A. Bondy, U.S.R. Murty, Graph Theory with Applications, Macmillan, London, 1976, Elsevier, New York.
[2] G.R.T. Hendry, Extending cycles in graphs, Discrete Math. 85 (1990) 59–72.
[3] Z. Ryjác˘ek, Almost claw-free graphs, J. Graph Theory 18 (1994) 469–477.
[4] Jianglu Wang, Yanyan Teng, K1,4-restricted graph, Adv. Math. 35 (2006) 657–662.
