Abstract. An element a of a ring R is called quasipolar provided that there exists an idempotent p ∈ R such that p ∈ comm 2 (a), a + p ∈ U (R) and ap ∈ R qnil . A ring R is quasipolar in case every element in R is quasipolar. In this paper, we investigate quasipolarity of generalized matrix rings Ks(R) for a commutative local ring R and s ∈ R. We show that if s is nilpotent, then Ks(R) is quasipolar. We determine the conditions under which elements of Ks(R) are quasipolar. It is shown that Ks(R) is quasipolar if and only if tr(A) ∈ J(R) or the equation 
Introduction
Throughout this paper all rings are associative with identity unless otherwise stated. Following Koliha and Patricio [5] , the commutant and double commutant of a ∈ R are defined by comm(a) = {x ∈ R | xa = ax}, comm 2 (a) = {x ∈ R | xy = yx for all y ∈ comm(a)}, respectively. If R qnil = {a ∈ R | 1 + ax ∈ U (R) for every x ∈ comm(a)} and a ∈ R qnil , then a is said to be quasinilpotent [4] . An element a ∈ R is called quasipolar provided that there exists an idempotent p ∈ R such that p ∈ comm 2 (a), a + p ∈ U (R) and ap ∈ R qnil . A ring R is quasipolar in case every element in R is quasipolar. Some properties of quasipolar rings were studied in [2, 3, 5, 10] .
Let R be a ring, and let s ∈ R be central. Following Krylov [6] , we use K s (R) to denote the set {[a ij ] ∈ M 2 (R) | each a ij ∈ R} with the following operations:
The element s is called the multiplier of K s (R) observed by Krylov [6] that the generalized matrix rings over R are precisely these rings K s (R) with s ∈ C(R). When s = 1, K 1 (R) is just the matrix ring M 2 (R), but K s (R) can be significantly different from M 2 (R). In fact, for a local ring R and s ∈ C(R), K s (R) ∼ = K 1 (R) if and only if s ∈ U (R) (see [6, Lemma 3 and Corollary 2] and [8, Corollary 4.10] ). Some properties of the ring K s (R) is studied comprehensively by Krylov and Tuganbaev in [7] .
In this paper, we study the quasipolarity of the generalized matrix ring K s (R) over a commutative local ring R. It is shown that K s (R) is quasipolar if and only if tr(A) ∈ J(R) or the equation x 2 − tr(A)x + det s (A) = 0 is solvable in R for every A ∈ K s (R) with det s (A) ∈ J(R). This yields the main result of [2] for s = 1. Furthermore, for s ∈ U (R), we show that K s (R)
is quasipolar if and only if K s (R) is strongly clean. In particular, a criterion for the quasipolarity of
In what follows, the ring of integers modulo n is denoted by Z n , and we write M n (R) (resp. T n (R)) for the rings of all (resp., all upper triangular) n × n matrices over the ring R. We write R[[x]], U (R), C(R), R nil and J(R)
for the power series ring over a ring R, the set of all invertible elements, the set of all central elements, the set of all nilpotent elements and the Jacobson radical of R, respectively. For a prime integer p, Z (p) will be the localization of Z at p and the ring Z p denotes p-adic integers.
Generalized Matrix Rings
In this section we study the quasipolarity of the generalized matrix ring over a commutative local ring. The quasipolarity of K s (R) strictly depends on the values of s. Namely, s ∈ U (R) if and only if K s (R) ∼ = M 2 (R) for any local ring R with s ∈ C(R). We prove that if s is a nilpotent element of R, If R is a commutative ring with s ∈ R and A = a b c d ∈ K s (R), we define det s (A) = ad− sbc and tr(A) = a+ d, and rA = ra rb rc rd for r ∈ R (see [9] ).
For elements a, b in a ring R, we use the notation a ∼ b to mean that a is similar to b, that is, b = u −1 au for some u ∈ U (R).
Lemma 2.2. [9, Lemma 14] Let R be a commutative ring with s ∈ R and let A, B ∈ K s (R). The following hold:
and tr(A) = tr(B).
Note that det s (I 2 +A) = 1+tr(A)+det s (A) and A 2 −tr(A)A+det s (A)I 2 = 0 for any A ∈ K s (R).
We need Theorem 2.3 in the sequel and give a short proof for the sake of completeness.
Theorem 2.3. Let R be a commutative local ring with s ∈ R and let A ∈
gives tr(A) ∈ J(R).
Lemma 2.4. Let R be a ring and s ∈ C(R). Then A ∈ K s (R) is quasipolar if and only if
For elements a, b in a ring R, we say that a is equivalent to b if there exist
Lemma 2.6. Let R be a local ring with s ∈ C(R) and let E be a non-trivial idempotent of K s (R). Then we have the following.
show that E is equivalent to a diagonal matrix (see [9, Lemma 4] ). According to Lemma 2.5, there exists P ∈ U K s (R) such that P EP 
Lemma 2.7. Let R be a uniquely bleached local ring and s ∈ C(R). Then

A ∈ K s (R) is quasipolar if and only if either
Proof. Suppose that A is quasipolar in K s (R). Then there exists
Hence, by Lemma 2. . Then there exist e 2 1 = e 1 ∈ comm 2 (a) and e 2 2 = e 2 ∈ comm 2 (b) such that a + e 1 ∈ U (R), b + e 2 ∈ U (R), ae 1 ∈ R qnil and be 2 ∈ R qnil . Let F = e 1 0 0 e 2 . It can be easily check that 
the following statements are equivalent:
(2) The equation (2) ⇒ (1) Let A = a 11 a 12 a 21 a 22 ∈ K s (R) and suppose that the equation (1) K s (R) is quasipolar.
(2) For every A ∈ K s (R) with det s (A) ∈ J(R), one of the following holds:
there exists an idempotent E ∈ K s (R) such that E ∈ comm 2 (A) and A+E ∈ U K s (R) and EA ∈ K s (R) qnil . If E = I 2 , then A ∈ K s (R) qnil and so tr(A) ∈ J(R) by Theorem 2.3. So we can assume that A / ∈ K s (R) qnil .
Since det s (A) ∈ J(R), A / ∈ U K s (R) by Lemma 2.2(2). According to Theorem 2.10, the equation
and so A is quasipolar. Let det s (A) ∈ J(R). If tr(A) ∈ J(R), then A is quasipolar by Theorem 2.3. Hence we assume that tr(A) ∈ U (R). This gives
qnil . By Theorem 2.10, A is quasipolar and so K s (R) is quasipolar.
Letting s = 1 in Theorem 2.11 yields the main result of [2] .
Corollary 2.12. Let R be a commutative local ring with s ∈ U (R). The following are equivalent. (1) K 1 (R) is quasipolar.
(2) K 1 (R) is strongly clean.
is strongly clean for all s ∈ R.
(4) K s (R) is strongly clean for all s ∈ J(R). (1) K s (R) is a quasipolar ring.
(2) For any u, v ∈ U (R) and w ∈ J(R), the equation
(3) For any u ∈ U (R) and w ∈ J(R), the equation
Proof.
(1) ⇒ (4) is obvious. (2) ⇒ (1) Let A ∈ K s (R). According to Theorem 2.11, we may assume that det s (A) ∈ J(R) and tr(A) ∈ U (R), and then by Lemma 2.8, similarly
we can assume that A ∼ u 1 v w where u, v ∈ U (R) and w ∈ J(R).
Hence, by (2) and Theorem 2.10, A is quasipolar and so holds (1).
Proof. We know that if
and s ∈ J(R). In view of Theorem 2.14, we can assume that A = 1 1 u w where u ∈ U (R) and w ∈ J(R). Since K 1 (R) is strongly clean, the equation 
] where µ 0 = tr A(0) and
if the following equations are satisfied:
. . .
. . from equations above. s
The following are equivalent.
. By (1) 
] . This gives Since tr A(0) ∈ U (R) and det s 0 A(0) ∈ J(R), one of λ, µ must be in U (R) and the other must be in J(R). Without loss of generality we assume that λ ∈ J(R) and µ ∈ U (R). Thus the equation ( 
