Modeling and simulation are methods of validating new systems that are risky to be directly deployed in the real world. During the simulation, the simulation environment continuously changes and simulation objects correspondingly behave according to the changing situations. In general, modeling the behavior for all possible situations is extremely difficult when the rationale is unknown. Therefore, in order to adapt to the changing situation, it is important to recognize the rationale behind the behaviors of the simulation object. However, in many cases, even though the rationale is unknown or difficult to recognize, the simulation requires reasonable behaviors such as a commander's decision in a war game simulation and a driver's behavior in rush hours. In this study, we propose a new approach to determine the behavior of simulation objects under changing situations. The proposal is a unified learning approach that integrates two methods, data-driven and knowledge-driven approaches, which allow simulation objects to learn behavioral knowledge from experience as well as from domain experts performing the simulation and reuse verified knowledge. By combining both approaches, we supplement the shortcomings of one method with the strengths of the other. To verify our method, we apply the proposed approach to a military training simulation.
Introduction
Software intensive systems are now playing an increasingly leading role in our daily lives. Mission-critical systems especially, such as unmanned vehicles and smart grids, have a great impact on human, society and economy. Therefore, they should be verified before they are deployed in the real world. In order to achieve this goal, many researchers use modeling and simulation to verify and validate the behavior of new systems. 1 During the simulation, the simulation environment can be changed to consider and reflect various situations in the real world. Under diverse situations, it is difficult for simulation objects to behave appropriately. Thus, the rationale behind the behaviors of simulation objects should be analyzed and modeled. However, understanding the rationale is extremely challenging as it is usually unknown or partially analyzed. 2 Despite this situation, reasonable and adaptive behaviors are required, such as a commander's decision-making in a war game and driving behavior in rush hours, to attain realistic and reasonable simulation results.
In this study, we propose a new approach, called unified learning, to learn the behavioral knowledge of simulation objects under changing situations. Machine learning techniques make simulation objects learn behavioral knowledge and adapt to various situations. 3, 4 Behavioral knowledge helps simulation objects plan the appropriate behaviors under diverse situations. Unified learning integrates two approaches: data and knowledgedriven approaches. By combining both approaches, we can supplement the shortcomings of one approach through the other's strengths. Based on the knowledge obtained, simulation objects can learn a new behavior and make a plan to deal with the changing situations. The data-driven approach obtains new information based on data that are continuously generated during the simulation, 5, 6 whereas the knowledge-driven approach obtains new information based on the knowledge of domain experts performing the simulation. 7, 8 Each approach has unique advantages. The advantage of the data-driven approach is reusing the knowledge that is already applied and verified in a similar problem. Reusing the knowledge reduces repetitive and timeconsuming works that should be performed by the user. In the case of the knowledge-driven approach, the knowledge is generated from domain experts. The system can formalize knowledge from the unformatted and unorganized user experience. This is called knowledge creation, which is the advantage of the knowledge-driven approach. However, both approaches have some disadvantages that make it difficult for them to be directly applied to simulation systems. In the case of the data-driven approach, the system spends a lot of time in gaining knowledge. Moreover, in most of the cases, the learned knowledge cannot be reused directly as it is unlikely that a new situation perfectly matches a learned situation. On the other hand, in case of the knowledge-driven approach, the learning process depends too much on the knowledge of domain experts, resulting in subjectivity in the learned knowledge and reducing its reliability.
In the proposed method, we combine both approaches to minimize the disadvantage of one approach by complementing with each other's advantages. The disadvantage of the data-driven approach is compensated by using the domain expert knowledge as the initial inputs. It decreases the learning and planning time in the early stage of the simulation. The disadvantage of the knowledge-driven approach is compensated by providing empirical data to the domain expert, to reduce the subjectivity. These techniques increase the reliability of the learning result and knowledge as the system reuses empirical data that are already applied in similar situations. That is, the simulation objects can select appropriate behaviors according to the changing simulation world.
The rest of this paper is organized as follows. Section 2 describes the background of the data-driven and knowledge-driven approaches in detail. In Section 3, we provide the related works which address similar research objectives. The proposed approach is explained in Section 4. Then, in Section 5, we introduce the experiments to verify the feasibility and effectiveness of the proposed approach. In Section 6, we present the conclusion of this study and discuss future works.
Background
In this section, we introduce the two learning approaches, data-driven and knowledge-driven approaches, with specific methods. In addition, we provide some of their existing applications to highlight the limitations of each approach with specific examples.
Data-driven approach: case-based reasoning
The data-driven approach uses empirical data that are generated during system operation. By combining empirical data and current environment information, the system can determine an appropriate solution to a given problem and situation. 6, 9 These data are highly reliable because they are already applied and verified in other similar problems.
An example of the data-driven approach is case-based reasoning (CBR). It resolves a given problem by learning each experience as one specific case, comparing a current situation with the existing cases, and reusing the most similar case, similar to a human's cognitive decision-making method in resolving a problem. CBR is domain dependent and has constraints to apply to different domains. Unlike humans, who can apply domain-specific solutions to other domains, CBR can only use solutions of the same domain. In order to use CBR, we need to define domain-specific attributes to describe a situation that the system encounters, and measurements to compare the similarity between two cases. 10 Figure 1 shows the problem-solving process of the CBR method. 11 There are four steps: retrieve, reuse, revise, and retain. In the retrieve step, the system uses similarity measures to find the most similar case with the current situation. Then, the reuse step applies the retrieved solution to the current situation. However, the retrieved solution may be inappropriate to the current situation. In that case, the system adjusts the retrieved solution and retains it as a new case in the revise and retain steps, respectively. Because the CBR process follows the human cognitive way of resolving problems, it is very simple, intuitive, transparent, and easy to understand.
The major advantage of CBR is the reuse of knowledge by continuously using learned cases for similar situations. 11 Because of this advantage, CBR increases the reliability of the learning result and decreases the probability of mistakes by the user. However, it is difficult to directly apply a retrieved solution and to automatically modify a retrieved solution for the current situation, because there are many factors that should be considered during the revision process such as domain complexity and constraints. 6, 12 2.2 Knowledge-driven approach: learning by demonstration
The knowledge-driven approach uses knowledge from the domain expert who operates the simulation. By extracting knowledge from the domain expert as a systemunderstandable language, the system can understand the rationale behind the decision of the domain expert and can deal with new problems based on its understanding of the rationale. Figure 2 describes the problem-solving process of the basic learning by demonstration (LbD) in a robotics field, where LbD is widely used. 13 The domain expert shows or enters repeated actions to the robot at first. The robot analyzes the pattern from the repeated actions and derives a rule by generalizing the patterns to apply to various cases. Finally, this rule is learned and is applied by the robot to an appropriate situation.
14 After the robot learns a sufficient number of rules, LbD reduces the number of user interventions and increases the proportion of the robot operation, because the robot automatically applies the learned rules to appropriate situations on behalf of the user. That is, it shifts the responsibility to do simple, timely, and repeated jobs from the user to the robot, and then it consequently helps to find mistakes that the user may fail to recognize and corrects them.
LAPDOG (learning assistant procedures from the demonstration, observation, and generalization) is a specific application using LbD in the computer engineering field. 15, 16 LAPDOG has three steps: dataflow completion, generalization, and reification. In dataflow completion, the system collects the sequences of behaviors and analyzes the patterns of the sequences. Each analyzed sequence is considered as one dataflow. A dataflow is composed of various actions and artifacts, which are used and generated by each action. Then, the system generalizes a set of similar dataflows in order to eliminate redundancy in the generalization step. During generalization, a specific action will be replaced by abstract upper concepts and input data can be grouped or considered as constant. Finally, in the reification step, the generalized dataflow is applied to an appropriate situation by choosing suitable parameters among available values. 17 The advantage of LbD is knowledge creation from domain experts. LbD generates a new set of knowledge from domain experts. It means that the intuition of a domain expert is transferred to a structured knowledge such as rules. This transformation is usually based on a user's repeated behaviors. Therefore, LbD can reduce the user's tedious, repeated, and time-consuming workloads. In order to learn new rules and behaviors, the system only depends on domain experts and there is no other information required. However, until a certain number of rules are learned, the user's workload is similar to previous processes, because it requires a certain period to learn the appropriate rules. In addition, subjectivity from the user could be involved during the learning process, as the entire learning process is dependent on a specific user or user group. Subjectivity reduces the reliability and objectivity of the learned results. 18, 19 
Related works
The proposed approach combines the CBR process and the characteristics of LbD to overcome the shortcomings of each method. In particular, there are many other attempts to address the shortcomings of CBR by integrating it with other techniques.
Other research groups combine CBR with fuzzy theory and rule-based reasoning. Fuzzy theory is used to find similar cases or generate various cases. Daniel Glez-Peña and Diaz use fuzzy theory to compare two cases of human gene information for a more accurate and efficient way of diagnosing cancer. 20, 21 By calculating the degree of similarity through a not simple numeric value but a fuzzy value, the degree of similarity can be calculated precisely and the system operator can represent more diverse cases and similar situations. Ahmed uses fuzzy theory in different ways to generate various cases to achieve a rich case base at the initial phase for diagnosing stress-related symptoms. 22 One of the problems of the current CBR system is low efficiency in the early stage of the system, owing to deficiency of available cases. In order to address this problem, researchers generate many cases with various values through the characteristics of fuzzy value uncertainty, which is unpredictable but reasonable in a given situation. However, these approaches have difficulty in providing appropriate solutions for dynamically changing situations, even though they support rich case bases and new similarity measures. Moreover, they also require additional preprocessing in the early stage.
In the case of rule-based reasoning, Nicolas infers the rules from pieces of information and images to help diagnose the status of patients who could be suffering from skin cancer. 23 Initially, the system diagnoses the statement of patients using inferred rules and then convinces the doctor on the result of the diagnosis using CBR. However, if there is no sufficient information to infer rules, a rule may not be extracted. In addition, whenever new data are collected, it is required to manually extract rules in the offline process. Wu also uses rules on the relationship between gene information and nutrition information to suggest a personalized nutrition counseling. 24 These relationships and rules are defined in ontology and used to build new cases and compare between cases. However, the rules can only be loaded into the system at the development phase. This means that modifying a rule set is difficult after the system is deployed. Therefore, if the initial rule set is inappropriate for a given situation, the user should manually modify inappropriate rules and the entire rule base by intervening with the system operation.
Even though there are many attempts to address the shortcomings of CBR, it is still a great challenge to solve the fundamental problems. Our proposed approach does not require preprocessing and manual modification because the source of learning is the domain expert's knowledge, and learning proceeds with interactions between the system and user at runtime. The proposed approach also has a problem of case deficiency in the early stage, but this problem is resolved more easily owing to the capability of fast learning of various cases through semi-automated case revisions and rule applications. In addition, it has a high reliability and usability by combining experience in CBR and experts' knowledge in LbD.
Unified learning approach
In this section, we explain unified learning, which is a novel learning approach combining both data and knowledge-driven approaches. As mentioned in the previous section, both learning approaches have not only advantages, but also critical disadvantages that hinder their application to simulations. In order to supplement the disadvantages of one learning approach, unified learning uses the advantages of the other approach. Table 1 summarizes the two approaches in terms of advantage, disadvantage, specific method, way to complement each other, and the emergent advantage from the complementation.
In the data-driven approach, it is difficult to directly reuse a retrieved case and automatically revise the case for a given problem. To revise the retrieved case for a given problem, the user should continuously intervene in the revision process of CBR. This leads to the decrease in usability and increase in the demand for automatic revision. The proposed approach uses knowledge creation, which is the advantage of the knowledge-driven approach, to address this problem. Because unified learning can create new knowledge based on the behavior of domain experts, it can generate the required revision rules to revise solutions under diverse situations. The revision rules consist of the condition and the result. Based on the retrieved case, the domain expert determines the solution which should be changed as the rule results and the several attributes which causes the solution change. Learned rules are used to revise solutions in the reuse step to reduce occurrences of user interventions in the revise step. In addition, the system can facilitate a quick and easy response to rule change and addition, because the new rule is monitored by the system, not by a manual process.
From the perspective of the knowledge-driven approach, its disadvantage is too much dependence on the expert's knowledge, which decreases the reliability of the learning result, because the subjectivity of the expert can be tightly coupled to the result. Therefore, we use knowledge reuse, which is the advantage of the data-driven approach. By reusing knowledge that has been used in past cases, we can increase the objectivity of the learning results. 25 The proposed approach uses the solution from similar cases, which are already used in similar situations, as empirical data sets for determining the most appropriate solution. Based on the solution to a similar case, domain experts append their knowledge in the form of rules by selecting the condition from the attributes and the results from the solution. These rules are automatically applied not only to the current reuse step, but also to other cases in the future. It makes the difference between the CBR approach and the proposed approach. As mentioned in the related work section, there are many attempts to extend the CBR approach by combining with other techniques. [20] [21] [22] [23] [24] These approaches use other techniques as the ad-hoc process to enhance the quality of the case or to generate the new cases. However, the proposed approach uses a combination of two approaches as one process. Figure 3 shows the process of unified learning. It consists of four steps: retrieve, reuse, revise, and retain. By following the proposed approach, the system can not only reuse cases from the case base, but also learn experts' knowledge as modification rules from their behavior. Even though the name of each step is the same as those of CBR, reuse and revise in unified learning are relatively different from the general CBR process. The characteristics of LbD are included in the reuse and revise step to enhance the quality of learning results and reduce manual interventions from domain experts. At the beginning of the proposed approach, the retrieve step determines the most similar case with a given situation in the case base. To perform this, the system maps a new situation to the case structure and compares it with the existing cases by measuring the similarity between them. As a result of the retrieve step, the system retrieves the most similar case. Then, the retrieved case, which can be appropriate to the given problem in the reuse step, is tried to be directly reused in a given problem after applying the rules. However, even though some rules are applied, the given solution may still be inappropriate to the current situation. In that case, depending on the user's domain knowledge, the user can modify the solution of the retrieved case in the revise step. Based on this modification, the system learns a new rule. User intervention may be inevitable in the early phase because there could be insufficient rules to help the system make the appropriate solution revision. Finally, the given problem and the modified solution are combined and learned as a new case in the retain step. This new case can be used in the retrieve step for the next simulation.
In the following subsections, we provide more details on each step with a simplified example of a military battle simulation system.
Retrieve step
The retrieve step includes defining the case structure and similarity measure. The case structure is used to explain the problem and solution to a given situation. shows the meta-model of the case structure, which includes two elements: problem and solution. Furthermore, the problem is divided into attribute and value. An attribute is a distinguishing feature of a given domain and its environment. The granularity of attributes determines how the situation can be represented in detail. Attributes are classified into symbol and numeric types. A symbol attribute consists of predefined values and a numeric attribute has a real number with a diverse range depending on the characteristics of the attribute. If the attribute is a metric to define a situation, value is the type of measurement for each attribute. Finally, the solution includes a set of appropriate behaviors for a given situation. By combining the elements, the system and the user can define diverse situations as a case. Among them, attribute and value are used for comparing with other cases to find the most similar case. A solution is reused or revised in the next step for a new problem. For example, in the case of a military domain, mission, terrain, and combat power can be considered as attributes of the problem. In addition, the value of each attribute can be attack the enemy in mission attribute, mountain in terrain, and numeric value in combat power. Finally, the solution can be the specific tactic and strategy for the situation described by the given values. Based on the meta-model of the case structure, the system engineer can describe informal domain knowledge from the domain experts, stakeholders or documents, as a formal structured model. First, the system engineer analyzes the domain characteristics and enumerates all the features to describe the situations. And then, the system engineer chooses some features that are considered important to categorize the various situations and problems as the attributes of the case structure. Lastly, the system engineer deals with the possible values of each features and the behaviors to make the solution.
Similarity measure is the criterion for comparing two cases. The results of the retrieve step are determined by how the user defines the similarity measure. There are two types of similarity measures: local and global. The local similarity measure (LSM) is used only for specific attributes and defined in various ways depending on the characteristics of the attributes. As there are two types of attributes, LSMs are also divided into two types: symbolic and numeric measures. In the case of symbolic measures, there are similarity tables between predefined values. By checking two values, the system finds and uses a similarity rate represented in the table. In the case of numeric measures, there are many possible measures such as Euclidean distance, Hamming distance, cosine similarity, or linear distance function. 26 Depending on the characteristics of the domain and attribute, we can select one of them. Therefore, we define the LSM of an attribute as the generalized notation without mentioning the specific methods. As given in the following, LSM a represents the LSM of a specific attribute a and SM a V
On the other hand, the global similarity measure (GSM) is used for the overall case structure. As given in the following, LSM a and w a represent the LSM and weight value of a specific attribute a, respectively:
Consequently, GSM is a weighted summation of the LSMs of all attributes. The reason why we use a weighted summation is that we want to emphasize different importance levels for each attribute, because the weight represents the level of importance of attributes. The weight has a range of 0-1. A value close to 0 signifies low importance while a value close to 1 signifies high importance.
As an example, we use a military battle simulation system that determines the appropriate behavior of an infantry platoon based on given circumstances. In order to simplify the example scenario, we assume that the case structure has simplified symbolic attributes such as objective, relative combat power (RCP), and climate. Values and similarity measures are defined as given in Table 2 . For the global similarity, each attribute has relative weights of objective, RCP, and climate as 2:2:1 in the assumption.
As shown in Figure 5 (a), the current situation is attack, strong, and sunny in each attribute. In the case base, there are two available cases. To compare the current situation with the two cases, the following provides the formula to calculate the similarity of given examples: Figure 4 . The meta-model of the case structure.
Applying the similarity values that are given in Table 2 , the similarity of the two cases is calculated as 62% and 54% for Case 1 and Case 2, respectively. Because the similarity of the first case is higher than that of the second case, the system selects Case 1 as the most similar case.
Consequently, in the retrieve step, well-defined case structure and similarity measures are the most important aspects.
Reuse step
In the reuse step, the retrieved solution is reused to solve the given problem after applying appropriate rules that are entered in the development process or learned in the revise step. The proposed approach does not directly apply the retrieved solution to the current problem, but automatically modifies inappropriate points using rules. Consequently, the system can provide solutions that are more appropriate to the user. Figure 5 (b) shows the process of the reuse step in our military battle simulation system example. Initially, the solution to the first case should be applied to the current situation. However, in the rule base, there is a rule that ''if climate is sunny, detour is not necessary.'' This rule can be predefined during the system design and development or learned by the user's knowledge during the past simulation. It can be applied because the condition statement of the rule is the same as that of the current situation. Therefore, the system deletes detour in the solution as a result of applying the rule. If there is no applicable rule in the rule base, the system should suggest the solution from the reused case.
The system suggests new solutions to the user after automatically modifying the solution to the current situation by applying suitable rules. This means that the system reuses existing solutions and rules to find a better solution without any intervention of the user. If all exception cases and conditions are covered in the case and rule base, the user does not need to exert more effort to modify the solution. In this situation, the solution is immediately applied, and then the system directly moves to the retain step after skipping the revise step. However, when the suggested solution is inappropriate, then it does not satisfy the user's expectation: the user directly intervenes in the dissatisfaction points and modifies those points in the revise step. Consequently, this step provides more appropriate solutions than the retrieved one by applying rules.
Revise step
The revise step is the most important part of the process. If the reused and modified solutions are inappropriate for a given problem, the user should intervene in the learning process. For an ideal automated learning process, user intervention can be considered as a weak point. Even though several studies attempted to devise an automated solution revision, there are only predefined and limited rules. 11 This may be insufficient for a long time simulation and learning process, because there can be changes and alterations of rules. In the existing approach, the system engineer needs to change the rule base. Even though the proposed approach requires user intervention at the early phase, the frequency of intervention will be decreased and the user does not need to change the rule base because the rules can be learned at runtime.
In the revision process, the user defines the rule by determining two elements: rule activation condition and rule application result. The rule has ''if \ rule activation condition . then \ rule application result . '' structure. Rule activation condition is the set of pairs of attributes and values that triggers the modification of the reused solution. It comprises the criteria that determine whether a rule is activated or not by comparing the current situation and the retrieved case. It is defined as two different statements: (a) attribute-value statement (attribute =/!= value) and (b) value-value statement (value . / . =/=/ \ =/ \ value). Depending on the situation, the user can select a combination of various conditions. The rule application result represents the result of the rule application in the solution part. It is defined as the pair of the current solution and the new modified solution (current solution ! new modified solution). In order for the system to learn the new rule, the user needs to select that solution, which is modified as the rule application result and whose attribute and value affect the modification as rule activation condition, based on his domain knowledge. For example, as shown in Figure 5(c) , the user decides to insert ''chase enemy'' behavior after ''charge attack'' behavior, because the ''RCP'' attribute has a ''strong'' value. In this case, (''RCP'' attribute = ''strong'' value) is the rule activation condition. Along with this decision, the rule application result is the pair of ''charge attack'' behavior in the current solution and the sequence of ''charge attack'' and ''chase enemy'' behaviors in the new modified solution (''charge attack''!''charge attack, chase enemy''). Consequently, the new rule ''If ('RCP' attribute = 'strong' value), then ('charge attack'!'charge attack, chase enemy')'' is set up and learned into the rule base. In the current example, the user only selects the ''RCP'' attribute as the rule activation condition. If the user determines that the ''sunny'' value of the ''climate'' attribute also affects the behavior change, then the rule can be ''if ('RCP' attribute = 'strong' value and 'climate' attribute = 'sunny' value), then ('charge attack'!'charge attack, chase enemy'). '' In the proposed approach, the system automatically learns new rules from the user behavior by adopting LbD. During the rule learning process, there are two problems: the number of behaviors to be learned as new rules and the repeated similar behaviors with different rule activation conditions. The number of behaviors to be learned as new rules depends on the characteristics of the domain and user preferences. In the example mentioned above, every behavior of the user is learned as a new rule. However, this is inefficient in a complex system and domain. In addition, there may be similar behaviors with different rule activation conditions. When this occurs, the system needs to generalize a set of similar rules to cover various situations. This generalization process is another challenging issue that we should address in future research.
Retain step
The last step of the proposed approach is the retain step. In this step, the current situation with the reused and revised solutions is learned as a new case. Figure 5(d) describes the result of the entire process of the example case including the current situation and the new course of action: move, charge attack, and chase enemy. Because the system steadily learns new cases, it can cover diverse situations and provide precise solutions without any user intervention.
Unified learning has three contributions: (a) dynamic rule learning, (b) semi-automated solution revision, and (c) increased objectivity and high reliability of the learning result. In the perspective of dynamic rule learning, it is easier to add rules by interacting with domain experts and learning from their behaviors in comparison with other existing rule-based approaches. In the existing rule-based approach, the rule base should be manually updated whenever the rules are changed. If the system needs a new rule set or modifies the existing rules, the rule module of the system should be changed. However, the proposed approach provides the capability of rule learning by observing the user's behavior. The reason why it is called dynamic rule learning is that the rule can be learned at runtime. It also has two shortcomings, that the initial rule is limited and the rule learning process requires user interventions. Despite these shortcomings, it will be better than existing works because we can easily add and manage rules. Existing works give the workloads to the system designer to understand the domain knowledge, but the proposed approach moves the workloads to the users who are the domain experts. The next contribution is the semiautomated solution revision. By using dynamically learned rules, the system can automatically modify the solution according to the current situation. Even though it requires a certain number of user interventions at the early step, the number of user interventions can be continuously decreased after the rule base is expanded to a certain level. There are several attempts to address automated solution revision, but they only have limited and predefined rules.
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The proposed method can extend and advance the revision rules through dynamic and continuous rule learning. Moreover, after many rules are learned, the system can perform a fully automated behavior. Finally, it supports increased objectivity and high reliability of the learning result, because the learning result is based not only on the knowledge of domain experts, but also on the practical experience under similar situations. If we use any of them, we can achieve the advantage of either increased objectivity by the practical experience or high reliability by the knowledge of domain experts. However, in the proposed approach, they are combined; thus, we achieve both advantages simultaneously.
Experiments
In this section, we will verify and evaluate the proposed approach using a military simulation application for infantry platoon battle scenarios. Before we apply the proposed approach, we need to consider two assumptions on the target domain and simulation environment. The first assumption is that the simulation should be repeated many times in order to learn many cases and rules. If there is only one time or few simulations, the proposed approach is not applicable. The second one is that there are frequent dynamic and unpredictable changes during the simulation. If the simulation proceeds only in a fixed process, it is difficult to apply the proposed approach. A military simulation application is appropriate for the given assumptions. This system suggests the sets of behaviors of the infantry platoon when they meet unexpected situations during the operation. The user evaluates whether a suggestion is appropriate or not. The user can modify the behaviors that are more appropriate than existing ones for a current situation.
Experimental setting
We define the case structure and initial case base including the diverse situations based on the book, Infantry Attack written by Erwin Rommel, who was a general commander during World War I. 27 The book includes his experiences in the war with detailed descriptions on battle situations. In order to represent the situation as the case, we extract 12 attributes based on METT-T (mission, enemy, terrain, troops, and time available) factors. 28 Figure 6(a) shows the case structure with the attributes. The case name, description, and number are used as unique identifiers for each case. Based on this case structure, we initially create 37 cases describing different battle situations.
The proposed approach is verified by analyzing the experimental results and surveying user preferences between the result of the basic CBR and that of the proposed approach. The process of the experiment includes three steps: (a) training, (b) comparison, and (c) evaluation. In the training step, the system randomly chooses a case from the case base and provides it to the user. The user examines the selected situation and solution, and then modifies certain behaviors of soldiers by selecting rule activation conditions based on the user's knowledge. The system learns it as the initial rule. In the comparison step, the user generates the situation, and then, the system suggests two solutions based on the generated situation. One solution is derived from the basic CBR process and the other is derived from the proposed approach. Between the two solutions, the user determines which one is more appropriate for the given situation based on the user's intuition. During the comparison step, the system monitors and collects information from the user's behaviors. For the last step, we evaluate the results. We consider four aspects: (a) continuous learning, (b) automatic behavior suggestion, (c) preference of the user, and (d) complementation between the two learning approaches. The first aspect is represented by the number of learned cases and rules. The second aspect is represented by the number of applied rules and directly reused cases. The third aspect is calculated by comparison of the user's choice between two solutions. By using these results, we evaluate the efficiency of the proposed approach and determine whether it is better than the basic CBR process. In addition, how each approach complements with each other is analyzed using the result of the above mentioned experiment.
We use MyCBR 3.1, JESS 7.1.p2, and Java to build the experimental system. MyCBR is an Open Source project for CBR implementation. It supports the functionality of CBR with simple and intuitive tools. JESS is a popular rule engine. It supports learning rules and automatically applies corresponding rules to given situations. Both of them provide Java API; thus, we use them to build the Java application. Figure 6(b) shows the user interface of the experiment application.
Experimental results
In the experiments, we had two subjects (S1 and S2), who have experience in the Korean army as a captain and a second lieutenant. Because the proposed approach is continuously learning and evolving by interacting with the user, the learned knowledge can be customized to a user. Therefore, we had an in-depth study with the two subjects, who are familiar with the military domain.
In the training step, we trained the system 15 times and the system learned 14 rules. At the early stage of the comparison step, the system only uses these rules to suggest better and appropriate solutions. In the comparison step, the subject considers 50 original comparison cases that he generated. During the comparison step, we examine the action of the user or the system in order to collect the number of learned rules, applied rules, reused cases, and retrieved cases, which are monitored and collected during the experiment, and the user's preference voting between two solutions derived from the basic CBR and unified learning. By using these values, we verify the feasibility and advantage of the proposed approach in the evaluation step. Figure 7 shows five graphs as a result of the evaluation. Figure 7 (a) describes the relation between the number of runs and the number of reused cases. It shows how many retrieved cases are directly reused for a given problem. In the graph, we can observe that the number of reused cases is increasing as the system learns many rules over time. In the case of S1, the graph steadily increases. On the contrary, the graph of S2 suddenly increases from the midpoint. Figure 7 (b) shows how many rules are learned during the training step and the comparison step. In the case of S1, during the training step, 14 rules are learned under 15 training times (approximately 93%). On the other hand, 29 rules are learned under 50 experiment runs (58%) in the comparison step. Similarly, S2 has 127% (19 rules/15 experiment runs) in the training step and 76% (38 rules / 50 experiment runs) in the comparison step. Even though the number of comparison steps is three times than that of the training step, the ratio of learned rules to training times is twice than that of the ratio of learned rules to the experiment runs. This means that rule learning is continuously decreasing because the system learns a sufficient number of rules that the user taught in a given problem space. Therefore, after learning a certain number of rules, it supports semi-automated revision, which is the main contribution of the proposed approach. Figure 7(c) shows the user preferences between two different solutions derived from unified learning and basic CBR. In addition, when both solutions show the same result or the user is not satisfied with any of the solutions, the user chooses none of them. S1 selects unified learning 36 times, basic CBR 1 time, and none of them 13 times. S2 selects unified learning 14 times, basic CBR 3 times and none of them 33 times. This means that the proposed approach is more appropriate in the assumed situation and introduces more reasonable solutions to the user when both solutions are different. Figure 7(d) shows the numbers of specific retrieved cases that are retained during the experiment. By learning diverse situations as new cases in which rules are applied, rule applications to retrieved cases are reduced or not required. As shown in Figure 7(d) , the cases, which are dynamically learned during the simulation, are often retrieved by both S1 and S2. The number of rules that should be applied can be decreased if a retained case does not exist. Figure 7 (e) represents the number of rules that is automatically applied to the retrieved solution in the reuse step. According to the subject S1, there are only six cases where no rule is applied. In the other 44 cases, at least one rule is applied. Mainly one or two rules are applied to 34 cases and at most four rules are applied to 3 cases. In the case of S2, no rule is applied to 26 cases and some rules are applied to 24 cases. One or two rules are applied to 17 cases and three or four rules are applied to 7 cases. In particular, S2 comes across many cases where no rules are applied. However, as shown in Figure 7 (d), many retained cases are retrieved. This means that the rules can be applied to various situations; this can reduce the tedious and time-consuming workloads of the user. The reason why many rules are not activated on each case is that the rules generated by the subject may be too specific and detailed to be applied to various situations. In addition, Figure 7 (e) shows the correlation between the reusing/ revising cases and the number of applied rules. For cases where many rules (three or four rules) are applied to the retrieved case, S1 has 10 cases and S2 has 7 cases. Among them, in the perspective of S1, seven cases are directly reused (70%) and three cases are revised (30%). In the perspective of S2, five cases are directly reused (approximately 71%) and two cases are revised (approximately 29%). On the other hand, for cases where only few rules (one or two rules) are applied to the retrieved case, S1 has 34 cases and S2 has 17 cases. Among them, in the perspective of S1, 13 cases are directly reused (approximately 38%) and 21 cases are revised (approximately 62%). In the perspective of S2, 7 cases are directly reused (approximately 41%) and 10 cases are revised (approximately 59%). Overall, the ratio of the directly reused cases to the number of runs is approximately 70% in situations where many rules are applied and approximately 40% in situations where few rules are applied. This means that the retrieved cases are likely to have a high degree of suitability for the given situation when many rules are applied to the retrieved case. Therefore, after learning more diverse and specific rules, many rules can be applied to various situations. Consequently, the reusing rate will be increased and the number of user interventions in the revise step will be decreased.
Finally, we discuss the result of complementation between the two types of learning approaches. For CBR, its disadvantages are the difficulty of direct reuse and automatic revision. This is alleviated by rule learning using LbD in the initial training phase. As shown in Figure 6 (a) and (e), the number of directly reused cases and applied rules is increasing. This means that the rules are learned and automatically applied in appropriate situations, and then the automated revised cases are directly reused many times as the experiment proceeds. On the contrary, in the case of LbD, the disadvantage is its high dependence on domain experts, resulting in subjectivity. This is mitigated by using the cases as empirical data sets. As shown in Figure 6 (b) and (d), it requires initial time to learn a certain number of rules, but after learning them, the graphs show that rule learning does not drastically occur and the possibility of retrieving new retained cases is increasing. This means that domain experts do not need to directly modify improper behaviors and intervene in the simulation process. That is, both learning approaches complement each other, and this has a positive effect on the learning result.
Conclusion and future work
In this study, we propose a unified learning for simulation objects to adapt to new situations and dynamically plan new behaviors. There are data-driven approaches and knowledge-driven approaches to deal with the adaptive behavior planning for simulation objects. However, there are disadvantages to using each approach alone. The proposed method combines both approaches and complements the disadvantage of one approach through the advantages of the other. In the perspective of CBR, it is difficult to directly reuse a retrieved case and automatically revise inappropriate cases. This is overcome by using the advantage of the knowledge-driven approach through knowledge creation from domain experts. Newly created knowledge is used to automatically revise a given solution for direct reuse. These types of knowledge are the rules in which the user's behavior is projected. It reduces the number of interventions from users. On the other hand, LbD has the disadvantage that it is extremely dependent on the user's knowledge, resulting in the intervention of user subjectivity. In order to overcome this disadvantage, we use knowledge reuse, which is the advantage of the data-driven approach. By reusing an existing knowledge, which is already verified in similar problems, the system attains a certain level of reliability of results with lesser intervention and lower dependency on experts. In addition, the system can quickly respond to dynamic rule changes and the extracted solution has a higher objectivity than that of the basic LbD process. Through the experiments on a military battle simulation application, we verify and prove the feasibility and efficiency of the proposed approach. It shows the capability of decreasing the user's direct intervention and increasing system automatic revisions for new situations that the simulation object encounters without the need for understanding the rationale behind the behavior of simulation objects.
However, the proposed approach still has some limitations. In order to address these limitations, there are two future studies: rule managing and different experiments on various domains. Rule managing is relatively sensitive and is a difficult challenge because of rule aging and conflicts between rules. When a system learns many rules, some of them are not currently used and some have conflicts among them. The first case refers to rule aging. If a certain rule is learned at the early stage, the rule can be often activated. However, after a certain period, the rule is no longer activated or the system generates more appropriate rules than existing ones for a current situation. In this case, the system should determine whether this rule should be retained or not in order to optimize the rule base. In addition, by continuously learning many rules, conflicts can occur between different rules. This should be addressed to achieve better learning results and system operation.
In addition, the current experimental domain is the military domain. This means that the subject should have special knowledge and experience in the army. Because of the characteristics of the proposed approach, we had an indepth experiment with two subjects, who have had military experience as the commander of the platoon. However, if the domain is more friendly or general, we can obtain more data from various subjects. It is important to compare and prove the feasibility or efficiency of the proposed approach. As a future research, we will consider other domains that are difficult to understand, such as the car navigation system, smart grid system, or other missioncritical systems and analyze the rationale behind the behavior of simulation objects.
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