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SOLUTIONS OF THE BRAID EQUATION WITH SET-TYPE
SQUARE
JORGE A. GUCCIONE, JUAN J. GUCCIONE, AND CHRISTIAN VALQUI
Abstract. For a family of height one orders (X,≤) and each non-degenerate
solution r0 : X × X −→ X × X of the set-theoretic braid equation on X
satisfying suitable conditions, we obtain all the non-degenerate solutions of
the braid equation on the incidence coalgebra of (X,≤) that extend r0.
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Introduction
Let V be a vector space over a field K and let r : V ⊗K V −→ V ⊗K V be a bijective
linear operator. We say that r satisfies the braid equation if
r12 ◦ r23 ◦ r12 = r23 ◦ r12 ◦ r23,
where rij denotes r acting on the i-th and j-th coordinates. Since the eighties many
solutions of the braid equation have been found, many of them being deformations
of the flip. It is interesting to obtain solutions that are not of this type, and in [6],
Drinfeld proposed to study the most simple of them, namely, the set-theoretic ones,
i.e. pairs (X, r0), where X is a set and
r0 : X ×X −→ X ×X
is an invertible map satisfying the braid equation. Each one of these solutions
yields in an evident way a linear solution on the vector space with basis X . From a
structural point of view this approach was considered first by Etingof, Schedler and
Soloviev [7] and Gateva-Ivanova and Van den Bergh [8] for involutive solutions, and
then by Lu, Yan and Zhu [11] and Soloviev [13] for non-degenerate not necessarily
involutive solutions. In the last two decades the theory has developed rapidly, and
now it is known that it has connections with bijective 1-cocycles, Bierbach groups
and groups of I-type, involutive Yang-Baxter groups, Garside structures, biracks,
cyclic sets, braces, Hopf algebras, matched pairs, left symmetric algebras, etcetera
(see, for instance [1], [4], [3], [2], [5], [9], [12], [14]).
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Suppose now that (X,≤) is a locally finite poset and consider its incidence
coalgebra D. We identify each a ∈ X with the pair (a, a) in D. In [10] the
following problem was posed:
Let r0 : X×X −→ X ×X be a non-degenerated solution of the set
theoretical braid equation. Find necessary and sufficient conditions
in order that r0 is the restriction of a non-degenerate coalgebra
automorphism r of D⊗D, which is a solution of the braid equation,
and then find all such extensions.
Let r : D ⊗D −→ D ⊗D be a linear map. For a ≤ b and c ≤ d write
r((a, b)⊗ (c, d)) =
∑
e≤f
∑
g≤h
λ
e|f |g|h
a|b|c|d (e, f)⊗ (g, h), (0.1)
with λ
e|f |g|h
a|b|c|d ∈ K. Assume that r is a non-degenerate coalgebra automorphism
that induces a non-degenerate solution r0 : X×X −→ X×X of the braid equation.
In [10, Proposition 4.3] we give the equations that the coefficients λ
e|f |g|h
a|b|c|d ’s must
satisfy in order that r is a solution of the braid equation. In Corollary 2.5 we
prove that in fact it suffices to solve a relatively small subset of these equations,
corresponding to lower extremal inclusions (see Definition 2.3). For instance, when
X = {x, y} with x < y, then by [10, Corollary 2.5], necessarily r0 is the flip and the
number of equations we must solve according to [10, Proposition 4.3] is 125. From
these 8 are trivially true and 36 are solved by a general result in [10]. Our result
shows that it suffices to solve 7 of the remaining 81 equations.
Although the general problem seems to be difficult even with this reduction, the
above mentioned result allows us in Section 4 to make significant progress towards
the solution of the following problem:
Given r0 as above, find all the non-degenerate coalgebra automor-
phisms r : D⊗D −→ D⊗D fulfilling the following conditions: it is
a solution of the braid equation, it induces r0 on X×X and has set-
type square up to height 1 (see Definition 3.4), and then determine
which ones of these maps have set-type square (see Definition 3.1).
In this section we consider a height 1 poset (X,≤) with cardinal u + v, having
u minimal elements a0, . . . , au−1 and v maximal elements b0, . . . , bv−1 such that
ai < bj for all i, j. We assume that u and v are coprime, and we consider a non-
degenerate bijective set-theoretic solution r0 of the braid equation on X . Moreover,
we also assume that there exist poset automorphisms φr and φl of X such that
r0(x, y) = (φl(y), φr(x))
and φr ◦φl induces an uv-cycle on the set of all the pairs (ai, bj). Our main result is
Theorem 4.15, in which we determine all non-degenerate coalgebra automorphisms
ofD⊗D with set-type square up to height 1, that are solutions of the braid equation
and induce r0 on X×X . This gives various infinite families of solutions of the braid
equation. Finally, in Proposition 4.16, we determine which ones of these solutions
have set-type square.
1 Preliminaries
A partially ordered set or poset is a pair (X,≤) consisting of a set X endowed with
a binary relation ≤, called an order, that is reflexive, antisymmetric and transitive.
A connected component of X is an equivalence class of the equivalence relation
generated by the relation x ∼ y if x and y are comparable. The height of a finite
chain a0 < · · · < an is n. The height h(X) of a finite poset X is the height of its
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largest chain. Let a, b ∈ X . The closed interval [a, b] is the set of all the elements
c of X such that a ≤ c ≤ b. We say that b covers a, and we write a ≺ b (or b ≻ a),
if [a, b] = {a, b}. A poset X is locally finite if [a, b] is finite for all a, b ∈ X .
In the sequel (X,≤) is a locally finite poset and Y := {(a, b) ∈ X×X : a ≤ b}. It
is well known that D := KY is a counitary coalgebra, called the incidence coalgebra
of X , via
∆(a, b) :=
∑
c∈[a,b]
(a, c)⊗ (c, b) and ǫ(a, b) = δab.
Consider KX endowed with the coalgebra structure determined by requiring that
each x ∈ X is a group like element. The K-linear map ι : KX → D defined by
ι(x) := (x, x) is an injective coalgebra morphism, whose image is the subcoalgebra
of D spanned by its group like elements.
Recall from [7] that a map r0 : X ×X −→ X ×X is called non-degenerate if the
maps a(−) and (−)b from X to X , defined by (ab, ab) := r0(a, b) are bijective for all
a, b ∈ X .
Let r be a coalgebra automorphism of D ⊗D and let
σ := (D ⊗ ǫ) ◦ r and τ := (ǫ⊗D) ◦ r.
We say that r is non-degenerate if the maps
(D ⊗ σ) ◦ (∆⊗D) and (τ ⊗D) ◦ (D ⊗∆)
are isomorphisms (see [10, Subsection 1.1]).
Let r : D ⊗D −→ D ⊗D be a linear map and let(
λ
e|f |g|h
a|b|c|d
)
(a,b),(c,d),(e,f),(g,h)∈Y
be as in equality (0.1). In [10, Section 2 and Theorem 3.4] we prove that r is a
non-degenerate coalgebra automorphism if and only if it induces by restriction a
non-degenerate bijection r0 : X ×X −→ X ×X and
1) for a ≤ b and c ≤ d, ∑
e,g
λ
e|e|g|g
a|b|c|d = δabδcd; (1.1)
2) the maps a(−) and (−)b are automorphisms of posets;
3) if a and b belong to the same component of X , then a(−) = b(−) and
(−)a = (−)b;
4) if a ≤ b, c ≤ d, e ≤ f , g ≤ h and λ
e|f |g|h
a|b|c|d 6= 0, then a
c ≤ g ≤ h ≤ bc and
ac ≤ e ≤ f ≤ ad;
5) if a ≤ b, c ≤ d e ≤ f , g ≤ h, ac ≤ g ≤ h ≤ bc and ac ≤ e ≤ f ≤ ad, then
λ
e|f |g|h
a|b|c|d = λ
e|y|g|z
a|zc¯|c|a¯yλ
y|f |z|h
zc¯|b|a¯y|d (1.2)
for each y, z ∈ X such that e ≤ y ≤ f and g ≤ z ≤ h.
By [10, Remark 2.1], we know that λ
xy|xy|xy|yx
x|x|y|y = 1 for all x, y ∈ X . We will use
freely this fact.
2 Factorization of solutions
Let r : D⊗D −→ D⊗D be a non-degenerate coalgebra automorphism that induces
a non-degenerate solution r0 : X ×X → X ×X of the braid equation.
Let (a, b), (c, d), (e, f), (g, h), (i, j), (k, l) ∈ Y and let
T := [a, b]× [c, d]× [e, f ] and S := [g, h]× [i, j]× [k, l].
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We consider X ×X ×X endowed with the product order. Note that S and T are
the closed intervals [(g, i, j), (h, k, l)] and [(a, c, e), (b, d, f)] in X ×X ×X . Clearly
S ⊆ T if and only if
[g, h] ⊆ [a, b], [i, j] ⊆ [c, d] and [k, l] ⊆ [e, f ]. (2.1)
Note also that
h(T ) = h([a, b]) + h([c, d]) + h([e, f ]).
For S ⊆ T as above we define
LBE(S, T ) :=
∑
x∈[a,g]
y∈[h,b]
∑
w∈[c,i]
z∈[j,d]
∑
u∈[e,k]
v∈[l,f ]
λ
aw|az|xc|yc
a|b|c|d λ
xcu|x
c
v|gce|hce
xc|yc|e|f λ
ack|acl|ai
aie|aj
aje
aw|az|xcu|xcv
and
RBE(S, T ) :=
∑
x∈[a,g]
y∈[h,b]
∑
w∈[c,i]
z∈[j,d]
∑
u∈[e,k]
v∈[l,f ]
λ
cu|cv|we|ze
c|d|e|f λ
ack|acl|x
cu|y
cu
a|b|cu|cv λ
a
ie
ie|a
je
je|gce|hce
x
cu|ycu|we|ze
.
In [10, Proposition 4.3] the following result is proved:
Proposition 2.1. The map r is a solution of the braid equation if and only if
LBE(S, T ) = RBE(S, T ) for all S ⊆ T . (2.2)
For each S := [(g, i, j), (h, k, l)], we set
ψ(S) := (gik, gil)⊗ (g
ik
ik, g
ik
jk)⊗ (gik, hik).
Let T := (a, b)⊗ (c, d)⊗ (e, f). A direct computation shows that
(r ⊗D) ◦ (D ⊗ r) ◦ (r ⊗D)(T) =
∑
S⊆T
LBE(S, T )ψ(S)
and
(D ⊗ r) ◦ (r ⊗D) ◦ (D ⊗ r)(T) =
∑
S⊆T
RBE(S, T )ψ(S)
(see the proof of [10, Proposition 4.3]). Since r ⊗ D and D ⊗ r are coalgebra
morphisms, this implies that
δabδcdδef = (ǫ⊗ ǫ⊗ ǫ)(T) =
∑
S⊆T
h(S)=0
LBE(S, T ), (2.3)
and similarly
δabδcdδef =
∑
S⊆T
h(S)=0
RBE(S, T ). (2.4)
Assume S ⊆ T and let (p, q, s) ∈ S. We define the splitting of the inclusion S ⊆ T
at (p, q, s) as the pair (S1 ⊆ T1, S2 ⊆ T2), where
S1 := [(g, i, j), (p, q, s)], T1 := [(a, c, e), (p, q, s)],
S2 := [(p, q, s), (h, k, l)], T2 := [(p, q, s), (b, d, f)].
Theorem 2.2. The following equalities hold:
LBE(S, T ) = LBE(S1, T1) LBE(S2, T2)
and
RBE(S, T ) = RBE(S1, T1)RBE(S2, T2).
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Proof. Since by definition we have
LBE(S, T ) =
∑
x∈[a,g]
y∈[h,b]
∑
w∈[c,i]
z∈[j,d]
∑
u∈[e,k]
v∈[l,f ]
λ
aw|az|xc|yc
a|b|c|d λ
xcu|x
c
v|gce|hce
xc|yc|e|f λ
ack|acl|ai
aie|aj
aje
aw|az|xcu|xcv
,
LBE(S1, T1) =
∑
x∈[a,g]
∑
w∈[c,i]
∑
u∈[e,k]
λ
aw|aq|xc|pc
a|p|c|q λ
xcu|x
c
s|gce|pce
xc|pc|e|s λ
ack|acs|ai
aie|aq
aqe
aw|aq|xcu|xcs
and
LBE(S2, T2) =
∑
y∈[h,b]
∑
z∈[j,d]
∑
v∈[l,f ]
λ
pq|pz|pq|yq
p|b|q|d λ
pqs|p
q
v|pqs|hqs
pq |yq|s|f λ
pqs|pql|pq
pqs|pj
pjs
pq|pz|p
q
s|p
q
v
,
in order to prove the first equality, it suffices to note that, by [10, Proposition 2.10],
[10, Corollary 2.5] and [10, Remark 4.2], the equalities
λ
aw|az|xc|yc
a|b|c|d = λ
aw|aq|xc|pc
a|p|c|q λ
aq|az|pc|yc
p|b|q|d = λ
aw|aq|xc|pc
a|p|c|q λ
pq|pz|pq|yq
p|b|q|d ,
λ
xcu|x
c
v|gce|hce
xc|yc|e|f = λ
xcu|x
c
s|gce|pce
xc|pc|e|s λ
xcs|x
c
v|pce|hce
pc|yc|s|f = λ
xcu|x
c
s|gce|pce
xc|pc|e|s λ
pqs|p
q
v|pqs|hqs
pq|yq|s|f
and
λ
ack|acl|ai
aie|aj
aje
aw|az|xcu|xcv
= λ
ack|acs|ai
aie|aq
aqe
aw|aq|xcu|xcs
λ
acs|acl|aq
aqe|aj
aje
aq|az|xcs|xcv
= λ
ack|acs|ai
aie|aq
aqe
aw|aq|xcu|xcs
λ
pqs|pql|pq
pqs|pj
pjs
pq|pz|p
q
s|p
q
v
hold. We leave the proof of the second equality to the reader. 
Definition 2.3. We say that an inclusion of intervals [α, β] ⊆ [γ, δ] with γ < δ is
lower extremal if α = β = γ and that is upper extremal if α = β = δ.
Remark 2.4. Note that S ⊆ T is extremal if either the three inclusions in (2.1) are
lower extremal or the three inclusions are upper extremal.
Corollary 2.5. The map r is a solution of the braid equation if and only if iden-
tity (2.2) hold for all S ⊆ T lower extremal with h(T ) ≥ 1 or S = T and h(T ) = 1.
Proof. By Proposition 2.1 we must show that LBE(S, T ) = RBE(S, T ) for all S ⊆ T .
When h(T ) = 0 this is true since r0 : X × X → X ×X is a solution of the braid
equation, while for n = 1 it is true by hypothesis. Assume now that identity (2.2)
hold for S ⊆ T with h(T ) ≤ n for some n ≥ 1 and set T = [(a, c, e), (b, d, f)]
with h(T ) = n+ 1. Let S := [(a, c, e), (a, c, e)] and S := [(b, d, f), (b, d, f)]. By the
hypothesis, we know that (2.2) is satisfied for S = S. Moreover, for S ⊆ T with
S /∈ {S, S} there exists a splitting (S1 ⊆ T1, S2 ⊆ T2) of S ⊆ T with h(T1), h(T2) <
h(T ). Hence, in this case the result follows by induction on h(T ), using Theorem 2.2.
Finally we have
LBE(S, T ) =
∑
S⊆T
h(S)=0
LBE(S, T )−
∑
S⊆T, S 6=S
h(S)=0
LBE(S, T )
=
∑
S⊆T
h(S)=0
RBE(S, T )−
∑
S⊆T, S 6=S
h(S)=0
RBE(S, T )
= RBE(S, T ),
where in the second equality we have used equalities (2.3) and (2.4). 
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2.1 Braid equation for lower extremal inclusions in height one or-
ders.
Next we analyze exhaustively the meaning of equalities (2.2) when the order has
height one, the sum of the lengths of the intervals [a, b], [c, d] and [e, f ] is greater
than 1 and the inclusions are lower extremal:
1) When g = h = a ≺ b, i = j = c ≺ d and e = f = k = l, then (2.2)
reduces to∑
y∈[a,b]
z∈[c,d]
λ
ac|az|ac|yc
a|b|c|d λ
ace|a
c
e|ace|ace
ac|yc|e|e λ
ace|ace|ac
ace|ac
ace
ac|az|ace|ace
=
∑
y∈[a,b]
z∈[c,d]
λ
ce|ce|ce|ze
c|d|e|e λ
ace|ace|a
ce|y
ce
a|b|ce|ce λ
a
ce
ce|a
ce
ce|ace|ace
a
ce|yce|ce|ze
.
(2.5)
2) When g = h = a ≺ b, i = j = c = d and k = l = e ≺ f , then (2.2)
reduces to∑
y∈[a,b]
v∈[e,f ]
λ
ac|ac|ac|yc
a|b|c|c λ
ace|a
c
v|ace|ace
ac|yc|e|f λ
ace|ace|ac
ace|ac
ace
ac|ac|ace|acv
=
∑
y∈[a,b]
v∈[e,f ]
λ
ce|cv|ce|ce
c|c|e|f λ
ace|ace|a
ce|y
ce
a|b|ce|cv λ
a
ce
ce|a
ce
ce|ace|ace
a
ce|yce|ce|ce
.
(2.6)
3) When g = h = a = b, i = j = c ≺ d and k = l = e ≺ f , then (2.2)
reduces to∑
z∈[c,d]
v∈[e,f ]
λ
ac|az|ac|ac
a|a|c|d λ
ace|a
c
v|ace|ace
ac|ac|e|f λ
ace|ace|ac
ace|ac
ace
ac|az|ace|acv
=
∑
z∈[c,d]
v∈[e,f ]
λ
ce|cv|ce|ze
c|d|e|f λ
ace|ace|a
ce|a
ce
a|a|ce|cv λ
a
ce
ce|a
ce
ce|ace|ace
a
ce|ace|ce|ze
.
(2.7)
4) When g = h = a ≺ b, i = j = c ≺ d and k = l = e ≺ f , then (2.2)
reduces to∑
y∈[a,b]
z∈[c,d]
v∈[e,f ]
λ
ac|az|ac|yc
a|b|c|d λ
ace|a
c
v|ace|ace
ac|yc|e|f λ
ace|ace|ac
ace|ac
ace
ac|az|ace|acv
=
∑
y∈[a,b]
z∈[c,d]
v∈[e,f ]
λ
ce|cv|ce|ze
c|d|e|f λ
ace|ace|a
ce|y
ce
a|b|ce|cv λ
a
ce
ce|a
ce
ce|ace|ace
a
ce|yce|ce|ze
.
(2.8)
Theorem 2.6. Assume that (X,≤) has height one and that equality (2.2) hold for
all S ⊆ T with h(T ) = 1, and S ⊆ T lower extremal or S = T . Then r is a solution
of the braid equation if and only if
- for all a ≺ b, c ≺ d and e ∈ X, the equality (2.5) is satisfied,
- for all a ≺ b, c ∈ X and e ≺ f , the equality (2.6) is satisfied,
- for all a ∈ X, c ≺ d and e ≺ f , the equality (2.7) is satisfied,
- for all a ≺ b, c ≺ d and e ≺ f , the equality (2.8) is satisfied.
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Proof. By Corollary 2.5. 
3 Conditions for solutions with set-type square
Let r : D ⊗ D −→ D ⊗ D be a non-degenerate coalgebra automorphism and let
r0 : X×X −→ X×X be the map induced by r. In the sequel we assume that r0 is
a non-degenerate solution of the set-theoretical braid equation and we set r2 := r◦r
and Y ⊗ Y := {a⊗ b : a, b ∈ Y }.
Definition 3.1. We say that r has set-type square if r2(Y ⊗k Y ) ⊆ Y ⊗k Y .
Remark 3.2. By [10, Remark 3.1], the map r has set-type square if and only if
r2((a, b)⊗ (c, d)) =
(ac ac, ac bc)⊗ (ac ac , ad ac), (3.1)
for all (a, b), (c, d) ∈ Y . Consequently, if r has set-type square, then r permutes the
elements of Y ⊗k Y .
Remark 3.3. When a = b and c = d, then equality (3.1) holds since r0 is a solution
of the set-theoretical braid equation.
Definition 3.4. We say that r has set-type square up to height 1 if equality (3.1)
holds for all the (a, b), (c, d) ∈ Y with h([a, b]) + h([c, d]) = 1.
Let (a, b), (c, d), (e, f), (g, h) ∈ Y and let
T := [a, b]× [c, d] and S := [e, f ]× [g, h]. (3.2)
We consider X ×X endowed with the product order. Note that S and T are the
closed intervals [(e, g), (f, h)] and [(a, c), (b, d)] in X×X . Clearly S⊆ T if and only if
[e, f ] ⊆ [a, b] and [g, h] ⊆ [c, d].
Note also that h(T ) = h([a, b]) + h([c, d]). For S ⊆ T as above we define
LSQ(S, T ) :=
∑
x∈[a,e]
y∈[f,b]
∑
w∈[c,g]
z∈[h,d]
λ
aw|az|xc|yc
a|b|c|d λ
awec|
awfc|ag x
c
|ahx
c
aw|az|xc|yc
and
RSQ(S, T ) := δaeδbf δcgδdh.
Let V := (a, b)⊗ (c, d). Applying twice [10, Corollary 2.9], we obtain
r2(V) =
∑
[x,y]⊆[a,b]
[w,z]⊆[c,d]
∑
[e,f ]⊆[x,y]
[g,h]⊆[w,z]
λ
aw|az|xc|yc
a|b|c|d λ
awec|
awfc|ag x
c
|ahx
c
aw|az|xc|yc
(awec, awfc)⊗ (ag xc , ahxc).
Consequently, since by [10, Corollary 2.5](awec, awfc)⊗ (ag xc , ahxc) = (acec, acfc)⊗ (ag ac , ahac),
we have
r2(V) =
∑
S⊆T
LSQ(S, T )φ(S), (3.3)
where for S := [e, f ]× [g, h] we set φ(S) :=
(acec, acfc)⊗ (ag ac , ahac). Since r2 is a
coalgebra morphism, this implies that
δabδcd = (ǫ⊗ ǫ)(V) =
∑
S⊆T
h(S)=0
LSQ(S, T ).
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Let S ⊆ T and let (p, q) ∈ S. We define the splitting of the inclusion S ⊆ T at
(p, q) as the pair (S1 ⊆ T1, S2 ⊆ T2), where
S1 := [(e, g), (p, q)], T1 := [(a, c), (p, q)],
S2 := [(p, q), (f, h)], T2 := [(p, q), (b, d)].
Note that
RSQ(S, T ) = RSQ(S1, T1)RSQ(S2, T2) (3.4)
for each splitting of S ⊆ T .
Proposition 3.5. Equality (3.1) is true for (a, b)⊗ (c, d) if and only if
LSQ(S, T ) = RSQ(S, T ) for all S ⊆ T , (3.5)
where T := [a, b]× [c, d].
Proof. Since the map
(e, f)⊗ (g, h) 7→
(acec, acfc)⊗ (ag ac , ahac)
is injective, the result follows comparing coefficients in equalities (3.1) and (3.3). 
Proposition 3.6. Let S ⊆ T , (p, q) ∈ S and let ((S1, T1), (S2, T2)) be the splitting
of S ⊆ T at (p, q). The following equality hold:
LSQ(S, T ) = LSQ(S1, T1) LSQ(S2, T2).
Proof. Since, by definition
LSQ(S, T ) =
∑
x∈[a,e]
y∈[f,b]
∑
w∈[c,g]
z∈[h,d]
λ
aw|az|xc|yc
a|b|c|d λ
awec|
awfc|ag x
c
|ahx
c
aw|az|xc|yc ,
LSQ(S1, T1) =
∑
x∈[a,e]
∑
w∈[c,g]
λ
aw|aq|xc|pc
a|p|c|q λ
awec|
awpc|ag x
c
|aq x
c
aw|aq|xc|pc
and
LSQ(S2, T2) =
∑
y∈[f,b]
∑
z∈[h,d]
λ
pq|pz|pq|yq
p|b|q|d λ
pqpq|
pqfq|pq p
q
|php
q
pq|pz|pq|yq ,
in order to prove the first equality, it suffices to note that, by [10, Proposition 2.10]
and [10, Corollary 2.5], the equalities
λ
aw|az|xc|yc
a|b|c|d = λ
aw|aq|xc|pc
a|p|c|q λ
aq|az|pc|yc
p|b|q|d = λ
aw|aq|xc|pc
a|p|c|q λ
pq|pz|pq|yq
p|b|q|d
and
λ
awec|
awfc|ag x
c
|ahx
c
aw|az|xc|yc = λ
awec|
awpc|ag x
c
|aq x
c
aw|aq|xc|pc λ
awpc|
awfc|aqx
c
|ahx
c
aq|az|pc|yc
= λ
awec|
awpc|ag x
c
|aq x
c
aw|aq|xc|pc λ
pqpq|
pqfq |pq p
q
|php
q
pq|pz|pq|yq
hold. 
As in Definition 2.3 we say that [α, β] ⊆ [γ, δ] with γ < δ is lower extremal if
α = β = γ and that it is upper extremal if α = β = δ.
Corollary 3.7. The following assertions hold:
(1) The map r has set-type square up to height 1 if and only if the equality
LSQ(S, T ) = RSQ(S, T ) is true for all S ⊆ T such that h(T ) = 1, and
S = T or S ⊆ T is lower extremal.
(2) The map r has set-type square if and only if it has set-type square up to
height 1 and LSQ(S, T ) = RSQ(S, T ) for all S ⊆ T lower extremal, such
that h(T ) ≥ 2.
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Proof. Mimic the proof of Corollary 2.5 using equality (3.4) and Proposition 3.6. 
For the rest of the section we will assume that (X,≤) is connected.
Remark 3.8. By [10, Corollary 2.5] there exist order automorphisms φl and φr of
X such that
ba = φl(a) and a
b = φr(a) for all a, b ∈ X .
Moreover, since r0 : X × X −→ X × X is a solution of the set-theoretic braid
equation, φl and φr commute. Consequently, r has set-type square if and only if
r2((a, b)⊗ (c, d)) =
(
ϕ(a), ϕ(b)
)
⊗
(
ϕ(c), ϕ(d)
)
for all (a, b), (c, d) ∈ Y ,
where ϕ := φl ◦ φr.
Notation 3.9. For all s, a, b, c, d ∈ X with a ≺ b, c ≺ d and i ∈ Z, we will write
s(i) := φir(s),
(i)s := φil(s), (3.6)
αr(s)(a, b) := λ
(1)s|(1)s|a(1)|b(1)
a|b|s|s , βr(s)(a, b) := λ
(1)s|(1)s|a(1)|a(1)
a|b|s|s , (3.7)
αl(s)(a, b) := λ
(1)a|(1)b|s(1)|s(1)
s|s|a|b , βl(s)(a, b) := λ
(1)a|(1)a|s(1)|s(1)
s|s|a|b , (3.8)
Γa|b|c|d := λ
(1)c|(1)c|a(1)|a(1)
a|b|c|d . (3.9)
Proposition 3.10. The map r has set-type square up to height 1 if and only if for
all a ≺ b and c ∈ X
αr(c)(a, b)αl(
(1)c)(a(1), b(1)) = 1, (3.10)
αr(c)(a, b)βl(
(1)c)(a(1), b(1)) + βr(c)(a, b) = 0, (3.11)
αl(c)(a, b)αr(c
(1))((1)a, (1)b) = 1, (3.12)
and
αl(c)(a, b)βr(c
(1))((1)a, (1)b) + βl(c)(a, b) = 0. (3.13)
Proof. When a ≺ b, e = a, f = b and c = d = g = h, equality (3.5) becomes
λ
(1)c|(1)c|a(1)|b(1)
a|b|c|c λ
(1)a(1)|(1)b(1)|(1)c(1)|(1)c(1)
(1)c|(1)c|a(1)|b(1)
= 1,
which coincides with equality (3.10). Similarly, when a = b = e = f , c ≺ d, c = d
and g = h, equality (3.5) reduce to equality (3.12). On the other hand, when
e = f = a ≺ b and c = d = g = h equality (3.5) gives
λ
(1)c|(1)c|a(1)|a(1)
a|b|c|c λ
(1)a(1)|(1)a(1)|(1)c(1)|(1)c(1)
(1)c|(1)c|a(1)|a(1)
+ λ
(1)c|(1)c|a(1)|b(1)
a|b|c|c λ
(1)a(1)|(1)a(1)|(1)c(1)|(1)c(1)
(1)c|(1)c|a(1)|b(1)
= 0,
which coincides with equality (3.11). A similar computation shows that when a =
b = e = f and g = h = c ≺ d, equality (3.5) reduce to equality (3.13). By
Corollary 3.7(1) this finishes the proof. 
Corollary 3.11. If r has set-type square up to height 1, then
αh(
(1)c(1))((1)a(1), (1)b(1)) = αl(c)(a, b) and βh(
(1)c(1))((1)a(1), (1)b(1)) = βh(c)(a, b),
for h ∈ {r, l}, a ≺ b in X and c ∈ X.
Proof. We only consider the case h = l since the case h = r is similar. By equali-
ties (3.10) and (3.12),
αl(
(1)c(1))((1)a(1), (1)b(1)) =
1
αr(c(1))((1)a, (1)b)
= αl(c)(a, b),
which proves the first equality, and by equalities (3.11), (3.12) and (3.13),
βl(
(1)c(1))((1)a(1), (1)b(1)) = αl(c)(a, b)αr(c
(1))((1)a, (1)b)βl(
(1)c(1))((1)a(1), (1)b(1))
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= −αl(c)(a, b)βr(c
(1))((1)a, (1)b)
= βl(c)(a, b),
which proves the second equality. 
We will need the following result that complements [10, Proposition 4.5].
Proposition 3.12. Item 6) of [10, Subsection 4.1] is satisfied if and only if for all
a ≺ b in X there exists a constant Cm(a, b) ∈ K
× such that
αl(s
(1))(a(1), b(1))
αl(s)(a, b)
=
αr(
(1)t)((1)a, (1)b)
αr(t)(a, b)
= Cm(a, b),
for all s, t ∈ X.
Proof. Mimic the proof of [10, Proposition 4.5(1)]. 
Remark 3.13. By items 1)–4) of [10, Proposition 4.5] and Proposition 3.12, if r is
a solution of the braid equation, then necessarily
αr(s)(a, b) = αr(
(1)s(1))(a, b), αl(s)(a, b) = αl(
(1)s(1))(a, b), (3.14)
βr(s)(a, b) = βr(
(1)s(1))(a, b), βl(s)(a, b) = βl(
(1)s(1))(a, b), (3.15)
and for all a ≺ b there exist constants Cr(a, b), Cl(a, b) and Cm(a, b) such that
Cr(a, b) =
αr(s
(1))(a(1), b(1))
αr(s)(a, b)
for all s, (3.16)
Cl(a, b) =
αl(
(1)s)((1)a, (1)b)
αl(s)(a, b)
for all s, (3.17)
and
Cm(a, b) =
αl(s
(1))(a(1), b(1))
αl(s)(a, b)
=
αr(
(1)t)((1)a, (1)b)
αr(t)(a, b)
for all s and t. (3.18)
Assume now that r has set-type square up to height 1. Then, by Corollary 3.11,
Cr(a, b)Cm(a, b) =
αr(s
(1))(a(1), b(1))
αr(s)(a, b)
αr(
(1)s(1))((1)a(1), (1)b(1))
αr(s(1))(a(1), b(1))
= 1
and, similarly, Cl(a, b)Cm(a, b) = 1. So, Cr(a, b) = Cm(a, b)
−1 = Cl(a, b).
Proposition 3.14. Assume that (X,≤) has height 1. If r has set-type square up
to height 1, then r has set-type square if and only if
αl(a)(c, d)
αl((1)c)(a(1), b(1))
Γ(1)c|(1)d|a(1)|b1) =− Γa|b|c|d −
βl(b)(c, d)βl(
(1)c)(a(1), b(1))
αl((1)c)(a(1), b(1))
−
βl(a)(c, d)βl(
(1)d)(a(1), b(1))
αl((1)d)(a(1), b(1))
,
(3.19)
for all a, b, c, d ∈ X with a ≺ b and c ≺ d.
Proof. By Corollary 3.7(2) and the definition of RSQ(S, T ), we must show that
the hypothesis in the statement is equivalent to the fact that LSQ(S, T ) = 0 for
all T := [a, b]× [c, d] with a ≺ b and c ≺ d and S ⊆ T lower extremal. By the very
definition of LSQ(S, T ), we have
LSQ(S, T ) = λ
(1)c|(1)c|a(1)|a(1)
a|b|c|d λ
(1)a(1)|(1)a(1)|(1)c(1)|(1)c(1)
(1)c|(1)c|a(1)|a(1)
+ λ
(1)c|(1)c|a(1)|b(1)
a|b|c|d λ
(1)a(1)|(1)a(1)|(1)c(1)|(1)c(1)
(1)c|(1)c|a(1)|b(1)
+ λ
(1)c|(1)d|a(1)|a(1)
a|b|c|d λ
(1)a(1)|(1)a(1)|(1)c(1)|(1)c(1)
(1)c|(1)d|a(1)|a(1)
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+ λ
(1)c|(1)d|a(1)|b(1)
a|b|c|d λ
(1)a(1)|(1)a(1)|(1)c(1)|(1)c(1)
(1)c|(1)d|a(1)|b(1)
= Γa|b|c|d + λ
(1)c|(1)c|a(1)|b(1)
a|b|c|d βl(
(1)c)(a(1), b(1))
+ λ
(1)c|(1)d|a(1)|a(1)
a|b|c|d βr(a
(1))((1)c, (1)d) + λ
(1)c|(1)d|a(1)|b(1)
a|b|c|d Γ(1)c|(1)d|a(1)|b(1) ,
where the last equality follows from the definitions of Γ, βl and βr. Since, by (1.2)
and the fact that the maps a(−) and (−)b are automorphisms of posets,
λ
(1)c|(1)c|a(1)|b(1)
a|b|c|d = λ
(1)c|(1)c|a(1)|b(1)
a|b|c|c λ
(1)c|(1)c|a(1)|b(1)
b|b|c|d = αr(c)(a, b)βl(b)(c, d)
λ
(1)c|(1)d|a(1)|a(1)
a|b|c|d = λ
(1)c|(1)d|a(1)|a(1)
a|a|c|d λ
(1)d|(1)d|a(1)|a(1)
a|b|d|d = αl(a)(c, d)βr(d)(a, b)
and
λ
(1)c|(1)d|a(1)|b(1)
a|b|c|d = λ
(1)c|(1)c|a(1)|b(1)
a|b|c|c λ
(1)c|(1)d|b(1)|b(1)
b|b|c|d = αr(c)(a, b)αl(b)(c, d),
we obtain
LSQ(S, T ) = Γa|b|c|d + αr(c)(a, b)βl(b)(c, d)βl(
(1)c)(a(1), b(1))
+ αl(a)(c, d)βr(d)(a, b)βr(a
(1))((1)c, (1)d)
+ αr(c)(a, b)αl(b)(c, d)Γ(1)c|(1)d|a(1)|b(1)
= Γa|b|c|d +
βl(b)(c, d)βl(
(1)c)(a(1), b(1))
αl((1)c)(a(1), b(1))
+
αl(a)(c, d)βl(
(1)d)(a(1), b(1))βl(
(1)a(1))((1)c(1), (1)d(1))
αl((1)d)(a(1), b(1))αl((1)a(1))((1)c(1), (1)d(1))
+
αl(a)(c, d)
αl((1)c)(a(1), b(1))
Γ(1)c|(1)d|a(1)|b(1)
= Γa|b|c|d +
βl(b)(c, d)βl(
(1)c)(a(1), b(1))
αl((1)c)(a(1), b(1))
+
βl(a)(c, d)βl(
(1)d)(a(1), b(1))
αl((1)d)(a(1), b(1))
+
αl(a)(c, d)
αl((1)c)(a(1), b(1))
Γ(1)c|(1)d|a(1)|b(1) ,
where the second equality holds by Proposition 3.10; and the third one, by Corol-
lary 3.11. Hence LSQ(S, T ) = 0 if and only if equality (3.19) is true. 
Corollary 3.15. If (X,≤) has height 1, then r has set-type square if and only if
equalities (3.10)–(3.19) are fulfilled.
Proof. This follows immediately from Propositions 3.5, 3.10 and 3.14. 
4 A family of examples
In this section we assume that u, v ∈ N are coprime and for each l ∈ N we set
Nl := {0, . . . , l − 1}. Define on the set
X = {a0, . . . , au−1, b0, . . . , bv−1}
the partial order ai < bj for all i, j. For the rest of the paper we assume that each
element of K× has uv distinct uv-th roots, and we fix a primitive uv-th root of
unity w.
Let φr , φl : X → X be two commuting poset automorphisms and let
r0 : X ×X −→ X ×X
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be the map defined by r0(x, y) := (φl(y), φr(x)). It is well-known that r0 is a non-
degenerate solution of the braid equation. Moreover, by definition, x(−) = φl and
(−)x = φr for all x.
Since φl and φr are poset automorphisms there exist permutations σa, τa of Nu,
and σb, τb of Nv such that
φl(ai) = aσa(i), φl(bj) = bσb(j), φr(ai) = aτa(i) and φr(bj) = bτb(j). (4.1)
Note that σa ◦ τa = τa ◦ σa and σb ◦ τb = τb ◦ σb because φr and φl commute. From
now on we assume that ςa := σa ◦ τa is an u-cycle and ςb := σb ◦ τb is an v-cycle.
Since gcd(u, v) = 1 from this it follows that the map (i, j) 7→ (ςa(i), ςb(j)) is an
uv-cycle.
Let r : D⊗D −→ D⊗D be a non-degenerate coalgebra automorphism that has
set-type square up to height 1 and induces r0 by restriction.
Proposition 4.1. If r satisfies the braid equation, then
αl(ai)(ak, bl) = αl(a0)(a0, b0), αr(ai)(ak, bl) = αr(a0)(a0, b0),
αl(bj)(ak, bl) = αl(b0)(a0, b0), αr(bj)(ak, bl) = αr(b0)(a0, b0),
βl(ai)(ak, bl) = βl(a0)(a0, b0), βr(ai)(ak, bl) = βr(a0)(a0, b0),
βl(bj)(ak, bl) = βl(b0)(a0, b0), βr(bj)(ak, bl) = βr(b0)(a0, b0),
(4.2)
for all i, j, k and l.
Proof. Since ϕ = φl ◦ φr acts as an u-cycle on {a0, . . . , au−1} and as an v-cycle on
{b0, . . . , bv−1} and gcd(u, v) = 1, this follows by Corollary 3.11 and equalities (3.14)
and (3.15). 
In the sequel we assume that equalities (4.2) are fulfilled. For the sake of sim-
plicity, from now on we write
αla := αl(a0)(a0, b0), αra := αr(a0)(a0, b0),
αlb := αl(b0)(a0, b0), αrb := αr(b0)(a0, b0),
βla := βl(a0)(a0, b0), βra := βr(a0)(a0, b0),
βlb := βl(b0)(a0, b0), βrb := βr(b0)(a0, b0).
By equalities (4.2) and Proposition 3.10,
αra = α
−1
la , αrb = α
−1
lb , βra = −βlaα
−1
la and βrb = −βlbα
−1
lb . (4.3)
Combining this with equality (1.2) we obtain that
α2la = α
2
lb. (4.4)
Remark 4.2. Let Cr(ai, bj), Cl(ai, bj) and Cm(ai, bj) be as in Remark 3.13. By
equalities (4.2), we know that Cr(ai, bj) = Cl(ai, bj) = Cm(ai, bj) = 1 for all i
and j.
Notation 4.3. Set α := αla, βa := βla, βb := βlb and Γi|j|k|l := Γai|bj |ak|bl .
Remark 4.4. By equalities (4.3) and equality (4.4) there exists ε ∈ {±1} such that
the following equalities hold:
αlb = εα, αra =
1
α
, αrb =
ε
α
, βra = −
βa
α
and βrb = −
εβb
α
. (4.5)
Proposition 4.5. Let ε, α, βa and βb be as above. Equality (2.2) holds for all
S ⊆ T such that h(T ) ≤ 1 if and only if
βb(α− 1) = βa(εα− 1). (4.6)
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Proof. By [10, Proposition 4.5], Proposition 3.12 and the discussion in [10, Subsec-
tion 4.1] we know that equality (2.2) is satisfied for all S ⊆ T such that h(T ) ≤ 1
if and only if the conditions in [10, Proposition 4.5], Proposition 3.12 and item 5)
of [10, Subsection 4.1] are fulfilled.
Let w be a fixed primitive uv-root of unity and let ℓj, ℘j , γr and γl be as in
items 3) and 4) of [10, Proposition 4.5]. By Remark 4.2, we can take γl = γr = 1
and ℓj = ℘j = 1.
Assume that equality (2.2) hold for all S ⊆ T such that h(T ) ≤ 1. By item 4)
of [10, Proposition 4.5] we know that, for all i,(
αla − w
i,
uv−1∑
j=0
wijβla
)
∼
(
αlb − w
i,
uv−1∑
j=0
wijβlb
)
. (4.7)
Taking i = 0 and using equalities (4.5), we obtain
(α− 1, uvβa) ∼ (εα− 1, uvβb) ,
which is equivalent to equality (4.6).
Conversely, assume that (4.6) holds. By equalities (4.2), in order to check that
equality (2.2) is satisfied for all S ⊆ T such that h(T ) ≤ 1 it suffices to verify item 5)
of [10, Subsection 4.1] and that, for each 0 ≤ i < uv,(
αra − w
i,
v−1∑
j=0
wijβra
)
∼
(
αrb − w
i,
v−1∑
j=0
wijβrb
)
, (4.8)
and (
αla − w
i,
v−1∑
j=0
wijβla
)
∼
(
αlb − w
i,
v−1∑
j=0
wijβlb
)
. (4.9)
When i 6= 0, the second coordinate of all the vectors in (4.8) and (4.9) vanishes,
so conditions (4.8) and (4.9) hold. When i = 0, the computation above shows
that (4.9) is equivalent to (4.6), and similarly (4.8) is equivalent to (4.6). Finally,
item 5) of [10, Subsection 4.1] holds if and only if
βli + αliβrj = βrj + αrjβli for all i, j ∈ {a, b}.
But these equalities follow from a straightforward computation using (4.6). 
Remark 4.6. Since ε = ±1 and α 6= 0, equality (4.6) yields the following possible
cases for the values of α, βa and βb:
1) If ε = 1, then α = 1 or βa = βb.
2) If ε = −1 and charK 6= 2, then either α = 1 and βa = 0, or α 6= 1 and
βb = βa
1+α
1−α .
In the expression Γi|j|k|l the indices i and k belong to {0, . . . , v − 1} and the
indices j and l belong to {0, . . . , u − 1}. So, the first ones can be affected by the
maps σa or τa, while the second one, by the maps σb or τb. Since there is not danger
of confusion, we will write Γτi|τj|τk|τl instead of Γτa(i)|τb(j)|τa(k)|τb(l), etcetera.
Proposition 4.7. Let α, βa and βb be as in Notation 4.3. Recall that by Remark 4.4
there exists ε ∈ {±1} such that equalities (4.5) are satisfied. Then equalities (2.5)–
(2.8) hold if and only if for all i, k,m ∈ {0, . . . , u − 1} and j, l, n ∈ {0, . . . , v − 1}
the following equalities are fulfilled:
α3Γi|j|k|l − αΓτi|τj |τk|τl = βa(1− εα)(βa + αβb), (4.10)
α3Γi|j|k|l − αΓτi|τj |τk|τl = βb(1− α)(βa + αβb), (4.11)
α3Γi|j|σm|σn − αΓτi|τj|m|n = βa(αβb(1− ε) + βa(1− α
2)), (4.12)
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α3Γi|j|σm|σn − αΓτi|τj|m|n = βb(αβa(ε− 1) + βb(1− α
2)), (4.13)
α3Γσk|σl|σm|σn − αΓk|l|m|n = βa(εβb + αβa)(ε− α), (4.14)
α3Γσk|σl|σm|σn − αΓk|l|m|n = βb(βb + εαβa)(1− α), (4.15)
βaβb(βbε(1 + α) − βa(1 + εα)) = α
2βa(1 + α)Γi|j|k|l
− βb(1 + εα)Γτi|τj|τk|τl + α(βb − εβa)Γτi|τj|m|n
− εα2(βa − βb)Γi|j|σm|σn − α
2βb(1 + εα)Γσk|σl|σm|σn
+ βa(1 + α)Γk|l|m|n.
(4.16)
Proof. By (1.2), we have
λ
(1)ak|
(1)ak|a
(1)
i
|b
(1)
j
ai|bj |ak|bl
= λ
(1)ak|
(1)ak|a
(1)
i
|b
(1)
j
ai|bj |ak|ak
λ
(1)ak|
(1)ak|b
(1)
j
|b
(1)
j
bj |bj |ak|bl
= αraβlb, (4.17)
λ
(1)ak|
(1)bl|a
(1)
i
|a
(1)
i
ai|bj |ak|bl
= λ
(1)ak|
(1)bl|a
(1)
i
|a
(1)
i
ai|ai|ak|bl
λ
(1)bl|
(1)bl|a
(1)
i
|a
(1)
i
ai|bj |bl|bl
= αlaβrb (4.18)
and
λ
(1)ak|
(1)bl|a
(1)
i
|b
(1)
j
ai|bj |ak|bl
= λ
(1)ak|
(1)bl|a
(1)
i
|a
(1)
i
ai|ai|ak|bl
λ
(1)bl|
(1)bl|a
(1)
i
|b
(1)
j
ai|bj |bl|bl
= αlaαrb. (4.19)
A direct computation using these facts and equalities (4.5) shows that equality (2.5)
with a := ai, b := bj , c := ak, d := bl and e := am becomes
Γi|j|k|l +
εβbβa
α
−
βaβb
α2
+
εβ2a
α2
=
✁
✁✁β
2
a
α2
−
✁
✁✁β
2
a
α2
+
β2a
α3
+
1
α2
Γτi|τj|τk|τl .
Multiplying by α3 and reordering we see that equality (2.5) with these values of a,
b, c, d and e is fulfilled if and only if
α3Γi|j|k|l − αΓτi|τj|τk|τl = αβaβb − εα
2βaβb − εαβ
2
a + β
2
a
= βa(1 − εα)(βa + αβb),
as desired. Similar arguments prove that equality (2.5) with a := ai, b := bj , c := ak,
d := bl and e := bn is fulfilled if and only if equality (4.11) holds, etcetera. 
For the rest of the section we assume that equality (2.2) is satisfied for all S ⊆ T ,
such that h(T ) ≤ 1, or equivalently, that (4.6) holds.
Let α, βa and βb be as in Notation 4.3 and let ε ∈ {±1} be as in Remark 4.4.
In order to abbreviate the expressions we write Γ instead of Γ0|0|0|0.
Lemma 4.8. The right hand sides of equalities (4.10)–(4.15) are equal to
βaβb(1− εα
2).
Proof. Straightforward using (4.6). 
Lemma 4.9. Equalities (4.10)–(4.15) are fulfilled if and only if Γi|j|k|l = Γ for all
i, j, k, l and (α2 − 1)Γ = βaβb
α
(1 − εα2).
Proof. Note that by Lemma 4.8, equalities (4.10), (4.12) and (4.14) yield
α2Γi|j|k|l − Γτi|τj|τk|τl =
βaβb
α
(1− εα2), (4.20)
α2Γi|j|σk|σl − Γτi|τj|k|l =
βaβb
α
(1− εα2) (4.21)
and
α2Γσi|σj |σk|σl − Γi|j|k|l =
βaβb
α
(1− εα2). (4.22)
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⇒) Recall that the map (i, j) 7→ (ςa(i), ςb(j)) is an uv-cycle. From equality (4.20)
we obtain that
α2Γσi|σj |σi|σj − Γςi|ςj|ςi|ςj =
βaβb
α
(1− εα2).
Combining this with (4.22) we deduce that Γςi|ςj|ςi|ςj = Γi|j|i|j for all i and j, which
implies that
Γi|j|i|j = Γ for all i and j. (4.23)
On the other hand, from equality (4.21) we obtain that
α2Γi|j|ςk|ςl − Γτi|τj|τk|τl =
βaβb
α
(1− εα2).
Combining this with (4.20), we deduce that
Γi|j|k|l = Γi|j|ςk|ςl for all i, j, k and l.
From this and (4.23) it follows that Γi|j|k|l = Γ for all i, j, k and l. Combining this
with equality (4.20) we obtain that (α2 − 1)Γ = βaβb
α
(1− εα2), as desired.
⇐) By Lemma 4.8, this is clear. 
Proposition 4.10. Equalities (4.10)–(4.16) hold if and only if
Γi|j|k|l = Γ for all i, j, k and l, (4.24)
(α2 − 1)Γ =
βaβb
α
(1− εα2) (4.25)
and
βaβb(βbε(1 + α)− βa(1 + εα)) = Γ
(
βa(1 + α)(1 − εα+ α
2)
− βb(1 + εα)(1 − α+ α
2)
)
.
(4.26)
Proof. By Lemma 4.9 it suffices to prove that if equality (4.25) is fulfilled and
Γi|j|k|l = Γ for all i, j, k and l, then equalities (4.16) and (4.26) are equivalent,
which follows by a direct computation. 
Recall that X is the set {a0, . . . , au−1, b0, . . . , bv−1}, where u, v ∈ N are coprime,
endowed with the height one order given by ai < bj for all i, j. Recall also that
φr, φl : X → X are two commuting poset automorphisms and
r0 : X ×X −→ X ×X
is the map defined by r0(x, y) := (φl(y), φr(x)). Let σa, σb, τa and τb be as at the
beginning of the section. Recall finally that (i, j) 7→ (ςa(i), ςb(j)) is an uv-cycle.
Let
r : D ⊗D −→ D ⊗D
be a non-degenerate coalgebra automorphism that has set-type square up to height 1
and induces r0 by restriction. By Theorem 2.6 and Propositions 4.5, 4.7 and 4.10 we
know that r satisfies the braid equation if and only it conditions (4.6), (4.24), (4.25)
and (4.26) are fulfilled. In Remark 4.6 we described the solutions of equation (4.6).
In the sequel we are going to construct the families of solutions of the braid equation
corresponding to each of the cases of that remark. By condition (4.24) we assume
that Γi|j|k|l = Γ for all i, j, k and l.
Proposition 4.11. If ε = 1 and α = 1, then r satisfies the braid equation if and
only if either βa = βb, or βa 6= βb and 2Γ + 2βbβa = 0.
Proof. A straightforward computation shows that under the hypotheses of the state-
ment, conditions (4.25) and (4.26) are satisfied if and only if βa = βb, or βa 6= βb
and 2Γ + 2βbβa = 0. 
Proposition 4.12. Assume that ε = 1, α 6= 1 and βa = βb.
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1) If α = −1, then r satisfies the braid equation.
2) If α 6= −1, then r satisfies the braid equation if and only if Γ = −
β2a
α
.
Proof. Because under the conditions of item 1), equations (4.25) and (4.26) are
always satisfied, while under the conditions of item 2), equations (4.25) and (4.26)
are satisfied if and only if Γ = −β2a/α. 
Proposition 4.13. Assume that ε = −1 and charK 6= 2.
1) If α = 1 and βa = 0, then r satisfies the braid equation.
2) If α = −1 and βb = 0, then r satisfies the braid equation.
3) If α2 6= 1 and βb = βa
1+α
1−α , then r satisfies the braid equation if and only if
Γ = −
β2a(1+α
2)
α(1−α)2 .
Proof. Clearly, under the conditions of item 1), equations (4.25) and (4.26) are
always satisfied. Assume we are under the hypotheses of item 3). Then Equal-
ity (4.25) holds if and only if
Γ = −
βaβb
α
1 + α2
1− α2
= −
β2a(1 + α
2)
α(1− α)2
.
Replacing Γ by this, βb by βa
1+α
1−α and ε by −1 in both sides of (4.26), we obtain
−2β3a(1 + α
2)
1 + α
1− α
= −2β3a(1 + α
2)
1 + α
1− α
.
Hence r satisfies the braid equation if and only if Γ = −
β2a(1+α
2)
α(1−α)2 . 
For each (a, b), (c, d), (e, f) and (g, h) in Y , let λ
e|f |g|h
a|b|c|d be as in formula (0.1).
Theorem 4.14. Let r be as above of Proposition 4.11. If r is a solution of the braid
equation, then the possibly nonzero coefficients λ
e|f |g|h
a|b|c|d depend on the parameters ε,
α, βa, βb and Γ via the following formulas, in which we use the notation (3.6):
λ
(1)y|(1)y|x(1)|x(1)
x|x|y|y = 1,
λ
(1)ak|
(1)ak|a
(1)
i
|a
(1)
i
ai|ai|ak|bl
= βa, λ
(1)ak|
(1)ak|b
(1)
j
|b
(1)
j
bj |bj |ak|bl
= βb,
λ
(1)ak|
(1)ak|a
(1)
i
|a
(1)
i
ai|bj|ak|ak
= −
βa
α
, λ
(1)bl|
(1)bl|a
(1)
i
|a
(1)
i
ai|bj |bl|bl
= −
εβb
α
,
λ
(1)bl|
(1)bl|a
(1)
i
|a
(1)
i
ai|ai|ak|bl
= −βa, λ
(1)bl|
(1)bl|b
(1)
j
|b
(1)
j
bj |bj |ak|bl
= −βb,
λ
(1)ak|
(1)ak|b
(1)
j
|b
(1)
j
ai|bj|ak|ak
=
βa
α
, λ
(1)bl|
(1)bl|b
(1)
j
|b
(1)
j
ai|bj |bl|bl
=
εβb
α
,
λ
(1)ak|
(1)bl|a
(1)
i
|a
(1)
i
ai|ai|ak|bl
= α, λ
(1)ak|
(1)bl|b
(1)
j
|b
(1)
j
bj |bj |ak|bl
= εα,
λ
(1)ak|
(1)ak|a
(1)
i
|b
(1)
j
ai|bj|ak|ak
=
1
α
, λ
(1)bl|
(1)bl|a
(1)
i
|b
(1)
j
ai|bj |bl|bl
=
ε
α
,
λ
(1)ai|
(1)ai|a
(1)
k
|a
(1)
k
ai|bj|ak|bl
= Γ, λ
(1)bl|
(1)bl|a
(1)
i
|a
(1)
i
ai|bj |ak|bl
=
εβaβb
α
,
λ
(1)ak|
(1)ak|b
(1)
j
|b
(1)
j
ai|bj|ak|bl
=
βaβb
α
, λ
(1)bl|
(1)bl|b
(1)
j
|b
(1)
j
ai|bj |ak|bl
= −Γ−
βaβb
α
(1 + ε),
λ
(1)ak|
(1)bl|a
(1)
i
|a
(1)
i
ai|bj|ak|bl
= −εβb, λ
(1)ak|
(1)ak|a
(1)
i
|b
(1)
j
ai|bj |ak|bl
=
βb
α
,
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λ
(1)bl|
(1)bl|a
(1)
i
|b
(1)
j
ai|bj|ak|bl
= −
εβa
α
, λ
(1)ak|
(1)bl|b
(1)
j
|b
(1)
j
ai|bj |ak|bl
= εβa,
λ
(1)ak|
(1)bl|a
(1)
i
|b
(1)
j
ai|bj|ak|bl
= ε.
Proof. The first equality holds because r induces r0. The other formulas can be
obtained using (1.1), (1.2), the discussion at the beginning of Section 4, Proposi-
tion 4.1 and equalities (4.5). We prove for example that
λ
(1)bl|
(1)bl|a
(1)
i
|b
(1)
j
ai|bj |ak|bl
= −
εβa
α
. (4.27)
By (1.2) and the discussion at the beginning of Section 4 we know that
λ
(1)bl|
(1)bl|a
(1)
i
|b
(1)
j
ai|bj |ak|bl
= λ
(1)bl|
(1)bl|a
(1)
i
|a
(1)
i
ai|ai|ak|bl
λ
(1)bl|
(1)bl|a
(1)
i
|b
(1)
j
ai|bj |bl|bl
= −βlaαrb.
We finish the computation of the equality (4.27), noting that by Proposition 4.1
and equalities (4.5) we have βla = βa and α
i
rb =
ε
α
. 
Collecting the results in this section we arrive at the following complete descrip-
tion:
Theorem 4.15. The non-degenerate coalgebra automorphism r introduced above
Proposition 4.11 is a solution of the braid equation that induces r0 on X ×X and
has set-type square up to height 1 if and only if the parameters ε, α, βa, βb and Γ
belong to one of the families given in the following table:
Table 4.1: Families for ε, α, βa, βb and Γ
#
Fixed values in
each family
Dependent
values in each
family
Parameters charK
1. ε = 1, α = 1 βb = βa βa,Γ ∈ K arbitrary
2. ε = 1, α = 1 Γ = −βaβb βa, βb ∈ K charK 6= 2
βb 6= βa
3. ε = 1, α = 1 βa, βb,Γ ∈ K charK = 2
βb 6= βa
4. ε = 1, α = −1 βb = βa βa,Γ ∈ K arbitrary
5. ε = 1 βb = βa βa ∈ K, α ∈ K
× arbitrary
Γ = −
β2a
α
α2 6= 1
6. ε = −1, α = 1, βa = 0 βb,Γ ∈ K arbitrary
7. ε = −1, α = −1, βb = 0 βa,Γ ∈ K arbitrary
8. ε = −1, βb = βa
1+α
1−α βa, α ∈ K
× arbitrary
Γ = −
β2a(1+α
2)
α(1−α)2 α
2 6= 1
Proposition 4.16. The solutions r of Theorem 4.15 have set-type square if and
only if either ε = −1 and 2Γ = 0 or ε = 1 and 2Γ = − 2βaβb
α
.
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Proof. Let r be as Theorem 4.15. By Proposition 4.1 and equality (4.24) all the
equations (3.19) reduce to
2Γ = −
βbβa
α
−
βbβa
εα
,
which is clearly equivalent to ε = −1 and 2Γ = 0 or ε = 1 and 2Γ = − 2βaβb
α
. By
Proposition 3.14 this finishes the proof. 
Examples 4.17. The hypothesis of Theorems 4.14 and 4.15 are satisfied for in-
stance in the following cases
- u = 4, v = 1, φr(ai) = ai+1 and φl(ai) = ai+2, where the sums are taken
modulo 4.
- u and v are odd, φr(ai) = φl(ai) = ai+1 and φr(bi) = φl(bi) = bi+1, where
the sums are taken modulo u and v respectively.
- Any example can be constructed in the following way: take an u-cycle ςa
of Nu and a v-cycle ςb of Nv, and then take σa and τa any powers of ςa such
that σa ◦ τa = ςa, and take σb and τb any powers of ςb such that σb ◦ τb = ςb.
In fact, if ςa = σa ◦ τa = τa ◦ σa is an u-cycle, then σa and τa are in the
centralizer of ςa in Su which is 〈ςa〉. The same argument proves that both
σb and τb are powers of ςb. For instance, one can take σa = ςa, σb = ςb,
τa = Id and τb = Id.
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