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Abstract—This paper proposes an autopilot design for an
interceptor with Thrust-Vector-Control (TVC) that operates in
the endo- and exo-atmospheric regions. The main objective of
the proposed autopilot design is to ensure control performance
in both atmospheric regions, without changing the control mech-
anism. In this paper, the characteristics of the aerodynamic
forces in both atmospheric regions are first investigated to
examine the issue of the conventional control mechanism at
various altitudes. And then, a control mechanism, which can be
applied to both atmospheric regions, is determined based on the
analysis results. An autopilot design is then followed by utilizing
the control mechanism and the feedback linearization control
(FBLC) method. Accordingly, the proposed autopilot does not
rely on changing the control mechanism depending on flight
condition unlike the conventional approach as well as it can
adjust the control gains automatically according to the changes
of flight operating conditions. In this paper, the robustness of
the proposed autopilot is investigated through the tracking error
analysis and the relative stability analysis in the presence of model
uncertainties. The physical meaning of the proposed autopilot is
also presented by comparing to the well-known three-loop control
structure. Finally, numerical simulations are performed to show
the performance of the proposed method.
Index Terms—Autopilot Design, Thrust-Vector-Control, Non-
linear Control, High Altitude Interceptor.
I. INTRODUCTION
An interceptor controls the flight path angle to reach the
desired position, such as the predicted intercept point (PIP),
during the mid-course phase. In general, there are two ways
to control the flight path angle. First, the flight path angle
can be directly controlled by imposing the lateral acceleration
[1], [2], because the change of the flight path angle can be
provided by the lateral acceleration over the speed from the
kinematics relationship. Second, the flight path angle can be
indirectly controlled by the attitude angle control [3]–[6]. In
this approach, the attitude angle is first adjusted to achieve
the desired value of flight path angles. At this time, the flight
path angle has an angle error by the angle-of-attack, but the
angle error rapidly converges to zero by the aerodynamic
mechanism. Eventually, the attitude angle becomes the same
as the flight path angle.
For interceptors with TVC, the midcourse guidance is
typically performed by the flight path angle control through
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the attitude angle control (i.e., the second control mechanism).
Whereas, for the terminal guidance, the acceleration control
is utilized to steer the flight path angle as desired (i.e., the
first control mechanism). Also, in this approach, an ad-hoc
gain scheduling is applied for both the control mechanisms or
structures, and gain sets are scheduled with the Mach number,
angle-of-attack, and altitude [7].
In the typical approach, however, there is an issue of
degrading control performance, as the engagement altitude
becomes wider. Since the aerodynamic force is diluted as
the altitude increases, in the exo-atmosphere, it is challenging
to control the flight path angle by the attitude angle control
approach. This can be attributed to the fact that due to the
absence of air density in the exo-atmosphere, the convergence
speed of the angle-of-attack by the aerodynamic mechanism is
too slow to efficiently adjust the flight path angle. In this case,
the autopilot system can improve its efficiency by switching
to different control structures at a specific altitude, or by
blending different types of actuators [7]–[12]. Namely, in the
case of lack of the aerodynamic force, in the exo-atmosphere,
controlling the flight path angle by the lateral acceleration
caused by the thrust (i.e., the first control mechanism) presents
an advantage. Therefore, the change of control mechanism
or autopilot configuration is recommended by the change of
the altitude. However, even in this case, the mechanism still
demonstrates difficulty with regard to the choice of an optimal
switching condition. It means that if the same control structure
could be utilized for both the endo- and exo-atmospheric
regions, the performance degradation due to the switching of
the control structure could be avoided.
In order to address this issue, in our previous work [13], we
suggested a new nonlinear autopilot for the interceptor with
TVC at both the endo- and exo-atmospheric regions. Particu-
larly, it was shown in [13] that, by adopting the acceleration
perpendicular to the velocity vector as a controlled output,
the proposed control mechanism could be effectively operated
by utilizing a combination of the aerodynamic force and the
thrust at both the endo-and exo-atmospheric regions. Thus,
herein, the proposed autopilot does not rely on changing the
control mechanism or the configuration of the control structure
depending on flight conditions. Moreover, since the proposed
autopilot was based on the nonlinear control methodology, the
autopilot can automatically adjust the control gains according
to the changes of flight operating conditions. In addition,
the physical meaning of control commands can be analyzed
intuitively using the error equation, proposed in [14], since the
2apparent structure of the proposed autopilot can be rearranged
in the same way as the well-known three-loop control structure
[1], [14]–[19].
This paper is an extension of the previous work [13]. In
the previous work [13], we provided the proposed control
structure, without detailed analysis and rationale behind the
proposed control structure. Correspondingly, this paper focuses
on analyzing the characteristics of the proposed control struc-
ture. First, we investigated the problems of the conventional
approach, which adopts the attitude angle as a controlled
output, to obtain insights into the control mechanism at
various altitudes. Second, the tracking error analysis was also
performed to investigate the performance of the proposed
control structure. In addition, the robustness of the proposed
autopilot structure was analyzed by the relative stability anal-
ysis with model uncertainties. Finally, nonlinear simulations
were performed to show the characteristics of the aerodynamic
mechanism and basic properties of the proposed autopilot.
This paper is organized as follows: First, in Section II,
with the formulation of missile dynamics, the problem to
be considered is stated. Then, in Section III, the proposed
control mechanism and the proposed autopilot structure are
introduced. Following which, the tracking error analysis with
the modeling errors of the proposed autopilot is presented in
Section IV. The numerical simulation results are presented to
validate the performance of the proposed autopilot in Section
V. Finally, the conclusions of this paper are presented in
Section VI.
II. PROBLEM DEFINITION
A. Missile Dynamics
In this section, the missile dynamics with TVC is described.
First, it is assumed that a missile configuration is symmetric,
and a roll motion is stabilized. Under these assumptions,
the missile dynamics can be decoupled into two identical
channels: pitch and yaw. Accordingly, the pitch motion can
only be considered as a representative channel in missile
autopilot designs. Note, this separation design concept has
been widely accepted for missile autopilot designs in several
previous studies [14], [18]–[27].
The coordinate systems
(
~xb, ~zb
)
, (~xw, ~zw), and (~xn, ~zn)
represent the body frame, wind frame, and local reference
frame, respectively. The parameters α, θ, and γ are the angle-
of-attack, pitch attitude angle, and flight path angle, respec-
tively. The thrust, length of the moment arm, and deflection
angle for TVC are denoted by T , l, and δt, respectively. The
parameter, denoted by V , represents the speed of the missile.
The force and moment equations for the missile in the body
frame can be written as follows:
abx = a
b
aerox + a
b
thrustx
abz = a
b
aeroz + a
b
thrustz
M by = M
b
aeroy +M
b
thrusty .
(1)
where abaerox , a
b
aeroz , a
b
thrustx
, and abthrustz represent the
aerodynamic accelerations and thrust accelerations. The pa-
rameters M baeroy and M
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Fig. 1: Missile geometry and parameter definition.
ment and thrust moment. The total accelerations and moments
can be expressed as follows:
abx =
q∞SrefCx (M,α, h)
m
+
T
m
cos δt
abz =
q∞SrefCz (M,α)
m
− T
m
sin δt
M by = q∞SrefdrefCM (M,α)− ltT sin δt.
(2)
where Cx (M,α, h), Cz (M,α), and CM (M,α) are the aero-
dynamic coefficients. Hereafter, for notational convenience,
the aerodynamic coefficients are written in shorthand forms
without their arguments. The parameters q∞, Sref , dref , and
m denote the dynamic pressure, reference area, reference
length, and mass, respectively. Thus, the dynamics of the pitch
channel can be written as follows:
α˙ =
−abx sinα+ abz cosα
V
+ q
q˙ =
M by
Iyy
.
(3)
where the parameters q and Iyy represent the pitch rate and
moment of inertia, respectively. By substituting Eq. (2) into
Eq. (3), the missile dynamics can be rewritten as
α˙ =
q∞Sref (−Cx sinα+ Cz cosα)
mV
− T (sinα cos δt + cosα sin δt)
mV
+ q
q˙ =
q∞SrefdrefCM
Iyy
− ltT sin δt
Iyy
.
(4)
Here, the deflection angle of TVC (i.e., δt) can be consid-
ered as the control input of the system equation. In the later
section, this dynamics equation will be utilized to design the
autopilot.
Remark 1. The angle-of-attack α is a purely aerodynamic
concept. It is mainly defined in the endo-atmospheric region,
and it has no meaning in the exo-atmospheric region. Thus, in
the exo-atmospheric region, the parameter α can be considered
as the shear angle [28], [29] which represents the angle
between the velocity vector and the thrust vector.
B. Problem Statement
In this section, the problem of the conventional approach
is discussed. Reiterating, during the midcourse guidance, the
3interceptor controls the flight path angle, so that the interceptor
reaches the desired position. Then, the interceptor with TVC
generally performs the flight path angle control through the
attitude angle control. In this approach, the attitude angle θ
is first controlled to the desired value of the flight path angle
γd. When the attitude angle converges to the desired value as
θ = γd, the flight path angle becomes as follows, due to the
kinematics relationship θ = α+ γ as shown in Fig. 1.
γ = γd − α. (5)
It means there is a flight path angle error as much as the
magnitude of α after performing the attitude angle control. In
addition, once θ = γd, the pitch rate becomes zero as q = 0,
because γd is a constant. In this case, the governing equation
of the angle-of-attack Eq. (4) becomes,
α˙ =
q∞Sref (−Cx sinα+ Cz cosα)
mV
− T (sinα cos δt + cosα sin δt)
mV
.
(6)
Under the small angle approximations of α and δt, Eq. (6)
can be approximated as follows:
α˙ ≈ q∞SrefCz
mV
=
q∞SrefCz,αα
mV
. (7)
where Cz,α = ∂Cz/∂α. Also, the missile velocity and the
parameter Cz,α can be assumed as piece-wise constants, since
compared to the variable α, in general, they are slowly varying.
In order to investigate the characteristics of the aerodynamic
forces in the endo- and exo-atmospheric regions, the behavior
of the angle-of-attack can be expressed by the exponential
function as follows:
α (t) ∝ eZαt. (8)
where the non-dimensional aerodynamic coefficient Zα is
given as:
Zα
∆
=
q∞SrefCz,α
mV
. (9)
From Eq. (9), since the aerodynamic coefficient Cz,α is
always negative, the coefficient Zα is also negative. Accord-
ingly, from Eq. (8), we can readily observe that the angle-
of-attack converges to zero exponentially as t → ∞ , and
the magnitude of Zα determines the convergence speed of
the angle-of-attack. Then, from Eq. (5), the flight path angle
approaches the desired flight path angle (i.e., γ = γd), as the
angle-of-attack converges to zero. Thus, in this aerodynamic
mechanism, the desired flight path angle can be achieved by
the attitude angle control.
However, this approach concurrently presents an issue, that
is, the performance of flight path angle control by the attitude
angle control shows a variance according to the magnitude
of Zα. Since Zα is given by the function of the dynamic
pressure q∞, as shown in Eq. (8), the magnitude of Zα
exponentially decreases as the altitude increases due to loss of
air density. Therefore, the convergence speed of the angle-of-
attack decreases significantly in the exo-atmospheric region.
As a result, it is readily expected that the flight path angle
control through the attitude angle control is ineffective in
this region. Namely, there will be a tracking error due to a
non-zero angle-of-attack, as shown in Eq. (5), and as such,
the interceptor might not accurately reach the desired target
position.
In order to address this issue, in the conventional approach,
the configuration of the controller is changed from the at-
titude control mechanism to the lateral acceleration control
mechanism after reaching a specific altitude. In other words,
the attitude controller could be used in the endo-atmosphere,
whereas, the lateral acceleration controller could be utilized
in the exo-atmosphere. However, the decision of the specific
transition from the attitude control to the acceleration control
still becomes an issue concerning the conventional approach
and continues to remain ambiguous.
In order to overcome the above issue, in the next section, an
autopilot structure for the interceptor, which can be applicable
to both the endo- and exo-atmospheres without changing the
control configuration will be discussed using the nonlinear
control methodology.
III. NONLINEAR AUTOPILOT FOR INTERCEPTOR WITH
TVC
This section describes the proposed nonlinear autopilot for
the interceptor with TVC. In order to control the flight path
angle in both the endo- and exo-atmospheric regions, without
changing the control mechanism, the proposed autopilot adopts
the normal acceleration, which is perpendicular to the velocity
vector, as the controlled output. In addition, to control the
normal acceleration, two levels of feedback loops are designed
using the feedback linearization control (FBLC) methodology
in conjunction with the time-scale separation technique.
A. Proposed Control Mechanism
In order to configure a single controller, which is applicable
to both the endo- and exo-atmospheric regions, the basic idea
is to select the normal acceleration, which is perpendicular to
the velocity vector, as the output variable in both the endo-
and exo-atmospheres. As shown in Fig. 1, the acceleration
components in the body frame can be transformed into the
acceleration components in the wind frame as follows:[
awx
awz
]
=
[
cosα sinα
− sinα cosα
] [
abx
abz
]
. (10)
where awx is the acceleration along the velocity vector, and a
w
z
is the acceleration perpendicular to the velocity vector, which
is the normal acceleration. By utilizing the definition of the
normal acceleration, as shown in Eq. (10), the angle-of-attack
dynamics can be rewritten as follows from Eq. (3):
α˙ =
awz
V
+ q. (11)
From the kinematics relationship θ = α + γ and Eq. (11),
the rate of the flight path angle is determined as
γ˙ = −a
w
z
V
. (12)
4This equation shows that the flight path angle is directly
altered by the normal acceleration. From Eqs. (2) and (10),
the expression of the normal acceleration is given by
awz =
q∞Sref (−Cx sinα+ Cz cosα)
m
− T (sinα cos δt + cosα sin δt)
m
.
(13)
In the endo-atmosphere, the dominant terms of the normal
acceleration in Eq. (13) include the aerodynamic acceleration
term with Cz and thrust term with cos δt.
awz ≈
q∞SrefCz
m
cosα− T cos δt
m
sinα. (14)
As shown in Eq. (14), the normal acceleration is induced by
both the aerodynamic force and the thrust in this flight region.
In the exo-atmosphere, since the dynamic pressure decreases,
the normal acceleration is mostly caused by the thrust term.
awz ≈ −
T cos δt
m
sinα. (15)
Therefore, with the utilization of the normal acceleration as
the controlled output, the aerodynamic force and the thrust are
naturally combined together. This characteristic is related to
the control effectiveness for controlling the normal accelera-
tion.
By taking the time-derivative of awz from Eq. (13), the rate
of the normal acceleration is determined as Eq. (16). Note, in
this derivation, it is assumed that terms regarding the rate of
the deflection angle, δ˙t, are small.
a˙wz = −
q∞SrefCx,α
m
α˙ sinα− q∞SrefCx + T cos δt
m
α˙ cosα
+
q∞SrefCz,α
m
α˙ cosα− q∞SrefCz − T sin δt
m
α˙ sinα.
(16)
where Cx,α = ∂Cx/∂α. The above equation can be expressed
in the general form as
a˙wz = η
dα
dt
= (ηA + ηT )
dα
dt
. (17)
where parameters ηA and ηT are defined as follows:
ηA = −
q∞SrefCx,α
m
sinα− q∞SrefCx
m
cosα
+
q∞SrefCz,α
m
cosα− q∞SrefCz
m
sinα.
(18)
ηT = −
T cos δt
m
cosα+
T sin δt
m
sinα. (19)
Note, the rate of the normal acceleration is directly propor-
tional to the rate of the angle-of-attack, as shown in Eq. (17).
Also, this relationship is maintained in both the endo- and exo-
atmospheric regions. It means that the normal acceleration can
be controlled by the moment control mechanism in both the
endo- and exo-atmospheric regions. Specifically, the action of
control input introduces the change of the pitch rate (i.e., the
generation of moments). On that occasion, the pitch rate causes
the change of the angle-of-attack, and the change of the normal
acceleration is induced by the change of the angle-of-attack,
as shown in Eq. (17). Consequently, a single control structure,
which can be used in both environments, is plausible without
changing the control mechanism. This reason underpins the
proposition for the autopilot to adopt the normal acceleration
as the controlled output, in this study.
In this approach, the control mechanism is maintained
and only proportional coefficient η changes during the endo-
to exo-atmospheric flights. Here, the parameter η physically
represents total control effectiveness, and it is composed of
the two parameters ηA and ηT , as shown in Eq. (17). These
parameters can be considered as the control effectiveness of
the normal acceleration control by the aerodynamic force and
thrust, respectively. Therefore, we can predict that in this
control mechanism, the control force is automatically adjusted
from the aerodynamic force and the thrust, considering which
is more effective based on the change of flight conditions.
Hence, an autopilot designed on this control mechanism does
not need to determine the optimal switching condition as
mentioned before.
Specifically, under the small angle approximations of α
and δ with a small value of Cx, these parameters can be
approximated as:
ηA ≈
q∞SrefCz,α
m
, ηT ≈ −
T
m
. (20)
In Eq. (20), since Cz,α < 0, due to the aerodynamic
characteristic, both the terms ηA and ηT have the same sign. In
addition, the control effectiveness related to the aerodynamic
force (i.e., ηA) decreases as the operating altitude increases.
Accordingly, the total control effectiveness varies from the
endo- to exo-atmospheres as follows:
η = ηA + ηT → η = ηT . (21)
Note, this variation is smooth due to the decrease in
dynamic pressure. Consequently, by utilizing the proposed
control mechanism, it becomes possible to design an au-
topilot, which can be automatically and smoothly adjusted
according to variations of the total control effectiveness caused
by environmental changes in the transition from the endo-
atmosphere to exo-atmosphere. As shown in Eq. (21), we
can readily predict that the magnitude of the total control
effectiveness in the endo-atmosphere is larger than in the
exo-atmosphere. In other words, even a small change of the
angle-of-attack can introduce a large change of the normal
acceleration, in the endo-atmosphere. Thus, under this control
mechanism, it can be readily predicted that the interceptor
is operating at a low angle-of-attack regime in the endo-
atmosphere and a high angle-of-attack regime in the exo-
atmosphere. Note, this characteristic is beneficial in both the
environmental regions. In the endo-atmosphere, a low angle-
of-attack is good for reducing the aerodynamic drag. Whereas,
in the exo-atmosphere, a high angle-of-attack does not create
any issue concerning the aerodynamic drag because, in this
flight region, the aerodynamic drag is negligible due to the
loss of air density. Furthermore, in this region, allowing a
high angle-of-attack is beneficial to attain a large normal
acceleration.
In the next section, the proposed autopilot will be designed
based on the control mechanism as discussed above.
5Remark 2. In the derivation of Eq. (16), we utilize the
fact that the terms with δ˙t are less dominant than the other
terms due to the following reasons. First, in a real application,
a guidance command is generally continuous and slowly-
varying. Accordingly, the output of autopilot (i.e. δt) is also
continuous and slowly-varying during a flight. Therefore, we
can assume that the time-derivative of δt is small enough
to be neglected when designing autopilots. Second, during
the transition phase, δ˙t is relatively large. However, in the
steady-state, δ˙t is very small. Therefore, neglecting the time-
derivative of δt does not affect the steady-state performance in
practice. This approximation is also verified through numerical
simulations in Section V.
B. System Equation for Autopilot Design
Before delving into the autopilot design, the system equa-
tions for designing the proposed autopilot are discussed in
this section. Since the normal acceleration awz is chosen as the
controlled output, utilizing the system equation in the terms of
awz , the so-called output dynamics, is beneficial. In this sense,
substituting Eq. (11) into Eq. (17) yields
a˙wz = η
(
awz
V
+ q
)
. (22)
In addition, since the deflection angle of TVC (i.e., δt) is
small in Eq. (4), the body pitch rate dynamics is approximated
as
q˙ =
q∞SrefdrefCM
Iyy
− ltTδt
Iyy
. (23)
Then, by combining Eqs. (22) and (23), the system equa-
tions for the proposed autopilot are constructed. In the system
equations, the state variables are the normal acceleration and
the body pitch rate. Also, the control input is the deflection
angle of TVC. In the system equations, the body pitch rate
dynamics Eq. (23) is usually much faster than the normal ac-
celeration dynamics Eq. (22), because the body pitch rate dy-
namics is directly affected by the control input δt. Accordingly,
based on the time-scale separation, the normal acceleration
and the body pitch rate dynamics can be separated, thereby,
allowing the utilization of a cascade structure with the inner
loop and outer loop when designing the autopilot. Specifically,
the acceleration feedback and the body pitch rate feedback
constitute the outer loop and the inner loop, respectively.
Hence, the two feedback loops can be separately designed.
Note, the time-scale separation technique has been widely
considered and accepted in missile autopilot designs [14], [18],
[19], [22], [30]–[33]. Additionally, according to our recent
work [14], it has been revealed that the well-known three-
loop autopilot [19]–[21], [23]–[27] also has been developed
based on the time-scale separation. Based on this aspect, the
proposed autopilot design will follow this strategy as well.
In our previous work [14], a nonlinear autopilot design
process based on the FBLC in conjunction with the time-scale
separation was proposed for aerodynamic-controlled missiles,
which rely on the moment control mechanism. In [14], it has
been revealed that in case, the desired error dynamics for
outer loop and inner loop are chosen as the first-order system
and the second-order system, respectively. Correspondingly,
under the FBLC, a resultant autopilot becomes a nonlinear
version of the well-known three-loop missile autopilot. Since
the three-loop missile structure has been well-understood over
the past several decades, it can be beneficial for reliability.
Also, through the elimination of the need for a tedious design
process such as gain scheduling, the nonlinear autopilot design
becomes more beneficial.
In order to exploit these benefits, the proposed autopilot
will be designed using the approach in [14]. Since under
the proposed control concept, the normal acceleration is also
controlled by the moment control mechanism, the design
process in [14] can be directly applied to the system equations
as shown in Eqs. (22) and (23). Compared to [14], the
mechanisms to generate moment (aerodynamic control fin →
TVC) and the output variable (body acceleration → normal
acceleration) are different.
Remark 3. Note, under the time-scale separation, there is
no internal dynamics in the inner loop dynamics and the outer
loop dynamics as shown in Eqs. (22) and (23) because the
system dynamics and output dynamics have the same order.
Remark 4. The variations of dynamic pressure (or velocity)
and mass are not considered in the proposed autopilot design
since the dynamic pressure and mass are slowly varying
parameters compared to other state variables. Also, since the
variations of dynamic pressure and mass are not dominant pa-
rameters to induce normal acceleration, they can be neglected
when designing autopilots from a practical perspective. This
approximation will be verified in the numerical simulation.
In other words, a high-fidelity longitudinal missile model
including the variations of dynamic pressure and mass will
be utilized to test the performance of the proposed autopilot,
which is based on the simplified model as shown in Eqs. (22)
and (23).
C. Feedback Loop Design for Normal Acceleration
In the feedback loop design for the normal acceleration,
the output variable and the control input are considered as
the normal acceleration and the body pitch rate, respectively.
The acceleration feedback loop is used to calculate the body
pitch rate command in order to achieve the desired normal
acceleration command. Correspondingly, the system equation
of the normal acceleration, as shown in Eq. (22), with the
feedback linearization technique is used to design the acceler-
ation feedback loop. In the feedback linearization technique,
the choice of the desired error dynamics can determine the
control structure and decide the overall control performance.
In addition, it should be designed in consideration of the
dynamic characteristics of system equations. In Eq. (22), a
multiplicative modeling error is expected in practice and thus,
the desired error dynamics for the normal acceleration is
simply chosen as the first-order system. The desired error
dynamics for the normal acceleration in the time domain can
be written as:
a˙wz −
1
τ
(az,c − awz ) = 0. (24)
6where τ is the time constant of the first-order system, which
can be considered as a design parameter of the acceleration
feedback loop. In order to achieve this error dynamics, the
control command of the acceleration feedback loop is deter-
mined by substituting Eq. (24) into Eq. (22) as follows:
qc =
1
τη
(az,c − awz )−
awz
V
. (25)
This command is given by the body pitch rate required to
achieve the first-order response of the normal acceleration. In
the next section, the body rate feedback loop design to achieve
the desired value is described.
D. Feedback Loop Design for Body Pitch Rate
In the feedback loop design for the body pitch rate, the
output variable and the control input are considered as the
body pitch rate and the deflection angle of TVC, respectively.
The main goal of this feedback loop is to generate the deflec-
tion angle command of TVC in order to achieve the desired
body pitch rate from the outer loop (i.e., the feedback loop
design for the normal acceleration). Similarly, the feedback
linearization approach is applied to the dynamics equation of
the body pitch rate, as shown in Eq. (23). In a real application,
the aerodynamic uncertainties and the center of gravity uncer-
tainties have been observed to induce the modeling errors in
the body pitch rate dynamics. These modeling errors can be in
the form of multiplicative modeling errors as well as additive
modeling errors. Accordingly, the desired error dynamics of
the body pitch rate is chosen as the second-order system as:
q˙ + 2ζωq + ω2
∫
(q − qc) dt = 0. (26)
where ω and ζ denote the natural frequency and damping ratio
of the rate feedback loop, respectively and are considered to be
the design parameters. The parameter qc represents the desired
body pitch rate to be achieved, which is determined by the
acceleration feedback loop, as shown in Eq. (25). Finally, the
control command of the rate feedback loop is determined by
substituting Eq. (26) into Eq. (23) as follows:
δt,c =
q∞SrefdrefCM
ltT
− Iyy
ltT
2ζω
(
ω
2ζ
∫
(qc − q) dt− q
)
.
(27)
This command can also be rewritten in terms of a trim
command. In accordance with the definition of trim (i.e.,
q˙ = 0), the trim command can maintain the trim condition,
which is determined from Eq. (23) with q˙ = 0:
δtrim
∆
=
q∞SrefdrefCM
ltT
. (28)
By using the expression of the trim command, the control
command of the rate feedback loop can also be rewritten as
follows:
δt,c = δtrim − Iyy
ltT
2ζω
(
ω
2ζ
∫
(qc − q) dt− q
)
. (29)
E. Discussion
In this section, the characteristics of the proposed autopilot
are investigated. The control commands in Eqs. (25) and (29)
can be rewritten as follows:
qc = KA (az,c − az)−KDCaz. (30)
δt,c = δtrim +
(
KI
∫
(qc − q) dt− q
)
KR. (31)
where
KDC =
1
V
, KA =
1
ητ
. (32)
KR = −2ζωIyy
ltT
, KI =
ω
2ζ
. (33)
From Eqs. (32) and (33), the new variables KA and KDC
are defined to be the time-varying gains of the acceleration
feedback loop, and the new variables KI and KR are consid-
ered as the time-varying gains of the rate feedback loop.
First, let us analyze the characteristic of the acceleration
feedback loop with Eqs. (30) and (32). The control gains
KA and KDC are automatically adjusted according to the
variations of the speed and the environmental effectiveness
factor η, and the effectiveness factor η changes in the endo-
and exo-atmospheres, as shown in Eqs. (20) and (21). Specifi-
cally, the control gains KA in the endo- and exo-atmospheres
respectively are given as:
KA =
1(
q∞SrefCz,α
m − Tm
)
τ
. (34)
KA = − m
Tτ
. (35)
It can be readily observed that the control gain KA is
automatically adjusted as the variations of the effectiveness
of the aerodynamic force and the thrust. Accordingly, the
magnitude of the control gains KA gradually increases, as
the control effectiveness η decreases from the endo- to exo-
atmosphere. Also from Eq. (30), it can be observed that
the control gain KDC affects a steady-state error of the
acceleration feedback loop and is adjusted by the speed of the
interceptor. In addition, the response of the controller can be
designed for the first-order system, which has the time constant
as τ . Correspondingly, in order to obtain a fast response,
the design parameter τ needs to be tuned as a small value.
However, in this case, the time response of the acceleration
feedback loop should be slower than that of the rate feedback
loop.
Second, the characteristic of the body pitch rate loop with
Eqs. (31) and (33) is analyzed. These control gains are char-
acterized as the time-varying parameters by the aerodynamic
coefficients, thrust, and missile configurations. Therefore, with
the change in these parameters, the control gains KI and
KR are automatically adjusted. In addition, the control gains
KI and KR are also given by the functions of the design
parameters ζ and ω, which determine the desired second-order
response. When designing these parameters, the time response
of the body pitch rate should be slower than that of the TVC
actuator loop.
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Fig. 2: The structure of proposed autopilot.
Fig. 2 represents the proposed autopilot structure which
notably, is similar to the well-known three-loop autopilot [1],
[14]–[18]. Also, the conventional three-loop autopilot (i.e., the
linear three-loop autopilot) has the constant gain sets, and
the gain-scheduling technique is normally used to operate in
various flight conditions. Consequently, the specific gain sets
are tuned in several flight conditions, and the gain sets are
switched as flight conditions change during in-flight. However,
the proposed nonlinear autopilot can adjust the control gains
automatically with the change in the flight conditions. In other
words, the control gains of the proposed nonlinear autopilot
are automatically adjusted corresponding to the control effec-
tiveness changes. Another difference is that the trim command
δtrim is added to the control command of the rate feedback
loop as opposed to the conventional three-loop autopilot, and
the trim command can help the transition performance of the
autopilot improve by rapidly situating the autopilot near the
operating point.
Besides, advantageously, the resultant autopilot is provided
by a similar form of the well-known three-loop autopilot [1],
[14]–[18]. Correspondingly, an autopilot designer may have
confidence in the reliability of the proposed autopilot when
implementing it in a real missile system, as the physical
meaning or the working principle of the proposed controller
can be clearly presented.
IV. BEHAVIOR OF TRACKING ERROR IN PRESENCE OF
MODELLING ERRORS
In this section, the tracking error of the proposed autopilot
is investigated for showing its characteristics of the plant
parameter variations. In practice, since the dynamic equations
are inaccurate due to model uncertainties such as aerodynamic
uncertainties, thrust uncertainties, physical uncertainties, etc.,
obtaining an understanding and analyzing the behavior of the
autopilot due to the plant parameter variations is an essential
prerequisite for evaluating its reliability and predicting its per-
formance. As such, the tracking error analysis in the presence
of the plant parameter variations is performed to elucidate the
relationship between the plant parameter variations and the
stability margin in the nonlinear dynamic inversion autopilot.
In the proposed autopilot, the full knowledge of the dynamic
model is required to generate the control commands. However,
in a real application, the dynamic model may contain modeling
errors due to the uncertainties of aerodynamic coefficients
and missile parameters. In order to bridge this gap, in this
section, the behavior of the tracking errors is determined in
the presence of the modeling errors. In this analysis, it is
assumed that the representative modeling errors are induced
by the uncertainties of aerodynamic coefficients, thrust level,
center of gravity, and moment of inertia. Then, from Eqs. (25)
and (20), the body pitch rate command with the modeling
errors is given as:
qˆc =
m
τ
(
q∞Sref Cˆz,α − Tˆ
) (az,c − awz )− 1V awz . (36)
where the parameter with a hat notation (i.e., )ˆ represents
the inaccurate model information. It is assumed that this is
the best knowledge about the dynamic model in the autopilot
design step. When this control command is applied, the closed-
loop dynamics of the normal acceleration is determined by
substituting Eq. (36) into Eq. (22).
a˙wz =
1
τˆ
(az,c − awz ) . (37)
with
τˆ =
(
q∞Sref Cˆz,α − Tˆ
q∞SrefCz,α − T
)
τ . (38)
In this case, the tracking error dynamics is also determined
as
e˙1 = −1
τˆ
e1. (39)
where e1 = az,c − awz . The tracking error dynamics is altered
by the modeling errors. In Eq. (39), the parameters τˆ and
τ represent the achieved time constant and the desired time
constant, respectively. As shown in Eq. (38), the modeling
errors act as a scaling factor for the desired time constant.
Namely, the modeling errors force the achieved time constant
to vary from the desired value. When the model information is
perfect, the achieved time constant is equal to the desired time
constant as τˆ = τ . As shown in Eq. (39), it is also noted that
the tracking error converges to zero even in the presence of the
modeling errors, which, in fact, only influence the convergence
speed of the tracking error (i.e., the transient response in the
acceleration feedback loop).
Next, from Eq. (27), the deflection angle command with the
modeling errors can be expressed as
δˆt,c =
q∞Srefdref CˆM
lˆtTˆ
−
(
ω
2ζ
∫
(qc − q) dt− q
)
Iˆyy
lˆtTˆ
2ζω.
(40)
Under this control command, the closed-loop dynamics of
the body pitch rate is determined by substituting Eq. (40) into
Eq. (23)
q˙ = ωˆ2
∫
(qc − q) dt− 2ζˆωˆq + ∆. (41)
with
ωˆ =
√
IˆyyltT
Iyy lˆtTˆ
ω, ζˆ =
√
IˆyyltT
Iyy lˆtTˆ
ζ,
∆ =
q∞Srefdref ltT
Iyy
(
CM
ltT
− CˆM
lˆtTˆ
)
.
(42)
8By taking the time derivative of Eq. (41), the tracking error
dynamics in the presence of the modeling errors is obtained
as follows:
e¨2 = −2ζˆωˆe˙2 + ωˆ2e2 + ∆˙. (43)
where e2 = qc − q. The tracking error dynamics is also altered
by the modeling errors. In Eq. (41), the parameters ζˆ and ωˆ
denote the achieved damping ratio and the achieved natural
frequency. The parameters ζ and ω represent the desired damp-
ing ratio and the desired natural frequency. The parameter ∆
represents a bias-type error. Because the modeling errors also
act as scaling factors for the desired parameters in the pitch
rate feedback loop. In this case, the modeling errors introduce
the bias-type error as well. When the model information is
perfect, we can achieve ζˆ = ζ, ωˆ = ω, and ∆ = 0,
respectively. In Eq. (43), if the bias-type error is slowly varying
(i.e., ∆˙ ≈ 0), the tracking error dynamics can be approximated
as
e¨2 = −2ζˆωˆe˙2 + ωˆ2e2. (44)
In this case, the tracking error converges to zero even in the
presence of the modeling errors, which similarly, only affect
the convergence pattern of the tracking error. However, in the
case of ∆˙ 6= 0, it is expected that the modeling errors might
also influence the steady-state performance due to the bias-
type error.
Remark 5. Note, the purpose of this analysis is to show a
general insight into the behavior of nonlinear autopilot in the
presence of the modeling errors. In this context, the simplifica-
tions (i.e., the time-scale separation) have been considered to
make the analysis tractable for the analysis purpose. Therefore,
in case, the absolute time-scale separation and perfect tracking
are not valid, the analysis results might not represent the
system responses correctly. However, the proposed control
mechanism maintains the time-scale separation because the
pitch rate dynamics are sufficiently fast under the proposed
control mechanism.
V. NUMERICAL SIMULATION RESULTS
This section presents the numerical simulation results in
order to verify the proposed autopilot. The initial mass of the
missile is 1000 kg, and the total mass decreases continuously
due to fuel consumption. In practice, the current mass infor-
mation could be obtained by a mass model. Also, the mass
flow rate of the thruster is assumed as 9.35 kg/s, and burn
time is set to 80 s. In addition, the actuator model, which is
included in the simulation is given as:
Ga (s) =
ω2a
s2 + 2ζaωa + ω
2
a
(ωa = 15Hz, ζa = 0.707) .
(45)
Moreover, the proposed autopilot is designed to satisfy the
following performance.
• Gain margin > 6 dB
• Phase margin > 45 deg
• Rise time of the acceleration loop < 0.5 s
• The acceleration command < 6 g
In order to analyze the response at each altitude, the mass,
speed, and thrust are obtained from the reference trajectory as
shown in Table I.
TABLE I: The initial conditions at each altitude.
Altitude [km] 0 10 20 30 50 60
Mass [kg] 1000 713.4 589.8 503.1 381.6 335.1
Thrust [G] 2.52 3.54 4.28 5.02 6.62 7.53
Speed [Mach] 0.06 2.4 3.6 4.9 7.3 8.5
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(b) Normal acceleration (flight path angle) controller.
Fig. 3: Designed controllers for analysis of aerodynamical
mechanism.
A. Investigation of the aerodynamic mechanism
As mentioned before, the angle of attack is rapidly con-
verged to zero with the aerodynamic effect, and the flight path
angle is converged to the pitch angle rapidly. That is because
the air density is high at the low altitude, and the time response
of the flight path angle control rapidly increases. Therefore,
in case, the rate of convergence of the angle of attack is fast
enough, we can utilize the attitude controller to adjust the flight
path angle. In this manner, the attitude controller can control
the flight path angle, indirectly. In addition, the flight path
angle is difficult to obtain whereas, the attitude angle can be
directly calculated by an inertial navigation system in practice.
For this reason, the autopilot of the conventional interceptor
is designed as the attitude control scheme at a low altitude.
However, the autopilot, which adopts the attitude as the control
parameter, has a critical disadvantage at the high altitude. In
order to investigate the aerodynamic mechanism at the low
and high altitude, we designed the conventional pitch angle
controller and the flight path angle controller as shown in Fig.
3.
In order to compare under the same condition, the initial
speed and mass were set at 1000 m/s and 200 kg, respectively.
As shown in Fig. 4 (a), the time responses of the pitch angle
at various altitudes are the same whereas, the time responses
of the flight path angle become slower at the high altitude.
From the result, it can be deduced that the performance of the
attitude controller is degraded at the high altitude clearly.
The phenomenon occurs because the angle-of-attack con-
verges to zero slowly at a high altitude. Similarly, the angle-
of-attack at the high altitude is larger than the angle-of-attack
at the low altitude, as shown in Fig. 4 (b). In addition, it means
that a large angle-of-attack at the high altitude is required to
obtain the same amount of the control force that is required at
the low altitude. As a result, it takes more time for the angle-
of-attack to converge to zero. For this reason, the performance
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Fig. 4: Performance analysis with attitude control scheme at
each altitude.
of the autopilot with the attitude control structure decreases
significantly at the high altitude. Although the time responses
are the same at three attitudes, the required deflection angles
decrease at the high altitudes, as shown in Fig. 4 (c). That is
because the required aerodynamic drag is also reduced at the
high altitude, and the small amount of deflection angle could
be affordable to induce the same effect.
B. Investigation of basic properties
In order to investigate the basic property of the proposed
autopilot, nonlinear simulations were performed and the initial
conditions are presented in Table I, and the required acceler-
ation command was 2 g. The normal accelerations are shown
in Fig. 5 (a), which shows that although the control structure
was the same at all altitudes, the response of the normal
acceleration was generated uniformly. In addition, the circle
markers in Fig. 5 (a) showed a 0 - 90% rise time at each
altitude condition. The rise time at each altitude was under
0.5 s, which is the requirement of the designed controller.
Moreover, Fig. 5 (b) depicts the normalized deflection angle
of TVC at various altitudes. The deflection angle command
decreased at the high altitude and this trend could be attributed
to the nullification of the aerodynamic moments. In the endo-
atmospheric region, an additional deflection angle was re-
quired to nullify the aerodynamic moments for maintaining the
trim condition. However, in the exo-atmospheric region, the
deflection angle for maintaining the trim condition decreased,
due to the decrease in the effectiveness of the aerodynamic
forces. Moreover, the deflection angles above 50 km became
nearly zero.
The normalized angle-of-attack at various altitudes are
shown in Fig. 5 (c). The angle-of-attack was less at low
altitudes, which means that even a small angle-of-attack in
the endo-atmospheric region can generate adequate normal
acceleration due to the large aerodynamic force. On the
contrary, in the exo-atmospheric region, a relatively small and
limited thrust required a high angle-of-attack to produce the
same amount of the normal acceleration as that produced in
the endo-atmospheric region.
Furthermore, the control effectiveness of the thrust is shown
in Fig. 5 (d), illustrating that the effectiveness of thrust is
automatically adjusted to a high value at a high altitude. It
implies that the thrust becomes the dominant control force at
high altitudes.
C. Robustness study of proposed autopilot
1) Relative stability analysis: In order to investigate the
robustness of the proposed controller, the relative stability
is analyzed in this subsection. According to the well-known
control theory, the robustness against the perturbations can
be addressed by determining the relative stability, and this
is widely accepted in practice. The relative stability can be
considered as the information on how stable a control loop
is, and specifically, the relative stability is represented as the
gain margin and the phase margin from the linear control
theory. In the nonlinear dynamic inversion, it is difficult to
address the gain margin and the phase margin as well as
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(a) The method to determine the gain margin.
(b) The method to determine the phase margin.
Fig. 6: Relative stability analysis for the proposed controller.
there are no rigorous theories. Therefore, as in [34], we
utilized a practical approach: To determine the gain margin
and the phase margin using their physical meanings. The gain
margin is physically the amount of allowable gain increase
while maintaining control loop stability. Namely, the physical
meaning of the gain margin is the amount of permissible
modeling error. Therefore, the gain margin of the nonlinear
dynamic inversion autopilot can be numerically determined
based on its physical meaning as follows:
• Put an input gain k before actuator as shown in Fig. 6
(a), and find maximum value k until control loop becomes
unstable.
• Once we find the maximum value k, we can compute the
gain margin as
GM = 20log10 (k) [dB]. (46)
The phase margin is the amount of allowable phase shift
while maintaining control loop stability. Therefore, the phys-
ical meaning of the phase margin can be considered as the
amount of allowable time delay in the control loop. Therefore,
the phase margin of the nonlinear dynamic inversion autopilot
can be numerically determined based on its physical meaning
as follows:
• Impose a transport delay ∆t before actuator as shown in
Fig. 6 (b), and find maximum ∆t until the control loop
becomes unstable. Herein, ∆t can be considered as the
time delay margin.
• Compute the gain-crossover frequency f from the ob-
tained response (read frequency from oscillation re-
sponse).
• Compute the phase margin as follows:
PM = 360f∆t[deg]. (47)
By using these approaches, we performed the robustness
analysis as presented in Figs. 7 and 8, and the gain margin
and phase margin satisfied the design criteria; Gain margin >
6 dB and Phase margin > 45 deg.
2) Uncertainty of Aerodynamic force and thrust: The pro-
posed control structure utilizes the aerodynamic force and
thrust to obtain the control gains, and it is similar to the
dynamic inversion technique. This correspondingly implies
that in case, the parameters of the aerodynamic force and
thrust have errors, the controller could be unstable. Given this
perspective, Figs. 9-11 depict the simulation results to verify
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Fig. 7: Relative stability analysis with gain margin.
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Fig. 8: Relative stability analysis with phase margin.
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Fig. 9: Relative stability analysis with center of pressure(CP)
uncertainty.
the robustness of the controller under the modeling errors. In
practice, it is difficult to obtain the exact information on the
center of pressure, the aerodynamic coefficient Czα , and thrust
profile. Therefore, it is assumed that the center of pressure,
Czα , and thrust have errors in the simulation. At the low
altitude, these uncertainties can affect the response directly.
In contrast, at the high altitude, the uncertainties can induce
less effect on its stability as the aerodynamic drag and moment
vanish at the high altitude.
D. Engagement simulation
In order to verify the proposed control structure, the en-
gagement simulation was performed as shown in Fig. 12,
and for the comparison to the existing approach, a switching
mechanism was utilized to the simulation. The controller was
switched from the conventional pitch controller to the normal
acceleration controller at 20 km, and the gains of the con-
trollers were tuned at several trim points and used by the gain
scheduling algorithm. As shown in Fig. 12 (a), the trajectories
of two approaches are found to be similar, but the performance
of the attitude controller is attenuated near the switching points
as shown in Fig. 12 (b). Contrariwise, the proposed approach
depicts good tracking performance. Moreover, the required
deflection angle of the switching approach is larger than that
of the proposed approach as shown in Fig. 12 (c). From those
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Fig. 10: Relative stability analysis with Czα uncertainty.
results, the proposed approach shows a robust performance at
entire altitude regions.
VI. CONCLUSION
This paper proposed a novel autopilot, without changing
the control mechanism or the configuration of the control
structure, for the interceptor with TVC, using the nonlinear
control approach. The proposed autopilot can operate with the
same control structure from the endo-atmospheric region to
the exo-atmospheric region. In addition, since the proposed
autopilot can be rearranged into the structure of the well-
known three loop autopilot, the physical meaning of control
commands can be analyzed intuitively. It implies that the
proposed autopilot can be regarded as a proven controller in
the real field. The tracking error of the proposed autopilot
was analyzed in consideration of the modeling errors, and the
relative stability was investigated by studying the robustness
against the perturbations. The proposed autopilot shows the
robust performance in the endo- and exo-atmospheric regions
while changing the altitudes, as its performance was verified
by the engagement simulation results between 0-50 km. The
proposed autopilot can be utilized effortlessly for all kinds of
aerial vehicles, which operate at various altitude ranges, such
as high-altitude long-endurance aerial vehicles and rockets.
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