Abstract. The aim of this paper is to present a unified theory of many Kato type representation theorems in terms of solvable forms on Hilbert spaces. In particular, for some sesquilinear forms Ω on a dense domain D one looks for an expression
Introduction
Let H be a Hilbert space with inner product ·, · . The notions of bounded operators and bounded sesquilinear forms are closely related by the formula Ω(ξ, η) = T ξ, η , ∀ξ, η ∈ H.
(1.1)
R. Corso
Here there are some differences compared to the bounded case. For example, representation (1.2) does not necessarily hold on the whole D, because in general D(T ) is smaller that D. However, D(T ) is not a 'small' subspace since it is dense in H. It is worth mentioning that an expression like (1.2) can be given for any sesquilinear form Ω considering the operator defined by D(T ) = {ξ ∈ D : ∃χ ∈ H, Ω(ξ, η) = χ, η , ∀η ∈ D} (1. 3) and T ξ = χ, for all ξ ∈ D(T ) and χ as in (1.3) . Note that T , the operator associated to Ω, is the maximal operator that satisfies such an expression. However, one usually is looking for some properties of T concerning closedness or resolvent set, like in Kato's theorem. A bijection between densely defined closed sectorial forms and their associated operators (i.e. m-sectorial operators) is valid. But this bijection is not preserved when we consider a larger class of sesquilinear forms. Indeed, there exists many sesquilinear forms with the same associated operator (see Proposition 4.2 of [6] ). Although in the unbounded case the representation on the whole domain and the correspondence between forms and operators are lost we have the following strong result (see [8] ).
Kato's second representation theorem. Let Ω be a densely defined closed nonnegative sesquilinear form with domain D and T be its positive self-adjoint associated operator. Then
and
We stress that in (1.4) the representation is well-defined in D, which is also the domain of a positive self-adjoint operator. [8, Ch . VI] and also [5] for some generalizations). There are cases where it is simpler to handle forms rather than operators. Indeed, the sum of two operators might be defined in a small subspace, but with closed forms one can define a special sum that has a dense domain (see [13] for the concrete example of the so-called form sum of the operators Af = −f ′′ and δf = f (0) with f ∈ C ∞ 0 (R)). Recently, the first representation theorem has been generalized in the context of q-closed and solvable forms in [1] and, successively, in [2] (see Theorem 2.3 below). While the second one has been extended to solvable forms in [3] (see Theorem 2.5 below). Solvable forms constitute a unified theory of many representation theorems (for example [4, 6, 9, 10, 11, 14, 15] ). The new aspects of solvable forms, compared to the ones in the works mentioned above, are the following (see Definitions 2.1 and 2.2). First, the structure of reflexive Banach space need not be a Hilbert space on the domain of the form. Second, the perturbation with a bounded form which is not necessarily a multiple of the inner product. These conditions are stressed in Example 7.3 of [2] and Example 2.9 in Section 2, respectively. This paper is organized as follows. In Section 2 we give the definitions of solvable forms and their representation theorems. We show in Section 3 some properties of these forms in terms of the numerical range. Section 4 provides an exposition of particular cases of solvable forms known in the literature. In the final section we discuss another representation called Radon-Nikodymlike.
The representation theorems
Throughout this paper we will use the following notations: H is a Hilbert space with inner product ·, · and norm · ; D is a dense subspace of H; D(T ), R(T ) and ρ(T ) are the domain, range and resolvent set of an operator T on H, respectively; B(H) is the set of bounded operators defined everywhere on H; ℜB and ℑB are the real and imaginary parts of an operator B ∈ B(H), respectively;
n T := { T ξ, ξ : ξ ∈ D(T ), ξ = 1} is the numerical range of T ; l p with p > 1 is the classic Banach space with the usual norm.
We will consider sesquilinear forms defined on D, i.e., maps D × D → C which are linear in the first component and anti-linear in the second one.
If Ω is a sesquilinear form defined on D, then the adjoint form Ω * of Ω is given by Ω * (ξ, η) = Ω(η, ξ), for all ξ, η ∈ D. The real and imaginary parts ℜΩ and ℑΩ are ℜΩ = (Ω − Ω * ), respectively. The numerical range of Ω is
Ω is said to be symmetric if Ω = Ω * (i.e., n Ω ⊆ R) and, in particular, Ω is non-negative if n Ω ⊆ [0, +∞). We will denote by ι the sesquilinear form ι(ξ, η) = ξ, η , ξ, η ∈ H and by ϑ the null form on H.
The following definition of q-closed forms is taken from [2, Proposition 3.2]. The reason why we use also here the symbol ·, · is that H is continuously embedded into E × Ω and the action of elements of E × Ω is an extension of the inner product of H (see [2, Sect. 4] ). Let P(Ω) be the set of bounded sesquilinear forms Υ on H such that
Definition 2.2. If the set P(Ω) is not empty, then Ω is said to be solvable w.r.t. · Ω (if moreover · Ω is a Hilbert norm, then Ω is also said to be solvable w.r.t. the inner product induced by · Ω ).
Solvable forms are q-closed forms characterized by the existence of a bounded sesquilinear form Υ on H such that the operator X Υ :
Therefore, the set P(Ω) denotes perturbations of Ω with bounded forms which induce a bijection of E Ω onto E 1 and Example 2.8. Let α := {α n } be a sequence of complex numbers and
The form Ω α is hypersolvable w.r.t. the norm given by
Moreover, 1. if {α n : n ∈ N} = C, then −λι ∈ P(Ω α ), for all λ / ∈ {α n : n ∈ N}; 2. in general 1 , we set β = {β n } the sequence such that β n = −α n + 1 if |α n | ≤ 1, and β n = 0 if |α n | > 1. Therefore, the form Ω β is bounded and 0 / ∈ {α n + β n : n ∈ N}. From the previous case, Ω α + Ω β is solvable and Ω β ∈ P(Ω α ). The operator associated to Ω α is the multiplication operator M α by α, with domain
and given by M α {ξ n } = {α n ξ n }, for every {ξ n } ∈ D(M α ).
The next one is a new example of solvable sesquilinear form.
Example 2.9. Let 1 < p < 2 and q be such that
For convenience we denote by ξ = {ξ n } the generic element of the space l r with r > 1. Let moreover D = l p ⊕ l q , which is a reflexive Banach space if it is endowed with the norm (ξ, η) D = ξ p + η q (as usual, · p and · q are the classical norms on l p and l q , respectively). The Banach space D[ · D ] will be denoted by E. Observe that E is isomorphic to its conjugate dual space E × . Indeed, we have the isomorphism (we identify E × with l q ⊕ l p )
The action of X is given by
for all (ξ, η), (ξ ′ , η ′ ) ∈ E. Now we define a sesquilinear form Ω on D exactly by (2.1); i.e., for (ξ, η),
Ω is bounded on E. Indeed, an easy computation shows that
Our goal is to show that Ω is solvable w.r.t. · E . The first thing we need is a Hilbert space in which E can be continuously embedded with dense range. We can make the following considerations:
• l p is continuously embedded in the Hilbert space H 1 := l 2 with dense range.
• An inner product on l q can be given by
In particular, it is well-defined since 2 ≤ η q for every η ∈ l q . Hence, l q is continuously embedded into H 2 and of course the range is dense.
• E is continuously embedded into H := H 1 ⊕ H 2 and the range is dense.
All the arguments above prove that Ω is q-closed w.r.t. · D . Moreover, by [1, Lemma 5.6 ] Ω is solvable w.r.t. · D (indeed the operator X ϑ coincides with X which is bijective).
However, Ω is not solvable w.r.t. any inner product. Indeed, were it so, then D would be a Hilbert space with the same topology of E by [2, Theorem 3.8]. The subspace l p ⊕ {0} is closed in E, therefore l p would be a Hilbert space with the same topology induced by · p . But we know that l p is not isomorphic to a Hilbert space (for example, it is a consequence of [12] ).
Moreover, this form is not hyper-solvable by [3, Corollary 4.4].
Numerical range
As it is shown in this section, the numerical range of a q-closed form plays a special role on the property of being solvable. 1. −λι ∈ P(Ω) for some λ ∈ m; 2. −µι ∈ P(Ω) for all µ ∈ m.
Proof. It is an immediate consequence of point 3 of Theorem 2.3 and of the fact that the defect numbers of the associated operator are constant on m (see [8, Theorem V.3 
.2]).
A particular case of this result for symmetric forms is [3, Corollary 2.8].
Let Ω be a q-closed sesquilinear form on D w.r.t. a norm · Ω with numerical range n Ω = C. Let Υ be a bounded form such that n Ω ∩ n −Υ = ∅, where n −Υ is the numerical range of −Υ (in particular, Υ = −λι with λ / ∈ n Ω ). Theorem 5.2 of [2] gives an equivalent condition for Υ to be in P(Ω). [2, Section 7] . Note that if Ω satisfies [15, Theorem 11.3 ] (see also [9] ) then |Ω(ξ, ξ)| ≥ ω ξ 2 for all ξ ∈ D and some constant ω > 0. Therefore, 0 / ∈ n Ω and since n Ω is convex it is contained in a half-plane which excludes 0. We call an expression like (5.1) a Radon-Nikodym-like representation of Ω. It is never unique (indeed we can act on Q, H by multiplying with scalars) and Lemma 3.7 of [3] gives a way to obtain this type of representation. . Previous works on Radon-Nikodym style theorems, in the non-negative case, are [16, 18] concerning Lebesgue decomposition of non-negative forms (see also [17] ). We mention that Theorem 2.2 of [18] and Theorem 3 of [16] , with the so-called singular part null, are Kato's second version theorems in a framework with two non-negative sesquilinear forms. However, in this paper for 'Radon-Nikodym-like representation' we mean also that
Radon-Nikodym-like representation
Let S be the family of all q-closed sesquilinear forms on D w.r.t. to some inner product and Proof. Suppose 0 / ∈ n Q . Then 0 ∈ ρ(Q) (see [7, Problem 214]) and Ω is solvable with ϑ ∈ P(Ω) by [3, Theorem 3.8] .
In particular, if n ℜQ ⊆ [γ, +∞), with γ > 0, then Ω is solvable with ϑ ∈ P(ℜΩ). Moreover, taking into account that n Q is a bounded subset, then n Q is contained in a sector S = {λ ∈ C : arg(λ) ≤ θ}, with 0 ≤ θ < π 2 . As it was mentioned in Remark 5.3, Ω has numerical range in S, and there exists λ < 0 such that −λι ∈ P(ℜΩ) by Remark 2.6. Finally, Theorem 4.1 implies that Ω is sectorial closed in Kato's sense.
