ABSTRACT Industrial systems have multiple parameters that control the processes and one or more output performance metrics that one would like to maximize or minimize. The design-of-experiment (DoE) techniques have been proposed, which allows the system designers to optimize the control parameters with a reasonable number of experiments, the response surface methodology (RSM) being among the primary of such techniques. In this paper, we use the RSM to optimize the design parameters in a multi-layer microwaveassisted magnetic recording (MAMR) medium. The MAMR is one of the technologies proposed to extend the life of magnetic recording and the multi-layer MAMR (ML-MAMR) or 3D-MAMR, and it has the potential to increase the recording densities further by stacking multiple recording layers on top of each other. The danger of overwriting information in one layer, when targeting the writing of another layer, is of concern; hence, the optimization of the parameters to minimize this is of paramount importance for the successful implementation of the 3D-MAMR. In this paper, we report the techniques tried and used to overcome the saddle points that were encountered during the DoE.
I. INTRODUCTION
Industrial systems may be thought of as a black box with inputs that feed the process, outputs that we wish to optimize, and control parameters that affect the processes within, as depicted in Figure 1 . Design of experiments (DoE) [1], [2] are a set of statistical methods to optimize the control parameters that maximize or minimize a desired performance metric. While the dependency between the control parameters x i and the desired output metric y could vary in a complicated and unknown manner, the response surface methodology (RSM) [3] - [6] assumes an underlying mathematical model for the relationship between these 2 parameter sets and aims to characterize a mathematical curve that best models it. A first order polynomial is a good choice for the response surface when the parameters are far from their optimum, while a second order polynomial is the better option when the parameters are in the vicinity of the optimum. In the first stage, a steepest ascent (or descent) approach is taken to move into the vicinity of the The associate editor coordinating the review of this manuscript and approving it for publication was Hao Luo. FIGURE 1. The problem of optimization is to tune the control parameters x i to optimize some performance metric of a process y that they affect. desired optimum and once there, a second order polynomial is fit to the data points and used to predict the optimum set of control parameters.
These optimizations occur over N -dimensional space where N is the number of control parameters. One should strive to limit the number of control parameters, not allowing N to become too large. The experimental design space that we adopt in this work is referred to as the central composite design (CCD) [3] , [7] , [8] and the number of experiments needed in this design is O(2 N ), limiting N to a practical value of about 5 to 8 parameters.
A second order polynomial is the choice for the mathematical model at the optimum as it is a good approximation to any maximum or minimum with a continuous second derivative, in a region close enough to the approximation point. It is this last caveat that can cause the experimental design to be tricky to handle at times, when things don't go as expected. One difficulty that can arise is that although one may be able to solve for the optimum second degree polynomial in N dimensions, this optimum may not necessarily be a maximum or a minimum, but could be a saddle point.
A well-chosen performance metric cannot tend towards +∞ in one direction and −∞ in another, therefore a saddle point is indicative that the polynomial is not fitting the data points very well. A poor fit of the response surface to the experimental data in turn indicates that the calculated optimum may not be a good predictor of the true optimum, leading to poor performance, or failure of the experiment. The RSM has been used in the literature to optimize many systems, some of the examples include a planetary gear permanent magnet machine [9] , [10] , transverse flux motors [5] , [11] , elliptical vibration-assisted cutting [6] and the design optimization of laminated synchronous reluctance machine for flywheel energy storage [12] . In the current paper, we use it to optimize a multi-level microwave assisted magnetic recording (ML-MAMR) media stack, in which saddle points were encountered. The main contribution of this work is to report an understanding on a cause of saddle points in the RSM optimization, and to propose techniques that might be tried in order to overcome them. We describe the approach taken to unearth what was happening in the optimization, which once understood, led to the proposal of a simple solution that was able to overcome the saddle points, and extract a successful optimum solution from the set of experiments. We demonstrate how these proposed techniques can be applied in an example case study on optimizing the parameters in ML-MAMR. The techniques proposed in this paper however, can be applied in any RSM where saddle points are encountered, to help achieve a successful DoE optimization. In terms of the current application of optimizing the ML-MAMR media stack, the optimized stack produces the highest signal to noise ratio (SNR) in the layer that is written to, and simultaneously the lowest probability of cross-layer writing, to the layer that we do not want to disturb. Such an optimization will contribute to the future success of ML-MAMR as a next generation magnetic recording technology.
II. STANDARD DOE RSM METHOD FOR OPTIMIZING CONTROL PARAMETERS
With the RSM, an N -dimensional paraboloid is fit to a data set with a pre-chosen constellation. Some standard data constellations have been proposed by researchers in the past with the CCD being a popular one [3] . The CCD constellation for a 3-parameter search space is shown in Figure 2 , consisting of FIGURE 2. The CCD data point constellation for N = 3 has P = 2 N + 2N + 1 data points, in the case without any experimental replication.
the central point, the full-factorial search points with 2-levels and the axial search points.
The standard CCD constellation has P = 2 N + 2N + 1 experiment points in it while the most general N -dimensional paraboloid has (N + 1)(N + 2)/2 coefficients. Here we illustrate the derivation for the case with N = 3 while it holds true without loss of generality for any N . In our notation below, all vector variables are indicated with an underline. We define the vector of the second order coefficients α as: α = [α α 0 α 1 α 2 α 00 α 01 α 02 α 11 α 12 with the corresponding variable vector x given by:
x 1 x 2 then the N -dimensional paraboloid with coefficients α can be written:
In order to find the paraboloid that minimizes the distance to the P experimental points, we define the cost function
The gradient of J can be computed as:
as the coefficients that minimizes J in (2) . When α is set to the optimum values in (3), the minimum cost function is
Once the best fit α coefficients are obtained, they need to be reshaped into the matrices
from which equation (1) can be rewritten as
so that the optimum coefficients
can be obtained. This is the standard RSM method to calculate the optimum control parameters x * , with corresponding optimum performance y * .
In N dimensional space, we would like for this optimum to be a maximum or a minimum, depending on whether we wish to maximize or minimize y. However, the solution can turn out contrary to our wishes, producing a saddle point. To determine whether we have a local maximum, minimum or a saddle point, we examine the eigenvalues of the matrix C. If they are all positive, it is a minimum, if they are all negative, it is a maximum and if it is a mixture, we have a saddle point.
If this happens, one possibility is that the current design is far from the optimum. If this is the case, a first order polynomial would be a more suitable model and the steepest ascent/descent approach should be taken instead. However, even if the CCD constellation successfully encompasses the optimum, it is still possible to get a saddle point. One lessthan-ideal approach is to proceed with the solution in (5) to see if it outperforms all the other points in the design. If it does, one could still go ahead with this solution. In our case study, the calculated ''optimum'' performed worse than some of our design points, so alternative methods were tried.
We now describe our optimization scenario the problems that were faced, our investigation into the problem and our proposed solution to the saddle point that was encountered.
III. CASE STUDY: OPTIMIZING THE MEDIA STACK DESIGN IN ML-MAMR
Microwave Assisted Magnetic Recording (MAMR) [13] , [14] is a novel technology developed to extend the areal density growth in the magnetic recording industry. To achieve higher densities, grains with larger anisotropy and higher thermal stability are used to store the data, in order to allow the grain size to be reduced. This comes at the cost of the grains becoming more difficult to write [15] , especially as the write head shrinks in proportion to the decreasing bitcell. During the writing with MAMR, an assisting, oscillating high-frequency (HF) magnetic field is applied, typically from a spin-torque oscillator (STO) [16] that causes the grains to resonate, reducing the amount of write-field needed to switch the grains. In ML-MAMR [17] , [18] , this principle of magnetically resonating grains is also used, but in this case, in addition to assisting the writing of smaller high anisotropy grains, it is also used to select a specific target layer for writing in a 2-layer recording system [19] . In this case study, we seek to optimize the media parameters in the multi-layer ML-MAMR media stack with 2 magnetic recording layers (RL), each recording layer having a hard and a soft sub-layer linked through exchange-coupling as shown in Figure 3 .
A. DEFINING THE CONTROL PARAMETERS
One of the main challenges of ML-MAMR is to develop the media stack that responds to two independent assisting frequencies (HF 1 and HF 2 ), allowing writing to 2 independent recording layers (RL 1 and RL 2 ), while minimizing the risk of damaging the information in the non-targeted layer. It is therefore of interest to find the set of parameters in the ML-MAMR media stack that gives the best performance in some sense, that we now define. The control parameters that we optimize in this work are shown in Figure 3 . They are: 1) anisotropy of the hard layer of RL 2 : K u,hard,2 , 2) anisotropy of the hard layer of RL 1 : K u,hard,1 , 3) frequency applied during layer 2 write: HF 2 , 4) frequency applied during layer 1 write: HF 1 , 5) write field strength during layer 2 write: WFS 2 . The nominal value and search step of each control parameter are shown in the table of control parameters in Figure 3 .
Meanwhile, in this work WFS 1 is held constant at a value of 1. This cuts down on the number of parameters searched, the number of micromagnetic simulations needed and removes an arbitrary degree of freedom from the search space, since we can scale K u and the WFS together without changing anything fundamental in the system. It is noted that K u of the soft layers of RL 2 and RL 1 are not searched, and are held at a constant value of K u,soft,2 = 5 × 10 6 and K u,soft,1 = 3 × 10 6 erg/cc respectively. This was done to keep the number of control parameters at a manageable level, as the impact of the soft-layers was deemed to be less significant than that of the hard-layers. The STO in the model has the parameters also shown in Figure 3 . The write field is generated from finite-element modeling (FEM) simulations of a head with basic parameters also shown in Figure 3 . The details of the writer structure can be found in [19] while the values of the control parameters used in this work are based on those from [17] .
B. DEFINING THE PERFORMANCE METRIC
To measure the performance of each control parameter set, micromagnetic simulations [20] , [21] were written and run at each design point. Micromagnetic simulations model the behavior of the small magnetic grains of which the recording medium is comprised, by numerically solving the Landau-Lifshitz Gilbert (LLG) equations. The key behavior we want to bring about, is to use the MAMR resonance principle to enable the writing of a targeted RL, while simultaneously inhibiting the writing on the non-targeted RL(s). In order to accomplish this, we must judiciously define our performance parameter y. We define this performance metric by carefully considering which features we wish to optimize in our 2-layer media stack. The parameters we would like to maximize in 2-layer MAMR writing would include, the SNR of the patterns written in RL 1 when HF 1 is applied (SNR 1 ) and the SNR of the patterns written in RL 2 when HF 2 is applied (SNR 2 ). At the same time, we wish to minimize the grains switched in RL 2 when HF 1 is enabled (Nerr 2 ) and symmetrically, to minimize the grains switched in RL 1 when HF 2 is enabled (Nerr 1 ). It should be noted that the SNR in layer 1, being further from the writer and reader, is expected to be poorer than the SNR in layer 2. This however, has no impact on our optimization method, as we simply need to find the set of control parameters that optimize a carefully chosen performance function that encapsulates our desired metrics listed above. Here, we propose that performance function to be:
Our method of optimization is as follows. Using the nominal and step values defined for the 5 control parameters Table 1 . For each of the 43 control parameter sets, two sets of ML-MAMR micromagnetic simulations are run: one with HF 1 enabled, and the other with HF 2 enabled. 20 individual micromagnetic writing simulations are run in each of the 2 sets to obtain data that is statistically reliable. The SNR in the targeted layer, and the number of grains switched in the non-targeted layer are obtained over the 20 runs in both cases. From these 4 measured parameters, the performance metric for each control parameter set is computed according to (6) . We note here that each set of 20 micromagnetic simulations takes about 36 hours to complete. When the performance metric for all 43 simulation sets are obtained, a 5-dimensional paraboloid is fit to the data-points using equation (3) . Prior to applying (3) the x parameters are normalized such that the nominal value is zero and the step-size is one. This is done so that the round off errors will have an equal impact for each variable. The α coefficients were calculated from (3) and are shown in Table 2 .
The eigenvalues of C came out to be: 
C. INVESTIGATION INTO THE SADDLE POINT
To get an understanding of what could be happening in 5-dimensional space, the response surface paraboloid is plotted in the one-dimensional cross-sectional slices in each of the 5 axial directions in Figure 4 . It can be observed from this figure that the parabolas open upwards in 3 of the plots and downwards in the other 2, corresponding to the 3 positive eigenvalues and 2 negative eigenvalues that were computed for C above. Although it is the eigenvalues of C that unequivocally determine whether the paraboloid has any upward-opening directions, the plots of the parabolas in the axial directions are also an indicator, and in the current case, they are in agreement with the computed eigenvalues. These plots also indicate a poor fit of the curves to the data points and another disconcerting trait is that upward-opening parabolas are being observed despite the fact that the data points in the plots seem to indicate that downward-opening parabolas would be a more appropriate fit. The central point is always larger than the 2 axial points in all 5 cases. It is therefore puzzling why the optimum α computed from (3) should produce any upward-opening parabolas at all. To investigate this further, we also plotted the parabolas in some of the factorial point directions in Figure 5 . The plots in the factorial directions exhibit a better fit to the data than the axial plots, and interestingly, none of them reveal any upwards-facing parabolas. Although the fit is perhaps a little better than in the axial directions, we still cannot say it is a good fit, nor can we explain the existence of the upward-facing parabolas at this point. The aforementioned bewildering trait remains unexplained in Figure 5 : The data points would qualitatively seem to suggest that downward-opening parabolas ought to have the best fit to the data. So why does the optimum solution exhibit 3 positive eigenvalues giving us a saddle point?
D. PROPOSED TECHNIQUE 1
The first attempt to force a solution with all downwards facing parabolas, and produce a local maximum, is to include a constraint into the optimization using Lagrange multipliers. In this technique, we choose a constraint on the α coefficients and apply it to the cost function (2) as:
Here we illustrate the mathematical derivation of applying the constraint α xx = κ to (2) where α xx is any of the coefficients in α constrained to a value of κ. The constraint could just as well have included multiple α's. λ is the Lagrange multiplier that we also need to solve for in equation (7) and by including it, we have increased the dimensionality of our equation set by 1. We can rewrite equation (7) using the matrix notation we defined earlier in equation (3) as:
We note that λ is now a variable just like any other coefficient in α that we want to solve for and κ is a constant. We hence VOLUME 7, 2019 FIGURE 6. Sample axial and factorial response surface parabolas for κ = −80 using proposed technique 1.
define the augmented matrices α , A and b as:
. . . 
which has the same solution as previously:
The last element of α is λ, the Lagrange multiplier which can be discarded if it is not specifically required. For the constraint, it was decided to try to force the coefficients of α that have upward positive squared coefficients into negative ones. Since the coefficients α 0,0 and α 2,2 were already turning out negative in Table 2 , we did not place any constraint on these coefficients, but only on the squared term coefficients which produced upward-opening parabolas. Thus our imposed constraint is:
where we chose κ to be some negative number to encourage these 3 coefficients to be negative. This constraint does not enforce, but only encourages the selected α coefficients to be negative. We do not want to be too severe in our constraint as we might cause an undesirable distortion to the response surface. It would be better to give some freedom to fit to the data while persuading them to take on negative values, as is done with the current constraint. A few different values for κ were tried and this method of introducing a Lagrange multiplier constraint was found to be able to turn the 3 positive eigenvalues into negative ones. The eigenvalues and J * are shown in Table 3 . We also include the unconstrained eigenvalues and J * for comparison in the last row of this table. The axial and factorial plots for κ = −80 are shown in Figure 6 .
We note from Table 3 , the constrained eigenvalues are all negative while the unconstrained eigenvalues have both positive and negative values in them. This indicates that the constraint has done the job of coercing the eigenvalues to be all negative. The second thing to notice is that J * for the constrained optimization gets larger, with bigger constraint, which is indicating a poorer fit for the stronger constraints. Examining the slices of the paraboloid in Figure 6 , also indicates a poor fit in the axial directions, while a relatively good fit in some cases in the factorial directions. We also note that all the parabolas now open in the downwards direction, which was the result of applying the constraint. However the total overall fit is getting worse with increasing κ. This makes sense, as an unconstrained fit should always perform at least as well, or better than a constrained fit. Given that the unconstrained fit already produced a poor result, we conclude that although this method has worked in turning the eigenvalues around and removing the saddle point, it was not solving our problem of locating the desired optimum x * .
E. PROPOSED TECHNIQUE 2
However, this has helped to clarify that the unconstrained optimum is really the best fit for these 43 data points in the experiment design, even with the upward-opening parabolas.
On closer examination of the data in Table 1 , we observe some very large negative values such as −1238 and −687. We also recall the lemma underlying the RSM methodology, that an N dimensional paraboloid is a good fit to any N -dimensional maximum or minimum in a region close to the maximum or minimum. One might therefore hypothesize that for those points far from the optimum, with large negative performance values, the paraboloid might not be a good fit. Meanwhile, the cost function we define in (2) penalizes a response surface that is too far from any point as the cost goes up as the square of the distance between the points and the response surface, including for the bad points. Thus having bad points that are a poor fit to a paraboloid in the set of experiments is going to force the coefficients in α to be such that the response surface is not too far from those very large negative values. Having large negative α coefficients to pull the response surface closer to the large negative data points, would at the same time distort the response surface away from the other good data points. To compensate for this, some of the other squared coefficients have had to optimize at positive values so as to pull them back towards the good data points again.
In short, a second order response surface can be a poor fit to the data points far away from the optimum, it should only be considered to be a good fit near to the optimum. This poor fit leads to the saddle point that fails to adequately represent the the data. One solution, might be to use a different response surface. If the experimenter were aware of a better underlying model for the response surface, that should be used in lieu of the paraboloid but in many cases, the shape of the underlying response surface is not known.
Given the above discussion, our second proposed technique to handle the saddle point, is to reduce the set of experimental points to use only the ''good'' data to fit the curve, while omitting the ''bad'' data points. We define the good data as those points closer to the optimum, with larger performance metrics that are closer to the optimum and therefore likely to be a better fit. Mean while the bad data are those far from the optimum with the more negative performance metrics and therefore potentially having a poorer fit to the response surface. This proposed technique is an ad-hoc method that could help to arrive at a better response surface for a given set of available data, when using the full set fails to produce an optimum, based on the understanding of which experiments are likely to be a better fit to the underlying surface. However it should be stressed that reducing the number of experiments used in the optimization increases the susceptibility of the response surface to noise. Therefore it would be advisable to choose the largest set of data, that produces the response surface that has eigenvalues all of the same sign, in order to minimize the amount of noise in the system.
The simplest choice would be to use only the (N + 1)(N + 2)/2 largest performing data points in the optimization. Solving (N + 1)(N + 2)/2 equations with (N + 1)(N + 2)/2 unknowns would produce a solution that passes through every data point which would make the solution highly susceptible to any noise. It is therefore advisable to include a few extra ''good'' data points into the fitting equation (3) to help to average out the noise, but at the same time, without including the bad data points. In this case study we have used the 22 best data points from Table 1 to compute the α coefficients which are shown in Table 4 together with the eigenvalues and optimum x * and y * . One more validation micromagnetic simulation was run and the score came out to a much better positive value of 14.10. The axial and factorial paraboloids are also shown in Figure 7 .
It can be noted now that the the squared coefficients in α are all negative, as are the eigenvalues of C. The parabolas in Figure 7 are now all downward-facing and we can also see that they are fitting the good data points very well. We still plot the ''bad'' data points in Figure 7 , noting that these are far from our response surface. This is acceptable however, VOLUME 7, 2019 as the paraboloid is not expected to be a good model in those regions, justifying our decision to omit them from the optimization. In Table 4 , we show the computed J * using all the data points and observe the number is now worse than before, because of the bad data points that have a poor fit to the model. We also compute the J * 22 which is the cost function computed using only the 22 best fit points that were used in the curve-fitting, and now we find a very good fit of the surface to the data, validating our underlying assumption.
IV. CONCLUSIONS
In this work, we have applied our understanding and proposed techniques to overcome saddle points in a DoE optimization for the parameters of a ML-MAMR stack. Our initial results found the DoE failed due to the response surface having a saddle point. The cause of the saddle point was investigated and 2 techniques to overcome it were proposed and tested. The first technique was to use Lagrange multipliers to encourage all the eigenvalues to be negative. Although this method succeeded in its target, it was found in our casestudy this did not help improve the curve fit to produce a good optimum. Nevertheless, such a technique could be useful in situations where a constrained response surface might be the more appropriate choice. Deeper investigation subsequently revealed this technique was failing because our data points far from the optimum were not conforming well to a paraboloid, having large negative performance metrics. With this understanding, the second technique proposed was to simply omit the bad points during the computation of the optimum α's. This has the benefit of fitting the paraboloid to a set of data in the region that the fit is good: namely near the optimum. This technique succeeded in producing a good fit to the data and we subsequently obtained a new optimum that when validated through the micromagnetic simulation experiments, produced a good performance metric. Omitting data points from the optimization can lead to a more noisy curve and thus a careful choice in the trade-off between noise and far-from-the-optimum data points must be made. Once an approximate (noisy) optimum has been found, further experiments should be performed in its vicinity to subsequently average out the noise and improve the accuracy of the final optimum. These proposed techniques can be applied to any industrial optimization experiments using the RSM when a saddle point is encountered. In the future, we aim to try the DoE optimization with a larger number of control parameters, to include the soft layer coercivities into the optimization as well.
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