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JOST SOLUTIONS AND THE DIRECT SCATTERING PROBLEM OF
THE BENJAMIN–ONO EQUATION
Abstract. In this paper, we present a rigorous study of the direct scattering problem that
arises from the complete integrability of the Benjamin–Ono (BO) equation. In particular, we establish
existence, uniqueness, and asymptotic properties of the Jost solutions to the scattering operator in the
Fokas–Ablowitz inverse scattering transform (IST). Formulas relating different scattering coefficients
are proven, together with their asymptotic behavior with respect to the spectral parameter. This
work is an initial step toward the construction of general solutions to the BO equation by IST.
Key words. Benjamin–Ono equation, completely integrable, inverse scattering transform, Jost
solutions, scattering data.
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1. Introduction. The Benjamin–Ono (BO) equation may be written as
(1) ut + 2uux −Huxx = 0.
Here we consider u = u(x, t) a real-valued function of space and time, both one-
dimensional, and H is the Hilbert transform defined by
(2) Hf(x) = P.V.
1
π
∫ ∞
−∞
f(y)
x− y dy.
Formulated by Benjamin [2] and Ono [13], the BO equation (1) is used to model long
internal gravity waves in a two-layer fluid. Typical setup of the models requires the
wave amplitudes to be much smaller than the depth of the upper layer, which in turn
is small compared with the wavelengths, while the lower layer has infinite depth. See
Davis and Acrivos [6], Choi and Camassa [4] and Xu [19] for more details on the
derivation of (1). One can also observe (see [1]) that the BO equation (1) can be
formally obtained from the Intermediate Long Wave (ILW) equation by passing to
the deep water limit, whereas the shallow water limit of the ILW equation gives the
Korteweg–de Vries (KdV) equation.
The BO equation (1) is known to be well-posed for initial data in a Sobolev space
Hs(R). Local and global well-posedness of (1) were obtained by Saut [15], Io´rio [8],
Ponce [14], Koch and Tzvetkov [11], Kenig and Koenig [10] and Tao [17]. The best
known result in [17] establishes global well-posedness in Hs(R) for s ≥ 1.
The BO equation (1) was also found to be completely integrable. The Lax pair
of (1) was discovered by Nakamura [12] and Bock and Kruskal [3]. An equivalent
but formally different Lax pair was presented in Wu [18]. Fokas and Ablowitz [7]
formulated the direct and inverse scattering problems for (1) and obtained soliton
solutions. See also Kaup and Matsuno [9] and Xu [19]. As is the case for many
other completely integrable equations, one expects to be able to construct solutions
to the Cauchy problem of the BO equation using the Fokas–Ablowitz inverse scattering
transform (IST). Even though the BO equation is known to be well-posed in Hs(R),
a solution by IST makes full use of the integrability structure of the equation, and
will provide key tools and insights for stability and asymptotic analysis. This plan
was carried out by Coifman and Wickerhauser [5] for sufficiently small initial data. It
turns out that the Fokas–Ablowitz IST does not behave well enough to be solved by
iteration (contraction mapping principle) even under a small potential assumption,
so Coifman and Wickerhauser actually used a more complicated regularized IST and
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solved it by iteration. Up to the present time, a rigorous analysis of the Fokas–
Ablowitz or related IST without a small potential assumption is still lacking, and as a
result, no rigorous IST solution to the large data Cauchy problem of the BO equation
has been proven.
As a first step toward this goal, the author [18] studied the Lu operator in the
Lax pair of the BO equation, and proved that its discrete spectrum is finite and
simple. These are some key spectral assumptions made by Fokas and Ablowitz in
their definition of the scattering data of the IST. A few other useful properties about
the eigenfunctions were also established.
In this paper, we will examine the full spectrum of the Lu operator and provide
a complete study of the direct scattering problem in the Fokas–Ablowitz IST. We
will also investigate the asymptotic and regularity properties of the scattering data
thus constructed. Such investigations may provide directions to the correct setup
and future study of the inverse problem. The paper is organized as follows. We
present the essential ingredients of the Fokas–Ablowitz IST in Section 2. It will
be evident that the central objects of study for the direct scattering problem are
certain eigenfunctions of the Lu operator in the Lax pair. These are the so-called Jost
solutions (or Jost functions). In Section 3, we prove the existence and uniqueness
of these Jost solutions. This will provide basis for the construction of the scattering
data. As we will see in Section 3, what we need to solve are certain Fredholm integral
equations, and the main difficulty is to prove a vanishing lemma for the corresponding
integral operator. In Section 4, we construct the scattering coefficients in the Fokas-
Ablowitz IST from the Jost solutions, and prove certain important relations between
them that are known only on the formal level in the literature. In Section 5, we prove
asymptotic formulas for the Jost solutions and scattering coefficients as the spectral
parameter k approaches 0. These very useful asymptotic formulas obtained formally
in [7] and [9] help clarify the global behavior of the scattering coefficients, and may
provide insight into the study of the inverse scattering problem. The key to proving
these formulas is to solve a regularized Fredholm integral equation at k = 0, and
the crucial difficulty is again to prove a vanishing lemma for a regularized integral
operator. In Section 6, we prove asymptotic formulas as the spectral parameter k
approaches infinity. Finally, we discuss the time evolution of the scattering data in
Section 7. This point is worth discussing particularly because the operator that is
used to define the Jost solutions is actually slightly different than the Lu operator in
the Lax pair.
We now set up standard spaces and notations used throughout the paper. The
following convention is employed for the Fourier transform and inverse Fourier trans-
form:
F (f)(ξ) = fˆ(ξ) =
∫
R
e−iξxf(x) dx,(3)
F−1(f)(x) = fˇ(x) =
1
2π
∫
R
eixξf(ξ) dξ,(4)
with their usual extension to tempered distributions. The Cauchy projections C± are
defined in terms of the Hilbert transform as
(5) C±f =
ϕ± iHf
2
.
In other words, Ĉ±f = χR± fˆ . We denote the L
p Hardy space of the upper half plane
by Hp,+. More specifically, f(x) ∈ Hp,+ for 1 < p ≤ ∞ if it is the Lp (and almost
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everywhere) boundary value of an analytic function F (x + iy) for z = x + iy in the
upper half plane {y > 0}, such that supy>0 ‖F (·+ iy)‖p < ∞. We denote H2,+ also
by H+. Observe that C+(L
2(R)) = H+. We fix the notation for weighted Lp spaces
and weighted Sobolev spaces as follows. Let w(x) = 1 + |x| be the weight function.
We define for 1 ≤ p ≤ ∞ and s ∈ R
(6) Lps(R) = {f | wsf ∈ Lp(R)},
and
(7) Hss (R) = {f | f ∈ L2s, and fˆ ∈ L2s},
with norms ‖f‖Lps(R) = ‖wsf‖p and ‖f‖Hss(R) = ‖wsf‖2 + ‖wsfˆ‖2. We denote the
Lp(R) norm by ‖ · ‖p. When doing estimates, we use C to mean a generic constant,
whose value may be enlarged from step to step.
2. The Fokas–Ablowitz inverse scattering transform. Throughout this
section, we assume u(x, t) is sufficiently smooth with sufficiently rapid decay in x
for each t, and present the Fokas-Ablowitz IST formulated in [7]. Since the current
paper provides rigorous analysis of the direct scattering problem, we will freely quote
results in the later sections when describing the direct problem, and take note that
the inverse problem calls for more analysis in future works. Since time is frozen when
performing the IST, we drop the t dependence of u in the discussion.
We start by recalling the Lax pair of the BO equation (1) presented in [18]. There
we see that when u is real, as is the case considered in this paper, we only need to
take the Lax pair to be operators defined on H+:
Luϕ =
1
i
ϕx − C+(uC+ϕ),(8)
Buϕ =
1
i
ϕxx + 2[(C+ux)(C+ϕ)− C+((uC+ϕ)x)].(9)
Since C+ acts as the identity on H
+, we simplify the Lax pair further by dropping
the C+ in C+ϕ and write
Luϕ =
1
i
ϕx − C+(uϕ),(10)
Buϕ =
1
i
ϕxx + 2[(C+ux)ϕ− C+((uϕ)x)].(11)
Notice that in (10) and (11), ϕ may be allowed to have moderate growth at infinity.
For instance, ϕ could be a function in a weighted Lp space. On the other hand, the
equivalence of the BO equation with the Lax equation does cling to the particular
form (8) and (9). By dropping C+ from the equations, we run a potential risk of
destroying the equivalence of the BO equation with the Lax equation, when ϕ is not
a function in H+. We will address this issue in Section 7, since its effect only comes
into play when time evolution is concerned.
According to [18], Lu given in (10), regarded as an operator on H
+, is self-adjoint
with finitely many negative simple eigenvalues λj , j = 1, . . . , N , and [0,∞) as the
essential spectrum. We denote the resolvent set of Lu by ρ(Lu) = C \ {λ1, . . . , λN} \
[0,∞). By Lemma 3.1 and Theorem 3.5, for each k ∈ ρ(Lu), there exists a unique
Jost solution m1(x, k) in L
∞(R) to the following equation
(12) Lum1 = k(m1 − 1)
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such that m1(x, k) − 1 → 0 as x → ±∞. m1(x, k) depends analytically on k. Fur-
thermore, as k approaches a positive real λ from above or from below, m1(x, k) has
limits m1(x, λ ± 0i) ∈ L∞(R). We abbreviate m1(x, k) as m1(k) when convenient.
By Proposition 2.1 and Corollary 2.2 in [18], for each negative simple eigenvalue λj ,
and normalized eigenfunction φj , there exists a number γj , such that the Laurent
expansion of m1(k) around λj is
(13) m1(k) = − i
k − λj φj + (x+ γj)φj + (k − λj)h(k, λj),
where h(k, λj) is analytic in k around λj . γj is called the phase constant in the
literature.
The scattering data of the Fokas-Ablowitz IST consist of the eigenvalues {λj}Nj=1,
the phase constants {γj}Nj=1 and the scattering coefficient
(14) β(λ) = i
∫
R
u(x)m1(x, λ+ 0i)e
−iλx dx
for λ > 0.
The discussion above provides a minimal description of the direct scattering prob-
lem. However, to understand the connection to the inverse problem, we need to ex-
press the jump of m1(k) on the positive real line. To accomplish that we introduce
another Jost function me(x, λ − 0i) ∈ L∞(R) which for λ > 0 solves uniquely
(15) Lume = λme
with asymptotic condition me(x, λ − 0i) → 0 as x → ∞. The notation λ − 0i in
me(x, λ − 0i) is natural in the integral equation it satisfies. The existence of me is
established in Theorem 3.5. By Lemma 4.2 and Lemma 4.4,
(16) m1(λ+ 0i)−m1(λ− 0i) = β(λ)me(λ− 0i),
and
(17) e(λ)∂λ(e(λ)me(λ− 0i)) = β(λ)
2πiλ
m1(λ− 0i),
where e(λ) = e(x, λ) = eiλx. By Theorem 5.10,
(18) lim
λց0
m1(λ− 0i) = lim
λց0
me(λ− 0i).
Denoting the limit above by m1(0− 0i) = me(0− 0i), we obtain from (17)
(19) e(λ)me(λ − 0i) = m1(0− 0i) +
∫ λ
0
e(µ)β(µ)
2πiµ
m1(µ− 0i) dµ.
By the study performed in Section 5, for a large class of potential u called generic
potentials, m1(0 − 0i) is actually equal to 0. Finally, by Theorem 6.5,
(20) C+u = lim
k→∞
k(1−m1(k)),
where the limit holds in L∞(R) in x.
Summarizing the above discussion, it is natural to cast the inverse scattering
problem as follows. Given the negative eigenvalues {λj}Nj=1, the phase constants
{γj}Nj=1 and suitable scattering coefficient β(λ) for λ > 0, find an analytic mapping
k 7→ m1(k) from the resolvent set C\{λ1, . . . , λN}\ [0,∞) to a suitable function space
in x such that
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(a) Around every λj , the Laurent expansion of m1(k) has the form (13) for some
fixed function φj and mapping h(k, λj) analytic for k close to λj .
(b) m1(k) has limitsm1(λ±0i) in suitable function spaces as k approaches the positive
real line from above and from below, such that
m1(λ+ 0i)−m1(λ− 0i)
= β(λ)
(
e(λ)m1(0− 0i) +
∫ λ
0
e(λ− µ)β(µ)
2πiµ
m1(µ− 0i) dµ
)
.(21)
(c) m1(k)→ 1 as k →∞.
Once m1(x, k) is obtained by solving the inverse problem, u(x) may be recovered by
(22) u = 2 Re lim
k→∞
k(1−m1(k)).
This completes the formulation of the inverse scattering problem.
The inverse problem is often called a nonlocal Riemann-Hilbert problem. Equa-
tion (21) is known as the nonlocal jump condition, in comparison with the usual
jump condition appearing in a standard Riemann-Hilbert problem, where the integral
in (21) is replaced by straightforward multiplication.
3. Existence and uniqueness of Jost solutions. In this section, we solve
certain modified eigenvalue equations for the operator Lu =
1
i ∂x−C+u, with specified
asymptotic conditions at ±∞. These are the Jost solutions that play a central role
in the Fokas–Ablowitz IST. They encode properties of the spectrum of Lu, which,
according to [18], has the form {λ1, . . . , λN} ∪ {0} ∪ R+, where R+ = (0,∞).
In the following, two Jost functions m1(x, k) and me(x, λ±0i) will be considered.
These are solutions to the following equations, with suitable asymptotic conditions at
infinity:
1
i
∂xm1 − C+(um1) = k(m1 − 1),(23)
1
i
∂xme − C+(ume) = λme.(24)
Here λ± 0i ∈ R+ ± 0i, and
(25) k ∈ ρ(Lu) ∪ (R+ ± 0i) = (C \ {λ1, . . . λN} \ [0,∞)) ∪ (R+ ± 0i),
which is the resolvent set glued with two copies of the positive real line. Later on,
we will see that m1(x, k) has limits as k approaches the positive real line from above
and below. The notation of m1(x, k) and me(x, λ ± 0i) is adapted to the asymptotic
conditions at infinity, and may be abbreviated as m1(k), me(λ ± 0i), me(λ±), or
simply m1 and me. In [7], a different notation is used. We provide the translation of
notation as follows:
M(x, λ) = m1(x, λ+ 0i), M(x, λ) = me(x, λ + 0i),(26)
N(x, λ) = me(x, λ− 0i), N(x, λ) = m1(x, λ − 0i).(27)
The Jost functions can equivalently be described as solutions to certain Fredholm
integral equations. To express these equations, we introduce the convolution kernels
(28) Gk(x) =
1
2π
∫ ∞
0
eixξ
ξ − k dξ
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for k ∈ C \ [0,∞), and
(29) G˜k(x) =
1
2π
∫ 0
−∞
eixξ
ξ − k dξ
for k ∈ C \ (−∞, 0]. We have
Gλ±iǫ(x) =
1
2π
∫ ∞
−∞
eixξ
ξ − (λ± iǫ) dξ − G˜λ±iǫ(x)
= ±ie∓ǫxeiλxχR±(x) − G˜λ±iǫ(x)(30)
with
(31) Gλ±0i(x) = lim
ǫց0
Gλ±iǫ(x) = ±ieiλxχR±(x) − G˜λ(x),
for λ > 0. The limit in (31) holds in the following sense: the first term in (30) converges
pointwise, and the second term in (30) converges in Lp
′
for every p′ ∈ [2,∞). To see
the latter, observe that G˜λ±iǫ is the inverse Fourier transform of
χ
R− (ξ)
ξ−(λ±iǫ) , which
converges to
χ
R− (ξ)
ξ−λ in every L
p for p ∈ (1, 2], assuming λ > 0.
We are ready to describe the Fredholm integral equations satisfied by the Jost
solutions.
Lemma 3.1. Let p > 1 and s > s1 > 1 − 1p be given, and let u ∈ Lps(R). Suppose
m1(x, k),me(x, λ±0i) ∈ L∞−(s−s1)(R) for fixed k ∈ (C\[0,∞))∪(R+±0i) and λ ∈ R+,
then the following are equivalent:
(a) m1(x, k),me(x, λ± 0i) solve
(32)
1
i
∂xm1 − C+(um1) = k(m1 − 1),
(33)
1
i
∂xme − C+(ume) = λme,
together with the asymptotic conditions
(34) m1(x, k)− 1→ 0
{
as |x| → ∞ if k ∈ C \ [0,∞),
as x→ ∓∞ if k = λ± 0i ∈ R+ ± 0i.
(35) me(x, λ ± 0i)− eiλx → 0 as x→ ∓∞.
The above asymptotic conditions should be read with either the upper sign or the
lower sign.
(b) m1(x, k),me(x, λ± 0i) solve the following integral equations:
(36) m1(x, k) = 1 +Gk ∗ (um1(·, k))(x),
(37) me(x, λ ± 0i) = e(x, λ) +Gλ±0i ∗ (ume(·, λ± 0i))(x),
where e(x, λ) denotes eiλx.
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In addition, if either (a) or (b) holds, we have the stronger bounds
(38) m1(x, k) − 1 ∈ L∞(R) ∩Hp,+
for fixed k ∈ C \ [0,∞), and
(39) m1(x, λ ± 0i),me(x, λ± 0i) ∈ L∞(R)
for fixed λ ∈ R+.
Proof. First of all, we notice from the conditions on u, m1, and me that
um1, ume ∈ Lps1 ⊂ L1 ∩ Lp.
Since Lq ⊂ L1 ∩ Lp for every 1 < q < p, f ∈ Lq for some 1 < q ≤ 2. The terms
C+(um1), C+(ume) in (32) and (33) are well-defined as C+ is bounded on L
p. To see
that the convolution in (36) and (37) are well-defined and belong to L∞, we notice
by (31) that Gk ∈ Lp′ if k ∈ C \ [0,∞), and Gλ±0i ∈ L∞ + Lp′ where 1p + 1p′ = 1.
We now study m(x, k) for k ∈ C \ [0,∞). In this case, we can actually show (32)
is equivalent to (36) without using the asymptotic condition (34). To see this, we take
the Fourier transform of (32) to get
(40) ξm̂1 − χR+ ûm1 = km̂1 − k1ˆ,
or
(41) m̂1 = 1ˆ +
χR+
ξ − k ûm1.
Now take the inverse Fourier transform to get (36). The convolution formula for
inverse Fourier transform can be justified using the fact that um1 ∈ Lq for some
1 < q ≤ 2. The above calculation can be reversed. Hence (36) also implies (32).
To obtain the limiting condition (34) when k ∈ C \ [0,∞), we just observe that
χ
R+
ξ−k ûm1 ∈ L1. Equation (41) also implies m1 − 1 ∈ Hp,+. To see this, we apply the
Marcinkiewicz multiplier theorem to the multiplier µ(ξ) =
χ
R+ (ξ)e
−yξ
ξ−k for every y > 0.
In fact
sup
j∈Z
∫ 2j+1
2j
|µ′(ξ)| dξ ≤ sup
j∈Z
∫ 2j+1
2j
(
ye−yξ
1
|ξ − k| +
1
|ξ − k|2
)
dξ
≤ Ck
(
1 + sup
j∈Z
∫ 2j+1
2j
ye−yξ
1
|ξ|+ |k| dξ
)
≤ Ck
(
1 + sup
j∈Z
ye−y2
j
log
(
2j+1 + |k|
2j + |k|
))
≤ Ck
(
1 + sup
j∈Z
ye−y2
j
2j
)
≤ Ck
(
1 + sup
y≥0
ye−y
)
≤ Ck,(42)
where Ck is a generic constant depending only on k. Estimate (42) implies that the
Lp norm of
(43) F (x+ iy) =
1
2π
∫ ∞
0
eiξ(x+iy)
ξ − k ûm1(ξ) dξ
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is uniformly bounded for y > 0. On the other hand F (x + iy) converges pointwise
to F (x + i0) = m1(x, k) as y ց 0 by the dominated convergence theorem. Hence
m1(x, k)− 1 ∈ Hp,+.
We now work onm1(x, λ±0i) andme(x, λ±0i). To simplify notation, we suppress
the x variable and 0i, and only work on the case with the plus sign. The case with
the minus sign can be treated similarly.
We first prove the passage from (32) and (34) to (36). In fact, the Fourier trans-
form of (32) gives
(44) ξm̂1(λ+) = λm̂1(λ+) − λ1̂ + χR+F (um1(λ+)).
For every ǫ > 0, we divide by ξ − (λ+ iǫ) to get
m̂1(λ+) = − iǫ
ξ − (λ + iǫ)F (m1(λ+)− 1)−
λ+ iǫ
ξ − (λ + iǫ) 1̂
+
1
ξ − (λ+ iǫ)χR+F (um1(λ+)).(45)
Since 1̂ is a multiple of δ, we have
(46) − λ+ iǫ
ξ − (λ+ iǫ) 1̂ = 1̂.
Now inverse Fourier transform (45) to get
(47) m1(λ+) = F
−1
(
− iǫ
ξ − (λ+ iǫ)F (m1(λ+)− 1)
)
+ 1 +Gλ+iǫ ∗ (um1(λ+)).
By the decomposition (31), and the dominated convergence theorem,
(48) lim
ǫց0
Gλ+iǫ ∗ (um1(λ+)) = Gλ+0i ∗ (um1(λ+))
pointwise. Since
(49) F−1
(
− iǫ
ξ − (λ+ iǫ)
)
= ǫχR+(x)e
i(λ+iǫ)x,
we have
(50) F−1
(
− iǫ
ξ − (λ+ iǫ)F (m1(λ+)− 1)
)
= ǫχR+(x)e
i(λ+iǫ)x ∗ (m1(λ+)− 1).
Equation (50) can be justified as follows. First of all, it is true if m1(λ+) − 1 is
replaced by a Schwartz class function. By the conditions on m1(λ+), it is obvious
that w−2−(s−s1)(m1(λ+)− 1) ∈ L1. Approximate w−2−(s−s1)(m1(λ+)− 1) in L1 by
a sequence of Schwartz class functions fn, and take the limit as n→∞ of
(51) F−1
(
− iǫ
ξ − (λ+ iǫ) ĝn
)
= ǫχR+(x)e
i(λ+iǫ)x ∗ gn(x),
where gn = w
2+s−s1fn. The left hand side of (51) converges as tempered distributions
to the left hand side of (50). To study convergence of the right hand side, observe
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that
|χR+(x)ei(λ+iǫ)x ∗ gn| =
∣∣∣∣∫ x
−∞
e−ǫ(x−y)eiλ(x−y)gn(y) dy
∣∣∣∣
≤ e−ǫx(sup
y≤x
eǫy[w(y)]2+s−s1 )‖w−2−(s−s1)gn‖L1(52)
It follows that the right hand side of (51) converges locally uniformly to the right
hand side of (50). Thus (50) holds. Now
ǫχR+(x)e
i(λ+iǫ)x ∗ (m1(λ+) − 1)
= ǫ
∫ ∞
0
ei(λ+iǫ)y(m1(λ+)− 1)(x− y) dy
=
∫ ∞
0
eiλy/ǫe−y(m1(λ+)− 1)
(
x− y
ǫ
)
dy(53)
We take the limit as ǫ ց 0 of (53). By (34), (m1(λ+) − 1) is bounded on (−∞, x]
and approaches 0 as x → −∞, hence (53) tends to 0 for every x by the dominated
convergence theorem. By (48), (50), and the above discussion about (53), the right
hand side of (47) tends to the right hand side of (36) as ǫց 0.
We can work similarly on me(λ+). In this case, (47) is replaced by
(54) me(λ+) = F
−1
(
− iǫ
ξ − (λ + iǫ)m̂e(λ+)
)
+Gλ+iǫ ∗ (ume(λ+)).
Again,
(55) lim
ǫց0
Gλ+iǫ ∗ (ume(λ+)) = Gλ+i0 ∗ (ume(λ+))
pointwise, and F−1
(
− iǫξ−(λ+iǫ)m̂e(λ+)
)
equals
ǫχR+(x)e
i(λ+iǫ)x ∗me(λ+)
= ǫ
∫ x
−∞
ei(λ+iǫ)(x−y)me(y, λ+) dy
= ei(λ+iǫ)xǫ
∫ x
−∞
eǫye−iλyme(y, λ+) dy
=ei(λ+iǫ)x
∫ ǫx
−∞
eye−iλy/ǫme(y/ǫ, λ+) dy(56)
By (35), me(x, λ+) is bounded on (−∞, |x|], and e−iλxme(x, λ+) → 1 as x → −∞,
therefore (56) tends to eiλx for every x by the dominated convergence theorem. Equa-
tion (37) then follows as above.
We now prove that (36) implies (32) and (34). By the decomposition (31), we
can write (36) as
(57) m1(λ+) = 1 + ie
iλx
∫ x
−∞
e−iλyu(y)m1(y, λ+) dy − G˜λ ∗ (um1(λ+)).
Weakly differentiate (57) to get
1
i
∂xm1(λ+) = iλe
iλx
∫ x
−∞
e−iλyu(y)m1(y, λ+) dy + um1(λ+)
− 1
i
∂xG˜λ ∗ (um1(λ+)).(58)
9
To compute 1i ∂xG˜λ ∗ (um1(λ+)), we take its Fourier transform
F
(
1
i
∂xG˜λ ∗ (um1(λ+))
)
= ξ
χR−
ξ − λF (um1(λ+))
= χR−F (um1(λ+)) + λ
χR−
ξ − λF (um1(λ+))
= F [C−(um1(λ+)) + λG˜λ ∗ (um1(λ+))].(59)
All of the above steps can be justified using the fact that um1(λ+) ∈ Lp. It follows
that
(60)
1
i
∂xG˜λ ∗ (um1(λ+)) = C−(um1(λ+)) + λG˜λ ∗ (um1(λ+)).
Equation (58) thus gives
1
i
∂xm1(λ+) = iλe
iλx
∫ x
−∞
e−iλyum1(y, λ+) dy + um1(λ+)− C−(um1(λ+))
− λG˜λ ∗ (um1(λ+))
= C+(um1(λ+)) + λGλ+0i ∗ (um1(λ+))
= C+(um1(λ+)) + λ(m1(λ+)− 1).(61)
To get the last step, we have used (36) again. This proves (32). To get (34), we take
the limit of (57) as x→ −∞. It suffices to show
(62) lim
x→−∞
G˜λ ∗ (um1(λ+))(x) = 0.
To see this, we write G˜λ ∗ (um1(λ+)) using the Fourier inversion formula as
(63) G˜λ ∗ (um1(λ+)) = F−1(F (G˜λ ∗ (um1(λ+)))) = F−1
(
χR−
ξ − λF (um1(λ+))
)
.
Recall that
χ
R− (ξ)
ξ−λ F (um1(λ+)) ∈ L1, since F (um1(λ+)) ∈ Lp
′
by the Hausdorff–
Young inequality, and
χ
R−
ξ−λ ∈ Lp. Thus (62) follows by the Riemann-Lebesgue lemma.
That (37) implies (33) and (35) can be obtained in a similar way.
To describe the Fredholm nature of the integral equations (36) and (37), define
(64) Tkϕ = Gk ∗ (uϕ)
for k ∈ (C \ [0,∞))∪ (R+ ± 0i). The integral equations (36) and (37) are of the form
(I − Tk)ϕ = g where g ∈ L∞. The existence and uniqueness of Jost solutions follow
from the invertibility of I − Tk on suitable spaces. In the following, we first prove
that Tk are compact on certain weighted L
∞ spaces. Thus the Fredholm alternative
theorem will reduce the question to a vanishing lemma.
Lemma 3.2. Let p > 1 and s > s1 > 1 − 1p be given, and let u ∈ Lps(R). Then
Tk : L
∞
−(s−s1)
(R)→ L∞−(s−s1)(R) is compact for every k ∈ (C \ [0,∞)) ∪ (R+ ± 0i).
Proof. We only provide argument for Tλ+0i. The cases Tλ−0i and Tk for k ∈
C \ [0,∞) can obtained analogously. Let {ϕn} be a bounded sequence in L∞−(s−s1).
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Recall from the proof of Lemma 3.1 that Gλ+0i ∈ L∞+Lp′ , and uϕn ∈ L1 ∩Lp with
suitable estimates. Hence there exists C1 = C1(u, λ, p, s1) such that
(65) ‖Tλ+0iϕn‖∞ ≤ C1‖ϕn‖L∞
−(s−s1)
.
Also, one can compute the weak derivative of Tλ+0iϕn as in (61) to get
(66)
1
i
∂xTλ+0iϕn = iλe
iλx
∫ x
−∞
e−iλyuϕn(y) dy + uϕ
−
n − C−(uϕn)− λG˜λ ∗ (uϕn).
The four terms above are in L∞, Lp, Lp and L∞ respectively. As a consequence, for
every natural number N , there exists C2 = C2(u, λ, p, s1, N) such that
(67) ‖∂xTλ+0iϕn‖Lp(−N,N) ≤ C2‖ϕn‖L∞−(s−s1) .
From (65) and (67) we conclude that there exists C = C(u, λ, p, s1, N) such that
(68) ‖Tλ+0iϕn‖W 1,p(−N,N) ≤ C‖ϕn‖L∞−(s−s1) .
By the Sobolev embedding thoerem, the sequence {Tλ+0iϕn} is uniformly bounded
in every C0,
p−1
p [−N,N ], which is compactly embedded in C0[−N,N ]. By passing
to a subsequence and a Cantor diagonal argument, we can assume that {Tλ+0iϕn}
converges uniformly on any compact subset of R to a continuous function f . Obviously
(69) ‖f‖∞ ≤ ‖Tλ+0iϕn‖∞ ≤ C1 sup
n
‖ϕn‖L∞
−(s−s1)
.
Hence f ∈ L∞−(s−s1). For any ǫ > 0, choose N large enough so that
ws1−s(x)C1 sup
n
‖ϕn‖L∞
−(s−s1)
<
ǫ
2
for |x| > N . We then have
ws1−s(x)|f(x) − Tλ+0iϕn(x)| < ǫ
for |x| > N . For |x| ≤ N , Tλ+0iϕn converges uniformly to f , we obviously have
ws1−s(x)|f(x) − Tλ+0iϕn(x)| < ǫ
for n sufficiently large. Therefore Tλ+0iϕn converges to f in L
∞
−(s−s1)
.
By the Fredholm alternative theorem, what is left to show is that (I − Tk)ϕ = 0
and ϕ ∈ L∞−(s−s1) imply ϕ = 0. We accomplish this in two steps. First we prove that,
in suitable spaces, any such function ϕ must be in L2. After that an L2 vanishing
lemma will close the argument. In fact, we can prove the following decay estimate for
functions in the kernel of I − Tk.
Lemma 3.3. Suppose s > s1 >
1
2 , u ∈ L2s(R) and k ∈ (C \ [0,∞)) ∪ (R+ ± 0i). If
ϕ ∈ L∞−(s−s1)(R) and ϕ = Tkϕ, then there exists C = C(u, k, s, s1) and r = r(s) > 12
such that
(70) |ϕ(x)| ≤ C[w(x)]−r .
In particular, ϕ ∈ L2(R).
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Proof. We first assume k ∈ C \ [0,∞). In this case we have
(71) ϕ(x) =
∫
R
Gk(x− y)uϕ(y) dy
where Gk ∈ L2. As before, the conditions on u and ϕ imply uϕ ∈ L1 ∩ L2. Hence
ϕ = Gk ∗ (uϕ) ∈ L∞. To prove the decay estimate for |x| large, we split the integral
in (71) into two pieces: one on {|y − x| ≤ |x|2 }, and the other on {|y − x| > |x|2 }. For
the former, we have∣∣∣∣∣
∫
|y−x|≤ |x|2
Gk(x − y)uϕ(y) dy
∣∣∣∣∣
≤ C‖Gk‖2‖ϕ‖∞
(∫
|y−x|≤
|x|
2
w−2s(y)w2s(y)u2(y) dy
) 1
2
≤ C‖Gk‖2w−s
( |x|
2
)
‖u‖L2s ≤ C|x|−s.(72)
To estimate the other piece, we use the pointwise bound |Gk(x)| ≤ C|x| for |x| > 1,
which is an easy consequence of (28) from integration by parts. Therefore
(73)
∣∣∣∣∣
∫
|y−x|> |x|2
Gk(x− y)uϕ(y) dy
∣∣∣∣∣ ≤ C 1|x| ‖uϕ‖1 ≤ C|x| ‖u‖L2s‖ϕ‖∞.
This completes the proof when k ∈ C \ [0,∞). Next, we study the case when k ∈
R+ ± 0i. Again, for simplicity, we work on Tλ+0i only. Using (31), we have
(74) ϕ(x) = Tλ+0iϕ(x) = ie
iλx
∫ x
−∞
e−iλyuϕ(y) dy −
∫
R
G˜λ(x− y)uϕ(y) dy.
By the same reason as above, uϕ ∈ L1 ∩ L2, so we get ϕ ∈ L∞. The decay estimate
for the last term in (74) can be proved in a similar way as above, as G˜λ ∈ L2. We now
prove the decay estimate on the first integral in (74). To that end, we need the crucial
identity (76), which follows from an integration calculation detailed in Lemma 4.3.
Using that lemma, we have
〈ϕ, uϕ〉 = 〈Tλ+0iϕ, uϕ〉
= 〈Gλ+0i ∗ uϕ, uϕ〉 = i|〈uϕ,e〉|2 + 〈uϕ,Gλ+0i ∗ uϕ〉
= i|〈uϕ,e〉|2 + 〈uϕ, Tλ+0iϕ〉
= i|〈uϕ,e〉|2 + 〈uϕ, ϕ〉.(75)
Therefore 〈uϕ,e〉 = 0, or
(76)
∫
R
e−iλxuϕ(x) dx = 0.
Using (76) on (74), we have
ϕ(x) = Tλ+0iϕ(x) = i
∫ x
−∞
eiλ(x−y)uϕ(y) dy − G˜λ ∗ (uϕ)(x)(77)
= −i
∫ ∞
x
eiλ(x−y)uϕ(y) dy − G˜λ ∗ (uϕ)(x)(78)
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Denote
(79) I(x) = i
∫ x
−∞
eiλ(x−y)uϕ(y) dy = −i
∫ ∞
x
eiλ(x−y)uϕ(y) dy.
We want to show that I(x) has 1|x|r decay at infinity for some r >
1
2 . Let us now
use the first expression in (79) to study the decay of I(x) as x tends to −∞. Since
ϕ(x) = I(x) − G˜λ ∗ (uϕ)(x), we have
(80) I(x) = i
∫ x
−∞
eiλ(x−y)uϕ(y) dy = i
∫ x
−∞
eiλ(x−y)u(y)[I(y)− G˜λ ∗ (uϕ)(y)] dy.
Since G˜λ ∗ (uϕ) ∈ L2 and u ∈ L2s, we get uG˜λ ∗ (uϕ) ∈ L1s. Thus
(81)
∣∣∣∣∫ x
−∞
eiλ(x−y)u(y)G˜λ ∗ (uϕ)(y) dy
∣∣∣∣ ≤ C‖wsuG˜λ ∗ (uϕ)‖1w−s(x) ≤ Cw−s(x)
for x < 0, as w(y) > w(x) for y < x < 0. Since s > 12 , (81) already has the required
decay as x tends to −∞. We next use (80) to bootstrap decay estimates on I(x).
Recall that I(x) ∈ L∞. Suppose I(x) ∈ L∞r (−∞, 0] for some r ∈ [0, 12 ]. We have∫ x
−∞
|u(y)I(y)| dy ≤ C
∫ x
−∞
w−s−r(y)|wsu(y)| dy
= C
∫ x
−∞
w−r−
1
2 (s−
1
2 )(y)w−
1
2 (s+
1
2 )(y)|wsu(y)| dy
≤ Cw−r− 12 (s− 12 )(x)
∫
R
w−
1
2 (s+
1
2 )(y)|wsu(y)| dy
≤ Cw−(r+ 12 (s− 12 ))(x)‖w− 12 (s+ 12 )‖2‖u‖L2s(82)
for x < 0. By (80), (81), and (82), we get I(x) ∈ L∞
r+ 12 (s−
1
2 )
(−∞, 0], which has a little
more decay than what we started with. Finitely many iterations of this argument will
bring the decay exponent r above 12 . A similar argument using the second expression
in (79) shows that I(x) has the required decay as x tends to ∞.
The next result is the L2 vanishing lemma alluded to in the previous discussion.
It provides the key step for the proof of invertibility of I−Tk. It means, among other
implications, that there is no embedded eigenvalues in the essential spectrum of Lu.
Lemma 3.4. Suppose s > s1 >
1
2 , u ∈ L2s(R) and k ∈ (C \ [0,∞)) ∪ (R+ ± 0i). If
ϕ ∈ L∞−(s−s1)(R) and ϕ = Tkϕ, then
1. If k ∈ C \ R, ϕ = 0.
2. If k ∈ (R \ [0,∞)) ∪ (R+ ± 0i),
(83)
∣∣∣∣∫
R
uϕ dx
∣∣∣∣2 = −2πk ∫
R
|ϕ|2 dx.
In particular, ϕ = 0 if k ∈ R+±0i, or if k is in the resolvent set of Lu = 1i ∂x−C+uC+,
regarded as an operator on H+.
Identity (83) is reminiscent of Lemma 2.5 in [18]. However, the proof of (83) is
much more delicate when k = λ± 0i, as λ > 0 may introduce a singularity to ϕˆ and
in particular make it non-differentiable at λ.
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Proof. Let us first assume k ∈ C\R. By the same proof as in Lemma 3.1, ϕ = Tkϕ
implies
(84)
1
i
∂xϕ− C+(uϕ) = kϕ,
and
(85) χR+ ûϕ = (ξ − k)ϕˆ.
Using (85) with the fact that ϕ ∈ L2, proved in Lemma 3.3, we have ϕ ∈ H+. Thus
C+ϕ = ϕ. Multiply (84) by ϕ¯ and take the imaginary part to get
(86) − 1
2
|ϕ|2x − Im (C+(uϕ)ϕ¯) = (Im k)|ϕ|2.
Integrating (86) and using the decay estimate (70) on ϕ, we get
(87) 0 = −Im
∫
R
u|ϕ|2 dx = −Im
∫
R
C+(uϕ)ϕ¯ dx = (Im k)
∫
R
|ϕ|2 dx.
To get the middle equality, we used the self-adjointness of C+ and C+ϕ = ϕ. Equa-
tion (87) implies ϕ = 0, as k ∈ C \ R.
Next, if k ∈ R \ [0,∞), we obtain (84), (85), and ϕ ∈ H+ as before. In addition,
Lemma 3.3 gives ϕ ∈ L∞r for some r > 12 . This together with the condition u ∈ L2s for
s > 12 imply xuϕ ∈ L2. Therefore ûϕ ∈ H1(R). By the Sobolev embedding theorem,
ûϕ is continuous, and so is ϕˆ on [0,∞). Weakly differentiate (85) to get
(88) ûϕ′ = ϕˆ+ (ξ − k)ϕˆ′
when ξ > 0. Multiply by ϕˆ and take the real part to get
(89) Re (ûϕ′ϕˆ) = |ϕˆ|2 + (ξ − k)Re (ϕ′ϕˆ),
or
(90) Re (ûϕ
′
ϕˆ) = |ϕˆ|2 + ξ − k
2
(|ϕˆ|2)′.
Now integrate between 0 and ∞ to get
(91) Re
∫
R
ûϕ′ϕˆ dξ =
∫
R
|ϕˆ|2 dξ + k
2
|ϕˆ|2(0+)− 1
2
∫
R
|ϕˆ|2 dξ.
To obtain (91), we took the freedom to rewrite the integration domain as R whenever
the integral involves ϕˆ, a function supported on [0,∞), and have integrated the last
term by part. To compute the boundary term for that step, we used the fact that
limξ→∞(ξ − k)|ϕˆ|2 = 0, which is a consequence of (85) and the fact that uϕ ∈ L1.
Now observe that the integral on the left hand side of (91) is purely imaginary, by
the Plancherel identity:
(92)
∫
R
ûϕ
′
ϕˆ dξ = −2πi
∫
R
xu|ϕ|2 dx.
Hence (91) gives
(93) 2π
∫
R
|ϕ|2 dx =
∫
R
|ϕˆ|2 dξ = −k|ϕˆ|2(0+).
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Using (85) to write −kϕˆ(0+) = ûϕ(0), (83) follows.
Finally, assume k = λ ± 0i, where λ ∈ R+. Checking the signs of both sides of
(83), one easily sees that ϕ = 0 is the only way to avoid a contradiction. Therefore
the key is to prove (83). By the same proof as in Lemma 3.1, ϕ = Tλ±0iϕ implies
(94)
1
i
∂xϕ− C+(uϕ) = λϕ,
The Fourier transform of (94) gives
(95) ûϕχR+ = (ξ − λ)ϕˆ.
This implies that ϕ has its frequencies supported on R+, and thus belongs to H+. Let
ψ2n be a smooth partition of unity on (0,∞):
(96) χ(0,∞)(ξ) =
∑
n
ψ2n(ξ).
Here the ψn’s are compactly supported smooth functions on (0,∞). An easy way to
construct them is to make dyadic dilations of a fixed function. Let Pn = F
−1ψnF be
the Littlewood-Paley type projection associated with ψn. Letting Pn act on (94), we
have
(97)
1
i
(Pnϕ)x − Pn(uϕ) = λPnϕ.
Multiply by ixPnϕ and take the real part to get
(98) Re x(Pnϕ)xPnϕ+ Im xPn(uϕ)Pnϕ = 0,
or
(99)
1
2
x
(|Pnϕ|2)x + Im xPn(uϕ)Pnϕ = 0.
We claim that xPn(uϕ) ∈ L2. Indeed,
xPn(uϕ)(x) = x
∫
R
ψˇn(x− y)u(y)ϕ(y) dy
=
∫
R
(x− y)ψˇn(x− y)u(y)ϕ(y) dy +
∫
R
ψˇn(x− y)yu(y)ϕ(y) dy
= (xψˇn) ∗ (uϕ) + ψˇn ∗ (xuϕ).(100)
Since xψˇn is in Schwartz class, and the conditions on u and ϕ imply uϕ ∈ L2, we
conclude that the first term in (100) is in L2. The second term is also in L2 because
xuϕ is, as is shown above. Integrate (99) on R and use the Plancherel identity on the
last term to get
(101)
1
2
x|Pnϕ(x)|2
∣∣∣∣∞
−∞
− 1
2
∫
R
|Pnϕ|2 dx+ 1
2π
Re
∫ ∞
0
(ψnûϕ)
′ψn ¯ˆϕ dξ = 0.
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We claim that the first term in (101) vanishes. In fact,
|Pnϕ(x)| =
∣∣∣∣∫
R
ψˇn(x − y)ϕ(y) dy
∣∣∣∣
≤
∫
|y−x|≤ |x|2
|ψˇn(x− y)ϕ(y)| dy +
∫
|y−x|> |x|2
|ψˇn(x− y)ϕ(y)| dy
≤ sup
|x|
2 ≤|y|≤
3|x|
2
|ϕ(y)|‖ψˇn‖1 + ‖ϕ‖∞
∫
|y|> |x|2
|ψˇn(y)| dy
≤ C|x|−r + C|x|−1
when |x| is large. The last inequality above follows from estimate (70) and the fact
that ψˇn is in Schwartz class. We can now rewrite (101) as
(102) − 1
2
∫
R
|Pnϕ|2 dx+ 1
2π
Re
∫ ∞
0
((
ψ2n
2
)′
ûϕ ¯ˆϕ+ ψ2nûϕ
′ ¯ˆϕ
)
dξ = 0.
Take the sum over n to get
(103) − 1
2
∫
R
|ϕ|2 dx+ 1
2π
Re
∑
n
∫ ∞
0
(
ψ2n
2
)′
ûϕ ¯ˆϕ dξ +
1
2π
Re
∫
R
ûϕ
′ ¯ˆϕ dξ = 0.
The frequency integration domain of the first and last term in (103) was changed
from R+ to R. This is allowed because ϕ has frequencies supported on R+. The last
integral in (103) is purely imaginary, as can be seen by the Plancherel identity, hence
the real part vanishes. Since
∑
n
(
ψ2n
2
)′
= 0, where the sum is locally finite, we may
insert into the second integral in (103) a function χ that is compactly supported on
(0,∞) and identically equal to 1 in a neighborhood of λ:
(104) − 1
2
∫
R
|ϕ|2 dx+ 1
2π
Re
∑
n
∫ ∞
0
(
ψ2n
2
)′
ûϕ ¯ˆϕ(1− χ) dξ = 0.
Since xuϕ ∈ L2 as observed above, ûϕ ∈ H1. Using (95) and the fact that χ = 1 in
a neighborhood of λ, we get ϕˆ(1 − χ) ∈ H1(0,∞). Therefore we can integrate the
second term in (104) by parts and get
(105) − 1
2
∫
R
|ϕ|2 dx− 1
4π
Re
∫ ∞
0
(
ûϕ ¯ˆϕ(1 − χ))′ dξ = 0,
or
(106) − 1
2
∫
R
|ϕ|2 dx+ 1
4π
Re ûϕ(0) ¯ˆϕ(0+) = 0.
The application of the fundamental theorem of calculus can be justified by the Sobolev
embedding theorem. The fact that ûϕ ¯ˆϕ vanishes at infinity follows from uϕ ∈ L1,
and (95). Equation (95) also implies ûϕ(0) = −λϕˆ(0+). Equation (83) then follows
from (106).
By [18], if u ∈ L∞ ∩ L2s for some s > 12 , then Lu = 1i ∂x − C+uC+ has finitely
many negative simple eigenvalues and the resolvent set has the form ρ(Lu) = C \
16
{λ1, . . . λN} \ [0,∞). In fact, [18] required u ∈ L∞ ∩ L21, but the same result is true
with the slightly weaker decay assumption, if one uses the same kind of bootstrap
argument in the proof of Lemma 3.3 to provide additional decay estimates on the
eigenfunctions.
We are now ready to establish existence and uniqueness of the Jost solutions.
Theorem 3.5. Let s > s1 >
1
2 , and u ∈ L2s(R). Let ρ(Lu) be the resolvent set of
Lu =
1
i ∂x−C+uC+, regarded as an operator on H+. Then for every k ∈ ρ(Lu)∪(R+±
0i), and every λ > 0, there exists unique m1(x, k) and me(x, λ ± 0i) ∈ L∞−(s−s1)(R)
solving (36) and (37) respectively, with improved bounds m1(x, k),me(x, λ ± 0i) ∈
L∞(R). Furthermore, k 7→ m1(k) is analytic from ρ(Lu) to L∞−(s−s1)(R), and m1(k) ∈
C0,γloc ((ρ(Lu)∪ (R+±0i)), L∞−(s−s1)(R)), while me(λ±0i) ∈ C
0,γ
loc ((0,∞), L∞−(s−s1)(R)).
Here γ is some number between 0 and 1.
Proof. Lemma 3.2, Lemma 3.4, and the Fredholm alternative theorem imply ex-
istence and uniqueness of m1(x, k) and me(x, λ± 0i). The improved L∞ bounds were
proved in Lemma 3.1. The analytic dependence ofm1(k) on k follows from the analytic
dependence of Tk on k. That in turn follows from the fact that
1
h (Gk+h−Gk) converges
in L2 to − 12π
∫∞
0
1
(ξ−k)2 dξ, a result that is easy to see. What is left to show is the
Ho¨lder continuity ofm1(k) as k approaches the positive half line from above and below,
and ofme(λ±0i). We writem1(k) = (I−Tk)−11, andme(λ±0i) = (I−Tλ±0i)−1e(λ).
Using the identity
(107) (I − Tk+h)−1 − (I − Tk)−1 = (I − Tk)−1(Tk+h − Tk)(I − Tk+h)−1,
we reduce the problem to showing the following three points:
(a) e(λ) ∈ C0,γloc ((0,∞), L∞−(s−s1)(R)).
(b) The L∞−(s−s1) operator norm of Tk+h−Tk is bounded by C|h|γ for fixed k ∈ R+±0i
and small h.
(c) The L∞−(s−s1) operator norm of (I − Tk+h)−1 is uniformly bounded for fixed k ∈
R+ ± 0i and small h.
In the above, if k = λ + 0i, then Im h ≥ 0, while if k = λ − 0i, then Im h ≤ 0. To
prove (a), we assume Im h = 0, and estimate
|ws1−s(x)(ei(λ+h)x − eiλx)| = |ws1−s(x)(eihx − 1)|
≤ ws1−s(x)min{|hx|, 2}(108)
If |x| < 1/
√
h, (108) is bounded by |hx| ≤
√
h. If |x| ≥ 1/
√
h, (108) is bounded
by 2ws1−s(1/
√
h) ≤ Ch s−s12 . Hence ‖e(λ + h) − e(λ)‖L∞
−(s−s1)
≤ Chp1 for p1 =
min( s−s12 ,
1
2 ). This proves (a). Notice that (b) implies (c), as I −Tk is already shown
to be invertible. For simplicity, we only work on Tλ+0i+h − Tλ+0i with Im h ≥ 0. To
prove (b), we estimate
(Tλ+0i+h − Tλ+0i)ψ(x)
= i
∫ x
−∞
eiλ(x−y)[eih(x−y) − 1]u(y)ψ(y) dy − (G˜λ+h − G˜λ) ∗ (uψ)(x)(109)
Since u ∈ L2s, and ψ ∈ L∞−(s−s1), we can write u = w−su1, with ‖u1‖2 = ‖u‖L2s , and
ψ = ws−s1ψ1, with ‖ψ1‖∞ = ‖ψ‖L∞
−(s−s1)
. Hence
(110) uψ = w−s1u1ψ1 = w
−p2w−
1
2−p2u1ψ1,
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where p2 =
1
2 (s1 − 12 ) > 0. Since w−
1
2−p2 ∈ L2, we get u2 = w− 12−p2u1 ∈ L1. Notice
that |eih(x−y) − 1| ≤ C|h(x − y)| when |h(x − y)| ≤ 1, and |eih(x−y) − 1| ≤ 2, since
Im h ≥ 0 and x− y ≥ 0. Therefore
|ws1−s(x)(Tλ+0i+h − Tλ+0i)ψ(x)|
≤ C
(
ws1−s(x)
∫ x
−∞
min{|h(x− y)|, 2}w−p2(y)|u2(y)| dy
+ ‖G˜λ+h − G˜λ‖2‖u1‖2
)
‖ψ‖L∞
−(s−s1)
≤ C
(∫ x
−∞
min{|h(x− y)|, 2}w−p3(x− y)|u2(y)| dy + |h|
)
‖ψ‖L∞
−(s−s1)
(111)
for p3 = min(s − s1, p2). Here we have used the Plancherel identity to estimate
‖G˜λ+h − G˜λ‖2, and have used the elementary inequality w(x − y) ≤ w(x)w(y). The
term (min{|h(x−y)|, 2}w−p3(x−y)) can be estimated as follows. If |x−y| < 1/
√
|h|,
min{|h(x− y)|, 2}w−p3(x− y) ≤ |h(x− y)| ≤
√
|h|.
On the other hand, if |x− y| ≥ 1/
√
|h|,
min{|h(x− y)|, 2}w−p3(x − y) ≤ 2w−p3(1/
√
|h|) ≤ C|h| p32
for h small. Therefore
(112) |ws1−s(x)(Tλ+0i+h − Tλ+0i)ψ(x)| ≤ C|h|p4‖ψ‖L∞
−(s−s1)
for p4 = min(
p3
2 ,
1
2 ). This proves (b) with γ = p4.
4. Scattering coefficients between Jost solutions. Now that the Jost solu-
tions are obtained, we may proceed to study relations between them that give rise to
the scattering coefficients of the Fokas–Ablowitz IST. Such relations were obtained
formally by Fokas and Ablowitz in [7]. In addition, there are also relations between
different scattering coefficients, many of which are stated in [9]. However, the ar-
guments used in [9] are formal as well and depend on certain identities involving
the inverse scattering problem. Here we will prove these relations and construct the
scattering data directly using the setup in Section 3.
First, we want to establish differentiability with respect to λ of the function
e(λ)me(λ ± 0i). The λ derivative of e(λ)me(λ ± 0i) will help produce an important
scattering coefficient. In fact, we will show that e(λ)me(λ ± 0i) is differentiable as a
map into the weighted L∞ spaces used in Section 3. It is curious that differentiability
of the particular combination eme can be proven under the same decay assumptions
on u as in Section 3, whereas any slightly different function, such as me(λ± 0i) alone,
m1(λ± 0i), or e(λ)m1(λ± 0i), will require significantly stronger decay conditions on
u to be differentiable in the above sense. The basic reason is that the term ∂λe
iλx =
xeiλx comes out when we differentiate (36) and (37) with respect to λ. We would need
xeiλx to belong to L∞−(s−s1), which forces s − s1 ≥ 1. Combined with the condition
s > s1 >
1
2 in Theorem 3.5, this implies s >
3
2 . Certain other considerations seem to
even require s > 52 . The special favor found only by e(λ)me(λ± 0i) can be explained
as follows. To simplify notation, we suppress the λ dependence when it is clear from
the context. By (31) and (29), we formally have
(113) ∂λGλ±0i(x) = − 1
2πλ
+ ixGλ±0i(x).
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Rewrite (37) as
(114) eme(λ±) = 1 + eGλ±0i ∗ (ueeme(λ±)),
and differentiate with respect to λ formally:
∂λ(eme(λ±))
= − ixe (Gλ±0i ∗ (ueeme(λ±))) + e
(
− 1
2πλ
+ ixGλ±0i
)
∗ (ueeme(λ±))
+ eGλ±0i ∗ (iyueeme(λ±)) + eGλ±0i ∗ (ue∂λ(eme(λ±)))
= − e
2πλ
∫
R
u(y)me(y, λ±) dy + eGλ±0i ∗ (ue∂λ(eme(λ±))).(115)
Multiply both sides of (115) by e to get
(116) e∂λ(eme(λ±)) = − 1
2πλ
∫
R
u(y)me(y, λ±) dy +Gλ±0i ∗ (ue∂λ(eme(λ±))).
Notice (116) no longer involves any extra factor of x. In fact, the cancelation happen-
ing in (115) removed all extra factors of x. The proof of differentiability is to show
that a similar, although no longer exact, cancelation happens on the level of difference
quotients.
Lemma 4.1. Let s > s1 >
1
2 , and u ∈ L2s(R). Let me(λ±0i) be the Jost functions
constructed in Theorem 3.5. Then e(λ)me(λ ± 0i) ∈ C1,γloc ((0,∞), L∞−(s−s1)(R)) for
some 0 < γ < 1, and
(117) ∂λ(e(λ)me(λ± 0i)) = − e
2πλ
(∫
R
u(y)me(y, λ± 0i) dy
)
m1(λ± 0i).
Proof. We denote the shift operator by (τhf)(λ) = f(λ + h), and the difference
quotient operator by Dhf =
1
h(τhf − f). One has the product rule:
(118) Dh(fg) = (Dhf)g + (τhf)(Dhg).
For simplicity, we only work on me(λ − 0i) and write it simply as me. Dh acting on
(114) gives
Dh(eme) = (Dhe) (Gλ−0i ∗ (ueeme)) + (τhe)[(DhGλ−0i) ∗ (ueeme)]
+ (τhe) [(τhGλ−0i) ∗ (u(Dhe)eme)]
+ (τhe) [(τhGλ−0i) ∗ (u(τhe)Dh(eme))] .(119)
We add up the first three terms in (119) as follows:
e−i(λ+h)x − e−iλx
h
∫
R
Gλ−0i(x − y)ume(y) dy
+ e−i(λ+h)x
∫
R
Gλ+h−0i(x − y)−Gλ−0i(x− y)
h
ume(y) dy
+ e−i(λ+h)x
∫
R
Gλ+h−0i(x − y)e
i(λ+h)y − eiλy
h
e−iλyume(y) dy
= e−i(λ+h)x
∫
R
Gλ+h−0i(x− y)−Gλ−0i(x − y)eih(x−y)
h
eihyume(y) dy
=
e−i(λ+h)x
2π
∫
R
1
h
(∫ h
0
ei(x−y)ξ
ξ − λ− h dξ
)
eihyume(y) dy.(120)
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The last equality above follows from (31) and (29). Denote (120) by Sh(ume). We
get from (119) that
(121) eDh(eme) = eSh(ume) + e(τhe) [(τhGλ−0i) ∗ (u(τhe)eeDh(eme))] .
Let ϕ be the solution to
(122) ϕ = − 1
2πλ
∫
R
ume(y) dy +Gλ−0i ∗ (uϕ)
whose existence is guaranteed by Theorem 3.5. We want to show ∂λ(eme) = eϕ,
which, as we will see in the following, is equivalent to (117). To that end, take the
difference of (121) and (122) and rearrange terms to get
[eDh(eme)− ϕ]− e(τhe) [(τhGλ−0i) ∗ (u(τhe)e[eDh(eme)− ϕ])]
= eSh(ume) +
1
2πλ
∫
R
ume(y) dy
+ e(τhe) [(τhGλ−0i) ∗ (u(τhe)eϕ)]−Gλ−0i ∗ (uϕ).(123)
Denote Tλ,hψ = e(τhe) [(τhGλ−0i) ∗ (u(τhe)eψ)], and recall the definition of Tλ−0i by
(64), (123) can be written as
(I − Tλ,h)[eDh(eme)− ϕ]
= eSh(ume) +
1
2πλ
∫
R
ume(y) dy + (Tλ,h − Tλ−0i)ϕ.(124)
In view of (124), it suffices to show the following three points:
(a) For λ > 0 fixed, (I − Tλ,h)−1 has uniformly bounded L∞−(s−s1) operator norm for
small h.
(b) ‖eSh(ume) + 12πλ
∫
R
ume(y) dy‖L∞
−(s−s1)
→ 0 as h→ 0.
(c) ‖(Tλ,h − Tλ−0i)ϕ‖L∞
−(s−s1)
→ 0 as h→ 0.
In fact, we claim that the L∞−(s−s1) operator norm of Tλ,h−Tλ−0i tends to 0 as h tends
to 0. This will imply both (a) and (c), as (I − Tλ−0i) is invertible by Theorem 3.5.
We write
(Tλ,h − Tλ−0i)ψ
= e(τhe) [(τhGλ−0i) ∗ (u(τhe)eψ)]−Gλ−0i ∗ (uψ)
= [e(τhe)− 1] [(τhGλ−0i) ∗ (u(τhe)eψ)]
+ (τhGλ−0i −Gλ−0i) ∗ (u(τhe)eψ)
+Gλ−0i ∗ (u[(τhe)e − 1]ψ)
= I(x) + II(x) + III(x).(125)
We estimate the three terms separately. By (31) and (29), there exists C = C(λ, u)
such that
|ws1−s(x)I(x)| ≤ Cws1−s(x)|e−ihx − 1|
(
‖uψ‖∞ + ‖G˜λ+h‖2‖uψ‖2
)
≤ Cws1−s(x)min{|hx|, 2}‖ψ‖L∞
−(s−s1)
(126)
If |x| < 1/
√
h, |hx| <
√
h. On the other hand if |x| > 1/
√
h,
ws1−s(x) ≤ ws1−s(1/
√
h) ≤ Ch s−s12 .
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Therefore
(127) |ws1−s(x)I(x)| ≤ Chp1‖ψ‖L∞
−(s−s1)
,
where p1 = min(
s−s1
2 ,
1
2 ). Let p2 =
1
2 (s1 − 12 ) > 0. By the conditions on u and ψ, we
have
|u(y)ψ(y)| ≤ w−s1(y)u1(y)‖ψ‖L∞
−(s−s1)
= w−p2(y)w−
1
2−p2u1(y)‖ψ‖L∞
−(s−s1)
= w−p2(y)u2(y)‖ψ‖L∞
−(s−s1)
,(128)
where u1 = w
su ∈ L2, and u2 = w− 12−p2u1 ∈ L1. Letting p3 = min(s − s1, p2), and
using the relation w(x − y) ≤ Cw(x)w(y), we have
|ws1−s(x)II(x)|
≤ Cws1−s(x)
(∫ ∞
x
|eih(x−y) − 1||u(y)ψ(y)| dy + ‖G˜λ+h − G˜λ‖2‖uψ‖2
)
≤ Cws1−s(x)
(∫ ∞
x
min{|h(x− y)|, 2}w−p2(y)|u2(y)| dy + h
)
‖ψ‖L∞
−(s−s1)
≤ C
(∫ ∞
x
min{|h(x− y)|, 2}w−p3(x− y)|u2(y)| dy + h
)
‖ψ‖L∞
−(s−s1)
.(129)
By the same argument as above, we get min{|h(x − y)|, 2}w−p3(x − y) ≤ Chp4 for
p4 = min(
p3
2 ,
1
2 ). Hence
(130) |ws1−s(x)II(x)| ≤ Chp4‖ψ‖L∞
−(s−s1)
.
Similarly,
|ws1−s(x)III(x)| ≤ |III(x)|
≤ C
(∫
R
|u(y)ψ(y)||eihy − 1| dy + ‖G˜λ‖2
(∫
R
|u(y)ψ(y)|2|eihy − 1|2
)1/2)
≤ C
(∫
R
w−p2(y)u2(y)min{|hy|, 2} dy
+
(∫
R
|w−s1(y)u1(y)|2(min{|hy|, 2})2 dy
)1/2)
‖ψ‖L∞
−(s−s1)
≤ Chp4‖ψ‖L∞
−(s−s1)
.(131)
By (125), (127), (130), and (131), we have
(132) ‖(Tλ,h − Tλ−0i)ψ‖L∞
−(s−s1)
≤ Chp4‖ψ‖L∞
−(s−s1)
.
This proved points (a) and (c) mentioned above. To prove (b), we recall that Sh(ume)
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was defined by (120). So
(eSh(ume)) (x) +
1
2πλ
∫
R
ume(y) dy
=
1
2π
∫
R
[
1
h
(∫ h
0
ei(x−y)(ξ−h)
ξ − λ− h dξ
)
+
1
λ
]
ume(y) dy
=
1
2π
∫
R
1
h
(∫ h
0
λ[ei(x−y)(ξ−h) − 1] + ξ − h
λ(ξ − h− λ) dξ
)
ume(y) dy.(133)
Hence ∣∣∣∣ws1−s(x)((eSh(ume)) (x) + 12πλ
∫
R
ume(y) dy
)∣∣∣∣
≤ Cws1−s(x)
∫
R
(min{|2h(x− y)|, 2}+ h) |u(y)me(y)| dy
≤ Cws1−s(x)
∫
R
(min{|2h(x− y)|, 2}+ h)w−p2(y)|u2(y)| dy
≤ C
∫
R
(min{|2h(x− y)|, 2}+ h)w−p3(x− y)|u2(y)| dy
≤ Chp4 .(134)
We have thus proved ∂λ(eme) = eϕ. Since ϕ satisfies (122), ∂λ(eme) satisfies (116).
In other words,
∂λ(eme(λ− 0i)) = e(I − Tλ−0i)−1
(
− 1
2πλ
∫
R
ume(y, λ− 0i) dy
)
= − e
2πλ
(∫
R
u(y)me(y, λ− 0i) dy
)
m1(λ− 0i).(135)
Its Ho¨lder continuity follows from that of e(λ), me(λ− 0i) and m1(λ− 0i), which was
established in the proof of Theorem 3.5.
We are now ready to described the scattering coefficients for the Fokas–Ablowtiz
IST.
Lemma 4.2. Let m1(x, k) and me(x, λ ± 0i) be the Jost solutions constructed in
Theorem 3.5. Define
Γ(λ) = 1 + i
∫
R
u(x)me(x, λ+ 0i)e
−iλx dx(136)
=
1
1− i ∫
R
u(x)me(x, λ− 0i)e−iλx dx,(137)
(138) β(λ) = i
∫
R
u(x)m1(x, λ + 0i)e
−iλx dx,
and
(139) f(λ) = − 1
2πλ
∫
R
u(x)me(x, λ − 0i) dx.
Then the following relations between Jost solutions hold:
(140) me(λ+ 0i) = Γ(λ)me(λ− 0i),
(141) m1(λ+ 0i)−m1(λ− 0i) = β(λ)me(λ− 0i),
and
(142) e∂λ(eme(λ − 0i)) = f(λ)m1(λ− 0i).
Proof. By (31),
(143) Gλ+0i(x) −Gλ−0i(x) = ie(x, λ).
Therefore (37) implies
me(λ+ 0i) = e(λ) + (Gλ−0i + ie(λ)) ∗ (ume(λ+ 0i))
= e(λ) +Gλ−0i ∗ (ume(λ− 0i)) + ie(λ)
∫
R
u(x)me(x, λ+ 0i)e
−iλx dx
=
(
1 + i
∫
R
u(x)me(x, λ + 0i)e
−iλx dx
)
e(λ) +Gλ−0i ∗ (ume(λ− 0i)).(144)
By (37) and uniqueness of Jost solutions, we get
(145) me(λ+ 0i) =
(
1 + i
∫
R
u(x)me(x, λ+ 0i)e
−iλx dx
)
me(λ− 0i).
A similar calculation starting with the integral equation of me(λ− 0i) gives
(146) me(λ− 0i) =
(
1− i
∫
R
u(x)me(x, λ− 0i)e−iλx dx
)
me(λ+ 0i).
This proves (140). Take the difference of the integral equations of m1(λ ± 0i) given
in (36) to get
m1(λ+ 0i)−m1(λ− 0i) = ie(λ)
∫
R
u(x)m1(x, λ+ 0i)e
−iλx dx
+Gλ−0i ∗ [u(m1(λ + 0i)−m(λ − 0i))].(147)
By (37) and uniqueness of Jost solutions, we get
(148) m1(λ+ 0i)−m1(λ− 0i) = me(λ− 0i) i
∫
R
u(x)m1(x, λ+ 0i)e
−iλx dx.
This proves (141). Finally, (142) is just the minus sign case of (117).
Our next goal is to establish relations between different scattering coefficients.
The following identity proves very useful in showing these relations.
Lemma 4.3. Denote
∫
R
f(x)g(x) dx by 〈f, g〉. If f, g ∈ L1(R) ∩ L2(R), λ > 0,
then
(149) 〈Gλ±0i ∗ f, g〉 = i〈f,e〉〈g,e〉+ 〈f,Gλ±0i ∗ g〉.
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Proof. We only present the calculation for Gλ+0i. Using (31), we see that
(150) Gλ+0i(−x) = −ieiλxχR−(x) − G˜λ(x),
or
(151) Gλ+0i(x) = Gλ+0i(−x) + ieiλx.
Thus
〈Gλ+0i ∗ f, g〉 =
∫
R
∫
R
Gλ+0i(x− y)f(y)g(x) dy dx
=
∫
R
∫
R
(
Gλ+0i(y − x) + ieiλ(x−y)
)
f(y)g(x) dy dx
= i
∫
R
f(y)e−iλy dy
∫
R
g(x)e−iλx dx +
∫
R
∫
R
f(y)Gλ+0i(y − x)g(x) dx dy
= i〈f,e〉〈g,e〉+ 〈f,Gλ+0i ∗ g〉.(152)
All of the above calculations are justified if f, g ∈ L1 ∩ L2.
Lemma 4.4. Let s > s1 >
1
2 , and u ∈ L2s(R). Define the Jost solutions as above,
and let Γ(λ), β(λ) and f(λ) be defined as in Lemma 4.2. Then Γ ∈ C1,γloc (0,∞),
β, f ∈ C0,γloc (0,∞) for some 0 < γ < 1, and the following relations hold:
(153) |Γ(λ)| = 1,
(154) f(λ) =
β(λ)
2πiλ
,
(155) |β(λ)|2 = 2 Im
∫
R
u(x)m1(x, λ+ 0i) dx,
and
(156) ∂λΓ(λ) =
|β(λ)|2
2πiλ
Γ(λ).
Proof. The regularity of Γ, β and f follows easily from the corresponding regu-
larity of the Jost solutions. What are left to show are the relations between them.
We start by multiplying the integral equation of me(λ+) by ume(λ+) and integrate
on R. Using Lemma 4.3, we have
〈me(λ+), ume(λ+)〉
= 〈e, ume(λ+)〉+ 〈Gλ+ ∗ (ume(λ+)), ume(λ+)〉
= 〈e, ume(λ+)〉+ i|〈ume(λ+, e)〉|2 + 〈ume(λ+), Gλ+ ∗ (ume(λ+))〉
= 〈e, ume(λ+)〉+ i|〈ume(λ+, e)〉|2 + 〈ume(λ+),me(λ+)− e〉.(157)
Since 〈me(λ+), ume(λ+)〉 = 〈ume(λ+),me(λ+)〉, we get
(158) i|〈ume(λ+), e〉|2 − 〈ume(λ+), e〉+ 〈ume(λ+), e〉 = 0.
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By the definition of Γ(λ) given in (136), Γ(λ) = 1+i〈ume(λ+), e〉. Hence (158) means
(159) i|Γ(λ)− 1|2 + i(Γ(λ)− 1) + iΓ(λ)− 1 = 0,
from which it follows that |Γ(λ)| = 1.
Next we multiply the integral equation of m1(λ+) given in (36) by ume(λ+) and
integrate on R. Use Lemma 4.3 again to get
〈m1(λ+), ume(λ+)〉 = 〈1 +Gλ+0i ∗ (um1(λ+)), ume(λ+)〉
=
∫
R
ume(λ+) dx+ i〈um1(λ+), e〉〈ume(λ+), e〉
+ 〈um1(λ+), Gλ+0i ∗ (ume(λ+)〉
=
∫
R
ume(λ+) dx+ i〈um1(λ+), e〉〈ume(λ+), e〉
+ 〈um1(λ+),me(λ+)− e〉.(160)
Since 〈m1(λ+), ume(λ+)〉 = 〈um1(λ+),me(λ+)〉, this implies
(161)
∫
R
ume(λ+) dx+ 〈um1(λ+), e〉
(
i〈ume(λ+), e〉 − 1
)
= 0.
By the definition of Γ(λ), β(λ), f(λ), and the relation (140), we get
(162) − 2πλf(λ)Γ(λ) − 1
i
β(λ)Γ(λ) = 0.
Divide both sides by Γ(λ) to obtain (154). This is allowed as |Γ(λ)| = 1.
Next we multiply the integral equation of m1(λ+) by um1(λ+) and integrate on
R. Use Lemma 4.3 to get
〈m1(λ+), um1(λ+)〉 = 〈1 +Gλ+0i ∗ (um1(λ+)), um1(λ+)〉
=
∫
R
um1(λ+) dx + i|〈um1(λ+), e〉|2 + 〈um1(λ+), Gλ+0i ∗ (um1(λ+))〉
=
∫
R
um1(λ+) dx + i|〈um1(λ+), e〉|2 + 〈um1(λ+),m1(λ+)− 1〉(163)
Since 〈m1(λ+), um1(λ+)〉 = 〈um1(λ+),m1(λ+)〉, we have
(164) − 2i Im
∫
R
um1(λ+) dx+ i|〈um1(λ+), e〉|2 = 0,
from which (155) follows.
Finally, to get (156), we differentiate (136) using the plus sign case of (117) and
apply (140) to get
∂λΓ(λ)
= i
∫
R
u(x)e−iλx
(
− 1
2πλ
∫
R
u(y)me(y, λ+) dy
)
m1(x, λ+) dx
=f(λ)β(λ)Γ(λ).(165)
Equation (156) now follows from (154).
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5. Asymptotic behavior near k = 0. In this section, we discuss the asymp-
totic behavior of the Jost solutions and scattering coefficients as k approaches 0 within
the set ρ(Lu)∪ (R+± 0i). It turns out that the convolution kernel Gk has a logarith-
mic singularity at k = 0, and so does the operator Tk. We employ the well-known
method of subtracting a rank one operator from Tk so that the modified operator has
a limit at k = 0. The limiting modified operator also has the form of identity plus a
compact operator. We then obtain its invertibility through a vanishing lemma. The
asymptotic behavior of the Jost functions can be recovered from the modified Jost
functions. The asymptotics presented in this section was formally obtained in [7] and
[9].
Let χ(ξ) be a smooth function on [0,∞), which is identically equal to 1 for
0 ≤ ξ ≤ 1 and identically equal to 0 for ξ ≥ 2. Later on we will see that it is crucial to
allow the possibility of χ(ξ) being complex for 1 < ξ < 2. For k ∈ ρ(Lu) ∪ (R+ ± 0i),
let
(166) l(k) =
1
2π
∫ ∞
0
χ(ξ)
ξ − k dξ,
and let
G0k(x) = Gk(x)− l(k) =
1
2π
∫ ∞
0
eixξ − χ(ξ)
ξ − k dξ,(167)
T 0k (ϕ) = G
0
k ∗ (uϕ) = Tk(ϕ)− l(k)〈ϕ, u〉.(168)
We also define
(169) G00(x) =
1
2π
∫ ∞
0
eixξ − χ(ξ)
ξ
dξ, T 00 (ϕ) = G
0
0 ∗ (uϕ).
We define the modified Jost functions m01(x, k) and m
0
e(x, λ ± 0i) to be solutions (if
exist) to the integral equations
m01(k) = 1 + T
0
k (m
0
1(k)) = 1 +G
0
k ∗ (um01(k)),(170)
m0e(λ± 0i) = e(λ) + T 0λ±0i(m0e(λ± 0i)) = e(λ) +G0λ±0i ∗ (um0e(λ± 0i)).(171)
Using (168), we obtain the relation between the original and the modified Jost func-
tions:
(172) m1(k) =
m01(k)
1− l(k)〈m01(k), u〉
,
me(λ±) = m0e(λ±) + l(λ±)〈m0e(λ±), u〉m1(λ±)
=
m0e(λ±) + l(λ±)
(〈m0e(λ±), u〉m01(λ±)− 〈m01(λ±), u〉m0e(λ±))
1− l(λ±)〈m01(λ±), u〉
.(173)
To prove existence of the modified Jost functions when k is near 0, we carry out the
plan introduced at the beginning of this section. The first step is to estimate the
modified convolution kernel G0k.
Lemma 5.1. There exists k0 > 0 such that for every ǫ ∈ (0, 1), there is C > 0
such that for all k ∈ (C \ [0,∞)) ∪ (R+ ± 0i) with |k| < k0,
(174) |G0k(x)−G00(x)| ≤ C|k|ǫ(1 + |x|)ǫ.
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Proof. By the definition of χ(ξ), we write
(175) G0k(x) −G00(x) =
1
2π
∫ 1
0
eixξ − 1
ξ
k
ξ − k dξ +
1
2π
∫ ∞
1
eixξ − χ(ξ)
ξ
k
ξ − k dξ.
We first estimate the second term in (175). Assuming |k| < k0 < 12 , we obtain
|ξ − k| ≥ ξ − |k| ≥ 12 ξ for ξ ≥ 1. Thus
(176)
∣∣∣∣∫ ∞
1
eixξ − χ(ξ)
ξ
k
ξ − k dξ
∣∣∣∣ ≤ C|k| ∫ ∞
1
1
ξ2
dξ ≤ C|k|.
We are left to estimate the first term in (175). Let us first consider the case x > 0.
Make a change of variable to rewrite the integral as
(177) kx
∫ x
0
eiξ − 1
ξ
1
ξ − kx dξ
Notice that k ∈ (C \ [0,∞)) ∪ (R+ ± 0i) means kx can get arbitrarily close to the
interval (0, x). We deform the contour of integration when estimating (177). The
work is split into two cases: when |k|x < 1, or when |k|x ≥ 1. If |k|x < 1, we split
the integral (177) as follows
(178)
∫
Γ1
+
∫ 2
2|k|x
+
∫ x
2
.
Here Γ1 is a semicircle centered at |k|x with radius |k|x. Γ1 is in the lower half plane if
kx is in the upper half plane, and vice versa. With this choice, we have |ξ−kx| ≥ |k|x
and
∣∣∣ eiξ−1ξ ∣∣∣ ≤ C when ξ ∈ Γ1. Hence
(179) |k|x
∣∣∣∣∫
Γ1
eiξ − 1
ξ
1
ξ − kx dξ
∣∣∣∣ ≤ C|k|x ≤ C|k|ǫ|x|ǫ.
We used |k|x < 1 to get the last inequality. For 2|k|x < ξ < 2, we have
∣∣∣ eiξ−1ξ ∣∣∣ ≤ C
and |ξ − kx| ≥ ξ − |k|x. Hence
|k|x
∣∣∣∣∣
∫ 2
2|k|x
eiξ − 1
ξ
1
ξ − kx dξ
∣∣∣∣∣ ≤ C|k|x
∫ 2
2|k|x
1
ξ − |k|x dξ
= C|k|x log
(
2
|k|x − 1
)
≤ C|k|ǫ|x|ǫ.(180)
For ξ between 2 and x (either could be the larger of the two),
∣∣∣ eiξ−1ξ ∣∣∣ ≤ 2ξ , and
|ξ − kx| ≥ ξ − |k|x. Thus
|k|x
∣∣∣∣∫ x
2
eiξ − 1
ξ
1
ξ − kx dξ
∣∣∣∣ ≤ C|k|x ∣∣∣∣∫ x
2
1
ξ(ξ − |k|x) dξ
∣∣∣∣
= C
∣∣∣∣log(2(1− |k|)2− |k|x
)∣∣∣∣
≤ C log[(1 + |k|)(1 + |k|x)]
≤ C|k|ǫ(1 + |x|)ǫ.(181)
27
Now let’s suppose |k|x ≥ 1, we split the integral (177) into the following pieces:
(182)
∫ 1
2
0
+
∫ |k|x− 12
1
2
+
∫
Γ2
+
∫ x
|k|x+ 12
.
Here Γ2 is a semicircle centered at |k|x with radius 12 . Again, Γ2 is in the lower half
plane if kx is in the upper half plane, and vice versa. For 0 < ξ < 12 ,
∣∣∣eiξ−1ξ ∣∣∣ ≤ C,
and |ξ − kx| ≥ |k|x− ξ. Hence
|k|x
∣∣∣∣∣
∫ 1
2
0
eiξ − 1
ξ
1
ξ − kx dξ
∣∣∣∣∣ ≤ C|k|x
∫ 1
2
0
1
|k|x− ξ dξ
= C|k|x log
( |k|x
|k|x− 12
)
= C|k|x log
(
1 +
1
2|k|x− 1
)
≤ C|k|x log
(
1 +
1
|k|x
)
≤ C|k|ǫ|x|ǫ.(183)
For 12 < ξ < |k|x− 12 ,
∣∣∣ eiξ−1ξ ∣∣∣ ≤ 2ξ , and |ξ − kx| ≥ |k|x− ξ. Hence
|k|x
∣∣∣∣∣
∫ |k|x− 12
1
2
eiξ − 1
ξ
1
ξ − kx dξ
∣∣∣∣∣ ≤ C|k|x
∫ |k|x− 12
1
2
1
ξ(|k|x− ξ) dξ
≤ C log(2|k|x− 1)
≤ C|k|ǫ|x|ǫ.(184)
For ξ ∈ Γ2,
∣∣∣ eiξ−1ξ ∣∣∣ ≤ C|ξ| ≤ C|k|x− 12 , |ξ − kx| ≥ 12 . Thus
(185) |k|x
∣∣∣∣∫
Γ2
eiξ − 1
ξ
1
ξ − kx dξ
∣∣∣∣ ≤ C|k|x|k|x− 12 ≤ C ≤ C|k|ǫ|x|ǫ.
Of course we used |k|x ≥ 1. Finally, for |k|x + 12 < ξ < x,
∣∣∣ eiξ−1ξ ∣∣∣ ≤ 2ξ , and
|ξ − kx| ≥ ξ − |k|x. Thus
|k|x
∣∣∣∣∣
∫ x
|k|x+ 12
eiξ − 1
ξ
1
ξ − kx dξ
∣∣∣∣∣ ≤ C|k|x
∫ x
|k|x+ 12
1
ξ(ξ − |k|x) dξ
≤ C log[(1− |k|)(2|k|x+ 1)]
≤ C|k|ǫ(1 + |x|)ǫ.(186)
This finishes the proof of (174) when x > 0. The proof for x < 0 is completely
analogous. The case x = 0 is trivial.
Lemma 5.2.
(187) G00(x) = lim
N→∞
1
2π
∫ N
0
eixξ − χ(ξ)
ξ
dξ = − 1
2π
log |x|+ 1
2π
{
c1 if x > 0,
c2 if x < 0,
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and there is C > 0 such that
(188)
∣∣∣∣∣ 12π
∫ N
0
eixξ − χ(ξ)
ξ
dξ
∣∣∣∣∣ ≤ C + C| log |x||+ C|x| 12 χ{|x|≤1}
for all N > 2.
Proof. We write G00 as
(189) G00(x) =
1
2π
∫ 1
0
eixξ − 1
ξ
dξ +
1
2π
∫ ∞
1
eixξ
ξ
dξ − 1
2π
∫ 2
1
χ(ξ)
ξ
dξ.
When x > 0, make a change of variable to get
G00(x) = −
1
2π
∫ x
1
1
ξ
dξ +
1
2π
∫ 1
0
eiξ − 1
ξ
dξ +
1
2π
∫ ∞
1
eiξ
ξ
dξ
− 1
2π
∫ 2
1
χ(ξ)
ξ
dξ
= − 1
2π
log |x|+ c1
2π
.(190)
When x < 0, a change of variable gives
G00(x) = −
1
2π
∫ x
−1
1
ξ
dξ +
1
2π
∫ −1
0
eiξ − 1
ξ
dξ +
1
2π
∫ −∞
−1
eiξ
ξ
dξ
− 1
2π
∫ 2
1
χ(ξ)
ξ
dξ
= − 1
2π
log |x|+ c2
2π
.(191)
Next we assume x > 0, N > 2, and write the integral in (188) as
(192) G00(x) −
1
2π
∫ ∞
N
eixξ
ξ
dξ = G00(x)−
1
2π
∫ ∞
Nx
eiξ
ξ
dξ,
where
∫∞
Nx
eiξ
ξ dξ is easily seen to be bounded by
C + C log
(
1
Nx
)
χ{Nx<1} ≤ C +
C
|Nx| 12 χ{Nx<1}
≤ C + C|x| 12 χ{|x|≤1}(193)
for N > 2. The proof for x < 0 is similar.
The pointwise estimates established in the above lemmas imply estimates on the
L∞−(s−s1) operator norm of T
0
k .
Lemma 5.3. Let s > s1 >
1
2 , and u ∈ L2s(R). Let k ∈ (C\[0,∞))∪(R+±0i)∪{0}.
Then all T 0k are compact on L
∞
−(s−s1)
(R), and there exist ǫ ∈ (0, 1), k0 > 0 and C > 0
such that for all |k| < k0,
(194) ‖T 0k − T 00 ‖L∞−(s−s1)→L∞−(s−s1) ≤ C|k|
ǫ.
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Proof. When k 6= 0, T 0k is compact since it is a rank one perturbation of Tk, which
was shown to be compact in Lemma 3.2. The compactness of T 00 follows from (194),
which we now show. In fact, by Lemma 5.1
ws1−s(x)|T 0k (ϕ)(x) − T 00 (ϕ)(x)|
≤ ws1−s(x)
∫
R
|G0k(x− y)−G00(x− y)||u(y)ϕ(y)| dy
≤ Cws1−s(x)
∫
R
|k|ǫwǫ(x− y)w−p2 (y)|u2(y)|‖ψ‖L∞
−(s−s1)
dy
≤ C|k|ǫ‖u2‖1‖ψ‖L∞
−(s−s1)
,(195)
where p2 =
1
2 (s1 − 12 ) > 0 and u2 = uws−s1+p2 ∈ L1. To get the last step above, we
used w(x− y) ≤ w(x)w(y), and ǫ < min(s− s1, p2).
The key to proving existence of modified Jost functions is to show invertibility of
I−T 00 , which by Lemma 5.3, reduces to showing triviality of its kernel. We accomplish
this in several steps. First we show an identity that is crucial for later developments.
It is for this identity that the complexity of χ(ξ) is needed. Recall that χ(ξ) is the
cutoff function in the definition of G00 and T
0
0 in (169).
Lemma 5.4. Suppose s > s1 >
1
2 , u ∈ L2s(R), ϕ ∈ L∞−(s−s1)(R), and ϕ = T 00ϕ. If
(196) Im
∫ 2
1
χ(ξ)
ξ
dξ 6= 0,
then
(197)
∫
R
u(y)ϕ(y) dy = 0.
Proof. By (169),
(198) G00(x) = G
0
0(−x)−
i
π
Im
∫ 2
1
χ(ξ)
ξ
dξ.
Therefore by ϕ = T 00ϕ = G
0
0 ∗ (uϕ),
〈ϕ, uϕ〉 = 〈G00 ∗ (uϕ), uϕ〉 =
∫
R
∫
R
G00(x− y)u(y)ϕ(y)u(x)ϕ(x) dy dx
=
∫
R
∫
R
(
G00(y − x)−
i
π
Im
∫ 2
1
χ(ξ)
ξ
dξ
)
u(y)ϕ(y)u(x)ϕ(x) dy dx
= − i
π
(
Im
∫ 2
1
χ(ξ)
ξ
dξ
)
|〈ϕ, u〉|2 +
∫
R
∫
R
u(y)ϕ(y)G00(y − x)u(x)ϕ(x) dx dy
= − i
π
(
Im
∫ 2
1
χ(ξ)
ξ
dξ
)
|〈ϕ, u〉|2 + 〈uϕ,G00 ∗ (uϕ)〉
= − i
π
(
Im
∫ 2
1
χ(ξ)
ξ
dξ
)
|〈ϕ, u〉|2 + 〈uϕ, ϕ〉.(199)
Since 〈ϕ, uϕ〉 = 〈uϕ, ϕ〉, (199) and (196) imply 〈ϕ, u〉 = 0, which is (197). We provide
the estimates needed to apply Fubini’s theorem in the calculation above. In fact, by
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(187), ∫
R
∫
R
|G00(x− y)||u(y)ϕ(y)||u(x)ϕ(x)| dy dx
≤ C‖uϕ‖21 + C
∫
R
∫
R
| log |x− y|||u(y)ϕ(y)||u(x)ϕ(x)| dy dx.(200)
We split the integral
∫
R
| log |x− y|||u(y)ϕ(y)| dy at |x− y| = 1 and estimate
(201)
∫
|x−y|<1
| log |x− y|||u(y)ϕ(y)| dy ≤ ‖χ{|x|<1} log x‖2‖uϕ‖2,
and∫
|x−y|>1
log |x− y||u(y)ϕ(y)| dy ≤
∫
|x−y|>1
(1 + |x− y|)ǫ|u(y)ϕ(y)| dy
≤ (1 + |x|)ǫ
∫
R
(1 + |y|)ǫw−s1(y)|u1(y)ϕ1(y)| dy
≤ C‖u1‖2(1 + |x|)ǫ.(202)
Here u1 = w
su ∈ L2, ϕ1 = w−(s−s1)ϕ ∈ L∞, and ǫ > 0 is chosen so that s1 − ǫ > 12 .
The estimates above imply the finiteness of (200).
The key vanishing integral (197) implies the following decay estimate for functions
in the kernel of I − T 00 .
Lemma 5.5. Suppose s > s1 >
1
2 , u ∈ L2s(R) and that (196) holds. If ϕ ∈
L∞−(s−s1)(R), and ϕ = T
0
0ϕ, then there exists C = C(u, s, s1) such that
(203) |ϕ(x)| ≤ Cw−1(x).
In particular ϕ ∈ L2(R).
Proof. By (187),
ϕ(x) = T 00ϕ(x) =
1
2π
∫
R
G00(x − y)u(y)ϕ(y) dy
=
1
2π
∫ x
−∞
(c1 − log(x− y))u(y)ϕ(y) dy
+
1
2π
∫ ∞
x
(c2 − log(y − x))u(y)ϕ(y) dy
= − 1
2π
∫ ∞
x
log(y − x)u(y)ϕ(y) dy(204)
− 1
2π
∫ x
−∞
log(x− y)u(y)ϕ(y) dy +R(x).
By (197), R(x) can be written in two ways:
(205) R(x) =
1
2π
∫ ∞
x
(c2 − c1)u(y)ϕ(y) dy = 1
2π
∫ x
−∞
(c1 − c2)u(y)ϕ(y) dy.
We now start a bootstrap argument, assuming ϕ ∈ L∞r for some r ≥ −(s − s1).
We have u = w−su1 for some u1 ∈ L2 and ϕ = w−rϕ1 for some ϕ1 ∈ L∞. Hence
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uϕ = w−(r+s)u1ϕ1. Since r ≥ −(s− s1), r+ s ≥ s1 > 12 . Letting p2 = 12 (s1 − 12 ) > 0,
we get
(206) uϕ = w−(r+∆r)w−
1
2−p2u1ϕ1 = w
−(r+∆r)u2ϕ1.
Here
(207) ∆r = s− s1 + p2 > p2 > 0,
(208) r +∆r = r + s− s1 + p2 ≥ p2 > 0,
and u2 = w
− 12−p2u1 ∈ L1 ∩ L2.
We assume x > 0. Use the first expression in (205) for R(x) to get
(209) |R(x)| ≤ C
∫ ∞
x
w−(r+∆r)(y)|u2(y)ψ1(y)| dy ≤ Cw−(r+∆r)(x).
Next we write the first integral in (204) as
(210)
∫ ∞
x
log(y − x)w−(r+∆r)(y)u2(y)ϕ1(y) dy
and split the integral at x+ 1:∣∣∣∣∫ x+1
x
log(y − x)w−(r+∆r)(y)u2(y)ϕ1(y) dy
∣∣∣∣
≤ Cw−(r+∆r)(x)∥∥χ{|y|≤1} log y∥∥2‖u2ϕ1‖2(211)
When y − x > 1, there exists C = C(ǫ) for every ǫ > 0 such that log(y − x) ≤
Cwǫ(x − y) ≤ Cwǫ(x)wǫ(y). Take ǫ = p24 . We have r + ∆r − ǫ ≥ p2 − ǫ > 0 and
∆r > p2 > 4ǫ. Thus ∣∣∣∣∫ ∞
x+1
log(y − x)w−(r+∆r)(y)u2(y)ϕ1(y) dy
∣∣∣∣
≤ Cwǫ(x)
∫ ∞
x+1
wǫ−(r+∆r)(y)|u2(y)ϕ1(y)| dy
≤ Cw2ǫ−(r+∆r)(x)‖u2ϕ1‖1 ≤ Cw−(r+∆r2 )(x).(212)
In summary, the first integral in (204) is bounded as follows:
(213)
∣∣∣∣∫ ∞
x
log(y − x)u(y)ϕ(y) dy
∣∣∣∣ ≤ Cw−(r+∆r2 )(x).
We now focus on the second integral in (204). When 0 < x < 1, we split the integral
at −1 and estimate
(214)
∣∣∣∣∫ −1
−∞
log(x− y)u(y)ϕ(y) dy
∣∣∣∣ ≤ C ∫ −1
−∞
log(1 + |y|)|u(y)ϕ(y)| dy ≤ C,
(215)
∣∣∣∣∫ x
−1
log(x− y)u(y)ϕ(y) dy
∣∣∣∣ ≤ C∥∥χ{|y|≤2} log y∥∥2‖uϕ‖2.
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When x > 1, we use (197) again to rewrite the second integral in (204) as∫ x
−∞
(log(x − y)− log x)w−(r+∆r)(y)u2(y)ϕ1(y) dy
− log x
∫ ∞
x
w−(r+∆r)(y)u2(y)ϕ1(y) dy.(216)
The last term in (216) is easily seen to be bounded by
(217) (log x)w−(r+∆r)(x)‖u2ϕ1‖1 ≤ Cw−(r+∆r2 )(x).
We split the first integral in (216) at x2 , and estimate as follows. When y <
x
2 , we
have
(218)
∣∣∣log(1− y
x
)∣∣∣ ≤ C ∣∣∣ y
x
∣∣∣p ,
where p = min(1, r + ∆r2 ). Thus∣∣∣∣∣
∫ x
2
−∞
log
(
1− y
x
)
w−(r+∆r)(y)u2(y)ϕ1(y) dy
∣∣∣∣∣
≤ C|x|−p
∫ x
2
−∞
|y|pw−(r+∆r)(y)|u2(y)ϕ1(y)| dy
≤ Cw−p(x)‖u2ϕ1‖1.(219)
To estimate the y > x2 piece of the first integral in (216), we use the first expression
for uϕ in (206), and get∣∣∣∣∣
∫ x
x
2
log
(
1− y
x
)
w−(r+∆r)−(
1
2+p2)(y)u1(y)ϕ1(y) dy
∣∣∣∣∣
≤ Cw−(r+∆r)−( 12+p2)(x)
(∫ x
x
2
∣∣∣log(1− y
x
)∣∣∣2 dy) 12 ‖u1ϕ1‖2
≤ Cw−(r+∆r)−( 12+p2)(x)
(∫ 1
2
0
|log z|2 dz
) 1
2
x
1
2
≤ Cw−(r+∆r)(x).(220)
This completes the estimation of (204) when x > 0. The arguments for x < 0 are
completely analogous, as long as one uses the second expression in (205) for R(x).
In summary, we get from the above estimates that ϕ ∈ L∞
r+∆r2
if r + ∆r2 < 1 and
ϕ ∈ L∞1 if r + ∆r2 ≥ 1. The result thus follows from finitely many iterations of the
above estimates.
Next we show that any function in the kernel of I − T 00 satisfies the same type of
eigenvalue equation as do the Jost functions, regardless of the choice of χ(ξ).
Lemma 5.6. Let s > s1 >
1
2 , and u ∈ L2s(R). If ϕ ∈ L∞−(s−s1)(R) satisfies
ϕ = T 00ϕ, then
(221)
1
i
∂xϕ− C+(uϕ) = 0
in the sense of tempered distributions.
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Proof. Let ψ(x) be any test function in C∞0 (R). LetM > 1 be such that [−M,M ]
contains the support of ψ. There exists C = C(M,ψ) such that∫
R
∫
R
∣∣∣∣1 + | log |x− y||+ 1|x− y| 12 χ{|x−y|≤1}
∣∣∣∣ |u(y)ϕ(y)ψ′(x)| dy dx
≤ C
∫
R
∫ M
−M
(
1 + | log |x− y||+ 1|x| 12
)
dx |u(y)ϕ(y)| dy
≤ C
∫
R
(1 + log(|y|+M))|u(y)ϕ(y)| dy <∞.(222)
Therefore, by (188), (222) and the dominated convergence theorem,∫
R
ϕ(x)ψ′(x) dx =
∫
R
∫
R
G00(x− y)u(y)ϕ(y) dy ψ′(x) dx
= lim
N→∞
1
2π
∫
R
∫
R
∫ N
0
ei(x−y)ξ − χ(ξ)
ξ
dξ u(y)ϕ(y)ψ′(x) dy dx.(223)
We want to use the Fubini theorem to change the order of integration. To that end,
we observe that there is C = C(M,ψ,N) such that∫
R
∫
R
∫ N
0
∣∣∣∣ei(x−y)ξ − χ(ξ)ξ
∣∣∣∣ |ψ′(x)||u(y)ϕ(y)| dξ dx dy
≤ C
∫
R
∫ M
−M
(∫ 1
0
∣∣∣∣ei(x−y)ξ − 1ξ
∣∣∣∣ dξ + C) |u(y)ϕ(y)| dx dy
≤ C
∫
R
∫ M
−M
(1 + | log |x− y||)|u(y)ϕ(y)| dx dy
≤ C
∫
R
(1 + log(|y|+M))|u(y)ϕ(y)| dx dy <∞.(224)
Hence (223) equals to
lim
N→∞
1
2π
∫
R
∫ N
0
∫
R
(
ei(x−y)ξ − χ(ξ)
ξ
)
ψ′(x) dx dξ u(y)ϕ(y) dy
= − i lim
N→∞
∫
R
1
2π
∫ N
0
∫
R
ei(x−y)ξψ(x) dx dξ u(y)ϕ(y) dy
= − i lim
N→∞
∫
R
ψ(x)
1
2π
∫ N
0
eixξ
∫
R
e−iyξu(y)ϕ(y) dy dξ dx
= − i
∫
R
ψ(x)C+(uϕ)(x) dx.(225)
The last step follows from the fact that 12π
∫ N
0 e
ixξ
∫
R
e−iyξu(y)ϕ(y) dy dξ converges
to C+(uϕ)(x) in L
2. The above calculation shows
(226)
∫
R
ϕ(x)ψ′(x) dx = −i
∫
R
ψ(x)C+(uϕ)(x) dx,
which gives (221).
We are now ready to prove the key vanishing lemma.
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Lemma 5.7. Suppose s > s1 >
1
2 , u ∈ L2s(R), and that (196) holds. If ϕ ∈
L∞−(s−s1)(R) and ϕ = T
0
0ϕ, then ϕ = 0.
Proof. At this point, we can basically repeat the proof of Lemma 3.4 for the case
k < 0. Only in the present case, k = 0. All calculations can be justified now that we
know the decay estimate (203). One has from Lemma 5.6 that
(227) χR+ ûϕ = ξϕˆ.
By (203) and the conditions on u and ϕ, we have (1+ |x|)uϕ ∈ L1, Hence ûϕ ∈ C1(R).
Recall that ûϕ(0) = 0 by Lemma 5.4. Hence
(228) ϕˆ(0+) = lim
ξ→0+
ûϕ(ξ)
ξ
= ûϕ
′
(0).
We repeat the argument in Lemma 3.4 to get (93), which now becomes
(229) 2π
∫
R
|ϕ|2 dx = 0.
We can now prove existence of the modified Jost functions.
Theorem 5.8. Let s > s1 >
1
2 , u ∈ L2s(R), k ∈ (C \ [0,∞)) ∪ (R+ ± 0i) ∪ {0},
λ ≥ 0, and χ(ξ) satisfy (196). Then there is k0 > 0 such that for all |k|, λ < k0,
there exist unique solutions m01(x, k),m
0
e(x, λ± 0i) ∈ L∞−(s−s1)(R) to (170) and (171).
Furthermore, there are C > 0 and ǫ ∈ (0, 1) such that
(230) ‖m01(k)−m01(0)‖L∞−(s−s1) ≤ C|k|
ǫ,
(231) ‖m0e(λ ± 0i)−m01(0)‖L∞−(s−s1) ≤ Cλ
ǫ.
Proof. Lemma 5.3, Lemma 5.7 and the Fredholm alternative theorem imply the
invertibility of I − T 0k , from which we obtain existence and uniqueness of m01 and
m0e. The asymptotic bounds (230), (231) follow from Lemma 5.3, and the fact that
‖eiλx − 1‖L∞
−(s−s1)
≤ Cλǫ.
We can obtain asymptotic formulas for the original Jost functions and scattering
coefficients as k approaches 0, since the original Jost functions can be expressed in
terms of the modified Jost functions as in (172) and (173). At this point, it is useful
to make a division between two distinct cases.
Definition 1. Let u ∈ L2s(R), and let m01(x, 0) be constructed as in Theorem 5.8.
u is called a generic potential if
∫
R
u(x)m01(x, 0) dx 6= 0, or a non-generic potential if∫
R
u(x)m01(x, 0) dx = 0.
Notice that m01(x, 0) actually depends on the choice of the cutoff function χ(ξ)
when we regularize Tk to T
0
k . However, the definition of genericity does not depend
on the choice of χ(ξ), as is shown in the following lemma. To state the lemma, let
χ(1)(ξ) and χ(2)(ξ) be smooth functions on [0,∞), which are identically equal to 1 on
[0, 1], and identically equal to 0 on [2,∞). We use the notation G0(1)0 , G0(2)0 , etc. to
denote the corresponding objects constructed using χ(1)(ξ) and χ(2)(ξ).
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Lemma 5.9. Let χ(1)(ξ) and χ(2)(ξ) be given as above, and u be given as in The-
orem 5.8. Suppose χ(1)(ξ) satisfy (196), and let m
0(1)
1 (x, 0) be the Jost solution con-
structed in Theorem 5.8. If
(232)
∫
R
u(x)m
0(1)
1 (x, 0) dx = 0,
then
(a) I − T 0(2)0 is invertible on L∞−(s−s1)(R).
(b) m
0(2)
1 (x, 0) = (I − T 0(2)0 )−11 is the same as m0(1)1 (x, 0).
Proof. Part (a) is of course already established in Theorem 5.8 if χ(2)(ξ) satisfies
(196). The interesting point, however, is that when u is non-generic, I − T 0(2)0 must
still be invertible when
∫ 2
1
χ(2)(ξ)
ξ dξ is real. To prove that, we need to show that any
ϕ ∈ L∞−(s−s1) satisfying ϕ = T
0(2)
0 ϕ must be zero. Examining the sequence of lemmas
before Theorem 5.8, we find that the only place (196) was used was to establish the
key vanishing integral (197), which we now show by different means. In fact, we
observe that
(233) G
0(2)
0 (x) = G
0(1)
0 (x) +
1
2π
∫ 2
1
χ(1)(ξ)− χ(2)(ξ)
ξ
dξ = G
0(1)
0 (x) + c.
We have
(234) ϕ = T
0(2)
0 ϕ = G
0(2)
0 ∗ (uϕ) = c〈ϕ, u〉+G0(1)0 ∗ (uϕ) = c〈ϕ, u〉+ T 0(1)0 ϕ.
Thus ϕ = c〈ϕ, u〉m0(1)1 (0). Since 〈m0(1)1 (0), u〉 = 0 by (232), 〈ϕ, u〉 = 0, which is the
key vanishing integral (197). Part (a) can be proven by the same arguments following
(197).
To show part (b), we observe that
G
0(2)
0 ∗ (um0(1)1 (0)) = G0(1)0 ∗ (um0(1)1 (0)) + c〈m0(1)1 (0), u〉
= G
0(1)
0 ∗ (um0(1)1 (0))
= m
0(1)
1 (0)− 1.
The result now follows by uniqueness.
We are now ready to state and compute the asymptotics of the Jost functions
and scattering coefficients as k approaches 0.
Theorem 5.10. Let s > s1 >
1
2 , u ∈ L2s(R), k ∈ (C \ [0,∞)) ∪ (R+ ± 0i), and
λ > 0. Let m1(x, k) and me(x, λ± 0i) be constructed as in Theorem 3.5, and let Γ(λ)
and β(λ) be defined as in Lemma 4.2. Let m00(x, 0) be constructed as in Theorem 5.8.
Then there exists ǫ ∈ (0, 1) such that as k approaches 0 and λ approaches 0+,
(a) if u is a generic potential,
(235) m1(k) =
2π
〈m01(0), u〉 log k
m01(0) +O
(
1
| log2 k|
)
,
(236) me(λ± 0i) = 2π〈m01(0), u〉 log(λ± 0i)
m01(0) +O
(
1
| log2 λ|
)
,
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(237) Γ(λ) = 1 +
2πi
log(λ+ 0i)
+O
(
1
| log2 λ|
)
,
(238) β(λ) =
2πi
log(λ+ 0i)
+O
(
1
| log2 λ|
)
;
(b) if u is a non-generic potential,
(239) m1(k) = m
0
1(0) +O(|k|ǫ| log k|),
(240) me(λ± 0i) = m01(0) +O(λǫ| logλ|),
(241) Γ(λ) = 1 +O(λǫ| logλ|),
(242) β(λ) = O(λǫ| logλ|).
Here the function log takes the principle branch, with a branch cut on [0,∞). The
big O notation has the usual meaning in equations involving Γ and β, but holds in the
sense of L∞−(s−s1)(R) norm in equations involving m1 and me.
Proof. The proof is a straightforward calculation using (172), (173), (230), (231),
and the definitions of Γ(λ) and β(λ). We only need to observe that
l(k) =
1
2π
∫ ∞
0
χ(ξ)
ξ − k dξ
=
1
2π
∫ 1
0
1
ξ − k dξ +
1
2π
∫ 2
1
χ(ξ)
ξ − k dξ
=
1
2π
log k + h(k),(243)
where log takes the principle branch with branch cut [0,∞), and h(k) is analytic
around k = 0.
6. Asymptotic behavior near k = ∞. In this section, we obtain asymptotic
formulas for the Jost functions and scattering coefficients as k approaches ∞ in the
cut plane. The situation of large k limit is very different from that of small k limit
discussed in Section 5. As we will see in the following, the operator I − Tk can be
inverted explicitly when |k| is sufficiently large. This allows explicit calculation and
estimation of error. Similar to the situation of the Fourier transform, high regularity
and decay of the potential u implies high regularity and decay of the scattering coef-
ficients as k tends to ∞. The precise assumptions on u and the corresponding decay
estimates on the scattering coefficients may vary according to the needs in application.
As an example, we work in this section with the following three types of assumptions
on u: u ∈ L2s(R) with s > 12 , u ∈ Hss (R) with s > 12 , and u in the Schwartz class
S. The first type of spaces is to keep the same assumption on u as in the previous
sections. The second type of spaces will provide the proper assumption to obtain a
higher order term for m1(x, k). Finally, the choice of the Schwartz class will allow us
to see how rapid decay of the scattering coefficients may be obtained, without having
to formulate the regularity and decay assumptions on u too carefully.
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To begin, let’s use the weakest of the three types of assumptions: u ∈ L2s(R) and
show how I − Tk can be inverted explicitly on L∞−(s−s1)(R), when s > s1 > 12 . First
assume k is in a fixed Stolz angle away from the positive real line. In other words,
there exists α ∈ (0, π2 ) such that
|Im k| ≥ (tanα)Re k.
For any such k and any ξ > 0, |ξ − k| and ξ + |k| are comparable:
0 <
1
Cα
≤ |ξ − k|
ξ + |k| ≤ Cα.
Therefore by the definition of Tk and Gk given in (64) and (28),
(244) ‖Tkϕ‖∞ ≤ ‖Gk‖2‖uϕ‖2 ≤ C‖Gk‖2‖ϕ‖L∞
−(s−s1)
,
where
(245) ‖Gk‖2 ≤ C
(∫ ∞
0
1
(ξ + |k|)2 dξ
) 1
2
≤ C√|k| .
It follows that ‖Tk‖L∞
−(s−s1)
→L∞ ≤ C√
|k|
. Therefore (I−Tk)−1 =
∑∞
n=0 T
n
k when |k| is
large. To invert I−Tk when k is close to the positive real line, we write Tk = Sk− T˜k
by (30), where for k = λ± µi, with λ > 0, µ ≥ 0:
(246) Skϕ(x) = i
∫ x
∓∞
eik(x−y)u(y)ϕ(y) dy,
and
(247) T˜kϕ = G˜k ∗ (uϕ), G˜k = 1
2π
∫ 0
−∞
eixξ
ξ − k dξ.
Now that k = λ ± µi with λ > 0, k is in a fixed Stolz angle away from the negative
real line. By the same argument as above, we have ‖T˜k‖L∞
−(s−s1)
→L∞ ≤ C√
|k|
. On
the other hand, I − Sk can be inverted explicitly by solving an ODE. In fact, we can
rewrite
(248) ϕ = Skϕ+ g = g + i
∫ x
∓∞
eik(x−y)u(y)ϕ(y) dy
as
(249) (ϕ− g)e−ikx = i
∫ x
∓∞
e−ikyu(y)ϕ(y) dy.
Differentiating with respect to x and rearranging terms using an integrating factor,
we get
(250) [e−i
∫
x
∓∞
u(t) dte−ikx(ϕ− g)]x = ie−i
∫
x
∓∞
u(t) dte−ikxug
By (249), ϕ(x)− g(x)→ 0 as x→ ∓∞. Hence we may integrate (250) from ∓∞ and
get
(251) ϕ(x) = g(x) + i
∫ x
∓∞
eik(x−y)ei
∫
x
y
u(t) dtu(y)g(y) dy.
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The right hand side of (251) is (I−Sk)−1g. It is easy to see that the operator norm of
(I − Sk)−1 is bounded uniformly in k for |k| large. Combining the calculation above,
we may write
(I − Tk)−1 = (I − Sk + T˜k)−1 = (I + (I − Sk)−1T˜k)−1(I − Sk)−1
=
∞∑
n=0
(−(I − Sk)−1T˜k)n(I − Sk)−1.(252)
We have thus proved
Lemma 6.1. Let s > s1 >
1
2 and u ∈ L2s(R). Let k ∈ (C \ [0,∞)) ∪ (R+ ± 0i).
There exists k0 > 0 such that for |k| > k0, I − Tk is invertible on L∞−(s−s1)(R), and
(a) if k is in a fixed Stolz angle away from the positive real line, i.e. there exists
α ∈ (0, π2 ) such that
|Im k| ≥ (tanα)Re k,
then
(253) ‖Tk‖L∞
−(s−s1)
→L∞ ≤ Cα√|k| ,
and
(254) (I − Tk)−1 =
∞∑
n=0
T nk ,
(b) if k = λ± iµ, with λ > 0, µ ≥ 0, then for T˜k given in (247), and
(255) Rkϕ(x) = i
∫ x
∓∞
eik(x−y)ei
∫
x
y
u(t) dtu(y)ϕ(y) dy,
we have
(256) ‖T˜k‖L∞
−(s−s1)
→L∞ ≤ C√|k| , ‖Rk‖L∞−(s−s1)→L∞ ≤ C,
and
(257) (I − Tk)−1 =
∞∑
n=0
(−(I +Rk)T˜k)n(I +Rk).
The calculation of the scattering coefficients will be simplified by the following
lemma.
Lemma 6.2. Let u and Rλ+0i be given as in Lemma 6.1. If ϕ ∈ L∞−(s−s1)(R),
then
(258)
∫
R
u(x)e−iλx[(I +Rλ+0i)ϕ](x) dx =
∫
R
u(x)e−iλxei
∫∞
x
u(t) dtϕ(x) dx.
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Proof. Recall that u ∈ L1 and uϕ ∈ L1 by the conditions on u and ϕ. Therefore
by Fubini’s theorem∫
R
u(x)e−iλx[Rλ+0iϕ](x) dx
=
∫
R
u(x)e−iλxi
∫ x
−∞
eiλ(x−y)ei
∫
x
y
u(t) dtu(y)ϕ(y) dy dx
=
∫
R
u(y)ϕ(y)e−i
∫
y
−∞
u(t) dte−iλy
∫ ∞
y
(
ei
∫
x
−∞
u(t) dt
)
x
dx dy
=
∫
R
u(y)e−iλyei
∫∞
y
u(t) dtϕ(y) dy −
∫
R
u(y)e−iλyϕ(y) dy.(259)
Equation (258) thus follows.
We want to use the inversion formulas in Lemma 6.1 to compute asymptotics of
m1(x, k), me(x, λ ± 0i), Γ(λ), β(λ), and f(λ). By relations (140) and (154), we only
need to study m1(x, k), me(x, λ + 0i), Γ(λ), and β(λ).
Theorem 6.3. Let s > 12 , u ∈ L2s(R), k ∈ (C \ [0,∞)) ∪ (R+ ± 0i), and λ > 0.
Then
(260) lim
k→∞
m1(x, k) = 1,
(261) lim
λ→∞
me(x, λ+ 0i)− eiλxei
∫
x
−∞
u(t) dt = 0,
(262) Γ(λ)− ei
∫
R
u(t) dt = O
(
1
λ
)
as λ→∞,
and
(263) β(λ) ∈ L2(a,∞), lim
λ→∞
β(λ) = 0.
Here the limits for m1 and me hold in L
∞(R) norm, and a > 0 is any fixed number.
Proof. We first work on m1(k) = (I − Tk)−11. If k is in the left half plane, we
use (254), and the fact that ‖∑∞n=1 T nk 1‖∞ ≤ C√|k| to conclude (260). If k is in the
right half cut plane, we use (257) to write
(264) m1(k) = (I +Rk)1 +
∞∑
n=1
(−(I +Rk)T˜k)n(I +Rk)1,
and use (256) to conclude that the infinite sum in (264) has L∞ norm bounded by
C√
|k|
. What is left to show is that ‖Rk1‖∞ → 0 as k approaches ∞ in the right half
cut plane. For simplicity of presentation, let us work only with the case k = λ + iµ
with λ > 0, µ ≥ 0. In the following proof, this is always assumed. Thus
(265) Rk1(x) = i
∫ x
−∞
eik(x−y)ei
∫
x
y
u(t) dtu(y) dy,
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Recall that u ∈ L1 if u ∈ L2s with s > 12 , and |eik(x−y)| ≤ 1 when x − y ≥ 0. So
limx→−∞Rk1(x) = 0, and
(266) lim
x→∞
Rk1(x) =
{
0 if µ > 0,
i
∫
R
eiλ(x−y)ei
∫
x
y
u(t) dtu(y) dy if µ = 0,
by the dominated convergence theorem. By the Riemann-Lebesgue lemma,
(267) lim
λ→∞
i
∫
R
eiλ(x−y)ei
∫
x
y
u(t) dtu(y) dy = 0.
Therefore for every ǫ > 0, there is k1 > 0 such that if |k| > k1, | limx→∞Rk1(x)| < ǫ.
Since u ∈ L1, there exist finitely many points {xn}Nn=1 such that |Rk1(x)−Rk1(y)| < ǫ
if none of the xn’s is between x and y. As we have already controlled Rk1(x) when x
is at ±∞, it remains to control Rk1(x) if x is one of {xn}Nn=1. For each fixed xn, we
have
(268) Rk1(xn) = i
∫ xn
−∞
eik(xn−y)ei
∫
xn
y
u(t) dtu(y) dy.
We claim that limk→∞Rk1(xn) = 0. In fact, one can mimic the proof of the Riemann-
Lebesgue lemma, and approximate u in L1 by a C∞0 function g, while integrating
(269) i
∫ xn
−∞
eik(xn−y)ei
∫
xn
y
u(t) dtg(y) dy
by parts to get
(270) − 1
k
g(xn) +
1
k
∫ xn
−∞
eik(xn−y)
(
ei
∫
xn
y
u(t) dtg(y)
)
y
dy,
which obviously tends to 0 as k tends to ∞. Thus by enlarging k1 finitely many
times, we get for |k| > k1, |Rk(x)| < 2ǫ for all x. This completes the proof of (260).
By a similar argument as above, the asymptotic behavior of me(λ + 0i) is given by
(I +Rλ+0i)e, which in this case can be computed explicitly, as
[Rλ+0ie](x) = i
∫ x
−∞
eiλ(x−y)ei
∫
x
y
u(t) dtu(y)eiλy dy
= −eiλxei
∫
x
−∞ u(t) dt
∫ x
−∞
(
e−i
∫
y
−∞ u(t) dt
)
y
dy
= −eiλx + eiλxei
∫
x
−∞
u(t) dt.(271)
Hence [(I +Rλ+0i)e](x) = e
iλxei
∫
x
−∞
u(t) dt. This finishes the proof of (261).
In order to obtain enough decay estimates of the scattering coefficients, we need
to expand m1(λ+ 0i) and me(λ+ 0i) by one more order. By (256), we have
m1(λ+ 0i) = (I − Tλ+0i)−11
= (I +Rλ+0i)1 − (I +Rλ+0i)T˜λ+0i(I +Rλ+0i)1 +O
(
1
λ
)
,(272)
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and
me(λ+ 0i) = (I − Tλ+0i)−1e
= (I +Rλ+0i)e − (I +Rλ+0i)T˜λ+0i(I +Rλ+0i)e +O
(
1
λ
)
.(273)
By the definition of Γ(λ) and β(λ) given in (136) and (138), we have
Γ(λ) = 1 + i
∫
R
u(x)e−iλx[(I +Rλ+0i)e](x) dx
− i
∫
R
u(x)e−iλx[(I +Rλ+0i)T˜λ+0i(I +Rλ+0i)e](x) dx+O
(
1
λ
)
,(274)
and
β(λ) = i
∫
R
u(x)e−iλx[(I +Rλ+0i)1](x) dx
− i
∫
R
u(x)e−iλx[(I +Rλ+0i)T˜λ+0i(I +Rλ+0i)1](x) dx+O
(
1
λ
)
.(275)
We first work on Γ(λ). By Lemma 6.2,
i
∫
R
u(x)e−iλx[(I +Rλ+0i)e](x) dx =
∫
R
iu(x)ei
∫∞
x
u(t) dt dx
= −
∫
R
(
ei
∫∞
x
u(t) dt
)
x
dx
= ei
∫
R
u(t) dt − 1,(276)
and ∫
R
u(x)e−iλx[(I +Rλ+0i)T˜λ+0i(I +Rλ+0i)e](x) dx
=
∫
R
u(x)e−iλxei
∫∞
x
u(t) dt[T˜λ+0i(I +Rλ+0i)e](x) dx,(277)
which is bounded by ‖u‖2‖T˜λ+0i(I +Rλ+0i)e‖2. By the Plancherel identity,
‖T˜λ+0i(I +Rλ+0i)e‖2 ≤ C
∥∥∥∥χR−(ξ)ξ − λ F (u(I +Rλ+0i)e)
∥∥∥∥
2
≤ C
λ
‖F (u(I +Rλ+0i)e)‖2
≤ C
λ
‖u(I +Rλ+0i)e‖2 ≤ C
λ
‖u‖2.(278)
Hence
(279) Γ(λ) = 1 + ei
∫
R
u(t) dt − 1 +O
(
1
λ
)
= ei
∫
R
u(t) dt + O
(
1
λ
)
.
This proves (262). The calculation of β(λ) differs basically only in the main term
(280)
∫
R
u(x)e−iλx[(I +Rλ+0i)1](x) dx =
∫
R
u(x)e−iλxei
∫∞
x
u(t) dt dx.
The result (263) follows from the fact that u ∈ L1 ∩ L2.
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Our next result shows that a little more information on the asymptotic behavior
of m1(x, k) may be obtained by imposing slightly stronger regularity assumptions on
u. For this result, k is allowed to approach ∞ in a fixed Stolz angle away from the
positive real line.
Theorem 6.4. Let s > 12 , and u ∈ Hss (R). Suppose there exists α ∈ (0, π2 ) such
that |Im k| > (tanα)Re k. Then there exists ǫ > 0 such that
(281) m1(x, k) = 1− C+u(x)
k
+O
(
1
|k|1+ǫ
)
as k →∞.
Here the big O notation holds in the sense of L∞(R).
Proof. If k is in the left half plane and |k| is sufficiently large, we use (254) to get
(282) m1(k) = (I − Tk)−11 =
∞∑
n=0
T nk 1.
Since u ∈ Hss (R), wsuˆ ∈ L2, and uˆ ∈ L1. It follows that the L∞ norm of
(283) (Tk1)(x) =
1
2π
∫ ∞
0
eixξ
ξ − k uˆ(ξ) dξ
is bounded by C|k| . Therefore by (253),
(284) m1(k) = 1 + Tk1 +O
(
1
|k| 32
)
.
We now write Tk1 as
(Tk1)(x) = − 1
2πk
∫ ∞
0
eixξuˆ(ξ) dξ +
1
2πk
∫ ∞
0
ξeixξ
ξ − k uˆ(ξ) dξ
= −C+u(x)
k
+
1
2πk
∫ ∞
0
ξ1−ǫeixξ
ξ − k [ξ
ǫuˆ(ξ)] dξ.(285)
We estimate the last integral as follows. Since wsuˆ ∈ L2, by choosing ǫ > 0 sufficiently
small, we can make ξǫuˆ(ξ) ∈ L1. The integral is therefore bounded by
(286) C
∥∥∥∥χR+(ξ)ξ1−ǫξ − k
∥∥∥∥
∞
≤ C
∥∥∥∥χR+(ξ)ξ1−ǫξ + |k|
∥∥∥∥
∞
≤ C|k|ǫ .
Thus Tk1 = −C+uk +O( 1|k|1+ǫ ), and the result follows.
Our last result exemplifies how fast decay of the scattering coefficients can be
obtained when u is assumed to be smooth with rapid decay.
Theorem 6.5. Suppose u ∈ S, the Schwartz class of rapidly decaying functions,
and k ∈ (C \ [0,∞)) ∪ (R+ ± 0i). Then there exists k0 > 0 and C > 0 such that
(287)
∥∥∥∥m1(x, k)− 1 + C+u(x)k
∥∥∥∥
∞
≤ C|k|2
for |k| > k0, and for every positive integer N , there exists CN > 0 such that
(288) ‖me(x, λ+ 0i)− eiλxei
∫
x
−∞
u(t) dt‖∞ ≤ CN
λN
,
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(289) |Γ(λ) − ei
∫
R
u(t) dt| ≤ CN
λN
, and |β(λ)| ≤ CN
λN
,
for all λ > k0.
Proof. The improvement from (281) to (287) is twofold: ǫ is improved to 1, and
the restriction on the Stolz angle is removed. We first assume k is in the left half
plane. The choice of ǫ in the proof of Theorem 6.4 is used only to make ξǫuˆ(ξ) ∈ L1.
It is clear that we may choose ǫ = 1 now that u ∈ S.
To remove the restriction on the Stolz angle, let’s assume k is in the right half
plane with |k| sufficiently large. This time we use (257) to write
(290) m1(k) = (I − Tk)−11 =
∞∑
n=0
(−(I +Rk)T˜k)n(I +Rk)1.
We again work only with the case k = λ+ iµ with λ > 0, µ ≥ 0 and compute
[(I +Rk)1](x)
= 1 + i
∫ x
−∞
eik(x−y)ei
∫
x
y
u(t) dtu(y) dy
= 1− u(x)
k
+
1
k
∫ x
−∞
eik(x−y)
(
ei
∫
x
y
∫
u(t) dtu(y)
)
y
dy
= 1− u(x)
k
+O
(
1
|k|2
)
.(291)
Here we have used integration by parts to compute the integral and used it one more
time to estimate the remainder. It follows that
[T˜k(I +Rk)1](x)
=
[
T˜k
(
1− u
k
)]
(x) +O
(
1
|k|2
)
=
1
2π
∫ 0
−∞
eixξ
ξ − kF
(
u
(
1− u
k
))
(ξ) dξ +O
(
1
|k|2
)
=
1
2π
∫ 0
−∞
eixξ
ξ − k uˆ(ξ) dξ +O
(
1
|k|2
)
= − C−u(x)
k
+O
(
1
|k|2
)
.(292)
Therefore
(293) m1(k) = 1− u
k
+
C−u
k
+O
(
1
|k|2
)
= 1− C+u
k
+O
(
1
|k|2
)
.
This completes the proof of (287).
Next, we use (257) to write
(294) me(λ + 0i) = (I − Tλ+0i)−1e =
∞∑
n=0
(−(I +Rλ+0i)T˜λ)n(I +Rλ+0i)e,
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and recall from the proof of Theorem 6.3 that [(I + Rλ+0i)e](x) = e
iλxei
∫
x
−∞
u(t) dt.
Thus
[T˜λ(I +Rλ+0i)e](x)
=
1
2π
∫ 0
−∞
eixξ
ξ − λF
(
u(y)eiλyei
∫
y
−∞
u(t) dt
)
(ξ) dξ
=
1
2π
∫ 0
−∞
eixξ
ξ − λF
(
u(y)ei
∫
y
−∞ u(t) dt
)
(ξ − λ) dξ
=
1
2π
∫ −λ
−∞
eixξ
ξ
F
(
u(y)ei
∫
y
−∞
u(t) dt
)
(ξ) dξ.(295)
Since F
(
u(y)ei
∫
y
−∞
u(t) dt
)
is also in the Schwartz class, we have ‖T˜λ(I+Rλ+0i)e‖∞ ≤
CN
λN , and (288) follows. The asymptotic bound on Γ(λ) follows immediately from (288).
Finally, to find the bound on β(λ), we write
(296) β(λ) =
∞∑
n=0
∫
R
u(x)e−iλx[(−(I +Rλ+0i)T˜λ)n(I +Rλ+0i)1](x) dx.
By Lemma 6.2, ∫
R
u(x)e−iλx[((I +Rλ+0i)T˜λ)ϕ](x) dx
=
∫
R
u(x)e−iλxei
∫∞
x
u(t) dt[T˜λϕ](x) dx
= F
(
u(x)ei
∫∞
x
u(t) dt[T˜λϕ](x)
)
(λ)
=
1
2π
[
F
(
u(x)ei
∫∞
x
u(t) dt
)
∗ F ([T˜λϕ](x))
]
(λ)
=
1
2π
∫ 0
−∞
F
(
u(x)ei
∫∞
x
u(t) dt
)
(λ − ξ) 1
ξ − λûϕ(ξ) dξ,(297)
whose L∞ norm is bounded by
(298) C sup
ξ≥λ
∣∣∣F (u(x)ei ∫∞x u(t) dt) (ξ)∣∣∣ ‖uϕ‖2 ≤ CN
λN
.
Taking ϕ to be ((I + Rλ+0i)T˜λ)
n−1(I + Rλ+0i)1, we easily obtain |β(λ)| ≤ CNλN from
(296).
7. Time evolution of scattering data. In this section, we present a formal
derivation of the time evolution of the Jost functions and scattering coefficients given
in [7], assuming u = u(x, t) is sufficiently smooth with sufficiently rapid decay, and
evolves with the BO equation (1). We spend no effort in justifying the change of
order of derivatives with asymptotic notations. The reason that we don’t try to make
the steps rigorous is as follows. If our goal is to construct solutions to the Cauchy
problem of the BO equation using IST, the shorter path is to evolve the scattering
data by the formulas obtained formally in this section, and prove that the solution
constructed by the IST indeed solves the BO equation. Therefore, although it may
be possible to prove the time evolution of scattering data using the Hs solution to
the BO equation constructed in the PDE literature, we do not pursue that path here.
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The derivation is done in two steps. In the first step, we argue that the Jost
functions m1(k), me(λ ± 0i), and the eigenfunctions φj defined in Section 2 satisfy
the following evolution equations:
∂tφj = Buφj ,(299)
∂tm1(k) = Bum1(k),(300)
∂tme(λ± 0i) = Bume(λ± 0i)− iλ2me(λ± 0i),(301)
where Bu is defined as (11). In the second step, we will use (299), (300), (301) to show
the following time evolution for the eigenvalues {λj}Nj=1, phase constants {γj}Nj=1, and
scattering coefficients Γ(λ), β(λ):
∂tλj = 0,(302)
∂tγj = 2λj ,(303)
∂tΓ(λ) = 0,(304)
∂tβ(λ) = iλ
2β(λ).(305)
We want to use the Lax equation ∂tLu + [Lu, Bu] = 0 to derive (299), (300),
(301). However, as is pointed out in Section 2, the equivalence of the Lax equation
with the BO equation has only been derived if Lu and Bu are regarded as operators
on H+. We prove in the following lemma that the eigenfunctions and Jost functions
are in fact boundary values of bounded analytic functions on the upper half plane.
This is enough to justify the Lax equation.
Lemma 7.1. Let φj(x) be an eigenfunction of Lu corresponding to a negative
eigenvalue λj . Let m1(x, k), me(x, λ ± 0i) be given as in Lemma 3.1, and satisfy
either condition (a) or (b). Then φj ,m1(x, k),me(x, λ ± 0i) ∈ H∞,+ for fixed k and
λ.
Proof. We first work on m1(x, k). If k is not on R
+ ± 0i, we can repeat the
calculation in Lemma 3.1 to get (41), or
(306) m1(x) − 1 = 1
2π
∫ ∞
0
eiξx
ξ − k ûm1(ξ) dξ.
For z = x+ iy with y > 0, define
(307) F (z) =
1
2π
∫ ∞
0
eiξz
ξ − k ûm1(ξ) dξ =
1
2π
∫ ∞
0
eiξxe−yξ
ξ − k ûm1(ξ) dξ.
Since ûm1 ∈ Lq′ for some 2 ≤ q′ <∞, F (z) is obviously bounded and analytic in the
upper half plane. Furthermore, F (x+ iy) converges uniformly to m1(x)− 1 as y ց 0.
This shows m1(x, k) ∈ Hp,+. The eigenfunction φj(x) can be treated in a similar way.
Next we work on the cases k = λ±0i. We provide arguments only form1(x, λ+0i).
The other functions can be treated similarly. We abbreviated m1(x, λ+0i) simply as
m1. Since
(308)
1
i
∂xm1 − C+(um1) = λ(m1 − 1),
and m1(x)− 1→ 0 as x→ −∞, we get
(309) m1(x) = 1 + i
∫ x
−∞
eiλ(x−s)C+(um1)(s) ds.
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For z = x+ iy with y > 0, define
(310) F (z) = m1(0) + i
∫ z
0
eiλ(z−s)C+(um1)(s) ds.
Here the integral is taken along any smooth contour in the upper half plane with end
points at 0 and z. We have used the analytic extension of C+(um1) into the upper
half plane as C+(um1) ∈ Hp,+. F (z) is obviously analytic in the upper half plane.
We now estimate F (x + iy)−m1(x). To do that, we take the contour of integration
in (310) to be the straight line from 0 to x, followed by the straight line from x to
x+ iy. It follows that
(311) F (x+ iy)−m1(x) = i
∫ y
0
e−λ(y−s)C+(um1)(x + is) ds.
Using the elementary estimate on Hp,+ functions (see Lemma 2.12 in [16])
(312) |C+(um1)(x+ is)| ≤ Cs−
1
p ‖C+(um1)‖Hp,+ ,
we get
|F (x+ iy)−m1(x)| ≤ C‖C+(um1)‖Hp,+
∫ y
0
e−λ(y−s)s−
1
p ds
= C‖C+(um1)‖Hp,+
∫ 1
0
y1−
1
p e−λy(1−s)s−
1
p ds(313)
For λ > 0, y > 0, p > 1, and 0 < s < 1, we have the elementary estimate
(314) y1−
1
p e−λy(1−s) ≤ min
y1− 1p ,[ 1− 1p
λ(1 − s)
]1− 1
p
e−(1−
1
p
)
 .
Therefore for some constant C = C(u,m1, p, λ) > 0
(315) |F (x+ iy)−m1(x)| ≤ Cmin
(
1, y1−
1
p
)
.
This implies that F (z) is bounded and F (x + iy) converges to m1(x) uniformly as
y ց 0. In other words, m1 ∈ H∞,+.
Next, we show that (∂tLu + [Lu, Bu])ϕ = 0 if ϕ ∈ H∞,+ and is suitably smooth.
In fact, repeating the derivation of the Lax pair in [18] using the modified Lu and Bu
given in (10) and (11) provides
(316) [Lu, Bu]ϕ =
2
i
(C+uxx)ϕ− 1
i
C+(uxxϕ)− 2C+(uxuϕ).
Using the BO equation (1), we get
(317) (∂tLu)ϕ = −C+(utϕ) = 2C+(uuxϕ) + 1
i
C+([(uxx − 2(C+uxx)]ϕ)
Hence
(∂tLu + [Lu, Bu])ϕ =
2
i
(C+uxx)ϕ− 2
i
C+((C+uxx)ϕ)
=
2
i
C− [(C+uxx)ϕ] .(318)
47
Since ϕ ∈ H∞,+, we get (C+uxx)ϕ ∈ H+, and C− [(C+uxx)ϕ] = 0. Thus we may
use the Lax equation on all eigenfunctions φj and Jost functions m1 and me, by
Lemma 7.1.
The standard argument of a Lax pair shows that all eigenvalues {λj}Nj=1 do not
change with time. We take the time derivative of Luφj = λjφj to get
(319) (∂tLu)φj + Lu(∂tφj) = λj∂tφj .
Using the Lax equation (∂tLu + [Lu, Bu])φj = 0, (319) becomes
(320) (Lu − λj)(∂tφj −Buφj) = 0.
In other words, ∂tφj − Buφj is an eigenfunction corresponding to λj . By the sim-
plicity of the eigenvalues proven in [18], ∂tφj − Buφj is a multiple of φj . To find
out the multiplicity constant, we compare the asymptotics when x → ±∞. By the
normalization used in [18], φj(x) ∼ 1x as x→ ±∞. On the other hand, we argue that
(321) ∂tφj −Buφj = ∂tφj − 1
i
∂2xφj − 2[(C+ux)φj − C+((uφj)x)] = o
(
1
x
)
,
which implies (299) as a consequence. In fact, ∂tφj − 1i ∂2xφj = o
(
1
x
)
if we formally
exchange derivatives with asymptotics. xC+ux → 0 as x→ ±∞ because
(322) F (xC+ux)(ξ) = −∂ξ(χR+ξuˆ) = −χR+ uˆ+ iχR+ξx̂u ∈ L1.
For a similar reason xC+((uφj)x)→ 0 as x→ ±∞.
We can show (300) and (301) similarly. A few differences in the arguments are
noted: the step where we used simplicity of eigenvalues is now replaced by uniqueness
of Jost solutions; ∂tme(λ± 0i)−Bume(λ± 0i) ∼ −iλ2eiλx as x→ ∓∞.
We now derive the time evolution of the scattering coefficients, starting with
(303). Taking the time derivative of (13), we obtain
(323) ∂tm1 = − i
k − λj ∂tφj + (∂tγj)φj + (x+ γj)∂tφj + (k − λj)∂th(k, λj).
Letting Bu act on (13), we obtain
(324) Bum1 = − i
k − λjBuφj +Bu[(x+ γj)φj ] + (k − λj)Buh(k, λj).
Take the difference of (323) with (324), use (299), (300), and evaluate at k = λj to
get
(325) (∂tγj)φj + [x+ γj , Bu]φj = 0.
We compute the commutator term and get
[x+ γj , Bu]φj = −2
i
∂xφj + 2C+(uφj)− 2[xC+(uφj)x − C+(x(uφj)x)]
= −2
i
∂xφj + 2C+(uφj)
= −2Luφj = −2λjφj .(326)
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The terms in the square brackets vanish as is easily seen by taking its Fourier trans-
form. It follows that
(327) (∂tγj − 2λj)φj = 0,
from which we get (303). To obtain (304), we take the time derivative of (140) and
also act on it by Bu. We get
∂tme(λ + 0i) = Γ∂tme(λ − 0i) + (∂tΓ)me(λ− 0i),(328)
Bume(λ + 0i) = ΓBume(λ− 0i).(329)
Take the difference and use (301) to get
(330) − iλ2me(λ+ 0i) = (∂tΓ− iλ2Γ)me(λ − 0i).
Now use (140) again to get (304). Finally to obtain (305), we perform a similar
calculation using (141). We first get
∂tm1(λ+ 0i)− ∂tm1(λ− 0i) = β∂tme(λ− 0i) + (∂tβ)me(λ− 0i),(331)
Bum1(λ+ 0i)−Bum1(λ− 0i) = βBume(λ− 0i).(332)
Take the difference and use (300) and (301) to get
(333) (∂tβ − iλ2β)me(λ− 0i) = 0,
from which (305) follows.
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