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Abstract— We study the problem of network robustness
under consensus dynamics. We first show that maximizing the
consensus time subject to removing limited network edges can
be cast as an effective resistance interdiction problem. We
then show that the effective resistance interdiction problem
is strongly NP-hard, even for three types of resistors in the
network, hence correcting some claims in the existing literature.
Finally, we provide a quadratic program formulation to find a
local optimum solution to the consensus interdiction problem.
Index Terms— Consensus dynamics; effective resistance in-
terdiction; computational complexity; quadratic programming.
I. INTRODUCTION
Robustifying network operations in the presence of non-
idealities of physical nature (such as switching topologies
and transmission delays [1], [2]; noisy links [3]; quanti-
zation [4]; random link failures [5]), as well as securing
them against misbehavior of nodes and malicious adversarial
attacks have been important areas of research in network
security [6], [7]. Most research in this arena has been
focused on applications such as consensus formation, or
distributed averaging, and selected behavior of the adversary
that leads to disruption of the underlying operation [8], [9].
In this paper, our goal is to analyze network interdiction’s
influence on the operations of the consensus dynamics from
a computational perspective. In particular, we consider an
adversary whose impact on the network could be breaking
some selected links to prevent or slow down communication
(exchange of messages) among corresponding agents.
Our work is based on the modeling framework and
analysis described in the recent paper [8], which adopted
the setting of distributed averaging (as network operation).
Without the presence of an adversary, distributed averaging
involves the computation of the average of the initial values
stored at each node of a graph in a distributed way, where,
in an evolving process, each node (agent) updates its value
as a linear combination of the values of its neighbors. In
discrete-time, the process can be expressed in terms of a
linear difference equation x(t + 1) = Px(t), x(0) = x0,
where x0 is the n-vector of initial values (in a graph with
n nodes), and P = {pij} is a symmetric stochastic matrix,
with pij = 0 if and only if {i, j} is not an edge of the graph.
This process converges to the true average (and therefore
all nodes reach a consensus on this true average), that is,
This work is supported by the NSF CAREER Award under Grant No.
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limt→∞ xi(t) =
∑n
j=1 xj(0)
n ,∀i. The rate of the convergence
depends on the network topology and the weights pij’s.
Now, if we bring into the picture an adversary who wants
to disrupt that process, we can endow the adversary with
the capability to break a limited number of ` links to
prevent convergence to the true average or slow down the
convergence. To measure the convergence speed, the paper
[8] introduces the objective function
∑∞
t=0 k(t)‖x(t)− x¯‖2,
where k(·) is a positive weighting function, and the adversary
wants to maximize it by deciding what ` links to break at
each time instance t.1 It was shown in [8] that even under
a more elaborate setting, where there is a network designer
who can repair a limited number of edges, the game between
the adversary and the network designer admits a saddle-point
strategy. Further, it was erroneously shown that for a fixed
network designer’s strategy, the adversary’s optimal strategy
exhibits a low worst-case complexity, and one can efficiently
compute the adversary’s optimal strategy using potential-
theoretic analogy [8, Theorem 1]. As we show in this work,
finding the adversary’s optimal strategy even for a simpler
static setting and without a network designer is strongly NP-
hard. We also provide a counterexample and point out the
source of the error in [8]. On the positive side, we provide
a quadratic program formulation for the adversary’s optimal
strategy. That program can be used to devise an iterative
algorithm to find a local optimum solution to the consensus
interdiction problem. Interestingly, linearizing that algorithm
about the adversary’s strategy recovers the same potential-
theoretic policy proposed in [8], which explains why the
potential-theoretic policy performs reasonably well in many
examples.
A. Relater Work
This work is related to the literature on network interdic-
tion problems [10], in which, broadly speaking, the goal is
to know how sensitive a particular property of a network
is with respect to changes in the graph structure (e.g., edge
removal). We mention here matching interdiction [11], edge
connectivity interdiction [12], network flow interdiction [13],
and shortest path interdiction [14] as some of the well-
studied network interdiction problems. Expanding upon the
past literature, in this paper, we introduce effective resistance
interdiction problem, where the goal is to break a limited
1The model in [8] is written for continuous-time. However, a suitable
discretization can translate our results to its continuous counterpart.
ar
X
iv
:2
00
9.
05
20
8v
1 
 [e
es
s.S
Y]
  1
1 S
ep
 20
20
number of edges in a resistance network to maximize the
effective resistance between two terminal nodes. To estab-
lish the NP-hardness of the effective resistance interdiction
problem, we use a reduction from the max-clique problem,
which is known to be NP-hard [15]. It is worth noting that the
paper [13] also uses a reduction from the max-clique problem
to establish the complexity of the network flow interdiction
problem, in which the goal is to minimize the maximum flow
by interdicting a limited number of network edges. However,
establishing the NP-hardness for the effective resistance
interdiction problem is more complicated than that for the
network flow interdiction and requires new ideas. The reason
is that unlike network flow interdiction problem that admits a
linear program formulation with an integral solution (assum-
ing integral capacities), the effective resistance interdiction
problem has a more general convex formulation and does
not necessarily admit integral flows. Moreover, the existence
of edge capacities in the network flow interdiction problem
greatly simplifies the complexity analysis as it allows one to
control the flow via capacity adjustment directly. Although
direct flow control is not possible in the effective resistance
interdiction problem, we will leverage the convexity of the
effective resistance as a function of flow variables and use
Thomson’s principle with a careful choice of resistances to
establish our complexity result.
This paper is also related to the path interdiction problem
[14], [16]–[18], wherein the goal is to cut a limited number
of edges in a graph to maximize the length of the shortest
path between two terminal nodes. However, the effective
resistance between two nodes is a complicated function of all
the paths between those nodes. Therefore, it is not clear how
the path interdiction’s complexity results can be carried over
to the effective resistance interdiction problem. We also note
that the minimization version of the problem that we consider
here has been recently studied in [19], where it was shown
that minimizing the effective resistance by buying at most a
limited number of edges of a network is NP-hard. However,
minimization and maximization of the effective resistance
exhibit completely different behavior and the results from
one side cannot be readily applied to the other side. In
fact, effective resistance is an important measure with a
wide range of applications such as network robustness [20],
performance analysis of consensus algorithms [21], spanning
tree enumeration [22], commute/mixing times [23], graph
eigenvalue optimization [24], and power dissipation [25].
Therefore, we believe that our complexity resulting in the
effective resistance interdiction problem may directly impact
other applications.
B. Organization
The paper is organized as follows. In Section II, we
formally introduce the consensus interdiction problem and
cast it as an effective resistance interdiction problem with a
quadratic stochastic conductance matrix. In Section III, we
establish strong NP-hardness of the effective resistance inter-
diction problem. In Section IV, we use a scaling argument
to extend our complexity results to the case of quadratic
stochastic conductance matrices. In Section V, we provide
an alternative quadratic program for solving the consensus
interdiction problem and use that formulation to develop an
iterative algorithm for finding a local optimum interdiction
strategy. We conclude the paper in Section VI.
Notation: We denote the transpose of a vector x by x′. We
let ei be the ith standard Euclidean basis and 1 be a column
vector of all ones. A Laplacian matrix is a square matrix
with nonnegative diagonal entries such that the sum of the
entries in each row equals zero. We use L+ to denote the
pseudoinverse of a Laplacian matrix L, which is a square
matrix satisfying L+L = I − Jn , where J is the square
matrix with all entries being 1. Finally, given a resistance
network with conductance matrix P = (pij), where the edge
{i, j} has conductance pij (or resistance 1pij ), we denote the
effective resistance between two identified nodes s and t by
Reff(P ).
II. PROBLEM FORMULATION AND PRELIMINARY
RESULTS
For t = 0, 1, 2, . . ., let us consider the discrete-time
consensus dynamics:
x(t+ 1) = Px(t), x(0) = x0, (1)
where x0 is the n-dimensional vector of initial values (in a
graph with n nodes), and P = (pij) is an irreducible and
symmetric stochastic matrix, with pij = 0 if and only if
{i, j} is not an edge of the graph. Here, a stochastic matrix
refers to a matrix with nonnegative entries such that the sum
of the entries in each row equals 1. It is well-known that
the above dynamics will converge to the consensus vector
given by x¯ = 1nJx0, where J is the n × n matrix of all
ones. We note that the dynamics (1) can also be written in
an equivalent form of x(t+ 1)− x(t) = Ax(t), where A :=
P − I is the negative weighted Laplacian of the underlying
network.2 A well-known performance index for measuring
the speed of convergence of the consensus dynamics (1) to
their equilibrium point x¯ is given by the aggregate variance
of the iterates from the consensus point [8], [21], i.e.,
J (P, x0) =
∞∑
t=0
‖x(t)− x¯‖2. (2)
Given an integer budget ` ∈ Z+, and a subset of at most
` edges Eˆ ⊆ {{i, j} : pij > 0, i 6= j}, |Eˆ| ≤ `, let us define
P \Eˆ to be the symmetric stochastic matrix that is obtained
from P by removing the edges in Eˆ, where removing an
edge shifts the weight of that edge to its endpoints. More
precisely, if {i, j} ∈ Eˆ, then the ij-th entry of the matrix
P \Eˆ is given by(
P \Eˆ)
ij
=
(
P \Eˆ)
ji
= 0,(
P \Eˆ)
ii
= pii + pij ,(
P \Eˆ)
jj
= pjj + pij .
2That alternative form is a discrete-time version of the continuous-time
differential dynamics given in [8].
For any other {i, j} /∈ Eˆ, we simply set (P \Eˆ)
ij
= pij .
Therefore, it is easy to see that the modified matrix P \Eˆ is
also symmetric and stochastic but without the edges in Eˆ. In
particular, we want to know that given a general symmetric
stochastic matrix P , and an initial vector x0, what is the
optimal set of ` edges whose deletion from P maximizes the
objective function (2). In other words, we want to maximize
the convergence time of the consensus dynamics (1) by
removing at most ` edges from the underlying network. That
brings us to the following optimization problem:
Consensus Interdiction Problem: Given an irreducible and
symmetric stochastic matrix P , an arbitrary initial vector x0,
and an integer budget ` ∈ Z+, find an edge-cut Eˆ of at most
` edges that solves the following optimization problem:
max
|Eˆ|≤`
J (P \Eˆ, x0) := ∞∑
t=0
‖x˜(t)− x¯‖2
s.t. x˜(t+ 1) =
(
P \Eˆ)x˜(t), x˜(0) = x0. (3)
Lemma 1: For the initial vector x0 = es − et, the con-
sensus interdiction problem (3) is equivalent to the effective
resistance interdiction problem with a quadratic stochastic
conductance matrix, that is max|Eˆ|≤` Reff
(
(P \Eˆ)2).
Proof: For simplicity, let us define P˜ := P \Eˆ. Using
the definition of the consensus vector x¯ = Jn in the objective
function (3), we have
J (P˜ , x0) =
∞∑
t=0
‖x˜(t)− x¯‖2
=
∞∑
t=0
‖P˜ tx0 − J
n
x0‖2 =
∞∑
t=0
‖(P˜ t − J
n
)x0‖2.
Since P˜ is a doubly stochastic matrix, for any t ∈ Z+, we
have P˜ tJ = JP˜ t = J . Therefore, using (Jn )
t = Jn ,∀t ∈ Z+,
a simple induction shows that P˜ t− Jn = (P˜ − Jn )t,∀t. Thus,
J (P˜ , x0) =
∞∑
t=0
‖(P˜ t − J
n
)x0‖2 =
∞∑
t=0
‖(P˜ − J
n
)tx0‖2
= x′0
( ∞∑
t=0
(P˜ − J
n
)2t
)
x0 = x
′
0
( ∞∑
t=0
(P˜ 2 − J
n
)t
)
x0
= x′0
(
I − P˜ 2 + J
n
)−1
x0.
Therefore, given P, x0, `, the consensus interdiction problem
(3) can be written as
max
|Eˆ|≤`
x′0
(
I − P˜ 2 + J
n
)−1
x0. (4)
Let us denote the Laplacian matrix associated with the
conductance matrix P˜ 2 by L := I−P˜ 2. Then, using [25, Eq.
(7)], the pseudoinverse of the Laplacian matrix L is given
by L+ = (L + Jn )
−1 − Jn . On the other hand, it is known
[25, Eq. (9)] that effective resistance between two identified
nodes s and t in an electric network with conductance matrix
P˜ 2 (i.e., edge {i, j} has conductance (P˜ 2)ij) is given by
Reff(P˜ 2) = (es − et)′L+(es − et). Therefore, we can write
Reff(P˜ 2) = (es − et)′L+(es − et)
= (es − et)′
(
(L+
J
n
)−1 − J
n
)
(es − et)
= (es − et)′(L+ J
n
)−1(es − et)
= (es − et)′(I − P˜ 2 + J
n
)−1(es − et),
where the third equality holds because J(es − et) = 0.
Therefore, if we choose the initial vector in (4) to be x0 =
es − et, the consensus interdiction problem (3) reduces to
the following effective resistance interdiction problem:
max
|Eˆ|≤`
Reff
(
(P \Eˆ)2).
A. A Correction to the Existing Literature
Here, we first provide a counterexample to show that the
potential-theoretic strategy given for the adversary in [8] is
not optimal. We then identify the source of error in the proof
of [8, Theorem 1]. Let us consider a special case of the
problem proposed in [8], where there is no network designer
(or equivalently, there is a network designer with zero budget
b = 0). We set the time horizon to T =∞,3 and the kernel
function to k(t) = 2,∀t ∈ [0, T ). Moreover, we choose the
budget of the adversary to be ` = 1 and set the dwell time
in [8, Assumption 1], which is the minimum time between
consecutive switching times of the adversary’s strategy, to be
τ = T . In other words, we consider a simpler static version
of the problem in [8], wherein the adversary can interdict the
network only once at time t = 0. We define the averaging
matrix A in [8] to be the negative Laplacian A := −(I−P ),
where P is the conductance matrix of a cycle with three
nodes {1, 2, 3} (i.e., a triangle) given by
P =

17
30
1
3
1
10
1
3
1
3
1
3
1
10
1
3
17
30
 .
Finally, we choose the initial vector to be x0 = e1 −
e3 = (1, 0,−1)′. Based on the above setting, the potential-
theoretic strategy given in [8, Theorem 1] computes the
power dissipation associated to each of the three edges in
the cycle and breaks the one of highest power dissipation
[8, Remark 3]. Since the power dissipation associated to
the edges {1, 2}, {2, 3}, and {1, 3} are 13 (1 − 0)2 = 13 ,
1
3 (0 + 1)
2 = 13 , and
1
10 (1 + 1)
2 = 410 , respectively, the
potential-theoretic strategy must break the edge {1, 3}.
Next, we show that the optimal strategy for the adversary
is to break the link {2, 3}. (Note that by symmetry the case
of breaking {1, 2} is the same as breaking {2, 3}.) Using
Lemma 1, the optimal strategy for the adversary is to break
a link {i, j} that maximizes Reff
(
(P \{i, j})2), where Reff
3If T is restricted to be a finite number, one can choose T to be a
sufficiently large finite number, and the same arguments would work.
denotes the effective resistance between nodes s = 1 and
t = 3. By considering either of the cases, we have
P \{2, 3}=

17
30
1
3
1
10
1
3
2
3 0
1
10 0
9
10
 , P \{1, 3}=

2
3
1
3 0
1
3
1
3
1
3
0 13
2
3
 .
By computing the square of the above matrices, we get
(
P \{2, 3})2=

199
450
37
90
11
75
37
90
5
9
1
30
11
75
1
30
41
50
, (P \{1, 3})2=

5
9
1
3
1
9
1
3
1
3
1
3
1
9
1
3
5
9
.
Finally, an easy calculation shows that
Reff
(
(P \{2, 3})2) = 400
71
>
18
5
= Reff
(
(P \{1, 3})2),
which shows that the adversary’s optimal strategy is to break
the link {2, 3}. This completes the counterexample.
The error in the proof of [8, Theorem 1] stems from the
fact that the approximation given in [8, Equation (17)] is
only valid for a small interval [t0, t0 + 2δ]. However, the
argument cannot be repeated and generalized to arbitrary
length intervals. In other words, the infinitesimal size of δ
is essential for the validity of the arguments. Otherwise, the
approximation error would propagate beyond time t0 + 2δ.
This flaw is more pronounced in the last paragraph of the
proof, where it was written that “. . . the effect of switching
to matrix C is canceled out in F1 − F2 and hence L1 −L2,
since the strategy u∗ is mimicking strategy u.” However,
this claim is incorrect as the initial value of the trajectories
corresponding to policies u∗ and u are different. So even
if those policies start mimicking each other after some
time, their corresponding trajectories, in the long run, can
exhibit completely different behavior. Unfortunately, as we
will show in Theorem 2, such an error is fundamental and
cannot be fixed to obtain a polynomial-time optimal policy
unless P = NP.
III. COMPLEXITY OF EFFECTIVE RESISTANCE
INTERDICTION
In this section, we establish strong NP-hardness of the
effective resistance interdiction problem. We start with the
following definition.
Definition 1: Given a directed network ~G = (V, ~E) and
two nodes s, t ∈ V , a directed flow from s to t is a vector
f : ~E → R+ that is antisymmetric, i.e., fij = −fji,
∀(i, j) ∈ ~E, and satisfies flow conservation constraints, i.e.,∑
i:(i,j)∈~E fij =
∑
i:(j,i)∈~E fji,∀j ∈ V \{s, t}. The strength
of the directed flow f is defined to be ‖f‖ = ∑i:(s,i)∈~E fsi.
A unit directed flow is a flow with strength 1.
Remark 1: Given a unit directed flow f from s to t in
~G = (V, ~E) , we often abuse the notation and define its
undirected flow (or simply flow) vector f : E → R+ on the
undirected network G = (V,E) with fe := |fij | for each
undirected edge e = {i, j} ∈ E.
Before delving into the complexity analysis, we state the
following well-known lemma, which allows us to upper-
bound the effective resistance using energy dissipation of
unit flows.
Lemma 2: (Thomson’s Principle) The effective resistance
between s and t is the minimum energy dissipation over the
network G = (V,E) by sending a unit of flow from s to t:
Reff(P ) = min
{∑
e∈E
ref
2
e : f is a unit flow from s to t
}
,
where re = 1pij denotes resistance of the edge e = {i, j} ∈
E. In particular, the minimum energy is achieved for the unit
electrical flow that also satisfies Ohm’s laws.
Proof: A proof can be found in [23, Theorem 9.10].
A simple corollary of Thomson’s principle is the following
known result [23, Theorem 9.12]
Corollary 1: (Rayleigh’s Monotonicity Law). The st-
effective resistance cannot increase if the resistance of an
edge is decreased. In particular, adding an edge does not
increase the effective resistance.
For simplicity of presentation, in this section, we work
directly with edge resistances rij rather than edge con-
ductances pij . Moreover, we assume that the interdicted
conductance matrix is given by P \ Eˆ, rather than (P \ Eˆ)2.
In Section IV, we will use a scaling argument to extend
the results to the case of quadratic conductance matrices
(P \ Eˆ)2. Thus, in this section, we are interested in solving
the effective resistance interdiction problem, which is
max
|Eˆ|≤`
Reff(P \Eˆ).
Theorem 1: Maximizing the st-effective resistance sub-
ject to breaking at most ` edges is strongly NP-hard.
Proof: Consider the decision version of the effective
resistance interdiction problem (ERIP), which is given by a
resistor network G = (V ′, E′, {re ≥ 0}e∈E′), fixed terminals
s, t ∈ V , and two positive numbers R0 ∈ R+, ` ∈ Z+. The
goal is to decide whether there exists a subset Eˆ ⊆ E′ of at
most ` edges whose removal from G′ increases the effective
resistance between s and t to a value higher than R0, i.e.,
Reff(G′ \ Eˆ) ≥ R0. We use reduction from the max-clique
decision problem (MCP) to show that ERIP is strongly NP-
complete.4 An instance of the MCP is given by an undirected
graph G = (V,E) and a positive integer r ∈ Z+, and the
goal is to determine whether G contains a clique of size r.
It is known that MCP is NP-complete [15].
Given an instance G = (V,E), r ∈ Z+ of the MCP with
|V | = n nodes and |E| = m edges, we reduce it to an
instance of the ERIP with
` := 2
(
m−
(
r
2
))
, R0 :=
a(
r
2
) + 1
r
,
where a := n4 is a large constant. The resistance network
G′ = (V ′, E′, {re}e∈E′) with |V ′| = n + m + 2 nodes and
4The strong NP-completeness means that the ERIP remains NP-complete
even if all the input parameters {re}e∈E′ , R0 are bounded by a polynomial
function of the number of nodes n.
Fig. 1. An illustration of the reduced graph G′ = (V ′, E′, {re}) given in
the proof of Theorem 1.
|E′| = 3m + n edges is constructed as follows. For each
undirected edge {i, j} ∈ E, we put a vertex vij = vji on the
left side of a bipartite graph, and for each node i ∈ V , we
put a vertex vi on the right side of that bipartite graph. We
denote the vertices in the left and right side of that bipartite
graph by VL := {vij : {i, j} ∈ E} and VR := {vi : i ∈
V }, respectively. We connect vij to exactly two nodes vi
and vj , and define E1 to be the set of all such edges, i.e.,
E1 := {{vij , vi} : {i, j} ∈ E, i ∈ V }. Moreover, we add
two additional nodes s and t, where s is connected to all
the vertices in VL, and t is connected to all the vertices VR,
and we define EL := {{s, vij} : {i, j} ∈ E} and ER =
{{t, vi} : i ∈ V } (Figure 1). Finally, we set the resistances
of the edges in E′ = EL ∪ E1 ∪ ER as:
re =

0 if e ∈ E1,
a if e ∈ EL,
1 if e ∈ ER.
As is shown in Lemma 3, by adding at most O(n4) parallel
edges to EL ∪ ER, any optimal edge-cut must only remove
edges from E1. Henceforth, without any loss of generality,
we assume that only the edges in E1 are removable, and the
other edges in EL ∪ ER are fixed.
Next, we show that MCP on G has a clique of size r if and
only if ERIP on G′ has an edge-cut Eˆ ⊆ E1, |Eˆ| = ` such
that Reff(G′ \ Eˆ) ≥ R0. First, assume that G has a clique
C ⊂ V of r vertices and let Eˆ = {{vij , vi} : i, j /∈ C}
be the set of all the ` = 2(m − (r2)) edges corresponding
to the nonclique edges. Then, we have Reff(G′ \ Eˆ) = R0.
The reason is that all the remaining edges E′ \ Eˆ have zero
resistance, in which case all the nodes {vij , vi : i, j ∈ C}
can be shortcut and collapsed to a single vertex u. As a
result, the st-effective resistance in G′ \ Eˆ is the same as
that in a network of three nodes s, u, t, where there are
(
r
2
)
parallel edges of resistance a between s and v, and there are
r parallel edges of resistance 1 between v and t. Therefore,
if G has a clique of size r, then there is a “Yes” answer to
the corresponding instance of the ERIP.
Conversely, suppose that G does not contain a clique of
size r. We will show that Reff(G′ \ Eˆ) < R for any edge-cut
Eˆ ⊆ E1, |Eˆ| = `. To this end, we first note that if E1 \ Eˆ
spans q ≥ (r2) + 1 vertices {vi1j1 , . . . , viqjq} ⊆ VL, we can
upper-bound Reff(G′ \ Eˆ) as follows: let f be a unit st-flow
in G′ \ Eˆ that sends exactly 1q -unit of flow over each of the
edges {s, vi1j1}, . . . , {s, viqjq}, and route it to t arbitrarily by
respecting the flow conservation constraints. By Thomson’s
principle, the cost of such a flow upper-bounds Reff(G′ \ Eˆ),
and we can write
Reff(G′ \ Eˆ) ≤
∑
e∈E2
af2e +
∑
e∈E1\Eˆ
0 · f2e +
∑
e∈E3
1 · f2e
= q(
a
q2
) +
∑
e∈E3
f2e ≤
a
q
+ 1
≤ a(r
2
)
+ 1
+ 1 < R0 − 1
r
, (5)
where the second inequality holds because f is a unit flow
such that
∑
e∈E3 f
2
e ≤ (
∑
e∈E3 fe)
2 = 1, and the last
inequality holds because a = n4 ≥ (r2)((r2)+1). On the other
hand, E1 \ Eˆ contains exactly 2
(
r
2
)
edges and each vertex
vij is incident to exactly two edges in E1. Thus, E1 \ Eˆ
spans at least
(
r
2
)
vertices from VL. Therefore, in the rest of
the proof we restrict our attention to edge-cuts Eˆ that span
exactly
(
r
2
)
vertices from VL.
Since we have assumed that G does not contain a clique of
size r, the edges E1 \ Eˆ must span at least r+ 1 nodes from
VR. Let C1, C2, . . . , Cd for some d ≥ 1 be the connected
components of the induced graph G′[E1 \ Eˆ], and let nk =
|Ck ∩ VL| and mk = |Ck ∩ VR|. Note that we have,
d∑
k=1
nk =
(
r
2
)
,
d∑
k=1
mk ≥ r + 1, nk ≤
(
mk
2
)
∀k, (6)
where the last inequality holds because each connected
component Ck can be at most a clique with mk nodes.
Therefore, Reff(G′\Eˆ) can be computed by contracting each
connected component Ck to a single vertex uk, and using
series/parallel laws to obtain
1
Reff(G′ \ Eˆ)
=
d∑
k=1
1
a
nk
+ 1mk
. (7)
Now, if there is only one connected component, i.e., d = 1,
then n1 =
(
r
2
)
,m1 ≥ r + 1, and we have
Reff(G′ \ Eˆ) = a
n1
+
1
m1
≤ a(r
2
) + 1
r + 1
<
a(
r
2
) + 1
r
= R0.
(8)
Therefore, we only need to show that having more com-
ponents can only result in a smaller effective resistance than
R0. For d ≥ 2 components, we can upper-bound Reff(G′\Eˆ)
using Thomson’s principle for the contracted graph, which
has the same effective resistance as Reff(G′ \ Eˆ). In the
contracted graph, consider a unit st-flow that sends exactly
nk
(r2)
amount of flow over the branch s→ uk → t, which has
the resistance of ank +
1
mk
. Thus, using Thomson’s principle,
Reff(G′ \ Eˆ)≤
d∑
k=1
(
a
nk
+
1
mk
)
( nk(
r
2
))2 = a(r
2
)+ 1(
r
2
)2 d∑
k=1
n2k
mk
,
(9)
where the equality holds because
∑d
k=1 nk =
(
r
2
)
. Next,
we show that for d ≥ 2, the right side of (9) is strictly
smaller than R0. From the last inequality in (6), we have
mk ≥ 1+
√
1+8nk
2 . Therefore, we can upper-bound (9) as
Reff(G′ \ Eˆ) ≤ a(r
2
) + 1(
r
2
)2 d∑
k=1
2n2k
1 +
√
1 + 8nk
.
In order to show Reff(G′\Eˆ) < R0, it is enough to show that
max
nk≥1,∀k∑
nk=(r2)
h({nk}dk=1) :=
d∑
k=1
2n2k
1 +
√
1 + 8nk
<
(
r
2
)2
r
, (10)
where the constraints {nk ≥ 1,∀k,
∑d
k=1 nk =
(
r
2
)} define
an integral polytope with exactly d extreme points: each
extreme point is obtain by setting d − 1 of the variables
to 1, and the last variable to
(
r
2
) − (d − 1). On the other
hand, h(·) is a strictly convex function whose Hessian is a
positive-definite diagonal matrix with the kth diagonal entry:
∂2h(n1, . . . , nd)
∂n2k
=
∂2
∂n2k
(
2n2k
1+
√
1+8nk
) =
2(1 + 6nk)
(1 + 8nk)
3
2
> 0.
As a convex function achieves its maximum value at an
extreme point of a polyhedral set, using (10) and the above
characterization of the extreme points, we have
max
nk≥1,∀k∑
k nk=(
r
2)
h({nk}dk=1) =
d− 1
2
+
2
((
r
2
)−(d−1))2
1+
√
1+8
((
r
2
)−(d−1))
≤ 1
2
+
2
((
r
2
)− 1)2
1 +
√
1 + 8
((
r
2
)− 1) ,
where the inequity holds because the right side expression is
a decreasing function of d,5 and thus achieves its maximum
when there are only d = 2 components. Finally, since for
any r ≥ 2 we have the strict inequality 1 + 8((r2) − 1) <
(2r − 1− 2r )2 (this can be easily checked by expanding the
both sides), we can upper-bound the last expression in the
above inequality as
1
2
+
2
((
r
2
)− 1)2
1 +
√
1 + 8
((
r
2
)− 1)
=
1
2
+
((
r
2
)− 1)
4
(√
1 + 8(
(
r
2
)
− 1)− 1)
<
1
2
+
1
2
((r
2
)
− 1)(r − 1− 1
r
)
=
r +
((
r
2
)− 1)(2(r2)− 1)
2r
=
(
r
2
)2
r
− (3r + 1)(r − 2)
4r
≤
(
r
2
)2
r
. (11)
Therefore, we have established (10), which shows that if G
does not have a clique of size r, then Reff(G′ \ Eˆ) < R0 for
any edge-cut Eˆ of size `.
5This can be verified by taking the derivative with respect to d, which is
3
4
+
1−3(4r(r−1)−8d+9)
8
√
4r(r−1)−8d+9 < 0, ∀d = 2, . . . , r.
IV. FROM RESISTANCE TO QUADRATIC CONDUCTANCE
In this section, we show how to translate the hardness
result in Section III to the case of symmetric stochastic and
quadratic conductance matrices. We do this using a series of
scaling reductions in which we first replace the 0-resistance
edges in E1 with edges of small resistance n−2. We then
show that scaling the conductances to form a symmetric
stochastic matrix will preserve the NP-hardness. Finally,
we use another polynomial scaling to show that the same
hardness result holds for quadratic stochastic conductance
matrices.
(I) From Resistance to Conductance: Any edge with
polynomially bounded positive resistance re can be replaced
by an edge with polynomially bounded conductance pe = 1re .
Moreover, if an edge e does not exist in E′, i.e., re =∞, we
have pe = 0. The only issue is with 0-resistance edges in E1,
which result in edges of unbounded conductance. However,
this issue can be resolved by noting that the complexity result
of Theorem 1 is robust with respect to small perturbations
in the size of the resistances {re}e∈E′ . More precisely, if
we replace each edge e ∈ E1 by an edge of resistance re =
1
n2 , then all the analysis in the proof of Theorem 1 carry
over verbatim. The only difference is that now Reff(G′ \ Eˆ)
in (5) can be upper-bounded by a
(r2)+1
+ 1n2 + 1, which is
again less than R0 = a(r2)
+ 1r . Moreover, an extra term
of size at most
∑d
k=1
2m
n2
n2k
(r2)
2 ≤ 2mn2 will be added to the
right side of (9). However, the effect of such a term to the
final inequality in (11) is at most 2mn2 − (3r+1)(r−2)4r , which
is strictly negative for any r > 3, and the final inequality
in (11) still holds. Therefore, the perturbed instance with
1
n2 -resistance edges (instead of 0-resistance edges) is still
strongly NP-hard, where now the conductance of an edge
in the perturbed instance belongs to the set {0, n−4, 1, n2}.
Henceforth, we only work with the perturbed instance.
(II) Symmetric Stochastic Conductance Matrices: The
restriction to symmetric stochastic conductance matrices
does not make the problem easier, and the same strong NP-
hardness result holds. The reason is that if we scale each
conductance in the perturbed instance G′ = (V ′, E′) by the
same factor of n−3, the results in Section III remain valid
with the only difference that all the derivations are scaled
by n3. Using part (I), each edge in the scaled network has
a conductance of at most n2 · n−3 = n−1. Therefore, for
any node i ∈ V ′, the sum of the conductances adjacent
to node i can be at most
∑
j:{i,j}∈E′ pij ≤ 1. Thus, if
we add a self-loop to each node i ∈ V ′ with conductance
pii = 1−
∑
j:{i,j}∈E′ pij (note that adding self-loops has no
effect on the effective resistance computations), without any
loss of generality, one can assume that the input conductance
matrix is a symmetric stochastic matrix. Based on the above
observations, we have the following theorem.
Theorem 2: The effective resistance interdiction problem
max|Eˆ|≤` Reff
(
(Q\Eˆ)2) is strongly NP-hard, even for sym-
metric stochastic conductance inputs Q. In particular, the
consensus interdiction problem (3) is strongly NP-hard.
Proof: From observations (I) and (II), we know that for
symmetric stochastic conductance inputs P with off-diagonal
entries in {0, n−7, n−3, n−1}, it is strongly NP-complete to
decide whether there exists an edge-cut |Eˆ| ≤ ` such that
Reff(P \ Eˆ) ≥ R0n3. (Here, the extra factor n3 is because
of step (II).) We reduce this problem to the case of quadratic
conductance matrices. To this end, let  = n−21 be a small
positive number, and define Q := (1 − )I + P . Note that
Q is also a symmetric stochastic conductance matrix whose
off-diagonal entries are polynomially bounded in terms of n.
Moreover, both P and Q have the same set of edges so that
any edge-cut in P is also a feasible edge-cut in Q. We show
that there is a “Yes” answer to ERIP with conductance input
P , budget `, and resistance threshold R0n3, if and only if
there is an edge-cut |Eˆ| = ` for the conductance input Q
such that Reff
(
(Q\Eˆ)2) ≥ R0n32(1−) − n20.
First, we note that Q2 = (1−)2I+2(1−)P+2P 2. It is
worth noting that (1− )2I only changes the conductance of
the self-loops and has no effect on the st-effective resistance.
Since Reff(2(1− )P ) = Reff (P )2(1−) , we can write
Reff(P )
2(1− ) − n
20 ≤ Reff(Q2) ≤ Reff(P )
2(1− ) , (12)
where the upper bound is by Rayleigh’s law (Corollary 1)
as Q2 has more edges than 2(1 − )P (i.e., the edges due
to the term 2P 2). The lower bound holds because all the
entries of 2P 2 are bounded above by 2. Therefore, since
Reff (P )
2(1−) <
n7+n3+n
2(1−) ≤ n7−1, even if all the (at most) n6
edges in 2P 2 are added in parallel between s and t to the
network 2(1−)P , the st-effective resistance cannot reduce
by more than n20. More precisely, Reff(Q2) is at least
−2
n6 · Reff (P )2(1−)
−2
n6 +
Reff (P )
2(1−)
≥ Reff(P )
2(1− ) −
( n7−1
−2
n6 + n
7−1
) Reff(P )
2(1− )
≥ Reff(P )
2(1− ) −
( n13−1
−2 + n13−1
)
n7−1 ≥ Reff(P )
2(1− ) − n
20.
Now, if the answer to ERIP with input P is “Yes”, then
there exists an edge-cut Eˆ such that Reff
(
P \ Eˆ) ≥ R0n3.
If we remove the same edge-cut from Q, using the lower
bound in (12) adapted for Q \ Eˆ and P \ Eˆ, we have
Reff
(
(Q \ Eˆ)2) ≥ Reff(P \ Eˆ)
2(1− ) − n
20 ≥ R0n
3
2(1− ) − n
20.
Conversely, if the answer to ERIP with input P is “No”,
using (5) and (11) in the proof of Theorem 1, for any edge-
cut Eˆ, we have Reff(P \ Eˆ) < (R0 − n−3)n3. Thus, using
the upper bound in (12), for any edge-cut Eˆ in Q, we have
Reff
(
(Q \ Eˆ)2) ≤ Reff(P \ Eˆ)
2(1− ) <
R0n
3 − 1
2(1− )
<
R0n
3
2(1− ) −
−1
2
≤ R0n
3
2(1− ) − n
20,
which completes the reduction.
V. AN EQUIVALENT QUADRATIC PROGRAM
FORMULATION
In this section, we provide an alternative quadratic pro-
gram formulation for solving the consensus interdiction
problem (3) (or equivalently (4)). Although we have shown
that this problem is strongly NP-hard even if x0 = es −
et, however, this alternative formulation will provide new
insights about how to obtain good local optimum solutions.
In particular, it provides a new perspective to the potential-
theoretic strategy given in [8], and explains why it be-
haves reasonably well despite not being optimal. Moreover,
this new formulation makes an interesting connection be-
tween the consensus intervention problem and the spectral
connectivity/min-cut problem.
To begin, let us consider an arbitrary symmetric and
stochastic conductance matrix P . For each undirected edge
{i, j} in the electric network induced by P , let us define a
symmetric binary decision variable yij = yji ∈ {0, 1}, such
that yij = 0 if we decide to break edge {i, j}, and yij = 1,
otherwise. As we are allowed to break at most ` edges, thus∑
e ye ≥ m− `. Let us consider the electric network that is
obtained from P after applying the decision vector y, and
denote its conductance matrix by P (y) = (pij(y)). We have,
pij(y) = pijyij ,∀i 6= j, pii(y) = 1−
∑
j
pijyij ,∀i. (13)
We can now formulate the optimal solution to (4) using a
quadratic program with only linear constraints, as given in
the following theorem.
Theorem 3: Let (y∗, u∗) be the optimal solution to
minu′L(y)u
u′x0 = 1, u′1 = 0
y′1 ≥ m− `,
y ∈ [0, 1]m, u ∈ Rn, (14)
where L(y) = I− (P (y))2. Then, y∗ is (complement) of the
incidence vector of the optimal edge-cut in the consensus
interdiction problem (3).
Proof: Without loss of generality, we may assume that
x′01 = 0. Otherwise, we can work with the initial vector
x0 − Jnx0. As the conductance matrix P is symmetric and
stochastic, that does not affect the optimization problem (4).
Moreover, as is shown in Lemma 4, for any vector u (and
in particular, for u = u∗), the objective function in (14)
is concave with respect to y. Therefore, minimizing the
objective function over the integral polytope Y := {y ∈
[0, 1]m : y′1 ≥ m − `} will automatically generate a
binary optimal vector y∗. (Note that the constraint set Y
is independent of the u variable) Therefore, without loss
of generality, we can drop the binary constraints on the y
variables and assume y ∈ Y .
Since x′01 = 0, we can further remove the constraint
u′1 = 0 from (14) and append it to the objective function to
obtain the following equivalent program:
minu′
(L(y) + J
n
)
u
u′x0 = 1, u ∈ Rn
y ∈ Y. (15)
The reason is that an optimal solution to (15) must satisfy
u′1 = 0 with an objective value of u′L(y)u. Otherwise, if
u′1 6= 0, the vector v := u − Jnu gives another feasible
solution to (15) (as v′x0 = u′x0 − u′ Jnx0 = u′x0 = 1) with
a strictly smaller objective value:
v′
(L(y) + J
n
)
v = u′L(y)u < u′(L(y) + J
n
)
u.
This contradiction shows that any optimal solution to (15)
must satisfy u′1 = 0, and hence, it is also optimum to (14).
Thus, (y∗, u∗) is the optimal solution to (15). An advantage
of the equivalent program (15) is that the matrix L(y)+ Jn is
a positive-definite (and hence invertible) matrix. Thus, if we
define U := {u ∈ Rn : u′x0 = 1}, the optimization problem
(15) can be written as
min
y∈Y,u∈U
u′
(L(y) + J
n
)
u = min
y∈Y
{
min
u∈U
u′
(L(y) + J
n
)
u
}
,
(16)
where the equality holds because the constraint sets U and
Y are uncoupled. Now, for any fixed y ∈ Y , the inner
minimization minu∈U u′
(L(y) + Jn)u can be solved in a
closed-form using Lagrangian duality. We note that this inner
minimization is a positive-definite quadratic program with
linear constraint u′x0 = 1, and hence has zero-duality gap.
Therefore, for any fixed y, if we define the Lagrangian
function L(u, λ) = u′
(L(y)+ Jn)u−λ(u′x0−1), the optimal
primal-dual solutions to the inner minimization are given by
u∗ = argmin
u∈Rn
L(u, λ∗) =
λ∗
2
(L(y) + J
n
)−1
x0,
λ∗ = argmax
λ∈R
L(u∗, λ) =
2
x′0(L(y) + Jn )−1x0
.
If we combine the above two relations, we obtain u∗ =
(L(y)+ Jn )−1x0
x′0(L(y)+ Jn )−1x0
. Therefore, we can write,
min
u∈U
u′
(L(y) + J
n
)
u = u∗
′(L(y) + J
n
)
u∗
=
x′0(L(y) + Jn )−1x0(
x′0(L(y) + Jn )−1x0
)2 = 1x′0(L(y) + Jn )−1x0 .
If we use the above relation together with (16), we have
y∗ = argmin
y∈Y
{
min
u∈U
u′
(L(y) + J
n
)
u
}
= argmin
y∈Y
1
x′0(L(y) + Jn )−1x0
= argmax
y∈Y
x′0(L(y) +
J
n
)−1x0,
where the last expression is precisely the problem (4).
Remark 2: It is interesting to note that if the initial
condition x0 could be dynamically set to u, then by Courant-
Fischer Theorem, the optimization problem in (14) would
become min{λ2
(L(y)) : y ∈ Y }, where λ2(L(y)) denotes
the second smallest eigenvalue of the Laplacian matrix L(y).
In other words, in that case, we would be minimizing the
second smallest eigenvalue value of the Laplacian matrix
I−P 2 by removing at most ` edges. Since the second small-
est eigenvalue is closely related to edge connectivity, this
observation suggests a suboptimal strategy for the consensus
interdiction problem using min-cut/spectral optimization.
Using Theorem 3, we propose the following iterative algo-
rithm based on block-coordinate descent for solving the con-
sensus interdiction problem. At each iteration τ = 1, 2, . . .,
the algorithm fixes one variable and optimizes the objective
function u′L(y)u with respect to the second variable. As
we will show, the iterates will converge to a locally optimal
solution after finitely many iterations. Of course, there is no
guarantee that the achieved local optimum is also a global
optimum. However, the achieved local optimum can still
serve as a benchmark to approximate the global optimum.
Algorithm 4: Let L(y) := I − (P (y))2 and Y = {y ∈
[0, 1]m : y′1 ≥ m− `}, where m is the number of edges in
P and ` is the budget. Let y(0) be any initial vector in Y .
For τ = 0, 1, 2, . . ., let
u(τ) =
(L(y(τ)) + Jn )−1x0
x′0(L(y(τ)) + Jn )−1x0
,
y(τ + 1) = min
y∈Y
u(τ)′L(y)u(τ).
Since after each iteration the objective function u′L(y)u
strictly decreases, no pair of points (u(τ), y(τ)) will be re-
peated twice during the execution of Algorithm 4. Moreover,
as y(τ) is a binary vector that can belong to at most finitely
many extreme points of Y , Algorithm 4 will terminate to a
local optimum solution after finitely many iterations.
As a final remark, we note that if one replaces the Lapla-
cian matrix L(y) by its linearized approximation L˜(y) :=
I − P (y), then Algorithm 4 exactly replicates the potential-
theoretic strategy that was derived in [8]. This is because
for the linearized Laplacian, the objective function becomes
u′L˜(y)u = ∑{i,j}∈E yijpij(ui−uj)2. Since this function is
linear in y, minimizing it over y ∈ Y obtains a simple closed-
form solution: sort the the power dissipations pij(ui − uj)2
for all the links, and set yij = 0 for the ` links of highest
power dissipation.
VI. CONCLUSION
In this paper, we studied the problem of maximizing con-
vergence time to consensus by removing a limited number
of edges. This problem has immediate applications in the
security of distributed averaging or power systems where
an adversary aims to sabotage the system’s operation by
interdicting the network. By making a connection to the
effective resistance interdiction problem, we showed that
finding the optimal set of edges to interdict is strongly NP-
hard. We also developed an iterative algorithm to find a local
optimum solution to the consensus interdiction problem.
Acknowledgment: I would like to thank Lap Chi Lau
for pointing us to the relevant literature on the network
interdiction problem.
REFERENCES
[1] R. Olfati-Saber and R. M. Murray, “Consensus problems in networks
of agents with switching topology and time-delays,” IEEE Transac-
tions on Automatic Control, vol. 49, no. 9, pp. 1520–1533, 2004.
[2] A. Nedic´ and A. Ozdaglar, “Convergence rate for consensus with
delays,” Journal of Global Optimization, vol. 47, no. 3, pp. 437–456,
2010.
[3] L. Xiao, S. Boyd, and S.-J. Kim, “Distributed average consensus
with least-mean-square deviation,” Journal of Parallel and Distributed
Computing, vol. 67, no. 1, pp. 33–46, 2007.
[4] S. R. Etesami and T. Bas¸ar, “Convergence time for unbiased quantized
consensus over static and dynamic networks,” IEEE Transactions on
Automatic Control, vol. 61, no. 2, pp. 443–455, 2016.
[5] S. Kar and J. M. Moura, “Distributed consensus algorithms in sensor
networks: Quantized data and random link failures,” IEEE Transac-
tions on Signal Processing, vol. 58, no. 3, pp. 1383–1400, 2009.
[6] T. Alpcan and T. Bas¸ar, Network Security: A Decision and Game-
theoretic Approach. Cambridge University Press, 2010.
[7] S. R. Etesami and T. Bas¸ar, “Dynamic games in cyber-physical
security: An overview,” Dynamic Games and Applications, pp. 1–30.
[8] A. Khanafer and T. Bas¸ar, “Robust distributed averaging: When are
potential-theoretic strategies optimal?” IEEE Transactions on Auto-
matic Control, vol. 61, no. 7, pp. 1767–1779, 2015.
[9] F. Pasqualetti, A. Bicchi, and F. Bullo, “Consensus computation in
unreliable networks: A system theoretic approach,” IEEE Transactions
on Automatic Control, vol. 57, no. 1, pp. 90–104, 2011.
[10] J. C. Smith and Y. Song, “A survey of network interdiction models
and algorithms,” European Journal of Operational Research, vol. 283,
no. 3, pp. 797–811, 2020.
[11] R. Zenklusen, “Matching interdiction,” Discrete Applied Mathematics,
vol. 158, no. 15, pp. 1676–1690, 2010.
[12] ——, “Connectivity interdiction,” Operations Research Letters,
vol. 42, no. 6-7, pp. 450–454, 2014.
[13] R. K. Wood, “Deterministic network interdiction,” Mathematical and
Computer Modelling, vol. 17, no. 2, pp. 1–18, 1993.
[14] A. Bar-Noy, S. Khuller, and B. Schieber, “The complexity of finding
most vital arcs and nodes,” TRCS-TR-3539, Institute for Advanced
Studies, University of Maryland, College Park, MD, 1995.
[15] R. M. Karp, “Reducibility among combinatorial problems,” in Com-
plexity of Computer Computations. Springer, 1972, pp. 85–103.
[16] M. O. Ball, B. L. Golden, and R. V. Vohra, “Finding the most vital
arcs in a network,” Operations Research Letters, vol. 8, no. 2, pp.
73–76, 1989.
[17] L. Khachiyan, E. Boros, K. Borys, K. Elbassioni, V. Gurvich,
G. Rudolf, and J. Zhao, “On short paths interdiction problems: Total
and node-wise limited interdiction,” Theory of Computing Systems,
vol. 43, no. 2, pp. 204–233, 2008.
[18] B. Schieber, A. Bar-Noy, and S. Khuller, “The complexity of finding
most vital arcs and nodes,” 1995.
[19] P. H. Chan, L. C. Lau, A. Schild, S. C.-w. Wong, and H. Zhou,
“Network design for s-t effective resistance,” arXiv preprint
arXiv:1904.03219, 2019.
[20] X. Wang, E. Pournaras, R. E. Kooij, and P. Van Mieghem, “Improving
robustness of complex networks via the effective graph resistance,” The
European Physical Journal B, vol. 87, no. 9, p. 221, 2014.
[21] E. Lovisari, F. Garin, and S. Zampieri, “Resistance-based performance
analysis of the consensus algorithm over geometric graphs,” SIAM
Journal on Control and Optimization, vol. 51, no. 5, pp. 3918–3945,
2013.
[22] H. Li, S. Patterson, Y. Yi, and Z. Zhang, “Maximizing the number
of spanning trees in a connected graph,” IEEE Transactions on
Information Theory, vol. 66, no. 2, pp. 1248–1260, 2019.
[23] D. A. Levin and Y. Peres, Markov Chains and Mixing Times. Amer-
ican Mathematical Soc., 2017, vol. 107.
[24] S. Boyd, “Convex optimization of graph Laplacian eigenvalues,” in
Proceedings of the International Congress of Mathematicians, vol. 3,
no. 1-3, 2006, pp. 1311–1319.
[25] A. Ghosh, S. Boyd, and A. Saberi, “Minimizing effective resistance
of a graph,” SIAM Review, vol. 50, no. 1, pp. 37–66, 2008.
APPENDIX I
Lemma 3: Let G′′ be obtained from G′ by replacing each
edge in EL by 3n2 parallel edges of resistance 3n6, and each
edge in ER by 3n2 parallel edges of resistance 3n2.6 Then,
for any optimal cut |Eˆ| = 2(m− (r2)), we have Eˆ ⊆ E1.
Proof: To derive a contradiction, assume that the
optimal edge-cut Eˆ removes k ≥ 1 parallel edges. Then,
by returning any one of those broken edges, we can reduce
the st-effective resistance by at most O(n−2). The reason is
that, if a broken edge belongs to a branch (vi, t) containing at
least p ≥ 3n2−2(m−(r2)) ≥ n2 parallel edges of resistance
3n2, then, returning that broken edge can reduce the effective
resistance by at most
3n2
p
− 3n
2
p+ 1
≤ 3n
2
p2
= O(n−2).
Similarly, if we return a broken edge that belonged to a
branch (vij , s), then the amount of decrease in the st-
effective resistance is at most O(n−4). Note that the ex-
istence of other edges in the network can only reduce the
effect of returning an edge on the st-effective resistance. By
considering the worst of the above bounds, one can see that
O(n−2) is an upper bound on the amount of decrease in the
st-effective resistance due to returning a parallel edge.
On the other hand, for k ≥ 2, if we remove two edges
in E1 that are adjacent to some vertex vij , then the branch
{s, vij} will be completely eliminated from the st-effective
resistance computation in G′′. As a result, the st-effective
resistance increases by at least
Ω
( n4
m− 1 −
n4
m
)
= Ω
( n4
m(m− 1)
)
= Ω(1).
Therefore, if k ≥ 2, by returning two of the parallel edges in
Eˆ and instead breaking two edges in E1 that are adjacent to
some vertex vij , the overall st-effective resistance strictly
increases by Ω(1) − O(n−2) > 0, which contradicts the
optimality of the edge-cut Eˆ. Finally, if k = 1, then the
optimal edge-cut Eˆ must break 2(m− (r2))− 1 many edges
from E1. Since 2(m −
(
r
2
)
) − 1 is an odd number, the
graph G′′ \ Eˆ contains a vertex vij with exactly one edge
{vij , vi} adjacent to it. By using a similar argument as above,
returning the broken parallel edge reduces the st-effective
resistance by at most O(n−2), while breaking the edge
{vij , vi} completely eliminates the branch {s, vij}, hence
resulting in an overall increase of at least Ω(1)−O(n−2) > 0
in the st-effective resistance.
Lemma 4: For any fixed vector u ∈ Rn, the objective
function u′L(y)u is a concave function of y, where L(y) =
I − (P (y))2.
Proof: Let y1, y2 ∈ Rn(n−1) be two arbitrary symmet-
ric decision vectors. Using (13), for any λ ∈ [0, 1],
P (λy1 + (1− λ)y2) = λP (y1) + (1− λ)P (y2).
6If parallel edges are not allowed, one can replace each parallel edge by
a path of length two.
For any fixed vector u, we have
u′L(λy1 + (1− λ)y2)u
= u′u− u′(λP (y1) + (1− λ)P (y2))2u,
λu′L(y1)u+ (1− λ)u′L(y2)u
= u′u− λu′(P (y1))2u− (1− λ)u′(P 2(y2))2u.
Therefore, to show that u′L(y)u is a concave function of y,
it is enough to show that
u′
(
λP (y1) + (1− λ)P (y2))2u
≤ u′
(
λ
(
P (y1)
)2
+ (1− λ)(P 2(y2))2)u, ∀u.
That is also true because
λ
(
P (y1)
)2
+(1−λ)(P 2(y2))2−(λP (y1)+(1−λ)P (y2))2
= λ(1− λ)(P (y1)− P (y2))2  0.
