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Distinct from conventional reservoirs, shale formations have limited pore 
connectivity and unique pore spatial-distribution. Consequently, theoretical pore-network 
models developed for conventional formations are not representative of the porous media 
in unconventional rocks. This work presents a novel theoretical pore-network model, the 
dendroidal model, based on the analysis of pore-scale model reconstruction extracted from 
Scanning Electron Microscope images. The dendroidal model is a “semi-acyclic” model, 
which characterizes the limited connectivity of void space without sacrificing the 
interaction among main flow paths. The dendroidal model infers pore-body distribution 
based on the hysteresis effect of isothermal adsorption/desorption measurements and 
characterizes pore-throat distribution using mercury drainage capillary pressure 
experiments. The use of dual-compressibility model in the pore-network model 
construction eliminates the compressibility effect of void space, including connected pores 
and dead-end pores, in mercury drainage experiments. The total organic carbon (TOC) 
content and minerology are measured by experiments to determine the composition of pore 
bodies and pore throats in the dendroidal model. The difference in mercury intrusion and 
extraction caused by the trapping hysteresis and contact-angle hysteresis affects the 
stochastically distributed parameters, including pore-throat length, pore-throat cross-
sectional geometry, coordination number and pore-body spatial distribution. I validate the 
dendroidal model by predicting the absolute permeability of the core samples from 
Marcellus and Wolfcamp shales. This newly developed pore-network model integrates the 
xxiii 
 
aforementioned seven distinct types of experiments to capture the realistic pore structures 
of shales.  
 Extracted pore-network modeling is an efficient and reliable way to provide a 
platform for mathematical simulation of fluid flow in porous media and for predicting the 
transport properties. However, the existing algorithms for pore-network extraction have 
deficiencies in characterizing the porous media of shale core samples in as much as they 
cannot capture the unique features of unconventional reservoirs. In nano-scale pores, the 
accurate characterization of the porous geometry is important, since the relative error will 
be significant without considering trivial information. The newly developed approach, 
based on the maximal-ball method, proposes a novel and enhanced algorithm for the 
classification of pore throats and pore bodies. It also has a better performance in 
characterizing the corresponding properties that include pore-throat length, pore size and 
geometric factors. The Marcellus shale core samples are scanned using scanning electron 
microscope imaging with the resolution of 4 nm. The pore-network models based on the 
tomographic images are constructed, and the aforementioned parameters are compared and 
analyzed.     
 The quantification of liquid transport in liquid-rich shales is crucial for an 
economical exploitation of hydrocarbon. The laboratory measurement of permeability is 
challenging as it is time-consuming and includes large uncertainties. Direct pore-scale 
modeling and extracted pore-network modeling are alternatives for the prediction of 
transport properties. But due to its prohibitively high computational cost, its applications 
are limited to micro-scale. The emphasis of this work is to understand the mechanisms of 
xxiv 
 
nano-confined liquid transportation (nano-scale) and to quantify the liquid transport 
capacity in the scales of core samples (centi-scale). A modified Navier-Stokes equation is 
developed to integrate the variation of fluid properties with respect to the strength of liquid-
wall interaction. To predict the apparent permeability in large scale, the dendroidal 
theoretical pore-network model is constructed by integrating mercury drainage/imbibition 
and isothermal adsorption/desorption experiments. The dendroidal model also integrates 
the data of Fourier Transform infra-red spectroscopy experiments to characterize the 
mineralogy distribution and total organic carbon to distinguish organic pores and inorganic 
pores. Results from molecular dynamics simulation indicate that the flow capacity of nano-
confined liquid can be 1-3 orders different from that calculated by Navier-Stokes equation 
without considering the boundary-slippage effect. The geometry and composition also 
have considerable effect on the surface friction factor and viscosity in the near-wall fluid 
film, which in turn significantly influence the flow capacity in nano-pores. This work 
investigates the mechanisms of liquid flow in nano-confined pores with various 
composition and geometries. Accurate characterizations of liquid transport in shales will 
provide significant advantage in the field development planning of unconventional 
resources. 
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Chapter 1 Introduction 
1.1 Background  
Over the past decade, the combination of hydraulic fracturing and horizontal 
drilling has provided access to large volumes of fossil fuel resources in shale formations. 
The pore structure of shale formations and the corresponding physical and chemical 
processes are not fully understood yet. Many questions concerning hydrocarbon production 
from these unconventional resources keep shale gas from becoming a bridge to clean 
energy. For instance, more than 40% of explored oil and gas are trapped in subsurface shale 
formations.  These trapped oil and gas cannot be extracted because of the complex physical 
and chemical influences of shale rocks. The production rate often drops off quickly after 
the onset of operation (Ye et al. 2016; Yuan et al. 2017; Zheng et al. 2017). To propose 
effective solutions for these critical problems, I need to gain deeper understanding of the 
structures and attributes of shale rocks. 
Pore-scale models are convenient representations of porous media to investigate 
single-phase or multi-phase fluid flow.  In pore-scale models, the void space is divided into 
two parts: pore throat and pore body (Ye et al. 2017). Pore bodies are the relatively larger 
void space, while pore throats are the narrower void space connecting pore bodies with 
parameterized geometry. There are three types of pore-scale model: theoretical pore-
network model, extracted pore-network model, and direct pore-network model.  
Theoretical pore-network model is a simplified pore-scale model possessing the 
representativeness of the porous structure of formations. The construction of theoretical 
pore-network models requires experiments to characterize the spatial distribution and 
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connectivity of pores, and it also needs to make enough assumptions about the topological 
features of porous media. The advantages of theoretical pore-network model are simple 
and its fast prediction of transport properties, while the deficiency is inaccuracy.  
Making reasonable assumptions and capturing the topological features of core 
samples via some characterizing experiments, theoretical pore-network modeling is an 
efficient approach to construct a pore-scale model and to predict transport properties. The 
first pore-network model was proposed by Purcell et al. (1949) named bundle-of-tube 
model. The later proposed lattice model improves the representativeness of the pore-
network model by considering interactions between pores. Bryant et al. (1992) proposed 
the sphere packing model to characterize unpacked sandstones with good connectivity of 
pores. To capture the distinct features of shale formations, Sakhaee-pour et al. (2012) 
proposed cyclic models namely tree-like model and semi tree-like model. Even though the 
tree-like model can predict transport properties of shale core samples, the model has been 
simplified too much to represent the porous media correctly and reasonably.   
Extracted pore-network modeling is the representative model of porous media 
extracted from three-dimensional pore-space scanning images. In these pore-network 
models, researchers use spheres to represent pore bodies and circular tubes to represent 
pore throats. The simplified topology of pore bodies and pore throats can significantly 
reduce the computational cost. However, the identification of pore bodies and pore throats 
from three-dimensional reconstructions of porous media would take considerable time due 
to the enormous number of pores even in a small rock core sample. The algorithms for 
constructing extracted pore-network model can be divided into three categories: multi-
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orientation scanning algorithm, medial-axis algorithm, and maximal-ball algorithm. Since 
the algorithm of multi-orientation and medial axis have technical problems in accurately 
identifying pore bodies and pore throats, the maximal-ball method is currently the most 
widely used one (Dong et al. 2009).  
Investigators generally implement the no-slip boundary condition to characterize 
liquid flow in conventional rock core samples. However, recent investigations indicate that 
the properties of nanoconfined liquid differs significantly with those of bulk fluid 
(Heuberger et al. 2001; Scatena et al. 2001). For water/oil flowing through shale porous 
media, high apparent permeability was observed in the experiments (Werder et al. 2001; 
Levinger et al. 2002). This discovery implies that liquid slippage occurs in nano-scaled 
pores. So, understanding the flow of liquid within nano-scale pores is critical in predicting 
the apparent permeabilities and resolving many challenging problems in science and 
engineering, such as water purification (Shannon et al. 2008), geophysical process (Warner 
et al. 2012) and energy storage (Siria et al. 2013).  
1.2 Motivations 
Accurate and fast prediction of transport properties of rock core samples is 
important in not only petroleum engineering, but also in environmental engineering and 
hydrology (Shannon et al. 2008). Laboratory experiments is a reliable method to measure 
the transport properties of a rock core sample for conventional reservoirs. But for shale 
formations, since the permeability of core samples could be as small as tens of nanodarcy, 
experimental methods are extremely time-consuming and also inaccurate due to large 
relative errors. Measuring the relative permeability with laboratory experiments is more 
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challenging. Conducting two-phase flow in low-permeability core samples takes more 
time, and the predicted properties can have dramatic relative errors (Blunt et al. 2012). 
Consequently, simulating fluid flow in pore-scale models becomes an effective method to 
investigate the flow capacities of shale porous media.  
 The existing theoretical pore-network models cannot accurately characterize the 
porous structure of shale formations. The lattice model and sphere packing model were 
developed for conventional reservoirs with good connectivity of pores, while bundle-of-
tube model is too simplified to represent any realistic porous medium. Even though the 
tree-like model and semi-tree like model developed for shale formations can capture the 
limited connectivity of porous media and predict the intrinsic permeability of core sample, 
it has several discrepancies in characterizing pore structures in shales (Zheng et al. 2018a; 
Zheng et al. 2018b). 
Extracted pore-network modeling is an efficient and reliable approach to provide a 
mathematical simulation platform for fluid flow in porous media and to predict the 
transport properties. However, the existing pore-network extraction algorithms have 
deficiencies in characterizing the shale porous media because they cannot capture the 
unique features of unconventional reservoirs including extremely small pores and limited 
connectivity. For the extracted pore-network modeling, the multi-orientation algorithm and 
medial-axis algorithm have been proven to have technical problems in accurately 
identifying pore bodies and pore throats (Silin et al. 2006; Jiang et al. 2007). The maximal 
ball-algorithm is the most widely used method recently. However, the existing maximal-
ball algorithms were developed for conventional reservoirs, and they cannot capture the 
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extremely small-size pores in shale formations (Silin et al. 2006; Dong et al. 2009; Al-
Kharusi et al. 2006; Ye et al. 2018). Moreover, the maximal-ball method cannot 
characterize the geometry of pores, which has significant effects on fluid flow capacities 
and trapping behavior. Therefore, a new pore-network model extraction algorithm for shale 
formations needs to be proposed.  
The fluid flow simulation in shale porous media is challenging due to the complex 
physics and the multi-scale porous structure. The interactions between fluid molecules and 
matrix become more intense in shale formations than those in conventional formations due 
to the difference in pore sizes. Experiments show that the liquid flow capacity in nano-
scale pores could be orders of magnitude higher than that in larger pores (Barrat et al. 1999; 
Holt et al. 2006; Majumder et al. 2005). Therefore, the traditional Navier-Stokes equation 
with no-slip boundary condition cannot be directly implemented to compute the liquid flow 
capacity in a single pore.  
The apparent permeability of liquid flowing through porous media of shale 
formations has not been well predicted yet, because the nanoconfinement effect and 
boundary-slippage effect are not correctly coupled in the multi-scale porous media. In shale 
formations, neglecting interactions between wall and liquid molecules could bring 
significant discrepancies in permeability prediction. Meanwhile, some factors, including 
temperature, driving force, the geometry and composition of the pore matrix, can influence 
the intensity of boundary-slippage effect. These factors need to be accounted for to 
accurately predict the apparent permeability of a single nanopore. Consequently, accurate 
6 
prediction of apparent permeability of rock core samples needs to consider the 
nanoconfinement effect and boundary-slippage effect.  
1.3 Organization 
Chapter 2 reviews the existing literatures of theoretical pore-network models and 
extracted pore-network models. The theoretical pore-network models reviewed in this 
chapter include bundle-of-tube model, lattice model, sphere packing model, semi-tree like 
model and tree-like model. Extracted pore-network models include multi-orientation 
scanning algorithm, medial-axis algorithm and maximal-ball algorithm. The advantages 
and disadvantages of each model have been reviewed with respect to the applications in 
shales. Thereafter, I discuss the inaccuracy problem of applying existing algorithms in 
shale formations.  
In Chapter 3, I construct a novel theoretical pore-network model, the dendroidal 
model, based on the analysis of streamlines computed using Lattice Boltzmann Method 
within the three-dimensional reconstructions of shale core samples. It describes the 
procedures of constructing a dendroidal model using some characterization experiments. 
The dendroidal model infers the pore-body size distribution based on the hysteresis effect 
of isothermal adsorption/desorption measurements and characterizes pore-throat size 
distribution using mercury drainage experiments. I implement dual-compressibility model 
to eliminate the compressibility effect of both void space and matrix during the mercury 
drainage/imbibition experiments. Total organic carbon (TOC) content and minerology 
determine the composition of pore bodies and pore throats. Afterwards, I predict absolute 
permeability, apparent permeability and relative permeability based on the dendroidal 
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model. Shale core samples from Marcellus formations and Wolfcamp formations are used 
in case studies. 
In Chapter 4, I develop a new method to extract pore-network models for shale 
formations. The newly developed approach, based on maximal-ball method, proposes a 
novel and enhanced algorithm for classification of pore throats and pore bodies. Moreover, 
the novel algorithm can capture the geometry of pore throats and pore bodies, and it 
employs an equivalent pore throat to represent the complex connection between two 
adjacent pore bodies. The new approach can also capture the extremely small pores that 
cannot be characterized by previous methods. The corresponding case study employs 
Marcellus shale core samples to perform the pore-network extraction. The core samples 
are scanned using Scanning Electron Microscope (SEM) with the resolution of 4 nm, and 
I use the scanning images to build three-dimensional reconstructions. I implement the novel 
algorithm to extract the pore-network model based on the three-dimensional reconstruction 
and analyze the statistics. These statistics include parameters from the distributions of pore-
throat size, pore-body size, coordination number and pore-throat length.  
In Chapter 5, I develop a multi-scale characterization model to predict the apparent 
permeability of liquid in centimeter core samples. The multi-scale characterization model 
couples the apparent permeability of each single pore into the dendroidal model of the shale 
core sample. I use molecular dynamics (MD) simulation to investigate the complex physics 
happening in nanoconfined fluid flowing through a single pore. Then I derive a modified 
Navier-Stokes equation coupling the nanoconfinement and boundary-slippage effect in a 
single pore with various cross-sectional geometries. The new model also considers the 
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extent of boundary-slippage effect caused by various pore compositions.  The flow 
capacities in angular pores considering the boundary-slippage effect and nanoconfinement 
effect significantly deviate from those characterized by the traditional Navier-Stokes 
equation. For the case study, I characterize the apparent permeability of octane in both 
organic pores (graphene) and inorganic pores (silica), and investigate the effects of 
different parameters (temperature, driving force, and hydraulic diameter) on the apparent 
permeability. Finally, I implement the dendroidal model to predict the apparent 
permeability of the shale core sample in centimeter-scale.  
Chapter 6 states the limitations of the pore-network modeling methods and the 
multi-scale characterization approach proposed in this work. Meanwhile, it provides some 
recommendations for future work, with which the prediction of liquid transport properties 
in shales can be more accurate.  
 Chapter 7 concludes this dissertation. It summarizes the advancements and 
applications of the dendroidal theoretical pore-network model and the new extracted pore-
network model. For the multi-scale characterization of liquid transport, this last chapter 





Chapter 2 Literature Review 
2.1 Theoretical Pore-network Models 
2.1.1 Bundle-of-Tube Model 
Purcell (1949) proposed the first theoretical pore-network model, the bundle-of-
tube model, to represent the porous media of sandstone formations. The model is 
constructed based on mercury drainage experiments, which correlates the porosity of the 
porous media with mercury injection capillary pressure (MICP) curve.  
The bundle-of-tube model is composed of a series of parallel circular tubes with 
different radii. The length of the tubes is the same as the length of core sample (Figure 2.1). 




           (2.1) 
where R  is the radius of pore throats, 𝛾 is the surface tension, 𝜃𝑟 is the receding contact 
angle and cp  is the capillary pressure. 
 
Figure 2.1 Schematic of bundle-of-tube model, where the circular tubes represent the 
void space.  
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The permeabilities predicted by the bundle-of-tube model is influenced by the total 
cross-sectional area of all the tubes. Purcell (1949) predicted the intrinsic permeability 










          (2.2) 
where 𝑆 is the mercury saturation injected into the porous media, 𝛾 is the surface tension, 
F is the lithology factor and cp  is the capillary pressure. Here, the lithology factor is a 
fitting parameter estimated by fitting many rock core samples.  
The advantage of the bundle-of-tube model is that it is simple to be constructed and 
it can perform fast prediction of intrinsic permeability, but it does not honor the 
connectivity of porous media and the real spatial distribution of the pores. Especially for 
the conventional reservoirs having good connectivity of pores, the bundle-of-tube model 
fails to provide a realistic representative model of porous media.  
2.1.2 Lattice Model 
Fatt (1956) proposed another theoretical pore-network model, the lattice model, 
which honors the good connectivity of porous media. Inspired by the random resistor 
network, Fatt (1956) assumed that the pore-throat distribution in the lattice model is similar 
as the lattice pattern and the bonds connecting different sites have various diameters. The 
schematic of a lattice model is shown in Figure 2.2. 
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Figure 2.2 Schematic of a two-dimensional regular-square lattice model. Black points 
represent pore bodies and red lines represent pore throats. The thickness of red lines 
represents the radius of pore throats. 
To characterize the pore-size distribution, the lattice model implements percolation 
theory, which was developed by Flory (1941) and Stock-Mayer (1943) to describe the 
process that small branching molecules react and form large macromolecules. Broadbent 
and Hammersley (1957) first introduced the mathematic application of percolation theory. 
They originally solved the problem of the spread of fluid particles within a random 
medium. The terms fluid and medium are general concepts: the fluid can be liquid, electric 
current, infection, heat flux and others; the media can be porous media, trees and others.  
Kirkpatrick et al. (1973) employed the lattice model with percolation theory to 
describe the mercury injection capillary pressure (MICP) curve, which is the first time that 
the mercury drainage experiment is simulated by a theoretical pore-network model. In a 
mercury drainage experiment, investigators raise the capillary pressure gradually and 
record the corresponding injected non-wetting phase (mercury) saturation (𝑆𝑛𝑤). When the 
capillary pressure becomes high enough, some of the pore throats have the potential to be 
invaded by mercury. However, the pore throats could be inaccessible for the mercury 
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because they are connected only by narrower throats from the surfaces of the core sample, 
which means those narrower pore throats restrict the non-wetting phase from invading into 
the wider ones.  
 In Figure 2.3, black points represent pore bodies and black lines represent pore 
throats. The radii of all the pore throats are stochastically distributed by either normal 
distribution or Weibull distribution. At the beginning of the mercury drainage experiment, 
the saturation of mercury (non-wetting phase) increases slowly with capillary pressure 
increase due to the restriction of the narrower pore throats (Figure 2.3 (a) (b) and (c)). At 
some specific capillary pressure, the threshold capillary pressure, a self-spanning cluster 
would form (Figure 2.3 (d)). Approaching the threshold capillary pressure, mercury would 
invade into a large amount of pore throats with a slightly increase of capillary pressure. 
This phenomenon results in the plateau-like trend in MICP curves, which can be captured 
by the theoretical pore-network model with random spatial distribution of pore throats and 
good connectivity of pore bodies. 
Schmidt and McDonald (1979) employed the lattice model to investigate the 
process of diagenesis, considering chemical effects and geometrical effects. Schmidt and 
McDonald (1979) characterized the pore-size distribution using the mercury drainage 
experiment and isothermal adsorption-desorption experiment. Meanwhile, the pore-space 
topology was also characterized by the isothermal adsorption-desorption experiment. The 
percolation theory based on the lattice model provides a tool to investigate the displacement 
process and to characterize the porous media. The previously proposed theoretical pore-
network models are not adequate to be implemented to interpret the mercury drainage 
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experiment and nitrogen isothermal adsorption/desorption measurement. Therefore, the 
lattice model leads the way of constructing representative theoretical pore-network models 
to characterize the porous media of rock core samples.  
                                          
Figure 2.3 Mercury drainage simulation using the lattice model, where black lines 
represent the pore throats not invaded by mercury, red lines represent pore throats 
invaded by mercury, and black points represent pore bodies. Wider lines represent 
pore throats with larger diameter, narrower lines represent pore throats with smaller 
diameter. 
2.1.3 Sphere Packing Model 
Sphere packing model is another widely-used theoretical pore-network model, 
which uses spheres to represent the matrix and the void among spheres to represent the 
pore space. Finney (1970) used the measured spatial coordination of 8000 bearing balls to 
evaluate the void spatial coordination. Bryant et al. (1993) constructed a physical model to 
characterize the pore-size distribution and permeabilities based on the void spatial 
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coordination. Bryant et al. (1993) used the sphere packing model to study the effects of 
grain sedimentation and diagenesis. Thane et al. (2006) used the cooperative rearrangement 
algorithm (Cargill, 1984) to construct a sphere packing model with a random distribution 
of spheres, and they used Delaunay triangulation technique to evaluate the flow capacities 
of the pore space extracted from the sphere packing model. Figure 2.4 shows an example 
of the random sphere packing model. The sphere packing method has also been used to 
evaluate the transport properties of unconsolidated sandstones with good connectivity 
(Oren et al., 1998). However, the sphere packing model cannot be used to represent the 
porous media of shale formations due to its good pore connectivity. 
 
Figure 2.4 An example of sphere packing model. (Bryant et al. 1992) 
Thane et al. (2006) used computer programs to construct a sphere packing model, 
where the exact positions of the spheres are known, and then extracted the void-space 
geometry of the porous media. Thane predict the flow resistance of core samples based on 
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this theoretical pore-network model. Gladkikh and Bryant (2006) introduced an algorithm 
to calculate the flow resistance of the porous media extracted from sphere packing models. 
The tessellation is a computational geometric structure splitting the void space into 
polygonal regions. The slitting process is performed by grouping every four adjacent 
spheres. An example of a group of four adjacent spheres is shown in Figure 2.5. The pore 
throat in this figure is at the surface of a tetrahedron, and the flow resistance the pore throat 
can be calculated based on the opening area available at surface. 
 
Figure 2.5 A 3D view of Delaunay cell. (Mousavi et al. 2010) 
The sphere packing model (Oren et al. 1998; Bryant et al. 1993) can be 
implemented to predict the permeabilities of unconsolidated sandstones, because it has 
good representativeness of the intergranular pores constructing the void space of 
unconsolidated sandstones. Mousavi et al. (2007) implemented the sphere packing model 
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to investigate the process of cementation and compaction of the intergranular pores in 
unconsolidated sandstones. Mousavi et al. (2007) studied the compaction by considering 
the hard and soft grains penetrating each other, and they studied the process of cementation 
by increasing the grain size.  
The sphere packing model is appropriate to represent the porous media of 
unconsolidated sandstones. But, the sphere packing model is not applicable for tight gas 
sandstones and shales since a significant fraction of the pores are intragranular. Mousavi 
(2007) investigated the applicability of implementing the sphere packing model to simulate 
the mercury drainage experiments, and it has been proved that the intergranular model 
alone is not applicable to analyze two-phase displacements. 
2.1.4 Tree-like Model 
Sakhaee-Pour et al. (2015) developed tree-like model and semi-tree like model. The 
tree-like model uses straight tubes to represent pore throats. The cross-sectional geometries 
of the pore throats are circle or slit. Sakhaee-Pour et al. (2015) first-time introduced the 
definition of “acyclic” model to characterize the limited connectivity of porous media in 
shales and tight gas sandstones. In the acyclic pore-network model, there is only one flow 
path between every two pore bodies. While, there are more than one flow path between 




Figure 2.6 Mercury injection capillary pressure curve for a shale core sample, where 
the plateau-like shape does not exist.  
The scanning electron microscope (SEM) is an imaging technique to produce high-
resolution images of a rock core sample. SEM scans the surface of rock core samples with 
focused ion beams (FIB). The rock core samples scanned by the FIB-SEM are limited in 
micrometer scale. Therefore, the pore connectivity of a general shale core sample 
(centimeter scale) cannot be directly characterized by FIB-SEM images. Experiment 
measurements, like isothermal adsorption/desorption experiment (Adesida et al. 2011) and 
mercury drainage/imbibition experiment (Heath et al. 2011), could be implemented to 
characterize the structure of porous media in centimeter-scale. The tree-like model and the 
semi tree-like model are constructed by implementing the results of mercury drainage 
experiment.  
Sakhaee-pour (2012) implemented the “acyclic” model to capture the unique 
characteristic of the porous media of shale formations, where no wider pore throats are 



























connecting every two pore bodies, unlike the traditional lattice model and sphere packing 
model. Even though the bundle-of-tube model do not have good connectivity among pores, 
its pores, which do not have any connections, cannot represent the real porous media. The 
tree-like model, shown in Figure 2.7, arranges the pore throats with the diameters from 
large to small. 
The tree-like model cannot be used to simulate steady-state flow due to its dead-
end pore throats. However, it can be used to simulate the transient pulse decay method. To 
predict the permeability, the pressure distribution needs to be calculated first (Figure 2.8). 
 
Figure 2.7 Schematic of a tree-like model, where the black lines represent pore 




Figure 2.8 (a) Pressure distribution in a tree-like model at the start of the transient 
pulse decay measurement, where the pore pressure is uniform. (b) Pressure 
distribution of tree-like model when the core sample begins to be evacuated. (𝒑𝒎𝒂𝒙 >
𝒑𝟏 > 𝒑𝟐 > 𝒑𝟑 > 𝒑𝒐𝒖𝒕𝒍𝒆𝒕) Arrows represent the flow direction. (Sakhaee-pour et al. 
2012) 
The length of the tree-like model is same as that of the core sample, and it also 
equals to the length of the pore throat with the largest diameter. The threshold capillary 
pressure of the tree-like model is the pressure at which mercury start to invade into the rock 
core sample. A fitting parameter, branching ratio, is introduced to describe the length ratio 
of the pore throats with different diameters. Sakhaee-Pour et al. (2012) calculated the total 
cross-sectional area of the pore throats with a specific diameter using the length of the pore 
throats and the volume of mercury injected at the specific capillary pressure: 
𝐴𝑡ℎ𝑟𝑜𝑎𝑡𝐿𝑡ℎ𝑟𝑜𝑎𝑡 = 𝑉𝑝∆𝑆𝑤         (2.3) 
where 𝐴𝑡ℎ𝑟𝑜𝑎𝑡  is the pore-throat area and 𝐿𝑡ℎ𝑟𝑜𝑎𝑡  is the pore-throat. 𝑉𝑝  is the total pore 
volume of the core sample, and ∆𝑆𝑤 is the increased mercury saturation at an incremental 
capillary-pressure step.  
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The other acyclic model proposed by Sakhaee-Pour (2012) is the semi-tree like 
model, which does not have a unique representation for a given mercury drainage 
experimental data. Figure 2.9 shows two cases of semi-tree like model for the same 
mercury drainage experimental data. Figure 2.9(a) indicates one type of the semi-tree like 
model, whose narrow pore throats are connected to the wider pore throats; while Figure 
2.9(b) indicates another type of model, which have some narrow pore throats directly 
connected to the widest pore throats. Figure 2.9 also show the process of mercury invasion 
in the porous media.  
 
Figure 2.9 (a) and (b) are two types of semi-tree like model for the same mercury 
drainage experimental data. The thickness of lines represents the characteristic size 
of pore throats. The black lines represent pore throats without mercury invaded and 
red lines represent pore throats with mercury. (Sakhaee-pour et al. 2012)  
Nevertheless, the tree-like model has its deficiencies in characterizing the 
unconventional reservoirs, which include: (1) it only has one flow path connecting from 
the upstream to the downstream of the core sample, where other paths are branches 
connecting to this main flow path; (2) the cross-sectional area of the only flow conduit 
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across the entire pore-network is constant; moreover, the size of pores in the pore-network 
model are much larger than the real pore size; (3) all the flow paths of the tree-like model 
are straight, namely, it does not consider the tortuosity of the porous media. Even though 
the tree-like model can predict the intrinsic permeability of the core sample, these 
discrepancies make the tree-like model proposed by Sakhaee-pour (2015) inadequate to 
capture the realistic shale porous media.   
2.2 Extracted Pore-network Modeling 
The pore-structure characterization in petroleum formations in terms of topological 
and geological properties is important, by which the flow regimes can be determined. It is 
not practical to simulate fluid flow directly on the voxels of the scanning images of rock 
core samples due to its large computational cost. Extracted pore-network modeling 
provides an efficient way to investigate the displacement process and to predict the 
transport properties.  
Attempts to extract reasonable pore networks from generic and arbitrary 3D images 
have been tried for decades. The algorithms can be categorized into groups, which are 
multi-orientation scanning algorithm, medial-axis based algorithm, and maximal-ball 
algorithm.  
2.2.1 Multi-orientation Scanning Algorithm 
The multi-orientation algorithm proposed by Zhao (1994) was first-time used to 
identify the pore-size distribution based on 3D reconstructions. The definition of pore 
throat is the void space with relatively small characterized size separating the pore bodies 
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with relatively large volume of void space. Therefore, reasonable identification of pore 
throats is the criterion to determine the pore-body distributions and coordination numbers. 
Meanwhile, pore throats need to be identified from the normal direction of the cross-
sections of a pathway. Consequently, Zhao (1994) argued that a sequence of normal 
scanning of the core sample is essential to locate the pore throats, instead of scanning from 
only one direction. Zhao (1994) proposed the algorithm of measuring two-dimensional 
features from a sequence of sections identified from the same pathway. Since a sequence 
of scanning sections can be normal to a portion of the pathways, several sequences of 
scanning section from multi-orientation can identify all the pathways.   
The multi-orientation scanning algorithm does not require physically scan for 
several times from different orientations; instead, it physically scans the sample from only 
one orientation, and the other orientational scanning is performed on the digital three-
dimensional array stored in the computer memory. Once the core sample is scanned, the 







Figure 2.10 Thirteen-orientation scanning algorithm of constructing extracted pore-
network models. (Zhao et al. 1994) 
Kwiecien et. al (1990) developed an algorithm to scan samples from seven 
orientations, but they did not provide adequate reasons of choosing seven orientation. Zhao 
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(1994) indicated 13-orientation scanning would provide a more accurate pore-network 
model (Figure 2.10). Meanwhile, Silin et al. (2003) indicated that the resolution of the two-
dimensional serial scanning sections has effects on the extracted pore network model. 
High-resolution digital data is required to ensure an accurate pore-network model extracted 
by the multi-orientation scanning algorithm. The critical departure angle of the scanning 
algorithm with different orientations (7, 9 or 13) can be calculated using the Euclidean 
geometry. But it has been proved that the thirteen-orientation scanning method can provide 
a more accurate pore-network model (Kwiecien et al. 1990). The main problem of the 
multi-orientation scanning algorithm is time-consuming.  
2.2.2 Medial axis-based algorithms 
Since Calabi and Harnett (1968) propose the concept of grassfire, many different 
pore-network extraction algorithms were developed based on the medial axis algorithm 
(Malandain et al. 1998; Doyen et al. 1988). The existing pore-network extraction 
algorithms based on medial axis theory can be classified into three categories (Jiang et al. 
2007): medial axis transformation, thinning methods and hybrid methods.  
2.2.2.1 Burning Algorithm 
The medial axis transformations use the distance map algorithm (Malandain and 
Fernandez, 1998; Calabi and Harnett, 1968). The main idea of this algorithm is to calculate 
the distance map of the porous media at first and then to connect the maxima. Based on the 
medial axis theory, Lindquist et al. (1996) developed burning algorithm to define the pore 
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bodies and pore throats. Delerue et al. (1999) introduced the ball-growing algorithm to 
extract the pore-network model.  
The first step of burning algorithm is to construct a discrete medial axis. The three-
dimensional tomographic image is composed of discrete voxels, where each of the voxels 
is defined as matrix or void space using number 1 or 0. It isolates a sub-region (𝑢) of the 
void space and then performs “burn” algorithm. It labels all the voxels in the exterior region 
with integer -1, and all the grain voxels in 𝑢 with integer 0. Define all the unlabeled voxels 
adjacent to the labeled voxels (k) as 𝑘 − 1. This iterative procedure “burns” all the voxels 
in the void space. The burning rate from burned layer to unburned layer is one layer per 
iteration. A simple illustration is shown in Figure 2.11. 
 
Figure 2.11 An example of burning algorithm, where the medial axis is identified. (a) 
the number identification incorporating the void structure effects. (b) the number 
identification without incorporating the void structure effects caused by irregularities 
of grains. The medial axis is the voxels colored by blue and green, and grain voxels re 
colored by gray. (Doyen et al. 1988) 
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If the burning process achieves a voxel from more than one direction 
simultaneously, the voxel is defined as a medial axis voxel. The discrete medial-axis voxels 
will be used to define the continuum medial axis afterwards. The burning process can enter 
the voxel from different directions, which is shown in Figure 2.12, and the medial axis will 
be defined correspondingly. Doyen et al. (1988) proposed an iterative three-dimensional 
erosion algorithm based on the burning algorithm. 
 
Figure 2.12 Medial axis determination scenarios. (a) (b) (c) and (d) represent the 
identification of medial-axis voxel from different burning directions. (Doyen et al. 
1988) 
The burn numbers can be categorized into different one-parameter families, and 
then these one-parameter families can be used to characterize the void structure of core 
samples. The pore connectivity in a rock core sample characterized by the burning 
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algorithm indicates that the distribution of medial axis volume satisfies the power-law 
distribution for the formations of sandstone, chalk and carbonate.  
2.2.2.2 Thinning Algorithm 
Thinning algorithm is defined as the process of deleting voxels from a three-
dimensional reconstruction iteratively until all the redundant voxels are deleted (Kong et 
al. 1989). This algorithm can be described as peeling off the boundary voxels of the void 
space in a layer-by-layer manner. The purpose of this approach is to remove the redundant 
voxels in an efficient way without influencing the geometry of pore space. Morgenthaler 
(1981) improved the thinning algorithm by introducing the notion of “simple point”. 
Simple points represent the redundant voxels that can be deleted from the void space 
efficiently. Afterwards, various methods were proposed to characterize the simple point 
(Bertrand et al. 1994; Bertrand et al. 1996; Lohou et al. 2005). There are three ways to 
perform the simple-point algorithm: sequential detection, parallel detection and 
morphological operation. The advantage of the thinning algorithm is that the porous-media 
topology can be preserved.  
Jiang et al. (2007) proposed another medial-axis method combining an efficient 
thinning algorithm with the Euclidean distance transformation to get the medial axis from 
the void space of three-dimensional reconstructions. This algorithm detects and delete the 
redundant voxels based on medial axis, instead of the simple point. Meanwhile, this 
thinning algorithm uses distance transformation method to convert a digital binary image 
into a gray scale image. The isolated pore bodies and pore throats, which have no 
contributions in transporting fluid, are removed during the construction of pore-network 
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model. Only the topological information of the void space is preserved. The medial axis is 
generated based on the topological information. Consequently, it would lose much 
geometry information, such as dead-end pores and boundary voxels. For the investigation 
of fluid flow in porous media, it is important to identify the inlet and outlet of the pore-
network model. However, the thinning algorithm tends to remove most of the voxels of 
boundary.  
2.2.2.3 Hybrid Algorithm  
The hybrid method combines the thinning algorithm with the burning algorithm to 
characterize the media axis and then extract the pore-network model (Pudney et al. 1996; 
Saito et al. 1995; Pudney et al. 1998). Morgenthaler et al. (1981) proposed a new method, 
the Distance Ordered Homotopic Thinning method, which delete the simple points 
iteratively with the burning method and thinning method in an increasing distance map 
order. This method could cause the problems that the medial axis is not defined in the 
center of the void space, which is shown in Figure 2.13. 
To get rid of the effects of spurious throats in the thinning process, Sheppard et al. 
(2005) proposed a method to merge the pores based on the quality of the potential pore 
throats to be deleted. Sheppard et al. (2005) introduced a non-linear function of length-
width ratio and constriction ratio to evaluate the quality of each pore throat. Constriction 
ratio is defined as the smaller aspect ratio of a pore throat, which is the ratio of the smaller 
inscribed radius of the two adjacent pore bodies connecting this pore throat. The definition 
of length-width ratio is the ratio between the distance of the two adjacent pore centers and 
the width of the pore throat linking these two pores. Sheppard et al. (2005) defined that the 
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short pore throats are of inferior quality, while the constrictive pore throats are of decent 
quality. The low-quality pore throats would be deleted based on the threshold value 
proposed by Sheppard et al. (2005). Because the high noise level of digital images can 
cause many spurious branches, Sheppard et al. (2005) used the Gaussian smoothing kernel 
to get rid of the noise before the pore skeleton extraction. Since the complexity of the clean-
up procedures is reduced, the characterized medial axis would contain less furious 
branches.  
 
Figure 2.13 Schematic of the medial axis achieved by the algorithm of Distance 
Ordered Homotopic Thinning method. (Jiang et al. 2007) 
2.2.2.4 Discussions 
The medial axis algorithm mathematically preserves the topology and geometry of 
void space, but the pore-throat identifications could be ambiguous for some conditions. It 
is essential to implement the clean-up procedure to remove the trifling details of rock 
matrix, which is caused by the high sensitivity of the thinning algorithm to the noises 
occurring in three-dimensional reconstructions (Venkatarangan et al. 2000). This method 
always has more than one junction of the medial axis, so an efficient merging algorithm 
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needs to be developed to trim the extracted skeleton reasonably. The junctions are required 
to be fused together to avoid unrealistic high coordination numbers (Shin et al. 2005; 
Sheppard et al. 2005).  
The effects of the clean-up process indicate that the medial-axis algorithm is highly 
sensitive to the connection between void-matrix surface and the disconnected clusters 
caused by the inappropriate segmentations. It also has trimming effect, where all the dead-
end pores without fluid will be trimmed. 
 
 
Figure 2.14 Skeleton of a two-dimensional object and the corresponding 
characterized medial axis. (Silin et al. 2006) 
It has been proved that the medial-axis method could have some problems in 
identification of pore throats and pore bodies (Silin et al. 2006). Since the thinning 
algorithm cannot eliminate the side-effects of skeleton extraction, it could lead to some 
unexpected medial axis in angular pores (Figure 2.14). The skeleton of void space is 
dimension-independent, so it will be straightforward to express the mechanisms in a two-
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dimensional space. The extracted porous skeleton could be bizarre for the pores having 
complex shapes. For a three-dimensional object, even a pore space with simple geometry 
can have complex skeletons extracted by this method.  
The reproducibility of the pore-network model extracted by thinning algorithm is 
another problem. There are two factors influencing the pore-network extraction 
significantly: the orientation of the images, and the order the voxels to be eliminated. 
Figure 2.15 is an illustrative example, which is a two-dimensional set of voxels. It assumes 
that every two pixels are regarded as connected if they have a common vertex and the 
connectivity need to be preserved during the thinning process. The inlet and outlet of the 
core sample need to be connected during the process of pixel-removal, where the inlet and 
outlet are the pixels with number 1 and 5 in Figure 2.15. Supposing I start with deleting 
the pixel labeled as number 3, the pixels labeled as number 2 and 4 cannot be deleted 
without breaking the connectivity of the remaining set. Alternatively, it will cause the set 
of pixels forming the chain 1-3-5 if I sequentially remove pixels labeled as number 2 and 
4. Therefore, it can extract two mutually exclusive porous skeletons following the same 
procedures and assumptions. It indicates that different selection of the starting pixel will 
cause different results.  
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Figure 2.15 The illustration of the dependence of thinning process on the start pixel. 
(a) is the complementary of the medial axis of (b). (Silin et al. 2006) 
2.2.3 Maximal-Ball Algorithm  
Silin et al. (2003) proposed maximal-ball method to perform the pore-network 
extraction. Dong et al. (2009) improved the maximal-ball method by enhancing the 
algorithm of identification of pore bodies and pore throats; meanwhile, he use the extracted 
pore-network model to predict the intrinsic permeability and apparent permeability.  
In Dong’s method (2009), the first step of the maximal-ball algorithm is to define 
the maximum inscribed balls associating with each void space voxel. The searching process 
starts from the voxel itself, where the radius is recorded as zero, and it increases the radius 
of the maximal ball by one-unit-voxel layer for each step until it reaches the matrix voxels. 
It can be roughly estimated that the computation times should be the total number of the 
one-unit-voxel layers of every ball. Therefore, the computational burden will be intense if 
the image is large and the porous media have high porosity. If the image resolution 
increases, the computational burden will be more intensive. The second step is to remove 
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the redundant maximal balls whose voxels are repetitive. After defining all the inscribed 
balls associated to each voxel, it can be identified that some of the maximal balls are the 
subset of others. Consequently, a removing process is required to delete all the redundant 
maximal balls.  
Next step is to distinguish the masters and slaves among all the maximal balls. To 
characterize the configuration, the hierarchy of the all the maximal balls need to be defined. 
If are two maximal balls overlap each other, the larger one is announced as master and the 
smaller one is labeled as the slave. But many voxels are defined as both masters and slaves 
at the same time. Figure 2.16 shows an example of the maximal ball classification in a 
rectangular pore space. In Figure 2.16, Voxel A, B and C are the center voxels of the 
maximal balls. The maximal ball B is the slave of A and the master of C at the same time. 
Here, the maximal ball B characterizes the topology of corner and the maximal ball A 
characterizes the opening. An improved algorithm is introduced to define the hierarchy of 
all the maximal balls. At first, the master maximal ball, which is not a slave of any other 
balls, is selected and defined as super-master. The super-master can represent the local 
maxima of the maximal balls. The super-master is Figure 2.16 is the maximal ball A. Then, 
all the slaves associated with this super-master need to be rearranged using the depth-first 
type searching algorithm. In Figure 2.16, the master A finds its intermediate slave B and 
the corresponding slaves C. Consequently, both B and C are the slaves belongs to A.   
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Figure 2.16 Schematic of a rectangular pore with different maximal balls, where 
maximal ball B is the slave of A and the master of C. (Silin et al. 2006) 
Al-Kharusi et al. (2007) improved this method by introducing a new algorithm to 
determine the maximal ball hierarchy. Al-Kharusi et al. (2007) also extended the new 
algorithm to study the porous media of carbonates and sandstones. Instead of just defining 
two types of relationship, the master and slave, Al-kharusi et al. (2007) introduced a new 
relationship, the cluster, to better describe the porous skeleton. The cluster was used to 
describe the maximal balls adjacent to each other (Figure 2.17). The new hierarchy-
definition resolves the problem of ambiguity, where some master maximal balls have the 
same size with the adjacent slave balls. They used the pore-network model extracted from 
two-dimensional images to characterize the one-phase and multi-phase fluid flow. The 
absolute permeability and relative permeability are successfully predicted. But, the 
computational cost of this algorithm limits the size the rock core sample can be characterize 
in micrometer-scale. Since the new algorithm requires tremendous memory of computer, 
only the porous media with thousands of pores can be skeletonized (Ye et al. 2018a).  
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Figure 2.17 The definition of hierarchy in a maximal-ball algorithm. (Al-Kharusi et 
al. 2007) 
Based on Al-Kharusi’s method, Dong et al. (2009) developed a new algorithm, 
which is more efficient to extract pore network models from sandstones and carbonates. 
The major novelty of the method is the algorithm of maximal-ball searching and hierarchy 
definition. Instead to inflating the inscribed ball by a one-unit-voxel layer for each step, he 
introduced a new two-step algorithm. Dong et al. (2009) used an inflating algorithm to 
identify the potential searching range of the maximal balls and used a deflating algorithm 
to locate the genuine nearest solid voxels to identify the maximal-ball radius. 26 directions 
have been searched in the inflating process (6 lateral, 8 diametrical and 12 diagonal). The 
“stop point” defines the range of deflating algorithm, where all the voxels included in the 
range are analyzed to define the genuine nearest matrix voxel.  
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The other improvement of Dong’s method is the hierarchical arrangement of the 
maximal balls. The new algorithm did not define the master, cluster and slave as precious 
methods, and it introduced a clustering process to classify the pore bodies and pore throats. 
The clustering process arrange the all the maximal balls by families based on their size and 
rank.  The new algorithm sorts the maximal balls from big to small and divide them into 
subsections according to their size. Each subsection contains all the maximal balls with the 
same size. Then it ranks the largest maximal balls first and regard them as the ancestor. All 
the maximal balls with smaller radius overlapping on the ancestors are regarded as its 
offspring. Each ancestor and its offspring are defined as a family, based on which the pore 
bodies and pore throats are classified. However, Dong’s method developed for 
conventional reservoirs has some deficiencies in extracting the pore-network models for 
shale formations, because the algorithm cannot capture the extremely small pores. 
Moreover, the geometry information of each pore cannot be captured by Dong’s method.  
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Chapter 3 Integrated Pore-Scale Characterization Using Dendroidal 
Theoretical Pore-network Model 
3.1 Characterization of Pore Connectivity 
During a mercury drainage experiment, the capillary pressure increases 
continuously in discrete pressure steps and the corresponding increment of mercury-
saturation is recorded. Once the capillary pressure approaches the threshold capillary 
pressure of a pore throat, mercury can be injected into the specific pore throat. However, 
some of the pore throats cannot be invaded as they are connected only through narrower 
pore throats from the sample interface; those narrow pore throats that have high invasion 
capillary-pressure requirement restrict the nonwetting phase from invading into the wide 
pore throats. Fatt (1956) introduced the percolation theory based on the lattice pore-
network model to characterize this phenomenon. At the initial phase of mercury drainage 
experiment, the nonwetting-phase saturation increases slowly due to the restriction of 
narrow pore throats. As the capillary pressure approaching the threshold pressure, the 
mercury saturation suddenly increases to a considerable extent with a slight increase of 
capillary pressure due to the formation of a self-spanning cluster. The self-spanning cluster 
connects large amount of wide pore throats restricted by narrow pore throats before, and it 
provides an accessible flow path across the entire sample. This phenomenon causes a 
plateau-like trend in the mercury injection capillary pressure (MICP) curve. The lattice 
model can capture this phenomenon because of its spatially random distribution of pore 
throats and good pore connectivity. 
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The MICP curve of unconventional formations does not have the plateau-like trend 
due to its limited connectivity. In the mercury drainage experiment of a shale core sample, 
the saturation of non-wetting phase increases gradually with capillary pressure increase 
(Figure 3.1). Chen et al. (2015) used Lattice Boltzmann Method to simulate fluid flow in a 
three-dimensional reconstruction of a shale core sample located in Sichuan, China. Figure 
3.2 shows the pressure distribution and streamline of the direct simulation, and it also 
indicates that the connectivity of the porous media is limited. In Figure 3.2, the major flow 
contributions are from several main flow paths, which indicates that there are only several 
flow conduits traveling across the entire core sample. Other flow channels connecting to 
the main flow paths are the branching paths, that have relatively small effects to the flow 
capacity of the core sample.  Besides, the main flow paths seldom connect to each other. 
Integrating the unique features of MICP curves from mercury drainage experiments and 
the extracted pore networks from scanning electron microscope (SEM) images, I propose 
a novel theoretical pore-network model, the dendroidal model, to characterize the porous 
structure of shales.  
Since there is no plateau-like trend existing in the MICP curve of shale core 
samples, the mercury intrusion happening in wide pores are merely restricted by narrower 
ones. Sakhaee-Pour et al. (2015) proposed a theoretical pore-network model named 
“acyclic-model”, considering the limited pore connectivity in shales. In the acyclic model, 
there is only one unique flow path linking every two pore bodies and the spatial distribution 
of pore throats with different sizes are in a tapering manner. But the acyclic pore-network 
model cannot represent the realisms and the stochastic nature of the spatial distributions of 
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pore throats and pore bodies. To ensure both non-plateau trend of MICP curve and realistic 
pore spatial distributions, I introduced the ‘semi-acyclic’ model to accommodate the 
scenario of multi-path connecting pores.  
 
Figure 3.1 Injected mercury saturation change with capillary pressure, expressed in 
terms of relative capillary pressure for the reason of comparison. Plateau-trend shape 
only exists in the curves for sandstones, while the injected mercury saturation in 
shales increase continuously with capillary pressure.   
 
Figure 3.2 Streamlines and pressure distributions in a three-dimensional 





























3.2 Experimental Data 
This section briefly discusses the experimental data used in constructing a pore-
network model. For each shale core sample, experiments are performed to get the static 
properties, including total organic carbon (TOC), mineralogy, porosity and contact angle. 
I obtained TOC using a LECOTM analyzer; minerology using transmission Fourier 
Transform Infrared (FTIR) Spectroscopy; total porosity from Low Pressure Helium 
Pycnometry (LPP); contact angle by Sessile Drop Method after optically determining the 
wetting properties of a localized region on a solid surface. The traditional mercury drainage 
and imbibition experiments provide the size and spatial distribution of pores. The 
isothermal adsorption-desorption measurement (IADM) characterizes the pore-body size 
distribution using Micromeritics Tristar 3020 gas adsorption analyzer. After adsorption-
desorption isotherm measurements, shale core samples are burned by exposing to oxygen 
plasma to remove the organic matters. This process gets rid of any remaining hydrocarbon 
that has not been removed during the process of oven-drying along with kerogen and 
bitumen in the samples.  
For the IADM, I crush the original shale core samples and sieve them into 35 mesh-
size cubes. To eliminate the effect of moisture and hydrocarbons, I dry the samples at 100℃ 
for 24 hours with experimental ovens. The temperature of drying process needs to ensure 
not to alter the kerogen and bitumen. I inject nitrogen with continuously increasing 
capillary pressure from 1.1 psi to 14.7 psi at a constant temperature and record the 
corresponding adsorbed gas volume. Once the capillary pressure achieves 14.7 psi, I 
decrease the pressure continuously to obtain the gas desorption volume for each pressure 
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step. Since the pressure range for the IADM in this research is low, the size and 
compressibility of pores will not be changed. 
To eliminate the effect of temperature change and mercury compressibility during 
the experimental process, I analyze the blank cores before collecting any data. 
Additionally, I prepare all the core samples through multiple processes, including 
polishing, drying and vacuuming. These processes ensure the fluid to be evacuated from 
the porous media, and the pore pressure is approximately zero at the start of the experiment. 
Integrated Core Characterization Center at The University of Oklahoma conducted all the 
aforementioned experiments. 
3.3 Dendroidal Model 
3.3.1 Dendroidal Pore-network Model Description 
The dendroidal model (Figure 3.3), a three-dimensional theoretical pore-network 
model, distinguishes pores into main flow paths and branching flow paths by the critical 
capillary pressure. Main flow paths are the flow channels across the entire core sample 
along flow direction and branching flow paths are the conduits initiated from individual 
pore bodies located in main flow paths. Both main flow paths and branching flow paths are 
composed of pore bodies and pore throats with various sizes. Figure 3.3 schematically 
shows one main flow path of the dendroidal model and the associated branching paths. The 
other main flow paths have similar spatial distributions of pores. The adjacent main flow 
paths are connected to each other by the branching paths at the end pores of each branching. 
In another word, the end pores of each branching path stemmed from the main flow paths 
enable the limited connectivity amongst multiple main flow paths. Thence, this semi-
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acyclic model improves the connections among main flow paths without sacrificing the 
limited connectivity.  
The dendroidal model use spheres to represent pore bodies, whose size distribution 
is characterized with IADM experiments. The pore throats are represented by tubes with 
various cross-section shapes: triangles, circles and rectangles. Randomly generated corner 
angles determine the triangles, while randomly generated aspect ratios (ratio of two 
adjacent sides) describe the rectangles. The lengths of pore throats and the coordination 
numbers of the pore bodies are also stochastically assigned by normal distribution. The 
dendroidal model is used as a platform to simulate the mercury drainage/imbibition 
experiments considering contact-angle hysteresis and trapping hysteresis. The results of 
simulation are fitted with the experimental data by adjusting the stochastically distributed 
parameters aforementioned. 
An additional feature of the dendroidal model is compensating for compressibility. 
The experimental results of mercury drainage/imbibition experiments are corrected by 
dual-compressibility model to eliminate the compressibility effect of void space (isolated 




Figure 3.3 Schematic diagram of dendroidal model, where solid lines represent main 
flow paths, dashed lines represent branching paths and circles represent pore bodies. 




Figure 3.4 General procedures of constructing a dendroidal model. 
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Since the composition of pore walls has influence on transport properties and the 
capacities of gas adsorption/desorption, the dendroidal model differentiates organic pores 
and inorganic pores by analyzing the total organic carbon (TOC). For inorganic pores, 
further minerology classification is performed using the Fourier’s Transform Infrared 
Spectroscopy (FTIR) measurements. Figure 3.4 illustrates the general procedures of 
constructing the dendroidal model by integrating the seven distinct experiments 
aforementioned.  
3.3.2 Correction of Mercury Drainage Experimental Data 
The previous theoretical pore-network models, including bundle-of-tube model, 
percolation model, sphere model and tree-like model, do not account for the 
compressibility effect while implementing mercury drainage experimental data in 
constructing pore-network models. Consequently, the pore-network model developed 
through those previous algorithms could deviate from the real pore structure significantly. 
Many studies addressed the compressibility effect on MICP curve by experiments or 
theoretical considerations (Zimmerman, et al. 1986; Laurent et al. 1993; Comisky et al. 
2011). The dendroidal model use the dual-compressibility model (Lan et al. 2017) to 
correct the mercury drainage experimental results by eliminating the compressibility effect. 
The compressibility of mercury is low enough to be neglected, and its chemical effects can 
be neglected as well due to its high chemical stability. The compressibility correction of 
MICP curve can be treated as a dynamic problem, in which the compressibility changes as 
an exponential function of effective stress. The mercury drainage experiment is delineated 
into three phases: conformance, compression and intrusion. The volume of mercury 
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increased in the conformance phase helps envelop the external shape of the core sample 
instead of invading porous media. Thus, the conformance phase cannot be used to identify 
the pore volume.  
Within the range of conformance and critical intrusion pressure, the capillary 
pressure is not high enough for the mercury to invade into the porous media. The recorded 
mercury volume increase is the volume change caused by the compression of both 
accessible and inaccessible pores.  
Mercury starts to invade into the accessible pores with the pressure approaching 
critical intrusion pressure, at which the capillary pressure is high enough for mercury to be 
injected into porous media. In constructing the dendroidal model, I implement dual-
compressibility model to compensate the compressibility effect during mercury drainage 
experiments. This ensures the mercury volume recorded are corresponds to the increase of 
accessible pore volume.  
3.3.3 Pore-Throat Shapes 
The cross-sectional geometry of pore throats and pore bodies are complex in real 
porous structure. Here, I represent pore bodies using spheres and pore throats using 






Figure 3.5 Schematic of pore throats, pore bodies and the general connections 
implemented in the dendroidal model. 
To define a rectangle, the lengths of two adjacent sides (𝑎 and 𝑏) are required, and 
the radius ( 𝑟) is required to determine a circle. Three parameters are required to define a 
triangle: shape factor (G), inscribed radius (r), and half-angle of one corner (β2). The half-
angle of three corners have the relationship, 0 < 𝛽1 < 𝛽2 < 𝛽3 <
𝜋
2
, which is satisfied with 
the convention that β3 is the largest angle in opposite of the longest side of the triangle. The 




= 0.25 tan 𝛽1 tan 𝛽2 cot(𝛽1 + 𝛽2)       (3.1) 
where 𝐴 is the cross-sectional area of the pore throat and P is the perimeter. This shape 
factor ranges from the maximum, √3/36, for an equilateral triangle, to the minimum by 
approaching 0 for an extremely slit-like triangle. For a given shape factor of a triangular-
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tube, the admissible range for the corner half-angle (β2) is limited,  𝛽2,𝑚𝑖𝑛 < 𝛽2 < 𝛽2,𝑚𝑎𝑥. 
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Figure 3.6 shows the relationship between the shape factor and the second-large half-corner 
angle, while Figure 3.7 illuminates the relationship among different half-corner angles.   
 
Figure 3.6 Relationship of the shape factor and the corner half-angle for a triangular 
pore throat. The admissible values for corner half-angle are within the range of the 




Figure 3.7 Feasible range of corner half-angles with respect to different shape factors. 
3.3.4 Isothermal Adsorption/Desorption Measurement 
Since the first-time use of isothermal adsorption/desorption experiments (IADM) 
in the estimation of pore-size distribution by Barrett (1951) and pore connectivity by 
Seaton (1991), various methods were developed to characterize the porous structure. 
Zapata et al. (2017) proposed a method to evaluate pore-body size distribution for shales 
based on an acyclic model. This approach is implemented in the dendroidal model to 
characterize the pore-body size distribution. Zapata assumed that the incremental 
adsorption volume is only corresponding to the adsorbed gas volume in pore bodies, 
neglecting the effects of pore throats. Since pore bodies construct most volume of the void 
space, the feasibility of neglecting the effect of pore throats has been proven to be 
reasonable (Zapata et al. 2017).  
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Halsey’s model determines the thickness of an adsorbed layer stick on the pore wall 
as follows, 





        (3.5) 
where 𝑝/𝑝0  is the relative pressure. However, Halsey’s model is not accurate at high 
pressure because it neglects the effects of condensation and evaporation. To account for 
these effects in nano-pores, the threshold relative pressures corresponding to evaporation 
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where 𝑅 is the gas constant, 𝑉𝑚𝑜𝑙 is the molar volume of the gas, 𝑇 is temperature, 𝜃 is the 
contact angle of the gas on the solid wall,  𝑟 is the radius of pore body, γ is interfacial 
tension, (𝑝/𝑝0)𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛 and (𝑝/𝑝0)𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛 are the relative pressure corresponding 
to condensation and evaporation. These equations indicate that the critical relative 
pressures of evaporation and condensation are dependent on the original pore-body radius. 
The IADM can be simulated using this algorithm based on acyclic models to characterize 
the pore-body size distribution. 
3.3.5 Mechanisms of Mercury Intrusion  
Mercury intrusion is a drainage process, where the non-wetting phase is injected 
into porous media in a quasi-static manner. At the equilibrium condition, the capillary 
pressure must overcome the threshold pressure for the mercury invasion. The capillary 
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pressure required for invasion is determined by the shape and size of the pore throat. The 
non-wetting phase will invade into the pore bodies whenever it is injected into the 
connected pore throats due to the size difference between pore bodies and pore throats. 
Even though pore bodies cannot restrict the fluid from invading into the porous media, 
their storing capacity can influence the MICP curve. Consequently, the pore-body 
distribution considerably influences the characterization of mercury-intrusion experiments.  







         (3.8)        
where 𝑟 is pore-throat radius, 𝜎 is interfacial tension, and 𝜃𝑟 is receding contact angle.  
To estimate the threshold capillary entry-pressure for the pore throats with 
triangular cross-sectional shape (Figure 3.8), I follow the generalization of Mason and 
Morrow’s (1991) expression. The Mayer-Stowe-Princen (MSP) algorithm of calculating 
the entry capillary pressure relies on equating the curvature of invading interface to the 
corner arc meniscus (AM). The threshold capillary pressure of mercury drainage (𝑃𝑐,𝑑
𝑒 ) in 





𝐹𝑑(𝜃𝑟 , 𝐺)       (3.9) 
where 𝜎 is interfacial tension, 𝑟𝑠 is the radius of the inscribed circle of the cross-sectional 
triangle, 𝜃𝑟 is receding contact angle, and 
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𝐹𝑑(𝜃𝑟 , 𝐺) =
1+√1+4𝐺𝑇/ cos 𝜃𝑟
1+2√𝜋𝐺
                  (3.10) 
is a function of corner half-angles: 






− 𝜃𝑟 − 𝛽𝑖)]
3
𝑖=1 .               (3.11) 
𝑇 is not applicable for a given shape factor if any of the pore corners does not have an AM. 
If the receding contact angle is 0, 𝑇 = 1 regardless of the number of the pore corners 
containing AM.  
 
Figure 3.8 Fluid distribution within a pore throat, where the wetting phase fluid is 
distributed in the central region and the non-wetting phase is trapped in corners. 
For a rectangular-cross-section pore throat (Figure 3.8), Mason et al. (1991) 
proposed a general relationship between the curvature of main terminal meniscus (MTM) 





















= 0.               (3.12) 
The solution of Eq. 3.12 is  
𝐶𝑛 = cos 𝜃𝑟 + √
tan 𝛽𝑖
2
[sin 2𝜃𝑟 + 𝜋(1 − 2𝛽𝑖 − 2𝜃𝑟)], for 𝜃𝑟 <
𝜋
2
− 𝛽𝑖             (3 .13 ) 
𝐶𝑛 = 2 cos 𝜃𝑟, for 𝜃𝑟 >
𝜋
2
− 𝛽𝑖.                  (3 .14 ) 
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{cos 𝜃𝑟 + √
1
2
[sin 2𝜃𝑟 + 𝜋(1 − 𝜋 − 2𝜃𝑟)] }, for 𝜃𝑟 <
𝜋
2





, for 𝜃𝑟 >
𝜋
2
− 𝛽𝑖                    (3.16) 
where 𝑟𝑠 is the inscribed radius of rectangular pore throats. 
3.3.6 Mechanisms of Mercury Retraction 
As mentioned previously, I vacuumed the core samples at the preparation phase of 
the mercury drainage experiments. Thence, the porous media is almost fully saturated with 
mercury after the drainage process, except for the nooks and crannies on pore walls, where 
mercury-gas high curvatures reside. Mercury retraction is an imbibition process that gas 
(wetting phase) displaces mercury (non-wetting phase). The mercury retraction occurs 
continuously as the capillary pressure decrease.  
The mechanism of mercury retraction is much more complicated than that of 
mercury drainage, which includes pore-throat piston-type imbibition, snap-off and pore-
body filling. The imbibition progresses slowly in a quasi-static manner, and the gas spans 
the entire porous media through corner filaments. Consequently, some mercury gets 
trapped in the porous media since the wetting phase (air) cuts off the escape paths.  
The mercury is withdrawn from the narrow pore throats at first, and then it is 
extracted from the wider pore throats with capillary pressure decrease. Since there is no 
MTM at the beginning, the wetting phase fill the pore throats by snap-off and then by 
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piston-type imbibition. Correspondingly, the wetting phase fill the pore bodies attached to 
the invaded throats through 𝐼𝑛 events, where 𝐼𝑛 represents 𝑛 connected pore throats.  
3.3.6.1 Piston-Type Imbibition 
Because of the contact-angle hysteresis (𝜃𝑟 < 𝜃𝑎), the corner arc meniscus (AM) 
in each corner of triangular and rectangular pore throats hinges at its contact line, which is 
pinned at a distance from the apex. As the hinging contact angle (𝜃ℎ,𝑖) approaching the 
advancing angle, the AM starts to slide with decreasing the curvature radius to 
accommodate the imbibition capillary pressure. Since the radius of the AM curvature 
within the sharpest corner is small, it slides first; while the AM slides last in the most obtuse 
corners. The decrease of pinned AM curvature is processed by corner-fluid swelling.  
Patzek (2001) investigated the contact-angle effects on the imbibition threshold 
capillary pressure. For triangular pore throats, the following non-linear equation system 
determines the threshold capillary pressure of spontaneous imbibition coupling contact-
angle hysteresis effect: 










































𝑖=1 ) cos 𝜃𝑎
                (3.22) 
where 𝑖 = 1, 2, 3, and 𝑟𝑝 is the radius of AM. Solving the equations, I can get the threshold 





For a circular-cross-section pore throat, the threshold capillary pressure of piston-
type imbibition can be calculated by  𝑃𝑐,𝑃𝑇,𝑐𝑖𝑟
𝑒 = 2𝜎 cos 𝜃𝑎 /𝑟 . For rectangular-cross-
section pore throats, Eq. 3.15 and Eq. 3.16 can be used to evaluate the piston-type 
imbibition capillary pressure. 
3.3.6.2 Pore-Body Filling 
The largest radius of mercury/gas interface curvatures within a pore body and the 
mercury-filled pore throats connecting to it determines the capillary pressure required to 
fill the pore body. The threshold capillary pressure for pore-body filling is always lower 
than that required for piston-type imbibition in the connected pore throats, because the 
radius of pore throats is smaller than that of the connected pore bodies. Therefore, mercury 
withdrawn from a pore body is always accompanied by the mercury imbibition from the 
adjoining pore throats. Thence, the capillary pressure required for mercury retraction from 
a pore body depends on the its radii and the number and cross-sectional area of the 
connected pore throats. If there is only one pore throat filled with mercury connecting to 
the pore body, the pore-body filling mechanism is the same as the piston-type invasion. If 
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there are 𝑚 (𝑚 > 1) number of pore throats filled with mercury connecting to the pore 
body, the number of pore-body filling mechanism is 𝑚 − 1, represented by 𝐼1 to 𝐼𝑚−1. 
I employ the algorithm proposed by Blunt (1997) to describe the parametric model 
for pore-body filling. If 𝜃𝑎 < 𝜃𝑎,𝑚𝑎𝑥, I calculate the mean radius of curvature (𝑅𝑛̅̅̅̅ ) for pore-






,                  (3.23) 
where 𝑟𝑖 is the radius of the pore throats filled with the wetting phase, 𝑟0 is the radius of 
pore body, 𝑎𝑖  is the geometrical constant and 𝑥𝑖 is a random number between 0 and 1. 





.                    (3.24) 
Because it requires numerical simulation to calculate the geometrical constant, the 






,                   (3.25) 
where 𝑟0 is the radius of pore body, 𝑟𝑖 is the radius of the pore throats filled by wetting 
phase connecting this pore body, and 𝑚𝑖 is the weight of each pore throat for this 𝐼𝑛 event.  
Patzek (2001) simplified this equation by combining each single weight factor into 
an average weight factor (𝑚𝑖̅̅̅̅ ) and picking all the combinations of throat-radius pairs with 
random weight: 
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𝑅𝑛̅̅̅̅ cos 𝜃𝑎 = 𝑟0 + 𝑚𝑛̅̅ ̅̅




.                (3.26) 
For each combination of the 𝑛 pore throats, 𝑀𝑛,𝑝𝑎𝑖𝑟𝑠 is the random weight between zero 
and one, and the denominator is the normalizing factor. Numerical experiments are 
implemented to provide the consecutive weight. The weight evaluated by this model is 
similar to Blunt’s model (1997) and the weight factor provided by Oren (1998).  
3.3.6.3 Snap-off 
Snap-off is an imbibition process, where the corner wetting-layer swelling so much 
that the interface between wetting phase and non-wetting phase becomes unstable and then 
it fills the pore throat. Without considering contact-angel hysteresis effect, the corner arc 
meniscus (AM) moves smoothly along the pore-throat wall as capillary pressure decrease. 
Until the critical point that all corner arc menisci (AM) within the pore throat fuse together 
and the interface becomes unstable, the wetting phase fills the entire pore throat and break 
the continuity of non-wetting phase within the pore. Snap-off can only take place in a pore 
throat if the non-wetting phase fills the center of all the connected pore throats. Meanwhile, 
snap-off can only happen when the piston-like imbibition is impossible to take place due 
to the topology or spatial distribution, because the threshold capillary pressure for snap-off 
is always smaller than that of piston-like imbibition.  
58 
 
Figure 3.9 Schematic of snap-off in the pore throats with triangular and rectangular 




Considering the contact-angle hysteresis effect, the maximum capillary pressure in 
mercury drainage experiment establishes the angle of AM. The AM will move when the 
hinging angle within the sharpest corner reaches 𝜃𝑎. In triangular pore throats, the AM in 
the sharpest corner keeps advancing to the center with capillary pressure decrease. For 
rectangular pore throats, the AM in all the four corners start to move at the sample capillary 
pressure, since their angles are same. The snap-off takes place when at least two advancing 






(cos 𝜃𝑎 − sin 𝜃𝑎)                  (3.27) 
For triangular pore throats, snap-off occurs at the condition (𝜃𝑎 <
𝜋
2
− 𝛽𝑚𝑖𝑛), and 








)                 (3.28) 
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If the advancing contact angle satisfies the condition (𝜃𝑎 >
𝜋
2
− 𝛽𝑚𝑖𝑛), snap-off can occur 
when the AM in the sharpest corner meets the AM pinned at a wider corner, instead of two 






cos 𝜃𝑎 cot 𝛽1−sin 𝜃𝑎+cos 𝜃ℎ3 cot 𝛽3−sin 𝜃ℎ3
cot 𝛽1+cot 𝛽2




− 𝛽𝑖, the capillary pressure of AM is negative while moving along the side. Once 
the hinging contact angle within the sharpest-angle corner increases to the advancing 
contact angle, the AM starts to advance towards the center with a negative capillary 
pressure and the absolute value of the contact angle decrease. Snap-off takes place once 











, 𝑎𝑡𝜃𝑎 > 𝜋/2 − 𝛽1 
.                (3.30) 
 
Figure 3.10 Schematic of snap-off in the pore throat whose cross section is triangular 
or rectangular (𝜽𝒂 > 𝝅/𝟐 − 𝜷𝟏) 
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3.3.7 Integrated Procedures of Dendroidal-Model Construction 
Eliminating the compressibility effect of pore space (connected pore and isolated 
pore), dendroidal model employs the dual-compressibility model to correct the drainage 
and imbibition experimental data. The isothermal adsorption-desorption measurement 
provides the pore-body size distribution considering the hysteresis effect.  
The dendroidal model first identifies the main flow paths and the connected 
branching paths by guessing a value of critical pressure. The critical pressure determines 
the number of main flow paths and branching paths. The main flow paths are composed by 
those pores with the threshold invasion capillary pressure higher than the critical pressure, 
while the branching paths are composed of those pores with the threshold invasion capillary 
pressure lower than the critical pressure. The dendroidal model first constructs the main 
flow paths and then assigns the branching paths connected to them.  
The dendroidal model employs tortuosity to keep the flow paths from being 
unrealistic straight tubes. Tortuosity is the ratio between the length of actual flow path and 
the sample length along the flow direction. A Large value of tortuosity represents a longer 
and more tortuous flow path, while a lower value represents a more straightly channel. 
Tortuosity is (Chen et al. 2015) defined as an exponential function in Bruggeman’s 
equation, 
𝜏 = −𝛼                    (3.31) 
Here α is close to 0.5 for conventional reservoirs. This index is empirically determined 
from the sphere packing pore-network model. However, a value of 0.5 is not representative 
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of the complex pore structure of shales. Chen (2014) proposed a value range for α, 1.33 to 
1.65, based on the predictions of effective diffusivity using Lattice Boltzmann simulation. 
The range proposed by Chen is much larger than 0.5, which implies the porous media in 
shales are much more tortuous compared with conventional reservoirs.    
To construct main flow paths, the dendroidal model randomly distributes the pore 
throats whose invasion pressure is larger than the critical capillary pressure. The length of 
the main flow path is determined by the core-sample length and the tortuosity. Then I 
randomly assign the cross-sectional shapes (triangular, rectangular and circular) of each 
pore throat. Young-Laplace equation (Eq. 3.8) determines the radius for circular pore 
throats. For rectangular pore throats, Eq. 3.15 is implemented to define the side length 
using a stochastically assigned aspect ratio, which is the ratio of two sides (𝑎/𝑏). For the 
pore throats with triangular cross section, I stochastically assign the value of dimensionless 
shape factor (G) by normal distribution, and randomly assign the value of half-corner (𝛽2) 
within the admissible range given by Eq. 3.2 and Eq.3.3. Eq. 3.4 determines the other 
corner half-angles (𝛽1  and 𝛽3). Subsequently, the following equations can be used to 













                   (3.33) 
where 𝑟𝑠  is the inscribed radius, and 𝑃 is the perimeter, which is the summation of the 
length of three sides (𝑎, 𝑏 and 𝑐).  
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 For each incremental pressure step in the mercury drainage experiment, the 
increased mercury volume is corresponding to the pore volume with the specific invasion 
threshold capillary pressure. However, the pore bodies do not restrict mercury to be 
injected into the porous media due to its large size. Since the pore throats are the main 
restriction of mercury invasion, the invasion threshold capillary pressure of these pore 
throats is corresponding to the capillary pressure recorded in the experiments. Neglecting 
the effect of pore bodies at the first instance, I temporally compose the pore-network model 
with pore throats only; while the pore bodies will be added to the model afterwards. Given 
the cross-sectional area and length of each pore throat, I calculate the volume of each pore-
throat segment. The length and tortuosity of the rock core sample define the length of main 
flow paths, and then the number of main flow paths can be determined. 
The dendroidal model composes the branching pore throats in the same manner of 
the main flow path construction. Each branching flow path initiates from the intersection 
of adjacent pore-throat segments in the main flow paths. A stochastically-assigned 
coordination number determines the number of branching paths connected to each 
intersection. The branching pore throats linked to the main flow paths are regarded as first 
generation, and the following pore throats are regarded as the second generation. The 
branching paths are denominated in the same way until all the pore throats are assigned. 
The coordination numbers of all the intersections are stochastically distributed by the 
normal distribution. The spatial distribution of pore throats in the branching paths is not 
fully stochastic, since it follows the rule that the later generation has a higher threshold 
invasion capillary pressure than that of its earlier generations. The IADM is used to 
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characterize the pore-body size distribution. The dendroidal model randomly inserts the 
pore bodies at each intersection between two adjacent pore-throat segments within both the 
main flow paths and the branching paths. The volume of inserted pore bodies are subtracted 
from its adjacent pore throats to maintain the pore volume consistency.  
 
Figure 3.11 Schematic diagram of mercury drainage simulation using the dendroidal 
model. Lines represent pore throats and circles represent pore bodies. The gray pore 
throats and pore bodies are empty, while the red ones are invaded by mercury.  
With the dendroidal model constructed, the mercury drainage simulation is 
performed to verify the correct value of the critical capillary pressure. During mercury 
drainage, the threshold capillary pressure of invasion into the pore throats is controlled by 
its size and shape. Comparing to the branching flow paths constructed by pore throats in a 
tapering manner, the main flow paths are constructed by randomly-distributed pore throats. 
Therefore, the value of critical capillary pressure is the key parameter determining the 
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shape of MICP curve. The process of mercury drainage simulated in the dendroidal model 
is expressed in Figure 3.11.  
The simulation of mercury retraction (Figure 3.12), considering the effect of 
contact-angle hysteresis and trapping hysteresis, testifies the parameters, including pore-
throat length, pore-throat cross-sectional geometry, coordination number and spatial 
distribution. The dendroidal model reconstructs by adjusting these parameters iteratively 
to fit the experimental profiles. Snap-off is important in mercury retraction, because it is a 
pore-throat breaking mechanism and is responsible for large-scale mercury trapping in the 
porous media. The order of pore-body filling event and pore-throat snap-off event 
determines the value of residual saturation and then the profile of mercury retraction 
capillary pressure vs. non-wetting phase saturation. If the mercury retraction is dominated 
by pore-body filling events, the residual non-wetting saturation is low; if the displacement 
is dominated by snap-off, the saturation of mercury trapping is high. The competition of 
pore-throat snap-off and pore-body filling is central to fitting the mercury retraction 




(1−tan 𝛽𝑚𝑖𝑛 tan 𝜃𝑎)
𝐶𝐼𝑛
                  (3.34) 
where 𝐶𝐼𝑛  is the input parameter provided by Hughes and Blunt (2000), where 𝐶𝐼1 =
1.7, 𝐶𝐼2 = 1.15, 𝐶𝐼3 = 0.7, 𝐶𝐼𝑛≥4 = 0.5 . 𝐶𝐼𝑛  is used to account for the largest radius 
achieved for the pore-body filling event, which depends on the number of connected pore 
throats filled by the wetting phase. Eq. 3.34 indicates that the competition of snap-off and 
pore-body filling is controlled by the aspect ratio of the pore body and adjacent pore throats 
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(size ratio between a pore body and a connected pore throat), contact angle, corner half-
angle and coordination number. 
 
 
Figure 3.12 The schematic of mercury retraction process. Lines represent pore 
throats and circles represent pore bodies. The gray pore throats and pore bodies are 
empty, while the red ones are invaded by mercury.  
Subsequently, I randomly classify the pores into organic and inorganic ones based 
on the TOC and assign mineral composition of inorganic pores using the measurement of 
transmission Fourier Transform Infrared (FTIR) Spectroscopy. Since the pores have 
different composition, dendroidal model can characterize different physical/chemical 
effects between fluid and matrix within different pores.  
3.4 Absolute Permeability 
The dendroidal model can be used to calculate the absolute permeability of a rock 
core sample, by which I can validate the theoretical pore-network model. Since the 
66 
geometry and size of each pore throat and pore body are known, the absolute permeability 
can be determined by accounting for the pressure distribution. For a circular pore throat, 
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where 𝑟 is the radius of the cross-sectional circle. The absolute permeability of triangular 




GA                   ( 3 . 3 6 ) 
𝑘𝑡ℎ𝑟𝑜𝑎𝑡,𝑟 = 0.5623GA                  ( 3 . 3 7 ) 
where 𝐺 is the shape factor, 𝐴 is the cross-sectional area, and 𝑘𝑡ℎ𝑟𝑜𝑎𝑡 is the permeability 

























.              (3.38) 
Here, 𝑘𝑖 is the intrinsic permeability of each single pore-throat segment, 𝜇  is the viscosity 
of the fluid, 𝐿 is the pore-throat length, ∆𝑝 is the pressure difference of each pore throat 
segment, and 𝑛   is the number of segments in a main flow path. The total pressure 
difference implemented on the pore-network model is ∆𝑃𝑡𝑜𝑡𝑎𝑙 , which can be expressed by  
∆𝑝𝑡𝑜𝑡𝑎𝑙 = ∆𝑝1 + ∆𝑝2 + ∆𝑝3 + ⋯ + ∆𝑝𝑛.                (3.39) 
Combining Eq. 3.38 and Eq. 3.39, I can calculate the pressure difference of a specific pore-
throat segment by 


















.               (3.40) 
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With the pressure difference of each individual pore-throat segment within the main flow 
path, flow rate can be calculated by substituting Eq. 3.40 into Eq. 3.38. Similarly, the flow 
rate of each main flow path is evaluated by Eq. 3.38 and Eq. 3.39. The permeability of the 







                (3.41) 
where Q  is the total flow rate of the model, 𝐿𝑠𝑎𝑚𝑝𝑙𝑒 is the length of the entire sample, 
𝐴𝑠𝑎𝑚𝑝𝑙𝑒 is the cross-sectional area of the sample, and 𝑘𝑠𝑎𝑚𝑝𝑙𝑒 is the permeability of the 
shale core sample.  
3.5 Apparent Permeability 
The permeability of gas (apparent permeability) in shale is higher than the intrinsic 
permeability because the gas-slippage effect could be significant, which is mainly caused 
by the slippage of gas molecules on the rock surface with the absence of electro-kinetic 
and chemical reactions (Heid et. al 1950). Based on the study of Knudt and Warburg 
(1875), Klinkenberg (1941) first-time addressed the effect of gas-slippage effect in porous 
media and the corresponding influence on permeability. The first order linear correlation 
proposed by Klinkenberg to correct the measured permeability is given by 
𝑘𝑎 = 𝑓𝑐 ∙ 𝑘𝑑 = (1 +
𝑏𝑘
𝑝
) 𝑘𝑑                  (3.42) 
where 𝑘𝑑 is the intrinsic permeability, which is the permeability measured at a very large 
pressure when Klinkenberg’s slippage factor can be neglected. 𝑏𝑘  is the Klinkenberg 
slippage factor depending on the pore size, pressure and molecular mean-free path. 𝑓𝑐 is 
the correction factor for apparent permeability with respect to intrinsic permeability. 
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Zhu (2007) stated that the Klinkenberg first-order correlation is not adequate for 
predicting the gas permeability in ultra-tight formations and proposed some higher-order 
correlations. Tang et al. (2005) proposed a second-order equation to correlate the apparent 
permeability with the intrinsic permeability,  






)                   (3.43) 
Tang (2005) studied the two-dimensional Navier-Stokes equation considering 
boundary-slippage condition within microchannels, and derived the following equation: 
 𝑘𝑎 = 𝑘𝑑(1 + 8𝐶1𝐾𝑛 + 16𝐶2𝐾𝑛
2)                            (3.44) 
which can capture the slip flow regime and the transition flow regime. 𝐾𝑛 is the Knudsen 
number, while 𝐶1 and 𝐶2 are the coefficients describing the first-order term and second-
order term respectively.  
Beskok et. al (1999) derived a rigorous second-order equation to express the 
volumetric flow in a microtube. The equation is proved to be rigorous for the entire range 
of Knudsen numbers, which is validated by both theoretical methods and experiments. The 
equation is as follows: 
𝑓𝑐 = (1 + 𝛼(𝐾𝑛)𝐾𝑛) (
1−𝑏𝐾𝑛+4𝐾𝑛
1−𝑏𝐾𝑛
)                 (3.45) 
where 𝑏  is the slip coefficient, and  𝛼(𝐾𝑛) is the rarefaction coefficient, denoting the 






𝛽1)                (3.46) 
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where 𝛼1 and 𝛽1 have the value of 4.0 and 0.4 respectively, and the rarefaction coefficient 
(𝛼0) has the expression 






                   (3.47) 
𝐾𝑛 → ∞ denotes free molecular flow regime, where gas molecules rarely collide with each 
other. 𝑏 is the slip coefficient, which has the value of −1 for slip flow and transition flow 
regime. 
Civan (2010) proposed another rarefaction coefficient applicable for all four flow 
regimes, including viscous, slip, transition and free molecular flow regime. The equation 
is as follows: 
𝛼(𝐾𝑛) = 1.358/(1 + 0.170𝐾𝑛−0.4348).                (3.48) 
Dusty Gas Model (Veldsink et al. 1995) can also determine apparent permeability 
of gas in porous media. In this model, total flux of gas is divided into two parts: one is the 
viscous flow and the other is the Knudsen diffusion. The total flux is calculated by 
𝐽 = 𝐽𝑑 + 𝐽𝑘.                    (3.49) 




∇𝑝                    (3.50) 
where 𝐽 is the mass flux, 𝜌 is the gas density, ∇𝑝 is the pressure gradient, 𝐽𝑑 is the flux of 
viscous flow and 𝐽𝑘  is the flux of Knudsen diffusion. The fluxes of viscous flow and 




∇𝑝                              (3.51) 






𝐷𝑘∇𝑝.               (3.52) 
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Here, 𝑧 is the gas compressibility factor, 𝑅 is the universal gas constant, 𝑀 is the molar 
mass, and 𝑇 is the absolute temperature. When the mean-free path of molecules is larger 
than the characteristic pore size, the collisions among the molecules is less frequent than 
the collisions between the molecules and solid walls. 𝐷𝑘 is the Knudsen diffusivity and it 







                    (3.53) 
where 𝑑𝑝 is the characteristic diameter of a pore. Correction factor 𝑓𝑐 can be expressed as, 
𝑓𝑐 = 1 +
𝐷𝑘𝜇
𝑝𝑘𝑑
.                    (3.54) 
Figure 3.13 shows the correction factor for apparent permeability within a cylinder 
predicted by different expressions, including Klinkenberg’s slippage, Beskok-Karniadakis, 
Beskok-Karniadakis-Civan, and Dusty Gas Model (DGM) correlations. Figure 3.13 
indicates that all the predictive equations have similar corrections for the Darcy flow 
regime, where the Knudsen diffusion effect can be neglected. But, the effect of Knudsen 
diffusion becomes stronger with the Knudsen number increase. Therefore, the 
discrepancies between the first-order correlation (Klinkenberg’s slippage correlation) and 
the second-order correlations become large for slip flow regime, transition flow regime and 
free molecular flow regime. For all the four flow regimes, Beskok-Karniadakis and 
Beskok-Kariadakis-Civan equations have similar predictions of correction factor.  
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Figure 3.13 The correlation factor between apparent permeability and intrinsic 
permeability within a pore throat predicted by (1) Dusty Gas Model, (2) Beskok-
Karniadakis correlation, (3) Beskok-Karniadakis-Civan Correlation, and (4) 
Klinkenberg’s slippage correlation. 
It is noted that the pores are characterized with different size across the entire 
porous media, so the local Knudsen number varies from one pore to another. The 
dendroidal model can capture the variation of pore size, thus the Knudsen number can be 
evaluated correspondingly for each single pore. With the intrinsic permeability of each 
pore evaluated, the apparent permeability of the pores can be calculated by different 
correlations aforementioned. The apparent permeability can be predicted then because the 
pressure difference is ultra-small between the inlet and outlet of the core sample due to the 
extremely small sample dimensions. Thus, the pressure of the entire system can be 
considered constant at an average of upstream and downstream pressures. Consequently, 
simulation is no longer essential to determine the pressure distribution and thus the 
apparent permeability. The Dusty Gas Model and the second-order correlations between 


























permeability for shales. It indicates that the gas flow within shales falls into slip and 
transition flow regimes.  
 3.6. Relative Permeability 
The relative permeability is calculated by simulating the process of displacement 
of oil by water within the dendroidal model, where oil is the wetting phase and water is the 
non-wetting phase. Initially, the core sample is filled by oil. Water is injected from left 
with an increasing pressure. The capillary pressure required to invade a pore throat is 
calculated by the Yang-Laplace equation. For each incremental step of capillary pressure, 
the non-wetting phase invade into more pores, and the corresponding change of saturation 








                    (3.56) 
where 𝑞𝑚𝑤 is the flow rate of one wetting phase in multiphase flow condition, and 𝑞𝑠𝑤 is 
the flow rate of wetting phase in single-phase flow condition. 𝑞𝑚𝑛𝑤 is the flow rate of one 
non-wetting phase in multiphase flow condition, and 𝑞𝑠𝑛𝑤 is the flow rate of non-wetting 
phase in single-phase flow condition. The total flow rate in multiphase flow is calculated 
by the mass conservation at every pore 𝑖, 
∑ 𝑞𝑖,𝑗𝑗 = 0                   (3.57) 
where 𝑗 represents the pore throat connected to the specific pore body 𝑖. Implementing this 
method, I assume that the pressure drops caused by viscous effect can be neglected and the 





(𝑝𝑖 − 𝑝𝑗)                 (3.58) 
where 𝑘𝑟𝑤,𝑖𝑗 is the relative permeability of the wetting phase within the pore throat 𝑗, 𝐴𝑖𝑗 
and 𝐿𝑖𝑗 are the cross-sectional area and length of the pore throat 𝑗 connecting to the pore 
body 𝑖. A linear equation set can be defined by implementing Eq. 3.57 and Eq.3.58 into 
every pore throat, and then I can solve the pore pressure distribution. With the pore pressure 
of each pore body calculated, the relative permeability for each phase can be predicted 
correspondingly by Eq. 3.58.  
3.7 Case Study 
I construct dendroidal models for the shale core samples from Marcellus and 
Wolfcamp formations. The MICP raw data, shown in Figure 3.14 and Figure 3.15, is 
collected from the Integrated Core Characterization Center at The University of Oklahoma. 
The other measured data are shown in Table 3.1.  
The dual-compressibility model is implemented to eliminate the compressibility 
effect of void space (Lan et al. 2017), and the corrected mercury drainage and imbibition 
data are shown in Figure 3.16. Figure 3.16 indicates that there is practically no plateau-like 
trend existing in the MICP curve, which implies the restricted connectivity of the porous 
media. 
The IADM data for the Marcellus and Wolfcamp shales is shown in Figure 3.16. 
Considering the hysteresis effect, simulations of adsorption and desorption are performed 
on the dendroidal model, and the results are fitted with the experimental data of IADM by 
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adjusting the pore-body size distribution (Figure 3.18). Figure 3.19 presents the final pore-
body size distribution characterized by IADM. 
 
Figure 3.14 Incremental volume of injected mercury with respect to capillary 
pressure plot from the mercury drainage/imbibition experiments for Marcellus and 








Bulk Density (g/cc) 2.30 2.47 
Mass(g) 4.81 7.93 
Porosity 9.96% 7.72% 
TOC (wt%) 9.76 8.51 
Contact Angle of Hg 
(degree) 
130 130 
Quartz (volume%) 13% 17% 
Siderite (volume%) 0% 2% 










Albite (volume%) 13% 7% 
Siderite (volume%) 6% 0% 
Apatite (volume%) 0% 0% 





Figure 3.15 The plot of cumulative injected-mercury volume with respect to capillary 
pressure from mercury drainage/imbibition experiments for Marcellus and 
Wolfcamp shale samples.  
In the dendroidal model for shale core samples from Marcellus and Wolfcamp, 
organic pores and inorganic pores are assigned based on the measurement of TOC. The 
relationships between TOC and organic porosity in Marcellus and Wolfcamp formation are 
proposed by several researchers (Milliken et al. 2013; Curtis et al. 2014). The mineral 
composition of inorganic pores is assigned based on the FTIR mineralogy measurement. 
The absolute permeability of Marcellus and Wolfcamp shale core samples are calculated 
to be 55.4 nd and 78.2 nd, which are within the reasonable range as reported in the literature 
(Curtis et al. 2014).   
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Table 3.2 Parameters of the dendroidal pore-network model of the shale core samples 
from Marcellus and Wolfcamp. 
  Marcellus Wolfcamp 
Critical capillary pressure 
(psi) 
8507 9200 
Frequency of Triangular 
Pore Throat 
65.45% 45.23% 
Frequency of Rectangular 
Pore Throat 
26.23% 42.34% 
Frequency of Circular 
Pore Throat 
8.32% 12.43% 
Number of Pore Throats 
in Main Flow Path 
11864 21548 
Number of Pore Bodies in 
Main Flow Path 
11864 21548 
Number of Pore Throats 
in Branching Flow Path 
2755905 3485967 
Number of Pore Throats 
in Branching Flow Path 
2755905 3485967 































Figure 3.16 Original and corrected curves of mercury-intrusion capillary pressure vs. 
mercury saturation for Marcellus (top) and Wolfcamp (bottom) shale samples. 
 
Figure 3.17 Nitrogen adsorption/desorption isotherm for shale samples from 




























































Figure 3.18 Simulated and measured adsorption/desorption isotherm for Marcellus 













































































Figure 3.19 Pore-body size distributions of the shale samples from Marcellus and 
Wolfcamp formations characterized by isothermal adsorption/desorption 
measurement.  
The dendroidal model is constructed at a scale factor of 10-9, where the modeled 
sample is 10-9 times of the measured sample (2 cm3). The static properties of a constructed 
dendroidal model are listed in table 3.2. Since the radii and lengths of the pores are 
distributed stochastically and fitted by experimental profiles, the distribution of the 
parameters of a dendroidal model is not unique. Therefore, the intrinsic permeability could 
be different for multiple realizations. However, the permeability difference of different 
dendroidal model realizations with respect to the same rock core sample is minute. The 




























Figure 3.20 Measured and simulated mercury drainage and imbibition data for shale 






































































Figure 3.21 Frequency of the triangular pore-throat shape factor.  
 
 








































Figure 3.23 Frequency of the rectangular pore throat aspect ratio (a/b).  
 









































Figure 3.25 Frequency of the imbibition-events occurring during the simulation of 
mercury imbibition. 
 
Figure 3.26 Intrinsic permeabilities of the Marcellus shale core sample calculated by 
the dendroidal model constructed with various spatial distribution of pores. 
At first, the apparent permeability is calculated for the individual pores at a 
temperature of 343 K and pressure within the range of 200 psi to 5000 psi. Then, the 
55.39
55.44




















apparent permeability of the entire system is calculated with various correlations, including 
Klinkenberg’s slippage, Beskok-Karniadakis, Beskok-Karniadakis-Civan, Tang 
correlations, and Dusty Gas model (Figure 3.27). Because gas flow in this Marcellus 
sample falls into slip and transition flow regimes, which is identified by Knudsen number 
of each pore, the correction factor (𝑓𝑐 ) predicted by the Klinkenberg’s equation has a 
significant discrepancy with other correlations. It also indicates that Knudsen diffusion has 
a non-trivial effect on the total flux, since all the correction factors at various pressures are 
greater than 1. However, the Knudsen diffusion effect in not significant with pressure larger 
than 3000 psi, where the correction factor approaches 1.1.  
In calculating the relative permeability, I assume the porous media is filled with oil 
(wetting phase) initially. With the capillary pressure increase, the relative permeability for 
each pressure incremental step is calculated. Figure 3.28 expresses the relative permeability 
changes with respect to different hydrocarbon saturation. In the waterflooding process, the 
network is assumed to be strongly oil-wet with a receding contact angle to be 0. 
Consequently, the relative permeability of both wetting phase and non-wetting phase are 
equal to 1 when the core sample is fully saturated by one fluid. The relative permeability 
of water starts to increase from zero at the water saturation equals to 0.3, because the porous 
media is filled with oil at first and the water initiate to flow across the entire dendroidal 




Figure 3.27 Correction factor and apparent permeability for Marcellus sample at 































































Figure 3.28 Relative permeability curve of the Marcellus shale sample predicted 
based on the dendroidal model. 
3.8 Discussions 
The traditional theoretical pore-network models developed for conventional 
reservoirs are not applicable for unconventional reservoirs, because they cannot capture 
the typical non-plateau shape of MICP curves. It indicates that they are not representative 
of the shale porous structure even though they can predict the intrinsic permeability. The 
semi-tree like model and tree-like model proposed by Sakhaee-pour (2012) for the first 
time successfully fit the non-plateau shape of shale MICP curves. However, the tree-like 
model and semi-tree like model deviate from the real void structure of shales for multiple 
reasons even though they can have a reasonable prediction of the intrinsic permeability. 
Thus, these models cannot represent the porous media and perform pore-scale simulations.  
To implement the mercury drainage experiment to construct a theoretical pore-


































































the previous methods neglect the compressibility effect in the pore-network model 
construction. During the mercury drainage experiments, the intrusion capillary pressure 
can be as high as 60,000 psi, which causes the core sample to compress considerably. The 
core samples experience the phase of conformance, compression and intrusion. It has been 
shown that the invaded mercury volume can vary as much as 10% because of the 
compressibility effect. Unlike other theoretical pore-network models, the new proposed 
dendroidal model considers the compressibility effect using the dual-compressibility 
model, which makes the pore-network model more representative of the pore structure of 
shale core samples. 
I interpret the topology of the SEM images extracted from shale core samples and 
develop the novel dendroidal model. In the SEM images and directly-extracted pore-
network models, there are multiple main flow paths with large pore-throat radii and dead-
end branching pores with smaller radii. The acyclic model is too simplified to reflect the 
pore spatial distribution. Maintaining the interaction among different main flow paths 
without sacrificing the limited connectivity of pores, I propose the dendroidal model.  
In the tree-like model and semi-tree like model, all the pores are represented by 
straight tubes without distinguishing the pore bodies and pore throats. In the dendroidal 
model, I use the isothermal adsorption/desorption measurement (IADM) to characterize 
the pore-body size distribution. The differentiation of pore bodies and pore throats is 
important in simulating both mercury drainage and imbibition process. During mercury 
drainage experiments, pore throats restrict the mercury from injected into the porous media; 
while the pore bodies contribute most to the storing capacity of the void space. Therefore, 
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the mercury saturation change with respect to each incremental step of capillary pressure 
is influenced by both pore bodies and pore throats. In the mercury imbibition process, the 
pore bodies are the restriction of mercury from being extracted from the void space. The 
pore throats and pore bodies perform different functions in the mercury drainage and 
imbibition experiments, so a theoretical pore-network model cannot be used to simulate 
these experiments without distinguishing the pore bodies and pore throats. 
The cross-sectional geometry of pore throats is also important in constructing a 
pore-network model. In simulating the mercury drainage/imbibition process based on 
theoretical pore-network models, the trapping effect and snap-off mechanism cannot be 
captured without angular pore throats. Some of the previous models (lattice model, tree-
like model and bundle-of-tube mode) use circular tube to represent the pore, therefore, 
these models cannot capture the trapping effect. From another perspective, it indicates that 
these previous models do not have good representative of the real porous media of rock 
core samples.  
In the dendroidal model, the TOC is implemented to classify the organic and 
inorganic pores. I also use the FTIR measurement to determine the minerology of core 
samples and then classify the inorganic pores into different compositions. The previous 
theoretical pore-network models neglect the composition of pores. It will render different 
results of transport-properties prediction, because the fluid in organic and inorganic pores 
will have different chemical and physical effects. Even for the inorganic pores with 
different compositions, the gas-adsorption capacities are different. The dendroidal model 
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can provide a more accurate prediction of apparent permeability with classifying the void 
space into different compositions.   
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Chapter 4 Extracted Pore-Network Model for Shales Characterizing 
Geometry of Void Space 
In this chapter, I propose a new algorithm, based on the maximal-ball algorithm, 
to perform the extracted pore-network modeling for shale formations. The new algorithm 
can capture the unique features of shales, including nano-scaled pores and limited 
connectivity. Meanwhile, the novel algorithm can characterize the complex geometry of 
both pore bodies and throats. The connections between two adjacent pore bodies could be 
complex for some situations, but the extracted pore-network models implement simple 
straight tubes to represent the pore throats. To compensate the lack of representativeness 
of the simplified pore throats, this algorithm evaluates the size of pore throat to ensure an 
equivalent flow capacity.  
4.1 Skeleton Characterization 
The maximum inscribed sphere (MIS) is the core component in constructing the 
extracted pore-network model in this novel algorithm, and it is used to classify the pore 
bodies and throats and characterize the pore geometry. Since shale formations have limited 
connectivity and extremely small pores, a different algorithm is developed to determine the 
radius of MIS.  
A Scanning Electron Microscope (SEM) image is composed of discrete 2D pixels 
which have a high resolution to capture the microstructure of hydrocarbon-bearing rocks. 
Then I use a statistical model to generate the synthetic 3D structures that capture the 
properties of 2D thin sections. The first step of the algorithm is to determine the MIS 
centered at each individual voxel. For each voxel, the seeking procedure starts from the 
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voxel itself and add one unit-voxel-layer in each incremental step (Figure 4.1), and it stops 
once touching any matrix voxels.  The MIS defined in this algorithm is the sphere that does 
not contain any matrix voxels.  
The radius defined for a single voxel is indicated in Figure 4.2, which is different 
from the previous algorithms (Silin et al. 2006; Dong et al. 2009). The radius definition in 
the novel algorithm is designed to capture the unique characteristic of shales. The radii of 
the MIS with different sizes are defined in the same manner, which is from the center to 
the corner of the outermost voxel; the justification for this radius definition will be 
explained in the ensuing construction procedures. Additionally, the MIS-radius-
determination algorithm based on the definition of “radius range” proposed by Dong 
(2009) is simplified in this method without losing any accuracy. All the voxel objects 
containing coordinates and the radius of MIS are stored in a list sorted by their coordinates, 




Figure 4.1 Schematic of the MIS seeking procedure which starts from a voxel itself. 
 
Figure 4.2 Radius definition of an MIS composed of a single voxel. 
After the MIS seeking procedures are executed for all the voxels, the radius of each 
MIS is assigned to the corresponding center voxel. Some of the MIS could be fully nested 
within others, where all the voxels are repetitive. This type of nested MIS without carrying 
any additional information about the skeleton of the porous media is redundant. The 
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removal of the redundant MIS with repetitive voxels is the second procedure. As a 
convention, 𝐶1(𝑥1, 𝑦1, 𝑧1)  and 𝐶2(𝑥2, 𝑦2, 𝑧2)  represent the coordinates of the center of 
MIS. The redundant MIS is identified by 
(𝑥1 − 𝑥2)
2 + (𝑦1 − 𝑦2)
2 + (𝑧1 − 𝑧2)
2 ≤ 𝑚𝑎𝑥[𝑅1, 𝑅2].    (4.1) 
It removes the MIS with smaller radius and the corresponding voxel object as well. Since 
the remaining voxel objects are still sorted by their coordinates, a large three-dimensional 
reconstructed model can be subdivided into smaller parts, in which the pore-network model 
extraction can be performed separately and then merged together. For the three-
dimensional reconstructed model of shales containing the information of thousands of SEM 
images without pre-possessing, it will be intensely time-consuming to extract pore-network 
models. Thus, subdividing the reconstructed model and removing redundant MIS using 
parallel computing platform can mitigate the computational burden.  
4.2 Classification of Pore Bodies and Pore Throats 
Because the microstructure of void space within porous media is complex, it is difficult 
to propose a standard criterion of pore-type classification for different types of rock and 
different purposes. Many researchers have investigated this issue and explained their 
understanding of pore-classification (Dong et al. 2009; Silin et al. 2006). Different 
purposes require different definitions of pore bodies and throats. In this study, the 
algorithm constructs a pore-network model highly representative of shale core samples, 
with which mathematical simulations can be performed without prohibitively intense 
computation. This model can predict the key parameters like permeabilities and residual 
hydrocarbon saturation. In this extracted pore-network modeling, the main function of 
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pore body is to provide the storage volume for hydrocarbon and water, while the pore 
throats are regarded as the determinant of flow capacities. Because of the size-difference 
of pore bodies and pore throats, the exclusion of pore bodies has negligible influence in 
the flow capacity. However, the trapping capacity of both pore body and throat is 
important to consider, because the volume of trapping fluid will significantly influence 
the relative permeability and ultimate residual saturation. With the definitive functions of 
pore body and throat, the classification algorithm can be adjusted to fulfill these 
requirements.  
The algorithm developed in this work is to extract the pore-network model for shale 
core samples. The algorithm may not be suitable for other formation types as the 
corresponding verifications have not been performed. Some of the ideas implemented in 
the novel pore-network extraction algorithm are enlightened by Dong’s method (2009), but 
the novel algorithm is designed to exclusively characterize the features of tight formations, 
including the extremely small pores and limited connectivity. With the voxel objects sorted 
by their coordinates, I construct another list of voxel object sorted by the size of MIS from 
large to small. The voxel objects with the largest MIS are regarded as the ancestors and 
denominated with different numbers, like “Ancestor 1” (Figure 4.3(a)). The MIS 
overlapping the ancestors are denominated with the same number and are regarded as the 
first generation. The two ancestors of the same size overlapping each other are both 
regarded as the same ancestor (Figure 4.3(b)).  
Subsequently, I locate the MIS with the second largest radius in the entire system. 
If they do not overlap any MIS having or being ancestors, they will be defined as the 
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ancestor themselves with different names from the ancestors assigned before (“Ancestor 
23” for instance) (Figure 4.4(a)). If they have already been assigned as an offspring of some 
ancestor, no additional process needs to be performed (Figure 4.3(a)). If they are connected 
to some MIS with the same size or a bigger size which has already been assigned an 
ancestor, the specific MIS will be assigned as one more generation of that ancestor (Figure 
4.4(b)). The similar algorithm of assigning ancestors and generations is implemented until 
the smallest MIS is reached. If one MIS overlaps two other MIS from different ancestors, 
that MIS will be regarded as the common offspring of the two ancestors. The pore throat 
is defined based on the common offspring (Figure 4.5). The detailed procedures of 
identifying pore throats and pore bodies will be explained subsequently.   
 
Figure 4.3 The largest MIS is located and assigned an as an ancestor. (a) Ancestor 1 
has overlapping MIS with smaller radius, including the MIS with second-largest 




Figure 4.4 Schematic of locating the second-largest MIS. (a) The second-largest MIS 
without overlapping any ancestors is assigned as a new ancestor (“Ancestor 23”). (b) 
the second-largest MIS overlaps an ancestor (“Ancestor 1”), and it is regarded as the 
first generation of the ancestor. Another second-largest MIS overlapping the first 
generation is regarded as the second generation.  
 
Figure 4.5 Schematic of two series of MIS belonging to two different ancestors, where 
red and blue balls represent ancestor or generations inheriting two different 
ancestors. The gray ball represents the common offspring. 
Now, all the MIS are clustered into different groups with different ancestors, with 
which pore bodies and pore throats are classified. The general connection scenario of two 
series of MIS is shown in Figure 4.6, where all the MIS shown in this figure belong to two 
groups of different ancestors. The one-MIS-path will be used to identify the pore throat, 
while the ancestor and the corresponding overlapping MIS will be used to define the pore 
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body. The pore throat in this connection is tortuous and complex, but it is represented by a 
straight tube with a constant cross section in the extracted pore-network model. This new 
algorithm calculates an equivalent radius of the pore throat to mitigate the discrepancy, 
which will be explained in the ensuing section.   
 
Figure 4.6 Schematic of two groups of MIS with different ancestor, where black 
dashed lines of the contour represent the real void space in porous media. The gray 
circle is the common offspring of the two MIS groups. The red and yellow circles 
represent the one-MIS-path between the common offspring and each ancestor. The 
black circles are the overlapping MIS of each group, and they also carry information 
about morphology of void space. The blue dashed line connecting one-MIS-path 
represent the true throat length, and 𝑳𝒕 represents the Euclidean distant between the 
two ancestors. 
Since the overlapping MIS can capture the geometry and volume of void space, 
they will be used to define the pore body as well. Consequently, the volume of the pore 
body is the summation of the volume of the ancestor and the extra volume of the 
overlapping MIS (Figure 4.7). The center of the pore body is the geometric center of the 
voxel assemblage. With defining the MIS radius (Euclidean distance from center to the 
corner of the outermost voxel (Figure 4.2)) and pore body (Figure 4.7) by the novel 
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algorithm, the extremely small pores can be captured. The pore size can be extremely small 
in shale porous media (nanometer scale), where some pore only composed by several 
voxels (Figure 4.8). Sometimes the voxels composing a pore cannot construct a complete 
maximum inscribed sphere. However, the information of void space can be captured by 
considering the volume of the voxels themselves in this new algorithm (Figure 4.9). 
               
Figure 4.7 The schematic of pore body size definition, where the solid line represents 
the geometry of real void space. The thick-dashed-line circles represent the ancestor 
MIS, and the narrow-dashed-line circles represent the overlapping MIS containing 
morphological information about void space. 
 
Figure 4.8 A Scanning Electron Microscope image with the resolution of 4 nm. A pore 
composed by 5 pixels is indicated in the image. 
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Pore throats are classified by the one-MIS-path connecting the common offspring 
and its ancestors, starting from the first generation. Even though the first-generation MIS 
sometimes could be large compared with other MIS in the entire system, it has the function 
of limiting fluid flow between this pair of pore bodies due to its size difference compared 
with its own ancestor.  
 
Figure 4.9 (a) A pore body represented by 5 voxels in the 3D reconstructed model. (b) 
The MIS cannot be determined in this manner because the voxels cannot form a full 
sphere. (c) The pore body can be captured with this new algorithm in this manner. 
4.3 Pore Shape Characterization 
The geometry of the pore throat and body is essential to be considered to 
characterize the flow capacity and trapping capacity of fluid in the porous media. The pore-
throat geometry is determined by the matrix voxels surrounding the one-MIS-path, because 
MIS itself may lose some morphological information, especially for the angular pore 
throats.  
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Perpendicular to the direction of the straight line connecting adjacent centers of the 
first-generation MIS and the second-generation MIS, two cross sections are made at the 
center voxels of the first generations of each ancestor (Figure 4.10). The one-layer matrix 
voxels surrounding the void space between every two cross sections are captured to 
characterize the pore-throat geometry. The pore bodies, represented by the ancestor and 
the associated overlapping MIS, cannot be characterized by cross sections, because the 
uncertainty in determining the cross-section direction cannot be eliminated.  
 
Figure 4.10 Schematic of pore-throat morphology characterization. Trans-section 1 
and trans-section 2 are two cross sections of the pore throat, and their directions are 
indicated by the black arrows. 
The pore-throat geometry is captured by analyzing the one-MIS-path and the 
surrounding matrix voxels, but the area and volume may be overestimated or 
underestimated because of their discrete and irregular shapes. There are several schemes 
to estimate the area and volume of the voxels (Figure 4.11), where I use 2D to represent 
3D as the mechanisms are same. As described by Jiang (2007), the scheme in Figure 4.11(a) 
and Figure 4.11(d) underestimates the volume, and the schematic in Figure 4.11(b) 
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overestimates the volume. The schematic in Figure 4.11(c), which is estimated by a second-
order polynomial, preserves the volume well and smoothens the boundary, and it can 
provide a reasonable estimation of the volume and area. For the pore bodies, the area and 
volume can be estimated in an equivalent manner as shown in Figure 4.12.  
 
 
Figure 4.11 Comparison of the possible schemes of pore-throat volume and area 
estimation with its surrounded matrix voxels. These schemes are described in 2D, 
since their mechanism is same as 3D. 
 
Figure 4.12 Comparison of the possible schemes of pore-body volume and area 
estimation with its surrounded matrix voxels. These schemes are described in 2D, 
since their mechanism is same as 3D. 
 




           (4.2) 
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where 𝑉 is the volume and 𝐴 is the surface area. For the pore throats, 𝐿 is the Euclidean 
distance between the center voxels of the first-generation MIS of the two ancestors (Figure 
4.6); while for the pore bodies, 𝐿 is longitudinal side of the pore-body voxel assemblage.  
4.4 Pore Size Determination 
The extracted pore-network model uses balls to represent pore bodies and tubes to 
represent pore throats. Since there is no angular pore in the extracted pore-network model, 
the trapping effect happening within the crannies and nooks cannot be captured. However, 
the trapping influence can be evaluated by using the dimensionless shape factor in 
mathematical simulations. Therefore, the emphasis is to preserve transport properties in 
determining the pore-throat size; while the hydrocarbon storing capacity needs to be 
preserved in determining the pore-body size. 
In the extracted pore-network model, the pore-body position is determined by the 
geometric center of the voxel assemblage, which is composed by the ancestor MIS and the 
associated overlapping MIS exclusive of the first-generation offspring (Figure 4.7). The 
pore-body size is determined by the summation of all these voxel volumes. The pore throat 
length is calculated by 
𝐿𝑡 = √(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2 + (𝑧1 − 𝑧2)2 − 𝑅1 − 𝑅2    (4.3) 
where 𝐶1(𝑥1, 𝑦1, 𝑧1) and 𝐶2(𝑥2, 𝑦2, 𝑧2) are the center of the two ancestor MIS, and 𝑅1 and 
𝑅2 are the radius of two ancestor MIS. But the real length of pore-throat channel in porous 
media is the length of one-MIS-path (𝐿𝑟) which is shown in dashed blue line in Figure 4.6. 
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Here, the tortuosity (𝐿𝑟/𝐿𝑡) of each pore throat needs to be considered to adjust the cross-
sectional area of the pore throat to maintain the same flow capacity.  
To determine the pore-throat radius, I first calculate the cross-sectional area across 
the center of each MIS within the one-MIS-path in the direction tangent to the connected 
straight line of adjacent MIS centers (Figure 4.13). The fluid flow rate at each cross section 
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where 𝑘  and 𝐴  are the permeability and area of each cross section, 𝐿  is the length 
corresponding to half of the distance between the adjacent MIS centers, and 𝑛 represents 
the total number of cross sections. Since the pore throats in the extracted pore-network 
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where 𝐿𝑡 is the pore-throat length and 𝐴𝑡 is the pore-throat area. With the area formula of 
a circle, the pore-throat radius can be calculated.  
In the pore-network reconstructions, some of the adjacent two pore bodies are 
connected by two flow paths, which in the MIS skeleton are characterized by two common 
offspring of the two ancestors (Figure 4.14). Thus, the algorithm of pore-throat size 
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where 𝐴𝑖𝑗 and 𝐿𝑖𝑗 are the area and length of the 𝑖𝑡ℎ flow path and 𝑗𝑡ℎ segment.  
 
Figure 4.13 Schematic of the cross sections across each MIS center within one-MIS-
path. The cross sections are used for pore-throat size determination. 
 
Figure 4.14 Schematic of two ancestors connected by two common offspring, where 
the red and yellow circles represent the one-MIS-path and the black circles are the 
overlapping MIS belongs to these two ancestors. 
For another special situation shown in Figure 4.15, there is only one common 
offspring of the two ancestors, but there are two flow paths connecting one ancestor and 
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its offspring. To ensure the equivalent flow capacity of this simplified pore throat in the 
extracted pore-network model, the radius of the pore throat can be calculated by combining 
Eq. 4.6 and Eq. 4.5. For all the other types of complex connections between adjacent pore 
bodies, the similar method can be implemented to determine the pore-throat radius to 
maintain the flow capacity. 
 
Figure 4.15 Schematic of two ancestors connected by one common offspring, but there 
are two paths connecting to this offspring from one ancestor. The red and yellow 
circles represent the one-MIS-path and the black circles are the overlapping MIS. 
4.5 Case Study 
The SEM images of Marcellus shale core samples are used to build the 
reconstructed 3D pore-scale model (Figure 4.17). The dimension of the Marcellus shale 
core sample is 15000 × 6144 × 5304 (nm), and the resolution of the scanning images is 
4 nm. For this 3D reconstruction of the Marcellus core sample, I pick four subsections to 
extract the pore-network model using this novel algorithm. Based on the extracted pore-
network model, I analyze the properties, including pore-size distribution, coordination-
number distribution, and pore-throat length distribution. Figure 4.16 shows the SEM 
images of the top surface of those four investigated subsections with a dimension of  
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900 × 600 × 300 (nm). In this study, the compositions (organic or inorganic matter) of 
pores are not distinguished, where the voxels are binarized by only distinguishing the void 
space and matrix.  
 
      
   
Figure 4.16 Top-surface SEM images of the four subsections of reconstructed pore-
scale model. 
 
Figure 4.17 The three-dimensional pore-scale model reconstructed using SEM images 
with the resolution of 4 nm, where gray part represents organic matter and yellow 
part represents inorganic matter. 
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4.6 Results and Analysis 
Following the algorithm developed in this work, the 3D pore-network models for 
the four subsections of the Marcellus shale core sample are shown in Figure 4.18. Figure 
4.19 is the amplified view of a part of the subsection in Figure 4.16(a). The spatial 
distribution of pore bodies and pore throats are summarized, and the corresponding 
statistical properties are compared and analyzed. 
 
Table 4.1 Statistics of pore body and pore throat of the four subsections from the 










Number of Pore Bodies 23,141 33,180 22,161 27,124 
Number of Pore Throats 2,741 6,520 30,738 7,138 
Number of Isolated Pore  21,794 30,639 14,900 24,241 
Number of Connected 
Pore  1,347 2,541 7,261 2,883 
 
The number of pore bodies and pore throats in the extracted pore-network model is 
expressed in Table 4.1, where the isolated pores and connected pores are tabulated. From 
statistics, it can tell that most of the pores in Marcellus shale core sample are isolated, 








Figure 4.18 The pore-network models extracted by the novel algorithm from the four 
subsections (𝟗𝟎𝟎 × 𝟔𝟎𝟎 × 𝟑𝟎𝟎) (𝒏𝒎) of the Marcellus shale core sample. 
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Figure 4.19 The extracted pore-network model of a part of the subsection in an 
amplified view. 
The spatial distributions of pore bodies and pore throats are characterized by 
coordination numbers. The coordination-number distribution of the four subsections are 
shown in Figure 4.20. The average coordination numbers for the four subsections are 
respectively 3.49, 4.65, 8.27 and 4.53. The isolated pores are not counted in calculating the 
average coordination number. The resulting average number correspond well with the 
value reported by other investigators (Zhang et al. 2015; Soeder et al. 2010).  
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Figure 4.20 Coordination-number distributions of the four subsections of the 
Marcellus shale core sample. 
The radius distributions of the pore bodies and throats are shown in Figure 4.21. 
The pore-throat size distributions are different from those characterized by the mercury 
drainage experiment or nuclear magnetic resonance spectroscopy. In a conventional sense, 
the pore-size distribution can be expressed by normal distribution or Weibull distribution. 
However, in this extracted pore-network model, the pore-throat size within the range of 
3nm to 30nm have an approximately constant frequency. The pore-throat size in this 
extracted pore-network model is not the size of real pore throats, instead, they are the pore-
throat size calculated to ensure an equivalent flow capacity. The shape factors of pore 
bodies and throats are shown in Figure 4.22. The distributions of pore-throat length are 
























Figure 4.21 Size distributions of pore bodies and throats for the four subsections of 















































Figure 4.22 The shape-factor distribution of the pore bodies in the extracted pore-
network model of the Marcellus shale core sample.  
 
Figure 4.23 The shape-factor distribution of the pore throats in the extracted pore-


















































































Figure 4.24 Pore-throat length distributions of the extracted pore-network model of 
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117 
Chapter 5 Multi-scale Characterization of Liquid Flow in Shale Porous 
Media 
5.1 Integrated Procedures of Multi-Scale Modeling of Liquid flow 
In shale formations, understanding liquid flow behavior in nano-confined pores is 
central to solve the challenging problems in a larger scale. To accurately predict the 
apparent permeability of a core sample in centimeter-scale, I couple the molecular 
dynamics (MD) simulation and the dendroidal theoretical pore-network model to construct 
a multi-scale model for fluid flow in shale porous media. I use MD simulation to study the 
physics of liquid flow within a single nanopore. Then I derived the modified Navier-Stokes 
equation to characterize the apparent permeability of each single pore in the dendroidal 
model considering the boundary-slippage effect and nano-confinement effect.  
Since the pore throats in the dendroidal model have various cross-sectional 
geometries representing the complex shape of pores in real porous media, the boundary 
conditions of the modified Navier-Stokes equation are complicated. Therefore, it is 
difficult to solve for the analytical solution. I implement finite element method to solve for 
the velocity distribution of fluid within the nanopores with various cross-sectional 
geometries.   
Afterwards, I propose a correlation between the liquid flow capacity within a single 
pore and different properties, including temperature, pressure, and the hydraulic diameter 
of cross section. Implementing the fitted correlations into the dendroidal model, the multi-
scale liquid flow model is constructed (Figure 5.1), with which the apparent permeability 
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and relative permeability of rock core samples can be predicted by mathematical 
simulations.  
 
Figure 5.1 The flowchart of the construction of multi-scale liquid flow model and its 
applications. 
5.2 Physical Mechanisms of Nanoconfined Fluid 
The investigations indicate that the flow capacities differ dramatically from nano-
confined fluid to bulk fluid (Heuberger et al. 2001; Werder et al. 2001; Rivera et al. 2002; 
Ye et al. 2017), because the molecules of the nano-confined fluid have strong interactions 
with the pore wall (Mashi et al. 2003; Krott et al. 2015). Some novel phenomenon have 
been investigated to advance the understanding of the dynamics of nanoconfined liquid 
flowing in tubes. Holt et al. (2001) implement experiments to measure the flow rate of 
water through a carbon nanotube membrane with the diameter of 1.5-7.2 nm, and they 
found that the measured flow rate is 2 to 5 orders faster than that calculated by the Navier-
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Stokes equation with no-slip boundary condition; for the carbon tubes with 45 nm diameter, 
the flow rate is only one order faster (Whitby et al. 2008). However, some fluid flow 
capacity in nanopores could decrease caused by multi-layer sticking (Heinbuch et al. 1989). 
The interaction between the liquid molecules and wall varies significantly for different 
types of liquid and solid because of different interaction strength. Shannon et al. (2008) 
argued that the interaction between water and wall is strongly affected by the contact angle; 
while for oil, the interaction depends more on the composition of liquid and pore wall 
(Wang et al. 2016), instead of the contact angle. 
Although the fluid flow capacity within nanotubes varies dramatically from that in 
the pores with larger diameters, the continuum flow description is still valid for liquid 
flowing in the nanopores with a diameter larger than 1.66 nm (Sparreboom et al. 2009). 
The main liquid-flow mechanisms in nanopores and micropores are similar, but the 
emerging physical mechanisms of nanoconfined fluid need to be considered, including 
slip-boundary condition, fluid-viscosity change (Klein et al. 1995) and fluid-density 
change (Monteiro et al. 2012). 
The results of experiments and MD simulations in the literature are collected to 
investigate the liquid slippage on the wall. It has been proved that the density and viscosity 
of liquid adjacent to the wall have a dramatic change (Campbell et al. 1996) and the no-
slip boundary condition is not applicable under some conditions (Cottin-Bizonne et al. 
2003). The viscosity, density and boundary-slippage depend on the relative strength of the 
internal interaction among liquid molecules and the interaction between liquid molecules 
and the solid wall. 
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5.3 Modified Navier-Stokes Equation for Single-phase Nanoconfined Liquid Flow 
Considering the boundary-slippage effect and nanoconfinement effect, I derive a 
new mathematical model for liquid flow within a nanopore. The new mathematical model 
is developed based on the Navier-Stokes equation of steady state and laminar flow. Thomas 
et al. (2009) proved that the continuum-flow regime is still applicable to characterize fluid 
flow within the channels with a diameter larger than 1.66 nm. Through the visualization of 
real pore structure by the technology of scanning electron microscope (SEM) and CT-scan, 
it indicates that the size of the micropores in shales are mostly within the range between 2 
nm to 50 nm and the mesopores have even larger characteristic size (Josh et al. 2012). 
Therefore, the continuum-flow regime is still adopted in this model.  
Different from the bulk-liquid flow, the mathematical model of nanoconfined liquid 
flow needs to couple the emerging phenomenon, including viscosity variation, density 
variation and boundary-slippage effect. Meanwhile, by analyzing the SEM images of 
porous media, Loucks et al. (2009) categorized the pores into different types, which are 
intrapartical and interpartical pores. The study indicates that most pores have irregular 
shapes, like circle, elliptical, polygon and slit. To implement the dendroidal theoretical 
pore-network model as a representative porous media in predicting the apparent 
permeability in centimeter-scale, I derive the modified Naiver-Stokes equations of liquid 
flowing in the pore throats with different cross-sectional shapes.  
Myers (2011) proposed a two-fluid system in an annular tube to account for the 
viscosity change of the film liquid, which is the portion of liquid adsorbed on the solid wall 
(Pascal et al. 2011). In this work, the fluid flowing across the channel is divided into two 
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regions, where one is the film liquid and the other is bulk liquid (Figure 5.2). The properties 
of the adsorbed liquid film vary significantly from those of the bulk liquid due to the 
vitiation of interaction strength between the liquid molecules and wall. Figure 5.3 shows 
the density distribution with respect to the distance from the solid wall. Both the density 
and viscosity distribution of liquid molecules oscillate dramatically within film-liquid 
region. In this modified Navier-Stokes equation, I use an average value to represent the 
density and viscosity of the film liquid. Therefore, the properties of film liquid, including 
viscosity and density, are regarded as constant values in the modified Navier-Stokes model.  
 
Figure 5.2 Schematic of modified Navier-Stokes model of single-phase fluid flow in a 
circular tube. 𝑰 represents the central region (bulk fluid) and 𝑰𝑰 represents the liquid 
film. 𝑳𝒔 is the slip length and  𝒗𝒔 is the slip velocity on wall. The velocity distribution 





Figure 5.3 (a) Density distribution and (b) viscosity distribution of liquid computed 
by non-equilibrium molecular dynamics simulation in a 5.24 nm organic slit channel, 
where the temperature is 353K and the pressure is 30 MPa. (Wang et al. 2016a) 
5.3.1 Nanotube with Circular Cross-section 
For nano-scaled pore throats with circular cross-section (Figure 5.2), the equation 







𝑟              (5.1) 
where 𝑟  is the distance in radial direction of the cross-section,  𝜏𝑟𝑧  is the shear stress 
exerting on the plane perpendicular to radius in the axial direction. 
∆𝑝
𝐿
 is the pressure 


















, 𝑓𝑜𝑟 (𝑅 − ℎ) < 𝑟 < 𝑅          (5.3) 
The boundary conditions are 
B.C. 1: at 𝑟 = 0, 𝜏𝑟𝑧
II = 𝑓𝑖𝑛𝑖𝑡𝑒           (5.4) 
B.C. 2: 𝑎𝑡 𝑟 = 𝑅 − 𝛿, 𝜏𝑟𝑧
I = 𝜏𝑟𝑧
II             (5.5) 
B.C. 3:  𝑎𝑡 𝑟 = 𝑅 − 𝛿, 𝑣𝑧
I = 𝑣𝑧
II           (5.6) 





           (5.7) 
where 𝜇𝐼𝐼 is the shear viscosity of fluid in region 𝐼𝐼, 𝛿 is the thickness of the liquid film 
adsorbed on the wall,  is the surface friction factor and  𝜕𝑣𝑧
II/𝜕𝑟 is the strain rate. To easily 
capture the slippage effect, 
𝜇𝐼𝐼
= 𝐿𝑠              (5.8) 
is implemented into Eq. 5.7, where 𝐿𝑠 is the slip length on the wall. Calculated by the 
boundary condition 3, Eq 5.2 and Eq 5.2 become 
𝑣𝑧








𝐼           (5.9) 
𝑣𝑧








𝐼𝐼                    (5.10) 
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where 𝜇𝐼  is the viscosity of fluid in region 𝐼, 𝐶1  and 𝐶2  are unknown parameters to be 
solved to get the fluid velocity distribution in the cross section. Since the velocities of bulk 

















𝐼𝐼                  (5.11) 
Implementing the boundary condition 1 and 2 into Eq. 5.11, because the velocity at 
any position are finite, I get 
𝐶1
I = 𝐶1
II = 0                       (5.12) 
Plug in the Eq. 5.11 the boundary condition 4, and unknown parameters 𝐶2
𝐼 and 𝐶2
II 










) [𝑅2 − (𝑅 − 𝛿)2] + (
∆𝑝
4𝜇𝐼𝐼𝐿







            (5.14) 
Solving the Eq. 5.2 and Eq. 5.3, velocity distribution of bulk liquid and film liquid 


























                     (5.16) 
Because the densities of liquid in bulk region and film region are different, the flow 
capacity of each pore throat needs to be represented by mass flux, instead of volume flux, 
?̇? = 𝑞𝐼𝜌𝐼 + 𝑞𝐼𝐼𝜌𝐼𝐼                      (5.17) 
The flow rate can be predicted by calculating the volume flux of bulk-fluid and 
film-fluid separately, 
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(𝑅 − 𝛿)2 [
𝜇𝐼
𝜇𝐼𝐼
(4𝑅𝛿 − 2𝛿2) + (𝑅 − 𝛿)2 +
8𝜇𝐼𝑅𝐿𝑠
2𝜇𝐼𝐼
]                (5.19) 
The volume flux of film-liquid can be calculated by integrating it between 𝑟 = 𝑅 
and 𝑟 = 𝑅 − 𝛿, which is  




















               (5.20) 




(2𝑅𝛿 − 𝛿2)(2𝑅𝛿 − 𝛿2)                    (5.21) 
Substituting Eq 5.19 and Eq 5.21 into Eq. 5.17, it becomes 
 ?̇? = 𝜌𝐼
𝜋∆𝑝
8𝐿𝜇𝐼
(𝑅 − 𝛿)2 [
𝜇𝐼
𝜇𝐼𝐼







𝛿2)(2𝑅𝛿 − 𝛿2)                       (5.22) 
Equation 5.22 is the expression of total mass flux of liquid flowing through a circular 
nanotube with the diameter larger than 1.66nm.  
5.3.2 Nanotube with Rectangular and Triangular Cross-section 
The dendroidal model use rectangular and triangular tubes to represent the pore 
throats, which have complex geometry in the real pore structure. Therefore, I derive the 
modified Navier-Stokes equation in rectangular and triangular tubes to predict the apparent 
permeability of a single pore.  
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As the length of each side of rectangular cross sections in constructing dendroidal 
model are stochastically assigned, I calculate the apparent permeability of rectangles with 
various aspect ratio. Since rectangle is symmetrical, computing the velocity distribution in 
only ¼ of the cross-sectional area is enough to characterize the apparent permeability in 
the entire cross section (Figure 5.4). For the pore throats with triangular cross section, the 
velocity distribution needs to be calculated within the entire area (Figure 5.5), since the 
triangular cross section of pore throats can be unsymmetrical in the dendroidal model. The 
corner angles determining the shape of a triangle are stochastically assigned, so the 
triangles are irregular. 



























𝑓𝑜𝑟 𝑏 − 𝛿 < 𝑦 < 𝑏, 0 < 𝑧 < 𝑐 − 𝛿
𝑓𝑜𝑟  𝑐 − 𝛿 < 𝑧 < 𝑐, 0 < 𝑦 < 𝑏 − 𝛿
𝑓𝑜𝑟 𝑏 − 𝛿 < 𝑦 < 𝑏, 𝑐 − 𝛿 < 𝑧 < 𝑏
                  (5.24) 
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Figure 5.4 The schematic of 1/4 of a pore throat with rectangular cross section. The 
corresponding boundary condition is shown on each side. Region 𝑰 is the bulk fluid 
and region 𝑰𝑰 is the film fluid. The thickness of adsorbed liquid film is represented by 
𝜹, in the unit of nm.  
And the boundary conditions are  
B.C. 1: at 𝑦 = 𝑏 − 𝛿, 𝑢𝑥
Ι = 𝑢𝑥
ΙΙ 
B.C. 2: at 𝑧 = 𝑐 − 𝛿, 𝑢𝑥
Ι = 𝑢𝑥
ΙΙ 
B.C. 3: at 𝑦 = 𝑏 − 𝛿, 0 < 𝑧 < 𝑐 − 𝛿, 𝜏𝑧𝑥
Ι = 𝜏𝑧𝑥









B.C. 4: at 𝑧 = 𝑐 − 𝛿, 0 < 𝑦 < 𝑏 − 𝛿, 𝜏𝑦𝑥
Ι = 𝜏𝑦𝑥






















Figure 5.5 The schematic of the pore throat with triangular cross section. The 
corresponding equation of each side in the Cartesian coordination system are shown. 
Region 𝑰 is the bulk fluid and region 𝑰𝑰 is the film fluid. The thickness of adsorbed 
liquid film is represented by 𝜹, in the unit of nm.  
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Because the domain of this partial differential equation is complex, it is difficult to 
solve for the analytical solution. I implement the numerical method, finite element method, 
to solve for the velocity distribution. In nanometer scale, the value of different parameters 
can be orders different, which will make significant errors in calculating the velocity 
distribution using numerical methods. Consequently, the nondimensionalization of the 




Ι                       (5.25) 
𝑢𝑥
ΙΙ = 𝑢𝑥0𝑠
ΙΙ                       (5.26) 
𝑦 = 𝑙0𝑚                       (5.27) 
𝑧 = 𝑙0𝑛                       (5.28) 
𝛿 = 𝑙0𝑏                       (5.29) 
  Then I implement the dimensionless groups to generalize the equation to be 























                       (5.33) 
where 𝑢𝑥0 and 𝑙0 are unit constants and they are the characteristic values of the variables. 
The characteristic values are determined using the physical parameters in this problem to 
make the dimensionless groups (Π1, Π2 , Π3  and Π4) in a same scale. 𝑠
Ι and 𝑠ΙI are the 
dimensionless variables representing the fluid velocities within different regions. 𝑚 and 𝑛 
are the dimensionless variables representing the distance in y and z direction, 𝑏  is 
introduced to describe the dimensionless thickness of the liquid film (region 𝐼𝐼). With 












= 𝛱2, 𝑖𝑛 𝛺𝛪𝛪                     (5.35) 
In this equation, ΩΙ is the domain of region 𝐼 representing the bulk liquid and ΩIΙ is the 
domain of region 𝐼𝐼 representing the film liquid. Then, the boundary conditions become, 
B.C. 1: on Γ𝐼 , 𝑠
𝛪 = 𝑠𝛪𝛪 












𝑗) 𝑛𝑛1⃗⃗ ⃗⃗⃗⃗ ⃗⃗  






𝑗) 𝑛𝑛2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ = 𝑠
𝛪𝛪 
where 𝑛𝑛1⃗⃗ ⃗⃗⃗⃗ ⃗⃗  and 𝑛𝑛2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  are the vectors in the direction perpendicular to the surface they exert 
on. The nondimensionalized equations can characterize liquid flow in nano-scaled pore 
throats with complex geometry (fig. 5.6) considering the boundary-slippage effect and 
nanoconfinement effect.  
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Figure 5.6 Schematic of a pore throat with complicated and irregular shape. Region 
𝑰  and 𝑰𝑰  represent the bulk fluid and film liquid separately. 𝜴𝜤  and 𝜴𝜤𝜤  are the 
boundaries of different regions.  
5.4 Modified Navier-Stokes Equation for Liquid Flow in Nanoconfined Pores with 
Adsorption Film  
It is well-established that the void space in shale formations can be categorized in 
organic pores and inorganic pores (Josh et al. 2012; Zheng et al. 2018c). The inorganic 
pores are generally composed by clay minerals, most of which are water wet (Wu et al. 
2017). Consequently, the characterization of oil flow in nanoconfined pores without 
considering the water-film effect can have significant discrepancies, and the prediction of 
apparent permeability of oil can be inaccurate. Here, I propose a modified Navier-Stokes 
equation to describe the liquid flow within the nanotubes with an adsorbed film composed 
by different liquid. Because of the confinement effect in nanopores, I propose the dual 
slippage effect, where the slippage happens between the film liquid and solid wall and it 
also happens on the interface between two types of fluid (Figure 5.7). The velocity “jump” 
on the two interfaces is calculated by the finite element method, the embedded 
discontinuous Galerkin method. 
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Figure 5.7 The schematic of two-fluid flow system. Region 𝑰 and 𝑰𝑰 represent the bulk 
and film liquid separately. The discontinuity of velocity distribution in different 
regions is caused by the slippage effect between different types of fluid. 𝑳𝒔
𝑰  and 𝑳𝒔
𝑰𝑰 are 
the slip lengths of two contact surfaces separately.  
5.4.1 Nanotubes with Circular Cross-section 
Since the pore-throat diameters visualized in the SEM images of shale porous 
media are larger than 2 nm, the continuum flow regime is still applicable in characterizing 
the two-phase fluid flow in nanopores. For the pore throats with circular cross section, the 


















, 𝑓𝑜𝑟 (𝑅 − ℎ) < 𝑟 < 𝑅                   (5.37) 
where 𝐶1
I and 𝐶1
II are unknown parameters. The boundary conditions are  
132 
B.C. 1: at 𝑟 = 0, 𝜏𝑟𝑧
II = 𝑓𝑖𝑛𝑖𝑡𝑒  
B.C. 2: 𝑎𝑡 𝑟 = 𝑅 − 𝛿, 𝜏𝑟𝑧
I = 𝜏𝑟𝑧
II    






   





   
where 𝐿𝑠
𝐼  is the slip length of bulk liquid on the contact interface with the film liquid; 𝐿𝑠
𝐼𝐼 is 
the slip length of film liquid with respect to solid wall.  𝛿 is the thickness of the liquid film 
adsorbed on the wall, 𝜕𝑣𝑧
I/𝜕𝑟 and 𝜕𝑣𝑧
II/𝜕𝑟 are the strain rates. 
From boundary condition 1, 𝐶1
I is calculated to be 0. With boundary condition 2, 
𝐶1












                       (5.39) 
Substituting Eq. 5.38 and Eq. 5.39 into Eq. 5.36 and Eq. 5.37, it becomes, 
𝑢𝑧
𝐼 = − (
∆𝑝
4𝜇𝐼𝐿
) 𝑟2 + 𝐶2
𝐼                     (5.40) 
𝑢𝑧
𝐼𝐼 = − (
∆𝑝
4𝜇𝐼𝐼𝐿
) 𝑟2 + 𝐶2
𝐼𝐼                     (5.41) 
where 𝐶2
𝐼 and 𝐶2




) (𝑅 − 𝛿)2 + 𝐶2
𝐼 = − (
∆𝑝
4𝜇𝐼𝐼𝐿




(𝑅 − 𝛿)               (5.42) 









)                    (5.43) 
Solve 𝐶2
𝐼 and 𝐶2
𝐼𝐼 with Eq. 5.42 and 5.43, 
133 
𝐶2
𝐼 = − (
∆𝑝
4𝜇𝐼𝐼𝐿




) 𝑅 + (
∆𝑝
4𝜇𝐼𝐼𝐿
) 𝑅2 + 𝐿𝑠
𝐼 ∆𝑝
2𝜇𝐼𝐿










) 𝑅 + (
∆𝑝
4𝜇𝐼𝐼𝐿
) 𝑅2                    (5.45) 
Thus, Eq. 5.40 and Eq. 5.41 can be written as 
𝑢𝑧
𝐼 (𝑟) = − (
∆𝑝
4𝜇𝐼𝐿
) 𝑟2 − (
∆𝑝
4𝜇𝐼𝐼𝐿




) 𝑅 + (
∆𝑝
4𝜇𝐼𝐼𝐿
) 𝑅2 + 𝐿𝑠
𝐼 ∆𝑝
2𝜇𝐼𝐿




) (𝑅 − 𝛿)2                      (5.46) 
𝑢𝑧
𝐼𝐼 = − (
∆𝑝
4𝜇𝐼𝐼𝐿




) 𝑅 + (
∆𝑝
4𝜇𝐼𝐼𝐿
) 𝑅2                  (5.47) 
Integrating Eq. 5.46 from 𝑟 = 0 to 𝑟 = 𝑅 − 𝛿, the volume flux of bulk liquid (𝑞𝐼) can be 
calculated by 








= ∫ {− (
∆𝑝
4𝜇𝐼𝐿
) 𝑟2 − (
∆𝑝
4𝜇𝐼𝐼𝐿







) 𝑅 + (
∆𝑝
4𝜇𝐼𝐼𝐿
) 𝑅2 + 𝐿𝑠
𝐼 ∆𝑝
2𝜇𝐼𝐿
(𝑅 − 𝛿) + (
∆𝑝
4𝜇𝐼𝐿
) (𝑅 − 𝛿)2} 2𝜋𝑟𝑑𝑟               (5.48) 
So, 
 𝑞𝐼 = − (
𝜋∆𝑝
8𝜇𝐼𝐿
) (𝑅 − 𝛿)4 − (
𝜋∆𝑝
4𝜇𝐼𝐼𝐿











(𝑅 − 𝛿)3 + (
𝜋∆𝑝
4𝜇𝐼𝐿
) (𝑅 − 𝛿)4                                             (5.49) 
The volume flux of film liquid can be integrated between 𝑟 = 𝑅 to 𝑟 = 𝑅 − 𝛿, which is 
calculated to be 































𝐼𝐼𝑅 − 𝛿𝑅)                  (5.51) 
5.4.2 Nanotubes with Triangular and Rectangular Cross-section 
Considering the pore throats with various cross sections, I derive the modified 
Navier-Stokes equation to characterize the liquid flow in rectangular and triangular tubes. 
The boundary conditions of 1/4 rectangular cross-section is shown in Figure 5.8. 
For rectangular nanotubes, the modified Navier-Stokes equation can be written in 
the same from of Eq. 5.23 and 5.24, since both scenarios are ‘two-regions’ system. The 
difference is the boundary condition on the interface between two adjacent fluid regions. 
For completeness, the boundary condition for two-phase liquid case are expressed,  














B.C. 3: at 𝑦 = 𝑏 − 𝛿, 0 < 𝑧 < 𝑐 − 𝛿, 𝜏𝑧𝑥
Ι = 𝜏𝑧𝑥









B.C. 4: at 𝑧 = 𝑐 − 𝛿, 0 < 𝑦 < 𝑏 − 𝛿, 𝜏𝑦𝑥
Ι = 𝜏𝑦𝑥











































Figure 5.8 Schematic of modified Navier-Stokes equation within a rectangular 
nanotube. The boundary conditions are shown on each corresponding side. Region 𝑰 
is the bulk fluid and region 𝑰𝑰 is the film fluid. The thickness of the adsorbed liquid 
film is represented by 𝜹, in the unit of nm.  
The nondimensionalization process for two-phase scenario is similar to the one-
phase case. The nondimensional parameters are defined using equations from Eq. 5.25 to 
Eq. 5.29. However, since the boundary conditions are different, the dimensionless group 






























                       (5.56) 
where 𝑢𝑥0 and 𝑙0 are the unit constant and they are the characteristic value of the variables. 
The values are determined based on physical parameters in the problem to make the 
dimensionless group (Π1, Π2, Π3, Π4 and Π5) in the same scale. 𝐿𝑠
𝐼  is the slip length of bulk 
fluid with respect to the film fluid, while 𝐿𝑠
𝐼𝐼 is the slip length of film fluid with respect to 
the solid wall. 𝑠Ι and 𝑠ΙI are the dimensionless variables representing the velocity of fluid 
within different flow regions. 𝑚 and 𝑛 are the dimensionless variables representing the 
distance in y and z direction. 𝑏 is introduced to describe the dimensionless thickness of the 
film liquid (region 𝐼𝐼). After the nondimensionalization of the variables, the Eq 5.23 and 












= 𝛱2, 𝑖𝑛 𝛺𝛪𝛪                     (5.58) 
where ΩΙ is the region 𝐼 representing bulk liquid and ΩIΙ is the region 𝐼𝐼 representing film 
liquid. The boundary conditions become, 
B.C. 1: on Γ𝐼 , 𝑠
𝛪 = 𝑠𝛪𝛪 












𝑗) 𝑛𝑛1⃗⃗ ⃗⃗⃗⃗ ⃗⃗  






𝑗) 𝑛𝑛2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ = 𝑠
𝛪𝛪 
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𝑗) 𝑛𝑛1⃗⃗ ⃗⃗⃗⃗ ⃗⃗ + 𝑠
𝛪𝛪 = 𝑠𝛪 
where 𝑛𝑛1⃗⃗ ⃗⃗⃗⃗ ⃗⃗  and 𝑛𝑛2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  are vectors in the direction perpendicular to the surface they exert on. 
This nondimensionalized equation is a general equation for different shapes, even for the 
irregular shapes.  
5.5 Characterization of Alkane Flow in Nanotube  
Recent investigations indicate that the shale rocks have stronger affinity to alkane 
than to water using (Ghanbari et al. 2015). Meanwhile, Xu et al. (2014) implement 
experiments to prove that the real driving force for oleic phase is higher than the capillary 
pressure estimated by Young-Laplace equation, which also proves the strong adsorption of 
alkane on pore wall. Wang et al. (2016a) implement MD simulation to study the density 
distribution of alkane in the cross sections of a flow channel composed by two parallel 
plates made of graphene or silica. Wang et al. (2016a) analyzed the structure of liquid phase 
and adsorption behavior based on MD simulations. Balasundaram et al. (1999) argued that 
the structure of molecules is shown by the density distribution achieved from the center-
of-mass of alkane subunits instead of each hydrocarbon chain. Thus, the local density 
distribution of each section of oil implemented in this model is calculated by the subunits 
of alkane.  
5.5.1 Density Distribution 
As shown in Figure 5.3 (the density distribution of alkane within two parallel plates 
composed of graphene), the alkane density close to the solid surface oscillates intensely 
and the density distribution is symmetric with respect to the central plane. The pseudo-
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atoms of octane stay at the positions with smaller potential energy caused by the uneven 
distribution between two slits, which has been proven by experiments (Christenson et al. 
1987; Markesteijn et al. 2012). The positions with low potential are the peaks shown in the 
density profile of octane molecules within the cross section. The density troughs, at which 
region seldom molecules exist, are caused by the strong repulsion force of the dense layers 
of octane. 
Wang et al. (2015) expressed that the octane molecules primarily stay in the parallel 
orientation to the surface due of the strong interactions between the solid wall and octane 
molecules. The decaying of density oscillation extends to four layers of alkane molecules 
from the silica substrate, where the thickness of each layer is measured to be approximate 
4.5Å (Jin et al. 2000). Jin et al. (2000) measured the distance of density fluctuation using 
solvation force measurement, and the distance reveals to be 18-20 Å. The density of octane 
in the central part of the two slits is measured to be 0.686 g/cm3 at temperature 353K and 
pressure 30Mpa. The density profile of alkanes was measured by experiments and MD 
simulations with respect to different types of solid materials, like silica, graphite and 
aluminum oxide (Ledyastuti et al. 2012; Le et al. 2015; Balasundaram et al. 1999). The 
trends of density oscillation near the solid are universal, and the spacing of layers is 
approximately the same as their molecular width instead of the chain length. However, the 
peak density of octane adjacent to the inorganic material is smaller than that near the 
organic matter, which indicates the strong adsorption force between liquid molecules and 
solid walls in organic pores.  
139 
The effect of the thickness of slit aperture on density distributions has been 
investigated by Wang et al. (2015). If the distance between two solid surfaces is smaller 
than 3.6 nm, the interaction potential of the two solid surfaces will strongly superimpose 
on each other and the bulk liquid is difficult to be distinguished from the film liquid. If the 
distance between the two parallel plates is larger than 3.6 nm, the confinement effect on 
the bulk liquid is small enough to be neglected. Then the bulk fluid and film fluid can be 
distinguished. 
5.5.2 Viscosity Distribution and Slip Length 
Recent literatures study the change of local alkane viscosity with respect to the 
distance from the solid surface while flowing across a nanopore. Different from the 
constant viscosity of bulk fluid in the central part of channel, the viscosity has been 
observed oscillating significantly in the interfacial region. I implement an average value to 
represent the oscillating viscosity of film liquid in characterizing alkane flow in 
nanoconfined tubes.   
For octane flowing within a tube composed of graphene or silica, the slip velocity 
on the solid wall will increase with the pressure gradient increase (Wang et al. 2016a). 
However, in the low-pressure range, the slip length does not vary much with changing the 
pressure gradient. Botan et al. (2011) indicated that the slip length will be sensitive to 
driving force change if the pressure is larger than the critical value. It has been proved that 
the viscosity of the octane within liquid-film region has a negligible change with driving 
force variation. Wang et al. (2016a) and Wang et al. (2016b) proposed an experimental 
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correlation between slip length and pressure gradient for both octane-silica and octane-
graphene system by fitting the result of MD simulations. The fitting equation is: 





) + 𝐶3                     (5.59) 
In this equation, 
𝑑𝑝
𝑑𝑥
 is the pressure gradient (𝑘𝑐𝑎𝑙/(𝑚𝑜𝑙 Å)),  𝐿𝑠 is the slip length (nm) and 
𝐶1, 𝐶2 𝑎𝑛𝑑 𝐶3 are the fitting parameters. For the octane-graphene system, 𝐶1 is 6.900, 𝐶2 
is 1. 536 × 10−6 and 𝐶3 is 87.901; for the octane-silica system, 𝐶1 is 0.830, 𝐶2 is 0.00495 
and 𝐶3 is -0.090. 
Temperature is another factor affecting the properties of nanoconfined octane 
within both organic and inorganic tubes. The fluctuations in the density distribution of the 
octane adjacent to the solid surface are similar under different temperature. Fewer 
molecules can be adsorbed on the surface under higher temperature due to the increase of 
kinetic energy. Zhang et al. (2012) validated this theory using the experiment of methane 
adsorption in shale cores. Voronov et al. (2006) indicated that the alkane flow capacity in 
graphene tubes becomes higher with temperature increasing by implementing non-
equilibrium molecular dynamics simulation of LJ particles. Voronov et al. (2006) argued 
that the temperature has complex influences on the slippage effect through affecting the 
molecular interactions. Wang et al. (2016a) provided an empirical equation describing the 
change of slip length with respect to the different temperature in both graphene and silica 
channels: 
𝐿𝑠 = 𝐶1𝑒𝑥𝑝 (
1
𝐶2
𝑇) + 𝐶3                     (5.60) 
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where T is the temperature in the unit of K. For octane-graphene system, 𝐶1  is 
−1.260 × 10−6 , 𝐶2  is 41.689 and 𝐶3  is 138.946; for octane-silica system, 𝐶1  is 4.47 ×
10−5, 𝐶2 is 47.130 and 𝐶3 is 0.714. 
As the MD simulation indicated, the slippage effect is also affected by the thickness 
of slit aperture (Chen et al. 2008). With the pore size decreasing, the interaction of each 
solid surface on alkane molecules increase, which will cause the slip length increase 
correspondingly. In relatively large pores, the slip length varies slightly with diameter 
change; while within the pores whose size is smaller than the critical value, the slip length 
increases dramatically with the pore size decrease (Chen et al. 2008). The empirical 
relationship between the thickness of slit aperture with the slip length was proposed by 
Wang et al. (2016a): 
𝐿𝑠 = 𝐶1𝑒𝑥𝑝 (
1
𝐶2
𝑤) + 𝐶3                     (5.61) 
where 𝑤 is the thickness of slit aperture in the unit of nanometer. For the octane-graphene 
system, 𝐶1 is 311.367, 𝐶2 is -1.0236 and 𝐶3 is 129.135; for the octane-silica system, 𝐶1 is 
0.387, 𝐶2 is -32.470 and 𝐶3 is 0.826. 
5.6 Characterization of Water Flow in Nanotube 
5.6.1 Slip Length 
The water flow rate in graphene nanotubes is significantly affected by the slip 
length. Numerous molecular dynamics (MD) simulation studies and experiments are 
carried out, and they prove that the flow enhancement caused by the boundary-slippage 
effect differs by one to five orders of magnitude from the traditional Navier-Stokes 
equation with no-slip boundary condition (Kannam et al. 2013). 
142 
Recent studies have shown that water molecules can form a thermodynamically 
driven depletion layer on contacting a hydrophobic surface resulting in a low surface 
friction factor, which will cause a velocity ‘jump’ on interface (Joseph et al. 2007).  Huang 
et al. (2008) argued that the thickness of depletion layer would decrease with the contact 
angle increase, and the slip length would decrease correspondingly. The relationship 
between slip length and the thickness of depletion layer (𝑏 ∝ 𝛿4), was proposed by Huang 
et al. (2008). So, the slippage effect will be mitigated in hydrophilic nanotubes because of 
the decrease of depletion-layer thickness. Wu et al. (2017) proposed the empirical 




                       (5.62)  
where 𝐿𝑠 is the slip length of water flowing at the solid wall and 𝜃 is the contact angle 
between water and the solid wall. The prerequisite of implementing Eq. 5.50 is that the 
viscosity needs to be constant of film-liquid region; so, the fitting equation is appropriate 
to be employed in the mathematical model proposed in this work since I use an average 
value to represent the equivalent viscosity of film region. Here 0.41 (Wu et al. 2017) is a 
fitting parameter from molecular dynamic simulation rather than by experiments, because 
the effective slip length estimated by experiments is a combination of many factors, 
including wall roughness, wall wettability and experiment environment (Granick et al. 
2003; Schmatko et al. 2005; Doshi et al. 2005). Joly et al. (2006) argued that it needs to 
pay attention while using Eq. 5.50 with contact angle larger than 145°, because chances 
are high to make a significant discrepancy from the real slip length with even a small error.  
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It is essential to be noted that the slip length of water on the wall is also influenced 
by other factors besides contact angle. Even though slippage effect is more apparent 
contacting hydrophobic surface caused by the strong repulsion force, Ho et al. (2011) 
indicated that water also slip on hydrophilic interface by analyzing the result of MD 
simulation. Ho et al. (2011) argued that the reason of slippage phenomenon of water on 
hydrophilic surface is that water molecules migrating from one position to another can 
occur if the preferential adsorption sites are very close to each other. As reported by Li et 
al. (2012), the contact angles of water on graphene and boron nitride are similar and the 
structure of water molecules in contact with solid surface are also very similar, but the slip 
length varies significantly. This phenomenon has been investigated and attributed to the 
corrugation of energy landscape on boron nitride increasing because of electronic structure 
effects, so the slip length is not only related to contact angle (Tocci et al. 2014). It has been 
studied by MD simulations that the slip length depends on the electronic structure and on 
the composition of solid wall, which has been validated by experiments also (Suk et al. 
2014; Hilder et al. 2009; Joly et al. 2006; Secchi et al. 2016). Although slippage effect is 
not exclusively determined by contact angle, many investigations express the influence of 
wetting behavior is significant (Cottin-Bizonne et al. 2002; Byun et al. 2008; Zhu et al. 
2012). So, it is still reasonable to implement Eq. 5.62 to estimate the slip length using 
contact angle in characterizing flow capacity in nanoconfined tubes.  
5.6.2 Viscosity Distribution 
The viscosity of water near surface region increases with the decreasing of contact 
angle, because strong interaction caused by dense hydrocarbon bonding network will make 
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the structure of water-film more stable (Qin et al. 2015). To characterize the relationship 
between viscosity and contact angle, I implement the empirical equation fitted with MD 
simulations (Wu et al. 2017), 
𝜇𝑖 = 𝜇∞(−0.018𝜃 + 3.25)                      (5.63) 
where 𝜇𝑖 is the average viscosity of film-water, and  𝜇∞ is the viscosity of bulk-liquid. It 
needs to be noted that the water viscosity of film-liquid varies with confinement size as 
investigated through MD simulations implemented by Qin et al. (2015). Quantitively 
speaking, the viscosity of water-film on a hydrophilic surface decreases with confinement 
size increasing (Goertz et al. 2007); while for hydrophobic solid surface, the viscosity 
increases with tube-size increasing (Chen et al. 2008). Ortiz-Young et al. (2013) and Raviv 
et al. (2001) implement experiments of water flowing through nanoconfined channels and 
revealed that the viscosity of confined water varies spatially, which is attributed to the 
difference of dynamic properties and structures of nano-confined water adjacent to solid 
wall. However, the influence of size-confinement of nanopores with diameter larger than 
1.4 nm is not dramatic compared to the influence of contact angle as proved by experiments 
performed by Raviv et al. (2001). The effect of other factors could be neglected on the 
change of viscosity, and I assume that the viscosity of water film is a constant value with 
fixed wettability.  
5.7 Characterization of Water Film 
Within inorganic pores, water molecules are adsorbed on the pore wall and clay 
particles by hydrogen bond, Van der Waals force and electrostatic force. Based on the 
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theory of thermodynamic equilibrium between water and vapor, Li’s model can be used to 
estimate the properties of water film. Li et al. (2016) proposed the formula:  
Π(ℎ)𝑉𝑤 = −𝑅𝑇𝑙𝑛 (
𝑝𝑣
𝑝𝑜
)                     (5.64) 
where ℎ is the water-film thickness; Π(ℎ) is the disjoining pressure between water film and 
solid surface, which is a function of the thickness of water film; 𝑉𝑤 is the water molar 
volume (𝑚3/𝑚𝑜𝑙); 𝑝𝑣 is the partial pressure of vapor (MPa) and 𝑝𝑜 is the saturated vapor 
pressure (MPa).   
As described above, disjoining pressure is the summation of three molecular forces, 
including structure force, electrical force and London-Van der Waals force. Here the 
disjoining pressure for slit is expressed as (Li et al. 2016) 























3                      (5.68) 
where Π1(ℎ) (MPa) is the disjoining pressure between the solid surface and water film by 
considering the long-range molecular force and short-range structural force. Π2(ℎ) (MPa) 
represents the disjoining force between the solid surface and water film at the opposite side 
of the silt. Π3(ℎ) (MPa) represents the disjoining pressure between water films on the 
opposite side of the solid surface. 𝐴𝐻∗  is the Hamaker constant for solid-liquid-vapor 
interactions and 𝐴𝐻 is the Hamaker constant of solid-liquid interactions, both of which are 
in the unit of 𝐽. 𝜉1 (mV) is the electrical potential of the water-solid interfaces and 𝜉2 (mV) 
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is the electrical potential of the water-octane interfaces. Γ (nm) is the characteristic length 
of water molecules. κ (𝑁/𝑚2) represents the coefficient of the structural-force strength.  
(dimensionless) is the relative dielectric permittivity of water and 𝑜 (F/m) is the electric 
constant within vacuum condition. The thickness of water film can be predicted by 
substituting Eq. 5.65 into Eq. 64.  
5.8 Construction of Multi-scale Liquid Flow Model 
I implement MD simulation to evaluate the slip length of liquid on the solid 
boundary under different conditions, including driving force, temperature, hydraulic 
diameter and the composition of the solid wall. Then, the calculated slip length is 
implemented into the modified Navier-Stokes equation to characterize the flow capacity of 
liquid in nanotubes with different cross-sectional geometry and different composition. 
Since the pore throats in the dendroidal model are represented by nanotubes, the apparent 
permeability of each single nanotube characterized by the mathematical model can be 
implemented into the dendroidal model to predict the apparent permeability in core-scale. 
The dendroidal model integrates the experimental data of mercury 
injection/imbibition, nitrogen isothermal adsorption/desorption, Fourier Transform 
Infrared (FTIR), Low Pressure Helium Pycnometry and Total organic carbon (TOC). 
Coupling the information from different aspects, dendroidal model have high 
representativeness of the real porous media of shale core samples.  
The pores in shale porous media are categorized in the organic pore and inorganic 
pore generally, within which the liquid flow capacities are different. Moreover, the 
minerology of inorganic pores will influence the flow capacity as well, especially for water. 
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Most of the clay minerals in shale are hydrophilic (Sun et al. 2017), while organic matters 
are hydrophobic. In inorganic pores, the influence of minerology will be more significant 
on water than that on alkane, since the interaction force between a solid wall and fluid is 
strong for wetting phase. Consequently, this multi-scale model does not distinguish the 
inorganic pores with different compositions when simulating alkane flow through porous 
media. For water flow in the porous media, the multi-scale model distinguishes the 
inorganic pores with different composition.  
 Relative permeability is calculated by simulating the process of injecting water 
into the dendroidal model originally filled with oil. Initially, water is injected from left 
surface with an increasing pressure into a core sample. The capillary pressure required for 
water to invade into each pore throat is calculated by Eq. 5.2. For each pressure incremental 
step, water phase could invade into more pore throats, and the corresponding water 








                       (5.70) 
where 𝑞𝑚𝑤 is the flow rate of the wetting phase in multi-phase flow condition, and 𝑞𝑠𝑤 is 
the flow rate of wetting phase in single phase flow condition. 𝑞𝑚𝑛𝑤 is the flow rate of non-
wetting phase in multi-phase flow condition, and 𝑞𝑠𝑛𝑤 is the flow rate of non-wetting phase 
in single-phase flow condition. The total flow rate in multi-phase flow is calculated by 
mass conservation at the pore 𝑖, 
∑ 𝑞𝑖,𝑗𝑗 = 0                       (5.71) 
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where 𝑗 represents the pore-throats connected to specific pore 𝑖. I assume that the pressure 
drops caused by the viscose effect can be neglected compared with capillary pressure. The 
other assumption is that the fluid is incompressible. Then, the liquid flow rate in the pore 




(𝑝𝑖 − 𝑝𝑗)                     (5.72) 
where 𝑘𝑟𝑤,𝑖𝑗 is the relative permeability of wetting phase within pore throat 𝑗; 𝐴𝑖𝑗 and 𝐿𝑖𝑗 
are the cross-sectional area and length of this pore throat 𝑗 connected to pore 𝑖. Since there 
is no fluid trapping in circular pore throats, the pressure of pore 𝑖 and 𝑗 are represented by 
the single-phase pressure 𝑝𝑖 and 𝑝𝑗. A linear equation set can be defined by implementing 
Eq. 5.71 and Eq. 5.72 in every pore throat, and then it can be solved in terms of pore 
pressure. With the pressure of each pore body calculated, relative permeability for each 
phase can be characterized correspondingly by Eq. 5.72.  
5.9 Case Study 
In this section, I implement the modified Navier-Stokes equation to characterize 
the apparent permeability of octane within a single pore with various cross-sectional 
geometry under different conditions, including temperature, driving force and hydraulic 
diameter. Then, I analyze the influence of different parameters on the apparent 
permeability of octane within the nanoconfined tubes. The apparent permeability of the 
whole core sample in centimeter scale can be predicted using dendroidal theoretical pore-
network model, consequently.   
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5.9.1 Apparent Permeability of Single Tube 
Wang et al. (2016a) and Wang et al. (2016b) published the results of 56 sets of MD 
simulations of octane flow simulation within graphene nanotubes and silica nanotubes, 
which will be used in this multi-scale liquid flow model to perform the characterization of 
octane flow in single nanopore. For convenience, I list the results of MD simulation of 
octane-graphene system in table 5.1 and those of octane-silica system in table 5.2. The 
effects of nanoconfinement and boundary slippage have been tested under different 
operational systems by MD simulations, with which I can implement the modified Navier-
Stokes equation to characterize the influence of each single parameter on the flow capacity 
of octane in a single nanopore.  
The slip length provided by the published works is measured by the MD simulation 
of fluid flow in slit-shape channels instead of closed-shape ones (circle, rectangle and 
triangle). Falk et al. (2011) implement MD simulations to investigate the flow capacity of 
different liquids (water, ethanol, decane and octamethylcyclotetrasiloxane) in carbon 
nanotubes, and the results indicate that both surface roughness and surface curvature will 
affect the surface friction factor. However, the effect of surface curvature on flow capacity 
will be negligible if the diameter of tube is larger than 2.8 nm. The effect of surface 
curvature is negligible in this model, because the sizes of most of the pores in shales are 
larger than 2.8 nm, which is characterized by the visualization of SEM images. Moreover, 
in the dendroidal model, the pore throats with extremely small diameters are in the 
branching paths, which have negligible effects on the predicted flow capacity of a core 
sample. Consequently, implementing the slip length measured by MD simulations in silt-
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shape pores into the pore throats with different cross sections (circular, rectangular and 
triangular) can still provide a reasonable prediction.  However, a correction factor is 
required to implement the slip length measured in slit-shape channels. For octane flowing 
in nanotubes, the proposed method (Falk et al. 2011) can be implemented to correlate the 
slip length in the closed-shape tubes with the slip length in slit-shape tubes. At first, the 




                       (5.73) 
where 𝑅ℎ is the hydraulic diameter (nm); A is the area of pore-throat cross section (𝑛𝑚
2); 
P is the perimeter (nm). The slip length can be evaluated by Eq. 5.61, where the value of 
𝑤  should be the hydraulic diameter with correction. The correction is performed by 
𝐿𝑠,𝑒 = 𝐿𝑠,𝑟 − , where 𝐿𝑠,𝑟 is the real slip length measured by MD simulations, 𝐿𝑠,𝑒 is the 
corrected slip length implemented into Eq. 5.61 and  is the correction factor (nm). Figure 
5.9 shows the change of correction factor with respect to the dimensionless geometry 
factor, which is the plot of 600 cases of pore throats with different cross sections. It 
indicates that the correction factor would be small at large geometry factors. The slip length 
changes dramatically with slit aperture thickness varies. If the thickness is smaller than the 
critical value, the cross sections with small dimensionless geometry factor will have large 
slip length. The correlation between the dimensionless geometry factor and the correction 
factor is as follows, 
= −81.76𝑙𝑛(𝐺) − 229.11                      (5.74) 
which will be used to estimate the real slip length of various cross sections.  
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Figure 5.9 The difference of real slip length measured by MD simulation and 
estimated by hydraulic diameter with respect to difference geometry factor. 
Figure 5.10, Figure 5.11 and Figure 5.12 show the velocity distribution of liquid 
flowing in the nanotubes with different cross-sectional geometry, which is characterized 
by the modified Navier-Stokes equation coupling nanoconfinement effect and boundary-
slippage effect. Figure 5.10 shows the velocity distribution of octane flowing through an 
organic triangular tube. Figure 5.11 shows the velocity distribution of octane flowing 
through inorganic rectangular tubes. Figure 5.12 shows the velocity distribution of octane 
flowing across an organic rectangular tube. The other parameters (hydraulic diameter, 
temperature and driving force) of the simulations in Figure 5.10, Figure 5.11 and Figure 
5.12 are same, where the only differences are the cross-sectional geometry and the solid 
wall composition. It can be identified that there are stagnant liquid films in the corner of 
the angular cross section, while there is no stagnant liquid film in the circular tubes. Thus, 




















in polygonal tubes, because the stagnant fluid causes an increase of resistance in fluid 
transport.   
Table 5.1 Slip length estimated by non-equilibrium molecular dynamic simulation 










353 5.24 5.10E-07 97.95 354 
353 5.24 1.02E-06 100.65 354 
353 5.24 2.15E-06 116.18 354 
353 5.24 2.87E-06 132.48 354 
353 1.74 2.87E-06 184.97 354 
353 3.46 2.87E-06 138.21 354 
353 5.24 2.87E-06 132.48 354 
353 7.61 2.87E-06 129.16 354 
353 11.17 2.87E-06 128.41 354 
353 5.24 2.87E-06 132.48 354 
373 5.24 2.87E-06 130.40 308.80 
393 5.24 2.87E-06 122.55 234.59 
413 5.24 2.87E-06 113.94 171.85 
 
Then I calculate the flow capacity of octane in the organic pores and inorganic pores 
with different cross sections and analyze the effect of each parameter on flow capacity 
within a single nanopore. For each case of the numerical calculation of the octane flow in 
a single nanopore, I randomly assign the side length of each side of a rectangle or a triangle, 
but the hydraulic diameter is maintained consistent. The cross-sectional shapes of all the 
cases are listed in table 5.3. I calculate the velocity profiles of bulk-octane in the central 
region and film-octane near the wall (table 5.4). The flux of bulk-octane in case 5, 6, 20, 




Table 5.2 Slip length estimated by non-equilibrium molecular dynamic simulation 










353 5.40 1.00E-04 0.77 354 
353 5.40 2.50E-04 0.78 354 
353 5.40 5.00E-04 0.81 354 
353 5.40 7.50E-04 0.87 354 
353 5.40 1.00E-03 0.94 354 
353 5.40 2.00E-03 1.15 354 
353 1.74 7.50E-04 0.24 354 
353 3.46 7.50E-04 0.26 354 
353 5.24 7.50E-04 0.30 354 
353 7.61 7.50E-04 0.30 354 
353 11.17 7.50E-04 0.31 354 
353 5.40 7.50E-04 0.28 354 
373 5.40 7.50E-04 0.27 308.80 
393 5.40 7.50E-04 0.24 234.59 
413 5.40 7.50E-04 0.21 171.85 
 
 
Figure 5.10 Schematic of the velocity profile in inorganic pore throats with a 
triangular cross section. x axis and y axis represent the dimensionless length, which 






Figure 5.11 Schematic of the velocity profiles in organic pore throats with a 
rectangular cross-section. x axis and y axis represent dimensionless length, which are 




Figure 5.12 Schematic of the velocity profile in a inorganic pore throat with 
rectangular cross section. x axis and y axis represent dimensionless length, which are 
defined as 𝒙 = 𝒍𝟎𝒙 and 𝒚 = 𝒍𝟎?̃?, where 𝒍𝟎 is 100 nm.  
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1 Organic 4 7.59 8 9.8 10.31 
2 Organic 4.5 6.27 7 12.98 14.7 
3 Organic 3.2 14.46 7.2 12.8 15.1 
4 Organic 2.9 27.14 8.33 9.2 10.5 
5 Organic 1.2 3.16 2.5 3.54 4.02 
6 Organic 2.1 9.82 5.31 10 13 
7 Organic 3.5 10.42 6.54 15 15 
8 Organic 5.5 12.35 11.27 15 18 
9 Organic 7.2 24.9 13.86 59 65 
10 Organic 5.24 5.24 6.68 14 14 
11 Organic 3.5 10.42 7.2 12.74 15 
12 Organic 3.8 8.44 7.9 12.15 15.8 
13 Organic 4.2 6.96 5.9 32.31 31 
14 Inorganic 4 7.59 8 9.8 10.31 
15 Inorganic 4.5 6.27 7 12.98 14.7 
16 Inorganic 3.2 14.46 7.2 12.8 15.1 
17 Inorganic 2.9 27.14 8.33 9.2 10.5 
18 Inorganic 3.2 14.46 7.2 12.8 15.1 
19 Inorganic 2.9 27.14 8.33 9.2 10.5 
20 Inorganic 1.2 3.16 2.5 3.54 4.02 
21 Inorganic 2.1 9.82 5.31 10 13 
22 Inorganic 3.5 10.42 6.54 15 15 
23 Inorganic 5.5 12.35 11.27 15 18 
24 Inorganic 7.2 24.9 13.86 59 65 
25 Inorganic 5.24 5.24 6.68 14 14 
26 Inorganic 3.5 10.42 7.2 12.74 15 
27 Inorganic 3.8 8.44 7.9 12.15 15.8 




Table 5.4 Flux in rectangular pore-throat calculated by the modified Navier-Stokes 





Flux       
(m/s) 
Film-Octane 
Flux     
(m/s) 
Total Octane  
Flux         
(m/s) 
1 Organic 5.97 5.90 5.93 
2 Organic 12.27 12.13 12.18 
3 Organic 29.74 29.51 29.57 
4 Organic 45.16 44.89 44.96 
5 Organic 0.00 20.74 20.74 
6 Organic 0.00 30.89 30.89 
7 Organic 45.22 44.87 44.98 
8 Organic 64.46 63.56 64.01 
9 Organic 94.88 92.81 94.15 
10 Organic 45.25 44.85 44.99 
11 Organic 51.03 50.64 50.76 
12 Organic 63.20 62.65 62.83 
13 Organic 80.32 79.52 79.80 
14 Inorganic 4.30 2.65 3.21 
15 Inorganic 7.25 4.34 5.36 
16 Inorganic 15.81 11.22 12.54 
17 Inorganic 23.68 18.23 19.58 
18 Inorganic 38.80 28.20 31.25 
19 Inorganic 80.84 64.63 68.65 
20 Inorganic 0.00 8.56 8.56 
21 Inorganic 0.00 15.69 15.69 
22 Inorganic 30.56 16.99 21.25 
23 Inorganic 54.17 23.17 38.95 
24 Inorganic 84.60 30.95 65.58 
25 Inorganic 32.41 15.12 21.25 
26 Inorganic 33.66 18.48 23.25 
27 Inorganic 43.32 21.84 28.95 




Table 5.5 Flux in triangular pore throats calculated by the modified Navier-Stokes 













1 Organic 7.00 5.89 5.96 
2 Organic 13.10 11.70 12.40 
3 Organic 30.63 29.53 30.13 
4 Organic 45.79 44.59 45.19 
5 Organic 0.00 20.77 20.77 
6 Organic 31.49 31.49 31.49 
7 Organic 45.85 45.85 45.85 
8 Organic 64.78 64.78 64.78 
9 Organic 108.47 100.47 105.47 
10 Organic 47.68 45.68 45.68 
11 Organic 52.00 51.60 51.60 
12 Organic 64.48 63.88 63.88 
13 Organic 89.23 88.63 88.63 
14 Inorganic 4.64 2.56 3.30 
15 Inorganic 7.64 4.13 5.37 
16 Inorganic 16.48 12.02 12.60 
17 Inorganic 27.11 15.46 19.59 
18 Inorganic 41.44 26.49 31.33 
19 Inorganic 91.80 55.98 68.68 
20 Inorganic 0.00 8.65 8.65 
21 Inorganic 23.15 14.40 15.72 
22 Inorganic 33.73 14.49 21.31 
23 Inorganic 56.28 20.14 38.95 
24 Inorganic 75.41 44.64 65.64 
25 Inorganic 10.79 34.15 21.32 
26 Inorganic 10.67 30.41 23.28 
27 Inorganic 14.59 38.50 29.03 
28 Inorganic 16.50 39.44 31.31 
 
159 
5.9.2 Sensitivity Analysis of Octane Flow within Single Tube 
In this section, I analyze the influence of each parameter, including pressure 
gradient, temperature and hydraulic diameter, on the flow capacity of octane within the 
pore throats composed of organic matter or inorganic matter.  
Figure 5.13 (a)(b)(c)(d) compare the volume flux of octane subject to various 
driving force within the nanotubes with different cross section and different composition. 
The volume flux is characterized at the temperature of 373K. The hydraulic diameters of 
all the cases are 5.24 nm. With the pressure gradient increase, the flow capacity of octane 
within inorganic pore throats increases as well, which is a result of the increment of slip 
length. Figure 5.13 (a)(b) indicate that the flux of bulk-fluid is larger than that of film fluid, 
which is agreed with the results characterized either MD simulations or mathematical 
models (Zhang et al. 2017; Wu et al. 2017; Wang et al. 2016a). Figure 5.13 (a) indicates 
that the flux of film liquid is smaller than that of bulk liquid. While for Figure 5.13 (c), 
which represents the flux varies with the change of pressure gradient in rectangular organic 
tubes, shows that the bulk fluid has similar flux with film-liquid flux. The difference of the 
figures for organic and inorganic tubes is caused by the variance of slip length. Since the 
slip length is larger in organic tubes, the properties difference (density and viscosity) 
between film liquid and bulk liquid would not cause a significant difference on the film-
liquid flux and bulk-liquid flux. Because the slip length is small for octane flowing in 
inorganic tubes, the flux difference of bulk fluid and film fluid caused by the different 















































































Figure 5.13 Change of flux of bulk liquid, film liquid and entire liquid with respect to 
the variation of pressure gradient in both inorganic pores and organic pores. The 
measurements are under the same operation conditions except for the pressure 
gradient. (a) Inorganic rectangle pore; (b) Inorganic triangle pore; (c) Organic 
rectangle pore; (d) Organic triangle pore.  
Figure 5.14 (a)(b)(c)(d) indicate the volume flux change with respect to different 
hydraulic diameter for both organic tubes and inorganic tubes. The flux is measured at the 
temperature of 373K, and the pressure gradient of all cases are 7.5 × 104 𝑘𝑐𝑎𝑙/(𝑚𝑜𝑙 ∙ Å). 
Figure 5.14 indicates that the flux would increase with the hydraulic diameter increase for 
both organic tubes and inorganic tubes regardless of the cross-sectional shape. However, 
Wang et al. (2016b) have proved that the slip length decreases with hydraulic diameter 
increase. In figure 5.14, the volume flux of bulk fluid in nanotubes with the hydraulic 
diameter of 1.74 nm is zero. Because the hydraulic diameter of the cross section of pore 
throat is extremely small, the bulk fluid does not exist, where all the fluid molecules are 

























is large in organic pores, the difference of flux between bulk fluid and film fluid in the 





















































Figure 5.14 Change of flux of bulk fluid, film fluid and entire fluid with respect to the 
variation of the hydraulic radius in both inorganic pores and organic pores. The 
measurements are under the same operation conditions except for the hydraulic 
radius. (a) Inorganic rectangle pore; (b) Inorganic triangle pore; (c) Organic 






























































































Figure 5.15 Change of flux of bulk liquid, film liquid and entire fluid with respect to 
the variation of temperature in both inorganic pores and organic pores. The 
measurements are under the same operation environments except for the 
temperature. (a) Inorganic rectangle pore; (b) Inorganic triangle pore; (c) Organic 
rectangle pore; (d) Organic triangle pore.  
Figure 5.15 (a)(b)(c)(d) show the flux change with respect to different temperature. 
The flux is measured at the hydraulic diameter equals to 5.24 nm, and the pressure gradient 















































the slip length would decrease with temperature increase, which is caused by the change 
of interaction intensity between the solid wall and fluid molecules. However, with 
temperature increase, the viscosity of fluid will decrease. The rate of viscosity decrease of 
the film fluid and the bulk fluid are different. Accounting for these two effects overall, the 
flux will increase with the temperature increase, even though the slip length decrease. The 
results of this new mathematical model are same as thoes of the MD simulations proposed 
by Wang et al. (2016a).  
Here, I use the parameter, the enhancement factor, to account for the enhancement 
of apparent permeability with both boundary-slippage effect and nanoconfinement effect 
with respect to the intrinsic permeability without these effects considered,  
= 𝑘𝑎𝑝𝑝/𝑘𝑎𝑏𝑠,  
where 𝑘𝑎𝑝𝑝 is the apparent permeability considering boundary-slippage effect and 𝑘𝑎𝑏𝑠 is 
the absolute permeability. Figure 5.16 (organic tubes) and Figure 5.17 (inorganic tubes) 
indicate the change of enhancement factor with respect to different parameters, including 
driving force, hydraulic diameter and temperature. The magnitude of enhancement factor 
of octane within organic nanotubes is larger than that in inorganic nanotubes, which is 
caused by the difference of slip length. In the MD simulation, it has been investigated that 
the slip length of octane in organic pores is approximately ten time larger than that in 








Figure 5.16 In organic pores, the change of enhancement factor with respect to 








































































































































Figure 5.17 In inorganic tubes, the enhancement factor change with respect to 
different parameters, including (a) driving force, (b) hydraulic diameter, and (c) 
temperature.  
5.9.2 Prediction of Apparent Permeability of Core Sample 
In this section, I construct a dendroidal theoretical pore-network model to perform 
the prediction of apparent permeability of octane in a shale core sample. As mentioned 
above, the effect of minerology of inorganic pores on octane flow capacity within a single 
pore is negligible, so the dendroidal model in this case does not distinguish the minerology 
of inorganic pores. Only the organic pores and the inorganic pores are classified, and the 






























Figure 5.18 Enhancement factor with respect to different hydraulic diameter in (a) 
organic pores and (b) inorganic pores.  
I use the core samples from Marcellus shale and Wolfcamp shale to perform the 
prediction of apparent permeability of octane. The detailed procedure of constructing the 
dendroidal model is explained in chapter 3. In the dendroidal model, the pore throats are in 






















































pore considering boundary-slippage effect and nanoconfinement effect has been 
systematically characterized before. The effect of geometry on flow capacity is accounted 
for by implementing the hydraulic diameter and the dimensionless geometry factor.  
The procedure of evaluating apparent permeability by the dendroidal model has 
been explained. Here, I calculate the apparent permeability of octane in shale core samples 
considering boundary-slippage effect and nanoconfinement effect. With the temperature 
equals to 374K and the driving force equals to 5 × 104𝑘𝑐𝑎𝑙/(𝑚𝑜𝑙 ∙ Å), Figure 5.18 shows 
the enhancement factor with respect to different hydraulic diameters calculated by the 
modified Navier-Stokes equation, which will be implemented in the dendroidal model 
subsequently. It expresses that the enhancement factor of the pore throats with large 
hydraulic diameter is small. moreover, the enhancement factor is even negligible for the 
inorganic tubes with large hydraulic diameter. The intrinsic permeability of Marcellus 
shale and Wolfcamp shale without considering boundary-slippage effect and 
nanoconfinement are predicted to be 55 nd and 72 nd respectively, while the apparent 
permeabilities are 69 nd and 95 nd. Therefore, the enhancement factor for the core sample 
of Marcellus shale and Wolfcamp shale are 1.18 and 1.31 respectively. The results indicate 
that the enhancement factor for both two core samples are small, which is caused by the 
spatial distribution of the pores in shale porous media. The main flow paths contribute to 
most of the flow capacity of shale porous media. In these main flow paths, which have 
relatively large hydraulic diameter, the boundary-slippage effect is not significant. While 
the branching paths, which have relatively large enhancement factor, do not contribute 
much to the flow capacity of the core sample. Meanwhile, the enhancement factor of a core 
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sample is significantly affected by the distribution of organic pores and inorganic pores, 
where the slippage effect is more significant in organic pores than inorganic pores.  
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Chapter 6 Limitations and Future Recommendations 
6.1 Limitations 
  In this work, I developed the dendroidal theoretical pore-network model and 
improved the algorithm of extracted pore-scale modeling. Meanwhile, I predict the 
apparent permeability of shale core samples. However, there are some limitations in these 
two pore-network models and the multi-scale permeability characterization model.  
 In the dendroidal theoretical pore-network model, the interaction between natural 
fractures and the pores in matrix is considered. Therefore, the scale of this model is limited 
to the range of several centimeter. The model needs to be improved to consider facture 
distribution and its connection with pores, then it can be implemented to characterize the 
porous media in a larger scale.  
 The pores in a core sample are composed by different types of minerals, which have 
been characterized in the dendroidal model by implementing the Fourier Transform 
Infrared Spectroscopy (FTIR) experiment and the total organic carbon measurement. With 
the fraction of each mineral, I randomly distributed the minerals in the dendroidal model 
to assign the pore wall with different compositions. However, the randomly distribution of 
minerology cannot be accurately validated by experiments, which will cause discrepancies 
from the real minerology distribution in core samples.  
 The extracted pore-network model has limitations in accurately estimating ultimate 
recovery factor of rock core samples, because it stores the geometry information by 
dimensionless geometry factor, which cannot accurately capture the trapping effect of pore 
throats and pore bodies. Meanwhile, implementing the dimensionless geometry factor to 
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characterize the geometry of the pores is too simplified to accurately estimate the relative 
permeability, since the trapping mechanisms of the pores with various geometry would 
have different influences on the relative permeability.  
 For the model of multi-scale characterization of apparent permeability of rock core 
samples, it uses three shapes (triangle, rectangle and circle) to represent the cross sections 
of the pore throats. Even though the geometry of cross section is random by stochastically 
assigned the lengths and angles, it cannot represent the complex geometry of pores in the 
real core samples accurately.  
6.2 Future Recommendation 
 In constructing a theoretical pore-network model, the minerology distribution 
should be validated by experiments or scanning image analysis. With a reasonable 
minerology distribution, the influence of minerology on the apparent permeability and 
relative permeability can be characterized more accurately. Meanwhile, the fracture 
distribution and the interactions between fractures and the pores in matrix should be 
characterized in the pore-network model as well. Nuclear Magnetic Resonance (NMR) can 
characterize the pore-size distribution, which is the combination of the distribution of pore 
bodies and pore throats (Li et al. 2017a; Li et al. 2017b). After construction of the 
dendroidal model, NMR measurement can be implemented to validate the pore-size 
distribution to make it more representative of the real pore structure. 
 In the extracted pore-network model, the geometry of each pore body and pore 
throat should be stored in detail, instead of using the dimensionless geometry factor. 
Correspondingly, the ultimate recovery factor and relative permeability can be estimated 
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to a more accurate extent. The information of minerology should be characterized as well 
in the extracted pore network model, since the influence of minerology on the flow capacity 
and the trapping capacity of different fluid could be significant. Therefore, to accurately 
predict the ultimate recovery factor and transport properties, including apparent 
permeability and relative permeability, the information of minerology and geometry of 
both pore bodies and pore throats should be characterized in the extracted pore-network 
model.  
 In the multi-scale characterization of liquid flow in shale porous media, instead of 
using simple geometries (rectangle, triangle and circle) to derive the relationship between 
apparent permeability of a single nanotube with different geometries, a more representative 
relationship should be proposed. Therefore, the relationship can be implemented into the 
extracted pore network model to predict the apparent permeability of a rock core sample 
in micrometer scale with higher accuracy than the theoretical pore-network model. The 
apparent permeability characterized by multi-scale model can be implemented into 
reservoir simulation and production data analysis (Zheng et al. 2016a; Zheng et al. 2016b; 
Yuan et al. 2016). 
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Chapter 7 Conclusion 
Integrating seven distinct types of experimental data, the dendroidal pore-network 
model is constructed, which can capture the unique characteristics of shale core samples. 
Pore bodies and pore throats with various cross-sectional shapes are implemented to 
improve the representativeness of the pore-network model. The stochastically distributed 
pore-throat lengths, coordination numbers and spatial distributions render a more realistic 
analog of the shale porous media. The parameters in these distributions are adjusted based 
on the analysis of the mercury imbibition experiments considering contact-angle hysteresis 
and trapping hysteresis. The dual-compressibility model is introduced into constructing a 
pore-network model for the first time to eliminate the compressibility effects during 
mercury-drainage experiments. The measurements of total organic carbon and minerology 
are implemented to characterize the composition of pores. Pore composition can have a 
significant influence in predicting permeabilities.  
Following the complete procedures of constructing a dendroidal model, I build 
theoretical pore-network models for shale core samples of Marcellus and Wolfcamp 
formations. The parameters and spatial distributions are evaluated, and the frequency of 
imbibition events are summarized. Absolute permeability without slippage effect is 
calculated and proved to be in a reasonable range.  
A novel algorithm based on the maximal-ball method has been developed to extract 
pore-network models for shale core samples from scanning-electron microscopy images. 
Our novel approach considers extremely small pores and the limited connectivity in shales. 
The size of the pore bodies and pore throats can be identified more precisely using this 
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method than available approaches in the literature. This significantly reduces the pore-
volume estimation error. Different configurations of pore connectivity have been 
investigated using this pore-network modeling framework. The shape factors of each pore 
throat and pore body can also be characterized precisely. Thus, the extracted pore-network 
models can be used to determine transport properties and oil-recovery factor to yield more 
realistic values as this model accounts for complex geometry and extremely small size of 
the pore bodies and pore throats. I verified this novel pore-network modeling method using 
the samples from Marcellus shale. I analyzed in details the pore characteristics of four 
subsections from the Marcellus shale sample using this approach.  
Because of the significantly large number of pores in shales compared to that in 
conventional reservoirs, simulating large volume of shales porous media can be time-
consuming using extracted pore-network models. However, this model can leverage on 
high-performance parallel computational techniques by dividing the sample into 
subsections. 
Molecular dynamics (MD) simulation of steady-state liquid flow in nano-confined 
tubes captures the complex physics caused by the strong interaction between the solid wall 
and fluid molecules. The properties, including viscosity, density and surface friction factor, 
vary in the cross section of nanotubes. I developed a modified Navier-Stokes equation to 
characterize the velocity distribution of liquid in nanotubes with different cross-sectional 
geometries and compositions. Correspondingly, it calculates the apparent permeability of 
single nanotubes coupling the boundary-slippage and nanoconfinement effects. 
Afterwards, I implement the dendroidal model to predict the apparent permeability of shale 
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core samples in centimeter scale. The dendroidal model, integrating the information of pore 
structure from different experiments, yields high representativeness of the shale porous 
media. The apparent permeability of a single pore is highly sensitive to the composition of 
pores. The dendroidal model, which distinguishes the organic and inorganic pores, 
provides a relatively accurate prediction of apparent permeability.  
The results from MD simulation indicate that the flow capacity of nano-confined 
liquid can be 1 to 3 orders of magnitude different from that calculated by Navier-Stokes 
equation without considering the boundary-slippage effect. The geometry and composition 
also have considerable effect on the surface friction factor and viscosity in the near-wall 
liquid film, which in turn influence the flow capacity in nano pores significantly. I quantify 
the apparent permeability in core-scale under different pressures and temperatures. The 
apparent permeability in core-scale appears to be sensitive of the spatial distribution of 
pore throats with different sizes, geometries and compositions. Whereas, the distribution 
of pore bodies does not have considerable influence of apparent permeability in core-scale. 
Without coupling the effect of boundary-slippage effect in predicting the apparent 
permeability in core-scale, the discrepancy could be significant.  
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