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ABSTRACT
Noting that the symplectic structure for the nonabelian charge is described by a
Kirillov-Kostant one-form, an N-body Schrddinger equation for the nonabelian Chern-
Simons particles is obtained both from the point-particle picture and from field-
theoretic consideration. It is shown that the N-body equation is characterized by
nontrivial boundary conditions on lines connecting pairs of particles.
The two body scattering problem, which describes nonabelian Aharonov-Bohm
scattering is considered in the field-theoretic perturbative framework. The pertur-
bation theory is plagued with divergences; however, these can be renormalized by
introducing a gauge-invariant contact term. It is shown that the resulting scattering
amplitude agrees with the exact one at the repulsive critical point where the con-
formal anomaly disappears. Furthermore, the physical meaning of the non-critical
values for the contact interaction strength is explored in both the abelian and the
nonabelian cases. The Hamiltonian for the system allows a self-adjoint extension,
giving the most general boundary condition at the coincidence of the particle posi-
tions. The parameters involved with the extension are related to the renormalized
strength of the contact interaction.
As a related subject, the two-cocycle arising from the Chern-Simons three form is
studied. Topological quantities like the Pontryagin density and Chern-Simons three-
form are related by transgression equation and dimensional descent. The first de-
scendent from the Chern-Simons three form is the one-cocycle, well known as the
Wess-Zumino-Witten action in 2 dimensions. The next descendent, the two-cocycle,
is computed for an arbitrary group. When this expression is taken as an action for
the dynamics of two group elements, the Euler-Lagrange equation is identified for a
general Lie group and in particular for SU(2).
Thesis Supervisor: Professor Roman Jackiw
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Introduction
There are many "real world" 3+1 dimensional physical systems that are effectively
2+1 dimensional. Several such systems are encountered in condensed matter physics,
like the two dimensional electron array. There are also cases in which the formalism
becomes 2 + 1 dimensional in a certain limit; for example, in the high temperature
limit of 3+1 dimensional thermal theories, one dimension is lost by compactification
and the systems exhibit three dimensional phenomena.
In these 2+1 dimensional systems, the elementary objects can correspond directly
to 3+1 dimensional elementary particles or be composite excitations derived from the
3+1 dimensional elementary particles. In the former case, it is usually possible to
apply directly the laws of 3+1 dimensional physics, whereas the latter may involve
interactions which are peculiar to 2+1 dimensions, like the logarithmic fall-off of the
long range Coulomb interaction between charges.
One of the peculiar features of 2+1 dimensional physics is that the Maxwell
equation can be generalized to[l]
O,F*'` + -e.aPFp = jv (0.1)
where j is a conserved U(1) current and e"a is the antisymmetric Levi-Civita tensor
in 2 + 1 dimensions.
Due to the additional term proportional to n. in (0.1), the field equation describes a
system that is quite different from the conventional electromagnetism. In particular,
conventionally the U(1) field is massless and mediates a long range interaction between
charged particles, whereas the additional term in (0.1) makes the U(1) field massive
and the classical interaction short-ranged[l]. This may be seen by the fact that
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Eq.(O.1) without the source may be written as
(o2 + 2)FP, = (0.2)
where PF is the dual U(1) field defined by
-IA = 1 t0PFp (0.3)
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Eq.(0.2) clearly indicates that the U(1) fields are now massive with mass . In
addition, Gauss law becomes quite different from that of the conventional U(1) theory;
in fact the zeroth component of the field equation (0.1) leads to the following modified
Gauss law
V. E- B= j (0.4)
where E' = Fi° and B = - ,-.ii. Considering a localized distribution of charged
particles, we obtain a relation between flux and charge
= 1 Q (0.5)
where the flux · and the charge Q are, respectively, defined by
= d2r B (0.6)
Q = Jd2rj (0.7)
The integral fd 2 rV E does not contribute since the fields fall off exponentially due
to the massive nature of the interaction. The relation in (0.5) shows that any charged
source carries a flux proportional to its charge. Thus, the properties of the source are
quite different from those of a conventional charged current in 2+1 dimensions.
When the low energy physics is considered, the term proportional to nK becomes
dominant compared to the contribution from Maxwell term because of the massive
nature of the theory. From now on, we shall drop the Maxwell term in considering
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low energy dynamics and concentrate on the remaining that is called Chern-Simons
term. The field equation in (0.1) is reduced to
nV x A= -p (0.8)
e i (ajAo - Aj) = ji (0.9)
where the cross product is defined by A x C- EiAiCj and (A x C)i- iAjC .
In addition, we shall consider a system of charged point particles, for which the
expression of the current reads
p _ j0 = e6(r-qk) (0.10)
k
j = E ~qk(r-qk) (0.11)
k
where dot signifies the time derivative. Note that the field equations in (0.8-0.9) im-
plies that the U(1) fields, F,,, vanish away from the positions of the particles. Con-
sequently, the classical force between particles also vanishes if one adopts a Lorentz
force law
Mk k = e(E(qk) + k x B(qk)) (0.12)
Hence, the Chern-Simons term does not contribute to the classical dynamics of the
particles, though its presence implies that the particles carry a charge as well as a
flux.
However, when we consider the quantum problem, the Chern-Simons term does
affect the dynamics since the flux produces a nontrivial gauge field A, that cannot
be eliminated by a gauge transformation.
In Coulomb gauge V A, Eq.(0.8) is solved by
A = 2 _EV x n jr-qk (0.13)
This potential produces nontrivial long range interactions through Aharonov-
Bohm effect[2, 3], i. e. the wave function acquires anomalous phases when the particles
wind one around the other.
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The system described above follows from a Lagrangian
K 1 Mk21 '1L = d2re~AfoA. + 2 E Mq - e (4k A(qk) - A°(qk)) , (0.14)
2 J 2 k k
where the first term is the Chern-Simons kinetic term for the gauge fields, the second
describes a kinetic term for the non-relativistic particles, and the last describes a
usual minimal coupling.
Various symmetries are present in this system[4, 5]. The above Lagrangian pos-
sesses a gauge symmetry; namely, under the transformation
A, - A + A (0.15)
the Lagrangian density changes by total derivatives:
L -+ L + 2 Jd2rcea'/O(A~OyA) - e E A(t, qk(t)) (0.16)
2 k
There are also space translation and rotational symmetries with associated momen-
tum P, and angular momentum J:
P = E Mkk (0.17)
k
J = YEMkqk x k (0.18)
k
Moreover, the Lagrangian possesses an S0(2, 1) conformal symmetry generated by
usual time translation, time dilation
t' = at (0.19)
r' = ar (0.20)
qk(t') = V/-qk(t) (0.21)
A (x') = a ,,A(x) (0.22)
and conformal time transformation
1 1
-+a (0.23)t' t
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r = 1r (0.24)1 + at
q(t') = q (t) (0.25)1+ at
A'(x') = a,A (x) (0.26)
The respective generators are the Hamiltonian
1H = 2 E Mkqk (0.27)
k
dilation generator
1D = tH - E Mkq' l k (0.28)
k
and conformal generator
K = t2H + 2tD + 2 E Mkq (0.29)
k
Finally, the system is invariant against Galileo boosts r' = r + vt generated by
G = tP - ) Mkqk (0.30)
k
Performing a Legendre transform of the Lagrangian (0.14), one may obtain a first
order Lagrangian
d2AA+p qk- 22M [Pk-eA]2-Jd2rAo(B + P) (0.31)
where we dropped total derivative terms that arise from integration by parts.
Since the system is constrained by the Gauss law constraint, we shall use the
method of symplectic reduction[6] to quantize it. This method is summarized as
follows. Starting from a first order Lagrangian, one solves constraints and inserts
the solution into the original Lagrangian. Usually the new Lagrangian does not have
a canonical symplectic structure. By an appropriate Darboux transformation, we
achieve a canonical symplectic structure in terms of new variables. If one finds that the
10
reduced system is still constrained, one repeats the above reduction procedure until
one finds the unconstrained Lagrangian that has a canonical symplectic structure.
Accordingly, we first solve the constraint
B + - E (r-qk) = 0 (0.32)
in the Coulomb gauge, and get
A(r) = £ G(r -qk) (0.33)
/ k
G(r) - Vxlnr (0.34)
27ir
The reduced Lagrangian is
L = EPk qk+- 2 [k - E G(qk- q)] (0.35)k k rtk
which is unconstrained and possesses a canonical symplectic structure. Hence, the
time dependent Schrddinger equation for the system is given by[4]
iOtq(q1,,q.) =k EG(qk - q1)] O(q,. -,qn) (0.36)
Ic 2Mk[ K l]k
For the case of identical particles the above N-body Schr6dinger equation can be
obtained alternatively from the field theoretic formulation where one uses a Schr6dinger
field instead of each particle variable. Consider a Lagrange density
1L = 2 i d2eaYAaO~Ay+if D t- (DOp)t Do (0.37)
where the covariant derivative Do is defined by
D,, = o - ieA,. (0.38)
The Euler-Lagrange equations read
2-ea'F = JI (0.39)
iDtP = -2MD. DO (0.40)2M
11
where
JO p e~gt, (0.41)
J =e [ tDo - (D)t+] (0.42)2i
that is conserved.
Using again the method of symplectic reduction, it is straightforward to show that
a reduced Lagrangian is given by
L = itot - I - [V - ied 2r'G(r - r')p(r')]0l2 (0.43)
where the second term on right side is the Hamiltonian density of the system. The
operator field equation follows by commutation with the Hamiltonian H:
id = [, H]
1 e4
= - D D - Ao + 2 d2r'G(r-r')-G(r-r')p(r')0(r) (0.44)2M 2r
where A ° and A denote, respectively,
AO = fd2r'G(r-r').J(r') (0.45)
A = I d2r'G(r-r)p(r) (0.46)
The first two terms in (0.44) are expected from the classical field equation in (0.40)
whereas the last is a result of quantum reordering.
Now defining
0(ql, qn) = (010(ql) ''' (qn)[1I) (0.47)
and using the operator Schr6dinger equation, one may easily show that the N-body
wave function satisfies the N-body Schr6dinger equation in (0.36) with Mk = M
for all k. Thus we derived the N-body equation starting from the field theoretic
formulation, which implies that these two formulations are equivalent.
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Noting that the vector potential in (0.36) is pure gauge almost everywhere, one
may eliminate it as much as possible by redefining the phase of the wave function, b,
by
A' = e-ieo (0.48)
2_
e = Z E-0(qk - qi) (0.49)
k<l
where (r) 0(r) - 2rn when 27rn < 0(r) < 2r(n + 1). While the interaction is
hidden by the boundary conditions on the cut Yk = Yl - Ykl (k 1),
0l(ql,, qk = (, Ykl + 0+)...' ' ' , q = (xl, Ykl),' ' , qn)
ie2
= e 2 (k-x'1)'(ql , . . qk = (Xk, Ykl + O-),' ,ql = ( 1, Ykl),.'', qn) (0.50)
the wave function, ', now satisfies the free N-body Schrbdinger equation
iO~tc)q = -Ad 2Mk (0.51)
To see the effect of the long range interaction closely, let us now consider the two
body problem. The time independent Schr6dinger equation in the center of mass
frame is
[-M(V + 27rivG(r))2 - E]Oq = 0 (0.52)
where r q - q2 and v = e2/n. Note that this equation describes the Aharonov-
Bohm problem with the flux b (= -e/lr). Exact scattering solution of this problem
can be easily found and leads to the scattering amplitude[2, 3]
f (0) -= f[sin v cot -i sin I7rv - 47r sin2 6(0)] (0.53)
where p = 2ME and we assume Iv < 1/2 without loss of generality since the
symmetry of problem against the change, v --+ v + 1. The term proportional to
6(0) in the above amplitude does not appear in the original expression by Aharonov
and Bohm[2] since they consider for 0 0, 7r. However it is crucial for the unitarity
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of the scattering amplitude. The meaning of this 6-function contribution to the
scattering cross section is unclear in the sense that the unscattered incident beams
in the forward direction gives also -function contribution. To treat this problem
in a more transparent way, recently the time dependent wave packet description
of the scattering is considered in Ref.[7, 8]; it was found that the delta function
contribution can be interpreted as the limiting form of the distortion of the original
forward directional wave function.
Note that amplitude in (0.53) depends on the momentum, p, only through the
kinematical factor, which reflects the scale invariance of the system as discussed pre-
viously.
Earlier attempts of perturbative treatment of the Aharonov-Bohm problem failed
by missing the s-wave contribution in the first order and producing divergences in the
second order that cannot be resolved by renormalization procedure since the problem
does not involve any renormalizable parameters[9, 10].
In Ref.[11], this perturbation problem is analyzed in detail by considering field
theoretic model with an additional contact interaction
£ v ll 4 (0.54)
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This contact interaction does not play any role in the exact treatment of Aharonov-
Bohm problem since the modification in the Schr6dinger equation by the contact term
is proportional to (r)O(r) and, therefore, it vanishes by the choice of Aharonov-Bohm
boundary condition (0) = 0.
In the field-theoretic perturbation theory again divergences arise in the second
order, which may be regularized by either cut-off or dimensional regularizations.
Absorbing infinities by renormalization of the strength of contact interaction one
may obtain the finite scattering amplitude. The scattering amplitude depends on the
strength of the renormalized contact interaction, vr, and the renormalization scale,
11r Hence, the scale invariance of the system is lost by the perturbative treatment.
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However, there are critical values of contact interaction, at which the amplitude
regains the scale invariance. At one of the critical values, the scattering amplitude
corresponds to the Aharonov-Bohm expression to the given order.
In Ch.1-2, the detailed investigation of the above will be presented for both the
Abelian and the non-Abelian cases. In generalizing to the non-Abelian case, we shall
be concerned with the description of the non-Abelian point charges and the solutions
of the non-Abelian Gauss law.
As discussed previously, the perturbative treatment of the Aharonov-Bohm scat-
tering problem leads to a larger set of solutions that depend on the strength of contact
interaction and the renormalization scale. The Aharonov-Bohm result is regained at
a particular strength of contact interaction, namely at the repulsive critical point.
One may inquire about the physical meaning of other values of the contact coupling
as well as the scale parameter r,. In fact, there is no reason to insist upon the
scale invariance of the system since, for example, boundary conditions that obviously
include additional physical informations may not respect the scale symmetry.
For the case of the Aharonov-Bohm boundary condition (O) = 0, one clearly see
that it respects the scale symmetry, so that the Aharonov-Bohm scattering amplitude
also respects it. Thus the question that immediately follows is what is the most general
boundary condition at the origin. This condition is obtained by the requirements for
the Hamiltonian to be self adjoint and for the wave function square-integrable. These
requirements give the most general boundary condition at the origin as[12]
d(r2I() =)
Observing the boundary condition involves the scale parameter R and the proportion-
ality parameter, w, one may speculate that there might be a certain relation between
(w,R) and (v,, r).
We shall explore the relation and the physical implications of these parameters in
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Ch.3.
The last chapter is devoted to a slightly different problem. Instead of investigating
the effect of the Chern-Simons terms to the particle dynamics, in Ch.4 we explore an
interesting aspect of the Chern-Simons term itself.
Let us first begin by introducing the notion of cocycles. Cocycles play an impor-
tant role in the anomalous representation of the group[13]. To illustrate this, let us
consider a group element, g, that acts on a variable q by a definite rule:
q 4 q9 (0.56)
When we have a representation of this group on a wave function +(q), the simplest
rule one may have is
U(g)q(q) = (qg) (0.57)
where U(g) denotes a representation of a group action on the wave function. This
definition leads to a composition rule of the representation
U(g1)U(g2) = U(g9g2) (0.58)
One may generalize the rule in (0.57) by allowing a phase;
U(g)q(q) = ei2 w' (q ;g ) ( qg) (0.59)
Requiring that the composition law in (0.58) still holds, we get a condition
Wl -= wl (q91; 92) - w1(q; 9192) + wl(q; 9g) = 0 (mod integer) (0.60)
When a one-cocycle wl can be written as
wl(q; gl) = ao(q91) - wl(q) =_ Ao (0.61)
one may easily check that a new wave function
0'(q) = ei2 °o(q)q5(q) (0.62)
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and a new operator
U' (g) = ei2rao(q)U(g)e-i2' ra0(q) (0.63)
satisfies the usual rules in (0.57-0.58).
Similarly, one may generalize the composition law of the representation in (0.58)
by allowing a phase
U(gl)U(g 2) = ei27rW2(q;g9g92)U(gl 2 ) (0.64)
Associativity of the triple product imposes a condition
Aw2 W 2 (q9;g2,93) -w 2(q;glg2,g 3 ) +W2(q;g9,g2g3) -w 2(q;gl,g = 0 (mod integer) (0.65)
Again when w2 can be written as
W2 = al (q9 1; 92) - a(q; g99g2) + al1(q; g9) - Aat (0.66)
a new representation
U'(g) = ei2 1ra()U(g) (0.67)
satisfies (0.58), so that one may eliminate the effect of the two cocycle.
Let us now set up some mathematical terminologies. Quantities depend on n
group elements are called n-cochain. The coboundary operator A, which operates on
n-cocycle, is defined by
AWn - Wn(qgl;92,' .. , gn++E(-l)iwn(q; gl, .. gi-1 gigi+l, i+2 , 9gn+l)
i
+ (-1)n+lwn(q; g l,' ,9ng,) (0.68)
If Aw vanishes, we call wJ n-cocycle. An n-cochain that can be written as a cobound-
ary of an (n-1)-cochain is called n-coboundary. Note that the coboundary operator,
A, is a differential; i.e. A2 = 0. This fact implies that an n-coboundary is always a
n-cocycle.
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Considering a Lie group, the Lie algebra is modified by a central extension when
there is a two-cocycle[13]. On the other hand if there is a three-cocycle, the Jacobi
identity of the Lie algebra fails[14].
Provided that the n-cochain Qn is also a form for which exterior derivative is
defined, we call 6Q cocycle density if dAQn = 0. Since d and A commute, a cocycle
density is closed, hence Afn can be written as d of (n+1)-cochain, Qn+1:
AQn = dn+l (0.69)
which is called transgression equation. Operating A on both sides, we see that
AdQn+l = dAQn+l = 0 (0.70)
which implies that Qn+1 is again a cocycle density. Thus, a descent by the transgres-
sion equation can be continued to higher cocycle densities.
Now consider the Chern-Simons three form
Qo(A)= -- I tr(AdA+ A3) (0.71)
where under a gauge transformation, the gauge field A transforms as
Ag = g-lAg + g-ldg (0.72)
Notice that Qo(A) is a cocycle density because
Adio(A) -16 AtrF 2 = 0, (0.73)
167ir2
F = dA+A2 (0.74)
where for the last equality we have used the gauge invariance of the object trF2 .
A dimensional descent of Qo(A) by the transgression equation leads to a one-
cocycle density that is called Wess-Zumino-Witten (WZW) term. This WZW term
is considered as an effective Lagrange density and studied extensively[15]. Further
18
descent gives a two-cocycle density. This two cocycle depends on two group elements
and may serve as a Lagrangian for the dynamics of the two group elements.
In Ch.4, we present an explicit expression of two cocycle density for an arbitrary
Lie group, the corresponding Euler-Lagrange equations and some interesting features
of the system.
19
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Chapter 1
Non-Abelian Chern-Simons
Particles and their Quantization
A many-body Schr6dinger equation for non-Abelian Chern-Simons particles is ob-
tained from both point-particle and field-theoretic pictures. We present a parti-
cle Lagrangian and a field theoretic Lagrange density, and discuss their properties.
Both are quantized by the symplectic method of Hamiltonian reduction. An N-body
Schr6dinger equation for the particles is obtained from both starting points. It is
shown that the resulting interaction between particles can be replaced by non-trivial
boundary conditions. Also, the equation is compared with the one given in the liter-
ature.
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1.1 Introduction
Systems of point particles carrying non-Abelian charge in interaction with a non-
Abelian gauge field have been under investigation for over two decades[1]. Recently,
such a model in 2+1 dimensions with Chern-Simons kinetic action has gained atten-
tion owing to its peculiar long range interactions[2].
In general, particles interacting via the Abelian Chern-Simons term acquire frac-
tional statistics[3], and are called anyons[4]. Anyons play a role in the fractional
quantum Hall effect[5] and perhaps also in high temperature superconductivity[6].
A system of non-relativistic point particles with Abelian Chern-Simons inter-
actions has been previously discussed in [7] and [8]. Non-relativistic quantum dy-
namics can be equivalently described by a point particle Lagrangian or by a field
theory; upon quantization both lead to an N-body Schr6dinger equation, with the
Aharonov-Bohm (Ehrenberg-Siday) interaction. These two approaches are pursued
respectively in Refs. [7] and [8]. Moreover when the field theoretical description is
analyzed classically, self-dual solitons are found[9]. (Soliton solutions exist when a
quartic self-interaction is included. Quantum mechanically this corresponds to a
6-function hard-core interparticle potential, whose only effect is to regularize the
Chern-Simons interaction, protecting its classical conformal invariance[10] against
quantum anomalies[11].)
In this paper we extend our previous investigations to the non-Abelian case. Much
has already been established on this problem. Non-Abelian self-dual solitons have
been found in the corresponding non-relativistic field theory[12], which however has
never been quantized. The N-body Schr6dinger equation has been posited on the
basis of non-Abelian braid group investigations[13], but without a derivation from
first principles. A systematic derivation from a particle Lagrangian for the SU(n)
group was given subsequently[14]. In these works use is made of the Knizhnik-
Zamolodchikov connection[15]-a non-Hermitian choice of gauge, which requires a
23
non-trivial compensating measure in the normalization integral.
In Section 1.2, we reconsider the derivation of the Schrddinger equation from a
particle Lagrangian. We use the symplectic methods of Hamiltonian reduction[16]
and can accommodate any non-Abelian gauge group, provided it is equipped with an
invariant metric. Furthermore, we choose a real gauge and dispense with the complex
Knizhnik-Zamolodchikov connection. Both distinguishable and identical particles are
considered.
In Section 1.3, we follow the alternative route to the Schrddinger equation, by
beginning with a field theoretic Lagrange density. Again using the symplectic method
and constructing the N-particle state as an eigenstate of the number operator, allows
deriving the N-body equation, which coincides with the one obtained in Section 1.2
for identical particles.
In Section 1.4, the Schr6dinger equation is analyzed. We show that the interaction
between the particles may be replaced by a boundary condition and is equivalent to
the one given by the Knizhnik-Zamolodchikov connection.
An Appendix is devoted to a symplectic quantization of an arbitrary Lie algebra,
possessing an invariant metric. This is accomplished without explicit passage to
Darboux (canonical) variables.
1.2 Non-Abelian Chern-Simons Particles for an
Arbitrary Group
The non-Abelian charge carried by a point particle may be viewed as a classical
internal degree of freedom that produces a non-Abelian gauge field. Upon quantizing
this degree of freedom, the charge operator acquires a spectrum, which leads to a
multiplet structure of the particle state.
Let us begin with a classical description on the level of equations of motions. Since
the source produces a non-Abelian gauge field, we expect that a field equation relates
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the field to the source.
(DtF") a + IVE(F, )a = jvIa (1.1)
2
D, = o- + [AH, - ]
A Chern-Simons term with strength aI, is included because we are considering a
(2+1)-dimensional theory. Here j°(t, r) = 6 (r - q(t)) and j(t, r) = (t)6(r - q(t))
comprise the conserved particle current density, j", for a particle located in the p
lane at q(t) and Ia(t) is the non-Abelian charge. [Henceforth, we supress a common
time argument in all dynamical quantities.] Since the left side of (1.1) is covariantly
conserved, so must be the right side. This puts an additional condition on I:
Dt(jtI) = (Oaj`)I + jDI
= 5(r-q) DqI = O (1.2)
with Dq _ at + [Aq, .], Aq _ Ao - l A, A, - AaTa, I = IaTa, and the generators
Ta (in an arbitrary representation) satisfy [Ta, Tb] = fb CTc. Our space-time metric
tensor is diag(1, -1, -1). The force law, a non-Abelian generalization of the Lorentz
force, is given by
mq = Ia(E + q x B)a (1.3)
where the non-Abelian electric and magnetic fields are, respectively, Ei ' = Fi ° a,
seqBa = -F ija and ( x Ba)i = EiiqjBa. Eqs. (1.1-1.3) are the celebrated Wong
equations[1].
Notice that presentation of the Lorentz force equation (1.3) requires lowering the
group index on the non-Abelian charge. For semi-simple groups this is accomplished
with the non-singular Cartan-Killing metric gaa, = -fab fa,cb. For non-semi-
simple groups, the Cartan-Killing metric is singular, so we must assume that there
exists another invariant non-singular form on the Lie algebra which can serve as a
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metric. This is the only assumption we need to make about the structure of the gauge
group.
Under a local gauge transformation by a group element U, the gauge potential A
and the particle coordinate q transform as
A,, - U-1AU + U-81,U, q -* q (1.4)
To preserve gauge covariance of the equations of motion, the charge I must be trans-
form covariantly.
I --+ UlIU (1.5)
Since we are interested only in the Chern-Simons kinetic term, we drop the non-
Abelian Maxwell (Yang-Mills) term in (1.1). Then the equations for the N-particle
system read
N
-E at8(F)a Eika (1.6)
k=l
ik + fba[Ao(qk) - q A(qk)]bIk = 0 (1.7)
mkqk = Ika[E(qk) + 4k x B(qk)] a (1.8)
Eqs. (1.6-1.8) are the Euler-Lagrange equations for the Lagrangian
L = 2Emk4e + 23trKkgk 1lk + 2 drtrj IkAv(qk)
- f J d8rea' tr (Aa~A + AAA,A) (1.9)
Here "tr" stands for the trace, with T. normalized by trTaTb = -gab; when the
trace is not available, it is replaced by a non-degenerate bilinear form on the Lie
algebra, which also defines the metric. The Kk are time-independent elements (in N
copies) of the Lie algebra (one for each k) and Ik is defined as
Ik = gkKkg9k (1.10)
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where gk are time-dependent group elements, responding to a gauge transformation
by gk - g+k = U-lgk; as a consequence the middle two terms in (1.9) combine to
2F tr Kkgl 1(at + Aq)gk. The Euler-Lagrange equations (6.a-c) are derived by varying
A,, gk and qk.
Upon introducing canonical momenta for the positions qk,
aL
Pk- = mkqk + IkAa(qk) (1.11)
and by performing a Legendre transformation, the Lagrangian is converted into a
first-order expression.
L = ZE[PkQk + 2tr Kkgk k] + I J drAiaA2
- (Pk - IaA(qk)) 2 (1.12)
- Jdr {A (Ba + pa) + 2[at(AlA 2 ) + 1 (AAO)- 2 (AlAo)]}
pa - EIk6 (r- qk)
Under a gauge transformation the dynamical variable pk transforms as
Pk -+ Pk + 2trIkVU(qk)U-l(qk) (1.13)
and the transformed Lagrangian differs by total derivative
L + L + / J draeI[o tr (OUU-Ao) + tr U-i1 UU-iO UU- oU] (1.14)
The gauge invariance of the quantum theory requires a quantized coupling constant
47rrc E Z, when the gauge group is compact and non-Abelian[17].
To quantize the system, we follow symplectic reduction method[16]. Note that the
Lagrangian in (1.12) is constrained by Lagrange multipliers Aa and the corresponding
constraints are
Ba+ pa=O (1.15)
K/
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We solve the constraints by expressing A 2 in term of other quantities.
A(r) = f dVr'M b(r, r') [2A(r') + p(r')]2 f 1 K~~~~~- (r') (1.16)
where Ma b(r, r') is defined through the following relations,
J d'M-'a b(r, r ')cb(r') = ac'(r) + fbc "AAb(r)cc(r)
f dr'Ma b(r, r')M lb (r', r") = 6(r -")
(1.17)
(1.18)
Inserting (1.16) into (1.12), we are left with
L= [Pk qk+ 2tr Kkg9lik]+r f d2rAla (r) drM a b(r, r')[i2A (r')+ pb (r')]
[(p +I kaA(qk))2 + (pk+Ikafd2rMab(qk, r)[i2A(r)+ ( )]) (1.19)
where we ignore irrelevant total derivative terms. While the constraints have been
eliminated, the symplectic one-form in the Lagrangian (1.19) is still not of a desired
canonical form. To achieve that, let us make a Darboux transformation. We introduce
new (primed) variables with the relations,
9k = Ugk
A = UA'U- 1 -UVU- 1
Pk = p-2trIkVUU - 1
(1.20)
(1.21)
(1.22)
where A 2 is given by (15) and U will be specified presently. The Lagrangian (17)
becomes
L = j[p' * k + 2 tr Kkgk g k]
z2in - I~,Aa (qk)] -
where irrelevant total derivative terms
In the Lagrangian (1.23), A may
(1.16) and (1.20-1.22), A is
+ A; J d23 lA' I 
a r d3(e ~' tr -lUU- lUU-lOU (1.23)
are again ignored.
be given in two different ways. First, using
A 1 aMa b(r, r')[ 2 Ab(r')+-pb(r')] U + U-1 92U2 1 X'~'T.M' at.A
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(1.24)
On the other hand, one may rewrite (1.15) in terms of the transformed quantities:
81A -:2A + fbc aAl A - (r - qk) = o (1.25)
Eq. (1.25) determines an expression for A2 that apparently differs from (1.24); of
course the two must agree.
To proceed, take U to satisfy the following relation
A = U-1A1 U + U-llU = 0 (1.26)
From Eq. (1.25), we have
A2 = IkJ (r - qk) -G (r-qk) Ik (1.27)
where the operator is represented by f d2r'G(r - r'). Inserting this into (1.23), we
finally get the Darboux transformed Lagrangian,
L = [pk l k + 2 tr Kkg- l o k]
k
1 1EC 2mk[(p ) + (PkY + a_ EG(qk )2
K- | dr? tr U-1,,U U - 1OUU-1aU (1.28)
The last term in (1.28) is a topological surface term, involving variables that decou-
ple from the rest of the Lagrangian, so we drop it, and the Darboux transformed
Lagrangian is simply
L = Z[Pk qk + 2trKkglgkk]
k
1 k[ P 1E 2m [(p)+ + _ G(qk -q )IkaII.)] (1.29)
where primes have been suppressed. In order to quantize the Lagrangian in (1.29),
we must still put 2tr EKkgl'1k into canonical form. However, as we show in the
Appendix, one may obtain the required commutation relations [Eq. (1.33) below]
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without the complicated passage to Darboux variables. So we remain with (1.29),
but a few comments are in order. As mentioned earlier, special care should be taken
in choosing U [as a solution to (1.26)] so that (1.24) be consistent with (1.14). As we
show in Section 1.4, the consistency of the Schr6dinger equation puts a restriction on
G. Our consistent choice is
G(r)= 65(y)(z) (1.30)
The self interaction can be ignored; this is equivalent to setting G(0) 0. Hence, we
conclude that an accurate expression of the connection for the k-th variable is
1
gk = E G(qk - q)IaIa (1.31)
1$k
with G, = 0 and Gy(r) = G(r).
Now, it is clear that the fundamental commutation relations are
[qk,Pi] = iSkl j (1.32)
[Ika,Ilb] = -if ab IkcJkl (1.33)
and the Hamiltonian of the system is
H= -2mIk [Pk - G(qk - q)IaIta (1.34)
[Eq. (1.33) are derived in the Appendix.] The Hilbert space may be realized in a
wave-function representation, km,,,,,N (ql,... qN) and each operator is realized by
qkOml ...,m...,mN = qk¢mljf,...,,,m (1.35)
Pkml ),...mk,...,mN= iaq .-- ,N (1.36)
(Ik )ml ... m.. ,---,mN = (Ik )mm ml ,---,m,- . ... N (1.37)
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where (Ik)mk,,,m is a corresponding matrix representation of the commutation relations
(1.33) (i.e. a Lie group algebra). Hence the Schr6dinger equation is simply
iato( ql, . . . , qN)
1 i
-E 2mrn(v - -Vk  G(qk - )IOIia) 2 (ql,..., qN) (1.38)
k t5k
In case the particles are identical, the exchange symmetry should be imposed on
the wave-function. Namely, we require the wave-function to satisfy
Oml,...,m,. ..,mk,..., mN (ql,. , ql, .. , qk, · · , qN)
= +m1,...,m,..,m...,m,,,,(ql, .. ,qk,. . ,q,. .. , qN) (1.39)
for the boson/fermionic cases.
1.3 A Field Theoretic Description of the Non-
Abelian Chern-Simons Particles
Motivated by the fact that the Abelian Schr6dinger field describes Abelian charged
particles when second quantized, one may guess that a non-Abelian second quantized
Schr6dinger field describes particles carrying non-Abelian charges. Since we are con-
sidering such particles in interaction with a non-Abelian gauge field, whose dynamics
is governed by the Chern-Simons term, the Lagrangian for the system should contain
the Schr6dinger Lagrangian and the Chern-Simons term with a minimal coupling
between them.
Thus, consider the Lagrange density,
£ = ipDtip - (Db)t*. (D+p) - eEP tr (A,aoAy + 2A,AtAy) (1.40)
where the covariant derivative D, is defined by
DI - O + Ap (1.41)
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and the mass has been scaled to unity. Also we assume that the Schr6dinger fields
is in a certain representation of the group generator, Ta. Let us record here the
Euler-Lagrange equations.
1iDtp - -2D D (1.42)2
2 Efa7-F = Ja (1.43)2 f f
The non-Abelian charge density and spatial current density read
JO- p = Tapa = _iTa(P1ptTap) (1.44)
J = Ta[,tTaD~? - (DVp)tTa4,] (1.45)
2
which satisfy a covariant continuity equation (as a consequence of the Euler-Lagrange
equation),
, J, + [A,, J] = 0 (1.46)
Since the physical system in (1.40) is certainly constrained, we follow the symplec-
tic methods of Hamiltonian reduction[16] to find the required symplectic structure.
For this purpose, we rewrite the Lagrange density (1.40) in canonical Darboux form
with constraint,
£ = iot - 2 tr A1A 2 -1 (Db)t (DIP) + 2 tr Ao(B + p) (1.47)2
where irrelevant total derivative terms are dropped. It is clear from (39) that the
Lagrange multiplier Ao, enforce the constraint
B + = 0 (1.48)
It should be noted that Eq. (1.48) is of the same form as Eq. (1.15). Using definitions
in (1.17-1.18), the constraint may again be solved by the relation (1.16). Inserting
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this solution into (1.47), we are left with
I£ i4t~p + KAla drMa b(r, r')[02Ab(r') + pb(r')]
I 1 K
-2{101 + Al)2I + d( + |d'TaMa b(r, r')[2Ab(r') + pb(r')])l1 2} (1.49)
While the constraint has been eliminated, the 1-form in Cdt is not canonical.
To effect the Darboux transformation to canonical variables, let us rewrite (1.49) in
terms of the transformed, primed, variables.
,D' = U-1P, A' = U-'1AU + U-01 U (1.50)
A = /'T aMa b(r, ' )[ 2Ab(r') + p(r U + U-1'2 U (1.51)
Then, the resulting Lagrangian is
= i + K(A')A'2a- (V-A')'2
K J d.rec tr U 1 aUU- 1 apUU- 1ayU (1.52)
3
Here, we have used (1.48) and dropped unnecessary boundary terms for simplicity.
Since (1.48) is transformed covariantly by (1.50-1.51), A' and A2 satisfy the transform
of relation (40),
aA 2- 2A + [Al,,A] _ = 0 (1.53)
where p' denotes -iTa+'tTao'. Now, as in Section 1.2, take U to satisfy
A' = U-'1 AU + U-1lU = 0 (1.54)
Although Eqa. (1.50-1.51) with U solving (1.54), gives an explicit expression for A',
it is more convenient to obtain the expression for A' from (1.53) (the U should be
consistently chosen): the solution of (1.53) with A' = 0 is simply
A2 -p (1.55)
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Inserting (1.54) and (1.55) into (1.52), the desired Lagrange density is finally given
by
I 1L = iti - _{Ila112 + I(92 + P (1.56)
2 rd1.
where the prime is dropped and the decoupled topological degree of freedom [ tr (U-1 dU)3]
is omitted.
Upon quantization, the Lagrange density (1.56) provides a (bosonic) equal-time
commutation relation.
[?bn(r), 7b(r')] = nm6(r-r') (1.57)
(For definiteness and simplicity, we take a bosonic algebra; a similar analysis can be
easily given with a fermionic degree of freedom.) Then the Hamiltonian density for
the system is given by
= {l + d2r'G(r-r')p(r')] } (1.58)
where is represented by fd2r'G(r - r') as in Section 1.2.
To describe the Hamiltonian accurately, we begin by defining operator covariant
derivative
D?- (V - A)? (1.59)
where A denotes
A = - J d2 r'G(r-r')p(r') (1.60)
[Aia(r)(Ta)mn, 2n(r')] = -Gi(r-r')(TaT.2P(r'))m (1.61)K
Note that G(r) is ill defined at the origin. If we prescribe that G vanishes at the
origin, O?(r) and t (r) commute with A(r) and so no ordering problem arises. It can
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be easily checked that also no ordering problem arises in relation with A A. With
this prescription, the Hamiltonian for the system is
H = 2 d2r(Db)t (Db)) (1.62)
The operator field equation of motion follows by commutation with H.
i(r) = [(r), rH]
- 2D D (r) - iAob(r)
2
+ 2 2 I d2r'G (r'-r) · G (r'-r) t (r')TaTbO (r') TaTbb(r)
-l- O (1.63)
Ao in (1.63) is given by
Ao(r) = -- Id2r'G(r-r) J(r) (1.64)
where J is the non-Abelian current-density operator, which takes the same form as
(1.44-1.45). [Eqs. (1.60)and (1.64) solve (1.43) when the covariant continuity equation
(1.46) is used and ordering issues are ignored.] The last term in the second equality
of (1.63) is a quantum correction arising from reordering.
Note that the number density operator PN- /tp satisfies the usual continuity
equation:
PN = i[H, PN] = -V jN (1.65)
where jN is the U(1) spatial current density:
jN = [4tDb - (DVb)t4] (1.66)
Thus, the number operator N = f d2rpN(r) commutes with the Hamiltonian and also
satisfies the algebra
[N, ' m (r)] = m - (r), [N, im(r)] = 'm (r) (1.67)
35
Now it is a simple matter to construct the N-particle state. The vacuum state
10 > is annihilated by m(r):
0(r)10 >=< OIgjt(r) = 0 (1.68)
and, therefore, it is a zero-eigenvalue eigenstate for the both N and H.
We define the N-particle state by N successive operations of ?,bm(r) on the vacuum
bra < 01. In this way, we are led to the N-particle wave function,
ml N,...,mN (rl .,rN) =< 0l'm(rl),.. ., mN (rN)I I > (1.69)
where lb > is a general state and the N-particle amplitude is selected by projecting
I > onto the N-particle state.
When one computes the time evolution of the Schr6dinger wave function in (1.69)
for N = 1, one simply gets
iOtm(r) =< 01(6O)ml >= -Vom(r) (1.70)
where (1.63) and (1.68) are used to get the second equality: specifically, one needs
< O1(Ob) = V2 < 010m (1.71)
Hence the one-particle problem is free -there are no self interactions.
For the two-particle Schr6dinger equation, we begin with
i9tmlM 2 (ri, r2) = (01 (0) m (rx)Om2(r2) + , m (ri)(0)m2 (r2) 1)
= (01(O)ml(rl) m 2 (r2) + (,') m 2, (r2)'ml(rl) + [ m, (ri), (O) m 2(r2)]I ) (1.72)
Upon using (1.71) and computing of the commutator [ ml (rl), ((r 2))m2 ], one finds
the two particle Schr6dinger equation to be
iOt -2 [(Vi +-G(rl-r 2)TT 2 )2 +(V2 +-G(r 2- r i)TT la)2] b (1.73)
where the operator Tkba is defined by
(Tk )ml,...,m,...,mN = (T )mm/,,ml,...m-. ..,mN (1.74)
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By a similiar straightforward computation, the N-body Schrodinger equation is
id0t(rl,..., rN) = HN(rl,... , rN)
1 i
= - [Vk + - G(rk - r)TT a]2 (r, ... ,rN) (1.75)
k E k
which coincides with (1.38), for identical bosons with their common mass scaled to
unity (Tka corresponds to ika).
1.4 Interpretation of the Connection 9k
The connection 9k (1.31) involves the delta function (1.30); in the Schr6dinger equa-
tion (1.38) or (1.75) it occurs squared, which requires well-definition. It is known
how to deal with this problem[18]. First, regularize the delta function in terms of a
peaked function of width A and height o(f). Then, equipped with this regulated delta
function, solve the Schrbdinger equation within a small region where the connection
does not vanish. Finally by a limiting procedure, which takes I to zero, one arrives
at a boundary condition for the wave function (replacing the set of points on which
the connection is singular). Once the above procedure is implemented, one finds that
the 2-body Schrddinger equation is equivalent to
iatq(rj, r2) = - (V~ + V2)(ri, r2) (1.76)
for yl Y2 with a cut at yl = Y2 y. On the cut the boundary condition is
0(rl = ( 1,y + 0+),r2 = (x2, y))
= e(z-12 )TlT2a (ri = (xi, y + 0), r2= (x2 )) (1.77)
The N-body equation becomes
1ito(r 1,.. ,rN) = -_ ~V (r1,... ,rN) for Y (k 1) (1.78)2 kk
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with boundary conditions on the cut Yk = Yl - Ykl (k 1)
q(r ... , rk = (Xk, Ykl +0+),... , = (Ykl) , rN)
= e Y(k- ')TT(rl,..., rk = (k, Ykl + 0-),.. ., r = (x, Yk),..., rN) (1.79)
As claimed in Section 1.2, the Green's function G in (1.27) is restricted by the
consistency of the Schr6dinger equation. If we choose, for example, G as
G(r) = l6(y)(e(x) + C) (C O) (1.80)
the resulting 2-body Schrbdinger equation reads
1 (l)2 + ( 2) 2Oitq5(r-, 2) =- +( - 6 (Y1 - Y2)(E( - x2 ) + C)T1 T2a)2 (ri, r2) (1.81)
i+a - 6 (Y2 - yl)(E(x2 - x1) + C)T2'Ta)2
Since (l 1 - x2 ) + C 5 -(e(x 2 - xl) + C), inconsistent boundary conditions are
obtained on the cut. Moreover, for C 0 Eq. (1.81) is not Galilean-invariant. [It
should be noted that the boundary condition in (1.79) is consistent with the exchange-
symmertry of the wave function. An equivalent boundary condition is postulated in
Ref. [19].]
In Refs. [13] and [14], there appears a Schr6dinger equation where the potential
is the complex Knizhnik-Zamolodchikov connection.
iOt' = H~N' (1.82)
1 
HN 2 [Vk + GKZ(rk - rl)Tk Tka]2 (1.83)
where
GKZ(r) 2 ichagd (, y ) (1.84)
[Notation here is changed from complex coordinates to real (x, y) coordinates.] To
show that the equation in (1.82) is equivalent to (1.38) or (1.75), we must find a
time-independent V that connects these equations.
' = VO, H = VHNV 1 (1.85)
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Eq. (1.85) holds when V satisfies
V-1[Vk + - GKZ(rk - r)TkT1,]V = G(rk- rl)TkaTa (1.86)KI kI~k K ick
For the two particle case, this is solved by
V = e&. a(r-r2)TlT2a (1.87)
a(r) = In r - i tan-1 e(x)E(y) + i 
where tan - 1 x lies in [0, 7] for x > 0. It should be noted that V is a single-valued
function of r1 and r 2 and multi-valuedness does not arise. In addition, the transforma-
tion respects the exchange symmetry of the wave function since V(ri, r 2) = V(r 2 , r1 ).
Solving (1.86) for general N, remains an open problem.
ACKNOWLEDGEMENTS
This work is supported in part by funds provided by the U. S. Department of En-
ergy (D.O.E.) under contracts #DE-AC02-76ER03069 and #DE-AC02-89ER40509,
as well as in part by the National Science Foundation under contracts #INT-910559
and #INT-910653
39
APPENDIX
The purpose of this Appendix is to provide a symplectic structure for the non-Abelian
charge I. While this problem is analyzed in many places[20], the group is restricted to
SO(n), SU(n) or especially SU(2), and the discussion is quite involved since explicit
Darboux variables are constructed before canonical commutators are found. Here we
give a simple derivation for a general group without passing to canonical Darboux
variables. (The only required condition is that the Lie algebra possesses a nonsingular
metric.) As stated in Section 1.2, the symplectic structure for the non-Abelian charge
I is given by 2 tr Kg-l, where I = gKg- 1 and K is time independent.
Let us take part of (7) to describe the dynamics of I. Namely, consider the
Lagrangian
LI = 2 tr Kg-l' + 2 tr IA (1.88)
For this portion of the complete problem, A is viewed as "external". When the
Lagrangian is varied with respect to g, the Euler-Lagrange equation is
I + [A, I] = 0 (1.89)
To find the classical phase space, parametrize the group element g with coordinates
Oa where index a ranges over the dimension of the group, which coincides with the
number of generators. The Lagrangian LI may be rewritten in terms of Oa.
LI = aa(9)a - IaAa (1.90)
It is convenient to express aa(O) as
aa = -CabIb (1.91)
where the invertible matrix Ca b is defined by the relation; Ca bTb = agg - 1. The
symplectic two form Wab aab-abaa may be computed using (1.91) and the definition
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Ca b to give
Wab Ca Cb dI fcde (1.92)
which is not invertible since there are zero modes p4.
PiWab = 0 (1.93)
[In fact we do not meet the inverse for Wab in out final formula (1.101), but it arises
at intermediate steps in our derivation.]
If we use a projection operator Pa b that satisfies
Pa bpb = P , Pa bWbc =0 (1.94)
whose rank coincides with the number of zero modes, it is possible to find an inverse
of Wab in the projected subspace. Namely, the inverse Cab is uniquely defined by the
relations
WabbC = Sa C _ pc (1.95)
gDab =-_ba abpbc = 0 (1.96)
Once Dab is constructed, we give the fundamental Poisson bracket between func-
tions WI of the 0 as
{W1, W2} = dOaWl abbW 2 (1.97)
It can be easily checked that the Jacobi identity
{(W, W2, W3 }} + (W2 , W3 , W1} + W3 , (W 1 , W 2}} = 0 (1.98)
is insured when
Pa bWt = 0 (1.99)
Hence we use the bracket (1.97) only between function Wt of Oa that satisfy (1.99).
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We now turn to the problem of calculating the bracket between generators I. First
noting that
mla = (C- 1)a bWb (1.100)
it follows from (A.7) that (A.11) is satisfied by I. Moreover, using (A.5,7,8,12), we
immediately conclude that I satisfies the expected bracket algebra.
{Ia,I} -= Im9mnanb - - fab Cc (1.101)
In this derivation, explicit expressions of the zero modes and the projection op-
erator are not used. It may be interesting to obtain them. To find the zero modes
explicitly, first construct all Lie algebra elements KiTa that solve
fabcKbKC = 0 (1.102)
[The number of such Lie algebra elements is greater than or equal to the rank of the
Lie algebra.] Then, define pi through relations,
IiT a = gKig- , p = Ib(C-l) a (1.103)
and it is simple matter to show that the Pi satisfy (1.93). Now let us construct
dual vector Pia in the following way. First define a coordinate transformation from
the a coordinates to new coordinates (l, ... , k, rl1,. , r?7d-k) (where k and d are
respectively the number of zero modes and the dimension of the group manifold),
such that
ae9 = Pia (1.104)
Then, Pi is defined by
Pi,-- a (1.105)
and by construction, they satisfy
PiaP = ij (1.106)
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Notice PiaPb satisfies (1.94) and its rank is k. Hence it may serve as projection operator
in (1.95-1.96).
Finally, we prove that the Lagrangion (1.88) does not depend on the (i variable
except for total derivatives. To show this, consider an infinitesimal transformation
d0a = (t)pa (1.107)
Then the variation of the Lagrangian is
( dLI = (pa,) = (-KiaKa) = 6,d(-iKiaK) (1.108)
To get the second equality in (1.108), we use (1.91) and (1.103). Noting
6(LI + ~iKiaKa) = 0 (1.109)
of the sphere, and in this way we obtain {I i, Ii} = ijkIk.
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Chapter 2
Perturbative Analysis of
Nonabelian Aharonov-Bohm
Scattering
We perform a perturbative analysis of the nonabelian Aharonov-Bohm problem to
one loop in the framework of a local field theory, and show the necessity of contact
interactions for renormalizability of perturbation theory. Moreover at critical values of
the contact interaction strength the theory is finite and preserves classical conformal
invariance.
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2.1 Introduction
The nonabelian generalization of the Aharonov-Bohm (AB) effect [1, 2] is essentially
the scattering of particles carrying nonabelian charge by a tube carrying a nonabelian
magnetic flux. The two body case has recently been solved exactly [3, 4, 5], by
choosing a convenient basis in which the problem reduces to the abelian AB effect.
Recent interest in the abelian AB effect is due to the fact that anyons (particles
which acquire fractional statistics through the AB effect) are useful for understanding
the Fractional Quantum Hall Effect [6], and may play a role in High TC Superconduc-
tors [7]. The exact solution to the AB scattering problem has been known for over
thirty years, yet it had until recently [8] resisted a perturbative treatment. Earlier
attempts at a perturbative solution failed by missing the s-wave contribution in first
order, and producing a divergence in second order [9]. The failure was explained in
Ref. [10] by showing that the series expansion of the exact solution is ill defined for
a zero diameter flux tube. In Ref. [8] a field theoretic model for the AB effect was
presented. It is based on Hagen's model [11], but also includes contact interactions. It
was shown in that paper that, for a critical value of the contact interaction strength,
perturbation theory is well defined and gives the correct conformally invariant scat-
tering amplitude to one loop. It was also shown that the model possesses a conformal
anomaly away from the critical point. Subsequently, Freedman et. al. showed that
conformal invariance is preserved at this critical point to three loops [12].
The nonabelian generalization of this field theoretic model was first studied at the
classical level in Ref. [13]. Quantization and the derivation of the N-body Schr6dinger
equation for the nonabelian AB problem was carried out in [5, 11, 14]. So far, a
perturbative treatment has not been attempted, but it is obvious that it will suffer
the same difficulties as in the abelian problem.
The aim of our paper is to perform a perturbative analysis of the nonabelian AB
problem in a field theoretic framework. The field theory we use is a slight general-
47
ization of the one studied in Ref. [13]. We shall show that the contact interaction is
necessary for renormalizability of the theory, and sufficient for a correct perturbative
treatment of the AB problem. In section 2.2 we introduce the field theory and re-
view the resulting two body Schr6dinger equation and its solution. In section 2.3 we
compute the two particle scattering amplitude to one loop and show that in general
renormalization is necessary resulting in a conformal anomaly. We shall also show
that this theory possesses critical points at which the anomaly vanishes and conformal
invariance is regained. At a particular critical point, namely the completely repul-
sive critical contact interaction, the perturbative scattering amplitude agrees with the
exact one. Section 2.4 is devoted to concluding remarks.
2.2 Field Theoretical Formulation
Nonrelativistic bosonic particles carrying nonabelian charges are described by the
Lagrange density,
£ = -Ke 7tr(AaAy2AA + AitDto - (DO)t Do
-4 n, Ctmln, , . (2.1)
where 0 is a complex bosonic field transforming in an irreducible representation of the
gauge group G, generated by the matrices Ta with a = 1... dim G, and Al, AaTa.
The matrices satisfy the Lie algebra
[Ta, Tb] = fab CTc (2.2)
and are normalized by
1
tr (TaTb) = hab (2.3)
2
where hab is a nonsingular group metric. This metric can be used to raise and lower
group indices. The covariant derivatives are given by
Dt = At + gAo (2.4)
D = V-gA (2.5)
48
The contact interaction term describes a delta function interaction between the par-
ticles. Since the particles are bosons we can assume
Cn'm'nm = Cm'n'mn (2.6)
and from the reality of the Lagrange density, the matrix C should be Hermitian,
Cnlmlnm = Cnmnlml (2.7)
To make the notation concise we shall drop the matter indices, and regard four indexed
objects as components of matrices in the basis In, m) , for example,
Cnmnm. - (n',m'C n,m)
TnnT',m (n',m'lTa TbIn,m)
Cnmnm - d(n, m'lClI, I')(1,1 'Cln, m) (2.8)
l,l'
The last definition in (2.8) agrees with the usual matrix multiplication. An additional
restriction on the form of C comes from gauge invariance of the action,
[Ta 1 + 1 ® Ta, C] = 0. (2.9)
By Schur's lemma, T 2 TaTa oc 1, so
[T2 ®1,C]=0 O , [1®T2,C]=0 (2.10)
Using the identity
a 0 1 )2 1 T 2Ta®Ta= (T 1 + T)2 _T2 1- 1®T2 (2.11)
we get
[Ta Ta, C]=0 (2.12)
To get the most general gauge invariant form of C, let us use a basis that simul-
taneously diagonalizes Ta ® Ta, all the other Casimir operators B constructed from
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Ta® 1 + 1 ® Ta, and a maximal set of mutually commuting operators W chosen from
the set of Ta ® 1 + 1 ® Ta :
T TT, a,, w) = aIa, 3, w) (2.13)
Here and w represent the eigenvalues of the operators B and W respectively. Note
that the matrix C is also a Casimir constructed from Ta ® 1 + 1 ® T, [cf. (2.9), which
holds for all a]. Since we already use all the Casimir operators in the construction
of the basis, the Casimir C is diagonalized in this basis and its eigenvalues do not
depend on w:
Clac,, w) = c(a,,)Ia,f, w) (2.14)
Hence the most general gauge invariant form of C is given by
C = E Ia, , w)c(O,/ )(a, , w (2.15)
aBw
Quantization of this theory in the two particle sector in Coulomb gauge yields the
following Schrddinger equation [5, 14]
iat = { -~ 2 (Vl+G(rl-r2)Ta®Ta + 1++2 +2 (rl -r2) lb (2.16)
where G(r) = 1 V x ln r, and in the n, m) basis, Ta ® Tab and Ct are respectively
(Ta C Ta)nm = (Ta)nn,(Ta)mm, ntn,m
(C/))nm = CnmnmInm, (2.17)
The components of the wavefunction in the diagonal basis are given by
Ofw = Z ' nm(C, , wn, m) (2.18)
n,m
In this basis the nonabelian problem is reduced to the abelian one. The time inde-
pendent Schr6dinger equation in the center of mass frame is
1V + 2CrivG(r) +
[---( ) 5(r)-E] = (2.19)
m2
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where r rl - r2, and v -92. With the usual boundary condition ~i,.(0) = 0
the contact term dropped out, and the solution is [1, 2, 15]
',ba~(r, 0) = e(Pc8- (- ))sin lre - i( ] +l) 00 dteiPrcosht e- (2.20)
-f 00 r e - i - e - t
where [v] is the greatest integer part of v, {v} = v - [v], and 0(r) = 0(r) - 27rn when
27rn < 0 < 2r(n + 1). The overall phase is fixed by the condition that in the partial
wave expansion, each ingoing partial wave has the same phase as the plane wave. The
expression is manifestly single valued. The function 0(r) is discontinuous along the
positive x-axis, but the wavefunction is continuous.
The first term in (2.20) is not a standard incoming wave. If we assume a plane
wave form for the incident wave, and use the identity
00
eiprcos = E(_i)nein(O)r) )
-00
(2ir /2 [eiPr6(0) + ie-ipr6(O _ r)] as r -+ (2.21)
we can cast the solution in the large r limit as
)PW(e, C) B ip ros 8 + 1 ei(Pr+7r/4)fa(a) (2.22)
where
f(O)=- [sinircot - isin Irv - 4r sin2 2 J(0)] (2.23)
The above scattering amplitude differs from the one obtained by Aharonov and Bohm
[1] by the 6-function term. This can be easily traced back to the difference between
an incident plane wave and the incident modulated plane wave of (2.20), used by
Aharonov and Bohm, by using (2.21). The two solutions are thus equivalent. In
the conventional scattering analysis in (2.22-2.23), the delta function in the forward
direction is crucial for unitarity of the scattering matrix [2]. The delta function in
the backward direction drops out, since the difference between the incident waves of
(2.20) and (2.22) vanishes when 0 = 7r.
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In the original basis, the c.o.m. scattering amplitude is given by
fnln2-+nan4(O) = (n3 , n4 lT(O)lni, n2)
.F(0) = in(7r72) cot - i sin 1rQ - 4r sin2 2 t (0 ) (2.24)2r2 2
where
g2 92Q -- 2 Ta 2 T =-29r E l, , w)a(a, , wl
c4wg2IQl -- 2 [ y l, w)l l(a, ,, wl
The abelian result is regained if one sets T = and g = ve.
Taking into account the exchange symmetry, the total scattering amplitude is
fnn2n3n4 = (n3, n4 l(0) In, n2) + (n4, n31.(0 + -7r) nl, n2) (2.26)
In contrast to the claim in Ref. [4], the amplitude is single-valued. Let us compare
with Ref. [5] where the scattering amplitude is obtained for SU(2). First of all, our
formula has a contribution of the delta function while theirs does not. At 0 A 0, their
F(0) is related to JF(O) in (2.24) by
J(O) = ei"'(0) (2.27)
Note that this matrix multiplication factor cannot be ignored when one considers
the scattering cross section, d-' ln2-n3n4, because of the effect of phase interference
between the diagonalized channels. Also, in Ref. [5], they did not exchange the
particle labels n3 and n4 in their exchange amplitude.
The amplitude (2.24) depends on the momentum p only through the kinematical
factor, which reflects the conformal invariance of the system [15]. In fact, the action
gotten by integrating eq. (2.1) possesses an S0(2, 1) conformal symmetry, generated
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by time dilation
t' = at
?'(r', t') =
~(, t)
Al, (') a A1,(x) (2.28)
conformal time transformation
1 1
-+ at' t
r
1 +at
imr21'(r',t') = (1 + at)e-2(+at) l(r, t)
Ox"
Al(x') = a'- A(X) (2.29)
and the usual time translation. This symmetry is broken however in perturbation
theory by quantum corrections, producing an anomaly.
2.3 Perturbation Theory
We analyze the nonabelian AB scattering problem perturbatively in a field theo-
retic approach. We add to the Lagrange density (2.1) a gauge fixing term
gf = -ftr (V A) 2 (2.30)
and a corresponding ghost term
ICgh= a (V2hab + gfabcAC . V) b (2.31)
The Feynman rules are derived from the total Lagrange density. Fig. (2.1) depicts
the propagators of this theory, given in the limit -- 0 by
O (p) =+ i (2.32)
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G(p)
Goi(p)
Goo(p)
p
n - m
D(p)8nm
i
p2
- -Gio(p) = jpp2
= Gij(p) = 0
P
a - - -*- - -b
G(p)hab
(2.33)
(2.34)
(2.35)
P >
g, a 'fvJ J\f v, b
GL( p)hab
Figure 2.1 Propagators
Fig. (2.2) depicts the interaction vertices, given by
a,o
a, i
p )q
rai (p, q)
a, i
b,v V c, 
rabc, vX rab,ij
Figure 2.2 Interaction Vertices
ra,O = -gTa
rai(p, q) = 9 Ta(pi + qi)2m
c, i
a- -- q -b
rabc,i(q)
j
F
(2.36)
(2.37)
rabci(q) = _gfabcqi (2.38)
54
rabc,vA = igfabcf v A (2.39)
rab,ij = Tig T  + TbTa]6i (2.40)
rF - -C (2.41)
2
Before computing the scattering amplitude we need to check that there are no
corrections, at least to one loop, to the gluon propagator. These would contribute
unwanted divergences to the scattering amplitude. We already know from the abelian
theory that there are no corrections to the boson propagator, and we don't really care
about the ghost propagator since it won't contribute to the one loop boson 4-point
function. Fig. (2.3) depicts the two contributions to the gluon self energy, which only
has space-space components. / \
nab,ij rab,ij
(1) (2)
Figure 2.3 Self Energy
riabij _ 2acdfb d3k ki(k - p) - (i ++ j)
() -cdf (27r)3 k2(k - p)2
HJab,ij 2 facdfb f d3k ki(k - p)j (2.43)
(2)f -cd b (2.43)(2) -g JcdJ f(27r) 3 k2(k - p) 2
The total self energy is then
Ijab,ij = abij + 1iab,ij
(1) + (2)
92 acd; b/d 3k ki(k - p)j - ki(k - p)i
2 - cdJ (2r)3 k2(k - p)2
= 0 (2.44)
We compute the scattering amplitude by applying the Feynman rules to calculate
the 4-point function in the c.o.m. frame and multiplying the result by -i. Fig. (2.4)
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depicts the tree level contributions, resulting in the amplitude:
4(0) = C i27r cot (2.45)2 m 2
where 0 is the scattering angle.
Figure 2.4 Tree Level Scattering
Fig. (2.5) depicts the one-loop contributions. Other than group matrix structure,
the new feature relative to the abelian theory is the tri-gluon diagram. At first glance
all the one loop contributions seem to be logarithmically divergent. The box diagram
is finite however. Performing the k0o integration yields
A(1 ) = 167r 22 d2 k (k x p)(k x p') (2.46)
ObxtP, ') = m (2Xr)2 (k + p)2 (k + p')2 (k2 - p2 - i)
where p is the incident momentum in the c.o.m. frame, and p' is the scattered
momentum. Using the well known decomposition,
I P2P + i.(k 2 _ p2) (2.47)k2 - p2 - ir k2 - p2
we can split the amplitude into a real part and an imaginary part. The real part is
given by
Re (A) (p, ))= ln 12 sin 1 (2.48)
The computation of the imaginary part is somewhat subtle, but the result is
crucial. We expect a divergence in the forward direction on the grounds of unitarity.
Integrating over the angle and then taking the limit k2 -- p2 gives
Im () (p,)) =2 [1 - 2rJ(0)] (2.49)(boxp - -m
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If
(1)
box
(1)
tri-gluon
(1)
triangle
(1)
bubble
Figure 2.5 One Loop Scattering
reproducing the -function of (2.24). In the field theoretic approach one implicitly
assumes that the asymptotic states (incoming and outgoing) are free particles, i.e.
plane waves, so this result is consistent.
The triangle and tri-gluon contributions are given by
(1)
Atriangle
ri-gluon
4 12 (TaTb+TbTa) ®(TaTb) / d k k.(k-q)
94 Ta ® TbT Cj f d2k k2q2 - (k . q)2
2mK 2n abC @( ) (21r)2 q2 k 2 (k -q)2
(2.50)
(2.51)
where q p - p'. Using
TaTb + TbTa = 2TaTb - [Ta, Tb] = 2TaTb _ fab Tc
we split A(ane in two parts, with different tensor structures,
Atriangle,1 OC fabcT a ® (TbT)
Arangle,2 oc (TaTb) (TaTb)
By using Feynman reparameterization and Euclidean space dimensional regulariza-
tion we get
()n + uon = (tiangle, 1 - ' tri-gluon --
ran1le, 2 - n2
A1 riangle, 2 - i, L
r
1 4r/ 2
-+In 21n 12sin -+O(e)
E P 2
I
(2.52)
(2.53)
57
where the dimension of space is taken to be 2 - 2e, t is an arbitrary scale, and y
is the Euler constant. (At this point we note that without the contact term in the
action the theory would not be renormalizable, since there is no parameter to absorb
the 1/e divergence.)
The contribution of the bubble diagram is
A(1) 1_c2 d2k 14m~2/ d k14 J(2w1) 2 k2 _ p 2 _ i
= 6 mC2 [1 ± n4+ +in -+ir+ ()
where the regularization scheme is chosen such that and L agree in equations (
and (2.54). The total one loop scattering amplitude is given by
~AO1)= 1m 2 167r 2 1 4 71 r2 3
-7 [C m2 2 ]-+In [ --2 +irw- + i-Q26(o)
This amplitude is renormalized by redefining the contact interaction matrix C:
2.54)
2.53)
2.55)
C(Ca,/) = c,,,(ax p) + c(cfl)
m 1 1 4g4
6c(, 13) = - +ln47r--y aCen( )- 2 2
Cren = E la, , W)Cren(, 13)(a, wl (2.56)
acfw
and the total renormalized amplitude is given by
Ar,en(p, , A) = i [-Qcot(-)+i + 7r()
1m 2 \47r
+ m 16r m 2 2) (l 2 + iw (2.57)
A conformal anomaly appears through dependence on an arbitrary scale. There exist
however critical points at which the amplitude (2.57) is conformally invariant, given
by
16r 2Cen- 12 2 = 0
Inserting (2.15) into (2.58), the solution in the diagonal basis is given by
cren = - e(a, ,3)a, /3, w)lail(a,/3, wl
Mini a.w
(2.58)
(2.59)
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where (c,1) is either +1 or -1 and does not depend on w. We still have the
freedom to choose the sign in each irreducible block of Cre,,. One solution corresponds
to choosing (a, 1) = -a/lal which gives Cren = - T. ® T' = 4wr, P. Dunne et.
al. have found self-dual solitons for this solution [13]. Another solution is gotten
by choosing (a, 1) = +1, resulting in a purely repulsive contact interaction in the
diagonalized two body Schr6dinger equation. For the latter choice, the total scattering
amplitude is simply
A(0) = 2r [ cot() )- il- _ 27r26()] + O(Q3) (2.60)
which agrees, up to a kinematical factor, with the exact result in (2.24) to O(1Q3).
Putting the matter indices back in gives
A(nln 2 -+ n3n4, 0) = (n3n4 l.A(0)tnin 2 ) + (n4n3l.A(O + r)lnln 2) (2.61)
for the total scattering amplitude.
2.4 Conclusion
The nonabelian AB scattering result is successfully obtained to one loop in field the-
oretic perturbation theory. We demonstrated that contact interactions are necessary
for a renormalizable perturbation theory, even though they do not contribute in the
exact treatment. The SchrSdinger equation (2.16) requires physical input in the form
of a boundary condition to obtain an exact solution. Such a boundary condition
cannot however be imposed in a perturbative treatment, but its physical content can
be included in the form of a contact interaction.
At critical values of the contact interaction, the theory is finite and conformally
invariant. For a purely repulsive critical contact interaction, the perturbative one
loop result agrees to second order with the exact solution with vanishing boundary
condition at the origin.
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Chapter 3
Schrodinger Self-adjoint Extension
and Quantum Field Theory
We argue that the results obtained using the quantum mechanical method of self-
adjoint extension of the Schr6dinger Hamiltonian can also be derived using Feynman
perturbation theory in the investigation of the corresponding non-relativistic field
theories. We show that this is indeed what happens in the study of an anyon system,
and, in doing so, we establish a field theoretical description for "colliding anyons",
i.e. anyons whose quantum mechanical wave functions satisfy the non-conventional
boundary conditions obtained with the method of self-adjoint extension. We also
show that analogous results hold for a system of non-abelian Chern-Simons particles.
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3.1 Introduction
The method of self-adjoint extension of the Hamiltonian has been advocated in several
occasions in the literature (see for example Refs. [1]-[7]). In some instances, like in
the case of the Dirac Hamiltonian for the spinning cone in Ref.[2], a self-adjoint
extension of the Hamiltonian (in which the wave functions are allowed to diverge
at a finite number of points, provided they remain square integrable) is necessary
because the requirement that the wave functions be regular does not lead to a self-
adjoint Hamiltonian. For other physical systems, including the ones considered in
this Letter, the demand of regularity does lead to a self-adjoint Hamiltonian, but
one notices that a one-parameter family of self-adjoint Hamiltonians (which includes,
in correspondence with a specific choice of the self-adjoint extension parameter, the
conventional Hamiltonian with regular wave functions) can be found by relaxing this
requirement (see for example Refs.[1] and [4]-[6].
In the study of quantum mechanical Schr6dinger problems[1, 5, 6] the results
obtained using the method of self-adjoint extension raise an interesting issue which
has not yet been addressed in the literature. It has not been established whether or
not there is a procedure that allows to rederive these results in the framework of the
field theoretical description (which is supposed to be completely equivalent to the
quantum mechanical description) of the same non-relativistic physical system.
In this Letter, we study a system of two anyons[8] and a system of two non-
abelian Chern-Simons (NACS) particles[9, 10], and we prove that the scattering am-
plitude obtained by a field theoretical perturbative calculation takes the form of the
corresponding result obtained using the quantum mechanical method of self-adjoint
extension, provided the renormalized strength of the contact interaction that is in-
duced by renormalization[11, 12] is chosen to be related in a specific way (for fixed
renormalization scale) to the self-adjoint extension parameter.
The particular physical systems that we consider have been recently examined
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from different viewpoints in Refs. [11]-[15], and are closely related to other exten-
sively studied problems. Indeed, anyons, which can be useful for understanding the
Fractional Quantum Hall Effect[16], are particles that acquire fractional statistics
through the Aharonov-Bohm effect[17], and our results are therefore related to the
Aharonov-Bohm scattering problem. Moreover, in Refs.[12, 13] it was observed that
for an energy eigenstate the equations for a particle in the gravitational field of a
massless spinning source in two spatial dimensions, which are also relevant to the
study of spinning infinite cosmic strings in three spatial dimensions, are equivalent
to those of an infinitely thin flux tube in a background Aharonov-Bohm gauge field,
and are therefore also related to the system here studied.
3.2 Abelian Case
In this section, we consider anyons, which can be described as non-relativistic bosons
in 2+1 dimensions interacting through an abelian Chern-Simons gauge field. The
Lagrange density is
1C = 2e'YA,,O#Ay + iotDt - -(D)t Do (3.1)
where 0 is a complex bosonic field, and Dt t+ ieA and D V -ieA are the
covariant derivatives. As discussed in detail in Ref. [18], with the help of the number
operator that is defined as the Noether charge of the global U(1) symmetry of the
Lagrange density, the quantum theory may be equivalently formulated as a quantum
mechanical N-body Schr6dinger problem. In particular, we shall be interested in the
time-independent Schr6dinger equation describing the 2-body relative motion:
Hb(r) -(V + ivV x Inr)2 ~b(r) = p2 )b(r) (3.2)
where v = 2 is the statistical parameter, which we can restrict to be in the interval
[-1, 1] without loss of generality[8], and p is the relative momentum.
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If we demand that the wave functions be regular (i.e. finite everywhere), the scat-
tering problem for the system here considered is exactly the one solved by Aharonov
and Bohm[17]. However, in general interesting physical predictions can also be ob-
tained if the regularity requirement is relaxed, allowing the wave functions to diverge
at a finite number of points, provided they remain square integrable and the Hamilto-
nian is self-adjoint. Allowing the wave functions ?P(r) to be non-regular at the origin
(i.e. when the particle positions coincide) leads[5] to the following one-parameter
family of boundary conditions at the origin for the s-wave functions:
[ p(r) - wR2 d(r ) ] = 0 (3.3)
d(r2-- ) :0
which can be equivalently expressed as the following requirement on the form of 0
for r 0
4i(r) -+ a(r" + wR 2Vlr - Ivl) for r 0 (3.4)
Here R is a reference scale with dimensions of a length, w is a dimensionless real pa-
rameter, the self-adjoint extension parameter, which characterizes the type of bound-
ary condition*, and a is a constant.
Note that the conformal symmetry possessed[19] by the Lagrange density in
Eq.(3.1) is in general broken by the boundary condition (3.3) due to the presence
of the dimensionful quantity wR2 vl" . Only at the critical points w = 0, which corre-
sponds to the conventional Aharonov-Bohm-type scale independent boundary con-
dition b(0) = 0, and w - oo, which corresponds to the scale independent boundary
condition (rl (r))Ir=0=0, the scale symmetry is preserved.
One can easily see[5] that for non-s-wave functions square integrability is only
consistent with the 0(0) = 0 boundary condition; thus, the method of self-adjoint
extension only affects the s-wave part of the calculations, which are therefore the ones
we shall be concerned with.
*Note that, in Ref.[5], the self-adjoint extension is parametrized in terms of a dimensionful quan-
tity Ro, which is related to our R and w by the relation (Ro)2 vl = wR 2 "vl.
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The s-wave scattering amplitude for anyons satisfying the boundary condition
(3.3) can be evaluated exactly by using a rather straightforward generalization of the
analysis given in Ref.[17], which concerned the special case w = 0; we find (also see
Ref. [5])
l_!/J_ r( 221.lA,(p) =-iV/2( e7ruI -1' t1 R -PR I
2rP 21+ 1t eigtri( R )2 V
-{Ir vI - iV2 _ 2 4w (ln + 7r)
-T2~IvI311- i~il (ln _2 y _ 2 +O(V )} (3.5)
where p -p1, and y denotes the Euler constant.
Note that scale invariance is in general broken by the dependence of A8 on R.
Consistently with our preceding observation, the scale symmetry is only preserved at
the critical values of w, for which the s-wave amplitude can be written as
As =-i/-(e: iure - 1) (3.6)
where the upper (lower) sign holds for the w = 0 (w oo) critical point.
As stated in the Introduction, we intend to show that it is possible to rederive the
quantum mechanical result for the scattering amplitude obtained using the method
of self-adjoint extension of the Schr6dinger Hamiltonian in a field theoretical pertur-
bative calculation.
The field theoretical description of the system that we are considering has been
discussed in Refs.[11, 12]. It was shown that renormalizability requires the addition of
a contact term -rgb(t1b) 2 to the Lagrangian density £ of Eq.(3.1). The two-particle
scattering amplitude was calculated to one-loop order in Ref.[12]; its s-wave partt
(including the appropriate kinematic factor) can be written as
{ =2 + (9b, ) (ln 2 2 - )_ 26 [(ln r2 ] 
tNote that in the field theoretical calculations one can easily show (to all orders) that the non-
s-wave part of the scattering amplitude is cut-off-independent (and therefore it plays no role in the
renormalization procedure), contact-coupling-independent, and, besides the overall kinematic factor,
scale-independent.
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=- [gr - V + (g2 _2) (ln - (3.7)
where e is the usual cut-off used in dimensional regularization, - is the renormalization
scale, 1u', which we introduced just in order to simplify the notation, is defined by
In A' = In p- -n, and we also introduced a one-loop renormalized coupling gr
defined in terms of the bare coupling gb by the relation
gr = - (g - V2)( - 4r) (3.8)
Note that only at the critical values g, = + Il of the renormalized contact coupling
the scale invariance of the classical thaory is preserved at the quantum (one-loop)
level. Moreover, it was observed in Refs.[11, 12] that at the repulsive critical value of
the renormalized contact coupling, i.e. g, = vl, the result (3.7) is consistent with the
Aharonov-Bohm scattering amplitude (which is given by the w -+ 0 limit of Eq.(3.5)),
and it is in this sense that this field theory for gr = JIl describes the conventional
anyons, which satisfy the Aharonov-Bohm-type regular boundary condition.
Our objective is to establish a general connection (as we just mentioned, this
connection was only understood for the special case w = 0, g, = vl) between the g,-
dependent field theoretical results and the w-dependent quantum mechanical results
of the method of self-adjoint extension. We identify this connection by comparison
of the results in Eqs.(3.5) and (3.7); in fact, we observe that if one uses the relations
1 - w 2
g=jvi 1±w IU~e7 (3.9)
= IV1+ Re'r (
the one-loop field theoretical result (3.7) reproduces exactly the O(v2 ) approximation
of the quantum mechanical result (3.5) obtained using the method of self-adjoint
extension.
We observe that, in particular, Eq.(3.9) implies that (as it should be expected
based on the analysis of scale invariance), like w = 0 corresponds to g = vl, the
other critical value (w - oo) of the self-adjoint extension parameter corresponds to
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attractive critical strength* (g, = -vi) of the contact interaction.
Further insight into the correspondence (3.9) between the quantum mechanical
variables w,R and the field theoretical variables g, ,/ can be gained from the following
observations. First, we notice that using the renormalization-group equation which
states that the physical scattering amplitude is independent on the choice of the
renormalization scale /z, one can derive, to the order v2 , the following beta function
for the coupling g:
B() dg' = 2 2- (3.10)
Eq.(3.10), which indicates that g, and are not physically independent, can be
integrated to give the relation
I]v+ 9r(is) 12lvlI = - 9+r(2) 21I (3.11)
~L IVI - g(2)
Similarly in the exact result (3.5), which was obtained in the quantum mechanical
framework, R is only a reference scale, and obviously physics must be independent
of the choice of R. Indeed, all physical quantities (see, for example, Eqs.(3.3) and
(3.5)) depend on w and R only through the quantity wR2 1vI, and the independence of
physics on the choice of R is realized by the fact that if R is changed from a value R1
to a value R2 this must be accompanied by a corresponding change of w as described
by the relation
w(R1) Rll = w(R 2) R21Y1 (3.12)
Clearly, the Eqs.(3.11) and (3.12) are perfectly consistent with the relations (3.9).
It is interesting to notice that Eq.(3.12) is exact, whereas the Eqs.(3.9) and (3.11)
are just based on a one-loop analysis. This suggests the Eqs.(3.9) and (3.11) have
tNote that, in Ref.[18] it was shown that for attractive critical value of the contact coupling the
classical version of the field theory here considered admits static solutions, i.e. solitons, that satisfy a
self-dual equation which is equivalent to the Liouville equation. It would be interesting to investigate
whether characteristic structures also arise at the quantum mechanical level in correspondence of
W , OO.
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more general validity than one would expect based on the fact that they have been
derived at one-loop. In order to test whether indeed the Eqs.(3.9) and (3.11) receive
vanishing higher loop contributions, we now calculate the two-loop s-wave scattering
amplitude. The computation is simplified by the fact that it is easy to show that the
only two-loop contributions to the s-wave scattering amplitude come from the two
diagrams in Fig. 3.1.
(a) double-bubble diagram (b) ice-cone diagram
Figure 3.1 The two-loop diagrams that contribute to the s-wave scattering amplitude.
We find that the contribution Adb of the double-bubble diagram (Fig. 3.1a) and the
contribution Aic of the ice-cone diagram (Fig. 3.1b) are given by
Adb 2p/23 [ - (ln .- ) + 2 (in -_r 2 + 2] (3.13)
A = /2 4 1 i,, +2 5,_22Ai= v[21 _1 [ - In l 
_
2 + 2 (ln i - + 52] (3.14)
Adding Adb and Ai, to the one-loop s-wave scattering amplitude, and introducing a
two-loop renormalized contact coupling g, related to the bare coupling gb by
gr = b (b2 V)( -1n 4 + gb(gb2 2) 1 7-1n4r)2 (3.15)
we obtain the following final result for the renormalized s-wave scattering amplitude
to two-loop order:
A,2-1 - ir 2 2-(2 2+(9r2- 2)(ln E) (ln p- n )2 } (3.16)
It is easy to verify that this result reproduces the 0(V3 ) approximation of the exact
result (3.5) if one uses again the relations (3.9); therefore, we find that, as anticipated
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by our hypothesis that these relations are exact, there is no two-loop correction to
the relations (3.9). Analogously, from Eq.(3.16) one can verify that there is no two-
loop correction to the P-function given in Eq.(3.10). (Using a different formalism, in
Ref.[13] it was shown that also the three-loop correction to Eq.(3.10) vanishes.)
3.3 Non-abelian Generalization
In this section, we discuss the generalization of the analysis presented in the preceding
section to the case of a non-abelian gauge-symmetry group. The system considered is
therefore exactly the one of Ref.[12], and we adopt the notation and conventions in-
troduced in that paper, with the only exception that, for simplicity, we study particles
of unit mass.
The non-abelian generalization of the Schr6dinger problem (3.2) is given by[9, 10]
Hi(r) - - (V + iV x nr)2'I(r) = p2'I(r) (3.17)
where Q = -g2 Ta Ta,7 and T = Enm (r)lnm) is a two-NACS-particle state (the
bnm,, are the components of I in the Inm) basis, see Ref.[12]).
By choosing a basis which diagonalizes Q this non-abelian problem can be essen-
tially reduced to the abelian one. Exploiting this simplification, it is easy to show
that in the non-abelian case the method of self-adjoint extension of the Schr6dinger
Hamiltonian leads to the following requirement on the form of the s-wave functions
for r 0:
ql(r) -+ (rll + r-lnlRInlWRIl) Eanmnm ) for r 0 (3.18)
nm
where the a,,m are constants, W is a Hermitian matrix§ whose components are dimen-
sionless parameters that characterize the self-adjoint extension, and j2Q is the matrix
§We observe that for a general Hermitian matrix the form (3.18) of the s-wave functions is not
gauge covariant. Gauge covariance can be achieved by demanding that W satisfies the relation
[W, Ta® 1+1®Ta] = 0, which also implies that W commutes with II. For completeness, we present
formulas valid for a general Hermitian matrix W, i.e. we keep track of the ordering of the matrices
W and IIl.
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which in the basis that diagonalizes Q has elements given by the absolute value of
the elements of Q.
In a basis that diagonalizes Q, it is also easy to obtain the non-abelian general-
ization of Eq.(3.5). We find that the boundary condition (3.18) leads to an s-wave
amplitude for the scattering nl, ml -+ n2, m2 which is given by (n2, m2 IAslInl, ml) +
(m2, n2 A, Inl, ml) with
__rlnl i i _ i ]Il i2l[A-(rl - 1){1 - ef (p2)" r(1 + i)wr(l-l) pR e }
·1 + 2 e - l 2 r(1 + i)w r(I I) p- (3.19)
As done in the preceding section for the abelian case, we now proceed to estab-
lish a prescription that allows to rederive this result, which was obtained using the
method of self-adjoint extension, in the framework of the field theoretical technique of
Feynman perturbation theory. The renormalized scattering amplitude was calculated
in field theory to one-loop order in Ref.[12]; its s-wave part is
AS,1-loop = -V' [Gr i 7r- + (G2 -_ 2) (ln P - (3.20)
where Gr is the renormalized contact coupling matrix that appears in the contact term
required for renormalizability of the non-abelian model (specifically, Gr is defined in
terms of the matrix Cr introduced in Ref.[12] by the relation GT = C/47r). We
observe that Eq.(3.20) reproduces the O(12 2) approximation of Eq.(3.19) if one uses
the following relations
2
Gr = IQ(1 - W)(1 + W) - 1 ,u = R (3.21)
Also for this non-abelian case, in order to present some evidence that the rela-
tions (3.21) are stable with respect to higher order contributions, we calculated the
renormalized two-loop s-wave scattering amplitude; our result is
A,2-,oop = - -{G- i 2 _ 2 (GrQ2 + Q2Gr) + (G - Q2) (In - - 2 )
+2(Gr(Gr2- Q22) + (G: - 2)Gr) (In P - i)2} (3.22)2 r r IA 2)
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which does indeed reproduce the O(fI13) approximation of Eq.(3.19) when the rela-
tions (3.21) are used.
3.4 Conclusion
In our study of anyons and of NACS particles, we have identified relations between the
quantities that appear in the (quantum mechanical) method of self-adjoint extension
and the quantities that appear in the (field theoretical) Feynman perturbation theory,
which allow to put in one to one correspondence the results of the two methods. In
establishing this result, we have extended to two-loop (see Eqs.(3.16) and (3.22))
some of the results of Refs.[11, 12], and we have generalized to the case of NACS
particles (see Eqs.(3.18)) the results of the method of self-adjoint extension presented
for anyons in Refs.[5, 6].
Based on our analysis, we argue that in general the results obtained using the
method of self-adjoint extension of the Schr6dinger Hamiltonian should be equiva-
lently derivable by a (suitably renormalized) perturbative calculation in the frame-
work of the corresponding field theoretical problem.
A problem of theoretical physics that is related to the ones here studied, is the
connection between boundary conditions for the wave functions and contact interac-
tions, which was recently investigated in quantum mechanics[l, 14, 15]. The analysis
presented in the preceding sections shows that also in field theory the introduction
of contact interactions can be used to implement in the perturbative calculations a
choice of boundary conditions for the wave functions.
Our investigation is also relevant to the issue of which boundary conditions at
the points of overlap of particle positions are most natural in the case of anyons[6,
20] or NACS particles. The results of Sec.3.2 (Sec.3.3) establish a field theoretical
description of "colliding anyons"[6] ("colliding NACS particles"), i.e. we identified
the strength of the contact coupling g, which (at fixed renormalization scale) is to
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be used in the field theory calculations to describe anyons (NACS particles) whose
quantum mechanical wave functions satisfy the non-conventional boundary conditions
obtainable with the method of self-adjoint extension with parameter w (parameter
matrix W). In this field theoretical formalism there appears to be no reason for
restricting oneself to the case of the conventional "non-colliding anyons" [6], the ones
whose wave functions vanish at the points of overlap of particle positions,.
Lastly, we want to point out that the calculations presented in this Letter give
one of the rare opportunities of comparing exact results to renormalization-requiring
perturbative field theoretical results, and we hope they can be used to gain some
insight in the physics behind the regularization and renormalization procedure. For
example, in our analysis it appears that the necessity of a cut-off is not a relict of
some unknown ultraviolet physics, but rather an artifact of the perturbative methods
used. This is in contrast with the conventional wisdom on renormalization; however,
our results are derived in the context of non-relativistic field theory, and it is unclear
to us whether similar conclusions could be reached in the case of relativistic field
theories, which is the framework where renormalization is customarily used.
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¶The only special property of the non-colliding anyons, which correspond to w = O, is the
preservation of the scale invariance; however, this property is shared by the case of colliding anyons
with w oo, and, anyway, it is not clear to us whether there is any physical motivation to exclude
values of w that do not preserve scale invariance.
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Chapter 4
Two-Cocycle Arising from the
Chern-Simons Three-Form
A closed formula for the two-cocycle arising from the Chern-Simons three-form is
derived. When this two cocycle is taken as a Lagrangian for the dynamics of two
group elements in one [time] dimension, the Euler-Laglange equation is identified for
a general Lie group and in particular for SU(2).
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4.1 Introduction
Cocycles[1] arising from the Chern-Simons three-form have an important role in the
investigation of topological structure in gauge theories, anomalies, and representation
theory for groups.
A zero-cocycle taken to be the Chern-Simons three-form can serve as a contribu-
tion to the Lagrange density for a three-dimensional gauge theory[2]. The one-cocycle,
which is obtained from the zero cocycle by a transgression equation, represents the
response of a Chern-Simons wave functional to a gauge transformation, and can also
serve as a two-dimensional Lagrange density: it is the well-known Wess-Zumino-
Witten term[3].
Further analysis using the transgression equation gives a two-cocycle. It is related
to a modification of the group composition law and its infinitesimal form is also related
to the Schwinger term in the Lie algebra[1].
The zero-cocycle and the one-cocycle can serve as Lagrange densities in three-
and two-dimensional field theory, respectively (Chern-Simons term,Wess-Zumino-
Witten term). Similarly, it is possible to regard the two-cocycle as a contribution to
a Lagrangian in one time dimension, where dynamical variables are taken to be the
two group elements on which the two-cocycle depends.
It is convenient to have closed expressions for the cocycles. The expression for
the one-cocycle on a general Lie group, starting from the Chern-Simons three-form
has already been given in Ref. [4]. Expressions for two-cocycles have appeared in the
literature[5, 6, 7, 8]. It turns out that the formulas for the two-cocycle in the general
Lie group and in SU(2), given in both Refs. [5] and [6], are wrong. Consequently, the
formula in Ref. [7], which is copied from Ref. [5], is also wrong; in addition it contains
some copying errors. The expression for the SU(2) two-cocycle found in Ref. [8] is
correct. But Ref. [8] does not deal with other groups, so the correct two-cocycle on a
general Lie group has not been found thus far.
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In the present note, a closed expression is derived for a two-cocycle arising from
the Chern-Simons three-form. Subsequently Euler-Lagrange equations are obtained
by varying the expression for the two-cocycle.
4.2 Chern-Simons Two-Cocycle
Let us begin with a Chern-Simons three-form as a zero-cocycle:
Qo(A) = a tr (AdA + -A3) (4.1)
where a is the numerical constant -1/8r 2 and d is an exterior derivative operating
on the base manifold. The transgression equation is (Qan)(A; g,g2, ... , gn+) =
dfn+l (A; g1, 92,. , gn+1), where the coboundary of Q, (A2n) (A; gl, g2,..., gn+),
is defined by
(Aln) (A; gl,..., gn+l) = Qn (A9, 92 , gn+l)
n
+ (-1)Qn (A; g1, ... gi-1 ,g ii+1,,...,gn+) + (-l)n+ n (A;gl,..., gn) (4.2)
i=l
Here gii+1 = gigi+l, and the gauge field A transforms under gauge transformation g
in the usual way:
A g- Ag = g-lAg + g-ldg (4.3)
The coboundary of the zero-cocycle is the change of the zero-cocycle under the gauge
transformation g
(Af2o)(A;g1) - Qo (A 91)-Qo (A)
= a [d - tr (gdg tr 3 (4.4)
To obtain the expression for the one-cocycle, we use the following identity
-3 tr (g-ldg) = dtr g-ldgd (ig) (4.5)
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where g = ete l, 01 = Ingl, and 6 denotes variation on g. Let us also define 02 and 912;
02 = In 92 and 012 = In 912. One gets the expression for the one-cocycle;
(A; 9g) = a [trAdgig1 ' + 1dgddt tr g-dgd
0
Using the formula:
g-ldg = (-1) t (ad)da (4.7)
n=O (n + 1)!
where (adA)B = [A,B], one can easily obtain an equivalent expression given in
Refs. [4] and [5]
01 (A; 1g) = atr { Adg + (-+21)! [(ad )n] dAdl n=O (n + 2)! (4.8)
In the SU(2) case, the above integral and series representations are explicitly calcu-
lable, and lead to[8]
= a [trAdglg- 1+ 1 el de,
2
where 10 12 =-2tr02:, 91 = T,) el = l1/l,1, and [T, Tb] = EbcTc.
The coboundary of Q1 is given by Eq. (4.2);
(AfQ1 ) (A; g91, g2 ) -- PI (A 9l; g2) + Q (A; g) - Q1 (A; g912)
= a [trglldgldg2gl + A dttrg-ldgd (g-ldtg)] (4.10)
where Af() f(01)+ f(2) - f(012). Notice that Al 1 does not depend on the gauge
field A and has a symmetry:
(Aft1) (g1, 92) = - (AQ1) (g9-1, g1') (4.11)
To derive the formula for the two-cocycle, the first step is to take the variation of
AO, with respect to g and 92. The resulting expression is
= adtr [g;16g1 dg2g1 - g'dglg 2g9']
+ adA l dt tr [g-l'gd (g-ldtg) - g-dg6 (g-dtg)] (4.12)
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(9-gldtg) (4.6)
x de (ll - sin 1l11)] (4.9)Q U(2) (A; g)
JA01 (91, 92)
After a little more algebra, one finds
tr glg 1 [h (-adOl2) dO1 2 - h (-ad0 1) d01]6~A4I (91,2) - ad I + tr 921642 [h (adO2) dO2 - h (adO12) d412] (4.13)
where
2 (eZ - 1 - z)h(z) z- (4.14)
z (e- - 1)
Derivations of Eq. (4.12) and Eq. (4.13) are relegated to the appendix. Note that
6/AfQ is already written as an exact form. Now, by taking l9 and 92 as el and e2
respectively, and also the variation J as ds(O/Os), we are led to the relation
9AQ() = ad tr01 [h (-adO12(s)) dOl2(s)- h (-sadOl) sdOl] (415)
As ad +trO 2 [h (sadO2) sdO2 - h (adO12 (s)) d012(s)]
where e2( 8) = e8sles2, AQl(0) = 0, and AQ1(1) = ARl(g1, 2). After integrating
Eq. (4.15) on s from 0 to 1, the desired expression for the two-cocycle is obtained:
tr 1dOl + - tr 02d02
Q2 (91, 92)= a + Jo ds tr 1h (-adt12(s)) d 1 2 (s) (4.16)
- foJ ds tr 02h (adOl2(s)) dO12(s)
This satisfies the transgression equation by construction.
This expression has the same symmetry as All (gl, 92), i.e.
Q2 (1, 92) = -Q2 (21 , 911) (4.17)
Note that different parametrizations for gl and 92 can be used in the above derivation
as long as the boundary conditions Al21(si) = 0 and AQ2l(sf) = A 1 (91,92) are
satisfied where si and sf are initial and final values of s. For example, one can
substitute gl and 92 as gl = el and 92 = e80 2 or gl = eOl and 92 e02. However,
no matter how one chooses the parameterization, one obtains equivalent formulas for
the two-cocycle, differing by a locally exact form, which represents an ambiguity in
Q, viewed as a solution to the transgression equation.
Consider the formula for the two-cocycle given by Eq. (4.16) for the Abelian group
and SU(2). In the Abelian case, it becomes quite simple and reads
~2u(1..)i- o(-1-2) ()91, 92) =a -(-1OldO2 + 10 2dOl) (4.18)
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which coincides with the expression given in Ref. [7]. Also in the SU(2) case, the
two-cocycle can be evaluated explicitly, leading to the SU(2) cocycle of Ref. [8].
f4 (012 - 01) eld I -4 (12- 2) e2d921
SU(2) (gl9 92) = a 2 1-( e . e2 (4.19)( 012-01,-02,
+ \ l_(e ) . (e2e2 el x del + elel e2 x de2)
Let us see what is wrong with the two-cocycle in Refs. [5], [6] and [7], which is
given in these paper by formulas equivalent to
f2U(2) (,l 92 ) = citr (t1d l2 - d91 12 ) + 2 EO (-1)' [(ad9l2)n 201] dl 12 (420)
2 2 (OldO12 - n!
(Copying errors in the expressions of Ref. [7] need be corrected.) Cocycles, in general,
should satisfy the cocycle condition: integral of the coboundary of a cocycle over some
closed manifold, should be zero (mod integer). Therefore, the coboundary of a cocycle
should be locally exact. However, Af2SU(2) is not locally exact, so n 2SU(2) does not
satisfy the cocycle condition. To see this explicitly, let us expand AO2S U(2) to the
third order of 0 for the SU(2) group.
A 2 ) (g1, 92 ) =- d( i 02 2x 03+ 601 .02 x dO +higher order terms (4.21)
Clearly Ai2SU(2) is not a locally exact form. Consequently, Q2SU(2) cannot be a correct
two-cocycle.
As stated earlier, one can regard the two-cocycle as a one-dimensional Lagrangian.
The immediate interest is in its Euler-Lagrange equations. From Eq. (4.13), one can
easily recognize that Mf2 is simply given by
tr 9gl-l 1 [h (-adO 1 2 ) dOl2 - h (-adO 1 ) dO1]
2(9l,g2) = + tr g'-lg2 [h (adO2) dO2 - h (ad1 2) d012] (4.22)
which leads to two independent Euler-Lagrange equations by requiring the action to
be stationary against variation of gl and g2.
h (-adO,) dOl = h (-adO12) dO12 (4.23)
h (ad 2) d 2 = h (adOl2) dO12 (4.24)
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Note that each term in the right- and left-hand side of Eq. (4.23-4.24) depends on
one group element through the expression
2 (ear - 1 - adO)
h (adO) dO = ado (ead -1)dO (4.25)
There is an alternative integral representation for h(adO)dO.
h (adO) dO = 2 [1 dte-t'det - e den@j (4.26)
n=
in the SU(2) case, h (adO) dO is
h (adO) d = 2T. [d + ( cot 12 -1) e x de] (4.27)
which is singular at 101 = 2rn where n is a non-zero integer. Thus, Euler-Lagrange
equations in the SU(2) case read
d- - ( cot -1 el x de = d - 2 cot2 - e12 x de12 (4.28)2 2 2 2 2 2
d2 + 2 cot0 -1) e2 xde2 = d2 + 2 ot2 - (4.9)2 2 2 2 2 2 9)
They can also be obtained directly varing Eq. (4.19).
One may suspect that h(adO)dO reveals certain characteristics of a group manifold.
At this stage, it has not been possible to identify the meaning of this curious quantity
and further investigations are necessary.
Let us observe a certain ambiguity in our formulas, explicitly for SU(2). They are
not expressed in terms of group elements, but rather in terms of angles. For a given
group element the angle has the ambiguity
0 = (101 + 4rn)e (4.30)
Thus the one-cocycle is really an one-integer family
(n),sU(2) = +sU(2)  2rnael * de x del (4.31)
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Note that integration over a closed manifold leaves an even integer ambiguity
fn)QSU(2) = JSU(2) + 2nm (4.32)
which is invisible in a phase exponential (multiplied by 2ir). The two cocycle involves
three integers, one each for 01, 02, and also 012
4 (n12e12 .e1-nl) d1011 4 (n12e12.e2-n2) d021Q2+ 2 1-(el.e 2)2 (del e2 - el de2 ) (4.33)
(nl2el2-nlel-,l2e2). (elel.e2 X de2+e 2e2*el x del)
Additionally, Q2SU(2) has an vortex singularity at el = e2 and (12 -0 1-0 2) e=
(812-1-2) -e2 = 41rn[9].
f2SU(2) Ising= 4rnace 1 6 x d (4.34)
where 6 is an unit vector in the direction of el - e2.
The Euler-Lagrange equations given by Eqs. (4.28-4.29) contain singularities at
1011 = 27rnl, at 121 = 2rn 2 , and at 10121 = 27rn12. The singularities at 1011 = 27rn
and 1021 = 2rn 2 are artifacts of the variation procedure. To see this, note that
trg -6g 2h(02 )= e2 e2 x de2 (- 0221 + sin 21 cos 12-)2 2 2
- Je 2 de2sin2 102 1 _ d 02 (4.35)
2 2 2
Although h(02 ) has an singularity at 1021 = 2rn 2, trgg21-g2h(02 ) has no singularity.
Similar argument also holds for the singularity at 1011 = 2rnl. On the other hand,
the singularity at 10121 = 27rn12 results from the singularity of QSU(2). Note that the
condition of this singularity (10121 = 2rn 12) differs from that of vortex sigularity in
Eq. (4.34). Since 012 is directionally ill-defined at 10121 = 27rn12, both QSU(2) and the
Euler-Lagrange equations are singular at 10121 = 27rn12.
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by integration of Eq. (4.42) on t, we get
C = tr [f(-ad)60] dO - tr 60 f(-adO)dO (4.45)
where f(z) = (ez - 1 - z) / 2 .
Use the relation tr [G(adA)B] C = tr B G(-adA)C which holds for any function
G(z).
C = tr 0[f(adO)- f(-ad)] dO
= tr [q(-)q(adO)60] [f(adO) - f(-ads)] dO
= tr [q(adO)J0] q(-a) [f(adO) - f(-adO)] dO
(4.46)
By taking q(z) as (eZ - 1) /z and using the relation 6gg-l = q(adO)dO, the relation
leads to
C = - tr 6gg-1 F(-adO)dO (4.47)
F(z) = 2(sinhz - z)
z(eZ - 1)
(4.48)
Using Eq. (4.47), we have
6AD1 = adtr
Jgl g [dg12g 21 + F(-adOl 2 )d1 2 - dgl 1 - F(-ad01)dOi]
_+ - di [ g-1dg2 - g'1 1dg2 - 2g- [F(-adO2)d02] g2 
-s2 u2L+g'l[F(-adO12)dO 9122
Now using the relations
_9-1 [F(-adO)dO] g = F(adO)dO
and
F(adO)dO + g-ldg = h(adO)dO
we finally arrive at Eq. (4.13).
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where
(4.49)
(4.50)
(4.51)
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