Interaction nets have proved to be a useful tool for the study of computational aspects of di erent formalisms (e.g. -calculus, term rewriting systems), but they are also a programming paradigm in themselves, and this is actually how they were introduced by Lafont. In this paper we consider semi-simple interaction nets as a programming language, and present a type assignment system using intersection types. First we show that interactions preserve types (i.e. the system enjoys subject reduction), and we compare this type assignment system with the intersection systems for -calculus and term rewriting systems. Then we de ne a recursion scheme that ensures termination of all interaction sequences. By relaxing the scheme and using the type assignment system, we derive another su cient condition for termination of interaction nets. Finally, we show that although the type system based on general intersection types is not decidable, its restriction to rank 2 types is, and we give an algorithm that computes principal types for nets.
Introduction
A notion of types for a programming language is in general considered to be a good feature: not only do types allow us to deduce properties of programs, such as termination, but they also provide a discipline of programming (\typed programs don't go wrong"). Additionally, as is well known, types act as speci cations for programs.
Interaction nets can be regarded as a programming language, indeed this is how they were rst presented. There is therefore a natural question as to what is the corresponding type system. Lafont 20] introduced a basic type discipline for interaction nets, using a set of constant types ( 2 fatom, nat, list,: : :g). For each agent, ports are classi ed between input and output, and this is re ected at the level of types: input ports are negative, their types have the form ? , whereas output ports are positive, and have types + . A net is well-typed in Lafont's system if each agent is used with the correct type and input ports are connected to output ports of the same type.
In this paper our goal is to design a richer type system so that properties can be extracted about the computation for a general class of nets. In particular we are interested in normalisation results (su cient conditions for termination) for semi-simple interaction nets. This is a universal class of nets where vicious circles cannot appear during computation; they are deadlock free 20] .
A rst step towards enriching the type system consists of adding type variables and an operation of substitution on types, thus allowing the use of an agent with types that are instances of the general type declared for it in the environment (an environment is just a mapping that assigns a type to each agent). In other words, we add a form of polymorphism to Lafont's system.
For nodes that are shared, more exibility can be obtained by using intersection types. This will be demonstrated by showing that there are interaction rules that are terminating on typeable nets, which cannot be typed without using intersections. To gain expressive power we will also consider arrow types (i.e. ports of agents may have functional types).
More precisely, in this paper we de ne a type assignment system for interaction nets using type variables, constant types (sorts), arrow and intersection types. Judgements have the form B`EN : where N is a net, E an environment, B a typing for the free input ports of N, and a typing for the free output ports of N (B and are tuples of types). Typing judgements therefore describe the potential interfaces that a net can have.
The de nition of the system becomes more intricate because of the presence of intersection types: substitution will not be su cient to generate all the valid instances of a given type (since the intersections of the substituted instances should also be considered) and more operations on types will be de ned. We will use expansion, which creates an intersection of copies of a given type, and lifting, which replaces a type by a bigger type, taking intersections into account. These operations are standard in type assignment systems with intersection types for -calculus and term rewriting systems (see for instance 11, 28, 1]); we will extend them to deal also with tuple types. It is possible of course to consider the subset of types that do not contain intersections and then substitution will be the only operation used to generate instances of types.
After de ning type assignment for nets and for interaction rules, we show that the type system satis es subject reduction (interactions using typeable rules preserve types, or in other words, interactions do not change the potential interfaces of the net), and captures normalisation for a class of interaction nets that satisfy a syntactical restriction on the form of interaction rules (typeability alone cannot capture any termination property, since we can always de ne a rule of the form N =) N for a typeable net N). Our restriction concerns the use of recursion in the rules. A su cient condition for termination of interaction nets based on restrictions on the form of the rules was presented rst in 14]. Here we generalise that condition, taking pro t of the type system.
Type assignment is not decidable in this general type system, so we propose a restriction using intersection types of rank 2, as successfully used for -calculus and term rewriting systems 3], and for this restricted class of types we give a type assignment algorithm which nds the principal type of a net with respect to a given environment. The previous normalisation result holds also in this restricted type system. Related Work Interactions nets were inspired by proof nets of linear logic; they are a generalisation of multiplicative proof nets where the set of agents is extensible (user-de ned). Regnier 26] studied another class of nets related to proof nets (with a xed set of agents) and showed that they are isomorphic to principal types in the intersection system for -calculus. We use an intersection system to type interaction nets, but our perspective is di erent since we have to take into account the fact that agents are user-de ned. For this reason user-de ned types (sorts) and an environment are introduced. We consider arbitrary types for nets (not only principal ones) but the notion of principal type is used in the typing of interaction rules.
Interaction nets have also been used as a tool to study the dynamics of di erent computational models (the -calculus 16, 23] , interaction systems 22], term rewriting systems 14, 13] ). The question that arises naturally is what is the relationship between the di erent type systems. We will show that the translation function from (a class of) interaction nets to term rewriting systems de ned in 14] preserves types, and the same happens if we translate -calculus to interaction nets via Combinatory Logic. However, for the direct encodings of -calculus in interaction nets described in 16, 23] , our type system is not powerful enough to type the interaction rules. The problem is that these codings use agents which can interact with themselves. The same problem arises when we try to type some nets that correspond to proof nets, or the interaction combinators 21, 15 ]. An extension of the type system allowing us to choose the sign of a port for each occurrence of the node (using for instance subtypes as done for the -calculus by Pierce and Sangiorgi 24]), will be studied in the future. For the particular case of the interaction combinators, where the philosophy is completely di erent since the set of agents is not user-de ned, we foresee that a di erent approach should be taken.
It was suggested by Banach 7] that the type inference systems for graph rewriting, such as the one presented in 6], could be applied to interaction nets. However, our goal is di erent. First of all, since type assignment systems on graphs cannot use structural induction, as it is standard in the case of terms, the type system of 6] uses a data-ow analysis to estimate the occurrences of nodes in graphs in a rewriting sequence (induction is only possible on executions), and produces an assignment of types to nodes that takes into account the dynamic behaviour of the system. Moreover, subject reduction is not a main issue there, since types are considered \local" properties of nodes. Instead, we consider the class of semi-simple nets, which is de ned by induction (on the sequence of operations that builds the net), and we use the traditional static approach in the de nition of the type assignment system, showing that the system satis es subject reduction.
Another related stream of research is the work on types for process calculi. It would be possible to encode interaction nets as terms in a process calculus, and then apply the corresponding type systems to the encodings. Alternatively, using the ideas of the type systems for process calculi (see e.g. 17, 8] ), one could directly design a type system for interaction nets. For the reverse direction, we hope that the ideas presented in this paper can be used to de ne new type systems for process calculi, in particular for the ones that are based on graphs, like the calculus of Yoshida 30] which includes interaction nets as a subset.
Overview The rest of this paper is structured as follows. In the next section we brie y recall the basic concepts of interaction nets that we use in the rest of the paper. In Section 3 we de ne the set of types that we use in the type assignment system for interaction nets, which we present in Section 4, together with the proof of subject reduction and the comparison with the type assignment systems for -calculus and term rewriting systems. In Section 5 we de ne recursive schemes for interaction rules, and prove termination results. In Section 6 we present a decidable restriction of our type system based on rank 2 intersection types, and in Section 7 we discuss an extension of the general system. We conclude the paper in Section 8.
Interaction Nets
The paradigm of interaction was introduced by Lafont 20] as a rewriting framework for programming languages and implementation inspired by proof nets of linear logic. In this section we will brie y review the paradigm. For supplementary de nitions and examples we refer the reader to 20].
De nition 2.1 (Interaction Net) An Interaction Net ( ; IR) is speci ed by the following data:
A set of agents, each with an arity n 2 N (n 1) which indicates the number of ports A set IR of interaction rules which are net rewriting rules where the left-hand side consists of two agents connected on their principal ports, and the right-hand side is an arbitrary net with the only constraint that it must have the same interface as the left-hand side. There is at most one rule for each pair of agents.
The following diagram shows the general form of an interaction rule, using agents and of arity 3 and 4 respectively as an example. Note that the interface is preserved (the same free ports appear in both sides). We use names to indicate the correspondence between the interfaces in the left-and right-hand sides of the rule, but we will often omit them when there is no ambiguity.
-@ ? ? For example, the partitions given by Lafont for and are as follows: , which does not have any auxiliary port, has one partition which is empty (see 7] for a detailed discussion of the meaning of empty partitions); for both auxiliary ports are in the same partition.
De nition 2.4 (Semi-simple Net) A net is called semi-simple if it can be obtained by using only the operations: LINK, which builds an edge, CUT, which connects two disjoint nets using a single edge, GRAFT, which adds a node to a set of nets according to its partitions, MIX, which juxtaposes two nets, and EMPTY, which constructs an empty net.
}
All the nets in the interaction rules of Example 2.2 are semi-simple. We show it for the interaction rule for : assume that the partitions of are unitary (i.e. contain only one port), then the left-hand side is obtained by making a CUT of the nets GRAFT( ; EMPTY) and GRAFT( ; LINK; : : :; LINK), and the right-hand side is obtained by making a MIX of nets of the form GRAFT( ; EMPTY). We refer the reader to 14] for a more detailed presentation.
A rule is semi-simple if when free ports have been grouped according to the partitions in the left member, the right member becomes semi-simple. For example, the rules for addition, multiplication, , and are semi-simple. Semi-simple nets are closed under reduction by semisimple rules 20].
In Lafont's type system for interaction nets 20], for each agent in , ports are classi ed between input and output. An input port is marked with a \?" sign, and an output port with \+". According to this, agents can be divided into constructors and destructors:
De nition 2.5 If the principal port of an agent is an output port, the agent is a constructor, otherwise it is a destructor.
The division between constructors and destructors also originates in the logical system that inspired the formalism of interaction nets: destructors and constructors are respectively associated with left and right introduction rules of logical operators in a sequent calculus.
For example, it is usual to consider +, , and as destructors, and 0 and S as constructors: Laneve 22] , if a negative port (i.e. an input port) exists in a partition we will call it an input partition, otherwise it will be called an output partition. Hence, an input partition may contain some output ports, whereas an output partition contains only output ports. According to this, there are two classes of interaction nets:
1. dependent interaction nets: if a positive port appears in an input partition of some agent, 2. non-dependent interaction nets: if every agent has only negative ports in input partitions. It is worth noting that non-dependent semi-simple nets are Turing-complete; the following example shows the de nition of Combinatory Logic. Example 2.6 Combinatory Logic is de ned by two rewrite rules: Sxyz ! xz(yz), Kxy ! x. As an interaction net, it is speci ed by the agents @; S; S 1 ; S 2 ; K; K 1 ; ; and rules: 
In the following we will rst consider the class of non-dependent semi-simple nets, and then discuss brie y the extension of the results to dependent nets in a nal section.
Intersection Types with Signs
Intersection types are built out of a set of type variables and a set of type constants (or sorts) by using the type constructors ! and \. Intersection type assignment systems were originally developed for the -calculus 10] and used to characterise normalisation properties of -terms 25], as well as de ning a system closed under -conversion 9]. For the latter, a universal type ! was introduced 29]. Since we are interested only in su cient conditions for termination of interaction nets, we will not include the type ! in our system. Actually, in this paper we will consider essential intersection systems 2], which are based on a restriction of intersection types: strict intersection types. They have the same typing power as the full intersection system with the advantage of being more concise (only the representatives of some equivalence classes of types are considered). Essential intersection systems have also been used in the framework of term rewriting systems 1, 5].
De nition 3.1 (Strict Intersection Types) T s , the set of strict types, and T ; the set of strict intersection types, are de ned by mutual induction as follows: . In the following we will work with equivalence classes of types modulo .
We will depart now from standard presentations of intersection type assignment for -calculus and term rewriting: in order to build a type assignment system for interaction nets, we will add product types to T and decorate each individual type with a direction. In the type system presented by Lafont for interaction nets, directions are represented by signs. We follow this tradition, denoting by ? an input type and by + an output type. This notation is also used in type systems for process calculi, where + and ? are associated to output and input channels respectively (see e.g. 17, 24] The empty tuple is denoted by (). We will often omit the brackets when m + n = 1. In type assignment systems the notion of a base is important: it is the set of assumptions (types of free variables) used to derive a type for an object (traditionally a -term, or a term in a rewrite system). Typing judgements for terms usually have the form B`t : where B is the basis and is the type assigned to the term t. In the case of nets the input ports in the interface play the rôle of the free variables in terms, and we can have several output ports. We will then de ne judgements of the form B`N : where the basis B will contain the types for the input ports in the interface of the net N, and will be a type for the output ports in the interface. Since in the graphical formalism of interaction nets ports do not have names but are ordered (indexed), a basis is simply a tuple of types. 
Operations on Types
In type systems based on arrow types with type variables, the operation of substitution generates all the \valid instances" of a given type. In a system with intersection types, all the intersections of those instances should also be considered \valid instances", which means that substitution alone is not su cient to generate all the instances of a given type. Indeed, to assign types to nets we are going to use four operations on types, namely substitution, copying, expansion, and lifting. These operations are standard on type assignment systems with intersection types; we will adapt the de nitions of 28, 5] (see also 1]) to interaction types. Roughly, substitution is the operation that instantiates a type (replacing type variables by types as usual, but remaining inside the set of strict intersection types), expansion replaces a subtype by the intersection of a number of (renamed) copies of that subtype, copying is a simpli ed version of expansion, and lifting replaces output types by bigger ones in the sense of , or input types by smaller ones.
De nition 3.5 (Substitution) The substitution S = f' 7 ! g : T ! T , where ' is a type variable and 2 T s , is de ned by:
S(') = .
S(' 0 ) = ' 0 , if ' 6 = ' 0 .
S(s) = s. The operation of expansion deals with the replacement of subtypes of a type by an intersection of a number of renamed copies of that subtype. An expansion is determined by a quadruple h ; n; B; i which indicates the subtype to be expanded, the number of copies that have to be generated, and the basis and type of the type assignment where we are making the expansion (we will make expansions not only on types but also on type assignments which will be de ned as pairs of basis and type). To de ne expansions in T it is su cient to consider ; 2 T , however, since we are also going to de ne expansions in T , we will consider quadruples where ; 2 T T and B is a basis in T .
When a subtype is expanded new type variables are generated, and other subtypes might be a ected (e.g. the expansion of in ! might a ect also : intuitively, each renamed copy of will have an associated copy of ; see 28] for a detailed explanation). Ground types are not a ected by expansions since all renamed copies coincide (and \ ). Before applying an operation of expansion, we need then to compute the set of types that will be a ected by it, which is done with respect to the given types.
Two di erent de nitions of expansion appear in the literature for -calculus, depending on whether one uses a set of types (see e.g. 28]) or a set of type variables (see e.g. 2]) to characterise the set of types a ected by the expansion. We will consider the de nition given by Ronchi della Rocca and Venneri 28] for full intersection types without sorts, and adapt it to strict intersection types with sorts rst, and then to interaction types. Our de nition can also be seen as an extension to types with sorts and products of the one given by van Bakel 2] . For an expansion h ; n; B; i an associated set L (hB; i) of types is computed, and the types modi ed by the expansion are those that \end" with a type in this set. The notion of last subtypes in a strict type plays an important rôle in this operation. In particular, if 2 L (hB; i) (i.e. p = 1) it is replaced by S 1 ( ) \ \ S n ( ). }
Note that the result of an operation of expansion is not unique because it depends on the choice of new variables in part 2 of the de nition; but it is unique modulo renamings of variables (and this is su cient for our purpose). Note also that the result of an expansion is always a type in T : we never introduce an intersection at the right-hand side of an arrow type (see part 3). Example 3.9 Let be (' 1 ! ' 2 ) ! (' 3 ! ' 1 ) ! ' 3 ! ' 2 , and E be the expansion determined by h' 1 ; 2; (); i. Then, L '1 (h(); i) = f' 1 ; ' 3 ! ' 1 ; ' 3 g, V '1 (h(); i) = f' 1 ; ' 3 g, and E( ) = ((' 1 
For an example with sorts, consider = (' 1 ! s) ! ' 2 , and let E be the expansion determined by h' 1 T , so we cannot use directly that de nition in the essential intersection system. The expansions Exp h ;n;B; i de ned in 2, 5] for the essential system are less powerful: we can mimic them in our system, but the converse doesn't hold in general (they give the same results if we consider types without sorts that occur in hB; i).
The de nition of expansion extends from T to T . De nition 3.10 (Expansion in T ) For every 2 T s T s , n 2, basis B, and 2 T , the quadruple h ; n; B; i determines an expansion Exp h ;n;B; i in T , de ned as follows:
1. Let L (hB; i), V (hB; i), and the substitutions S i be de ned as in De nition 3. otherwise.
The operation of expansion extends also to bases and pairs hB; i in the natural way. }
The de nition of expansion takes into account the fact that there are multiple output types in a strict interaction subtype, and only the ones a ected by the expansion will need to be copied (for the other output types the expansion will not create an intersection, so we can apply it directly).
The result of an expansion on a type 2 T is also a type in T , unique modulo renaming of type variables. The operation of copying is a particular case of expansion that appears often and deserves to be distinguished because of its simplicity. It is determined by a triple hn; B; i, and when applied to it produces an intersection of n renamed copies of .
De nition 3.13 (Copying) Let B be a basis, a type, n 1. An operation of copying C hn;B; i is de ned (for 2 T or 2 T ) by C hn;B; i ( ) = Exp h ;n;B; i ( ). In general it is applied to a type that is a subtype of , then C hn;B; i ( ) = S 1 ( ) \ \ S n ( ). Copying extends to pairs hB; i in the natural way. } We already saw a copying operation in Example 3. } Substitution, expansion, copying, and lifting can be composed to form chains of operations: the composition of C 1 and C 2 is denoted by C 1 C 2 , and (C 1 C 2 )( ) = C 1 (C 2 ( )). As usual, chains consisting only of substitutions are also called substitutions. The set Ch of chains is de ned as the smallest set containing the operations of substitution, expansion, copying, and lifting, that is closed under composition. The application of a chain C of operations to a type produces an instance C( ) of .
Intersection Type Assignment for Interaction Nets
In this section we show how to assign types to non-dependent interaction nets using the types and operations de ned previously. We will start by de ning an environment, which is a mapping from agents to types in T s which speci es the types that the (ports of the) agents can have. The types assigned to nodes will be instances of the types given in the environment, i.e. obtained by applying chains of operations.
De nition 4.1 (Environment) An Formally, an environment assigns a type to each port of an agent , and since the ports are ordered (indexed in some way), we have also an order in the types. Interaction nets are a graphical formalism, therefore we de ne the environment using the graphical representation of agents. However, once the environment is de ned, and for the sake of simplicity, we will use a one-dimensional representation: a mapping E : ! T s . For instance, we will write E( ) = (nat ? ; nat ? ; nat + ).
Type assignment on nets will be de ned as the labelling of the ports in each node with types in T ? T + , using the information provided by the environment. We will denote by N i1;:::;in;o1;:::;om a net whose interface consists of the input ports i 1 ; : : :; i n and the output ports o 1 ; : : :; o m . Note that the interface may be empty, in this case a typeable net will be assigned the type (). For a net consisting only of an edge the interface is not empty: one end of the edge will be an output (to be connected to an input port) and the other an input (to be connected to an output port).
De nition 4.2 (Type Assignment for Nets) Let E be an environment for an interaction net ( ; IR). A type assignment for a net N i1;:::;in;o1;:::;om with respect to E is a labelling of the ports in the net with types in T ? T + satisfying the following constraints:
1. ; ' 00 2 + ) as shown in Example 3.11 (recall that copying is a particular case of expansion), followed by the substitution f' 0 1 7 ! 1 ; ' 0 2 7 ! 1 ; ' 00 1 7 ! 2 ; ' 00 2 7 ! 2 g. The type of the node is also obtained from E( ) by a copying followed by substitution. It is not possible to obtain this type just by substitution because in the essential intersection system substitutions have strict types as images.
This net does not have output ports in the interface, it is assigned the type ().
}
Type assignment on semi-simple nets, or more precisely the relation`E, can also be de ned by giving a set of type assignment rules. We will give the axioms and two inference rules to illustrate the idea. For example, we can take the axioms:
(EMPTY) ()`EEMPTY : ()
( 1 \ \ n ) ?`E LINK : ( + 1 ) \ \ ( + n ) and de ne a type assignment rule for as follows:
We also need rules for MIX, CUT and GRAFT. We can de ne the rule MIX as follows: The rules for CUT and GRAFT are similar (in the case of a GRAFT we use the environment and chains of operations).
The use of an environment and a chain of operations in De nition 4.2 introduces a notion of polymorphism into our type assignment system. The environment de nes the \principal type" for an agent; this agent can be used with types that are instances of its principal type, obtained by operations of substitution, copying, expansion, and lifting. We could use only substitution, or even just constant types without operations; however, more nets are typeable using these operations, and also with them we obtain a system that has the same power as the intersection system for -calculus, as we will show in Section 4.3. Type assignment on nets satis es the following property, which justi es intersection introduction and elimination: (for all 1 j n). We show by induction on the de nition of the semi-simple net N that we can build a type assignment hB 1 \ \ B n ; 1 \ \ n i, which implies B`EN : 1 \ \ n .
The cases where N is EMPTY or LINK are trivial. For N = CUT(M; W) and N = MIX(M; W) the property follows directly by induction. When N = GRAFT( ; M 1 ; : : :; M n ) the property follows by induction and the fact that we can type the node with C(E( )), where C is a chain that applies rst a copying C hn;();E( )i and then mimics the operations used in each of the type assignments hB j ; j i.
We now de ne type assignment for interaction rules. To ensure that the rules preserve types when applied to typeable nets (i.e. the subject reduction property), we will de ne type assignment on rules by using a principal pair.
De nition 4.5 (Principal Pair) A pair hB p ; p i is called a principal pair for N with respect to E if B p`E N : p , and for every B; such that B`EN : there is a chain C such that C(hB p ; p i) = hB; i. }
The intersection type assignment system that we have de ned for nets is not decidable, as we will show in Section 4.2. This is also the case for the -calculus and term rewriting systems, but there are decidable restrictions that can be used in practice. In Section 6 we de ne a decidable restriction of our type assignment system and give an algorithm to compute principal pairs for nets. For the general system there is no such algorithm, but to ensure subject reduction it is enough to de ne typeability of rules using the principal pairs as follows:
De nition 4.6 (Type Assignment for Rules) Let E be an environment for an interaction net ( ; IR). We say that the interaction rule N =) N 0 2 IR is typeable with respect to E, if there are basis B p , type p 2 T , and an assignment of types to N; N 0 such that hB p ; p i is a principal pair for N with respect to E, and B p`E N 0 : p .
We say that ( ; IR) is typeable with respect to E if every rule in IR is. } This de nition ensures that the type provided by the environment for an agent allows all the interaction rules de ned for it to be typed.
Example 4.7 The interaction rules of Combinatory Logic shown in Example 2.6 are typeable in the environment E de ned by:
We show a type assignment for the rule de ning the interaction between @ and S 2 :
PSfrag replacements 
Subject Reduction
From now on we will assume that E is an environment for an interaction net ( ; IR), and we will prove that subject reduction holds when interaction rules are typeable using principal pairs, as de ned above. First we need to prove that the operations are sound on typeable nets. The following theorem shows the soundness of substitution.
Theorem 4.8 Let S be a substitution. If B`EN : , then S(B)`EN : S( ). Proof: By de nition of typeability of nets and Property 3.6, it is su cient to prove that if there exists a type assignment hB 0 ; i for N with respect to E then there exists also a type assignment hS(B 0 ); S( )i obtained from the rst one by applying S to all the types assigned to ports.
We proceed by induction on the de nition of the semi-simple net N. As a corollary we obtain the soundness of copying. The following theorem shows the soundness of lifting. 
Type Assignment for Interaction Nets and Term Rewriting
We will now compare the type assignment system for interaction nets de ned above and the type assignment system for Curry ed Term Rewriting Systems (CuTRS for short) de ned in 5] (see also 1]). For this, we will use the translation function de ned in 14] which transforms interaction nets into rst-order term rewriting systems.
There is a direct relationship between the types that can be assigned to a net in our system and the types that can be assigned to its translation (a term) in the system of 5], as Theorem 4.15 below shows. This is not surprising of course, since both systems are based on intersection types (in our case extended with directions) and the type assignment mechanism for nets is a generalisation of the type assignment rules of 5]. First let us be more precise about the classes of nets and the translation function we are using. We will also recall brie y the de nition of CuTRS.
Curry ed
and examples of term rewriting systems) extended with a binary operation Ap which models application, and allows one to de ne Curry ed versions of the function symbols in the signature.
Let T(F; X) denote the set of terms built up from a set F of function symbols (each one with a xed arity), the binary symbol Ap, and a set X of variables. Rules in a CuTRS are rst-order rewrite rules l ! r where, as usual, l 6 2 X and the variables of r occur in l. Ap can be freely used in r, but if it appears in l then the rule has to be of the form:
Ap(F i (x 1 ; : : :; x i ); x i+1 ) ! F i+1 (x 1 ; : : :; x i+1 )
i.e. a de nition of a Curry ed version of the function symbol F. For each function symbol F of arity n there are n Curry ed versions F 0 , .. ., F n?1 , the subindex indicates the arity of the Curry ed version (abusing notation, sometimes we write F n instead of F). It is assumed that a CuTRS contains the rules that de ne the Curry ed versions of each function symbol in the signature. More details and examples of CuTRS can be found in 5], where also an intersection type assignment system for CuTRS is de ned, using:
1. a set of strict intersection types (the types in T ), 2. the operations of substitution, expansion, and lifting, which are the ones presented in the previous sections but restricted to types in T (actually, the version of expansion presented in 5] for T is very restricted, as we already mentioned; but using the one de ned here we can prove soundness with respect to type assignment, subject reduction, and the same normalisation properties, then we will assume that this one is applied), In B`Et : , B may contain term variables that do not appear in t. We denote by Var(t) the set of variables of t, and by Bj V ar(t) the restriction of a basis B to the variables that appear in t.
As in the case of nets, a pair hB p ; p i is principal for a term t if for any B; such that B`Et : , there exists a chain C of operations such that C(hB p ; p i) = hB; i.
Typeability of term rewriting rules is also de ned using principal pairs. However, in the case of term rewriting, every rule is assumed to have a de ned symbol and the system of 5] requires that if F is the de ned symbol of the rule l ! r then the type assigned to F in l is E(F) (i.e. no operations can be applied). To obtain a correspondence between typeable interaction rules and typeable term rewriting rules we will not take into account this condition (the other alternative, which consists of adding a similar extra-condition to the de nition of typeability of interaction rules, will be studied in Section 5).
De nition 4.13 Let ( ; R) be a CuTRS, and E an environment for . We will say that the rule l ! r 2 R is typeable with respect to E if there are basis B p , type p , and an assignment of types to l and r such that hB p ; p i is a principal pair for l, and B p`E r : p .
We will say that ( ; R) is typeable with respect to E if every rule in R is. }
Translations Let : Nets ! T(F; X) be the translation function from semi-simple nets to rstorder terms de ned in 14], which we recall in Appendix A.1. The translation of the interaction rules IR is then R where R is obtained by applying to each rule in IR, or more precisely to each side of a rule in IR, and are the projection rules (we use unary symbols i for projections and a binary symbol P for pair formation). As an example, we apply the translation function to the interaction-net de nition of Combinatory Logic given in Example 2.6.
Example 4.14 Using the operator Ap as the translation of @, the rules we obtain for Combinatory Logic using the translation function are:
Ap(S; x) ! S 1 (x) Ap(S 1 (x); y) ! S 2 (x; y) Ap(S 2 (x; y); z) ! Ap(Ap(x; 1 ( (z))); Ap(y; 2 ( (z)))) Ap(K; x) ! K 1 (x) Ap(K 1 (x); y) ! P(x; (y)) together with the rules de ning ; and the projections 1 ; 2 .
Note that the translation function produces standard rst-order term rewriting rules; actually, to conform to the syntax of CuTRS we have to replace S; K by S 0 ; K 0 , and the third and fth rules by:
Ap(S 2 (x; y); z) ! S(x; y; z)
S(x; y; z) ! Ap(Ap(x; 1 ( (z))); Ap(y; 2 ( (z)))) Ap(K 1 (x); y) ! K(x; y) K(x; y) ! P(x; (y)):
This last step can be added to the de nition of to obtain a direct encoding of interaction nets in CuTRS. Abusing notation, we will denote by ( ) the translation (erasure and Curry cation) of the type 2 T . The extension of T with products is then de ned as T f ( ) j 2 T g. If E is an environment for an interaction net, (E) will denote the mapping that assigns to each 2 the type (E( )). We will also use the notation (B`EN : ), where B = ( ? 1 ; : : :; ? n ), to denote the following typing judgement for the term (N): x 1 : 1 ; : : :; x n : n`E1 (N) : ( ), where x 1 ; : : :; x n are the variables in (N) associated to the free input ports i 1 ; : : :; i n in N.
} Types for Nets and Terms
We assume that product types in the type system for CuTRS are treated in the same way as in the type system for nets. For example, the image of a substitution cannot be a product type, and the types assigned to variables in term bases cannot be products. This ensures that if B`E (N) : then Bj Var( (N)) = (B 0 ) where B 0 is a basis for N. Theorem 4.15 Let R be the CuTRS of signature F fApg obtained by translation of the interaction net ( ; IR), N be a net on , and (N) = t 2 T(F; X). Let E be an environment for , and E 1 be an environment for F obtained from E as follows: E 1 = (E) fempty 7 ! (); P 7 ! ' 1 ! ' 2 ! (' 1 ; ' 2 ); 1 
Type Assignment for Interaction Nets and -calculus
It is well-known that every -term can be translated into a term in Combinatory Logic, and there is a direct relationship between the types assigned to -terms in the intersection system and the types assigned to their translations in the CuTRS representation of Combinatory Logic (see 5]). Combinatory Logic can in turn be de ned as an interaction net, and also this translation preserves typeability (as shown above). Hence, every -term can be encoded as a net, preserving types.
However, there are more direct interaction net implementations of the -calculus that do not pass through Combinatory Logic, see e.g. 23] . In order to apply our type assignment system to the interaction net encoding of 23] we need to be able to type dependent semi-simple nets (since for instance the agent that represents a has a positive port representing the bound variable in an input partition). An extension of the type system to dependent nets is discussed in Section 7 below. However, even in this extension the -calculus implementation of 23] is not typeable; more precisely, the rule that encodes (linear) -reduction is typeable, but the extra rules needed to handle the net representation of terms are not. The problem is that some agents, like @ that represents application, are destructors according to their meaning, but they are treated as \constructors of nets" in the rules that handle nets. To type a system like this, with two \semantic" levels condensed in one, we need a further extension of the type system, incorporating overloading for example. We leave the study of this system for future work.
Typing Interaction Nets and Proof Nets
The interaction net formalism of Lafont is inspired by the proof nets of linear logic: it is a generalisation of multiplicative proof nets where the agents are not just the logical connectives (with a prede ned meaning) but introduced by the user, who gives their de nition by means of interaction rules (i.e. a program gives the computational meaning of the agents).
It is then natural to wonder whether the type system for interaction nets can be used also in the proof net framework, or in other words, whether the proof net for a formula in linear logic will be a typeable interaction net. The key point for this, is the de nition of an environment for the agents that correspond to the connectives of linear logic. In our type assignment system the environment provides a type for every agent, de ning output and input ports, and we are only allowed to use the agent in a context where an instance of that type is required. We can only have edges between input and output ports, and it is not possible to change the \rôle" of a port in di erent occurrences of the agent. In the nets of linear logic, this is not the case: the same port can be used as an output or as an input, depending on the context. For example, the nets associated to the formulae A}A ? and A ? }A have an edge between the ports of } representing A and A ? , hence one should be an input port and the other an output port, whereas in the net (A}B)}(A 0 }B 0 ) both ports could be inputs. Again, to solve this problem we need to extend our type assignment system with some kind of overloading, or \polymorphism" at the level of signs.
General Schemes of Recursion for Interaction Nets
We start this section by recalling the general scheme of recursion introduced in 14] for the study of termination of interaction nets. This scheme is inspired by the general schemes de ned by Jouannaud and Okada 18] to obtain modular combinations of higher-order term rewriting systems and -calculus. In 14] it is shown that a hierarchical union ( 0 ; IR 0 )+ +( n ; IR n ) of interaction nets, where each IR i (1 i n) de nes an agent i 6 2 0 i?1 with rules that satisfy the general scheme below, is modular with respect to termination. A set IR of rules de nes if is the destructor appearing in left-hand sides of rules in IR.
De nition 5.1 (Hierarchical Union) Let 
}
In a hierarchical union ( 0 ; IR 0 ) + ( 1 ; IR 1 ) the constructors may be shared, and also the destructors of 0 can be used in right-hand sides of IR 1 . For example, the system of interaction rules de ning addition and multiplication in Example 2.2 can be seen as a hierarchical union where 0 = f0; S; +g and IR 0 consists of the rules for addition, and 1 = f0; S; +; ; ; g and IR 1 consists of the rules for multiplication, duplication, and erasing.
In general, there can be more than two systems of interaction rules in a hierarchical union, that is, more levels can be added, each one de ning new agents with interaction rules that use the constructors and destructors of the preceding levels. 
A lexicographic version of the scheme also su ces to obtain modularity of termination, i.e. we could have asked that any occurrence of the agent in the net N had its principal port connected to (a copy of) a; b; or c. This scheme is useful to prove termination of nets that model rst-order agents, but is very limited if our interaction net has an agent that models \connection" (a notion analogous to \ap-plication" in the term rewriting framework). For example, in the interaction-net de nition of Combinatory Logic (see Example 2.6) the rule de ning the interaction between @ and S 2 does not satisfy the scheme. However, we remark that @ plays a particular rôle: it serves to de ne higher-order interactions in a rst-order syntax. We can see @ in two ways: as a destructor (then S; S 1 ; S 2 ; K; K 1 are constructors), or, more naturally since it was introduced with a prede ned meaning, as a primitive (prede ned) symbol. The latter is the point of view taken in the framework of Curry ed Term Rewriting Systems, where the rules of Combinatory Logic satisfy the recursive scheme trivially since they are not considered to be recursive. Unfortunately the general scheme does not guarantee termination if the interaction rules for @ are not taken into account, i.e. if we consider @ as a primitive symbol, as the following example shows. 
The same problem arises of course in the framework of CuTRS. This problem was studied in 4], where it is shown that a variant of the general scheme, together with a typing condition, su ces to ensure termination. In the following we will adapt the de nition of typeability of interaction rules to deal with systems with a prede ned agent @, and we will de ne a weaker version of the general scheme for interaction nets with @. We will show that, for typeable nets, this scheme is su cient to ensure termination. We will use it to show the termination of the interaction-net de nition of Combinatory Logic for typeable nets.
Typeability of Interaction Rules with a Prede ned Agent
Let ( f@g; IR) be an interaction net where @ is a prede ned agent of arity 3 representing connection (@ 6 2 ). For each agent 2 of arity n + 1 we assume that there are n agents With this extra-condition in the de nition of type assignment for interaction rules we obtain an exact correspondence between the type systems for nets and for CuTRS as de ned in 5] (we can also obtain a correspondence by not taking into account the extra-condition in the de nition of typeability of term rewriting rules, as done in Section 4.2, De nition 4.13).
De nition 5.4 (@-Scheme) Let ( f@g; IR) be an interaction net with a prede ned agent @.
We say that it satis es the @-scheme if all the rules in IR that do not contain @ in the left-hand side satisfy the general recursive scheme, and those that de ne interactions between @ and an agent do not contain in the right-hand side.
}
We consider now hierarchical unions of interaction nets ( i f@g; IR i ). The de nition of hierarchical union (De nition 5.1) still applies, but since @ is a prede ned agent, we will say that a set of rules IR de nes if is a destructor di erent from @ appearing in the left-hand side of a rule in IR, or is a constructor appearing with @ in the left-hand side of a rule in IR. to E(D) in the left-hand side). We need an intersection type for the input port of the node, since each of the two copies of the shared net connected to the input port of will have a di erent type.
We use an expansion followed by substitution to obtain the type (((' 1 ! ' 2 )\' 1 ! ' 2 ) ? ; ((' 1 ! ' 2 ) \ ' 1 ) ? ; ' + 2 ) for @ from E(@), and a copying followed by substitution and lifting to obtain the type for .
PSfrag replacements
Moreover, this rule satis es the @-scheme, hence, as a consequence of the previous theorem the non-terminating net of Example 5.3 is not typeable with respect to E. The situation is analogous in the -calculus: the term x:xx is typeable in the intersection system, but ( x:xx)( x:xx) is not.
A Decidable Restriction of the Type Assignment System
Rank 2 intersection types are a restriction of intersection types in that the nesting of arrows and intersections is bounded; they can also be de ned as an extension of the set of simple types (the latter are also called Curry types) where intersections can be used in a limited way. The type assignment system for CuTRS based on rank 2 intersection types is decidable 3], and we are going to show that this is the case also for interaction nets. Rank 2 intersection types are de ned by levels, as follows:
De nition 6.1 (Rank 2 Intersection Types) The set T C of Curry types is de ned inductively from a set V of type variables and a set S of sorts:
A type variable ' 2 V is a Curry type. As usual, when m + n = 1 we may omit the brackets.
The set T 2 of rank 2 interaction types is de ned as follows: If 1 ; : : :; k 2 T 1 , k 1, and all the i have the same number of input and output types, then 1 \ \ k 2 T 2 . Note that T 1 is included in T 2 . }
The de nition of basis is the same as in the general system (note that in a basis ( ? 1 ; : : :; ? n ) 2 T 2 , the types ? i are intersections of Curry types). To de ne the rank 2 type assignment system we will use restricted versions of the operations on types (to make sure that we remain in the set of types of rank 2). More precisely, substitutions will assign Curry types to type variables, expansions will be restricted to certain copyings, and liftings will only a ect the basis. In the rank 2 system for CuTRS 3] these restricted operations are called substitution, copying, and weakening respectively; we will use the same names here.
De nition 6.3 (Substitution, Copying, Weakening) A substitution S : T 2 ! T 2 is determined by f' 7 ! g where ' is a type variable and 2 T C . The application of S to a rank 2 type is de ned as in the general system (see De nition 3.5). Substitutions extend naturally to rank 2 interaction types, the mechanism is the same as in the general system. They extend also to pairs of basis and type.
A copying C hn;B; i (we use the same notation as for the general system since there will be no ambiguity) is de ned as follows: Let S 1 ; : : :; S n be the substitutions de ned for Exp h ;n;B; i (see De nition 3.8, part 2), C hn;B; i ( ) = S 1 ( ) \ \ S n ( ) for any 2 T 2 T 2 .
An operation of weakening is characterised by a pair of bases hB 0 ; B 1 i such that B 1 B 0 , and is de ned as follows: W(hB; i) = hB 1 ; i if B = B 0 , and W(hB; i) = hB; i otherwise. }
The main property of the rank 2 intersection system, which makes the problem of type assignment decidable for -calculus and term rewriting systems, is that principal pairs for typeable terms can be de ned in a constructive way. The algorithm of 3] to compute principal pairs is based on a uni cation algorithm for rank 2 types, which is a generalisation of Robinson's unication algorithm: in the context of Curry types the uni cation algorithm nds a substitution corresponding to a common instance of the given types (if there is any); in the rank 2 system the uni cation algorithm computes a chain of operations such that when we apply it to the given types we obtain a common instance (if there is any).
We recall in Appendix A.2 the uni cation algorithm unify R2 for rank 2 intersection types de ned in 3], where we refer the reader for a detailed presentation. It uses a function unify which computes the most general uni er of two Curry types, and an auxiliary function toT C which computes a chain of operations that transforms a type in T 1 into a type in T C . The function unify R2 uni es an intersection of Curry types (the type of a formal argument) with a Curry type (obtained by applying toT C to the actual-argument type in T 1 ). The uni cation algorithm for rank 2 interaction types, which we call unify , works in the same way as unify R2 , without taking signs into account since it uni es input types with output types. Using this algorithm we will compute principal pairs of nets.
De nition 6.4 (Uni cation of Rank 2 Interaction Types) Let 
}
Since agents may have multiple outputs, unify composes the results of unify R2 for each pair of input and output types. Note that unify R2 cannot be applied if the second argument is an intersection type (this requires uni cation modulo associativity, commutativity and idempotency). We will impose conditions on the types of agents to ensure that the function unify R2 is always called from unify with arguments of the right kind (an intersection of Curry types and a Curry type).
In the following we will assume that a non-dependent semi-simple interaction net ( ; IR) is given, together with an environment E that assigns types in T 1 to the agents in . We will require that, for all 2 , the type E( ) = } According to this, a type of the form ((' 1 ! ' 2 ) ? ; ' + 1 ; ' + 2 ) is not valid in E since it does not satisfy the second part of the condition. In the same way, E cannot assign the type (' ? ; ' + ; ' + ) to , as done in the previous examples, because the variable ' is shared. However, the previous examples are typeable in modi ed environments where E( ) = ((' 1 \' 2 ) ? ; ' + 1 ; ' + 2 ), satisfying the requirements.
Type assignment for nets and interaction rules is de ned as in Section 4 (see De nitions 4.2 and 4.6), but restricted to types and operations of rank 2, and with the further constraint that the output types assigned to wires are Curry types or intersections of Curry types, i.e. have the form ( 1 \ \ n ) + , where n 1 and i 2 T C for all 1 i n. We use the symbol`2 E to denote typeability in the rank 2 system: B`2 E N : if there is a type assignment hB 0 ; i in the rank 2 system such that B B 0 .
Example 6.6 The interaction net of Example 4.3 is typeable in the rank 2 system with respect to the same environment, assuming the substitution operations are well-de ned (i.e. the images are in T C ).
The interaction rule in Example 4.7 is typeable with respect to a di erent environment in the rank 2 system: we have to change the type of S, because the type ((' 1 \' 4 ! ' 3 ) ? ; (' 1 \' 4 ) ? ; ' + 3 ) assigned to the @ node in the left-hand side is not a rank 2 type. Taking
the rule is typeable.
The rank 2 system for interaction nets has the Subject Reduction Property, the proof is similar to the one given for the full system using soundness of operations. Theorem 6.7 (Soundness of Rank 2 Operations) If B`2 E N : and C is a chain of operations in the rank 2 system, then C(B)`2 E N : C( ).
Proof: By induction on the length of the chain. We prove it for each operation. For weakening it is a direct consequence of the de nition of`2 E , since this operation a ects only the basis. For substitution it is a consequence of the fact that we instantiate type variables with Curry types. 
Computing Principal Pairs of Nets
We will prove that every typeable net N in the rank 2 system has a principal pair, that is, there exists PP(N) = hB p ; p i such that B p`2 E N : p and for every pair hB; i such that B`2 E N : , there exists a chain C of operations such that C(hB p ; p i) = hB; i. We will de ne PP(N) by induction on the de nition of the semi-simple net N. To remain inside the set of rank 2 interaction types in some cases we will need to remove intersections before unifying two types; for this we will use the auxiliary function toT C which is the extension to interaction types of the function toT C of 3], see Appendix A.2. In the following, the result of the uni cation algorithm for 1 ; : : :; n will be called \the uni er" of those types. Recall that if 1 = ( 11 ; : : :; 1n ) and 2 = ( 21 ; : : :; 2m ), we denote by ( 1 2 ) the type ( 11 ; : : :; 1n ; 21 ; : : :; 2m ), and we identify ( ()) with .
We can now de ne the function PP that computes principal pairs for nets. We will prove that the principal type of a net is always a type in T 1 .
De nition 6.10 (Function PP) 1. If N is EMPTY, then PP(N) = h(); ()i. We distinguish two cases, depending on whether is a constructor or a destructor (see the diagram below). For simplicity we consider the graft of an agent to two nets; the generalisation is straightforward. If is a constructor, let E( ) = ( ? ( 1 0 2 )), where 0 2 is the type 2 without the type + , B 0 1 is B 1 without ? , and C is a chain that gives a common instance of and . By induction, B 1`2 E N 1 : 1 , and B 2`2 E N 2 : 2 . Since the operations are sound, in order to prove B p`2 E N : p it is enough to show that the types assigned to i; o by hB p ; p i are the same, which we know because C is a uni er of and .
Also by induction we know that 1 ; 2 2 T 1 , and hB 1 ; 1 i, hB 2 ; 2 i satisfy the independence condition. The latter, together with the assumption that PP(N 1 ) and PP(N 2 ) have disjoint sets of variables, implies that C contains at most one copying (and possibly several substitutions), and is the only output type a ected by the copying operation in C, whereas the only output types a ected by the substitution operations in C are those in 1 containing the type variables of ? . Hence hB p ; p i satis es the independence condition, and C ( 1 0 2 ) = p 2 T 1 .
5. If N = GRAFT( ; N 1 ; : : :; N n ), we distinguish two cases depending on whether is a constructor or a destructor. Again for simplicity we assume that has only two partitions.
If is a constructor then, by de nition of PP, PP(N) = hB p ; p i implies that E( ) = By de nition of PP, PP(N) = C(h(P 0 1 P 2 ); ( 1 ; 0 2 )i) = hB p ; p i, where 0 2 is the type 2 without the type + of the port o, and P 0 1 is P 1 without the type ? of the port i, and C is a uni er of and (which exists by Lemma 6.12 since they have a common instance ). Again by Lemma 6.12, there exists C 0 such that C 1 C 2 = C 0 C. Since C 1 C 2 (h(P 0 1 P 2 ); ( 1 0
2 )i) = h(B 1 B 2 ); ( 1 2 )i = hB; i, and C 1 C 2 = C 0 C, we obtain C 0 (hB p ; p i) = hB; i. Assume is a constructor. By induction, for 1 i n there exists PP(N i ) = hP i ; i i and a chain C i such that C i (hP i ; i i) = hB i ; i i. Let C 0 = C 1 C n C (in fact, since the nets N i are disjoint, the chains C i and C do not interfere, and can be applied in any order). Then C 0 (P 1 : : : P n ) = (B 1 : : : B n ), C 0 (( 1 : : : n )) = ( 1 : : : n ), and C 0 (E( )) = C(E( )) by de nition of C 0 . Moreover, C 0 (hP i ; i i) and C(E( )) assign the same types (with opposite signs) to the ports in N i and connected by the graft. Therefore, there exists a uni er C 00 of those types such that C 0 = C 000 C 00 (by Lemma 6.12, which can be applied because E( ) and PP(N i ) satisfy the condition of independence of type variables). Hence PP(N) is well-de ned: PP(N) = C 00 (h(P 0 1 : : : P 0 n ); ( + 1 ; : : :; + r ; + )i) = hB p ; p i, where 1 ; : : :; r are the types of the output ports of N 1 ; : : :; N n not connected to , is the type of the principal port of in E( ), and P 0 1 ; : : :; P 0 n are the types in P 1 ; : : :; P n corresponding to free input ports in N 1 ; : : :; N n after the graft. Hence C 000 (hB p ; p i) = hB; i.
The case of a destructor is similar.
Extension to Dependent Nets
Dependent nets are characterised by the fact that input partitions of agents can contain output ports. A well-known example of such an agent is the node, representing abstraction in the encodings of -calculus in interaction nets. This agent is a constructor, its principal port is an output port, and it has an input partition with two ports, one representing the body of the abstraction (hence an input port), and the other representing the bound variable (hence an output port). and . Type assignment on semi-simple dependent nets is de ned as in Section 4; ports with positive signs in input partitions will be connected to negative ports. The proof of subject reduction can be carried on similarly in this extended system.
As an example, we show the assignment of types to a di erence list of natural numbers. The implementation of di erence lists as dependent interaction nets is described in 20], using constructors Di and Cons with types as depicted below. Di has one input partition containing both auxiliary ports whereas Cons has two input partitions. In the same way as some classes of non-dependent nets can be put in correspondence with classes of term rewriting systems (or CuTRS), it is possible to map some classes of dependent interaction nets to Combinatory Reduction Systems (see 14] ). The development of intersection type systems for Combinatory Reduction Systems analogous to the type system for dependent nets appears to be possible, but is out of the scope of this paper.
Conclusions
We have presented a polymorphic type assignment system for semi-simple interaction nets, where polymorphism is achieved not only by having type variables and substitution, but also intersection types. The presence of intersection types makes the de nition of the type assignment system more intricate, because we have to introduce, together with substitutions, the operations that deal with intersections. However, on one hand intersection types are useful to type nodes that are shared, like in the interaction rule of Example 5.3 (which is not typeable without intersections), and on the other hand, the use of intersection types allows us to type all the nets that encode strongly normalising -terms (using the encoding via Combinatory Logic). We introduced constant types of arity 0 (sorts); the extension to n-ary constants (which would allow us to de ne for instance list of arity 1 and build types such as list('), list(nat), . .. ) is straightforward.
We have used the type system and a recursive scheme to derive su cient conditions for termination of interaction nets, and showed that neither typeability nor the scheme alone are su cient to ensure termination, but the combination of both is. However this result as it stands cannot be applied in practice, because type assignment based on intersection types is not decidable. But the same result holds in the rank 2 system of course, and we have shown that this restriction of the general type system is decidable, by giving an algorithm to compute principal types of nets.
There are two restrictions in the rank 2 system. The main one is in the set of types, which gives the name to the system. For systems of rank n > 2 our uni cation algorithm is not su cient, since we cannot assume that the input types are intersections of Curry types. The operations of substitution and copying are not enough to generate common instances of the formal and actual argument types in systems of rank bigger than two.
The other restriction is the condition of independence of type variables in environments, which we impose to make sure that the operations used to unify an input type with an output type will not transform other output types into intersection types which later we will have to unify with an intersection input type. Alternatively, we could have dealt with the problem by introducing an ACI-uni cation algorithm, i.e. uni cation modulo associativity, commutativity and idempotency of intersection. But since ACI-uni cation is not unitary but nitary (there might be any number of most general uni ers of two intersections) we could have any number of principal pairs of nets.
The general type system can be applied to dependent nets, but still in this extension there are some classes of nets that cannot be given a type, because of the constraint that the ports of an agent have to be declared either input or output, and all occurrences of the agent have to obey this constraint. In the future we will study the possibility of introducing \variable signs", to take into account this case.
A B + ?
x y is: (CUT(A; B)) = P( (B)fx 7 ! i ( (A))g; (A) ? i ( (A))); where we assume that y is the ith output port in the interface of A, and x is the input port in B connected to y.
Note that in this formula we used a metalanguage with substitution and abbreviations like (A) ? i ( (A)). In fact, (CUT (A; B) ) is the term that we obtain from the expression P( (B)fx 7 ! i ( (A))g; (A)? i ( (A))) after making the operations in the metalanguage (substitution and replacement of abbreviations by their de nitions).
In the formula above, we have taken into account the fact that A can be a net with multiple output ports. In that case the translation of A will be a tuple, and to obtain the translation of the CUT we have to select the corresponding element i ( (A)) to \plug" in the translation of B. The rest of the outputs of A (i.e. (A)? i ( (A))) are still outputs of the net resulting from the CUT (recall that even if A has only one output port, we use the notation i ( (A)) with i = 1, identifying a tuple of length one with its only element).
When all partitions are unitary we have: (CUT(A; B)) = (B)fx 7 ! (A)g as particular case of the previous formula. 5. The translation of a GRAFT depends on whether the agent that is added is a constructor or a destructor (to simplify the formulas, we will assume that the agent has two partitions; the generalisation is straightforward). The result of grafting the agent is a net of one of these forms: In this formula we have taken into account the fact that, according to our assumptions, in the case of a non-dependent net the only output port of a constructor is the principal port, and that A and B can be nets with multiple output ports. In that case the translations of A; B will be tuples, and to obtain the translation of the GRAFT we have The translation function extends to interaction rules in the natural way, i.e. by applying to each side of the rule (giving consistent variable names to the edges in both sides). The translation of ( ; IR) is a term rewriting system on the signature F de ned above, with a set (IR) of rewrite rules that contains the translations of the rules in IR and the additional rules = f i (P(x 1 ; : : :; x n )) ! x i g de ning the projections. } Example A.2 Consider the system of interaction rules to add and multiply natural numbers given in Example 2.2. We will show the translation of the rules for multiplication.
In the case of multiplication by zero, the left-hand side of the rule is a net obtained by a CUT of two nets: a GRAFT of the agent on LINKS y; x, which gives the term (y; x), and a GRAFT of the agent 0, which gives the term 0. Hence the translation of the CUT is (0; x). In the same way, the translation of the other left-hand side is the term (S(x); y).
More interesting is the translation of the right-hand sides. For the rst rule, the net in the right-hand side is the result of a MIX operation on the nets obtained by grafting 0 and . Formally: (MIX(GRAFT(0); GRAFT( ; EMPTY))) = P(0; (x))
Note that since is a destructor without output, we used the special case of the formula in Denition A.1, part 5b. 
