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Abstract
Many real world networks consist of multiple types of nodes with edges that are heteroge-
neous in nature. However, most of the existing work for community detection only focused
on homogeneous network consisting of a single layer. In this paper, we propose a modified
Degree-Corrected Stochastic Model (DCBM) for modeling multilayer heterogeneous network.
We develop a spectral clustering method that can unify the information contained in each
sub-network, and demonstrate its efficiency to detect communities on simulated data and
on Authorship/Citation network data. As a by-product, we present a novel algorithm called
BiScore for clustering bipartite network under DCBM, and show that under mild conditions
BiScore is guaranteed to yield consistent results.
1 Introduction
Network data are pervasive nowadays and an important problem is to identify the community
structure of the network. State-of-the-art methods for community detection can be roughly
divided into two classes: algorithm-based approaches and model-based approaches, where the
latter are built on certain generative models for networks. Degree-Corrected Stochastic Block
Model (DCBM) [13], an extension of Stochastic Block Model (SBM) [8], is a popular network
model that has attracted a lot of attention recently [12, 21, 27, 6]. Compared to SBM, DCBM
allows for degree heterogeneity and hence is considered to be a better choice for modelling many
real world networks.
Although community detection for networks has been extensively studied in the literature,
most of the existing work only focused on homogeneous network consisting of a single layer.
However, in many real world examples the network of interest often contain multiple layers, where
nodes in different layers are of different types and edges in different sub-network are heterogeneous
in nature. For instance, Authorship/Citation network [11, 3, 18] can be regarded as a two layer
network: one layer consists of authors where edges between two nodes represent the friendship
between two authors, and the other layer consists of papers where edges between two nodes imply
the citations between two papers; moreover, edges between two layers indicate which author
wrote which paper. Another example is the Drug-Protein Interaction network [2, 26, 25], where
proteins and drugs constitute their own layer respectively; edges between two layers indicate
the interactions between proteins and drugs, whereas edges within a layer represent certain
relationship between nodes, like the presence of side-effect of two drugs, structural or functional
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similarity of two proteins, etc. Community detection is often required for each layer of such
network, and information is inevitably lost if we simply consider each layer separately without
incorporating the data across layers.
In this article, we propose a modified DCBM called Multi-DCBM for multilayer heterogeneous
network. Multi-DCBM is essentially a collection of (classical) DCBM for each sub-network
with the key assumption that nodes in each layer share the same community structure across
different types of edges. In order to accurately recover the community structure in our model, we
have to utilize the information contained in every bipartite network. To this end, we develop
a new method called BiScore, a variant of Score proposed in [12], to cluster nodes for bipartite
network under DCBM. Under mild conditions, we prove that BiScore is (weakly) consistent.
Moreover, we propose the MultiScore algorithm that combines the strength of Score and BiScore to
simultaneously detect communities for each layer in Multi-DCBM. Numerical studies demonstrate
the efficiency of these methods and an application on Authorship/Citation network data leads to
interesting results.
Connection to Existing Literature: The study of heterogeneous network is relatively new
and has begun receiving attention from researchers especially from computer science community
[24]. Existing community detection methods for heterogeneous network include modularity
optimization [17] and non-negative matrix factorization [15]. Among these works, [22] adopts
a model-based approach and is most similar to the current work. In [22], each community is
allowed to contain nodes from several types and the authors employ the classical DCBM in their
study; whereas in our model each community is limited to a single layer containing only one type
of nodes and a modified DCBM is assumed where every node has multiple degree parameters.
Our clustering method is different from [22] as well.
Some researchers have studied multilayer network where every layer shares the same set of
nodes but have different sets of edges [4, 10, 19]. For community detection purpose, a natural
extension of SBM is commonly adopted [20, 7]. Our paper differs from this line of work in that
the "layers" we considered here are not only edge-heterogeneous but also node-heterogeneous:
nodes in different layers are distinct and represent different entities.
For bipartite network, it is common to apply modularity-based approaches [16] or variants
of maximum likelihood [14] to cluster nodes. As far as we know, our BiScore algorithm is the
first spectral clustering method designed for bipartite network that provably yields consistent
community detection under DCBM and hence is of independent interest.
2 Model and Methods
2.1 Multi-DCBM for Multilayer Heterogeneous Network
Suppose we observe an undirected network G = (V,E) 1 where the nodes are of Q different types
V = V 1 ∪ V 2 ∪⋯ ∪ V Q
We call each V i a layer of G and there are Q layers in total. Let A be the adjacency matrix of
G and we can write A into blocks A = (Ai,j)1≤i,j≤Q, where Ai,j is a ∣V i∣ × ∣V j ∣ adjacency matrix
representing the sub-network between layer i and layer j: Ai,j(p, q) = 1 if there is an edge between
pth node in V i and qth node in V j ; Ai,j(p, q) = 0 otherwise. Here we allow Ai,j to be entirely
1For simplicity, we assume the network is undirected in this paper. Our model and methods can be easily
generalized to the directed case.
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missing for some i and j. In the Authorship/Citation network example, there are Q = 2 layers;
A1,1 is the adjacency matrix of authors’ friendship network, A2,2 is the adjacency matrix of
papers’ citation network, and A1,2 is the adjacency matrix of the bipartite network representing
which author wrote which paper. In practice, the data of friendship among authors may not be
accessible, in which case A1,1 is missing entirely.
Suppose layer i splits into Ki different communities for 1 ≤ i ≤ Q 2, that is,
V i = V i(1) ∪⋯ ∪ V i(Ki) i = 1,⋯,Q
and we would like to detect communities for all V i simultaneously given adjacency matrix A. We
assume
Ak,l = E[Ak,l] +W k,l, E[Ak,l] = Ωk,l − Ik=l diag(Ωk,l)
for 1 ≤ k, l ≤ Q, where W k,l = Ak,l −E[Ak,l] is a generalized Wigner matrix.
It is possible to directly incorporate DCBM here by essentially ignoring layer partitions. In
DCBM, for each pair k, l there is a Kk ×Kl community core matrix P k,l such that
Ωk,l(i, j) = θiθjP k,l(gi, gj)
where the ith node in V k belongs to V k(gi) and the jth node in V l belongs to V l(gj). Here θi is a
node-specific parameter called degree heterogeneous parameter.
Although classical DCBM is an option, we argue that it is not an appropriate model for the
multilayer heterogeneous network. This is because DCBM assigns a single degree heterogeneous
parameter for each node, which does not account for the fact that the propensity of a node to
connect to nodes from different layers can be very different. In the Authorship/Citation network
example, it is possible that an author is productive but is not social at all or vice versa, thus it is
reasonable to assign two degree heterogeneous parameters for each author where one parameter
is employed in authors’ friendship sub-network and the other one is utilized in author-paper
sub-network. Following this line of reasoning, we propose a modified DCBM called Multi-DCBM
where each node i is associated with Q degree heterogeneous parameters θ(1)i ,⋯, θ(Q)i ; moreover,
Ωk,l(i, j) = θ(l)i θ(k)j P k,l(gi, gj)
Multi-DCBM is essentially a collection of DCBMs for each sub-network Ai,j , 1 ≤ i, j ≤ Q with the
assumption that each layer maintains the same community structure across different sub-networks.
It is critical to make such assumptions, as otherwise it would be impossible to borrow strength
from heterogeneous networks to perform clustering.
2.2 Score and BiScore
We first give an overview of Score proposed in [12]. Score is a spectral clustering method designed
for the (classical) DCBM. Suppose A is the adjacency matrix of the network where the n nodes
split into K communities. The Score algorithm is given as follows:
• Obtain the K leading eigenvectors of A, say, ξ1,⋯, ξK .
• Let R be the n × (K − 1) matrix containing element-wise ratios between the first leading
eigenvectors and each of the other ones, i.e. R(i, k) = ξk+1(i)/ξ1(i), 1 ≤ i ≤ n,1 ≤ k ≤K − 1.
2We assume Ki is known for all i throughout the paper
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• Apply k-means algorithm on rows of R with K clusters where each row of R is treated as a
point in RK−1.
• The ith node is assigned to community j if ith row of R is assigned to the jth cluster.
For bipartite network, Score can not be applied directly as now the adjacency matrix is
rectangular. To address this issue, we propose BiScore which employs singular value decomposition
(SVD) instead of eigenvalue decomposition. To be specific, suppose we observe the n1×n2 adjacency
matrix A of a bipartite network, where V 1 containing nodes corresponding to rows of A splits
into K1 communities and V 2 containing nodes corresponding to columns of A splits into K2
communities. The BiScore algorithm is given as follows:
• Obtain the K = min{K1,K2} leading left singular vectors and K leading right singular
vectors of A, say, u1,⋯, uK and v1,⋯, vK , respectively.
• Let R1 be the n1×(K−1) matrix such that R1(i, k) = uk+1(i)/u1(i), 1 ≤ i ≤ n1, 1 ≤ k ≤K−1,
and let R2 be the n2 × (K − 1) matrix such that R2(i, k) = vk+1(i)/v1(i), 1 ≤ i ≤ n2,1 ≤ k ≤
K − 1.
• Apply k-means algorithm on rows of R1 with K1 clusters and on rows of R2 with K2
clusters.
• The ith node in V 1(V 2) is assigned to community j if ith row of R1(R2) is assigned to the
jth cluster.
Details of BiScore are presented in section 3, whereas the details of Score can be found in [12].
2.3 MultiScore
In this section, we present MultiScore for multilayer heterogeneous network under Multi-DCBM.
The key idea is to combine the information contained in post-ratio singular vectors (or eigenvectors)
for each sub-network and apply k-means on rows of the pooled matrix for each layer. In particular,
let Obs be the set of indices of observed adjacency matrices, i.e. Obs = {(k, l)∣ Ak,l is observed}.
The MultiScore algorithm for community detection on V q for q = 1,⋯,Q is given as follows:
• For each adjacency matrix Aq,l such that (q, l) ∈ Obs, obtain the leading min{Kq,Kl} left
singular vectors of Aq,l. Denote them as uq,l1 ,⋯, uq,lmin{Kq ,Kl}.
• Let Rq,l be the ∣Vq ∣ × (min{Kq,Kl} − 1) matrix such that Rq,l(i, k) = uq,lk+1(i)/uq,l1 (i) for
1 ≤ i ≤ ∣Vq ∣,1 ≤ k ≤ min{Kq,Kl} − 1.
• Stack matrices {wq,lRq,l}l∶(q,l)∈Obs horizontally into a single concatenated matrix R where
wq,l are nonnegative weights. Apply k-means on rows of R with Kq clusters.
• The ith node in V q is assigned to community j if ith row of R is assigned to the jth cluster.
We suggest two ways to choose the weights in MultiScore:
• Simple Pool. Let wq,l = 1 for all l. This criteria assigns equal weight to every sub-network.
• Signal Adjusted Pool. Let wq,l = σ2min{Kq ,Kl}/σ1 where σi is the ith leading singular value of
Aq,l. The weight assigned here is a measures of signal-to-noise ratio of a network [1], so this
criteria tends to put more weights on those sub-networks that are presumably more useful.
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The weights can also be determined in prior according to user’s domain knowledge or belief that
some sub-networks are more informative than others.
3 Theoretical Analysis of BiScore
Consider a bipartite undirected network G = (V,E) where nodes splits into two sub-graphs
V = V 1 ∪V 2 and every edge connects a node in V 1 to one in V 2. Suppose ∣V 1∣ = n1 and ∣V 2∣ = n2,
and we observe the n1 × n2 adjacency matrix A where Aij = 1 if and only if there is an edge
between ith node in V 1 and jth node in V 2. Suppose there are K1 communities for V 1 and K2
communities for V 2, i.e. V 1 = V 1(1) ∪ ⋅ ⋅ ⋅ ∪ V 1(K1) and V 2 = V 2(1) ∪ ⋅ ⋅ ⋅ ∪ V 2(K2). In bipartite DCBM,
we assume
A = E(A) +W, E(A) = Ω
where W = A − E(A) is a generalized Wigner matrix. We assign the degree heterogeneous
parameters {θ(i)}n1i=1 for nodes in V 1 and {γ(i)}n2i=1 for nodes in V 2. Let P be a K1 ×K2 matrix
and we assume
Ω(i, j) = θ(i)γ(j)P (gi, gj) if i ∈ V 1(gi) and j ∈ V 2(gj)
For identifiability, we fix two constants g1, g2 ∈ (0,1) and assume that
max
1≤i≤K1,1≤j≤K2 P (i, j) = 1, 0 < θmin ≤ θmax ≤ g1, 0 < γmin ≤ γmax ≤ g2
Moreover, we assume P is of rank K = min{K1,K2}. In the following analysis, we use n1 and n2
as the driving asymptotic parameter, and allow θ and γ to depend on n1 and n2. However, we
keep K1, K2 and P as fixed. Our asymptotic setting is analogous to [12].
3.1 Spectral Analysis of Ω
We first characterize the leading singular values and singular vectors of Ω. For 1 ≤ k ≤ K1, let
θ(k) be the n1 × 1 vectors such that θ(k)(i) equals to θ(i) if i ∈ V 1(k) and equals to 0 otherwise.
Similarly, for 1 ≤ k ≤ K2 let γ(k) be the n2 × 1 vectors such that γ(k)(i) = γ(i) equals to γ(i) if
i ∈ V 2(k) and equals to 0 otherwise. Let D1 be the K1 ×K1 diagonal matrix of the overall degree
intensities for θ, and let D2 be the K2 ×K2 diagonal matrix of the overall degree intensities for γ
D1(i, i) = ∥θ(i)∥/∥θ∥, D2(j, j) = ∥γ(j)∥/∥γ∥, 1 ≤ i ≤K1,1 ≤ j ≤K2
The following result is an extension of Lemma 2.1 in [12].
Lemma 1. Suppose all K = min{K1,K2} nonzero singular values of D1PD2 are nondegenerate.
Let σ1∥θ∥∥γ∥ , . . . , σK∥θ∥∥γ∥ be such singular values, and let a1, . . . , ak be the associated (unit norm) right
singular vectors and b1, . . . , bK be the associated (unit norm) left singular vectors. Then the K
nonzero singular values of Ω are σ1, . . . , σK with the associated (unit-norm) left and right singular
vectors being
uk = K1∑
i=1
bk(i)∥θ(i)∥ ⋅ θ(i), vk = K2∑i=1 ak(i)∥γ(i)∥ ⋅ γ(i), k = 1,2, . . . ,K
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3.2 Spectral Analysis of A
Now we characterize the leading singular values and singular vectors of A. We assume
log(n1 + n2)max{θmax∥γ∥1, γmax∥θ∥1}∥θ∥2∥γ∥2 → 0 as n1, n2 →∞ (1)
The following lemma gives a bound on the spectral norm of W .
Lemma 2. If (1) holds, then with probability at least 1 − o((n1 + n2)−3),
∥W ∥ ≤ 3√log(n1 + n2)max{θmax∥γ∥1, γmax∥θ∥1}
We need some mild conditions on D1PD2 in order to ensure that K leading singular values
of A are non-degenerate. We assume that for some positive constant C1,C2,
min
q≤i≤K{σi − σi+1} ≥ C1, max1≤i,j≤K1{∥θ(i)∥/∥θ(j)∥} ≤ C2, max1≤i,j≤K2{∥γ(i)∥/∥γ(j)∥} ≤ C2 (2)
where σi are the ith largest singular values of D1PD2. It follows that all nonzero singular values
of D1PD2 are bounded away from 0 or ∞ by some constant. Combining Lemma 1 and Lemma 2
together with Weyl’s inequality for singular values, we get the following lemma, the proof of
which is omitted here.
Lemma 3. Suppose (1) and (2) hold. Let σˆ1, σˆ2, . . . , σˆK be the leading singular values of A,
and let σ1∥θ∥∥γ∥ , . . . , σK∥θ∥∥γ∥ be the leading singular values of D1PD2. With probability at least
1 − o((n1 + n2)−3), the K leading singular values of A are non-degenerate, and
max
1≤k≤K{∣σˆk − σk∣} ≤ 3√log(n1 + n2)max{θmax∥γ∥1, γmax∥θ∥1}
Combining Lemma 3 with (1), we know with probability at least 1−o(n−3) we have σˆk ≍ ∥θ∥∥γ∥
for 1 ≤ k ≤ K. The following lemma gives a perturbation bound of singular vectors, which is
a direct result of Lemma 2 plus a generalized Davis-Kahan theorem (see [23, 5]). The proof is
omitted here.
Lemma 4. Suppose (1) and (2) hold. Recall u1, u2, . . . , uK and v1, v2, . . . , vK are the leading left
and right singular vectors of Ω. Let uˆ1, uˆ2, . . . , uˆK and vˆ1, vˆ2, . . . , vˆK be the leading left and right
singular vectors of A. With probability at least 1 − o((n1 + n2)−3), for all 1 ≤ k ≤K,
max{∥uk − uˆk∥2, ∥vk − vˆk∥2} ≤ C log(n1 + n2)max{θmax∥γ∥1, γmax∥θ∥1}∥θ∥2∥γ∥2
3.3 Properties of BiScore
In section 2.2 we introduced BiScore for community detection in bipartite network. The following
version of BiScore is slightly different from the one presented before:
• Obtain the K = min{K1,K2} (unit norm) leading left and right singular vectors of A:
uˆ1, uˆ2, . . . , uˆK and vˆ1, vˆ2, . . . , vˆK .
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• Fixing a threshold Tn1,n2 , define n1 × (K − 1) matrix Rˆ1 for V 1 such that for 1 ≤ i ≤ n1 and
1 ≤ k ≤K − 1
Rˆ1(i, k) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
uˆk+1(i)/uˆ1(i), if ∣uˆk+1(i)/uˆ1(i)∣ ≤ Tn1,n2
Tn1,n2 , if uˆk+1(i)/uˆ1(i) > Tn1,n2−Tn1,n2 , if uˆk+1(i)/uˆ1(i) < −Tn1,n2
Similarly, we can define n2 × (K − 1) matrix Rˆ2 for V 2 using vˆ instead of uˆ.
• Apply k-means algorithm on rows of Rˆ1 with K1 clusters and on rows of Rˆ2 with K2
clusters.
• The ith node in V 1(V 2) is assigned to community j if ith row of R1(R2) is assigned to the
jth cluster.
Here the thresholding procedure is imposed mainly for technical reasons and can be omitted in
practice. For convenience we take Tn1,n2 = log(n1 + n2) in the paper.
The following lemma shows that under mild conditions all coordinates of uˆ1 and vˆ1 are
guaranteed to be positive. It is a direct result of Perron’s theorem [9] on ATA and AAT , and the
proof is omitted here.
Lemma 5. Recall uˆ1 and vˆ1 are leading left and right singular vectors of A. If the bipartite
network G is connected, then all coordinates of uˆ1 and vˆ1 are strictly positive.
We now define n1 × (K − 1) matrix R1 and n2 × (K − 1) matrix R2 , which are nonstochastic
counterparts of Rˆ1 and Rˆ2, respectively.
R1(i, k) = uk+1(i)/u1(i), R2(j, k) = vk+1(j)/v1(j) 1 ≤ k ≤K − 1, 1 ≤ i ≤ n1, 1 ≤ j ≤ n2
By Lemma 1, it’s easy to see that for all i, j, k, ∣R1(i, k)∣ ≤ C and ∣R2(j, k)∣ ≤ C for some constant
C. The following theorem gives an upper bound on ∥Rˆ1 −R1∥2F as well as ∥Rˆ2 −R2∥2F , and is a
key result in characterizing the behaviour of BiScore.
Theorem 1. Suppose (1) and (2) hold. If Tn1,n2 = log(n1 + n2), then with probability at least
1 − o((n1 + n2)−3), we have
∥Rˆ1 −R1∥2F ≤ C log(n1 + n2)3κθ2min∥γ∥2 , ∥Rˆ2 −R2∥2F ≤ C log(n1 + n2)
3κ
γ2min∥θ∥2
where κ = max{θmax∥γ∥1, γmax∥θ∥1}.
To measure the performance of BiScore, we evaluate the Hamming error as defined in [12].
Recall V 1 = V 1(1) ∪ ⋅ ⋅ ⋅ ∪V 1(K1) is the true community partition for V 1. We introduce a n1 × 1 vector
l where l(i) = k if i ∈ V 1(k). For the clustering result on V 1 given by BiScore, we introduce a
n1 × 1 vector lˆ where lˆ(i) = k if i is assigned to the kth cluster. Then the expected number of
mismatched labels is H(lˆ, l) = ∑ni=1 P (lˆ(i) /= l(i)). Note that the error should not depend on the
way we label the cluster, and for this reason the Hamming error is defined as
Hamm(lˆ, l) = min
pi∈SK1H(lˆ, l ○ pi)
where pi is a permutation of set {1,2, . . . ,K1} and SK1 is the collection of all such permutations.
Similarly, we can define the Hamming error for clusters on V 2. Now we are ready to state the
main theorem as follows. The proof is similar to the proof of Theorem 2.2 in [12] so we omit it
here.
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Theorem 2. Suppose (1) and (2) hold. Let κ = max{θmax∥γ∥1, γmax∥θ∥1}. Suppose as n1, n2
goes to infinity
log(n1 + n2)3κ
θ2min∥γ∥2 min{∣V 1(1)∣, ∣V 1(2)∣, . . . , ∣V 1(K1)∣} → 0, log(n1 + n2)
3κ
γ2min∥θ∥2 min{∣V 2(1)∣, ∣V 2(2)∣, . . . , ∣V 2(K2)∣} → 0
Then for the estimated label vector lˆ1 on V 1 and lˆ2 on V 2, we have for sufficiently large n1, n2,
Hamm(lˆ1, l1) ≤ C log(n1 + n2)3κ
θ2min∥γ∥2 , Hamm(lˆ2, l2) ≤ C log(n1 + n2)
3κ
γ2min∥θ∥2
where l1 and l2 are true label on V 1 and V 2 respectively.
Theorem 2 suggests that BiScore is weakly consistent under mild conditions, say, n1 =
o(exp(n2)), n2 = o(exp(n1)) and θmin, γmin ≥ c for some constant c > 0. Under similar conditions,
the consistency of MultiScore follows directly from Theorem 1 and Theorem 2 together with
Theorem 2.1 and 2.2 in [12].
4 Experiments
4.1 Simulated Data
We consider a network with two layers V 1 and V 2, where layer V 1 has N1 = 600 nodes and
V 2 has N2 = 900 nodes. Each layer has K = 3 different communities with equal size. We take
the community detection for layer V 1 as an example. Let A1,1 ∈ RN1×N1 denote the adjacency
matrix within layer V 1 and A1,2 ∈ RN1×N2 denote the adjacency matrix between V 1 and V 2. We
compare four different methods to cluster nodes in V 1: (1) Score on A1,1, (2) BiScore on A1,2, (3)
MultiScore with simple pool on A1,1 and A1,2, and (4) MultiScore with signal adjusted pool on
A1,1 and A1,2. The network is generated from Multi-DCBM.
For each layer, we fix 3×3 matrix P (from Multi-DCBM) such that P (i, i) = 1 and P (i, j) = 0.5
for i /= j. The degree heterogeneous parameters are randomly drawn from certain distribution:
for i ∈ V 1, θ(1)i ∼ 1/Unif(1, a) and θ(2)i ∼ 1/Unif(1, b) ; for j ∈ V 2, θ(1)j ∼ 1/Unif(2, b). Here the
parameter a and b controls the sparsity of A1,1 and A1,2, where larger a and b suggests sparser
network. In the experiment, we set b ∈ {3, 6, 10} and vary a from 1 to 10. Figure 1 plots a against
averaged misclassification rate (scaled Hamming error) of the four methods over 50 sampled
networks for each b. The experiment shows that MultiScore enjoys the smallest misclassification
rate compared to the Score and BiScore applied on a single sub-network. Among two versions
of MultiScore, the signal adjusted pool is slightly better than the simple pool especially when
the network is sparse. These observations indicate that MultiScore can effectively incorporate
information in heterogeneous networks as we expected.
4.2 Authorship/Citation Network Data
We analyse the Authorship/Citation Network Data for statisticians. The data were collected by
Ji and Jin[11] and were based on all published papers in Annals of Statistics, Biometrika, JASA,
and JRSS-B from 2003 to 2012. There are 3607 authors and 3248 papers in total. We construct a
two-layer network consisting of the author-paper bipartite network and paper citation network3,
3For simplicity we view citation network as a undirected graph
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Figure 1: Comparison of Performance for Score, BiScore and two versions of MultiScore under
different degree heterogeneity. Larger a and b corresponds to smaller degree heterogeneity.
and following [11] we extract the giant component 4 which contains 1388 authors and 1460 papers.
MultiScore was applied to the data set with K1 =K2 = 3 which results in 3 communities of size
344,558,486 for authors and 3 communities of size 395,507,558 for papers.
We present the results by MultiScore in Figure 2, where for the purpose of visualization we
only include papers whose degree are greater than 12 in the citation network (of giant component)
and authors who have written at least two of these papers. Table 2 provides the details of papers
labelled in Figure 2. Table 1 summarize the basic information of each detected community.
By examining the key words of these papers, we find that the three paper community can
be interpreted as "Bayesian Statistics", "Nonparametric Methods" and "Variable Selection"
respectively. Moreover, each author community exhibits a strong connection with a certain paper
community, indicating the active research area of these authors. These results shed light on the
research interests of statisticians and the trend of popular research areas in statistics.
Node type Community(Size) Representatives / Key words
Authors
◻ (344) Jianqing Fan, Elizaveta Levina, Hui Zou◻ (558) Alan Gelfand, David Dunson, John Storey◻ (486) Peter Hall, Fang Yao, Iain Johnstone
Paper
◯ (395) Selection(40), Semiparametric(35), Likelihood(30)◯ (507) Bayesian(66), Nonparametric(44), Semiparametric(44)◯ (558) Nonparametric(56), Functional(38), High-dimensional(33)
Table 1: Summary of the detected communities by MultiScore. The three most frequent key
words for papers are presented together with their frequency for each community.
4Largest connected subgraph
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Figure 2: Visualization of community detection results by MultiScore. Only papers whose degree
are greater than 12 in the giant component of citation network and authors who have written at
least two of these papers are included. Names of five most productive authors (confined to the
data set) are shown for each author community, and three representative papers are labelled for
each paper community. Details of the labelled paper can be found in Table 2
5 Conclusion
In this paper, we study the community detection problem for multilayer heterogeneous network
under a modified degree-corrected stochastic block model. We develop a novel spectral clustering
method that can combine the information contained in each sub-networks and demonstrate its
efficiency empirically. As a by-product, we propose and analyse a counterpart of Score algorithm
for bipartite network. Our framework and tools hence provide a unified way to detect communities
when multiple networks containing heterogeneous edges are present.
A Proofs
A.1 Proof of Lemma 1
Let σk be the k-th largest singular values of Ω, and denote its corresponding left singular vectors
as uk and right singular vectors as vk, for 1 ≤ k ≤ K. Let ak be the K2 × 1 vector such that
ak(j) = ( γ(j)∥γ(j)∥ , vk) and let bk be the K1 × 1 vector such that bk(i) = ( θ(i)∥θ(i)∥ , uk). We can write Ω
as
Ω = ∥θ∥∥γ∥K1∑
i=1
K2∑
j=1(D1PD2)(i, j)( θ
(i)∥θ(i)∥)( γ(i)∥γ(i)∥)
T
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Index Title Authors
54 Functional data analysis for sparse longitu-dinal data
Fang Yao, Hans-Georg Müller
and Jane-Ling Wang
25 Adapting to unknown sparsity by control-ling the false discovery rate
Felix Abramovich, Yoav Ben-
jamini, David Donoho, and
Iain Johnstone
82 On properties of functional principal com-ponents analysis
Peter Hall and Mohammad
Hosseini-Nasab
18 Regularized estimation of large covariancematrices
Peter Bickel and Elizaveta Lev-
ina
59 The adaptive lasso and its oracle properties Hui Zou
37 Nonconcave penalized likelihood with a di-verging number of parameters Jianqing Fan and Heng Peng
53 Bayesian nonparametric spatial modelingwith Dirichlet process mixing
Alan Gelfand, Athanasios Kot-
tas and Steven MacEachern
80 Bayesian density regression David B. Dunson and NateshPillai
89
Strong control, conservative point estima-
tion and simultaneous conservative consis-
tency of false discovery rates: a unified
approach
John Storey, Jonathan Taylor
and David Siegmund
Table 2: Titles and authors of labelled papers appeared in Figure 2.
and by simple calculations
Ωvk = ∥θ∥∥γ∥K1∑
i=1
K2∑
j=1(D1PD2)(i, j)ak(j) θ
(i)∥θ(i)∥
and
ΩTuk = ∥θ∥∥γ∥K1∑
i=1
K2∑
j=1(D1PD2)(i, j)bk(i) γ
(j)∥γ(j)∥
Since ΩTuk = σkvk and { γ(j)∥γ(j)∥}K2j=1 is an orthonormal basis, we have
ak(j) = ( γ(j)∥γ(j)∥ , 1σkΩTuk) = ∥θ∥∥γ∥σk K1∑i=1(D1PD2)(i, j)bk(i) = ∥θ∥∥γ∥σk (bTkD1PD2)(j)
which suggests (D1PD2)T bk = σk∥θ∥∥γ∥ak
Similarly, we have (D1PD2)ak = σk∥θ∥∥γ∥bk
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Hence we know bk and ak are left and right singular vectors of D1PD2 with singular value σk∥θ∥∥γ∥ .
Moreover, we have
uk = 1
σk
Ωvk = ∥θ∥∥γ∥
σk
K1∑
i=1
K2∑
j=1(D1PD2)(i, j)ak(j) θ
(i)∥θ(i)∥
= ∥θ∥∥γ∥
σk
K1∑
i=1(D1PD2ak)(i) θ
(i)∥θ(i)∥ = K1∑i=1 θ
(i)∥θ(i)∥bk(i)
and hence ∥bk∥ = ∥uk∥ = 1. Similarly, we have
vk = K2∑
i=1
γ(i)∥γ(i)∥ak(i)
with ∥ak∥ = ∥vk∥ = 1. Proof is done as ak and bk are uniquely determined up to a sign change.
A.2 Proof of Lemma 2
Let ei be the n1 × 1 vector such that ei(j) = 1 if i = j and 0 otherwise, and let e˜i be the n2 × 1
vector such that ei(j) = 1 if i = j and 0 otherwise. We can write W = ∑n1i=1∑n2j=1Z(i,j) where
Z(i,j) =W (i, j)eie˜Tj . We know E[W 2(i, j)] ≤ θ(i)γ(j), and moreoverXXXXXXXXXXX
n1∑
i=1
n2∑
j=1E[Z(i,j)(Z(i,j))T ]
XXXXXXXXXXX =
XXXXXXXXXXX
n1∑
i=1
n2∑
j=1E[W (i, j)2]eieTi
XXXXXXXXXXX ≤ θmax∥γ∥1
and similarly we have ∥∑n1i=1∑n2j=1E[(Z(i,j))TZ(i,j)]∥ ≤ γmax∥θ∥1. Now let
σ2 = max{∥ n1∑
i=1
n2∑
j=1E[(Z(i,j))TZ(i,j)]∥, ∥
n1∑
i=1
n2∑
j=1E[Z(i,j)(Z(i,j))T ]∥}
, and we know σ2 ≤ max{θmax∥γ∥1, γmax∥θ∥1}. Fix q > 0, and we apply Theorem B.1 in [12] with
h0 = 1 and t = √2q log(n1 + n2)max{θmax∥γ∥1, γmax∥θ∥1},
P (∥W ∥ ≥ √2q log(n1 + n2)max{θmax∥γ∥1, γmax∥θ∥1})
≤(n1 + n2) exp⎡⎢⎢⎢⎣ −q log(n1 + n2)1 + (1/3)√2q log(n1 + n2)/(max{θmax∥γ∥1, γmax∥θ∥1})
⎤⎥⎥⎥⎦ (3)
According to (1), we have by some simple algebra
log(n1 + n2)/max{θmax∥γ∥1, γmax∥θ∥1}→ 0
The claim follows by taking q = 9/2 in (3).
A.3 Proof of Theorem 1
For any n × 1 vector ξ with strictly positive coordinates, we define the coordinate oscillation
OSC(ξ) = max1≤i,j≤n{ξ(i)/ξ(j)}. Let Θ be a n1 × n1 diagonal matrix with Θ(i, i) = θ(i). By
similar argument of Lemma 2.6 in [12], we have
OSC(Θ−1u1) ≤ C (4)
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for some constant C. This suggests that all u1(i)/θ(i) are of the same order, and since ∥u1∥ = 1
we have u1(i)/θ(i) ≍ 1/∥θ∥ for 1 ≤ i ≤ n1.
Fixing a constant c0 ∈ (0,1), we define
Sˆ = {1 ≤ i ≤ n1 ∶ ∣uˆ1(i)/u1(i) − 1∣ ≤ c0}
By Lemma 4, we know there is an event En1,n2 with P (Ecn1,n2) = o((n1 + n2)−3) such that over
En1,n2 , for all 1 ≤ k ≤K,
∥Θ−1(uˆk − uk)∥2 ≤ ∥Θ−1∥2∥uˆk − uk∥2 ≤ C log(n1 + n2)max{θmax∥γ∥1, γmax∥θ∥1}
θ2min∥θ∥2∥γ∥2
For i /∈ Sˆ, we have ∣(uˆ1(i) − u1(i))/θ(i)∣ > c0u1(i)/θ(i) ≥ C/∥θ∥. Hence we get
∥Θ−1(uˆk − uk)∥2 ≥∑
i/∈Sˆ ∣(uˆ1(i) − u1(i))/θ(i)∣2 ≥ C(n1 − ∣Sˆ∣)/∥θ∥2
which implies that
n1 − ∣Sˆ∣ ≤ C log(n1 + n2)max{θmax∥γ∥1, γmax∥θ∥1}
θ2min∥γ∥2 (5)
Now we write ∥Rˆ1 −R1∥2F = U1 +U2, where
U1 =∑
i/∈Sˆ
K−1∑
j=1 (Rˆ1(i, j) −R1(i, j))2, U2 =∑i∈Sˆ
K−1∑
j=1 (Rˆ1(i, j) −R1(i, j))2
For i /∈ Sˆ, we know Rˆ1(i, j) ≤ Tn1,n2 and ∣R1(i, j)∣ ≤ C. Hence by (5) we have
U1 ≤ CT 2n1,n2(n1 − ∣Sˆ∣) ≤ C log(n1 + n2)3 max{θmax∥γ∥1, γmax∥θ∥1}θ2min∥γ∥2 (6)
For i ∈ Sˆ, we know ∣uˆ1(i)/u1(i) − 1∣ ≤ c0. For 1 ≤ k ≤K − 1, we can write
∣Rˆ1(i, k) −R1(i, k)∣ ≤ ∣ uˆk+1(i)
uˆ1(i) − uk+1(i)u1(i) ∣ ≤W1 +W2
where
W1 = ∣uˆk+1(i) − uk+1(i)∣
uˆ1(i) , W2 = ∣uk+1(i)(u1(i) − uˆ1(i))∣uˆ1(i)u1(i)
It’s easy to see thatW1 ≤ C ∣uˆk+1(i)−uk+1(i)∣∥θ∥/θmin andW2 ≤ C ∣u1(i)−uˆ1(i)∣∥θ∥/θmin. Therefore,
we have
∑
i∈Sˆ ∣Rˆ1(i, k) −R1(i, k)∣2 ≤ C ∥θ∥
2
θ2min
n1∑
i=1 (∣uˆk+1(i) − uk+1(i)∣2 + ∣u1(i) − uˆ1(i)∣2)
= C ∥θ∥2
θ2min
(∥uˆk+1 − uk+1∥2 + ∥uˆ1 − u1∥2)
≤ C log(n1 + n2)max{θmax∥γ∥1, γmax∥θ∥1}
θ2min∥γ∥2
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and hence
U2 = K−1∑
k=1 ∑i∈Sˆ ∣Rˆ1(i, k) −R1(i, k)∣2 ≤ C log(n1 + n2)max{θmax∥γ∥1, γmax∥θ∥1}θ2min∥γ∥2 (7)
Combining (6) and (7), we have over the event En1,n2
∥Rˆ1 −R1∥2F = U1 +U2 ≤ C log(n1 + n2)3 max{θmax∥γ∥1, γmax∥θ∥1}θ2min∥γ∥2
Similarly, we can get the desired bound on ∥Rˆ2 −R2∥2F over the event En1,n2 . The proof is done.
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