Abstract-Given n discrete random variables, its entropy vector is the 2 n − 1-dimensional vector obtained from the joint entropies of all non-empty subsets of the random variables. It is well known that there is a close relation between such an entropy vector and a certain group-characterizable vector obtained from a finite group and n of its subgroups; indeed, roughly speaking, knowing the region of all such group-characterizable vectors is equivalent to knowing the region of all entropy vectors. This correspondence may be useful for characterizing the space of entropic vectors and for designing network codes. If one restricts attention to abelian groups then not all entropy vectors can be obtained. This is an explanation for the fact shown by Dougherty et al. that linear network codes cannot achieve capacity in general network coding problems (since linear network codes come from abelian groups). All abelian groupcharacterizable vectors, and by fiat all entropy vectors generated by linear network codes, satisfy a linear inequality called the Ingleton inequality. General entropy vectors, however, do not necessarily have this property. It is, therefore, of interest to identify groups that violate the Ingleton inequality. In this paper, we study the problem of finding nonabelian finite groups that yield characterizable vectors, which violate the Ingleton inequality. Using a refined computer search, we find the symmetric group S 5 to be the smallest group that violates the Ingleton inequality. Careful study of the structure of this group, and its subgroups, reveals that it belongs to the Ingleton-violating family P GL(2, q) with a prime power q ≥ 5, i.e., the projective group of 2 × 2 nonsingular matrices with entries in F q . We further interpret this family of groups, and their subgroups, using the theory of group actions and identify the subgroups as certain stabilizers. We also extend the construction to more general groups such as P GL(n, q) and GL(n, q). The families of groups identified here are therefore good candidates for constructing network codes more powerful than linear network codes, and we discuss some considerations for constructing such group network codes.
I. INTRODUCTION

L
ET N = {1, 2, . . . , n}, and let X 1 , X 2 , . . . , X n be n jointly distributed discrete random variables. For any nonempty set α ⊆ N , let X α denote the collection of random variables {X i : i ∈ α}, with joint entropy h α H (X α ) = H (X i ; i ∈ α). We call the ordered real (2 n − 1)-tuple (h α : ∅ = α ⊆ N ) ∈ R 2 n −1 an entropy vector. The set of all entropy vectors derived from n discrete random variables is denoted by * n . It is not too difficult to show that the closure of this set, i.e., * n , is a convex cone [5] . The set * n figures prominently in information theory since it describes the possible values that the joint entropies of a collection of n discrete random variables can obtain. From a practical point of view, it is of importance since it can be shown that the capacity region of any arbitrary multi-source multi-sink wired network, whose graph is acyclic and whose links are discrete memoryless channels, can be obtained by optimizing a linear function of the entropy vector over the convex cone * n and a set of linear constraints (defined by the network) [6] , [7] . Despite this importance, the entropy region * n is only known for n = 2, 3 random variables and remains unknown for n ≥ 4 random variables. Nonetheless, there are important connections known between * n and matroid theory (since entropy is a submodular 1 function) [8] , determinantal inequalities (through the connection with Gaussian random variables) [9] , and quasi-uniform arrays [10] . However, perhaps most intriguing is the connection to finite groups shown by Chan and Yeung in [3] , which we briefly describe below.
Let G be a finite group, and let G 1 , G 2 , . . . , G n be n of its subgroups. For any nonempty set α ⊆ N , the group G α i∈α G i is a subgroup of G. Let | · | denote the order of a group 2 and define g α = log |G| |G α | . We call the ordered real (2 n − 1)-tuple (g α : ∅ = α ⊆ N ) ∈ R 2 n −1 a (finite) group characterizable vector. Let ϒ n be the set of all group characterizable vectors derived from n subgroups of a finite group. The major result shown by Chan and Yeung in [3] is that * n = cone(ϒ n ), i.e., the closure of * n is the same as the closure of the cone generated by ϒ n . Specifically, every group characterizable vector is an entropy vector, whereas every entropy vector is arbitrarily close to a scaled version of some group characterizable vector. To show the first part of this statement, [3] constructs coset random variables induced by a uniform distribution on the group elements, and shows that the resulting entropy vector coincides with the group characterizable vector. The second part is more involved, for which [3] introduces a matrix with n rows and T columns and considers the permutation groups on the columns (with the whole symmetric group S T being the group G), while letting T grow to infinity. We note, in passing, that for such a construction to work, T often needs to be very large, so that the group G and the subgroups G i are huge.
A. The Ingleton Inequality
As mentioned earlier, entropy satisfies submodularity and is connected to the notion of matroids. A matroid is defined by a ground set S and a rank function r (written as r ({·}) or r {·} ) defined over subsets of S, that satisfies the following axioms: 1) r is always a non-negative integer, and r (U ) ≤ |U |, ∀U ⊆ S.
2) r is monotonic: if U ⊆ W ⊆ S, then r (U ) ≤ r (W ).
3) r is submodular. Axioms 2) and 3), together with positiveness, are called the Shannon inequalities for a set function. A matroid is defined in a way to extend the notion of a collection of vectors (in some vector space) along with the usual definition of the rank. It is called representable if its ground set can be represented as a collection of vectors (in some vector space) along with the usual rank function. Determining whether a matroid is representable or not is, in general, an open problem.
In 1971 Ingleton showed that for n = 4, the rank function r of any representable matriod must satisfy the inequality [11] r 12 + r 13 + r 14 + r 23 + r 24 ≥ r 1 + r 2 + r 34 + r 123 + r 124 (where for simplicity we write r i j and r i j k for r {i, j } and r {i, j,k} , respectively). In fact, these Ingleton inequalities, together with the Shannon inequalities and their combinations, are the only inequalities the rank function of a representable matroid needs to satisfy (which are called linear rank inequalities) when n = 4 (see [12] ). Furthermore, [12] shows that the rank function of any representable matroid is necessarily an entropy vector, but not every linear rank inequality is respected by a general entropy vector. For example, there are entropy vectors that violate the Ingleton inequality (e.g. [12] , [13] ), so that entropy is generally not a representable matroid. Using nonrepresentable matroids, [4] constructs network coding problems that cannot be solved by linear network codes (since linear network codes are, by definition, representable).
When n ≥ 5, there are many more linear rank inequalities besides the Shannon ones. But since the focus of this paper is the simplest case n = 4 with only one such inequality, we refer the interested readers to the works of Kinser [14] , Dougherty et al. [15] - [17] and Chan et al. [18] for recent development in this area.
From this point on we shall only study the Ingleton inequality, with n = 4. In the case of entropy vectors, it is written as h 12 + h 13 + h 14 + h 23 + h 24 ≥ h 1 + h 2 + h 34 + h 123 + h 124 .
(1)
The following sufficient condition is proposed in [12] for four general random variables X 1 , X 2 , X 3 and X 4 to satisfy (1):
Lemma 1: If there exists a random variable Z that is a common information for X 1 and X 2 , i.e., H (Z |X 1 ) = H (Z |X 2 ) = 0 while H (Z ) = I (X 1 ; X 2 ), then (1) is satisfied.
In general common information does not exist for two arbitrary random variables, but when the entropies correspond to ranks of vector subspaces, their common information does exist [12] and that is why representable matroids respect Ingleton. In Appendix B we will prove a similar condition for groups to satisfy Ingleton, by constructing a common information.
B. Violating Ingleton and Measures of Violation Effectiveness
As * n = cone(ϒ n ), we know there must exist finite groups, and corresponding subgroups, such that their induced groupcharacterizable vectors violate the Ingleton inequality. In [19] it was shown that abelian groups cannot violate the Ingleton inequality, thereby giving an alternative proof as to why linear network codes (and even the more general abelian group network codes (see Section V)) cannot achieve capacity on arbitrary networks, as the underlying groups for linear network codes are abelian. So we need to focus on non-abelian groups that can violate the Ingleton inequality, and their connections to nonlinear codes. Note that in the context of finite groups, the Ingleton inequality can be rewritten as
To measure "how much" the Ingleton inequality is violated, or how effective a set of subgroups is in terms of violating Ingleton, we need to compare the difference of the two sides of (1) 
Clearly h = log r and Ingleton is violated iff r > 1. However, the Ingleton ratio is not precise enough to characterize the effectiveness of an Ingleton violation instance. Observe that * n is a cone, and in fact, as remarked in [20] , adding an entropy vector to itself yields another entropy vector. Thus the Ingleton ratio can be arbitrarily increased by joining copies of a violation instance, but in this way we are not obtaining any new rays in the entropy cone. To address this issue we need to consider the scaled version of h . In [21] Dougherty et al. use the full joint entropy h 1234 as a scaling factor:
Definition 2: For an entropy vector h = (h α : ∅ = α ⊆ {1, 2, 3, 4}), define the Ingleton score to be
Note that Ingleton fails iff σ < 0, and a lower score means a larger violation. In [21] a conjecture concerning the lowest Ingleton score attainable by an arbitrary entropy vector is proposed, but has been refuted recently by Matúš and Csirmaz [22] . A perhaps more geometrically meaningful scaling factor is the 2-norm of the entropy vector, as proposed in [23] :
Definition 3: For an entropy vector h = (h α : ∅ = α ⊆ {1, 2, 3, 4}), define the Ingleton violation index to be
Essentially this definition measures the "sine" of the angle between an entropy vector and the Ingleton hyperplane h = 0. The Ingleton inequality fails iff ι > 0, and a larger index means a larger violation. The best Ingleton violation index for an arbitrary entropy vector found in literature is 0.0276 using quasi-uniform distributions [24] . Note that two entropy vectors might have the same violation index but different Ingleton scores, and vice versa.
C. Discussion and Our Contributions
Since we know of distributions whose entropy vector violates the Ingleton inequality, we can, in principle, construct finite groups whose group-characterizable vectors violate Ingleton. Two such distributions are [13, Example 1] , where the underlying distribution is uniform over 7 points and the random variables correspond to different partitions of these seven points, and the example on [25, p. 1445] , constructed from finite projective geometry and where the underlying distribution is uniform over 12 × 13 = 156 points. Unfortunately, constructing groups and subgroups for these distributions using the recipe of [3] results in T = 29 × 7 = 203 and T = 23 × 156 = 3588, which results in groups of size 203! and 3588!, which are too huge to give us any insight whatsoever.
These discussions lead us to the following questions. 1) Could the connection between entropy and groups be a red herring? Are the interesting groups too large to give any insight into the problem (e.g., the conditions for the Ingleton inequality to be violated)? 2) What is the smallest group with subgroups that violates the Ingleton inequality? Does it have any special structure? 3) Can one construct network codes from such Ingletonviolating groups? In this paper we explicitly address the second question, and try to lay some groundwork for answering the first and third. We identify the smallest group that violates the Ingleton inequality-it is the symmetric group S 5 , with 120 elements. Through a thorough investigation of the structure of its subgroups we conclude that it belongs to the family of groups PG L(2, q), with q ≥ 5 being a power of a prime. (PG L(2, 5) is isomorphic to S 5 .)
Having a "recipe" for Ingleton violations, we generalize the family in two directions. Since PG L(2, q) is the quotient group of G L(2, q) modulo the scalar matrices, we explore the subgroups in G L (2, q) and discover several new families of Ingleton violations. On the other hand, the projective general linear group PG L(n, q) can be viewed as the image of a permutation representation induced by the action of the general linear group G L(n, q) on its projective geometry. It turns out that in this context, the Ingleton-violating subgroups of the family PG L(2, q) all have nice interpretations: each of them is the stabilizer for a set of points in the projective geometry. Based on this viewpoint we obtain a few new families of Ingleton violations, including the groups PG L(n, q), G L(n, q), and further give an abstract construction in general 2-transitive groups.
Next we use these Ingleton-violating groups to contruct a type of network codes, called group nextwork codes, which have the potential of performing better than linear network codes. However, designing the subgroups for a general group network code is not arbitrary-they are subject to some restrictions. Hence we also study some aspects for the subgroup design problem in this paper.
Before we proceed to present the details of our results, we would like to comment on some recent developments after our first paper [1] on this subject. In [20] , Boston and Nan mainly study symmetric groups and discover many new Ingleton violations in the related groups. Furthermore, using the same group action theoretic approach as above (specifically, designing the subgroups to be the stabilizers of certain sets of points 3 ), they systematically construct subgroups of a symmetric group to violate Ingleton. Many of these new violations are quite effective. Also, while all the Ingleton-violating groups in this paper are non-solvable, [20] shows that there do exist solvable groups that violate Ingleton. Paajanen [26] , however, focuses on the subclasses p-groups and nilpotent groups and shows that with some technical conditions they satisfy Ingleton. Recall that we have the hierarchy of finite groups Cyclic groups ⊂ Abelian groups ⊂ Nilpotent groups ⊂ Solvable groups ⊂ All groups and that every nilpotent group is a direct product of groups, each of which is a p-group for a distinct p. Thus roughly speaking, we have a guideline for what class of groups one needs to explore to violate Ingleton. For linear rank inequalities in higher dimensions, [27] considers the case n = 5 and obtains some results on the groups that satisfy/violate some of these inequalities. The rest of the paper is organized as follows. Section II first describes the smallest Ingleton-violating group we found using computer search, then studies its structure using group presentations. The smallest instance is then generalized to an Ingleton-violating family in PG L (2, p) , and further to PG L(2, q), through explicitly constructing the subgroups in the format of matrices. Next in Section III, the preimage group G L(2, q) is also examined and 15 new families of Ingleton violating subgroups are identified. The PG L(2, q) family has a profound relation to the theory of group actions, as disclosed in the more abstract Section IV, which also leads to several new violation constructions in this framework. Section V, however, considers using these groups to build group network codes and obtains some results in that regard. Section VI gives the conclusions.
Apart from the main body, Appendix A contains the grouptheoretic notations and definitions employed in this paper. We encourage the reader to consult this appendix as appropriate when reading the paper. In addition, to simplify certain expressions in later sections, let K n {0, 1, . . . , n − 2} for integers n ≥ 2.
Since the Ingleton inequality (2) involves four subgroups of a finite group and their various intersections, designing a small admissible structure is very difficult without an existing example. So we use computer programs to search for a small instance. Specifically, we use the GAP system [28] to search its "Small Group" library, which contains all finite groups of order less than or equal to 2000, except those of 1024. We pick a group in this library (starting from the smallest, of course), find all its subgroups, then test the Ingleton inequality for all 4-combinations of these subgroups. This is a tremendous task, as there are already more than 1000 groups (up to isomorphism) of order less than or equal to 100, each of which might have hundreds of subgroups. To prune our search, we use some sufficient conditions (for Ingleton to hold) to exclude certain groups or subgroups. These conditions themselves might also be of interest in the study of the Ingleton inequality, and hence are listed in Appendix B.
Once such an instance is found, we would like to study its structure and generalize it to families of Ingleton-violating groups.
A. The Smallest Violation Instance and an Abstract Construction
With the computer program above we found the smallest group that violates Ingleton is G = S 5 , which has 60 sets of violating subgroups up to subscript symmetries. Further examination shows that these 60 sets of subgroups are in fact all conjugates of each other, thus are virtually the same in terms of group structure. We list below some information from GAP about one representative 4 :
So with these subgroups Ingleton is indeed violated. Also, we can check that G is generated by G 1 -G 4 .
To illustrate the structure of these subgroups, we draw their group cycle graphs in Fig. 1 . These cycle graphs reveal more delicate structures for the subgroups. Most prominently, Property 1: Not only is G 2 a semidirect product of two cyclic groups, but it also possesses a "flower structure" as defined in Definition 4 below. The subgroup (1, 2, 3, 4, 5) is the root and all conjugates of (1, 4, 3, 5) are the petals.
Property 2: G 3 and G 4 are conjugate dihedral groups, with a conjugator (3, 4, 5) ∈ G 1 . In addition, the generators of their respective rotation subgroups are related as follows:
Definition 4: A finite group G is said to possess a flower structure if there exist cyclic subgroups N,
In this case we call N the root and H 1 , · · · , H m the petals. 5 In order to generalize these subgroups to a family of violation instances, we seek a parameterized group presentation for G that retains the above structures. Although these group presentations are only abstract constructions, each of them can be input to GAP to yield an isomorphic concrete group, and Ingleton inequality can be checked against the corresponding subgroups. We first give an "informal" but useful definition of group presentations. 6 Definition 5: A set S of generators of a group G is a subset of G, such that every group element can be written as a finite product of elements of S and their inverses. An equation satisfied in G involving only S ∪ {1} is called a relation in G among S. Let R be a set of such relations. We say G has a presentation S | R if G is the largest ("freest") group generated by S subject only to the relations R. 7 We now use the structures of the smallest violation instance, especially Properties 1 and 2, to derive a parametrized presentation. Observing that |G 23 | and |G 24 | contribute most to the right-hand side (R H S) of (2), we want the petals of G 2 to grow while keeping other structures fixed. 8 In order to implement these heuristic ideas, we construct an abstract presentation of G as follows. 
Construction 1:
The following presentation is proposed to represent an Ingleton-violating group:
where p > 2 is a prime, s is a primitive root modulo p, and
The corresponding candidate Ingletonviolating subgroups are
In addition, the subgroup G 2 itself has the following presentation:
where again p > 2 is a prime and s is a primitive root modulo p. The details of how the above presentation is developed is described in Appendix C.
Remark 1: As mentioned earlier, the group presentations are abstract constructions. Each of them does represent a group, but without a proof one cannot say which concrete group it corresponds to-for example, a group might have many presentations that look quite different. In general, to prove that a group G has a presentation S | R one should 1) identify the generators S in G and show that they satisfy the relations R, and 2) prove that any group with such generators and relations has an order at most |G|. For example, consider the presentation (6) Nevertheless, we can always input a presentation to GAP, and it will try to find a corresponding concrete group in the Small Group library-in this way we actually use the construction above as a guide for indentifying more Ingleton-violating groups.
B. Generalization to the Family PG L(2, p)
Feeding the presentation in Construction 1 to GAP, we find that up to the computation power of our hardware, for each prime p ≥ 5 the outcome is a finite group that violates the Ingleton inequality. 9 Furthermore, these groups are all isomorphic to the projective general linear groups PG L (2, p) . Based on this discovery, we identify a set of generators in PG L(2, p) that satisfy the relations in (4), and then prove that the subgroups corresponding to (5) indeed violate Ingleton for primes p ≥ 5. The elements in these groups are represented explicitly in matrices, which are more intuitive than permutations.
First let us introduce some notations. Let p > 2 be a prime. For A ∈ G L(2, p), let A denote the left coset 10 of A in G L(2, p) with respect to the center V p = {α I : α ∈ F × p }. Thus A = B if and only if each entry of A is a nonzero constant multiple of the corresponding entry of B. A T denotes the transpose of A as usual. We denote the elements of F p by ordinary integers, but the addition and multiplication, as well as equality, are modulo p. Furthermore, −k and k −1 denotes the additive and multiplicative inverses of k in F p respectively. If s ∈ F p , and A has multiplicative order p, then A s simply indicates the s-th power of A, where s is viewed as an integer.
Theorem 1: Assume p > 2 is a prime. Let t be a primitive root modulo p and let 
and so A = p, B = p − 1, and C = 3. Also since
We have A B = A s , where s = t −1 is a primitive root modulo p as well. Observe that t p−1 2 = −1 as it is the unique element of order 2 in the cyclic group F × p . We have the following computation:
10 Also the right coset by the property of the center.
If
and
which is equivalent to B 3 C B 4 = I . Therefore, with A, B, C corresponding to a, b, c, respectively, all relations in (4) are satisfied.
Next we show that A, B, C actually generate PG L (2, p) . (2, p) can be written as a product of some elementary matrices, which are
where α, β ∈ F p and i, j ∈ K p . They are generated by A, A T , B and t −1 B respectively. Hence PG L(2, p) is generated by A, A T and B. Now since
Now we proceed to the proof of part 2). Writing out the subgroups in PG L(2, p) corresponding to (5), we have the following quadruple.
G 1 = C, B 1 . Note that C = 3, B 1 = 2, and C B 1 2 =
I . So C B 1 = B 1 C 2 and G 1 has at most 6 elements
Calculating these elements we can see |G 1 | = 6 exactly and thus indeed
It is actually the subgroup of lower triangular matrices 11 in G L(2, p) modulo V p , i.e.,
11 We would end up with upper triangular matrices for G 2 if A T were used in place of A. But the two resulting groups are actually conjugate to each other, e.g., consider conjugating by B 1 C.
To see this, observe that since A, B are lower triangular, any element in G 2 is a lower triangular matrix modulo V p . On the other hand, ∀α ∈ F p , β ∈ F × p , we must have β = t l for some integer l. So
As a result, |G 2 | = p( p − 1) and so G 2 has a presentation (6) by Remark 1. Therefore, as shown in Appendix C-A, G 2 indeed possesses a flower structure.
Calculating these elements we can see that |G 3 | = 2( p − 1) exactly and so
Calculating these elements we can see |G 4 | = 2( p − 1) exactly and so
Hence G 4 is the group of all diagonal and anti-diagonal matrices in G L(2, p) modulo V p . Note also that we can verify G 4 = G C 3 as in Property 2. For the intersections of these subgroups we have
Remark 2: By identifying a set of generators corresponding to (4) we have exactly reproduced the Ingleton-violating subgroup structures of S 5 in PG L (2, p) . However, whether (4) is indeed a presentation of PG L (2, p) is still an open question. As mentioned by Remark 1, one must show that the order of any group satisfying (4) 
, which we have not yet been able to prove. Hence the theorem only shows that PG L(2, p) is a quotient of the group represented by (4).
C. Generalization to the Family PG L(2, q)
With the explicit matrix forms of the Ingleton-violating subgroups in PG L(2, p), we can further extend the above violation to PG L (2, q) , for all finite field order q ≥ 5. In this extension, each subgroup not only comprises the same collection of matrices as before (interpreted in PG L(2, q)), but also keeps/generalizes the corresponding structure. In particular, G 2 generalizes the flower structure in the following fashion.
Definition 6: A finite group G is said to possess a generalized flower structure if there are subgroups N, H 1 , · · · , H m satisfying all conditions in Definition 4, except that N is a direct product of k ≥ 1 copies of a cyclic group. In this case we call N the root system of G. 12 Let F q be a finite field, with q = p m for some prime p (the characteristic) and some integer m. The filed F q contains F p as its prime subfield, and F q is an m-dimensional vector space over F p . Let (ξ 1 , ξ 2 , . . . , ξ m ) be a basis of this vector space. Within F q , we continue to use the ordinary integers with modular arithmetic to represent F p . With this notation, all the matrices in Section II-B are well defined 13 in G L (2, q) , and the multiplication and inverse operations work the same as in G L (2, p) . Furthermore, for any matrix A ∈ G L(2, q), let A denote its coset with respect to the center V q .
Let t be a primitive element of F q , i.e., a generator of F × q . Let A α denote the matrix 1 0 α 1 for each α ∈ F q , and define the following matrices as before:
Theorem 2: Let
. 12 The generalized flower structures also belong to the class of Frobenius partitions. See footnote 5. 13 The only problem that may arise is when p = 2,
2 ) A k 1 is not well defined. But we can circumvent that by directly working with the final matrix form of B 1 .
These subgroups of PG L(2, q) violate Ingleton for q ≥ 5. Furthermore, each subgroup extends both the corresponding matrix form and group structure in Theorem 1 in the context of F q . In particular, G 2 possesses a generalized flower structure.
Proof: First we study the subgroup G 2 . Observe that for α, β ∈ F q and for each k,
which is actually isomorphic to the additive group of the vector space F q over F p .
Since t is a primitive element,
Similar to Theorem 1, it is easy to show that G 2 is the subgroup of all lower triangular matrices modulo V q . Furthermore, G 2 is a semidirect product:
Next we prove that G 2 has a generalized flower structure, with N being the root system and all conjugates of H being the petals. It suffices to show that H A α H = 1 for any A α = I , since then all pairwise intersections are trivial, and by counting the number of distinct elements, N and all conjugates of H account for the full subgroup G 2 . The statement is true since for α ∈ F × q and some k, l ∈ K q ,
Now we compute the other three subgroups and show that both the matrix form and group structure are extended from Section II-B for each of them:
, which includes the same matrices as in Theorem 1, only with renewed interpretation of the cosets.
which is isomorphic to D 2(q−1) . In the next two sections we discuss two directions for generalizing the above Ingleton-violating family and finding new violations. On the one hand, PG L(2, q) is the quotient group of G L (2, q) , so supposedly G L(2, q) should have a richer choice of subgroups violating Ingleton inequality. This approach is explored in the next section, together with some discussion on the effectiveness of the violation families. On the other hand, our Ingleton-violating subgroups in fact have a fundamental interpretation in the framework of group actions and groups of Lie type: each subgroup is the stabilizer for a special set of points in the underlying projective geometry of PG L (2, q) . Section IV discusses such an interpretation and generalizations in this framework.
III. VIOLATION INSTANCES IN G L(2, q)
We start the study of Ingleton-violating families in G L(2, q) with a lemma.
Lemma 2: Let G be a finite group with a normal subgroup N. Assume H G/N has a set of Ingleton-violating subgroups, then the preimages of them in G under the natural homomorphism g → g N also violate Ingleton. L(2, q) .
Assume q is a finite field order and p is the characteristic of F q . We continue to use the notations and definitions from Section II with t being a primitive element of F q , but redefine
In addition, we introduce the following matrices and subgroups in G L(2, q): We start the generalization from the family of preimage subgroups, which corresponds to one of the 15 violation instances in G L (2, 5) . Related to this family we have 10 other instances, all of which are essentially its variants: each instance differs from the preimages at exactly one subgroup (either G 1 or G 2 ). These 11 violation instances can be easily generalized to families of Ingleton-violating subgroups in G L (2, q) for q ≥ 5, sometimes with an extra condition. The remaining 4 instances cannot be derived directly from the preimages, but they also generalize to Ingleton-violating families in G L (2, q) with some extra conditions. In table I we summarize how the generalization of these 15 instances depends on the values of p and q: Table I -(A) shows that when p = 2, these 15 instances collapse to only 6 distinct ones; Table I -(B) shows the extra conditions that some instances need to satisfy to violate Ingleton.
In the following the subgroups of all 15 families are presented, with the relevant subgroup orders computed in Table II . For more detailed analysis we refer the interested readers to [32] .
A. Instance 1: The Preimage Subgroups
To obtain the preimage H 0 of a subgroup H ≤ PG L (2, q) under the natural homomorphism, we can generate H 0 in G L(2, q) with the generators of H (without overlines) and t I .
. It is the subgroups of all lower triangular matrices in G L (2, q) .
and its elements are
t k 1 0 t m − 1 t m , t k+m −1 −1 1 − t −m 1 k, m ∈ K q . G 4 = t I, B 1 C, B 4 ∼ = (Z q−1 × Z q−1 ) Z 2 .
It is the subgroups of all diagonal and anti-diagonal matrices in G L(2, q).
From the calculation in Table II , Ingleton is violated when q ≥ 5.
B. Instances 2-5: Variants With Different G 1 's
In all the instances in this subsection, only G 1 is different from Instance 1; it is now a proper subgroup of t I, C, B 1 (see Table III , where the generator-form for these groups is used to better demonstrate the subgroup relations). When p = 2, these instances are all distinct; otherwise Instances 3 and 4 collapse to Instance 2, while Instance 5 becomes Instance 1. From Table II , we can see that they all violate Ingleton when q ≥ 5.
Instance 2: Instance 3:
Instance 4:
Instance 5: G 1 = C, t B 1 . When p = 2, indeed G 1 = t I, C, B 1 and is the same as Instance 1. When p = 2, G 1 ∼ = Z 3 Z q−1 and
C. Instances 6-11: Variants With Different G 2 's
In all the instances in this subsection, only G 2 is different from Instance 1; it is now a proper subgroup of t I, N, B (see Table IV ). These instances are distinct when p = 2; otherwise Instances 8 and 10 collapse to Instance 6, while Instances 9 and 11 become Instance 7. From Table II, Instances 6, 7, 10, 11 violate Ingleton whenever q ≥ 5; however, if p = 2, Instances 8 and 9 only violate Ingleton when in addition q−1 2 is even. Below for Instances 8-11 we assume p = 2.
Instance 11:
D. Instances 12-15
For these four instances, G 1 is always M, G 2 -G 4 are equal or conjugate to one of K , K , J and J as listed in Table V, with the following conjugators 
E. Order Computation and Discussion on Violation Effectiveness
In Table II, From Table II , we can also calculate that all violation instances we found in PG L(2, q) and G L(2, q) have the same Ingleton ratio r = 4(q − 1)/(3q), which approaches 4/3 when q is large. Furthermore, since in all the G L(2, q) instances the scaling factors for both the Ingleton score and the Ingleton violation index are no larger than the PG L(2, q) instance, they are no more effective than the latter.
The best Ingleton score in the family PG L(2, q) is attained when q = 13, with σ = −0.0270. In [20] many violation instances with lower Ingleton scores are found, hence they are more effective. The best Ingleton violation index in the family PG L(2, q) is again attained when q = 13, with ι = 0.0082.
IV. INTERPRETATION AND GENERALIZATIONS USING THEORY OF GROUP ACTIONS
Instead of invertible matrices, we can also regard a general linear group as the group of all invertible linear transformations on a vector space. In this section, we take this point of view and consider the actions of linear groups on their corresponding projective geometries. Such actions induce a permutation representation for each general linear group on its projective geometry, and the projective linear groups are naturally defined in this framework. Using the theory of group actions, we show that the Ingleton violation in PG L(2, q) from Section II has a nice interpretation: each subgroup is some sort of stabilizer for a set of points in the projective geometry. Furthermore, based on this understanding, we generalize the construction in PG L(2, q) to two new families of Ingleton violations in PG L(n, q) for general n and q. 14 Finally, we provide an abstract construction in 2-transitive groups generalizing these ideas. 15 Note that this section is somewhat for the specialist and requires the reader's familiarity with some concepts and notions in more advanced group theory. We assume the knowledge of group action theory, which can be found in standard group theory textbooks. In particular, we make extensive use of the orbit-stabilizer theorem, which says the order of the orbit of an element is equal to the index of it stabilizer (see e.g. [30, Sec. 4.1, Proposition 2]). We also use standard notations and terminology for the groups of Lie type (in particular, the linear groups), which can be found in the classic references (e.g., [33] , [34] ). A succinct summary of these concepts as they pertain to the current discussion is also provided in [32, Sec. 2.7.1].
Let V be an n-dimensional vector space over a field F and let PG(V ) denote its projective geometry. Assume G is a group acting on PG(V ), then for a subspace U of V let N G (U ) denote the (global) stabilizer of U . When n = 2, PG(V ) consists of the points, which are the lines in V . Assume {x 1 , x 2 } is a basis of V , then the collection of all points is denoted by = F ∪ {∞}, where ∞ denotes the line F x 1 and for e ∈ F, e denotes the line F(ex 1 + x 2 ). For u, v ∈ , let G u , G u,v and G(u, v) denote the stabilizer of u, the pointwise stabilizer of {u, v}, and the global stabilizer of {u, v}, respectively.
The following results are well-known/straightforward:
Lemma 3: PG L(2, F) is sharply 3-transitive on the projective line PG(V ). That is, PG L(V )
is transitive on ordered 3-tuples of distinct points, and only the identity fixes three points.
Example 1:
H is a parabolic. Pick a complement W to U in V , and let X 1 and X 2 be bases for U and W respectively. Then the matrices of H with respect to X 1 ∪ X 2 have the form K L 0 R with K and R invertible. Define
A. Interpretation of the Ingleton Violation in PG L(2, q)
In the Ingleton violation construction in Section II we have a 4-tuple of subgroups ρ = (G i : 1 ≤ i ≤ 4) of G. The group G 2 = G F x 2 = G 0 is a Borel subgroup. The subgroups G 3 and G 4 are isomorphic to the dihedral group D 2(q−1) of order 2(q −1), and their intersection G 2i with G 2 is cyclic of order q − 1 and with G 34 of order 1. This forces G 2i , i = 3, 4, to be distinct Cartan subgroups of G 2 , and hence G i = G(0, e i ) for some e i ∈ . In fact from the forms of the matrices in G 3 and G 4 it is easy to check that e 3 = −1 and e 4 = ∞.
Finally G 1 ∼ = S 3 with G 1i being the three subgroups of G 1 of order 2 for 2 ≤ i ≤ 4. For 2 ≤ i ≤ 4 let G 1i = t i , and for 1 ≤ j ≤ 4 let j be the orbit of G j on containing 0. Then | j | = |G j : G 2 j | = n j where n 3 = n 4 = 2 and n 1 = 3. Indeed i = {0, t i (0)} for i = 3, 4, with 3 = {0, −1} and 4 = {0, ∞}. Then as G 1 = t 3 , t 4 and n 1 = 3, = 1 = {0, −1, ∞}. But as G is sharply 3-transitive, the global stabilizer G( ) is isomorphic to S 3 . Hence and is determined by G 2 , G 3 and G 4 .
Hence the 4-tuple ρ is determined by the ordered triple (0, −1, ∞) with the four subgroups being various (global) stabilizers on it. Furthermore, given an arbitrary ordered triple (α, β, γ ) of distinct points in , we can construct a 4-tuple ρ in the same fashion, where G 2 = G α , G 3 = G(α, β) , , γ ), and G 1 = G(α, β, γ ) . Since G is 3-transitive on , by the same element in G all four subgroups in ρ are conjugate to their counterparts in ρ. In particular, the new tuple ρ also violates Ingleton.
With respect to the (generalized) flower structure of G 2 = G 0 , this follows from the fact that G 0 is a Frobenius group on = − {0}. That is, G 0 is a transitive permutation group on in which the maximum number of fixed points of a nonidentity element is 1. (This is guaranteed by the sharp 3-transitivity of G.) Then by a theorem of Frobenius, the identity 1 of G 0 , together with the set of elements with no fixed points, forms a normal subgroup called the Frobenius kernel of the Frobenius group. This subgroup is indeed the subgroup N in Section II, which is the unipotent radical of the Borel subgroup G 0 and is isomorphic to the additive group of the field F. Also G 0 − N is partitioned by the sets G 0,a − {1}, a ∈ ; these are the | | = q petals in the flower. The subgroups G 0,a are the q Cartan subgroups contained in G 0 , and each is isomorphic to F × .
B. Generalizations in PG L(n, q)
Let τ = (G i : 1 ≤ i ≤ 4) be a family of subgroups of a finite group G. As |H K | = |H | · |K |/|H ∩ K | for any two subgroups H, K of a group G, we can see that the Ingleton inequality (2) fails iff
In all constructions we will consider in this section,
and the Ingleton ratio (3) becomes
Now we explore three different approaches trying to extend the PG L(2, q) family ρ to PG L(n, q). Theorem 3 (Generalization 1):
Let G = PG L(n, q) with n ≥ 3. Let P i , 2 ≤ i ≤ 4, be independent points in PG(V ), i = {P 2 , P i } for i = 3, 4, and = {P 2 , P 3 ,
Proof: It is easy to see that G is doubly transitive on the points of PG(V ) and transitive on triples of independent points. As G 2 is a parabolic, by Example 1,
. Further through calculation of the preimages in G L(n, q) we have
since G 1 acts as the symmetric group on of order 3, and for each pair of points there are q − 1 different choices of mappings. So
As G 1 is transitive on of order 3, |G 1 : G 12 | = 3. Therefore
Also for i = 3, 4, G i and G 1i are both transitive on i of order 2, so |G i :
Since G is doubly transitive on the points, G 3 is conjugate to G 4 and so
Finally G 34 = G is the pointwise stabilizer of . Since G 1 is 3-transitive on , |G 1 : G 34 | = 3! = 6. So by (9):
It follows from (10), (11) , and (12) that (7) is satisfied iff
This inequality holds when n ≥ 4 or n = 3 and q ≥ 4.
Remark 5:
Since G is transitive on all triples of independent points, all 4-tuples in Generalization 1 are conjugate to each other. The corresponding Ingleton ratio is
, which approaches 4/3 for large q or n. Recall in the original instance ρ, r (ρ) = 4(q − 1)/(3q), which has the same asymptotics. But in Generalization 1 the scaling factors for both the Ingleton score and the violation index are usually larger than PG L(2, q), so in general τ is less effective in violating Ingleton.
Theorem 4 (Generalization 2):
Let F = F q and G = PG L(n, q), with n ≥ 2. Let P i , 2 ≤ i ≤ 4, be distinct but dependent points in PG(V ). For these points define the same sets and subgroups , i , i = 3, 4, and G i , 1 ≤ i ≤ 4 as in Generalization 1. Then Ingleton is violated only when n = 2 and q ≥ 5, which is exactly the original family ρ in PG L (2, q) .
Proof: Write P i = F x i , i = 2, 3, for two independent vectors x 2 , x 3 ∈ V , and P 4 = F x 4 , where x 4 = ex 2 + x 3 for some e ∈ F. Define U = P 2 + P 3 as before.
From Generalization 1,
is sharply 3-transitive on the lines in U by Lemma 3. Now as is a set of three distinct lines in U , its global stabilizer in PG L(U ) is isomorphic to S 3 . Thus G 1 is 3-transitive on . Observe that each vector in {x i : 2 ≤ i ≤ 4} is a unique linear combination of the other two, with both coefficients nonzero. Then fixing a permutation of − 1) ), and
G 1 is transitive on , while for i = 3, 4, G i and G 1i are both transitive on i . G is doubly transitive on the points of PG(V ). Thus from arguments in Generalization 1 we have
and (14):
Thus (7) is satisfied iff
When n = 2, this inequality holds iff q > 4. When n > 2, however, it always fails because 3q 2 − q + 4 > 0 for all q. Therefore, the original instance ρ is the only successful case in this construction.
Proof: All the G i are parabolics with |G 2 | = q n M n−1 from (8), |G 3 | = |G 4 | = q n M 2 M n−2 /(q − 1), and |G 1 | = q n M 3 M n−3 /(q − 1). As G 1 is transitive on the (q 3 − 1)/(q − 1) = q 2 + q + 1 lines in U 1 , and |G 1 : G 12 | = q 2 + q + 1, we have
For i = 3, 4, G i and G 1i are both transitive on the (
Also G 34 is the subgroup of G fixing U 2 and the lines U 3 /U 2 and U 4 /U 2 of the quotient space U 1 /U 2 ; in particular it is a subgroup of G 1 . If we pick a basis 3 , and
It follows that (7) is satisfied iff
which holds iff n ≥ 4.
Remark 6: The Ingleton ratio for Generalization 3 is
, which approaches 1 for large q and (q + 1) 2 /(q 2 + q + 1) (which is smaller than 4/3) for large n. So this generalization seems less effective than the other two.
C. Generalizations in General 2-Transitive Groups
Next we generalize the violation instance ρ in PG L(2, q) to a more abstract construction, which includes Generalizations 1 and 2 as special cases.
Theorem 6 (Generalization 4): Let G be a doubly transitive group on a set of order l ≥ 3, let α and β be distinct points in , and assume γ ∈ − {α, β} such that the global stabilizer G( ) of = {α, β, γ } acts as the symmetric group on (which is clearly the case when G is 3-transitive). Let
. Let denote the orbit of γ under the action of G α,β , and write c = | |. Then Ingleton is violated iff 3(l − 1) < 4c, with the Ingleton ratio r (μ) = 4c/(3(l − 1)). Furthermore, if G is 3-transitive then the condition simplifies to l > 5, in which case r (μ) = 4(l − 2)/(3(l − 1)).
Proof:
Since G is 2-transitive on , G 2 is transitive on −{α} and so |G 2 : G α,β | = l −1. Also |G 1 : G 12 | = 3 as G 1 is transitive on , thus |G 1 : G 12 ||G 2 | = 3|G 2 | = 3(l − 1)k. Next G 3 is conjugate to G 4 by 2-transitivity of G and for i = 3, 4, G i and G 1i are both transitive on i of order 2, so
whereas the Ingleton ratio is r (μ) = 4c/ (3(l − 1) ). If G is 3-transitive then c = l − 2, so (16) holds iff l > 5. In this case r (μ) = 4(l − 2)/(3(l − 1)). Both Generalizations 1 and 2 above fit in the construction of Generalization 4, with ρ being the only 3-transitive case. In fact, for Generalization 1, l = (q n − 1)/(q − 1) and by independence of points in ,
so by (16), (7) is satisfied iff
which gives (13) . In the case of Generalization 2, l has the same value, but since G L(U ) is 3-transitive on the
Then by (16) , (7) is satisfied iff
which gives (15).
Remark 7:
We see that the 3-transitive groups give rise to simple and effective Ingleton violation constructions. This category of groups include the alternating and symmetric groups, the groups PG L(2, q) with l = q +1, the Mathieu groups, the affine groups of degree 2 e (which are the semidirect product of an e-dimensional vector space E over F 2 by G L(E)), and the subgroup of the affine group for e = 4 where the complement is A 7 rather than G L(4, 2) ∼ = A 8 .
V. NETWORK CODING CONSIDERATIONS
In this section we attempt to address some of the issues that arise from Question 3) in Section I-C. In [35] and [36] Chan proposes a new class of network codes-called group network codes, considering the fact that finite groups can generate the whole entropy region, and noting that linear network codes are included as a special case. In his construction, one begins with a finite group G and associates with each source s ∈ S and edge e ∈ E in the nextwork the subgroups G s and G e of G. These subgroups should satisfy the following requirements 16 
16 For details on how the group network codes operate, see [32] , [35] , [36] .
(R2) Encoding: ∀e ∈ E, the intersection of all subgroups associated with the incoming edges to e is a subgroup of G e . (R3) Decoding: ∀s ∈ S, at any intended destination node u of s, the intersection of all subgroups associated with the incoming edges to u is a subgroup of G s .
A. Source Independence Requirement
If we want to utilize the Ingleton-violating groups to construct network codes, for the sources we need independent subgroups. Finding such subgroups is not trivial; in fact GAP search does not yield too many independent subgroups in the groups PG L(2, q) and G L (2, q) . In general it is not easy to construct independent subgroups in an arbitrary group. However, if the group is a direct product of n of its subgroups, it admits a natural construction of n independent subgroups:
Proof: It is easy to check that both sides of (17) are equal to
In this way we can obtain independent subgroups for an arbitrary number of sources, but with a growing group order. If we further require the sources to be of the same alphabet size, then the independent subgroups must have the same order-which can be achieved by choosing the subgroups G i to be identical for all i .
One may wonder wether we can use some of the Ingletonviolating subgroups as sources. However, the following results greatly restrict such choices:
Lemma 4: Let i, j ∈ {1, 2, 3, 4} and (i, j ) = (3, 4). For four random variables X 1 , X 2 , X 3 and X 4 , if X i and X j are independent, then the Ingleton inequality (1) is satisfied.
Proof: By symmetry of (1), we only need to prove the result for when (i, j ) = (1, 2) or (1, 3) . In the first case,
where we used h 13 +h 23 ≥ h 3 +h 123 and h 14 +h 24 ≥ h 4 +h 124 by submodularity of entropy. The second case is similar.
Corollary 1: There is no independent triple or quadruple in a set of four subgroups that violates Ingleton.
B. Embeddings of Linear Network Codes
Group network codes constructed from PG L(n, p), PG L(n, q), G L(n, p) and G L(n, q) violate Ingleton and therefore can be potentially stronger than linear network codes (as the latter always respect Ingleton). To claim that they are indeed stronger, we show that they include linear network codes by demonstrating that the latter can be obtained from subgroups of the aforementioned groups.
As shown in [32] and [35] , a linear network code is determined by its underlying additive group structure, and so is a special group network code. Let V denote the direct sum of all source vector spaces, and let (V, +) denote its additive group. If we can find a finite group G such that (V, +) ≤ G, then the linear network code is said to be embedded in the group network codes using G, since we can use subgroups of G to construct an equivalent group network code.
Assume V = F d q for some d and q, where q = p m for some prime p and some integer m. Observing that F q is an m-dimensional vector space over F p , we can establish the following facts:
is embedded in the direct product of m · d copies of a group G, provided that G contains an element of order p-by Cauchy's theorem, this condition is equivalent to p dividing |G|. It then follows that linear network codes over F q are embedded in the group network codes using direct products of copies of G m . In particular, let G be any of the linear groups (2, q) . We have the following embeddings in these groups, using properties of the matrix A and the subgroup N:
Therefore, we also have the corresponding network code embeddings. Furthermore, these results for the degree-2 linear groups are easily extended to degree n, since the former are subgroups of the latter.
VI. CONCLUSION
Using a refined search we find the smallest group to violate the Ingleton inequality to be the 120 element group S 5 . Investigating the detailed structure of the subgroups allowed us to determine that this is an instance of the Ingletonviolating family of groups PG L(2, q) for prime powers q ≥ 5. As this family has a nice interpretation in the theory of group actions, we generalize the idea to obtain more Ingleton violations in PG L(n, q) and G L(n, q). We also examine the preimage group G L(2, q) of PG L(2, q) and discover more families of violating subgroups. Nevertheless, even in PG L (2, q) and G L(2, q) for q > 5, there might still exist more violation instances that we have not explored, let alone other interesting groups. For example, subsequent to our work Boston and Nan [20] find many new violations in the class of permutation groups. Presumably there are infinite families of Ingleton violating groups, so the list of such families to date is by no means comprehensive and is far from complete.
The PG L and G L groups violate the Ingleton inequality and, since they contain linear network codes inside them, can provide network codes more powerful than linear ones. Developing group network codes requires designing the source subgroups that satisfy independence (R1) and the edge subgroups that satisfy (R2) and (R3). The coding process requires two fundamental operations: (i) determining the intersection of all cosets from each incoming edge, and (ii) finding the appropriate coset for the outgoing overgroup of the intersected subgroups. Therefore constructing network codes from PG L(n, q) and G L(n, q) will require a thorough understanding of the structure of their subgroups and the corresponding coset operation. Investigating this issue may be a fruitful direction for future work.
S is a set of generators of G, while R is a set of relations G should satisfy. See Definition 5. 1 the natural number "1", identity element of a group, or the trivial group. The meaning should be clear in different contexts with no confusion. Z n the integers modulo n ∼ = the cyclic group of order n. S n the symmetric group of degree n, consisting of all permutations on n points. D 2n the dihedral group of order 2n. F q the finite field of q elements.
the multiplicative group of units of Z n , and of F q , both consisting of all invertible elements under multiplication.
the general linear group of degree n on F q , which consists of all invertible n × n matrices with entries from F q . The identity element for G L(n, q) is usually denoted by I = identity matrix.
the center of G L(n, q), consisting of the collection of matrices that commute with every matrix in G L(n, q) = all nonzero scalar matrices = {α
. In other words, it is the group of all invertible n × n matrices with entries from F q , where matrices that are proportional are considered the same group element. SL (2, q) the special linear group = all matrices in G L(2, q) with determinant 1. (2, q) the projective special linear group = SL(2, q)/ −I .
APPENDIX B SUFFICIENT CONDITIONS FOR INGLETON
Each of the following conditions guarantees that Ingleton inequality (2) is satisfied. Proof of Condition 3: Construct random variables X i 's from uniformly distributed on G as in [3] . As G 1;2 G 1 G 2 ≤ G, we can similarly construct random variable Z = G 1;2 . In fact Z is a common information for X 1 and X 2 : since
Ingleton is satisfied by Lemma 1.
In the proof above we used the group-entropy correspondence in [3] to translate the problem to the entropy domain. Henceforth, in order to show that a group satisfies Ingleton, we shall either prove (2) directly, or equivalently prove (1) using this correspondence. Furthermore, observe that the Ingleton inequality has symmetries between subscripts 1 and 2 and between 3 and 4, i.e. if we interchange the subscripts 1 and 2, or 3 and 4, the inequality stays the same. Thus if we prove conditions for some i ∈ {1, 2} and j ∈ {3, 4}, we automatically get conditions for all (i, j ) ∈ {1, 2} × {3, 4}. So without loss of generality, we will just prove conditions for the case (i, j ) = (1, 3) when these symmetries apply.
Proof of Condition 6: Realize that (1) can be rewritten as 
APPENDIX C CONSTRUCTING THE GROUP PRESENTATION (4)
In this appendix we build a presentation for G, starting from its subgroup G 2 . Some technical results are given as lemmas without proofs (which can be found in [32, Sec. 2 
.4]).
A. Presentation of G 2
Let G 2 be generated by two elements a and b, with a normal subgroup N = a ∼ = Z n and another subgroup H = b ∼ = Z m , for some integers m, n. This gives us a presentation for some 0 < s < n. We wish G 2 to satisfy Property 1, with N being the root in the flower structure and all conjugates of H being the petals. In order to violate Ingleton as much as possible, we also wish for n to be small while m is large. These preferences limit the choices of presentation parameters. First of all, we want G 2 to be a semidirect product of two cyclic groups.
Lemma 5: The presentation (19) is a semidirect product iff s m ≡ 1 (mod n), i.e., s ∈ Z × n with its multiplicative order |s| m. As a consequence, |G 2 | = mn, H N = 1, and
Assume n, m and s satisfy such a relation and so G 2 is a semidirect product. We further want it to have the flower structure, for which we have the following results.
Lemma 6: If H g H = 1, ∀g ∈ N, g = 1, then the G 2 above has a flower structure, with N being the root and all conjugates of H being the petals.
Lemma 7: A necessary condition for the condition in Lemma 6 to hold is that |s| = m.
One consequence for the lemmas above is that m ≤ |Z × n | ≤ n − 1. For m to be as large as possible, s should be a primitive root modulo n, which makes m = |Z × n |. If, in addition, n = p for some prime p, then m = |Z × p | = p − 1, achieving the upper bound m ≤ n − 1. In this case, the flower structure is indeed realized:
Lemma 8: If n = p is a prime, m = p − 1, s is a primitive root modulo p, then the condition in Lemma 6 holds.
In addition to the conditions above, to make the petals nontrivial, we further need p > 2. Thus we have constructed a desirable presentation of G 2 :
where p > 2 is a prime and s is a primitive root modulo p.
B. Presentation of G
The next step is to extend the presentation of G 2 to the whole group G generated by G 1 -G 4 , with the structure in Fig. 1 . In particular, we wish the subgroups to respect Property 2. Consider the dihedral groups G 3 and G 4 . Their subgroups of rotations are two distinct petals of G 2 , and hence can be represented as H a k 3 and H a k 4 , respectively, for some k 3 = k 4 ∈ Z. Also G 3 and G 4 each share one element of reflection with the dihedral group G 1 , while the remaining reflection of G 1 is an element (b 
where k 1 , k 3 , k 4 are distinct integers. If in Fig. 1 we let  a, b, c, b 1 , b 3 , b 4 correspond with elements in S 5 as specified in Table VI , then the subgroups and the whole group can be written as
For the relations, we should futher have
since G 1 ∼ = D 6 , and G 3 and G 4 are dihedral groups. With these relations we can try to plug in the presentation to GAP to find a concrete group. But still there are too many parameters to choose, especially when p is large, the choices of k 1 , k 3 , k 4 are numerous. Also for a fixed p not many such combinations yield successful Ingleton violations, according to our GAP trials. Therefore we need to utilize more structural information from Fig. 1 to obtain extra restrictions on k 1 , k 3 and k 4 . Note that according to Table VI, Remark 8: This condition on k 1 , k 3 and k 4 tells us that the petals G 23 and G 24 of G 2 should be symmetric (modulo p) w.r.t. G 12 , i.e., G 23 , G 12 and G 24 should be "equally spaced" (modulo p). 17 In sum, our analysis leads to the following construction: 
