Abstract A global eddy-permitting (1∕4 ∘ resolution) ocean general circulation model is shown to spontaneously generate intrinsic oceanic variability (IOV) up to multidecadal timescales (T > 20 years) under a repeated seasonal atmospheric forcing. In eddy-active regions, the signature of this multidecadal eddy-driven IOV on sea level is substantial, weakly autocorrelated, and is comparable to (and may clearly exceed) the corresponding signature of internal climate variability (ICV) produced by current coupled climate models-whose laminar ocean components may strongly underestimate IOV. Deriving sea level trends from finite-length time series in eddy-active regions yields uncertainties induced by this multidecadal IOV, which are of the same order of magnitude as those due to ICV. A white noise model is proposed to approximate the low-frequency tail of the IOV spectra and could be used to update ICV estimates from current climate simulations and projections.
Introduction
All climate projections based on results from coupled general circulation models (referred to as climate models hereafter) involved in the Coupled Model Intercomparison Project (CMIP5) indicate that sea level will rise faster and higher during the 21st century than during the 20th century under anthropogenic influence. However, the spread in projections of future sea level is substantial among CMIP5 climate models (more than ±50% of the ensemble mean for projections in 2080-2100 whichever the emission scenario [Church et al., 2013] ). This intermodel spread in sea level change is the combination of two kinds of uncertainty. The first one is induced by the chaos of the climate system and is thus irreducible: simulations performed with climate models are highly sensitive to initial conditions and are able to spontaneously generate variability without any external forcing, associated with phenomena such as the El Niño-Southern Oscillation. A consequence of this unforced variability, referred to as internal climate variability (ICV), is that CMIP5 climate models are not able to reproduce regional sea level variability with the same phase as the observations. The second kind of uncertainty is related to the misrepresentation of certain physical processes in climate models such as sub-grid scale processes, including cloud microphysics and oceanic mesoscale eddies, as well as processes involved in the water cycle, including ice mass loss and freshwater fluxes from icebergs. The uncertainty in these processes may alter the simulation of global and regional sea level variability at multiple timescales [see also Church et al., 2013] . Reducing these uncertainties requires either an increase in resolution or dedicated work on physical parameterizations and numerical schemes. An assessment of their impact on sea level change is also needed in comparison with observations. Such comparisons are, however, not straightforward because they require detecting sea level changes forced by external influences (anthropogenic, volcanic, and solar), above the noise induced by the ICV (this problem is generally referred to as the detection and attribution problem-D&A-in the literature [Bindoff et al., 2013] ). Hence, reducing the uncertainties due to the misrepresentation of the physics require a precise estimate of the first kind of uncertainty linked to the ICV.
In particular, the chaotic behavior of the turbulent ocean may be underestimated because most of the CMIP5 climate models do not resolve the oceanic mesoscale eddies and the associated nonlinear processes such as baroclinic instability [Charney, 1947; Eady, 1949; Tulloch et al., 2011] , the rectificitation of the mean or slowly varying flows [Holland, 1978; Tai and White, 1990; Berloff , 2005] , and turbulence energy cascades [Charney, 1971; Salmon, 1998; Scott and Wang, 2005; Arbic et al., 2012 Arbic et al., , 2014 . These oceanic eddies not only account for a substantial part of high-frequency oceanic variability, i.e., large-eddy kinetic energy [Large et al., 1991; Stammer and Wunsch, 1999] , but they may also affect longer-term variability. Eddying ocean global circulation models (OGCMs) have been shown to spontaneously generate low-frequency intrinsic oceanic variability (IOV) with a substantial imprint on sea level anomalies (SLAs) at interannual-to-decadal timescales [Penduff et al., 2011; Serazin et al., 2015] . At multidecadal timescales, IOV also imprints on SLA in some places of the Indian Ocean [Li and Han, 2015] as well as the Atlantic Meridional Overturning Circulation (AMOC) . Note that IOV derived for the forced eddying ocean is analogous to ICV for the whole climate system. Numerous idealized studied [e.g., Dewar, 2003; Dijkstra and Ghil, 2005; Berloff et al., 2007; Pierini, 2011] and eddying OGCM experiments (see the comparison between the 2 ∘ laminar model and the 1/4 ∘ eddy-permitting model in Penduff et al. [2011] ) have pointed out that resolving (at least partially) mesoscale eddies is necessary to simulate substantial levels of IOV.
In this paper, we focus on the imprint of eddy-driven multidecadal IOV on sea level over the global ocean, estimated using a 1/4 ∘ eddying OGCM driven by a mean climatological atmospheric cycle. We compare the magnitude of this multidecadal IOV to the multidecadal ICV inferred from the state-of-the-art climate models used in CMIP5, whose ocean components are laminar and may largely underestimate the contribution of oceanic eddies to the full ICV. Our objective is to determine whether the mere chaotic behavior of the turbulent ocean introduces a substantial noise (i.e., IOV) and should be taken into account in D&A studies. In order to fill the gap between climate models using laminar oceans (e.g., CMIP5) and future high-resolution climate models, we suggest that a white noise model could be applied to approximate multidecadal IOV in the regions where IOV is not autocorrelated at multidecadal timescales. Note that several recent studies [Carson et al., 2014; Bordbar et al., 2015] have quantified the ICV of sea level, estimated from CMIP5 models in terms of sea level trends (SLTs) over different periods. For the sake of comparison, we also propose here a quantification of the IOV in terms of trends over similar periods, which updates the uncertainty in SLTs computed with CMIP5 models.
Data and Methods

Simulations
We used the Nucleus for European Modeling of the Ocean (NEMO) [Madec, 2008] version 2.3 at 1/4 ∘ in the ORCA025 global configuration to perform a 327 year ocean-only simulation driven by a mean climatological atmospheric cycle repeated every year. This simulation, denoted as NEMO-Control, aims at isolating the IOV that spontaneously emerges from the eddying ocean. The climatological forcing function is derived from the Drakkar Forcing Set (DFS4) [Brodeau et al., 2010] and yields a realistic mean state of the ocean [see Penduff et al., 2011; Gregorio et al., 2015] . The model uses a 46-level vertical discretization, a partial cell representation of topography, a momentum advection scheme that conserves energy and enstrophy [Barnier et al., 2006; Penduff et al., 2007; Le Sommer et al., 2009 ], a total variance-diminishing tracer advection scheme, and an isopycnal Laplacian tracer diffusion operator. The vertical mixing scheme is based on the TKE turbulent closure model [Blanke and Delecluse, 1993] , and the convective adjustment is handled by the enhancement of the vertical mixing in case of static instability. We use yearly and monthly mean SLA from the last 200 and 300 years of this eddying simulation, respectively. Note that the NEMO 1/4 ∘ configuration ORCA025 was shown to reasonably reproduce the large-scale patterns of SLTs compared to those observed from satellite altimetry over 1993 -2001 [Lombard et al., 2008 .
We use the sea surface height above geoid from the noneddying preindustrial control simulations performed in the CMIP5 experiment [Taylor et al., 2011] . The ensemble of these simulations is denoted here as CMIP5-Control. The preindustrial control simulations were performed without any externally induced variability (including anthropogenic) [Taylor et al., 2009] . We choose to use the last 200 years of each CMIP5 simulations, the minimum length shared by all simulations. 
Time Series Processing and Analyses
For all simulations, global averages are first removed from yearly SLA maps. The nonlinear model drifts are removed from the time series by a high-pass filtering based on the nonparametric LOESS method [Cleveland and Devlin, 1988] (see examples illustrated in Serazin et al. [2015] and in Gregorio et al. [2015] ). This nonlinear detrending is tuned here to remove signals with periods longer than 100 years from the 200 year time series. Then, a low-pass Lanczos filter [Duchon, 1979] with a cutoff period of 20 years is used to isolate the multidecadal timescales. These periods are not yet fully resolved in the existing 22 year altimetric record but may yield spurious regional SLTs. Our analysis also complements the study of Serazin et al. [2015] that characterized SLA intrinsic variability at interannual-to-decadal timescales (i.e., 1.5 to 20 years). The standard deviation 20-100 years is then computed from resulting SLA time series to quantify the amplitude of SLA variability on periods ranging from 20 to 100 years.
We apply the Detrended Fluctuations Analysis (DFA) to estimate the power law decay of the autocorrelation function of time series [Kantelhardt et al., 2001] , i.e., the time series memory. DFA is a variation of the Hurst Exponent technique, used in the analysis of nonstationary time series, and has been applied to demonstrate the long-term persistence in sea level records [Dangendorf et al., 2014] . The DFA exponent is directly linked to the slope of the power spectrum P( ) by the relation P( ) ∼ 1−2 , where denotes the temporal frequency. A white spectrum, i.e., an uncorrelated or short-term memory time series, corresponds to a value = 0.5. Long-term-correlated and nonstationary time series are respectively characterized by 0.5 < < 1 (pink noise) and by > 1 (random walk, red noise). DFA is applied on the last 300 years of monthly outputs from NEMO-Control.
In order to provide an estimate of the low-frequency tail of the IOV spectrum for the D&A of regional sea level change, we suggest a simple white noise model W( ) for the regions where NEMO-Control time series are short-term correlated (i.e., < 0.65). The Parserval theorem states that the variance of the band-passed time series SLA 20-100 years (t) is equal to the integral of the power density spectra between 1/20 cpy and 1/100 cpy, so that the white noise power spectrum density W( ) must verify 20-100 years
Because W( ) is characterized by a constant power spectrum density, the integral of the rightmost term is trivial and leads to W( ) = 25 20-100 years 2 .
(2) Thus, such a spectrum may be directly derived from the multidecadal variance map of IOV inferred from NEMO-Control (see Figure 1 ).
To check whether W( ) is representative of the multidecadal IOV, we perform a spectral analysis at eight different locations where multidecadal IOV is substantial and has short-term memory in NEMO-Control (i.e., large 20-100 years and < 0.65). The spectra are computed over 200 years with a 100 year wide Hanning window and an overlap of 50%. The zero-padding method is used to improve the spectral resolution. We repeat the computation for each of the CMIP5-Control simulations to compare ICV and IOV spectra.
Multidecadal ICV may induce spurious regional SLTs when they are derived from finite-length time series (e.g., from altimetry or tide gauges). Internally induced regional SLTs may be seen as representing uncertainties on the detection of anthropogenic forcing and on projections of sea level changes [Hu and Deser, 2013; Carson et al., 2014] . Here we quantify the eddy-related uncertainties induced by multidecadal IOV following Carson et al. [2014] for the ICV on 19 simulations of CMIP5-Control: we compute the root-mean-square (RMS) spread in 20 year regional SLTs in overlapping segments, starting every 5 years, and extracted from the detrended 300 year NEMO-Control time series. The same RMS computation is reiterated for successive 50 year and 100 year segments.
Results
The NEMO-Control simulation, which isolates the IOV, exhibits substantial SLA standard deviation at multidecadal timescales (20-100 years) in eddy-active regions (Figure 1) , mainly in the Western Boundary Currents (WBCs) and in the Antarctic Circumpolar Current (ACC). The eddying ocean thus spontaneously generates substantial multidecadal IOV in these regions. This standard deviation 20-100years is maximum (∼10 cm) in the Kuroshio; reaches 3-4 cm in the Gulf Stream, the Malvinas current, the East Australian Current, the Agulhas current, and the ACC; and is about 1 cm in the Gulf of Alaska, the Gulf of Mexico, the Japan Sea, and the Bay of Bengal. Equatorial regions do not exhibit substantial multidecadal IOV in sea level, consistent with the previous results of Penduff et al. [2011] and Serazin et al. [2015] who showed negligible interannual-to-decadal IOV in these regions. Figure 2 shows 20-100 years from NEMO-Control (eddy-driven IOV, blue line) as a zonal average, along with its counterpart due to the coupled ICV (CMIP5-Control, red line); in the latter, multidecadal SLA variability is due either to atmospheric forcing or to air-sea coupling, but not to the (unresolved) oceanic mesoscale eddies. The zonally averaged impact of multidecadal eddy-driven IOV on SLA clearly exceeds that of the CMIP5 coupled ICV between 30 and 38 ∘ N, i.e., at the latitudes of the Gulf Stream and Kuroshio extensions. In the ACC latitudinal range (37-49 ∘ S), the climatological eddying ocean simulation (NEMO-Control) and CMIP5 models spontaneously generate similar amounts of 20-100 year variability. The eddy-driven IOV is comparable and sometimes exceeds the CMIP5-coupled ICV within most of the eight eddy-active regions shown in Figure 1 (see the power density spectra in Figure 3 ), in particular in the Agulhas countercurrent, around the Zapiola anticyclone and in the Gulf of Mexico. In summary, CMIP5 models are very likely to underestimate the imprint of multidecadal ICV on SLAs in midlatitude eddy-active regions because they do not resolve oceanic mesoscale eddies, which spontaneously generate substantial low-frequency variability.
The DFA performed on NEMO-Control yields exponents that do not exceed 0.65 within the black contours shown in Figure 1 . Most of these areas correspond to eddy-active regions with substantial multidecadal IOV and are thus characterized by short-term memory processes, i.e., not correlated at multidecadal timescales. Such values are consistent with the whitening of the IOV spectra at interannual to multidecadal timescales (Figure 3) , except in the ACC. In this region, the spectral slope is nonzero at interannual timescales (i.e., autocorrelated time series) but the DFA analysis suggests that the slope is likely to flatten at multidecadal timescales. This difference might be explained by spontaneous low-frequency modulations of local jets interacting with the topography [Thompson and Richards, 2011] . The white noise model W( ) (dashed blue curve), inferred from the SLA variance map (Figure 1 ), therefore provides a reasonable approximation of the low-frequency tail of the IOV spectra for most of the regions studied (Figure 3) . Unlike in NEMO-Control, the ICV spectra derived from CMIP5 simulations have long-term memory, i.e., nonzero spectral slope, probably because mesoscale processes are not resolved. The oceanic eddy activity is indeed likely to produce large SLA signals that rapidly decorrelate in time. These intrinsic signals may overcome the weaker, long-term correlated response to wind and buoyancy forcing over a wide range of timescales up to multidecadal. We may expect that the next generation of coupled models with eddy-permitting oceans will have similarly flat kinetic energy spectra at low-frequency in eddy-active regions.
Multidecadal IOV yields uncertainties on regional SLT estimates computed from finite-length time series. These uncertainties are quantified over three typical periods in Figure 4 . The uncertainties on SLA trends evaluated from 20 year time series (duration of the altimetric record, Figure 4 (top)) may actually exceed 3 mm/yr in the Kuroshio, the Gulf Stream, and the ACC regions. Except in the Kuroshio, these uncertainties fall below 1 mm/yr when regional SLTs are evaluated over 50 years, and below 0.4 mm/yr over 100 years. SLT uncertainties induced by the eddy-driven IOV (Figure 4 ) are therefore comparable to those induced by the coupled ICV estimated from CMIP5 laminar ocean simulations [see Carson et al., 2014, Figures 2-4] .
Discussion
The results presented in this paper show that the imprint of IOV on SLA reaches substantial levels at multidecadal timescales in the eddying regime, i.e., when mesoscale eddies are (even partially) resolved. This principally concerns eddy-active regions where SLA time series are not correlated at multidecadal timescales. Our estimate of IOV is comparable to (and sometimes larger than) the ICV simulated in the CMIP5 experiments, which argues that current coupled climate models using laminar ocean components (e.g., CMIP5) may underestimate this eddy-induced source of low-frequency oceanic variability (i.e., the oceanic chaos). The use of laminar oceans in coupled models may therefore yield underestimated levels of internal SLA variance, which is a serious drawback for D&A studies. To overcome this drawback, we suggest a simple stochastic representation of this eddy-induced IOV by using a white noise model at multidecadal timescales in eddy-active regions. This stochastic model may be used to update the estimates of SLT uncertainties deduced from laminar ocean coupled models (e.g., CMIP5 experiments), as we wait for the future generations of climate models that will explicitly resolve (at least partially) oceanic eddies and will be probably more realistic in terms of internally induced SLA variability levels.
Multidecadal IOV was estimated from an eddy-permitting forced 1/4 ∘ OGCM, which resolves mesoscale eddies only partially. Should we expect an increase of intrinsic multidecadal SLA variance at finer ocean model resolution? Using a 70 year 1/12 ∘ eddy-resolving OGCM, forced by a repeated climatological cycle, Serazin et al. [2015] showed that the 1.5-20 year IOV increases by a substantial amount in midlatitude regions when resolution increases from 1/4 ∘ to 1/12 ∘ . This increase in interannual-to-decadal variability is consistent with an increase in mesoscale activity in the 1/12 ∘ model. A spectral analysis (unpublished) recently confirms this resolution-induced increase at interannual timescales, but not at decadal and longer timescales where 1/4 ∘ and 1/12 ∘ simulations yield comparable IOV levels. Gregorio et al. [2015] also report similar AMOC IOV levels when switching from the 1/4 ∘ to the 1/12 ∘ resolution. Our 327 year 1/4 ∘ simulation might thus provide a reasonable (lower) estimate of the multidecadal intrinsic SLA variance compared to a higher resolution (but shorter) 1/12 ∘ simulation; verifying this statement would require that we integrate the 1/12 ∘ eddy-resolving OGCM over centuries, which would better assess the multidecadal intrinsic SLA variability, but at a huge computational cost. In particular, our low-frequency IOV might be underestimated in regions where deformation radii are small and poorly resolved at 1/4 ∘ (e.g., Mediterranean Sea and Japan Sea).
The nonlinear processes involved in the generation of IOV are still poorly known in realistic ocean models and are a topic of active research. Arbic et al. [2012 Arbic et al. [ , 2014 have shown that nonlinear advection of relative vorticity may spontaneously transfer geostrophic kinetic energy from high to lower frequencies. Yet those nonlinear scale interactions might not transfer energy to timescales longer than interannual or decadal according to a similar analysis performed by the author on a 1/12 ∘ climatological simulation (not shown here). Other mechanisms involving the rectification by oceanic eddies of eastward jets in WBC systems [Dewar, 2003; Berloff et al., 2007] and ACC jets [Hogg and Blundell, 2006] or transitions between basin-scale modes through Hopf and homoclinic bifurcations [Dijkstra and Ghil, 2005; Pierini, 2011] have been suggested in process-oriented studies to explain the spontaneous generation of low-frequency IOV in the ocean; only a few studies have attempted to explore these mechanisms in realistic OGCMs [e.g., Taguchi et al., 2010; Thompson and Richards, 2011] . Exploring such mechanisms would yield a better understanding of intrinsic sea level spectra, especially in the ACC where we have found a different behavior at interannual timescales.
