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Abstract
In light of technological advancements, the mining industry is seeing an increase in equipment
automation. A hydraulic rockbreaker is a machine that would beneﬁt from automation. The goal of
this research is to develop some of the necessary algorithms to render a rockbreaker semi-autonomous.
Semi-automation of such systems would allow for improved ease of use, increased productivity and
eﬃciency of rock breaking operations, reduced maintenance costs while also removing the operator
from harm's way. Several components are necessary to make semi-automation feasible, including a
dynamic model as well as trajectory planning algorithms which generate collision-free trajectories
to be used by a controller. The development of a complete dynamic model for such a system would
allow for better control when using model-based controllers. However, such a model is diﬃcult to
develop in practice, has added complexity and may be computationally expensive. In this work,
simpliﬁed dynamic models are developed and compared with respect to a complete dynamic model
of the rockbreaker. One of the resulting simpliﬁed dynamic models, which only considers the inertial
and gravitational eﬀects of the rockbreaker's mechanical links as well as the gravitational eﬀects of
its hydraulic actuators, is shown to provide adequate representation of the system so as to be used in
a model-based controller. The work also develops a set of oine trajectory planning algorithms that
generate time-optimal trajectories which ensure smooth motions and hydraulic valve actuation while
satisfying the system's ﬂow rate constraints. With the addition of a collision avoidance strategy and
collision detection algorithm, the generated trajectories within the system's work environment can
be expected to be collision-free.
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Chapter 1
Introduction
Throughout history, mining has enabled humans to obtain materials that were once unattainable
in order to further technological advancements [2]. To this day, mining remains an integral part of
modern society. As demands for mineral resources continue to rise, mineral extraction operations
must increase their throughput in order to satisfy these demands. This can be achieved through
mechanization and automation of mining processes and equipment. One piece of equipment that is
of interest for automation is the hydraulic rockbreaker (as seen in Figure 1.1). This machine can be
perceived as a four-degree-of-freedom (4-DoF) hydraulically-driven robot arm normally anchored to
a stationary pedestal, which is used extensively in the mining and construction industry as a means
to fragment large pieces of material. The tool used by the rockbreaker to fragment rock is commonly
referred to as the breaker. During the mining process, pieces of material are transported throughout
the mine by various means. However, large pieces of material that cannot easily be transported or
broken down into smaller fragments using a conventional jaw crusher must be dealt with using a
hydraulic rockbreaker. This entails placing the material on a metallic grid, known as a grizzly, which
allows the smaller pieces to fall through down a chute to a lower level in the mine (known as an ore
pass) or to the jaw crusher, whereas the bigger fragments remain on the grizzly. The large pieces of
material are then broken using percussive force supplied through the rockbreaker's chisel.
The motivations behind automating such a system are numerous. These include an increase in
productivity, operation eﬃciency, workplace safety [227] as well as a lower operating cost of the
machine [11]. Furthermore, automation of such a system is not uncommon in this day and age,
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Figure 1.1: Typical rockbreaker installation in underground mining operations. Image taken (with
permission) from http://www.rock-tech.net/products/stationary-rockbreaker-systems/xd-series (ac-
cessed February 16th, 2018)
where various industries such as logging, agriculture, construction and mining have beneﬁted from
automation of similar hydraulic machines [310]. Current automation technology that is used on
rockbreaker systems consist of teleoperation [17], where a qualiﬁed operator can operate the machine
from a distance (e.g. from above ground or from an oﬃce building located hundreds of kilometers
away from the actual machine [11]). However, this technology has some drawbacks, such as the
introduction of latency issues as well as a reduction of spatial awareness for the operator [28]. Fur-
thermore, teleoperation still necessitates a trained operator, which is harder to come by due to the
steep learning curve associated with operating such machines [3, 29]. To mitigate the shortcomings
of teleoperation, a supervisory control system can be implemented [4, 17], allowing for a more intu-
itive control of the machine (e.g. such as by allowing desired Cartesian motions as inputs from the
operator). Such systems are more practical and can be expanded upon in order to allow for further
ease of use for operators [4,1113,16,17,30]. Seeing as there has been signiﬁcant research regarding
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automation of hydraulic excavators [16, 25] (which share many similarities with rockbreakers), ele-
ments from these ﬁndings can be adapted in order to further increase the level of automation for a
rockbreaker, similar to what was done in [11].
The objective of this research, more precisely, is to develop a semi-autonomous rockbreaker system
such that it may be retroﬁtted on a commercially available rockbreaker. The term semi-autonomous
is synonymous to the automation of broad motions of the rockbreaker (within a static environ-
ment) between rock breaker operations. The operator would specify a desired end position for the
rockbreaker's breaker tip through a graphical user interface (GUI), after which the system would
generate a time-based, collision-free trajectory. This trajectory should ensure smooth and continu-
ous hydraulic valve actuation (which in turn controls the hydraulic actuators) to reduce wear and
tear within the hydraulic system. Furthermore, it should ensure the breaker tip remains with a
horizontal work plane located above the grizzly (where no collisions between the rockbreaker and
material on the grizzly are likely to occur) for the entirety of the motion. The resulting trajectory
is then implemented by a controller where, upon the completion of the motion, the operator takes
over the controls via conventional teleoperation to break the oversized piece of ore found on the
grizzly. In order to achieve such a system, several components must be developed such as: dynamic
modeling of the system, trajectory planning algorithms, collision avoidance algorithms, control algo-
rithms, as well as the installation of hardware (e.g. control module, sensors, etc.). In this work, the
development of an adequate dynamic model for a rockbreaker and the development of algorithms
producing collision-free time-optimized trajectories are presented. It should be noted that the re-
sulting semi-automated system can be considered as a stepping stone towards the full automation of
a rockbreaker system which, in itself, involves numerous additional challenges such as the execution
of non-repetitive tasks within dynamic environments [2, 20] as well as the development of a robust
vision based system to identify the boulders that need to be fragmented [31,32].
The remainder of this thesis is organized as follows. Chapter 2 provides a detailed literature review
of the dynamic modeling of hydraulic machinery such as rockbreakers and hydraulic excavators as
well as the trajectory planning, collision detection and collision avoidance strategies used for the
automation of such machines. Chapter 3 pertains to the general description of the geometry of
a rockbreaker as well as a general kinematic analysis of the system. Chapter 4 gives an in-depth
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description of the dynamic modeling of the rockbreaker, followed by the development of a preliminary
trajectory planning algorithm for the rockbreaker based on a simple ﬂow rate scaling approach in
Chapter 5. A time-optimal trajectory planning algorithm based on a more sophisticated ﬂow rate
scaling approach is then introduced in Chapter 6, with the collision avoidance strategy for this
system being discussed in Chapter 7. This is followed by a general conclusion in Chapter 8.
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Chapter 2
Literature review
Research in the automation of hydraulic rockbreakers and similar hydraulic machines has been
extensive over the years. A brief summary of the work done and reasoning behind the development
of dynamic models, trajectory planning algorithms as well as collision avoidance strategies for such
machines is given in the subsequent sections.
2.1 Dynamic modeling
In order to achieve suitable control of hydraulic rockbreakers and similar machines (e.g. hydraulic
excavators), nonlinear control algorithms are typically designed with compensators and/or are based
on the system's behaviour during operation as described by its dynamic model. Due to the presence
of complex phenomena such as joint friction, parametric uncertainties and the non-linearity of the
hydraulic and mechanical subsystems, the modeling and design of model-based controllers for such
systems is a diﬃcult and challenging task. Parameter uncertainties may lead to poor system response
(e.g. higher trajectory tracking error) during the system's motion. However, such negative eﬀects
can be reduced through the use of a robust controller [33] or an adaptive controller [34, 35], which
utilize the system's dynamic model in a parameterized form to estimate the uncertain parameters of
the dynamic model. Therein lies the importance of developing an accurate yet not overly complex
dynamic model such that it may be parameterized.
There have been numerous papers describing the dynamic modeling of hydraulic excavators, shovels
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and backhoes in the past, based on following the Newton-Euler conventions [3638], Kane's equations
[39] or the Lagrange-Euler convention [40]. The dynamic model of a hydraulic excavator was obtained
using the Newton-Euler method under the assumption that the excavator does not interact with its
environment while the centre of mass for each link is taken to be in-line with each link's corresponding
axis [36]. Such assumptions tend to oversimplify the system. To mitigate this, a more complete
dynamic model of an excavator, where the centres of mass of each link are not assumed to be located
along the links' longitudinal axes and resistive forces encountered during digging operations are taken
into account, was developed [37]. The resulting model is said to be adequate for direct application
on a real excavator system. The dynamic modeling of a hydraulic shovel (similar to an excavator,
where the bucket faces outward rather than inward) in [38] provides a similar model to that of [37]
but it also considers the dynamic forces resulting from the excavation process. It may be noted that
the resistive forces are at their greatest during the initial moments of the excavation process. For
the dynamic modeling using Kane's equation, [39] provides a model which considers resistive forces
resulting from the excavation as well as the eﬀects of soil deformation under the excavator during
this process (e.g. excavator settling in soft soil). It was noted that the dynamic model's accuracy
was heavily dependent on the parameter values of the system due to the geometric complexity of
the system. Parameter values can be obtained through various means, using documentation and
physical measurements of a real system to obtain link length and mass information, while inertial
properties are obtained using CAD models, link geometry approximations or experimental parameter
identiﬁcation techniques [39]. Lastly, [40] describes the modeling of a hydraulic backhoe using the
Lagrange-Euler approach, where the system model considers the excavation forces but omits the
frictional forces in the system (e.g. seal friction within the hydraulic pistons). Dynamic simulations
for a backhoe based on the resulting model as well as the model provided by [37] were conducted
with both yielding similar results. It was noted that one of the joint torques computed by the
Lagrange-Euler method varied by nearly 9% from the model provided in [37]. This discrepancy was
attributed to the variance in geometry between an excavator and a backhoe.
Although the modeling process varied between [3640], these models all represented the hydraulic
machines as a planar three-degree-of-freedom (3-DoF) manipulator (where the swing joint of the
machines is not considered). They also neglected the eﬀects of the hydraulic actuators on the
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dynamic model. In order to properly model the dynamics of a hydraulic rockbreaker, the eﬀects of
its hydraulic actuators should be taken into account. Furthermore, the rockbreaker should also be
considered as a 4-DoF manipulator (rather than a 3-DoF manipulator) given that it is stationary
and must rotate around its swing joint to position itself over a piece of material (as compared to
an excavator/shovel/backhoe that is mobile and can easily be moved and positioned in an optimal
digging conﬁguration). As the semi-automation of the rockbreaker does not involve interactions
with its environment, there is no need for the modeling of interaction forces between the breaker tip
and the piece of material that needs to be broken.
2.2 Trajectory planning
In order to automate hydraulic systems such as rockbreakers and excavators, trajectory planning
algorithms must be developed [16, 25]. These trajectory planning algorithms are used to create
motion paths (i.e. time histories of actuator displacements, velocities and accelerations) that can
be supplied to a controller. In many cases, the main objective of the trajectory planning algorithm
is to minimize the trajectory duration. However, algorithms may also seek other goals such as the
minimization of required joint forces or torques (e.g. [41, 42]). One challenge in developing suit-
able trajectory planning algorithms for such machines is the nonlinear nature of their actuation
schemes [43]. In addition, when developing a trajectory planning algorithm for a hydraulic system,
the system's constraints should be considered. This includes, for instances, constraints such as the
geometric limitations of the system to reach a desired conﬁguration (position and orientation of
the end-eﬀector) as well as the system's maximum allowable joint velocity (which is conﬁguration
dependent). Such an approach is used in [44] where the trajectory planning algorithm is based on a
virtual motion camouﬂage approach. Furthermore, limits associated to hydraulic actuator ﬂow rates
should also be considered. In [19] as well as in the initial trajectory planning algorithm developed
for this work (presented in Chapter 5), these limits are satisﬁed by proportionally scaling entire
trajectories based on an identiﬁed critical point where ﬂow rate demand is greatest. Several trajec-
tory planning strategies for rockbreakers or other similar systems have been developed throughout
the years with a summary review provided in [27]. These include the use of hard-coded predeﬁned
trajectories [11], rule-based motion planning based on simple commands that are sent to low-level
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joint-based controllers according to a discrete set of states for each joint [14], the use of fuzzy logic
representation of expert human knowledge to generate trajectories for diﬀerent parts of an exca-
vator's digging operation [20], the use of neural networks to generate and optimize trajectories for
repetitive motions [43], the use of ﬁfth-order polynomials to generate trajectories in the system's
joint space [45] and, more commonly, the generation of trajectories using point-to-point motions in
task (or Cartesian) space [13, 15, 17, 19, 37]. It is noted that task (or Cartesian) space trajectories
can easily be converted into joint space trajectories for implementation in a control algorithm.
There are limitations associated to some of the aforementioned trajectory planning strategies. For
instance, the technique presented in [45] utilizes a quintic polynomial (and its derivatives) to gen-
erate displacement, velocity and acceleration trajectories in joint space for each revolute joint of
an excavator. This results in trajectories that do not take full advantage of the joints' maximum
allowable velocities (or, equivalently, the available ﬂow rates of the system) throughout the majority
of the trajectory. This increases the total duration of the motion, making this approach less than
optimal. Furthermore, due to the non-convex nature of a typical rockbreaker's workspace, using
Cartesian-based straight-line trajectories such as the ones presented in [15, 17, 19, 37] may not al-
ways be feasible. In instances where Cartesian straight-line motions are infeasible due to not being
located entirely inside the rockbreaker's workspace, a robust system should generate an alternative
trajectory (rather than simply sounding an alarm for an operator to take over the operation of the
machine as is the case in [19]). A common thread among much of the existing literature dealing
with the trajectory planning of rockbreakers or excavators is an omission of the necessary details for
the reproduction and utilization of the proposed methodologies, e.g. [13, 46].
Given that rockbreakers and other similar machines having some level of automation can be con-
sidered as robots, the extensive body of knowledge on robot trajectory planning (see, for in-
stance, [47, 48]) can be utilized as a basis for the development of suitable trajectory planning algo-
rithms. However, one must remain aware that conventional robot trajectory planning algorithms are
tailored for systems equipped with electric servomotors (which are the most common motors utilized
in robotic applications [33]) rather than a hydraulic actuation scheme such as the one present on
the rockbreaker system. Both actuation systems have advantages and limitations which must be
considered. The use of electric servomotors in terms of trajectory planning eases the interfacing and
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control of the actuator, which can act as pure torque sources [33,35], although this latter is usually
due to a reduction of the servomotor's motion through a gearbox. Having these acting as pure
torque sources allows for generated trajectories to incorporate instantaneous joint accelerations [35]
(although practically speaking, the joint accelerations are more akin to being quasi-instantaneous).
When using a hydraulic actuation scheme however, the aforementioned assumptions are not always
valid. Hydraulic actuation is favored for systems under heavy load, as they can provide greater
power-to-weight ratios compared to electric servomotors [33]. However, these systems are inherently
slow compared to conventional robotic manipulators due to their use of prismatic actuators (indi-
rectly actuating the system's revolute joints), where their motion behaviour is highly dependent on
the dynamic eﬀects within the hydraulic system. Furthermore, compressibility of the hydraulic ﬂuid
within the system as well as friction between the actuators' seals make accurate control of the force
applied by the actuators diﬃcult to achieve [35] while also making instantaneous accelerations near
impossible to achieve. Even if greater control of applied force was possible for hydraulic systems,
instantaneous accelerations are to be avoided, since this would result in the rapid closure of hy-
draulic control valves, which are under high pressures. This leads to the creation of shock waves
throughout the hydraulic systems, whose pressure levels can be four times greater than the designed
steady-state pressure of the system, potentially causing serious damage to several components within
the hydraulic system [49]. Therefore, if one is to apply conventional trajectory planning algorithms
to hydraulic systems, and more speciﬁcally a rockbreaker, one should ensure trajectories generated
ensure smooth and continuous hydraulic valve actuation, non-instantaneous joint accelerations while
taking into account conﬁguration dependent joint velocity limits.
2.3 Collision avoidance
As previously stated, a key component in order to develop a semi-automated hydraulic rockbreaker
consists of a robust trajectory planning algorithm. Examples of such algorithms for rockbreaker
systems as well as similar hydraulic systems can be seen in [13,19,20,37] as well as in the algorithms
presented in this work. However, these algorithms fail to account for the possibility of collisions
between the rockbreaker and its surroundings. Therefore, the inclusion of a collision avoidance
strategy in conjunction with the trajectory planning algorithms is necessary to ensure safe, eﬃcient
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and optimal control of the rockbreaker.
When developing robotic manipulators, the possibility of collisions must be factored into the design
process. Some collisions may be deemed desirable, e.g. a hydraulic excavator's bucket digging soil,
or undesirable, e.g. a hydraulic excavator hitting a dump truck during a loading operation. For
the case of a semi-automated rockbreaker, unwanted collisions can have devastating results due
to the powerful nature (e.g. high power-to-weight ratio, relative tool tip velocity, etc.) of these
machines [21,23,50]. In particular, excessive damage to the system or its environment (e.g. reduced
structural integrity of surrounding walls) as well as serious bodily injuries to anyone found within the
rockbreaker's workspace are possible, making the implementation of a collision avoidance strategy
imperative for such a machine.
Although research in the automation of rockbreakers is still in its infancy, research in the automation
of a similar systems (i.e. hydraulic excavators) is much more common with collision avoidance
strategies having already been implemented, e.g. [2, 11, 14, 17, 2124]. However, real-time collision
avoidance strategies, where collision avoidance and trajectory planning occur simultaneously, have
been used in most of these cases [11, 14, 17, 23, 24]. In the case of the rockbreaker system presented
in this work, trajectories are precomputed via an oine trajectory planning algorithm to ensure
smooth and continuous valve actuation. Real-time collision-avoidance strategies are not compatible
with this approach. However, a collision detection algorithm may be integrated with the oine
trajectory planning algorithms to generate collision-free trajectories.
There are two main components to a collision avoidance algorithm: the collision detection and the
identiﬁcation of alternative paths of motion when collisions are detected. Collision detection can be
achieved through either physical detection of collisions using sensors (e.g. [50]) or through the use of
collision detection algorithms. Such algorithms require the positional awareness of a machine's links
through the use of sensors [11, 14, 17, 2124] along with knowledge of the geometrical properties of
the machine and any surrounding obstacles. Since the trajectories are known to be generated using
oine trajectory planners, the use of a collision detection algorithm is preferable in this instance.
Several collision detection algorithms exist to detect collisions between pairs of objects such as the
sweep and prune algorithm using axis-aligned bounding boxes [17,5153], the separate axis theorem
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using object oriented bounding boxes [51, 54], the Lin-Canny method and its variations [52, 55, 56]
and the Gilbert-Johnson-Keerthi (GJK) distance algorithm and its variations [51, 53, 5760]. Each
collision detection algorithm has its beneﬁts and drawbacks. The sweep and prune algorithm utilizing
the axis-aligned bounding boxes as well as the separate axis theorem using object oriented bounding
boxes are generally used in a broad phase collision detection (i.e. identifying the possibility of
collisions between two objects) and where the bounding boxes are very conservative estimates of
each collidable object. If a collision is found to occur between two objects, the bounding boxes
can further be reduced into smaller bounding boxes and checked once more for collisions. This
can be repeated until the resulting bounding boxes yield a close approximation to the modeled
objects. However, there is an added complexity in programming such algorithms. The Lin-Canny
algorithm and its variances as well as GJK algorithm are deﬁned as narrow phase1 collision detection.
These algorithms may be computationally demanding compared to the broad phase algorithms for
environments with numerous collidable objects, however, these oﬀer a better representation of the
collidable objects and therefore, a better collision detection ﬁdelity. The Lin-Canny algorithm and
its variants, for their part, have some drawbacks. In particular, the algorithm may not terminate
when presented with a case where there is penetration between two collidable objects [52]. As for
the enhanced GJK algorithm, its implementation is simple, it is robust and with coherence, can be
computationally faster than the Lin-Canny algorithm [57] provided by the library developed in [61].
Furthermore, this algorithm has also been implemented in robotics, graphics and physics engines [62],
including the Bullet physics engine [60], which has been used extensively in the gaming and movie
industries [63]. Since the number of collidable objects within the rockbreaker's environment is
expected to be minimal and collision detection accuracy is crucial, the enhanced form of the GJK
algorithm is an excellent candidate to be used in the development of a collision avoidance strategy
for the rockbreaker system presented in this work.
1The term narrow phase collision detection is used to deﬁne an algorithm which accurately detects a collision
between a pair of objects of complex geometry. In contrast, broad phase collision detection seeks to identify potential
collisions and collision pairs between objects using conservative estimates of the objects' dimensions (i.e. representing
an object as a sphere). These algorithms can be used in conjunction to eﬃciently detect collisions, where the broad
phase collision detection algorithm identiﬁes collisions pairs which are then veriﬁed by the narrow phase collision
detection algorithm.
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Chapter 3
Geometrical description and kinematic
analysis of a rockbreaker
The kinematics of a system give insight on the motion of the components found within a system,
describing the position, velocity and acceleration of these components within a speciﬁc coordinate
system. The modeling of the rockbreaker's kinematics is a crucial element in the creation of a
semi-autonomous rockbreaker system, playing a vital role in the development of dynamic models,
trajectory planning algorithms and in object modeling necessary for the implementation of collision
avoidance algorithms. A geometrical description and general overview of the kinematic analysis for
a rockbreaker system is provided in this chapter. This includes solutions to its direct and inverse
kinematic problems as well as insights on inputoutput velocity relationships, workspace and ﬂow
rate analyses.
3.1 Geometrical description
A CAD model of a typical rockbreaker installation is shown in Figure 3.1 where the base (typically
encased in a concrete foundation), swing post, inner boom, outer boom and breaker may be seen to
constitute the links of a 4-DoF serial-type robot with revolute joints. A schematic representation of
the rockbreaker is provided in Figure 3.2 where the passive revolute joints have been labeled as Ri
(i = 1, 2, 3, 4) with corresponding angles, measured between consecutive links, denoted as θi. The
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link lengths ai correspond to the perpendicular distances between the axes of consecutive revolute
joints with the exception of a4, which is measured from the axis of R4 to a point P located at the tip
of the breaker's chisel. Each of the rockbreaker's revolute joints is driven by a series of hydraulically
driven prismatic actuators of length ρj (j = 0, 1, . . . , 4), measured as the distances between the
actuator body (Aj) and rod (Bj) pin connections as seen in Figure 3.2. This actuation scheme
allows for the eﬃcient generation of large joint torques at the cost of nonlinear relationships between
the θi and ρj . It should be noted that, for the actuation of R1, two actuators (ρ0 and ρ1) work in
parallel (see Figure 3.2(a)) in order to generate a symmetric torque v. angular displacement curve.
The hydraulic actuators and revolute joints are mechanically limited such that ρjmin ≤ ρj ≤ ρjmax
and θimin ≤ θi ≤ θimax .
The reference frame assignment for the rockbreaker is based on the Denavit-Hartenberg convention
described in [64], where the ith reference frame is ﬁxed to the (i − 1)th link with its origin located
at Ri (with the exception of the X5Y5Z5 reference frame, which is located at P ), where the Zi axis
is directed along the axis of Ri and where the Xi axis is aligned such that it is perpendicular to the
Zi and Zi+1 axes. For example, the reference frame X1Y1Z1 is ﬁxed and set as the base reference
frame, with its origin located at point O and is deﬁned such that the Z1 axis is directed along the
axis of R1 while the X1 axis is oriented so that the rockbreaker would be located in the X1Z1 plane
when θ1 = 0. Meanwhile, the second reference frame X2Y2Z2 is attached to the swing post with
the Z2 axis coinciding with the axis of R2 with Y2 directed vertically upward. Subsequent reference
frames follow the previously mentioned convention and can be seen in Figure 3.2. The inputs to the
rockbreaker system are considered to be the hydraulic actuator lengths ρj whereas its output pose
is represented as the combination of the position p of the chisel tip P measured from O as well as
the orientation φ of the breaker. The latter is measured from the X2 axis to a line parallel to the
longitudinal axis of the chisel (i.e. the line joining nodes P and P ′ in Figure 3.2(b)).
The hydraulic actuators of lengths ρ0 and ρ1 that are used to drive the rockbreaker's swing joint
(i.e.R1) are controlled by a common proportional valve whose variable ﬂow rate isQ1. The remaining
hydraulic actuators, for their part, are controlled by their own individual proportional valves with
variable ﬂow rates Qi (i = 2, 3, 4). The rockbreaker's velocity is constrained by the maximum
ﬂow rates Qimax (i = 1, 2, 3, 4) through each of these proportional valves as well as the maximum
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Figure 3.1: Typical rockbreaker installation in underground mining operations.
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Figure 3.2: Schematic diagram of the rockbreaker: a) Top view of base and swing post, b) side
view of rockbreaker and c) detailed side view of a typical hydraulic cylinder-actuated joint (adapted
from [1]).
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throughput of the hydraulic pump Qpmax . It should be mentioned that ﬂow rate limits play a
crucial role in planning trajectories for the rockbreaker system, where these limits must be respected
throughout any given trajectory.
3.2 Direct kinematic problem
The rockbreaker's direct kinematic problem (DKP) is deﬁned here as the computation of the pose
of its breaker (i.e. p and φ) for given actuator lengths ρj . Referring to the schematic representation
of a typical joint shown in Figure 3.2(c), the angle βj may be obtained by applying the cosine law
to the triangle formed by nodes Aj , Bj and Ri, i.e.
βj = cos
−1
(
u2j + v
2
j − ρ2j
2ujvj
)
(3.1)
where uj deﬁnes the distance between Ri and Aj while vj deﬁnes the distance between Ri and Bj
(i = 1, 2, 3, 4 and j = 0, 1, . . . , 4). The ith revolute joint angle θi may then be obtained as
θi = δjβj + j (3.2)
where j is a constant angular oﬀset based on the system's geometry whereas δj is the (j + 1)
th
element of δ = [−1, 1, 1,−1,−1]T , which is determined by the mounting location of the jth prismatic
actuator with respect to the ith revolute joint. It is worthwhile noting here that only one of ρ0 and
ρ1 is necessary to compute θ1 due to the kinematic redundancy.
With θi known, the position of the (i+ 1)
th frame relative to the ith frame can be obtained as:
[ai]i = [aicosθi, aisinθi, bi]
T (3.3)
where [·]i represents a vector expressed in the ith reference frame and where bi represents the link
oﬀset, where b1 is shown in Figure 3.2(b) while b2 = b3 = b4 = 0. Meanwhile, the rotation matrix
which brings the ith frame parallel to the (i+ 1)th frame is computed as:
Rii+1 =

cosθi −sinθi cosαi sinθi sinαi
sinθi cosθi cosαi −cosθi sinαi
0 sinαi cosαi
 (3.4)
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where αi represents the link twist angle, where α1 = 90
◦ while α2 = α3 = α4 = 0. With Eqs. (3.3)
and (3.4), the position of the breaker tip P may obtained as
p =
4∑
i=1
[ai]i = [a1]1 + R
1
2[a2]2 + R
1
2R
2
3[a3]3 + R
1
2R
2
3R
3
4[a4]4 (3.5)
which simpliﬁes to
p =

x
y
z
 =

c1(a1 + a2c2 + a3c23 + a4c234)
s1(a1 + a2c2 + a3c23 + a4c234)
b1 + a2s2 + a3s23 + a4s234
 (3.6)
where ci = cos θi, si = sin θi, cij = cos (θi + θj), sij = sin (θi + θj), etc.. The breaker's orientation,
for its part, is found as
φ = θ2 + θ3 + θ4 − ϕ (3.7)
In the above, ϕ is a constant angular oﬀset illustrated in Figure 3.2(b). The overall pose of the
rockbreaker in Cartesian space can be deﬁned as x = [pT , φ]T .
3.3 Inverse kinematic problem
The rockbreaker's inverse kinematic problem (IKP) is deﬁned here as the computation of the actuator
lengths ρj given the pose of the breaker (p and φ). The inverse kinematic problem (IKP) is useful
from a trajectory planning point of view as it allows the conversion from Cartesian space to joint
space of speciﬁed trajectories at the displacement level. This also allows for the veriﬁcation of
whether breaker poses are located within the rockbreaker's workspace. Given the position p of the
chisel tip, the ﬁrst revolute joint angle may be found as
θ1 = atan2(y, x) (3.8)
In order to compute the remaining revolute joint angles, the position of the chisel tip measured from
the origin of the X2Y2Z2 frame and expressed in this frame is ﬁrst computed as
p′ = (R12)
T (p− [a1]1) (3.9)
From the perspective of the X2Y2Z2 frame, the rockbreaker is simply a planar serial robot arm whose
IKP is readily available in existing literature (e.g. [65]) such that only a geometrical description of
17
the approach is provided here. The combination of p′ and φ allows for the determination of the
position of R4 in the X2Y2Z2 frame. Afterwards, joint angles θ2 and θ3 may be found by intersecting
two circles of radii a2 and a3 centered at nodes R2 and R4, respectively. Although this generally
yields up to two distinct solutions (assuming the rockbreaker is operating within its workspace), only
the elbow-up solution is feasible due to the system's construction. Once θ2 and θ3 are known, θ4
may be found rather easily from Eq. (3.7). Afterwards, the hydraulic actuator lengths are obtained
by solving Eq. (3.1) for ρj where the βj are obtained from Eq. (3.2).
3.4 Velocity analysis
The trajectory planning methodologies that are presented in the later chapters of this work require
conversions from the rockbreaker's translational and angular velocities in Cartesian space (i.e. x˙ =
[p˙T , φ˙]T ) to corresponding hydraulic actuator velocities (i.e. ρ˙ = [ρ˙0, ρ˙1, ρ˙2, ρ˙3, ρ˙4]
T ). However, for
completeness, the conversion of ρ˙ to x˙ will also be introduced.
Deﬁning β˙ = [β˙0, β˙1, β˙2, β˙3, β˙4]
T , one has β˙ = Jρρ˙ where, referring to Eq. (3.1), Jρ is a diagonal
matrix whose (j + 1)th element is given by
Jρj+1 =
∂βj
∂ρj
=
ρj
ujvj sinβj
(3.10)
The vector of revolute joint velocities, i.e. θ˙ = [θ˙1, θ˙2, θ˙3, θ˙4]
T , may then be obtained as θ˙ = Jββ˙
where
Jβ =

Jβ0/2 Jβ1/2 0 0 0
0 0 Jβ2 0 0
0 0 0 Jβ3 0
0 0 0 0 Jβ4

(3.11)
Referring to Eq. (3.2), one has
Jβj =
∂θi
∂βj
= δj (3.12)
with i = 1 if j = 0 and i = j otherwise. It may be observed from Eq. (3.11) that θ˙1 is calculated as
an average of the contributions of ρ˙0 and ρ˙1 due to the swing joint's kinematic redundancy.
1 Finally,
1Note that θ˙1 could just as well be computed using only one of either ρ˙0 or ρ˙1.
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the Cartesian velocity of the breaker is obtained as x˙ = Jθθ˙ with
Jθ =
∂x
∂θ
=
−s1(a1 + a2c2 + a3c23 + a4c234) −c1(a2s2 + a3s23 + a4s234) −c1(a3s23 + a4s234) −c1(a4s234)
c1(a1 + a2c2 + a3c23 + a4c234) −s1(a2s2 + a3s23 + a4s234) −s1(a3s23 + a4s234) −s1(a4s234)
0 a2c2 + a3c23 + a4c234 a3c23 + a4c234 a4c234
0 1 1 1

(3.13)
which may be obtained from Eqs. (3.6) and (3.7).
In order to convert x˙ into ρ˙, one may ﬁrst observe that θ˙ = J−1θ x˙ where the inverse of Jθ exists so
long as the rockbreaker is operating within its workspace. Afterwards, one has β˙ = J∗βθ˙ with
J∗β =

1/Jβ0 0 0 0
1/Jβ1 0 0 0
0 1/Jβ2 0 0
0 0 1/Jβ3 0
0 0 0 1/Jβ4

(3.14)
where it may be observed that J∗β 6= J−1β . Finally, the actuator velocities may be obtained as
ρ˙ = J−1ρ β˙. Overall, one obtains
ρ˙ = Jx˙ (3.15)
where J = J−1ρ J∗βJ
−1
θ .
3.5 Workspace analysis
Although the feasibility of rockbreaker trajectories may be veriﬁed from the solution to the IKP,
the computation of its workspace provides for a useful visualization tool in the context of trajectory
planning. Given the nature of the rockbreaker's architecture, the planar workspace for the case where
θ1 = 0 is ﬁrst determined as shown in Figure 3.3. Potential workspace boundaries are obtained by
sequentially setting the angle of two joints among those located at points R2, R3 and R4 to either of
their operating range limits (i.e. θimin ≤ θi ≤ θimax) and then sweeping the remaining joint through
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Figure 3.3: Rockbreaker workspace for the case where θ1 = 0.
its own operating range. The corresponding curve representing the potential workspace boundary
in Cartesian space is then obtained through the solution of the DKP. A set of potential workspace
boundaries is obtained by repeating this procedure for all possible pairs of revolute joints among
those located at points R2, R3 and R4. Simple geometrical tests may then be used to identify which
of the curves represent actual workspace boundaries. In order to visualize the rockbreaker's three-
dimensional workspace, one may imagine the planar workspace shown in Figure 3.3 being swept
through the range of operation of the ﬁrst revolute joint (i.e. R1). Also shown in Figure 3.3 is the
region of the workspace that is attainable by the rockbreaker with a vertical breaker orientation
(i.e. where φ = 270 degrees). This particular area of the workspace is identiﬁed due to the fact that
rock breaking is typically accomplished more easily with the system in such an orientation (although
this depends on the orientation of the surface of the rock needing to be fragmented).
3.6 Flow rate analysis
As described in Section 3.1, the rockbreaker's motion is constrained by maximum admissible ﬂow
rates Qimax through each of its proportional valves as well as the maximum ﬂow rate Qpmax of its hy-
draulic pump. Conversion between the rockbreaker's hydraulic actuator velocities and corresponding
valve ﬂow rates is required to verify the satisfaction of these ﬂow rate limit constraints. Given ρ˙,
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the ﬂow rates in the proportional valves may be obtained as Qv = Jv|ρ˙| with
Jv =

A0 A1 0 0 0
0 0 A2 0 0
0 0 0 A3 0
0 0 0 0 A4

(3.16)
and where Qv = [Q1, Q2, Q3, Q4]
T and |ρ˙| = [|ρ˙0|, |ρ˙1|, . . . , |ρ˙4|]T . Moreover, Aj is the area of the
jth actuator on which the hydraulic ﬂuid is acting where Aj = Ablindj when ρ˙j > 0 and Aj = Arodj
when ρ˙j < 0. Arodj and Ablindj , for their part, are the rod side and blind side surface areas of the j
th
actuator's piston, respectively. As may be observed from the preceding developments, ﬂow rates are
always considered to be positive here as they must collectively be supplied by the hydraulic pump
regardless of their direction of ﬂow through an actuator. In fact, the required pump ﬂow rate is
simply obtained as
Qp =
4∑
i=1
Qi (3.17)
such that an overall ﬂow rate vector Q = [Q1, Q2, Q3, Q4, Qp]
T may be obtained as Q = JpQv with
Jp =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1 1 1 1

(3.18)
Alternatively, one may also write
Q = Jq|ρ˙| (3.19)
with Jq = JpJv.
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Chapter 4
Dynamic modeling
While previous works have consistently used simpliﬁed dynamic models of large hydraulic machinery,
to the author's knowledge none have validated such simpliﬁcations through dynamic simulations.
The research presented in this chapter seeks to mitigate this shortcoming by developing a detailed
dynamic model of a 4-DoF rockbreaker. The scope of the work presented within this chapter includes
the dynamic modeling of the rockbreaker mechanism (i.e. links, joints and actuators) but excludes
the hydraulic system used for the actuation. Furthermore, it is assumed that the rockbreaker is
anchored to a stationary pedestal while interactions with its environment (e.g. rock breaking) are not
considered. In order to reduce the complexity of the dynamic model and ease the implementation of
an adaptive control algorithm, the neglect of some terms within the dynamic model will be explored
and the corresponding eﬀects will be quantiﬁed. The possibility of neglecting terms within the
dynamic model is cited by [13], who states that the eﬀects of the Coriolis and centrifugal terms of
the dynamic model of excavators are negligible due to the system's relatively low velocities. The goal
is to identify a simpliﬁed dynamic model of a rockbreaker that represents the actual system with
suﬃcient accuracy while allowing for an easier parameterization to be used in an adaptive controller,
similar to the one presented in [34]. It is expected that this would lead to corresponding reductions
of the time required within a real-time control algorithm to compute the dynamic model although
this is not validated in this work.
The remainder of this chapter is organized as follows. A more in depth kinematic analysis of
the system is provided in Section 4.1, with regards to the computation of the positions of centres of
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masses for the rigid bodies within the rockbreaker system. The dynamic modeling of the rockbreaker
is detailed in Section 4.2. An analysis of the relative contributions of various terms within the
dynamic model on the rockbreaker's joint torques for sample trajectories are discussed in Section 4.3
while some conclusions are presented in Section 4.4.
4.1 Kinematic analysis
Although a general kinematic analysis of the rockbreaker was provided in Chapter 3, positions of
the centres of mass of all rigid bodies along with the latter's angular velocities are required for
the development of a dynamic model. Referring to Figure 4.1, the centres of mass of the links as
well as those of each hydraulic actuator barrel and piston assembly are labeled as Cli , Cbj and Cpj ,
respectively. It should be noted that, although they may appear in-line with the prismatic actuators'
axes (deﬁned as the lines joining nodes Aj and Bj) in Figure 4.1, the centres of mass of the actuator
barrels and piston assemblies are generally oﬀset from these axes, which adds some complexity to
the dynamic model.
The position of the centre of mass of the ith link with respect to the (i+ 1)th reference frame (which
is attached to this link) is deﬁned by the vector sli (see Figure 4.1(d)). The position of the centre of
mass Cli of the i
th link (i = 1, 2, 3, 4) with respect to the origin of the X1Y1Z1 reference frame may
thus be described as:
[c¯li ]1 =
i∑
n=1
R1n[an]n + [sli ]1 = [a1]1 + R
1
2[a2]2 + · · ·+ R1i [ai]i + R1i+1[sli ]i+1 (4.1)
As for the absolute angular velocity of the ith link, it may be obtained as:
[ωli ]1 =
i∑
n=1
R1n
[
0, 0, θ˙n
]T
(4.2)
where R11 = 13×3 is the identity matrix and where R1i =
i∏
n=2
Rn−1n . A similar approach is used to
deﬁne the positions of the centres of mass and the angular velocities of the actuator barrels and
piston assemblies. The position of the centre of mass of the jth actuator barrel measured from node
Aj is deﬁned as sbj . Likewise, the position of the centre of mass of the j
th actuator piston assembly,
measured from node Bj , is deﬁned as spj . Both of these vectors are constant in a frame X
′
jY
′
jZ
′
j
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Figure 4.1: Schematic representation of the rockbreaker with parameter deﬁnitions: (a) and (c) top
view of base and swing post, (b) side view of complete rockbreaker and (d) partial side view of
rockbreaker.
which is deﬁned as having its X ′j axis directed from Aj to Bj while its Z
′
j axis is parallel to the axis
of the passive revolute joint at Aj as shown in Figures 4.1(c) and (d). The rotation matrix bringing
the XiYiZi frame parallel to the X
′
jY
′
jZ
′
j is:
Rij′ =

cosγj −sinγj 0
sinγj cosγj 0
0 0 1
 (4.3)
where γj is measured from the Xi axis to the X
′
j axis. Finally, vector uj is deﬁned as being directed
from Ri to Aj where i = j when j = 1, 2, 3, 4 and i = j + 1 when j = 0. It is noted that this vector
is constant in the XiYiZi frame. With these deﬁnitions, the positions of the centres of mass of the
jth actuator barrel and piston assembly, for the case where j = 0, 1, are obtained as:
[c¯bj ]1 = [uj ]1 + R
1
j′ [sbj ]j′ (4.4)
[c¯pj ]1 = [uj ]1 + R
1
j′
(
ρj [ij′ ] + [spj ]j′
)
(4.5)
25
where [·]j′ is a vector expressed in the X ′jY ′jZ ′j reference frame, ij′ is a unit vector directed along
the X ′j axis and where R
1
j′ =
(
j∏
n=2
Rn−1n
)
Rjj′ . Similarly, the positions of the centres of mass of the
jth actuator barrel and piston assembly, for cases where j = 2, 3, 4, may be found as:
[c¯bj ]1 =
j−1∑
n=1
R1n[an]1 + [uj ]1 + [sbj ]1
= [a1]1 + R
1
2[a2]2 + · · ·+ R1j−1[aj−1]j−1 + R1j [uj ]j + R1j′ [sbj ]j′
(4.6)
[c¯pj ]1 =
j−1∑
n=1
R1n[an]n + [uj ]1 + ρj [ij′ ]1 + [spj ]1
= [a1]1 + R
1
2[a2]2 + · · ·+ R1j−1[aj−1]j−1 + R1j [uj ]j + R1j′
(
ρj [ij′ ]j′ + [spj ]j′
) (4.7)
Finally, the angular velocities of the jth actuator's barrel and piston assembly, measured with respect
to ground and expressed in frame X1Y1Z1, can be computed as:
[ωbj ]1 = [ωpj ]1 =

0
0
γ˙j
 (j = 0, 1) (4.8)
[ωbj ]1 = [ωpj ]1 = [ωlj−1 ]1 +
j∏
n=2
Rn−1n

0
0
γ˙j
 (j = 2, 3, 4) (4.9)
4.2 Development of dynamic models
To develop the dynamic model for the rockbreaker, the Lagrange-Euler method was used with the
joint angles θi as generalized coordinates, i.e.
d
dt
∂T
∂θ˙i
− ∂T
∂θi
+
∂U
∂θi
= τi, i = 1, 2, 3, 4 (4.10)
where T and U represent the rockbreaker's total kinetic and potential energies, respectively. The
kinetic and potential energies can be decomposed into contributions from the links (l), actuator
barrels (b) and actuator pistons (p) such that T = Tl + Tb + Tp and U = Ul + Ub + Up with:
Tl =
4∑
i=1
[
1
2
mli ˙¯c
T
li
˙¯cli +
1
2
ωTliR
1
i+1I¯li
(
R1i+1
)T
ωli
]
, Ul = −geTg
(
4∑
i=1
mli c¯li
)
(4.11)
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Tb =
4∑
j=0
[
1
2
mbj ˙¯c
T
bj
˙¯cbj +
1
2
ωTbjR
1
j′ I¯bj
(
R1j′
)T
ωbj
]
, Ub = −geTg
 4∑
j=0
mbj c¯bj
 (4.12)
Tp =
4∑
j=0
[
1
2
mpj ˙¯c
T
pj
˙¯cpj +
1
2
ωTpjR
1
j′ I¯pj
(
R1j′
)T
ωpj
]
, Up = −geTg
 4∑
j=0
mpj c¯pj
 (4.13)
where i = 1, 2, 3, 4 and j = 0, 1, . . . , 4. In these equations, mli , mbj and mpj represent the masses
of the ith link, jth actuator barrel and jth actuator piston assembly, respectively. Meanwhile, ˙¯cli ,
˙¯cbj and ˙¯cpj represent the absolute velocities of each rigid body's centre of mass, which are obtained
through the time derivative of Eqs. (4.1), (4.4), (4.5), (4.6) and (4.7), i.e. the position-level equations
of the terms. The inertia matrix of the ith link measured in a frame parallel to the Xi+1Yi+1Zi+1
frame with origin at Cli is represented as I¯li . Similarly, the inertia matrices of the j
th actuator barrel
and piston assembly measured in reference frames parallel to the Y ′jY
′
jZ
′
j frame with origins at Cbj
and Cpj , respectively, are represented as I¯bj and I¯pj . Finally, g = 9.80655 m/s
2 is the gravitational
acceleration and eg is a unit vector parallel to the gravitational ﬁeld (i.e. [eg]1 = [0, 0,−1]T ). Using
the Lagrange-Euler method, the complete dynamic model can then be obtained as:
τ = M(θ)θ¨ + v(θ, θ˙) + g(θ) (4.14)
where the generalized inertia matrix M(θ), the vector of the Coriolis and centrifugal eﬀects v(θ, θ˙)
and the vector of gravitational eﬀects g(θ) can be divided into two parts: one due to contributions
from the main links of the rockbreaker (labeled link) and the other due to contributions from the
hydraulic actuators (both barrels and piston assemblies, labeled act) such that:
M(θ) = Mlink(θ) + Mact(θ) (4.15)
v(θ, θ˙) = vlink(θ, θ˙) + vact(θ, θ˙) (4.16)
g(θ) = glink(θ) + gact(θ) (4.17)
Moreover, τ = [τ1, τ2, τ3, τ4]
T is the vector of joint torques where τi is the torque that is applied
indirectly to revolute joint Ri by the hydraulic actuators.
The dynamic model presented in Eq. (4.14) was developed using symbolic math software though
detailed expressions for the diﬀerent terms within the model are not presented here due to their
complex and extensive nature. Validation of the analytical model was achieved by comparing the
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results with a model developed using the Simscape Multibody toolbox in Matlab/Simulink®.
Computed joint torques from both models were found to match to a precision of 1×10-6 N·m, which
corresponds to the precision of the model parameters used in the simulations. In order to improve
the computational eﬃciency and reduce model complexity, simpliﬁed versions of the dynamic model
are introduced as follows:
τI = Mlink(θ)θ¨ + vlink(θ, θ˙) + g(θ) (4.18)
τII = Mlink(θ)θ¨ + vlink(θ, θ˙) + glink(θ) (4.19)
τIII = Mlink(θ)θ¨ + g(θ) (4.20)
In all cases, the contributions of the hydraulic actuators to M(θ) and v(θ, θ˙) have been neglected
although their contribution to g(θ) has been maintained in the models described by Eqs. (4.18) and
(4.20). These simpliﬁed models will be compared to the full dynamic model in terms of joint torques
corresponding to prescribed rockbreaker trajectories. The objective is to identify a dynamic model
of reduced complexity that generates joint torques suﬃciently close to those obtained from the full
model. The incorporation of a model-based component with a high accuracy into the control system
will reduce the feedback control gains and will contribute to maintain a reasonable stability region
around the equilibrium point [66]. It is estimated that joint torque errors less than approximately
±10% between a simpliﬁed dynamic model and the full model in Eq. (4.14) would contribute to
meeting this objective. However, this would need to be veriﬁed by implementing a model-based
controller on the actual rockbreaker.
4.3 Dynamic simulation results
The use of the dynamic model in an adaptive control scheme requires it to be expressed in pa-
rameterized form, which would be a complex task if the complete dynamic model were used. For
this reason, simulations are performed using the simpliﬁed dynamic models that were introduced
in Eqs. (4.18)  (4.20) and the resulting joint torques are compared to those obtained with the full
dynamic model. The goal is to identify a simpliﬁed dynamic model whose deviation from the full
model is small enough to allow a suitable semi-automated system performance through the use of a
nonlinear dynamic model-based controller.
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The simpliﬁed dynamic models are compared to the full dynamic model through the resulting joint
torques (i.e. the torques applied indirectly to joints Ri by the hydraulic actuators). On one hand,
the absolute joint torque error ∆τk,i at the i
th joint is computed as:
∆τk,i = |τk,i − τi| (4.21)
where τi is the torque obtained from the full dynamic model (from Eq. (4.14)) and τk,i (k = I, II, III)
is the one obtained from the kth simpliﬁed dynamic model (Eqs. (4.18)  (4.20)). On the other hand,
the relative joint torque error, deﬁned as:
εk,i = (∆τk,i/τi) · 100 (%) (4.22)
will also be computed and analyzed over the simulated trajectories. The relative joint torque error
is useful since it provides some perspective of the scale of the discrepancies between the diﬀerent
dynamic models. However, in some instances, the relative error becomes very large due to the fact
that the actual joint torques (i.e. τi) are very small or equal to zero. In these cases, the absolute
joint torque error, compared to the magnitude of the corresponding joint torques obtained from the
full dynamic model, gives a better indication of a simpliﬁed dynamic model's adequacy.
Simulations are based on predeﬁned trajectories obtained with a trajectory planning algorithm.
The algorithm used to generate these trajectories utilizes a decoupled trajectory planning approach
(independent swing and planar arm motion) as described in Chapter 5 with the ﬂow optimization
presented in Chapter 6. This leads to trajectories meeting the following criteria:
 The ﬂow rates to the hydraulic actuators do not exceed the allowable ﬂow rates through the valves.
 The overall sum of ﬂow rates to the hydraulic actuators does not exceed the hydraulic pump's
maximum ﬂow rate.
 Trajectories ensure smooth ramp-up and ramp-down of joint velocities.
 Trajectories ensure that at least one hydraulic actuator is operating at its maximum available ﬂow
rate at all times (to allow for the fastest motion possible).
 Trajectories maintain the breaker at an orientation as close as possible to vertical at all times
(i.e. φ = 270 degrees). Note that this is an operational requirement for the targeted application.
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 Trajectories respect the mechanical limits of all joints.
The parameter values that were used for all simulations were taken from an actual rockbreaker
(obtained through CAD models and hydraulic actuator data sheets) and are provided in Appendix A.
It should be noted that, in practice, the actual system may not exhibit identical physical properties
(due to tolerances in the manufacturing process, variations in physical properties and unmodeled
eﬀects) as the ones provided here1. Two trajectories, referred to as trajectory 1 and trajectory
2 and illustrated in Figure 4.2, were used to compare the simpliﬁed dynamic models to the full
model. These trajectories were selected as they provided a good representation of typical rockbreaker
motions while providing a broad range of motion needed for a thorough analysis of the system
dynamics. In what follows, pIi and φIi are the initial breaker position and orientation for the i
th
trajectory, respectively, with pFi and φFi being their equivalents for the ﬁnal breaker position and
orientation.
 Trajectory 1: The tip of the breaker (i.e. P ) is displaced from pI1 = [6.50, −2.50, −0.50]T m to
pF1 = [2.55, 2.50, −0.50]T m while its orientation changes from φI1 = 288 degrees to φF1 = 270
degrees. This is a motion where the breaker moves between diagonally opposed corner openings
of the grizzly within the work plane located above the latter (which can be visualized using
Figure 3.1).
 Trajectory 2: The tip of the breaker (i.e. P ) is displaced from pI2 = [4.50, 0.00, −0.50]T m
to pF2 = [0.65, 4.95, 0.00]
T m while its breaker is maintained in a vertical orientation such that
φI2 = φF2 = 270 degrees. This is a motion where the breaker moves from a central location above
the grizzly to an arbitrary home position for the rockbreaker where it is parked when not in use.
The simulation results for trajectory 1 in terms of the full dynamic model's computed joint torque
τi as well as the absolute and relative joint torque errors can be seen in Figures. 4.3 to 4.6. It can be
observed that the best approximation of the full dynamic model is represented by τI . Its proximity
to the full dynamic model suggests that the Mact(θ)θ¨ and vact(θ, θ˙) terms have minimal impact
1The resulting eﬀects of poor parameter values could lead to poor performance of a model-based control algorithm,
however this may be mitigated when using an adaptive controller (ensuring parameter estimates converge towards
their optimal values), as previously mentioned.
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Figure 4.2: Cartesian trajectories of rockbreaker used for dynamic simulations: (a) and (b) Cartesian
position coordinates for trajectories 1 and 2, respectively, and (c) orientation φ for trajectories 1
and 2.
Figure 4.3: Simulation results of torque at R1 for trajectory 1: (a) computed joint torque using the
full dynamic model, (b,c) absolute and relative joint torque errors, respectively, based on simpliﬁed
dynamic models.
on the system's dynamics. However, this model remains highly complex due to the vlink(θ, θ˙)
term and is therefore less than desirable for its implementation in an adaptive control scheme.
Furthermore, it may be observed in Figures 4.3 (b) and (c) that ∆τI,1 = ∆τII,1 and εI,1 = εII,1.
This may be explained by the fact that the models diﬀer only with regards to gravitational eﬀects
which have no eﬀect on the R1 joint torques. Looking at the plots of εI,i and εII,i in Figures. 4.4
to 4.6, the considerable inﬂuence of the gravitational eﬀect of the actuators gact(θ) on the joint
torques, accounting for as much as 8% of the joint torques computed from the full dynamic model,
suggests that Eq. (4.19) is not a suitable simpliﬁed dynamic model. Lastly, as can be observed in
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Figure 4.4: Simulation results of torque at R2 for trajectory 1: (a) computed joint torque using the
full dynamic model, (b,c) absolute and relative joint torque errors, respectively, based on simpliﬁed
dynamic models.
Figure 4.5: Simulation results of torque at R3 for trajectory 1: (a) computed joint torque using the
full dynamic model, (b,c) absolute and relative joint torque errors, respectively, based on simpliﬁed
dynamic models.
Figure 4.3(c), εIII,1 reaches 100% in the central portion of the simulated trajectory (where θ¨i = 0)
due to the complete omission of the v(θ, θ˙) term in τIII and the fact that g(θ) has no bearing on
the swing joint at R1. However, the relative errors of τIII for the subsequent joints (εIII,2, εIII,3
and εIII,4 as seen in Figures. 4.4 to 4.6) do not exceed 1%.
The simulation results for trajectory 2 are shown in Figures. 4.7 to 4.10. Many of the observations
made for trajectory 1 also apply to the simulation results of trajectory 2. It can be observed from
Figure 4.8(c) to Figure 4.10(c) that the relative error εII,i is quite considerable and even reaches
approximately 10% at times, further validating the claim that the gravitational eﬀects due to the
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Figure 4.6: Simulation results of torque at R4 for trajectory 1: (a) computed joint torque using the
full dynamic model, (b,c) absolute and relative joint torque errors, respectively, based on simpliﬁed
dynamic models.
Figure 4.7: Simulation results of torque at R1 for trajectory 2: (a) computed joint torque using the
full dynamic model, (b,c) absolute and relative joint torque errors, respectively, based on simpliﬁed
dynamic models.
hydraulic actuators are considerable and should not be ignored as was the case in [3640]. Finally,
in the case of trajectory 2, it may be observed that εIII,2, εIII,3 and εIII,4 always remain less than
2%.
From the results obtained from both trajectories 1 and 2, the simpliﬁed model given by Eq. (4.20)
appears to be an acceptable alternative to the full dynamic model for use in real world applications.
Although this model may not seem ideal for the torques at the swing joint (i.e. τ1), it should be
noted that the absolute error ∆τIII,1, which reaches its maximum values during the velocity ramp-up
and ramp-down portions of the trajectories (as seen in Figures 4.3(b) and 4.7(b)), remains relatively
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Figure 4.8: Simulation results of torque at R2 for trajectory 2: (a) computed joint torque using the
full dynamic model, (b,c) absolute and relative joint torque errors, respectively, based on simpliﬁed
dynamic models.
Figure 4.9: Simulation results of torque at R3 for trajectory 2: (a) computed joint torque using the
full dynamic model, (b,c) absolute and relative joint torque errors, respectively, based on simpliﬁed
dynamic models.
small in magnitude with respect to the actual torques applied to this joint during those motions (as
seen in Figures 4.3(a) and 4.7(a)). Furthermore, it is believed that these errors could be mitigated
with the addition to Eq. (4.20) of a simpliﬁed term replacing the currently omitted vlink(θ, θ˙) term.
The parameters within such a simpliﬁed term would need to be identiﬁed as part of the adaptive
control algorithm implementation.
In order to gain a better understanding of the relative importance of the g(θ) term's contribution
to the overall joint torques, the following quantities from Eq. (4.18) are plotted in Figure 4.11 for
the case of trajectory 1: τTI e,
[
Mlink(θ)θ¨
]T
e,
[
vlink(θ, θ˙)
]T
e and
[
g(θ)
]T
e with e = [0, 1, 0, 0]T
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Figure 4.10: Simulation results of torque at R4 for trajectory 2: (a) computed joint torque using the
full dynamic model, (b,c) absolute and relative joint torque errors, respectively, based on simpliﬁed
dynamic models.
Figure 4.11: Contributions of the individual terms in Eq. (4.18) to the torque at the second joint
for trajectory 1.
(these are the individual contributions of the various terms to the torque acting at the rockbreaker's
second revolute joint). While these results apply to a single joint in a given trajectory, it is clear that
the g(θ) term represents a very signiﬁcant portion of the joint torque. As such, the possibility of
implementing a further simpliﬁed dynamic model whereby only gravitational eﬀects are considered
is intriguing. However, one must also keep in mind that gravitational eﬀects are not felt by the
rockbreaker's swing joint such that the simpliﬁed dynamic model described by Eq. (4.20) remains
preferable.
35
4.4 Conclusions
This chapter provided insight on the dynamic modeling of a hydraulic rockbreaker while investigating
potential simpliﬁcations to the dynamic model such that it is suitable for use in a model-based
controller. It was found that the model proposed in Eq. (4.20), where the vector of Coriolis and
centrifugal eﬀects (v(θ, θ˙)) is entirely neglected and where only the weights of the hydraulic actuators
are considered (i.e. their contribution to g(θ)) is an attractive alternative to the full dynamic model.
It allows for the computation of joint torques τ2, τ3 and τ4 with an error of less than 2% measured
relative to the torques obtained from the full dynamic model. The corresponding estimation of τ1,
however, is less accurate owing to the fact that it is not inﬂuenced by gravity. The investigation
of how this might be addressed through the inclusion of an additional term to compensate for the
exclusion of v(θ, θ˙) without replicating its complexity is left to future work. The dynamic model
described in this work did not consider viscous or Coulomb friction at the revolute and prismatic
joints. It is believed, however, that friction has a non-negligible eﬀect on the system's dynamics.
Also left to future work is the inclusion of friction models with coeﬃcients needing to be identiﬁed
through an adaptive control scheme.
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Chapter 5
Trajectory planning using single point
ﬂow rate scaling
As previously mentioned in Chapter 2, although previous research in the development of trajectory
planning algorithms for hydraulic rockbreakers and similar machines exists, details regarding the
methodology of the algorithms are minimal. Using conventional robotic theory elements regarding
trajectory planning algorithms, one may adapt these algorithms to create a trajectory planning
algorithm suitable for a semi-autonomous hydraulic rockbreaker. The resulting algorithm should
be robust and mitigate issues identiﬁed in the literature, ensuring motions are smooth as well as
continuous.
The remainder of this chapter is organized as follows. Section 5.1 provides insight on the objectives
and constraints for the trajectory planning algorithm while Section 5.2 discusses the computation of
the ﬁnal optimal breaker orientations. A detailed description of the trajectory planning algorithm
with single point ﬂow rate scaling is provided in Section 5.3 and sample trajectories computed using
this algorithm are presented in Section 5.4. Finally, a discussion of the algorithm's performance and
insights on possible improvements are provided in Section 5.5.
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5.1 Objectives and constraints
As was stated in Chapter 1, the purpose of developing a semi-autonomous rockbreaker is to free the
operator from the continuous rockbreaking operation by automating the motion between rocks that
need to be broken. This, in turn, allows the operator to handle multiple rockbreakers simultaneously
with the expected beneﬁts of increased productivity and associated cost reductions. Furthermore,
the reduction of the operator's involvement reduces the necessary learning curve to operate the
rockbreaker eﬀectively. In order to use the system, the operator speciﬁes a rock location on the
grizzly through a graphical user interface incorporating a live video feed of the work area. The
system then moves the rockbreaker in an automated fashion so that it is located above the rock
that needs to be broken. Once the rockbreaker is in position, the user breaks the rock through
teleoperation before requesting a movement to a new location. It is assumed that the rockbreaker's
automated motion occurs such that the breaker tip remains within a horizontal work plane located
above the grizzly, as seen in Figure 3.1, where it will not interact with the surrounding environment
or the rock fragments found on the grizzly itself.
A trajectory planning algorithm is required to generate suitable automated motions for the rock-
breaker. Inputs to the trajectory planning algorithm consist of the rockbreaker's initial pose xI
(obtained from joint sensor data through the solution to the rockbreaker's direct kinematic prob-
lem) while the ﬁnal position pF is obtained from the operator's input based on an identiﬁed rock
location combined with knowledge of the work plane elevation. The trajectory planning algorithm
outputs the necessary time histories of the actuator displacements, velocities and accelerations to
move the rockbreaker between its initial pose to its ﬁnal pose, which are then sent to a control
algorithm for implementation. It should be noted that an auxiliary trajectory planning algorithm1
is used in a preliminary step to bring the tip of the breaker to the work plane when necessary (i.e. if
the initial pose of the rockbreaker does not meet this requirement). Furthermore, given a ﬁnal posi-
tion pF , an optimal ﬁnal breaker orientation (φF ) must also be determined to ensure the breaker is
as close to a vertical conﬁguration as possible. Such a conﬁguration is desired for the rockbreaking
operation since it allows the operator to lower the breaker onto the rock, utilizing the weight of the
1Although this algorithm is not outlined in this work, it is based on the trajectory planning algorithms presented
within this document in conjunction with the collision detection algorithm found in Chapter 7
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rockbreaker to ensure continuous contact and eﬃcient energy transfer between the breaker tip and
rock during the breaking operation.
As previously mentioned, trajectory planning is a combination of path planning and time parameteri-
zation [62]. In terms of path planning, the proposed method uses a simple point-to-point approach to
generate a path between the initial and ﬁnal rockbreaker poses. Although the rockbreaker's motion
between these poses is not critical in the given application, collisions between the rockbreaker and
its environment are to be avoided (collision detection-based trajectory validation is implemented
in Chapter 7). Given the non-convex nature of the workspace (refer to Figure 3.3), straight-line
trajectories between initial and ﬁnal poses in three-dimensional space are not guaranteed to be fea-
sible. As a result, a decoupling strategy is proposed between the swing joint motion (θ1) and the
motion in the X2Y2 plane (θ2, θ3 and θ4) which, for motions constrained to the horizontal work
plane, guarantees feasible trajectories so long as x ≥ 0. Furthermore, due to the high pressure
nature of the rockbreaker's hydraulic actuation system, abrupt valve motions are less than desirable
seeing as these may lead to unnecessary wear-and-tear of the valve body as well as unwanted vibra-
tions. To ensure smooth valve actuation, the rockbreaker's velocity trajectories are deﬁned using
smooth, polynomial-based ramp-up and ramp-down paths at the beginning and end of the planned
trajectories.
Once a path has been speciﬁed, time parameterization consists of assigning speciﬁc time instants
to each conﬁguration along the path. This is done here with the objective of minimizing the to-
tal rockbreaker transit time between its initial and ﬁnal poses. This optimization is subjected to
constraints aimed at ensuring that ﬂow rate limits through each of the system's proportional valves
along with the overall ﬂow rate limit of the hydraulic pump are respected throughout the trajectory.
It should be noted that the pressure supplied by the pump is assumed to be suﬃcient to generate
the required ﬂow rates (up to their limits) regardless of the loads felt by the actuators. This is a
reasonable assumption given the system is equipped with pressure reduction valves for each actuator
and a load-sensing circuit to adjust the hydraulic pump's throughput which compensates for these
dynamic loads.
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5.2 Calculation of the ﬁnal pose orientation
Given the user speciﬁed ﬁnal position of the breaker tip (i.e. pF ), an optimal breaker orientation
as close as possible to a vertical conﬁguration must be found. Initially, the feasibility of a vertical
breaker conﬁguration may be veriﬁed. This is done by checking that the breaker tip is located in
the vertical breaker conﬁguration workspace (Figure 3.3). To do so, the desired ﬁnal position pF ,
combined with an assumed vertical breaker orientation (φF = 270
◦) are set as inputs to the IKP
to compute the corresponding revolute joint angles. Moreover, the hydraulic actuator length limits
(ρjmin and ρjmax) are mapped to corresponding revolute joint angle limits (θimin and θimax) using
Eqs. (3.1) and (3.2). This allows the required revolute joint angles for a vertical breaker orientation
to be veriﬁed with respect to their ranges of admissible values (θimin ≤ θi ≤ θimax) to ensure their
feasibility. If the pose is found to be within the revolute joint limits, the pose is deemed feasible and
can be set as the ﬁnal pose xF = [p
T
F , φF ]
T , which is then sent to the trajectory planner.
In the event the vertical breaker orientation is found to be infeasible given the desired ﬁnal position
pF of the breaker tip, the corresponding orientation of the breaker nearest to the vertical conﬁgura-
tion must be found. Given an imposed position of P , the rockbreaker retains one degree of freedom
in the X2Y2 plane with which the breaker orientation can be modiﬁed to bring it toward a vertical
orientation until at least one revolute joint limit is reached (θi = θimin or θi = θimax for any i). The
optimal breaker orientation should then correspond to a revolute joint limit. To identify the optimal
breaker orientation for a given position pF of the breaker tip, one must:
1. Compute the position of the breaker tip in the X2Y2 plane.
2. Set the kth revolute joint to one of its limits (θkmin or θkmax , k = 2, 3, 4).
3. Solve the inverse kinematics of the planar portion of the rockbreaker (θ2, θ3 and θ4 only) for
the remaining (unconstrained) revolute joint angles (i.e. θi with i 6= k). This is the equivalent
of ﬁnding the intersection between two circles.
a) If the circles do not intersect, skip to step 4.
b) If the circles intersect, verify the revolute joint angles corresponding to each intersection
to ensure they are within their limits of operation (θimin ≤ θi ≤ θimax).
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Figure 5.1: Schematic representation of a rockbreaker with its breaker tip located at a prescribed
point P with its second revolute joint at its upper limit (i.e. θ2 = θ2max).
c) If each revolute joint is within its operating range, add the corresponding breaker orien-
tation to a list of feasible values.
4. Repeat steps 2 and 3 for each limit (θkmin and θkmax) of each joint (k = 2, 3, 4). This should
generate a maximum of 12 solutions based on the two possible solutions of the planar inverse
kinematic problem for each limit of each joint.
5. Identify the optimal breaker orientation (φF ) as the one that is the closest to a vertical con-
ﬁguration from the feasible orientations obtained previously.
Using the aforementioned technique, an optimal breaker orientation can typically be found. If no
feasible orientation has been found, this indicates the desired ﬁnal position of the rockbreaker is
outside the rockbreaker's workspace.
The case where θ2 = θ2max is now used to illustrate this procedure. With θ2 speciﬁed, the position of
R3 in the X2Y2 plane is known. Given the corresponding desired position of the breaker tip P , this
implies that θ3 and θ4 can be adjusted to yield an optimal ﬁnal breaker orientation φF . Referring
to Figure 5.1, the following vector-loop closure equation may be written:
a3n2 = p
′ − a2n1 − a4n3 (5.1)
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where ni (i = 1, 2, 3) are unit vectors directed along the rockbreaker's links as shown in Figure 5.1.
Furthermore, the position of the breaker tip measured with respect to the origin of the X2Y2Z2 frame
and expressed within this frame may be obtained using Eq. (3.9). In Eq. (5.1), p′ and n1 are known
based on the speciﬁed breaker tip position and the imposed value of θ2, respectively. Multiplying
both sides of Eq. (5.1) by their transpose and rearranging yields:
D1 cosψ +D2 sinψ +D3 = 0 (5.2)
where n3 = [cosψ, sinψ]
T and:
D1 = 2a4(a2n1 − p′)T i, D2 = 2a4(a2n1 − p′)T j, D3 = a24 − a23 + ||p′ − a2n1||2 (5.3)
Using the tangent of the half-angle substitution with s = tan (ψ/2), one ﬁnally obtains:
(D3 −D1)s2 + (2D2)s+ (D3 +D1) = 0 (5.4)
Solving this quadratic equation yields the following two possible solutions:
ψ = 2 tan−1 s (5.5)
If the discriminant of Eq. (5.4) is negative, the conﬁguration is beyond the rockbreaker's workspace.
Otherwise, φF is obtained from the following equation:
φF = ψ − ϕ (5.6)
Similar approaches to the one described above are used to identify feasible φF based on the other
joint limits.
5.3 Description of the trajectory planning algorithm
The aim of the trajectory planning algorithm is to generate point-to-point motion between the
initial and ﬁnal rockbreaker poses with minimum transit time while ensuring that ﬂow rate limits
throughout are respected. As previously mentioned, trajectories are chosen to be decoupled into two
independent but simultaneous motions: swing joint motion and a straight-line motion in the X2Y2
plane.
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Figure 5.2: Trajectory proﬁle for θ˙1: (a) Acceptable trajectory proﬁle and (b) undesired trajectory
proﬁle due to the presence of a velocity overshoot.
5.3.1 Swing joint trajectory planning
The chosen trajectory proﬁle for the swing joint uses smooth polynomial segments to ramp-up/-down
to/from a constant angular velocity θ˙1c as illustrated in Figure 5.2(a). The ramp-up and ramp-down
segments are chosen to be mirrored copies of each other with respect to the time axis2. Referring to
Figure 5.2(a), the total angular displacement of the swing joint resulting from the planned trajectory
is ∆θ1 = 2∆θ1↑ + ∆θ1c where ∆θ1↑ and ∆θ1c are the displacements resulting from the ramp-up/-
down segments and from the constant joint velocity segment, respectively. This total displacement
is known a priori for a desired trajectory as ∆θ1 = θ1F − θ1I where
θ1I = atan2 (yI , xI), θ1F = atan2 (yF , xF ) (5.7)
Furthermore, still referring to Figure 5.2(a), tf1 deﬁnes the total trajectory duration while t↑1 rep-
resents the ramp-up/-down duration. The joint displacement resulting from the constant velocity
segment is obtained as:
∆θ1c = (tf1 − 2t↑1)θ˙1c (5.8)
The swing joint trajectory during the ramp-up/down segments is described by the following ﬁfth-
order polynomial:
θ1(t) = h01 + h11t+ h21t
2 + h31t
3 + h41t
4 + h51t
5, t ∈ [0, t↑1 ] (5.9)
2The resulting eﬀect being that t↑1 = t↓1 and ∆θ1↑ = ∆θ1↓
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which ensures that the swing joint's angular displacement, velocity and acceleration are smooth and
continuous. In order to compute the polynomial's coeﬃcients, the following constraints are applied:
θ1(0) = θ1I , θ1(t↑1) = θ1I + ∆θ1↑ , θ˙1(t↑1) = θ˙1c , θ˙1(0) = θ¨1(0) = θ¨1(t↑1) = 0 (5.10)
These constraints can also be formulated in vector-matrix form as:
b =

θ1(0)
θ˙1(0)
θ¨1(0)
θ1(t↑1)
θ˙1(t↑1)
θ¨1(t↑1)

=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 2 0 0 0
1 t↑1 t2↑1 t
3
↑1 t
4
↑1 t
5
↑1
0 1 2t↑1 3t2↑1 4t
3
↑1 5t
4
↑1
0 0 2 6t↑1 12t2↑1 20t
3
↑1


h01
h11
h21
h31
h41
h51

= Ah (5.11)
from which the polynomial's coeﬃcients may be obtained as h = A−1b. It is noted that A may
easily be veriﬁed to be non-singular so long as t↑1 > 0. Note that, in order to solve for h, values for
t↑1 , ∆θ1↑ and θ˙1c must ﬁrst be determined. This is done by minimizing the total transit time of the
trajectory (i.e. tf1) as follows:
min
λ1
f1(λ1) = tf1 =
∆θ1 − 2∆θ1↑
θ˙1c
+ 2t↑1 (5.12)
where λ1 = [t↑1 , ∆θ1↑ , θ˙1c ]
T is the design vector and where the following constraints are applied:
1. ∆θ1↑ ≤
∆θ1
2
2. t↑1 ≥ 1 (It should be noted that while a constraint of this nature is deemed necessary to
maintain system accelerations at an acceptable level, the minimum value of t↑1 is empirical in
nature. If, after testing, the value of t↑1 is deemed unacceptable, it can easily be adjusted to
a more suitable value.)
3. |θ˙1c | ≤ θ˙1lim (details to follow)
4. sign(∆θ1)
...
θ 1(0) ≥ 0 and sign(∆θ1)
...
θ 1(t↑1) ≤ 0 (details to follow)
Once optimal values for t↑1 , ∆θ1↑ , θ˙1c have been calculated, the coeﬃcients of the ramp-up/-down
polynomial may subsequently be computed from Eq. (5.11) such that the swing joint trajectory is
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then fully deﬁned. The task that remains is to identify θ˙1lim based on the swing joint's ﬂow rate
limits.
Constraint 3 (see above list) is based on the need to ensure that the ﬂow rate limit through the
swing joint's hydraulic valve (i.e. Q1max) is not exceeded throughout the planned trajectory. The
required ﬂow rate through the swing joint's valve at any instant is obtained as the ﬁrst element of
Q in Eq. (3.19), i.e.
Q1(t) = A0|ρ˙0(t)|+A1|ρ˙1(t)| (5.13)
where the surface of the pistons (A0 and A1) on which the hydraulic ﬂuid is acted upon is based
on the direction of the actuator's motion as previously stated in Chapter 3. Since the actuator
velocities ρ˙0 and ρ˙1 are dependent on the swing joint's angular velocity θ˙1, these may be mapped
in terms of θ˙1 from Eqs. (3.10) and (3.12) as ρ˙0 = (Jβ0Jρ0)
−1θ˙1 and ρ˙1 = (Jβ1Jρ1)−1θ˙1 respectively.
Substituting these results in Eq. (5.13) and solving for θ˙1, one obtains:
θ˙1 =
Q1
A0(Jβ0Jρ0)−1 +A1(Jβ1Jρ1)−1
(5.14)
Setting Q1 = Q1max in Eq. (5.14), maximum permissible angular velocities of the swing joint
(i.e. θ˙1max) may be obtained for corresponding joint positions (i.e. θ1), the results of which are
plotted in Figure 5.3 for the rockbreaker whose parameter values are detailed in Appendix B. From
Figure 5.3, it can be observed that there is a quasi-constant region for θ˙1max over a wide range
of θ1. By setting θ˙1lim = 0.1066 rad/s for the purpose of the aforementioned optimization problem
constraint, the resulting trajectory is thus guaranteed to remain within the swing joint hydraulic
valve's ﬂow rate limit. Clearly, greater angular velocities would be permissible for values of θ1 close
to the boundaries of the joint's range of motion. However, corresponding swing joint conﬁgurations
suﬀer from weaker kinematic conditioning where slower rockbreaker motions are advisable.
The previously described constraint, based on the ﬂow rate limit of the swing joint's hydraulic valve,
seeks to limit the constant angular velocity portion of the trajectory (i.e. where t↑1 ≤ t ≤ tf1 − t↓1)
to a level (i.e. θ˙1lim) that, according to Figure 5.3, is feasible regardless of the joint conﬁguration.
Constraint 4, for its part, exists to ensure that |θ˙1(t)| ≤ θ˙1lim is also satisﬁed during the ramp-
up/-down portions of the trajectory. In fact, given the polynomial deﬁned in Eq. (5.9), situations
such as the one illustrated in Figure 5.2(b) could occur if no constraint is applied. In order for this
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Figure 5.3: Maximum angular velocity of the swing joint (i.e. θ˙1max) based on ﬂow rate limitations
in terms of its angular position θ1.
situation to occur, θ¨1(t) would need to change signs in the time interval 0 ≤ t ≤ t↑1 . Combined
with the knowledge that θ¨1(0) = θ¨1(t↑1) = 0, this implies that
...
θ 1(t) = 0 would need to occur
twice during this same time interval. While this is possible given
...
θ 1(t) is a 2
nd order polynomial, it
would require sign(
...
θ 1(0)) = sign(
...
θ 1(t↑1)). Thus, by imposing constraint 4 and remembering that
the ramp-down segment of the trajectory is a mirror image with respect to time of the ramp-up
segment, this situation is avoided and the ﬂow rate limit of the swing joint's hydraulic valve is
respected throughout the planned trajectory.
5.3.2 Trajectory planning in the X2Y2 plane
With the swing joint's trajectory having been deﬁned, the motion in the X2Y2 plane must now be
computed. This motion is only dependent on ρ2, ρ3 and ρ4 and is therefore decoupled from the swing
motion described in Section 5.3.1. Furthermore, seeing as the overall motion of the rockbreaker is
constrained to a horizontal plane (Section 5.1), the motion in the X2Y2 plane is in fact constrained to
a line parallel to the X2 axis. The objective of the motion is to move the breaker tip P in a straight
line between the initial and ﬁnal positions expressed in the X2Y2 frame (p
′
I and p
′
F , respectively)
while changing its orientation from φI to φF . This may be expressed in terms of a time-dependent
function σ(t) as follows:
p′(t) = p′I + σ(t)(p
′
F − p′I) (5.15)
φ(t) = φI + σ(t)(φF − φI) (5.16)
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where σ ∈ [0, 1], σ(0) = 0, σ(tf2) = 1 and tf2 is the total trajectory duration. The objective then
becomes to ﬁnd a suitable trajectory σ(t) that minimizes tf2 while ensuring the ﬂow rate limits of the
hydraulic valves and pump are not exceeded. The trajectory deﬁned by σ(t) is chosen to have, at the
velocity level, the same form as the one illustrated in Figure 5.2(a) where θ and σ are interchanged3.
The ramp-up/-down trajectory segments are thus deﬁned by the following polynomial:
σ(t) = h02 + h12t+ h22t
2 + h32t
3 + h42t
4 + h52t
5, t ∈ [0, t↑2 ] (5.17)
where the following constraints are applied:
σ(0) = σ˙(0) = σ¨(0) = σ¨(t↑2) = 0, σ(t↑2) = ∆σ↑, σ˙(t↑2) = σ˙c (5.18)
and where t↑2 and ∆σ↑ deﬁne the duration and the displacement, respectively, of the ramp-up/-down
trajectory segments while σ˙c is the velocity of the central trajectory segment. In order to compute
the coeﬃcients in Eq. (5.17) in terms of t↑2 , ∆σ↑ and σ˙c, a similar approach to the one introduced
in Section 5.3.1 may be used. Prior to that, the design vector λ2 = [t↑2 ,∆σ↑, σ˙c]T is determined by
solving the following optimization problem which seeks to minimize the trajectory duration:
min
λ2
f2(λ2) = tf2 =
1− 2∆σ↑
σ˙c
+ 2t↑2 (5.19)
subject to:
1. ∆σ↑ ≤ 0.5 (This ensures the displacement for the velocity ramp-up/-down segments is less
than or equal to half of the overall displacement of σ(t).)
2. t↑2 ≥ 1 s (Similar to Section 5.3.1, this constraint may be adjusted empirically during testing.)
3.
...
σ (0) ≥ 0 and ...σ (t↑2) ≤ 0 (The basis of this constraint is similar to that of constraint 4 in
Section 5.3.1 and is not elaborated upon here.)
4. max
0≤t≤tf2
[Qi(t)−Qimax ] ≤ 0 (i = 2, 3, 4) (Ensures that the maximum ﬂow rate for the ith joint's
hydraulic valve, i.e. Qimax , is not exceeded during the entire trajectory.)
5. max
0≤t≤tf2
[
4∑
i=2
Qi(t)
]
+ Q1max −Qpmax ≤ 0. (Ensures that the sum of the ﬂow rates required in
each of the hydraulic cylinders never exceeds the pump's maximum ﬂow rate Qpmax .)
3In this instance, t↑2 = t↓2 and ∆σ↑ = ∆σ↓
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In order to apply constraints 4 and 5 within the optimization, the coeﬃcients in Eq. (5.17) are
computed for each candidate design vector λ2 such that the σ(t) is known for 0 ≤ t ≤ tf2 . Using
Eqs. (5.15) and (5.16), p′(t) and φ(t) can then be computed along with:
p˙′(t) = σ˙(t)(p′F − p′I) (5.20)
φ˙(t) = σ˙(t)(φF − φI) (5.21)
where σ˙(t) is obtained from Eq. (5.17). Meanwhile, from Eq. (3.9), the position of the breaker in
the X1Y1Z1 frame may be computed as:
p(t) = a1 + R
1
2p
′(t) (5.22)
while one also has:
p˙(t) = R12p˙
′(t) (5.23)
where θ1(t) = θ˙1(t) = 0 has been assumed since only motion in the X2Y2 plane is currently being
considered. The velocity of the breaker, i.e. x˙(t) = [p˙(t)T , φ˙(t)]T , may then be mapped to corre-
sponding hydraulic actuator speeds by solving Eq. (3.15) for ρ˙(t). The required ﬂow rates to each of
the actuators (j = 2, 3, 4) are then derived from Eq. (3.19) where, once again, the piston areas sub-
jected to hydraulic pressure are based on the direction of motion for each actuator (as described in
Chapter 3). For each design vector candidate λ2 that is considered during the optimization process,
the required ﬂow rates over the entire trajectory may thus be computed through a discretization of
the time axis (i.e. over the range 0 ≤ t ≤ tf2) which allows for the veriﬁcation of constraints 4 and
5. Note that although ﬂow rates may exceed their limits between discretized points, the resulting
ﬂow rate remains near its limitation due to the small discretized time step and can be compensated
by the controller during the remainder of the motion.
5.3.3 Combination of the swing joint and X2Y2 plane trajectories
The result of the trajectory planning algorithms presented in Sections 5.3.1 and 5.3.2 are two decou-
pled trajectories (for the swing joint and X2Y2 planar motion, respectively) of minimized durations
tf1 and tf2 . Since both motions may take place simultaneously, and given there is nothing to be
gained from having one of the motions be completed prior to the other, the ﬁnal step in the trajec-
tory planning algorithm is to scale the quicker of the two decoupled trajectories such that the global
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(i.e. combined) trajectory duration is tf = max (tf1 , tf2). In the event tf1 > tf2 , the motion within
the X2Y2 plane will be adjusted as follows:
r =
tf1
tf2
→ t↑2 = t↓2 = rt↑2 , tf2 = rtf2 , σ˙c =
σ˙c
r
(5.24)
whereas the swing joint motion will be adjusted as follows if tf2 > tf1 :
r =
tf2
tf1
→ t↑1 = t↓1 = rt↑1 , tf1 = rtf1 , θ˙1c =
θ˙1c
r
(5.25)
With these updated values, the trajectory of the scaled motion can be recomputed by identifying
the new coeﬃcient values for its ramp-up/-down polynomial (i.e. Eq. (5.9) or (5.17)) such that the
decoupled trajectories begin and end simultaneously.
5.3.4 Verifying the feasibility of the breaker orientation trajectory
The initial and ﬁnal poses (i.e. xI = [p
T
I , φI ]
T and xF = [p
T
F , φF ]
T ) of a desired rockbreaker motion
are already veriﬁed to be located within its workspace prior to the trajectory generation. As is
explained in Section 5.3.2, the initial aim of the trajectory planning approach within the X2Y2 plane
is to follow a horizontal straight-line path between these two poses in the space deﬁned by p′ and
φ. It may be observed from Figure 3.3 that all breaker positions p′(t) deﬁned by Eq. (5.16), once
converted using Eq. (3.9) to equivalent positions p measured with respect to and expressed in the
X1Y1Z1 frame, are located within the rockbreaker workspace so long as x ≥ 0. However, these
positions may not be reachable at the corresponding breaker orientations deﬁned by Eq. (5.16).
The breaker orientation feasibility must therefore be veriﬁed throughout the trajectory and, where
necessary, φ(t) as deﬁned by Eq. (5.16) must be adjusted.
In order to verify the feasibility of the breaker orientations described by Eq. (5.16), some of the
developments in Section 5.2 can be used. In fact, the search for an optimal φ for a given position
p′ in Section 5.2 yielded an array of angles corresponding to the various hydraulic actuator limits.
It can be inferred that the orientation limits of the breaker for the same position should be found
within this array. More speciﬁcally, the uppermost and lowermost values within the array may be
set as the upper and lower boundaries of φ given p′, i.e. φmax and φmin, respectively. The validation
of the breaker orientation trajectory deﬁned by Eq. (5.16) may then proceed as follows:
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Figure 5.4: Non-feasible linear transition φ(σ) between φI and φF .
1. Discretize the trajectory in terms of σ, i.e.
p′k = p
′
I +
(
k
N
)
(p′F − p′I) (5.26)
φk = φI +
(
k
N
)
(φF − φI) (5.27)
with k = 1, 2, . . . , N − 1 and N is chosen to be suﬃciently large (e.g. N = 1000).
2. For each p′k, compute the corresponding φmin and φmax and verify that φmin ≤ φk ≤ φmax.
The discretization is performed directly in terms of σ (rather than t) as the proﬁle of σ as a function
of time has no bearing on the feasibility of the trajectory from the point of view of workspace.
Moreover, it is noted that the validation of a discretized trajectory does not provide an absolute
guarantee of its feasibility (since not all values of σ are veriﬁed) but this approach is considered
acceptable in the given context. The validation procedure is illustrated graphically in Figure 5.4 for
a sample trajectory with initial and ﬁnal breaker positions. In Figure 5.4, it may be observed that
the initial and ﬁnal breaker orientations, i.e. φI = φ(0) and φF = φ(1), are located on the upper
limit of the range of admissible orientations which, in this case, is the one closest to the preferred
vertical conﬁguration. It may also be seen that the validation of the φ(σ) trajectory would fail in
this case since the required breaker orientations do not remain within the feasible region.
The φ(σ) function deﬁning the trajectory must be modiﬁed in the event its initial validation fails. It
is recalled that φ is initially a linear function of σ (refer to Eq. (5.16)). The approach used to modify
φ(σ) consists of shifting its quarter points, i.e. where σ = σq = 0.25q with q = 1, 2, 3, in order to
guide the trajectory into a feasible region. For each σq, the corresponding φminq and φmaxq are
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computed based on p′(σq). If φminq ≤ φ(σq) ≤ φmaxq is not satisﬁed, the value of φ(σq) is changed
according to:
φ(σq) = φminq + ξ||φmaxq − φminq || (5.28)
if ||φ(σq)− φminq || ≤ ||φ(σq)− φmaxq || and
φ(σq) = φmaxq − ξ||φmaxq − φminq || (5.29)
otherwise. In the above equations, ξ ∈ [0, 1] is an empirically chosen parameter that may be
incremented as required until a feasible trajectory is found. Smaller values of ξ are attempted ﬁrst
so that the generated values of φ(σq) will satisfy φminq ≤ φ(σq) ≤ φmaxq while remaining close to
the boundary that was initially being violated. As such, large deviations from the original φ(σ)
trajectory are avoided where possible.
The process by which the φ(σ) may be adjusted is illustrated for a ﬁctitious case in Figure 5.5. In
Figure 5.5(a), the original φ(σ) trajectory (i.e. based on Eq. (5.16)) is shown along with shaded areas
indicating infeasible conﬁgurations. The dots along the trajectory represent the so-called quarter
points. The φ(σ) trajectory is clearly not feasible in this case and it must be adjusted by shifting
the point for which σ = 0.5 into the admissible region. Moreover, since the upper bound is the
one that is being violated, the adjustment is made using Eq. (5.29) with the result being shown
in Figure 5.5(b). At this point, all quarter points correspond to feasible conﬁgurations and the
φ(σ) trajectory consists of a sequence of line segments. In order to simplify the φ(σ) trajectory as
much as possible, the algorithm then veriﬁes whether points that were previously unchanged may
be shifted to reduce the number of line segments. For the example scenario, this would result in the
trajectory shown in Figure 5.5(c). Afterwards, as a ﬁnal step, corners within the φ(σ) trajectory
that are formed by the meeting of two line segments are smoothed using polynomial blends. The
width of the blends, i.e. the range of σ values centered on the corner location over which the blend
is applied, is determined by an empirical parameter ∆σ (a typical value is ∆σ = 0.025). The blends
are generated using ﬁfth-order polynomials (similar to the ones seen in Section 5.3.1 and 5.3.2) to
ensure continuity in terms of displacement, velocity and acceleration. The polynomial's coeﬃcients
are computed based on boundary conditions corresponding to:
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Figure 5.5: Example of an initially non-feasible φ(σ) trajectory that is subjected to quarter point
shifts in order to render it feasible.
 The known breaker orientations (based on the two existing line segments) at each end of the blend
region.
 The required breaker angular velocities corresponding to the slopes of the two meeting line seg-
ments.
 A requirement for zero accelerations at each end of the blend region (given the fact the angular
velocity along each line segment is constant).
Once blends have been added to smooth the φ(σ) trajectory, the latter will be piecewise deﬁned as
a combination of linear segments and polynomial blends.
After the adjustments to φ(σ) have been completed, the trajectory is discretized into N points and
veriﬁed for feasibility using Eq. (5.26) along with the newly deﬁned φ(σ) (note that Eq. (5.27) is
no longer relevant). If the trajectory remains infeasible, the adjustment process is repeated with
an incremented value of ξ. If a feasible trajectory is not found and ξ = 1 has been reached, the
algorithm is considered to have failed. However, in practice, this was found to occur very rarely and
only for scenarios that are highly unlikely to be encountered in a typical rockbreaking operation.
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5.4 Results
Using the trajectory planning methodology described in this chapter, a sample trajectory was com-
puted for a rockbreaker whose parameter values are inspired from commercially available systems.
The rockbreaker's relevant kinematic prameters along with its hydraulic valve ﬂow rate limits are
provided in Table B.1 (Appendix B). Meanwhile, one also has ϕ = 5.20◦ and Qpmax = 170 L/min for
this system. Lastly, the physical properties of the system's hydraulic actuators are listed in Table
B.2.
In order to illustrate the trajectory planning methodology, a trajectory bringing the breaker tip from
an initial position pI = [5.5, 4.8,−0.5]T m to a ﬁnal position pF = [3,−3,−0.5]T m is generated.
These positions describe a motion that begins with the breaker tip positioned at the outermost
left corner of the work plane and ends when the breaker tip reaches a position at the innermost
right corner of the work plane (this can best be visualized in Figure 3.1). It is noted that, for the
duration of the trajectory, the elevation of the rockbreaker tip is constrained to remain constant. The
optimal breaker orientations (φI and φF ) corresponding to the initial and ﬁnal trajectory positions
must now be found. It is possible to perform a visual check to see if a vertical breaker orientation
is feasible or not for a given position based on Figure 3.3. With this in mind, it is useful to point
out that Figure 3.3 was prepared speciﬁcally for the sample rockbreaker whose kinematic parameter
values have been provided in this section. Given that Figure 3.3 corresponds to the case where
θ1 = 0, the breaker positions are ﬁrst mapped to coordinates (p
T i2, z) which may then be referred
to the abscissa and ordinate of Figure 3.3 (note that i2 is a unit vector along the X2 axis). For the
cases of pI and pF , this yields (7.3,−0.5) m and (4.24,−0.5) m, respectively. From Figure 3.3, it
can be seen that pF is located within the vertical breaker coverage area and therefore φF = 270
◦.
However, the same cannot be said for pI . Using the method described in Section 5.2, the optimal
breaker orientation at pI is found to be φI = 312.74
◦. From pI and pF , the initial and ﬁnal
swing joint angles are computed using Eq. (5.7) as θ1I = 41.11
◦ and θ1F = −45◦, respectively.
The resulting trajectory using the algorithm from Section 5.3.1 yields the angular displacement and
velocity trajectories shown in Figure 5.6. It should be noted from Figure 5.6(b) that θ˙1(t) respects
the constraint that was imposed based on the joint's ﬂow rate limit. Lastly, the total trajectory time
is found to be tf1 = 15.04 s. Using Eq. (3.9), pI and pF can be described relative to the X2Y2 plane
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Figure 5.6: Optimized swing joint trajectory between pI and pF : (a) θ1(t) and (b) θ˙1(t).
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(a) σ(t) and (b) σ˙(t).
as p′I = [6.93,−1.60, 0]T m and p′F = [3.88,−1.60, 0]T m, respectively. Resulting trajectories for σ(t)
and σ˙(t) are shown in Figure 5.7. Note that, in this case, the resulting trajectory for φ(t) as described
by Eq. (5.16) is feasible (i.e. it does not need to be adjusted according to the methods presented in
Section 5.3.4) and the total trajectory time for the planar motion is computed as tf2 = 20.36 s. From
the computed total time for each trajectory, it is observed that the swing trajectory is shorter in
duration than the planar trajectory (tf1 < tf2). To ensure these motions occur simultaneously, the
swing trajectory is adjusted using Eq. (5.25). Afterwards, the swing joint andX2Y2 plane trajectories
may be combined to yield the Cartesian trajectories seen in Figure 5.8 (note that z = −0.5 m is
constant throughout the entire motion and is not plotted). Based on the solution to the rockbreaker's
inverse kinematic problem (Chapter 3), the trajectory may be mapped to corresponding hydraulic
actuator lengths which are plotted in Figure 5.9. Moreover, using Eq. (3.15), the hydraulic actuator
velocities (i.e. ρ˙j) may be computed for the entire trajectory and then converted to corresponding
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Figure 5.9: Fluctuations on the hydraulic actuator lengths throughout the optimized trajectory.
hydraulic valve ﬂow rates (i.e. Qi) from Eq. (3.19). In order to better gauge the trajectory planning
algorithm's eﬃciency in terms of maximizing the use of the rockbreaker's capacities with regards
to ﬂow rate limits, normalized ﬂow rates with respect to time Qˆi(t) = Qi(t)/Qimax are plotted in
Figure 5.10. It may be noted that at least one of Q2, Q3 or Q4 is expected to reach its limit during
the motion according the constraints introduced in Section 5.3.2. In the speciﬁc case considered
here, one may observe that Q3 = Q3max when t ≈ 1 s. Meanwhile, the swing joint's ﬂow rate never
approaches its limit since the swing joint trajectory time was scaled upwards to coincide with the
greater planar trajectory duration.
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Figure 5.10: Normalized ﬂow rates in the rockbreaker's proportional valves throughout the optimized
trajectory.
5.5 Conclusion
A trajectory planning algorithm for the semi-automation of hydraulic rockbreaker machines has
been presented in this chapter. The proposed algorithm generates a trajectory bringing the breaker
to a user-speciﬁed position in minimal time while not exceeding ﬂow rate limit constraints due to
the hydraulic pump and servovalves. By decoupling the rockbreaker motion into a rotation about
its vertical swing joint combined with a motion constrained to a vertical plane perpendicular to the
remaining joints, trajectories are ensured to be located within the machine's workspace. Meanwhile,
smooth and continuous ﬂuctuations in the rockbreaker's position, velocity and acceleration are
ensured by the use of polynomial-based transitions within the planned trajectories.
Referring to the plot of the rockbreaker's normalized ﬂow rates in Figure 5.10, one may observe
that the ﬂow rate limits are only reached at speciﬁc points along the trajectory (in this case when
t ≈ 1 seconds). When compared to human operators, who typically actuate the valves to their
full capacities during large portions of rockbreaker motions, the resulting trajectories may not be
time optimal. As such, a method by which the trajectory planning methodology may fully exploit
the rockbreaker's ﬂow rate capacities so as to better approximate the transit times achieved by
human operators while ensuring the smooth and predictable operation of the rockbreaker should
be developed (and is presented in Chapter 6). Such an approach would be very similar to the one
proposed in [62] and implemented in an eﬃcient algorithm in [67]. However, the method described in
those works does not guarantee continuous accelerations throughout the resulting trajectories which
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is an issue given the nature of a rockbreaker's hydraulic actuation system.
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Chapter 6
Trajectory planning using continuous
ﬂow rate scaling
The trajectory planning algorithm introduced in Chapter 5 yielded time parameterized trajectories,
scaled using a constant scaling factor, which ensured ﬂow rate limitations were respected. A similar
approach was also used in [19], however, this resulting strategy severely hampers eﬀorts to minimize
trajectory duration. To ensure time-optimal path parameterization, one may utilize the approach
described in [62] for which an eﬃcient implementation is proposed in [67], although it has apparently
not yet been adapted to the speciﬁc case of systems subjected to ﬂow rate limits. Moreover, the
method does not guarantee trajectories which are continuous at the acceleration level which, while
acceptable in some cases, is considered a notable limitation for hydraulically-driven systems. This
chapter provides insight on the development of improvements to the algorithm described in Chapter 5
to render trajectories time optimal for given paths. This is accomplished by the algorithm by using
a continuously variable scaling of ﬂow rates throughout the trajectory to ensure that, with the
exception of the latter's acceleration and deceleration phases, at least one hydraulic actuator is
operating at its maximum ﬂow rate limit at all times. This more closely replicates the human
operation of rockbreakers in terms of exploiting the capacities of the latter. However, contrary to
the motions generated by human operators, the method proposed in this chapter reduces wear and
tear on the rockbreaker's components by imposing smooth motions. The proposed method naturally
leads to a decrease in the duration of planned trajectories.
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The remainder of this chapter is organized as follows. The proposed trajectory planning methodology
is detailed in Section 6.1, followed by a discussion on pose identiﬁcation in Section 6.2. Parame-
terization of the position and orientation trajectories is then provided in Sections 6.3, after which,
Sections 6.4 and 6.5 describe the two-phase operation which ensures optimized trajectory generation.
After an optimized trajectory is generated, it must undergo post processing, which is discussed in
Section 6.6. The application of the algorithm is then illustrated through sample case studies in Sec-
tion 6.7 and ﬁnally, Section 6.8 summarizes the chapter's contributions, discusses their limitations
and presents some ideas for future work.
6.1 Overview of the proposed trajectory planning methodology
The operation of a semi-automated rockbreaker, as was initially deﬁned in Chapter 1 may be sum-
marized as follows:
1. Speciﬁcation by the human operator, through a graphical user interface (GUI) equipped with
a live video feed of the work area, of the location on the grizzly of a boulder needing to be
fragmented.
2. Automated motion of the rockbreaker to a position located above the identiﬁed boulder with
an optimized orientation of its breaker.
3. Fragmentation of the boulder by the human operator through the use of a teleoperation inter-
face.
The automated motion is assumed to take place with the chisel tip remaining within a work plane
(see Figure 3.1) that is located above the grizzly at an empirically-determined height that is greater
than that of the largest boulder. However, the motion of the rockbreaker from its initial location
(i.e. where it was left following the fragmentation of a boulder through teleoperation) to a location on
the work plane may also be automated. The role of trajectory planning within the semi-automated
rockbreaker system is to produce the required time series of actuator displacements, velocities and
acceleration that are subsequently used as the inputs to a motion control algorithm.
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With productivity and cost eﬀectiveness in mind, the proposed trajectory planning approach aims
to minimize the duration of rockbreaker trajectories subject to the ﬂow rate limits of its proportional
valves and hydraulic pump. While the targeted application is principally concerned with moving the
rockbreaker to a desired location, this must be done while following a known trajectory such that
collisions between the rockbreaker and its surrounding environment may be avoided. With this in
mind, the following two types of trajectories may be considered:
 Decoupled swing joint motion approach: In this case the motion is decoupled into a combi-
nation of a swing joint (i.e. θ1) motion and a horizontal straight-line motion in the X2Y2 plane.
This approach has the beneﬁt of ensuring that trajectories are located within the rockbreaker's
non-convex workspace so long as the initial and ﬁnal poses are both in the workspace but outside
the shaded region in Figure 3.3 that is identiﬁed as practically unreachable (this region is theoret-
ically reachable by the rockbreaker but that would require it to pass through the ground beneath
its own pedestal which is not feasible).
 Cartesian straight-line trajectory approach: Due to the rockbreaker's workspace not being
convex (see Figure 3.3), the feasibility of straight-line trajectories between two arbitrary chisel tip
positions cannot be guaranteed. However, such trajectories (once their feasibility has been veriﬁed)
are useful in situations where the decoupled swing joint motion approach leads to collisions between
the rockbreaker and its surrounding environment as well as when the rockbreaker must initially
be moved to the work plane (i.e. prior to transiting to the targeted boulder position).
The work presented in Chapter 5 focused on the use of the decoupled swing joint motion approach
where σ(t) was deﬁned as a parameter representing motion along a straight line in the X2Y2 plane.
The trajectory at the velocity level (i.e. θ˙1(t) or σ˙(t)) was assumed to have the form illustrated in
Figure 6.1, consisting of gradual ramp-up/-down trajectory segments that transition the rockbreaker
between rest and constant velocity motion. The trajectory duration was minimized subject to the
limits of the proportional valve and hydraulic pump ﬂow rates. This was done in such a way that the
ﬂow rate capacity would be fully exploited (i.e. in a given conﬁguration the rockbreaker is moving
at maximum speed in the desired direction) at least once during the trajectory which, given the
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Ramp-up segment
Ramp-down segment
Constant velocity segment
t
θ˙1(t) or σ˙(t)
Figure 6.1: Assumed form of the velocity-level trajectories generated using method presented in
Chapter 5.
imposed constant velocity segment, is the best that can be done.
The method proposed in this chapter seeks to improve on the approach described in Chapter 5 by
ensuring that the rockbreaker's ﬂow rate capacity is fully exploited throughout most of its trajectory
(the exception being the ramp-up/-down segments). It is believed that this more closely replicates
the human operation of a rockbreaker while providing the added beneﬁts of following a prescribed
trajectory while ensuring smooth and continuous motion to reduce wear and tear on the machine.
In what follows, the method will be described and illustrated for the case of straight-line trajectories
in Cartesian space. However, it could also easily be generalized to the case of decoupled swing joint
motion.
6.2 Identiﬁcation of the initial and ﬁnal trajectory poses
The proposed methodology is focused on generating trajectories that bring the rockbreaker chisel
tip from an initial position pI to a ﬁnal position pF along a straight line in Cartesian space. At
the same time, the breaker's orientation must transition between initial and ﬁnal angles φI and
φF , respectively. The rockbreaker's initial pose (i.e. pI and φI) is obtained from the solution of the
DKP based on data acquired from joint sensors. It will henceforth be assumed that the rockbreaker's
chisel tip is initially located in the work plane (refer to Figure 3.1). However, preliminary trajectories
moving the rockbreaker to the work plane may also be planned using the proposed method (details
are not provided for the sake of brevity). The X1Y1 plane projection of the desired ﬁnal position
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of the rockbreaker is speciﬁed by the user through the GUI based on the location on the grizzly
of the boulder to be fragmented. Combined with the knowledge of the work plane's elevation, this
leads to the desired ﬁnal position pF . With its chisel tip in a given position, the rockbreaker retains
the ability to modify its breaker orientation. Generally speaking, a vertical breaker orientation
(i.e. φ = 270 degrees) is preferred as it allows for the leveraging of the rockbreaker's weight to
fragment boulders. However, as observed in Figure 3.3, vertical breaker orientations are not always
feasible within the rockbreaker workspace. In order to determine the ﬁnal breaker orientation, the
feasibility of a vertical breaker orientation for a given pF is ﬁrst veriﬁed through the solution of the
IKP. If the resulting hydraulic actuator lengths are found to be within their respective operating
ranges (i.e. ρjmin ≤ ρj ≤ ρjmax), the ﬁnal breaker orientation is set to φF = 270 degrees. Otherwise,
the optimal ﬁnal breaker orientation (i.e. the one closest to a vertical orientation) may be determined
using the procedure outlined in Section 5.2, which is based on the fact that the optimal orientation
corresponds to a case where at least one hydraulic actuator is at a limit of its operating range.
6.3 Parameterization of the position and orientation trajectories
The straight-line trajectory that is to be followed by the rockbreaker's chisel in Cartesian space from
an initial position pI to a ﬁnal position pF may be expressed as
p(σ) = pI + σ · (pF − pI) (6.1)
where σ is a monotonically increasing parameter with σ ∈ [0, 1]. As previously mentioned, the
location of pI and pF within the rockbreaker workspace is a necessary but insuﬃcient condition
for the trajectory described by Eq. (6.1) to be feasible due to the non-convexity of the workspace.
In the event this trajectory is not feasible, the semi-automated rockbreaker system would resort
to a trajectory planned with the decoupled swing joint approach. Alternatively, the planning of
straight-line trajectories using via points to remain within the rockbreaker workspace could also be
considered.
As far as the breaker orientation is concerned, its transition from φI to φF is also initially assumed
to occur linearly such that
φ(σ) = φI + σ · (φF − φI) (6.2)
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However, for a given rockbreaker position p(σ) based on Eq. (6.1), the feasibility of the corresponding
φ(σ) as described by Eq. (6.2) is not guaranteed. This may be veriﬁed by solving the IKP for p(σ)
and φ(σ) and checking to see if the resulting hydraulic actuator lengths are within their respective
operating ranges. If this is not the case, Eq. (6.2) is modiﬁed empirically according to a method
that has previously been described in Section 5.3.4. The result is a piecewise deﬁnition of the
function φ(σ) as of a combination of linear segments and 3rd-order polynomial blend segments. In
the remainder of the chapter, the knowledge of the φ(σ) function is assumed as is the existence of
its ﬁrst order derivative, i.e. dφ/dσ (the method presented in Section 5.3.4 ensures the latter).
Given the Cartesian path described as p(σ) and φ(σ), the remaining task is the time parameterization
of this path, deﬁned by σ(t). This is done with the goal of minimizing the trajectory duration while
ensuring smooth and continuous changes in the rockbreaker's velocity. Moreover, as previously
noted, the optimization is constrained by the ﬂow rate limits associated with the rockbreaker's
proportional valves and hydraulic pump. In fact, with the rockbreaker in a given conﬁguration and
with the direction of its velocity known, its speed will be constrained by its ﬂow rate limits. The
approach that is adopted here to meet these objectives consists of a two-phase process, whose details
are described in Sections 6.4 and 6.5.
6.4 Trajectory optimization: Phase I
In the ﬁrst phase of the trajectory optimization, a trajectory proﬁle for σ(t) that ensures smooth and
continuous velocity variations is adopted and its parameters are optimized with the minimization of
the trajectory duration in mind.
6.4.1 Description of the initial trajectory proﬁle
The role of the initial trajectory proﬁle assigned to σ(t) is to ensure smooth and continuous variations
in the rockbreaker's velocity. As such, the proﬁle is more easily described at the velocity level. The
adopted proﬁle is illustrated in Figure 6.2. The trajectory duration is tf such that σ(0) = 0 and
σ(tf ) = 1. Moreover, the fact that the rockbreaker is at rest in both its initial and ﬁnal poses implies
that σ˙(0) = σ˙(tf ) = 0. The ﬁrst segment of the proﬁle is a smooth polynomial ramp-up of σ˙(t) from
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tσ˙(t)
0 t↑ tf − t↓ tf
σ˙↑
σ˙↓
∆σ↓
∆σ↑
1 − (∆σ↓ + ∆σ↑) =
(
σ˙↑ + σ˙↓
2
)
· [tf − (t↑ + t↓)]
σ¨(t) = constant
Figure 6.2: Initial trajectory proﬁle at the velocity level.
0 to σ˙↑. This ramp-up occurs over a time period t↑ and engenders a corresponding change ∆σ↑ of
σ(t). Likewise, a smooth polynomial ramp-down segment of duration t↓ transitions σ˙(t) from σ˙↓ to
0 with a corresponding decrease ∆σ↓ of σ(t). The ramp-up and ramp-down trajectory segments are
connected by a central segment where σ˙(t) transitions from σ˙↑ to σ˙↓ with constant σ¨(t).
In order to ensure continuity up to the acceleration level, the ramp-up and ramp-down segments are
deﬁned as 5th-order polynomials at the displacement level1, i.e.
σ(t) =
5∑
p=0
h↑,p · tp , 0 ≤ t ≤ t↑ (6.3)
σ(t) =
5∑
p=0
h↓,p · tp , tf − t↓ ≤ t ≤ tf (6.4)
where h↑,p and h↓,p are coeﬃcients that may be determined from a set of boundary conditions. The
boundary conditions for the ramp-up segment are
σ(0) = 0, σ(t↑) = ∆σ↑, σ˙(0) = 0, σ˙(t↑) = σ˙↑, σ¨(0) = 0, σ¨(t↑) =
σ˙↓ − σ˙↑
tf − (t↑ + t↓) (6.5)
while for the ramp-down segment one has
σ(tf − t↓) = 1−∆σ↓, σ(tf ) = 1, σ˙(tf − t↓) = σ˙↓, σ˙(tf ) = 0, σ¨(tf − t↓) = σ˙↓ − σ˙↑
tf − (t↑ + t↓) , σ¨(tf ) = 0
(6.6)
From the boundary conditions, solving for the coeﬃcients of the polynomials in Eqs. (6.3) and (6.4)
amounts to the solution of two linear systems of equations. As far as the central trajectory segment
1It would be straightforward to use 7th-order polynomials instead to ensure the acceleration is both continuous
and smooth if this was desired.
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is concerned, it is expressed at the displacement level as
σ(t) = ∆σ↑ + σ˙↑(t− t↑) + 1
2
[
σ˙↓ − σ˙↑
tf − (t↑ + t↓)
]
(t− t↑)2 , t↑ ≤ t ≤ tf − t↓ (6.7)
Referring to Figure 6.2, the trajectory duration may be expressed as
tf = t↑ + t↓ +
2
[
1− (∆σ↑ + ∆σ↓)
]
σ˙↑ + σ˙↓
(6.8)
It may thus be observed from Eqs. (6.3) through (6.8) that the trajectory proﬁle illustrated in
Figure 6.2 is completely deﬁned by t↑, t↓, ∆σ↑, ∆σ↓, σ˙↑ and σ˙↓.
6.4.2 Constraints on σ˙↑ and σ˙↓
It is quite natural to associate the minimization of the trajectory duration with the full exploitation of
the rockbreaker's ﬂow rate capacity. However, it is clear that this capacity cannot be fully exploited
during the ramp-up and ramp-down trajectory segments since smooth velocity variations (to and
from rest) must be ensured. Instead, constraints are imposed whereby at least one of the ﬂow rate
limits (related to one of the proportional valves or to the hydraulic pump) is reached at each of
t↑ and tf − t↓. This produces a trajectory proﬁle in a form appropriate for the second phase of
the trajectory optimization where the available ﬂow rate capacity is fully exploited throughout the
proﬁle's central segment (i.e. between t↑ and tf − t↓). The detailed explanation of the constraints'
application will be provided only as it relates to the ramp-up segment of the trajectory proﬁle.
However, these explanations naturally extend to the ramp-down segment.
The constraint on σ˙↑ aims to ensure that at least one ﬂow rate limit is reached at the end of the
ramp-up segment where σ(t↑) = ∆σ↑. The rockbreaker's corresponding position and orientation may
be found as p↑ = p(∆σ↑) and φ↑ = φ(∆σ↑) (refer to Section 6.3). The velocity of the rockbreaker's
chisel tip in the same conﬁguration is found by taking the time derivative of Eq. (6.1), i.e.
p˙↑ = σ˙↑ · (pF − pI) (6.9)
The breaker's angular velocity, for its part, may be obtained as
φ˙↑ =
d
dt
{
φ
[
σ(t)
]}∣∣∣∣∣
σ=∆σ↑
=
(
dφ
dσ
· dσ
dt
) ∣∣∣∣∣
σ=∆σ↑
=
(
dφ
dσ
) ∣∣∣∣∣
σ=∆σ↑
· σ˙↑ (6.10)
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where dφ/dσ = φF − φI if Eq. (6.2) is in eﬀect. Otherwise, if adjustments to the φ(σ) function
were required due to infeasible breaker orientations along the trajectory (refer to Section 6.3) the
derivative of dφ/dσ would need to be evaluated based on the piecewise deﬁnition of φ(σ) in terms of
linear and 3rd-order polynomial blend segments. The translational and angular velocities may then
be combined to yield the rockbreaker's Cartesian velocity vector x˙↑ = σ˙↑e where
e =
(pF − pI)T , (dφ
dσ
) ∣∣∣∣∣
σ=∆σ↑
T (6.11)
Based on Eq. (3.15), the vector of actuator velocities corresponding to x˙↑ may be obtained as
ρ˙↑ = Jx˙↑ = Jeσ˙↑ where σ˙↑ = 1 is set arbitrarily for the moment. Referring to Eq. (3.19), the vector
of ﬂow rates at the end of the ramp-up segment are then computed as
Q↑ = Jq|ρ˙↑| (6.12)
Deﬁning a normalized ﬂow rate vector at t↑ as
Qˆ↑ =
[
Q1↑
Q1max
,
Q2↑
Q2max
,
Q3↑
Q3max
,
Q4↑
Q4max
,
Qp↑
Qpmax
]T
(6.13)
and its kth element as Qˆk (k = 1, 2, . . . , 5), a vector of optimal ﬂow rates (where at least one of the
proportional valves or the hydraulic pump is providing its maximum ﬂow rate) may be obtained as
Q˜↑ =
Q↑
max
k
(Qˆk↑)
(6.14)
Referring to Eq. (6.12) where Q↑ = Q˜↑ is now substituted, one obtains the optimal σ˙↑ for given
σ(t↑) = ∆σ↑ as
σ˙↑ =
1
max
k
(Qˆk↑)
(6.15)
In other words, σ˙↑ has now been expressed in terms of ∆σ↑ in a way which ensures that the trajectory
proﬁle illustrated in Figure 6.2 will fully exploit the rockbreaker's ﬂow rate capacities at t↑. Similar
developments would allow σ˙↓ to be expressed in terms of ∆σ↓ so that ﬂow rate capacities are also
fully exploited at tf − t↓. Eﬀectively, this means that the trajectory proﬁle in Figure 6.2 is now
deﬁned by only four parameters: t↑, t↓, ∆σ↑ and ∆σ↓.
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6.4.3 Constrained minimization of the trajectory duration
The ﬁnal step in the ﬁrst phase of the trajectory optimization methodology consists of adjusting
the trajectory proﬁle illustrated in Figure 6.2 so that the total trajectory duration tf is minimized.
Referring to Eq. (6.8) and taking into account the ﬁnal observation of Section 6.4.2, it may be
seen that tf is a function of t↑, t↓, ∆σ↑ and ∆σ↓. The trajectory duration tf could theoretically
be minimized over the search space deﬁned by these parameters. However, in order to maintain
rockbreaker accelerations at acceptable levels, the ramp-up/-down segment durations are empirically
chosen prior to the optimization, where longer durations have a direct impact on limiting rockbreaker
accelerations (typically t↑, t↓ ≥ 1 second). The optimization problem may thus be formulated as the
minimization of tf = f(∆σ↑,∆σ↓) subject to the following constraints
g1 =
...
σ (0) ≥ 0, g2 = ...σ (t↑) ≤ 0, g3 = ...σ (tf − t↓) ≤ 0, g4 = ...σ (tf ) ≥ 0 (6.16)
within a search space deﬁned by ∆σ↑,∆σ↓ ∈ [0, 0.5]. The above listed constraints exist to ensure
that σ˙(t) is bounded from below by zero and from above by the extended line deﬁning the central
segment of the trajectory proﬁle (i.e. the dash-dotted line in Figure 6.3). This is not the case, for
instance, in Figure 6.3, where the jerk's (i.e.
...
σ (t)) sign has been labeled at various points of interest
along the trajectory proﬁle. Through observation, one may conclude that the undesirable situations
that are illustrated require the jerk to undergo two sign changes within the ramp-up and/or ramp-
down segments. It is known from Eqs. (6.3) and (6.4) that
...
σ (t) is a quadratic polynomial which
would allow for these sign changes to occur. However, by imposing sign[
...
σ (0)] = −sign[...σ (t↑)] and
sign[
...
σ (tf − t↓)] = −sign[...σ (tf )] through the constraints in Eq. (6.16), this is made impossible. In
addition to this, it is known that for σ˙(t) to be non-negative with σ¨(0) = σ¨(tf ) = 0 then
...
σ (0) ≥ 0
and
...
σ (tf ) ≥ 0 are necessary conditions as are imposed by constraints g1 and g4 in Eq. (6.16). In
order to obtain the preliminary trajectory proﬁle, the sequential-quadratic programming (SQP) al-
gorithm implemented inMatlab's fmincon function may be used to solve the optimization problem
(although other algorithms could be substituted for greater eﬃciency).
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tσ˙(t)
0 t↑ tf − t↓ tf
σ˙↑
σ˙↓
...
σ < 0
...
σ < 0
...
σ > 0
...
σ > 0
...
σ > 0
...
σ < 0
Figure 6.3: Illustration of unwanted characteristics within the trajectory proﬁle (labels related to
...
σ pertain only to the ramp-up/-down sections of the trajectory proﬁle since
...
σ = 0 throughout the
central segment).
6.5 Trajectory optimization: Phase II
In Phase I of the proposed trajectory optimization methodology, a preliminary trajectory was ob-
tained by minimizing the trajectory duration while ensuring that the rockbreaker's ﬂow rate capacity
was fully exploited at the end of the ramp-up segment and the beginning of the ramp-down segment.
In Phase II, this trajectory will be modiﬁed so that the ﬂow rate capacity is fully exploited in the
central trajectory segment. To facilitate this process, the trajectory will henceforth be represented
in discrete form over a series of N time instants r∆t (r = 0, 1, . . . , N − 1) separated by a constant
increment ∆t so that the 0 ≤ t ≤ tf time interval is completely covered (i.e. tf = (N − 1)∆t). This
has the added beneﬁt of naturally leading to the generation of the desired trajectory in discrete form
for the purpose of implementation within a control algorithm.
6.5.1 Computation of the normalized ﬂow rate vector
The preliminary trajectory is obtained from Phase I in terms of parameters t↑, t↓, ∆σ↑, ∆σ↓, σ˙↑
and σ˙↓. Through the boundary conditions expressed in Eqs. (6.5) and (6.6), these parameters lead
to the piecewise deﬁnition of σ(t) provided in Eqs. (6.3), (6.4) and (6.7) which, along with its time
derivative, may be converted to discrete form as σ(r∆t) and σ˙(r∆t). Referring to Eqs. (6.11), (3.15)
and (3.19), one has x˙(r∆t) = e · σ˙(r∆t), ρ˙(r∆t) = Jx˙(r∆t) and Q = Jq|ρ˙(r∆t)|, respectively, where
J and e are also dependent on σ(r∆t). The vector of normalized ﬂow rates is then obtained (similar
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Figure 6.4: Normalized ﬂow rates as a function of the time increments r for a typical rockbreaker
trajectory.
to Eq. (6.13)) as
Qˆ(r∆t) =
[
Q1(r∆t)
Q1max
,
Q2(r∆t)
Q2max
,
Q3(r∆t)
Q3max
,
Q4(r∆t)
Q4max
,
Qp(r∆t)
Qpmax
]T
(6.17)
The variations in time of the normalized ﬂow rates (in terms of the time increments r) for a sample
rockbreaker trajectory are shown in Figure 6.4 where it should be noted that: i) Situations where
Qˆk > 1 indicate a violation of the ﬂow rate limits and ii) abrupt changes that occur when Qˆk = 0 are
due to the fact that the absolute values of the ﬂow rates are being used and thus do not correspond
to a lack of smoothness in ﬂow rate variations.
6.5.2 Determination of the scaling ratio function
As has been previously mentioned, the minimization of the trajectory duration goes hand-in-hand
with the full use of the rockbreaker's ﬂow rate capacity. This is to be accomplished by scaling the
rockbreaker's ﬂow rates up or down based on a scaling ratio λ(r∆t) that varies with time. The
determination of this scaling ratio as a function of time is the purpose of this section while the
details regarding its use are discussed in the next section.
Given the rockbreaker is at rest at the beginning and end of each planned trajectory, the full ex-
ploitation of its ﬂow rate capacity is not possible nor desirable during the ramp-up/-down segments.
With this in mind, Phase I of the trajectory optimization has already produced a preliminary tra-
jectory where at least one of the four proportional valves or the hydraulic pump is at its ﬂow rate
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limit at both t↑ and tf − t↓, i.e. max (Qˆk↑) = max (Qˆk↓) = 1. However, this does not guarantee that
ﬂow rate limits are respected throughout the ramp-up/-down segments and this must be considered
in the determination of the scaling ratio function. With the exception of the ramp-up/-down seg-
ments of the trajectory, the scaling ratio function is determined based on fully utilizing the ﬂow rate
capacities. The detailed procedure that is used to create the λ(r∆t) function is as follows:
1. Identify the maximum normalized ﬂow rates within the ramp-up/-down segments:
The time increments corresponding to the end of the ramp-up segment and the beginning of the
ramp-down segment are ﬁrst deﬁned as r↑∆t and r↓∆t, respectively, with r↑ = max (r) | r∆t ≤
t↑ and r↓ = min (r) | r∆t ≥ tf − t↓. The maximum normalized ﬂow rate within the ramp-up
segment may then be identiﬁed as
Qˆa = max
k
{
max
0≤r≤r↑
[
Qˆk(r∆t)
]}
(6.18)
where Qˆk(r∆t) is the k
th element of Qˆ(r∆t) and where the maximum is denoted to occur at
the ra
th time increment. Similarly, the maximum normalized ﬂow rate within the ramp-down
segment is
Qˆb = max
k
{
max
r↓≤r≤N−1
[
Qˆk(r∆t)
]}
(6.19)
which occurs at the rb
th time increment. It is noted that, more often than not, one will
ﬁnd ra = r↑, rb = r↓, Qˆa ≈ 1 and Qˆb ≈ 1 given how the preliminary trajectory proﬁle was
generated. The trajectory whose normalized ﬂow rates are plotted in Figure 6.4 is an example
of a situation where this is not the case. In order to emphasize this fact, a close-up view of
a region of the plot in Figure 6.4 has been provided in Figure 6.5 where it may be seen that
Qˆa > 1.
2. Deﬁne the scaling ratio function over the initial and ﬁnal trajectory segments:
While the rockbreaker's velocity is ramped-up/-down over the time intervals corresponding to
0 ≤ r ≤ r↑ and r↓ ≤ r ≤ N − 1, respectively, it may be said based on observations made in
the description of the previous step that its ﬂow rates ramp-up/-down over the time intervals
corresponding to 0 ≤ r ≤ ra and rb ≤ r ≤ N−1. During the latter, the rockbreaker's ﬂow rate
capacity cannot be fully exploited as this would entail sudden increases (decreases) in the ﬂow
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Figure 6.5: Close-up view of a region of Figure 6.4.
rates at the beginning (end) of the trajectory. With this in mind, and to ensure that ﬂow rate
limits are respected, the scaling ratio function over these time intervals is deﬁned to remain
constant as follows:
λ(r∆t) =
1
Qˆa
when 0 ≤ r ≤ ra (6.20)
λ(r∆t) =
1
Qˆb
when rb ≤ r ≤ N − 1 (6.21)
Moreover, since it is known that Qˆa ≥ 1 and Qˆb ≥ 1, this will not shorten the duration of
the rockbreaker's ramp-up/-down trajectory segments. Since the initial durations (i.e. t↑ and
t↓) were empirically chosen to be long enough to maintain the rockbreaker's accelerations at
reasonable levels, this is a desirable feature of the proposed approach.
3. Deﬁne the scaling ratio function for the remainder of the trajectory: Following the
previous step, it is known that at least one of the proportional valves or the hydraulic pump
will be operating at its ﬂow rate limit at the time increments corresponding to ra and rb once
the trajectory scaling is complete. For the trajectory segment deﬁned by ra < r < rb, it is then
possible to scale the ﬂow rates so that the rockbreaker's ﬂow rate capacity is fully exploited.
This leads to the following deﬁnition of the scaling ratio function over the remaining trajectory
segment:
λ(r∆t) =
1
max
k
[
Qˆk(r∆t)
] with ra < r < rb (6.22)
Over the course of the trajectory, the hydraulic system component (i.e. proportional valve
or pump) responsible for constraining the rockbreaker's motion will vary. For example, in
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Figure 6.6: Inverse of scaling ratio function for complete rockbreaker trajectory. Note that the
trajectory is the same as was used to produce Figure 6.4.
Figure 6.5, the proportional valve associated to ρ4 is initially the most constraining from ra
to r1 at which point the valve associated to ρ1 momentarily takes over the role. The time
increments at which these transitions occur are denoted as r1, r2, etc. Based on Eqs. (6.20)
through (6.22), the scaling ratio function is fully deﬁned and its inverse may thus be plotted
as a function of r as is done in Figure 6.6. In this plot, the original normalized ﬂow rates are
also included (in gray color) to emphasize the meaning of the λ(r∆t) function.
4. Add parabolic blends to smooth the scaling ratio function: At this point in the
process, the scaling ratio function λ(r∆t) has been deﬁned for the entire trajectory duration.
While λ(r∆t) (or its inverse which is plotted in Figure 6.6) is necessarily continuous, it will
typically not be smooth given the transitions occurring at ra, rb, r1, r2, etc.
2 It will become
clear in Section 6.5.3 that this constitutes an issue since the ﬂow rate scaling, which depends
on λ(r∆t), has a direct impact on the smoothness of σ˙(t). Moreover, if σ˙(t) is not a smooth
function then the rockbreaker accelerations will not be continuous. For this reason, polynomial
blends are added to the inverse of the scaling ratio function. The transition occurring at r1 in
Figure 6.5 will be used to illustrated the implementation of the blends where in that particular
case Qˆ1 and Qˆ4 are to be blended together. The blend duration is ﬁrst set empirically to tblend
(e.g. tblend = 0.2 seconds). The quantity of time increments over which the blend is applied
2In this context, the terms continuous and smooth are applied loosely when referring to the scaling ratio
function since it is technically nonsensical to discuss such qualities as they relate to a discrete function.
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on either side of r1 may then be computed as ∆r = tblend/(2∆t) where the result is rounded
down to the nearest integer. This duration is shortened to exclude any peaks in the Qˆk being
blended (there are none in the particular case currently being illustrated). Once a suitable
blend time span has been identiﬁed, a 3rd-order polynomial blend η(r∆t), centered on r1, is
determined based on the following boundary conditions:
η
[
(r −∆r)∆t] = Qˆk1[(r −∆r)∆t] (6.23)
η
[
(r + ∆r)∆t
]
= Qˆk2
[
(r + ∆r)∆t
]
(6.24)
η˙
[
(r −∆r)∆t] = Qˆk1[(r −∆r + 1)∆t]− Qˆk1[(r −∆r − 1)∆t]
2∆t
(6.25)
η˙
[
(r + ∆r)∆t
]
=
Qˆk2
[
(r −∆r + 1)∆t]− Qˆk2[(r −∆r − 1)∆t]
2∆t
(6.26)
where k1 and k2 represent the indices associated to each of the normalized ﬂow rates being
blended while r is the initial location of the transition between the latter (in the illustration
r = r1, k1 = 4 and k2 = 1). In Eqs. (6.25) and (6.26), the centered diﬀerence is used to
estimate the slope of the Qˆk functions at the blend's boundaries. The result is a smooth blend
such as the one shown in Figure 6.5. Implementing this approach at all transition points, a
smooth scaling ratio function is ﬁnally obtained.
6.5.3 Trajectory scaling
The scaling ratio function (i.e. λ(r∆t)), which has now been fully developed, is to be used to scale
the rockbreaker's ﬂow rates (i.e. Q) in order to minimize trajectory durations. However, based
on the developments in Section 6.5.1, it is known that Q and σ˙ are related linearly. It is thus
equivalent and more convenient to apply the scaling ratio function directly to σ˙. For this purpose, it
is recalled that σ˙(r∆t) is a discrete function which essentially consists of a list of values σ˙r to which
are associated corresponding times tr = r∆t with r = 0, 1, . . . , N − 1. At the rth time increment, σr
may be scaled as follows:
˙ˇσr = λ(r∆t) · σ˙r (6.27)
which, as previously mentioned, has a direct impact on the rockbreaker's velocity along the trajec-
tory. In order for the rockbreaker's displacements during the trajectory to remain unchanged despite
the changes in velocity, the scaling must also be applied to the time series tr. If ∆tr = ∆t is deﬁned
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as the initial time span separating the tr−1th and trth time increments such that tr = tr−1 + ∆tr
then the scaled version becomes
tˇr = tˇr−1 + ∆tˇr (6.28)
with
∆tˇr =
2∆tr
λ(r∆t) + λ[(r − 1)∆t] (6.29)
where in this case r = 1, 2, . . . , N − 1. The displacement level trajectory is then simply obtained by
associating to the original list of discrete values σr (i.e. obtained at the discrete time increments tr
using Eqs. (6.3), (6.4) and (6.7)) new time increments tˇr. This means that σˇr = σr but the values
occur at diﬀerent instants in time (i.e. tˇr rather than tr).
6.6 Post-processing of prescribed actuator motion data
Referring to Eqs. (6.28) and (6.29), it may be observed that the time histories of σˇ and ˙ˇσ that result
from the trajectory scaling process are based on a time series with variable time increments. This
undesirable situation may be rectiﬁed by linearly interpolating between consecutive values of σˇ and
˙ˇσ, respectively, combined with the corresponding time data. The result is a series of σˇ and ˙ˇσ values
associated to a time series with a uniform time increment that is typically based on the frequency of
the semi-automatic rockbreaker system's control loop. When using such an approach, it is advisable
to generate the initial trajectory based on time increments an order of magnitude smaller than those
that will eventually be required for the purpose of the control algorithm implementation as this will
improve the accuracy of the linear interpolation. The hydraulic actuator lengths and rates of change
associated to σˇ and ˙ˇσ, respectively, may then be computed based on the kinematic relationships
developed in Sections 3.3, 3.4 and 3.6.
6.7 Simulation results
In order to compare the eﬀectiveness of the aforementioned trajectory planning algorithm (labeled
as Method 2) to generate time-optimal trajectories, a Cartesian trajectory planning algorithm based
on the methodology presented in Chapter 5 (labeled as Method 1) was developed. The trajectories
generated using both methods were based on the rockbreaker system previously used in Chapter 5,
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Y1
X1
O
NR
FL
NL
FR
Figure 6.7: Top down view of the grizzly with the initial and ﬁnal rockbreaker conﬁgurations used
for trajectory planning algorithm validation. Note that the grizzly installation shown is not to scale.
whose parameters can be obtained from Appendix B and where ϕ = 5.20◦ and Qpmax = 170 L/min.
Furthermore, the value of t↑ and t↓ is set to 2 seconds (to satisfy the conditions given in Section 6.4.3),
while tblend is set to 1 second. The value for tblend is set empirically and may be changed as required
based on test results.
Six case trajectories, whose initial and ﬁnal rockbreaker conﬁgurations are deﬁned based on a set
of four points located in the work plane above the grizzly, were generated using both trajectory
planning methods. The points about which the rockbreaker's tip is moved represent the centres of
the four corner openings of the grizzly, as shown in Figure 6.7, where the grizzly is symmetrically
positioned with respect to the rockbreaker's X1Z1 plane. These points are listed as near left (NL),
near right (NR), far left (FL) and far right (FR). The conﬁguration of the rockbreaker for each point
are given as:
xNL =

2.20m
2.15m
−1.00m
270◦

, xNR =

2.20m
−2.15m
−1.00m
270◦

, xFL =

6.27m
2.15m
−1.00m
293.6◦

, xFR =

6.27m
−2.15m
−1.00m
293.6◦

The generated trajectories were deﬁned as:
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Case 1. Moving from the initial position NL to the ﬁnal position FR.
Case 2. Moving from the initial position FR to the ﬁnal position NL.
Case 3. Moving from the initial position NL to the ﬁnal position FL.
Case 4. Moving from the initial position FL to the ﬁnal position NL.
Case 5. Moving from the initial position NL to the ﬁnal position NR.
Case 6. Moving from the initial position FL to the ﬁnal position FR.
With these six trajectories, all possible trajectory behaviours between a set of two corner grid
openings of a grizzly are obtained. This is part due to the symmetry of the point locations and
swing joint position. If one were to compute all complimentary trajectories (e.g. trajectory 1 goes
from NR to FL rather than NL to FR), one would observe identical actuation for the actuators
responsible for the motion of the planar arm of the rockbreaker, whilst the swing joint's actuators
would exhibit their complimentary behaviours, i.e. the displacement for ρ0 would be that of ρ1 and
vice versa.
The results for Case 1 in terms of σ˙(t) are shown in Figure 6.8. It may be observed that Method
1 leads to a constant σ˙ for the majority of its trajectory (i.e. a constant Cartesian straight-line
velocity) and has a total duration of 32.84 second. Meanwhile, Method 2 exhibits a ﬂuctuating σ˙
throughout the trajectory and has a total duration of 18.93 seconds, which is signiﬁcantly shorter.
A comparison of the resulting ρj trajectories of Methods 1 and 2 is illustrated in Figures 6.9-6.13.
Furthermore, plots of all ρj trajectories for each of Methods 1 and 2 are provided in Figures 6.14
and 6.15.
When comparing the utilization of ﬂow rates (using the normalized ﬂow rates) amongst both Methods
1 and 2, as illustrated in Figures 6.16 and 6.17, respectively, it is observed that both methods respect
the system's ﬂow rate limitations. However, from Figure 6.16 it is evident that the ﬂow rate usage
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Figure 6.8: Comparison of the resulting σ˙ trajectory from both trajectory planning methods for
Case 1.
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Figure 6.9: Comparison of the resulting ρ0 trajectory from both trajectory planning methods for
Case 1.
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Figure 6.10: Comparison of the resulting ρ1 trajectory from both trajectory planning methods for
Case 1.
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Figure 6.11: Comparison of the resulting ρ2 trajectory from both trajectory planning methods for
Case 1.
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Figure 6.12: Comparison of the resulting ρ3 trajectory from both trajectory planning methods for
Case 1.
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Figure 6.13: Comparison of the resulting ρ4 trajectory from both trajectory planning methods for
Case 1.
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Figure 6.14: Resulting ρj trajectories obtained using trajectory planning Method 1 for Case 1.
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Figure 6.15: Resulting ρj trajectories obtained using trajectory planning Method 2 for Case 1.
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Figure 6.16: Resulting Qˆk trajectory from sub-optimal trajectory planning method (Method 1) for
Case 1.
throughout the trajectory is not optimized by Method 1, as it only reaches the maximum allowable
ﬂow rate Q3max at a given time instant. On the other hand, it may be seen in Figure 6.17 that
Method 2 fully exploits available ﬂow rates throughout the majority of its generated trajectory,
resulting in a shorter duration of the latter.
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Figure 6.17: Resulting Qˆk trajectory from ﬂow optimal trajectory planning method (Method 2) for
Case 1.
Table 6.1: Total duration of trajectories using two trajectory planning methods.
Case tf (s) - Method 1 tf (s) - Method 2 Reduction in tf (%)
1 32.84 18.93 42.4
2 50.03 24.75 50.5
3 22.94 14.48 36.9
4 34.46 20.98 39.1
5 19.28 15.39 20.2
6 15.09 10.17 32.6
Average 29.11 17.45 37.0
Although detailed results have only been provided for Case 1, it should be noted that the remaining
cases exhibit similar outcomes when comparing both trajectory planning methods. However, the
resulting motion duration of the trajectories for all cases using both methods is provided in Table 6.1,
where it can be seen that Method 2 generates trajectories which are of shorter duration, making
these time-optimal in comparison to trajectories generated using Method 1.
6.8 Discussion and conclusions
In summary, the newly proposed trajectory planning algorithm presented within this chapter allows
for the generation of time-optimized trajectories which are smooth and continuous. This is accom-
plished through a scaling of the velocity-level trajectory so as to ensure a maximum utilization of the
available ﬂow rates by the actuators for the central trajectory segment, which excludes the initial
and ﬁnal velocity ramping segments.
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The resulting trajectories using this new approach are, on average, 37% faster than the trajectories
generated using the method presented in Chapter 5. This is a direct result of the full utilization
of allowable ﬂow rates throughout the bulk of the trajectory as compared to the previous approach
which only ensured full ﬂow rate utilization for a single time instant. However, it should be noted
that the reductions in trajectory durations are more pronounced when the motion of the arm within
the X2Y2 plane (refer to Figure 3.2(b)) is substantial. Furthermore, one could use this approach to
generate a trajectory akin to a trajectory with via points by generating trajectory between these via
points and compounding them as one trajectory. However, this approach would not be time-optimal,
seeing as the rockbreaker's motion would stop momentarily during the transitions between trajectory
segments. Furthermore, the main drawback from using this trajectory planning algorithm (as well
as the technique presented in Chapter 5) is its oine computation of trajectories, preventing any
alterations to trajectories during the rockbreaker's motion to be made, which could be problematic
if this trajectory planner was applied in a real-time collision avoidance scheme.
Further improvements regarding this algorithm would require the availability of an operational
system for testing purposes. With such a system, one could ﬁnd an optimal ramping motion duration
value (t↑ and t↓) to be used in the trajectory planning algorithm, as these were set empirically during
the simulations (see Section 6.4.3). Furthermore, although in theory the system should be able to
supply the required ﬂow rates for the motions generated, this assumption should be validated.
Moreover, since the generated trajectories ensure that one of the actuators is saturated during any
motion (i.e. Qˆk computed based on Qkmax), a controller may not be able to compensate for small
positional errors as additional ﬂow rate to one of the actuators may not be feasible. If testing reveals
this to be the case, a reduction of the ﬂow rate limits may be imposed on the trajectory planning
algorithm (i.e. Qˆk computed based on Qkmax = 0.9Qkmax). Furthermore, from Figure 5.3, it can
be shown that as θ1 nears the extremities of its range (±85◦), the angular velocity θ˙1 increases
exponentially while ﬂow rate remains constant. Even with a reduction of the ﬂow rate limit for this
joint, motions where θ1 nears those positions would lead to a dramatic increase in joint velocity,
making it diﬃcult to control. Should testing reveal this to be problematic, an alternative solution
is proposed, where Qˆ1 is computed based on a maximum allowable swing joint velocity θ˙1max rather
than its maximum allowable ﬂow rate Q1max . This would eﬀectively generate trajectories where
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ﬂow rate is exponentially reduced as θ1 nears its extremities, reducing the likelihood of positional
overshoot during any swing joint motion. Lastly, future research regarding trajectory planning
algorithms for a rockbreaker would entail the development of online motion planners that ensure
smooth and continuous motions, such that they may be used in an online collision-avoidance scheme.
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Chapter 7
Collision-free trajectory planning
In Chapters 5 and 6, robust trajectory planning algorithms that may be used for a semi-autonomous
rockbreaker system were described. However, as was mentioned in Section 2.3, these algorithms
do not account for interactions between the rockbreaker and its environment and, therefore, will
generate trajectories that may not be collision-free. The work presented within this chapter seeks
to mitigate this issue for automated rockbreaker motions within its expected work environment
(i.e. within the work plane) by utilizing these trajectory planning algorithms within a collision
avoidance strategy. Initially, a generated trajectory is evaluated for possible collisions between the
rockbreaker's links as well as obstacles found within its environment by using the enhanced Gilbert-
Johnson-Keerthi (GJK) algorithm. If no collisions are found, the trajectory may safely be sent to
the controller to move the rockbreaker accordingly. However, if collisions are detected, the collision
avoidance strategy is run to generate a new, collision-free trajectory.
The algorithms and logic used for this collision avoidance strategy will be described within the re-
mainder of this chapter, which is organized as follows: an overview of the enhanced GJK algorithm
is provided in Section 7.1, followed by the modeling techniques and collision pair identiﬁcation de-
scription in Section 7.2. The collision avoidance strategies used in conjunction with the trajectory
planning algorithms are then discussed in Section 7.3, followed by the results of the collision avoid-
ance strategy's implementation in a simulation provided in Section 7.4. Lastly, a general discussion
and conclusion regarding this strategy is given in Section 7.5.
85
7.1 Overview of the enhanced Gilbert-Johnson-Keerthi algorithm
Although the GJK algorithm and its collision detecting variation have been deﬁned extensively in
the literature, a brief overview of the algorithm is provided here. The GJK algorithm is a fast and
robust method to compute the Euclidean distance between a pair of convex objects within a real
coordinate space of dimension m, i.e. Rm [58]. That being said, it is more eﬃcient for cases where
m = 3 and where the pair of convex objects are described using polytopes with deﬁned vertices [58].
If the Euclidean distance between a pair of objects is found to be null, an intersection between
the objects has occurred. Based on this principle, the GJK algorithm may be used as a collision
detection algorithm. Furthermore, since collision detection only relies on Boolean logic (where the
Euclidean distance either is or isn't equal to zero), the GJK algorithm may be simpliﬁed, yielding
what is referred to as the enhanced GJK algorithm.
Let A and B deﬁne the sets of points which make up two convex polytopes, as shown in Figure 7.1(a).
The Euclidean distance between these polytopes, d(A,B), may be computed as:
d(A,B) = min{‖a− b‖ : a ∈ A,b ∈ B} (7.1)
where a and b represent the positions of points located within A and B, respectively, expressed in
a XY Z reference frame with origin O. The Minkowski sum of A and −B, i.e.
C = A⊕ (−B) = {a− b : a ∈ A,b ∈ B} (7.2)
is the convex polytope, shown in Figure 7.1(b), that encompasses the set of points resulting from
all possible diﬀerence operations between points in A and B. The Euclidean distance between the
polytopes deﬁned by A and B may then be obtained as:
d(A,B) = ‖u(C)‖ (7.3)
where ‖u(C)‖ is the minimal distance from O of all points within C, i.e.
‖u(C)‖ = min{‖c‖, c ∈ C} (7.4)
Note that the function ‖u(·)‖ is deﬁned here for any set of points found within the convex object
speciﬁed as the function's argument. Since ‖u(C)‖ = 0 corresponds to a collision between the
polytopes deﬁned by A and B, this infers that the set of points C includes the origin O.
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Figure 7.1: Euclidean distance computation between two convex objects in R2: (a) Polytopes A
and B separated by a distance d(A,B) and (b) the resulting set of the Minkowski sum, C, where
‖u(C)‖ = d(A,B).
In order to obtain u(C), the Minkowski sum deﬁned in Eq.(7.2) must be found. However, computing
the entire Minkowski sum between objects made up of numerous points can be computationally
expensive. From Carathéodory's theorem [68], it is known that if a point lies within a convex object
in Rm, the number of points required to generate a convex hull which surrounds this point is no
greater than m+ 1. This is the basis of the enhanced GJK algorithm. It iteratively seeks to identify
if a simplex, made up of no more than m+1 points found within C, includes the origin O. In the kth
iteration of the enhanced GJK algorithm, a point Wk of position wk is added to the set of points
Wk in an attempt to generate a simplex which includes O. The support function sC yields the point
Wk, located on the perimeter of C, which is the furthest from the origin O along a direction speciﬁed
by −vk, i.e.
sC(−vk) = wk
∣∣∣− vk ·wk = max
c
{−vk · c : c ∈ C} (7.5)
In essence, the output for the support function sC(−vk) is equal to the vector c (found within C)
which provides the maximum numerical value when taking the dot product between c and −vk.
Note that, since the polytope deﬁned by the sets of points C is convex, Eq. (7.5) will always return
a point which lies along the perimeter of this polytope. Since C is the resulting set of points derived
from the Minkowski sum of A and −B, the support function sC(−vk) can be described from the
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support functions and mapping of the polytopes (deﬁned by A and B) such that:
sC(−vk) = sA(−vk)− sB(vk) (7.6)
Using this form of support function eliminates the need to compute set C in its entirety.
With support functions having now been deﬁned, the enhanced GJK algorithm applied to a pair of
convex polytopes is described by the following procedure:
1. Initially, with k = 0, v0 is set to a random vector of non-zero magnitude.
2. While ‖vk‖ 6= 0, the algorithm loops through the following steps:
a) Find wk = sC(−vk) and add it to the set Wk.
b) If vk · wk ≥ 0, no collision is detected and the algorithm terminates (i.e. if point wk
does not go beyond the origin O in the −vk direction, the polytope deﬁned by C cannot
envelop O and thus the pair of convex polytopes are not intersecting).
c) Set k = k + 1, then set vk as the point within Wk−1 that is closest to O, i.e. u(Wk−1).
d) Set Wk as the smallest set of points found within Wk−1, such that it includes vk. This
ensures that Wk consists of m+ 1 points or less at all times.
e) Return to the beginning of the loop.
3. If ‖vk‖ = 0, a collision is detected and the algorithm may stop.
An example of this enhanced GJK algorithm can be seen in Figure 7.2, which depicts the Minkowski
sum of the pair of convex polytopes represented in Figure 7.1(a). Initially, as seen in Figure 7.2(a),
a search direction of v0 yields the point W0. Since W0 is located beyond O in the −v0 direction (as
emphasized by the dashed line, which represents a line normal to −v0 passing through point W0),
the algorithm carries on through the next iteration. In Figure 7.2(b), setting v1 = w0 allows for
point W1 to be found and be added toW1. Once again W1 is located beyond O in the −v1 direction
and the algorithm carries on. In the following iteration, as depicted by Figure 7.2(c), v2 is set to
equal to a point along the line between points W0 and W1, i.e. v2 = u(W1), which is then used to
obtain W2. In this instance however, W2 is not found to be located beyond O in the −v2 direction
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Figure 7.2: Three iterations of the enhanced GJK algorithm process for polytopes deﬁned by sets
of points A and B (from Figure 7.1(a)) visualized using the resulting Minkowski sum C. (a) k = 0,
(b) k = 1 and (c) k = 2.
and therefore the algorithm may terminate since no collision has occurred. For more information
regarding this algorithm and the original GJK algorithm, the reader may refer to [57,58]. With the
enhanced GJK algorithm having been deﬁned, its use in the development of a collision avoidance
strategy will be described in Section 7.3. However, prior to this, all objects found within a semi-
automated rockbreaker system must be modeled as convex objects (this includes the rockbreaker's
own links as well as all objects within its surrounding environment). Note that the collision detection
between pairs of objects is only as accurate as the modeling accuracy of all collidable objects.
7.2 Modeling of the rockbreaker and its environment
In order to implement the enhanced GJK algorithm, all p collidable objects found within the working
environment (i.e. the rigid bodies which constitute the rockbreaker and the objects located in its
surrounding environment) must be modeled as convex objects. To model these objects, convex
polytopes deﬁned using sets of points labeled as Dh (h = 1, 2, . . . , p) are to be used. The polytope
deﬁned by Dh is deﬁned by a set of v vertices whose position vectors are denoted as dhj (j =
1, 2, . . . , v). Note that, for modeling simplicity and computational eﬃciency, v ≤ 8 is imposed for
each of the p polytopes. When modeling any object, the resulting polytope deﬁned by Dh essentially
represents an oversized envelope, completely encompassing the object (i.e. as a bounding box). This
has the added beneﬁt of providing an inherent factor of safety in the collision detection algorithm
that may account for small deviations in the prescribed trajectories during the rockbreaker's motion.
Moreover, this factor of safety may be modiﬁed at will simply by increasing the size of the polytopes
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based on a scaling parameter.
Using the CAD model of a virtual rockbreaker system, sets of vertices Dh representing convex
polytopes may be generated for each of the rockbreaker's ﬁrst three links (h = 1, 2, 3). In doing
so, the positions of the hth link's vertices are initially deﬁned relative the (h+ 1)th reference frame,
i.e. [dhj ]h+1. In order to better represent its shape, the breaker link, for its part, is modeled as two
separate convex polytopes (one for the breaker housing and another for the breaker tip). These may
be represented by the sets of points D4 and D5, respectively, deﬁned with respect to the X5Y5Z5
reference frame ([d4j ]5 and [d5j ]5).
While each of the convex polytopes representing the rockbreaker's links were conveniently deﬁned in
reference frames attached to the links, the enhanced GJK algorithm requires that they be converted
to a common reference frame. In this instance, the rockbreaker's base reference frame X1Y1Z1 is
used. Using Eqs. (3.3) and (3.4), the sets of vertices dhj representing the h
th rockbreaker link, can
be deﬁned in the based frame as:
[dhj ]1 = [a1]1 + R
1
2[a2]2 + · · ·+ R12R23 . . .Rh−1h [ah]h + R12R23 . . .Rhh+1[dhj ]h+1 (7.7)
with the exception of the convex object for the breaker tip, deﬁned by D5, whose vertices can be
described in the base frame as:
[d5j ]1 = [a1]1 + R
1
2[a2]2 + · · ·+ R12R23R34[a4]4 + R12R23 . . .R45[d5j ]5 (7.8)
The remaining objects needed to be modeled as collidable objects are the static obstacles and zoning
elements found within the rockbreaker's environment. Their models are deﬁned as a set of points
Dh (where h = 6, 7, · · · , p), whose vertices [dhj ]1 are easily deﬁned within the base reference frame
X1Y1Z1 due to their static nature. In order to obtain vertex positions relative the X1Y1Z1 frame,
a three-dimensional scanner could be used to measure the overall dimensions of the rockbreaker's
surrounding environment, where the generated point cloud is then used to identify all [dhj ]1 needed
to deﬁne all the convex polytopes deﬁned by sets of points Dh. For more complex geometries (such as
concave wall structures found in excavated chambers in underground mines, as seen in Figure 7.3(a)),
the concavities may be walled-oﬀ using smooth planes, as shown in Figure 7.3(b).
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Figure 7.3: Modeling wall concavities within the rockbreaker's environment. (a) Wall concavities
found within the work environment. (b) Plane objects used to delimit said concavities.
In this work, the modeling of the rockbreaker's surrounding environment is based on sample in-
stallation drawings/plans of excavated areas expected to house a rockbreaker system. From these
installation drawings, all sets of points Dh required to deﬁne the convex polytopes representing
the various static objects found within the work environment may be derived (at the designer's
discretion). Furthermore, it should be noted that self-collisions between the breaker tip and the
rockbreaker's base (which hasn't been modeled) are known to be feasible when the breaker tip is
located in a position where x ≤ 0. In order to be able to detect such a collision, a plane object
(coincident with the Y1Z1 plane) can be used to represent the rockbreaker's base and be treated as
a static collidable object within the work environment.
With all objects modeled (as shown in Figure 7.4), it is necessary to identify collision pairs (pairs of
objects which may interact with one another) in order to avoid unnecessary collision checks between
object pairs which are physically incapable of interaction. To identify these collision pairs, a strictly
upper triangular binary matrix H of size 5× p is used as a lookup table. Manually setting the
element of H located on its Ith row and J th column, i.e. HI,J , to 1 (i.e. true) indicates a potential
for the Ith convex object (i.e. a link of the rockbreaker) to collide with the J th convex object (i.e. a
rockbreaker link or an obstacle in the work environment). This method is implemented to ensure that
self-collisions can be veriﬁed. When running a collision check for a speciﬁc rockbreaker conﬁguration,
the convex objects representing the rockbreaker's links must ﬁrst be represented in theX1Y1Z1 frame,
using Eqs. (7.7) and (7.8), then the collision pairs, identiﬁed using H, are checked for collision using
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Figure 7.4: Visualization of a virtual rockbreaker system (conﬁguration speciﬁc) and its environment
represented as convex objects.
the enhanced GJK algorithm. Although physics engines and collision detection checks for complex
systems (i.e. which have a great number of collidable objects) usually take a two-stage approach for
collision detection, consisting of a broad phase for collision pair identiﬁcation and a narrow phase for
collision detection [51, 52, 60], this approach is deemed unnecessary for the rockbreaker system due
to the low number of collidable objects expected to be found within the work environment. Lastly,
although the prismatic hydraulic actuators found on the rockbreaker aren't currently modeled, these
may be included if deemed necessary, modeling them as two separate collidable objects, in a similar
fashion as the rockbreaker's links. Their vertices dhj would be described with respect to ﬁxed
reference frames found on the actuators' pins and would need to be interpreted in the base frame
using a similar approach as the one introduced in Eq. (7.7).
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7.3 Collision detection strategy
Since collision detection is accomplished using the enhanced GJK algorithm, the rockbreaker's con-
ﬁguration for any motion must be known to ensure the modeled rockbreaker objects are properly
represented for the collision detection. If provided with entire rockbreaker trajectories, the resulting
collision detection algorithm can be used to verify that they are collision-free. These trajectories
may then be provided to a controller to run the rockbreaker.
For the purposes of generating collision-free trajectories, two path planning approaches are consid-
ered. The ﬁrst path planning algorithm that is considered generates trajectories with decoupled
swing joint motions, similar to the path planner presented in Chapter 5. However, this algorithm is
modiﬁed such that it implements continuous ﬂow rate scaling as was proposed in Chapter 6. The
second approach for path planning is based on the Cartesian straight-line motion planner provided
in Chapter 6. Since both path planning approaches utilize the same time parameterization technique
(i.e. continuous ﬂow rate scaling), the resulting trajectories are expected to be time optimal given
the types of paths that are imposed.
In terms of ideal trajectory planning methodology, both the aforementioned approaches present ben-
eﬁts and challenges depending on the circumstances. For instance, the decoupled swing joint motion
planner guarantees the resulting trajectory remains within the workspace of the rockbreaker despite
its non-convexity (as long as the motions are found within the work plane where x ≥ 0). Further-
more, the resulting trajectory is time optimal as it avoids unnecessary hydraulic actuator motions
(i.e. extension followed by contraction). However, the decoupled approach does not provided a fully
predictable path in Cartesian space as the swing and planar arm motions are independent of one
another. In particular, the breaker tip is not guaranteed to remain within the region located above
the grizzly during a given motion, which could lead to collisions with static obstacles surrounding
the grizzly. This is illustrated in Figure 7.5 for an example scenario consisting of a motion from an
initial position pI = [1.25, 2.75,−0.5]T to a ﬁnal position pF = [6.75,−2.75,−0.5]T . On the other
hand, the Cartesian straight-line approach guarantees that the breaker tip remains above the grizzly
during any motions within the work plane (see Figure 7.5). There are associated drawbacks with
this method, however, notably that the resulting trajectories may lead to unnecessary motions of
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Figure 7.5: Time-optimal paths obtained for the example scenario using the decoupled swing joint
motion approach and the Cartesian straight-line approach.
the hydraulic actuators (e.g. extension followed by contraction) and it does not guarantee that the
breaker tip remains within the rockbreaker's non-convex workspace.
In order to provide a collision-free trajectory to the controller, the following path planning strategy
is employed:
 Initially, a trajectory generated using the decoupled swing joint motion approach is veriﬁed for
potential collisions. If the resulting trajectory satisﬁes this criteria, it is supplied to the controller.
 If the aforementioned trajectory fails to be collision-free, a trajectory is generated using the
Cartesian straight-line approach and veriﬁed for collisions.
 If both approaches fail to identify a collision-free trajectory, a new path planning approach must
be developed.
Since instances where both path planning approaches fail to generate a feasible trajectory exist
(i.e. paths leading to collision and/or exiting the workspace), a third path planning approach must
be introduced. This new (hybrid) approach should ensure that the breaker tip remains within the
workspace and above the grizzly for the entirety of the trajectory, as this will signiﬁcantly reduce
the chances of collisions. As such, this hybrid approach will be derived from a modiﬁed version of
decoupled swing joint motion path planner which also ensures the breaker tip remains above the
grizzly at all times.
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Figure 7.6: Annular region based on the decoupled swing joint motion trajectory for the example
scenario.
The hybrid approach begins with the boundary identiﬁcation of the area deﬁned by the grizzly as line
segments (Rg) as well as the boundaries of an annular region, which is deﬁned using a combination
of lines segments and circular arcs (Ra). The annular region is deﬁned as the area which encloses the
decoupled swing joint motion. It is known that this resulting motion is the combination of an angular
motion about the swing joint and a radial motion (straight line motion along the X2 axis). For any
generated path, the radial and angular motions are known to be bounded, where the minimum and
maximum radial distances with respect to X1Y1Z1 are known as well as θI and θF . With these
bounds, the annular region which encloses the decoupled swing joint path may be determined (as
shown in Figure 7.6). Next, the boundaries of the admissible region (i.e. region which remains above
the grizzly) are identiﬁed by calculating the intersections between the grizzly area and the annular
region (i.e. intersections between Rg and Ra). The resulting boundary consists of a set of line
segments and circular arcs (P). From this set, all possible alternative paths along the admissible
region's boundary which connect the initial and ﬁnal rockbreaker poses are identiﬁed. For the
example scenario illustrated in Figures 7.5 and 7.6, this results in two alternative paths, P1 and P2,
as shown in Figure 7.7. The shortest alternative path (in terms of the number of line/arc segments)
is chosen and trajectories are generated for each segment using the decoupled swing joint motion
approach for circular arc segments and the Cartesian straight-line approach for line segments. Note
that, in the case where both alternative paths are of identical length, the ﬁrst alternative path which
was identiﬁed is to be used. These trajectories are then compounded into a single trajectory where
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Figure 7.7: Admissible motion region bounded by P and alternative paths P1 and P2 for the example
scenario. Note that the paths are labeled according to the path planning approach, where DA, CA
and HA denote the paths generated by the decoupled swing joint motion, Cartesian straight-line
motion and hybrid approach, respectively.
the rockbreaker's motion stops momentarily during the transition between the separate trajectory
segments. Furthermore, it should be noted that line segments may be approximated as circular
arcs of very large radius to simplify the process (i.e. eliminating the need to deal with two types of
geometrical entities) if desired. Once a trajectory consisting of multiple segments has been assembled,
each of its segments is veriﬁed for collisions. If collisions are found, trajectories are generated for the
next shortest alternative path and they are veriﬁed for possible collisions. In the instance that no
trajectory is collision-free, the system will need to be operated manually by the operator. However,
those instances are expected to be extremely rare and none have been observed throughout the
algorithm validation process. Moreover, it is expected that such cases would be the result of poor
installation design of the rockbreaker system. A summary of the trajectory planning with collision
avoidance methodology using the three various path planning approaches is provided in the form
of a ﬂow chart shown in Figure 7.8. Furthermore, the trajectories produced by each approach for
three example scenarios can be seen in Figure 7.9, where it has been considered that any departure
from the grizzly area results in a collision. It should be noted that when inspecting the trajectories
using the enhanced GJK algorithm, the veriﬁcation is only performed for discrete time steps along
the trajectory. Although undetected collisions could still occur between consecutive time steps, this
risk is mitigated by the rockbreaker's relatively slow speed, the use of slightly larger than required
convex polytopes to model its links and the setting of the GJK's algorithm's frequency of execution
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Figure 7.8: Summary of the trajectory planning with collision avoidance approach given pI and pF .
to be suﬃciently high (but low enough to maintain acceptable computation time, e.g. 50 Hz).
7.4 Results
The results that follow were obtained based on a virtual rockbreaker system having the kinematic
parameter values listed in Appendix B. The rockbreaker system and its surrounding virtual envi-
ronment were modeled as convex polytopes which were previously shown in Figure 7.4. This led
to the creation of a total of 22 convex objects (5 for the rockbreaker and 17 for the surrounding
environment). A collision pair matrix H5×22 was then generated to identify the pairs of objects that
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the hybrid approach based on alternative paths (HA).
could collide. Three diﬀerent trajectories were computed using the collision-free trajectory planning
algorithm, showcasing all three possible outcomes using the methodology described in this work.
The initial and ﬁnal positions (pI and pF ) for theses trajectories are as follows:
pI1 = [1.1, -2.9, -1]
T m pF1 = [6.9, 2.9, -1]
T m
pI2 = [1.1, 2.9, -1]
T m pF2 = [6.9, 2.9, -1]
T m
pI3 = [1.0, 3.0, 1]
T m pF3 = [6.5, -2.5, 1]
T m
The resulting collision-free trajectories are shown in Figure 7.10. The total run time of 10 iterations
for each trajectory computation scenario was, on average of 4.79, 9.02 and 8.98 seconds, respectively,
whose trajectories are deﬁned using discrete time steps taken at a sampling frequency of 1 kHz and
with collision checks computed at a frequency of 50 Hz1. Although the computation times may seem
excessive, the code utilized to generate these trajectories suﬀers from Matlab overhead during run
1Simulations done using a Lenovo ThinkPad W550s with a Intel i7-5500U CPU @2.4 GHz, 8 GB RAM
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Figure 7.10: Possible outcomes of trajectories generated using the trajectory planning algorithm
with collision avoidance. Example of (a) decoupled trajectory, (b) Cartesian trajectory and (c)
hybrid trajectory.
time as well as some sub-optimal subroutines which could beneﬁt from compilation into C-code.
Furthermore, the enhanced GJK algorithm used during these simulations was ﬁrst compiled as a
.mex ﬁle using C-code and performed a collision check between a pair of objects within ∼ 10−16 µs.
Alterations to the original trajectory planning algorithms were made to allow for compilation of the
code (where the optimization routine for the ramping segments of the trajectories were computed
using a sequential linear programming routine rather than the sequential quadratic programming
routine from fmincon), where the resulting average run time for each trajectory computation itera-
tion (out of 100) was of 0.09, 0.18 and 0.20 seconds for the three cases, respectively. Lastly, although
collision checks were performed between various combinations of all objects seen in Figure 7.4, the
number of collision checks could have been reduced since some collisions are known to be infeasi-
ble when the breaker tip is found near/within the work plane (e.g. the breaker tip cannot collide
with the grizzly's modeled grid mesh or the walled-oﬀ area deﬁned by the plane to the left of the
rockbreaker), which would reduce computation time for collision detection.
7.5 Conclusion
The use of the collision-free trajectory planning algorithm for a semi-autonomous rockbreaker system
has been introduced. Although the algorithm does not absolutely guarantee a collision-free trajectory
will be found (due to veriﬁcations being made at ﬁnite time intervals), cases where the algorithm
was not successful have yet to be identiﬁed. Furthermore, most encountered cases only went as far
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as generating trajectories using the Cartesian straight-line motion planner whilst the hybrid motion
planner was rarely needed. The algorithm has proven to be robust in supplying feasible trajectories
during various simulations, while also being adaptable for various rockbreaker installation designs.
Future work will entail the incorporation of a broad phase for collision detection for more complex
environments (i.e. a preliminary collision detection approach to identify potential collision pairs)
and more detailed object models which would eﬀectively remove the need for H, adding coherence
to the enhanced GJK algorithm (selectively choosing a search direction between collision pairs) and
exploring the use of geometric primitives to deﬁne the convex objects within the system.
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Chapter 8
Conclusion
In conclusion, the development of collision-free trajectory planning algorithms necessary in order
to semi-automate a commercial rockbreaker system was achieved. The beneﬁts of such a system
are numerous, notably an increase in operation eﬃciency, productivity and workplace safety while
reducing operating and maintenance costs. Summaries of the resulting algorithm development and
results are provided in Sections 8.1, 8.2 and 8.3, regarding the dynamic modeling, trajectory planning
and collision avoidance strategy for a rockbreaker system.
8.1 Dynamic modeling
A dynamic model for the rockbreaker system was developed using the Lagrange-Euler approach. The
full model of the system considered the dynamic eﬀects of both the links and hydraulic actuators on
the torques required at each of its revolute joints. From this model, simpliﬁcations were explored to
reduce the complexity of the dynamic model while providing a good approximation of the system.
From dynamic simulation results, it was found that the Coriolis and centrifugal eﬀects had little
impact on the torques felt at the rockbreaker's revolute joints. The gravity term was found to be the
main contributor, accounting for up to 97.5% of the joint torque in some instances. Furthermore, the
inﬂuence of the entire dynamic eﬀects of the hydraulic actuators on the joint torques accounted for
up to 10% of the total joint torque in some instances, which is signiﬁcant and should be considered
when modeling such systems. The most promising of the simpliﬁed models was one that accounted
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for the generalized inertia term for the rockbreaker's link and the gravity term of the entire system.
However, these models are not without their limitations, including their omission of friction terms
(i.e. Coulomb and viscous friction) which are diﬃcult to model yet have signiﬁcant inﬂuence on
such systems. Furthermore, the resulting dynamic models are subject to errors, wherein parameters
values used in the simulations may diﬀer from a real system. These issues may be investigated in
future work, when a commercial rockbreaker system is available for dynamic testing. Furthermore, a
comparison of the system's performance during semi-autonomous control utilizing model based and
non-model based controllers could oﬀer further insight on the beneﬁts and/or necessity of a dynamic
model for this system.
8.2 Trajectory planning
Robust trajectory planning algorithms that generate time-optimal motions for the rockbreaker sys-
tem (given the types of paths that were imposed) were presented in Chapters 5 and 6. Two ap-
proaches to path planning were introduced: decoupled swing joint motion and Cartesian straight-line
motion. The resulting trajectories ensured ﬂow rate limitations of the system were respected while
motions remained smooth and continuous. This was accomplished through the scaling of ﬂow rates,
initially using a constant scaling factor for the entire trajectory (as was the case in Chapter 5)
followed by the use of a scaling ratio function, which provided an optimal scaling factor for each
discrete time step of the trajectory (as described in Chapter 6). However, the approaches taken by
these algorithms only provided oine trajectories which cannot be altered while the rockbreaker is
in motion. Furthermore, if one were to compound multiple generated trajectories (similar to creating
a path along via points), the resulting trajectory would have introduced ineﬃciencies arising from
intermediary ramping motion segments. Future work to mitigate these shortcomings would entail
rendering the presented algorithms into online trajectories, which ensure smooth and continuous
motions.
8.3 Collision avoidance
A strategy which ensures collision-free trajectories within a static environment was introduced in
Chapter 7. The approach consisted of validating generated trajectories for potential collisions using
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an enhanced GJK algorithm. If trajectories using the decoupled swing joint motion and Cartesian
straight-line motion resulted in collisions (although rare in practice), a hybrid trajectory planning
algorithm, which ensured the breaker tip remained within the rockbreaker's workspace and above
the grizzly, was used. While it remains possible for all three of these trajectory planning algorithms
to fail to generate collision-free trajectories, such a case has not yet been encountered.
While simulation results using the collision-free trajectory planning algorithms yielded positive re-
sults, the performance of the proposed approach is dependent on the modeling accuracy of collidable
objects. Furthermore, if deviations of the rockbreaker from its prescribed path during its motion
are signiﬁcantly high due to poor control performance, the resulting motions could also still lead to
collisions. To mitigate these shortcomings, further research on the possibility of using online collision
detection systems (e.g. vision-based) should be pursued. This would have the added beneﬁt of being
able to deal with dynamic environments .
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Appendix A
Parameter values used in dynamic
simulations
Table A.1: Denavit-Hartenburg parameter values.
i ai (m) bi (m) αi (deg.)
1 0.349 1.049 90
2 3.397 0.000 0
3 2.642 0.000 0
4 2.219 0.000 0
Table A.2: Masses of links, actuator barrels and piston assemblies.
ml1 = 1029.59 kg, ml2 = 1313.70 kg, ml3 = 975.41 kg, ml4 = 2082.98 kg
mb0 = mb1 = 51.61 kg, mb2 = mb3 = mb4 = 134.96 kg, mp0 = mp1 = 33.52 kg, mp2 = mp3 = mp4 = 84.99 kg
Table A.3: Positions of links' centres of mass.
[sl1 ]2 =
−0.044−0.432
−0.006
 m, [sl2 ]3 =
−1.6180.044
−0.001
 m, [sl3 ]4 =
−1.8650.082
−0.001
 m, [sl4 ]5 =
−1.0010.126
0.002
 m
Table A.4: Positions of actuator barrels' centres of mass.
[sb0 ]
′
0 = [sb1 ]
′
1 =
0.3960.000
0.000
 m, [sb2 ]′2 =
 0.703−0.005
0.001
 m, [sb3 ]′3 = [sb4 ]′4 =
 0.7030.005
−0.001
 m
Table A.5: Positions of actuator piston assemblies' centres of mass.
[sp0 ]
′
0 = [sp1 ]
′
1 =
−0.3940.000
0.000
 m, [sp2 ]′2 = [sp3 ]′3 = [sp4 ]′4 =
−0.7830.000
0.000
 m
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Table A.6: Positions of Aj nodes with respect to Ri nodes.
[u0]1 =
−1.163−0.375
0.419
 m, [u1]1 =
−1.1630.375
0.419
 m, [u2]2 =
 0.318−0.706
0
 m, [u3]3 =
−2.2540.434
0
 m, [u4]4 =
−2.3160.405
0
 m
Table A.7: Inertial matrices of links.
[Il1 ]2 =
158.98 0.94 −0.630.94 65.74 −1.79
−0.63 −1.79 164.75
 kg ·m2, [Il2 ]3 =
 50.53 622.48 −1.66622.48 1079.78 0.03
−1.66 0.03 1468.53
 kg ·m2
[Il3 ]4 =
 797.82 −489.64 0.66−489.64 347.07 −0.11
0.66 −0.11 1117.27
 kg ·m2, [Il4 ]5 =
107.94 203.52 −3.73203.52 1355.62 0.68
−3.73 0.68 1397.74
 kg ·m2
Table A.8: Inertial matrices of actuator barrels.
[Ib0 ]0′ = [Ib1 ]1′ =
0.22 0.00 0.000.00 3.70 0.00
0.00 0.00 3.71
 kg ·m2, [Ib2 ]2′ =
 0.91 0.18 −0.070.18 31.90 −0.02
−0.07 −0.02 31.99
 kg ·m2
[Ib3 ]3′ = [Ib4 ]4′ =
 0.91 −0.18 0.07−0.18 31.90 0.02
0.07 0.02 31.99
 kg ·m2
Table A.9: Inertial matrices of actuator piston assemblies.
[Ip0 ]0′ = [Ip1 ]1′ =
0.035 0.00 0.000.00 2.49 0.00
0.00 0.00 2.50
 kg ·m2, [Ip2 ]2′ = [Ip3 ]3′ = [Ip4 ]4′ =
0.11 0.00 0.000.00 18.72 0.00
0.00 0.00 18.73
 kg ·m2
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Appendix B
Parameter values used in collision-free
trajectory planning algorithms
Table B.1: Parameter values of a typical rockbreaker
i ai (m) bi (m) αi (deg.) θimin (deg.) θimax (deg.) ui (m) vi (m) i (deg.) Qimax (L/min)
1 0.37 1.10 90 -85.00 85.00 1.28 0.22 -89.04 24
2 3.06 0.00 0 -25.30 81.31 0.70 2.09 -57.63 60
3 2.38 0.00 0 -144.96 -44.37 2.07 0.73 -7.60 60
4 2.57 0.00 0 -83.95 40.19 2.12 0.63 60.56 38
Table B.2: Properties of a typical rockbreaker's hydraulic actuators
j ρjmin (m) ρjmax (m) Ablindj (m
2) Arodj (m
2)
0, 1 1.07 1.5 1.03×10−2 7.16×10−3
2, 3, 4 1.54 2.65 2.01×10−2 1.33×10−2
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