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GLOBAL REGIME FOR GENERAL ADDITIVE FUNCTIONALS OF
CONDITIONED BIENAYMÉ-GALTON-WATSON TREES
ROMAIN ABRAHAM, JEAN-FRANÇOIS DELMAS, AND MICHEL NASSIF
Abstract. We give an invariance principle for very general additive functionals of conditioned
Bienaymé-Galton-Watson trees in the global regime when the offspring distribution lies in the
domain of attraction of a stable distribution, the limit being an additive functional of a stable
Lévy tree. This includes the case when the offspring distribution has finite variance (the Lévy tree
being then the Brownian tree). We also describe, using an integral test, a phase transition for toll
functions depending on the size and height.
1. Introduction
In view of the many applications of trees (in computer science, biology, physics, ...), the study of
additive functionals on large random trees has seen a lot of development in recent years, see refer-
ences below. In this paper, we consider asymptotics for general additive functionals on conditioned
Bienaymé-Galton-Watson (BGW for short) trees in the so-called global regime.
Recall that a functional F defined on finite rooted ordered discrete trees is said to be additive
if it satisfies the recursion
F (t) =
d∑
i=1
F (ti) + f(t), (1.1)
where t1, . . . , td are the subtrees rooted at the d children of the root of the tree t and f is a given
toll function. Notice that this can also be written as
F (t) =
∑
w∈t
f(tw), (1.2)
where tw is the subtree of t above the vertex w and rooted at w. Such functionals are encountered in
computer science where they represent the cost of divide-and-conquer algorithms, in phylogenetics
where they are used as a rough measure of tree shape to detect imbalance or in chemical graph
theory where they appear as a predictive tool for some chemical properties. Among these, we
mention the total path length defined as the sum of the distances to the root of all vertices,
the Wiener index [43] defined as the sum of the distances between all pairs of vertices, the shape
functional, the Sackin index, the Colless index and the cophenetic index, see [42] for their definitions
and also [14] for their representation using additive functionals, and the references therein. See
also [39] for other functionals such that the number of matchings, dominating sets, independent
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sets for trees. We also mention the Shao and Sokal’s B1 index [6, 42] defined by
B1(t) =
∑
w∈t◦
w 6=∅
1
h(tw)
, (1.3)
where for every finite rooted ordered tree t, h(t) is its height and t◦ is the set of internal vertices.
It is used for assessing the balance of phylogenetic trees, see e.g. [21, 27, 31, 38, 41].
We shall consider in this paper random discrete trees τn which are BGW trees conditioned to
have n vertices, and then study the limit of rescaled additive functionals as n goes to infinity. One
can distinguish between local and global regime. In the local regime, the toll function is small or
even vanishes when the subtree is large; so the main contribution to the additive functional comes
from the small subtrees. These being almost independent, we understand intuitively why the limit
distribution is Gaussian. See [29, 39, 45] for asymptotic results in the local regime. In the global
regime, the toll function is large when the subtree is large; so the main contribution comes from
large subtrees which are strongly dependent. This intuitively explain why we expect the limit
to be non-Gaussian. As far as we know, asymptotic results in the global regime deal with toll
functions depending only on the size. In this paper, we shall focus on the global regime for general
toll functions. In particular, our results apply to toll functions depending on the size and height.
When the toll function is monomial in the size of the tree f(t) = |t|α′, with |t| the cardinal of t, Fill
and Kapur [24] observed a phase transition at α′ = 1/2 for binary trees under the Catalan model
(which is a special case of conditioned BGW trees): the global regime corresponds to α′ > 1/2.
This was later generalized by Fill and Janson [23] to BGW trees with critical offspring distribution
with finite variance using techniques from complex analysis; they identified a local regime for
α′ < 0 and an intermediate regime for 0 < α′ < 1/2. When the offspring distribution has infinite
variance but lies in the domain of attraction of a stable distribution with index γ ∈ (1, 2], Delmas,
Dhersin and Sciauveau [14] proved convergence in distribution for α′ ≥ 1 using stable Lévy trees
and conjectured a phase transition at α′ = 1/γ. We shall prove this conjecture, as a particular
case of our main result, see Theorem 1.1.
Let ξ be a N-valued random variable. We write BGW(ξ) tree for a BGW tree with offspring
distribution (the law of) ξ. We denote by τn a BGW(ξ) tree conditioned to have n vertices and we
assume that ξ is critical, i.e. E [ξ] = 1, nondegenerate, i.e. P (ξ = 0) > 0, and that it belongs to
the domain of attraction of a stable distribution with index γ ∈ (1, 2], i.e. there exists a positive
sequence (bn, n ≥ 1) such that if (ξn, n ≥ 1) is a sequence of independent random variables
with the same distribution as ξ then b−1n (
∑n
k=1 ξk − n) converges in distribution towards a stable
random variable whose Laplace transform is given by exp(κλγ) for λ ≥ 0, with index γ ∈ (1, 2]
and normalizing constant κ > 0 (the constant κ depends on the choice of the sequence (bn, n ≥ 1).
Under these assumptions, it is also well known that, as n goes to infinity, τn properly rescaled
converges in distribution with respect to the Gromov-Hausdorff-Prokhorov topology to the stable
Lévy tree T with index γ (and branching mechanism ψ(λ) = κλγ) which is a rooted random
real tree (see Section 4.2 for a precise definition), see Aldous [7] for the finite variance case and
Duquesne [15] for the general case. The stable Lévy tree is a generalization of Aldous’ Brownian
continuum random tree which corresponds to γ = 2. We recall that the stable Lévy tree is the
real tree coded by the normalized excursion of the height process associated with a stable Lévy
process and that it codes the genealogy of continuous-state branching processes, see e.g. Le Gall
and Le Jan [35], Duquesne and Le Gall [16,17]. We recall that any real tree T is endowed with the
length measure ℓ(dy) (which roughly speaking is the Lebesgue measure on the branches of the tree)
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and that the Lévy tree is naturally endowed with a mass measure (which roughly speaking is the
uniform probability measure on the infinite set of leaves). One of our main results can be stated
as follows. We refer the reader to Proposition 7.1 and Theorem 7.3 for more general statements.
Recall that t◦ denotes the set of internal vertices of the discrete tree t.
Theorem 1.1. Let τn be a BGW(ξ) tree conditioned to have n vertices, with ξ being critical,
nondegenerate and in the domain of attraction of a stable distribution with index γ ∈ (1, 2]. We
suppose moreover that the sequence (bn, n ≥ 1) defined as above is such that (bn/n1/γ , n ≥ 1) is
bounded away from zero and infinity. Let T be the stable Lévy tree with branching mechanism
ψ(λ) = κλγ. Let α′, β ∈ R.
(i) If γα′ + (γ − 1)β > 1, we have the convergence in distribution and of the first moment
b1+βn
n1+α′+β
∑
w∈τn,◦
|τnw|α
′
h(τnw)
β (d)+mean−−−−−→
n→∞
∫
T
m(Ty)α′ h(Ty)β ℓ(dy), (1.4)
where the right hand-side of (1.4) has finite mean and, for y ∈ T , Ty is the subtree of T
above y, m(Ty) is its mass, and h(Ty) its height.
(ii) If γα′ + (γ − 1)β ≤ 1, we have the convergence in distribution and of the first moment
b1+βn
n1+α′+β
∑
w∈τn,◦
|τnw|α
′
h(τnw)
β (d)+mean−−−−−→
n→∞ ∞. (1.5)
We complete the previous result with some comments.
Remark 1.2. (i) From Theorem 1.1, we obtain a phase change for functionals of the mass and
height at γα′+ (γ − 1)β = 1. Heuristically, the condition on α′ and β is due to the fact that
the height of a (unnormalized) stable Lévy tree scales as its mass to the power (γ − 1)/γ.
Let us mention that this phase change is specific to BGW trees, see Remark 4.13 in this
direction.
(ii) See conditions (ξ1) and (ξ2) in Section 4 for a more detailed discussion of the assumptions
on the offspring distribution. The additional boundedness assumption on (bn/n
1/γ , n ≥ 1)
is also equivalent to (ξ2)′. This latter can be dropped in (i) of Theorem 1.1 when α′ ≥ 1 and
β ≥ 0 according to Proposition 4.10.
(iii) We also have the convergence (and finiteness) of the moments of all order p > 1 in (1.4) as
soon as p(γα + (γ − 1)β) > 1 − γ, with α = α′ − 1, see Proposition 7.1. In particular for
β = 0, we have the convergence of all nonnegative moments for α′ ≥ 1. However, in the
finite variance case, for α′ ∈ (1/2, 1) (and β = 0), our result is not optimal, see (vi) below.
(iv) Theorem 1.1 generalizes a result by Delmas, Dhersin and Sciauveau where only functionals
of the mass are considered (i.e. β = 0), see [14, Lemma 4.6]. In particular, we prove the
conjecture stated therein: when β = 0, there is a phase transition at α′ = 1/γ (the parameter
α therein corresponds to α′ − 1 here). If we fix α′ = 0 and let β vary, the phase transition
occurs at β = 1/(γ − 1) ≥ 1. In particular, Shao and Sokal’s B1 index, which corresponds
to α = 0 and β = −1, lies in the local regime, whatever the value of the index γ and is
therefore not covered by our results. See also (v) below.
(v) If the offspring distribution has finite variance σ2ξ ∈ (0,∞), one can take bn = b
√
n in which
case T is distributed as the Brownian continuum random tree with branching mechanism
ψ(λ) = σ2ξλ
2/(2b2). For b = σξ, the contour process of T is a standard Brownian motion
under its normalized excursion measure.
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(vi) Assume that the offspring distribution has finite variance σ2ξ ∈ (0,∞), which implies that
γ = 2. We consider the asymptotics in the local regime of
∑
w∈τn,◦ |τnw|α′ h(τnw)β, that is when
α′, β ∈ R such that 2α′ + β < 0. Denote by Fα′,β the additive functional (1.2) associated
with the toll function fα′,β(t) = |t|α′h(t)β1{|t|>1}. By [29, Theorem 1.5] and Lemma 4.5, we
have
Fα′,β(τ
n)− nµ√
n
(d)−−−→
n→∞ N (0, ς
2),
where µ, ς2 are finite and given by µ = E [fα′,β(τ)] and by ς
2 = 2E [fα′,β(τ) (Fα′,β(τ)− |τ |µ)]−
Var(fα′,β(τ)) − µ2/σ2ξ , and τ is the corresponding unconditioned BGW tree. In particular,
this covers Shao and Sokal’s B1 index (where α
′ = 0 and β = −1). Notice that this leaves
a gap for 0 ≤ 2α′ + β ≤ 1. At least when β = 0, the situation is well understood. Fill and
Janson [23] identify three different regimes: the global regime for α′ > 1/2, the local regime
for α′ < 0 and an intermediate regime for 0 < α′ < 1/2. The nontrivial asymptotic behavior
of Fα′,β(τ
n) for γ ∈ (1, 2) and γα′ + (γ − 1)β ≤ 1 (that is the non global regime in the non
quadratic case) is an open question.
(vii) When τn is uniformly distributed among the set of full binary ordered trees with n vertices
(which corresponds to a conditioned BGW(ξ) tree with P (ξ = 0) = P (ξ = 2) = 1/2), Fill
and Kapur [24] studied the local and global regime when the toll function is a power of the
size of the tree. Concerning the global regime, they showed the convergence in distribution,
using the convergence of all positive moments in (1.4) for α′ > 1/2 and β = 0, see Eq. (3.14)
and Proposition 3.5 therein. In that case, one can take bn =
√
n and T is the Brownian
tree with branching mechanism ψ(λ) = λ2/2. See also Fill and Janson [23] for general
critical offspring distribution with finite variance. The explicit formula for the first moment
of the right hand-side of (1.4) are given by the right hand-side of (1.12) with κ = 1/2 and
α = α′ − 1.
(viii) As an application, using (1.4), we obtain, when α′ > 1/γ, in Example 7.5 (with α′ = α+ 1)
an asymptotic expansion in distribution for bn n
−(1+α′)∑
w∈τn,◦ |τnw|α
′
log |τnw|.
More generally, if one views a discrete tree as a real tree, then the left-hand side in (1.4) is
related to the discrete length measure ℓn(dy) =
∑
w∈τn δw(dy) of τn (after rescaling by bn/n). One
way to interpret the result would be to say that the sequence of measures
∫
τn δτny ℓn(dy) converges
in distribution to
∫
T δTy ℓ(dy) in some sense. One might then hope to prove that the mapping
T 7→ ∫T δTy ℓ(dy) is continuous on the space of compact real trees. This is not true however, see
Remark 4.13, one problem being that the length measure is not finite in general. To overcome this
difficulty, our approach, inspired by [14], consists in considering the length measure biased by the
size of the subtree above y, thus penalizing small subtrees.
More precisely let T be the space of (equivalent classes of) weighted rooted compact real trees
(i.e. the set of quadruplets (T, ∅, d, µ) where (T, d) is a real tree, ∅ is a distinguished vertex of
T called the root, and the mass measure µ is a finite measure on T ). We recall that the length
measure ℓ on a real tree (T, d) has an intrinsic definition. For every (T, ∅, d, µ) ∈ T, we define a
measure ΨT on T×R+ by: for every nonnegative measurable function f defined on T× R+,
ΨT (f) =
∫
T
µ(Ty)f (Ty, H(y)) ℓ(dy), (1.6)
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where H(y) = d(∅, y) denotes the height of y (i.e. the distance to the root) in T . We also consider
the measure ΨmhT on R
2
+ defined similarly to ΨT for functions depending only on the mass and
height of the tree, see (3.2).
If t is a finite rooted ordered tree and a > 0, we denote by at the real tree associated with t,
rescaled so that all edges have length a and equipped with the uniform probability measure on
the set of vertices whose height is an integer multiple of a, see Section 2.3 for a precise definition.
Furthermore, for w ∈ t, we write aw for the corresponding vertex in at and atw for the subtree
of at above aw. The height of w in t is denoted by H(w); and thus the height of aw in at is
aH(w). In the spirit of [14], we consider the measure A◦
t,a on T×R+ defined by: for nonnegative
measurable function f defined on T×R+,
A◦
t,a(f) =
a
|t|
∑
w∈t◦
|tw|f (atw, aH(w)) . (1.7)
In (1.7), instead of summing over all the internal vertices (w ∈ t◦) one could also sum over all
vertices including the leaves (w ∈ t); in this case the measure is denoted by At,a. The two measures
are close in total variation as dTV(At,a,A◦t,a) ≤ a, see (4.18). We mention that the measure At,a
was already considered in [14] for functions f depending only on the size.
For every finite rooted ordered tree t and a > 0, we show (see Lemma 4.8) that the measures
A◦
t,a and At,a can be approximated by Ψat. In Proposition 3.4, we give another expression for ΨT :
ΨT (f) =
∫
T
µ(dx)
∫ H(x)
0
f (Tr, x, r) dr, (1.8)
for every nonnegative measurable function f defined on T × R+. Here Tr, x is the subtree of T
above level r containing x. This latter expression of ΨT is used to prove it is continuous as a
function of T , see Proposition 3.3.
Theorem 1.3. The mapping T 7→ ΨT , from T endowed with the Gromov-Hausdorff-Prokhorov
topology to M(T × R+), the space of nonnegative finite measures on T × R+, endowed with the
topology of weak convergence, is well defined and continuous.
This allows to derive a general invariance principle: for any sequence of random discrete trees
(τn, n ∈ N) such that anτn converges in distribution to some random real tree T in the Gromov-
Hausdorff-Prokhorov topology where (an, n ∈ N) is a sequence of positive numbers converging
to 0 and such that (an E [h(τ
n)] , n ∈ N) is bounded, one has the convergence in distribution of
the measures A◦τn,an and Aτn,an to ΨT (this is a consequence of Lemma 4.8 and Theorem 1.3).
For example, this applies to Pólya trees, see Remark 4.12, which were shown to converge to the
Brownian tree, see [25] and [36]. For BGW trees, we have the following result which is a direct
consequence of the convergence on conditioned BGW trees to stable Lévy tree, see [15], and
Theorem 1.3 and Lemma 4.8.
Corollary 1.4. Let τn be a BGW(ξ) tree conditioned to have n vertices, with ξ satisfying (ξ1) and
(ξ2), and (bn, n ≥ 1) be defined as in Theorem 1.1. Let T be the stable Lévy tree with branching
mechanism ψ(λ) = κλγ. We have the following convergence in distribution and of all positive
moments
bn
n2
∑
w∈τn,◦
|τnw|f
(
bn
n
τnw,
bn
n
H(w)
)
(d)+moments−−−−−−−→
n→∞ ΨT (f),
where f is a bounded continuous real-valued function defined on T×R+.
6 ROMAIN ABRAHAM, JEAN-FRANÇOIS DELMAS, AND MICHEL NASSIF
We improve this result by allowing the function f to blow up as either the mass or the height
goes to zero under the stronger assumption (ξ2)′: see Proposition 7.1, and more precisely Theorem
7.3 when f is a product of a function of the mass and a function of the height, one of them being
a power function. As a particular case, property (i) of Theorem 1.1 gives a precise result when f
is a power function of the mass and the height. Related to this latter result, we give a complete
description of the finiteness of ΨmhT (f) for power functions f where T is the stable Lévy tree and we
also compute its first moment. We refer to Corollaries 6.4 and 6.7, and Proposition 6.9 for a more
general statement. By convention, we write ΨmhT (g(x)h(u)) for Ψ
mh
T (f) where f(x, u) = g(x)h(u)
and we see g as a function of the mass and h as a function of the height. In particular, thanks to
(1.6), we have for α, β ∈ R that ΨmhT (xαuβ) =
∫
T m(Ty)α′ h(Ty)β ℓ(dy) with α′ = α+ 1.
Proposition 1.5. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ and let
α, β ∈ R. We have
γα+ (γ − 1)(β + 1) > 0 ⇐⇒ ΨmhT (xαuβ) <∞ a.s. ⇐⇒ E
[
ΨmhT (x
αuβ)
]
<∞, (1.9)
γα + (γ − 1)(β + 1) ≤ 0 ⇐⇒ ΨmhT (xαuβ) =∞ a.s. ⇐⇒ E
[
ΨmhT (x
αuβ)
]
=∞. (1.10)
For every α, β ∈ R such that γα+ (γ − 1)(β + 1) > 0, we have
E
[
ΨmhT (x
αuβ)
]
=
1
κ1/γ |Γ(−1/γ)|B(α + (β + 1)(1− 1/γ), 1− 1/γ)E
[
h(T )β
]
, (1.11)
where Γ is the gamma function and B is the beta function. Furthermore, we have E
[
ΨmhT (x
αuβ)p
]
<
∞ for every p ≥ 1 such that p(γα + (γ − 1)β) > 1− γ. In the Brownian case (γ = 2), for every
α, β ∈ R such that 2α + β + 1 > 0, we have
E
[
ΨmhT (x
αuβ)
]
=
1√
πκ
(
π
κ
)β/2
ξ(β)B
(
α +
β + 1
2
,
1
2
)
, (1.12)
where ξ is the Riemann xi function defined by ξ(s) = 1
2
s(s − 1)π−s/2Γ(s/2)ζ(s) for every s ∈ C
and ζ is the Riemann zeta function.
Thanks to Duquesne and Wang [18], E
[
h(T )β
]
is finite for all β ∈ R, so that the right hand
side of (1.11) is finite.
We conclude the introduction by giving a formula for the distribution of Ty, the subtree above y,
when y is chosen according to the length measure ℓ(dy) on the stable Lévy tree T , see Proposition
6.3. This is a key result for the proof of Proposition 1.5 and it is also interesting by itself (it is in
particular related to the additive coalescent and the uniform pruning on the skeleton of the Lévy
tree, see Remark 6.2 in this direction). Let N denote the excursion measure of height process H
which codes the (unnormalized) stable Lévy tree TH . (Notice that T under P is distributed as TH
conditionally on {m(TH) = 1} under N.)
Proposition 1.6. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ where
κ > 0 and γ ∈ (1, 2]. Let f be a nonnegative measurable function defined on T. We have:
E
[∫
T
f(Ty) ℓ(dy)
]
= N
[
(1−m(TH))−1/γ1{m(TH )<1} f(TH)
]
.
The paper is organized as follows. Section 2 establishes notation and defines the main objects
used in this paper (discrete trees using Neveu’s formalism, real trees, Gromov-Hausdorff-Prokhorov
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topology). In Section 3, we give properties of the measure ΨT and prove its continuity with
respect to T . Section 4 introduces the setting of BGW trees and stable Lévy trees and gives a
first convergence result for continuous functions. We gather some technical results in Section 5.
Section 6 is devoted to the study of functionals of the mass and height on the stable Lévy tree and
Section 7 presents the general convergence result for functions that may blow up and describes the
phase change. Appendix A introduces a space of measures and studies random elements thereof;
its results are used in the proofs of Proposition 7.1 and Theorem 7.3.
2. Definitions and notations
2.1. Weak convergence in a Polish space. Let (S, ρ) be a Polish metric space. We denote by
B(S) (resp. B+(S), resp. Bb(S)) the set of measurable functions defined on S and taking values
in [−∞,+∞] (resp. in [0,+∞], resp. in R and bounded) and by C(S) (resp. C+(S), resp. Cb(S))
the set of continuous real-valued functions defined on S (resp. nonnegative, resp. bounded). For
f ∈ B(S), we set ‖f‖∞ = supx∈S |f(x)|. For f ∈ Cb(S), we define its Lipschitz and bounded
Lipschitz norm:
‖f‖L = sup
x 6=y
|f(x)− f(y)|
ρ(x, y)
and ‖f‖BL = ‖f‖∞ + ‖f‖L .
We denote by M(S) the set of nonnegative finite measures on S. For every µ ∈ M(S) and
f ∈ B+(S), we write µ(f) = ∫ f(x)µ(dx). The set M(S) is endowed with the topology of weak
convergence which can be metrized (see [12, Section 8.3 and Theorem 8.3.2]) by the bounded
Lipschitz distance (also known as the Kantorovich-Rubinstein distance): if µ, ν ∈M(S), set
dBL(µ, ν) = sup {|µ(f)− ν(f)|, f ∈ Cb(S) such that ‖f‖BL ≤ 1} .
Moreover, the space (M(S), dBL) is Polish by [12, Theorem 8.9.4]. We also recall the total variation
norm given by
dTV(µ, ν) =
1
2
sup {|µ(f)− ν(f)|, f ∈ B(S) such that ‖f‖∞ ≤ 1} .
2.2. Discrete trees. We recall Neveu’s formalism for rooted ordered discrete trees. Let U =
∪n≥0(N∗)n be the set of labels with the convention (N∗)0 = {∅}. If v = (v1, . . . , vn) ∈ U , we denote
by H(v) = n. By convention, we set H(∅) = 0. If v = (v1, . . . , vn), w = (w1, . . . , wm) ∈ U , we
write vw = (v1, . . . , vn, w1, . . . , wm) for the concatenation of v and w. In particular, v∅ = ∅v = v.
We say that v is an ancestor of w and write v 4 w if there exists u ∈ U such that w = vu.
If v 4 w and v 6= w then we shall write v ≺ w. The mapping pr : U \ {∅} → U is defined by
pr(v1, . . . , vn) = (v1, . . . , vn−1) (pr(v) is the parent of v). A finite rooted ordered tree t is a finite
subset of U such that
(i) ∅ ∈ t,
(ii) v ∈ t \ {∅} ⇒ pr(v) ∈ t,
(iii) for every v ∈ t, there exists a finite integer kv(t) ≥ 0 such that, for every j ∈ N∗, vj ∈ t if
and only if 1 ≤ j ≤ ku(t).
The number kv(t) is interpreted as the number of children of the vertex v in t,H(v) is its generation,
pr(v) is its parent and more generally, the vertices v, pr(v), pr2(v), . . .prH(v)(v) = ∅ are its ancestors.
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The vertex v is called a leaf (resp. internal vertex) if kv(t) = 0 (resp. kv(t) > 0). The vertex ∅ is
called the root of t. We denote the set of leaves by Lf(t) and the set of internal vertices by t◦. If
v ∈ t, we define the subtree tv of t above v as
tv = {w ∈ U : vw ∈ t}.
Moreover, for every 0 ≤ k ≤ H(v), we define the subtree tk, v of t above level k containing v as
tk, v = tprH(v)−k(v)
where prH(v)−k(v) is the unique ancestor of v with height k, with the convention that pr0(v) = v.
We denote by |t| = Card(t) the number of vertices of t and by h(t) = supv∈t H(v) the height of t.
2.3. Real trees. We recall the formalism of real trees, see [20]. A metric space (T, d) is a real
tree if the following two properties hold for every x, y ∈ T .
(i) (Unique geodesics). There exists a unique isometric map fx,y : [0, d(x, y)] → T such that
fx,y(0) = x and fx,y(d(x, y)) = y.
(ii) (Loop-free). If ϕ is a continuous injective map from [0, 1] into T such that ϕ(0) = x and
ϕ(1) = y, then we have ϕ([0, 1]) = fx,y ([0, d(x, y)]).
For a rooted real tree (T, ∅, d), that is a real tree with a distinguished vertex ∅ ∈ T called the root,
we define the set of leaves by
Lf(T ) = {x ∈ T \ {∅} : T \ {x} is connected} ,
with the convention that Lf(T ) = {∅} if T = {∅}. A weighted rooted real tree (T, ∅, d, µ) is a
rooted real tree (T, ∅, d) equipped with a nonnegative finite measure µ. In what follows, real trees
will always be weighted and rooted and we will simply call them real trees.
Let us consider a real tree (T, ∅, d, µ). The total mass of the tree T is defined by m(T ) = µ(T )
and its height by h(T ) = supx∈T H(x) ∈ [0,∞], with H(x) = d(∅, x) the height of x. Note that if
(T, d) is compact, then h(T ) <∞. The range of the mapping fx,y described in (i) above is denoted
by Jx, yK (this is the line segment between x and y in the tree). We also write Jx, yJ= Jx, yK \ {y}.
In particular, J∅, xK is the path going from the root to x which we will interpret as the ancestral
line of vertex x. We define a partial order on the tree by setting x 4 y (x is an ancestor of y) if
and only if x ∈ J∅, yK. If x, y ∈ T , there is a unique z ∈ T such that J∅, xK ∩ J∅, yK = J∅, zK. We
write z = x ∧ y and call it the most recent common ancestor of x and y. Let x ∈ T be a vertex.
Let r ∈ [0, H(x)]. We denote by xr ∈ T be the unique ancestor of x with height H(xr) = r. As in
the discrete case, we also define the subtree Tx of T above x as
Tx = {y ∈ T : x 4 y} ,
and the subtree Tr, x = Txr of T above level r containing x as
Tr, x = {y ∈ T : H(x ∧ y) ≥ r} = Txr .
Then Tx (resp. Tr, x) can be naturally viewed as a real tree, rooted at x (resp. at xr) and endowed
with the distance d and the measure µ|Tx = µ(·∩Tx) (resp. the measure µ|Tr, x). Note that T0, x = T
and TH(x), x = Tx.
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Remark 2.1. We recall the construction of a real tree from an excursion path, see e.g. [20,
Example 3.14] or [17, Section 2.1]. Let e be a positive excursion path, that is e ∈ C+(R+) such that
e(0) = 0, e(s) > 0 for 0 < s < σ and e(s) = 0 for s ≥ σ where σ := inf{s > 0: e(s) = 0} ∈ (0,∞)
is the duration of the excursion. Set de(t, s) = e(t) + e(s)− 2 inf [t∧s,t∨s] e for every t, s ∈ [0, σ] and
define an equivalence relation on [0, σ] by letting t ∼e s if and only if de(t, s) = 0. The real tree
Te coded by e is defined as the quotient space [0, σ]/ ∼e rooted at p(0) where p : [0, σ]→ Te is the
quotient map and equipped with the distance de and the pushforward measure λ ◦ p−1 where λ is
the Lebesgue measure on [0, σ]. This defines a compact weighted rooted real tree. Notice that the
mass and height of Te are given by m(Te) = σ and h(Te) = ‖e‖∞.
We will need to view discrete trees as real trees. Let t be a finite rooted ordered tree and let
a > 0. Suppose that t is embedded into the plane such that the edges are straight lines with
length a that only intersect at their incident vertices. Denote by πt,a : t→ R2 the embedding and
by at = πt,a(t) ⊂ R2 the embedded set. Moreover, for a vertex v ∈ t, we denote by av = πt,a(v)
the corresponding vertex in at. Then at can be considered as a compact real tree (at, dt, µt): the
distance dt(x, y) between two points x, y ∈ at is defined as the shortest length of a curve that
connects x and y, and the measure µt is the pushforward of the uniform probability measure on
t by the embedding πt,a. In other words, at is obtained from t by connecting every vertex to its
children in such a way that all edges have length a and is equipped with the measure µt supported
on the set {av : v ∈ t} and satisfying µt({av}) = 1/|t| for every v ∈ t. The tree at is naturally
rooted at a∅ (also denoted ∅). Notice that vertices of the form av with v ∈ t are precisely those
vertices in at whose height is an integer multiple of a. Finally, to simplify notation, for every
v ∈ t, we will write atv instead of (at)av for the subtree of at above av. We stress that, unless
v = ∅, the measure of the compact real tree atv has mass less than one, whereas the measure of
the compact real tree a(tv) is by definition a probability measure.
2.4. Gromov-Hausdorff-Prokhorov topology. Denote by T the set of measure-preserving and
root-preserving isometry classes of compact real trees. We will often identify a class with an element
of this class. So we shall write that (T, ∅, d, µ) ∈ T if (T, ∅, d) is a rooted compact real tree and µ
is a nonnegative finite measure on T . When there is no ambiguity, we may write T for (T, ∅, d, µ).
We start by giving the standard definition of the Gromov-Hausdorff-Prokhorov distance. Let
(E, δ) be a metric space. Given a non-empty subset A ⊂ E and ε > 0, the ε-neighborhood of A is
Aε = {x ∈ E : d(x,A) < ε}. The Hausdorff distance δH between two non-empty subsets A,B ⊂ E
is defined by
δH(A,B) = inf{ε > 0: A ⊂ Bε and B ⊂ Aε}.
Next, denoting by B(E) the Borel σ-field on (E, δ), the Lévy-Prokhorov distance between two
finite nonnegative measures µ, ν on (E,B(E)) is
δP(µ, ν) = inf{ε > 0: µ(A) ≤ ν(Aε) + ε and ν(A) ≤ µ(Aε) + ε, ∀A ∈ B(E)}.
We can now give the standard distance used to define the Gromov-Hausdorff-Prokhorov topology.
For two compact real trees (T, ∅, d, µ), (T ′, ∅′, d′, µ′) ∈ T, set
d◦GHP(T, T
′) = inf
{
δ(ϕ(∅), ϕ′(∅′)) ∨ δH(ϕ(T ), ϕ′(T ′)) ∨ δP(µ ◦ ϕ−1, µ′ ◦ ϕ′−1)
}
, (2.1)
where the infimum is taken over all isometries ϕ : T → E and ϕ′ : T ′ → E into a common metric
space (E, δ). This defines a metric which induces the Gromov-Hausdorff-Prokhorov topology on
T.
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It will be convenient for our purposes to define another metric which induces the same topology
on T. Let (T, ∅, d, µ), (T ′, ∅′, d′, µ′) ∈ T. Recall that a correspondence between T and T ′ is a
subset R ⊂ T × T ′ such that for every x ∈ T , there exists x′ ∈ T ′ such that (x, x′) ∈ R, and
conversely, for every x′ ∈ T ′, there exists x ∈ T such that (x, x′) ∈ R. In other words, if we
denote by p : T × T ′ → T (resp. p′ : T × T ′ → T ′) the canonical projection on T (resp. on
T ′), a correspondence is a subset R ⊂ T × T ′ such that p(R) = T and p′(R) = T ′. If R is a
correspondence between T and T ′, its distortion is defined by
dis(R) = sup {|d(x, y)− d′(x′, y′)| : (x, x′), (y, y′) ∈ R} .
Next, for any nonnegative finite measure m on T × T ′, we define its discrepancy with respect to µ
and µ′ by
D(m;µ, µ′) = dTV(m ◦ p−1, µ) + dTV(m ◦ p′−1, µ′).
Then the Gromov-Hausdorff-Prokhorov distance between T and T ′ is defined as
dGHP(T, T
′) = inf
{
1
2
dis(R) ∨ D(m;µ, µ′) ∨m(Rc)
}
, (2.2)
where the infimum is taken over all correspondences R between T and T ′ such that (∅, ∅′) ∈ R
and all nonnegative finite measures m on T × T ′. It can be verified that dGHP is indeed a distance
on T which is equivalent to d◦GHP and that the space (T, dGHP) is a Polish metric space, see [4].
We gather some facts about the Gromov-Hausdorff-Prokhorov distance that will be useful later.
We refer the reader to [4] or [40]. We have that
1
2
|h(T )− h(T ′)| ∨ |m(T )−m(T ′)| ≤ dGHP(T, T ′) ≤ (h(T ) + h(T ′)) ∨ (m(T ) +m(T ′)) . (2.3)
When T ′ = {∅} is the trivial tree consisting only of the root with mass 0, we have
1
2
h(T ) ∨m(T ) ≤ dGHP(T, {∅}) ≤ h(T ) ∨m(T ). (2.4)
We consider the subset of T of trees with either height or mass equal to 0:
T0 = {T ∈ T : m(T ) = 0 or h(T ) = 0} . (2.5)
Note that T0 ⊂ T is a closed subset since the mappings m : T → R and h : T → R are continuous
with respect to the Gromov-Hausdorff-Prokhorov topology, thanks to (2.3). We now give bounds
for the distance of a tree T to T0 which are similar to (2.4).
Lemma 2.2. Let T ∈ T. Then we have
1
2
h(T ) ∧m(T ) ≤ dGHP(T,T0) ≤ h(T ) ∧m(T ). (2.6)
Proof. Let (T, d, ∅, µ) ∈ T and δ > dGHP(T,T0). Then there exists T ′ ∈ T0 such that dGHP(T, T ′) ≤
δ. By (2.3), we get
1
2
|h(T )− h(T ′)| ∨ |m(T )−m(T ′)| ≤ δ.
But since T ′ ∈ T0, either h(T ′) = 0 or m(T ′) = 0. Therefore, either h(T ) ≤ 2δ or m(T ) ≤ δ. Since
δ > dGHP(T,T0) is arbitrary, this yields the lower bound.
ADDITIVE FUNCTIONALS OF CONDITIONED BGW TREES 11
To prove the upper bound, let T ′ = T endowed with the zero measure µ′ = 0, and take
R = {(x, x) : x ∈ T} and m the zero measure on T × T ′. Then dis(R) = 0, m(Rc) = 0 and
D(m;µ, µ′) = µ(T ) = m(T ). It follows that dGHP(T, T ′) ≤ m(T ). Note that T ′ ∈ T0, therefore
dGHP(T,T0) ≤ dGHP(T, T ′) ≤ m(T ).
Next, let T ′′ = {∅} be the trivial tree consisting only of the root with mass m(T ), i.e. endowed
with the measure µ′′ = m(T )δ∅. Take R = T × {∅} and m(A × B) = µ(A)δ∅(B). Then, we have
Rc = ∅, so m(Rc) = 0. Moreover, we have
dis(R) = sup {|d(x, y)| : x, y ∈ T} ≤ 2h(T ).
Since m ◦ p−1 = µ and m ◦ p′′−1 = m(T )δ∅ = µ′′, we get D(m,µ, µ′′) = 0. It follows that
dGHP(T, T
′′) ≤ h(T ). Since T ′′ ∈ T0, we deduce that
dGHP(T,T0) ≤ dGHP(T, T ′′) ≤ h(T ).
This finishes the proof of the upper bound. 
3. A finite measure indexed by a tree
Let (T, ∅, d, µ) be a compact real tree. Let x ∈ T and r ∈ [0, H(x)], where H(x) = d(∅, x).
Recall that Tr, x = {y ∈ T : H(x ∧ y) ≥ r} is the subtree containing x and starting at height r,
endowed with the distance d and the measure µ|Tr, x . It is straightforward to check that Tr, x is a
compact real tree and thus belongs to T. Define a nonnegative measure ΨT on T × R+ by, for
every f ∈ B+(T× R+),
ΨT (f) =
∫
T
µ(dx)
∫ H(x)
0
f (Tr, x, r) dr. (3.1)
As we will consider functions depending only on the mass and height of the subtrees, we introduce
the measure ΨmhT on R
2
+ defined by, for every f ∈ B+(R2+),
ΨmhT (f) =
∫
T
µ(dx)
∫ H(x)
0
f (m(Tr, x), h(Tr, x)) dr. (3.2)
Lemma 3.1. Let T be a compact real tree. The mapping (r, x) 7→ Tr, x from {(r, x) ∈ R+×T : r ≤
H(x)} to T is measurable with respect to the Borel σ-fields. Furthermore, the measure ΨT is finite
and does not depend on the choice of representative in the equivalence class in T of T .
Proof. Let (T, ∅, d, µ) be a compact real tree and set A := {(r, x) ∈ R+×T : r ≤ H(x)}. For every
(r, x) ∈ A, recall that xr ∈ T is the unique ancestor of x with height H(xr) = r. We start by
showing that the mapping (r, x) 7→ xr is continuous from A to T . Let (r, x), (s, y) ∈ A. Without
loss of generality, we can assume that r ≥ s. If H(x ∧ y) ≥ s, then we have ys 4 x and thus
ys 4 xr. This implies that d(xr, ys) = r − s. If H(x ∧ y) < s, then we have xr ∈ Jx ∧ y, xK and
ys ∈ Jx ∧ y, yK. This implies that xr and ys belong to Jx, yK, and thus d(xr, ys) ≤ d(x, y). In all
cases, we have
d(xr, ys) ≤ d(x, y) + |r − s|.
This proves that (r, x) 7→ xr is continuous.
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The mapping y 7→ Ty from T to T is continuous from below, in the sense that for y ∈ T
lim
z→y
z4y
dGHP(Tz, Ty) = 0. (3.3)
To see this, let δ > 0, y ∈ T and (yn, n ∈ N) be a sequence in T converging to y such that yn 4 y
for every n ∈ N. Notice that since T is compact, it holds that there is a finite number of subtrees
with height larger than δ attached to the branch J∅, yK. Thus, there are no subtrees with height
larger than δ attached to Jyn, yJ for n larger than some n0. Moreover, since Ty =
⋂
n∈N Tyn , we get
that limn→∞ µ(Tyn) = µ(Ty) implying that the mass of the subtrees attached to Jyn, yJ goes to 0
as n goes to infinity.
Define a correspondence between Tyn and Ty by
R := {(z, z) : z ∈ Ty}
⋃ {(z, y) : z ∈ Tyn \ Ty} .
It is straightforward to check that dis(R) ≤ 2(δ + d(yn, y)) for n ≥ n0. Consider the mea-
sure on Tyn × Ty defined by m(dx, dz) = µ|Ty(dz)δz(dx) = µ|Ty(dx)δx(dz). Then we have
D(m;µ|Tyn , µ|Ty) ≤ µ(Tyn)− µ(Ty) and m(Rc) = 0. It follows from (2.2) that
lim sup
n→∞
dGHP(Tyn , Ty) ≤ lim sup
n→∞
(δ + d(yn, y) + µ(Tyn)− µ(Ty)) = δ.
Since δ > 0 is arbitrary, (3.3) readily follows.
Now it is not difficult to see that the continuity from below (3.3) of the mapping y 7→ Ty implies
its measurability. By composition, it follows that the mapping (r, x) 7→ Tr, x = Txr from A to T is
measurable.
Next, notice that ΨT is finite since
ΨT (1) =
∫
T
H(x)µ(dx) ≤ h(T )m(T ) <∞.
Finally, let f ∈ B+(T × R+) and (T, ∅, d, µ), (T ′, ∅′, d′, µ′) be two compact real trees such that
there is a measure-preserving and root-preserving isometry ϕ : T → T ′. This means that ϕ is an
isometry satisfying µ′ = µ ◦ ϕ−1 and ϕ(∅) = ∅′. Moreover, for every x, y ∈ T , since H(x ∧ y) =
2−1 (d(∅, x) + d(∅, y)− d(x, y)), we deduce that
H(x ∧ y) = H(ϕ(x) ∧ ϕ(y)).
Using this and the definitions of Tr, x and T
′
r, ϕ(x), it is easy to see that, for every x ∈ T and
r ∈ [0, H(x)], ϕ induces a measure-preserving and root-preserving isometry from Tr, x to T ′r, ϕ(x)
and therefore f(Tr, x, r) = f(T
′
r, ϕ(x), r). Since H(x) = H(ϕ(x)), it follows that
ΨT (f) =
∫
T
µ(dx)
∫ H(x)
0
f(Tr, x, r) dr
=
∫
T
µ(dx)
∫ H(ϕ(x))
0
f(T ′r, ϕ(x), r) dr
=
∫
T ′
µ ◦ ϕ−1(dy)
∫ H(y)
0
f(T ′r, y, r) dr
= ΨT ′(f).
This proves that ΨT does not depend on the choice of representative in the equivalence class of T
which completes the proof. 
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Recall that Lf(T ) is the set of leaves of T . It is well known that there exists a unique σ-finite
measure ℓ on (T,B(T )), called the length measure, such that ℓ(Lf(T )) = 0 and ℓ(Jx, yK) = d(x, y),
see e.g. [20, Chapter 4, §4.3.5]. The next result gives an alternative expression for ΨT in terms of
the length measure.
Proposition 3.2. Let (T, ∅, d, µ) be a compact real tree. For every f ∈ B+(T×R+), we have
ΨT (f) =
∫
T
µ(Ty)f(Ty, H(y)) ℓ(dy). (3.4)
Proof. Let (T, ∅, d, µ) be a compact real tree and f ∈ B+(T×R+). Notice that {(x, y) ∈ T 2 : y 4
x} = {(x, y) ∈ T 2 : d(∅, x) = d(∅, y) + d(x, y)} is closed in T 2 and thus measurable. Moreover,
the mapping y 7→ Ty is measurable from T to T by the proof of Lemma 3.1. Thus the mapping
(x, y) 7→ 1{y4x}f(Ty, H(y)) is measurable. By Fubini’s theorem, it follows that∫
T
µ(Ty)f (Ty, H(y)) ℓ(dy) =
∫
T
µ(dx)
∫
T
1{y4x}f (Ty, H(y)) ℓ(dy)
=
∫
T
µ(dx)
∫
J∅,xK
f (Ty, H(y)) ℓ(dy).
Let x ∈ T and let f∅,x : [0, H(x)] → J∅, xK be the unique isometry such that f∅,x(0) = ∅ and
f∅,x(H(x)) = x. Using that ℓ|J∅,xK = λ ◦ f−1∅,x where λ is the Lebesgue measure on [0, H(x)], we get
that ∫
J∅,xK
f (Ty, H(y)) ℓ(dy) =
∫ H(x)
0
f
(
Tf∅,x(r), H(f∅,x(r))
)
dr.
Since f∅,x is an isometry, for every r ∈ [0, H(x)], f∅,x(r) is the unique ancestor of x at height r,
that is xr, and H(f∅,x(r)) = r. As Tf∅,x(r) = Txr = Tr, x for every r ∈ [0, H(x)], it follows that∫
T
µ(Ty)f (Ty, H(y)) ℓ(dy) =
∫
T
µ(dx)
∫ H(x)
0
f (Tr, x, r) dr.
This concludes the proof. 
The main result of this section concerns the continuity of the mapping Ψ: T 7→ ΨT .
Proposition 3.3. The mapping Ψ: T 7→ ΨT , from T endowed with the Gromov-Hausdorff-
Prokhorov topology to M(T× R+) endowed with the topology of weak convergence, is well defined
and continuous.
The end of this section is devoted to the proof of Proposition 3.3. For T a compact real tree,
x ∈ T , s ∈ [0,+∞], r ∈ [0, s ∧H(x)], we define the following set of elements of T such that their
common ancestor with x has height in [r, s]
T[r,s], x = {y ∈ T : H(y ∧ x) ∈ [r, s]}.
Recall that xr is the ancestor of x at height r in T , and is also seen as the root of the tree Tr, x. We
shall see T[r,s], x as a compact real tree rooted at xr with measure µ|T[r,s], x = µ(· ∩ T[r,s], x) and thus
T[r,s], x ∈ T. Recall that m(T[r,s], x) = µ(T[r,s], x) denotes its mass and h(T[r,s], x) = sup{H(y) : y ∈
T[r,s], x ⊂ T} − r its height. Notice in particular that T[r,+∞], x = Tr, x for r ∈ [0, H(x)].
We first establish an estimate for the Gromov-Hausdorff-Prokhorov distance between subtrees
of two real trees in terms of the distance between the trees themselves.
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Lemma 3.4. Let T, T ′ be compact real trees and let δ > dGHP(T, T ′). Let R be a correspondence
between T and T ′ such that (∅, ∅′) ∈ R and let m be a measure on T × T ′ such that
1
2
dis(R) ∨ D(m;µ, µ′) ∨m(Rc) ≤ δ.
Then for every (x, x′) in R and every r ≥ 0 such that 6δ ≤ r ≤ H(x) ∧H(x′), we have
dGHP(Tr, x, T
′
r, x′) ≤ 8δ + 2m
(
T[r−6δ,r+6δ], x
)
+ 2h(T[r−3δ,r+6δ], x). (3.5)
Proof. Similarly to xr, we denote by x
′
r the ancestor of x
′ at height r in T ′, which is also seen as
the root of T ′r,x′. We shall bound dGHP(Tr, x, T
′
r, x′) from above by
1
2
dis(R˜) ∨ D(m˜; µ˜, µ˜′) ∨ m˜(R˜c)
where R˜ is a well chosen correspondence between Tr, x and T ′r, x′ and m˜ (resp. µ˜, µ˜′) is the restriction
of the measure m (resp. µ, µ′) to Tr, x × T ′r, x′ (resp. Tr, x, T ′r, x′). We begin by noticing that, for
every (t, t′), (s, s′) ∈ R, we have
|d(t, s)− d′(t′, s′)| ≤ dis(R) ≤ 2δ. (3.6)
In particular, taking (s, s′) = (∅, ∅′) ∈ R yields
|H(t)−H(t′)| ≤ 2δ. (3.7)
Using this, we get that for (t, t′) ∈ R
H(t′ ∧ x′) = 1
2
(H(t′) +H(x′)− d′(t′, x′))
≥ 1
2
(H(t)− 2δ +H(x)− 2δ − d(t, x)− 2δ)
= H(t ∧ x)− 3δ. (3.8)
Step 1: we construct a correspondence between Tr, x and T ′r, x′ and give an upper bound of its
distortion. Let (t, t′) ∈ R. Assume that H(t ∧ x) ≥ r + 3δ. Then, we get that t ∈ Tr, x and
that H(t′ ∧ x′) ≥ r by (3.8), that is t′ ∈ T ′r, x′. This gives that (t, t′) ∈ Tr, x × T ′r, x′. Similarly, if
H(t′ ∧ x′) ≥ r + 3δ, we get (t, t′) ∈ Tr, x × T ′r, x′. Therefore, the following set
R˜ = {(t, t′) ∈ R : max(H(t∧ x), H(t′ ∧ x′)) ≥ r + 3δ}⋃(T[r,r+3δ], x × {x′r})⋃({xr} × T ′[r,r+3δ], x′)
is a correspondence between Tr, x and T
′
r, x′. We give a bound of its distortion. Let (t, t
′), (s, s′) ∈ R˜.
Case 1: Assume that (t, t′) ∈ R and (s, s′) ∈ R, then by (3.6) we have
|d(t, s)− d′(t′, s′)| ≤ 2δ.
Case 2: Assume that (t, t′) ∈ R and (s, s′) /∈ R. Without loss of generality, we may assume that
s = xr and thus H(s
′ ∧ x′) ∈ [r, r + 3δ]. Let y′ ∈ T ′ such that (xr, y′) ∈ R, then using (3.6) and
the triangle inequality, we get
|d(t, s)− d′(t′, s′)| ≤ |d(t, xr)− d′(t′, y′)|+ |d′(t′, y′)− d′(t′, s′)|
≤ 2δ + d′(y′, s′)
≤ 2δ + d′(y′, x′r) + d′(x′r, s′).
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Notice that by (3.8), we have H(y′ ∧ x′) ≥ H(xr ∧ x) − 3δ = r − 3δ, so either H(y′ ∧ x′) ≥ r
or H(y′ ∧ x′) ∈ [r − 3δ, r). In the first case, x′r is necessarily an ancestor of y′ and we have
H(y′ ∧ x′r) = r. In the second case, we have y′ ∧ x′ = y′ ∧ x′r and H(y′ ∧ x′r) ≥ r− 3δ. Thus, in all
cases we have H(y′ ∧ x′r) ≥ r − 3δ and then
d′(y′, x′r) = H(y
′) +H(x′r)− 2H(y′ ∧ x′r) ≤ H(xr) + 2δ + r − 2(r − 3δ) = 8δ.
On the other hand, since we assumed that H(s′ ∧ x′) ∈ [r, r+ 3δ], we get that x′r is an ancestor of
s′ and s′ ∈ T ′[r,r+3δ], x′. We deduce that
d′(x′r, s
′) = H(s′)−H(x′r) = H(s′)− r ≤ h(T ′[r,r+3δ], x′). (3.9)
It follows that
|d(t, s)− d(t′, s′)| ≤ 10δ + h(T ′[r,r+3δ], x′).
Case 3: Assume that (t, t′), (s, s′) /∈ R.
Case 3a. If t = s = xr, then necessarily H(t′ ∧ x′), H(s′ ∧ x′) ∈ [r, r + 3δ). Arguing as in (3.9),
we have
|d(t, s)− d′(t′, s′)| = d′(t′, s′) ≤ d′(t′, x′r) + d′(x′r, s′) ≤ 2h(T ′[r,r+3δ], x′).
Case 3b. If s = xr and t′ = x′r, then by the same argument we used to get (3.9), we have
|d(t, s)− d(t′, s′)| ≤ d(t, xr) + d(x′r, s′) ≤ h(T[r,r+3δ], x) + h(T ′[r,r+3δ], x′).
It follows that
dis(R˜) ≤ 10δ + 2h(T[r,r+3δ], x) + 2h(T ′[r,r+3δ], x′). (3.10)
Step 2: we define a measure on Tr, x × T ′r, x′ and give an upper bound of its discrepancy. Denote
by m˜ the restriction of the measure m to Tr, x × T ′r, x′. Let A ⊂ Tr, x be a Borel set. We have
m˜ ◦ p˜−1(A) = m˜(A×T ′r, x′) = m(A×T ′r, x′) where p˜ : Tr, x×T ′r, x′ → Tr, x is the canonical projection.
Notice that
m (A× T ′)−m
(
A× T ′r, x′
)
= m
(
A× (T ′ \ T ′r, x′)
)
= m
(
A× (T ′ \ T ′r, x′) ∩R
)
+m
(
A× (T ′ \ T ′r, x′) ∩Rc
)
≤ m
(
A× (T ′ \ T ′r, x′) ∩R
)
+ δ.
For (t, t′) ∈
(
A× (T ′ \ T ′r, x′)
)
∩R, using (3.8) and the fact that A ⊂ Tr, x, we get
H(t′ ∧ x′) ≥ H(t ∧ x)− 3δ ≥ r − 3δ.
Moreover, we have H(t′ ∧ x′) < r < r + 3δ since t′ /∈ T ′r, x′ . This gives the inclusion
(
A × (T ′ \
T ′r, x′)
)
∩R ⊂ T × T ′[r−3δ,r+3δ], x′. As dTV(m ◦ p′−1, µ′) ≤ D(m;µ, µ′) ≤ δ, we deduce that
m (A× T ′)−m
(
A× T ′r, x′
)
≤ m
(
T × T ′[r−3δ,r+3δ], x′
)
+ δ
≤ µ′
(
T ′[r−3δ,r+3δ], x′
)
+ dTV(m ◦ p′−1, µ′) + δ
≤ µ′
(
T ′[r−3δ,r+3δ], x′
)
+ 2δ.
Recall that µ˜ is the restriction of the measure µ to Tr,x. It follows that∣∣∣m˜ ◦ p˜−1(A)− µ˜(A)∣∣∣ = ∣∣∣m (A× T ′r, x′)− µ(A)∣∣∣
≤
∣∣∣m (A× T ′r, x′)−m(A× T ′)∣∣∣+ |m (A× T ′)− µ(A)|
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≤
∣∣∣m (A× T ′r, x′)−m(A× T ′)∣∣∣+D(m;µ, µ′)
≤ µ′
(
T ′[r−3δ,r+3δ], x′
)
+ 3δ.
By symmetry, we deduce that
D(m˜; µ˜, µ˜′) ≤ m
(
T[r−3δ,r+3δ], x
)
+m
(
T ′[r−3δ,r+3δ], x′
)
+ 6δ. (3.11)
Step 3: we give an upper bound of m˜(R˜c). Let (t, t′) ∈ Tr, x× Tr, x′ \ R˜. If H(t∧ x) > r+3δ then
necessarily (t, t′) /∈ R by our construction of R˜. Therefore, we have
m(R˜c) = m(Tr, x × T ′r, x′ \ R˜) = m
(
(t, t′) ∈ Tr, x × T ′r, x′ \ R˜ : H(t ∧ x) > r + 3δ
)
(3.12)
+m
(
(t, t′) ∈ Tr, x × T ′r, x′ : H(t ∧ x) ∈ [r, r + 3δ]
)
≤ m(Rc) + µ
(
T[r,r+3δ], x
)
+ dTV(m ◦ p−1, µ)
≤ m
(
T[r,r+3δ], x
)
+ 2δ.
Step 4: we can now conclude. Combining (3.10), (3.11) and (3.12) and using the definition of the
Gromov-Hausdorff-Prokhorov distance, we get
dGHP(Tr, x, T
′
r, x′) ≤ 6δ+m
(
T[r−3δ,r+3δ], x
)
+m
(
T ′[r−3δ,r+3δ], x′
)
+h
(
T[r,r+3δ], x
)
+h
(
T ′[r,r+3δ], x′
)
. (3.13)
First, notice that
m
(
T ′[r−3δ,r+3δ], x′
)
= µ′ (t′ : H(t′ ∧ x′) ∈ [r − 3δ, r + 3δ])
≤ m ((t, t′) : H(t′ ∧ x′) ∈ [r − 3δ, r + 3δ]) + dTV(m ◦ p′−1, µ′)
≤ m ((t, t′) ∈ R : H(t′ ∧ x′) ∈ [r − 3δ, r + 3δ]) +m (Rc) + δ
≤ m ((t, t′) ∈ R : H(t′ ∧ x′) ∈ [r − 3δ, r + 3δ]) + 2δ.
Using (3.8), we get by symmetry that, for (t, t′) ∈ R,
H(t′ ∧ x′)− 3δ ≤ H(t ∧ x) ≤ H(t′ ∧ x′) + 3δ. (3.14)
We deduce that
m
(
T ′[r−3δ,r+3δ], x′
)
≤ m ((t, t′) ∈ R : H(t ∧ x) ∈ [r − 6δ, r + 6δ]) + 2δ
≤ m ((t, t′) : H(t ∧ x) ∈ [r − 6δ, r + 6δ]) + 2δ
≤ µ (t : H(t ∧ x) ∈ [r − 6δ, r + 6δ]) + dTV(m ◦ p−1, µ) + 2δ
≤ m
(
T[r−6δ,r+6δ], x
)
+ 3δ. (3.15)
Secondly, let t′ ∈ T ′[r,r+3δ], x′ . We have H(t′ ∧ x′) ∈ [r, r + 3δ]. Let t ∈ T such that (t, t′) ∈ R.
Thanks to (3.14), we getH(t∧x) ∈ [r−3δ, r+6δ]. Since (t, t′) ∈ R, we also have |H(t′)−H(t)| ≤ 2δ
by(3.7). We deduce that
h
(
T ′[r,r+3δ], x′
)
= sup {H(t′) : t′ ∈ T ′, H(t′ ∧ x′) ∈ [r, r + 3δ]} − r
≤ sup {H(t) : t ∈ T,H(t ∧ x) ∈ [r − 3δ, r + 6δ]} − r + 2δ
= h
(
T[r−3δ,r+6δ], x
)
− δ. (3.16)
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Using (3.15) and (3.16) in conjunction with (3.13) yields the result. 
Proof of Proposition 3.3. Fix a compact real tree T = (T, d, ∅, µ). We will show that ΨT ′ → ΨT
weakly as T ′ → T for dGHP. Let ε > 0 and let T ′ = (T ′, d′, ∅′, µ′) be a compact real tree such
that dGHP(T, T
′) ≤ ε. Then there exist a correspondence R between T and T ′ and a measure m
on T × T ′ such that (∅, ∅′) ∈ R, m(Rc) ≤ ε, dis(R) ≤ 2ε and D(m;µ, µ′) ≤ ε. In particular, we
will make constant use of the inequalities |m(T × T ′) − m(T )| ≤ ε and |H(x) − H(x′)| ≤ 2ε for
(x, x′) ∈ R. Let f ∈ Cb(T× R+) be Lipschitz. Write
ΨT (f)−ΨT ′(f) = A1 + A2 + A3 + A4,
where
A1 =
∫
T
µ(dx)
∫ H(x)
0
f(Tr, x, r)dr −
∫
T
m ◦ p−1(dx)
∫ H(x)
0
f(Tr, x, r)dr
A2 =
∫
R
m(dx, dx′)
(∫ H(x)
0
f(Tr, x, r)dr −
∫ H(x′)
0
f(T ′r, x′, r)dr
)
A3 =
∫
Rc
m(dx, dx′)
(∫ H(x)
0
f(Tr, x, r)dr −
∫ H(x′)
0
f(T ′r, x′, r)dr
)
A4 =
∫
T ′
m ◦ p′−1(dx′)
∫ H(x′)
0
f(T ′r, x′ , r)dr −
∫
T ′
µ(dx′)
∫ H(x′)
0
f(T ′r, x′, r)dr.
Notice that
|A1| ≤ 2dTV(m ◦ p−1, µ) sup
x∈T
∫ H(x)
0
f(Tr, x, r)dr ≤ 2h(T ) ‖f‖∞ ε. (3.17)
Similarly, we have
|A4| ≤ 2h(T ′) ‖f‖∞ ε ≤ 2(h(T ) + 2ε) ‖f‖∞ ε, (3.18)
where in the second inequality we used that h(T ′) ≤ h(T ) + 2dGHP(T, T ′) ≤ h(T ) + 2ε by (2.3).
Next, we have
|A3| ≤ m(Rc)(h(T ) + h(T ′)) ‖f‖∞ ≤ 2(h(T ) + ε) ‖f‖∞ ε. (3.19)
We now provide a bound for A2. We have
A2 =
∫
R
1{H(x)≥H(x′)}m(dx, dx′)
(∫ H(x)
0
f(Tr, x, r)dr −
∫ H(x′)
0
f(T ′r, x′, r)dr
)
+
∫
R
1{H(x)<H(x′)}m(dx, dx′)
(∫ H(x)
0
f(Tr, x, r)dr −
∫ H(x′)
0
f(T ′r, x′ , r)dr
)
. (3.20)
We only treat the first term, the second one being similar. We have∫
R
1{H(x)≥H(x′)}m(dx, dx′)
(∫ H(x)
0
f(Tr, x, r)dr −
∫ H(x′)
0
f(T ′r, x′, r)dr
)
=
∫
R
1{H(x)≥H(x′)}m(dx, dx′)
(∫ H(x′)
0
(
f(Tr, x, r)− f(T ′r, x′, r)
)
dr +
∫ H(x)
H(x′)
f(Tr, x, r)dr
)
.
On the one hand, we get∣∣∣∣∣
∫
R
1{H(x)≥H(x′)}m(dx, dx′)
∫ H(x)
H(x′)
f(Tr, x, r)dr
∣∣∣∣∣ ≤
∫
R
‖f‖∞ |H(x)−H(x′)|m(dx, dx′)
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≤ ‖f‖∞m(T × T ′) dis(R)
≤ 2 ‖f‖∞ (m(T ) + ε)ε. (3.21)
On the other hand, we have∣∣∣∣∣
∫
R
1{H(x)≥H(x′)}m(dx, dx′)
∫ H(x′)
0
(
f(Tr, x, r)− f(T ′r, x, r)
)
dr
∣∣∣∣∣
≤ ‖f‖L
∫
R
1{H(x)≥H(x′)}m(dx, dx′)
∫ H(x′)
0
dGHP
(
Tr, x, T
′
r, x
)
1{r≥6ε}dr +
∫
R
m(dx, dx′)
∫ 6ε
0
2 ‖f‖∞ dr
≤ 2 ‖f‖L
∫
m(dx, dx′)
∫ H(x)
0
(
m(T[r−3ε,r+6ε], x) + h(T[r−6ε,r+6ε], x)
)
1{r≥6ε} dr
+ 8 ‖f‖L h(T )(m(T ) + ε)ε+ 12 ‖f‖∞ (m(T ) + ε)ε. (3.22)
where we used (3.5) for the last inequality. Using Fubini’s theorem, we get∫
m(dx, dx′)
∫ H(x)
0
m(T[r−6ε,r+6ε], x)1{r≥6ε} dr
=
∫
m(dx, dx′)
∫ H(x)
0
µ(t : H(t ∧ x) ∈ [r − 6ε, r + 6ε])1{r≥6ε} dr
=
∫
m(dx, dx′)
∫
T
µ(dt)
∫ H(x)
0
1{H(t∧x)∈[r−6ε,r+6ε]}1{r≥6ε} dr
≤ 12m(T )(m(T ) + ε)ε. (3.23)
Moreover, since T is compact, it holds that for every x ∈ T and every δ > 0, there is a finite number
of subtrees with height larger than δ attached to the branch J∅, xK. Let r ∈ (0, H(x)). Recall that
xr is the unique ancestor of x with height H(xr) = r. Assume that xr is not a branching point.
Then, for every δ > 0 and for ε > 0 small enough (depending on δ), there are no subtrees with
height larger than δ attached to Jxr−3ε, xr+6εK. (To be precise, if y ∈ Jxr−3ε, xr+6εK is a branching
point, the tree attached at y is T[s,s], x with s = H(y)). Therefore, we have h(T[r−3ε,r+6ε], x) ≤ δ+9ε.
This proves that, for every r ∈ (0, H(x)) such that xr is not a branching point,
lim
ε→0 h(T[r−3ε,r+6ε], x) = 0. (3.24)
But since T is compact, there are (at most) countably many r ∈ (0, H(x)) such that xr is a
branching point. It follows that (3.24) holds for every x ∈ T and dr-a.e. r ∈ [0, H(x)]. Notice
that h(Tr−3ε,r+6ε, x) ≤ h(T ) and the measure 1{0≤r≤H(x)} µ(dx)dr is finite as its total mass is less
than h(T )m(T ) which is finite. We get by the dominated convergence theorem that
lim
ε→0
∫
T
µ(dx)
∫ H(x)
0
h(T[r−3ε,r+6ε], x)1{r≥6ε} dr = 0.
Since∣∣∣∣∣
∫
T
(
m ◦ p−1(dx)− µ(dx)
) ∫ H(x)
0
h(T[r−3ε,r+6ε], x)1{r≥6ε} dr
∣∣∣∣∣ ≤ 2h(T )2dTV(m ◦ p−1, µ) ≤ 2h(T )2ε,
it follows that
lim
ε→0
∫
m(dx, dx′)
∫ H(x)
0
h(T[r−3ε,r+6ε], x)1{r≥6ε} dr = 0. (3.25)
Thus, by (3.17)–(3.19), (3.21)–(3.23) and (3.25), we deduce that
lim
ε→0 supdGHP(T,T ′)<ε
ΨT ′(f) = ΨT (f)
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for every Lipschitz function f ∈ Cb(T× R+). This proves that Ψ: T→M(T×R+) is continuous
which concludes the proof. 
4. Bienaymé-Galton-Watson trees and stable Lévy trees
Throughout this work, we fix a random variable ξ whose distribution is critical and belongs to
the domain of attraction of a stable distribution with index γ ∈ (1, 2]. More precisely, we assume
that ξ takes values in N = {0, 1, 2, . . .} and that it satisfies the following conditions:
(ξ1) ξ is critical, i.e. E [ξ] = 1, and nondegenerate, i.e. P (ξ = 0) > 0,
(ξ2) ξ belongs to the domain of attraction of a stable distribution with index γ ∈ (1, 2], i.e.
E
[
ξ21{ξ≤n}
]
= n2−γL(n), where L : R+ → R+ is a slowly varying function.
By [22, Theorem XVII.5.2] or [28, Theorem 5.2], assumption (ξ2) is equivalent to the existence
of a positive sequence (bn, n ≥ 1) such that, if (ξn, n ≥ 1) is a sequence of independent random
variables with the same distribution as ξ, then
1
bn
(
n∑
k=1
ξk − n
)
(d)−−−→
n→∞ X1, (4.1)
where (Xt, t ≥ 0) is a strictly stable spectrally positive Lévy process with Laplace transform
E [exp(−λXt)] = exp(tκλγ) where γ ∈ (1, 2] and κ > 0. Note that we have automatically bn/n→ 0
as n→∞. In most of our results, we make the following stronger assumption on ξ:
(ξ2)′ E
[
ξ21{ξ≤n}
]
= n2−γL(n) where L : R+ → R+ is a slowly varying function which is bounded
away from zero and infinity.
Assumption (ξ2)′ is equivalent to the normalizing sequence (bn, n ≥ 1) which appears in (4.1)
satisfying
bn1/γ ≤ bn ≤ bn1/γ , ∀n ≥ 1, (4.2)
for some constants 0 < b < b <∞. Indeed, if γ = 2, we have the convergence of nb−2n L(bn) to some
positive constant by [28, Theorem 5.2 and Eq. (5.44)]. Similarly, if γ ∈ (1, 2), using [28, Theorem
5.3 and Eq. (5.7)], we have as n→∞ that
nP (ξ > bn) ∼ 2− γ
γ
nb−γn L(bn).
On the other hand, [28, Eq. (5.10)] entails the convergence of nP (ξ > bn) to some positive con-
stant. Therefore, for γ ∈ (1, 2], the sequence n1/γb−1n L(bn)1/γ converges to some positive constant.
Thus, if L is bounded away from 0 and infinity, then (4.2) follows. The proof of the converse
(which we shall not use) is left for the reader.
4.1. Results on conditioned Bienaymé-Galton-Watson trees. Recall that the span of the
integer-valued random variable ξ is the largest integer λ0 such that a.s. ξ ∈ a + λ0Z for some
a ∈ Z. As we only consider ξ with P (ξ = 0) > 0, the span is the largest integer λ0 such that a.s.
ξ ∈ λ0Z, i.e. the greatest common divisor of {k ≥ 1: P (ξ = k) > 0}.
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Assume that ξ satisfies (ξ1) and (ξ2) and denote by g the density of the random variable X1
appearing in (4.1). Then the function g is continuous on R (in fact infinitely differentiable) and
satisfies
g(0) =
1
κ1/γ |Γ(−1/γ)| , (4.3)
where Γ is Euler’s gamma function, see [22, Lemma XVII.6.1] or [28, Example 3.15 and Eq. (4.6)].
In particular, when γ = 2, g is the density of a centered Gaussian distribution with variance 2κ
and we have
g(0) =
1
2
√
κπ
· (4.4)
Recall that (ξn, n ≥ 1) is a sequence of independent random variables with the same distribution
as ξ and define Sn =
∑n
k=1 ξk. The following result is a direct consequence of the local limit
theorem, see e.g. [26, Chapter 4, Theorem 4.2.1].
Lemma 4.1 (Local limit theorem). Assume that ξ satisfies (ξ1) and (ξ2) and denote its span by
λ0. We have
lim
n→∞ supk≥0
∣∣∣∣∣ bnλ0 P (Sn = λ0k)− g
(
λ0k − n
bn
)∣∣∣∣∣ = 0,
where g is the density of the random variable X1 defined in (4.1). In particular, for any fixed
k ≥ 0, we have as n→∞ with n ≡ k (mod λ0),
P (Sn = n− k) ∼ λ0g(0)
bn
· (4.5)
Let τ be a BGW(ξ) tree, see e.g. Athreya and Ney [10]. By the well-known Otter-Dwass
formula, we have, for every n ≥ 1,
P (|τ | = n) = 1
n
P (Sn = n− 1) . (4.6)
In particular, we get P (|τ | = n) = 0 if n 6≡ 1 (mod λ0) while P (|τ | = n) > 0 for all large n with
n ≡ 1 (mod λ0) by Lemma 4.1. We denote by ∆ the support of the random variable |τ | when τ
is not reduced to the root, that is
∆ = {n ≥ 2: P (|τ | = n) > 0} . (4.7)
In particular, the previous discussion implies that ∆ ⊂ 1 + λ0N and conversely, 1 + λ0n ∈ ∆ for
all large n. In what follows, we only consider n ∈ ∆ and convergences should be understood along
the set ∆.
We will also need the following sub-exponential tail bounds for the height of conditioned BGW
trees, see [34, Theorem 2] and the discussion thereafter. For every n ∈ ∆, τn will denote a BGW(ξ)
tree conditioned to have n vertices, that is τn is distributed as τ conditionally on {|τ | = n}.
Lemma 4.2. Assume that ξ satisfies (ξ1) and (ξ2). For every α ∈ (0, γ/(γ − 1)) and every
β ∈ (0, γ), there exist two finite constants C0, c0 > 0 such that for every y ≥ 0 and n ∈ ∆, we have
P
(
bn
n
h(τn) ≤ y
)
≤ C0 exp
(
−c0y−α
)
, (4.8)
P
(
bn
n
h(τn) ≥ y
)
≤ C0 exp
(
−c0yβ
)
. (4.9)
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Remark 4.3.
(i) If moreover ξ satisfies (ξ2)′, then we can take α = γ/(γ − 1) in (4.8), see Appendix B.
(ii) If ξ has finite variance σ2ξ ∈ (0,∞) (in which case (ξ2)′ is satisfied), we have γ = 2 and we
can take bn = σξ
√
n in (4.1) with κ = 1/2 (this is just the central limit theorem). Then both
(4.8) and (4.9) hold with α = β = 2, see [5, Theorem 1.1 and Theorem 1.2].
An immediate consequence of Lemma 4.2 is the following estimate for the moments of h(τn)
which extends [5, Corollary 1.3].
Lemma 4.4. Assume that ξ satisfies (ξ1) and (ξ2). For every p ∈ R, we have
sup
n∈∆
E
[(
bn
n
h(τn)
)p ]
<∞.
Proof. Let p > 0. Fix β ∈ (0, γ). By Lemma 4.2, we have for every n ∈ ∆
E
[(
bn
n
h(τn)
)p ]
= p
∫ ∞
0
yp−1 P
(
bn
n
h(τn) > y
)
dy ≤ C0p
∫ ∞
0
yp−1e−c0y
β
dy <∞.
Similarly, fix α ∈ (0, γ/(γ − 1)) and apply Lemma 4.2 to get
E
(bn
n
h(τn)
)−p  = p ∫ ∞
0
yp−1 P
(
bn
n
h(τn) <
1
y
)
dy ≤ C0p
∫ ∞
0
yp−1e−c0y
α
dy <∞.
This proves the result. 
We end this section with the following lemma used in the proof of Remark 1.2-(vi).
Lemma 4.5. Assume that ξ has finite variance σ2ξ ∈ (0,∞). Let α′, β ∈ R such that 2α′ + β < 0
and set fα′,β(t) = |t|α′ h(t)β1{|t|>1}. Then we have
E [fα′,β(τ)] <∞, lim
n→∞E
[
fα′,β(τ
n)2
]
= 0 and
∑
n∈∆
√
E [fα′,β(τn)2]
n
<∞.
Proof. We have
E [fα′,β(τ)] =
∑
n∈∆
nα
′
E
[
h(τn)β
]
P (|τ | = n) .
Using (4.6) and (4.5), (4.4) with bn = σξ
√
n, we have as n→∞ that
P (|τ | = n) ∼ λ0√
2πσ2ξ
n−3/2.
Since E
[
h(τn)β
]
= O(nβ/2) as n→∞ by Lemma 4.4, we get that
E [fα′,β(τ)] ≤ C
∑
n∈∆
n−3/2+α
′+β/2 <∞.
22 ROMAIN ABRAHAM, JEAN-FRANÇOIS DELMAS, AND MICHEL NASSIF
Applying Lemma 4.4 again gives E [fα′,β(τ
n)2] = n2α
′
E
[
h(τn)2β
]
1{n>1} ≤Mn2α′+β for some finite
constant M > 0, and the last term converges to 0 as n→∞. Finally, we have
∑
n∈∆
√
E [fα′,β(τn)2]
n
≤
√
M
∑
n∈∆
n−1+α
′+β/2 <∞.

4.2. Stable Lévy trees. Let us briefly recall the definition of the height process and the associated
Lévy tree, see e.g. [15, 16, 33, 35]. Recall that (Xt, t ≥ 0) is a strictly stable Lévy process with
Laplace exponent ψ(λ) = κλγ where γ ∈ (1, 2] and κ > 0. For γ ∈ (1, 2), denote by π the
associated Lévy measure
π(dx) =
κγ(γ − 1)
Γ(2− γ)
dx
x1+γ
· (4.10)
Le Gall and Le Jan [35] proved that there exists a continuous process (H(t), t ≥ 0) called the
ψ-height process such that for every t ≥ 0, we have the following convergence in probability
H(t) = lim
ε→0
1
ε
∫ t
0
1{Xs<Ist+ε} ds,
where Ist = inf [s,t]X. In the Brownian case, H is a (scaled) reflected Brownian motion. Let N be
the excursion measure of H above 0 and set
σ = inf {s > 0: H(s) = 0} and h = sup
s≥0
H(s) (4.11)
for the duration of the excursion and its maximum. We choose to normalize the excursion measure
N such that the distribution of σ under N is π∗ given by
π∗(dx) = N [σ ∈ dx] = g(0) dx
x1+1/γ
, (4.12)
with g(0) given in (4.3). Furthermore, by [17, Eq. (14)], the distribution of h under N is given by
N [h > x] = (κ(γ − 1)x)−1/(γ−1) . (4.13)
We have the following equality in “distribution” for the height process, see e.g. [18, Eq. (40)],
(H(xt), t ≥ 0) under x1/γ N (d)= x1−1/γH under N .
Using this, one can make sense of the conditional probability measure N(x)[•] = N[•|σ = x] such
that N(x)-a.s., σ = x and
N[•] =
∫ ∞
0
N(x)[•] π∗(dx).
Informally, N(x) can be seen as the distribution of the excursion of H with duration x. Moreover,
the height process H has the following scaling property
(H(s), s ∈ [0, x]) under N(x) (d)=
(
x1−1/γH(s/x), s ∈ [0, 1]
)
under N(1) . (4.14)
See also Lemma 6.11 for the scaling property of H and related processes.
We call the stable Lévy tree with branching mechanism ψ(λ) = κλγ, the compact real tree
T coded by the ψ-height process H under N(1). See Remark 2.1 for the coding of real trees by
excursion paths.
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Remark 4.6. Notice that σ = m(TH) and h = h(TH) are the mass and the height of the tree
TH coded by the height process H under N. Furthermore, for s ∈ [0, σ], the notation H(s) is
consistent with the one introduced in Section 2.3 since H(s) is the height of s in the tree coded
by H under N.
4.3. Convergence of continuous functionals. For every n ∈ ∆, we let τn be a BGW(ξ) tree
conditioned to have n vertices, and let T n = (bn/n)τn be the associated real tree rescaled so that all
edges have length bn/n. Duquesne [15] (see also [33]) showed that the convergence in distribution
T n (d)−−−→
n→∞ T (4.15)
holds in the space T where T is the stable Lévy tree with branching mechanism ψ(λ) = κλγ.
The following result is an immediate consequence of Proposition 3.3. Recall from (3.1) and (3.2)
the definitions of the measures ΨT and Ψ
mh
T .
Corollary 4.7. Assume that ξ satisfies (ξ1) and (ξ2). Let τn be a BGW(ξ) tree conditioned to
have n vertices and let T n = (bn/n)τn be the associated real tree rescaled so that all edges have
length bn/n (where bn is the normalizing sequence in (4.1)). Then we have the convergence in
distribution ΨT n
(d)−→ ΨT in M(T×R+), where T is the stable Lévy tree with branching mechanism
ψ(λ) = κλγ. In particular, we have ΨmhT n
(d)−→ ΨmhT n in M(R2+).
The convergence in distribution obtained in Corollary 4.7 is unsatisfactory to study the asymp-
totics of additive functionals of large BGW trees as it involves the real tree T n instead of the
(discrete) BGW tree τn. To remedy this, we shall introduce a discrete version of the measure ΨT
when T is associated with a discrete tree. Let t be a discrete tree and a > 0. Recall that at denotes
the real tree associated to t where the branches have length a, and that for v ∈ t, av denotes the
corresponding vertex in at, see Section 2.3 for the definitions. We define two nonnegative measures
A◦
t,a and At,a on T× R+ by, for every f ∈ B+(T×R+),
A◦
t,a(f) =
a
|t|
∑
w∈t◦
|tw|f (atw, aH(w)) and At,a(f) = a|t|
∑
w∈t
|tw|f (atw, aH(w)) , (4.16)
where atw is the subtree of at above aw. Note that the sum is over all internal vertices of t for
A◦
t,a, while for At,a the sum extends over all vertices including the leaves. In other words, the
measure A◦
t,a ignores the subtrees rooted at a leaf of t (which are trivial trees consisting only of a
root equipped with a scaled Dirac measure). Let us take a moment to explain why we introduce
the measure A◦
t,a. While At,a seems more natural, the measure A◦t,a has the advantage of putting
no mass on the set
T0 × R+ = {T ∈ T : m(T ) = 0 or h(T ) = 0} × R+.
This will be useful as we are interested in sums of the form (4.16) where the function f may blow
up on T0 × R+. We now give estimates for the distances between the three measures A◦t,a, At,a
and Ψat, on T× R+, which are associated with the discrete tree t and a > 0.
Lemma 4.8. Let t be a discrete tree and let a > 0. We have
dBL (Ψat,At,a) ≤ a
(
3
4
At,a(1) + 1
)
, (4.17)
dTV(At,a,A◦t,a) ≤
1
2
a. (4.18)
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Proof. Let f ∈ Cb(T × R+) be Lipschitz. Recall that T = at is the real tree associated with t,
rescaled so that all edges have length a and equipped with the uniform probability measure on the
set of vertices whose height is an integer multiple of a. Recall also that for v ∈ t, av denotes the
corresponding vertex in T = at. In particular, H(av) = aH(v), where H(av) is the height of av
in the real tree at and H(v) is the height of v in the discrete tree t. Thus, we have
ΨT (f) =
1
|t|
∑
v∈t
∫ H(av)
0
f(Tr, av, r) dr =
1
|t|
∑
v∈t
∫ aH(v)
0
f(Tr, av, r) dr
=
a
|t|
∑
v∈t
H(v)∑
k=1
∫ k
k−1
f (Tar, av, ar) dr.
On the other hand, note that for every 1 ≤ k ≤ H(v), we have Tak, av = Taw where w ∈ t is the
unique ancestor of v with height k. Thus, we have
∑
v∈t
H(v)∑
k=1
f (Tak, av, ak) =
∑
v∈t
∑
w4v
w 6=∅
f (Taw, aH(w)) =
∑
w 6=∅
|tw|f (Taw, aH(w)) = |t|
a
At,a(f)− |t|f (T, 0) .
Therefore, we deduce that
|ΨT (f)−At,a(f)| ≤ a|t|
∑
v∈t
H(v)∑
k=1
∫ k
k−1
|f (Tar, av, ar)− f (Tak, av, ak)| dr + a ‖f‖∞
≤ a|t|
∑
v∈t
H(v)∑
k=1
∫ k
k−1
‖f‖L
(
dGHP (Tar, av, Tak, av) + a(k − r)
)
dr + a ‖f‖∞ . (4.19)
Since for k − 1 < r ≤ k, the tree Tar, av is obtained by grafting Tak, av on top of a branch of height
a(k − r) and no mass, it is straightforward to check that dGHP (Tar, av, Tak, av) ≤ a(k − r)/2. It
follows that
|ΨT (f)−At,a(f)| ≤ a|t|
∑
v∈t
H(v)∑
k=1
3a
4
‖f‖L + a ‖f‖∞ ≤
3a
4
‖f‖LAt,a(1) + a ‖f‖∞ .
By definition of the distance dBL, we deduce that
dBL (ΨT ,At,a) ≤ a
(
3
4
At,a(1) + 1
)
.
Next, let f ∈ Bb(T× R+). We have
∣∣∣At,a(f)−A◦t,a(f)∣∣∣ = a|t|
∣∣∣∣∣∣
∑
w∈Lf(t)
|tw|f (Taw, aH(w))
∣∣∣∣∣∣ ≤ a|t| |Lf(t)| ‖f‖∞ ≤ a ‖f‖∞ .
Taking the supremum over all f ∈ Bb(T×R+) such that ‖f‖∞ ≤ 1 yields dTV
(
At,a,A◦t,a
)
≤ 1
2
a. 
We now restate the convergence of Corollary 4.7 in terms of the discrete trees τn. To avoid
cumbersome notations, we write
A◦n = A◦τn,bn/n and An = Aτn,bn/n .
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Recall that for a discrete tree t, w ∈ t and a > 0, we have that h(atw) = ah(tw) and m(atw) =
|tw|/|t|. We shall also consider the following variant of the measure A◦n for functions depending
only on the mass and height: for every measurable function f belonging to B+([0, 1]×R+),
Amh,◦n (f) =
bn
n2
∑
w∈τn,◦
|τnw|f
( |τnw|
n
,
bn
n
h(τnw)
)
. (4.20)
We have the following upper bound of their total mass.
Lemma 4.9. We have:
A◦n(1) ≤
bn
n
h(τn) and An(1) ≤ bn
n
(h(τn) + 1) . (4.21)
Proof. The proof is elementary as
A◦n(1) =
bn
n2
∑
w∈τn,◦
|τnw| =
bn
n2
∑
w∈τn,◦
∑
w4v
1 ≤ bn
n2
∑
v∈τn
h(τn) ≤ bn
n
h(τn),
An(1) = bn
n2
∑
w∈τn
|τnw| = A◦n(1) +
bn
n2
|Lf(t)| ≤ bn
n
(h(τn) + 1) .

We have the following convergence of A◦n as n goes to infinity.
Corollary 4.10. Assume that ξ satisfies (ξ1) and (ξ2) and let τn be a BGW(ξ) tree conditioned
to have n vertices. Then for every f ∈ Cb(T×R+), we have the convergence in distribution and of
all positive moments
A◦n(f) =
bn
n2
∑
w∈τn,◦
|τnw|f
(
bn
n
τnw,
bn
n
H(w)
)
(d)+moments−−−−−−−→
n→∞ ΨT (f), (4.22)
where T is the stable Lévy tree with branching mechanism ψ(λ) = κλγ. In particular, for every
f ∈ Cb([0, 1]×R+), we have
Amh,◦n (f) =
bn
n2
∑
w∈τn,◦
|τnw|f
( |τnw|
n
,
bn
n
h(τnw)
)
(d)+moments−−−−−−−→
n→∞ Ψ
mh
T (f). (4.23)
Remark 4.11. By (4.18), we have that a.s. and in L1
dTV (An,A◦n) −−−→n→∞ 0.
In particular, the convergences of Corollary 4.10 still hold if we sum over τn instead of τn,◦.
Remark 4.12. Another model of random trees is the class of Pólya trees which are random
uniform unordered trees. In [36], Panagiotou and Stufler show that the scaling limit of Pólya trees
is the Brownian tree and that the sub-exponential tail bounds of Lemma 4.2 hold in this case
with α = β = 2. Let Ω ⊂ N be such that Ω ∩ {0, 1} 6= Ω and let Tn denote the uniform random
unordered tree with n vertices and vertex outdegree in Ω. Then there exists a finite constant
cΩ > 0 such that (cΩ/
√
n)Tn converges in distribution to the Brownian tree T with branching
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mechanism ψ(λ) = 2λ2. Thus, the result of Corollary 4.10 holds for Tn and the proof is exactly
the same as in the BGW case: for every f ∈ Cb(T× R+),
cΩ
n3/2
∑
w∈Tn,◦
|Tnw|f
(
cΩ√
n
T
n
w,
cΩ√
n
H(w)
)
(d)+moments−−−−−−−→
n→∞ ΨT (f).
Proof of Corollary 4.10. Denote by T n = (bn/n)τn the real tree associated with τn rescaled so
that all edges have length bn/n and equipped with the uniform probability measure on the set of
vertices whose height is an integer multiple of bn/n. By Lemma 4.8, we have
dBL (ΨT n ,A◦n) ≤ dBL (ΨT n ,An) + 2dTV(An,A◦n) ≤
bn
n
(
3
4
An(1) + 2
)
.
Thanks to (4.21) and Lemma 4.4, we have that M = supn∈∆ E [An(1)] is finite. It follows that
lim sup
n→∞
E [dBL (ΨT n ,A◦n)] ≤ limn→∞
bn
n
(
3M
4
+ 2
)
= 0.
Thus, using that ΨT n
(d)−→ ΨT in M(T×R+) by Corollary 4.7, Slutsky’s lemma yields the conver-
gence in distribution A◦n (d)−→ ΨT in M(T×R+) which proves (4.22).
Let f ∈ Cb(T × R+). Using Skorokhod’s representation theorem, we may assume that the
convergence (4.22) holds almost surely. To prove the convergence of positive moments, it suffices
to show that the family (A◦n(f), n ∈ ∆) is bounded in Lp for every p ∈ [1,∞). This is the case
as by (4.21), we have A◦n(f) ≤ ‖f‖∞A◦n(1) ≤ ‖f‖∞ bnn h(τn), and the family ( bnn h(τn), n ∈ ∆) is
bounded in Lp for every p ∈ [1,∞) by Lemma 4.4. This completes the proof. 
The Gromov-Hausdorff-Prokhorov convergence (4.15) allowed us to derive an invariance principle
(4.22) for a certain class of additive functionals on BGW trees, namely those associated with real-
valued continuous bounded functions f defined on T× R+. In the sequel, we will be looking at a
similar invariance principle when f blows up on T0 × R+. It is not surprising that the Gromov-
Hausdorff-Prokhorov convergence alone does not allow us to say anything about the convergence
of ΨT n(f) in this case as the next remark illustrates.
Remark 4.13. Let τn be a Catalan tree with n vertices, where n ∈ ∆ = 2N + 1. In other
words, τn is uniformly distributed among the set of full binary ordered trees with n vertices, which
corresponds to a BGW(ξ) tree with P (ξ = 0) = P (ξ = 2) = 1/2 conditioned to have size n. Notice
that ξ has finite variance σ2ξ = 1. Take bn =
√
n/2 so that by (4.15), T n = (1/2√n)τn converges
in distribution in T to the Brownian continuum random tree T with branching mechanism ψ(λ) =
2λ2. In fact, it is well known, see e.g. [37, Theorem 7.9], that there is a representation of T n
such that the almost sure convergence holds. Denote by T nε the real tree obtained from T n by
stretching the leaves by a distance of ε ≥ 0 and equip it with the uniform probability measure on
the set of branching points and leaves. Fix 0 < α < 1/2 and set εn = n
−α. It is clear from this
construction that T nεn is a T-valued random variable and that a.s.
dGHP
(
T nεn, T n
)
≤ εn.
So it follows that T nεn converges to T a.s. in the sense of the Gromov-Hausdorff-Prokhorov distance.
We consider f(T, r) = m(T )−α and if ν ∈ M(T × R+) we write ν(x−α) for ν(f). According to
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[14, Theorem 3.1], we have the following a.s. convergence An(x−α) −−−→
n→∞ ΨT (x
−α). In conjunction
with the identity ΨT n(x−α) = An(x−α)− 1/(2√n) this proves the a.s. convergence
ΨT n(x−α) −−−→
n→∞ ΨT (x
−α).
On the other hand, we have
ΨT nεn (x
−α)−ΨT n(x−α) = 1|τn|
∑
w∈Lf(τn)
∫ (2√n)−1H(w)+εn
(2
√
n)−1H(w)
( |τnw |
|τn|
)−α
dr =
n+ 1
2
nα−1εn
since |τn| = n and |Lf(τn)| = (n + 1)/2. Thus, we get
ΨT nεn (x
−α)−ΨT n(x−α) −−−→
n→∞
1
2
·
In conclusion, even though we have the a.s. convergence T nεn towards T in T, ΨT nεn (x−α) does
not converge to ΨT (x−α) for α ∈ (0, 1/2). This proves that the continuity of ΨT (f) in T when f
blows up on T0, which has been observed in [14], is indeed specific to BGW trees.
5. Technical lemmas
In this section, we gather some technical results that will be used later. The next lemma, which
gives sufficient conditions for boundedness in L1 of functionals of the mass and height on BGW
trees, will be a key ingredient in proving our convergence results. Recall that τ is a BGW(ξ)
tree and τn is a BGW(ξ) conditioned to have n vertices. Recall from (4.20) the definition of the
measure Amh,◦n and notice that Amh,◦n ([0, 1] × R+ \ (0, 1] × R∗+) = 0. For this reason, we also see
Amh,◦n as a measure on (0, 1] × R∗+. By convention, we write Amh,◦n (g(x)h(u)) for Amh,◦n (f) where
f(x, u) = g(x)h(u), and we see g as a function of the mass and h as a function of the height.
Lemma 5.1. Assume that ξ satisfies (ξ1) and (ξ2)′. Suppose that f ∈ B+((0, 1] × R∗+) satisfies
one of the following assumptions:
(i) f is of the form f(x, u) = g(x)uβ or f(x, u) = xαh(u) where α, β ∈ R and g, h are nonin-
creasing and ∫
0
f(xγ/(γ−1), x) dx <∞. (5.1)
(ii) f(x, u) = g(x)eu
η
1[1,∞)(u) where η ∈ (0, γ) and g ∈ B+((0, 1]) is nonincreasing and satisfies∫
0 g(x)e
−x−r0 dx <∞ for some r0 ∈ (0, γ − 1).
Then, we have
sup
n∈∆
E
[
Amh,◦n (f)
]
<∞.
Proof of Lemma 5.1. Here c, C and M denote positive finite constants that may vary from ex-
pression to expression (but are independent of n and x). Let n ∈ ∆ so that P (Sn = n− 1) > 0.
Observe that w ∈ τn,◦ if and only if |τnw| > 1 and that the root ∅ is the only vertex in τn such that
|τnw | = n. Thus, for every f ∈ B+([0, 1]× R+), we have the decomposition
E
[
Amh,◦n (f)
]
=
bn
n2
E
[ ∑
w∈τn,◦
|τnw|f
( |τnw|
n
,
bn
n
h(τnw)
)]
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=
bn
n2
E
[ ∑
w∈τn
1{1<|τnw |<n}|τnw |f
( |τnw|
n
,
bn
n
h(τnw)
)]
+
bn
n
E
[
f
(
1,
bn
n
h(τn)
)]
.
By [29, Lemma 5.1], we have
bn
n2
E
[ ∑
w∈τn
1{1<|τnw|<n}|τnw|f
( |τnw|
n
,
bn
n
h(τnw)
)]
=
bn
n
n∑
k=1
P (Sk = k − 1)P (Sn−k = n− k)
P (Sn = n− 1) E
[
f
(
k
n
,
bn
n
h(τk)
)]
1{1<k<n}, (5.2)
where by convention the summand is zero for k /∈ ∆. Using Lemma 4.1 and (4.2), we get for every
n ∈ ∆ and every 1 < k < n
bn
P (Sk = k − 1)P (Sn−k = n− k)
P (Sn = n− 1) ≤ C
b2n
bkbn−k
≤ C
(
n2
k(n− k)
)1/γ
.
We deduce that
bn
n2
E
[ ∑
w∈τn,◦
|τnw|f
( |τnw|
n
,
bn
n
h(τnw)
)]
≤ C
n
n∑
k=1
gn(k) +
bn
n
E
[
f
(
1,
bn
n
h(τn)
)]
= C
∫ 1
0
gn(⌈nx⌉) dx+ bn
n
E
[
f
(
1,
bn
n
h(τn)
)]
, (5.3)
where we set
gn(k) =
(
n2
k(n− k)
)1/γ
E
[
f
(
k
n
,
bn
n
h(τk)
)]
1{1<k<n} for all k ∈ ∆, (5.4)
and gn(k) = 0 for k /∈ ∆. We will constantly make use of the following inequality
c
(
k
n
)1−1/γ
≤ bn
n
k
bk
≤ C
(
k
n
)1−1/γ
for all 1 ≤ k ≤ n, (5.5)
which follows easily from (4.2).
First case. Assume (i). First, we consider the case f(x, u) = g(x)uβ. Since bn/n→ 0, we deduce
from Lemma 4.4 that
lim
n→∞
bn
n
E
[
f
(
1,
bn
n
h(τn)
)]
= g(1) lim
n→∞
bn
n
E
(bn
n
h(τn)
)β  = 0. (5.6)
For every 1/n < x ≤ (n− 1)/n, it holds that x ≤ ⌈nx⌉/n ≤ 2x and n− ⌈nx⌉ ≥ n(1− x)/2. Thus,
for every x ∈ (0, 1), using Lemma 4.4 for the last inequality, we have
gn(⌈nx⌉) ≤Mx−1/γ(1− x)−1/γg
(⌈nx⌉
n
)
E
(bn
n
h(τ ⌈nx⌉)
)β 1{1<nx≤n−1}
≤Mx−1/γ(1− x)−1/γg(x)
(
bn
n
⌈nx⌉
b⌈nx⌉
)β
sup
k∈∆
E
(bk
k
h(τk)
)β 1{1<nx≤n−1}
≤Mx(β+1)(1−1/γ)−1(1− x)−1/γg(x).
It follows that ∫ 1
0
gn(⌈nx⌉) dx ≤ M
∫ 1
0
g(x)x(β+1)(1−1/γ)−1(1− x)−1/γ dx, (5.7)
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where the right-hand side is finite by (5.1) as γ > 1. Combining (5.6) and (5.7), it follows from
(5.3) that
sup
n∈∆
E
[
Amh,◦n (f)
]
= sup
n∈∆
bn
n2
E
[ ∑
w∈τn,◦
|τnw|f
( |τnw|
n
,
bn
n
h(τnw)
)]
<∞.
Next, we consider the case f(x, u) = xαh(u). By Lemma 4.2 and (i) from Remark 4.3, we have,
for every k ∈ ∆,
P
(
bk
k
h(τk) ≤ y
)
≤ 1 ∧
(
C0 exp
(
−c0y−γ/(γ−1)
))
. (5.8)
Denoting by Y a random variable whose cdf is given by the right-hand side and using (5.5), we
get, for every 2 ≤ k ≤ n,
bn
n
h(τk) ≥st bn
n
k
bk
Y ≥ c
(
k
n
)1−1/γ
Y, (5.9)
where ≥st denotes the usual stochastic order. In particular, since Y has density
y 7→ Cy−(2γ−1)/(γ−1) exp
(
−c0y−γ/(γ−1)
)
1[0,a](y)
for some a > 0, the first inequality in (5.9) applied with k = n gives, for every n ∈ ∆,
E
[
h
(
bn
n
h(τn)
)]
≤ E [h(Y )] ≤ C
∫ ∞
0
h(y)e−c0y
−γ/(γ−1) dy
y(2γ−1)/(γ−1)
· (5.10)
Note that the last integral is finite: indeed, since h is nonincreasing, we have∫ ∞
1
h(y)e−c0y
−γ/(γ−1) dy
y(2γ−1)/(γ−1)
≤ h(1)
∫ ∞
1
dy
y(2γ−1)/(γ−1)
<∞,
and by (5.1)∫ 1
0
h(y)e−c0y
−γ/(γ−1) dy
y(2γ−1)/(γ−1)
≤ sup
0<y≤1
e−c0y
−γ/(γ−1)
y1+(α+1)γ/(γ−1)
∫ 1
0
h(y)yαγ/(γ−1) dy <∞. (5.11)
Then, applying (5.9) with k = ⌈nx⌉ and using the fact that h is nonincreasing, we get for every
x ∈ (0, 1)
gn(⌈nx⌉) ≤Mx−1/γ(1− x)−1/γ
(⌈nx⌉
n
)α
E
[
h
(
bn
n
h(τ ⌈nx⌉)
)]
1{1<nx≤n−1}
≤Mxα−1/γ(1− x)−1/γ E
[
h
(
cx1−1/γY
)]
≤Mxα−1/γ(1− x)−1/γ
∫ a
0
h
(
cx1−1/γy
)
e−c0y
−γ/(γ−1) dy
y(2γ−1)/(γ−1)
≤Mx1+α−1/γ(1− x)−1/γ
∫ acx1−1/γ
0
h(u)e−rxu
−γ/(γ−1) du
u(2γ−1)/(γ−1)
,
for some positive constant r > 0, where in the last inequality we made the change of variable
u = cx1−1/γy. Therefore we have∫ 1
0
gn (⌈nx⌉) dx ≤M
∫ 1
0
x1+α−1/γ(1− x)−1/γ dx
∫ acx1−1/γ
0
h(u)e−rxu
−γ/(γ−1) du
u(2γ−1)/(γ−1)
· (5.12)
It remains to check that the last integral is finite. But, arguing as in (5.11) with r instead of c0,
we have
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1/2
x1+α−1/γ(1− x)−1/γ dx
∫ acx1−1/γ
0
h(u)e−rxu
−γ/(γ−1) du
u(2γ−1)/(γ−1)
≤M
∫ 1
1/2
(1− x)−1/γ dx
∫ ac
0
h(u)e−ru
−γ/(γ−1)/2 du
u(2γ−1)/(γ−1)
<∞.
Let δ = γ/(γ− 1). Making the change of variable y = xu−δ with u fixed, we have, thanks to (5.1),
∫ 1/2
0
x1+α−1/γ(1− x)−1/γ dx
∫ acx1−1/γ
0
h(u)e−rxu
−δ du
u1+δ
≤
∫ ∞
(ac)−δ
y1+α−1/γe−ry dy
∫ ∞
0
h(u)uαδ1{yuδ≤1/2} du
≤
∫ ∞
(ac)−δ
y1+α−1/γe−ry dy
∫ ac
0
h(u)uαδ du <∞.
The right-hand side of (5.10) and (5.12) being finite and (bn/n, n ≥ 1) being bounded, we deduce
from (5.3) that
sup
n∈∆
E
[
Amh,◦n (f)
]
= sup
n∈∆
bn
n2
E
[ ∑
w∈τn,◦
|τnw|f
( |τnw|
n
,
bn
n
h(τnw)
)]
<∞.
Second case. Assume (ii). Fix η ∈ (0, γ) and set h(u) = euη1{u≥1}. Choose β ∈ (η, γ) such that
β(1− 1/γ) > r0. By (4.9) and (5.5), we have, for every k ∈ ∆ such that 2 ≤ k ≤ n,
bn
n
h(τk) ≤st bn
n
k
bk
Z ≤ C
(
k
n
)1−1/γ
Z, (5.13)
where Z has density z 7→Mzβ−1e−c0zβ1[a,∞)(z) for some a > 0. So, we get for x ∈ (0, 1)
gn(⌈nx⌉) ≤Mx−1/γ(1− x)−1/γg
(⌈nx⌉
n
)
E
[
h
(
bn
n
h(τ ⌈nx⌉)
)]
≤Mx−1/γ(1− x)−1/γg (x)E
[
h
(
Cx1−1/γZ
)]
≤Mx−1/γ(1− x)−1/γg (x)
∫ ∞
a
h
(
Cx1−1/γz
)
zβ−1e−c0z
β
dz
≤Mx−1/γ(1− x)−1/γg (x)
∫ ∞
a
zβ−1ec1z
η−c0zβ1{Cx1−1/γz≥1} dz,
where we used (5.5) for the first and second inequalities, the monotonicity of g and h for the second
and the fact that
(
Cx1−1/γz
)η ≤ c1zη for some finite constant c1 > 0 for the last. Notice that if
r < c0, then the function z 7→ ec1zη−(c0−r)zβ is bounded on R+ as β > η. It follows that∫ 1
0
gn(⌈nx⌉) dx ≤M
∫ 1
0
x−1/γ(1− x)−1/γg(x) dx
∫ ∞
0
zβ−1e−rz
β
1{Cx1−1/γz≥1} dz
≤M
∫ 1
0
x−1/γ(1− x)−1/γe−rC−βx−β(1−1/γ)g(x) dx
≤M
∫ 1
0
(1− x)−1/γe−x−r0g(x) dx <∞, (5.14)
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where in the last inequality we used that the function x 7→ x−1/γex−r0−rC−βx−β(1−1/γ) is bounded on
(0, 1] as β(1− 1/γ) > r0. On the other hand, we have
bn
n
E
[
f
(
1,
bn
n
h(τn)
)]
≤ bn
n
g(1)E [h(Z)] ≤M bn
n
∫ ∞
1
zβ−1ecz
η−c0zβ dz ≤M, (5.15)
where we used the first inequality from (5.13) with k = n and the fact that h in nondecreasing
for the first inequality and that bn/n converges to 0 as n→∞ for the last. Combining (5.14) and
(5.15), we deduce from (5.3) that
sup
n∈∆
E
[
Amh,◦n (f)
]
= sup
n∈∆
bn
n2
E
[ ∑
w∈τn,◦
|τnw|f
( |τnw|
n
,
bn
n
h(τnw)
)]
<∞.

As a consequence of the following lemma, we get that (Amh,◦n (xαuβ), n ∈ ∆) is bounded in Lp
for some p > 1.
Lemma 5.2. Let α, β ∈ R such that γα + (γ − 1)(β + 1) > 0. For every p ≥ 1 such that
p(γα + (γ − 1)β) > 1− γ and δ ∈ R, we have:
sup
n∈∆
E
(bn
n
h(τn)
)δ
Amh,◦n (xαuβ)p
 <∞. (5.16)
Proof. Set Mn =
bn
n
h(τn) for n ∈ ∆. Let p0, q0 ∈ (1,∞) such that 1/p0 + 1/q0 = 1. By Hölder’s
inequality and thanks to (4.21), we have
Amh,◦n (xαuβ)p0 ≤Mp0/q0n Amh,◦n (xp0αup0β). (5.17)
Assume that p0 > p satisfies p0(γα+(γ−1)β) > 1−γ. Set r = p0/p and s such that 1/r+1/s = 1.
We deduce that
E
[
M δnAmh,◦n (xαuβ)p
]
= E
[
M δ+p/q0n M
−p/q0
n Amh,◦n (xαuβ)p
]
≤ E
[
Ms(δ+p/q0)n
]1/s
E
[
M−p0/q0n Amh,◦n (xαuβ)p0
]1/r
≤ E
[
Ms(δ+p/q0)n
]1/s
E
[
Amh,◦n (xp0αup0β)
]1/r
,
where we used Hölder’s inequality for the first inequality and (5.17) for the second. Since p0(γα+
(γ − 1)β) > 1 − γ, the function f(x, u) = xp0αup0β satisfies assumption (i) of Lemma 5.1. We
deduce that supn∈∆ E
[
Amh,◦n (xp0αup0β)
]
<∞. Then use Lemma 4.4 to get (5.16). 
6. Functionals of the mass and height on the stable Lévy tree
In this section, our goal is to study the finiteness and compute the first moment of the random
variable ΨmhT (f) where T is the stable Lévy tree and f is a measurable function. Recall from
Section 4.2 that H denotes the ψ-height process under its excursion measure N, σ is the duration
of an excursion and h is its height. Notice that σ and h are the mass and the height of the tree
TH coded by H . Furthermore, the stable Lévy tree T (under P) is the real tree TH coded by H ,
see Remark 2.1, under N(1)[•] = N[• | σ = 1].
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6.1. On the fragmentation (on the skeleton) of Lévy trees. In this section only we consider
a general continuous height process H under its excursion measure N associated with a branching
mechanism ψ(λ) = aλ + β(λ2/2) +
∫
π(dr)(e−λr − 1 + λr) with a, β ≥ 0, π a σ-finite measure on
(0,∞) such that ∫ π(dr) (r ∧ r2) <∞ and such that ∫∞ dλ/ψ(λ) <∞. We refer to [16, Section 1]
for a complete presentation of the subject.
We will present a decomposition of a general Lévy tree using Bismut’s decomposition. Define
the length and height of the excursion of H above level r that straddles s
σr,s =
∫ σ
0
1{m(s,t)≥r} dt = T+r,s − T−r,s and hr,s = sup
t∈[T−r,s,T+r,s]
H(t)− r, (6.1)
where m(s, t) = inf [s∧t,s∨t]H is the minimum ofH between times s, t and T−r,s = sup{t < s : H(t) =
r} and T+r,s = inf{t > s : H(t) = r} are the beginning and the end of the excursion of H above
level r that straddles time s, see Figure 1. Then, we consider H+r,s = (H
+
r,s(t), t ≥ 0) the excursion
of H above level r that straddles s defined as:
H+r,s(t) = H
(
(t+ T−r,s) ∧ T+r,s
)
− r,
and H−r,s = (H
−
r,s(t), t ≥ 0) the excursion of H below defined as H−r,s(t) = H(t) for t ∈ [0,T−r,s] and
H−r,s(t+ σr,s) for t > T
−
r,s. Notice that the duration and height of the excursion H
+
r,s are given by
σ+r,s = σr,s and Hr,s; that the duration of the excursion H
−
r,s is given by σ
−
r,s = σ − σr,s; and that
σ = σ+r,s + σ
−
r,s. (6.2)
t
H(t)
s σ
h
r
σr,s
hr,s
T−r,s T
+
r,s
Figure 1. The duration σr,s and the height hr,s of the excursion of H above level
r that straddles time s.
Recall notations from Remark 2.1. For s ∈ [0, σ] and r ∈ [0, H(s)], the function H+r,s codes the
subtree Tr, s := (TH)r, p(s) and H−r,s codes the subtree T −r, s := (TH \ Tr, s) ∪ {xr,s}, where xr,s is the
ancestor of p(s), the image of s on TH , at distance r from the root of TH . The next lemma says that
when s and r are chosen “uniformly” under N, then the random trees Tr, s and T −r, s are independent
and distributed as TH under N[σ•]. This result is a consequence of Bismut’s decomposition of the
excursion of the height process.
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Lemma 6.1. Let H be a continuous height process associated with a general branching mechanism
under its excursion measure N. Then for every nonnegative measurable functions f+ and f−
defined on C+(R+), we have:
N
[∫ σ
0
ds
∫ H(s)
0
f+(H
+
r,s) f−(H
−
r,s) dr
]
= N [σf+(H)] N [σf−(H)] .
Remark 6.2. Lemma 6.1 allows to recover directly the distribution of the size of the two fragments
given by the fragmentation measure qske(ds,dr) = 2βσ−1r,s1[0,H(s)](r) ds dr on the skeleton in [44,
Lemma 5.1]. The Brownian case (π = 0 and β > 0) appears already in [8] and then in [3].
Proof. We follow the proof of [17, Lemma 3.4] and use notations from [16] on the càd-làg Markov
process process (ρs, ηs; s ∈ [0, σ]) under N, which is anM(R+)2-valued process. The process (ρ, η)
is a Markov process which allows to recover the (a priori non-Markovian) height process as a.s.
[0, H(t)] = Supp (ρt) = Supp (ηt). (The process ρ is called the exploration process associated with
H and is strong Markov.) Thanks to [16, Proposition 3.1.3], we have that:
N
[∫ σ
0
ds F (ρs, ηs)
]
=
∫
M(dµ,dν)F (µ, ν), (6.3)
where M =
∫∞
0 dt e
−atM[0,t] and, for any interval I, MI is the law on M(R+)2 of the pair (µI , νI)
defined by:
µI(f) =
∫
N (dr,dℓ,dx) 1I(r) xf(r) + β
∫
I
dr f(r),
νI(f) =
∫
N (dr,dℓ,dx) 1I(r)(ℓ− x)f(r) + β
∫
I
dr f(r),
with N (dr,dℓ,dx) a Poisson point measure on (R+)3 with intensity dr π(dℓ) 1[0,ℓ](x) dx. We write
ρ˜ = (ρ, η) and η˜ = (η, ρ). We recall that the process (ρs; s ∈ [0, σ]) is strong Markov under N, see
[16, Proposition 1.2.3], and the time reversal property of (ρ, η), see [16, Corollary 3.1.6], that is
(ρ˜s; s ∈ [0, σ]) and
(
η˜(σ−s)−; s ∈ [0, σ]
)
have the same distribution under N.
For a measure µ on R+ and u > 0 we define the measure µ
[u], the measure µ erased up to level
u and shifted by u, by µ[u](f) =
∫
f(r− u)1{r>u} µ(dr) for f ∈ B+(R+). We write ρ˜[u] = (ρ[u], η[u])
and similarly for η˜. Let F εi , for ε ∈ {+,−} and i ∈ {g, d}, be measurable nonnegative functionals
defined on the set of càd-làg M(R+)2-valued functions. We shall compute:
A = N
[ ∫ σ
0
ds
∫ H(s)
0
dr F+d
(
ρ˜
[r]
s+t; t ∈ [0,T+r,s − s])
)
F+g
(
η˜
[r]
(s−t)−; t ∈ [0,T−r,s − s]
)
F−d
(
ρ˜T+r,s+t; t ∈ [0, σ − T+r,s]
)
F−g
(
η˜(T−r,s−t)−; t ∈ [0,T−r,s]
) ]
.
We write 1[0,r]ρ˜ = (1[0,r]ρ, 1[0,r]η). Using the Markov property of ρ˜ at time s, the time reversal
property, again the Markov property of ρ˜ at time s, (6.3) and the transition kernel of ρ˜ given in
[16, Proposition 3.1.2], we get that:
A = N
[∫ σ
0
ds
∫ H(s)
0
dr G+
(
ρ˜[r]s
)
G−
(
1[0,r]ρ˜s
)]
,
for some measurable nonnegative functions G− and G+ such that for ε ∈ {+,−}
M[Gε] = N
[∫ σ
0
ds F εd(ρ˜s+t, t ∈ [0, σ − s])F εg (ρ˜(s−t)−, t ∈ [0, s])
]
. (6.4)
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Then using (6.3) and the definition of M, we get, with µ˜ = (µ, ν):
A =
∫ ∞
0
dt e−at
∫ t
0
dr M[0,t](dµ˜)G
+
(
µ˜[r]
)
G−
(
1[0,r]µ˜
)
=
∫ ∞
0
dt e−at
∫ t
0
dr M[0,t−r][G+]M[0,r][G−]
=
(∫ ∞
0
dr e−ar M[0,r][G+]
)(∫ ∞
0
dr e−ar M[0,r][G−]
)
= M[G+]M[G−],
where we used the independence property, that is MI ∗MJ = MI∪J when I and J are disjoint, for
the second equality. We deduce from (6.4) and the monotone class theorem that for any measurable
nonnegative functionals F+ and F− defined on the set of càd-làg M(R+)2-valued functions, we
have:
N
[∫ σ
0
ds
∫ H(s)
0
dr F+(ρ˜t+T−r,s ; t ∈ [0, σr,s])F−(ρ˜t+σr,s1{t>T−r,s} ; t ∈ [0, σ − σr,s])
]
= N
[∫ σ
0
ds F+(ρ˜t; t ∈ [0, σ])
]
N
[∫ σ
0
ds F−(ρ˜t; t ∈ [0, σ])
]
.
= N
[
σF+(ρ˜t; t ∈ [0, σ])
]
N
[
σF−(ρ˜t; t ∈ [0, σ])
]
.
Then use that H is a measurable functional of the exploration process ρ˜ to conclude. 
6.2. First moment of ΨT . We start with the main result of this section which gives the first
moment of functionals of the stable Lévy tree. Recall that TH is the real tree coded by H , see
Remark 2.1.
Proposition 6.3. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ where
κ > 0 and γ ∈ (1, 2]. Let f ∈ B+(T), and set f˜(T, r) = f(T ) for T ∈ T and r ∈ R+. We have:
E
[
ΨT (f˜)
]
= N
[
σ(1− σ)−1/γf(TH)1{σ<1}
]
. (6.5)
Proof. Let f ∈ B+(T) and set f˜(T, r) = f(T ) for T ∈ T and r ∈ R+. Using notations from Section
6.1, we have ΨTH (f˜) =
∫ σ
0 ds
∫H(s)
0 f(TH+r,s) dr. Thus, on the one hand, we get for λ > 0
N
[
e−λσΨTH (f˜)
]
= N
[∫ σ
0
ds
∫ H(s)
0
e−λσ
+
r,s f(TH+r,s) e−λσ
−
r,s dr
]
= N
[
σ e−λσ
]
N
[
σ e−λσ f(TH)
]
= g(0)2
∫ ∞
0
e−λuN(u) [f(TH)] du
u1/γ
∫ ∞
0
e−λy
dy
y1/γ
= g(0)2
∫ ∞
0
e−λr dr
∫ r
0
N(u) [f(TH)] du
(u(r − u))1/γ , (6.6)
where we used (6.2) for the first equality, Lemma 6.1 for the second, (4.12) for the third and the
change of variable r = u + y for the last. On the other hand, we consider the random variable
Hr = (r1−1/γH(s/r), s ∈ [0, r]) for r > 0. According to (4.14), Hr under N(1) is distributed as H
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under N(r). Then, we have for λ > 0
N
[
e−λσ ΨTH(f˜)
]
= g(0)
∫ ∞
0
e−λr E
[
ΨTHr (f˜)
] dr
r1+1/γ
· (6.7)
Comparing (6.6) and (6.7), we deduce that dr-a.e., for r > 0
E
[
ΨTHr (f˜)
]
= r1+1/γg(0)
∫ r
0
N(u) [f(TH)]
(r − u)1/γ
du
u1/γ
= r1+1/γ N
[
σ(r − σ)−1/γf(TH)1{σ<r}
]
. (6.8)
From now on, we assume that f ∈ C+(T) is bounded and that there exists ε > 0 such that
f(T ) = 0 if m(T ) > 1−ε. As m(TH) = σ, the map r 7→ N
[
σ(r − σ)−1/γf(TH)1{σ<r}
]
is continuous
at r = 1 by dominated convergence. By definition of Hr and the continuity of the height function,
we get that a.s. limr→1 ‖Hr −H1‖∞ = 0. Following [2, Proposition 2.10], we get that the T-
valued function r 7→ THr is then a.s. continuous at r = 1. We deduce from Proposition 3.3 that
r 7→ ΨTHr (f˜) is continuous at r = 1. We also have
ΨTHr (f˜) ≤ m(THr)h(THr) ‖f‖∞ ≤ r2−1/γh(H1) ‖f‖∞ .
Since h(H1) is integrable, we deduce by dominated convergence that the map r 7→ E
[
ΨTHr (f˜)
]
is
continuous at r = 1. We deduce from (6.8) that for all f ∈ C+(T) bounded and such that there
exists ε > 0 for which f(T ) = 0 if m(T ) > 1− ε, we have:
E
[
ΨTH1 (f˜)
]
= N
[
σ(1− σ)−1/γf(TH)1{σ<1}
]
.
By monotone convergence, this equality holds if f ∈ C+(T) is bounded. Then use that TH1 is
distributed as T to get (6.5). 
The next result is a direct consequence of Proposition 6.3, using that π∗, defined in (4.12), is the
distribution of σ under N. Recall the notation ΨmhT (g(x)h(u)) which means that g is a function of
the mass and h a function of the height.
Corollary 6.4. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ where κ > 0
and γ ∈ (1, 2]. Then we have for every f ∈ B+([0, 1]×R+)
E
[
ΨmhT (f)
]
= g(0)
∫ 1
0
x−1/γ(1− x)−1/γ E
[
f
(
x, x1−1/γh(T )
)]
dx, (6.9)
where g(0) is given in (4.3). In particular, we have for every g ∈ B+([0, 1])
E
[
ΨmhT (g(x))
]
= g(0)
∫ 1
0
x−1/γ(1− x)−1/γg(x) dx.
Remark 6.5. An equivalent way to state (6.9) is the following equality of measures
E
[
ΨmhT (f)
]
= C(γ, κ)E
[
f
(
V, V 1−1/γh(T )
)]
with C(γ, κ) = B(1− 1/γ, 1− 1/γ)g(0),
where V is a random variable with distribution Beta(1−1/γ, 1−1/γ), independent of h(T ) and B
is the beta function. Using (3.4), this can be interpreted in the following way where we recall that ℓ
denotes the length measure on a real tree: taking a stable Lévy tree T under P and simultaneously
choosing a vertex y ∈ T uniformly according to the measure C(γ, κ)−1µ(Ty)ℓ(dy), then the mass
and height of the subtree Ty are jointly distributed as V and V 1−1/γh(T ).
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While the measure E
[
ΨmhT (•)
]
is not known explicitly, its moments can be expressed in terms
of the moments of h(T ).
Corollary 6.6. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ. For every
α, β ∈ C such that ℜ(γα + (γ − 1)(β + 1)) > 0, we have
E
[
ΨmhT (x
αuβ)
]
= g(0)B(α + (β + 1)(1− 1/γ), 1− 1/γ)E
[
h(T )β
]
, (6.10)
where B is the beta function.
Observe that h(T ) has finite moments of all order. This can be seen as a consequence of
the convergence in distribution bn
n
h(τn)
(d)−→ h(T ) together with the fact that
(
bn
n
h(τn), n ∈ N
)
is
bounded in Lp for every p ∈ R by Lemma 4.4. The first moment of h(T ) is given in [18, Proposition
3.4]. We shall discuss the other moments in a future work.
Note that taking β = 0, we recover [14, Lemma 4.6]. Heuristically, the condition ℜ(γα + (γ −
1)(β+1)) > 0 is due to the fact that under the excursion measure N, the height h scales as σ1−1/γ
(see also Lemma 6.11 below), implying that for α, β ∈ R
E
[∫
T
µ(dx)
∫ H(x)
0
m(Tr, x)α h(Tr, x)β dr
]
<∞⇐⇒ E
[∫
T
µ(dx)
∫ H(x)
0
m(Tr, x)α+β(1−1/γ) dr
]
<∞.
Thus, the condition on α, β corresponds to the phase transition observed in [14, Lemma 4.6 and
Remark 4.8] for functionals depending only on the mass (that is β = 0).
In the Brownian case, h(T ) is the maximum of the (scaled) Brownian excursion whose mo-
ments are known explicitly. Therefore we get an explicit formula for the moments of the measure
E
[
ΨmhT (•)
]
.
Corollary 6.7. Let T be the Brownian tree with branching mechanism ψ(λ) = κλ2. For every
α, β ∈ C such that ℜ(2α+ β + 1) > 0, we have
E
[
ΨmhT (x
αuβ)
]
=
1√
πκ
(
π
κ
)β/2
ξ(β)B
(
α +
β + 1
2
,
1
2
)
, (6.11)
where ξ is the Riemann xi function defined by ξ(s) = 1
2
s(s − 1)π−s/2Γ(s/2)ζ(s) for every s ∈ C
and ζ is the Riemann zeta function.
Proof. The normalized excursion of the height processH is distributed as
√
2/κBex where Bex is the
normalized Brownian excursion, see e.g. [16]. Therefore we get the identity h(T ) (d)=
√
2/κ maxBex.
By [11, Proposition 2.1 and Eq. (4.10)], we have
E
[
(maxBex)
β
]
= 2
(
π
2
)β/2
ξ(β), ∀β ∈ C.
The result follows then from Corollary 6.6 and the value of g(0) given in (4.4) . 
6.3. Finiteness of ΨmhT (f). This section is devoted to the study of the finiteness of functionals
of the mass and height on the stable Lévy tree. Arguing as in the proof of Lemma 5.2 and using
Corollary 6.6 and the fact that h(T ) has finite moments of all orders, we get the following result.
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Lemma 6.8. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ where κ > 0
and γ ∈ (1, 2]. Let α, β ∈ R such that γα + (γ − 1)(β + 1) > 0. For and every p ≥ 1 such that
p(γα + (γ − 1)β) > 1− γ and δ ∈ R, we have:
E
[
h(T )δΨmhT (xαuβ)p
]
<∞. (6.12)
We now state the main result of this section which gives an integral test for the finiteness of
functionals of the mass and height on the stable Lévy tree.
Proposition 6.9. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ where
κ > 0 and γ ∈ (1, 2]. Let f ∈ B+([0, 1]×R+) be of the form f(x, u) = g(x)uβ or f(x, u) = xαh(u)
where α, β ∈ R, and g, h nonincreasing. Then we have
ΨmhT (f)
<∞ a.s.,=∞ a.s., (6.13)
according as ∫
0
f(xγ/(γ−1), x) dx
<∞,=∞. (6.14)
Furthermore, if ΨmhT (f) is a.s. finite then we have E
[
ΨmhT (f)
]
<∞.
Proof. We first prove that if
∫
0 f(x
γ/(γ−1), x) dx is finite then E
[
ΨmhT (f)
]
is finite and thus ΨmhT (f)
is a.s. finite.
Let β ∈ R and g ∈ B+([0, 1]) be such that ∫0 g(xγ/(γ−1))xβ dx < ∞. Recall that h(T ) has finite
moments of all orders. Thus, by (6.9), we have
E
[
ΨmhT (g(x)u
β)
]
= g(0)E
[
h(T )β
] ∫ 1
0
g(x)x(β+1)(1−1/γ)−1(1− x)−1/γ dx <∞.
Next, let α ∈ R and h ∈ B+(R+) be nonincreasing such that ∫0 h(x)xαγ/(γ−1) dx <∞. Again by
(6.9), we have
E
[
ΨmhT (x
αh(u))
]
= g(0)
∫ 1
0
xα−1/γ(1− x)−1/γ E
[
h
(
x1−1/γh(T )
)]
dx.
Now, letting k goes to infinity in (5.8) and using the continuity of the cdf of h(T ) (see [18]), we
get that
P (h(T ) ≤ y) ≤ 1 ∧
(
C0 exp
(
−c0y−γ/(γ−1)
))
for all y ≥ 0.
We deduce that h(T ) ≥st Y where the cdf of the random variable Y is given by the right-hand
side of the inequality above. Using that h is nonincreasing and repeating the same computations
as in the proof of Lemma 5.1 (cf. (5.12)), we deduce that
E
[
ΨmhT (x
αh(u))
]
≤ g(0)
∫ 1
0
xα−1/γ(1− x)−1/γ E
[
h
(
x1−1/γY
)]
dx <∞.
This finishes the proof of the finite case. The infinite case is more delicate and its proof is postponed
to Section 6.4. 
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We end this section with a complete description of the behavior of polynomial functionals of the
mass and height on the stable Lévy tree, which is a particular case of Proposition 6.9 (and Lemma
6.8 for α > 0 and β > 0).
Corollary 6.10. Let T be the stable Lévy tree with branching mechanism ψ(λ) = κλγ with κ > 0
and γ ∈ (1, 2], and let α, β ∈ R. Then we have
γα+ (γ − 1)(β + 1) > 0 ⇐⇒ ΨmhT (xαuβ) <∞ a.s. ⇐⇒ E
[
ΨmhT (x
αuβ)
]
<∞, (6.15)
γα + (γ − 1)(β + 1) ≤ 0 ⇐⇒ ΨmhT (xαuβ) =∞ a.s. ⇐⇒ E
[
ΨmhT (x
αuβ)
]
=∞. (6.16)
6.4. Proof of the infinite case in Proposition 6.9. Recall that H denotes the height process
under the excursion measure N. Recall that σr,s and hr,s are the length and height of the excursion
of H above level r that straddles s, see Section 6.1. Let f ∈ B+([0, 1]× R+). Set
Zf =
∫ σ
0
ds
∫ H(s)
0
f(σr,s, hr,s) dr. (6.17)
Notice that under N(1), the random variable Zf is distributed as Ψ
mh
T (f) under P. Using the
scaling property (4.14) of the height process, we have the following more general result which is
partially given in [14] (notice that there is a misprint in the first line of p.34 therein).
Lemma 6.11. Let ψ(λ) = κλγ with κ > 0 and γ ∈ (1, 2] and let H be the ψ-height process. For
every x > 0, the random variable(
(h(s), s ∈ [0, x]), (σr,s, Hr,s; r ∈ [0, H(s)], s ∈ [0, x])
)
under N(x) is distributed as the following random variable under N(1)((
x1−1/γH(s/x), s ∈ [0, x]
)
,
(
xσx−1+1/γr,s/x, x
1−1/γhx−1+1/γr,s/x; r ∈ [0, x1−1/γH(s/x)], s ∈ [0, x]
))
.
In particular, the random variable
(
(H(s), s ∈ [0, x]) , Zf
)
under N(x) is distributed as the random
variable
( (
x1−1/γH(s/x), s ∈ [0, x]
)
, x2−1/γZfx
)
under N(1), where fx is defined by fx(y, u) =
f(xy, x1−1/γu) for x > 0.
Conditionally on H , let U be uniformly distributed on [0, σ] under N[σ•]. Using Bismut’s
decomposition, see e.g. [17, Theorem 4.5] or [1, Theorem 2.1], we get that under N[σ•], the
random variable H(U) has Lebesgue distribution on (0,∞) and, conditionally on {H(U) = t}, the
process ((σt−r,U , ht−r,U) , 0 ≤ r ≤ t) is distributed as ((Sr,Hr) , 0 ≤ r ≤ t) where
Sr =
∑
s≤r
m(Ts) and Hr = max
s≤r
(h(Ts) + r − s) , ∀0 ≤ r ≤ t, (6.18)
where m(Ts) (resp. h(Ts)) stands for the mass (resp. the height) of the real tree Ts, and T =
(Ts, s ≥ 0) is a T-valued Poisson point process on [0, t] whose intensity is given below. If γ = 2,
the Poisson point process T has intensity 2κN. To describe the intensity of T for γ ∈ (1, 2), we
introduce the probability distribution Pa on T which is the law of a random tree obtained by gluing
a family of trees (Ti, i ∈ I) at their root, with ∑i∈I δTi(dT ) a T-valued Poisson point measure with
intensity aN[dT ], see also [1, Section 2.6] for more details on Pa. If γ ∈ (1, 2), the Poisson point
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process T has intensity
∫∞
0 aπ(da)Pa(dT ) where π is the Lévy measure associated with ψ given by
(4.10). In particular, we get the equality in law∫ H(U)
0
f(σr,U , hr,U) dr under N [σ•|H(U) = t] (d)=
∫ t
0
f(Sr,Hr) dr. (6.19)
In the proof of [14, Lemma 4.6], see Section 8.6 and more precisely (8.20) therein, it is proven that
S is a stable subordinator with Laplace transform E [exp(−λS1)] = exp(−γκ1/γλ1−1/γ). We shall
determine the intensity of the Poisson point process h(T) = (h(Ts), 0 ≤ s ≤ t). If γ = 2, h(T) has
intensity 2κN[h ∈ dx]. But, by [17, Eq. (14)], we have N[h > x] = 1/(κx). Differentiating with
respect to x, we get N[h ∈ dx] = κ−1x−21{x>0} dx, so that h(T) has intensity 2x−21{x>0} dx. If
1 < γ < 2, h(T) has intensity ∫ ∞
0
aπ(da)Pa(h ∈ dx).
Using (4.13) and the definition of Pa, we have Pa (h ≤ x) = e−aN[h>x] = e−Cax−1/(γ−1) where
C = (κ(γ − 1))−1/(γ−1). Differentiating with respect to x, we obtain
Pa(h ∈ dx) = Cax
−γ/(γ−1)
γ − 1 e
−Cax−1/(γ−1)1{x>0} dx.
Since π(da) = C ′a−1−γ da where C ′ = κγ(γ − 1)/Γ(2− γ), see (4.10), we deduce that for x > 0∫ ∞
0
aπ(da)Pa(h ∈ dx) = CC
′
γ − 1
(∫ ∞
0
a1−γx−γ/(γ−1)e−Cax
−1/(γ−1)
da
)
1{x>0} dx
=
Cγ−1C ′Γ(2− γ)
γ − 1 1{x>0}
dx
x2
=
γ
γ − 11{x>0}
dx
x2
·
In all cases, for γ ∈ (1, 2], we get that h(T) is a Poisson point process with intensity (γ/(γ −
1))x−21{x>0} dx. Intuitively, this implies that Sr is of order rγ/(γ−1) while Hr is of order r as r → 0
which, together with (6.19), explains the form of the integral test (6.14).
Our goal now is to show that∫
0
f(xγ/(γ−1), x) dx =∞ =⇒
∫
0
f(St,Ht) dt =∞ a.s.
under the assumptions of Proposition 6.9. To do this, we adapt the proof of Theorem 1 in [19]
which gives a necessary and sufficient condition for the divergence of integrals of Lévy processes.
We first consider the case f(x, u) = xαh(u).
Lemma 6.12. Let α > −1 + 1/γ and h ∈ B+(R+) be nonincreasing such that ∫0 h(x)xαγ/(γ−1) dx
=∞. We have that a.s. ∫
0
S
α
t h(Ht) dt =∞.
Proof. Define the first passage time for a > 0
T(a) := inf {t > 0: Ht ≥ a} . (6.20)
Since t 7→ Ht is right-continuous, we have
{T(a) > t} = {Ht < a} . (6.21)
Furthermore, since H0 = 0, it holds that a.s. T(a) > 0 for every a > 0.
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Set F (t) =
∫ t
0 S
α
s ds. Clearly F (t) <∞ a.s. if α ≥ 0. If −1 + 1/γ < α < 0, we have
E [F (t)] =
∫ t
0
E [Sαs ] ds = E [S
α
1 ]
∫ t
0
sαγ/(γ−1) ds,
where we used that S is stable with index 1 − 1/γ. Now the last integral is finite because of the
condition on α, and
E [Sα1 ] =
1
Γ(|α|)
∫ ∞
0
E
[
e−λS1
]
λ−1−α dλ =
1
Γ(|α|)
∫ ∞
0
e−γκ
1/γλ1−1/γλ−1−α dλ <∞.
Thus, we get F (t) <∞ a.s. for α > −1 + 1/γ. Furthermore, F is nondecreasing and we have∫ 1
0
S
α
t h(Ht) dt =
∫ 1
0
h(Ht) dF (t). (6.22)
We shall need the first and second moment of F (T(a)) for a > 0. Using (6.21), we have that
E [F (T(a))] =
∫ ∞
0
E
[
S
α
t 1{T(a)>t}
]
dt =
∫ ∞
0
E
[
S
α
t 1{Ht<a}
]
dt.
On the other hand, notice that for every s ∈ [0, σ], it holds that σ0,s = σ is the total mass and
H0,s = h is the total height. Thus, using Bismut’s decomposition, we have
N
[
σα+11{h<a}
]
=
∫ ∞
0
N
[
σσα0,U1{H0,U<a}
∣∣∣H(U) = t] dt = ∫ ∞
0
E
[
S
α
t 1{Ht<a}
]
dt, (6.23)
where we recall that conditionally on H , under N[σ•], U is uniformly distributed on [0, σ] and
(σ0,U , H0,U) conditionally on {H(U) = t} is then distributed as (St,Ht). We deduce that
E [F (T(a))] = N
[
σα+11{h<a}
]
= g(0)
∫ ∞
0
x−1−1/γ N(x)
[
σα+11{h<a}
]
dx
= g(0)
∫ ∞
0
xα−1/γ N(1)
[
x1−1/γh < a
]
dx
=
γg(0)
(α + 1)γ − 1N
(1)
[
h−1−αγ/(γ−1)
]
a1+αγ/(γ−1), (6.24)
where we disintegrated with respect to σ for the second equality and used the scaling property
(4.14) of the height process for the third. Recall that h has finite moments of all orders under
N(1), so that E[F (T(a))] is finite for all a > 0. Next, set
Zmα =
∫ σ
0
ds
∫ H(s)
0
σαr,s dr.
It follows from Lemma 6.11 that under N(x), (h, Zmα ) is distributed as (x
1−1/γh, xα+2−1/γZmα ) under
N(1). Recall that α > −1 + 1/γ. Thus, using Bismut’s decomposition as in (6.23), we have
E
[
F (T(a))2
]
= 2E
[∫ ∞
0
S
α
t 1{Ht<a} dt
∫ t
0
S
α
s ds
]
= 2N
[
σα+11{h<a}
∫ H(U)
0
σαr,U dr
]
= 2N
[
σα1{h<a}Zmα
]
= 2g(0)
∫ ∞
0
x−1−1/γ N(x)
[
σα1{h<a}Zmα
]
dx
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= 2g(0)
∫ ∞
0
x−1−1/γ N(1)
[
xα1{x1−1/γh<a}x
α+2−1/γZmα
]
dx
=
g(0)
α + 1− 1/γ N
(1)
[
h−2(1+αγ/(γ−1))Zmα
]
a2(1+αγ/(γ−1)), (6.25)
where the last term is finite by (6.12). Combining (6.24) and (6.25) and using Cauchy-Schwartz
inequality, we deduce that there exists some finite constant C > 0 such that for all a, b > 0
E [F (T(a))F (T(b))] ≤ E
[
F (T(a))2
]1/2
E
[
F (T(b))2
]1/2 ≤ C E [F (T(a))]E [F (T(b))] . (6.26)
For i ∈ N, put Ti = T(2−i), hi = h(2−i) and ∆hi = hi+1 − hi. Notice that the sequence
(Ti, i ∈ N) is nonincreasing and ∆hi ≥ 0. Set Vn = ∑ni=1 F (Ti)∆hi−1. Notice that E[Vn] is finite
as E[F (T(a))] is finite for all a > 0. By (6.26), we have
E
[
V 2n
]
=
n∑
i=1
E
[
F (Ti)
2
]
(∆hi−1)
2 + 2
∑
1≤i<j≤n
E [F (Ti)F (Tj)]∆hi−1∆hj−1
≤ C
n∑
i=1
E [F (Ti)]
2 (∆hi−1)
2 + 2C
∑
1≤i<j≤n
E [F (Ti)]E [F (Tj)]∆hi−1∆hj−1
= C
(
n∑
i=1
E [F (Ti)]∆hi−1
)2
= C E [Vn]
2 .
Therefore, we get that lim supn E [Vn]
2 /E [V 2n ] > 0. By [32], it follows that
P
(
lim sup
n
Vn
E [Vn]
≥ 1
)
> 0. (6.27)
Using (6.24), notice that for some finite constant C > 0, we have∫ 1
0
x1+αγ/(γ−1) |dh(x)| ≤
∞∑
i=1
(2−i+1)1+αγ/(γ−1)
∫ 2−i+1
2−i
|dh(x)|
= C
∞∑
i=1
E [F (Ti)]∆hi−1 = C lim
n→∞E [Vn] . (6.28)
Since
∫ 1
0 x
1+αγ/(γ−1) |dh(x)| ≥ −h(1) + (1 + αγ/(γ − 1)) ∫ 10 h(x)xαγ/(γ−1) dx = ∞ by assumption,
it follows from (6.28) that limn→∞ E [Vn] = ∞. Thus, using (6.27) and the fact that Vn is nonde-
creasing, we deduce that limn→∞ Vn =∞ with positive probability, that is
P
( ∞∑
i=1
F (Ti)∆hi−1 =∞
)
> 0. (6.29)
Since h is nonincreasing, we have∫ T0
0
h(Ht) dF (t) ≥
∞∑
i=0
hi−1 (F (Ti−1)− F (Ti)) . (6.30)
A summation by parts gives
n∑
i=1
hi−1 (F (Ti−1)− F (Ti)) = F (T0)h0 − F (Tn)hn +
n∑
i=1
F (Ti)∆hi−1. (6.31)
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But, notice that
F (Tn)hn = F (Tn)h(2
−n) ≤
∫ Tn
0
h(Ht) dF (t) ≤
∫ T0
0
h(Ht) dF (t).
Together with (6.30) and (6.31), this yields
F (T0)h0 +
∞∑
i=1
F (Ti)∆hi−1 ≤ 2
∫ T0
0
h(Ht) dF (t).
It follows from (6.29) that
∫ T0
0 S
α
t h(Ht) dt =
∫ T0
0 h(Ht) dF (t) diverges with positive probability.
Finally, since the event {∫0 Sαt h(Ht) dt =∞} is F0+-measurable where (Ft)t≥0 is the filtration
generated by the Poisson point process T, Blumenthal’s zero-one law entails that
∫ 1
0 S
α
t h(Ht) dt
diverges with probability 1. 
Lemma 6.13. Let β > −1 and g ∈ B+([0, 1]) be nonincreasing such that ∫0 g(xγ/(γ−1))xβ dx =∞.
We have that a.s. ∫
0
g(St)H
β
t dt =∞.
Proof. The proof is similar to that of Lemma 6.12 and we only highlight the major differences.
Define the first passage time T(a) = inf {t > 0: St > a} for every a > 0. Since S is a stable
subordinator, we have a.s. T(a) > 0 for every a > 0. Set F (t) =
∫ t
0 H
β
s ds. Notice that F (t) < ∞
a.s. if β ≥ 0. If −1 < β < 0, then using that Hs ≥ s, we have a.s. F (t) ≤ ∫ t0 sβ ds < ∞. To
compute the first moment of F (T(a)), use Bismut’s decomposition as in (6.23) to get
E [F (T(a))] = E
[∫ ∞
0
H
β
t 1{St<a} dt
]
= N
[
σ1{σ<a}hβ
]
= g(0)
∫ a
0
x(β+1)(1−1/γ)−1N(1)
[
hβ
]
dx
=
g(0)
(β + 1)(1− 1/γ)N
(1)
[
hβ
]
a(β+1)(1−1/γ). (6.32)
Setting
Zhβ =
∫ σ
0
ds
∫ H(s)
0
Hβr,s dr
and using Bismut’s decomposition as in (6.23) and the fact that under N(x), (h, Zhβ ) is distributed
as (x1−1/γh, x(β+1)(1−1/γ)+1Zhβ ) under N
(1) by Lemma 6.11, we have
E
[
F (T(a))2
]
= 2E
[∫ ∞
0
H
β
t 1{St<a} dt
∫ t
0
H
β
s ds
]
= 2N
[
σ1{σ<a}hβ
∫ H(U)
0
Hβr,U dr
]
= 2N
[
1{σ<a}hβZ
h
β
]
= 2g(0)
∫ a
0
x−1−1/γ N(x)
[
hβZhβ
]
dx
=
g(0)
(β + 1)(1− 1/γ)N
(1)
[
hβZhβ
]
a2(β+1)(1−1/γ), (6.33)
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where N(1)
[
hβZhβ
]
< ∞ by (6.12). Combining (6.32) and (6.33), we see that the estimate (6.26)
holds. The rest of the proof is similar to that of Lemma 6.12 (with hi replaced by gi = g(2
−i)). 
We can now finish the proof of Proposition 6.9. Let f ∈ B+([0, 1]×R+) be of the form f(x, u) =
g(x)uβ or f(x, u) = xαh(u) with g, h nonincreasing and such that
∫
0 f(x
γ/(γ−1), x) dx = ∞. By
Lemmas 6.12 and 6.13, we have that, in the cases α > −1 + 1/γ and β > −1, a.s.∫
0
f(St,Ht) dt =∞. (6.34)
Now suppose that α ≤ −1+1/γ. Since h is nonincreasing and satisfies ∫0 h(x)xαγ/(γ−1) dx =∞,
there exists a constant C > 0 such that h ≥ C on some interval (0, ε). Thus, we have∫
0
S
α
t h(Ht) dt ≥ C
∫
0
S
α
t dt,
where the last integral diverges a.s. by Lemma 6.13 as
∫
0 x
αγ/(γ−1) dx = ∞. Similarly, if β ≤ −1,
there exists a constant C ′ > 0 such that g ≥ C ′ on (0, ε). Thus, we have∫
0
g(St)H
β
t dt ≥ C ′
∫
0
H
β
t dt,
and the last integral diverges by Lemma 6.12 since
∫
0 x
β dx = ∞. This proves that (6.34) holds
for all α, β ∈ R.
Combining (6.19) and (6.34), we deduce that
N [σ; Zf <∞] = N
[
σ; σ
∫ H(U)
0
f(σr,U , Hr,U) dr <∞
]
=
∫ ∞
0
N
[
σ; σ
∫ H(U)
0
f(σr,U , Hr,U) dr <∞
∣∣∣∣∣H(U) = t
]
dt
=
∫ ∞
0
P
(
St
∫ t
0
f(Sr,Hr) dr <∞
)
dt = 0.
It follows that N-a.e. Zf = ∞. Disintegrating with respect to σ and using the scaling property
from Lemma 6.11, we get
0 = N [Zf <∞] =
∫ ∞
0
N(x) [Zf <∞] π∗(dx) =
∫ ∞
0
N(1)
[
x2−1/γZfx <∞
]
π∗(dx).
Consequently, dx-a.e. on (0,∞), we have N(1) [Zfx <∞] = 0. Suppose that f(y, u) = g(y)uβ with
g nonincreasing. Then, under N(1), Zfx is equal to x
β(1−1/γ) ∫ 1
0 ds
∫H(s)
0 g(xσr,s)H
β
r,s dr and we get
that
x 7→ N(1)
[∫ 1
0
ds
∫ H(s)
0
g(xσr,s)H
β
r,s dr <∞
]
vanishes dx-a.e. on (0,∞). Moreover, this function is nonincreasing in x as g is nonincreasing.
Hence it is identically zero. In particular, taking x = 1 yields N(1) [Zf <∞] = 0, and thus
ΨmhT (f) = +∞ a.s. as Zf under N(1) is distributed as ΨmhT (f). The same argument applies if we
suppose that f(y, u) = yαh(u) instead. This completes the proof.
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7. Phase transition for functionals of the mass and height
Recall that τn is a BGW(ξ) conditioned to have n vertices (with n ∈ ∆) and ξ satisfies (ξ1)
and (ξ2)′, with the sequence (bn, n ∈ N∗) in (4.1), and that T is a stable Lévy tree with branching
mechanism ψ(λ) = κλγ . In this section, we study the limit of
A◦n(f) =
bn
n2
∑
w∈τn,◦
|τnw|f
(
bn
n
τnw ,
bn
n
H(w)
)
for functions f ∈ B(T×R+) continuous on (T\T0)×R+ but that may blow up as either the mass
or the height goes to 0.
7.1. A general convergence result. We now give a first convergence result for general func-
tionals that may blow up. Recall from (2.5) the definition of T0. Notice that A◦n(T0 × R+) = 0
and ΨT (T0 × R+) = 0.
Proposition 7.1. Assume that ξ satisfies (ξ1) and (ξ2)′. Let f ∈ B(T × R+) be continuous on
(T \ T0)×R+ and α, β ∈ R with γα + (γ − 1)(β + 1) > 0 be such that
|f(T, r)| ≤ C m(T )αh(T )β, for all T ∈ T \ T0 and r ≥ 0, (7.1)
for some finite constant C > 0. Then ΨT (|f |) is a.s. finite and we have the convergence in
distribution
A◦n(f) =
bn
n2
∑
w∈τn,◦
|τnw|f
(
bn
n
τnw ,
bn
n
H(w)
)
(d)−→ ΨT (f). (7.2)
We also have the convergence of all moments of order p ≥ 1 such that p(γα + (γ − 1)β) > 1− γ.
Proof. By Corollary 4.10, we know that A◦n (d)−→ ΨT in the space M(T × R+). In particular, the
sequence (A◦n, n ∈ ∆) is tight (in distribution) in M(T × R+), and applying [30, Theorem 4.10],
we have
inf
K∈K
sup
n∈∆
E [1 ∧A◦n(Kc)] = 0, (7.3)
where K is the set of all compact subsets of T×R+. We start by showing that
inf
K∈K
sup
n∈∆
E [A◦n(Kc)] = 0. (7.4)
Let K ∈ K. Using the inequality x ≤ 1 ∧ x + x√1 ∧ x with x = A◦n(Kc) ≥ 0 and the Cauchy–
Schwartz inequality, we get that
E [A◦n(Kc)] ≤ E [1 ∧A◦n(Kc)] +
√
E [A◦n(1)2]E [1 ∧ A◦n(Kc)]. (7.5)
Since A◦n(1) ≤ bnn h(τn) by (4.21), Lemma 4.4 implies that
sup
n∈∆
E
[
A◦n(1)2
]1/2 ≤ sup
n∈∆
E
(bn
n
h(τn)
)21/2 <∞.
This, in conjunction with (7.3) and (7.5), proves (7.4).
Let α, β ∈ R such that γα + (γ − 1)(β + 1) > 0. We consider the space S = T × R+ with the
metric ρ((T, r), (T ′, r′)) = dGHP(T, T ′)+ |r− r′| and S0 = T0×R+, so that (S, ρ) is a Polish metric
space and S0 is a closed subset of S. We shall consider 0S = ({∅}, 0) ∈ S0 as a distinguished point.
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We shall construct a family of functions F on S satisfying assumptions (H1)–(H4) of Appendix A
in order to apply Proposition A.10. Let (δk, k ∈ N) be a positive increasing sequence such that
(2γ − 1)δk < (γ − 1) + (γα + (γ − 1)β) ∧ 0 for all k ∈ N. Define for every k ∈ N
fk(T, r) =
(
m(T )δk ∨m(T )−δk
) (
h(T )δk ∨ h(T )−δk
)
and gk(T, r) = m(T )
αh(T )βfk(T, r),
for all T ∈ T \ T0 and r ≥ 0 and fk = gk = +∞ on T0 ×R+. The functions fk and gk are positive
and continuous on (T \ T0) × R+. We define F = {1} ∪ {fk, gk : k ∈ N}. Therefore assumptions
(H1) and (H2) are satisfied. Notice that ρ((T, r), S0) = dGHP(T,T0). Let ε > 0 and M > 0. By
(2.4), dGHP(T, {∅}) ≤ M implies that h(T ) ≤ 2M and m(T ) ≤ M . Similarly, by Lemma 2.2,
dGHP(T,T0) ≥ ε implies that h(T ) ≥ ε and m(T ) ≥ ε. Therefore, we have the inclusion
{(T, r) ∈ S : ρ((T, r), S0) ≥ ε, ρ((T, r), 0S) ≤M} ⊂ {T ∈ T : h(T ) ∈ [ε, 2M ], m(T ) ∈ [ε,M ]}×R+.
Since fk and gk are clearly bounded away from zero and infinity on the latter set, assumption (H3)
is satisfied. Moreover, fk/fk+1 and gk/gk+1 are continuous and bounded on S
c
0 = (T \ T0) × R+
for every k ∈ N. Recall that ρ((T, r), S0) = dGHP(T,T0). Therefore, as ρ((T, r), S0)→ 0, we have
h(T )∧m(T )→ 0 by Lemma 2.2. It follows that fk(T, r)/fk+1(T, r)→ 0 and gk(T, r)/gk+1(T, r)→ 0
as ρ((T, r), S0) → 0+. Recall the notation F⋆(f) from (H4). We deduce that fk+1 ∈ F⋆(fk) and
gk+1 ∈ F⋆(gk) for k ∈ N∗. We also have that 1/f1 is continuous and bounded on Sc0 and that
1/f1(T, r) → 0 as ρ((T, r), S0) → 0+. This implies that f1 ∈ F⋆(1). Therefore, assumption (H4)
is satisfied.
In order to apply Proposition A.10 to the sequence of measures (A◦n, n ∈ ∆) and the family
F, we shall check that the sequence (A◦n, n ∈ ∆) is tight (in distribution) in the space MF (see
Appendix A for the definition of MF). Thanks to Proposition A.4, the sequence (A◦n, n ∈ ∆) is
tight in the spaceMF if and only if (fA◦n, n ∈ ∆) is tight inM(S) for all f ∈ F. Let f ∈ F. Notice
that for every T ∈ T \ T0 and r ≥ 0, we have
f((T, r)) ≤ ∑
1≤i,j≤2
m(T )αih(T )βj
for α1, α2, β1, β2 ∈ R such that γαi + (γ − 1)(βj + 1) > 0 holds for every i, j ∈ {1, 2}. Therefore,
by Lemma 5.2, we have for some p > 1 small enough
sup
n∈∆
E [A◦n(f)p] <∞ and sup
n∈∆
E [A◦n(fp)] <∞. (7.6)
The first bound gives that (A.3) holds for all f ∈ F by the Markov inequality. Recall that K
denotes the set of compact subsets of T × R+. Moreover, with q such that 1/p + 1/q = 1 and
K ∈ K, using Hölder’s inequality, we get
E [A◦n(f1Kc)] ≤ E [A◦n(1Kc)]1/q E [A◦n(fp)]1/p .
Using the second bound in (7.6) and (7.4), we deduce that
inf
K∈K
sup
n∈∆
E [A◦n(f1Kc)] = 0.
Thus (A.4) holds for all f ∈ F. According to Proposition A.4-(i), we get that the sequence
(A◦n, n ∈ ∆) is tight (in distribution) inMF(T×R+). Now apply Proposition A.10 and Proposition
A.9 to get that
A◦n(fh)
(d)−−−→
n→∞ ΨT (fh)
for every h ∈ Cb(T × R+) and every f ∈ F. Let f ∈ B(T × R+) satisfying the assumptions of
Proposition 7.1. Consider f = g1 and h = f/g1. Notice that (7.1) implies that h is continuous on
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T × R+. Since fh = g1h = f except possibly on S0 = T0 × R+ and A◦n(S0) = ΨT (S0) = 0, we
deduce that the convergence in distribution (7.2) holds.
Let p > 1 such that p(γα+(γ− 1)β) > 1− γ. There exists q > p satisfying the same inequality.
Since |f(T, r)| ≤ Cm(T )αh(T )β, we get that
sup
n∈∆
E [|A◦n(f)|q] ≤ Cq sup
n∈∆
E
[(
b1+βn
n2+α+β
∑
w∈τn,◦
|τnw|1+αh(τnw)β
)q ]
, (7.7)
where the right-hand side is finite by Lemma 5.2. Thus, the sequence (|A◦n(f)|p, n ∈ ∆) is
uniformly integrable and the convergence of the moment of order p of A◦n(f) towards the moment
of order p of ΨT (f) readily follows from (7.2). 
7.2. Phase transition for functionals of the mass and height. We refine the convergence
result given in Proposition 7.1 for functionals depending only on the mass and height and describe
a phase transition in that case.
We start with a technical lemma which is a consequence of the well-known de La Vallée Poussin
criterion for uniform integrability.
Lemma 7.2. Let ν be a nonnegative finite measure on (0, 1] and f ∈ C+((0, 1]) be nonincreasing,
belonging to L1(ν) and such that limx→0+ f(x) = +∞. Then there exists a positive function f ν ∈
C+((0, 1]) which belongs to L1(ν), such that f/f ν is bounded on (0, 1] and limx→0+ f(x)/f ν(x) = 0.
Proof. We may assume without loss of generality that f does not vanish anywhere in (0, 1] and
that ν is a probability measure. By the de La Vallée Poussin criterion (see [13, §22]), there exists
a convex nondecreasing function F : R+ → R+ such that limt→∞ F (t)/t = ∞ and F ◦ f ∈ L1(ν).
In fact, up to considering F +1 instead, we can and will assume that F does not vanish anywhere.
Since F is convex on R+, it is continuous on (0,∞) and it follows that F ◦ f is continuous on
(0, 1]. Moreover, F ◦ f is clearly nonincreasing by composition. Further, since limx→0 f(x) = ∞
and limt→∞ t/F (t) = 0, we get limx→0 f(x)/F ◦ f(x) = 0. The function f/F ◦ f being continuous
on (0, 1] with a finite limit at 0, it is bounded on (0, 1]. Setting f ν = F ◦ f , the conclusion readily
follows. 
We now give the main result of this section. Recall that the notation ΨmhT (g(x)h(u)) stands for
ΨmhT (f) where f(x, u) = g(x)h(u). For g ∈ B(R+), define
g∗(x) := sup
x≤y≤1
|g(y)| for all x ∈ (0, 1]. (7.8)
Theorem 7.3. Assume that ξ satisfies (ξ1) and (ξ2)′.
(i) Let β ∈ R and g ∈ B([0, 1]) be such that g is continuous on (0, 1] and satisfies∫
0
g∗(xγ/(γ−1))xβ dx <∞. (7.9)
Then we have the convergence in distribution and of the first moment
b1+βn
n2+β
∑
w∈τn,◦
|τnw|h(τnw)βg
( |τnw|
n
)
(d)+mean−−−−−→
n→∞ Ψ
mh
T (g(x)u
β) (7.10)
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where ΨmhT (|g(x)|uβ) is a.s. finite and integrable.
(ii) Let α ∈ R and h ∈ B(R+) be such that h is continuous on (0,∞) and satisfies h(u) = O(euη)
as u→∞ for some η ∈ (0, γ) and∫
0
xαγ/(γ−1)h∗(x) dx <∞. (7.11)
Then we have the convergence in distribution and of the first moment
bn
n2+α
∑
w∈τn,◦
|τnw |1+αh
(
bn
n
h(τnw)
)
(d)+mean−−−−−→
n→∞ Ψ
mh
T (x
αh(u)) (7.12)
where ΨmhT (x
α|h(u)|) is a.s. finite and integrable.
(iii) Let f ∈ B+([0, 1]× R+) be such that∫
0
f(xγ/(γ−1), x) dx =∞. (7.13)
Suppose that f is of the form f(x, u) = g(x)uβ or f(x, u) = xαh(u) where α, β ∈ R and g, h
are nonincreasing and continuous on (0, 1] and on (0,∞) respectively. Then we have
bn
n2
∑
w∈τn,◦
|τnw|f
( |τnw|
n
,
bn
n
h(τnw)
)
(d)+mean−−−−−→
n→∞ ∞. (7.14)
Proof. To prove (i), we proceed in three steps.
Step 1 in the proof of (i). Let g ∈ C+([0, 1]) be nonincreasing and nonzero. Let (βk, k ∈ N)
be a decreasing sequence of nonpositive real numbers such that β0 = 0 and limk→∞ βk = −1. We
define a set of functions F = {hk : k ∈ N} where hk(u) = uβk ∨ uk for u > 0 and k ∈ N, and
h0(0) = 1 and hk(0) = +∞ for k ∈ N. We shall prove that F satisfies assumptions (H1)–(H5) of
Appendix A with S = R+ equipped with the Euclidean distance and S0 = {0}. Notice that h0 ≡ 1
and hk is continuous on S
c
0 for every k ∈ N, so (H1) and (H2) are satisfied. Moreover, for every
k ∈ N, the function hk/hk+1 is continuous on (0,∞) and we have
lim
u→0+
hk(u)
hk+1(u)
= lim
u→0+ u
βk−βk+1 = 0 and lim
u→+∞
hk(u)
hk+1(u)
= lim
u→+∞
1
u
= 0,
so that (H4) and (H5) are satisfied. Finally, since the set {x ∈ S : ρ(x, S0) ≥ ε, ρ(x, 0) ≤ M} =
[ε,M ] is compact and hk is continuous, it is bounded there and (H3) is satisfied. Define a (random)
measure on R+ by setting
ζn(h) =
bn
n2
∑
w∈τn,◦
|τnw|g
( |τnw |
n
)
h
(
bn
n
h(τnw)
)
(7.15)
for every h ∈ B+(R+). By (4.23), ζn converges to ζ in distribution in M(R+) and E [ζn(•)]
converges to E [ζ(•)] in M(R+) where ζ is defined by ζ(h) = ΨmhT (g(x)h(u)). But, since we have∫
0 g(x)x
(βk+1)(1−1/γ)−1 dx <∞ for every k ∈ N, Lemma 5.1-(i) gives
sup
n∈∆
E [ζn(hk)] ≤ sup
n∈∆
E
[
ζn(u
βk)
]
+ sup
n∈∆
E
[
ζn(u
k)
]
<∞ for all k ∈ N.
Thus, Corollary A.11 yields the convergence in distribution ζn
(d)−→ ζ in MF as well as the conver-
gence of the first moment E [ζn(•)] → E [ζ(•)] in MF. By Proposition A.9, this implies that for
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every g ∈ C+([0, 1]) nonincreasing and every β > −1, we have
b1+βn
n2+β
∑
w∈τn,◦
|τnw|h(τnw)βg
( |τnw|
n
)
(d)+mean−−−−−→
n→∞ Ψ
mh
T (g(x)u
β). (7.16)
Step 2 in the proof of (i). Now fix β > −1 and define the (random) measure ξn on [0, 1] by
ξn(g) =
b1+βn
n2+β
∑
w∈τn,◦
|τnw|h(τnw)βg
( |τnw|
n
)
, (7.17)
for every g ∈ B+([0, 1]). Notice that (7.16) can be rewritten as
ξn(g)
(d)+mean−−−−−→
n→∞ ξ(g) (7.18)
for every g ∈ C+([0, 1]) nonincreasing, where the measure ξ is defined by ξ(g) = ΨmhT (g(x)uβ).
Moreover, Lemma 5.1-(i) applied with g ≡ 1 gives supn∈∆ E [ξn(1)] < ∞. As a consequence, by
the Markov inequality, we have limr→∞ supn∈∆ P (ξn(1) > r) = 0. Since [0, 1] is compact, this
means that the sequence of random measures (ξn, n ∈ ∆) is tight in distribution in M([0, 1]), see
[30, Theorem 4.10]. Hence, it is relatively compact by Prokhorov’s theorem as the space M([0, 1])
is Polish for the weak topology. Let ξˆ be a limit point. Then we have ξ(g)
(d)
= ξˆ(g) for every
g ∈ C+([0, 1]) nonincreasing. Therefore, we get that ξ (d)= ξˆ and the sequence (ξn, n ∈ ∆) has only
one limit point ξ. Since it is relatively compact, we deduce that ξn converges to ξ in distribution in
M([0, 1]). A similar deterministic argument shows that E [ξn(•)] converges to E [ξ(•)] inM([0, 1]).
Step 3 in the proof of (i). Let β > −1 and g ∈ B([0, 1]) be continuous on (0, 1], nonzero
and such that
∫
0 g
∗(x)x(β+1)(1−1/γ)−1 dx < ∞. Set g0 ≡ 1. If limx→0 g∗(x) = ∞, set g1 =
g∗ + 1. If g∗ has a finite limit at 0 (which is then positive), then there exists ε > 0 such
that
∫
0 x
−εg∗(x)x(β+1)(1−1/γ)−1 dx < ∞. We also have limx→0+ x−εg∗(x) = ∞ and the function
x 7→ x−εg∗(x) is continuous and nonincreasing. In that case, we set g1(x) = x−εg∗(x) + 1 for
x ∈ [0, 1].
Define a set of functions F = {gk : k ∈ N} as follows: for every k ≥ 1, set gk+1 = gνk which is
given by Lemma 7.2 applied with the finite measure ν(dx) = x(β+1)(1−1/γ)−1dx. By construction,
the sequence F satisfies assumptions (H1)–(H4) of Appendix A with S = [0, 1], S0 = {0} and
F⋆(gk) = {gj : j > k} (notice (H3) is automatically satisfied as [0, 1] is compact). Notice that, by
Lemma 7.2, for every k ∈ N, the function gk is continuous and nonincreasing on (0, 1] and satisfies∫
0 gk(x)x
(β+1)(1−1/γ)−1 dx <∞. So, by Lemma 5.1, we get that
sup
n∈∆
E [ξn(gk)] <∞ for all k ∈ N.
Now, Corollary A.11 applies and yields, in conjunction with Proposition A.9, the convergence in
distribution and of the first moment
ξn(gkℓ)
(d)+mean−−−−−→
n→∞ ξ(gkℓ)
for every k ∈ N and ℓ ∈ C([0, 1]). Now apply this with k = 1 and ℓ = g/g1. Notice that g1ℓ = g
except possibly on S0 = {0}. Since ξn(S0) = ξ(S0) = 0, we deduce that
ξn(g)
(d)+mean−−−−−→
n→∞ ξ(g).
This, together with Proposition 6.9, proves (i).
ADDITIVE FUNCTIONALS OF CONDITIONED BGW TREES 49
The proof of (ii) is quite similar so we only indicate the changes compared with (i).
Step 1 in the proof of (ii). Let h ∈ C+(R+) be nonincreasing and nonzero.
Taking a decreasing sequence (αk, k ∈ N) of nonpositive real numbers such that α0 = 0 and
limk→∞ αk = −1 + 1/γ and defining a set of functions F = {gk : k ∈ N} by gk(x) = xαk , we can
show that for every h ∈ C+(R+) nonincreasing and every α > −1 + 1/γ, we have
bn
n2+α
∑
w∈τn,◦
|τnw|1+αh
(
bn
n
h(τnw)
)
(d)+mean−−−−−→
n→∞ Ψ
mh
T (x
αh(u)). (7.19)
Step 2 in the proof of (ii). Fix α > −1 + 1/γ and define the (random) measure ξn on R+ by
ξn(h) =
bn
n2+α
∑
w∈τn,◦
|τnw|1+αh
(
bn
n
h(τnw)
)
, (7.20)
for every h ∈ B+(R+). Notice that (7.19) can be rewritten as
ξn(h)
(d)+mean−−−−−→
n→∞ ξ(h) (7.21)
for every h ∈ C+(R+) nonincreasing, where the measure ξ is defined by ξ(h) = ΨmhT (xαh(u)).
Moreover, Lemma 5.1-(ii) applied with h ≡ 1 gives supn∈∆ E [ξn(1)] < ∞. As a consequence, by
the Markov inequality, we have limr→∞ supn∈∆ P (ξn(1) > r) = 0. Fix β > 0 and let r > 0. Then,
using the inequality 1[r,∞)(u) ≤ (u/r)β for every u ≥ 0, we get
sup
n∈∆
E [ξn([r,∞))] ≤ 1
rβ
sup
n∈∆
E
[
Amh,◦n (xαuβ)
]
.
Notice that the right-hand side is finite by Lemma 5.2 since γα + (γ − 1)(β + 1) > 0. We deduce
that
inf
K⊂R+
sup
n∈∆
E [ξn(K
c)] = 0,
where the infimum is taken over all compact subsets K ⊂ R+. By [30, Theorem 4.10], this means
that the sequence of random measures (ξn, n ∈ ∆) is tight in distribution in M(R+). Following
the end of step 2 for property (i), we are then able to show that ξn converges to ξ in distribution
in M([0,∞)) and E [ξn(•)] converges to E [ξ(•)] in M([0,∞)).
Step 3 in the proof of (ii). Let h ∈ B(R+) be continuous on (0,∞) such that h∗ is non-
zero,
∫
0 h
∗(u)uαγ/(γ−1) du < ∞ and h(u) = O(euη) as u → ∞ for some η ∈ (0, γ). Set h0 ≡ 1
and define a positive function h1 ∈ B+((0,∞)) in the following way. If limu→0 h∗(u) = ∞, set
h1 = h
∗ + 1 on (0, 1]. If h∗ has a finite limit at 0 (which is positive as h∗ is non-zero), then
α > −1 + 1/γ, and thus there exists ε > 0 such that ∫0 u−εh∗(u)uαγ/(γ−1) du < ∞. Moreover, we
have limu→0 u−εh∗(u) = ∞ and the function u 7→ u−εh∗(u) is continuous and nonincreasing. In
that case, we set h1(u) = u
−εh∗(u) + 1 for u ∈ (0, 1]. Now extend h1 to a continuous function
on (0,∞) such that h1(u) = exp(uη1) for u ≥ 2 for some η1 ∈ (η, γ). Define a set of functions
F = {hk : k ∈ N} as follows. Let (ηk, k ≥ 2) be an increasing sequence in (η1, γ). Recall that
α > −1 + 1/γ so that the measure ν(du) = 1(0,1](u) uαγ/(γ−1)du is finite. For every k ≥ 1,
define hk+1 ∈ B+([0,∞)) continuous and positive on (0,∞) and such that hk+1 = hνk on (0, 1],
with hνk defined in Lemma 7.2, and hk+1(u) = exp(u
ηk+1) for u ≥ 2. In particular, we have
limx→0+ hk(x)/hk+1(x) = limx→+∞ hk(x)/hk+1(x) = 0. Then, it is easy to check that the sequence F
satisfies assumptions (H1)–(H5) of Appendix A with S = R+, S0 = {0} and F⋆(hk) = {hj : j > k}
for k ∈ N. Notice that, by Lemma 7.2, for every k ∈ N, the function hk is continuous and
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nonincreasing on (0, 1] and satisfies
∫
0 hk(u)u
αγ/(γ−1) du < ∞. So, by Lemma 5.1 (i) and (ii), we
get that for all k ∈ N, there exists a finite constant Ck > 0 such that
sup
n∈∆
E [ξn(hk)] ≤ sup
n∈∆
E
[
ξn(hk1(0,1])
]
+ Ck sup
n∈∆
E
[
ξn(exp(u
ηk)1{u≥1})
]
<∞.
Now, Corollary A.11 applies and yields, in conjunction with Proposition A.9, the convergence in
distribution and of the first moment
ξn(hkf)
(d)+mean−−−−−→
n→∞ ξ(hkf)
for every k ∈ N and every f ∈ C(R+). Taking k = 1 and f = h/h1 proves (7.12) as ξn(S0) =
ξ(S0) = 0. This, together with Proposition 6.9, proves (ii).
To prove (iii), notice that by (4.23) we have the convergence in distribution Amh,◦n (d)−→ ΨmhT in
the space M([0, 1] × R+). Thanks to Skorokhod’s representation theorem, we may assume that
we have a.s. convergence. Thus, we get that a.s. for every k ∈ N,
lim
n→∞
bn
n2
∑
w∈τn,◦
|τnw|
(
f
( |τnw|
n
,
bn
n
h(τnw)
)
∧ k
)
= ΨmhT (f ∧ k).
Therefore, we have for k ∈ N
lim inf
n→∞
bn
n2
∑
w∈τn,◦
|τnw|f
( |τnw|
n
,
bn
n
h(τnw)
)
≥ ΨmhT (f ∧ k). (7.22)
But by the monotone convergence theorem and Proposition 6.9, we have that a.s. limk→∞Ψ
mh
T (f ∧
k) = ΨmhT (f) =∞. Thus, (7.14) follows from (7.22) by letting k go to infinity. 
Recall from (4.16) that we excluded the leaves to be able to consider functions taking infinite
values on trees whose height vanishes. In the particular case where the function only blows up as
the mass goes to zero, one can get rid of this restriction.
Remark 7.4. Recall the definition of the random measure Amh,◦n ∈M([0, 1]×R+):
Amh,◦n (f) =
bn
n2
∑
w∈τn,◦
|τnw |f
( |τnw|
n
,
bn
n
h(τnw)
)
.
Similarly to the measure Amh,◦n , we define the measure Amhn ∈ M([0, 1] × R+), where the sum is
over all the vertices (the internal vertices and the leaves): for f ∈ B+([0, 1]×R+)
Amhn (f) =
bn
n2
∑
w∈τn
|τnw|f
( |τnw |
n
,
bn
n
h(τnw)
)
.
Let β ≥ 0 and g ∈ B([0, 1]) such that g is continuous on (0, 1] and ∫0 g∗(xγ/(γ−1))xβ dx < ∞. By
Theorem 7.3-(i), we have
Amh,◦n (g(x)uβ)
(d)+mean−−−−−→
n→∞ Ψ
mh
T (g(x)u
β). (7.23)
Now note that
Amhn (g(x)uβ) =
b1+βn
n2+β
∑
w∈τn
|τnw|h(τnw)βg
( |τnw|
n
)
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makes sense when the function g blows up at 0. If β > 0, we have Amhn (g(x)uβ) = Amh,◦n (g(x)uβ)
since h(τnw) = 0 for every leaf w ∈ Lf(τn). Thus we only need to consider the case β = 0. Then,
using (4.2) and the fact that |Lf(τn)| ≤ n and that |τnw| = 1 for every w ∈ Lf(τn), we have∣∣∣Amhn (g(x))−Amh,◦n (g(x))∣∣∣ = bnn2
∣∣∣∣∣∣
∑
w∈Lf(τn)
|τnw|g
( |τnw|
n
)∣∣∣∣∣∣ ≤ bn−1+1/γg∗
(
1
n
)
.
Since g∗ is nonincreasing and satisfies
∫
0 g
∗(xγ/(γ−1)) dx < ∞, it is straightforward to check that
g∗(x) = o(x1/γ−1) as x→ 0. Thus, we deduce that limn→∞Amhn (g(x)uβ)−Amh,◦n (g(x)uβ) = 0 a.s.
and in L1(P). As a consequence, the convergence (7.23) still holds if we replace Amh,◦n (g(x)uβ) by
Amhn (g(x)uβ).
Similarly, let α > −1+1/γ and h ∈ C(R+) such that h(u) = O(euη) as u→∞ for some η ∈ (0, γ).
Then h∗ is bounded near 0 and necessarily
∫
0 x
αγ/(γ−1)h∗(x) dx < ∞. Thus, by Theorem 7.3, we
have
Amh,◦n (xαh(u))
(d)+mean−−−−−→
n→∞ Ψ
mh
T (x
αh(u)). (7.24)
Furthermore, using (4.2) we have∣∣∣Amhn (xαh(u))−Amh,◦n (xαh(u))∣∣∣ = bnn2+α |Lf(τn)| |h(0)| ≤ bn−α−1+1/γ |h(0)|.
Thus, we deduce that limn→∞Amhn (xαh(u)) − Amh,◦n (xαh(u)) = 0 a.s. and in L1(P) and the
convergence (7.24) holds for Amhn (xαh(u)).
Example 7.5. Fix α > −1+1/γ and set g(x) = | log(x)|xα. It is clear that ∫0 g(xγ/(γ−1)) dx <∞,
so by Theorem 7.3 we have the convergence in distribution
Amh,◦n (g(x))
(d)−−−→
n→∞ Ψ
mh
T (g(x)).
But notice that
Amh,◦n (g(x)) =
bn log(n)
n2+α
∑
w∈τn,◦
|τnw |1+α −
bn
n2+α
∑
w∈τn,◦
|τnw |1+α log |τnw|
= log(n)Amh,◦n (xα)−
bn
n2+α
∑
w∈τn,◦
|τnw |1+α log |τnw| .
Again Theorem 7.3 gives the convergence in distribution Amh,◦n (xα) (d)−→ ΨmhT (xα). Therefore, we
get the following asymptotic expansion in distribution
bn
n2+α
∑
w∈τn,◦
|τnw |1+α log |τnw|
(d)
= log(n)ΨmhT (x
α)−ΨmhT (| log(x)|xα) + o(1).
Furthermore, since
lim
n→∞E
[
Amh,◦n (g(x))
]
= E
[
ΨmhT (g(x))
]
and lim
n→∞E
[
Amh,◦n (xα)
]
= E
[
ΨmhT (x
α)
]
,
we get the corresponding asymptotic expansion for the first moment
bn
n2+α
E
[ ∑
w∈τn,◦
|τnw|1+α log |τnw|
]
= log(n)E
[
ΨmhT (x
α)
]
− E
[
ΨmhT (| log(x)|xα)
]
+ o(1).
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Appendix A. A space of measures
Let (S, ρ) be a Polish metric space, S0 ⊂ S be a closed set in S and 0 ∈ S0 be a distinguished
point. Denote by K the class of compact sets K ⊂ S. For any x ∈ S and A ⊂ S, the distance
from x to A is defined by ρ(x,A) = inf{ρ(x, y) : y ∈ A}. Let F be a countable set of measurable
[0,+∞]-valued functions on S satisfying the following assumptions:
(H1) The constant function 1 belongs to F.
(H2) All f ∈ F are continuous on Sc0.
(H3) All f ∈ F are bounded away from zero and infinity on {x ∈ S : ρ(x, S0) ≥ ε, ρ(x, 0) ≤M}
for every 0 < ε < M < +∞.
(H4) For all f ∈ F, the set F⋆(f) ⊂ F of functions f ⋆ ∈ F such that f/f ⋆ is bounded on Sc0 and
limρ(x,S0)→0+ f(x)/f
⋆(x) = 0 is non-empty.
Note that assumption (H3) is automatically satisfied when S is compact and every f ∈ F is positive
on Sc0. Notice that (H4) implies that F
⋆(f) is infinitely countable for any f ∈ F. We shall write f ⋆
for any element of F⋆(f). By (H1) and (H4), we have limρ(x,S0)→0+ 1
⋆(x) = +∞. By convention,
we take 1⋆ ≡ +∞ on S0 and f/f ⋆ ≡ 0 on S0 for every f ∈ F. We will occasionally need the
following additional assumption:
(H5) S is compact or infK∈K supx∈Kc f(x)/f
⋆(x) = 0 for every f ∈ F (and some f ⋆ ∈ F⋆(f)).
Denote by M = M(S) the space of nonnegative finite measures on S endowed with the weak
topology. Recall that (M, dBL), with dBL the bounded Lipschitz distance is a Polish metric space.
If µ ∈M and f ∈ B+(S), we write fµ for the measure f(x)µ(dx). Set
MF =MF(S) := {µ ∈M : µ(f) <∞ for all f ∈ F} . (A.1)
For µ ∈ MF, we have µ(S0) = 0 (as 1⋆ ≡ +∞ on S0) and fµ ∈ M for every f ∈ F. In particular,
since (f/f ⋆)f ⋆ = f on Sc0, we have (f/f
⋆)f ⋆µ = fµ for every f ∈ F (and f ⋆ ∈ F⋆(f)). We say
a sequence (µn, n ∈ N) of elements of MF converges to µ ∈ MF if and only if (fµn, n ∈ N)
converges to fµ inM for every f ∈ F. We consider the following distance dF onMF which defines
the same topology:
dF(µ, ν) =
∑
k∈N
1
2k
(1 ∧ dBL (fkµ, fkν)) for µ, ν ∈MF, (A.2)
where {fk : k ∈ N} is an enumeration of F. (The choice of the enumeration is unimportant, as the
corresponding distances all define the same topology onMF.) Notice that the mapping µ 7→ fµ is
continuous fromMF toM. In particular, taking f = 1 gives that every sequence which converges
in MF also converges in M to the same limit.
We shall see that the space (MF, dF) is complete and separable (Proposition A.1) and give
a complete description of its compact subsets (Proposition A.2). The main goal of this section
is to give conditions which allow to strengthen a convergence in M to a convergence in MF
for deterministic measures (Corollary A.3) and then to extend this result to random measures
(Proposition A.10 and Corollary A.11).
Proposition A.1. The space (MF, dF) is complete and separable.
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Proof. Let (µn, n ∈ N) be a Cauchy sequence in MF. Then, by definition of dF, the sequence
(fµn, n ∈ N) is Cauchy in M for every f ∈ F. By completeness of M, for every f ∈ F, there
exists a measure νf ∈ M such that limn→∞ fµn = νf in M. We claim that νf(S0) = 0 for every
f ∈ F. Indeed, fix f ∈ F and f ⋆ ∈ F⋆(f). As f ⋆ ∈ F, we have limn→∞ f ⋆µn = νf⋆ in M. By
(H4), the function f/f ⋆ is continuous and bounded on S, so that the mapping π 7→ (f/f ⋆)π is
continuous on M. In particular, we have limn→∞ fµn = (f/f ⋆)νf⋆ in M. On the other hand, we
have limn→∞ fµn = νf in M. We deduce that νf = (f/f ⋆)νf⋆ . It follows that νf(S0) = 0 since
f/f ⋆ = 0 on S0.
We set µ = ν1 so that limn→∞ µn = µ inM. Let f ∈ F. We shall prove that fµ = νf . Consider
the closed set Fk = {f ≥ 1/k} for k ∈ N∗. Notice that Fk ⊂ int(Fk+1). Therefore, by Urysohn’s
lemma, there exists, for k ∈ N∗, a continuous function χk : S → [0, 1] such that χk = 1 on Fk and
supp(χk) ⊂ int(Fk+1). Notice that (χkf/f)µn = χkµn since (f/f) = 1 on Sc0 and µn(S0) = 0. Since
χk and χk/f are continuous and bounded, the mappings ν 7→ χkν and ν 7→ (χk/f)ν are continuous
from M to itself. We deduce that χkµ = limn→∞ χkµn = limn→∞(χk/f)fµn = (χk/f)νf in M.
Letting k go to infinity, as χk ↑ 1 on Sc0 since f is positive on Sc0, and µ(S0) = νf (S0) = 0, we
deduce (using the monotone convergence theorem) that µ = (1/f)νf and thus fµ = νf . Since this
holds for all f ∈ F, this proves that µ ∈ MF and that limn→∞ fµn = fµ in M for every f ∈ F.
Thus MF is complete.
Next, define F ′n = {x ∈ S : ρ(x, S0) ≥ 1/n, ρ(x, 0) ≤ n}. We will identify the spaceM(F ′n) with
the subset of M consisting of the measures whose support lies in F ′n. Notice that F ′n is a Polish
space (when endowed with the topology induced by ρ) as a closed subset of the Polish space S.
In particular, the set M(F ′n) endowed with the bounded Lipschitz distance is a Polish space. Let
f ∈ F. By (H3), the functions f and 1/f are both continuous and bounded on F ′n, so it is easy to
check that the topology induced by dF onM(F ′n) coincides with the topology of weak convergence,
i.e. the one induced by dBL. Therefore, the space (M(F ′n), dF) is separable. To prove that MF
is separable, it suffices to show that MF is equal to the completion of ⋃n≥1M(F ′n) with respect
to dBL. Notice that F
′
n ⊂ int(F ′n+1). Therefore, by Urysohn’s lemma, there exists a continuous
function χ′n : S → [0, 1] such that χ′n = 1 on F ′n and supp(χ′n) ⊂ int(F ′n+1). Let µ ∈ MF and set
µn = χ
′
nµ. Then it is clear that µn has support in F
′
n+1 and thus µ ∈ M(F ′n+1). Moreover, for
every f ∈ F and every nonnegative h ∈ Cb(S), we have
µn(hf) = µ(hfχ
′
n) −−−→n→∞ µ(hf)
by the monotone convergence theorem, since χ′n ↑ 1Sc0 and µ(S0) = 0. This proves that (fµn, n ∈ N)
converges to fµ in M for every f ∈ F, thus dF(µn, µ)→ 0. This concludes the proof. 
A set of measures A ⊂M is said to be bounded if supµ∈A µ(1) <∞. We now give a character-
ization of compactness in MF.
Proposition A.2. Let A ⊂MF.
(i) A is relatively compact if and only if for every f ∈ F, the family {fµ : µ ∈ A} of finite
measures is bounded and tight.
(ii) If (H5) holds, then A is relatively compact if and only if for every f ∈ F, the family {fµ : µ ∈
A} is bounded.
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Proof. To prove (i), start by assuming that A is relatively compact. For every µ ∈MF and every
f ∈ F, set Ff(µ) = fµ. This defines a continuous mapping Ff : MF →M. It follows that the set
Ff(A) = {fµ : µ ∈ A}
is relatively compact in M, i.e. it is bounded and tight by Prokhorov’s theorem.
Conversely, let us assume that {fµ : µ ∈ A} is bounded and tight in M for all f ∈ F. Let
(µn, n ∈ N) be a sequence in A. Since the sequence of measures (fµn, n ∈ N) is bounded and
tight, it is relatively compact inM for every f ∈ F. Therefore, by diagonal extraction, there exists
a subsequence still denoted by (fµn, n ∈ N) which converges in M for every f ∈ F. By the same
argument as in the proof of Proposition A.1, it follows that (µn, n ∈ N) converges in MF. This
proves that A is relatively compact.
To prove (ii), assume that (H5) holds. The statement for a compact S follows immediately since
a family of finite measures on a compact space is always tight. Now assume that S is not compact
and let A ⊂ MF such that the family {fµ : µ ∈ A} is bounded for every f ∈ F. To prove that
A ⊂ MF is relatively compact, it is enough to show that {fµ : µ ∈ A} is tight and to apply the
first point. Let f ⋆ ∈ F⋆(f), which appears in (H5), and K ⊂ S be a compact subset. For every
µ ∈ A, since µ(S0) = 0, we have∫
Kc
f(x)µ(dx) =
∫
Kc
f(x)1Sc0(x)µ(dx)
=
∫
Kc
f(x)
f ⋆(x)
1Sc0(x)f
⋆(x)µ(dx)
≤ µ(f ⋆) sup
Kc
f
f ⋆
·
It follows that
sup
µ∈A
∫
Kc
f(x)µ(dx) ≤ sup
µ∈A
µ(f ⋆) sup
Kc
f
f ⋆
,
and taking the infimum over all compact subsets K ∈ K yields, thanks to (H5)
inf
K∈K
sup
µ∈A
∫
Kc
f(x)µ(dx) = 0,
i.e. the family {fµ : µ ∈ A} is tight. This completes the proof. 
The next result gives sufficient conditions allowing to strengthen convergence in M to conver-
gence in MF.
Corollary A.3. Let (µn, n ∈ N) be a sequence of elements of MF converging in M to some
µ ∈M. Then µ ∈MF and limn→∞ µn = µ in MF under either of the following conditions:
(i) (fµn, n ∈ N) is bounded and tight for every f ∈ F.
(ii) (H5) holds and (fµn, n ∈ N) is bounded for every f ∈ F.
Proof. Either condition guarantees that the sequence (µn, n ∈ N) is relatively compact in MF by
Proposition A.2. Let µˆ ∈MF be a limit point of (µn, n ∈ N). Then there exists a subsequence, still
denoted by (µn, n ∈ N) such that limn→∞ µn = µˆ inMF. In particular, we have limn→∞ µn = µˆ in
M. Since limn→∞ µn = µ in M by assumption, it follows that µˆ = µ. This proves that µ ∈ MF
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and that limn→∞ µn = µ in MF since the sequence (µn, n ∈ N) is relatively compact in MF and
has only one limit point µ. 
The compactness criterion of Proposition A.2 yields a tightness criterion for random measures
in MF.
Proposition A.4. Let Ξ be a family of MF-valued random variables.
(i) The family Ξ is tight (in distribution) in MF if and only if for every f ∈ F, the family
{fξ : ξ ∈ Ξ} is tight (in distribution) in M, i.e. if and only if
lim
r→∞ supξ∈Ξ
P (ξ(f) > r) = 0 (A.3)
and
inf
K∈K
sup
ξ∈Ξ
E
[
1 ∧
∫
Kc
f(x)ξ(dx)
]
= 0. (A.4)
(ii) If (H5) holds, then Ξ is tight (in distribution) in MF if and only if (A.3) holds for every
f ∈ F.
Proof. To prove (i), assume that Ξ is tight in MF. Since the mapping Ff : µ 7→ fµ is continuous
fromMF toM for every f ∈ F and since tightness is preserved by continuous mappings, it follows
that the family Ff (Ξ) = {fξ : ξ ∈ Ξ} is tight in M for every f ∈ F. The result now follows from
Theorem 4.10 in [30].
Conversely, assume that (A.3) and (A.4) hold for all f ∈ F and let ε > 0. Let {fk : k ∈ N∗} be
an enumeration of F. We set for k ∈ N∗:
Ck = k
(
1 + sup
j≤k, fk∈F⋆(fj)
‖fj/fk‖∞
)
,
with the convention that sup ∅ = 0. For every k ∈ N∗, there exists rk > 0 and a compact set
Kk ∈ K such that
sup
ξ∈Ξ
P (ξ(fk) > rk) ≤ ε
2k
and sup
ξ∈Ξ
E
[
1 ∧
∫
Kc
k
fk(x)ξ(dx)
]
≤ ε
Ck2k
·
Set
Aε =
⋂
k∈N∗
{
µ ∈MF : µ(fk) ≤ rk and
∫
Kc
k
fk(x)µ(dx) ≤ 1
Ck
}
.
Then for every ξ ∈ Ξ, we have
P (ξ ∈ Acε) = P
(
∃k ∈ N∗, ξ(fk) > rk or
∫
Kc
k
fk(x)ξ(dx) >
1
Ck
)
≤ ∑
k∈N∗
P (ξ(fk) > rk) +
∑
k∈N∗
P
(∫
Kc
k
fk(x)ξ(dx) >
1
Ck
)
≤ 2ε,
where in the last inequality we used that
P
(∫
Kc
k
f(x)ξ(dx) >
1
Ck
)
= P
(
1 ∧
∫
Kc
k
fk(x)ξ(dx) >
1
Ck
)
≤ Ck E
[
1 ∧
∫
Kc
k
fk(x)ξ(dx)
]
≤ ε
2k
·
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Thus, to prove that Ξ is tight in MF, it remains to show that Aε ⊂MF is relatively compact.
We have supµ∈Aε µ(fk) ≤ rk < ∞ so that the family {fkµ : µ ∈ Aε} is bounded for every k ∈ N∗.
Moreover, for every i ≥ k such that fi ∈ F⋆(fk), we have
sup
µ∈Aε
∫
Kci
fk(x)µ(dx) ≤ ‖fk/fi‖∞ sup
µ∈Aε
∫
Kci
fi(x)µ(dx) ≤ 1
i
·
This implies that infK∈K supµ∈Aε
∫
Kc fk(x)µ(dx) ≤ 1/i for i ≥ k such that fi ∈ F⋆(fk). Since there
are infinitely many such i, we deduce that
inf
K∈K
sup
µ∈Aε
∫
Kc
fk(x)µ(dx) = 0,
i.e. the family {fkµ : µ ∈ Aε} is tight. As this holds for all k ∈ N∗, we get by Proposition A.2
that Aε is relatively compact in MF (in fact, Aε is compact as it is closed). This proves (i). The
proof of (ii) is similar. 
We now give a sufficient condition for tightness in the space MF.
Corollary A.5. Assume that (H5) holds. Let Ξ be a family of MF-valued random variables such
that for every f ∈ F,
sup
ξ∈Ξ
E [ξ(f)] <∞. (A.5)
Then Ξ is tight (in distribution) in MF.
Proof. By the Markov inequality, we have for every f ∈ F,
sup
ξ∈Ξ
P (ξ(f) > r) ≤ 1
r
sup
ξ∈Ξ
E [ξ(f)] −−−→
r→∞ 0.
This proves that Ξ is tight in MF by Proposition A.4-(ii). 
We denote by B (resp. BF) the Borel σ-field on (M, dBL) (resp. on (MF, dF)). We also denote
by Btr = {A ∩MF : A ∈ B} the trace σ-field of B on MF.
Lemma A.6. We have BF = Btr.
Proof. Step 1. We first prove that MF is a Borel subset in M. For g ∈ B+(S), we consider
the function Θg defined on M by Θg(µ) = gµ. Denote Bb+ = Bb(S) ∩ B+(S) the set of bounded
nonnegative measurable functions defined on S. We follow the proof of [9, Theorem 15.13] to
prove that, for every g ∈ Bb+, Θg is a measurable function from M to M. Denote by F = {g ∈
Bb+ : Θg is measurable}. The function Θg is continuous for g belonging to Cb+ = Cb(S) ∩ C+(S).
Furthermore, the set F is closed under bounded pointwise convergence: if gn → g pointwise,
with g ∈ Bb+ and (gn, n ∈ N) a bounded sequence of elements of F (i.e. supn∈N ‖gn‖∞ < ∞),
then Θg(µ) = limn→∞Θgn(µ) by dominated convergence and thus g belongs to F . An immediate
extension of [9, Theorem 4.33] gives that Bb+ ⊂ F .
We then deduce that the function θg : M → [0,+∞] defined by θg(µ) = gµ(1) = µ(g) is
measurable for every g ∈ Bb+, and as g ∈ B+(S) is the limit of g ∧ n ∈ Bb+ as n goes to infinity,
we deduce by monotone convergence that θg = limn→∞ θg∧n, and thus θg is measurable for every
g ∈ B+(S). By definition of MF, we have that MF = ⋂f∈F θ−1f (R+), and thus MF is a Borel
subset in M.
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Step 2. We prove that for every µ ∈ MF, the mapping ν 7→ dF(µ, ν) defined on MF is Btr-
measurable. Let g ∈ Bb+. Since the function Θg is measurable from M to itself by step 1, it is
B/B-measurable. By definition of the trace σ-field, it follows that the mapping Θg from MF to
M is Btr/B-measurable. Let f ∈ F. By monotone convergence we get that Θf = limn→∞Θf∧n,
and thus Θf is Btr/B-measurable.
Since µ ∈ MF, we have fµ ∈ M and the mapping π 7→ dBL(fµ, π) from M to R is continuous
hence B-measurable. Thus, by composition we get that the mapping ν 7→ dBL(fµ, fν) from MF
to R is Btr-measurable. Finally, the mapping ν 7→ dF(µ, ν) from MF to R is Btr-measurable as a
sum of Btr-measurable mappings.
Step 3. We conclude the proof of the lemma. For every µ ∈MF and every ε > 0, we have
B(µ, ε) = {ν ∈MF : dF(µ, ν) < ε} ∈ Btr
by Step 2. Since MF is a Polish space, every open set is the countable union of open balls and it
follows that every open set lies in Btr. Hence we get BF ⊂ Btr.
Conversely, notice that the identity mapping from (MF, dF) to (MF, dBL) is continuous. There-
fore, if V ⊂M is an open set, V ∩MF is open in (MF, dBL) hence also in (MF, dF). In particular,
we have V ∩MF ∈ BF. Since this is true for every open set V ⊂M, we deduce that Btr ⊂ BF. 
The following two results are a direct consequence of Lemma A.6.
Corollary A.7. Let ξ be a M-valued random variable such that a.s. ξ(f) < ∞ for every f ∈ F.
Then ξ is a MF-valued random variable. Conversely, if ξ is a MF-valued random variable then ξ
is also a M-valued random variable.
Corollary A.8. Let ξ and ζ be MF-valued random variables. Then the following conditions are
equivalent:
(i) ξ
(d)
= ζ when viewed as MF-valued random variables.
(ii) ξ
(d)
= ζ when viewed as M-valued random variables.
(iii) ξ(h)
(d)
= ζ(h) for every h ∈ Cb(S).
(iv) ξ(fh)
(d)
= ζ(fh) for every h ∈ Cb(S) and f ∈ F.
We now characterize convergence in distribution of random measures inMF. Recall that (H1)–
(H4) are in force.
Proposition A.9. Let ξn and ξ beMF-valued random variables. Then ξn converges in distribution
to ξ in MF if and only if ξn(fh) (d)−−−→
n→∞ ξ(fh) for every h ∈ Cb(S) and every f ∈ F.
Proof. Assume that ξn converges in distribution to ξ in MF. Let f ∈ F. Since F : µ 7→ fµ is
continuous from MF to M and ν 7→ ν(h) is continuous from M to R for every h ∈ Cb(S), it
follows that the mapping µ 7→ µ(fh) is continuous from MF to R. By the continuous mapping
theorem, we get ξn(fh)
(d)−→ ξ(fh).
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Conversely, for every f ∈ F, fξn and fξ areM-valued random variables, and we have ξn(fh) (d)−→
ξ(fh) for every h ∈ Cb(S). By [30, Theorem 4.11], this implies that fξn (d)−−−→
n→∞ fξ in the space M.
In particular, (fξn, n ∈ N) is tight (in distribution) in M for every f ∈ F. By Proposition A.4,
it follows that (ξn, n ∈ N) is tight in MF. Since MF is Polish, Prokhorov’s theorem ensures that
(ξn, n ∈ N) is relatively compact (in distribution) in MF. Let ξˆ be a limit point (in distribution)
of (ξn, n ∈ N). There exists a subsequence, still denoted by ξn, such that ξn (d)−→ ξˆ in MF. Let
h ∈ Cb(S). Applying the first part of the proof, we get that ξn(fh) (d)−−−→
n→∞ ξˆ(fh) for every f ∈ F.
Therefore, we have ξˆ(fh)
(d)
= ξ(fh) for every h ∈ Cb(S). It follows from Corollary A.8 that ξˆ (d)= ξ in
MF. Thus the sequence (ξn, n ∈ N) is relatively compact and has only one limit point ξ in MF.
This proves the result. 
We state now the main result of this section. Recall that (H1)–(H4) are in force.
Proposition A.10. Let (ξn, n ∈ N) be a sequence of MF-valued random variables and ξ be a
M-valued random variable such that ξn (d)−→ ξ in M and (ξn, n ∈ N) is tight (in distribution) in
MF. Then ξ is a MF-valued random variable and we have the convergence in distribution ξn (d)−→ ξ
in MF.
Proof. By assumption, the sequence (ξn, n ∈ N) is relatively compact (in distribution) in the space
MF. Let ξˆ ∈MF be a limit point in distribution and let h ∈ Cb(S). On the one hand, Proposition
A.9 applied with f = 1 yields the convergence ξn(h)
(d)−→ ξˆ(h). On the other hand, since ξn (d)−→ ξ
in M it follows that ξn(h) (d)−→ ξ(h). Therefore ξˆ(h) (d)= ξ(h) for every h ∈ Cb(S), i.e. ξˆ (d)= ξ in M.
Since the distribution of ξˆ is concentrated on MF, the same is true for ξ. In other words ξ ∈MF
a.s., and so ξ is a MF-valued random variable by Corollary A.7. Now, applying Corollary A.8 we
get ξˆ
(d)
= ξ in the space MF. Thus the sequence (ξn, n ∈ N) is relatively compact in MF and has
only one limit point ξ, so ξn
(d)−→ ξ in MF. 
The following special case is particularly useful. Recall that (H1)–(H4) are in force.
Corollary A.11. Assume that (H5) holds. Let (ξn, n ∈ N) and ξ be M-valued random variables
such that ξn
(d)−→ ξ in M and for every f ∈ F,
sup
n
E [ξn(f)] <∞. (A.6)
Then (ξn, n ∈ N) and ξ are MF-valued random variables and we have the convergence in distri-
bution ξn
(d)−→ ξ in MF. Moreover, for every f ∈ F, we have
E [ξ(f)] ≤ lim inf
n→∞ E [ξn(f)] <∞.
Furthermore, if (E [ξn(•)] , n ∈ N) converges to E [ξ(•)] in M then the convergence actually holds
in MF.
Proof. The random variable ξn is M-valued and satisfies ξn(f) < ∞ a.s. since E [ξn(f)] < ∞ for
every f ∈ F, so by Corollary A.7, ξn is a MF-valued random variable. By Corollary A.5, the
assumption (A.6) implies that (ξn, n ∈ N) is tight (in distribution) in MF. Therefore Proposition
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A.10 applies and gives the convergence in distribution ξn
(d)−→ ξ in MF. Moreover, Skorokhod’s
representation theorem in conjunction with Fatou’s lemma implies that for every f ∈ F,
E [ξ(f)] ≤ lim inf
n→∞ E [ξn(f)] <∞.
Now set µn = E [ξn(•)] and µ = E [ξ(•)] and assume that µn → µ in M. Notice that the
assumption (A.6) implies that µn ∈ MF for every n ∈ N and that the sequence of measures
(fµn, n ∈ N) is bounded for every f ∈ F. Thus Corollary A.3 gives the convergence limn→∞ µn = µ
in MF. 
Appendix B. Sub-exponential tail bounds for the height of conditioned BGW
trees
Assume that ξ satisfies (ξ1) and (ξ2) and denote by τn a BGW(ξ) tree conditioned to have n
vertices. Then by [34, Theorem 1] which is stated for the aperiodic case but is trivially extended
to the general case, for every α ∈ (0, γ/(γ − 1)), there exist two constants C0, c0 > 0 such that for
every y ≥ 0 and every n ∈ ∆
P
(
bn
n
h(τn) ≤ y
)
≤ C0 exp
(
−c0y−α
)
. (B.1)
We will show that under the stronger assumption (ξ2)′, the previous inequality holds with α =
γ/(γ − 1). Since the finite variance case has already been treated in [5], we assume henceforth
that ξ has infinite variance.
Recall that L is a slowly varying function such that E
[
ξ21{ξ≤n}
]
= n2−γL(n). On the other
hand, the slowly varying function appearing in the appendix of [34], which we denote by K,
satisfies Var
(
ξ1{ξ≤n}
)
= n2−γK(n). Since Var(ξ) = +∞, we have as n goes to infinity that
E
[
ξ21{ξ≤n}
]
∼ n2−γK(n) + 1 ∼ n2−γK(n),
see the appendix in [34]. Therefore, we get K(n) ∼ L(n) and K is bounded above.
Following the proof of [34, Theorem 1] to get (B.1) holds for α = γ/(γ − 1), it is enough to
prove the analogue of Proposition 8 therein with α = γ/(γ − 1), that is Proposition B.1 below.
Let (Wn, n ∈ N) be a random walk with starting point W0 = 0 and jump distribution ξ − 1.
Proposition B.1. Assume that ξ satisfies (ξ1) and (ξ2)′. There exist two constants C0, c0 > 0
such that for every u ≥ 0 and every n ≥ 1,
P
(
min
1≤i≤n
Wi ≤ −ubn
)
≤ C0 exp
(
−c0uγ/(γ−1)
)
. (B.2)
Proof. Note that P (min1≤i≤nWi ≤ −ubn) = 0 if ubn > n, so that it is enough to prove (B.2) for
1 ≤ u ≤ n/bn. Write, for h > 0
P
(
min
1≤i≤n
Wi ≤ −ubn
)
= P
(
max
1≤i≤n
e−hWi ≥ ehubn
)
≤ e−hubn E
[
e−hWn
]
= e−hubn E
[
e−hW1
]n
, (B.3)
where the inequality follows from Doob’s maximal inequality applied to the submartingale (e−hWn,
n ∈ N). We shall apply (B.3) with h = εuη/bn where η = 1/(γ − 1) and ε > 0 is a constant to
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be chosen later. Note that γ/(γ − 1) = ηγ = 1 + η. Observe that εuη/bn is bounded uniformly in
1 ≤ u ≤ n/bn and n ≥ 1. Indeed, since bn ≥ bn1/γ , we have
uη
bn
≤
(
n
bn
)η 1
bn
≤ 1
b1+η
·
Therefore, by [34, Eq. (42)], we have for every n ≥ 1 and every 1 ≤ u ≤ n/bn
E
[
e−ε
uη
bn
W1
]
≤ exp
{
Cn
(
ε
uη
bn
)γ
K
(
bn
εuη
)}
≤ exp (C ′εγuηγ) ,
as K is bounded from above and bn ≥ bn1/γ . Thus, we deduce from (B.3) that for 1 ≤ u ≤ bn/n
P
(
min
1≤i≤n
Wi ≤ −ubn
)
≤ exp
(
− (ε− C ′εγ) u1+η
)
.
The conclusion readily follows by choosing ε > 0 small enough such that ε− C ′εγ > 0. 
Remark B.2. In fact, this proof is valid if we only assume that the slowly varying function L of
(ξ2)′ is bounded from above, in which case n−1/γbn is bounded below.
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