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Abstract: We describe on-shell methods for computing one- and two-loop anoma-
lous dimensions in the context of effective field theories containing higher-dimension
operators. We also summarize methods for computing one-loop amplitudes, which are
used as inputs to the computation of two-loop anomalous dimensions, and we explain
how the structure of rational terms and judicious renormalization scheme choices can
lead to additional vanishing terms in the anomalous dimension matrix at two loops.
We describe the two-loop implications for the Standard Model Effective Field Theory
(SMEFT). As a by-product of this analysis we verify a variety of one-loop SMEFT
anomalous dimensions computed by Alonso, Jenkins, Manohar and Trott.
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1 Introduction
Effective Field Theory (EFT) approaches have risen to prominence in recent years as a
systematic means for quantifying new physics beyond the Standard Model. The Stan-
dard Model Effective Field Theory (SMEFT) incorporates the effects of new physics
via higher-dimension operators built from Standard Model fields [1, 2]. The operators
are organized according to their dimension, which gives a measure of their importance
at low-energy scales. The SMEFT allows exploration of the effects of new physics with-
out requiring a complete understanding of the more fundamental high-energy theory.
While systematic, the SMEFT involves a large number of operators and free coeffi-
cients [3], making it useful to develop improved techniques for computing quantities
of physical interest and for understanding their structure. One such quantity is the
anomalous dimension matrix of the higher-dimension operators. The appearance of
anomalous dimensions implies that the Wilson coefficients of operators at scales ac-
cessible by collider experiments differ from those at the high-energy matching scale to
the more fundamental unknown theory. These also control operator mixing, provid-
ing important information on how experimental constraints from one operator affect
the coefficients of other operators. This makes evaluating the anomalous dimension
matrix a crucial aspect of interpreting results within the SMEFT. Towards this goal,
here we apply on-shell methods that greatly streamline the computation of anomalous
dimensions at one and two loops and expose hidden structure.
A systematic and complete computation of the one-loop anomalous dimension ma-
trix for dimension-six operators in the SMEFT is found in the landmark calculations
of Refs. [4]. Besides their importance for interpreting experimental data, these cal-
culations reveal a remarkable structure with the appearance of nontrivial zeros in the
anomalous dimension matrix [5]. These one-loop zeros have been understood as stem-
ming from selection rules that arise from supersymmetry embeddings [6], helicity [7],
operator lengths [8], and angular momentum [9]. Perhaps even more surprisingly, non-
trivial zeros in the anomalous dimension matrix of the SMEFT appear at any loop
order and for operators of any dimension [8]. In addition, a surprising number of the
associated one-loop scattering amplitudes vanish as well [9, 10], suggesting additional
zeros may appear in the anomalous dimensions at two loops. Here we apply on-shell
methods to identify a new set of vanishing terms in the two-loop anomalous dimension
matrix of the SMEFT. As a by product of our two-loop study, we also confirm many
one-loop anomalous dimensions computed in Refs. [4], via both the generalized unitar-
ity method [11] and an elegant new unitarity-based method due to Caron-Huot and
Wilhelm for directly extracting anomalous dimensions from cuts [12], which builds on
insight developed in earlier work on N = 4 super-Yang-Mills theory [13].
On-shell methods have proven to be quite useful in a variety of other settings,
including collider physics (see e.g. Refs. [14]), ultraviolet properties of (super)gravity
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(see e.g. Refs. [15–18]), theoretical explorations of supersymmetric gauge and gravity
theories (see e.g. Refs. [19, 20]), cosmological observables (see e.g. Refs. [21, 22]), and
gravitational-wave physics (see e.g. Refs. [23]). They have also been used as a convenient
means for classifying interactions in EFTs such as the SMEFT [24]. In addition, general
properties of the S-matrix, such as unitarity, causality and analyticity have been used
to constrain Wilson coefficients of EFTs [25], including the SMEFT [26].
In the context of anomalous dimensions and renormalization-group analyses, uni-
tarity cuts give us direct access to renormalization-scale dependence. After subtracting
infrared singularities, the renormalization-scale dependence can be read off from re-
maining dimensional imbalances in the arguments of logarithms [16]. The direct link
between anomalous dimensions at any loop order and unitarity cuts is made explicit in
the formulation of Caron-Huot and Wilhelm [12]. In carrying out our two-loop analysis
we make extensive use of their formulation. Very recently the same formalism and
general set of ideas was applied in Refs. [27, 28] to compute certain SMEFT anomalous
dimensions.
In general, two-loop unitarity cuts include both three-particle cuts between two
tree-level objects, as well as two-particle cuts between tree-level and one-loop objects.
Consequently, our exploration of two-loop anomalous dimensions will require comput-
ing one-loop matrix elements first. On-shell methods, in particular generalized uni-
tary [11, 29, 30], are especially well suited for this task. Because we feed one-loop ma-
trix elements into higher-loop calculations, we find it convenient to use D-dimensional
techniques which account for rational terms. To carry out the integration, we decom-
pose the integrands into gauge-invariant tensors along the lines of Refs. [31, 32]. In
this form, the integrands can be straightforwardly reduced to a basis of scalar integrals
using integration by parts technology (as implemented, e.g., in FIRE [33]). These one-
loop amplitudes are among the building blocks that feed into the two-loop anomalous
dimension calculation.
Using the unitarity-based formalism, we indeed find that many potential contri-
butions to the two-loop anomalous dimension matrix vanish for a variety of reasons,
including the appearance of only scaleless integrals [8], color selection rules, vanishing
rational terms at one loop, as well as appropriate renormalization scheme choices at
one loop. These vanishing contributions go beyond those identified in our previous pa-
per [8]. Of the new vanishings, perhaps the most surprising is the finding that additional
zeros can be induced at two loops by slightly adjusting the MS renormalization scheme
at one loop. This is tied to the fact that two-loop anomalous dimensions and local
rational contributions to one-loop amplitudes are scheme dependent, and can therefore
be set to zero by appropriate finite shifts of operator coefficients, or, equivalently, by a
finite renormalization of the operators, or the addition of finite local counterterms.
For simplicity, we use a non-chiral version of the Standard Model, with zero quark
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masses and Yukawa couplings and without an Abelian sector, but point out overlap
with the SMEFT. We note that although we only utilize Dirac fermions here, on-shell
methods are well suited for dealing with chiral fermions as well (see e.g. Refs. [14, 29]).
In any case, this model is a close enough cousin of the SMEFT that we can directly
compare to a variety of one-loop SMEFT anomalous dimensions calculated in Refs. [4]
and make some predictions about the structure of the two-loop anomalous dimension
matrix. (See Section 5 and in particular Table 6.)
The paper is organized as follows. In Section 2, we explain our conventions, list the
higher-dimensional operators in our simplified version of the SMEFT, and summarize
the on-shell methods that we use to obtain anomalous dimensions. In Section 3 we
explain the use of generalized unitarity in constructing full one-loop amplitudes, and
we discuss the appearance of numerous zeros in the rational terms of the amplitudes. We
also explain how finite counterterms can produce additional zeros in the rational terms
of many of the one-loop amplitudes. Examples of additional vanishing contributions
to the two-loop anomalous dimension matrix are presented in Section 4, including
those that arise from finite counterterms at one-loop. In Section 5 we discuss the
overlap between our simplified model and the full SMEFT in the basis of operators
used in Refs. [4], and discus the implications of our results for the latter theory. We
give our conclusions in Section 6. Appendix A explains the projection method used
for integration in detail and lists the gauge invariant basis tensors. The explicit D-
dimensional forms of the full one-loop amplitudes, as well as their four-dimensional
finite remainders, are relegated to the ancillary files [34] and Appendix B, respectively.
2 Setup and formalism
We now present our conventions and explain the on-shell formalisms that we use for
obtaining the anomalous dimensions. One procedure for doing so is to extract them
from ultraviolet divergences in amplitudes. This procedure follows the generalized
unitarity method for assembling scattering amplitudes from their unitarity cuts [11,
11, 14, 29]. While we describe the procedure for obtaining the anomalous dimensions
in the current section, we leave a more detailed discussion of the generalized unitarity
method for Section 3, where it will be used to construct full amplitudes.
As a second method, we apply the recent formalism of Caron-Huot and Wil-
helm [12], which directly expresses the anomalous dimensions in terms of unitarity
cuts. This method is particularly effective for computing anomalous dimensions, and
is our preferred method beyond one loop. We show how this method helps clarify the
structure of the anomalous dimension matrix at two loops and exposes new nontrivial
zeros.
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2.1 Conventions and basic setup
To illustrate our methods we will consider a model with dimension-four Lagrangian
given by
L(4) = −1
4
F aµνF
aµν +DµϕD
µϕ− λ (ϕϕ)2 + i
Nf∑
m=1
ψm /Dψm , (2.1)
where the gauge field strength, F aµν , is in the adjoint representation of SU(N), while
ψm and ϕ are fundamental representation Dirac fermions and scalars, respectively.
The index m on the fermions denotes the flavor; for simplicity we take a single flavor
of scalars. The covariant derivative is given by
(Dµψm)i =
(
δij∂µ + ig
1√
2
T aijA
a
µ
)
(ψm)j , (2.2)
where T aij is the SU(N) generator. We normalize the generator in the standard ampli-
tudes convention by Tr[T aT b] = δab which differs from the usual textbook one, and we
define fabc = −iTr[[T a, T b]T c] and dabc = Tr[{T a, T b}T c] for later use.1
This model theory has the general structure of the Standard Model, but with all
masses and Yukawa couplings set to zero, and with only one gauge group. Here we also
use Dirac instead of chiral fermions; the basic methods apply just as well to cases which
include chiral fermions in the context of Standard Model calculations, as in Ref. [29].
To mimic the SMEFT we modify this Lagrangian by adding dimension-six opera-
tors supressed by a high-energy scale Λ:
L = L(4) + 1
Λ2
∑
k
c
(6)
i O(6)i , (2.3)
where the list of the operators that we consider here is given in Table 12. Note that
our simplified model contains representatives from all of the operator classes of the
basis used in Refs. [4], other than the classes ψ2Fϕ and ψ2ϕ3 (ψ2XH and ψ2H3 in the
notation of Refs. [4]), since operators in these classes must always have one uncharged
fermion. We defer a comparison to the full SMEFT to Section 5.
At first order in ci/Λ
2, renormalization induces mixing of the dimension-six oper-
ators, as parametrized by
c˙i ≡ ∂ci
∂ log µ
= cjγji . (2.4)
If the coefficient of operator Oj appears on the right-hand side of the RG equation
for the coefficient of operator Oi, as above, we say that Oj renormalizes Oi, or that
1Note that our structure constants, fabc, carry an extra factor of
√
2 relative to standard textbook
conventions [35].
2We note that Oϕ6 has no nonzero four-point amplitudes through two-loops, and therefore cannot
renormalize any of the other operators [8]. We still include it here for completeness.
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Label Operator
OF 3 13fabcF aµνF aνρF aρµ
O(ϕ2F 2)1 (ϕ†ϕ)F aµνF aµν
O(ϕ2F 2)2 dabc(ϕ†T aϕ)F bµνF cµν
O(D2ϕ4)1 (ϕ†Dµϕ)∗(ϕ†Dµϕ)
O(D2ϕ4)2 (ϕ†ϕ)(ϕ†ϕ)
Oϕ6 (ϕ†ϕ)3
Opr(Dϕ2ψ2)1 i(ϕ†(Dµ −
←−
Dµ)ϕ)(ψpγ
µψr)
Opr(Dϕ2ψ2)2 i(ϕ†(T aDµ −
←−
DµT
a)ϕ)(ψpT
aγµψr)
Omnpr(ψ4)1 (ψmγµψn)(ψpγµψr)
Omnpr(ψ4)2 (ψmγµT aψn)(ψpγµT aψr)
Table 1. List of dimension-six operators considered here. For simplicity, we take the fermions
to be Dirac. The labels mnpr are flavor indices and abc color indices. Note the operator OF 3
is normalized slightly differently than in Refs. [4], as are the color matrices T a in the operators
O(Dϕ2ψ2)2 and O(ψ4)2 . We will occasionally drop the ( )1 and ( )2 subscripts to refer to pairs
of operators collectively.
they mix under renormalization. Sometimes we write the corresponding anomalous
dimension as γi←j. In all tables which describe anomalous dimensions we will display
γ′ij = γ
T
ij to facilitate comparison with Refs. [4]. The anomalous dimension matrix γij
depends on the dimension-four couplings g and λ, in the combinations
g˜2 =
g2
(4π)2
, λ˜ =
λ
(4π)2
, (2.5)
which we sometimes refer to collectively as g(4).
We extract anomalous dimensions from both amplitudes and form factors. We
define a form factor with an operator insertion as
Fi(1
h1, ..., nhn; q) = 〈kh11 , ..., khnn |Oi(q)|0〉 , (2.6)
which are matrix elements between an on-shell state 〈k1, ..., kn|, with particles of mo-
menta {k1...kn} and helicities {h1...hn}, and an operator Oi that injects additional
off-shell momentum q. The states might also be dependent on the color and flavor
of the particles, but we leave this dependence implicit for the moment. Form factors
are especially useful when dealing with on-shell states with fewer than four particles,
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where kinematics would otherwise require the amplitude (with real momenta) to be
zero. From the perspective of form factors, we can think of an amplitude with an op-
erator insertion as a form factor, but where the higher-dimension operator injects zero
momentum, q = 0,
Ai(1
h1 , ..., nhn) = 〈kh11 , ..., khnn |Oi(0)|0〉 . (2.7)
When the inserted operator is the identity, we recover the usual scattering amplitude,
which depends only on the dimension-four couplings. We denote such an amplitude as
A(1h1, ..., nhn) = 〈kh11 , ..., khnn |0〉 = 〈kh11 , ..., khii |M| − k−hi+1i+1 , . . . ,−k−hnn 〉 . (2.8)
Unless otherwise stated, we use an all outgoing convention where all the particles are
crossed to the final state. When crossing fermions there are additional signs on the
right-hand side of Eq. (2.8) that we leave implicit here. In general we can write the
form factors (and amplitudes) as color-space vectors,
Fi(1, . . . , n) =
∑
j
C[j]Fi [j](1, . . . , n) , (2.9)
where the C[i] are a set of independent color factors. In the context of amplitudes,
these correspond to color-ordered [36] or, more generally, primitive [37] amplitudes.
The color factors C[i] depend on which particles of the amplitude are in the adjoint or
fundamental representation of SU(N). Here, we only need the decomposition into a
basis of color factors without using special properties of the coefficients. For the various
processes we consider, the tree and one-loop amplitudes are listed in Appendix B.
We use the conventional dimensional regularization and MS-like schemes through-
out, in which the amplitudes and form factors, Fi satisfy the renormalization-group
equations [
(µ∂µ + β ∂) δij +
(
γUV − γIR)
ij
]
Fj = 0, (2.10)
where ∂µ := ∂/∂µ, ∂ := ∂/∂g
(4), β := β(g(4)) is the β-function of the collection of
marginal couplings, γUVij are the anomalous dimensions of the higher-dimension oper-
ators, and γIRij are the IR anomalous dimensions, arising from soft and/or collinear
divergences3. For later convenience, we introduce the shorthand
∆γ = γUV − γIR . (2.11)
The appearance of both kinds of anomalous dimensions stems from the fact that there
is a single dimensional-regularization parameter, ǫ = ǫUV = ǫIR, and single scale, µ =
µUV = µIR, for both the UV and IR divergences. As usual we take ǫ = (4−D)/2.
3The relative sign between UV and IR anomalous dimensions is merely a convention.
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The perturbative expansion of the different quantities we consider is denoted by
Fi = F
(0)
i + F
(1)
i + F
(2)
i + · · · ,
Ai = A
(0)
i + A
(1)
i + A
(2)
i + · · · ,
γij = γ
(1)
ij + γ
(2)
ij + · · · ,
β = β(1) + β(2) + · · · , (2.12)
where each order in the expansion includes an additional power of the dimension-four
couplings, g(4), as defined in Eq. (2.5), compared to the previous order. Since the
operators we consider here have a least four fields, except for the F 3 case, any of the
generated four-point tree amplitudes are local, and directly correspond to the operator.
The amplitudes generated by the F 3 operator also contain a vertex obtained from the
dimension-four operators. Thus, the four-point tree amplitudes have no powers of g(4),
with the exception of the four-point amplitudes generated from the F 3 operator.
2.2 Anomalous dimensions from UV divergences
Anomalous dimensions are traditionally extracted from countertems associated to UV
divergences. For instance, in Refs. [4] the full one-loop anomalous dimension matrix
of the SMEFT was calculated by extracting the 1/ǫ divergences of the one-particle
irreducible (1PI) diagrams that generate the one-loop effective action in the background
field method. Alternatively, one might extract the anomalous dimensions from on-
shell amplitudes. Here, we use the full one-loop amplitudes to calculate the one-loop
anomalous dimension matrix of our model, and thereby verify a representative set of
the anomalous dimensions calculated in Refs. [4].
An efficient way of determining UV divergences at one loop was presented for the
β-function in Ref. [38]. Here we adopt this method to calculate one-loop anomalous
dimensions. In general, the renormalization of Oi by Oj at one loop is determined by
calculating the matrix element with external particles corresponding to Oi, but with
an insertion of Oj . In general, one-loop matrix elements can be expressed in terms of
a basis of scalar integrals
A
(1)
i =
∑
s
as4, i I4,s +
∑
s
as3, iI3,s +
∑
s
as2, iI2,s , (2.13)
comprised of boxes I4,s, triangles, I3,s, and bubbles, I2,s, where the corresponding co-
efficients, asi , b
s
i and ci are gauge invariant and generically depend on color and the
dimensional regularization parameter ǫ. The integrals can then be expanded in ǫ,
producing both UV and IR poles in ǫ. Only the scalar bubble integrals contain UV
divergences, so we write a formula for the anomalous dimensions in terms of the bubble
coefficients as2, i, whose ǫ dependence can be ignored for this purpose. However, some
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care is required because of cancellations between UV and IR divergences. We delay a
detailed discussion of the infrared structure of the amplitudes to Section 3. For the
moment, we just recall that the 1/ǫ pole in the bubble integrals in Eq. (2.13) does not
contain the full UV divergence of the amplitude. The reason for this is that there is
an additional 1/ǫ pole which originates in bubble-on-external-leg diagrams, which are
scaleless and set to zero in dimensional regularization because of a cancellation of UV
and IR poles, ∣∣∣∣
p2=0
∝ 1
ǫUV
− 1
ǫIR
+ log
µ2UV
µ2IR
. (2.14)
Hence the bubbles on external legs give an additional UV contribution,
− 1
2ǫ
γIR (1)c A
(0)
i := −
1
2ǫ
∑
p
γIRc, pA
(0)
i , (2.15)
where γcp is the so-called collinear anomalous dimension of particle p, and the sum is
over all external states of the tree amplitude. For the vectors, fermions and scalars in
our theory the collinear anomalous dimensions are given by [39]
γIR (1)c, v = −g˜2b0 , γIR (1)c, f = −g˜23CF , γIR (1)c, s = −g˜24CF , (2.16)
where b0 = (11N − 2Nf − Ns/2)/3 is the coefficient in the one-loop β-function of g,
and CF = (N
2 − 1)/2N is the Casimir of the fundamental representation. While we
only consider one flavor of scalar in our model, we include the parameter Ns in the
β-function and elsewhere to track contributions from scalar loops.
In addition, there are contributions to the 1/ǫ UV pole proportional to the one-
loop β-function of the dimension-four couplings, related to the renormalization of such
couplings
1
2ǫ
(n− Li)β˜(1)A(0)i , (2.17)
where β˜(1) = β(1)/g(4), n is the number of external states and Li is the length of the
operator Oi, i.e., the number of fields it contains. We therefore conclude that the sum
over bubble coefficients is related to the UV anomalous dimensions by
1
(4π)2
∑
s
as2 ,i = −
1
2
[
γUVij − γIRc δij + (n− Li)β˜(1)δij
]
A
(0)
j . (2.18)
Similar formulas have recently been used in Ref. [28]. There are multiple methods by
which one might calculate these coefficients. We do so by using generalized unitar-
ity. For the purposes of extracting the UV divergences, it suffices to evaluate four-
dimensional cuts [7, 38]. However, we are interested in obtaining the full amplitudes,
including rational terms, as a stepping stone towards calculating two-loop anomalous
dimensions, so we use D-dimensional unitarity cuts as described in Section 3.
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The approach we outlined is very powerful at one loop, but at higher loops becomes
more difficult to use, because it requires two-loop integration. In particular, at higher
loops simple decompositions of integrals along the lines of Eq. (2.13) do not exist. One
might still construct the amplitudes using unitarity methods, and then extract their
UV divergences by carrying out the loop integration, but one would like a simpler
technique that avoids much of the technical complexity. Furthermore, to calculate two-
loop divergences, one must also keep track of evanescent one-loop subdivergences, which
contaminate the result. By an evanescent subdivergence we mean a subdivergence
whose corresponding counterterm vanishes in strictly four dimensions, but which cannot
be ignored in dimensional regularization (see e.g. Ref. [40, 41]). While not physical,
these evanescent subdivergences greatly complicate higher-loop calculations, and it is
better to use a method that avoids them, whenever possible. Ref. [16] gives a nontrivial
two-loop example for Einstein gravity showing how on-shell methods can efficiently
bypass evanescent effects [15] to determine renormalization-scale dependence.
2.3 Anomalous dimensions directly from unitarity cuts
Amuch more direct way to obtain anomalous dimensions is to focus on the renormalization-
scale dependence encoded in the logarithms, and not on the divergences. The loga-
rithms are detectable in four-dimensional unitarity cuts. Any dimensional imbalance
in the kinematic arguments of the logarithms must be balanced by renormalization-
scale dependence, so one can directly determine the renormalization-scale dependence
and any anomalous dimensions by collecting the contributions from unitarity cuts. For
example, this strategy has been used to greatly simplify the extraction of the two-loop
renormalization-scale dependence in Einstein gravity [16].
The formalism of Caron-Huot and Wilhelm [12] gives a rather neat way to carry
out this strategy , allowing us to extract the anomalous dimension at L-loops directly
from phase-space integrals of lower-loop on-shell form factors and amplitudes. Among
other useful features, this makes potential zeros in the anomalous dimension matrix
much more transparent than with conventional methods [8].
By considering the analyticity of the form factors with respect to complex shifts in
momenta, along with unitarity, Caron-Huot andWilhelm derived the following compact
equation:
e−iπDF ∗i = S F
∗
i , (2.19)
which relates the phase of the S-matrix, S, to the dilatation operator, D (ignoring
trivial overall engineering dimensions). The dilation operator acts on the conjugate
form factor F ∗i . Writing S = 1 + iM, Eq. (2.19) can be rewritten more practically as
(e−iπD − 1)F ∗i = iMF ∗i , (2.20)
– 10 –
Figure 1. Unitarity cut relevant for the extraction of anomalous dimensions from one-loop
form factors. The darker blobs indicate a higher-dimension operator insertion. The double-
lined arrow indicates the insertion of additional off-shell momentum from the operator. The
dashed line indicates the integral over phase space of the particles crossing the cut.
where the scattering amplitude, M, acts as a matrix on the form-factor, yielding its
imaginary part via the optical theorem4. The right-hand side of this equation is defined
to be a unitarity cut. As we discuss below, this equation precisely captures the notion
that the scale dependence of Fi is encoded in the coefficients of its logarithms. We
note that the use of the complex conjugate form factor, F ∗, only affects the imaginary
part, which do not affect our calculations through two loops. Therefore, we drop the
complex conjugation henceforth.
In dimensional regularization, the dilatation operator is related to the single renor-
malization scale, µ, as D = −µ∂µ, reflecting the fact that Fi can only depend on
dimensionless ratios sij/µ (ignoring the overall engineering dimensions), and that log-
arithms in sij kinematic variables must be balanced either by µ or by each other. The
dilatation operator then acts on the form factors as
DFi = −µ∂µFi = [∆γij + δijβ ∂]Fj, (2.21)
where we have used the renormalization-group equation (2.10). This, together with
equation (2.19), gives us a powerful means to extract anomalous dimensions.
While Eqs. (2.19) and (2.21) are valid non-perturbatively, we can expand in per-
turbation theory to obtain order-by-order expressions for the anomalous dimensions.
At one loop the expansion yields[
∆γ
(1)
ij + δijβ
(1)∂
]
F
(0)
j = −
1
π
(MFi)(1) , (2.22)
where the superscript denotes the order in perturbation theory. On the right-hand side
(MFi)(1) indicates
(MFi)(1) =
n∑
k=2
∑
c
(Mck→2)(0) ⊗ F (0)n−k+2 ,i , (2.23)
4In our notation the optical theorem states, 2ImF ∗i =MF ∗i for form factors or 2ImM =MM for
amplitudes.
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(a) (b) (c)
Figure 2. Unitarity cuts relevant for the extraction of anomalous dimensions from two-
loop form factors, using the same notation as in Figure 1. The darker blobs indicate a
higher-dimension operator insertion. The blobs with a hole indicate a one-loop form factor or
amplitude.
where the sums are over all kinematic channels and the ⊗ denotes a sum over interme-
diate two-particle states in the product. For a given kinematic channel this is given by
the Lorentz-invariant phase-space integral
(M1···kk→2)(0) ⊗ F (0)n−k+2 ,i =
∑∫
dLIPS2
∑
h1,h2
〈1 · · ·k|M|ℓh11 ℓh22 〉(0)〈ℓh11 ℓh22 · · ·n|Oi|0〉(0)
=
∑∫
dLIPS2
∑
h1,h2
A(0)(1, · · · , k,−ℓ−h11 ,−ℓ−h22 )F (0)i (ℓh11 , ℓh22 , · · · , n) , (2.24)
where the sum over helicities also includes a sum over different states crossing the cut.
In summary, (MFi)(1) corresponds to a sum over all one-loop two-particle unitarity
cuts, as depicted schematically in Figure 1.
After rewriting the expression in terms of four-dimensional spinors, the two-particle
phase-space integrals can be easily evaluated following the discussion of Ref. [12],(
λ′1
λ′2
)
=
(
cos θ − sin θ eiφ
sin θ e−iφ cos θ
)(
λ1
λ2
)
, (2.25)
where the λi and λ˜i = λ
∗
i spinors depend on the momenta of the external legs and the
λ′i and λ˜
′
i = λ
′
i
∗ spinors on the momenta of the cut legs. With this parametrization the
integration measure is simply,∫
dLIPS2 ≡ 1
16π
∫ 2π
0
dφ
2π
∫ pi
2
0
2 cos θ sin θdθ . (2.26)
In the definition of the phase-space measure, here we have included an additional
symmetry factor of 1/2, relative to the usual volume of two-particle phase space, i.e.,
8π. This is generally convenient but requires some care when non-identical particles
cross the cut, where we will need to multiply by two to cancel the symmetry factor.
Next consider two loops. Expanding Eq. (2.20) through this order, we obtain[
∆γ
(1)
ij + δijβ
(1)∂
]
F
(1)
j +
[
∆γ
(2)
ij + δijβ
(2)∂
]
F
(0)
j
− iπ 1
2
[
∆γ
(1)
ik + δikβ
(1)∂
] [
∆γ
(1)
kj + δkjβ
(1)∂
]
F
(0)
j = −
1
π
(MFi)(2) .
(2.27)
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On the right-hand side of this equation, (MFi)(2) denotes collectively the three two-loop
unitarity cuts displayed in Figure 2,
(MFi)(2) =
n∑
k=2
∑
c
[
(Mck→2)(1) ⊗ F (0)n−k+2 ,i + (Mck→2)(0) ⊗ F (1)n−k+2 ,i
+(Mck→3)(0) ⊗ F (0)n−k+3 ,i
]
. (2.28)
In the first term we find two-particle cuts composed of the one-loop amplitude and the
tree-level higher-dimension form factor depicted in Figure 2(a). These are
(M1···kk→2)(1) ⊗ F (0)n−k+2 ,i =
∫
dLIPS2
∑
h1,h2
〈1 · · ·k|M|ℓh11 ℓh22 〉(1) 〈ℓh11 ℓh22 · · ·n|Oi|0〉(0)
=
∫
dLIPS2
∑
h1,h2
A(1)(1, · · · , k,−ℓ−h11 ,−ℓ−h22 )F (0)i (ℓh11 , ℓh22 , · · · , n) . (2.29)
Similarly, the second term, shown in Figure 2(b), is a combination of cuts composed
by the tree-level amplitude and the one-loop higher-dimension operator, which are
(M1···kk→2)(0) ⊗ F (1)n−k+2 ,i =
∫
dLIPS2
∑
h1,h2
〈1 · · ·k|M|ℓh11 ℓh22 〉(1) 〈ℓh11 ℓh22 · · ·n|Oi|0〉(0)
=
∫
dLIPS2
∑
h1,h2
A(0)(1, · · · , k,−ℓ−h11 ,−ℓ−h22 )F (1)i (ℓh11 , ℓh22 , · · · , n) . (2.30)
Finally, the third term is composed of three-particle cuts involving two tree-level ob-
jects, as in Figure 2(c)
(M1···kk→3)(0) ⊗ F (1)n−k+3 ,i =
∫
dLIPS3
∑
h1,h2,h3
〈1 · · ·k|M|ℓh11 ℓh22 ℓh33 〉(0)〈ℓh11 ℓh22 ℓh33 · · ·n|Oi|0〉(0)
=
∫
dLIPS3
∑
h1,h2,h3
A(0)(1, · · · , k,−ℓ−h11 ,−ℓ−h22 ,−ℓ−h33 )F (0)i (ℓh11 , ℓh22 , ℓh33 , · · · , n) . (2.31)
A parameterization analogous to (2.25) for the three-particle cut is given in Ref. [12].
We will not evaluate any three-particle cuts in the present work, so we refer the reader
to this work for more details.
We can rearrange Eq. (2.27) to put it into a more convenient form for extracting
two-loop anomalous dimensions. First, note that the imaginary part of Eq. (2.27)
−iπ 1
2
[
∆γ
(1)
ik + δikβ
(1)∂
] [
∆γ
(1)
kj + δkjβ
(1)∂
]
F
(0)
j = −
1
π
Im(MFi)(2) , (2.32)
does not feature the two-loop anomalous dimensions. Using the optical theorem again,
we write its right-hand side in terms of unitarity cuts
Im(MFi)(2) = (MMFi)(2) , (2.33)
– 13 –
where the relevant cuts are the iterated two-particle cuts in Fig. 3. For instance
(MMFi)(2) contains terms of the form∫
dLIPS2dLIPS
′
2
∑
h1,h2
∑
h′
1
,h′
2
〈· · · |ℓh11 ℓh22 〉(0)〈ℓh11 ℓh22 · · · |ℓh
′
1
1′ ℓ
h′2
2′ 〉(0)〈ℓh
′
1
1′ ℓ
h′2
2′ · · · |Oi|0〉(0) , (2.34)
which correspond to cuts of the type in Fig. 3(a). Note that Eq. (2.33) does not include a
factor of 1/2 from the optical theorem because the imaginary part can arise from cutting
either the one-loop amplitude or form factor, which give identical contributions.
Eq. (2.32) does not contain the two-loop anomalous dimensions but instead cap-
tures the exponentiation of one-loop anomalous dimensions and the associated loga-
rithms. Nonetheless (2.33) can be used to simplify the real part of Eq. (2.27), which
yields [
∆γ
(1)
ij + δijβ
(1)∂
]
ReF
(1)
j +
[
∆γ
(2)
ij + δijβ
(2)∂
]
F
(0)
j (2.35)
= −1
π
Re(MFi)(2) = −1
π
(MFi −MMFi)(2) .
Note that the right-hand side can be rewritten using
(MFi −MMFi)(2) =
[(
M− 1
2
MM
)(
Fi − 1
2
MFi
)](2)
= [Re(M)Re(Fi)](2) ,
(2.36)
and with this we arrive at[
∆γ
(1)
ij + δijβ
(1)∂
]
ReF
(1)
j +
[
∆γ
(2)
ij + δijβ
(2)∂
]
F
(0)
j = −
1
π
[Re(M)Re(Fi)](2) . (2.37)
We use this equation to extract two-loop anomalous dimensions. In practice Eq. (2.37)
simply instructs us to drop the imaginary parts of the one-loop matrix elements when
calculating the cuts in Figs. 2(a) and 2(b). On the left-hand side, we now see the
appearance of one-loop anomalous dimensions and the β-function, as well as the one-
loop form factor F
(1)
i . The two-loop UV anomalous dimension γ
UV(2)
ij contained in ∆γ
(2)
ij
is the object of interest, but to extract it we first need to remove γ
IR(2)
ij , which requires
an understanding of the IR singularities, which we discuss below.
2.3.1 Simplifying strategies
A strategy that greatly simplifies the analysis is to choose an external state with the
minimal number of external legs that is sensitive to the operator of interest, i.e. select
the operator’s minimal form factor. In this way we can avoid terms of the form β(n)∂F
(0)
i
in Eqs. (2.27) and (2.37), since, under this choice, F
(0)
i is local, and thus does not
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(a) (b)
Figure 3. Iterated two-particle cuts that appear on the right-hand side of Eq. (2.33).
depend on the dimension-four couplings, g(4). This strategy was used in Ref. [8] to
prove nonrenormalization theorems at the first loop order where diagrams exist.
More generally, the β-function can no longer be eliminated by using minimal form
factors whenever the one-loop form factor with anOi insertion, F (1)i , produces a nonzero
result with the chosen external states. In addition, the β-function acting on the one-
loop anomalous-dimension matrix is nonzero if the matrix elements themselves are
nonzero. For example, to determine the renormalization of OF 3 by itself at two loops,
we would evaluate Eq. (2.37) with the external state 〈1+2+3+|. In this case the term
β(2)∂F
(0)
F 3
would vanish, though the term β(1)∂F
(1)
F 3
would remain.
Unlike the β-function, the IR anomalous dimensions are non-trivial to eliminate.
Ref. [12] removes them by subtracting, at the integrand level, form factors of global
symmetry currents, such as the stress-tensor, which are UV finite but contain the same
IR divergences. Alternatively, one can use the same on-shell methods to calculate them
and subtract them after integration. At one loop, the structure of infrared divergences
is well understood [42–44], and it is straightforward to subtract them after integra-
tion. We explain how to carry this out at the level of the amplitudes in the next
section. Furthermore, whenever we are interested in a leading off-diagonal element of
the anomalous dimension matrix, the IR anomalous dimensions does not appear, since
the infrared divergences are diagonal in the operators (excluding color).
Finally, form factors are useful for operators with only two or three external fields,
since they allow nonzero results when kinematics would otherwise set amplitudes with
fewer than four external particles to zero. Here we generally set the operator momentum
insertion q = 0 and work in terms of amplitudes whenever possible, i.e. whenever there
are four or more external states.
2.4 Comments on evanescent operators
When extracting anomalous dimensions from UV divergences in dimensional regulariza-
tion one must carefully keep track of evanescent operators [40, 41]. These operators are
non-trivial in D-dimensions, but whose matrix elements vanish for any choice of exter-
nal four-dimensional states. In the context of the SMEFT an example of an evanescent
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operator would be the Lorentz–Fierz identities
OFierz,L = (ψmL γµψnL)(ψpLγµψrL) + (ψpLγµψnL)(ψmL γµψrL) ,
OFierz,R = (ψmRγµψnR)(ψpRγµψrR) + (ψpRγµψnR)(ψmRγµψrR) , (2.38)
(where we raised the flavor indices for convenience) which are identically zero in four
but not in arbitrary dimensions. More generally one can easily construct such operators
by antisymmetrizing over five or more Lorentz indices. In the context of our model, an
example of such an evanescent operator is
(ψγ[αγµγνγσγρ]ψ)(ψγ
[αγµγνγσγρ]ψ) . (2.39)
One-loop diagrams might contain a 1/ǫ divergence proportional to the matrix ele-
ment of an evanescent operator. While this does not affect one-loop anomalous dimen-
sions because we can take the external states to be four-dimensional, when inserted
in a higher-loop diagram in the context of dimensional regularization such evanescent
operators are activated and can generate both UV divergent and finite contributions.
In fact, they are needed to properly subtract subdivergences. These effects must be
taken into account in order to correctly extract two-loop UV divergences and their
associated anomalous dimension. In practice we can deal with the effects of evanescent
operators [40, 41], but the number of them grows with dimension and loop order (espe-
cially in the presence of fermions). For this reason it would be desirable to avoid them
when possible, since they are a technical complication due to the use of dimensional
regularization, and ultimately we would expect that they do not affect the physics [15].
We expect the on-shell methods presented above to completely sidestep the issue
of evanescent operators when obtaining anomalous dimension, at least through two
loops. Ref. [16] provides a nontrivial demonstration that complications from evanes-
cent operators can be completely sidestepped using on-shell methods and by focusing
on renormalization-scale dependence instead of divergences. In the two-loop formu-
las used here, anomalous dimensions and associated logarithms are given directly in
terms of four-dimensional unitarity cuts of tree and one-loop objects. This automati-
cally eliminates most of the evanescent dependence, except for finite shifts in one-loop
matrix elements with evanescent operator insertions. We expect that any remaining
evanescent dependence in the one-loop amplitudes or form factors to be eliminated
by finite renormalizations [41]. Given the usual subtleties of dealing with evanescent
operators, it would, of course, be important to explicitly verify that including or not
including evanescent operators in the one- and two-loop anomalous dimension matrix
amounts to a scheme choice.
2.5 Anomalous dimensions and non-interference
As noted in Ref. [45] helicity selection rules imply the non-interference of SMEFT
tree-level matrix elements when constructing cross sections. This has important con-
– 16 –
sequences in the context of the SMEFT, where the possibility of measuring the coeffi-
cient of higher-dimension operators at colliders can be impacted by the vanishings in
the interference of the Standard-Model tree amplitudes and those of higher-dimension
operators, when computing cross sections. A connection between one-loop anomalous
dimension and interference terms can be seen in Eq. (2.22), where, upon setting q = 0,
the form factors become amplitudes and the right-hand side directly captures the inter-
ference of tree-level dimension-four and dimension-six amplitudes. Note that this holds
even when the anomalous dimension is not zero, in which case this equation relates the
interference terms to simpler objects, namely the one-loop anomalous dimensions and
tree-level matrix elements. Of course, in a realistic cross-section calculation one would
not integrate over the full phase space, due to experimental cuts.
At two loops the connection between zeros in the anomalous dimensions and
non-interference is not as direct, since it requires cancellations between both sides
of Eq. (2.27). Eq. (2.32) shows that, in general, the imaginary part of the interference
term is given by the square of one-loop anomalous dimensions times tree-level ma-
trix elements. Instead of non-interference, Eq. (2.35) shows that a vanishing two-loop
anomalous dimension would imply that the real part of interference term is simply is
related to the product of one-loop anomalous dimensions and one-loop matrix elements.
It would be interesting to further investigate the consequences stemming from these
observations, even in the presence of experimental cuts.
3 One-loop amplitudes and anomalous dimensions
In this section we describe our generalized unitarity calculation of the one-loop am-
plitudes with an insertion of a higher-dimensional operator in our simplified model.
We then extract the one-loop anomalous dimension matrix of this theory. Finally, we
comment on the structure of rational terms in the amplitudes and on the ability to
set some of them to zero with a judicious scheme choice. The results in this section
are building blocks needed for the two-loop analysis in the next section. In addition,
they provide one-loop anomalous dimensions that can be cross-checked against those
in Refs. [4].
3.1 One-loop amplitudes from generalized unitarity
The generalized unitarity method [11, 29, 30] for constructing one-loop amplitudes
can be found in various reviews, for example see Ref. [46], but here we briefly review
the procedure for the one-loop case. To construct the full one-loop amplitudes to all
orders in the dimensional-regularization parameter ǫ, we begin with the D-dimensional
four-point tree-level amplitudes with or without insertions of the dimension-6 operators
(given in Appendix B). By usingD-dimensional tree amplitudes, we ensure that the cuts
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appropriately capture the coefficients of the D-dimensional box, triangle, and bubble
scalar integrals that form a basis for the full one-loop amplitudes, as in Eq. (2.13).
In general, the coefficients have ǫ dependence, and expanding in ǫ produces rational
terms that would not automatically be included if a purely four-dimensional approach
to the cuts were used [11]. Besides ǫ, the coefficients only depend on the Mandelstam
invariants s = (k1 + k2)
2, t = (k2 + k3)
2 and u = (k1 + k3)
2.
We construct the cuts in the standard way. For example, the integrand-level s-
channel cut with an On operator insertion is given by∑
i
C[i]
([
ast4,n[i]I4,st + a
su
4,n[i]I4,su + a
s
3,n[i]I3,s + a
s
2,n[i]I2,s
] ∣∣∣
ℓ2=0
)
=
∑
states
∑
j
C[j]A(0)n (1, 2, ℓh11 , ℓh22 )[j]
∑
k
C[k]A(0)(−ℓh22 ,−ℓh11 , 3, 4)[k]
+
∑
states
∑
j
C[j]A(0)(1, 2, ℓh11 , ℓh22 )[j]
∑
k
C[k]A(0)n (−ℓh22 ,−ℓh11 , 3, 4)[k] ,
(3.1)
where the sum over states includes the helicity and the color, and, for this case, ℓ2 =
−(ℓ1+k1+k2). The C[i] are the appropriate color factors for the associated amplitudes.
Since the cut legs are on-shell, where ℓ21 = ℓ
2
2 = 0. Often, the external particles will
restrict A
(0)
n to be nonzero only for certain cuts or placements within the cuts, depending
on the field content of the operator inserted.
As an example, the cuts of the amplitude A
(1)
F 3
(1ψ2ψ3 4), are shown in Figure 4,
where the operator OF 3 should be inserted on either side of the cuts, when the tree
amplitudes exist. Other amplitudes with four-point operators require only the cuts cor-
responding to their correct external particles. The color factors C[j]C[k] can be reduced
to the appropriate color basis of the full amplitude, C[i], based on the external particles.
Doing so determines the contribution from each color-decomposed cut.
We evaluate the cuts using the D-dimensional state sum completeness relations,
ǫ∗µi ⊙ ǫνi =
∑
states h
ǫ
∗(h)µ
i ǫ
(h)ν
i = −gµν +
qµkνi + k
µ
i q
ν
q · ki ,
ui ⊙ ui =
∑
states h
u
(h)
i u
(h)
i = /ki ,
(3.2)
where q is an arbitrary reference vector with q2 = 0.
The next task is to merge the cuts and to integrate. One can merge the cuts
at the level of the integrand to find a single integrand that has the correct cuts in
all channels. However, is it is generally simpler to merge the integrated results from
each cut, treating each cut as an off-shell object, but dropping contributions that do
not have a cut in the given channel. Integration is done by projecting each cut for
a given process onto a basis of gauge-invariant tensors, as described in more detail in
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(a)
(b) (c)
(d) (e)
Figure 4. The necessary cut for constructing a two-fermion, two-vector amplitude. For an
amplitude with an insertion of a higher-dimension operator, one should insert the operator
into either side of the diagrams when possible. The wavy lines are vector bosons, the lines
with arrows fermions and the dashed lines scalars.
Appendix A. Although the methods we use to extract anomalous dimensions do not
require us to keep track of evanescent divergences, because the projection technique is
fully D dimensional, we track them and confirm that they do not enter our calculations
of various entries in the two-loop anomalous-dimension matrix. An alternative is to
use spinor-helicity methods [47] which are much more powerful when the number of
external legs increases. These have been successfully used for both chiral [29] and
higher-loop calculations [48], but then additional care is needed to deal with subtleties
that arise from using dimensional regularization.
After projection, the cut integrand is rewritten in terms of inverse propagators.
We reduce the remaining integrals to the basis of scalar integrals in Eq. (2.13) us-
ing integration by parts relations as implemented in FIRE [33]. Cut merging is then
straightforward, as the coefficients of integrals in the merged amplitude can be read
directly off the results from each cut, summed over the possible particles crossing the
cut. For example, the s-channel cut in Eq. (3.1) yields the coefficients of the s-channel
bubble and triangle, as well as those of the (s, t) and (s, u) boxes in Eq. (2.13).
The full set of D-dimensional four-point one-loop amplitudes for the dimension-six
operators in our model are given in the ancillary file [34]. These expressions are valid
to all orders in ǫ, but to obtain the finite, renormalized expressions needed to feed into
our calculation of two-loop anomalous dimensions, we need to subtract the UV poles.
The one-loop amplitudes are IR divergent. The IR singularities of gauge theories
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are well understood [39, 42–44], and can be expressed in terms of lower-loop amplitudes
involving the same operator insertion and external particles. The explicit form of the
one-loop infrared singularity, for example, is given by
A
(1)
i = I
(1)A
(0)
i , (3.3)
where the IR operator I(1) is given by [39, 42, 43]5
I
(1) =
eǫγE
Γ(1− ǫ)
n∑
p=1
∑
q 6=p
T p · T q
2
[
γ
IR (1)
cusp
ǫ2
− γ
IR (1)
c, p
T
2
p
1
ǫ
]( −µ2
2kp·kq
)ǫ
, (3.4)
where the sums are over external particles. The color charge T p = {T ap } is a vector
with respect to the generator label a and a SU(N) matrix with respect to the outgoing
particle p. The infrared divergence includes a 1/ǫ2 pole, with coefficient given by the
cusp anomalous dimension γ
IR (1)
cusp = 4g˜2, and 1/ǫ poles, with coefficient given by the
collinear anomalous dimension of particle p given in Eq. (2.16). By obtaining the IR
dependence of the one-loop amplitudes from Eq. (3.3), we can subtract it from the full
one-loop amplitudes. As always, the definition of the IR-divergent parts carries with it
some arbitrariness as to which finite pieces are included.6
The remaining poles in ǫ are UV poles, which we then match to the appropriate
tree-level counterterm amplitude containing an insertion of the operator Oj. A com-
plication is that there can be multiple operators corresponding to the same external
particle content, but with different color structures. Therefore, in these cases the co-
efficient of a single color factor in the loop amplitude is insufficient for the purpose of
determining the anomalous dimensions, and in principle all the color factors for the
given process and operator insertion must be considered simultaneously. For example,
the one-loop amplitude with an insertion of the O(Dϕ2ψ2)2 operator and four external
scalars determines the renormalization of both the O(D2ϕ4)1 and the O(D2ϕ4)2 operators,
where the operators are given in Table 1.
In some cases the IR structure is trivial, e.g. when the IR anomalous dimensions
are zero simply because there are no lower-loop amplitudes for a given operator and
given external state. Our examples in Section 4 follow this pattern. For instance, in
the example of O(D2ϕ4)1 renormalizing O(ψ4)1 at two loops, there is no tree level or
one-loop amplitude with an insertion of O(D2ϕ4)1 which has an external state of four
fermions, simply due to the lack of Feynman diagrams. Since the full IR dependence is
proportional to lower-loop amplitudes, this implies there cannot be an IR divergence
at two loops. This same reasoning underpinned the non-renormalization theorem in
Ref. [8]. More generally, one needs to account for the infrared singularities.
5The difference with the formulas in those references is due to our normalization of the SU(N)
generators.
6In physical quantities this arbitrariness cancels between real emission and virtual contributions.
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3.2 One-loop UV anomalous dimensions
After subtracting the IR singularities, the only remaining 1/ǫ poles in the amplitudes
correspond to the desired one-loop anomalous dimensions,
c˙F 3 = g˜
2(12N − 3b0)cF 3 ,
c˙(ϕ2F 2)1 = g˜
2
(
−5cF3 −
(3N2 − 7) + 2Nb0
N
c(ϕ2F 2)1 +
N2 − 4
N2
c(ϕ2F 2)2
)
+ λ˜ 4(1 +N)c(ϕ2F 2)1 ,
c˙(ϕ2F 2)2 = g˜
2
(
−NcF 3 + 2c(ϕ2F 2)1 +
2N2 − 5− 2Nb0
N
c(ϕ2F 2)2
)
+ λ˜ 4c(ϕ2F 2)2 ,
c˙(D2ϕ4)1 = g˜
2
(
3(N + 1)
N
c(D2ϕ4)1 +
2(N − 2)(Ns + 9)
3N
c(D2ϕ4)2 +
4
3
N − 2
N
cww(Dϕ2ψ2)2
)
+ λ 12c(D2ϕ4)1 ,
c˙(D2ϕ4)2 = g˜
2
(
36NCF − (2N − 1)(Ns + 9)
3N
c(D2ϕ4)2 +
3(N − 2)(N + 1)
2N
c(D2ϕ4)1
+
2(2N − 1)
3N
cww(Dϕ2ψ2)2
)
+ λ˜
(
2(N − 2)c(D2ϕ4)1 + 8(N + 1)c(D2ϕ4)2
)
,
c˙pr(Dϕ2ψ2)1 = 0 ,
c˙pr(Dϕ2ψ2)2 = g˜
2
(
1
3
Nsc(D2ϕ4)2δpr +
1
3
(−9N +Ns)cpr(Dϕ2ψ2)2 +
4
3
Nfc
ww
(Dϕ2ψ2)2
δpr
− 2
3
Nfc
pwwr
(ψ4)1
− 2
3
Nf
(
2cprww(ψ4)2 −
1
N
cpwwr(ψ4)2
))
,
c˙mnpr(ψ4)1 = g˜
26 (N
2 − 1)
N2
cmnpr(ψ4)2 ,
c˙mnpr(ψ4)2 = g˜
2
(
−Ns
3
(cmn(Dϕ2ψ2)2δpr + c
pr
(Dϕ2ψ2)2
δmn)
+
2
3
Nf (δmnc
pwwr
(ψ4)1
+ δprc
mwwn
(ψ4)1
) + 6cmnpr(ψ4)1 −
3
N
cmnpr(ψ4)2
+
2Nf
3N
(2N(δprc
mnww
(ψ4)2
+ δmnc
prww
(ψ4)2
)− (δprcmwwn(ψ4)2 + δmncpwwr(ψ4)2))
)
. (3.5)
Here Ns is left as a parameter to track contributions from scalar loops. In our model it
should be set to unity. These anomalous dimensions have been extracted directly from
the scattering amplitudes, and, as a cross-check, we also used the unitarity cut method
explained in the previous section [12] for computing directly the anomalous dimensions.
The structure of the anomalous dimension matrix is summarized in Table 2. It is worth
pointing out the simplicity in the renormalization and mixing of (Dϕ2ψ2)1 and (ψ
4)1,
which is due to these operators being a product of global symmetry currents, which
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F 3 (ϕ2F 2)1 (ϕ
2F 2)2 (D
2ϕ4)1 (D
2ϕ4)2 (Dϕ
2ψ2)1 (Dϕ
2ψ2)2 (ψ
4)1 (ψ
4)2
F 3 0 0 /0 /0 /0 /0 /0 /0
(ϕ2F 2)1 0 0 0 0 /0 /0
(ϕ2F 2)2 0 0 0 0 /0 /0
(D2ϕ4)1 0 0 0 0 /0 /0
(D2ϕ4)2 0 0 0 0 /0 /0
(Dϕ2ψ2)1 0 0 0 0 0 0 0 0 0
(Dϕ2ψ2)2 0 0 0 0 0
(ψ4)1 0 /0 /0 /0 /0 0 0 0
(ψ4)2 0 /0 /0 /0 /0 0
Table 2. Structure of the zeros in the one-loop anomalous dimension matrix. The /0 entries
indicate there are no contributing one-loop diagrams, whereas a 0 alone indicates that there are
one-loop diagrams that could contribute, but actually give a vanishing result. The operators
labeling the rows are renormalized by the operators labeling the columns.
heavily constrains the kind of states they can overlap with. This is special in our
model, which does not contain an Abelian gauge field. In the presence of the latter,
the operators would be a product of gauge symmetry currents (just like (Dϕ2ψ2)2 and
(ψ4)2) which are renormalized [49], so the anomalous dimension matrix will receive
contributions proportional to the Abelian gauge coupling.
We use these results to verify a representative set of the one-loop anomalous di-
mension calculated in Ref. [4], including entries from nearly all classes of operators.
Additional details about this verification is given in Section 5. This provides a non-
trivial check on our one-loop results, which we then feed into the two-loop anomalous
dimension calculations.
3.3 Structure of one-loop amplitudes and rational terms
After subtracting the infrared singularities and renormalization, the amplitudes are
finite. The full set of results for our renormalized and IR-subtracted amplitudes is
given in Appendix B. The renormalized helicity amplitudes include a large number
of zeros, including those which would otherwise be rational contributions. A number
of these zeros were pointed out in Ref. [10], and explained using angular-momentum
selection rules in Ref. [9]. These selection rules explain most, but not all, of the observed
zeros, leaving some “accidental” zeros, displayed as a blue 0 in Table 3. These zeros can
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F 3 L L R L R 0 L R R L 0 0 0 0
(ϕ2F 2)1 R 0 R L R 0 0 0 0 0 0 /0 /0 /0
(ϕ2F 2)2 R 0 R L L 0 0 0 0 0 0 /0 /0 /0
(D2ϕ4)1 /0 /0 /0 0 0 L0 /0 /0 /0 /0 0 /0 /0 /0
(D2ϕ4)2 /0 /0 /0 R 0 L0 /0 /0 /0 /0 L0 /0 /0 /0
(Dϕ2ψ2)1 /0 /0 /0 0 0 0 0 0 0 0 L0 0 0 0
(Dϕ2ψ2)2 /0 /0 /0 R 0 L0 R 0 0 R L0 L0 L0 L0
(ψ4)1 /0 /0 /0 /0 /0 /0 R 0 0 R L0 L L L
(ψ4)2 /0 /0 /0 /0 /0 /0 R 0 0 R L0 L L L
R: rational amplitude
L: amplitude with both logarithms and rational terms
/0: trivial zero, no contributing one-loop diagrams
0: zero explained by angular momentum selection rules [9]
0: zeros “accidental” to our model
0: zero from an appropriate local counterterm
L0 zero rational term from an appropriate local counterterm, logarithmic terms remain.
Table 3. Structure of the zeros, rational terms, and logarithms in the full one-loop helicity
amplitudes. In this table each entry indicates whether the operator of its row produces the
amplitude with external state corresponding to its column. V denotes a vector boson, ψ a
fermion and ϕ a scalar.
be considered an accident of the simplicity of our model. In each case, the entry directly
below the blue zero shows that while the accident holds for that particular operator,
another operator with identical particle content, but different color structure, produces
a nonzero result in MS. The reason for this is that only the first of each pair of
operators is a product of global symmetry currents in our model (c.f. our discussion in
Section 3.2). In a more general theory with an Abelian gauge field, one would expect
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that such zeros would not occur.
More interesting is the surprisingly large number of amplitudes—with shaded (red)
rectangles around 0 entries in Table 3—which do not evaluate to zero in the standard
MS renormalization scheme, but which are proportional to a linear combination of the
tree-level amplitudes of the dimension-six operators. These amplitudes can therefore be
set to zero by an appropriate choice of finite counterterms. This corresponds to a scheme
change, showing that these amplitudes are scheme dependent. Explicit examples of how
these rational shifts are related to the scheme dependence of the two-loop anomalous
dimensions is discussed at length in the next section.
Similarly, for a number of amplitudes (marked L0 and in a shaded red rectangle in
Table 3), all rational terms in the amplitude can be removed with an appropriate choice
of finite counterterms, leaving behind logarithmic terms which cannot be subtracted in
this way. These logarithmic terms do not appear to be of the right form to produce
local results, so we may expect that they also do not produce contributions to the two-
loop anomalous dimensions via Eq. (2.37). It would be interesting to investigate this,
but we refrain from doing so here. Remarkably, only a small number of the one-loop
amplitudes contain rational terms that cannot be removed via finite counterterms.
As expected, however, some amplitudes do contain non-local rational amplitudes,
prohibiting such a simple subtraction by a local counterterm. It is interesting to note
that all the nonzero rational amplitudes of (D2ϕ4)2, (Dϕ
2ψ2)2, (ψ
4)1 and (ψ
4)2 are non-
local but can be individually set to zero by the introduction of an F 3 finite counterterm.
This procedure, however, will always introduce new diagrams which make other /0
entries in the same row nonzero. For example, since the F 3 tree contains nonzero
four-vector tree amplitudes, entries in these columns will no longer be zero. Another
interesting observation is that the UV divergence in the only nonzero amplitude of
(Dϕ2ψ2)1 cancels between terms, but the logarithms remain.
The vanishing one-loop amplitudes strongly suggests that many contributions to
the two-loop anomalous dimension matrix should vanish, beyond those identified in
Ref. [8]. For many of the two-loop anomalous dimensions, these zeros imply that the
only contribution to the final result comes from the three-particle cut, making their
evaluation much simpler than expected, since only four-dimensional tree-level objects
are involved. In a number of cases, including multiple examples in Section 4, the
three-particle cut also vanishes, thereby immediately implying that the corresponding
two-loop anomalous dimension is zero. Of course, the amplitudes corresponding to
the entries of Table 3 with shaded (red) rectangles are not zero when working strictly
in MS, so one would need to evaluate the two-particle cuts in order to determine the
corresponding anomalous dimensions in this scheme.
Finally, the appearance of many zeros in Table 3 suggests that even more zeros
in the two-loop anomalous dimension might be found by using the helicity selection
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rules of Ref. [7] or the angular momentum conservation rules of Ref. [9], given that the
remaining three-particle cut only involves four-dimensional tree amplitudes, which are
often restricted by these selection rules.
4 Two-loop zeros in the anomalous dimension matrix
In this section we use the results of the previous section and the tools in Section 2.3 to
obtain two-loop anomalous dimensions in our simplified theory. These calculations will
unveil a number of mechanisms that give rise to a wealth of new zeros in the two-loop
anomalous dimension matrix. As mentioned in the previous section, two-loop anoma-
lous dimensions are scheme dependent7 This makes the question of whether a two-loop
anomalous dimension is zero somewhat ill-defined. We will show explicit examples of
anomalous dimensions that are nonzero in the MS scheme, but for which we can find
a scheme in which they are zero. In addition, we demonstrate the cancellation of log-
arithms in the evaluation of Eq. (2.37) when they appear. For simplicitly, throughout
this section, we assume the case of a single flavor of fermion, drop the flavor indices, and
set Nf = Ns = 1. In all the cases we consider here, the one-loop amplitudes required
for the two-loop computation are infrared finite, simplifying the discussion.
4.1 Zeros from length selection rules
First we summarize the results of our previous paper, which points out a set of nontriv-
ial zeros in the two-loop anomalous dimension matrix of generic EFTs [8]: operators
with longer length—those with more field insertions—are often restricted from renor-
malizing operators with shorter length, even if Feynman diagrams exist. Specifically,
for operatorsOl and Os, with lengths l(Ol) and l(Os), Ol can renormalize Os at L loops
only if the inequality L > l(Ol)− l(Os) is satisfied. This implies, for example, that the
operator Oϕ6 cannot renormalize any of the other operators in our model (Table 1) at
two loops. This is due to the fact that any two-loop diagram with an insertion of Oϕ6
and four external particles must contain a scaleless integral, which evaluates to zero
in dimensional regularization. This implies that the anomalous dimensions vanish, if
there are no IR divergences. In this case the lack of infrared singularities follows from
the fact that they are proportional to the corresponding lower-loop amplitudes, which
vanish due to the lack of diagrams when the bound is not satisfied.
In addition, as shown in Ref. [8], in a theory with multiple types of fields, such as
the SMEFT, additional vanishing can occur at loop orders higher than indicated by the
above bound. In general, whenever the only diagrams one can draw with an insertion
of Ol and the external particles of Os always involve scaleless integrals, then there will
be no renormalization of Os by Ol. In the language of Section 2.3, this happens because
7This is in contrast to the β-function, which is scheme dependent starting at three loops [35, 50].
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there are no nonzero cuts on the right-hand side of Eq. (2.37) or the higher loop analog.
Iteration pieces on the left-hand-side of Eq. (2.37)—terms other than γ
(L)
s←lF
(0)
s —are
also set to zero by the presence of scaleless integrals. Examples of this form of the rule
in effect include the lack of two-loop renormalization of OF 3 by ODϕ2ψ2 ,OD2ϕ4 , or Oψ4 .
Another important consequence of the length selection rule is that, at loop order
L = l(Ol) − l(Os) + 1, only the (L + 1)-particle cut can contribute [8]. For example,
the three-particle cut depicted in Figure 8(a) is the only cut that can contribute to
γ
UV(2)
F 3←(ϕ2F 2)1
. The (L + 1)-particle cut can then be evaluated using a four-dimensional
tree-level amplitudes, making the calculation much simpler than that of a generic L-
loop anomalous dimension matrix element. This observation, noted in Ref. [8], makes
it straightforward to evaluate certain two-loop SMEFT anomalous dimensions solely
from three-particle cuts [27].
4.2 Zeros from vanishing one-loop rational terms
Next, we show that the vanishing of many one-loop amplitudes and rational terms found
in Section 3 yields additional zeros in the two-loop anomalous-dimension matrix of our
theory. Somewhat surprisingly, this sometimes involves a cancelation between different
contributions to the logarithms from one-loop terms in the cut. We will explain how
this relates to the scheme dependence of two-loop anomalous dimensions.
4.2.1 Oψ4 ← OD2ϕ4
We begin by determining the renormalization of O(ψ4)1 and O(ψ4)2 by O(D2ϕ4)1 , which
we denote by O(ψ4)1 ← O(D2ϕ4)1 and O(ψ4)2 ← O(D2ϕ4)1 . To extract the anomalous
dimensions, we examine cuts of amplitudes with four external quarks. We can readily
prove that these anomalous dimension matrix elements are zero at two loops in our
model. The contributing cuts would be
1. the three-particle cut between the five-point dimension-four tree amplitude and
the five-point (D2ϕ4)1 amplitude,
2. the two-particle cut between the four-point dimension-four one-loop amplitude
and the four-point (D2ϕ4)1 tree, and
3. the two-particle cut between the four-point dimension-four tree and the four-point
(D2ϕ4)1 one-loop amplitude.
In all cases the external particles must be four fermions to match the desired operator.
In case (1), the five point amplitude containing the operator (D2ϕ4)1 must have
two external fermions, but since the Yukawa couplings are set to zero in our simplified
model, the (D2ϕ4)1 tree must have at least four scalars, prohibiting the required three-
scalar two-fermion amplitude. For case (2), the (D2ϕ4)1 tree must again have two
fermions, so that there are no valid diagram and the cut vanishes.
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(a) (b)
Figure 5. The (12)-channel (a) and (34)-channel (b) unitary cuts which determine the
renormalization of O(ψ4)1 by O(D2ϕ4)1 or O(D2ϕ4)2 . The (23)- and (14)-channel cuts are given
by the exchange of legs 2 and 4. In each, the darker blobs indicate a higher-dimension operator
insertion, and the vertical (blue) dashed line indicates the integral over phase space of the
particles crossing the cut.
The vanishing of case (3) relies on our knowledge of the one-loop amplitudes with
an operator insertion(D2ϕ4)1, given in Appendix B. In this case, the only O(D2ϕ4)1
one-loop amplitude that can be inserted into the cut is the two-scalar two-fermion
amplitude—as in Figure 5—which is zero for this operator. Therefore, all possible
contributing cuts evaluate to zero. Since O(D2ϕ4)1 does not renormalize Oϕ2ψ2D or Oψ4
at one loop, which otherwise produce terms on the left-hand-side of Eq. (2.37), the
vanishing of the three types of cuts implies that the two-loop anomalous-dimension
matrix element is also zero.
Next, consider the case O(ψ4)1 ← O(D2ϕ4)2 , which we also show has a zero entry in
the anomalous dimension matrix of our simplified model. We organize the calculation
into the three types of cuts as in the previous case, with the only difference being that,
in case (3), the one-loop amplitude with an insertion of O(D2ϕ4)2 , and with two scalars
and two fermions as external particles is nonzero, and in fact has a UV divergence.
While the presence of nonzero cuts, shown diagrammatically in Figure 5, might seem
to imply that the two-loop anomalous dimension must be nonzero, we will show that
it actually evaluates to zero as well.
Using the external state 〈1+
ψ
2−
ψ
3+
ψ
4−
ψ
| and setting Oi = O(D2ϕ4)2 , Eq. (2.37) reduces
to
γ
UV(2)
ψ4←(D2ϕ4)2
F
(0)
ψ4
+ γ
UV(1)
(Dϕ2ψ2)2←(D2ϕ4)2
F
(1)
(Dϕ2ψ2)2
(4.1)
= −1
π
(M122→2 +M142→2 +M232→2 +M342→2)(0) ⊗ ReF (1)(D2ϕ4)2 ,
where on the right-hand side we only find cuts of the form in Figure 5 with an O(D2ϕ4)2
insertion, and the (13) and (24) channels are not allowed. For instance the (12)-channel
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cut is
(M122→2)(0) ⊗ ReF (1)(D2ϕ4)2 (4.2)
= 2
∫
dLIPS2 〈1+ψ2−ψ |M|ℓ1ϕℓ2 ϕ 〉(0) Re〈ℓ1ϕℓ2 ϕ 3+ψ4−ψ |O(D2ϕ4)2 |0〉(1) .
The factor of 2 is required to cancel the symmetry factor of 1/2 in our definition of the
phase-space measure. Other terms in Eq. (2.37) drop out because O(D2ϕ4)2 does not
have either a one-loop or tree-level form factor with a four-fermion external state, and
does not renormalize O(Dϕ2ψ2)1 or the Oψ4 operators at one loop. In particular, the
β-function also does not appear.
For simplicity, we set the off-shell momentum q to zero, and Eq. (4.1) then reduces
to
γ
UV(2)
ψ4←(D2ϕ4)2
A
(0)
ψ4
(1+
ψ
2−
ψ
3+
ψ
4−
ψ
) + γ
UV(1)
(Dϕ2ψ2)2←(D2ϕ4)2
A
(1)
(Dϕ2ψ2)2
(1+
ψ
2−
ψ
3+
ψ
4−
ψ
) (4.3)
= −2
π
∑∫
dLIPS2A
(0)(1+
ψ
2−
ψ
−ℓ2ϕ −ℓ1 ϕ )ReA
(1)
(D2ϕ4)2
(ℓ1ϕℓ2 ϕ 3
+
ψ
4−
ψ
) ,
where the sum is over the available channels. The relevant tree and renormalized
one-loop amplitudes needed to construct the cut are (including the color factors):
A(0)(1+
ψ
2−
ψ
3
ϕ
4
ϕ
) = T ai2i1T
a
i4i3
g2
〈23〉[13]
s
, (4.4)
A
(1)
(D2ϕ4)2
(1+
ψ
2−
ψ
3
ϕ
4
ϕ
) = T ai2i1T
a
i4i3
g˜2
9
〈23〉[13](3 log(−s/µ2) + 8) , (4.5)
where again the flavor indices have been dropped for simplicity. Note the form of
Eq. (4.3) provides a nontrivial check on the phase space integral on the right-hand
side: A
(1)
(D2ϕ4)2
contains terms proportional to log(−s/µ2), which, after the phase-space
integral, must cancel against terms in A
(1)
(Dϕ2ψ2)2
.
We can readily evaluate the cut by relabeling the amplitudes (4.4)–(4.5) and ap-
plying the spinor parametrization (2.25) to the scalars crossing the cut. This yields an
integral with no poles in z = eiφ, other than the pole at zero. This can be seen by
the fact that all spinor products in A(0) are either proportional to e±iφ or else have no
φ dependence under our parametrization, whereas A
(1)
(D2ϕ4)2
only has a pole in s. This
makes the φ integral trivial to evaluate, resulting in:∫ pi
2
0
dθ
g˜4
18
〈24〉[13] sin3(2θ)(3 log(−s/µ2) + 8)T ai2i1T ai4i3
=
g˜4
27
〈24〉[13](3 log(−s/µ2) + 8)T ai2i1T ai4i3 , (4.6)
for the (12)-channel cut. The (34)-channel cut gives the same result, while the other
cuts yield the same result with legs two and four exchanged. Summing over the three
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other channels, we exactly match the second term on the left-hand side of Eq. (4.1),
since γ
UV(1)
(Dϕ2ψ2)2←(D2ϕ4)2
= g˜2/3 and
A
(1)
(Dϕ2ψ2)2
=
2g˜2
9
〈24〉[13](3 log(−s/µ2) + 8)T ai2i1T ai4i3 − (2↔ 4) . (4.7)
Therefore the cuts exactly cancel all terms on the left-hand side of Eq. (4.1) involving
the one-loop anomalous dimensions and form-factors, leaving γ
UV(2)
ψ4←(D2ϕ4)2
F
(0)
ψ4
= 0. Thus
the two-loop anomalous dimension γ
UV(2)
ψ4←(D2ϕ4)2
is zero.
In fact, we could have come to this conclusion simply by examining the form of
the one-loop amplitudes in Eqs. (4.5) and (4.7). First, note the two-loop anomalous
dimension must be g˜4 times a number (i.e., it does not have any kinematic dependence).
Logarithmic terms resulting from the cut on the right-hand side of (4.1) must therefore
cancel against logarithmic terms in A
(1)
(Dϕ2ψ2)2
. Since both one-loop form factors are
proportional to the factor (3 log(−s/µ2) + 8), and since this term can be pulled out
of the phase-space integral on the right-hand side of Eq. (4.1), the cancellation of the
logarithmic terms implies cancellation of the rational term as well. Thus, even though
there are nonzero cuts, there can be no remaining rational term that leads to a nonzero
two-loop anomalous dimension.
At this point, the vanishing of the two-loop anomalous dimensions due to the
cancellation of one-loop rational terms might seem accidental. However, one must
remember that such local rational pieces are scheme dependent and can be adjusted by
adding finite local counter-terms. As described in Section 3, the rational terms of both
one-loop amplitudes in (4.5) and (4.7) can be set to zero by such finite counterterms,
which would also result in γ
UV(2)
ψ4←(D2ϕ4)2
= 0. For this particular example, it just so
happened that the naive MS scheme has zero anomalous dimension, but next we will
see that this is not always the case.
As a cross-check, we have verified that the Eq. (2.32) is also satisfied. The crucial
substitution log(−s/µ2) → log(−s/µ2)− iπ, is required in the right-hand side of that
equation, coming from the analytic continuation of the amplitude from the Euclidean
region to the correct physical region, which must be carried out for use in Eqs. (2.29)–
(2.31).
4.2.2 OD2ϕ4 ← O(ψ4)1
This section will provide our first example of nonzero two-loop anomalous dimension
matrix elements in MS, while demonstrating how an appropriate choice of scheme, i.e.
choice of finite local counterterms, can eliminate the two-loop anomalous dimensions
of this example.
We will begin with the calculation in MS. Again, there is no three-particle cut, due
to the particle content of the two types of operators in question. Using the external
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(a) (b)
Figure 6. The (a) (12)-channel and (b) (34)-channel unitary cuts which determine the
renormalization of O(D2ϕ4)1 and O(D2ϕ4)2 by O(ψ4)1 or O(ψ4)2 . The (23)- and (14)-channel
cuts are given by exchanging legs 2 and 4. In each, the darker blobs indicate a higher-dimension
operator insertion, and the vertical (blue) dashed line indicates the integral over phase space
of the particles crossing the cut.
state 〈1
ϕ
2
ϕ
3
ϕ
4
ϕ
| and setting Oi → O(ψ4)1 , Eq. (2.37) becomes
γ
UV(2)
(D2ϕ4)1←(ψ4)1
F
(0)
(D2ϕ4)1
+ γ
UV(2)
(D2ϕ4)2←(ψ4)1
F
(0)
(D2ϕ4)2
+ γ
UV(1)
(Dϕ2ψ2)2←(ψ4)1
F
(1)
(Dϕ2ψ2)2
(4.8)
= −1
π
(M122→2 +M142→2 +M232→2 +M342→2)(0) ⊗ ReF (1)(ψ4)1 .
As for the previous example, the logarithmic terms in the cuts must cancel against
terms in the amplitude F
(1)
(Dϕ2ψ2)2
on the left-hand side of the equation. Since we are
dealing with four-point matrix elements we will again set q = 0. Then the one-loop
amplitudes required for this example are
A
(1)
(ψ4)1
(1+
ψ
2−
ψ
3
ϕ
4
ϕ
) =
2g˜2
9
〈23〉[13](3 log(−s/µ2)− 2)T ai2i1T ai4i3 , (4.9)
A
(1)
(Dϕ2ψ2)2
(1
ϕ
2
ϕ
3
ϕ
4
ϕ
) =
2g˜2
9
(t− u)(3 log(−s/µ2)− 5)T ai2i1T ai4i3 + (2↔ 4) , (4.10)
and the tree-level amplitudes needed are in Eq. (4.4) along with
A
(0)
(D2ϕ4)1
(1
ϕ
2
ϕ
3
ϕ
4
ϕ
) = tδi2i1δi4i3 + sδi4i1δi2i3 , (4.11)
A
(0)
(D2ϕ4)2
(1
ϕ
2
ϕ
3
ϕ
4
ϕ
) = 2sδi2i1δi4i3 + 2tδi4i1δi2i3 , (4.12)
which are shown in a slightly different basis of color factors than those shown in the
appendix. The phase-space integral is evaluated in the same manner as the previous
examples, with the result of the (12)-channel cut being
−1
π
∫
dLIPS2
∑
h1,h2
A(0)(1
ϕ
2
ϕ
−ℓ1h1ψ −ℓ2h2ψ )A
(1)
(ψ4)1
(ℓ2
h2
ψ
ℓ1
h1
ψ
3
ϕ
4
ϕ
)
= − 2
27
g˜4(t− u)(3 log(−s/µ2)− 2)T ai2i1T ai4i3 . (4.13)
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After summing over all channels and subtracting the contribution of γ
UV(1)
(Dϕ2ψ2)2←(ψ4)1
F
(1)
(Dϕ2ψ2)2
in Eq. (4.8)—thus canceling the logarithmic terms—the two-loop anomalous dimensions
are given by
γ
UV(2)
(D2ϕ4)1←(ψ4)1
(tδi2i1δi4i3 + sδ41δ23) + γ
UV(2)
(D2ϕ4)2←(ψ4)1
(2sδi2i1δi4i3 + 2tδi4i1δi2i3) (4.14)
=− 4
9
g˜4(t− u)T ai2i1T ai4i3 + (2↔ 4) .
Applying the color Fierz identity,
T aijT
a
kl = δilδkj −
1
N
δijδkl , (4.15)
and solving for the two-loop anomalous dimensions, we find
γ
UV(2)
(D2ϕ4)1←(ψ4)1
=− 4g˜
4(N − 2)
9N
,
γ
UV(2)
(D2ϕ4)1←(ψ4)2
=
2g˜4(2N − 1)
9N
, (4.16)
in theMS scheme. Although these anomalous dimension matrix elements are nonzero in
the MS scheme, a simple rational shift of the coefficients c(D2ϕ4)1 , c(D2ϕ4)2 , and c(Dϕ2ψ2)2
can set them to zero. This is accomplished by the following shifts in the coefficients:
c(D2ϕ4)1 −→ c˜(D2ϕ4)1 = c(D2ϕ4)1 +
10g˜2(N − 2)
9N
c(Dϕ2ψ2)2 ,
c(D2ϕ4)2 −→ c˜(D2ϕ4)2 = c(D2ϕ4)2 +
5g˜2(2N − 1)
9N
c(Dϕ2ψ2)2 ,
c(Dϕ2ψ2)2 −→ c˜(Dϕ2ψ2)2 = c(Dϕ2ψ2)2 −
2g˜2
9
c(ψ4)1 ,
(4.17)
which yields
γ˜
UV(2)
(D2ϕ4)1←(ψ4)1
= 0 , γ˜
UV(2)
(D2ϕ4)2←(ψ4)1
= 0 , (4.18)
where the tilde indicates the modified scheme. The shifts above are equivalent to a
finite renormalization of the operator at one loop. Generally this can be achieved by
choosing the rational terms in γ
UV(1)
(Dϕ2ψ2)2←(ψ4)1
F
(1)
(Dϕ2ψ2)2
to match those of the cuts. In
our particular example we set the rational terms of both (4.9) and (4.10) to zero. We
briefly comment below on the consequences of this redefinition for the two-loop RG
running of the operators involved.
While we do not present the analogous calculation for O(ψ4)2 here, by inspecting
Table 3, we can deduce that the two-loop anomalous dimensions γ
UV(2)
(D2ϕ4)1←(ψ4)2
and
γ
UV(2)
(D2ϕ4)2←(ψ4)2
can also be set to zero with the appropriate choice of finite counterterms.
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4.2.3 General comments about scheme redefinition
As mentioned above, the scheme choice that sets some two-loop anomalous dimensions
to zero is equivalent to a finite renormalization of the operators
O˜i = Zfinij Oj , where Zfinij = δij + fij(g(4)) , (4.19)
and the quantity fij is finite and has a perturbative expansion starting at one loop,
fij(g
(4)) = f
(1)
ij + · · · . As usual, the redefinition of the coefficients, c˜i = Zfin (c)ij cj is
given by the inverse, Z
fin (c)
ij = (Z
fin
ij )
−1. The effect of such a scheme redefinition can be
easily analyzed using the unitarity-based formalism employed in this paper. Since the
coupling dependence of fij starts at one loop we have that
F˜
(0)
i = F
(0)
i , (4.20)
F˜
(1)
i = F
(1)
i + f
(1)
ij F
(0)
j , (4.21)
where the tilde indicates a form factor of the redefined operator O˜i. From Eqs. (4.20)
and (2.22) we conclude the one-loop anomalous dimensions are unaffected by the finite
renormalization, i.e., ∆˜γ
(1)
ij = ∆γ
(1)
ij . Similarly, writing Eq. (2.37) for the redefined
operator[
∆γ˜
(1)
ij + δijβ
(1)∂
]
ReF˜
(1)
j +
[
∆γ˜
(2)
ij + δijβ
(2)∂
]
F˜
(0)
j = −
1
π
[
Re(M)Re(F˜i)
](2)
. (4.22)
and using Eqs. (4.20) and (4.21) together with Eqs. (2.22) and (2.37), while keeping in
mind that the infrared anomalous dimensions are not changed by redefining the scheme,
we find the relation between the two-loop anomalous dimensions in the two schemes,
γ˜
UV(2)
ij = γ
UV(2)
ij + f
(1)
ik γ
UV(1)
kj − γUV(1)ik f (1)kj − β(1)∂f (1)ij . (4.23)
In general, one would like to solve this equation for f
(1)
ik to get as many vanishing entries
as possible in γ˜
UV(2)
ij .
We have explicitly verified Eq. (4.23) in the examples above, where we set the
anomalous dimensions of the form γ˜
UV(2)
D2ϕ4←ψ4
to zero by appropriately choosing f
(1)
Dϕ2ψ2←ψ4
and f
(1)
D2ϕ4←Dϕ2ψ4
. In addition, f
(1)
D2ϕ4←ψ4
vanished, which from Eq. (4.23) implies the
the absence of a term induced by the β-function in the new two-loop anomalous di-
mension. On the other hand, it is clear from Eq. (4.23) that the finite renormalizations
will induce some additional running in the two-loop anomalous dimensions γ˜
UV(2)
Dϕ2ψ2←ψ4
and γ˜
UV(2)
D2ϕ4←Dϕ2ψ4
, proportional to the one-loop beta function and ∂f (1). However, this
additional running is harmless, since those operators already mix at one loop. Further-
more, the corresponding entries in the two-loop anomalous-dimension matrix receive
contributions from both two- and three-particle cuts that have no a priori reason to
vanish, so we expect them in any case to run. In summary, our scheme choice prevents
certain operators from mixing at two-loops at the expense of modifying the running of
operators that, in any case, mix at one loop in the original scheme.
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(a) (b)
Figure 7. (12)-channel (a) and (34)-channel (b) unitary cuts which determine the renor-
malization of O(ϕ2F 2)1 and O(ϕ2F 2)2 by O(ψ4)1 or O(ψ4)2 . There are no t-channel cuts for this
process. In each diagram, the darker blobs indicate a higher-dimension operator insertion,
and the dashed line indicates the integral over phase space of the particles crossing the cut.
4.3 Zeros from color selection rules
This section will provide an example of another type of selection rule, wherein a mis-
match between the color of the cuts and the color of the target operators prevents
renormalization at two loops.
4.3.1 Oϕ2F 2 ← Oψ4
For this example we choose the external state to be 〈1
ϕ
2
ϕ
3+4+|, under which both
O(ϕ2F 2)1 and O(ϕ2F 2)2 are nonzero. Using this state and setting Oi → O(ψ4)1 , Eq.
(2.37) reduces to
γ
UV(2)
(ϕ2F 2)1←(ψ4)1
F
(0)
(ϕ2F 2)1
+ γ
UV(2)
(ϕ2F 2)2←(ψ4)1
F
(0)
(ϕ2F 2)2
+ γ
UV(1)
(Dϕ2ψ2)2←(ψ4)1
F
(1)
(Dϕ2ψ2)2
(4.24)
= −1
π
(
(M122→2)(0) ⊗ ReF (1)(ψ4)1 + (M342→2)(0) ⊗ ReF
(1)
(ψ4)1
)
.
Naively there would be the additional term γ
UV(2)
F 3←(ψ4)1
F
(0)
F 3
on the left-hand-side of the
equation, since OF 3 produces a nonzero tree amplitude with the state 〈1ϕ2ϕ 3+4+|.
However, as was discussed in Section 4.1, the length and particle content of O(ψ4)1
requires γ
UV(2)
F 3←(ψ4)1
= 0. Setting q = 0, the (12)-channel cut of the above equation is
(M122→2)(0) ⊗ ReF (1)(ψ4)1 =
∫
dLIPS2
∑
h1,h2
A(0)(1
ϕ
2
ϕ
−ℓ1h1ψ −ℓ2−h2ψ )A
(1)
(ψ4)1
(ℓ2
h2
ψ
ℓ1
h1
ψ
3+4+) ,
(4.25)
and the (34)-channel cut is
(M342→2)(0) ⊗ ReF (1)(ψ4)1 =
∫
dLIPS2
∑
h1,h2
A(0)(3+4+−ℓ1h1ψ −ℓ2
h2
ψ
)A
(1)
(ψ4)1
(ℓ2
h2
ψ
ℓ1
h1
ψ
1
ϕ
2
ϕ
) .
(4.26)
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The (34)-channel cut vanishes, because the amplitude A(0)(3+4+−ℓ1ψ−ℓ2 ψ ) is zero
for all helicities of the fermions crossing the cut. This vanishing is required for the
consistency of the logarithmic terms: A
(1)
(ψ4)1
(ℓ2
h2
ψ
ℓ1
h1
ψ
1
ϕ
2
ϕ
) includes a term propor-
tional to log(−s/µ2), but there is no term on the left-hand side that can cancel it,
since F
(1)
(Dϕ2ψ2)2
(1
ϕ
2
ϕ
3+4+) is purely rational. The one-loop amplitudes needed for this
calculation are
A
(1)
(ψ4)1
(1+
ψ
2−
ψ
3+4+) = − g˜
2s[14]〈24〉 [T a3, T a4]i2i1
3〈34〉2 , (4.27)
A
(1)
(ψ4)1
(1−
ψ
2+
ψ
3+4+) = − g˜
2〈12〉[23][24] [T a3, T a4 ]i2i1
3〈34〉 , (4.28)
A
(1)
(Dϕ2ψ2)2
(1
ϕ
2
ϕ
3+4+) =
g˜2s(t− u) [T a3, T a4]i2i1
3〈34〉2 , (4.29)
while the tree-level amplitudes needed for the cut calculation are (4.4) and its conjugate.
The phase-space integrals are carried out in the same manner as the previous example,
with the simplification that the functions are now entirely rational. The result of the
phase-space integral is
−1
π
∫
dLIPS2
∑
h1,h2
A(0)(1
ϕ
2
ϕ
−ℓ1−h1ψ −ℓ2−h2ψ )A
(1)
(ψ4)1
(ℓ2
h2
ψ
ℓ1
h1
ψ
3+4+)
= −2g˜
4s(t− u) [T a3, T a4 ]i2i1
9(〈34〉)2 = γ
UV(1)
(Dϕ2ψ2)2←(ψ4)1
A
(1)
(Dϕ2ψ2)2
. (4.30)
Thus the phase-space integral exactly cancels against this term from the left-hand-side
of Eq. (4.24), meaning the two-loop anomalous dimension is again zero.
Interestingly, this can also be seen without looking at the kinematic content of
the cuts on the right-hand side of Eq. (4.24). Since the color of both O(ϕ2F 2)1 and
O(ϕ2F 2)2 are symmetric in T 3 and T 4, no combination of the two can produce the
color factor [T 3, T 4]i2i1. Since this is the color of A
(1)
(Dϕ2ψ2)2
(1
ϕ
2
ϕ
3+4+), and the color
of A
(1)
(ψ4)1
(1±
ψ
2∓
ψ
3+4+) is also anti-symmetric under the exchange of 3 and 4, we can
see directly from the color that neither of these terms can contribute to the two-loop
anomalous dimension, and therefore must cancel. As in the previous example, we can
extend this argument trivially to the operator O(ψ4)2 , since its two-fermion two-vector-
boson amplitude is proportional to that of O(ψ4)1 . In this case, the only difference on
the left-hand side would being the value of γ
UV(1)
(Dϕ2ψ2)2←(ψ4)2
versus γ
UV(1)
(Dϕ2ψ2)2←(ψ4)1
, but
the color again ensures all terms must cancel, leaving
γ
UV(2)
(ϕ2F 2)1←(ψ4)1
= γ
UV(2)
(ϕ2F 2)2←(ψ4)1
= 0 ,
γ
UV(2)
(ϕ2F 2)1←(ψ4)2
= γ
UV(2)
(ϕ2F 2)2←(ψ4)2
= 0 . (4.31)
– 34 –
(a) (b)
Figure 8. (a) Unitary cut which determines the renormalization of OF 3 by O(ϕ2F 2)1 or
O(ϕ2F 2)2 . Note this form factor requires q 6= 0, and the double-lined arrow indicates this
insertion of additional off-shell momentum from the operator. (b) Unitarity cut which deter-
mines the renormalization of O(ψ4)1 and O(ψ4)2 by O(ϕ2F 2)1 or O(ϕ2F 2)2 . In each, the darker
blobs indicate a higher-dimension operator insertion, and the dashed line indicates the integral
over phase space of the particles crossing the cut.
Here we focused on a simple example in which the color can preclude renormaliza-
tion. In more general cases, one can directly inspect the color of the amplitudes that
compose the cuts contributing to a given anomalous dimension and determine whether
a given operator can yield a nonzero contribution. Note that this is more efficient
than studying the color of individual Feynman diagrams, since the color decomposed
amplitudes have fewer color structures.
It is worth noting that, as mentioned in Section 3, the nonzero rational ampli-
tudes (4.27)–(4.29) can be set to zero by introducing finite counterterms proportional
to c(ψ4)1OF 3 and c(Dϕ2ψ2)2OF 3, respectively. However, since these are non-local am-
plitudes, doing so introduces nonzero terms for other amplitudes, in particular any
amplitudes where OF 3 produces a nonzero tree-level amplitude. This would introduce
a great deal of confusion—for example, if we were to introduce a counterterm to can-
cel (4.27), we would then need to include additional cuts on the right-hand side of
Eq. (4.24), including three-particle cuts and cuts with nontrivial IR dependence. Can-
celing either Eq. (4.27) or Eq. (4.29) with such a counterterm would also spoil the
argument of Section 4.1, as the OF 3 self-renormalization would contribute in a nontriv-
ial way. Therefore we would have to include the term γ
UV(2)
F 3←(ψ4)1
F
(0)
F 3
on the left-hand
side of Eq. (4.24) as well. For all of the above reasons, we choose not to implement
these finite shifts. It is interesting however, that even though the rational terms remain
in this example, the structure of the color precludes renormalization at two loops.
4.4 Outlook on additional zeros
The previous sections have demonstrated numerous zeros in the two-loop anomalous
dimension matrix, summarized in Table 4. However, the previous examples are by no
means exhaustive, and more zeros may exist. The large number of zeros in the one-loop
amplitudes (Table 3) implies that when calculating two-loop anomalous dimensions, the
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F 3 (ϕ2F 2)1 (ϕ
2F 2)2 (D
2ϕ4)1 (D
2ϕ4)2 (Dϕ
2ψ2)1 (Dϕ
2ψ2)2 (ψ
4)1 (ψ
4)2 ϕ
6
F 3 0 0 0 0 0 0 /0
(ϕ2F 2)1 0 0 0
(ϕ2F 2)2 0 0 0
(D2ϕ4)1 0
∗ 0∗ 0
(D2ϕ4)2 0
∗ 0∗ 0
(Dϕ2ψ2)1 /0
(Dϕ2ψ2)2 /0
(ψ4)1 0 0 /0
(ψ4)2 0 0 /0
ϕ6
/0 : trivial zero, no contributing two-loop diagrams
0 : zero predicted by the selection rules of Section 4
: only a three-particle cut is needed to evaluate γ
UV(2)
ij
Table 4. Structure of the two-loop anomalous dimension matrix γ(2)ij due to the collected
rules outlined in this section. A /0 indicates there are no contributing two-loop diagrams,
whereas 0 alone indicates that there are one-loop diagrams that could contribute, but the
anomalous dimension evaluates to zero. A 0∗ indicates the result is nonzero in MS, but set to
zero by introducing the appropriate finite counterterms. Shading indicates the entry depends
only on the three-particle cut, due to either the length selection rules of Section 4.1 or the
vanishing of the relevant one-loop amplitudes. As for Table 2, the operators labeling the rows
are renormalized by the operators labeling the columns.
two-particle cut formed from the dimension-four tree and the dimension-six one-loop
amplitude will not contribute. In some cases, the only contribution will come from the
three-particle cut. Examples of this include the renormalization of OF 3 by O(ϕ2F 2)1 or
O(ϕ2F 2)2 , and the renormalization of O(ψ4)1 and O(ψ4)2 by O(ϕ2F 2)1 or O(ϕ2F 2)2 . The
cuts for these examples are depicted in Figure 8. While is may seem that there no
reason to expect any given three-particle cut to evaluate to zero, it is possible that
a detailed inspection may find that helicity selection rules [7] or angular momentum
selection rules [9] set certain cuts to zero. For a generic entry, the collection of these
rules and the rules laid out in the sections above greatly simplify the calculation of the
two-loop anomalous dimensions by eliminating one or more required unitary cuts, and
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one might expect that overlapping rules will conspire to eliminate all possible cuts and
set additional entries in Table 4 to zero.
5 Implications for the SMEFT
In this section we describe the overlap of our theory with the SMEFT, and we explain
how our calculations directly confirm a large number of the one-loop anomalous di-
mensions computed in Refs. [4]. We also comment on two-loop zeros and the coupling
dependence of a subset of the two-loop anomalous-dimension matrix of the SMEFT.
5.1 Mapping our theory to the SMEFT
The full SMEFT is more intricate than the simplified model adopted here, as it includes
multiple gauge groups and a number of additional operators. However, by keeping
the gauge group to be a general SU(N), and by leaving the identity of the fermions
unspecified, we can access many of the entries of the anomalous-dimension matrix in
the full SMEFT basis of operators used by Refs. [4]. In particular, since the Higgs
transforms under SU(2), setting N = 2 and the number of scalars Ns = 1 allows us to
map to anomalous dimensions or four-point amplitudes from representatives of any of
the classes of operators in Ref. [4] other than the ψ2Fϕ class (ψ2XH in the notation
of Ref. [4]). Since the scalar is in the fundamental representation that class necessarily
involves both a left-handed fermion charged under SU(2), as well as an uncharged
right-handed fermion, which does not fit into our framework. By taking N = 3, parts
of the anomalous dimensions in the SMEFT containing gluons can also be obtained. In
principle, one can also compare anomalous dimensions for additional operators using
more sophisticated embeddings of the Standard Model into SU(N), including U(1)
charges (see e.g, Appendix IV of Ref. [51]), but we do not do so here.
By specifying the flavor of the fermions, we can map to a number of operators
of the full basis used by Ref. [4] via different choices of gauge group and helicity. For
example, by taking N = 2 and and left-handed helicity on the external states, we access
the SU(2) portions of the amplitudes involving the q and q quark doublets, and map
onto the operators (qγµq)(qγ
µq) and (qγµτ
Iq)(qγµτ Iq). One remaining difference in our
approach compared to the full SMEFT is that we treat the fermions as Dirac instead
of Weyl. This causes factor of 2 differences in the Nf terms of the renormalization of
O(Dϕ2ψ2)2 and O(ψ4)2 compared to Ref. [4], which need to be taken into account when
comparing. While our simplified model avoids having to deal with γ5, the generalized
unitarity method has been applied to such cases as well [29]. At one loop, the issue of
Weyl versus Dirac fermions is reduced to a question of which helicities to take in the
state sum in Eq. (2.24).
Setting aside the issue of Weyl versus Dirac fermions, mapping onto the four-
fermion operators of Ref. [4], (lγµl)(lγ
µl), (uγµu)(uγ
µu), and (dγµd)(dγ
µd) is possible
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as well, but requires some care, due to the presence of evanescent effects. In particular,
for these cases the operator O(ψ4)2 is related to the operator O(ψ4)1 due to the SU(N)
Fierz identity (4.15)
(ψmγ
µT aψn)(ψpγµT
aψr) = (ψmγ
µψn)(ψpγµψr)
(
δipinδimir −
δiminδipir
N
)
. (5.1)
which, together with the Lorentz–Fierz relations for all left- or right-handed spinors
(ψmL γ
µψnL)(ψ
p
Lγµψ
r
L) = −(ψpLγµψnL)(ψmL γµψrL) ,
(ψmRγ
µψnR)(ψ
p
Rγµψ
r
R) = −(ψpRγµψnR)(ψmRγµψrR) , (5.2)
(where we raised the flavor indices for convenience) can be applied to eliminate the
need for the O(ψ4)2 operator in Table 1:
Omnpr(ψ4)2 = (ψmγµT aψn)(ψpγµT aψr) = O
mrpn
(ψ4)1
− 1
N
Omnpr(ψ4)1 , (5.3)
when there are no additional group indices preventing the particle exchange (for exam-
ple, the additional SU(3) index prevents the reduction of (qγµτ Iq)(qγµτ
Iq) operator
based on the SU(2) Fierz identity). By choosing to implement Eq. (5.2) or not, we can
map onto either the operators (lγµl)(lγµl), (uγ
µu)(uγµu), or (dγ
µd)(dγµd), or onto the
set of operators (qγµτ Iq)(qγµτ
Iq) and (qγµτ Iq)(qγµτ
Iq), respectively. Since we take all
the fermions in our operators to be charged under the same gauge group, here we do
not map onto the (LR)(LR) or (LR)(RL) subsets of the four-fermion operators, which
require the presence of multiple gauge groups.
It is worth noting, that there are some simplifications in the SMEFT relative to
our model with general gauge group. The symmetric color tensor dabc is zero in SU(2),
meaning that the operatorO(ϕ2F 2)2 is identically zero. In addition, this implies the color
factors for the two-vector, two-scalar or two-vector, two-fermion processes are related
by N{T a1 , T a2}i4i3 = 2δa1a2δi4i3, meaning the number of color-ordered amplitudes is
reduced for those processes in the case of SU(2).
5.2 Verification of one-loop anomalous dimensions
From our one-loop calculations and the relations described above we have verified en-
tries from numerous classes of operators in the SMEFT, as summarized in Table 5,
following the notation of Ref. [4]. This includes examples proportional to g23, g
2
2, and λ.
In this sense our operators are a representative sample of the full SMEFT, despite the
simplified nature of our dimension-four Lagrangian. The direct agreement with results
of Ref. [4] displayed in Table 5 provides a highly non-trivial check of the validity and
the effectiveness of the approach used here.
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OG OW OHW
OH
OHD
O(1)Hl
O(3)Hl
O(1)Hq
O(3)Hq
Oll
O(1)qq
O(3)qq
Ouu
Odd
OG X3 /0 /0 /0 /0 /0 /0 /0 /0
OW /0 X2 X2 /0 /0 /0 /0 /0 /0
OHW /0 X2 X2,λ X2 X2 X2 /0 /0 /0
OH, OHD /0 X2 X2 X2,λ X2 X2 /0 /0 /0
O(1)Hl , O(3)Hl /0 X2 X2 X2 X2,λ X2 X2 /0 /0
O(1)Hq, O(3)Hq /0 X2 X2 X2 X2 X2,λ /0 X2 /0
Oll /0 X2 /0 /0 X2 /0 X2 /0 /0
O(1)qq , O(3)qq X3 X2 /0 /0 /0 X2 /0 X2 /0
Ouu, Odd X3 /0 /0 /0 /0 /0 /0 /0 X3
Table 5. Checks on the one-loop anomalous dimensions calculated in Ref. [4] obtained from
our calculations. The /0 entries correspond to trivial cases were there are no contributing
diagrams. The entries X3 and X2 are checked by setting the SU(N) group to SU(3) or SU(2),
respectively. In both cases, only the pieces of the anomalous dimensions proportional to g23 or
g22 are accessed by our amplitudes. The X2,λ cases indicates that both terms proportional to g
2
2
and λ are verified. Operators have been grouped according to whether the gauge dependence
of the particle content is the same. As for the other tables, the operators labeling the rows
are renormalized by the operators labeling the columns.
5.3 Two-loop implications
Next we briefly discuss the implications of the zeros in the two-loop anomalous dimen-
sions of our simplifies model for the SMEFT. The selection rules of Section 4 set a
number of entries strictly to zero, and restrict the coupling dependence of others. Our
findings are summarized in Table 6. The full SMEFT anomalous dimensions include
dependence on the Yukawa couplings, which are absent in our simplified theory, so some
of the zeros uncovered above may be replaced by anomalous dimensions that depend
on such couplings. Nevertheless, our results show that the coupling dependence of the
anomalous dimensions is simpler than one might have expected, and that some of the
entries are zero or do not have pure dependence on the gauge couplings. Though most
of the strictly zero examples rely on the length selection rule, which does not depend on
the gauge group or the presence of Yukawa couplings, the anomalous-dimension matrix
element γ
(2)
HW←qq relies solely on the color selection rules. In this case, including Yukawa
OG OW OHW OuW
OH
OHD
O(1)Hq
O(3)Hq
O(1)qq
O(3)qq
Ouu OuH OH
OG /0 /0 /0 /0 /0 0 0 /0 /0
OW /0 0y 0 0 0 /0 /0 /0
OHW /0 0y 0 /0 0y 0
OuW 0y 0y 0y 0y 0y 0y 0y /0
OH, OHD /0 0y 0y(❙❙g42∗) 0y 0y 0
O(1)Hq, O(3)Hq 0y 0y 0y(❅❅yλ) /0
O(1)qq , O(3)qq 0y 0y(❙❙g42) /0 /0
Ouu /0 /0 0y 0y 0y /0 /0
OuH 0y 0y 0y 0y 0y 0y 0y 0y
OH /0 0y 0y
/0 : trivial zero, no contributing two-loop diagrams
0 : zero predicted by the selection rules of Section 4
: only a three-particle cut is needed to evaluate γ
UV(2)
ij
: only two-particle cuts available for the relevant diagrams
0(❅❅yλ), etc. : the selection rules of Section 4 forbid the stated coupling dependence
0y : γ
UV(2)
ij vanishes if Yukawa couplings are set to zero
Table 6. Predictions for the zeros and coupling dependences of a representative selection
of the SMEFT two-loop anomalous-dimension matrix, γUV(2)ij . The notation for the operator
labels follows that of [4]. The g42 dependence of the entry labeled 0y(❙❙g
4
2
∗) vanishes using the
appropriate counterterms at one loop. The operators labeling the rows are renormalized by
the operators labeling the columns.
and U(1) couplings will not affect this zero, as the cuts still cannot match the color of
the target operator.
In addition to the zeros, we find that many of the entries only receive contributions
from either three- or two-particle cuts, which should greatly simplify their computation.
One interesting example is the element γ
(2)
qq←HW , which only has a three-particle cut due
to the vanishing of the one-loop amplitudes that would contribute to the two-particle
cut. For this example, we have also checked the one-loop amplitudes with Yukawa and
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U(1) couplings do not contribute. As can also be seen in Table 6, many entries vanish
when the Yukawa couplings are set to zero. Many of these zeros are trivial due to the
particle content of the operators involved, but in some cases a closer examination of
the diagrams is required to see that only diagrams with Yukawa couplings will produce
nonvanishing results.
Note that the operators in Table 6 are merely a representative set, in that all
of the operators of the SMEFT are restricted by one or more of our selection rules,
either in terms of which operators they can renormalize, or vice versa. In particular,
the length selection rules apply independently of the gauge group or the presence of
Yukawa couplings, which allows us to include operators of the classes ψ2Fϕ and ψ2ϕ3 in
Table 6. We would also like to stress that our analysis of the structure of the two-loop
anomalous dimensions is not an exhaustive study of the SMEFT anomalous dimensions.
For this reason, we expect that there could be additional vanishings or structures that
can be uncovered under closer scrutiny.
6 Conclusions
In this paper we applied on-shell methods to investigate the structure of the two-loop
anomalous dimension matrix of dimension-six operators, in both a simplified model
and in the SMEFT. At one loop, we used both the standard generalized unitarity
method [11] and the recently developed approach for extracting anomalous dimensions
directly from unitarity cuts [12]. At two loops, we find the latter method to be especially
effective, with the former method providing one-loop amplitudes as inputs. As an initial
step, we reorganized the basic equation for the two-loop anomalous dimension in the
latter approach so as to simplify one-loop iterations. Using this equation, we revealed
a number of vanishing contributions in the two-loop anomalous dimension matrix of
the SMEFT. Our analysis was based on a simplified model without U(1) or Yukawa
interactions. Nevertheless, as summarized in Table 6, by analyzing the overlap of our
simplified model with the SMEFT we found that a remarkable number of SMEFT two-
loop anomalous dimensions either vanish or have a simpler dependence on the Standard
Model couplings than naively expected.
The structure we uncovered has a number of origins, including length selection
rules, color selection rules, and zeros in the one-loop amplitudes with dimension-six
operator insertions. Additional zeros arise from the choice of an MS-like scheme which
includes additional finite renormalizations designed to set various rational terms in one-
loop amplitudes to zero. This suggests that there exist interesting schemes that make
the structure of the renormalization-group running beyond one loop more transparent.
The full implications of choosing such schemes clearly deserve further study.
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Since one-loop amplitudes are used as input for the two-loop calculation, we have
computed the full set of four-point amplitudes with dimension-six operator insertions
in our simplified version of the SMEFT. As a byproduct, these amplitudes have allowed
us to verify a large subset of the one-loop anomalous dimensions calculated in Refs. [4].
The zeros that we found in the two-loop anomalous dimension matrix relied on
choosing examples with trivial infrared dependence, as well as a lack of a three-particle
cut. However, the methods can be applied just as well to any generic anomalous
dimension matrix element at two or higher loops. It would be interesting to investi-
gate whether there are additional zeros at two loops beyond those we identified. The
large number of zeros in the one-loop amplitudes restrict the number of cuts that can
contribute, suggesting that other mechanisms, such as helicity or angular-momentum
selection rules, may set the remaining cuts to zero in some cases.
The presented methods are quite general, and should be applicable to general EFTs.
In addition, while we have focused on ultraviolet anomalous dimensions here, this
method could equally be applied to the evaluation of infrared anomalous dimensions,
such as the soft anomalous dimension, by the use of ultraviolet protected operators
such as the stress-tensor or global symmetry currents. It would also be interesting to
understand the implications, if any, of the vanishing of two-loop anomalous dimensions
for the interference of Standard Model and higher-dimension operator matrix elements
beyond tree level, in the presence of experimental cuts. Another obvious direction
would be to include dimension seven and eight operators into the analysis [52].
In summary, we have demonstrated that the on-shell methods applied here are well
suited for computing anomalous dimensions and associated scattering amplitudes at
one and two loops. We used these methods to expose new structures in the guise of
vanishing terms in the anomalous matrix of the SMEFT beyond one loop. Our analysis
here was not exhaustive, so it is likely that further vanishing contributions and new
structures exist at two loops and beyond. Our results also suggest that a judicious
choice of renormalization scheme can help expose such structures.
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A Integral reduction via gauge-invariant tensors
In this appendix we summarize the projection technique that we use to perform ten-
sor reduction of loop integrals in Section 3. The same technique has been previously
used in Refs. [31, 32] and is a convenient method for decomposing D-dimensional ten-
sor loop integrands (or cuts) into a basis of scalar master integrals, in a way that
makes dimensional regularization, and any associated chiral and evanescent issues rela-
tively straightforward. In particular this technique is well suited to deal with integrals
with high-rank numerators, which naturally arise in loop amplitudes with insertions of
higher-dimension operators.
We start by noting that scattering amplitudes amplitudes are gauge invariant and
can therefore be decomposed into a basis of gauge-invariant tensors, Tm. For a given
amplitude labeled by i we have,
A
(L)
i =
∑
m
A(L)i,m(kj)Tm(kj, ǫj , uj, uj) , (A.1)
where the coefficients, A(L)i,m, only depend on the external momenta, and all dependence
on the polarization vectors or spinors is contained entirely within the basis tensors, Tm.
The basis tensors for the various processes we consider in this paper are given below
and in the supplementary material [34]. They are found by writing down the most
general polynomials built from Lorentz invariant products of external polarizations,
spinor and momenta and then demanding gauge invariance.
The desired coefficient of tensor Tj can be extracted using a projector
Pn = cnmT
∗
m , (A.2)
where cnm is the inverse of the matrix
mnm = T
∗
n ⊙ Tm . (A.3)
Here the product ⊙ corresponds to the state sum in Eq. (3.2), taken over all particles.
The coefficient of the tensor is then simply given by
A(L)i,m = Pm ⊙A(L)i . (A.4)
The projectors for all processes consider in this paper are given explicitly in an ancillary
file [34].
Once projected, any gauge invariant quantity can be summarized as a list of the
coefficients corresponding to each basis tensor. In the case of a loop integrand or
cut thereof, each coefficient is a rational function of scalar propagators and inverse
propagators (and irreducible numerators beyond one loop). The integrals corresponding
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to each term in the projected quantity are then in a form that can be reduced to a
basis of master integrals using by integration by parts (IBP) relations. This can be
done using by using IBP programs such as FIRE [33].
As described in Section 3, we can apply this procedure cut by cut to determine the
coefficients of each gauge invariant tensor in the full amplitude.
Basis tensors
Basis tensors for the four-vector amplitudes are taken from [32], which we reproduce
here. Beginning with the linearized field strength for each external particle:
Fi µν ≡ ki µεi ν − ki νεi µ , (A.5)
one can construct the following combinations,
F 4st ≡ (F1F2F3F4) , F 4tu ≡ (F1F4F2F3) , F 4us ≡ (F1F3F4F2) ,
(F 2s )
2 ≡ (F1F2)(F3F4) , (F 2t )2 ≡ (F1F4)(F2F3) , (F 2u )2 ≡ (F1F3)(F4F2) ,
(A.6)
where parentheses one the right-hand side of the above equations indicate taking the
trace over adjacent Lorentz indices. The four-vector basis tensors are then given by
T treevvvv = −
1
2
((F 2s )
2 + (F 2t )
2 + (F 2u )
2) + 2 (F 4st + F
4
tu + F
4
us) ,
T++++vvvv = −2F 4st +
1
2
((F 2s )
2 + (F 2t )
2 + (F 2u )
2) ,
T−+++vvvv = −TF 3 − (F 4tu − F 4us) (s− t) + (F 4st −
1
4
((F 2s )
2 + (F 2t )
2 + (F 2u )
2)) (s+ t) ,
T−−++vvvv = (F
2
s )
2 − (F 2t )2 + 2 (F 4tu − F 4us) , (A.7)
T−+−+vvvv = 2F
4
st −
1
2
((F 2s )
2 + (F 2t )
2 − (F 2u )2) ,
T ev1vvvv = −(2F 4st +
3
2
((F 2s )
2 + (F 2t )
2 + (F 2u )
2)) (s+ t) + 2 (F 4us (3 s+ t) + F
4
tu (s+ 3 t)) ,
T ev2vvvv = −(2F 4st −
1
2
((F 2s )
2 + (F 2t )
2 + (F 2u )
2)) (s− t) + 2 (F 4tu − F 4us) (s+ t) ,
where the v labels signifies that a leg is a vector boson, and TF 3 is proportional to the
F 3 amplitude [53]:
TF 3 = −istA(0)F 3 = −istu
(
(F 2s )
2
4s2
+
(F 2t )
2
4t2
+
(F 2u )
2
4u2
− g1g2g3g4
(stu)2
)
, (A.8)
where gi ≡ (ki+1Fiki−1). We note that we have written this expression in an explicitly
gauge-invariant form at the expense of manifest locality. These tensors are nonzero
only under the indicated (and parity conjugate) helicity configurations, along with
cyclic permutations. T treevvvv is nonzero for helicities (1
−2+3−4+), (1−2−3+4+), and cyclic
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permutations. T ev1vvvv and T
ev2
vvvv are evanescent, i.e. zero for all helicity configurations in
four dimensions. This can be made manifest by rewriting them as
T ev1vvvv =
1
2
k
[α
4 F
µν
1 F
σρ]
2 k2αF4µνF3σρ +
1
2
k
[α
4 F
µν
3 F
σρ]
2 k2αF4µνF1σρ ,
T ev2vvvv =
1
2
k
[α
2 F
µν
1 F
σρ]
3 k1αF2µνF4σρ ,
(A.9)
where the anti-symmetrization does not include a symmetry factor.
The two-vector, two-scalar tensors are also nonzero under specific helicity combi-
nations, and are given by
T+−vvss = 2(k3F1F2k4) + 2(k4F1F2k3)− (k3 · k4)(F1F2) , T++vvss = −(F1F2) , (A.10)
where the v and s labels specify the corresponding legs are vectors or scalars.
Similarly, the two-vector, two-fermion tensors are linear combinations of those in
Ref. [31], chosen to again be nonzero only under specific helicities:
T−+++ffvv = −
1
24
(u2 /F 4 /F 3/k2u1) , T
−+−+
ffvv = −
1
24
(u2 /F 4/k2 /F 3u1) ,
T−++−ffvv = −
1
24
(u2 /F 3/k1 /F 4u1) , T
−+−−
ffvv = −
1
24
(u2/k1 /F 4 /F 3u1) ,
T evffvv =
1
2
k
[α
1 F
µν
3 F
ρσ]
4 (u2γαγµγνγργσu1) , (A.11)
where f now indicates a leg as a fermion, /F i = Fi µνγ
µγν , and the antisymmetrization
in T ev includes a symmetry factor of 1/5!. As for the four-vector case, we encounter
an evanescent tensor, T evffvv which vanishes for all four-dimensional helicities. For the
two-fermion two-scalar case there is only a single basis tensor:
Tffss = u2/k3u1 . (A.12)
Finally, the four-fermion tensors are,
T 1ffff = (u2γ
µu1)(u4γµu3) ,
T 2ffff = (u2/k4u1)(u4/k2u3) ,
T 3ffff = (u2γ
µγνγρu1)(u4γµγνγρu3)− 16(u2γµu1)(u4γµu3) ,
T 4ffff = t (u2γ
µ/k4γ
ρu1)(u4γµ/k2γρu3)− 4u(u2/k4u1)(u4/k2u3) , (A.13)
plus those given by the exchange of legs 2 and 4. It should be noted, however, that in
practice it is unnecessary to calculate the coefficients of the exchanged tensors, since
they are fixed by the symmetry of the contributing diagrams. T 3ffff and T
4
ffff are
chosen to be zero for the helicity configuration 1+
ψ
2−
ψ
3+
ψ
4−
ψ
and its conjugate, so that
these tensors are evanescent if the spinors are Weyl of the same handedness.
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B Tree-level and one-loop amplitudes
In this appendix we collect tree- and one-loop amplitudes. In addition to the spinor-
helicity amplitudes given below, expressions that are valid to all orders in the dimen-
sional regularization parameter ǫ are provided in a supplementary file [34]. While we
do not require one-loop amplitudes without higher-dimension operators for our specific
examples in Section 4, they would be required for the calculation of a generic two-loop
anomalous dimension matrix element. These one-loop dimension-4 amplitudes can be
found in various references; e.g. Refs. [54] gives the relevant amplitudes which exclude
scalars.
The amplitudes and form factors can be written as vectors in color space,
A(L)(λ1λ2λ3λ4) = Sλ1λ2λ3λ4
∑
i
C[i]λ1λ2λ3λ4A(L)(λ1λ2λ3λ4)[i] , (B.1)
where Sλ1λ2λ3λ4 is a helicity-dependent factor which which depending on spinors when
evaluated using four-dimensional spinor helicity. These factors are pure phases for the
amplitudes with an even number of pairs of external fermions, and for the amplitudes
with an odd number of fermions their square is a dimensionless ratio of s, t, or u and
powers thereof. The full list of Sλ1λ2λ3λ4 for each process is listed below.
The IR dependence has been stripped from the amplitudes below, but can be recon-
structed, if desired, using the basic IR formulas given in the text, which we reproduce
here:
A
(1)
i = I
(1)A
(0)
i + A
(1)fin
i , (B.2)
where the IR operator I(1) is given by
I
(1) =
eǫγE
Γ(1− ǫ)
n∑
p=1
∑
q 6=p
T p · T q
2
[
γ
IR (1)
cusp
ǫ2
− γ
IR (1)
c, p
T
2
p
1
ǫ
]( −µ2
2kp·kq
)ǫ
, (B.3)
with
γIR (1)cusp = g˜
24 , γIR (1)c, v = −g˜2b0 , γIR (1)c, f = −g˜23CF , γIR (1)c, s = −g˜24CF . (B.4)
Explicit evaluations of I(1) for various processes can be found, for example, in Refs.
[31, 48]. All results below are reported in the Euclidean region and the MS scheme. As
a shorthand, logarithms are given by:
X2 = log
(s
t
)2
+ π2, Y 2 = log
( s
u
)2
+ π2, Z2 = log
(u
t
)2
+ π2,
Xs = log
(
µ2
−s
)
, Xt = log
(
µ2
−t
)
, Xu = log
(
µ2
−u
)
.
(B.5)
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In general we drop the Wilson coefficients, for example cF 3 for amplitudes with an OF 3
insertion, since it is in this form that the amplitudes are used in Eq. (2.37). However
we have contracted the Wilson coefficients with the amplitudes for operators which
include fermions, since doing so simplifies the flavor information for these cases.
B.1 Four-vector amplitudes
The color factors for the four-vector amplitudes are
C[1]vvvv = Tr[T 1T 2T 3T 4] , C[2]vvvv = Tr[T 1T 3T 2T 4] ,
C[3]vvvv = Tr[T 1T 2T 4T 3] , C[4]vvvv = Tr[T 1T 4T 2T 3] , (B.6)
C[5]vvvv = Tr[T 1T 3T 4T 2] , C[6]vvvv = Tr[T 1T 4T 3T 2] ,
C[7]vvvv = Tr[T 1T 2] Tr[T 3T 4] , C[8]vvvv = Tr[T 1T 3] Tr[T 2T 4] , C[9]vvvv = Tr[T 1T 4] Tr[T 2T 3] ,
where only two partial amplitudes—one single-trace and one double-trace—are inde-
pendent in general, and the rest are given by relabelings.
We remove dimensionless prefactors from the helicity amplitudes. These are all
phases except for the amplitudes involving only one pair of fermions. For the four-
vector amplitudes, the spinor prefactors are are given by
S(1+2+3+4+) =
[12][34]
〈12〉〈34〉 , S(1
−2+3+4+) =
〈12〉〈14〉[24]
〈23〉〈24〉〈34〉 ,
S(1−2−3+4+) =
〈12〉[34]
〈34〉[12] , S(1
−2+3−4+) =
〈13〉[24]
〈24〉[13] . (B.7)
The tree-level D-dimensional amplitudes are given by
A(0)(1234)[1] =
−g2
st
T treevvvv ,
A(0)(1234)[7] = 0 ,
A
(0)
F 3
(1234)[1] =
g
2stu
(
4stT++++vvvv − 2uT−+++vvvv + (s− t)T ev2vvvv
)
,
A
(0)
F 3
(1234)[7] = 0 , (B.8)
which have four-dimensional helicity values
A(0)(1−2+3+4+)[1] = A
(0)(1=2+3+4+)[1] = 0 ,
A(0)(1−2−3+4+)[1] = −g
2s
t
,
A(0)(1−2+3−4+)[1] = −g
2u2
st
,
A(0)(1±2±3±4±)[7] = 0 , (B.9)
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A
(0)
F 3
(1+2+3+4+)[1] = 2gs ,
A
(0)
F 3
(1−2+3+4+)[1] = −gu ,
A
(0)
F 3
(1−2−3+4+)[1] = A
(0)
F 3
(1−2+3−4+)[1] = 0 ,
A
(0)
F 3
(1±2±3±4±)[7] = 0 . (B.10)
The one-loop amplitudes with one insertion of the F 3 operator are
A
(1)fin
F 3
(1+2+3+4+)[1] = gg˜
2
(
(4N(t− u) + 2ub0)Xs + (4N(s− u) + 2ub0)Xt
− 1
2
(44N + 2Nf −Ns)u
)
,
A
(1)fin
F 3
(1−2+3+4+)[1] = gg˜
2
(
N
u2 − st
u
X2
+ (2N(t− u) + b0u)Xs + (2N(s− u) + b0u)Xt − 12u
)
,
A
(1)
F 3
(1−2+3−4+)[1] = 0 ,
A
(1)
F 3
(1−2−3+4+)[1] =
gg˜2
6
(4N(u− s)− (2Nf −Ns)(u− t)) , (B.11)
where g˜2 = g2/(4π) as defined in Eq.(2.5), and b0 = (11N−2Nf−Ns/2)/3. The double-
trace amplitudes with an OF 3 insertion are given by the U(1) decoupling identity
A
(1)
F 3
(1234)[7] =
1
N
(
A
(1)
F 3
(1234)[1] + A
(1)
F 3
(1243)[1] + A
(1)
F 3
(1423)[1]
)
. (B.12)
The amplitudes with one insertion of a ϕ2F 2 operators are
A
(1)
(ϕ2F 2)1
(1±2±3±4±)[1] = 0 ,
A
(1)
(ϕ2F 2)1
(1+2+3+4+)[7] = 4g˜
2Nss ,
A
(1)
(ϕ2F 2)1
(1−2+3+4+)[7] = A
(1)
(ϕ2F 2)1
(1−2+3−4+)[7] = 0 ,
A
(1)
(ϕ2F 2)1
(1−2−3+4+)[7] = 4g˜
2Nss ,
A
(1)
(ϕ2F 2)2
(1+2+3+4+)[1] = −2g˜2Nsu ,
A
(1)
(ϕ2F 2)2
(1−2+3+4+)[1] = A
(1)
(ϕ2F 2)2
(1−2+3−4+)[1] = 0 ,
A
(1)
(ϕ2F 2)2
(1−2−3+4+)[1] = 2g˜
2Nss ,
A
(1)
(ϕ2F 2)2
(1+2+3+4+)[7] = A
(1)
(ϕ2F 2)2
(1−2−3+4+)[7] = −4g˜
2Nss
N
,
A
(1)
(ϕ2F 2)2
(1−2+3+4+)[7] = A
(1)
(ϕ2F 2)2
(1−2+3−4+)[7] = 0 . (B.13)
B.2 Four-fermion amplitudes
The color structures for the four-fermion amplitudes are
C[1]ffff = T ai2i1T ai4i3 , C[2]ffff = T ai4i1T ai2i3 . (B.14)
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Note for any operator, due to the anti-symmetry of the amplitudes under exchange of
(anti-)fermions:
A
(L)
O (1
+
ψm
2−
ψn
3+
ψp
4−
ψr
)[2] = −A(L)O (1+ψm2
−
ψr
3+
ψp
4−
ψn
)[1] (s↔ t) ,
A
(L)
O (1
+
ψm
2−
ψn
3−
ψp
4+
ψr
)[2] = −A(L)O (1+ψm2
+
ψr
3−
ψp
4−
ψn
)[1] (s↔ t) ,
A
(L)
O (1
+
ψm
2+
ψn
3−
ψp
4−
ψr
)[2] = −A(L)O (1+ψm2
−
ψr
3−
ψp
4+
ψn
)[1] (s↔ t) . (B.15)
The overall spinor phases are
S(1+
ψ
2−
ψ
3+
ψ
4−
ψ
) =
〈24〉[12]
〈34〉[24] , S(1
+
ψ
2−
ψ
3−
ψ
4+
ψ
) =
〈23〉[12]
〈34〉[23] ,
S(1+
ψ
2+
ψ
3−
ψ
4−
ψ
) =
[12]
[34]
. (B.16)
The tree-level D-dimensional amplitudes are given by
A(0)(1ψm2ψn3ψp4ψr)[1] = g
2u2γ
µu1 u4γµu3
2s
δmnδpr ,
A
(0)
(ψ4)1
(1ψm2ψn3ψp4ψr)[1] =
N
N2 − 1(c
nmrp
(ψ4)1
u2γ
µu1 u4γµu3 − crmnp(ψ4)1Nu4γµu1 u2γµu3) ,
A
(0)
(ψ4)2
(1ψm2ψn3ψp4ψr)[1] = c
nmrp
(ψ4)2
u2γ
µu1 u4γµu3 , (B.17)
which have four-dimensional values
A(0)(1+
ψm
2−
ψn
3+
ψp
4−
ψr
)[1] =
g2u
s
δmnδpr ,
A(0)(1+
ψm
2−
ψn
3−
ψp
4+
ψr
)[1] = −g
2t
s
δmnδpr ,
A(0)(1+
ψm
2+
ψn
3−
ψp
4−
ψr
)[1] = 0 ,
A
(0)
(ψ4)1
(1+
ψm
2−
ψn
3+
ψp
4−
ψr
)[1] = −
2Nu(Ncrmnp(ψ4)1 + c
nmrp
(ψ4)1
)
N2 − 1 ,
A
(0)
(ψ4)1
(1+
ψm
2−
ψn
3−
ψp
4+
ψr
)[1] =
2Ntcnmrp(ψ4)1
N2 − 1 ,
A
(0)
(ψ4)1
(1+
ψm
2+
ψn
3−
ψp
4−
ψr
)[1] =
2N2scnmrp(ψ4)1
N2 − 1 ,
A
(0)
(ψ4)2
(1+
ψm
2−
ψn
3+
ψp
4−
ψr
)[1] = −2ucnmrp(ψ4)2 ,
A
(0)
(ψ4)2
(1+
ψm
2−
ψn
3−
ψp
4+
ψr
)[1] = 2tc
nmrp
(ψ4)2
,
A
(0)
(ψ4)2
(1+
ψm
2+
ψn
3−
ψp
4−
ψr
)[1] = 0 . (B.18)
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The amplitudes with one insertion of the F 3 operator are
A
(1)
F 3
(1+
ψm
2−
ψn
3+
ψp
4−
ψr
)[1] =
1
3
gg˜2uδmnδpr ,
A
(1)
F 3
(1+
ψm
2−
ψn
3−
ψp
4+
ψr
)[1] = −1
3
gg˜2tδmnδpr ,
A
(1)
F 3
(1+
ψm
2+
ψn
3−
ψp
4−
ψr
)[1] = 0 . (B.19)
The amplitudes with one insertion of a Dϕ2ψ2 operator are
A
(1)
(Dϕ2ψ2)1
(1±
ψm
2±
ψn
3±
ψp
4±
ψr
)[1] = 0 ,
A
(1)
(Dϕ2ψ2)2
(1+
ψm
2−
ψn
3+
ψp
4−
ψr
)[1] = −1
9
g˜2Ns(3Xs + 8)u(c
rp
(Dϕ2ψ2)2
δmn + c
nm
(Dϕ2ψ2)2
δpr) ,
A
(1)
(Dϕ2ψ2)2
(1+
ψm
2−
ψn
3−
ψp
4+
ψr
)[1] =
1
9
g˜2Ns(3Xs + 8)t(c
rp
(Dϕ2ψ2)2
δmn + c
nm
(Dϕ2ψ2)2
δpr) ,
A
(1)
(Dϕ2ψ2)2
(1+
ψm
2+
ψn
3−
ψp
4−
ψr
)[1] = 0 . (B.20)
The amplitudes with one insertion of a ψ4 operator are
A
(1)fin
(ψ4)1
(1+
ψm
2−
ψn
3+
ψp
4−
ψr
)[1] =
2g˜2u
9t
(
t
(
72Ncrmnp(ψ4)1
+Nf (3Xs + 2)(δmnc
rwwp
(ψ4)1
+ δprc
nwwm
(ψ4)1
)
)
+ 9(2s+ t(3Xu + 25))c
nmrp
(ψ4)1
)
,
A
(1)fin
(ψ4)1
(1+
ψm
2−
ψn
3−
ψp
4+
ψr
)[1] = −2
9
g˜2(Nf t(3Xs + 2)(δmnc
rwwp
(ψ4)1
+ δprc
nwwm
(ψ4)1
)
+ 9(2s+ t(5− 3Xt))cnmrp(ψ4)1 ) ,
A
(1)fin
(ψ4)1
(1+
ψm
2+
ψn
3−
ψp
4−
ψr
)[1] = −16g˜2Nscrmnp(ψ4)1 ,
A
(1)fin
(ψ4)2
(1+
ψm
2−
ψn
3+
ψp
4−
ψr
)[1] =
2g˜2u
9Nst
(
9s
(
2
(
N2 − 1) s+ t (13N2 − 3Xu − 25)) cnmrp(ψ4)2
+ t(Nfs(2N(3Xs + 5)(δmnc
rpww
(ψ4)2
+ δprc
nmww
(ψ4)2
)
− (3Xs + 2)(δmncrwwp(ψ4)2 + δprcnwwm(ψ4)2 ))
+ 9N(s(3Xu + 17) + 2t)c
rmnp
(ψ4)2
)
)
,
A
(1)fin
(ψ4)2
(1+
ψm
2−
ψn
3−
ψp
4+
ψr
)[1] = −2g˜
2
9N
(
9
(
2
(
N2 − 1) s− t (3(N2 − 1)Xt − 3N2 + 5)) cnmrp(ψ4)2
+Nf t(2N(3Xs + 5)(δmnc
rpww
(ψ4)2
+ δprc
nmww
(ψ4)2
)
− (3Xs + 2)(δmncrwwp(ψ4)2 + δprcnwwm(ψ4)2 ))
)
,
A
(1)fin
(ψ4)2
(1+
ψm
2+
ψn
3−
ψp
4−
ψr
)[1] = 2g˜
2(3s(Xs + 1)− 2t)crmnp(ψ4)2 . (B.21)
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B.3 Four-scalar amplitudes
The color structures for this process are identical to those of the four fermion case:
C[1]ssss = T ai2i1T ai4i3 , C[2]ssss = T ai4i1T ai2i3 . (B.22)
There is no spinor phase in this case, as the scalars do not carry helicity weight. The
tree-level amplitudes are
A(0)(1ϕ2ϕ3ϕ4ϕ)[1] = −g
2(t− u)
2s
− 2λN
N − 1 ,
A
(0)
(D2ϕ4)1
(1ϕ2ϕ3ϕ4ϕ)[1] =
N(Ns + t)
N2 − 1 ,
A
(0)
(D2ϕ4)2
(1ϕ2ϕ3ϕ4ϕ)[1] =
2N(Nt + s)
N2 − 1 . (B.23)
The one-loop amplitudes with an insertion of the F 3 operator are
A
(1)
F 3
(1ϕ2ϕ3ϕ4ϕ)[1] = −1
6
gg˜2N(t− u) . (B.24)
The one-loop amplitudes with an insertion of a ϕ2F 2 operator are
A
(1)
(ϕ2F 2)1
(1ϕ2ϕ3ϕ4ϕ)[1] = 2g˜
2(Nt+ s) ,
A
(1)
(ϕ2F 2)2
(1ϕ2ϕ3ϕ4ϕ)[1] =
2g˜2 (N2 − 4) s
N
. (B.25)
The one-loop amplitudes with an insertion of a D2ϕ4 operator are
A
(1)fin
(D2ϕ4)1
(1ϕ2ϕ3ϕ4ϕ)[1] =
g˜2
2
(
− 4(4N + 3)s− 2(3N + 5)t
− 3(N − 2)tXt − 3sXs + 3uXu
)
+
2λ˜
N − 1
(
2N((N − 3)t− 2s)−NsXs
+ (N − 2)NtXt +NuXu
)
,
A
(1)fin
(D2ϕ4)2
(1ϕ2ϕ3ϕ4ϕ)[1] =
g˜2
9
(
− 2(2t(9N + 4Ns + 27) + (4Ns + 45)s)
+ 27(2N − 1)tXt − 3Xs((Ns − 18)s+ 2Nst) + 27uXu)
+
4λ˜N
N − 1(−4(Nt + s) + (1− 2N)tXt − sXs + uXu) .
(B.26)
The one-loop amplitudes with an insertion of a Dϕ2ψ2 operator are
A
(1)
(Dϕ2ψ2)1
(1ϕ2ϕ3ϕ4ϕ)[1] = 0 ,
A
(1)
(Dϕ2ψ2)2
(1ϕ2ϕ3ϕ4ϕ)[1] = −2
9
cww(Dϕ2ψ2)2 g˜
2(3Xs + 5)(t− u) . (B.27)
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B.4 Two-fermion, two-vector amplitudes
The color factors for the two-fermion, two-vector amplitudes are
C[1]ffvv = (T 3T 4)i2i1 , C[2]ffvv = (T 4T 3)i2i1 , C[3]ffvv = Tr[T 3T 4]δi2i1 . (B.28)
In this case the spinor prefactors are not pure phases, but have magnitudes equal to
ratios of s, t, and u:
S(1−
ψp
2+
ψr
3+4+) =
〈13〉[34]
〈23〉〈34〉 , S(1
−
ψp
2+
ψr
3−4+) =
〈13〉3
〈12〉〈34〉〈41〉 ,
S(1−
ψp
2+
ψr
3+4−) =
〈14〉3
〈12〉〈31〉〈43〉 , S(1
−
ψp
2+
ψr
3−4−) =
〈34〉3
〈23〉〈24〉[12] . (B.29)
The tree-level amplitudes for this process are
A(0)(1ψp2ψr34)[1] = −
g2
st
(2T−+−+ffvv − 2T−++−ffvv + T evffvv)δpr ,
A
(0)
F 3
(1ψp2ψr34)[1] = −
2g
s
(T−+++ffvv + T
−+−−
ffvv )δpr , (B.30)
which evaluate in four dimensions as
A(0)(1−
ψp
2+
ψr
3+4+)[1] = 0 ,
A(0)(1−
ψp
2+
ψr
3+4−)[1] = g
2δpr ,
A(0)(1−
ψp
2+
ψr
3−4+)[1] =
g2t
u
δpr ,
A(0)(1−
ψp
2+
ψr
3−4−)[1] = 0 ,
A
(0)
F 3
(1−
ψp
2+
ψr
3+4+)[1] = −gtδpr ,
A
(0)
F 3
(1−
ψp
2+
ψr
3+4−)[1] = 0 ,
A
(0)
F 3
(1−
ψp
2+
ψr
3−4+)[1] = 0 ,
A
(0)
F 3
(1−
ψp
2+
ψr
3−4−)[1] =
gtu
s
δpr . (B.31)
The one-loop amplitudes with an insertion of a F 3 operator are
A
(1)fin
F 3
(1−
ψp
2+
ψr
3+4+)[1] =
gg˜2δpr
36Nu
(
2tu
(
34N2 +N(5Nf + 2Ns)− 18
)
+ 9Ntu((4Nf +Ns)Xs + 2(N − b0)Xt)
+ 18N2(t− u)tX2
)
,
A
(1)fin
F 3
(1−
ψp
2+
ψr
3−4+)[1] = 0 ,
A
(1)
F 3
(1−
ψp
2+
ψr
3+4−)[1] = gg˜
2δprN
su
t
,
A
(1)fin
F 3
(1−
ψp
2+
ψr
3−4−)[1] = −u
s
A
(1)fin
F 3
(1−
ψp
2+
ψr
3+4+)[1] , (B.32)
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A
(1)fin
F 3
(1−
ψp
2+
ψr
3+4+)[3] = gg˜
2δpr
(
(3N + b0)
2N
t(Xu −Xt)
+
(t− u)
2su
(stX2 + suY 2 + utZ2)
)
,
A
(1)
F 3
(1−
ψp
2+
ψr
3−4+)[3] = gg˜
2δpr2
st
u
,
A
(1)
F 3
(1−
ψp
2+
ψr
3+4−)[3] = gg˜
2δpr2
su
t
,
A
(1)fin
F 3
(1−
ψp
2+
ψr
3−4−)[3] = −u
s
A
(1)fin
F 3
(1−
ψp
2+
ψr
3+4+)[3] . (B.33)
The one-loop amplitudes with an insertion of a ϕ2F 2 operator all evaluate to zero:
A
(1)
(ϕ2F 2)1
(1±
ψp
2±
ψr
3±4±)[1] = A
(1)
(ϕ2F 2)1
(1±
ψp
2±
ψr
3±4±)[3] = 0 ,
A
(1)
(ϕ2F 2)2
(1±
ψp
2±
ψr
3±4±)[1] = A
(1)
(ϕ2F 2)2
(1±
ψp
2±
ψr
3±4±)[3] = 0 . (B.34)
The one-loop amplitudes with an insertion of a Dϕ2ψ2 operator are
A
(1)
(Dϕ2ψ2)1
(1±
ψp
2±
ψr
3±4±)[1] = A
(1)
(Dϕ2ψ2)1
(1±
ψp
2±
ψr
3±4±)[3] = 0 ,
A
(1)
(Dϕ2ψ2)2
(1−
ψp
2+
ψr
3+4+)[1] =
1
3
g˜2crp(Dϕ2ψ2)2Nst ,
A
(1)
(Dϕ2ψ2)2
(1−
ψp
2+
ψr
3+4−)[1] = A
(1)
(Dϕ2ψ2)2
(1−
ψp
2+
ψr
3−4+)[1] = 0 ,
A
(1)
(Dϕ2ψ2)2
(1−
ψp
2+
ψr
3−4−)[1] = − 1
3s
g˜2crp(Dϕ2ψ2)2Nstu ,
A
(1)
(Dϕ2ψ2)2
(1±
ψp
2±
ψr
3±4±)[3] = 0 . (B.35)
The one-loop amplitudes with an insertion of a ψ4 operator are
A
(1)
(ψ4)1
(1±
ψp
2±
ψr
3±4±)[1],[3] =
Nf
Ns
crwwp(ψ4)1
crp(Dϕ2ψ2)2
A
(1)
(Dϕ2ψ2)2
(1±
ψp
2±
ψr
3±4±)[1],[3] ,
A
(1)
(ψ4)2
(1±
ψp
2±
ψr
3±4±)[1],[3] =
2Ncrpww(ψ4)2 − c
rwwp
(ψ4)2
crwwp(ψ4)1
A
(1)
(ψ4)1
(1±
ψp
2±
ψr
3±4±)[1],[3] . (B.36)
B.5 Two-scalar, two-vector amplitudes
The color basis for this process is analogous to the that of the previous:
C[1]vvss = (T 1T 2)i4i3 , C[2]vvss = (T 2T 1)i4i3 , C[3]vvss = Tr[T 1T 2]δi4i3 . (B.37)
The spinor factors are again pure phases:
S(1+2+3ϕ4ϕ) =
[12]
〈12〉 , S(1
+2−3ϕ4ϕ) =
〈23〉〈24〉[12][34]
〈12〉〈34〉[23][24] . (B.38)
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The D-dimensional tree-level expressions are given by
A(1)(123ϕ4ϕ)[1] = −g
2
st
T+−vvss ,
A(1)(123ϕ4ϕ)[3] = 0 ,
A
(1)
F 3
(123ϕ4ϕ)[1] =
g(t− u)
2s
T++vvss ,
A
(1)
F 3
(123ϕ4ϕ)[3] = 0 ,
A
(1)
(ϕ2F 2)1
(123ϕ4ϕ)[1] = 0 ,
A
(1)
(ϕ2F 2)1
(123ϕ4ϕ)[3] = −2T++vvss ,
A
(1)
(ϕ2F 2)2
(123ϕ4ϕ)[1] = −2T++vvss ,
A
(1)
(ϕ2F 2)2
(123ϕ4ϕ)[3] = − 4
N
T++vvss , (B.39)
with four-dimensional helicity values
A(1)(1+2+3ϕ4ϕ)[1] = 0 ,
A(1)(1+2−3ϕ4ϕ)[1] =
g2u
s
,
A(1)(1±2±3ϕ4ϕ)[3] = 0 ,
A
(1)
F 3
(1+2+3ϕ4ϕ)[1] =
1
2
g(t− u) ,
A
(1)
F 3
(1+2−3ϕ4ϕ)[1] = 0 ,
A
(1)
F 3
(1±2±3ϕ4ϕ)[3] = 0 ,
A
(1)
(ϕ2F 2)1
(1±2±3ϕ4ϕ)[1] = 0 ,
A
(1)
(ϕ2F 2)1
(1+2+3ϕ4ϕ)[3] = −2s ,
A
(1)
(ϕ2F 2)1
(1+2−3ϕ4ϕ)[3] = 0 ,
A
(1)
(ϕ2F 2)2
(1+2+3ϕ4ϕ)[1] = −2s ,
A
(1)
(ϕ2F 2)2
(1+2−3ϕ4ϕ)[1] = 0 ,
A
(1)
(ϕ2F 2)2
(1+2+3ϕ4ϕ)[3] = −4s
N
,
A
(1)
(ϕ2F 2)2
(1+2−3ϕ4ϕ)[3] = 0 . (B.40)
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The one-loop amplitudes with an insertion of the F 3 operator are
A
(1)fin
F 3
(1+2+3ϕ4ϕ)[1] = − gg˜
2
72N
(
8((52N2 − 18)s+ (77N2 − 36)t+N(t− u)(5Nf + 2Ns))
+ 18N((2N(5t− 7u)− 3b0(t− u))Xt +Xs(2Ns + b0(u− t)))
− 72N2tX2
)
,
A
(1)
F3
(1+2−3ϕ4ϕ)[1] =
1
2
gg˜2Nu ,
A
(1)fin
F 3
(1+2+3ϕ4ϕ)[3] =
gg˜2
4N
(
(8Nt + b0(t− u))Xt + (8Nu+ b0(u− t))Xu − 4NsXs
+
1
6s
(stX2 + suY 2 + tuZ2)
)
,
A
(1)
F3
(1+2−3ϕ4ϕ)[3] = −gg˜2s . (B.41)
The one-loop amplitudes with an insertion of a ϕ2F 2 operator are
A
(1)fin
(ϕ2F 2)1
(1+2+3ϕ4ϕ)[1] = − g˜
2s
N
((b0 − 2N)Xt + b0Xu) + 4g˜2s , (B.42)
A
(1)
(ϕ2F 2)1
(1+2−3ϕ4ϕ)[1] = 2g˜
2(s+ 3t) ,
A
(1)fin
(ϕ2F 2)1
(1+2+3ϕ4ϕ)[3] = g˜
2s (4CF − 2(b0 + 3CF )Xs)
+ 4λ˜(N + 1)s(Xs + 2) ,
A
(1)
(ϕ2F 2)1
(1+2−3ϕ4ϕ)[3] = 0 ,
A
(1)fin
(ϕ2F 2)2
(1+2+3ϕ4ϕ)[1] =
g˜2s
N2
(
6N
(
2N2 − 3)+N (3−Nb0)Xs + 2b0Xu
+
(
2N(N2 − 4)− b0(N2 − 2)
)
Xt
)
+ 4λ˜s(Xs + 2) ,
A
(1)
(ϕ2F 2)2
(1+2−3ϕ4ϕ)[1] = −2g˜
2
N
(
N2u+ 4t
)
,
A
(1)fin
(ϕ2F 2)2
(1+2+3ϕ4ϕ)[3] =
g˜2s
N2
(
2 (b0N − 3)Xs + b0N(Xt +Xu)− 3
(
4N2 − 1) )
− 8
N
λ˜s(Xs + 2) ,
A
(1)
(ϕ2F 2)2
(1+2−3ϕ4ϕ)[3] = −4g˜2s . (B.43)
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The one-loop amplitudes with an insertion of a D2ϕ4 operator are
A
(1)
(D2ϕ4)1
(1+2+3ϕ4ϕ)[1] = −1
2
g˜2Nss ,
A
(1)
(D2ϕ4)1
(1+2−3ϕ4ϕ)[1] = 0 ,
A
(1)
(D2ϕ4)1
(1±2±3ϕ4ϕ)[3] = −A(1)(D2ϕ4)1(1±2±3ϕ4ϕ)[1] ,
A
(1)
(D2ϕ4)2
(1+2+3ϕ4ϕ)[1] =
1
3
g˜2Ns(s− t) ,
A
(1)
(D2ϕ4)2
(1+2−3ϕ4ϕ)[1] = 0 ,
A
(1)
(D2ϕ4)2
(1±2±3ϕ4ϕ)[3] = 4A
(1)
(D2ϕ4)1
(1±2±3ϕ4ϕ)[1] . (B.44)
The one-loop amplitudes with an insertion of a Dϕ2ψ2 operator are
A
(1)
(Dϕ2ψ2)1
(1±2±3ϕ4ϕ)[1] = A
(1)
(Dϕ2ψ2)1
(1±2±3ϕ4ϕ)[3] = 0 ,
A
(1)
(Dϕ2ψ2)2
(1+2+3ϕ4ϕ)[1] =
1
3
g˜2cww(Dϕ2ψ2)2Nf (t− u) ,
A
(1)
(Dϕ2ψ2)2
(1+2−3ϕ4ϕ)[1] = A
(1)
(Dϕ2ψ2)2
(1±2±3ϕ4ϕ)[3] = 0 . (B.45)
B.6 Two-fermion, two-scalar amplitudes
The color structures for this process are identical to those of the four fermion case:
C[1]ffss = T ai2i1T ai4i3 , C[2]ffss = T ai4i1T ai2i3 . (B.46)
There is only one independent spinor prefactor (which again is not a pure phase for
this case):
S(1ψ2ψ3ϕ4ϕ) =
〈23〉[13]
s
. (B.47)
The tree-level amplitudes for this process are given by
A(0)(1ψp2ψr3ϕ4ϕ)[1] = g
2u2/k3u1
s
δpr ,
A(0)(1ψp2ψr3ϕ4ϕ)[2] = 0 ,
A
(0)
(Dϕ2ψ2)1
(1ψp2ψr3ϕ4ϕ)[1] = −
2crp(Dϕ2ψ2)1N(u2/k3u1)
N2 − 1 ,
A
(0)
(Dϕ2ψ2)1
(1ψp2ψr3ϕ4ϕ)[2] = −
2crp(Dϕ2ψ2)1N
2(u2/k3u1)
N2 − 1 ,
A
(0)
(Dϕ2ψ2)2
(1ψp2ψr3ϕ4ϕ)[1] = −2c
rp
(Dϕ2ψ2)2
(u2/k3u1) ,
A
(0)
(Dϕ2ψ2)2
(1ψp2ψr3ϕ4ϕ)[2] = 0 , (B.48)
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with four-dimensional helicity values
A(0)(1+
ψp
2−
ψr
3ϕ4ϕ)[1] = g
2δpr ,
A(0)(1+
ψp
2−
ψr
3ϕ4ϕ)[2] = 0 ,
A
(0)
(Dϕ2ψ2)1
(1+
ψp
2−
ψr
3ϕ4ϕ)[1] = −
4crp(Dϕ2ψ2)1Ns
N2 − 1 ,
A
(0)
(Dϕ2ψ2)1
(1+
ψp
2−
ψr
3ϕ4ϕ)[2] = −
4crp(Dϕ2ψ2)1N
2s
N2 − 1 ,
A
(0)
(Dϕ2ψ2)2
(1+
ψp
2−
ψr
3ϕ4ϕ)[1] = −4crp(Dϕ2ψ2)2s ,
A
(0)
(Dϕ2ψ2)2
(1+
ψp
2−
ψr
3ϕ4ϕ)[2] = 0 . (B.49)
The one-loop amplitudes with an insertion of the F 3 operator are
A
(1)
F 3
(1+
ψp
2−
ψr
3ϕ4ϕ)[1] =
1
6
gg˜2Nsδpr ,
A
(1)
F 3
(1+
ψp
2−
ψr
3ϕ4ϕ)[2] = 0 . (B.50)
The one-loop amplitudes with an insertion of a ϕ2F 2 operator all evaluate to zero:
A
(1)
(ϕ2F 2)1
(1+
ψp
2−
ψr
3ϕ4ϕ)[1] = A
(1)
(ϕ2F 2)1
(1+
ψp
2−
ψr
3ϕ4ϕ)[2] = 0 ,
A
(1)
(ϕ2F 2)2
(1+
ψp
2−
ψr
3ϕ4ϕ)[1] = A
(1)
(ϕ2F 2)2
(1+
ψp
2−
ψr
3ϕ4ϕ)[2] = 0 . (B.51)
The one-loop amplitudes with an insertion of a D2ϕ4 operator are
A
(1)
(D2ϕ4)1
(1+
ψp
2−
ψr
3ϕ4ϕ)[1] = A
(1)
(D2ϕ4)1
(1+
ψp
2−
ψr
3ϕ4ϕ)[2] = 0 ,
A
(1)
(D2ϕ4)2
(1+
ψp
2−
ψr
3ϕ4ϕ)[1] =
1
9
g˜2Nss(3Xs + 8)δpr ,
A
(1)
(D2ϕ4)2
(1+
ψp
2−
ψr
3ϕ4ϕ)[2] = 0 . (B.52)
The one-loop amplitudes with an insertion of a Dψ2ϕ2 operator are
A
(1)fin
(Dϕ2ψ2)1
(1+
ψp
2−
ψr
3ϕ4ϕ)[1] = −g˜2s(3Xt − 3Xu − 16)crp(Dϕ2ψ2)1 ,
A
(1)fin
(Dϕ2ψ2)1
(1+
ψp
2−
ψr
3ϕ4ϕ)[2] = 16g˜
2Nscrp(Dϕ2ψ2)1 ,
A
(1)fin
(Dϕ2ψ2)2
(1+
ψp
2−
ψr
3ϕ4ϕ)[1] =
g˜2s
9N
crp(Dϕ2ψ2)2
(
8
(
9N2 +NNs − 18
)
− 27 (N2 − 1)Xt + 3NNsXs − 27Xu)
+
4
9
g˜2Nfs(3Xs + 5)c
ww
(Dϕ2ψ2)2
δpr ,
A
(1)fin
(Dϕ2ψ2)2
(1+
ψp
2−
ψr
3ϕ4ϕ)[2] = −3g˜2s(Xt −Xu)crp(Dϕ2ψ2)2 . (B.53)
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The one-loop amplitudes with an insertion of a ψ4 operator are
A
(1)
(ψ4)1
(1+
ψp
2−
ψr
3ϕ4ϕ)[1] = −2
9
g˜2Nfs(3Xs + 2)c
rwwp
(ψ4)1
,
A
(1)
(ψ4)1
(1+
ψp
2−
ψr
3ϕ4ϕ)[2] = 0 ,
A
(1)
(ψ4)2
(1+
ψp
2−
ψr
3ϕ4ϕ)[1] =
2g˜2Nfs
9N
((3Xs + 2)c
rwwp
(ψ4)2
− 2N(3Xs + 5)crpww(ψ4)2) ,
A
(1)
(ψ4)2
(1+
ψp
2−
ψr
3ϕ4ϕ)[2] = 0 . (B.54)
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