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Abstract
Let G be a finite abelian group. The Erdo˝s-Ginzburg-Ziv constant s(G) of G is defined as the
smallest integer l ∈ N such that every sequence S over G of length |S| ≥ l has a zero-sum subsequence
T of length |T | = exp(G). The value of this classical invariant for groups with rank at most two is
known. But the precise value of s(G) for the groups of rank larger than two is difficult to determine.
In this paper we pay our attentions to the groups of the form Cr−1
2
⊕ C2n, where r ≥ 3 and n ≥ 2.
We give a new upper bound of s(Cr−1
2
⊕ C2n) for odd integer n. For r ∈ [3, 4], we obtain that
s(C22 ⊕ C2n) = 4n+ 3 for n ≥ 2 and s(C
3
2 ⊕ C2n) = 4n+ 5 for n ≥ 36.
Key Words: zero-sum sequence, short zero-sum sequence, EGZ constant, Davenport constant.
1 Introduction
Let G be a finite abelian group. We define some central invariants in zero-sum theory which have been
studied since the 1960s. Let
• D(G) denote the smallest integer l ∈ N such that every sequence S over G of length |S| ≥ l has a
nonempty zero-sum subsequence.
• s(G) denote the smallest integer l ∈ N such that every sequence S over G of length |S| ≥ l has a
zero-sum subsequence T of length |T | = exp(G).
• η(G) denote the smallest integer l ∈ N such that every sequence S over G of length |S| ≥ l has a
nonempty zero-sum subsequence T of length |T | ∈ [1, exp(G)].
D(G) is called the Davenport constant of G and s(G) the Erdo˝s-Ginzburg-Ziv (EGZ) constant of G.
For the historical development of the field and the contributions of many authors we refer to the surveys
[8, 11]. Here we can only provide a brief summary. There is the following chain of inequalities ([12, 5.7.2
and 5.7.4])
D(G) ≤ η(G) ≤ s(G) − exp(G) + 1 ≤ |G| . (1.1)
Clearly, equality holds throughout for cyclic groups which implies the classical Theorem of Erdo˝s-Ginzburg-
Ziv dating back to 1961 and stating that s(G) = 2|G| − 1 ([4]). Since about ten years the precise value of
all three invariants is known for groups having rank at most two. We have ([12, Theorem 5.8.3])
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Theorem A. Let G = Cn1 ⊕ Cn2 with 1 ≤ n1 |n2. Then
s(G) = 2n1 + 2n2 − 3 , η(G) = 2n1 + n2 − 2 , and D(G) = n1 + n2 − 1 .
In groups of higher rank precise values for any of the three invariants are known only in very special
cases. We briefly sketch the state of knowledge with a focus on groups of the form Cr2⊕Cn, where r, n ∈ N,
which have found special attention in all these investigations.
To begin with the Davenport constant, suppose that G ∼= Cn1 ⊕ . . .⊕ Cnr , where 1 < n1 | . . . . . . | nr,
and set D∗(G) = 1+
∑r
i=1(ni−1). An example shows that D
∗(G) ≤ D(G), and equality holds for p-groups.
It is open whether or not equality holds for groups of rank three (for recent progress see [1]). Not even
the special case where G = C3n is known, but we know that D
∗(C2 ⊕ C42n) < D(C2 ⊕ C
4
2n) [13, Theorem
3.1]. If n ≥ 3 is odd and r ∈ N, then D∗(Cr2 ⊕ C2n) = D(C
r
2 ⊕ C2n) if and only if r ≤ 3. If r ≤ 2, then
the structure of the minimal zero-sum sequences over C32 ⊕ C2n is well-known ([15]). The only groups G
with D∗(G) < D(G), for which the precise value of D(G) is known are groups of the form G = C42 ⊕ C2n
for odd n ≥ 70 ([2, Theorem 5.8]).
A simple example shows that η(G) ≤ s(G)− exp(G) + 1, and the standing conjecture (due to Weidong
Gao [7]) states that equality holds for all groups G. This has been confirmed for a variety of groups (see [6]
without knowing the precise value of η(G) or s(G)). If G is an elementary 2-group, then it can be seen right
from the definitions that η(G) = |G| and that s(G) = |G|+1. If G = Cr3 , then (s(G)− 1)/2 is the maximal
size of a cap in the r-dimensional affine space over F3 ([3, Lemma 5.2]). This invariant has been studied in
finite geometry since decades, but precise values are known only for r ≤ 6 ([14]). For arbitrary primes p,
the precise values of η(C3p ) and s(C
3
p ) are unknown. However, there are standing conjectures which have
been verified in very special cases (see [10]), and also the structure of sequences of length D(G)− 1 (resp.
η(G) − 1 or s(G) − 1) that do not have a zero-sum subsequence (of the required length) has been studied
for groups of the form Crn ([9, Theorem 3.2]). For recent precise results for η(G) and s(G) we refer the
reader to [16] and to [5].
In the present paper we focus on the EGZ constant s(G) and on η(G) for groups of the form Cr−12 ⊕C2n,
where n ≥ 2 is an integer. Our first result provides the best upper bound on s(Cr2 ⊕ Cn) for n ≥ 3 odd,
which is known so far.
Theorem 1.1. s(Cr−12 ⊕C2n) ≤ 4n+2
r− 5 where r ≥ 3 is a positive integer and n ≥ 3 is an odd integer.
If G = Cr−12 ⊕ C2n and r ∈ [3, 4], then we can provide precise results.
Theorem 1.2. Let n ≥ 2.
1. η(C22 ⊕ C2n) = 2n+ 4 and s(C
2
2 ⊕ C2n) = 4n+ 3.
2. η(C32 ⊕ C2n) = 2n+ 6, and if n ≥ 36, then s(C
3
2 ⊕ C2n) = 4n+ 5.
2 Notations and Terminology
Our notations and terminology are consistent with [8] and [11]. Let N denote the set of positive integers,
P ⊆ N the set of prime numbers and N0 = N ∪ {0}. For real numbers a, b ∈ R, we set [a, b] = {x ∈ Z | a ≤
x ≤ b}. Throughout this paper, all abelian groups will be written additively, and for n ∈ N, we denote by
Cn a cyclic group with n elements.
Let G be a finite abelian group. We know that |G| = 1 or G ∼= Cn1⊕· · ·⊕Cnr with 1 < n1 | · · · | nr ∈ N,
where r = r(G) ∈ N is the rank of G and nr = exp(G) is the exponent of G. We denote |G| the
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cardinality of G, and ord(g) the order of elements g ∈ G. For convenience, denote Crn = Cn1 ⊕ · · · ⊕ Cnr
if n1 = · · · = nr = n ∈ N.
Let F (G) be the free abelian monoid, multiplicatively written, with basis G. The elements of F (G)
are called sequences over G. A sequence S ∈ F (G) will be written in the form
S = g1 · . . . · gl =
∏
g∈G
gvg(S)
with vg(S) ∈ N0 for all g ∈ G. We call vg(S) the multiplicity of g in S, and if vg(S) > 0 we say that S
contains g. If for all g ∈ G we have vg(S) = 0, then we call S the empty sequence and denote S = 1 ∈ F (G).
A sequence S is called squarefree if vg(S) ≤ 1 for all g ∈ G. Apparently, a squarefree sequence over G can
be considered as a subset of G. Let g0 ∈ G, we denote
g0 + S = (g0 + g1) · . . . · (g0 + gl).
A sequence S1 ∈ F (G) is called a subsequence of S if vg(S1) ≤ vg(S) for all g ∈ G, and denoted by
S1 | S. If S1 | S, we denote
S · S−11 =
∏
g∈G
gvg(S)−vg(S1) ∈ F (G).
If S1 is not a subsequence of S, we write S1 ∤ S. Let S1, S2 ∈ F (G), we set
S1 · S2 =
∏
g∈G
gvg(S1)+vg(S2) ∈ F (G).
Furthermore, we call S1, . . . , St (t ≥ 2) are disjoint subsequences of S, if S1 · . . . · St |S.
For a sequence
S = g1 · . . . · gl =
∏
g∈G
gvg(S) ∈ F (G),
we list the following definitions
|S| = l =
∑
g∈G vg(S) ∈ N0 the length of S,
supp(S) = {g ∈ G | vg(S) > 0} ⊆ G the support of S,
σ(S) =
∑l
i=1 gi =
∑
g∈G vg(S)g ∈ G the sum of S,∑
(S) = {
∑
i∈I gi | I ⊆ [1, l] with 1 ≤ |I| ≤ l} the set of all subsums of S,
The sequence S is called
• zero-sum free if 0 /∈
∑
(S),
• a zero-sum sequence if σ(S) = 0,
• a short zero-sum sequence if σ(S) = 0 and |S| ∈ [1, exp(G)].
Every map of abelian groups φ : G→ H extends to a map from the sequences over G to the sequences
over H by setting φ(S) = φ(g1) · . . . · φ(gl). If φ is a homomorphism, then φ(S) is a zero-sum sequence if
and only if σ(S) ∈ ker(φ).
Let G = H ⊕K be a finite abelian group. Let φ denote the projection from G to H and ψ denote the
projection from G to K. If S ∈ F (G) such that σ(φ(S)) = 0, then σ(S) = σ(ψ(S)) ∈ ker(φ) = K.
Lemma 2.1. Let G be a cyclic group of order n ≥ 2.
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1. A sequence S ∈ F (G) is zero-sum free of length |S| = n− 1 if and only if S = gn−1 for some g ∈ G
with ord(g) = n.
2. Let S be a zero-sum free sequence over G with length greater than n/2. Then there exists an element
g ∈ G of order n such that
S = (k1g) · . . . · (k|S|g),
where 1 ≤ k1 ≤ · · · ≤ k|S|, k = k1 + · · ·+ k|S| < n, and Σ(S) = {g, 2g, . . . , kg}.
3. Let S ∈ F (G) a sequence of length |S| = s(G)− 1. Then the following statements are equivalent:
(a) S has no zero-sum subsequence of length n.
(b) S = (gh)n−1 where g, h ∈ G with ord(g − h) = n.
Proof. See [11, Cor. 2.1.4, Th.5.1.8, Prop.5.1.12].
Lemma 2.2. ([6, Theorem 1.2]) Let G = H ⊕ Cmn be a finite abelian group where H ⊆ G is a subgroup
with exp(H) = m ≥ 2 and n ∈ N. If n ≥ max{m|H |+ 1, 4|H |+ 2m}, then s(G) = η(G) + exp(G)− 1.
Lemma 2.3. Let G = H⊕Cn be a finite abelian group where H ⊆ G is a subgroup with exp(H) | exp(G) =
n. Then
η(G) ≥ 2(D(H)− 1) + n and s(G) ≥ 2(D(H)− 1) + 2n− 1 .
In particular, we have for all r, n ∈ N,
η(Cr−12 ⊕ C2n) ≥ 2n+ 2r − 2 and s(C
r−1
2 ⊕ C2n) ≥ 4n+ 2r − 3 .
Proof. The main statement follows from [3, Lemma 3.2]. If H = Cr−12 , then D(H) = r and the second
statement follows.
Lemma 2.4. Let W be a squarefree sequence of length |W | ≥ 9 over C42 \ {0} . Then for any element
w |W , there exist |W |−8 disjoint subsequences R1, . . . , R|W |−8 of Ww
−1 such that σ(Ri) = w and |Ri| = 2
for all i ∈ [1, |W | − 8]. In particular, W has at least |W | − 8 distinct zero-sum subsequences of length 3
containing w.
Proof. For any element w |W , we can always find a set A = {a1, . . . , a7} ⊆ C42 \ {0} satisfying C
4
2 \ {0} =
{w} ∪ A ∪ w + A. Let Ti = ai · (w + ai) for each i ∈ [1, 7]. Therefore w = σ(T1) = . . . = σ(T7) and
supp(wT1 · . . . · T7) = C42 \ {0}.
Since ∣∣∣{Ti ∣∣∣ i ∈ [1, 7] and Ti ∤W}∣∣∣ ≤ ∣∣∣{g ∈ C42 \ {0} ∣∣∣ g |Ti for some i ∈ [1, 7] and g ∤W}∣∣∣
≤|C42 \ ({0} ∪ supp(W ))| = 15− |W |,
we have that
∣∣∣{Ti ∣∣∣ i ∈ [1, 7] and Ti |W}∣∣∣ ≥ 7− (15−|W |) = |W |−8 ≥ 1. In particular, for each i ∈ [1, 7],
if Ti |W , then wTi is a zero-sum subsequence of W .
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3 The proof of Theorem 1.1 and Theorem 1.2.1
Lemma 3.1. Let G = H ⊕K be a finite abelian group, where H ∼= Cr2 with r ≥ 3 a positive integer and
K ∼= Cn with n ≥ 3 an odd integer. Denote φr to be the projection from G to H and ψr to be the projection
from G to K.
Let Sr be a sequence over C
r
2⊕Cn such that φr(Sr) is a squarefree sequence with supp(φr(Sr)) = H\{0}.
If the following property P1 holds,
P1. For any two distinct subsequences T1, T2 of Sr with |T1| = |T2| = 4 and φr(σ(T1)) = φr(σ(T2)) = 0,
we have that σ(T1) = σ(T2).
then |supp(ψr(Sr))| = 1.
Proof. We proceed by induction on r.
Suppose that r = 3. Let (e1, e2, e3) be a basis of H , and e be a basis of K.
Since φ3(S3) is a squarefree sequence with supp(φ3(S3)) = H \{0}, we can assume S3 = g1g2g3g4g5g6g7,
where
g1 = e1 + a1e, g2 = e2 + e3 + a2e, g3 = e2 + a3e, g4 = e1 + e3 + a4e,
g5 = e3 + a5e, g6 = e1 + e2 + a6e, g7 = e1 + e2 + e3 + a7e, and a1, . . . , a7 ∈ [0, n− 1].
By the property P1 and
φ3(g1 + g3 + g5 + g7) = φ3(g1 + g4 + g6 + g7) = φ3(g2 + g3 + g6 + g7) = φ3(g2 + g4 + g5 + g7)
=φ3(g1 + g2 + g3 + g4) = φ3(g1 + g2 + g5 + g6) = φ3(g3 + g4 + g5 + g6) = 0,
we have that
g1 + g3 + g5 + g7 = g1 + g4 + g6 + g7 = g2 + g3 + g6 + g7 = g2 + g4 + g5 + g7
= g1 + g2 + g3 + g4 = g1 + g2 + g5 + g6 = g3 + g4 + g5 + g6.
By easily calculation, we obtain that a1 = a2 = a3 = a4 = a5 = a6 = a7, which implies that
|supp(ψ3(S3))| = 1.
Suppose that the conclusion is correct for r = d ≥ 3. We want to prove the conclusion is also correct
for r = d+ 1.
Let (e1, . . . , ed+1) be a basis of H and e be a basis of K. Denote by Ai = 〈e1, . . . , ei〉 \ {0}, where
i ∈ [1, d + 1]. Then Ad+1 = Ad ∪ (ed+1 + Ad) ∪ {ed+1}. Since φd+1(Sd+1) is a squarefree sequence with
supp(φd+1(Sd+1)) = H \ {0}, we can assume Sd+1 =
∏
u∈Ad+1
u + cue, where cu ∈ [0, n − 1] for each
u ∈ Ad+1.
Let
W1 =
∏
u∈Ad
u+ cue, W2 =
∏
u∈ed+1+Ad
u− ed+1 + cue, H
′ = 〈e1, . . . , ed〉 , and G
′ = H ′ ⊕K.
Then W1,W2 are sequences over G
′ and Sd+1 =W1 ·(ed+1+W2) ·(ed+1+ced+1e). Since r(H
′) = d, φd+1
∣∣
G′
is the projection from G′ to H ′, and ψd+1
∣∣
G′
is the projection from G′ to K, we obtain that W1,W2 satisfy
the property P1 for r = d which implies that | supp(ψd+1(W1))| = | supp(ψd+1(W2))| = 1. Therefore we
can assume that cu = x for all u ∈ Ad and cu = y for all u ∈ ed+1 +Ad where x, y ∈ [0, n− 1].
Let B = {0, e1, e2, e1+e2} and T1 =
∏
u∈e3+B
u+cue, T2 =
∏
u∈ed+1+e3+B
u+cue, T3 =
∏
u∈ed+1+B
u+
cue. Then T1T2T3 |Sd+1 and φd+1(σ(T1)) = φd+1(σ(T2)) = φd+1(σ(T3)) = 0. By the property P1 and
|T1| = |T2| = |T3| = 4, we obtain that ψd+1(σ(T1)) = ψd+1(σ(T2)) = ψd+1(σ(T3)) and hence
4x ≡ 4y ≡ 3y + ced+1 (mod n).
It follows that x = y = ced+1 which implies that | supp(ψ(Sd+1))| = 1.
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Proof of Theorem 1.1. Let G = H ⊕K be a finite abelian group, where H ∼= Cr2 with r ≥ 3 a positive
integer and K ∼= Cn with n ≥ 3 an odd integer. Denote φ to be the projection from G to H and ψ to be
the projection from G to K.
Let S be a sequence over G with |S| = 4n+2r−5. Assume to the contrary that S contains no zero-sum
subsequence of length 2n.
Suppose that φ(G) = H = {h0, h1, . . . , h2r−1}. We can assume that
φ(S) = hn00 · . . . · h
n2r−1
2r−1 and S =W0 · . . . ·W2r−1
where n0, . . . , n2r−1 ∈ N0, and φ(Wi) = h
ni
i for all i ∈ [0, 2
r − 1].
Then S allows a product decomposition S = S1 · . . . ·Sk ·S0 satisfying that φ(S0) is squarefree, and for
each i ∈ [1, k], |Si| = 2 and σ(φ(Si)) = 0. Therefore Si |Wj for some j ∈ [0, 2r − 1].
Since 4n + 2r − 5 = |S| = 2k + |S0| ≤ 2k + 2r, we obtain that k ≥ 2n − 2. By our assumption,
σ(S1) · . . . · σ(Sk) ∈ F (ker(φ)) has no subsequence of length n. Therefore by Lemma 2.1.3, we have that
k = 2n− 2, |S0| = 2r − 1 and
σ(S1) · . . . · σ(S2n−2) = g
n−1g1
n−1,
where g, g1 ∈ ker(φ) and ord(g − g1) = n.
Since | supp(φ(S0))| = |S0| = 2
r − 1, let {b} = φ(G) \ supp(φ(S0)) and
S′ = S + b−
n+ 1
2
g1 = (S1 + b−
n+ 1
2
g1) · . . . · (S2n−2 + b−
n+ 1
2
g1) · (S0 + b−
n+ 1
2
g1).
Therefore S′ has no zero-sum subsequence of length 2n and 0 /∈ supp(φ(S0+b)) = supp(φ(S0+b−
n+1
2 g1)),
σ(S1 + b−
n+ 1
2
g1) · . . . · σ(S2n−2 + b−
n+ 1
2
g1) = (g − g1)
n−1 · 0n−1.
Then without loss of generality, we can assume that 0 /∈ supp(φ(S0)) and
σ(S1) = · · · = σ(Sn−1) = g1 = 0 and σ(Sn) = · · · = σ(S2n−2) = g.
Case 1. There exists T | S0 such that |T | = 4, σ(φ(T )) = 0 and σ(ψ(T )) 6= g.
Then ψ(σ(T )) = tg where t ∈ [2, n]. By calculation we get
σ(S1 · . . . · St−2 · Sn · . . . · S2n−1−t · T ) = 0, and
|S1 · . . . · St−2 · Sn · . . . · S2n−1−t · T | = 2(t− 2) + 2(n− t) + 4 = 2n,
a contradiction.
Case 2. For any subsequence T |S0 satisfying |T | = 4 and φ(σ(T )) = 0, we have ψ(σ(T )) = g.
By supp(φ(S0)) = φ(G) \ {0} and Lemma 3.1, we have supp(ψ(S0)) = {a} for some a ∈ ψ(G). Let T
be a subsequence of S0 satisfying |T | = 4 and φ(σ(T )) = 0, then ψ(σ(T )) = 4a = g which implies that
a = {
n+ 1
4
g} if n ≡ 3 (mod 4) and a = {
3n+ 1
4
g} if n ≡ 1 (mod 4) . (3.1)
Without loss of generality, we can assume h0 = 0 /∈ supp(φ(S0)) and |W1| ≥ · · · ≥ |W2r−1|. Then
2 ∤ |Wi| for all i ∈ [1, 2r − 1].
We can distinguish the following two cases.
Subcase 2.1. |W1| ≥ 3.
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Without loss of generality, we can assume that a1a2a0 |W1 and Si = a1a2, a0 |S0, where i ∈ [1, 2n− 2].
Then σ(ψ(Si)) = ψ(a1) + ψ(a2) ∈ {0, g} and hence ψ(a1) 6= ψ(a0) or ψ(a2) 6= ψ(a0) by Equation (3.1).
Without loss of generality, we can assume that ψ(a1) 6= ψ(a0). Let S
′
i = a0a2 and S
′
0 = S0a
−1
0 a1. Since
σ(φ(S1)) · . . . · σ(Si−1) · σ(S′i) · σ(Si+1) · . . . · σ(S2n−2) has no subsequence of length n, by Lemma 2.1.3 we
obtain that σ(φ(S′i)) = σ(φ(Si)) which implies that ψ(a1) = ψ(a0), a contradiction.
Subcase 2.2. |W1| ≤ 2.
Since 2 ≥ |W1| ≥ · · · ≥ |W2r−1| and 2 ∤ |Wi| for all i ∈ [1, 2r−1], we have that |W1| = · · · = |W2r−1| = 1.
Then
|W0| = |S| −
2r−1∑
i=1
|Wi| = 4n+ 2
r − 5− (2r − 1) = 4n− 4 ≥ 3n− 1.
SinceW0 is a sequence over ker(φ) ∼= Cn, there are two disjoint zero-sum subsequences V1, V2 of length n by
s(Cn) = 2n− 1(see Theorem A). Therefore V1V2 is a zero-sum subsequence of length 2n, a contradiction.
Proof of Theorem 1.2.1. By Lemma 2.3 and Inequality 1.1, we only need to prove that s(G) ≤ 4n+3.
If n is odd, it follows immediately by Theorem 1.1. Thus we can always assume that n is even.
Let (e1, e2, e) be a basis of G = C
2
2 ⊕ C2n with ord(e1) = ord(e2) = 2 and ord(e) = 2n and S be any
sequence over G with |S| = 4n+ 3. Assume to the contrary that S contains no zero-sum subsequence of
length 2n.
Let θ : G → G be the homomorphism defined by θ(e1) = e1, θ(e2) = e2 and θ(e) = ne. Then
ker(θ) = 〈2e〉 ∼= Cn and θ(G) = 〈e1, e2, ne〉 ∼= C32 .
Let θ(G) = {h0, h1, . . . , h7}. We can assume that
θ(S) = hn00 · . . . · h
n7
7 and S =W0 · . . . ·W7
where n0, . . . , n7 ∈ N0, and θ(Wi) = h
ni
i for all i ∈ [0, 7].
Then S allows a product decomposition S = S1 · . . . ·Sk ·S0 satisfying that θ(S0) is squarefree, and for
each i ∈ [1, k], |Si| = 2 and σ(θ(Si)) = 0. Therefore Si |Wj for some j ∈ [0, 7].
Since 4n+3 = |S| = 2k+|S0| ≤ 2k+8, we obtain that k ≥ 2n−2. By our assumption, σ(S1)·. . .·σ(Sk) ∈
F (ker(θ)) has no subsequence of length n. Therefore by Lemma 2.1.3, we have that k = 2n− 2, |S0| = 7
and
σ(S1) · . . . · σ(S2n−2) = (2ke)
n−1(2k1e)
n−1,
where k, k1 ∈ [0, n− 1] and gcd(k − k1, n) = 1. Since n is even, without loss of generality, we can assume
that k1 is even.
Since | supp(θ(S0))| = |S0| = 7, we let {b} = θ(G) \ supp(θ(S0)) ∈ G and let
S′ = S + b− k1e = (S1 + b− k1e) · . . . · (S2n−2 + b− k1e) · (S0 + b− k1e).
Therefore S′ has no zero-sum subsequence of length 2n and 0 /∈ supp(θ(S0 + b)) = supp(θ(S0 + b− k1e)),
σ(S1 + b− k1e) · . . . · σ(S2n−2 + b− k1e) = (2(k − k1)e)
n−1 · 0n−1.
Then without loss of generality, we can assume that 0 /∈ supp(θ(S0)) and
σ(S1) = · · · = σ(Sn−1) = 2k1e = 0 and σ(Sn) = · · · = σ(S2n−2) = 2ke = 2e.
Case 1. There exists T | S0 such that |T | = 4, θ(σ(T )) = 0 and σ(T ) 6= 2e.
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Then σ(T ) = 2te where t ∈ [2, n]. By calculation we get
σ(S1 · . . . · St−2 · Sn · . . . · S2n−1−t · T ) = 0 and
|S1 · . . . · St−2 · Sn · . . . · S2n−1−t · T | = 2(t− 2) + 2(n− t) + 4 = 2n,
a contradiction.
Case 2. For any subsequence T |S0 satisfying |T | = 4 and θ(σ(T )) = 0, we have σ(T ) = 2e.
Since supp(θ(S0)) = θ(G) \ {0}, we can assume S0 = g1g2g3g4g5g6g7, where
g1 = e1 + 2a1e, g2 = e2 + e+ 2a2e, g3 = e2 + 2a3e, g4 = e1 + e+ 2a4e,
g5 = e + 2a5e, g6 = e1 + e2 + 2a6e, g7 = e1 + e2 + e+ 2a7e, and a1, . . . , a7 ∈ [0, n− 1].
Since θ(g1+g3+g5+g7) = θ(g2+g4+g5+g7) = θ(g1+g2+g3+g4), we obtain the following equations
g1 + g3 + g5 + g7 = g2 + g4 + g5 + g7 = g1 + g2 + g3 + g4 = 2e,
which implies that
2e+ 2(a1 + a3 + a5 + a7)e = 4e+ 2(a2 + a4 + a5 + a7)e = 2e+ 2(a1 + a2 + a3 + a4)e = 2e.
Therefore
a1 + a3 + a5 + a7 ≡ 0 (mod n),
a2 + a4 + a5 + a7 ≡ −1 (mod n),
a1 + a2 + a3 + a4 ≡ 0 (mod n).
Thus 2(a1+a3)+a2+a4+a5+a7 ≡ 0 (mod n), which implies that 2(a1+a3) ≡ 1 (mod n), a contradiction
to n is even.
4 Preparatory results about C32 ⊕ C2n
In the whole section, we consider the group G = C32 ⊕ C2n, where n ≥ 3 is an odd integer. Thus
G ∼= C42 ⊕ Cn. Let G = H ⊕K, where H,K are subgroups of G with H
∼= C42 and K
∼= Cn. Denote φ to
be the projection from G to H and ψ to be the projection from G to K.
Lemma 4.1. Let G,H,K and φ, ψ be as above. If S is a sequence of length 10 over G such that φ(S) is
a squarefree sequence over H \ {0}, then S has two distinct subsequences T1 and T2 of length {|T1|, |T2|} ⊆
[3, 4] satisfying σ(φ(T1)) = σ(φ(T2)) = 0 but σ(ψ(T1)) 6= σ(ψ(T2)).
Proof. By Lemma 2.4, S has at least two distinct subsequences W1, W2 of length 3 such that φ(σ(W1)) =
φ(σ(W2)) = 0.
Assume to the contrary that for any zero-sum subsequence φ(T ) of φ(S) with length 3 or 4, we have
σ(ψ(T )) = e, where e ∈ K \ {0}.
By Lemma 2.4, there exists a subsequence T of S such that |T | = 3 and σ(φ(T )) = 0. Then σ(ψ(T )) = e
and hence there exists an element u |T such that ψ(u) 6= n+12 e.
By Lemma 2.4 again, there exist disjoint subsequencesR1, R2 of Su
−1 such that σ(φ(R1)) = σ(φ(R2)) =
φ(u) and |R1| = |R2| = 2. Thus φ(R1R2), φ(R1u), and φ(R2u) are zero-sum sequences which implies that
σ(ψ(R1R2)) = σ(ψ(R1u)) = σ(ψ(R2u)) = e. It follows that ψ(u) =
n+1
2 e, a contradiction to the choice of
u.
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Lemma 4.2. Let G,H,K and φ, ψ be as above. If n = 3 and S is a sequence of length 12 over G such
that φ(S) is a squarefree sequence, then S contains a short zero-sum subsequence.
Proof. Assume to the contrary that S contains no short zero-sum subsequence. Thus 0 6∈ supp(S).
If 0 ∈ supp(φ(S)), then there exists g | S such that φ(g) = 0 and hence ψ(g) 6= 0. By |Sg−1| = 11 and
Lemma 4.1, Sg−1 have a subsequence T of length |T | ∈ {3, 4} such that σ(φ(T )) = 0 and σ(ψ(T )) 6= ψ(g).
Since σ(ψ(T )) 6= 0, we obtain σ(ψ(T )) = 2ψ(g) which implies that Tg is a short zero-sum subsequence of
S, a contradiction.
Therefore 0 /∈ supp(φ(S)). Let S = g1 · . . . · g12. We distinguish the following four cases to finish the
proof.
Case 1. v0(ψ(S)) ≥ 5.
Without loss of generality, we can assume that ψ(g1 · . . . · g5) = 0
5. Since φ(g1 · . . . · g5) ∈ F (φ(G)) and
D(φ(G)) = D(C42 ) = 5, there exists a subsequence X | g1 · . . . · g5 such that σ(φ(X)) = 0 which implies
that X is a short zero-sum subsequence of S, a contradiction.
Case 2. v0(ψ(S)) = 4.
Without loss of generality, we can assume that ψ(g1g2g3g4) = 0
4 and ψ(g5g6g7g8) = e
4 for some
e ∈ ψ(G) ∼= C3. Thus g1, g2, g3, g4, g5 + g6 + g7, g5 + g6 + g8 ∈ φ(G) ∼= C42 and g5 + g6 + g7 6= g5 + g6 + g8.
Choose R = g5 + g6 + g7 or g5 + g6 + g8 such that σ(R) 6= g1 + g2 + g3 + g4. Then g1g2g3g4σ(R) has
a zero-sum subsequence of length ≤ 4 which implies that S contains a short zero-sum subsequence, a
contradiction.
Case 3. v0(ψ(S)) = 3.
Without loss of generality, we can assume that ψ(S) = 03 ·eu·(2e)v, u+v = 9, u ≥ v, and ψ(g1g2g3) = 03
for some e ∈ ψ(G) ∼= C3.
Suppose that v = 0. We assume that ψ(g4 · . . . · g12) = e
9. Then by Lemma 2.4, φ(g4 · . . . · g12) contains
a zero-sum subsequence of length 3 which implies that S contains a short zero-sum subsequence of length
3, a contradiction.
Suppose that v = 1. We assume that ψ(g4 · . . . · g11) = e8 and ψ(g12) = 2e. Then g1, g2, g3, g11 +
g12, g4 + g5 + gj ∈ φ(G) ∼= C42 for any j ∈ [6, 10]. If σ(g1g2g3g11g12) = 0, then g1g2g3g11g12 is a short
zero-sum subsequence of S, a contradiction. Thus σ(g1g2g3g11g12) 6= 0. Since |[6, 10]| = 5, there exists an
i ∈ [6, 10] such that
g4 + g5 + gi /∈ {σ(g1g2g3(g11g12)), σ(g1g2(g11g12)), σ(g1g3(g11g12)), σ(g2g3(g11g12))}.
Therefore g1g2g3σ(g11g12)σ(g4g5gi) contains a zero-sum subsequence of length ≤ 3 which implies that S
contains a short zero-sum subsequence, a contradiction.
Suppose that v ≥ 2. we assume that ψ(g4 · . . . · g8) = e5 and ψ(g11g12) = (2e)2. Then g4 + g11, g5 +
g12, g6 + g12 ∈ φ(G) ∼= C42 and g5 + g12 6= g6 + g12. Choose R = g5 + g12 or g6 + g12 such that σ(R) 6=
g4+g11+g1+g2+g3. Therefore g1g2g3σ(g4g11)σ(R) contains a zero-sum subsequence of length ≤ 4 which
implies that S contains a short zero-sum subsequence, a contradiction.
Case 4. v0(ψ(S)) ≤ 2.
Without loss of generality, we can assume that ψ(S) = 0t · eu · (2e)v, t ∈ N0, u+ v ≥ 10, and u ≥ v for
some e ∈ ψ(G) ∼= C3.
Suppose that u ≥ 9. We assume that ψ(g1 · . . . · g9) = e9. Then by Lemma 2.4, φ(g1 · . . . · g9) contains
a zero-sum subsequence of length 3 which implies that S contains a short zero-sum subsequence of length
3, a contradiction.
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Suppose that u ≤ 8. Then v ≥ 2. We assume that ψ(g1 · . . . · gu) = eu and ψ(gu+1 · . . . · gu+v) = (2e)v.
If there exist i1, i2 ∈ [1, u] and j1, j2 ∈ [u + 1, u + v] such that i1 6= i2, j1 6= j2, and gi1 + gj1 = gi2 + gj2 ,
then gi1gj1gi2gj2 is a short zero-sum subsequence of S, a contradiction. Therefore
|{gi + gj ∈ φ(G) | i ∈ [1, u] and j ∈ [u+ 1, u+ v]}| ≥ uv ≥ v(10− v) ≥ 16 = |φ(G)|.
It follows that there exist an i ∈ [1, u] and a j ∈ [u+ 1, u+ v] such that φ(gi) = φ(gj), a contradiction to
φ(S) is squarefree.
Lemma 4.3. Let G,H,K and φ, ψ be as above. Let K = 〈e〉 and S = h1 · . . . · h8 be a sequence over
G \ {0} with φ(h1) + φ(h2) = φ(h3) + φ(h4) = φ(h5) + φ(h6) = φ(h7) + φ(h8). If φ(S) is a squarefree
sequence with 0 6∈ supp(φ(S)) and satisfies the following property (∗):

For any subsequence V of S with σ(φ(V )) = 0, we have that
σ(ψ(V )) =
{
e, if |V | = 3 or 4,
e or 2e, if |V | = 5.
(∗)
then supp(ψ(S)) = {n+14 e} if n ≡ 3 (mod 4) and supp(ψ(S)) = {
3n+1
4 e} if n ≡ 1 (mod 4).
Proof. Since σ(φ(h1h2h3h4)) = σ(φ(h3h4h5h6)) = σ(φ(h5h6h1h2)) = 0, we obtain that σ(ψ(h1h2h3h4)) =
σ(ψ(h3h4h5h6)) = σ(ψ(h5h6h1h2)) = e which implies that ψ(h1) + ψ(h2) = ψ(h3) + ψ(h4) = ψ(h5) +
ψ(h6) =
n+1
2 e. With the same reason, we can prove that ψ(h7) + ψ(h8) =
n+1
2 e.
Let ψ(hi) = kie where 1 ≤ i ≤ 8 and 0 ≤ ki ≤ n− 1. Without loss of generality, we can assume that
k1 ≤ k2, k3 ≤ k4, k5 ≤ k6, k7 ≤ k8. We consider the sequence W = h1h2h3h5h7 (see Figure 4.1).
s
s
s
s
s s
s
h1
h2
h3
h4
h5
h6
h7
h8
s
Figure 4.1:
Since φ(W ) ∈ F (φ(G)) and D(φ(G)) = D(C42 ) = 5, there exists a subsequence V | W such that
σ(φ(V )) = 0 and |V | ∈ {3, 4, 5}. We distinguish three cases depending on |V |.
Case 1. |V | = 3.
Since 0 6∈ supp(φ(S)), we obtain that h1h2 ∤ V . By symmetry, we only need to consider V = h1h3h5
or V = h2h3h5.
Suppose that V = h1h3h5. Then σ(φ(h1h3h5)) = 0 and hence σ(φ(h1h4h6)) = 0. Thus
σ(ψ(h1h3h5)) = σ(ψ(h1h4h6)) = e
which implies that σ(ψ(h3h5)) = σ(ψ(h4h6)) =
n+1
2 e and ψ(h1) =
n+1
2 e by σ(ψ(h3h4h5h6)) = e. Therefore
ψ(h2) = 0, a contradiction to k1 ≤ k2.
Suppose that V = h2h3h5. Then σ(φ(h2h3h5)) = 0 and hence σ(φ(h1h4h5)) = 0. Thus
σ(ψ(h2h3h5)) = σ(ψ(h1h4h5)) = e
which implies that σ(ψ(h2h3)) = σ(ψ(h1h4)) =
n+1
2 e and ψ(h5) =
n+1
2 e by σ(ψ(h1h2h3h4)) = e. Therefore
ψ(h6) = 0, a contradiction to k5 ≤ k6.
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Case 2. |V | = 4.
Since φ(S) is squarefree, we obtain that h1h2 ∤ V . Thus there are only two cases: V = h1h3h5h7 and
V = h2h3h5h7.
Suppose that V = h1h3h5h7. Since σ(φ(h1h3h5h7)) = σ(φ(h2h4h5h7)) = 0, we have that
σ(ψ(h1h3h5h7)) = σ(ψ(h2h4h5h7)) = e
which implies that ψ(h1 + h3) = ψ(h2 + h4). By ψ(h1 + h2) = ψ(h3 + h4) =
n+1
2 e and k1 ≤ k2, k3 ≤ k4,
we obtain that
ψ(h1) = ψ(h3) = ψ(h2) = ψ(h4) =
n+ 1
4
e if n ≡ 3 (mod 4) ,
ψ(h1) = ψ(h3) = ψ(h2) = ψ(h4) =
3n+ 1
4
e if n ≡ 1 (mod 4) .
With the same reason, we can prove that
ψ(h5) = ψ(h6) = ψ(h7) = ψ(h8) =
n+ 1
4
e if n ≡ 3 (mod 4) ,
ψ(h5) = ψ(h6) = ψ(h7) = ψ(h8) =
3n+ 1
4
e if n ≡ 1 (mod 4) .
Therefore supp(ψ(S)) = {n+14 e} if n ≡ 3 (mod 4) and supp(ψ(S)) = {
3n+1
4 e} if n ≡ 1 (mod 4).
Suppose that V = h2h3h5h7. Since σ(φ(h2h3h5h7)) = σ(φ(h2h3h6h8)) = 0, we have that
σ(ψ(h2h3h5h7)) = σ(ψ(h2h3h6h8)) = e
which implies that σ(ψ(h5+h7)) = σ(ψ(h6+h8)). By ψ(h5+h6) = ψ(h7+h8) =
n+1
2 e and k5 ≤ k6, k7 ≤ k8,
we obtain that
ψ(h5) = ψ(h6) = ψ(h7) = ψ(h8) =
n+ 1
4
e if n ≡ 3 (mod 4) ,
ψ(h5) = ψ(h6) = ψ(h7) = ψ(h8) =
3n+ 1
4
e if n ≡ 1 (mod 4) .
With the same reason, we can prove that
ψ(h3) = ψ(h4) = ψ(h5) = ψ(h6) =
n+ 1
4
e if n ≡ 3 (mod 4) ,
ψ(h3) = ψ(h4) = ψ(h5) = ψ(h6) =
3n+ 1
4
e if n ≡ 1 (mod 4) .
Thus σ(ψ(V )) = σ(ψ(h2h3h5h7)) = e implies that ψ(h2) = ψ(h3) = ψ(h5) = ψ(h7) and hence ψ(h1+h2) =
n+1
2 e implies that ψ(h1) = ψ(h2). Therefore supp(ψ(S)) = {
n+1
4 e} if n ≡ 3 (mod 4) and supp(ψ(S)) =
{ 3n+14 e} if n ≡ 1 (mod 4).
Case 3. |V | = 5. Then V = h1h2h3h5h7.
It follows that σ(φ(h4h6h8)) = 0 and hence σ(φ(h4h5h7)) = σ(φ(h3h6h7)) = 0. Thus by Property (*),
we obtain σ(ψ(h4h5h7)) = σ(ψ(h3h6h7)) = e which implies that σ(ψ(h4h5)) = σ(ψ(h3h6)) =
n+1
2 e and
ψ(h7) =
n+1
2 e by σ(ψ(h3h4h5h6)) = e. Therefore ψ(h8) = 0, a contradiction to k7 ≤ k8.
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Lemma 4.4. Let G,H,K and φ, ψ be as above. Let K = 〈e〉 and S = h1 · . . . · h8 be a sequence over
G \ {0} with φ(h1) = φ(h2)+φ(h3) = φ(h4)+φ(h5) = φ(h6)+φ(h7). If φ(S) is a squarefree sequence with
0 6∈ supp(φ(S)), then the following property (∗) does not hold.


For any subsequence V of S with σ(φ(V )) = 0, we have that
σ(ψ(V )) =
{
e, if |V | = 3 or 4,
e or 2e, if |V | = 5.
(∗)
Proof. Assume to the contrary that the property (∗) holds.
Since σ(φ(h1h2h3)) = σ(φ(h2h3h4h5)) = σ(φ(h4h5h1)) = σ(φ(h4h5h6h7)) = σ(φ(h6h7h1)) = 0, we
obtain that σ(ψ(h1h2h3)) = σ(ψ(h2h3h4h5)) = σ(ψ(h4h5h1)) = σ(ψ(h4h5h6h7))) = σ(ψ(h6h7h1)) = e
which implies that ψ(h1) = ψ(h2) + ψ(h3) = ψ(h4) + ψ(h5) = ψ(h6) + ψ(h7) =
n+1
2 e.
Let ψ(hi) = kie where 1 ≤ i ≤ 8 and 0 ≤ ki ≤ n− 1. Without loss of generality, we can assume that
k2 ≤ k3, k4 ≤ k5, k6 ≤ k7. We consider the sequence W = h1h2h4h6h8 (see Figure 4.2).
s
s
s
s
s s
s
h1
h2
h3
h4
h5
h6
h7
h8
s
Figure 4.2:
Since φ(W ) ∈ F (φ(G)) and D(φ(G)) = D(C42 ) = 5, there exists a subsequence V | W such that
σ(φ(V )) = 0 and |V | ∈ {3, 4, 5}. We distinguish three cases depending on |V |.
Case 1. |V | = 3.
Obviously h1 ∤ v. Then by symmetry, we only need to consider V = h2h4h6 or h = h2h4h8.
Suppose that V = h2h4h6. Then σ(φ(h2h4h6)) = σ(φ(h3h5h6)) = 0 and hence σ(ψ(h2h4h6)) =
σ(ψ(h3h5h6)) = e. Therefore σ(ψ(h2h4)) = σ(ψ(h3h5)) =
n+1
2 e by σ(ψ(h2h3h4h5)) = e. It follows by
that ψ(h6) =
n+1
2 e, a contradiction to k6 ≤ k7 and ψ(h6) + ψ(h7) =
n+1
2 e.
Suppose that V = h2h4h8. Then σ(φ(h2h4h8)) = σ(φ(h3h5h8)) = 0 and hence σ(ψ(h2h4h8)) =
σ(ψ(h3h5h8)) = e. Therefore σ(ψ(h2h4)) = σ(ψ(h3h5)) =
n+1
2 e by σ(ψ(h2h3)) = σ(ψ(h4h5)) =
n+1
2 e.
It follows by k2 ≤ k3 and k4 ≤ k5 that ψ(h2) = ψ(h3) = ψ(h4) = ψ(h5) and ψ(h8) =
n+1
2 e. Therefore
by σ(φ(h1h3h4h8)) = σ(φ(h2h4h8)) = 0, we obtain that σ(ψ(h1h3h4h8)) = e. But σ(ψ(h1h3h4h8)) =
n+1
2 e +
n+1
2 e+
n+1
2 e 6= e, a contradiction.
Case 2. |V | = 4.
By symmetry, we only need to consider V = h1h2h4h6 or V = h2h4h6h8 or V = h1h2h4h8.
Suppose that V = h1h2h4h6. Then σ(φ(h1h2h4h6)) = σ(φ(h3h4h6)) = σ(φ(h2h4h7)) = 0. Thus we
obtain that σ(ψ(h3h4h6)) = σ(ψ(h2h4h7)) = e which implies that σ(ψ(h3h6)) = σ(ψ(h2h7)) =
n+1
2 e by
σ(ψ(h2h3h6h7)) = e. Therefore ψ(h4) =
n+1
2 e, a contradiction to k4 ≤ k5 and ψ(h4 + h5) =
n+1
2 e.
Suppose that V = h2h4h6h8. Then σ(φ(h2h4h6h8)) = σ(φ(h3h5h6h8)) = 0 and hence σ(ψ(h2h4h6h8)) =
σ(ψ(h3h5h6h8)) = e. Thus σ(ψ(h2h4)) = σ(ψ(h3h5)) = σ(ψ(h6h8)) =
n+1
2 e. By k2 ≤ k3, k4 ≤ k5, we
obtain that ψ(h2) = ψ(h3) = ψ(h4) = ψ(h5). Since σ(φ(h1h3h4h6h8)) = σ(φ(h2h4h6h8)) = 0, we obtain
that σ(ψ(h1h3h4h6h8)) = ψ(h1) + e ∈ {e, 2e}. Thus ψ(h1) ∈ {0, e}, a contradiction to ψ(h1) =
n+1
2 e.
Suppose that V = h1h2h4h8. Then σ(φ(h1h2h4h8)) = σ(φ(h1h3h5h8)) = 0 and hence σ(ψ(h1h2h4h8)) =
σ(ψ(h1h3h5h8)) = e. Thus σ(ψ(h2h4)) = σ(ψ(h3h5)) = σ(ψ(h1h8)) =
n+1
2 e. By k2 ≤ k3, k4 ≤ k5, we
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obtain that ψ(h2) = ψ(h3) = ψ(h4) = ψ(h5). Since ψ(h1) =
n+1
2 e, we obtain that ψ(h8) = 0. It follows
that σ(φ(h3h4h8)) = σ(φ(h1h2h4h8)) = 0 and σ(ψ(h3h4h8)) =
n+1
2 e + 0 6= e, a contradiction.
Case 3. |V | = 5. Then V = h1h2h4h6h8.
Then σ(φ(h1h2h4h6h8)) = σ(φ(h2h4h7h8)) = σ(φ(h3h5h7h8)) = 0 and hence σ(ψ(h2h4h7h8)) =
σ(ψ(h3h5h7h8)) = e. Thus σ(φ(h2h4)) = σ(φ(h3h5)) =
n+1
2 e. By k2 ≤ k3, k4 ≤ k5, we obtain that
ψ(h2) = ψ(h3) = ψ(h4) = ψ(h5). Since σ(φ(h1h2h4h6h8)) = σ(φ(h3h4h6h8)) = 0, we obtain that
σ(ψ(h1h2h4h6h8)) = ψ(h1) + σ(ψ(h3h4h6h8)) =
n+1
2 e+ e /∈ {e, 2e}, a contradiction.
Lemma 4.5. Let G,H,K and φ, ψ be as above. Let K = 〈e〉 and S = h1 · . . . · h8 be a sequence over
G \ {0} with φ(h1) = φ(h2) + φ(h3) = φ(h4) + φ(h5) and ψ(h3) = ψ(h5) =
n+1
2 e. If φ(S) is a squarefree
sequence with 0 6∈ supp(φ(S)), then the following property (∗) does not hold.

For any subsequence V of S with σ(φ(V )) = 0, we have that
σ(ψ(V )) =
{
e, if |V | = 3 or 4,
e or 2e, if |V | = 5.
(∗)
Proof. Assume to the contrary that the property (∗) holds.
Since σ(φ(h1)) = σ(φ(h2h3)) = σ(φ(h4h5)), we obtain that σ(φ(h1h2h3)) = σ(φ(h2h3h4h5)) =
σ(φ(h4h5h1)) = 0 which implies that σ(ψ(h1h2h3)) = σ(ψ(h2h3h4h5)) = σ(ψ(h4h5h1)) = e. Therefore
ψ(h1) =
n+1
2 e and ψ(h2) = ψ(h4) = 0 by ψ(h3) = ψ(h5) =
n+1
2 e.
We distinguish the following two cases to get contradictions to our assumption.
Case 1. ψ(h6) = ψ(h7) = ψ(h8) =
n+1
4 e if n ≡ 3 (mod 4) and ψ(h6) = ψ(h7) = ψ(h8) =
3n+1
4 e if n ≡ 1
(mod 4).
Consider the sequence W = h2h4h6h7h8 (see Figure 4.3).
s
s
s
s
s s s
s
h1
h2
h3
h4
h5
h6 h7 h8
Figure 4.3:
Suppose that n ≡ 3 (mod 4). Then ψ(W ) = 02(n+14 e)
3. Since φ(W ) ∈ F (φ(G)) and D(φ(G)) =
D(C42 ) = 5, there exists a subsequence V | W such that σ(φ(V )) = 0 and |V | ∈ {3, 4, 5}. If |V | = 5,
then σ(ψ(V )) = 3n+14 e /∈ {e, 2e}, a contradiction. If |V | = 4, then σ(ψ(V )) = e ∈ {2
n+1
4 e, 3
n+1
4 e},
a contradiction. Thus |V | = 3 and σ(ψ(V )) = e ∈ {n+14 e, 2
n+1
4 e, 3
n+1
4 e} which implies that n = 3
and h2h4 |V . But σ(φ(V h3h5(h2h4)−1)) = 0 and σ(ψ(V h3h5(h2h4)−1))) = 2
n+1
2 e +
n+1
4 e = 2e 6= e, a
contradiction.
Suppose that n ≡ 1 (mod 4). Then ψ(W ) = 02(3n+14 e)
3. Since φ(W ) ∈ F (φ(G)) and D(φ(G)) =
D(C42 ) = 5, there exists a subsequence V | W such that σ(φ(V )) = 0 and |V | ∈ {3, 4, 5}. If |V | = 5,
then σ(ψ(V )) = 3 3n+14 e /∈ {e, 2e} which implies that n = 5. Since σ(φ(h3h5h6h7h8)) = 0, we obtain that
σ(ψ(h3h5h6h7h8)) = 3e + 3e + 4e + 4e + 4e = 3e /∈ {e, 2e}, a contradiction. If |V | = 4, then σ(ψ(V )) =
e ∈ {2 3n+14 e, 3
3n+1
4 e}, a contradiction. Thus |V | = 3 and σ(ψ(V )) = e ∈ {
3n+1
4 e, 2
3n+1
4 e, 3
3n+1
4 e}, a
contradiction.
Case 2. There exist distinct i, j ∈ [6, 8] such that ψ(hi) + ψ(hj) 6=
n+1
2 e, say ψ(h6) + ψ(h7) 6=
n+1
2 e.
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Figure 4.4:
Consider the sequence W = h1h2h4h6h7 (see Figure 4.4).
Since φ(W ) ∈ F (φ(G)) and D(φ(G)) = D(C42 ) = 5, there exists a subsequence V | W such that
σ(φ(V )) = 0 and |V | ∈ {3, 4, 5}. We distinguish three cases depending on |V |.
Suppose that |V | = 5. Then σ(ψ(V )) 6= n+12 e + 0 + 0 +
n+1
2 e = e which implies that σ(ψ(V )) =
2e. Thus σ(ψ(h6h7)) =
n+3
2 e. It follows that σ(ψ(h1h3h5h6h7)) = 3e /∈ {e, 2e}, a contradiction to
σ(φ(h1h3h5h6h7)) = σ(φ(V )) = 0.
Suppose that |V | = 4. If h2h4 |V , then σ(φ(V (h2h4)−1h3h5)) = 0 and σ(ψ(V (h2h4)−1h3h5)) = 2e, a
contradiction. Thus h2h4 ∤ V . By symmetry, we only need to consider V = h1h2h6h7. But σ(ψ(V )) 6=
n+1
2 e + 0+
n+1
2 e = e, a contradiction.
Suppose that |V | = 3. By symmetry, we only need to consider V = h1h6h7, V = h2h6h7, V = h2h4h6 or
V = h1h2h4. If V = h1h6h7, then σ(ψ(V )) 6= e, a contradiction. If V = h2h6h7, then σ(φ(h1h3h6h7)) =
σ(φ(V )) = 0 and hence σ(ψ(h1h3h6h7)) = e. It follows that ψ(h6) + ψ(h7) = 0 which implies that
σ(ψ(V )) = 0, a contradiction. If V = h2h4h6, then σ(ψ(V )) = e which implies that ψ(h6) = e. Thus
σ(ψ(h3h5h6)) = 2e, a contradiction to σ(φ(h3h5h6)) = σ(φ(V )) = 0. If V = h1h2h4, then φ(h3) = φ(h4),
a contradiction.
Lemma 4.6. Let G,H,K and φ, ψ be as above. Let K = 〈e〉 and S = h1 · . . . · h8 be a sequence over
G \ {0} with φ(h1) = φ(h2) + φ(h3) = φ(h4) + φ(h5) and ψ(h6) = ψ(h7) =
n+1
2 e. If φ(S) is a squarefree
sequence with 0 6∈ supp(φ(S)), then the following property (∗) does not hold.


For any subsequence V of S with σ(φ(V )) = 0, we have that
σ(ψ(V )) =
{
e, if |V | = 3 or 4,
e or 2e, if |V | = 5.
(∗)
Proof. Assume to the contrary that the property (∗) holds.
Since φ(h1) = φ(h2) + φ(h3) = φ(h4) + φ(h5), we obtain that σ(φ(h1h2h3)) = σ(φ(h2h3h4h5)) =
σ(φ(h4h5h1)) = 0 which implies that σ(ψ(h1h2h3)) = σ(ψ(h2h3h4h5)) = σ(ψ(h4h5h1)) = e. Therefore
ψ(h1) = ψ(h2) + ψ(h3) = ψ(h4) + ψ(h5) =
n+1
2 e.
Let ψ(hi) = kie where 1 ≤ i ≤ 8 and 0 ≤ ki ≤ n− 1. Without loss of generality, we can assume that
k2 ≤ k3, k4 ≤ k5. Consider the sequence W = h1h2h4h6h7 (see Figure 4.5).
Since φ(W ) ∈ F (φ(G)) and D(φ(G)) = D(C42 ) = 5, there exists a subsequence V | W such that
σ(φ(V )) = 0 and |V | ∈ {3, 4, 5}. We distinguish three cases depending on |V |.
Case 1. |V | = 3.
By symmetry, we only need to consider V = h1h6h7, V = h2h4h6 or V = h4h6h7.
Suppose that V = h1h6h7. Then σ(ψ(V )) =
n+3
2 e 6= e, a contradiction.
Suppose that V = h2h4h6. Then σ(φ(h3h5h6)) = σ(φ(V )) = 0 and hence σ(ψ(h3h5h6)) = σ(ψ(V )) = e.
Thus σ(ψ(h3h5)) = σ(ψ(h2h4)) =
n+1
2 e which implies that ψ(h3) = ψ(h4) = ψ(h5) = ψ(h6) by k2 ≤
k3, k4 ≤ k5. Therefore σ(ψ(h1h3h4h6)) = 3
n+1
2 6= e, a contradiction to σ(φ(h1h3h4h6)) = σ(φ(V )) = 0.
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Figure 4.5:
Suppose that V = h4h6h7. Then σ(φ(h1h5h6h7)) = σ(φ(V )) = 0 and hence σ(ψ(h1h5h6h7)) =
σ(ψ(h4h6h7)) = e. Thus ψ(h5) =
n−1
2 e and ψ(h4) = 0, a contradiction to ψ(h4) + ψ(h5) =
n+1
2 e.
Case 2. |V | = 4.
By symmetry, we only need to consider V = h2h4h6h7, V = h1h4h6h7 or V = h1h2h4h6.
Suppose that V = h2h4h6h7. Then σ(φ(h3h5h6h7)) = σ(φ(V )) = 0 and hence σ(ψ(h3h5h6h7)) =
σ(ψ(V )) = e. Thus σ(ψ(h3h5)) = σ(ψ(h2h4)) = 0, a contradiction to σ(ψ(h2h3h4h5)) = e.
Suppose that V = h1h4h6h7. Then σ(φ(h5h6h7)) = σ(φ(V )) = 0 and hence σ(ψ(h5h6h7)) = e. Thus
ψ(h5) = 0, a contradiction to k5 ≥ k4 and ψ(h4) + ψ(h5) =
n+1
2 e.
Suppose that V = h1h2h4h6. Then σ(φ(h1h3h5h6)) = σ(φ(V )) = 0 and hence σ(ψ(h1h3h5h6)) =
σ(ψ(V )) = e. Thus σ(ψ(h3h5)) = σ(ψ(h2h4)) = 0, a contradiction to σ(ψ(h2h3h4h5)) = e.
Case 3. |V | = 5.
Then σ(φ(h3h4h6h7)) = σ(φ(h2h5h6h7)) = σ(φ(V )) = 0 which implies that σ(ψ(h3h4h6h7)) =
σ(ψ(h2h5h6h7)) = e. Thus σ(ψ(h3h4)) = σ(ψ(h2h5)) = 0 which implies that σ(ψ(h2h3h4h5)) = 0, a
contradiction to σ(φ(h2h3h4h5)) = 0.
Proposition 4.7. Let G,H,K and φ, ψ be as above. Let K = 〈e〉 and S be a sequence over G \ {0}. If
φ(S) is a squarefree sequence of length |φ(S)| = 8 with 0 6∈ supp(φ(S)) and satisfies the following property
(∗): 

For any subsequence V of S with σ(φ(V )) = 0, we have that
σ(ψ(V )) =
{
e, if |V | = 3 or 4,
e or 2e, if |V | = 5.
(∗)
then n+12 e 6∈ supp(ψ(S)).
Proof. For any v ∈ φ(G) \ {0} = H \ {0}, we define
Nv(φ(S)) = |{T |φ(S) : |T | = 2 and σ(T ) = v}|+ δv,
where
δv =
{
1, if v ∈ supp(φ(S));
0, if v /∈ supp(φ(S)).
We distinguish the following four cases.
Case 1. There exists v ∈ H \ {0} such that Nv(φ(S)) = 4 and δv = 0.
Without loss of generality, we can assume that v = φ(h1 + h2) = φ(h3 +h4) = φ(h5 +h6) = φ(h7 + h8)
where S = h1 · . . . · h8. By Lemma 4.3, we obtain that
n+1
2 e 6∈ supp(ψ(S)).
Case 2. There exists v ∈ H \ {0} such that Nv(φ(S)) = 4 and δv = 1.
Without loss of generality, we can assume that v = φ(h1) = φ(h2 + h3) = φ(h4 + h5) = φ(h6 + h7)
where S = h1 · . . . · h8. By Lemma 4.4, we obtain that
n+1
2 e 6∈ supp(ψ(S)).
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Now, we can assume that, for each v ∈ H\{0}, Nv(φ(S)) ≤ 3. Since
∑
v∈H\{0} Nv(φ(S)) =
8×7
2 +8 = 36
and |H \ {0}| = 15, by simple calculation, we obtain that |{v ∈ H \ {0} | Nv(φ(S)) = 3}| ≥ 6. We continue
with further case distinctions.
Case 3. There exist three distinct v1, v2, v3 ∈ H \ {0} such that Nv1(φ(S)) = Nv2(φ(S)) = Nv3(φ(S)) = 3
and δv1 = δv2 = δv3 = 1.
Let S = h1 ·. . .·h8. For each i ∈ [1, 3], we denote by Ai = {vi}∪supp(φ(Ti1Ti2)), where |Ti1 | = |Ti2 | = 2,
Ti1Ti2 |S , and vi = σ(φ(Ti1 )) = σ(φ(Ti2 )). Thus |Ai| = 5 for each i ∈ [1, 3]. By symmetry, we can
distinguish the following two cases.
Subcase 3.1. There exists i ∈ [1, 3], say i = 1, such that v2 /∈ A1 and v3 /∈ A1.
Then we can assume that v1 = φ(h1) = φ(h2+h3) = φ(h4+h5), v2 = φ(h6), and v3 = φ(h7). It follows
that ψ(h1) = ψ(h6) = ψ(h7) =
n+1
2 e, a contradiction to Lemma 4.6.
Subcase 3.2.For each i ∈ [1, 3], there exists j ∈ [1, 3] such that j 6= i and vj ∈ Ai.
For i = 1, we can assume that v2 ∈ A1. Then v1 ∈ A2. For i = 3, we obtain that v1 ∈ A3 or v2 ∈ A3
which implies that v3 ∈ A1 or v3 ∈ A2. By symmetry, we can assume that v3 ∈ A1 and hence v2, v3 ∈ A1.
Without loss of generality, we can assume that v1 = φ(h1) = φ(h2 + h3) = φ(h4 + h5), v2 = φ(h3), and
v3 = φ(h5). It follows that ψ(h1) = ψ(h3) = ψ(h5) =
n+1
2 e, a contradiction to Lemma 4.5.
Case 4. There exist three distinct v1, v2, v3 ∈ H \ {0} such that Nv1(φ(S)) = Nv2(φ(S)) = Nv3(φ(S)) = 3
and δv1 = δv2 = δv3 = 0.
Let S = h1 · . . . · h8. For each i ∈ [1, 3], we denote by Ai = supp(φ(Ri1Ri2Ri3)), where |Ri1 | = |Ri2 | =
|Ri3 | = 2, Ri1Ri2Ri3 |S , and vi = σ(φ(Ri1 )) = σ(φ(Ri2 )) = σ(φ(Ri3 )). Thus |Ai| = 6 for each i ∈ [1, 3]
and hence |Ai ∩ Aj | ≥ 6 + 6 − 8 = 4 for distinct i, j where 1 ≤ i, j ≤ 3. We proceed by the following two
claims
Claim A. For each i ∈ [1, 3] and each k ∈ [1, 3], σ(ψ(Rik )) =
n+1
2 e.
Proof of Claim A. For each i ∈ [1, 3], σ(φ(Ri1Ri2)) = σ(φ(Ri1Ri3)) = σ(φ(Ri2Ri3)) = 0 implies
that σ(ψ(Ri1Ri2)) = σ(ψ(Ri1Ri3 )) = σ(ψ(Ri2Ri3)) = e. Thus σ(ψ(Rik )) =
n+1
2 e for all k ∈ [1, 3].
(Proof of Claim A)
Claim B. For each j ∈ [2, 3], there exist 1 ≤ s < t ≤ 3 such that supp(φ(R1sR1t)) ⊆ Aj .
Furthermore, there exist distinct 1 ≤ x, y ≤ 3 such that R1sR1t = RjxRjy .
Proof of Claim B. Without loss of generality, we can assume that j = 2. LetR11 = g1g2, R12 = g3g4,
and R13 = g5g6.
Since |A1 ∩A2| ≥ 4, by symmetry, we only need to consider two cases: supp(φ(g1g2g3g4)) ⊆ A1 ∩A2
and supp(φ(g1g2g3g5)) = A1 ∩ A2.
Suppose that supp(φ(g1g2g3g5)) = A1 ∩ A2. Then there exists x ∈ [1, 3] such that R2x | g1g2g3g5.
By symmetry, there are only three cases: R2x = g1g2, R2x = g1g3, and R2x = g3g5. If R2x = g1g2,
then v1 = v2, a contradiction. If R2x = g1g3, then v2 = σ(φ(R2x)) = σ(φ(g2g4)) which implies that
φ(g4) ∈ A1 ∩ A2, a contradiction. If R2x = g3g5, then v2 = σ(φ(R2x )) = σ(φ(g4g6)) which implies
that supp(φ(g4g6)) ⊆ A1 ∩ A2, a contradiction.
Suppose that supp(φ(g1g2g3g4)) ⊆ A1 ∩A2. Then supp(φ(R11R12)) ⊆ A2. Furthermore, there must
exist x ∈ [1, 3] such that R2x |R11R12 . Thus σ(φ(R2x )) = σ(φ(R11R12R
−1
2x
)) which implies that
R11R12R
−1
2x
= R2y for some y ∈ [1, 3] \ {x}. (Proof of Claim B)
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Without loss of generality, we can assume that S = h1 · . . . · h8, v1 = φ(h1) + φ(h2) = φ(h3) + φ(h4) =
φ(h5) + φ(h6).
If |A1 ∩ A2| = |A1 ∩ A3| = 4, then v2 = σ(φ(h7h8)) = v3, a contradiction. Thus by symmetry and
Claim B, we can assume that |A1 ∩ A2| = 5 and v2 = φ(h1) + φ(h3) = φ(h2) + φ(h4) = φ(h5) + φ(h7)
which implies that φ(h1) + φ(h4) = φ(h2) + φ(h3) = φ(h6) + φ(h7) (See Figure 4.6).
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Figure 4.6:
Then we have
ψ(h1 · . . . · h7) = (
n+ 1
4
e)7 if n ≡ 3 (mod 4) ,
ψ(h1 · . . . · h7) = (
3n+ 1
4
e)7 if n ≡ 1 (mod 4) .
Assume to the contrary that n+12 e ∈ supp(ψ(S)). Then ψ(h8) =
n+1
2 e.
Consider the sequence W = h1h2h5h7h8. Since φ(W ) ∈ F (φ(G)) and D(φ(G)) = D(C42 ) = 5, there
exists a subsequence V | W such that σ(φ(V )) = 0 and |V | ∈ {3, 4, 5}. If |V | = 4, by σ(ψ(V )) = e
we obtain that V = h1h2h5h7 which implies that φ(h6) = φ(h7), a contradiction. If |V | = 5, then
σ(ψ(V )) = n+32 e /∈ {e, 2e}, a contradiction.
Therefore |V | = 3. By σ(ψ(V )) = 1, we obtain that h8 |V . Since h1h2 ∤ V and h5h7 ∤ V , by symmetry,
we only need to consider V = h1h5h8. Then σ(φ(h2h3h4h5h8)) = 0 and σ(ψ(h2h3h4h5h8)) /∈ {e, 2e}, a
contradiction.
Corollary 4.8. Let G,H,K and φ, ψ be as above. Let K = 〈e〉 and S be a sequence over G \ {0}. If φ(S)
is a squarefree sequence with 0 6∈ supp(φ(S)) and satisfies the following property (∗):


For any subsequence V of S with σ(φ(V )) = 0, we have that
σ(ψ(V )) =
{
e, if |V | = 3 or 4,
e or 2e, if |V | = 5.
(∗)
then |S| ≤ 8.
Proof. Assume to the contrary that |S| ≥ 9. Without loss of generality, we can assume that |S| = 9.
If supp(ψ(S)) = {0}, then S ∈ F (ker(ψ)). By D(ker(ψ)) = D(C42 ) = 5, S has a subsequence V of
length |V | ∈ [3, 5] such that σ(φ(V )) = 0 and σ(ψ(V )) = 0, a contradiction.
Thus we can choose w |S such that ψ(w) 6= 0. By Lemma 2.4, there exist distinct g1, g2 ∈ supp(Sw−1)
such that φ(w) = φ(g1) + φ(g2). If there exist another g3, g4 ∈ supp(S(wg1g2)−1) such that φ(w) =
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φ(g3) + φ(g4), then σ(φ(wg1g2)) = σ(φ(wg3g4)) = σ(φ(g1g2g3g4)) = 0 which implies that σ(ψ(wg1g2)) =
σ(ψ(wg3g4)) = σ(ψ(g1g2g3g4)) = e. Therefore ψ(w) =
n+1
2 e, a contradiction to Proposition 4.7.
Otherwise, choose g3 ∈ supp(S(wg1g2)
−1). Then φ(S(w + g3)w
−1) is a squarefree sequence of length
9. By Lemma 2.4, there exist distinct gi, gj ∈ supp(Sw−1) such that φ(w + g3) = φ(gi) + φ(gj). Clearly,
gigj |S(wg1g2g3)−1 or |{g1, g2} ∩ {gi, gj}| = 1.
Suppose that gigj |S(wg1g2g3)−1. Then σ(φ(wg1g2)) = σ(φ(wg3gigj)) = σ(φ(g1g2g3gigj)) = 0 which
implies that σ(ψ(wg1g2)) = σ(ψ(wg3gigj)) = e and σ(ψ(g1g2g3gigj)) ∈ {e, 2e}. Therefore ψ(w) ∈
{n+12 e, 0}. It follows by the choice of w that ψ(w) =
n+1
2 e, a contradiction to Proposition 4.7.
Supppose that |{g1, g2} ∩ {gi, gj}| = 1. By symmetry, we can assume that gi = g1 and gj ∈
supp(S(wg1g2g3)
−1). Then σ(φ(wg1g2)) = σ(φ(wg1g3gj)) = σ(φ(g1g2g1g3gj)) = σ(φ(g2g3gj)) = 0 which
implies that σ(ψ(wg1g2)) = σ(ψ(wg1g3gj)) = σ(ψ(g2g3gj)) = e. Therefore ψ(g2) =
n+1
2 e, a contradiction
to Proposition 4.7.
5 The proof of Theorem 1.2.2
Proposition 5.1. η(C32 ⊕ C2n) = 2n+ 6, where n ≥ 3 is an odd integer.
Proof. Let G = H ⊕K be a finite abelian group, where H ∼= C42 and K ∼= Cn with n ≥ 3 an odd integer.
Denote φ to be the projection from G to H and ψ to be the projection from G to K.
In order to prove that η(G) = 2n+6, by Lemma 2.3 we only need to prove that η(G) ≤ 2n+6. Assume
to the contrary that there exists a sequence S of length 2n + 6 over G containing no short zero-sum
subsequence.
Since |φ(S)| = |S| = 2n+ 6 = 2(n − 5) + 16, η(C42 ) = 16, and D(Cn) = n, we obtain that S allows a
product decomposition as
S = S1 · . . . · Sr · S0,
where S1, . . . , Sr, S0 are sequences over G and, for every i ∈ [1, r], φ(Si) has sum zero and length |Si| ≤ 2.
Therefore φ(S0) is squarefree over H \ {0} and n− 4 ≤ r ≤ n− 1. We distinguish the following four cases
depending on r to get contradictions.
Case 1. r = n− 1. Then |S0| ≥ 8.
We proceed by the following assertion first
Assertion A. There exists an element e ∈ ker(φ) = K such that σ(S1) · . . . · σ(Sn−1) = en−1.
Furthermore, for any element h |SS−10 , the sequence S0h has the following property:

For any subsequence V of S0h with σ(φ(V )) = 0, we have that
σ(ψ(V )) =
{
e, if |V | = 3 or 4,
e or 2e, if |V | = 5.
Proof of Assertion A. By our assumption and Lemma 2.1.1, σ(S1) · . . . · σ(Sn−1) is zero-sum free
over K. Then there exists an element e ∈ K \ {0} such that σ(S1) = · · · = σ(Sn−1) = e.
Without loss of generality, we can assume that h |Sn−1. If σ(ψ(V )) = 0, then V is a short zero-sum
subsequence of S, a contradiction. Thus σ(ψ(V )) 6= 0.
If σ(ψ(V )) = ke with k ∈ [2, n − 1] and |V | ∈ {3, 4}, then S1 · . . . · Sn−k · V is a short zero-sum
subsequence of S , a contradiction.
If σ(ψ(V )) = ke with k ∈ [3, n−1] and |V | = 5, then S1 · . . . ·Sn−k ·V is a short zero-sum subsequence
of S , a contradiction. (Proof of Assertion A)
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If |S0| > 8, we obtain a contradiction to Corollary 4.8. Thus we can assume that |S0| = 8 and hence
|Si| = 2 for each i ∈ [1, n− 1].
If supp(φ(S)) * supp(φ(S0)), there exists h |SS
−1
0 , such that φ(S0h) is squarefree. By Corollary 4.8,
|S0h| ≤ 8, a contradiction. Thus supp(φ(S)) ⊆ supp(φ(S0)). Without loss of generality, we can assume
that Sn−1 = h1h2, h3 |S0 and φ(h1) = φ(h2) = φ(h3). If there exist distinct 1 ≤ i, j ≤ 3 such that
ψ(hi + hj) 6= e, then S1 · . . . · Sn−2 · hihj has a short zero-sum subsequence, a contradiction. Therefore
ψ(h1 + h2) = ψ(h1 + h3) = ψ(h2 + h3) = e which implies that ψ(h1) = ψ(h2) = ψ(h3) =
n+1
2 e and hence
n+1
2 e ∈ supp(φ(S0)), a contradiction to Proposition 4.7.
Case 2. r = n− 2. Then |S0| ≥ 10.
By Lemma 4.1, S0 has a subsequence T of length |T | ∈ {3, 4} such that σ(φ(T )) = 0 and σ(ψ(T )) 6=
σ(ψ(S1)). By our assumption, the sequences σ(S1) · . . . · σ(Sn−2)σ(T ) is zero-sum free over ker(φ) = K.
By Lemma 2.1.1, we obtain that
σ(S1) = · · · = σ(Sn−2) = σ(T ),
a contradiction.
Case 3. r = n− 3. Then |S0| ≥ 12.
If n = 3, then by Lemma 4.2, S contains a short zero-sum subsequence, a contradiction. We can assume
that n ≥ 5.
By Lemma 2.4, there exist disjoint T1, T2 | S0 such that σ(φ(T1)) = σ(φ(T2)) = 0 and |T1| = |T2| = 3.
By our assumption, the sequence σ(S1) · . . . ·σ(Sn−3) ·σ(T1) ·σ(T2) contains no zero-sum subsequence over
ker(φ) = K ∼= Cn, therefore by Lemma 2.1.1,
σ(S1) = · · · = σ(Sn−3) = σ(T1) = σ(T2) = e,
for some e ∈ ker(φ) = K of order n.
Assertion B. Let V be a subsequence of S0 with σ(φ(V )) = 0. Then
σ(ψ(V )) =
{
e, if |V | = 3,
e or 2e, if |V | = 4 or 5.
Proof of Assertion B. If |V | = 3, then |S0V −1| = 12−3 = 9. By Lemma 2.4, there exists V1 | S0V −1
such that σ(φ(V1)) = 0 and |V1| = 3. By our assumption, the sequence σ(S1)·. . .·σ(Sn−3)·σ(V )·σ(V1)
contains no zero-sum subsequence over K. Therefore by Lemma 2.1.1,
σ(S1) = · · · = σ(Sn−3) = σ(V ) = σ(V1) = e.
If |V | = 4 or 5, by our assumption, σ(S1) · . . . · σ(Sn−3)σ(V ) is zero-sum free over K. Since σ(S1) =
· · · = σ(Sn−3) = e, we obtain that Σ(σ(S1) · . . . · σ(Sn−3)) = {e, . . . , (n − 3)e}. It follows that
σ(ψ(V )) ∈ {e, 2e}. (Proof of Assertion B)
Suppose that supp(ψ(S0)) \ {0,
n+1
2 e} 6= ∅. Choose u | S0 such that ψ(u) /∈ {0,
n+1
2 e}. By Lemma 2.4,
there exists a set {u1, u2, u3, u4} ⊆ supp(S0u
−1) such that σ(φ(uu1u2)) = σ(φ(uu3u4)) = σ(φ(u1u2u3u4)) =
0. Then by Assertion B, we deduce that σ(ψ(uu1u2)) = σ(ψ(uu3u4)) = e and σ(ψ(u1u2u3u4)) ∈ {e, 2e}.
Therefore ψ(u1 + u2) = ψ(u3 + u4) ∈ {e,
n+1
2 e} and hence ψ(u) ∈ {0,
n+1
2 e}, a contradiction.
Suppose that supp(ψ(S0)) ⊆ {0,
n+1
2 e}. If there exists v | S0 such that ψ(v) =
n+1
2 e, by Lemma 2.4,
there exists a set {v1, . . . , v8} ⊆ supp(S0v
−1) such that
σ(φ(vv1v2)) = σ(φ(vv3v4)) = σ(φ(vv5v6)) = σ(φ(vv7v8)) = 0.
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Thus
σ(ψ(vv1v2)) = σ(ψ(vv3v4)) = σ(ψ(vv5v6)) = σ(ψ(vv7v8)) = e
and
ψ(v1 + v2) = ψ(v3 + v4) = ψ(v5 + v6) = ψ(v7 + v8) =
n+ 1
2
e.
Since supp(ψ(S0)) ⊆ {0,
n+1
2 e}, we have ψ(v1 · . . . · v8) = 0
4(n+12 e)
4 which implies that 04 |ψ(S0). Then
we can always assume that 04 |ψ(S0).
Choose R | S0 such that 04 |ψ(R) and |R| = 5. By D(C42 ) = 5, there exists R1 |R such that σ(φ(R1)) =
0. By our assumption, σ(ψ(R1)) 6= 0. It follows that σ(ψ(R1)) =
n+1
2 e /∈ {e, 2e} by n ≥ 5, a contradiction.
Case 4. r = n− 4. Then |S0| ≥ 14 and n ≥ 5.
By Lemma 2.4, there exists a subsequence T1 of S0 such that σ(φ(T1)) = 0 and |T1| = 3. Since
|S0T
−1
1 | = 11, there exists a subsequence T2 of S0T
−1
1 such that σ(φ(T2)) = 0, |T2| ∈ {3, 4}, and σ(ψ(T2)) 6=
σ(ψ(T1)) by Lemma 4.1. By our assumption, the sequence σ(S1) · . . . ·σ(Sn−4)σ(T1)σ(T2) contains no zero-
sum subsequence. Therefore by Lemma 2.1.2, there exists an element e ∈ K such that
σ(S1) · . . . · σ(Sn−4) · σ(T1) · σ(T2) = e
n−3(2e),
which implies that σ(S1) = . . . = σ(Sn−4) = e.
Again by Lemma 4.1, there exists a subsequence T3 of S0 such that σ(φ(T3)) = 0, |T3| ∈ {3, 4}, and
σ(ψ(T3)) 6= e. Therefore σ(ψ(T3)) = 2e or 3e.
Suppose that σ(ψ(T3)) = 2e. Since |S0T
−1
3 | ≥ 10, there exists a subsequence T4 of S0T
−1
3 such that
σ(φ(T4)) = 0, |T4| ∈ {3, 4}, and σ(ψ(T4)) = te with t ∈ [2, n]. If t ≥ 4, then S1 · . . . · Sn−t · T4 is a short
zero-sum subsequence of S, a contradiction. Otherwise 2 ≤ t ≤ 3. Then S1 · . . . · Sn−t−2 · T3 · T4 is a short
zero-sum subsequence of S, a contradiction.
Suppose that σ(ψ(T3)) = 3e. Since |S0T
−1
3 | ≥ 10, there exists a subsequence T4 of S0T
−1
3 such that
σ(φ(T4)) = 0, |T4| ∈ {3, 4}, and σ(ψ(T4)) = te with t ∈ [1, n] \ {3}. If t ≥ 4, then S1 · . . . · Sn−t · T4 is a
short zero-sum subsequence of S, a contradiction. Otherwise 1 ≤ t ≤ 2. Then S1 · . . . · Sn−3−t · T3 · T4 is a
short zero-sum subsequence of S, a contradiction.
Lemma 5.2. Let (e1, e2, e3, e) be a basis of G = C
3
2 ⊕ C2n with ord(e1) = ord(e2) = ord(e3) = 2 and
ord(e) = 2n, where n ≥ 2 is an even integer. Suppose that θ : G → G is the homomorphism defined
by θ(e1) = e1, θ(e2) = e2, θ(e3) = e3, θ(e) = ne and ζ : G → G is the homomorphism defined by
ζ(e1) = ζ(e2) = ζ(e3) = 0, ζ(e) = e.
If S is a sequence of length |S| = 8 over G such that θ(S) is a squarefree sequence with 0 /∈ supp(θ(S)),
then for any k ∈ [1, n− 1] and gcd(k, n) = 1, there exists a subsequence T of S with length |T | ∈ [3, 4] such
that σ(T ) ∈ ker(θ) and σ(T ) 6= 2ke.
Proof. Without loss of generality, we can assume that k = 1. Otherwise choose (e1, e2, e3, ke) to be a basis
of G.
Assume to the contrary that for all subsequences T of S with |T | ∈ [3, 4] and σ(T ) ∈ ker(θ), we have
that σ(T ) = 2e.
For any v ∈ θ(G) \ {0}, we define
Nv(θ(S)) = |{T | θ(S) : |T | = 2 and σ(T ) = v}|+ δv,
where
δv =
{
1, if v ∈ supp(θ(S));
0, if v /∈ supp(θ(S)).
Then
∑
v∈θ(G)\{0}Nv(θ(S)) =
8×7
2 + 8 = 36 and |θ(G) \ {0}| = 15 which implies that there exists an
element v ∈ θ(G) \ {0} such that Nv(θ(S)) ≥ 3. Therefore we can distinguish the following two cases.
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Case 1. There exists v ∈ θ(G) \ {0} such that Nv(θ(S)) ≥ 3 and δv = 1.
Without loss of generality, we can assume that σ(θ(h1)) = σ(θ(h2h3)) = σ(θ(h4h5)). Then we have
σ(θ(h1h2h3)) = σ(θ(h2h3h4h5)) = σ(θ(h4h5h1)) = 0 which implies that σ(ζ(h1h2h3)) = σ(ζ(h2h3h4h5)) =
σ(ζ(h4h5h1)) = 2e. Therefore ζ(h1) = ζ(h2 + h3) = ζ(h4 + h5) = e or (n+ 1)e.
Let ζ(hi) = kie, where ki ∈ [0, 2n − 1] for each i ∈ [1, 8]. Then k2 + k3, k4 + k5 are odd and there
exist distinct i, j ∈ [6, 8] such that ki ≡ kj (mod 2). Without loss of generality, we can assume that
k2, k4, k6 + k7 are even and hence k1, k3, k5 are odd. Consider the sequence W = h1h2h4h6h7 (see Figure
5.7).
s
s
s
s
s s
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Figure 5.7:
Since θ(W ) ∈ F (θ(G)) and D(θ(G)) = D(C42 ) = 5, there exists a subsequence V | W such that
σ(θ(V )) = 0 and |V | ∈ {3, 4, 5}. We distinguish three cases depending on |V |.
Suppose that |V | = 5. Then σ(ζ(V )) = (2k+1)e for some k ∈ [0, n−1], a contradiction to σ(θ(V )) = 0.
Suppose that |V | = 4. If h2h4 |V , then σ(θ(V )) = σ(θ(V (h2h4)−1h3h5)) = σ(θ(h2h3h4h5)) = 0 and
hence σ(ζ(V )) = σ(ζ(V (h2h4)
−1h3h5)) = σ(ζ(h2h3h4h5)) = 2e. Therefore ζ(h2 + h4) = e or (n + 1)e, a
contradiction to k2, k4 are even. Thus, without loss of generality, we only need to consider V = h1h2h6h7.
Then σ(ζ(V )) = (2k + 1)e for some k ∈ [0, n− 1], a contradiction to σ(θ(V )) = 0.
Suppose that |V | = 3. By symmetry, we only need to consider V = h1h6h7, V = h2h6h7, V = h2h4h6 or
V = h1h2h4. If V = h1h6h7, then σ(ζ(V )) = (2k+1)e for some k ∈ [0, n−1], a contradiction to σ(θ(V )) =
0. If V = h2h6h7, then σ(θ(h1h3h6h7)) = σ(θ(V )) = σ(θ(h1h2h3)) = 0 and hence σ(ζ(h1h3h6h7)) =
σ(ζ(V )) = σ(ζ(h1h2h3)) = 2e. It follows that ζ(h2) = ζ(h1 + h3) = ζ(h6 + h7) = e or (n + 1)e, a
contradiction. If V = h2h4h6, then σ(ζ(V )) = σ(ζ(h3h5h6)) = σ(ζ(h2h3h4h5)) = 2e which implies that
ζ(h2 + h4) = e or (n + 1)e, a contradiction to k2, k4 are even. If V = h1h2h4, then θ(h3) = θ(h4), a
contradiction.
Case 2. There exists v ∈ θ(G) \ {0} such that Nv(θ(S)) ≥ 3 and δv = 0.
Without loss of generality, we can assume that θ(h1 + h2) = θ(h3 + h4) = θ(h5 + h6). Then
σ(θ(h1h2h3h4)) = σ(θ(h3h4h5h6)) = σ(θ(h5h6h1h2)) = 0 and hence σ(ζ(h1h2h3h4)) = σ(ζ(h3h4h5h6)) =
σ(ζ(h5h6h1h2)) = 2e. Therefore ζ(h1 + h2) = ζ(h3 + h4) = ζ(h5 + h6) = e or (n+ 1)e.
Let ζ(hi) = kie, where ki ∈ [0, 2n − 1] for each i ∈ [1, 8]. Without loss of generality, we can assume
that k2, k4, k6 are even and k1, k3, k5 are odd.
Therefore we can distinguish the following two cases.
Subcase 2.1. k7, k8 are odd.
Consider the sequence W = h1h3h5h7h8 (see Figure 5.8).
Since θ(W ) ∈ F (θ(G)) and D(θ(G)) = D(C42 ) = 5, there exists a subsequence V | W such that
σ(θ(V )) = 0 and |V | ∈ {3, 4, 5}. We distinguish two cases depending on |V |.
Suppose that |V | = 5 or 3. Then σ(ζ(V )) = (2k + 1)e for some k ∈ [0, n − 1], a contradiction to
σ(θ(V )) = 0.
Suppose that |V | = 4. By symmetry, we only need to consider V = h1h3h5h7 or V = h1h3h7h8.
For both cases, h1h3 |V . Since σ(θ(V )) = σ(θ(V (h1h3)−1h2h4)) = σ(θ(h1h2h3h4)) = 0, we obtain that
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Figure 5.8:
σ(ζ(V )) = σ(ζ(V (h1h3)
−1h2h4)) = σ(ζ(h1h2h3h4)) = 2e which implies that ζ(h1 + h3) = e or (n+ 1)e, a
contradiction to k1, k3 are odd.
Subcase 2.2. k7 or k8 is even. Say, k7 is even.
Consider the sequence W = h1h2h4h6h7 (see Figure 5.9).
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Figure 5.9:
Since θ(W ) ∈ F (θ(G)) and D(θ(G)) = D(C42 ) = 5, there exists a subsequence V | W such that
σ(θ(V )) = 0 and |V | ∈ {3, 4, 5}. We distinguish three cases depending on |V |.
Suppose that |V | = 5. Then σ(ζ(V )) = (2k+1)e for some k ∈ [0, n−1], a contradiction to σ(θ(V )) = 0.
Suppose that |V | = 4. Since σ(θ(V )) = 0, we obtain that V = h2h4h6h7. Then σ(θ(V )) =
σ(θ(h1h3h6h7)) = σ(θ(h1h2h3h4)) = 0 and hence σ(ζ(V )) = σ(ζ(h1h3h6h7)) = σ(ζ(h1h2h3h4)) = 2e.
Therefore ζ(h1 + h3) = e or (n+ 1)e, a contradiction to k1, k3 are odd.
Suppose that |V | = 3. Since σ(θ(V )) = 0, we obtain that h1 ∤ V . By symmetry, we only need to
consider V = h2h4h6 or V = h2h4h7. For both cases, h2h4 |V . Since σ(θ(V )) = σ(θ(V (h2h4)−1h1h3)) =
σ(θ(h1h2h3h4)) = 0, we obtain that σ(ζ(V )) = σ(ζ(V (h2h4)
−1h1h3)) = σ(ζ(h1h2h3h4)) = 2e which
implies that ζ(h1 + h3) = e or (n+ 1)e, a contradiction to k1, k3 are odd.
Proposition 5.3. η(C32 ⊕ C2n) = 2n+ 6, where n ≥ 2 is an even integer.
Proof. Let G = C32 ⊕C2n, where n ≥ 2 is an even integer. Suppose that θ : G→ G is the homomorphism
defined by θ(e1) = e1, θ(e2) = e2, θ(e3) = e3, θ(e) = ne and ζ : G→ G is the homomorphism defined by
ζ(e1) = ζ(e2) = ζ(e3) = 0, ζ(e) = e.
In order to prove that η(G) = 2n+6, by Lemma 2.3 we only need to prove that η(G) ≤ 2n+6. Assume
to the contrary that there exists a sequence S of length 2n + 6 over G containing no short zero-sum
subsequence.
Since |θ(S)| = |S| = 2n + 6 = 2(n − 5) + 16, η(C42 ) = 16, and D(Cn) = n, we obtain that S allows a
product decomposition as
S = S1 · . . . · Sr · S0,
where S1, . . . , Sr, S0 are sequences over G and, for every i ∈ [1, r], θ(Si) has sum zero and length |Si| ≤ 2.
What’s more, θ(S0) has no zero-sum subsequence of length ≤ 2 and n− 4 ≤ r ≤ n− 1. We distinguish the
following four cases depending on r to get contradictions.
22
Case 1. r = n− 1. Then |S0| ≥ 8.
Since S has no short zero-sum subsequence, we obtain that σ(S1) · . . . · σ(Sn−1) is zero-sum free over
ker(θ) ∼= Cn. By Lemma 2.1.1, there exists an element k ∈ [1, n−1] such that σ(S1) = · · · = σ(Sn−1) = 2ke
and gcd(k, n) = 1. Without loss of generality, we can assume that k = 1.
Since θ(S0) has no zero-sum subsequence of length ≤ 2, by Lemma 5.2 we obtain that there exists a
subsequence V of S0 with length |V | ∈ [3, 4] such that σ(V ) = 2te where t ∈ [2, n]. Then by calculation
we get
σ(S1 · . . . · Sn−t · V ) = 0, and
|S1 · . . . · Sn−t · V | ≤ 2(n− t) + 4 ≤ 2n,
which implies that S1 · . . . · Sn−t · V is a short zero-sum subsequence of S, a contradiction.
Case 2. r = n− 2. Then |S0| ≥ 10.
Since θ(S0) is squarefree, by Lemma 2.4, S0 has a subsequence T of length 3 such that σ(θ(T )) = 0.
By our assumption, the sequence σ(S1) · . . . · σ(Sn−2)σ(T ) is zero-sum free over ker(θ) ∼= Cn. By Lemma
2.1.1, we obtain that
σ(S1) = · · · = σ(Sn−2) = σ(T ) = 2ke, for some k ∈ [1, n− 1] and gcd(k, n) = 1.
Without loss of generality, we can assume that k = 1. By Lemma 5.2, S0 has a subsequence T
′ of
length |T ′| ∈ {3, 4} such that σ(θ(T ′)) = 0 and σ(T ′) = 2te with t ∈ [2, n]. Therefore the sequence
S1 · . . . · Sn−t · T
′ is a short zero-sum subsequence of S, a contradiction.
Case 3. r = n− 3. Then |S0| ≥ 12 and n ≥ 4.
By Lemma 2.4, there exist two subsequences T1, T2 of S0 such that σ(θ(T1)) = σ(θ(T2)) = 0 and
|T1| = |T2| = 3.
By our assumption, the sequence σ(S1) · . . . · σ(Sn−3) ·σ(T1) · σ(T2) contains no zero-sum subsequence.
Therefore by Lemma 2.1.1, there exists an element k ∈ [1, n− 1] and gcd(k, n) = 1 such that
σ(S1) · . . . · σ(Sn−3) · σ(T1) · σ(T2) = (2ke)
n−1.
Without loss of generality, we can assume that k = 1. By Lemma 5.2, there exists T ′1 | S0 such that
σ(θ(T ′1)) = 0, |T
′
1| ∈ [3, 4], and σ(T
′
1) = 2t1e with t1 ∈ [2, n]. By Lemma 5.2 again, there exists T
′
2 |
S0(T
′
1)
−1 such that σ(θ(T ′2)) = 0, |T
′
2| ∈ [3, 4], and σ(T
′
2) = 2t2e with t2 ∈ [2, n].
If t1 ≥ 3, then S1 · . . . · Sn−t1 · T
′
1 is a short zero-sum subsequence of S, a contradiction. If t2 ≥ 3, then
S1 · . . . · Sn−t2 · T
′
2 is a short zero-sum subsequence of S, a contradiction. Otherwise t1 + t2 = 4 ≤ n. Then
S1 · . . . · Sn−4 · T
′
1 · T
′
2 is a short zero-sum subsequence of S, a contradiction.
Case 4. r = n− 4. Then |S0| ≥ 14 and n ≥ 4.
We distinguish two cases depending on n.
Subcase 4.1. n ≥ 6.
By Lemma 2.4, there exist two disjoint subsequences T1, T2 of S0 such that σ(θ(T1)) = σ(θ(T2)) = 0
and |T1| = |T2| = 3.
By our assumption, the sequence σ(S1) · . . . · σ(Sn−4) ·σ(T1) · σ(T2) contains no zero-sum subsequence.
Therefore by Lemma 2.1.2, there exists an element k ∈ [1, n− 1] and gcd(k, n) = 1 such that
σ(S1) · . . . · σ(Sn−4) · σ(T1) · σ(T2) = (2ke)
n−34ke or (2ke)n−2.
Without loss of generality, we can assume that k = 1 and σ(T1) = 2e. By Lemma 5.2, there exists
T3 | S0(T1)−1 such that σ(θ(T3)) = 0, |T3| ∈ [3, 4], and σ(T3) 6= 2e. Then the sequence σ(S1) · . . . ·σ(Sn−4) ·
σ(T1) · σ(T3) contains no zero-sum subsequence and hence σ(S1) · . . . · σ(Sn−4) = (2e)n−4.
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By Lemma 5.2, there exists T ′1 | S0 such that σ(θ(T
′
1)) = 0, |T
′
1| ∈ [3, 4], and σ(T
′
1) = 2t1e with
t1 ∈ [2, n]. By Lemma 5.2 again, there exists T ′2 | S0(T
′
1)
−1 such that σ(θ(T ′2)) = 0, |T
′
2| ∈ [3, 4], and
σ(T ′2) = 2t2e with t2 ∈ [2, n].
If t1 ≥ 4, then S1 · . . . · Sn−t1 · T
′
1 is a short zero-sum subsequence of S, a contradiction. If t2 ≥ 4, then
S1 · . . . · Sn−t2 · T
′
2 is a short zero-sum subsequence of S, a contradiction. Otherwise t1 + t2 ≤ 6 ≤ n. Then
S1 · . . . · Sn−t1−t2 · T
′
1 · T
′
2 is a short zero-sum subsequence of S, a contradiction.
Subcase 4.2. n = 4. Then S = S0.
By Lemma 2.4, there exist two disjoint subsequences T1, T2 of S0 such that σ(θ(T1)) = σ(θ(T2)) = 0
and |T1| = |T2| = 3.
If σ(T1) 6= σ(T2), since T1T2 can not be zero-sum, without loss of generality, we can assume that
σ(T1) = 2e and σ(T2) = 4e. By Lemma 5.2, there exists T3 | S0(T1T2)−1 such that σ(θ(T3)) = 0,
|T3| ∈ [3, 4], and σ(T3) = 2te with t ∈ [2, 4]. Thus, one of the sequences T3, T1T3, T2T3 must be a short
zero-sum subsequence of S, a contradiction.
Then σ(T1) = σ(T2), since T1T2 can not be zero-sum, without loss of generality, we can assume that
σ(T1) = σ(T2) = 2e.
We claim that for any subsequence T of S satisfying that |T | = 3 and σ(θ(T )) = 0, we have σ(T ) = 2e.
In fact, T1 or T2 must be disjoint with T . We can assume that T1 and T are disjoint. If σ(T ) = 6e,
then T1T is a short zero-sum subsequence, a contradiction. If σ(T ) = 4e, we can do it as before to obtain
a contradiction. Then σ(T ) = 2e.
Since σ(T1) = 2e, we can choose g |T1 such that ζ(g) 6∈ {e, 5e}. By Lemma 2.4, there exist subsequences
R1, . . . , R4 of ST
−1
1 such that θ(g) = σ(θ(R1)) = . . . = σ(θ(R4)) and |R1| = . . . = |R4| = 2. Since for
each i ∈ [1, 6], σ(θ(gRi)) = 0, we obtain that σ(gRi) = 2e. Thus σ(ζ(Ri)) = 2e− ζ(g) for each i ∈ [1, 4].
By σ(θ(R1R2)) = σ(θ(R1R2)) = 0, we have σ(R1R2) = σ(R1R2) = 4e − 2ζ(g). If σ(R1R2) = 2e, then
ζ(g) ∈ {e, 5e}, a contradiction. If σ(R1R2) = 4e, then R1R2R3R4 is a short zero-sum subsequence of
S, a contradiction. Otherwise σ(R1R2) = 6e. Then T1R1R2 is a short zero-sum subsequence of S, a
contradiction.
Proof of Theorem 1.2.2. By Proposition 5.1 and 5.3, it follows that η(G) = 2n + 6. If n ≥ 36 =
max{2|C32 |+1, 4|C
3
2 |+4}, by Lemma 2.2, we have that s(C
3
2 ⊕C2n) = η(C
3
2 ⊕C2n)+ exp(C
3
2 ⊕C2n)− 1 =
2n+ 6 + 2n− 1 = 4n+ 5.
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