Quantum-enhanced metrology aims to estimate an unknown parameter such that the precision scales better than the shot-noise bound. Single-shot adaptive quantum-enhanced metrology (AQEM) is a promising approach that uses feedback to tweak the quantum process according to previous measurement outcomes. Techniques and formalism for the adaptive case are quite different from the usual non-adaptive quantum metrology approach due to the causal relationship between measurements and outcomes. We construct a formal framework for AQEM by modeling the procedure as a decision-making process, and we derive the imprecision and the Cramér-Rao lower bound with explicit dependence on the feedback policy. We also explain the reinforcement learning approach for generating quantum control policies, which is adopted due to the optimal policy being non-trivial to devise. Applying a learning algorithm based on differential evolution enables us to attain imprecision for adaptive interferometric phase estimation, which turns out to be SQL when non-entangled particles are used in the scheme.
Introduction
Quantum-enhanced metrology studies the use of a quantum resource to obtain an estimate φ of an unknown parameter φ such that the imprecision exceeds what was set by the use of a classical strategy. This lower bound is known as the standard quantum limit (SQL) and asymptotically reaches the scaling ∆ φ ∝ N −1/2 , where N is the number of resources [1, 2] . quantum metrology techniques break this limit by utilizing uniquely quantum mechanical properties, such as squeezing and entanglement [3, 4, 5] , to reach the Heisenberg limit (HL), given for interferometric phase estimation as approaching N −1 [6] . This quadratic improvement in precision has been proposed for advancing gravitational wave detectors [7, 8] and atomic clocks [9] .
Adaptive quantum-enhanced metrology (AQEM) is an approach that is able to achieve quantum-enhanced precision by employing entangled states along with an adaptive procedure [10, 11, 12, 13] . By dividing the particles into a string of single-particle bundles, the measurement scheme can be made practical using available technology in single-particle detection, although fast feedback control is assumed. In this work, we consider a scheme in which the N -particle state is divided into bundles of L particles. A single-shot AQEM scheme is performed by applying an adaptive procedure that does not repeat over the course of the measurement [14] .
A key to achieving quantum-enhanced precision using AQEM is the feedback policy, which is a set of instructions governing the adaptive procedure [14] . How the policy determines the imprecision can be explained from two perspectives. An adaptive measurement scheme is thought to achieve the minimum imprecision by approximating the theoretical optimal measurement [11] . In this view, an optimal policy steers the AQEM scheme to approximate this measurement within some error bound. Another explanation of the working of AQEM is to consider the procedure as a Bayesian measurement, where the prior for φ is updated according to the outcomes [15] . In this case, a successful policy can be said to maximize the amount of information about φ as represented by the prior. The Bayesian model is useful as it provides a framework to generate successful policies by minimizing the width of the prior after each measurement [16] .
In this work, we present an alternative approach to modeling the AQEM process, namely, the decisionmaking approach. This approach views the adaptive procedure as making a decision after each measurement based on the outcomes and the feedback policy. In this framework, the imprecision is the width of the probability distribution P ( φ|φ), which can either be calculated, if possible, or estimated through multiple applications of the adaptive scheme. One advantage of using this approach is that it enables us to represent a policy in a way that can be optimized based only on the final imprecision.
Following this formalism, we derive the Cramér-Rao lower bound (CRLB) [17] , which quantifies the minimum variance achievable by a parameter estimation scheme. The CRLB from this formalism explicitly includes the policy, which means the lower bound can only be given when the optimal policy is known. As the policy is not trivial to generate, we employ a reinforcement learning algorithm for the task [18] . Although the policy found using such algorithm is not guaranteed to be optimal, the policy can be approximated within an acceptable error bound, and conditions can be placed such that quantum-enhanced precision is delivered [19] .
With a feedback procedure in place, it is not straightforward to show whether the lower bound approaches SQL when particles are not entangled, as the independent and identical distribution condition is violated. To show the lower bound, we apply a reinforcement learning algorithm to a simulation of adaptive interferometric phase estimation. The phase estimation problem is chosen because it is a well studied problem arising from applications to gravitational wave detection [7, 8] and atomic clocks [3] . Hence, the lower bounds for both classical and quantum strategies are well-established [20, 21, 22] . We compare the imprecision computed from two input states: the sine state [16] , which is an entangled state, and a train of non-entangled photons [23] .
This paper is structured as follows. In Section 2, we describe an AQEM procedure and model this as a decision process. The imprecision for this scheme can be formulated from the distribution given by this model. In Section 3, we derive the CRLB for an AQEM and consider in particular the special case where the bundles are not entangled. This case leads to the simplification of the CRLB. In Section 4, we discuss the use of reinforcement learning algorithm to generate a feasible policy for an AQEM scheme. Section 5 describes adaptive phase estimation and the way in which the learning algorithm is applied to the problem. The results of applying the optimized policies to adaptive phase estimation using entangled and non-entangled state are shown in Section 6.
Adaptive quantum-enhanced metrology
In this section, we describe an adaptive measurement scheme that divides N particles into bundles of equal size. We then conceive this scheme as a decision-making process, allowing us to represent the procedure as a decision tree. The formalism leads to an imprecision and a lower bound that are dependent on the policy.
Adaptive measurement procedure
In this subsection, we describe a scheme for single-shot quantum-enhanced adaptive measurement (Fig. 1a) . The aim of the procedure is to estimate an unknown parameter φ governing a process I. We consider the case where N d-level particles is used as a resource and is divided equally into M bundles of L particles. Each bundle is subjected to the process I(φ, Φ), where Φ is a controllable parameter. After the m th bundle is measured, resulting in an outcome x m = {1, . . . , d
L }, the value of Φ m−1 is adjusted according to the feedback policy ̺ and the history of outcomes leading up to the m th measurement,
Here we do not restrict the feedback to be Markovian [24] . The estimate φ is inferred from Φ M (x M ) once all the bundles are measured, barring any loss of particle.
The N particles are injected into the measurement scheme as bundles of L particles as a strategy to increase the information obtained from the measurement [25] . The bundles can be entangled, and so the state is ρ N , acting on state space S H ⊗N d
. The particles can be temporally or spatially separated and, hence, can be labeled. In particular, we restrict the input state to those which are symmetric under particle reordering. A permutationally symmetric state is advantageous for an adaptive scheme because the effect of the loss of particle on the imprecision is reduced. In this work, however, we do not include loss.
The m th bundle is injected into a process I(φ, Φ m ), which is a quantum channel, i.e., a completelypositive trace-preserving map [26] . In this formalism, the unitary channel becomes a special case for when no noise or loss is present [27] . The map is represented by a set of Kraus operators {K i (φ, Φ m )}, acting on the subspace
is satisfied. Upon its exit, the bundle is measured, and the outcome
The measurement on one of the bundles is a projection-valued measure (PVM) [28, 29] X(x m ) = |x m x m |, where the outcome x m is obtained with a probability
omitting the tensor product
We create a shorthand for the m th measurement by combining the quantum channel operator and the measurement operator into
The unnormalized state after this step is
As the measurement procedure starts from the input state ρ N , ρ N −m+1 is determined by the previous measurement outcomes, and so we rewrite the notation P (x m |φ, Φ m−1 , ρ N −m+1 ) as P (x m |φ, Φ m−1 ) to indicate the probability of obtaining x m given the the previous outcomes being x 1 . . . x m−1 . The most general feedback procedure uses the entire history x m along with the policy ̺ N to determine the adjustment Φ m−1 → Φ m . Therefore, the controllable parameter is a function Φ m (x m ). We initialize Φ 0 ≡ 0 at the beginning of the procedure, and after each following adjustment the value Φ m can be considered as the best guess for the value of φ. The estimate φ is only inferred after all the particles have been measured from the controllable parameter, φ ≡ Φ M (x M ), and therefore Φ M is an estimator that is an injective function but not necessarily bijective. This function takes a string of discrete random variables as input and hence the range of Φ M is also discrete. The estimate φ is then a discrete approximation of a continuous parameter φ ∈ [0, 2π).
Adaptive measurement as a decision-making process
An AQEM procedure can be delineated as a decision-making process, where the function Φ m (x m ) makes the decision of what the value of Φ m+1 should be based on the outcomes. If the outcome x m is the only information used, the feedback is Markovian [30, 24] , but we do not restrict our formalism to this case. Considering the adaptive measurement scheme as a decision-making process allows us to visualize the procedure as a decision tree, where each branch represents a single-shot procedure obtaining a unique string x M occurring with probability P (x M |φ, ̺). This decision tree can also represent a policy, making it possible to calculate an important property of a policy, namely the size, which contributes to the difficulty in devising the optimal adaptive procedure.
For an AQEM scheme that utilizes M bundles of L d-level particles, there are M measurements in a single-shot procedure, each with d L possible outcomes. This process can be represented by a decision tree of depth M with d L branches stemming from each node (Fig. 1b) . Each branch, from root to leaf, corresponds to an adaptive measurement producing a unique string of outcomes x M . Given the estimator Φ M , this leads to an estimate φ, which is not necessarily unique.
Assuming the feedback is a deterministic procedure, the probability of obtaining a sequence of x M is determined by the quantum measurement. Because each outcome is generated with a probability P (x m |φ, ̺), the probability of obtaining x M is then
This probability is also the probability for a single-shot adaptive measurement to deliver an estimate φ = Φ M (x M ). A decision tree can also represent a policy, providing the rule for mapping Φ m−1 → Φ m according to where on the decision tree the scheme currently resides. Hence, the size of the decision tree; i.e., the number of branches, gives the maximum size of the policy. For a measurement procedure using M bundles of L d-level particles, the number of branches is
That is, the maximum size of a non-Markovian policy scales exponentially with N , making a non-Markovian strategy difficult to devise.
Imprecision of an adaptive scheme
In this subsection, we discuss the imprecision determined from the decision tree. Whereas there are many ways of quantifying the imprecision of a measurement scheme [22, 6] , all of them can be said to quantify the width of a distribution of the estimate P ( φ|φ, ̺). Using the estimator Φ M (x M ), we can relate the distribution of the estimate to the distribution of the outcomes P (x M |φ, ̺). Minimization of the imprecision is then achieved by optimizing the probabilities associated with the branches of the decision tree. Figure 2 : Distribution of sampled values of phase estimate φ. The actual phase shift φ, the mean φ and the points φ ± ∆ φ one standard deviation ∆ φ above and below the mean φ are shown on the abscissa.
The imprecision of a single-shot adaptive measurement can be ascertained from multiple estimations of the same value of φ (Fig. 2) . The data set{ φ} forms a distribution that peaks at¯ φ, assuming the distribution is Gaussian. For an unbiased scheme,¯ φ = φ, but for small M this is not the case because the estimates have discrete values. The bias of a scheme can be quantified by the difference φ −¯ φ .
We define the imprecision to be the spread of the distribution around¯ φ regardless of whether the estimate is biased or unbiased. Because of the deterministic relationship between x M and φ, we can relate the probability distribution of the outcomes to the probability distribution of the estimate
where Φ
−1
M is the inverse function of Φ M . By substituting Eq. 5 in Eq. 7, we obtain a distribution that explicitly depends on the policy.
From Eq. 7, we have shown that in AQEM minimizing the imprecision is done by optimizing the distribution P (x M |φ, ̺). This task is difficult because there are d N possible value of x M . Furthermore, each string is obtained through a unique state trajectory, and taking all of the possible trajectories into account in order to compute P ( φ|φ, ̺) is resource consuming. As a result, generating a feasible policy is a primary challenge for devising an AQEM scheme. Before we address this issue, we first discuss the lower bound of an AQEM scheme based on this formalism.
Cramér-Rao lower bound for AQEM
Whether a quantum metrology scheme attains a quantum-enhanced precision depends on its optimal performance, i.e., the minimum imprecision of the scheme. The lower bound is defined in parameter estimation by the Cramér-Rao lower bound (CRLB), which gives the minimum variance in terms of Fisher information [17] . In this section, we discuss the lower bound for the imprecision of an AQEM scheme using the distribution derived from our decision-making model. In particular, we consider the case where the bundles of particles are not entangled, and the lower bound is simplified. Because the distribution depends on the policy, the lower bound can only be computed when an optimal policy is given.
In the classical picture, the lower bound to imprecision ∆ φ arises from imperfection in the measurement device. Therefore, in principle, the precision of a classical measurement scheme can be improved indefinitely. When the quantum nature of the measurement scheme is taken into account, the uncertainty principle prevents an improvement to the lower bound beyond that allowed by quantum mechanics. To describe the lower bounds for an AQEM scheme, we consider a measurement where there is no imperfection in the measurement scheme and the imprecision is an effect of the quantum-mechanical nature of the input state.
The Cramér-Rao lower bound, which is defined as the lower bound for the variance,
is derived most generally for multiple-parameter estimation [31, 32] . Here we consider the case where a single parameter is measured, and the estimate is unbiased. Under these conditions, the CRLB becomes
where F (φ, ̺) is the Fisher information
The Fisher information shows the degree for which the outcomes {x M } generated from φ is differentiable from the outcomes generated by φ + dφ. The information increases as the two sets of outcomes become distinct from one another. When all the bundles are entangled, the Fisher information cannot be simplified from Eq. (10), although the probability for x M is a product of the probabilities for x m . That is because the distribution depends on the history of the outcomes through the back-action on the state. If the bundles are independent of one another, the back-action does not affect the subsequent measurements. In this case, the Fisher information can be simplified to
If
, and the SQL is derived if M F 1 (φ, Φ m ) ∝ N . However, this condition is not satisfied in the presence of a feedback control, which changes the distribution of P (x m |φ, Φ m ) in subsequent measurements. A statement about the lower bound can only be made when the optimal policy is known. To this end, we turn to the approach of reinforcement learning in order to generate a successful policy.
Reinforcement learning for AQEM
In this section, we discuss the use of reinforcement learning for controlling an AQEM scheme. This approach has been used to attain better than SQL precision for adaptive phase estimation [18, 33, 34] with limitation in N . The algorithm is employed in the training stage, where the unknown parameter φ is substituted by a set of known parameters, and then a policy generated in this stage is used by the processing unit for the measurements afterward.
Generating a successful policy is an act of optimizing, aiming to obtain a policy ̺ that minimizes the imprecision of an AQEM scheme. In general, the imprecision is not necessarily the same for all value of φ, and so the goal of AQEM should be reinstated as minimizing the average imprecision over all possible value of φ. As φ is in a continuous domain, this goal adds difficulty to the optimization process already dealing with a large number of possibilities. In the framework of learning algorithm, this issue is handled by sampling a finite set of φ from the domain [35] , thereby providing us with a way of performing the optimization without having to take all possible values of φ into account.
A reinforcement learning algorithm is a type of learning algorithm designed for a learning problem that includes stochastic interactions between the agent (processing unit) and the environment (measurement). The goal of the algorithm is to find a policy that maximizes the agent's performance of a task, quantified by an objective function, on a set of given inputs. Because of the stochastic interactions, a training set for this type of learning problem does not have an input-output pair structure, as in supervised learning [36] . The type of learning problems that fit this description can be found in classical feedback control [37] and game playing [38, 39] .
At the core of a reinforcement learning algorithm is an optimization algorithm, which is the part where a successful policy is generated. In particular, we consider the heuristic optimization algorithms, which act as search algorithms inspired by processes found in nature [40] . The algorithm searches for a feasible policy through trials and errors instead of using the gradient of the objective function to anticipate the direction towards a successful policy [41] . This approach gives us an advantage of optimizing independently from the AQEM dynamics [42] . In principle, the simulation of an AQEM scheme can be replaced with an experimental setup where the dynamics include noise and loss is not fully described.
With this approach, we can generate a policy that delivers the lower bound for an AQEM scheme. In particular, we are interested in observing the lower bound of an AQEM using non-entangled state. As the dynamics of the adaptive scheme is complex, we turn to the numerical simulation of a well-studied estimation problem: adaptive phase estimation.
Adaptive phase estimation
In this section, we outline the adaptive phase estimation scheme and formulate it for the reinforcement learning algorithm. In this scheme, an N -photon state is divided into single-photon pulses injected into a Mach-Zehnder interferometer. The feedback control is Markovian, which reduces the size of the policy to a linear scaling of N , making the problem tractable for a heuristic optimization algorithm. The learning algorithm we applied uses a global optimization algorithm as the problem is non-convex and a greedy algorithm has been shown to fail for N > 20 [19] .
An adaptive phase estimation scheme has been proposed that has been shown to be able to attain quantum-enhanced precision [43] . This scheme uses an N -photon entangled state given in the basis of the two input modes of a Mach-Zehnder interferometer as
The variable n in the basis denotes the total number of the photons being injected into the first port of the interferometer regardless of the order, hence making the basis and the state permutationally symmetric. We refer to this state as the sine state, and it is known to be an optimal state for phase estimation using a finite number of particles [44, 45, 46] . The sine state gives us a comparison to the case when a non-entangled state is used. We choose as an example of a non-entangled state the state
which is a sequence of single photon injected into one of the input modes. This state is one of the many possible N -photon product states, another possibility being one of the Bell states. In a preliminary test, we observe no improvement in using a Bell state from using this simple product state. The photons are injected into a Mach-Zehnder interferometer one at a time. The interferometer contains an unknown parameter φ in one arm and a controllable parameter Φ in another. After a photon exits the interferometer, it is detected by single-photon detectors, and the output path is recorded as the outcome x m ∈ {0, 1}. This information is then used by the processing unit to adjust Φ.
In this scheme, the feedback procedure is Markovian, meaning that only x m is used by the processing unit and not the entire history of outcomes. The rule of updating Φ is given as
As a result of imposing this heuristics, the policy, which is represented by a binary decision tree of depth N , can be written as a vector,
and so the policy scales linearly with N when it otherwise would have scaled as 2 N . This reduction of size reduces the dimension of the space that the optimization algorithm searches, hence making the problem computationally tractable. The scheme is trained using a set of φ with the size K = 10N
2 , each φ sampled uniformly randomly from the domain [0, 2π). The random selection is so that the policy does not overfit the training data [47] . In other words, the policy delivers similar imprecision when applied to the value of φ not included in the training set. The imprecision of the scheme is estimated using Holevo variance [48] ,
We do not use the variance as defined in Eq. (8) due to φ being a periodic parameter. The distribution Φ( φ|φ) has a 2π periodicity, and without taking this into account the variance is well-defined. The size K is chosen such that Eq. (16) converges to the true variance, and adding more sample changes the estimated imprecision within an acceptable bound. We construct a learning algorithm based on differential evolution (DE) [49] , which is an optimization algorithm inspired by biological evolution. This algorithm has been observed to perform better than other heuristic optimization algorithms such as particle swarm optimization [50] and other evolutionary algorithms in finding a policy for 100-dimensional space [51, 52] . In a previous implementation, DE has delivered successful policies up to N = 93 [34] , surpassing the use of particle swarm optimization [18, 33] which show stagnation in imprecision for N > 45. We modify the algorithm such that enough computational resource is directed towards finding a feasible policy for N > 93
1 . We are able to observe power-law scaling in imprecision up to N = 100 [19] , where numerical error and restriction in computation time make the simulation for N > 100 currently impractical.
Results and discussion
In this work, we apply a learning algorithm to adaptive phase estimation, and using the generated policy we show two sets of results. We show that the learning algorithm is able to generate policies that deliver quantum-enhanced precision when an entangled state is used. The same algorithm is applied to adaptive phase measurement using non-entangled state.
We apply the reinforcement learning algorithm to adaptive phase estimation that utilizes N = {4, 5, . . . , 100}, and the linear regression of the log-log plot is computed to obtain the power-law scaling (Fig. 3) . The scaling observed from the non-entangled state is V H ∝ N −1.071 , which closely adheres to the SQL. A slight improvement can be attributed to the limit of N = 100, which is far from N → ∞ assumed for SQL. We find that using the sine state leads to a scaling V H ∝ N −1.421 , which exceeds the SQL. Hence, entanglement between the particles is a crucial part that leads to AQEM being able to attain quantum-enhanced precision.
Conclusion
In this work, we formalize the description of an AQEM scheme that divides its resource equally over M measurements and model the procedure as a decision-making process. Using this framework, we are able to derive the imprecision and the CRLB that take into account the feedback procedure. Because of the difficulty in optimizing the policy, we turn to reinforcement learning as an approach for generating a policy that can achieve the quantum-enhanced precision. We apply a reinforcement learning algorithm modified to attain power-law scaling up to N = 100 to an adaptive interferometric phase estimation scheme and is able to show that the quantum-enhanced precision is attained when entanglement is involved. Otherwise, the optimal scaling approaches the SQL.
