Abstract-Mechanical devices operating in noisy environments lead to low signal-to-noise-ratios creating a challenging signal processing problem to monitor the device in real-time. To detect/classify a particular type of device from noisy vibration data, it is necessary to identify signatures that make it unique. Resonant (modal) frequencies emitted offer a signature characterizing its operation. The monitoring of structural modes to determine the condition of a device under investigation is essential especially, if it is a critical entity of an operational system. The development of a model-based scheme capable of the on-line tracking of structural modal frequencies by applying both system identification methods to extract a modal model and state estimation methods to track their evolution is discussed.
INTRODUCTION
Complex mechanical devices operating in environments contaminated by noise, uncertainties, and extraneous disturbances lead to low signal-to-noise-ratios creating an extremely challenging processing problem. It is necessary to identify signatures or particular features from that device that make it unique. One of the most obvious features would be resonant (modal) frequencies emitted during its normal operation. Here we discuss a model-based approach to incorporate these physical features into a dynamic structure that can be used for such an identification. The approach we take after pre-processing the raw vibration data and removing any extraneous disturbances is to obtain a representation of the structurally unknown device that captures these salient features. Here we discuss the application of a modern system identification approach based on stochastic subspace realization techniques capable identifying the underlying black-box structure enabling the extraction of structural modes that can be used for modal tracking.
A model-based modal detection scheme for device diagnostics is illustrated conceptually in Fig. 1 .0. Here the vibrational signature of the structurally unknown device is measured and provided as a noisy input to a modal identifier that is used to track its modal evolution as well as construct a decision function as input to a detector. The detector first "decides" whether or not it is potentially an anomalous structural subsystem that is not vibrating normally. If so, it provides an input to the device classifier to decide on the particular class or subsystem anomaly. In this paper, we confine our focus on the modal identification and tracking aspects of the anomaly detection problem.
We briefly develop the necessary background in stochastic subspace realization, discuss the algorithm and apply it to an unknown structural device (black-box) characterized by a set of noisy multiple input/multiple output accelerometer measurements extracting the modal model from data windows and evaluate its overall performance. Our goal is to provide a real-time technique for on board processing.
STATE-SPACE VIBRATIONAL SYSTEMS
The basic concept is that the process or vibrational system under consideration is modeled using system identification techniques [1] , [2] to "fit" modal models to the data. If noise data is unavailable, then a reasonable approach is to model the noise as additive and random leading to a GaussMarkov model [1] . Once a representation of the overall system (structure, sensors, and noise) is developed, then an anomaly detector can be developed to monitor the status of the dynamic vibrational system.
Most structures or equivalently vibrational systems are multiple input/multiple output (MIMO) systems that are easily captured within a state-space framework. For instance, a linear, time-invariant mechanical system can be expressed as a second order vector-matrix, differential equation given bÿ
where d is the × 1 displacement vector, p is the × 1 excitation force, and , , , are the × lumped mass, damping, and spring constant matrices characterizing the vibrational process model, respectively.
Defining the 2 -state vector in terms of the displacement and its derivative as x( ) :=
, then the 978-1-5090-5278-3/17/$31.00 ©2017 IEEE continuous-time state-space representation of this process can be expressed aṡ
The corresponding measurement or output vector relation can be characterized by
where the constant matrices: C a , C v , C d are the respective acceleration, velocity and displacement weighting matrices of appropriate dimension. After some manipulation this relation can also be placed in state-space form to yield the vibrational measurement model as:
where the output or measurement vector is y ∈ ℛ
×1
completing the MIMO vibrational model. One of the most expository representations of a mechanical system is its modal representation [3] , [4] , where the modes and mode shape expose the internal structure and its response to various excitations. This representation can easily be found from state-space systems by transforming the coordinates of the representation to modal space which is accomplished through an eigen-decomposition in the form of a similarity transformation such that the system matrices Σ := { , , , } are transformed to modal coordinates by the transformation matrix constructed of the eigenvectors of the underlying system that yields an "equivalent" system from an input/output perspective, that is, the transfer functions and impulse responses are identical [5] - [7] .
For complex modal case which is quite common in structural dynamics [3] , [4] , the eigenvalues are complex, but still distinct. In this case the system matrix can be decomposed, as before, using the eigen-decomposition which now yields complex eigen-pairs along with the corresponding complex eigenvectors to yield the modal transformation matrix . Applying this transformation to the system matrix gives
and = which leads to the modal state transition matrix for the complex eigen-system as
Thus, the complex modal state-space system is given bẏ
Since we must sample the continuous-time system, we use a discrete-time state-space representation and transform it back to the continuous-time domain for our application. The generic linear, time invariant state-space model is defined by its system matrix , input transmission matrix , output or measurement matrix and direct input feed-through matrix for discretetime systems as
for the state ∈ ×1 , input ∈ ×1 , and output ∈ ×1 . Corresponding to this representation is the corresponding impulse response termed the Markov parameters [5] , [7] 
for the Kronecker delta function.
Expanding the state equations, we can easily show that
with the output is given by
Expanding this relation further and collecting terms, we can obtain
where is the observability matrix of linear systems theory [1] . Now if we combine these -vectors of Eq. 11 creating a batch data matrix over the -samples, we obtain the data equation, that is, defining the matrices as
we obtain the data equation that relates the system model to the data (input and output matrices)
This expression represents the fundamental relationship for the input-state-output of a linear time-invariant (LTI) statespace system.
STATE-SPACE IDENTIFICATION
In this section we develop the basic subspace approach to state-space system identification. We start with the fundamental problem of identifying or extracting the state-space system Σ = { , , , }-the realization problem and then evolve to the development of subspace identification techniques.
The realization problem is simply stated as: GIVEN a set of impulse response matrices { ( )} with corresponding Markov parameters,
The solution to this deterministic problem proceeds by first creating the Hankel matrix defined by
and therefore,
where is the observability matrix defined previously, while is the controllability matrix (reachability matrix) [1] defined by
A. State-Space Realizations Now we have the basic tools to solve the deterministic realization problem by performing the singular value decomposition (SVD) of the Hankel matrix, ℋ , where ≥ and ≥ with the dimension of the minimum realization (system).
From the factorization of the Hankel matrix and its SVD, we have that
where Σ is the matrix square root, that is,
obtained by the Cholesky decomposition [1] . Now from shifting properties of the observability (or controllability) matrix we can obtain the system matrices [5] - [7] 
where the system matrices are extracted by applying the pseudo-inverse
) . The input and output matrices are also extracted directly from the controllability and observability matrices as
, 1 : ) and = (1 :
where recall the is the dimension of the input vector u and that of the output or measurement vector y with the notation 1 :
Next, we briefly develop the innovations model for a discrete-time system which is related to a Gauss-Markov representation.
We define the stochastic realization problem as:
FIND the "best" (minimum error variance) set of the unknown parameters, Σ := { , , , , , , (0), (0)} that characterize an innovations model (to follow).
When we identify the Σ-model, then Σ can be obtained by solving the set of relations called the Kalman-Szego-Popov (KSP) equations. These equations can be solved iteratively to obtain ( , ) by directly implementing the subsequent innovations model for the time invariant case.
where the innovations is ∼ (0, ), the state (estimate) iŝ ( ), is the optimal × gain (Kalman) or weighting matrix with corresponding estimated state covariance,ˆ:= Cov(ˆ( )).
The KSP equations are given by [1] 
Solving these equations iteratively:
Summarizing the solution to the stochastic realization problem, we must:
• Obtain the state-space realization Σ := { , , , } using a subspace identification algorithm and the Hankel matrix populated with covariance rather than impulse response matrices (R (ℓ) := cov
• Iteratively solve the KSP equations for the associated gain and innovations covariance ( , )
SUBSPACE IDENTIFICATION
In this section, we develop the fundamental subspace approach to extracting the state-space realization from inputoutput data extending the realization from impulse response data-still assumed deterministic. Input-output data can be handled in a fashion similar to the impulse response data just discussed. In this case we must return to the "data matrices" developed previously and create similar structures based on sound system theoretical concepts as before.
Here we assume we are given input-output data corresponding to a LTI system with vector inputs u ∈ ℛ
Nu×1
and vector outputs y ∈ ℛ Ny×1 with discrete time samples, = 0, 1, ⋅ ⋅ ⋅ , such that the input-output data is given respectively by (as before)
Suppose we have -data samples such that > , then the corresponding block Hankel matrices can be created directly from Eq. 11 with the shift to give both vector input-output (state) relations
and the corresponding matrix input-output (state) equation as
where the matrices are defined in Eq. 11.
The initial states are given by
Here 0| −1 , 0| −1 are the past inputs and outputs, while |2 −1 , |2 −1 are the future inputs and outputs which are all block Hankel matrices [8]- [12] .
Next we define the augmented (input-output) data matrix along with its corresponding LQ-decomposition as:
or simply
which implies that the rank ( 22 ) = . Therefore, performing the SVD of 22 , that is,
and as before the system matrices are , , , can be extracted by:
The input transmission an direct feed through matrices and can be obtained by solving a least-squares problem using the pseudo-inverse that directly that leads to the following solution
(see [10] , [11] for more details). Therefore, we have the Multivariable Output Error StateSPace (MOESP) algorithm given by:
• Compute the LQ-decomposition of of Eq. 27; • Perform the SVD of 22 in Eq. 29 to extract ; • Obtain and from Eq. 31; and • Solve the least-squares problem to obtain and from Eq. 32. 
SUBSPACE APPROACH TO VIBRATIONAL SYSTEM IDENTIFICATION
The overall approach to modal-frequency tracking/anomaly detection is based on the development of robust subspace identification techniques that can be applied to solve this problem-in real-time. The main idea is to pre-process a window of digitized data and perform a system identification followed by an extraction of the underlying modes from the identified model producing raw estimates of the corresponding modal frequencies and mode shapes (not discussed here). Once the "raw" modal frequencies in each window are extracted a sequential tracking algorithm (Kalman filter) is applied to "smooth" the estimates which are eventually input to a corresponding change or anomaly detection algorithm (not discussed here) for monitoring performance. This approach is highly dependent on the particular subspace identification algorithm selected as well as the underlying order (2 × number of modes) of the vibrational system under investigation.
We outline the model-based approach to vibrational system anomaly detection for our problem. The overall objective is to develop a model-based system capable of monitoring of a vibrational system providing operational status (normal), detecting and classifying anomalies (abnormal) in real-time. We summarize the major steps required to achieve this goal in Fig. 2 • Pre-process (outliers, whitening, bandpass filtering, normalization) data relative to the targeted vibrational system information. • Detect anomalies using a sequential (real-time) modelbased detector.
• OFF-Line • Post-process (outlier/tracker) the on-line tracking data.
• Estimate the modal frequency statistics to evaluate performance.
A. Modal Frequency Tracking
The modal frequency tracker is based on a typical modelbased (Kalman filter) approach applied successfully in wide variety of applications [1] , [15] , [16] .
Assuming that the frequency change is constant over the sampling interval (˙( +1 ) ≈˙( )) and modeling uncertainty as process noise leads to the following set of discrete-time, Gauss-Markov stochastic equations
where is zero-mean, Gaussian with ∼ (0, ). The corresponding measurement is also contaminated with instrumentation noise represented by zero-mean, Gaussian uncertainties as 
Now with this underlying frequency model established, we know that the optimal solution to the state estimation or frequency tracking problem is provided by the Kalman filter [1] , that is, 
where ( ) is the innovations/residual sequence and ( ) are the gains or weights. This notation is defined by the conditional mean,ˆ( + 1| ) := { ( + 1)| ( ), ⋅ ⋅ ⋅ , (0)}, that is, the estimate of ( + 1) based on all of the available data up to time .
Since we are primarily interested in a real-time application, we restrict the processor to reach steady-state, that is, the Kalman gain becomes a constant (steady-state) which can calculated iteratively as in the stochastic realization using the KSP-equations or equivalently obtained directly from the discrete Riccati equation to give the frequency tracker relations [1] , [15] , [16] 
APPLICATION: STRUCTURAL DEVICE
In this section, we discuss the application of the subspace approach to a structurally "unknown" device, that is, a complex, stationary structure (black-box) with no rotating parts that is subjected to random excitation with accelerometer sensors placed on its surface. We do have some prior information about its modal response from historical tables and use this information as targeted modes (frequencies and shapes) to evaluate the validity and performance of these results as well as guiding any pre-processing of the acquired data.
The device under test was subjected to random excitations by placing a stinger or motor-driven rod perpendicular to the base of the structure. A suite of 19-triaxial accelerometers were positioned strategically about the device surface as well as a single sensor allocated to measure the excitation time series. In total, an array of 57-accelerometer channels acquired a set of 10-minute duration data at a 6.4
sampling frequency. The data were subsequently down-sampled to 0.9 in order to focus on the targeted modal frequencies (< 400 ). From the state-space perspective, we have a targeted system of up to a maximum of 14-modes or 28-states with an array of 57 channels of time series measurements and 1-channel of an excitation measurement as illustrated in Fig.  3 .
The raw data represents the expected data acquired from the real-time acquisition system. The long time series were preprocessed by performing outlier detection/correction, whitening filter (optional), bandpass filtering, normalization prior to performing the system identification. Once pre-processed, the input/output data were provided to the subspace algorithm that enabled the identification of a discrete-time state-space model, Σ = { , , , }, that was then transformed to the modal state-space, Σ = { , , , }, providing both modal frequencies and mode shape information, that is, modal eigenvalues and eigenvectors. Outliers were detected/corrected from these raw modal frequency estimates and provided as input to the frequency tracker (steady-state Kalman filter [1] ) enabling a "smoothed" sequential estimate in real-time. After the data set is processed, modal frequencies and mode shapes extracted, the data is then post-processed to improve the estimates even further by applying a "batch" tracker (Kalman filter) with the improved ensemble statistics, since the entire track of data is now available.
With all of this information available, we first performed a suite of subspace identifications by specifying the number of modes ranging from 9 − 16, since our targeted number was 14 modal frequencies from the historical tables. For each number of these modes, we generated the corresponding frequency tracks one for each modal frequency as shown in Fig. 4 for a 14-mode (28-state) identification. Here we observe the estimated power spectrum of the identified model for each data window in (a) along with the identified modal frequencies (+) in order to illustrate any clustering. In Fig. 4b we see the resulting on-line outlier corrected/tracks for each of the identified modal frequencies. Therefore, an ensemble of frequency estimates resulted for each track for post-processing statistical analysis. Comparisons of the ensemble averages of the identified modal frequencies are shown in Table 1 . It was clear from the results that orders less than 12 are not capable of reasonably estimating 10 or more modes and that those orders of 12 and above can capture at least 10 modes.
After all of the operations have been performed, the subspace approach has essentially evolved from a set of noisy MIMO data, to identifying a state-space model at each data window and extracting its modal frequencies and shapes. Each of the modal models is available for archiving (if desired) and the resulting set of modal frequencies is available for post-processing. The data that consists of the identified set of modal frequencies and shapes for each of the -frequencies are available for post-processing consisting of outlier detection/correction and further smoothing using the frequency tracker (as above). Typical results are shown in Fig.  5 which illustrates the raw modal frequencies directly from the subspace identification in Fig. 5a to the on-line estimates of the outlier and tracker in Fig. 5b to the final post-processed modal frequency tracker in Fig. 5c . Here we note the improvement of applying the on-line outlier/tracker combination, initially , and the improved modal frequency estimates after post-processing.
These frequencies along with their accompanying statistics are used to determine which of the model orders selected enable a "reasonable" estimate of the targeted frequencies as shown in Table 1 . Next we are able to select the model order based on the calculated 1 standard deviations along with the corresponding percentage relative error 1 statistics. The average results, standard deviations and error percentages, are also shown in the table. Based on these results we selected the 13-mode (26-state) model for our subspace algorithm providing not only the most reasonable trade-off of deviation/error as well as a practical window time (3300-samples) of 8.2-seconds/identification which is based on the required number of samples for the identification algorithm (ID time x sampling interval). This time is quite reasonable for a 900 Hz sampling 1 Percentage relative error (% ) is given by frequency and vibrational monitoring of the system. Note that the higher the order, the number of samples for subspace identification increases. Post-processing of the tracking frequencies were shown in Fig. 5 . Clearly, as expected, the batch post-processor performing both outlier correction and tracker smoothing, is superior to the on-line tracks primarily because the ensemble statistics of 83 data windows are now available to improve the estimates as illustrated previously in Fig. 5c .
The ensemble statistics for the 13-mode identification are shown in Table 1 where we see that the estimates are reasonably precise based on the calculated relative errors obtained from the prior predicted model experiments.
SUMMARY
This paper summarizes the development of a model-based modal tracking scheme capable of the on-line processing of structural responses applying both system identification methods to extract a modal model and state estimation/techniques to track modal frequencies for eventual anomaly detection and fault location.
Background information on state-space vibrational systems was developed evolving directly to a multiple input/multiple output structural formulation. From that representation the modal state-space model was introduced through an eigenvalue-eigenvector formulation leading to a similarity transformation and complex modes. Next the discrete statespace system was developed providing the basis for the system identification methods. Powerful subspace identification methods were discussed leading to the extraction of a modal statespace model from noisy vibrational measurements. This model provides the essential data required as input to the model-based tracking scheme.
The model-based identifier/tracker was applied to evaluate test data evolving from a vibrating system consisting of approximately 14-modes with 17-directional ( , , ) accelerometer measurements for a total of 57-channels of noisy data. Each of the steps in developing the approach from preprocessing the raw data to subspace identification to modelbased tracking were discussed. More details of these results are available [17] . Future work will consist of the development of more robust techniques for real-time operations. 
