The method of generalized quasilinearization is extended to semilinear elliptic problems employing both the classical and variational approaches. The results discussed are very general and include several special cases of interest. 
INTRODUCTION
The main idea of the method of quasilinearization as developed by w x w x Bellman 1 and Bellman and Kalaba 2 is to provide an explicit analytic representation for the solutions of nonlinear differential equations, which yields pointwise lower estimates for the solution of the problem whenever the function involved is convex. The most important application of this popular method has been to obtain a sequence of lower bounds which are the solutions of linear differential equations that converge quadratically to the unique solution of the given nonlinear problem.
It is well known that the method of upper and lower solutions together with monotone iterative technique offers monotone sequences which conw x verge to the extremal solutions of the original nonlinear problem 3, 4 . When we employ the technique of lower and upper solutions coupled with the method of quasilinearization and utilize the idea of Newton and Fourier, it is possible to construct concurrently lower and upper bounding sequences, whose elements are the solutions of the corresponding linear problems, which converge quadratically to the solution of the given problem. Furthermore, this unification provides a mechanism to enlarge the class of nonlinear problems to which this method is applicable. For example, it is not necessary to impose the convexity assumption on the function involved and this leads to several other possibilities. Moreover, these ideas can be refined, generalized, and extended to various types of nonlinear problems, and consequently, this technique is known as the w x generalized quasilinearization 7, 8 . In this paper, we shall consider the extension of the method of generalized quasilinearization to semilinear elliptic boundary value problems and prove very general results that include several important special cases. We shall first discuss the problem in nondivergence form using the classical methods and then investigate the problem in divergence form via the variational method.
COMPARISON THEOREMS
Let ⍀ ; R n be a bounded domain with the boundary Ѩ ⍀. Consider the semilinear elliptic boundary value problem in nondivergence form s f x, u , in ⍀ , Ž .
2.1

Ž .
Bu s on Ѩ ⍀ , ␣ w x Ž . where we assume that a , b , c g C ⍀, R , c x G 0 in ⍀, g i, j i 2 1, ␣ ␣ n w x w x Ž . < < C ⍀, R , f g C ⍀ = R, R , and Ý a x G in ⍀ with i, js1 i, j i j
Ž . w x outer normal vector on Ѩ ⍀, and Bu s p x ux , for u g C ⍀, R .
Ѩ␥
Assume also that Ѩ ⍀ belongs to the C 2, ␣ .
We need the following comparison result.
2 w x THEOREM 2.1. Let ␣, ␤ g C ⍀, R be lower and upper solutions of Ž .
Ž .
Suppose further that
then Ѩ␣ x rѨ␥ G Ѩ␤ x rѨ␥ and hence, using the fact
Ž .
Since c x y L x ) 0, we have a contradiction. Hence the claim is true and the proof is complete.
We need the standard existence and uniqueness result for the linear Ž . elliptic boundary value problem BVP .
THEOREM 2.2. Consider the linear elliptic BVP
Lu s h x in ⍀ , Ž . 2.4 Ž . Bu s x on Ѩ ⍀ , Ž . ␣ 2, ␣ w x Ž . w x where h g C ⍀, R . Then 2.4 has a unique solution u g C ⍀, R .
GENERALIZED QUASILINEARIZATION
We consider the following semilinear elliptic BVP
3.1
Ž .
Bu s on Ѩ ⍀ , ␣ w x where f, g g C ⍀ = R, R . We prove the following result. Proof. We consider the following linear BVPs for each k s 1, 2, . . .
where
Since f x, u is nondecreasing and g x, u is nonincreasing in u for each u u 2 w x Ž . x g ⍀, we find that for any g C ⍀, R with ␣ F F ␤ , c x y 
where for
. We can obtain similar estimates for g x, u . As a result,
Ž . we find that, because of the definition of h x , h x y h y Ž .
We shall first prove that
Ž . Since ␣ is a lower solution of 3.1 , we see that
To show that ␣ F ␤ , we get, using 3.6 and 3.7 ,
we utilize 3.6 and 3.7 and the fact that g x, u is
Ž . It then follows by Theorem 2.1 that ␣ F ␤ in ⍀, proving 3.11 . 1 1 We shall next consider that if
Ž . we get using 3.6 and 3.7 and the assumption ␣
Similarly, we can obtain
are the solutions of 3.2 and 3.3 . Hence by
Ž . Ž . Ž . This follows from 3.2 and 3.18 and Theorem 2.1 proving 3.14 . Thus by Ž . induction 3.10 is valid for all k. .
R and hence by imbedding Theorem A.3.5 in 4 ,
Ä Ž .4 for some constant C independent of the elements of W . Thus ␣ x is Since F r in ⍀, taking ␣ s r, ␤ s , and using Theorem 2.1 we Ž . obtain r F in ⍀, proving s r s u is the unique solution of 3.1 .
Ä 4 Ä 4 To prove the quadratic convergence of ␣ , ␤ to the unique solution k k u, respectively, we consider P s u y ␣ , Q s ␤ y u so that
Then we have 
Ž . Hence by Theorem 2.1, we get P x F ␤ in ⍀, which implies the
One can get a similar estimate for Q . The proof is therefore complete. Ž . obtain the conclusion. A similar comment holds in case 4 as well.
COMPARISON RESULTS
We shall consider the BVP
where L denotes the second order partial differential operator in the divergence form
Ž . g R with ) 0 uniform elliptic condition , and c x G 0. We shall always mean that the boundary condition is in the sense of trace and hence Ž . we shall not repeat it to avoid monotony. Also, f : ⍀ = R ª R, f x, u is a Ž . Caratheodory function, that, is f и, u is measurable for all u g R and Ž . w x f x, и is continuous a.e. x g ⍀. The bilinear form B , associated with the operator L is Suppose further that f satisfies
The following corollary is useful in our discussion. 
GENERALIZED QUASILINEARIZATION
We consider the following semilinear elliptic boundary value problem
where f, g : ⍀ = R ª R. We shall prove the following result. 
a.e. in ⍀, and for any
Ž . Proof. We prove the conclusion in several steps.
Ž .
a Iterative schemes and generalized quasilinearization. Let us introduce the linearization of f q g in the form
and consider the following related iterative schemes for k s 0, 1, 2, . . . 
a.e., we find that Ž . g x, u is nonincreasing in u and ␣ F ␤ to get Ž . it follows from Theorem 4.1 that ␣ F ␤ in ⍀, proving 5.9 . 1 1 We shall next prove that if 
Finally to prove ␣ F ␤ a.e. in ⍀, we need to show that ␣ and
. We now use the elliptic-
Ž . ity condition and B3 with¨s ␣ to get k 2 2 dition, we arrive at 2 2
