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Abstract
We consider the reduction of parametric families of linear dynamical systems having an
affine parameter dependence that differ from one another by a low-rank variation in the state
matrix. Usual approaches for parametric model reduction typically involve exploring the
parameter space to isolate representative models on which to focus model reduction method-
ology, which are then combined in various ways in order to interpolate the response from these
representative models. The initial exploration of the parameter space can be a forbiddingly
expensive task.
A different approach is proposed here that does not require any parameter sampling or
exploration of the parameter space. Instead, we represent the system response in terms of
four subsystems that are nonparametric. One may apply any one of a number of standard
(nonparametric) model reduction strategies to reduce the subsystems independently, and then
conjoin these reduced models with the underlying parameterized representation to obtain an
overall parameterized response. Our approach has elements in common with the parameter
mapping approach of Baur et al. [8], but offers greater flexibility and potentially greater control
over accuracy. In particular, a data-driven variation of our approach is described that exercizes
this flexibility through the use of limited frequency-sampling of the underlying nonparametric
models. The parametric structure of our system representation allows for a priori guarantees
of system stability the resulting parametric reduced models, uniformly across all parameter
values. Incorporation of system theoretic error bounds allow us to determine appropriate
approximation orders for the nonparametric systems sufficient to yield uniformly high accuracy
with respect to parameter variation.
We illustrate our approach on a class of structural damping optimization problems and on
a benchmark model of thermal conduction in a semiconductor chip. The parametric structure
of our reduced system representation lends itself very well to the development of optimization
strategies making use of efficient cost function surrogates. We discuss this in some detail for
damping parameter and location optimization for vibrating structures.
Keywords: parametric model reduction, sampling-free; damping optimization, structured systems
Mathematics Subject Classification (2010): 93C05; 49J15; 70Q05; 70H33
1 Introduction
Consider a linear time invariant dynamical system, parameterized with a k-dimensional parameter
vector p =
[
p1, p2, . . . , pk
]T ∈ Ω ⊆ Rk and represented in state-space form as
Ex˙(t; p) = A(p)x(t; p) +Bw(t),
y(t; p) = Cx(t; p),
(1)
where E,A(p) ∈ Rn×n, B ∈ Rn×m and C ∈ R`×n are constant (time-invariant) matrices. In (1),
x(t; p) ∈ Rn, u(t) ∈ Rm and y(t; p) ∈ R` denote, the state vector, inputs, and outputs, respectively.
We assume throughout that the matrix E is invertible.
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1.1 Basic structure
The structural feature of the system that we will exploit extensively presumes that the system
matrix A(p) has the parametric form
A(p) = A0 − U diag(p1, p2, . . . , pk)V T = A0 −
k∑
i=1
piuiv
T
i , (2)
where U =
[
u1, u2, . . . , uk
] ∈ Rn×k and V = [v1, v2, . . . , vk] ∈ Rn×k are constant matrices with
ui, vi ∈ Rk for i = 1, . . . , k. Note that the parameterization in (2) is a special case of a general
affine parametrization A(p) = A0 −
∑
i piAi with the added rank constraint that the matrices
Ai have rank-1. However, even for a general affine parametrization with Ai ∈ Rn×n individually
having unrestricted rank but in aggregate having rank(
∑
i piAi) = k  n, the form of (2) may be
assumed without loss of generality (allowing for the possibility that the parameters are replaced
by functions of {pi}i). The condition k  n is a practical constraint leading to the prospect of
computational efficiency, but there is no theoretical restriction on the size of k.
Taking the Laplace transform of (1), the full-order transfer function of the parametrized system
is obtained as
H(s; p) = C(sE −A(p))−1B = C (sE − (A0 − U diag(p1, p2, . . . , pk)V T ))−1B. (3)
The goal of parametric model reduction, in this setting, is to find a reduced parametric system
Erx˙r(t; p) = Ar(p)xr(t; p) +Brw(t),
yr(t; p) = Crxr(t; p),
(4)
where Er, Ar(p) ∈ Rr×r, Br ∈ Rr×m and Cr ∈ R`×r with r  n such that the reduced transfer
function
Hr(s; p) = Cr(sEr −Ar(p))−1Br
approximates H(s; p) accurately for the parameter range of interest.
Several approaches to parametric model order reduction (pMOR) exist. One of the most com-
mon approaches involves state-space projection using globally defined bases: Choose a set of pa-
rameter samples p1, . . . , pns . For every parameter sample pi, the full-order modelH(s; pk) becomes
a non-parametric linear time-invariant system, for which a plethora of model reduction methods
are available. Whatever choice is made, let Zir and W ir denote the local model reduction bases
for the parameter sample pi, for each i = 1, . . . , ns. Then concatenate these local bases to form
the global model reduction bases Zr and Wr: Zr = [Z1r , . . . , Znsr ] and Wr = [W 1r , . . . ,Wnsr ]. This
concatenation step is usually followed by a rank-revealing QR or truncated SVD computation
to compute and condense orthogonal bases. The parametric reduced model quantities in (4) are
obtained via a Petrov-Galerkin projection, i.e.,
Er = W
T
r EZr, Ar(p) = W
T
r A(p)Zr, Br = W
T
r B, and Cr = CZr. (5)
Reviews of methods that consider such a reduction framework can be found, e.g. in [3, 4, 6, 9,
11, 13, 14, 16, 28, 58]. These approaches are widely studied especially for structured systems with
particular applications; see, e.g., [6, 13–15,58,61,63].
The global basis approach has been successfully applied in many circumstances requiring para-
metric model reduction and in some cases it may be the only viable approach. Nonetheless it comes
with some drawbacks, the main issue being the need to sample the parameter domain adequately
in order to construct representative local bases. Except for special cases [9, 33], how one chooses
optimal parameter sampling points with respect to a joint global frequency-parameter error mea-
sure has not been known until recently. In [42], Hund et al. tackles this joint-optimization problem
by deriving optimality conditions and then constructing model reduction bases that enforce those
conditions. The most widely used approaches for global basis construction in pMOR are greedy
or optimization-based sampling strategies; see [14] for a survey. However, especially in the case of
high-dimensional parameter domains, this off-line stage could prove prohibitively expensive since it
requires a large-number of full-order function evaluations. One may try to avoid these high-fidelity
sampling techniques and pick parameter samples heuristically to make the off-line stage less costly.
However, since the global bases directly depend on this initial sampling, which in turn influences
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the final accuracy of the parametric reduced model, if this stage is not done properly the reduced
model could not be expected to provide a good approximation over a wide parameter range.
In this paper, we focus on systems having the special structure described in (2). We develop a
novel parametric model order reduction approach that is sampling free (that is, there is no need
for parameter sampling) yet it still offers uniformly high fidelity across the full parameter range.
Significantly, the reduced model retains the parametric structure of the original full model.
1.2 A motivating example: Damping optimization
Consider the vibrational system described by
Mq¨(t) +Dq˙(t) +Kq(t) = B2w(t),
y(t) = C2q(t),
(6)
where M and K are real, symmetric positive definite matrices of size n×n, denoting the mass and
stiffness matrices, respectively. The state variables are described by the coordinate vector q ∈ Rn
representing structure displacements. The time dependent vector w(t) ∈ Rm is the primary exci-
tation and typically represents an input disturbance. B2 ∈ Rn×m is the primary excitation matrix,
i.e., the input-to-state mapping. Similarly, y(t) ∈ R` is the performance output, representing a
quantity of interest that is obtained from the state-vector q via a mapping by the state-output
matrix C2 ∈ R`×n.
The damping matrix D ∈ Rn×n is modeled as
D = Dint +Dext,
where Dext represents external damping and Dint represents internal damping. The internal damp-
ing Dint is usually taken to be a small multiple of the critical damping denoted by Dcrit or a small
multiple of proportional damping (see, e.g., [15, 19]):
Dint = αcDcrit, where Dcrit = 2M1/2
√
M−1/2KM−1/2M1/2. (7)
Other possibilities for modeling internal damping can be found, e.g., in [45].
We are mainly interested in in the external damping of the type
Dext = U2 diag (p1, p2, . . . , pk)U
T
2 ,
where the non-negative entries pi for i = 1, . . . , k represent the friction coefficients of the dampers,
usually called gains or viscosities, and the matrix U2 encodes the damper positions and geometry;
for more details, see, e.g., [15,18,21,48,61,62].
In damping optimization problems, the major goal is to determine best/optimal external damp-
ing matrix Dext that will minimize the influence of the input w on the output y. One can consider
different optimality measures. In the input-output dynamical systems settings, the optimization
criteria are usually based on system norms such as H2 or H∞ system norm (see, e.g., [15, 21]).
Moreover, mixed performance measure that was introduced in [51]. This specific choice of opti-
mization criteria strongly depends on the application at hand. pMOR methods we will develop
in this paper will allow using different optimization criteria and therefore will enable different
applications.
By defining the state-vector as x = [qT q˙T ]T we obtain a first-order state-space representation
of the vibrational system:
Ex˙(t) = A(p)x(t) +Bw(t),
y(t) = Cx(t),
where
E =
[
I 0
0 M
]
, B =
[
0
B2
]
, C =
[
C2 0
]
, (8)
and A(p) =
[
0 I
−K −Dint
]
︸ ︷︷ ︸
A0
−
[
0
U2
]
︸ ︷︷ ︸
U
diag(p1, p2, . . . , pk)
[
0 UT2
]︸ ︷︷ ︸
V T=UT
, (9)
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with p =
[
p1, p2, . . . , pk
]T . Note that the model for damping optimization in (8)-(9) has the
parametric structure described in (2).
The optimization of damper locations can be formulated effectively as optimization over a
finite (but potentially large) number of configurations for the matrix B2; this is a demanding
combinatorial optimization problem and for each B2-configuration, one must optimize over p, the
parameter vector. pMOR approaches seeking to make this task cheaper have been considered
previously: For optimization based on the H2 norm criterion, [15] used a global basis approach, as
described above, where local bases were obtained via the dominant pole algorithm [59]. Using the
same optimization criterion, [61] applied a global basis approach where local bases were obtained via
the Iterative Rational Krylov Algorithm (IRKA) [36], an H2-optimal model reduction approach.
Even though both approaches show great promise, success in each case depends on the initial
parameter sampling used to construct the global basis, an issue that is faced in most pMOR cases.
For the damping optimization problem, an efficient heuristic that can guide a parameter sampling
strategy is not available, and the natural alternative, a preliminary offline greedy sampling stage,
can be computationally very demanding and potentially negate the gains one would anticipate
from model reduction.
In subsequent sections, we will propose two frameworks that will remove the need for paramet-
ric sampling in problems structured as in (2), including in particular the damping optimization
problem discussed above. Thus, the new approach will allow efficient optimization of damping
parameters encoded in the vector p.
2 PMOR based on subsystem model reduction
In this section, we introduce our first sampling-free reduction method for the structured problem
(3). We provide error bounds and also discuss the uniform stability of the reduced model.
2.1 Reformulation of the parametric transfer function
The crucial observation and the starting point behind our framework is that we can rewrite the
structured transfer function (3) in a form that separates the s and p dependency, by making
use of the Sherman-Morrison-Woodbury formula [31]. We summarize this result in the following
proposition.
Proposition 1. Consider the structured transfer function
H(s; p) = C
(
sE − (A0 − U diag(p1, p2, . . . , pk)V T ))−1B, (10)
where pi ∈ R+, for i = 1, 2, . . . , k. Then,
H(s; p) = H1(s)−H2(s)D(p) [I +D(p)H3(s)D(p)]−1D(p)H4(s), (11)
where the diagonal matrix
D(p) = diag(
√
p1,
√
p2, . . . ,
√
pk) (12)
encodes the parameters, and H1(s), H2(s), H3(s), and H4(s) are non-parametric transfer functions
given by
H1(s) = C(sE −A0)−1B, H2(s) = C(sE −A0)−1U,
H3(s) = V
T (sE −A0)−1U, and H4(s) = V T (sE −A0)−1B.
(13)
Proof. Let T ∈ Cn×n be invertible. Also, let X ∈ Cn×k and Y ∈ Cn×k be such that Ik +Y TT−1X
is invertible. Then, Sherman-Morrison-Woodbury formula states that
(T +XY T )−1 = T−1 − T−1X(Ik + Y TT−1X)−1Y TT−1.
Recall that H(s; p) = C
(
sE − (A0 − U diag(p1, p2, . . . , pk)V T ))−1B. The result, then, follows
from the Sherman-Morrison-Woodbury formula by defining T = sE − A0, X = UD(p), and
Y = V D(p).
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Remark 1. Notice that if we define the extended parameterized transfer function
F˜(s; p) =
[
H1(s) H2(s)D(p)
D(p)H4(s) I +D(p)H3(s)D(p)
]
,
then (11) is the Schur complement of F˜(s; p) with respect to the (2,2) block:
H(s; p) =
[
F˜(s; p)/(I +D(p)H3(s)D(p))
]
.
Remark 2. Motivated by the damping optimization problem described in Section 1.2, Proposition
1 assumes that the parameter vector p has positive entries, which lead to the form (11) where the
diagonal matrix D(p) appear in a balanced symmetric way throughout the second term. However,
the positive parameter range assumption is not necessary and the general case could be easily
handled in a similar way. Define
D˜(p) = diag(p1, p2, . . . , pk).
Then,
H(s; p) = H1(s)−H2(s)D˜(p)
[
I +H3(s)D˜(p)
]−1
H4(s), (14)
where H1(s), H2(s), H3(s), and H4(s) are as defined in (13). In the rest of the paper, we will use
the formulation in Proposition 1.2, but all the results to follow can be easily generalized using the
form (14).
2.2 Subsystem model reduction
Proposition 1 displays a decomposition of the full-order transfer function H(s; p) in terms of four
non-parametric transfer functions with the parameter dependency entering as an interconnection
coupling the four systems. Since Hi(s), for i = 1, 2, 3, 4, are non-parametric, they may be reduced
without any need for sampling via well-established model reductions techniques such as balanced
truncation (BT) [47, 49], Hankel norm approximation (HNA) [30], or iterative rational Krylov
algorithm IRKA [36]; see [4, 6, 13] for further choices. Moreover, each system Hi(s), may be
reduced independently of the others, potentially using different reduction orders and even different
reduction methodologies.
Let the reduced model forHi(s) be denoted by Ĥi(s), for i = 1, . . . , 4. The resulting parametric
reduced model for H(s; p) is given by
H(s; p) ≈ Ĥ(s; p) = Ĥ1(s)− Ĥ2(s)D(p)(I +D(p)Ĥ3(s)D(p))−1D(p)Ĥ4(s). (15)
The online evaluation (or simulation) of Ĥ(s; p) for a given parameter value is trivial as it only
involves reduced quantities and evaluation of the matrix D(p). Therefore, we have constructed a
parametric, easy-to-evaluate reduced model without any need for parameter sampling. Algorithm 1
below gives a sketch of this process.
Algorithm 1 Parametric reduced order model based on reduction of subsystems
1: Off-line Stage: Calculate the four non-parametric reduced systems
H1(s)→ Ĥ1(s), H2(s)→ Ĥ2(s), H3(s)→ Ĥ3(s), H4(s)→ Ĥ4(s),
(Reductions can be performed via a variety of nonparametric reduction techniques)
2: On-line Stage: For any given parameter p =
[
p1, p2, . . . , pk
]T , obtain the parametric model by
H(s; p) ≈ Ĥ(s; p) = Ĥ1(s)− Ĥ2(s)D(p)(I +D(p)Ĥ3(s)D(p))−1D(p)Ĥ4(s).
Some remarks are in order regarding Step 1 in Algorithm 1. The model H1(s) has the same
input-output dimension asH(s; p). The modelH2(s) has the same number of outputs (`) asH(s; p)
and k inputs. Similarly, the model H4(s) has the same number of inputs (m) as H(s; p), and also k
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outputs. Provided that the input/output dimension is modest, reducing H1(s), H2(s), and H4(s)
will not be expected to be strongly influenced by the size of k since in most cases the smaller of the
input/output dimensions determines the difficulty in reducing a dynamical systems. On the other
hand, the model H3(s) will have k-inputs and k-outputs. Therefore, if k is significantly larger than
` or m, this is likely to be the most difficult model to reduce with high fidelity. Therefore, although
the framework and theoretical analysis we develop here apply to a system with transfer function
H(s; p) = C(sE − (A0 − pA1))−1B
even when A1 has full rank, computational difficulties might arise since H3(s) will then be an
n-dimension dynamical system with n-inputs and n-outputs. Such models will not generally be
amenable to model reduction in most scenarios.
Next we provide an error bound for the parametric model reduction due to Algorithm 1.
Theorem 1. Let the full order transfer function H(s; p), and the corresponding subsystems Hi(s),
for i = 1, . . . , 4 be given as in (11) and (13). Assume that the nonparametric reduced models Hi(s)
are reduced so that
‖Hi − Ĥi‖ ≤ i, for i = 1, . . . , 4, (16)
and that the corresponding parametric reduced model Ĥ(s; p) is constructed as in (15). Then,
‖H(·; p))− Ĥ(·; p))‖ ≤ 1 + f1(p, Ĥ3, Ĥ4)2 + f1(p, Ĥ3, Ĥ4)f2(p,H2,H3)3 + f2(p,H2,H3)4
(17)
where
f1(p,G1,G2) = ‖D(p)
(
I +D(p)G1(·)D(p)
)−1
D(p)G2(·)‖, and (18)
f2(p,G1,G2) = ‖G1(·)D(p)
(
I +D(p)G2(·)D(p)
)−1
D(p)‖. (19)
Proof. First, by using the formulae (11) and (15), we obtain
H(s; p)− Ĥ(s; p) =H1(s)− Ĥ1(s) + Ĥ2(s)Ê1 −H2(s)E1, (20)
where E1 = D(p)(I+D(p)H3(s)D(p))−1D(p)H4(s) and Ê1 = D(p)(I+D(p)Ĥ3(s)D(p))−1D(p)Ĥ4(s).
The last two terms can be manipulated as
Ĥ2(s)Ê1 −H2(s)E1 = [Ĥ2(s)−H2(s)]Ê1 +H2(s)(Ê1 − E1)
= [Ĥ2(s)−H2(s)]Ê1 +H2(s)[Ê2Ĥ4(s)− E2H4(s)],
where E2 = D(p)(I + D(p)H3(s)D(p))−1D(p) and Ê2 = D(p)(I + D(p)Ĥ3(s)D(p))−1D(p). This
last expression can be rewritten as
Ĥ2(s)Ê1 −H2(s)E1 = [Ĥ2(s)−H2(s)]Ê1 +H2(s)[(Ê2 − E2)Ĥ4(s) + E2(Ĥ4(s)−H4(s))]. (21)
Next consider the term E2 − Ê2, which can be expressed as
Ê2 − E2 = D(p)(I +D(p)Ĥ3(s)D(p))−1D(p)[H3(s)− Ĥ3(s)]D(p)(I +D(p)H3(s)D(p))−1D(p). (22)
Substituting (22) into (21), which is then substituted into (20), yields
H(·; p)− Ĥ(·; p) = [H1(s)− Ĥ1(s)] + [H2(s)− Ĥ2(s)]D(p)
(
I +D(p)Ĥ3(s)D(p)
)−1
D(p)Ĥ4(s)
+H2(s)D(p)
(
I +D(p)H3(s)D(p)
)−1
D(p)[Ĥ4(s)−H4(s)]+
+H2(s)D(p)
(
I +D(p)H3(s)D(p)
)−1
D(p)[H3(s)− Ĥ3(s)]
·D(p)(I +D(p)Ĥ3(s)D(p))−1D(p)Ĥ4(s).
The upper bound follows by taking norms on both sides.
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2.3 Uniform stability of the parametric reduced model
In many applications, the full modelH(s, p) in (10) is asymptotically stable for every p ∈ Ω, so that
eigenvalues of the matrix pencil λE − A(p) (poles of the transfer function H(s, p)) have negative
real parts for every p ∈ Ω. The damping optimization problem we considered in Section 1.2 is
one such example where the underlying physical phenomenon is asymptotically stable for every
parameter in the parameter domain of interest. Therefore, it is reasonable to expect the same
of the parametric reduced model. We will call this uniform asymptotic stability of the reduced
model. Unfortunately, except for some special cases (e.g., E = ET is positive define, A(p) = AT (p)
is negative definite, and one chooses Wr = Zr in (5)), this property is difficult to enforce. We
refer the reader to [14, §5.4] for a brief discussion on this issue. We show here that our proposed
framework will guarantee uniform stability for a significantly broader class of problems.
Recall the damping optimization model with the space-state quantities defined in (8)-(9). Due
to the internal damping term, Dint, eigenvalues of the matrix pencil sE − A0 have negative real
parts; and thus all the subsystems, i.e., H1(s), H2(s), H3(s), and H4(s), are asymptotically
stable. Then, in reducing these nonparametric subsystems, we can enforce stability preservation
by employing, for example, BT [47, 49], HNA [30], or IRKA with stability enforcement [12, 35, 36].
Therefore, starting point of our uniform stability result is that all the subsystems are asymptotically
stable, as is in the damping optimization problem.
To further motivate the setting of our uniform stability result, next we inspect the term H3(s)
more closely for the damping optimization problem. It directly follows from (8) and (9) that
the transfer function H3(s) is given by H3(s) = sUT2 (s2M + sD + K)−1U2, which corresponds
to a positive real (passive) dynamical system. In other words, Re(H3(s)) ≥ 0 for all s with
Re(s) ≥ 0. Therefore, I+D(p)H3(s)D(p) is strictly positive real, i.e., Re(H3(s)) > 0 for Re(s) ≥ 0.
Using positive real balanced truncation [24,52] or interpolatory port-Hamiltonian model reduction
[27,37,57], one can reduceH3(s) in a way to retain positive realness. Motivated by these structures
and observations appearing in the damping optimization problem, we know state the uniform
stability result.
Theorem 2. Consider the full parametric model with its transfer function H(s) written in terms of
the subsystems as in (10) where the subsystems H1(s), H2(s), and H4(s) are asymptotically stable.
Further assume that H3(s) is positive real. Construct the reduced subsystems Ĥ1(s), Ĥ2(s), and
Ĥ4(s) such that they retain asymptotic stability, and Ĥ3(s) such that it retains positive-realness.
Then, the reduced parametric model Ĥ(s) in (15) is uniformly asymptotically stable for every p ∈ Ω.
Proof. It follows from the structure of the reduced transfer function Ĥ(s, p) in (15) that its poles
are composed of the poles of Ĥ1(s), Ĥ2(s), and Ĥ4(s), and the zeroes of I + D(p)Ĥ3(s)D(p).
Note that the poles of Ĥ1(s), Ĥ2(s), and Ĥ4(s) are independent of p and all have negative real
parts since these subsystems are asymptotically stable as they have been obtained via a model
reduction algorithm to enforce this property. Therefore, these poles cannot contribute to potential
instability and what is left to verify is that the zeroes of I + D(p)Ĥ3(s)D(p) have negative real
parts for every p ∈ Ω. Recall that Ĥ3(s) was constructed with a positive-realness preserving model
reduction technique. Therefore, I + D(p)Ĥ3(s)D(p) is strictly positive real for every p ∈ Ω and
cannot lose rank in the right-half plane, i.e., it does not have a zero in the right-half plane. Indeed,
I +D(p)Ĥ3(s)D(p) is a minimum-phase system, meaning all of its poles and zeros have negative
real parts. Then, put together with the poles of Ĥ1(s), Ĥ2(s), and Ĥ4(s), the reduced transfer
function Ĥ(s, p) is uniformly asymptotically stable. Note that there could be further pole-zero
cancellations in the construction of Ĥ(s, p). However, this will not change the conclusion since all
the poles (before any potential pole-zero cancellation) already have negative real parts.
Remark 3. One-approach to guarantee uniform asymptotic stability in the general case was
proposed by Baur and Benner [10] where H(s, p) is sampled at some parameter values pi for
i = 1, 2, . . . , ns and reduced using stability preserving reduction such as BT. Then, the final para-
metric reduced system is obtained by connecting these local reduced models via interpolation in the
p-domain. Since the interpolation in the p-domain does not affect the poles, the resulting reduced
parametric system is uniformly asymptotically stable. However, this comes at the cost of poles
being fixed, i.e., the poles do not vary with the parameters since the p-dependency is completely in
the B- or C-matrix. The situation is different in our formulation where the poles still vary with p,
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as desired, yet remain uniformly asymptotically stable. Moreover, the main motivation behind our
approach here is to avoid the need for parameter sampling.
Remark 4. Theorem 2 implies that in the case of the damping optimization problem (and others
with similar structure), we can construct a sampling-free parametric reduced model that is uniformly
asymptotically stable with an error bound.
2.3.1 Uniform asymptotic stability in the general case
Theorem 2 provided uniform asymptotic stability for the case whenH3(s) is a positive real transfer
function. What can we state about stability in the general case without this structure?
We will continue to assume that all the subsystems are asymptotically stable and we apply an
appropriate model reduction technique so that all the reduced subsystems are asymptotically stable
as well. Following the proof of Theorem 2, we only need to check the zeroes of I +D(p)Ĥ3(s)D(p)
and argue that these zeroes have negative real parts.
To see the arguments more easily, let us consider the case that the parameter p is a scalar,
D(p) =
√
p, U and V are column vectors, and thus H3(s) is a single-input/single-output dynamical
system. In this case, if z0 is zero of 1 + D(p)Ĥ3(s)D(p), then Ĥ3(z0) = −1/p. Let pmax denote
pmax = supp∈Ω | p |. A sufficient condition for such a z0 not to exist is that ‖Ĥ3‖H∞ < 1pmax .
Assuming that this condition holds for H3(s), which will guarantee that the full model is uniformly
asymptotically stable, one can apply bounded real balancing [52,54] in constructing Ĥ3(s) so that
it has the same H∞-norm bound. The general case, i.e., when p is a vector, follows similarly and
we list this result as a corollary.
Corollary 1. Consider the full parametric model with its transfer functionH(s) written in terms of
the subsystems as in (10) where all the subsystems Hi(s) for i = 1, . . . , 4 are asymptotically stable.
Let pmax denote pmax = supp∈Ω ‖p‖∞ and assume that H3(s) satisfies ‖H3‖H∞ < 1pmax . Construct
the reduced subsystems Ĥ1(s), Ĥ2(s), and Ĥ4(s) such that they retain asymptotic stability, and
Ĥ3(s) such that it retains the property ‖Ĥ3‖H∞ < 1pmax . Then, the reduced parametric model Ĥ(s)
in (15) is uniformly asymptotically stable for every p ∈ Ω.
2.4 The parameter mapping approach of Baur et al. [8]
The parameterization given in (2) appears as a (relatively) low rank change from the base dynamic
matrix, A0, and it is this structural feature that we have exploited. Another strategy that exploits
this parametric structure has been proposed in [8]. There, one augments and modifies the system
by introducing a set of k additional synthetic inputs, ω(t), and outputs, η(t), in such a way that the
internal system parameterization is mapped to a feedthrough term. The original system response
is recovered by constraining the synthetic inputs so as to null the synthetic outputs. The modified
system can be reduced independently of the parameterization and the final parameterized reduced
model is recovered by imposing an analogous constraint on the synthetic inputs; they are chosen
to null the (reduced) synthetic outputs. To illustrate, define
Ex˙(t) = A0x+ [B UD(p)]
[
w(t)
ω(t)
]
,[
yˆ(t)
η(t)
]
=
[
C
D(p)V T
]
x(t) +
[
0
I
] [
w(t)
ω(t)
]
.
(23)
Evidently, this system has m+ k inputs, `+ k outputs, and the parameterization now acts on a k
dimensional subpace that is common to both input and output spaces. Notice in particular that
the parameterization no longer acts directly on the state vector. What relation does the response
of (23) have with that of the original system (2) ? If ω(t) is chosen so that η(t) = 0 (for example,
if ω(t) is assigned by state feedback as ω(t) = −D(p)V Tx(t)), then the remaining output yˆ(t)
matches the output of the parameterized system described in (2): yˆ(t) = y(t; p). Indeed, with this
added constraint imposed on the synthetic inputs, the transfer function for the resulting system is
identical to what has been defined by (10).
The dynamical system described in (23) may be reduced using any strategy appropriate for
linear time-invariant MIMO (multiple input/multiple output) systems. Since the parameterization
has been mapped to the synthetic input/output spaces and is now external to system dynamics,
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model reduction strategies can be pursued without the need of any parameter sampling. The
approach described in [8] proposes a projective reduced model derived, say, as in (4)-(5) using
projection bases defined by Zr and Wr:
Erx˙r(t) = A0rxr + [Br W
T
r UD(p)]
[
w(t)
ωˆ(t)
]
,[
yˆr(t)
ηr(t)
]
=
[
Cr
D(p)V TZr
]
xr(t) +
[
0
I
] [
w(t)
ωˆ(t)
]
.
(24)
Following [8], we set up a state feedback constraint to null the reduced synthetic outputs, similar
to what has gone before. If ωˆ(t) is assigned via reduced state feedback as ωˆ(t) = −D(p)V TZrxr(t),
then ηr(t) = 0, and the reduced output yˆr(t) will define the output of a reduced parametric system
(2): yr(t; p) = yˆr(t). The state-space representation of the resulting reduced model is given my
WTr EZrx˙r(t) = W
T
r A0Zrxr −WTr UD2(p)Zr +WTr Bw(r) (25)
yˆr(t) = CZrxr(t) (26)
To make a clearer connection to our proposed framework, we re-write the transfer function of this
reduced dynamical system equivalent as in (15) as
Ĥ(s; p) = Ĥ1(s)− Ĥ2(s)D(p)(I +D(p)Ĥ3(s)D(p))−1D(p)Ĥ4(s).
In this case each system, Hi(s), is reduced with the projection bases, Zr and Wr, for i = 1, 2, 3, 4;
that is, the same projection bases are used for all four systems.
Although the approach we take here is evidently closely aligned with the approach of [8],
an important distinction is that we are able here to reduce the individual subsystems, Hi(s),
independently of one another. This allows us to better control the fidelity of the final model, and
as we described in Section 2.3, we are able to guarantee asymptotic stability of Ĥ(s; p) uniformly in
p, so long as each reduced model Ĥi(s), i = 1, 2, 3, 4 is asymptotically stable and the single reduced
Ĥ3(s) is also positive real. Naturally, these assertions may also be made with the approach of [8]
or its recent formulation for second-order systems [55], but it can be substantially more difficult
to guarantee these properties using a single choice of projecting bases, Zr and Wr. We are able
to exploit the flexibility of reducing the four subsystems independently of one another and do not
suffer under these constraints.
2.5 Numerical Examples
We will illustrate the performance of Algorithm 1 on two numerical examples. In both examples,
subsystem reduction was performed by BT. Since the subsystems have the same E-term and
A-term, only one (Schur) decomposition in the offline stage, Step 1, of Algorithm 1 is needed.
Therefore Step 1 is significantly cheaper than applying BT to four different systems.
Example 1. We consider the parametric version of the Penzl model [43, 56]. The full model
transfer function H(s, p) = C(sE −A(p)−1B is defined by the quantities E = I;
A = diag(A(p1), A(p2), A(p3),−1,−2, . . . ,−M),
where A(pi) =
[−1 pi
−pi −1
]
, for i = 1, . . . , 3;
C = [c1 c2 . . . cM ] ∈ R1×(M+6) where ci =
{
10, i = 1, . . . , 6
1, i = 7, . . . ,M ;
and B = CT .
The parameters p1, p2, p3 represent magnitude of the imaginary parts of the two eigenvalues of the
diagonal block A(pi), for i = 1, 2, 3, respectively and they control the location of the peaks in the
frequency response.
This linear time invariant system can be equivalently represented in the structured form (2)
with
A(p) = A0 − U diag(p1, p1, p2, p2, p3, p3)V T ,
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where A0 = diag(I6,−1,−2, . . . ,−M); vi = ei for i = 1, . . . , 6 where ei is the ith canonical vector;
and similarly
ui =
{ −ei+1, i = 1, 3, 5,
ei−1, i = 2, 4, 6.
We chose M = 100, which implies n = 106. This modest dimension is not necessary as BT can be
applied in much higher dimensions. It is chosen just to illustrate the theoretical considerations.
Based on the Hankel singular values of Hi(s), for i = 1, . . . , 4, in Step 1 of Algorithm 1, we obtain
reduced subsystems Ĥi(s) with dimensions r1 = 10, r2 = 1, r3 = 6, and r4 = 1, respectively. This
is an advantage of the proposed framework: reduction of subsystems and their reduced orders are
independent of each other.
We compare H(s, p) and Ĥ(s, p) by inspecting them on the imaginary axis; i.e., | H(ıω, p) |
vs | Ĥ(ıω, p) | where ı = √−1 and ω ∈ R. The top plot in Figure 1 shows the quality of the
approximation for the fixed parameters (p1, p2, p3) = (10, 100, 5000) and illustrates that the reduced
model approximates the full model very accurately. The relative error in the approximation, i.e.,
|H(ıω,p)−Ĥ(ıω,p)|
maxω|H(ıω,p)| is presented in the bottom plot of Figure 1. Note that this reduced model is
obtained without any parameter sampling.
10-2 10-1 100 101 102 103 104
10-2
100
102 FOM
ROM
10-2 10-1 100 101 102 103 104
10-12
10-10
10-8
10-6
Figure 1: Transfer function plot and relative error for (p1, p2, p3) = (10, 100, 5000)
It is not enough that Ĥ(s, p) is accurate for one parameter set. In order to illustrate the quality
of approximation and its ability to approximate the system for different parameters, we consider
different configurations of parameters p1, p2, p3. As mentioned earlier, the parameters control the
imaginary part of the complex poles and different parameter selections will move these peaks in
the frequency domain. In Figure 2 we present the surface plot that illustrates | H(ıω, p) |, as in
Figure 1 but for different parameters p1, p2, p3. In order to obtain a three-dimensional surface plot,
we choose
(p1, p2, p3) = (p, 10p, 50p), with p ∈ [1, 100]. (27)
On the top plot in Figure 2 we show | H(ıω, p) |, illustrating how the peaks are moving with the
parameter p. The lower subplot shows magnitude of relative errors for all considered parameters
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Figure 2: Magnitude of transfer function and relative error for parameters given by (27)
and illustrates that the reduced model is accurate across the parameter domain (27), with the
largest relative error being less than 10−6. This accuracy is obtained by performing four non-
parametric model reductions without any parameter sampling. We finally note that the reduced
model Ĥ(s, p) is obtained to be asymptotically stable for every parameter sample.
Example 2. In We consider a model from the Oberwolfach Benchmark Collection representing
thermal conduction in a semiconductor chip [53]. The full model is is described by
Ex˙ = (A− ptAt − pbAb − psAs)x+Bu,
y = Cx,
where E ∈ R4257×4257 represents the heat capacity and A ∈ R4257×4257 the heat conductivity.
The matrices At, Ab, As ∈ R4257×4257 are diagonal matrices resulting from the discretization of the
convection boundary conditions with ranks 111, 99, and 31, respectively. The matrix B ∈ R1×4257
is the load vector and C ∈ R7×4257 is the output matrix, while the parameters pt, pb, ps represent
the film coefficients. For further details for the model, we refer the reader to [29,53].
We fix pt = 1000 and vary both pb and ps between 1 and 109; so here we have p = [pb ps]. This
model can be written in our structured parametric form as in (2) with A0 = A−ptAt, for the fixed
pt = 1000, and U and V are matrices with rank(U) = rank(V ) = rank(Ab) + rank(As) = 130.
Based on the Hankel singular values, we reduce Hi(s) to Ĥi(s) via BT using reduced orders
r1 = 46, r2 = 66, r3 = 200, and r4 = 16. The reduced order r3 is bigger than the others as expected
since it corresponds to approximating a dynamical system with 130 inputs and 130 outputs. In
Figure 3, we illustrate the quality of the approximation obtained by Algorithm 1 over the full
parameter domain using the H2-measure, i.e., ‖H(·, p‖H2 =
√
1
2pi
∫∞
−∞ ‖H(ıω, p)‖2F dω (we will
revisit system norms in Section 4). In Figure 3, the x and y axes represent, respectively, the
parameters ps and pt, and the z-axis shows the relative error
‖H(·;p)−Ĥ(·;p)‖H2
‖Ĥ(·;p)‖H2
for the reduced
system Ĥ(s, p) calculated by Algorithm 1. It is clear from the figure that Ĥ(s, p) is accurate
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across the full parameter domain, with relative error smaller than 2.4× 10−6 for all parameters in
(ps, pb) ∈ [1, 109]2. This high-fidelity approximation is obtained at the cost of four non-parametric
subsystem model reduction without parameter sampling. As in the previous example, Ĥ(s, p) is
asymptotically stable for every parameter sample.
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Figure 3: Relative error for different parameters for thermal model
3 Data-driven PMOR with subsystem frequency sampling
In Section 2, we proposed a sampling-free parametric model reduction approach that involved
the preliminary reduction of four non-parametric models. In this section we will present a second
approach that depends on the same four systems yet uses a data-driven framework based on transfer
function (frequency-domain) samples to construct parametric reduced models in the offline stage.
We will first briefly review data-driven modeling frameworks and then present the main approach.
3.1 Data-driven modeling from transfer function samples
Let H(s) denote the transfer function of a (nonparametric) linear dynamical system. H(s) need
not be a rational function of s and can contain, for example, internal delays or other non-rational
dependence in s. Assume that we have access to samples of this transfer function, i.e., we have
H(ξ1),H(ξ2), . . . ,H(ξN ) where ξi ∈ C for i = 1, 2, . . . , N are the sampling points. When obtained
experimentally, these sampling points are chosen on the imaginary axis. If an analytical evaluation
of H(s) is possible, they can be chosen arbitrarily as long as they do not coincide with the poles
of H(s). In our numerical experiments, we will work with samples on the imaginary axis but the
theoretical discussion applies to the general case.
Data-driven modeling in this case amounts to the following question: Given the samples
{H(ξi)}Ni=1 (without access to internal dynamics of H(s), i.e., without access to a state-space
transformation), construct a rational approximation Ĥ(s) of degree-r that fits the data in an ap-
propriate sense. There are various ways to fit this frequency domain data. One can enforce Ĥ(s)
to interpolate the data at every sampling point using the Loewner framework [5, 46], or construct
Ĥ(s) to fit the data in a least-squares (LS) sense [20, 25, 39], or force Ĥ(s) to interpolate some of
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the data and while minimizing the LS fit in the rest [50]. In this paper, we will fit data solely in a
LS sense.
Therefore, given the samples {H(ξi)}Ni=1, our goal is to construct a degree-r rational function
Ĥ(s), i.e., a reduced transfer function, that minimizes the LS error
N∑
i=1
‖H(ξi)− Ĥ(ξi)‖2F . Note
that due to the nonlinear dependence on the poles of Ĥ(s), this is a nonlinear LS problem. There
are various approaches for solving this problem, see, e.g., [20, 25, 32, 39, 41, 50, 60]. Our approach
employs the Vector Fitting (VF) framework of [39] even though one can easily adapt any of the
other LS methods. We view VF as a tool to be employed (as we did with BT and IRKA in
subsystem reduction approach of Section 2) and therefore we do not explain it in detail. VF uses
the barycentric-form of Ĥ(s), as opposed to a state-space formulation, and converts the nonlinear
LS problem into a sequence of weighted linear LS problems each of which could be solved easily
by well-established numerical linear algebra tools in every step. The variables in each step are
the coefficients of the barycentric form. Once the iteration is terminated, a state-space form is
recovered. For details, we refer the reader to, for example, [23, 26, 38, 39], [34, Chap 7] and the
references therein.
We make a brief remark regarding computational cost: VF performs m · ` QR factorizations
of size N × (2r) in every step [26]. When m and ` are modest, say m, ` < 10, this is not a big
computational effort. The cost will increase as m and ` grow; however there are various ways to
speed up the process such as performing the m · ` QR factorizations in parallel [23, 38] as they
are independent of each other. We have not needed any such sophisticated tools and a basic
implementation proved efficient for us. Assume that the underlying system is a rational function
itself; i.e., H(s) = C(sE − A)−1B. Then, obtaining the samples {H(ξi)}Ni=1 require solving N
linear systems of size n×n with multiple right-hand size; a much larger cost compared to VF itself.
Therefore, the main cost of VF is indeed the sampling step itself.
3.2 pMOR from offline samples
Now, we discuss how we integrate the subsystem structure revealed in Proposition 1 and VF for the
parametric problems with the structured transfer function H(s, p). As we briefly discussed above,
the main cost in VF comes from computing the transfer function samples at selected frequencies.
Therefore, we want to avoid re-sampling H(s, p) from scratch for every given p.
Recall (11), which we repeat below
H(s; p) = H1(s)−H2(s)D(p) [I +D(p)H3(s)D(p)]−1D(p)H4(s).
Given the predetermined points ξ1, . . . , ξN in the complex plane, compute the samples
H1(ξi), H2(ξi), H3(ξi), H4(ξi) for i = 1, . . . , N.
It is important to note that these values do not depend on parameter p, which means that we
can perform this computation once in the off-line stage. Furthermore, all four subsystem transfer
functions share the same resolvent (sE − A0)−1; therefore in evaluating Hj(ξi) for j = 1, . . . , n,
one takes advantage of this fact, significantly reducing the numerical cost of this step.
Then, for a parameter p, using (11) we can efficiently calculate the values H(ξi; p) as
H(ξi; p) = H1(ξi)−H2(ξi)D(p)(I +D(p)H3(ξi)D(p))−1D(p)H4(ξi), (28)
for i = 1, . . . , N . This is step comes essentially at no cost. Therefore, we can re-sample H(ξi; p)
for any p with almost no effort. Then, a data-driven approach, such as VF can be employed to
construct a reduced model at a desired parameter value. This is summarized in Algorithm 2.
For determining the quality of the approximation resulting from Algorithm 2, we will use
discrete LS error. That is, we will use the error measure calculated by
e(H(·; p)), Ĥ(·; p))) =
N∑
i=1
∥∥∥H(ξi; p)− Ĥ(ξi; p)∥∥∥2
F
. (29)
Similar to Algorithm 1, sampling-based Algorithm 2 is well suited for computationally efficient
parameter optimization and studying important system properties. In Algorithm 2, Step 1 is
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Algorithm 2 Parametric reduced order model based on VF
1: Off-line Stage: For the predetermined points in the complex plane ξ1, . . . , ξN calculate
H1(ξi), H2(ξi), H3(ξi), H4(ξi) for i = 1, . . . , N,
using (13).
2: On-line Stage:
For any given parameter p calculate H(ξi; p) for i = 1, . . . , N using formula (28).
3: Based on H(ξ1; p), . . . ,H(ξN ; p) obtain reduced system Ĥ(s; p) using VF.
executed only once in the off-line stage. Then, each time the parameter p is varied, (in the on-line
stage), steps 2-3 can be executed efficiently. In the next section, we will present how one can use
Algorithms 1 and 2, and the error estimates given by (17) and (29), to ensure robust and accurate
parameter optimization.
4 Parameter optimization for systems with low-rank param-
eterization
In this section we will present algorithms for parameter optimization problems that inherit the
dynamical structure in (2). We will incorporate the proposed sampling-free parametric model
reduction techniques of Sections 2 and 3 into these optimization problems for efficient surrogate
optimization.
Parameter optimization plays a vital role in many applications. In the case of damping op-
timization setting, this is computationally demanding problem even for moderate dimensions.
The main reason lies in the fact that we need to optimize damping parameters (viscosities) to-
gether with damping positions that is a demanding combinatorial optimization problem. Opti-
mization of damping parameters for the case of criteria based on system norms was studied, e.g.,
in [15, 21, 51, 61]. In this section we will present algorithms that allow parameter optimization in
structured systems and in the section with numerical experiments we will apply these algorithms
for efficient optimization of damping parameters. For usage of model reduction in optimization
in more general settings, we refer the reader to, e.g., [1, 2, 7, 17, 22, 40, 44, 64] and the references
therein.
4.1 The choice of cost function in damping optimization
Consider the following ODE-constrained optimization problem:
p? = arg min
p∈Ω
‖y(·, p)‖
subject to Ex˙(t; p) = A(p)x(t; p) +Bu(t),
y(t; p) = Cx(t; p).
(30)
There are many viable choices for the norm selection ‖y(·, p)‖ and the algorithms we describe below
will apply to these various scenarios. However, with the damping optimization problem of Section
1.2 in mind we will choose a specific norm discussed below.
Recall that in the damping optimization setting, the input w represents an input disturbance
and the goal is to minimize the influence of w on the output y. Therefore, one might choose to
minimize ‖y(·, p)‖L∞ := supt≥0 ‖y(·, p)‖∞ or ‖y(·, p)‖L2 :=
√∫∞
0
‖y(·, p)‖22dt. These norms can be
equivalently represented using the transfer function H(s, p). The corresponding frequency-domain
norms are the H2 and H∞ norms:
‖H(·, p)‖H2 :=
√
1
2pi
∫ ∞
−∞
‖H(ıω, p)‖2F dω and ‖H(·, p)‖H∞ := sup
ω∈R
‖H(ıω, p)‖2 , (31)
where ı2 = −1 and ‖ · ‖F denotes the Frobenius norm. For a stable linear (parametric) dynamical
systems with an input w(t) having ‖w‖L2 ≤ ∞ and the corresponding output y(t; p), it holds
‖y(·, p)‖L∞ ≤ ‖H(·, p)‖H2 ‖w‖L2 and ‖y(·, p)‖L2 ≤ ‖H(·, p)‖H∞ ‖w‖L2 .
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Therefore the optimization problem (30), with the choice of the L∞ norm, can be equivalently
rewritten as
p? = arg min
p∈Ω
‖H(·, p)‖H2 where H(s, p) = C
(
sE − (A0 − U D2(p)V T ))−1B. (32)
In the discussion below, we will present the analysis and algorithms for the parameter optimization
problem (32).
4.2 Surrogate optimization with reduced parametric models
The major cost in (32) is the computation of the H2 norm. For H(s; p) = C(sE − A(p))−1B, the
H2 norm is computed by solving a Lyapunov equation:
‖H(·, p)‖H2 =
√
trace(CPCT ) where P solves A(p)PET + EPA(p)T +BBT = 0.
Solving a large-scale Lyapunov equation is computationally demanding and in this optimization
setting one has to repeat this task for many different p values. We will use the parametric reduced
models from Algorithms 1 and 2 to relieve this computational burden. Therefore, as opposed to
(32), we will solve the surrogate optimization problem
pˆ? = arg min
p∈Ω
∥∥∥Ĥ(·, p)∥∥∥
H2
, (33)
where the reduced parametric transfer function Ĥ(·, p) will be constructed as in either Algorithm
1 or Algorithm 2, without need for parameter sampling.
Assume p? is the minimizer of (32) and note that
‖H(·, p?)‖H2 ≤
∥∥∥H(·, p?)− Ĥ(·, p?)∥∥∥
H2
+
∥∥∥Ĥ(·, p?)∥∥∥
H2
. (34)
The surrogate optimization problem (33) will minimize the second term in (34). Therefore, we
need to verify that the first term in (34) is small enough. In other words, we need the reduced
model Ĥ(s, p) to be an accurate approximation at the minimizer pˆ?.
4.2.1 Surrogate optimization with reduced model via Algorithm 1
To guarantee that Ĥ(s, p) is accurate enough at the optimizer pˆ?, we need to be evaluate the
term
∥∥∥H(·, pˆ?)− Ĥ(·, pˆ?)∥∥∥
H2
. Therefore, an efficient evaluation (estimation) of this term during
optimization is crucial for a numerically effective implementation.
When Algorithm 1 is employed to construct the reduced model Ĥ(s, p), Theorem 1, more
specifically (17), shows how
∥∥∥H(·, pˆ?)− Ĥ(·, pˆ?)∥∥∥
H2
can be bounded using the subsystem errors
i = ‖Hi(·) − Ĥi(·)‖, for i = 1, 2, 3, 4. Unfortunately, two of the terms in (17) depend on the full
order quantities H1(s) and H2(s). Therefore, in our surrogate optimization routine, we will use
an approximation to this upper bound. Assuming Ĥ2(s) and Ĥ3(s) are accurate approximations
to H2(s) and H3(s), i.e., H2 ≈ Ĥ2, and H3 ≈ Ĥ3(note that we can control this accuracy in the
model reduction stage), using Theorem 1, we will approximate the upper bound as
‖H(·; p))− Ĥ(·; p))‖ . 1 + 2f1(p, Ĥ3, Ĥ4)
+ 3f1(p, Ĥ3, Ĥ4)f2(p, Ĥ2, Ĥ3) + 4f2(p, Ĥ2, Ĥ3), (35)
where functions f1 and f2 and given by (18) and (19), respectively, and i = ‖Hi(·) − Ĥi(·)‖ for
i = 1, . . . , 4. To simplify the notation, we will denote the upper bound estimate, i.e., the right
hand-side of (35), with f(p).
Now, using f(p), we can efficiently estimate the accuracy of the reduced model at a given
parameter value p. In Algorithm 3, we give an outline of a surrogate optimization method using
this estimate. Starting with initial reduced subsystems in Step 1 (constructed for a given accuracy),
Algorithm 3 solves the surrogate optimization problem in Step 2. Then, Step 3 checks whether the
reduced model is accurate enough at the current optimizer using the estimate f(p) for the upper
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Algorithm 3 Surrogate parameter optimization using reduced models via Algorithm 1
Require: System matrices A(p), E,B,C defining (1);
initial point p0 for optimization routine
tolerance 0 < τ  1 for error bound
tolerance 0 < ν  1 for optimization routine
starting reduced dimensions r1, r2, r3, r4 and the corresponding subsystems Ĥ1, Ĥ2, Ĥ3, and
Ĥ4.
Ensure: approximation of optimal parameters
1: Choose the reduced orders r1, r2, r3, r4 (and thus the reduced subsystems Ĥ1(s), Ĥ2(s), Ĥ3(s),
and Ĥ4(s) via Algorithm 1) so that f(p0) < τ .
2: Solve the surrogate optimization problem
pˆ? = arg min
p
∥∥∥Ĥ(·, p)∥∥∥
H2
with the initial guess p0 and tolerance ν.
3: while minimizer p? such that f(p?) > τ do
4: p0 = pˆ?
5: Increase the reduced orders r1, r2, r3, r4 (and thus the reduced subsystems via Algorithm 1)
so that f(pˆ?) < τ .
6: Determine the new minimizer by solving the surrogate optimization problem
pˆ? = arg min
p
∥∥∥Ĥ(·, p)∥∥∥
H2
using the updated Ĥ, the initial guess p0, and tolerance ν.
7: end while
bound. If it is, the algorithm terminates. Otherwise, Step 5 adaptively increases the reduced
dimension and Step 6 resolves the surrogate optimization for the updated reduced model. This
procedure is repeated until desired tolerance is met.
There are various algorithmic details that will help speed up the computations. We will not
dive into those details; instead highlight some points. For example, assume that subsystem model
reduction in Algorithm 1 is performed using BT. Then, to increase the reduced dimensions in Step
5, one does not need to apply model reduction from scratch. In the case of BT, one will only need
to add more vectors to the BT-based model reduction bases from already computed quantities.
If IRKA is employed in Algorithm 1, then the current reduced-model poles, appended with some
others, will be an effective initialization strategy for IRKA, yielding faster convergence.
4.2.2 Surrogate optimization with reduced model via Algorithm 2
We now focus on solving the optimization problem (32) using reduced models from the data-driven
Algorithm 2. One major difference from Algorithm 1 is that in this case there are no reduced
subsystems. Instead, for every given p, we have a numerically efficient way to find an accurate
approximation Ĥ(s, p) to H(s, p). Therefore, the subsystem-based error estimate in (35) does not
apply here. However, we have the sample-based (discretized) version e(p) defined in (29). For
example, if VF is employed in Algorithm 2, the error e(p) will be automatically calculated during
the construction of Ĥ(s, p) and thus no additional effort is needed to compute e(p). Therefore,
following similar arguments to those found in Section 4.2.1, in solving the surrogate optimization
problem (33), we need to ensure that the reduced model Ĥ(s, p) is an accurate approximation to
H(s, p) at the optimizer p = pˆ? where accuracy is now measured using e(p).
The resulting approach is briefly discussed in Algorithm 4. The fundamental structure is almost
identical to that of Algorithm 3. We test whether e(pˆ?) is below a prespecified tolerance. If not,
we increase the order of the reduced model in Algorithm 2 until we reach the desired accuracy.
As is the case with Algorithm 3, there are various numerical aspects that one could exploit to
make the online computations faster. For example, one main factor determining the convergence
speed of VF is an initial selection of poles. In the damping optimization problem, the poles from
the critical damping case, are perfect candidates. Also, if one has to increase the order in Step 5
of Algorithm 4, the already-converged poles from the previous optimization step (appended with a
16
Algorithm 4 Surrogate parameter optimization using reduced models via Algorithm 2
Require: System matrices A(p), E,B,C defining (1);
initial point p0 for optimization routine
tolerance 0 < τ  1 for error bound
tolerance 0 < ν  1 for optimization routine
Samples {Hi(ξi)}Ni=1 at predetermined points in the complex plane ξ1, . . . , ξN .
Ensure: approximation of optimal parameters
1: Choose the reduced order in Algorithm 2 so that e(p0) < τ .
2: Solve the surrogate optimization problem
pˆ? = arg min
p
∥∥∥Ĥ(·, p)∥∥∥
H2
with the initial guess p0 and tolerance ν with Ĥp computed via Algorithm 2 using samples
{Hi(ξi)}Ni=1.
3: while minimizer p? such that e(p?) > τ do
4: p0 = pˆ?
5: Increase the reduced order used in Algorithm 2 so that e(p?) < τ .
6: Determine the new minimizer by solving the surrogate optimization problem
pˆ? = arg min
p
∥∥∥Ĥ(·, p)∥∥∥
H2
using the updated Ĥ, the initial guess p0, and tolerance ν.
7: end while
small number of additional ones) is certainly expected to speed up convergence. We will elaborate
on these points in the numerical example below.
4.3 Numerical Example
We revisit the damping optimization problem described in Section 1.2 and focus on optimizing the
viscosities for different sets of damping positions. We consider an n-mass oscillator with n = 2d+1
masses and 2d+3 springs as shown in Figure 4.3. This oscillator has two rows of dmasses connected
with springs. The leading masses in each row on the left edge are connected to a fixed boundary
while on the opposite (right) edge the masses (md and m2d) are connected to a single mass m2d+1,
which, in turn, is connected to a fixed boundary. See [15,61] for further details.
p
p
The state-space model is given by (6) where the stiffness matrix is given by
K =

K11 −κ1
K22 −κ2
−κT1 −κT2 k1 + k2 + k3
 , Kii = ki

2 −1
−1 2 −1
. . . . . . . . .
−1 2 −1
−1 2
 ,
with κi =
[
0 . . . 0 ki
]
for i = 1 and i = 2, and the mass matrix is M = diag (m1,m2, . . . ,mn).
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We pick n = 1801 masses (d = 900) with the values
mi =
 1000−
i
2 , i = 1, . . . , 450,
i+ 325, i = 451, . . . , 900,
1300− i4 , i = 901, . . . , n.
The stiffness values are chosen as k1 = 500, k2 = 200, and k3 = 300. The parameter αc that
determines the influence of the internal damping defined by (7) is set to 0.02. The primary
excitation corresponds to five masses closest to ground, i.e., B2 ∈ Rn×5 with
B2(1 : 2, 1 : 2) = diag(20, 10),
B2(901 : 902, 3 : 4) = diag(20, 10),
B2(1801, 5) = 30;
and all other entries being zero. We are interested in the two displacements, yielding the output
y(t; p) =
[
q400(t; p) q1300(t; p)
]T
.
In this example we consider optimization over four dampers with gains p1, p2, p3 and p4 with
their positions encoded in
U2 = [ ej1 − ej1+10, ej2 , ej3 , ej3 − ej3+100 ] ,
where ei is the ith canonical vector and the indices j1, j2, j3 determine the damping positions. In or-
der to illustrate the performance of our surrogate optimization framework for different damping con-
figurations, the following indices are considered: j1 ∈ {100, 300, 500, 700}, j2 ∈ {150, 350, 550, 750},
and j3 ∈ {1400, 1700}. This results in 32 different damping configurations for which we optimize
H2 system norm, i.e., we solve (32) and the surrogate problem (33).
The full optimization problem (32) and the surrogate problem (33) were solved usingMatlab’s
built-in fminsearch together with a transformation that allows constrained optimization. The
starting point was p0 = (100, 100, 100, 100) and for each parameter, the range was [0, 5000]. The
stopping tolerance for optimization was set to ν = 5 · 10−4. In solving the surrogate optimization
problem, we employed both Algorithms 3 and 4. Our implementation will take advantage of the
fact that the first subsystemH1(s) is independent of not only the parameter p but also the damping
positions. Therefore, for the 32 damping configurations considered, reducing H1(s) in Algorithm
3 (or sampling of H1(s) in Algorithm 4 needs to be done only once.
In Algorithm 3 for each damping configuration, we used
termination tolerance for error bound: τ = 10−2;
initial reduction dimensions: (r1, r2, r3, r4) = (280, 300, 480, 430).
The reduced orders ri were chosen based on the Hankel singular values of each subsystem. Reduced
subsystem updates were performed such that each time an update was needed, ri was increased
by 15%. Similarly, in Algorithm 4 for each damping configuration, we used:
termination tolerance for error bound τ = 10−4;
initial reduced-order was set to 130;
number of predetermined sampling points ξ1, . . . , ξN was set to N = 500.
The sampling points ξ1, . . . , ξN were chosen to be logarithmically spaced between the smallest and
largest (by magnitude) undamped eigenfrequencies. We initialized VF using dominant poles [15].
During the optimization process each time that e(H(·; p)), Ĥ(·; p))) > τ , the order was increased
by 10%.
Across all damping configurations, Algorithms 3 entered the inner while loop only in 15% of
the cases and Algorithm 4 in 34% of the cases. For Algorithm 3, this means that model reduction
was performed only once for most configurations. For Algorithm 4, note that it employs Algorithm
2, which resamples H(s, p) almost at no cost, and then applies VF. Repeated application of VF
constitutes only a modest cost increment since the required frequency sampling is obtained already
at an earlier step. Remarkably, we have also observed that in nearly all cases that we consider,
VF converges quickly. In particular, across all 32 damping configurations, application of VF for
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the initial surrogate optimization step took on average 13 iterations to converge. But in the vast
majority of subsequent VF application, convergence occurred often after a single iteration (93.5%
of total VF applications) or two iterations (3.3% of total VF applications).
Figure 4 depicts the relative errors in the optimal gains for different damping configurations
calculated by Algorithm 3 (denoted by blue squares) and Algorithm 4 (denoted by black triangles).
The relative errors in the optimal gain is calculated by ‖p? − pˆ?‖/‖p?‖, where p? and pˆ? denote
the optimal gains calculated with, respectively, the full model (i.e., solving (32)) and the reduced
model (i.e., solving (33)). The figure shows in most cases Algorithm 4 gave more accurate results.
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?
−
pˆ
?
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?
‖
based on reduction of subsystems
based on vector fitting
Figure 4: Relative errors in the optimal gains for Algorithm 3 and Algorithm 4
However, since the cost function, the H2 norm, can be flat with respect to some damping
parameters, the quality of the surrogate optimization is better illustrated in Figure 4.3 where we
show the relative errors in the the cost function. For the optimal gain p? obtained by solving
the full problem (32) and the optimal gain pˆ? obtained by solving the surrogate problem (33), the
relative error is computed by |‖H(·;p
?)‖H2−‖Ĥ(·;p?)‖H2 |
‖Ĥ(·;p?)‖H2
. These results are illustrated in In Figure 4.3.
Even though both algorithms yield accurate results, the surrogate optimization with Algorithm 4
is consistently better with the largest relative error in the order of 10−4.
Another important quantity to measure is the speed-up compared to the full problem. Table 1
shows the average speed-ups for the optimization process obtained by both algorithms.
Algorithm 3 Algorithm 4
Acceleration factor 7.8 60
Table 1: Acceleration factors using surrogate optimization
Both methods have optimized parameters with satisfactory relative errors with considerable
acceleration of optimization process. For this damping optimization problem Algorithm 4 not only
produced more accurate results but also yielded bigger speed-up than Algorithm 3. Therefore, for
this problem, Algorithm 4 was more efficient. However, we also note that Algorithm 3 based on
subsystem reduction include estimation of the true error f(p) as opposed to the sampling-based
error e(p), which might improve the robustness of the optimization process.
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Figure 5: Relative errors for H2 norm at optimal gain for Algorithm 3 and Algorithm 4
5 Conclusions
We have introduced a framework for producing reduced order models of dynamical systems having
an affine, low-rank parametric structure. The new framework does not require any sampling
in the parameter domain and instead parametrically combines intermediate subsystems that are
nonparametric. Our approach can guarantee uniform stability of the aggregated reduced model
across the entire parameter domain in many cases. Beyond the computational examples we provide
for illustration, we show in some detail how this approach can be deployed efficiently in parameter
optimization problems as well.
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