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Abstract
In this paper, we almost completely solve the Hamilton-Waterloo problem with C8-
factors and Cm-factors where the number of vertices is a multiple of 8m.
Key words: Hamilton-Waterloo problem; 2-factorization; cycle decomposition
1 Introduction
In this paper, we denote the cycle of length k by Ck and the complete u-partite graph with
u parts of size g by Ku[g]. Let H be a graph. A factor of H is a spanning subgraph of
H. Suppose G is a subgraph of H, a G-factor of H is a set of edge-disjoint subgraphs of
H, each isomorphic to G. A G-factorization of H is a set of edge-disjoint G-factors of H.
A Ck-factorization of H is a partition of E(H) into Ck-factors. Many papers introduced
Ck-factorization of Ku[g], see [2, 4, 10, 18, 19, 20, 22, 23].
Theorem 1.1. There exists a Ck-factorization of Ku[g] if and only if g(u− 1) ≡ 0 (mod 2),
gu ≡ 0 (mod k), k is even when u = 2, and (k, u, g) 6∈ {(3, 3, 2), (3, 6, 2), (3, 3, 6), (6, 2, 6)}.
An r-factor is a factor which is r-regular. Obviously, a 2-factor consists of a collection
of disjoint cycles. A 2-factorization of a graph H is a partition of the edge set of H into
2-factors. The Hamilton-Waterloo problem is the problem of determining whether Kv (for
v odd) or Kv minus a 1-factor (for v even) has a 2-factorization in which there are exactly
α Cm-factors and β Cn-factors. The authors [24] generalize this problem to an r-regular
graph H, and use HW(H;m,n;α, β) to denote a 2-factorization of H (for r even) or H minus
a 1-factor (for r odd) in which there are exactly α Cm-factors and β Cn-factors. Denote
by HWP(H;m,n) the set of (α, β) for which an HW(H;m,n;α, β) exists. When H = Kv,
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the two notations HW(H;m,n;α, β) and HW(H;m,n) are written as HW(v;m,n;α, β) and
HW(v;m,n), respectively. It’s easy to see that the necessary conditions for the existence of
an HW(v;m,n;α, β) are m|v when α > 0, n|v when β > 0 and α+β = ⌊v−1
2
⌋. When αβ = 0,
the existence of an HW(v;m,n;α, β) has been completely solved, see Theorem 1.1.
Many authors have considered the Hamilton-Waterloo problem for small values of m and
n. A complete solution for the existence of an HW(v; 3, n;α, β) in the cases n ∈ {4, 5, 7} is
given in [1, 7, 14, 21, 24]. For the case (m,n) ∈ {(3, 15), (5, 15), (4, 6), (4, 8), (4, 16), (8, 16)},
see [1]. The existence of an HW(v; 4, n;α, β) for odd n ≥ 3 has been solved except possibly
when v = 8n and α = 2, see [13, 21, 24]. The authors [9] give a complete solution for
the existence of an HW(v; 4, n;α, β) for even n ≥ 4. It is shown in [12] that the necessary
conditions for the existence of an HW(v; 3, 9;α, β) are also sufficient except possibly when
β = 1. Many infinite classes of HW(v; 3, 3x;α, β)s are constructed in [3]. For more results on
the Hamilton-Waterloo problem, the reader can see [5, 8, 11, 15, 16, 25]. In this paper, we
focus on the existence of an HW(8mt; 8,m;α, β).
Theorem 1.2. For m ≥ 3 and t ≥ 1, (α, β) ∈ HWP(8mt; 8,m) if and only if α, β ≥ 0 and
α+ β = 4mt− 1, except possibly when α ∈ {1, 2} and mt is odd or α ∈ {1, 2, 4, 5, 6} and mt
is even.
2 Decompositions of Cayley graphs
We start with some definitions in graph theory. For more general concepts of graph theory,
see [26].
Given a graph G, G[n] is the lexicographic product of G with the empty graph on n points.
Specifically, the point set is {xi : x ∈ V (G), i ∈ Zn} and (xi, yj) ∈ E(G[n]) if and only if
(x, y) ∈ E(G), i, j ∈ Zn. In the following we will denote by Cm[n] the lexicographic product
of Cm with the empty graph on n points. We have the following known results.
Theorem 2.1. ([6, 22]) There exists a Cm-factorization of Cm[n] for m ≥ 3 and n ≥ 1 except
for (m,n) = (3, 6) and (m,n) ∈ {(l, 2) | l ≥ 3 is odd }.
Theorem 2.2. ([17]) There exists a Cmn-factorization of Cm[n] for m ≥ 3 and n ≥ 1.
Theorem 2.3. ([21]) There exists a C4-factorization of Cm[4] for m ≥ 3.
Let Γ be a finite additive group and let S be a subset of Γ\{0} such that the opposite of
every element of S also belongs to S. The Cayley graph over Γ with connection set S, denoted
by Cay(Γ, S), is the graph with vertex set Γ and edge set E(Cay(Γ, S)) = {(a, b)|a, b ∈
Γ, a− b ∈ S}. It is quite obvious that Cay(Γ, S) = Cay(Γ,±S).
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Theorem 2.4. ([24]) Let odd m ≥ 3, n ≥ 3. If a ∈ Zn, | ± {0, a, 2a}| = 5 and (i,m) = 1,
then there is a Cm-factorization of Cay(Zm × Zn, {±i} × (±{0, a, 2a})).
Lemma 2.5. Let m ≥ 3, even n ≥ 4 and 0 < d < n be coprime to n. There exist two
Cn-factors which form a Cn-factorization of Cay(Zm × Zn, {±1} × {±d}).
Proof: Let Cj = ((aj0, bj0), (aj1, bj1), · · · , (aj,n−1, bj,n−1)), 1 ≤ j ≤ 2, where
a10 = a21 = 0; a20 = a11 = 1; ajt = aj,t−2, 2 ≤ t ≤ n− 1,
bjt = td (mod n), 0 ≤ t ≤ n− 1.
Since (d, n) = 1, we know that bjt, 0 ≤ t ≤ n−1, are all distinct modulo n. Then each Cj
will generate a Cn-factor by (+1 (mod m),−). Thus we obtain the required two Cn-factors
which form a Cn-factorization of Cay(Zm × Zn, {±1} × {±d}).
Lemma 2.6. Let m,n ≥ 4 be even integers and 1 ≤ d ≤ n/2−1. There exist two Cm-factors
which form a Cm-factorization of Cay(Zm × Zn, {±1} × {±d}).
Proof: Let Cj = ((0, bj0), (1, bj1), · · · , (m− 1, bj,m−1)), 1 ≤ j ≤ 2, where
b10 = b21 = 0; b20 = b11 = d; bjt = bj,t−2, 2 ≤ t ≤ m− 1.
Each Cj can generate a Cm-factor by (−,+1 (mod n)). Then the conclusion follows.
Lemma 2.7. Let even n ≥ 4, m ≥ 3 when d = 0 or even m ≥ 4 when d = n/2. There is a
Cm-factorization of Cay(Zm × Zn, {±1} × {d}).
Proof: The cycle (00, 1d, 20, 3d, . . . , (m − 2)0, (m − 1)d) can generate a Cm-factor by (−,+1
(mod n)) which is a Cm-factorization of Cay(Zm × Zn, {±1} × {d}).
Lemma 2.8. Let odd m ≥ 3, even n ≥ 4, and let a, b ∈ Zn with | ± {a, b, a + b}| = 6. There
exist six Cm-factors which form a Cm-factorization of Cay(Zm×Zn, {±1}× (±{a, b, a+ b})).
Proof: Let Cj = ((0, 0), (1, bj1), · · · , (m− 1, bj,m−1)), 1 ≤ j ≤ 6, where
b11 = −b41 = −b22 = b52 = a; b21 = −b51 = −b32 = b62 = b;
b31 = −b61 = −b12 = b42 = −(a+ b);
bjt = 0 when t ≥ 3 is odd or bjt = bj1 when t ≥ 3 is even.
Each Cj can generate a Cm-factor by (−,+1 (mod n)). Then the conclusion follows.
Lemma 2.9. Let odd m ≥ 3, even n ≥ 4 and 1 ≤ d < n. There exist three Cm-factors which
form a Cm-factorization of Cay(Zm × Zn, {±1} × {0,±d}).
Proof: Let Cj = ((0, 0), (1, bj1), · · · , (m− 1, bj,m−1)), 1 ≤ j ≤ 3, where
b21 = −b31 = b12 = −b32 = d; b11 = b22 = 0;
bjt = 0 when t ≥ 3 is odd or bjt = bj1 when t ≥ 3 is even.
Each Cj can generate a Cm-factor by (−,+1 (mod n)). We obtain the conclusion.
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Lemma 2.10. Let odd m ≥ 5. The graph Cay(Zm×Z8, {±1}× {±1, 4}) can be decomposed
into two C8-factors and a Cm-factor.
Proof: For m = 5, the C5-factor can be generated from (00, 11, 22, 33, 44) by (−,+1 (mod 8)).
Two C8-factors are as below.
{(00, 41, 02, 43, 04, 45, 06, 47), (01+2i, 15+2i, 21+2i, 35+2i, 44+2i, 32i, 24+2i, 12i) | 0 ≤ i ≤ 3},
{(40, 01, 42, 03, 44, 05, 46, 07), (02i, 14+2i, 23+2i, 32+2i, 41+2i, 35+2i, 26+2i, 17+2i) | 0 ≤ i ≤ 3}.
Form ≥ 7, the Cm-factor can be obtained from (00, 11, 22, 33, 44, 50, 64, · · · , i0, (i+1)4, · · · ,
(m− 2)0, (m− 1)4) by (−,+1 (mod 8)). Two C8-factors are given as follows.
{(00, (m − 1)1, 02, (m − 1)3, 04, (m − 1)5, 06, (m − 1)7), (01+2j , 15+2j , 21+2j , 35+2j , 44+2j , 32j , 24+2j , 12j),
((i+ 1)0, i1, (i+ 1)2, i3, (i+ 1)4, i5, (i+ 1)6, i7) | 4 ≤ i ≤ m− 2, 0 ≤ j ≤ 3},
{((m− 1)0, 01, (m− 1)2, 03, (m− 1)4, 05, (m− 1)6, 07), (02j , 14+2j , 23+2j , 32+2j , 41+2j , 35+2j , 26+2j , 17+2j),
(i0, (i+ 1)1, i2, (i+ 1)3, i4, (i+ 1)5, i6, (i+ 1)7) | 4 ≤ i ≤ m− 2, 0 ≤ j ≤ 3}.
For the following lemmas, we need a special 1-factorization of K8 whose 7 1-factors are
listed as below.
I1 = {(0, 1), (2, 3), (4, 5), (6, 7)}, I2 = ({(1, 2), (3, 4), (5, 6), (7, 0)}, I3 = {(0, 4), (1, 5), (2, 6), (3, 7)},
I4 = {(0, 5), (1, 7), (2, 4), (3, 6)}, I5 = {(0, 2), (1, 3), (5, 7), (4, 6)}, I6 = {(0, 6), (1, 4), (2, 7), (3, 5)},
I7 = {(0, 3), (1, 6), (2, 5), (4, 7)}. Note that Ii ∪ Ii+1 can form a 8-cycle for any i ∈ {1, 3, 5}.
Lemma 2.11. Let m ≥ 3. There exist two C8-factors which form a C8-factorization of
Cay(Zm × Z8, {±1} × {2}) ∪mI1 ∪mI3.
Proof: Let C1 = (00, 12, 16, 04, 05, 17, 13, 01), C2 = (10, 06, 07, 11, 15, 03, 02, 14). Each Ci will
generate a C8-factor by (+1 (mod m),−). Thus we get two C8-factors which form a C8-
factorization of Cay(Zm × Z8, {±1} × {2}) ∪mI1 ∪mI3.
Lemma 2.12. Let m ≥ 3. There exist two C8-factors which form a C8-factorization of
Cay(Zm × Z8, {±1} × {6}) ∪mI2 ∪mI7.
Proof: Let C1 = (00, 16, 11, 03, 04, 12, 15, 07), C2 = (10, 02, 01, 17, 14, 06, 05, 13). Each Ci will
generate a C8-factor by (+1 (mod m),−). We get the conclusion.
Lemma 2.13. Let m ≥ 3. The graph Cay(Zm×Z8, {±1} × {4}) ∪m(∪
6
i=4Ii) can be decom-
posed into two C8-factors and a 1-factor.
Proof: The 1-factor is {(j1, (j + 1)5), (j2, (j + 1)6), (j4, (j + 1)0), (j7, (j + 1)3) | j ∈ Zm}. Let
C1 = (00, 02, 07, 05, 03, 01, 04, 06), C2 = (00, 05, 11, 17, 03, 06, 12, 14). Each Ci will generate a
C8-factor by (+1 (mod m),−). Thus, we obtain the required C8-factors and 1-factor.
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Lemma 2.14. Let m ≥ 3. The graph Cay(Zm × Z8, {±1} × {4}) ∪mK8 can be decomposed
into four C8-factors and a 1-factor.
Proof: The 1-factor is {(j3, (j +1)7), (j4, (j +1)0), (j5, (j +1)1), (j6, (j +1)2)} | j ∈ Zm}. Let
C1 = (00, 02, 01, 03, 05, 04, 06, 07), C2 = (00, 03, 02, 04, 07, 05, 01, 06),
C3 = (00, 04, 01, 07, 03, 06, 02, 05), C4 = (00, 01, 15, 16, 02, 07, 13, 14).
For 1 ≤ i ≤ 4, each Ci will generate a C8-factor by (+1 (mod m),−). Thus we get the
required conclusion.
3 Proof of Theorem 1.2
In order to prove our main results, we still need the following construction.
Construction 3.1. ([24]) If there exist an HW(Ku[g];m,n;α, β) and an HW(g;m,n;α
′, β′),
then an HW(gu;m,n;α + α′, β + β′) exists.
Lemma 3.2. For m ≥ 3 and r ∈ {0, 2, 4, 8}, (r, 8 − r) ∈ HWP(Cm[8]; 8,m).
Proof: We consider each of these cases in turn.
Case 1: r = 0.
The conclusion comes from Theorem 2.1.
Case 2: r = 2.
Two C8-factors are given from a C8-factorization of Cay(Zm × Z8, {±1} × {±3}) by
Lemma 2.5. The required six Cm-factors can be obtained as follows.
(1) m is even.
The graph Cay(Zm × Z8, {±1} × {0, 4}) can be decomposed into two Cm-factors by
Lemma 2.7. Similarly, Cay(Zm × Z8, {±1} × (±{1, 2})) can be partitioned into four Cm-
factors from Lemma 2.6.
(2) m is odd.
Let Cji = ((0, b
j
i0), (1, b
j
i1), · · · , (m− 1, b
j
i,m−1)), 1 ≤ i ≤ 6, j = 1, 2, where
b110 = 0, b
1
11 = 0, b
1
12 = 1; b
2
10 = 1, b
2
11 = 7, b
2
12 = 0;
b120 = 0, b
1
21 = 2, b
1
22 = 0; b
2
20 = 1, b
2
21 = 1, b
2
22 = 3;
b130 = 0, b
1
31 = 1, b
1
32 = 7; b
2
30 = 1, b
2
31 = 0, b
2
32 = 2;
b140 = 0, b
1
41 = 6, b
1
42 = 2; b
2
40 = 1, b
2
41 = 3, b
2
42 = 7;
b150 = 0, b
1
51 = 4, b
1
52 = 4; b
2
50 = 1, b
2
51 = 5, b
2
52 = 5;
b160 = 0, b
1
61 = 7, b
1
62 = 6; b
2
60 = 7, b
2
61 = 0, b
2
62 = 7.
When m ≥ 5, for any t ≥ 3, (b11t, b
2
1t, b
1
2t, b
2
2t, b
1
3t, b
2
3t, b
1
4t, b
2
4t, b
1
5t, b
2
5t, b
1
6t, b
2
6t)=(1, 0, 4, 7,
1, 4, 0, 5, 5, 6, 5, 6) for odd t or (1, 0, 0, 3, 7, 2, 2, 7, 4, 5, 6, 7) for even t. Each Fi = {C
j
i | j = 1, 2}
will generate a Cm-factor by (−,+2 (mod 8)).
Case 3: r = 4.
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Four C8-factors come from a C8-factorization of Cay(Zm × Z8, {±1} × (±{1, 3})) by
Lemma 2.5. The graph Cay(Zm × Z8, {±1} × {0}) can be decomposed into a Cm-factor by
Lemma 2.7. The other three Cm-factors are given as follows.
(1) m is even.
From Lemma 2.7, Cay(Zm × Z8, {±1} × {4}) can be decomposed into a Cm-factor. The
graph Cay(Zm×Z8, {±1} × {±2}) will be partitioned into two Cm-factors from Lemma 2.6.
(2) m is odd.
Let Cji = ((0, b
j
i0), (1, b
j
i1), · · · , (m− 1, b
j
i,m−1)), 1 ≤ i ≤ 3, 1 ≤ j ≤ 4, where
b110 = 0, b
1
11 = 2, b
1
12 = 4; b
2
10 = 2, b
2
11 = 0, b
2
12 = 6;
b310 = 1, b
3
11 = 3, b
3
12 = 5; b
4
10 = 3, b
4
11 = 1, b
4
12 = 7;
b120 = 0, b
1
21 = 6, b
1
22 = 2; b
2
20 = 6, b
2
21 = 0, b
2
22 = 4;
b320 = 1, b
3
21 = 7, b
3
22 = 3; b
4
20 = 7, b
4
21 = 1, b
4
22 = 5;
b130 = 0, b
1
31 = 4, b
1
32 = 6; b
2
30 = 6, b
2
31 = 2, b
2
32 = 0;
b330 = 1, b
3
31 = 5, b
3
32 = 7; b
4
30 = 7, b
4
31 = 3, b
4
32 = 1.
For m ≥ 5 and t ≥ 3, (b11t, b
2
1t, b
3
1t, b
4
1t, b
1
2t, b
2
2t, b
3
2t, b
4
2t, b
1
3t, b
2
3t, b
3
3t, b
4
3t)=(0, 2, 1, 3, 4, 6, 5, 7, 4,
6, 5, 7) for odd t or (4, 6, 5, 7, 2, 4, 3, 5, 6, 0, 7, 1) for even t. Each Fi = {C
j
i | 1 ≤ j ≤ 4} will
generate a Cm-factor by (−,+4 (mod 8)).
Case 4: r = 8.
The graph Cm[4] can be decomposed into four C4-factors for m ≥ 3 by Theorem 2.3. Give
each vertex weight 2 to get four C4[2]-factors. From Theorem 2.2, each C4[2] of C4[2]-factor
can be partitioned into two C8-factors. Thus each C4[2]-factors can be decomposed into two
C8-factors. Finally, we get the required C8-factors.
Lemma 3.3. For m ≥ 3 and 3 ≤ r ≤ 11, the graph Cm[8] ∪mK8 can be partitioned into r
C8-factors, 11− r Cm-factors and a 1-factor.
Proof: We distinguish six cases as below.
Case 1: r ∈ {3, 5, 7, 11}.
Cm[8] can be partitioned into r1 C8-factors and 8 − r1 Cm-factors for m ≥ 3 and r1 ∈
{0, 2, 4, 8} by Lemma 3.2. Since K8 can be decomposed into three C8-factors and a 1-factor
by Theorem 1.1, the graph mK8 can be decomposed into three C8-factors and a 1-factor.
Thus we get r = r1 + 3 C8-factors, 8− r1 Cm-factors and a 1-factor.
Case 2: r = 4.
Cay(Zm×Z8, {±1}× {4})∪mK8 can be decomposed into four C8-factors and a 1-factor
by Lemma 2.14. A Cm-factor comes from a Cm-factorization of Cay(Zm×Z8, {±1}×{0}) by
Lemma 2.7. Cay(Zm × Z8, {±1} × (±{1, 2, 3})) can be partitioned into six Cm-factors from
Lemma 2.6 or Lemma 2.8 when m is even or odd.
Case 3: r = 6.
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Cay(Zm×Z8, {±1}× {4})∪mK8 can be decomposed into four C8-factors and a 1-factor
by Lemma 2.14. The other two C8-factors are given from a C8-factorization of Cay(Zm ×
Z8, {±1} × {±3}) by Lemma 2.5. Five Cm-factors are as follows.
(1) m is even.
The graph Cay(Zm×Z8, {±1}×{0}) can be decomposed into a Cm-factor by Lemma 2.7.
Further, Cay(Zm × Z8, {±1} × (±{1, 2})) will be partitioned into four Cm-factors from
Lemma 2.6.
(2) m is odd.
By Lemma 2.4, Cay(Zm×Z8, {±1}×(±{0, 1, 2})) can be decomposed into five Cm-factors.
Case 4: r = 8.
From Lemma 2.14, Cay(Zm × Z8, {±1} × {4}) ∪ mK8 can be decomposed into four
C8-factors and a 1-factor. The other four C8-factors are given from a C8-factorization of
Cay(Zm × Z8, {±1} × (±{1, 3})) by Lemma 2.5. Three Cm-factors are given as below.
(1) m is even.
The graphs Cay(Zm×Z8, {±1}×{0}) and Cay(Zm×Z8, {±1}×{±2}) can be decomposed
into a Cm-factor and two Cm-factors by Lemmas 2.7 and 2.6, respectively.
(2) m is odd.
From Lemma 2.9 Cay(Zm×Z8, {±1}×{0,±2}) can be decomposed into three Cm-factors.
Case 5: r = 9.
The 1-factor is mI4.
There exist two C8-factors from a C8-factorization of Cay(Zm×Z8, {±1}×{2})∪mI1∪mI3
by Lemma 2.11. The graph Cay(Zm×Z8, {±1} × {6})∪mI2 ∪mI7 can be decomposed into
two C8-factors by Lemma 2.12. The graph m(I5 ∪ I6) can be decomposed into a C8-factor
since I5 ∪ I6 can form a 8-cycle. Cay(Zm × Z8, {±1} × {±3}) can be decomposed into two
C8-factors by Lemma 2.5. The other two C8-factors and two Cm-factors are given as follows.
(1) m is even.
By Lemma 2.5, Cay(Zm×Z8, {±1}×{±1}) can be decomposed into two C8-factors. The
graph Cay(Zm×Z8, {±1}×{0, 4}) can be partitioned into two Cm-factors from Lemma 2.7.
(2) m is odd.
1© m = 3.
Two C3-factors and two C8-factors are as below.
{(00, 10, 21), (01, 11, 20), (02, 12, 23), (03, 13, 22), (04, 14, 25), (05, 15, 24), (06, 16, 27), (07, 17, 26)},
{(00, 14, 20), (04, 10, 24), (01, 12, 21), (02, 11, 22), (03, 17, 23), (07, 13, 27), (05, 16, 25), (06, 15, 26)}.
{(00, 11, 21, 05, 26, 12, 06, 17), (10, 20, 07, 23, 14, 24, 03, 27), (01, 22, 16, 02, 13, 04, 15, 25)},
{(00, 24, 13, 23, 04, 20, 17, 27), (10, 01, 15, 21, 02, 26, 16, 07), (11, 05, 14, 03, 12, 22, 06, 25)}.
2© m ≥ 5.
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The graph Cay(Zm × Z8, {±1} × {±1, 4}) can be decomposed into two C8-factors and a
Cm-factor by Lemma 2.10. The last Cm-factor comes from a Cm-factorization of Cay(Zm ×
Z8, {±1} × {0}) from Lemma 2.7.
Case 6: r = 10.
Four C8-factors are given from a C8-factorization of Cay(Zm × Z8, {±1} × (±{1, 3})) by
Lemma 2.5. The graph Cay(Zm × Z8, {±1} × {2, 4, 6}) ∪mK8 can be decomposed into six
C8-factors and a 1-factor by Lemmas 2.11-2.13. Further, the graph Cay(Zm×Z8, {±1}×{0})
can be partitioned into a Cm-factor by Lemma 2.7.
Finally, we prove our main theorem.
Proof of Theorem 1.2: We distinguish two cases to discuss.
Case 1: mt is odd.
We start with an HW(Kmt[1]; 8,m; 0,
mt−1
2
) on the vertex set Zmt from Theorem 1.1.
Give each vertex weight 8 to get mt−1
2
Cm[8]-factors which are denoted by Pi, 1 ≤ i ≤
mt−1
2
and mtK8. Each Pi have t Cm[8]s, denoted by Qij, 1 ≤ j ≤ t.
For Pi, 1 ≤ i ≤
mt−3
2
, we only choose x of them with 0 ≤ x ≤ mt−3
2
and replace each
Cm[8] in x Cm[8]-factors with an HW(Cm[8]; 8,m; 8, 0) from Lemma 3.2. Further, replace
each Cm[8] in the rest of Cm[8]-factors an HW(Cm[8]; 8,m; 0, 8) from Lemma 3.2.
For Pmt−1
2
and 1 ≤ j ≤ t, the graph Qmt−1
2
,j ∪mK8 can be partitioned into r C8-factors,
11 − r Cm-factors and a 1-factor for 3 ≤ r ≤ 11 by Lemma 3.3. Put them together to get r
C8-factors, 11− r Cm-factors and a 1-factor on the vertex set Zmt × Z8.
Hence, we obtain α = 8x+ r C8-factors, β = 8 · (
mt−3
2
− x) + 11− r = 4mt− 1− (8x+ r)
Cm-factors and a 1-factor for 0 ≤ x ≤
mt−3
2
and 3 ≤ r ≤ 11. It’s easy to check that α cover
the integers from 3 to 4mt− 1.
Case 2: mt is even.
(1) α = 3.
We can get the conclusion by using Construction 3.1 with an HW(8; 8,m; 3, 0) and an
HW(Kmt[8]; 8,m; 0, 4mt − 4) from Theorem 1.1.
(2) α ≥ 7.
Beginning with an HW(Kmt[1]; 8,m; 0,
mt−2
2
) with mt−2
2
Cm-factors and a 1-factor from
Theorem 1.1 and giving each vertex weight 8, we get mt−2
2
Cm[8]-factors which are denoted
by Pi, 1 ≤ i ≤
mt−2
2
, mtK8 and
mt
2
K2[8].
For Pi, 1 ≤ i ≤
mt−4
2
, we also choose x of them with 0 ≤ x ≤ mt−4
2
and replace each
Cm[8] in x Cm[8]-factors with an HW(Cm[8]; 8,m; 8, 0) from Lemma 3.2. Next, replace each
Cm[8] in the rest of Cm[8]-factors an HW(Cm[8]; 8,m; 0, 8) from Lemma 3.2.
It is similar to the first case, Pmt−2
2
∪mtK8 can be decomposed into r C8-factors, 11− r
Cm-factors and a 1-factor on the vertex set Zmt × Z8 for m ≥ 3 and 3 ≤ r ≤ 11.
8
mt
2
K2[8] can be partitioned into 4 C8-factors by Lemma 1.1.
We together get α = 8x+r+4 C8-factors, β = 8·(
mt−4
2
−x)+11−r = 4mt−1−(8x+r+4)
Cm-factors and a 1-factor for 0 ≤ x ≤
mt−4
2
and 3 ≤ r ≤ 11. We can check that α cover the
integers from 7 to 4mt− 1.
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