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Designing a high-quality control is crucial for reliable quantum computation. Among the existing
approaches, closed-loop leaning control is an effective choice. Its efficiency depends on the learning
algorithm employed, thus deserving algorithmic comparisons for its practical applications. Here,
we assess three representative learning algorithms, including GRadient Ascent Pulse Engineering
(GRAPE), improved Nelder-Mead (NMplus) and Differential Evolution (DE), by searching for high-
quality control pulses to prepare the Bell state. We first implement each algorithm experimentally in
a nuclear magnetic resonance system and then conduct a numerical study considering the impact of
some possible significant experimental uncertainties. The experiments report the successful prepara-
tion of the high-fidelity target state with different convergence speeds by the three algorithms, and
these results coincide with the numerical simulations when potential uncertainties are negligible.
However, under certain significant uncertainties, these algorithms possess distinct performance with
respect to their resulting precision and efficiency. This study provides insight to aid in the practical
application of different closed-loop learning algorithms in realistic physical scenarios.
I. INTRODUCTION
Quantum control has drawn much attention in many
areas [1–5], such as quantum chemistry and quantum
information [6, 7]. The state-of-the-art control design
strategies are often based on modeling the system Hamil-
tonian and solving the dynamical evolution equations nu-
merically. In practice, these efforts entail searching for
an optimal control with iterative algorithms, including
gradient-based [8, 9] or gradient-free types [10–13]. How-
ever, a variety of uncertainties [14] exist in realistic ex-
periments which can induce unforeseen errors and distor-
tions of the control design, thereby possibly preventing
the realization of high-quality quantum control based on
theoretical design for laboratory implementations.
In order to address these issues in quantum control,
several methods from classical control can be adapted
[15], such as robust control [16–18] and feedback con-
trol [19]. The present paper exploits closed-loop learning
control (also called adaptive feedback control) pioneered
by Judson and Rabitz [20], which is an effective method
to defend against various uncertainties in practical ex-
periments. The basic framework of closed-loop learning
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control is shown in Fig. 1. In the laboratory, a control
performance function is used to guide the iterative opti-
mization process. The model-free character of learning
control in principle can ameliorate various uncertainties,
imperfections and environment factors which are auto-
matically considered in the process shown in Fig. 1.
In the case of quantum information science, the high-
precision demand of the tasks present a challenge. Re-
cent advances of applying closed-loop learning control in
these areas include optimizing feasible quantum circuits
by an algorithm MELVIN [21], finding system eigenstates
with the help of variational algorithms [22–24] and cre-
ating quantum states and gates through gradient-based
or evolutionary algorithms [11, 21, 25–29]. The nature of
the learning algorithm is a key component in determin-
ing the efficiency of the closed-loop optimization process.
Thus, systematic comparisons of algorithmic options de-
serve attention for their practical applications and the
identification of potential further improvements.
It is not feasible here to exhaustively consider all possi-
ble learning algorithms. Rather, we explore three choices
of algorithms with distinct characteristics. To assess
their performances, we choose a typical quantum con-
trol problem of seeking to prepare a Bell state. We first
experimentally apply the algorithms in a two-qubit nu-
clear magnetic resonance (NMR) system, followed by a
numerical study including several possible significant ex-
perimental uncertainties. The paper begins by describing
the high-quality pulse searching problem in Sec. II along
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FIG. 1: Schematic framework of closed-loop learning control,
which entails the steps: (1) Either randomly chosen or care-
fully designed initial controls u(0) are applied to the quantum
system; (2) The quantum system will evolve under a specific
Hamiltonian H(u(k)) on the k-th cycle around the loop. A
suitable measurement is performed to specify the performance
function f˜(u(k)); (3) The performance function obtained from
the measurement is fed back to the learning algorithm to de-
sign new controls through specific updating laws; (4) These
procedures are iteratively performed until the performance
stopping criterion is met.
with introducing the three learning algorithms in Sec.
III. The experimental demonstrations follow in Sec. IV.
Several significant uncertainties in the control process in
diverse scenarios are considered numerically in Sec. V.
The paper concludes with a discussion of the findings in
Sec. VI.
II. PROBLEM DESCRIPTION
We begin by formulating the control problem for quan-
tum state preparation examined in this paper. In order
to express this problem generally, consider an n-qubit
quantum system subject to transverse time-varying mag-
netic control fields u(t) = (ujx(t), u
j
y(t)) : t ∈ [0, T ],
where j = 1, ..., n. The problem can be modelled as
H = HS +
∑n
j=1 (u
j
x(t)σ
j
x+u
j
y(t)σ
j
y), where HS repre-
sents the system internal Hamiltonian and σjx, σ
j
y denote
the Pauli spin operators acting on the j-th spin. For
the system starting out in a specific quantum state ρ0,
the control that operates over a finite time period T will
generate an evolution operator U(T ) which drives the
system to some final state ρf = U(T )ρ0U
†(T ). We need
a performance function to judge the effectiveness of the
controls, such as the distance between ρf and the target
state ρt. If we consider that both ρ0 and ρt are pure
states, then the state fidelity F (ρf , ρt) = Tr(ρfρt) is a
commonly employed performance function [6]. Thus, the
state preparation task can be formulated as
max F (ρf , ρt) = Tr(U(T )ρ0U(T )
†ρt), (1)
s.t. U˙(t) = −i
HS + n∑
j=1
(
ujx(t)σ
j
x + u
j
y(t)σ
j
y
)U(t),
where U(0) = I⊗n with I being the 2×2 identity matrix.
To optimize the controls in the present paper, we first
divide the full evolution time T intoM equal slices. Thus,
the time evolution operator for the m-th interval ∆t =
T/M can be expressed as
Um = exp
−i∆t
HS + n∑
j=1
(ujx[m]σ
j
x+u
j
y[m]σ
j
y)
 .
(2)
The total evolution operator at time T is then given
by U(T ) =
∏M
m=1 Um. Iterative learning algorithms
are then used to optimize over the piece-wise constant
control field amplitudes u = (ujx[m], u
j
y[m]), where j =
1, ..., n,m = 1, ...,M and the vector u contains p = 2nM
elements. Thus, the optimization goal is to maximize
the fidelity F (ρf , ρt) ≡ f(u) over u. When the fidelity
is measured in the laboratory, we will use f˜(u) to dis-
tinguish it from the fidelity determined in the numerical
simulations in Sec. V.
III. THREE ILLUSTRATIVE LEARNING
ALGORITHMS
Many learning algorithms could be adapted to solve
the above optimization problem in a closed-loop fashion
described in Fig. 1. Though, it is not feasible to exhaus-
tively assess all possible learning algorithms. Rather, we
explore three representative learning algorithms with dis-
tinct characteristics. The experimental and numerical
studies in Secs. IV and V, respectively, give comple-
mentary insights into their performance. This type of
assessment will necessarily be an ongoing effort in fu-
ture studies by the community, including different ap-
plications and algorithms. Only then will a full picture
of algorithmic choices become clear. The present work
takes a significant step in that direction with the distinct
algorithmic choices presented below.
1. GRAPE
GRadient Ascent Pulse Engineering (GRAPE)[8] is
an efficient optimal control algorithm. Though it was
originally presented for NMR pulse optimization, it has
been successfully adapted in other platforms [26, 30, 31].
GRAPE starts either from some random or carefully de-
signed initial controls u(0), followed by iteratively updat-
ing the controls along the gradient ascent direction with
an appropriate step length λ(k), i.e., u(k+1) = u(k) +
λ(k)∂f(u(k))/∂u(k). The algorithm terminates when the
performance function stopping criterion is reached.
GRAPE is often used as an open-loop technique to de-
sign optimal controls for laboratory implementation, and
it can provide reliable controls when good knowledge of
the system is available. However, a variety of inevitable
laboratory uncertainties may diminish the performance
3of the open-loop procedure. Consequently, GRAPE can
be adapted to closed-loop operation in Fig. 1 to address
this issue. Besides measuring the gradient by finite dif-
ference methods or statistical estimation strategies [32],
recently it was suggested to measure the gradient by in-
serting local rotations [27], which we will use in our study.
The detailed procedure employed can be found in the Ap-
pendix.
2. NMplus
The Nelder-Mead (NM) simplex algorithm [33] is a
multidimensional direct search algorithm without use of
the gradient. It starts from an initialized working simplex
which consists of many vertices {u(0)1 ,u(0)2 , · · · ,u(0)p+1},
where p is the number of controls. Each vertex represents
a vector of control parameters to-be-optimized. In each
iteration, the worst performing vertex is replaced by a
better one according to some specific geometric transfor-
mations, including reflection, expansion, contraction and
shrinkage over the simplex. These geometric transforma-
tions may be expressed by appropriate linear operators.
The simplex moves towards the optimal solution direc-
tion iteratively until the performance function stopping
criterion is met. Given the simplicity of the algorithm,
it has been widely used in many quantum control exper-
iments [25, 26, 34].
However, the convergence speed of traditional NM is
often very slow, which means that it may fail to achieve
high-quality control performance over acceptable labora-
tory time. Fortunately, an accelerated strategy has been
presented for updating the simplex, which can substan-
tially improve the algorithmic efficiency [35]. In addition,
we use the regular form of the initial simplex [36]. The
improvements to the NM algorithm are referred to as
NMplus with further details found in the Appendix.
3. Differential evolution
Differential evolution (DE) [37] is a gradient-free
method within the evolutionary algorithm family. Like
other members in this family, it is inspired by Dar-
winian principles and shares similar elements and pro-
cedures. More specifically, the parameterized controls
of an optimization process are encoded into each in-
dividual expressed as a vector, and these parameters
are usually randomly chosen to form the initial popula-
tion {u(0)1 ,u(0)2 , ...,u(0)Pn}, where Pn is the population size.
With the algorithmic parameters being either fixed or ad-
justed adaptively, new individuals are generated through
mutation and crossover operations, and then they are
compared with the performance of the current individ-
uals to decide on the survivors for the next generation
through application of a selection strategy. These linear
operations (mutation, crossover, selection) are applied to
the entire population in the k-th iteration. This pro-
cedure operates in the closed-loop of Fig. 1 until the
performance function stopping criterion is met. DE has
many favorable characteristics among the members of the
evolutionary algorithm family. DE has also been imple-
mented in many practical quantum control problems [10–
12]. In the present study we apply an adapted efficient
version of DE (DE/rand/2). The algorithmic details can
be found in the Appendix.
IV. EXPERIMENTAL STUDY
1. Experimental setup and procedure
Our experiments for assessing these algorithms are
conducted using chloroform (CHCl3) as a sample on a
Bruker Avance III 400 MHz spectrometer at room tem-
perature. The sample consists of two nuclear spins 13C
and 1H, respectively, labelled as 1 and 2. The inter-
nal Hamiltonian in the rotating frame can be simply ex-
pressed as HS = piJ12σ
1
zσ
2
z/2 [38], where J12 = 214.5 Hz
is the scalar coupling strength between the two spins.
We first initialize the system into a pseudo-pure state
ρpps =
1−ε
4 I+ε |00〉〈00| by the line-selective method [39],
where ε ≈ 10−5 represents the thermal polarization of the
two-qubit system. As the identity matrix has no phys-
ical observable effects, the initial state can be treated
as ρ0 = |00〉〈00|. Full state tomography [40] verifies that
the experiment realized ρ0 with a fidelity of 0.9976. From
this initial state, the three learning algorithms are sepa-
rately applied to search for optimal pulses that iteratively
transform ρ0 as close as possible to the target Bell state
ρt = |ψt〉〈ψt| with |ψt〉 = (|10〉+ |01〉)/
√
2 . To compare
these algorithms fairly, the control fields are all divided
into M = 10 slices with a total time evolution T = 5 ms.
Experimentally evaluating the prepared state is al-
ways a resource-consuming task. A suitable measure-
ment strategy should consider the properties of the tar-
get state and the corresponding experimental resources
needed [41–43]. Here, we choose the partial state to-
mography method to measure the iteratively evolving
state fidelity. Specifically, the target two-qubit Bell state
|ψt〉 = (|10〉+ |01〉)/
√
2 can be decomposed in the Pauli
basis, i.e., ρt = |ψt〉〈ψt| = (I⊗2 +σ1xσ2x+σ1yσ2y−σ1zσ2z)/4.
This indicates that measurements using the basis oper-
ators σ1xσ
2
x, σ
1
yσ
2
y and σ
1
zσ
2
z are sufficient to reconstruct
the final state ρf . Here, we define each measurement
on one of the above basis members as a single function
evaluation.
The algorithmic operational procedures are then
briefly described as follows; the details can be found in
the Appendix.
GRAPE : (1) The initial control fields u(0) =
(ujx[m]
(0), ujy[m]
(0)), where ujα[m]
(0) ∈ [−50, 50];α =
x, y; j = 1, 2;m = 1, 2, ..., 10, are randomly generated on
a classical computer. (2) The initial controls are applied
to the NMR processor, which transform ρ0 to some quan-
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(c) (d)Eval65 Eval85 Eval99 !f>99(par) !f>99(full)
GRAPE 1215 1458 3201 1.003(5) 0.9924(20)
NMplus 183 246 675 1.011(6) 0.9931(14)
DE 240 600 1620 1.021(6) 0.9970(11)
Efficiency 6.6/1/1.3 5.9/1/2.4 4.7/1/2.4
Table 1: The final fidelities of the target Bell state prepared experimentally by these three
closed-loop learning algorithms. To get the fidelity uncertainties, we measured 7 points equally
in the range where the fidelities kept approximately unchanged. Both partial tomography (only
measured on the basis σxσx,σyσy and σzσz) and full tomography were applied.
1
FIG. 2: (Color onlin ) Experim ntal closed-loop lear ing results fo preparing the Bell state. The control pulses are all divided
into M = 10 slices, the total time period is T = 5 ms, and the total number of the control parameters is p = 40. The initial
controls are all randomly chosen in the range [−50, 50]. The maximum iteration number is set as 15 for GRAPE, 300 for
NMplus and 75 for DE, respectively. The algorithm parameters described in the Appendix are set as follows: (i) GRAPE.
λ(0) = 2 ∗ 104, λ(l+1) = 0.5λ(l), l ≤ 40; (ii) NMplus. α = 3, β = 1/3, γ = 2, δ = 1/3; (iii) DE. R = 0.6, Cr = 0.95, Pn = 10. (a)
shows the entire experimental learning process, and the subplot enlarges the detailed performance approaching convergence.
(b) plots the initial and final searched control fields u = (u1x[1], ..., u
1
x[10], u
1
y[1], ..., u
1
y[10], u
2
x[1], ..., u
2
x[10], u
2
y[1], ..., u
2
y[10]) in the
time sliced forms. (c) lists the function evaluations when the measured fidelity (partial state tomography) reaches around 0.65,
0.85 and 0.99, respectively. The experimental efficiency factor, defined by the ratio of function evaluations of each algorithm
over function evaluations of NMplus, is also given. The final state fidelity with uncertainties (determined by applying the final
controls to test the fidelity of the prepared Bell state 10 times) obtained by partial and full state tomography are also listed.
(d) plots the corresponding full state tomography results of the searched final state.
tum state, and its fidelity f˜(u(0)) is measured by the in-
troduced partial state tomography method. Meanwhile,
the gradients of the m-th sliced control, i.e., gjα[m]
(0) =
∂f˜(ujα[m]
(0))/∂ujα[m]
(0), is measured by inserting local
rotations {Rjα(±pi2 )|α = x, y, j = 1, ..., n} (see details in
Appendix). (3) From k = 0, new controls are updated
by the law introduced in Sec. III 1, and the correspond-
ing fidelity of the prepared state f˜(u(k+1)) is measured
again. (4) The iteration number is set as k → k + 1 and
this procedure is looped until the maximum iteration 15
(sufficient to reach convergence) is attined. In this pro-
cedure, we need 3(4nM + 1) = 243 function evaluations
in each iteration, including the gradient measurements.
NMplus: (1) A regular form of the initial simplex
is formed which consists of p + 1 = 2nM + 1 = 41
vertices generated on a classical computer, and each
vertex represents a vector of candidate control pulses,
i.e., {u(0)1 ,u(0)2 , · · · ,u(0)p+1}; u(0)i = (u(0)i1 , ..., u(0)ip );u(0)ij ∈
[−50, 50], i = 1, 2, ..., 41, j = 1, 2, ..., 40. (2) The initial
candidate controls are applied to the NMR processor
sequentially to generate candidate quantum states and
their fidelity {f˜(u(0)i )} is measured by the partial state
tomography method. (3) From k = 0, new controls are
used to refresh the simplex by the updated law intro-
duced in Sec. III 2, and the corresponding fidelity of
the prepared quantum states {f˜(u(k+1)i )} are measured
again, where i = 1, 2, ..., 41. (4) The iteration number is
set as k → k+ 1 and this procedure is repeated until the
maximum iteration 300 (sufficient to reach convergence)
is attained. In this procedure, the function evaluations in
each iteration are 3w, where w ∈ (1, 2, 3, 4, 5) depending
on specific algorithmic procedure.
DE : (1) An initial population containing Pn = 10 in-
dividuals {u(0)1 ,u(0)2 , ...,u(0)Pn} is randomly generated on
the classical computer, and each individual in this pop-
ulation represents the genes of the candidate control
pulses, namely u
(0)
i = (u
(0)
i1 , ..., u
(0)
ij );u
(0)
ij ∈ [−50, 50], i =
1, 2, ..., 10, j = 1, 2, ..., 10. (2) These candidates are ap-
plied to the NMR processor to generate quantum states
and their fidelity {f˜(u(0)i )} is measured by the partial
state tomography method. (3) From k = 0, new con-
trols are updated to refresh the population by the laws
introduced in Sec. III 3, and the corresponding fidelity of
the prepared quantum states {f˜(u(k+1)i )} are measured
again, where i = 1, 2, ..., 10. (4) The iteration number is
set as k → k + 1 and this procedure is looped until the
5maximum iteration 75 (sufficient to reach convergence) is
attained. In this procedure, there are 6Pn = 60 function
evaluations in each iteration.
2. Experimental results
The experimental results of preparing the target Bell
state by closed-loop learning are shown in Fig. 2. In gen-
eral, the results suggest that all of the three algorithms
successfully prepare the target state with fidelities close
to or even beyond 1 from Fig. 2(a); in this regard, note
that the incomplete measurements by partial state to-
mography can slightly distort the true fidelity. Thus, we
utilize full state tomography to verify these results, as
shown in Fig. 2(c),(d), where we define the measured fi-
delity above 0.99 by partial state tomography and full
state tomography as f˜>99(par) and f˜>99(full), respec-
tively. The statistical errors of the fidelities are obtained
by applying the final control 10 times to calculate the
standard deviation. The results reveal that the target
state is prepared with fidelity above 0.99 by all three algo-
rithms. Additionally, partial state tomography is shown
to give reliable guidance during optimization, rather than
using resource-consuming full tomography. To compare
the convergence speed of these algorithms, we list the re-
quired function evaluations when the fidelity approaches
0.65, 0.85 and 0.99 (marked as Eval65, Eval85 and Eval99,
respectively) in Fig. 2(c), from which we find NMplus can
achieve up to six times faster convergence speed than the
other two algorithms. This behavior is already evident in
Fig. 2(a). We also plot the initial control fields and the
final discovered optimal control fields for each algorithm
in Fig. 2(b).
Such high fidelities were achieved due to the nature
of closed-loop learning control described above and the
isolated and well-controlled NMR system [38]. We now
briefly discuss the experimental uncertainties that con-
tribute to the learning procedure: (1) Measurement er-
rors. They can be estimated by adding up (i) the classical
instrument noise, which is characterized by the noise to
signal ratio (∼ 0.0004 in our instrument); (ii) the ran-
dom measurement error, which can be inferred by ap-
plying the same control sequence five times to obverse
the variations of the measurement results, which is at a
level of ∼ 0.0005. In total, these errors induce a uncer-
tainty of ∼ 0.0009, which coincides with the full state
tomography results. (2) Initial state preparation errors,
control imperfections and decoherence. They can be esti-
mated by applying an open-loop determined pulse to the
NMR sample, then comparing the measured fidelity with
its numerically computed value. As such, implementing
an open-loop searched pulse of fidelity fsim = 0.9965,
the experimentally measured fidelities for five repetitive
times are 0.9930, 0.9935, 0.9926, 0.9938, 0.9933 through
full state tomography. The standard deviation of the
measured value and the simulated value is calculated to
be σc =
√∑N
i=1(f
i
exp − fsim)2/N = 0.0033. Note that
the above analyzed measurement errors are also involved
in this deviation. These errors are very small and partly
corrected in the closed-loop learning process, as the cal-
culated deviation above is larger than the statistical de-
viation of the measured fidelity in Fig. 2(c).
V. NUMERICAL STUDY
The numerical simulations are performed to bolster the
experimental findings, as well as give some clues for cir-
cumstances beyond NMR where larger experimental im-
perfections and errors can exist. Each of the three algo-
rithms is explored in this fashion.
1. Direct run
The experiments in Sec. IV show the results in a sin-
gle run of each algorithm. Here, we assume potential
uncertainties in the control learning process are negligi-
ble, and perform numerical simulations of the algorithms
with each running 500 times to further assess their per-
formance. We show the state infidelity (1 − F ) with re-
spect to the function evaluations in Fig. 3(a). The thick
lines are the statistical average of the corresponding infi-
delities at each number of function evaluations over 500
runs. The final infidelities of a few runs in DE that do
not reach 10−4 are ignored. Also, small differences of the
function evaluations in each run for NMplus (the func-
tion evaluations in each iteration are not constant, as
stated in Sec. IV 2) are ignored when calculating the
statistical average. The above experimental results are
consistent with the numerical simulations (are character-
ized by the statistical average results), which indicates
that the numerical simulations are likely capable of giv-
ing reliable predictions of experimental applications in an
NMR system beyond the Bell state goal. Furthermore,
these results indicate that GRAPE and DE have similar
convergence speeds in reaching low infidelity while NM-
plus converges significantly faster for preparing the Bell
state. It is also evident that the function evaluations cor-
responding to the infidelity 10−4 are distributed over a
broader range for GRAPE and DE than that for NM-
plus. This result indicates that NMplus performs more
consistently in this case.
2. Control imperfections
The laboratory generated control fields can suffer from
a variety of technical limitations, which we collectively
refer to as pulse imperfections. Such uncertainties could
restrict the ability of the control to achieve expected
quantum system performance, particularly beyond the
NMR setting. To some degree, learning control can fight
against such limitation, but the convergence speed of the
learning algorithms may be influenced. Additionally, it is
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FIG. 3: (Color online) Numerical search results with 500 runs of the three algorithms seeking optimal pulses to prepare the
Bell state. (a) shows the state infidelity (1− F ) versus function evaluations. The thick lines are the statistical average of the
data over 500 runs in each case. (b) and (c) show the function evaluations (abbreviation Feval) utilized when searching for the
pulses to prepare the Bell state in the presence of pulse imperfections and measurement errors, respectively. Each algorithm
stops when the state infidelity reaches 0.001 within 105 function evaluations, thus we exclude the failed runs and give the
corresponding success rates (the rate of runs reaching infidelity 0.001 over 500 runs, abbreviation Sr) at the bottom. The red
squares show the mean function evaluations and the blue bars are the corresponding variance.
not possible to exhaustively know or assess the impact of
all possible control imperfections. Here, we consider the
illustrative case of control distortion which is described
by a liner filter [44]: v(t) = D[u(t)] = ∫∞
0
h(t−τ)u(t)dτ ,
where h(t) = 1tr e
− ttr , t ≥ 0 is the impulse function. The
time constant tr characterizes the pulse distortion, where
a large value of tr indicates significant distortion of the
pulses. We vary tr/∆t from 0 to 1 with the stepsize
0.1 to assess the performance of the three learning algo-
rithms to this type of pulse distortion. As shown in Fig.
3(b), for both NMplus and DE, increasing tr/∆t does
not greatly influence the averaged function evaluations.
However, for GRAPE, the averaged function evaluations
increase as tr/∆t becomes larger. This behavior is easily
understood as the control imperfections will induce er-
rors in estimating the gradient, thus influencing the con-
vergence speed. NMplus and DE only need the fidelity
information, which is not significantly influenced by these
particular pulse imperfections. In addition, GRAPE and
DE have relatively large variances, indicating unstable
performance, compared to NMplus.
3. Measurement errors
Due to the technical precision limitations and the sta-
tistical properties of the measurement strategies, the
measured performance functions always deviate from
their true values. Such measurement errors can be di-
vided into two types: systematic and random. As an
illustration, here we consider additive random measure-
ment error which obey a normal distribution with vari-
ance γ2 and mean zero, f(u) → f(u) + N(0, γ2). In
Fig. 3(c), γ is varied from 0 to 0.05 with the stepsize
being 0.005, to compare the performance of the three
algorithms. We find that as the measurement error vari-
ance increases, GRAPE needs more function evaluations
to reach the target fidelity, while the increments of func-
tion evaluations for NMplus and DE are much smaller.
The reason for this behavior is that the gradient estima-
tions are very sensitive to the measurement errors. Large
measurement errors can cause great deviation in identi-
fying the “right” climbing direction, thus leading to low
convergence speed [32]. In addition, for large measure-
ment errors, NMplus has very low success rates. This is
due to the success of NMplus greatly relying on the di-
rections of the geometric transformations of the simplex.
In general, large measurement errors will produce false
directions and possibly lead to failure upon searching for
the target [26].
VI. DISCUSSION AND CONCLUSION
We experimentally and numerically assessed GRAPE,
NMplus and DE by seeking optimal pulses for preparing
a Bell state to high fidelity. The experiments reported
finding high-quality pulses by all the three learning algo-
rithms, and NMplus achieved convergence up to six times
7faster than the other two algorithms. The performance
of the three algorithms in the numerical simulations were
in agreement with that in the experiments. This outcome
indicates that the overall uncertainties in NMR platform
are small so that the numerical simulations likely can give
reliable predictions on other targetable states or gates if
the Hamiltonian is known well. However, for many other
quantum systems outside of an NMR control setting, the
uncertainties may significantly influence the control per-
formance. Thus, as illustrations we considered two com-
mon uncertainties: pulse distortion and random measure-
ment error. These effects were assessed in the Bell state
preparation. GRAPE was found to be more sensitive to
these two uncertainties, NMplus shows low success rate
to deal with large random measurement errors, while DE
is the most robust for both types of uncertainties.
Closed-loop learning is a promising method to achieve
high-quality and efficient quantum control, which has at-
tracted increasing attention. The numerical simulations
show their different features under particular assumed
forms of uncertainties, thus giving clues about which al-
gorithm to apply in other settings besides NMR. How-
ever, a fully general conclusion can not be drawn about
algorithmic choices, as many factors can enter. Further
investigations should consider a broad variety of control
goals and even additional algorithmic choices in a closed-
loop algorithmic setting.
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APPENDIX
In this Appendix, we present the details of the three
closed-loop learning algorithms GRAPE, NMplus and
DE. We use u = (ujx[m], u
j
y[m]) to represent the controls
to-be-optimized, where j = 1, ..., n is the qubit num-
ber, m = 1, ...,M is the number of the control slices.
We then denote the k-th iteration of the controls as
u(k) = (ujx[m]
(k), ujy[m]
(k)). As the vector u contains
p = 2nM elements, the controls can then be expressed in
another equivalent form u(k) = (u
(k)
1 , u
(k)
2 , ..., u
(k)
p ). The
corresponding measured performance function of u(k) is
expressed as f˜(u(k)).
A. GRAPE
GRadient Ascent Pulse Engineering (GRAPE) starts
from an initial guess u(0), and new controls u(k+1) are
generated by a linear strategy
ujα[m]
(k+1) = ujα[m]
(k) + λ(l)gjα[m]
(k), (3)
where gjα[m]
(k) = ∂f˜(ujα[m]
(k))/∂ujα[m]
(k) is the gradient
of the measured fitness function, λ(k) is an appropriate
step length updated by λ(l+1) = 0.5λ(l) in each iteration
and α = x, y. The closed-loop terminates when the per-
formance stopping criterion is satisfied. As described in
the Ref. [27], we can obtain the gradient by
gjα[m] = ∆t[Tr(ρ
jm
α+ρt)− Tr(ρjmα−ρt)], (4)
where ρjmα± = U
M
m+1R
j
α(±pi2 )Um1 ρ0(UMm+1Rjα(±pi2 )Um1 )†
and Um2m1 denotes Um2 · · ·Um1+1Um1 . This means that
by adding in the finite operation set of single-qubit ro-
tations {Rjα(±pi2 )|α = x, y, j = 1, ..., n}, one can measure
the gradient information directly. In the main text, the
experiments used this gradient measurement strategy.
B. NMplus
The Nelder-Mead plus (NMplus) algorithm is operated
as follows:
Step 1: set algorithm constants α, γ, β, δ, generate
an initial simplex with vertices {u(0)1 ,u(0)2 , · · · ,u(0)p+1},
where u
(0)
i = (u
(0)
i1 , ..., u
(0)
ip ), and calculate their function
values according to the measured performance functions
f˜(u
(0)
i ), i.e., f
(0)
i = 1− f˜(u(0)i ), i = 1, 2, ..., p+ 1.
Step 2: sort the vertices at the k-th iteration so that
f
(k)
1 ≤ f (k)2 ≤ · · · ≤ f (k)p+1, where f (k)i = 1 − f˜(u(k)i ), i =
1, 2, ..., p+ 1.
Step 3: the p+ 1 vertices form a hyperplane with the
approximate multiple-equations f
(k)
i = a
(k)
0 + a
(k)
1 u
(k)
i1 +
a
(k)
2 u
(k)
i2 + ... + a
(k)
p u
(k)
ip , i = 1, 2, ..., p + 1. Calculate the
approximate reflection direction by writing the above
multiple-equations in matrix form
G = X−1Y ,
G = [a
(k)
0 a
(k)
1 ... a
(k)
p ]
T ,Y = [f
(k)
1 f
(k)
2 ... f
(k)
p+1]
T ,
X = (x
(k)
i,j )(p+1)×(p+1), x
(k)
i,j+1 = u
(k)
ij , x
(k)
i,1 = 1.
(5)
Calculate the reflection point, u
(k)
r = u
(k)
1 − α ∗G, eval-
uate the function value f
(k)
r = 1− f˜(u(k)r ).
Step 4: S4.1: if f
(k)
1 ≤ f (k)r < f (k)p , let u(k)p+1 =
u
(k)
r , f
(k)
p+1 = f
(k)
r .
S4.2: if f
(k)
r < f
(k)
1 , calculate the expansion point,
u
(k)
e = u
(k)
1 + γ(u
(k)
r −u(k)1 ), evaluate the function value
f
(k)
e = 1− f˜(u(k)e ).
(a) if f
(k)
e < f
(k)
r , let u
(k)
p+1 = u
(k)
e , f
(k)
p+1 = f
(k)
e ;
(b) if f
(k)
e > f
(k)
r , let u
(k)
p+1 = u
(k)
r , f
(k)
p+1 = f
(k)
r .
S4.3: if f
(k)
r ≥ f (k)p :
(a) if f
(k)
p ≤ f (k)r < f (k)p+1, calculate the outside contrac-
tion point, u
(k)
c = u
(k)
1 + β(u
(k)
r − u(k)1 ), evaluate the
function value f
(k)
c = 1− f˜(u(k)c ):
(a1) if f
(k)
c ≤ f (k)r , let u(k)p+1 = u(k)c , f (k)p+1 = f (k)c ;
(a2) if f
(k)
c > f
(k)
r , shrink the simplex, u
(k)
i = u
(k)
1 +
δ(u
(k)
i − u(k)1 ), f (k)i = 1− f˜(u(k)i ), i = 2, 3, · · · , p+ 1;
(b) if f
(k)
r ≥ f (k)p+1, calculate the inside contraction point,
u
(k)
c = u
(k)
1 − β(u(k)r −u(k)1 ), evaluate the function value
f
(k)
c = 1− f˜(u(k)c ):
(b1) if f
(k)
c ≤ f (k)r , let u(k)p+1 = u(k)c , fp+1 = f (k)c ;
(b2) if f
(k)
c > f
(k)
r , shrink the simplex, u
(k)
i = u
(k)
1 +
δ(u
(k)
i − u(k)1 ), f (k)i = 1− f˜(u(k)i ), i = 2, 3, · · · , p+ 1;
9Step 5: check the performance stopping conditions,
and if they are not satisfied, let k = k + 1 and continue
with Step 2.
To further improve the algorithm efficiency, the normal
form of the initial simplex [36] is slightly modified:
u
(0)
ij =
{
u
(0)
1j +
Cij√
p (
√
p+ 1− 1) i 6= j + 1 && i > 1
u
(0)
1j +
Cij√
p (
√
p+ 1 + p− 1) i = j + 1 && i > 1
(6)
where u
(0)
1j = 0 and Cij represents some random am-
plitude of the control fields. Together with the above
quasi-gradient NM algorithm, we call it NMplus.
C. DE
The differential evolution (DE) algorithm used in this
study is described as follows:
Step 1: set the algorithm constants: scaling factor R,
crossover rate Cr, chromosome length (the dimension of
each individual, namely the length of the controls to-be-
optimized) p and population size Pn. Generate an ini-
tial population P = {u(0)1 ,u(0)2 , ...,u(0)Pn} randomly with
u
(0)
i = (u
(0)
i1 , ..., u
(0)
ip ) being the i-th individual in current
population.
Step 2: from i = 1 to Pn, do the following steps at
iteration k:
(1) Mutation. Generate a donor vector v
(k)
i =
(v
(k)
i1 , ..., v
(k)
ip ) through the following mutation rule:
v
(k)
i = u
(k)
rib
+R(u
(k)
ri1
− u(k)
ri2
+ u
(k)
ri3
− u(k)
ri4
), (7)
where ri1, r
i
2, r
i
3, r
i
4 are randomly chosen mutually exclu-
sive integers in the range [0, Pn] and r
i
b is the index of
the best individual in the current population.
(2) Crossover. Generate a trial vector µ
(k)
i =
(µ
(k)
i1 , ..., µ
(k)
ip ) by a binomial crossover strategy: if
randi,j [0, 1] ≤ Cr or j = jrand, let µij = vij , where
jrand ∈ {1, 2, ..., p} is a randomly chosen index. Other-
wise let µij = uij .
(3) Selection. Evaluate the former individual u
(k)
i and
the trail vector µ
(k)
i , if f˜(µ
(k)
i ) ≥ f˜(u(k)i ), let u(k)i = µ(k)i ,
otherwise keep u
(k)
i unchanged.
Step 3: check the performance stopping criterion, and
if it is not satisfied, let k = k+ 1 and continue with Step
2.
