Abstract-An effective calculation of the Reed-Solomon code syndrome is proposed. The method is based on the use of the partial normalized cyclic convolutions in the partial inverse cyclotomic discrete Fourier transform. The method is the best of the known algorithms, in terms of multiplicative complexity.
I. INTRODUCTION
R EED-SOLOMON codes have wide application in technical systems. Syndrome computation is the most difficult step in decoding Reed-Solomon codes. The discrete Fourier transform (DFT) over finite fields is suitable for encoding/decoding Reed-Solomon codes. The calculation of the partial DFT is advantageous for syndrome computation.
The cyclotomic DFT algorithm [6] , [17] seems to be the best method for calculating non-asymptotic DFTs. This letter provides evidence of the correctness of the inverse DFT (the preliminary version of the algorithm and the proof have been published in the preprint [15] ). The inverse cyclotomic DFT algorithm is more appropriate for syndrome computation. Using normalized cyclic convolutions [13] of even length for syndrome computation allows to reduce the multiplicative complexity. The author is aware of only one more preprint dedicated to reducing the multiplicative complexity [1] for syndrome computation via the cyclotomic DFT algorithm. The additive complexity of the cyclotomic DFT algorithm given in [6] and slightly improved in the papers [1] - [5] , [16] , [18] - [21] when applying the proposed method almost does not change, because one step of the latter reduces to the problem of multiplying an arbitrary binary matrix by a vector from the extended finite field. In the papers [8] , [9] , [10] another transform method over a finite field is introduced.
The novelty of the algorithm proposed in this letter for syndrome calculation consists of reducing the multiplicative complexity based on the following points: 1) adapting the cyclotomic cosets for different choices of its generators; 2) adapting the partial inverse cyclotomic DFT and the partial normalized cyclic convolutions. In Section II, we propose the matrix description of the inverse cyclotomic DFT algorithm and the proof of its correctness. In Section III, we describe a method for syndrome calculation of the Reed-Solomon code via the partial normalized cyclic convolutions. In the Appendix, we present examples of the partial normalized cyclic convolutions.
II. THE INVERSE CYCLOTOMIC DFT

A. Basic Notions and Definitions
Definition 1:
where α is an element of order n in GF (2 m ). Let us write the DFT in matrix form
where
, is a Vandermonde matrix. We assume that the length of the n-point Fourier transform over GF (2 m 
Let us introduce the set of indices modulo n
For any cyclotomic coset C k the generator c k is selected as the smallest number in the cyclotomic coset. Then we define a permutation matrix
Let us denote a basis
. Further, we can write the cyclotomic DFT [6] , [17] 
where a k,j,s ∈ GF (2).
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This equation can be represented in matrix form as
where A is an n × n matrix with elements a k,j,s ∈ GF (2) and L is an n × n block diagonal matrix with elements β The inverse DFT in the field GF (2 m ) is
It is easily shown that
where E is an n × n matrix
B. The Theorem for the Inverse Cyclotomic DFT
Since both matrices A and L are invertible, from (2) the following representation of the inverse DFT can be derived
Lemma 1 ([7]):
Suppose β k are the normal bases, then it is possible to show that blocks of L −1 consist of elements of bases β k which are dual to β k , that is, the blocks of L −1 are also circulant matrices.
Theorem 1: (1) and (2) we have W = ALΠ and
From the last formula and (3) we obtain
Note that the correctness of the inverse DFT has also been mentioned in the papers [2] , [4] . We have presented the examples illustrating the cyclotomic DFT and the inverse cyclotomic DFT in the preprint [15] .
III. SYNDROME CALCULATION FOR THE REED-SOLOMON CODE
Definition 3: For the Reed-Solomon code of code length n = 2 m − 1 over GF (2 m ) with the error-correcting capability t, we define the syndrome
where f is the received vector
, α is an element of order n in GF (2 m ). The syndrome is the partial DFT. Indices j ∈ 0, 1, . . . , 2t − 1 of syndrome components S j belong to the union of cyclotomic cosets
where each cyclotomic coset C k ∈ C contains at least one index from the set (0, 1, . . . , 2t − 1).
We can write (4) in block matrix form ⎛
. . . generator (not necessarily c 1 , c 2 , . . . , c l ) 
is constructed according to the choice of the largest number as a generator in the cyclotomic coset, then cardinalities of each pair of cyclotomic cosets (G 0 and C 0 ), (G 1 and C 1 ), (G 2 and C 2 ), ..., (G l and C l ) coincide.
Proof:
Select the cyclotomic cosets generators g k from the set (0, n − 1, n − 2, . . . , 2, 1) in accordance with the choice of the largest number as a generator in the cyclotomic coset, thus we obtain the set
That is, the cardinalities of the cyclotomic cosets
Thus, all the necessary components of the syndrome (including redundant components) can be calculated by formula
Further, we write the calculation of the partial DFT as the calculation of several normalized cyclic convolutions [13] .
A. Normalized Cyclic Convolution Definition 4 ([13]):
A circulant matrix, or a circulant, is a matrix in which each row is obtained from the preceding row by a left (right) cyclic shift by one position. Let us denote by B an m × m circulant, the first row of which is a normal basis. We call it a basis circulant [11] :
Definition 5 ([12] , [13] ): Let 
B. Syndrome Calculation via the Normalized Cyclic Convolution
In the cyclotomic coset
, that is, c h is the generator of the cyclotomic coset C h . According to Lemma 2, m k = m h and cyclotomic cosets G k and C h coincide up to cyclic shift
It is easily shown that B = P BP.
For the partial inverse cyclotomic DFT calculation we apply the normalized cyclic convolutions calculation. From (5) and (6) and (7) we obtain
The syndrome calculation for all c h ∈ C (8) consists of two steps:
1) multiplying the binary matrix
; 2) calculation of the (possibly partial) normalized cyclic convolutions. Table I presents the complexity of some syndrome evaluation algorithms in terms of number of multiplications. The Reed-Solomon codes over GF (2 8 ) have parameters (length, dimension, minimum distance). The number of multiplications for known algorithms [1] - [3] , [5] , [16] , [21] , [22] coincides with the multiplicative complexity from the original algorithm [6] . For syndrome calculation in the novel method for even length m we apply the normalized cyclic convolution from [13, Appendix] with the smallest complexity. The number of additions for known algorithms [1] - [5] , [16] , [18] - [22] and for the novel method almost coincides.
IV. CONCLUSION
A novel method for calculating Reed-Solomon code syndrome has been proposed. For even values m of the finite field extension, the reduction of the multiplicative complexity is obtained.
APPENDIX A COLLECTION OF PARTIAL NORMALIZED CYCLIC CONVOLUTIONS
The collection of normalized cyclic convolutions has been presented in [13, Appendix] .
Let m = 8. The finite field GF ( 2 8 ) is defined by an element α, which is a root of the primitive polynomial α
be the basis circulant, where γ = α 5 . The partial normalized cyclic convolutions for 1, 2, and 3 components are shown in formulae (9)- (11) shown at the bottom of this page. Note that the matrix of pre-additions U 5 can be absorbed into the binary matrix of the first step for calculation (8) .
The number of nontrivial multiplications and additions over GF (2 8 ) for computation of the partial normalized cyclic convolution of length m = 8 is shown in Table II.   TABLE II  THE COMPUTATION COMPLEXITY OF THE PARTIAL NORMALIZED CYCLIC  CONVOLUTION 
