Abstract. A differential graded (DG for short) free algebra A is a connected cochain DG algebra such that its underlying graded algebra is
introduction
Throughout this paper, is an algebraically closed field of characteristic 0. The construction of some interesting DG algebras is important in DG homological algebra. One always depends on the computations of some specific examples to deduce general rules on DG algebras. Recall that a cochain DG algebra is a Zgraded -algebra A together with a degree one -linear map ∂ A from A to itself such that ∂ A • ∂ A = 0 and
for all graded elements a, b ∈ A. By definition, the graded algebra structure and the differential structure are two essential factors of a DG algebra. If one regard a DG algebra A as a living thing, then the underlying graded algebra A # and the differential ∂ A are its body and soul, respectively. An efficient way to create meaningful DG algebras is to select some well known regular graded algebras as bodies, and then inject reasonable differential structures into it. In the literature, there has been some attempt for this. Especially, we have the following list:
Reference the chosen underlying graded algebra [Mao] Artin-Schelter regular algebra of global dimension 2 [MHLX] graded down-up algebra [MGYC] polynomial algebra In this paper, we choose free graded associative algebras as the underlying graded algebras. We say that a cochain DG algebra A is a DG free algebra if A # is the free algebra x 1 , x 2 , · · · , x n with each |x i | = 1. A cochain DG algebra A is called non-trivial if ∂ A = 0, and A is said to be connected if its underlying graded algebra A # is a connected graded algebra. Obviously, any DG free algebra is a connected cochain DG algebra. In order to study DG free algebras systematically, we describe all possible differential structures on DG free algebras by the following theorem (see Theorem 2.3).
Theorem A. Let (A, ∂ A ) be a connected cochain DG algebra such that A # is a free graded algebra x 1 , x 2 , · · · , x n with |x i | = 1, for any i ∈ {1, 2, · · · , n}. Then there exist a crisscross ordered n-tuple (M 1 , M 2 , · · · , M n ) of n × n matrixes such that ∂ A is defined by
. . .
Conversely, given a crisscross ordered n-tuple (M 1 , M 2 , · · · , M n ) of n × n matrixes, we can define a differential ∂ on x 1 , x 2 , · · · , x n by
such that ( x 1 , x 2 , · · · , x n , ∂) is a cochain DG algebra.
One sees the definition of crisscross ordered n-tuple (M 1 , M 2 , · · · , M n ) of n × n matrixes in Definition 2.1. Theorem A indicates that DG free algebras have plenty of differential structures. To study DG free algebras systematically, we should consider the isomorphism problem first. This paper gives a criterion by the following theorem (see Theorem 3.1). Theorem B. Let A and B be two DG free algebras such that A # = x 1 , x 2 , · · · , x n , B # = y 1 , y 2 , · · · , y n , with each |x i | = |y i | = 1. Assume that ∂ A and ∂ B are defined by crisscross ordered n-tuples (M 1 , · · · , M n ) and (N 1 , · · · , N n ), respectively. Then A ∼ = B if and only if there exists A = (a ij ) n×n ∈ GL n ( ) such that
In general, the properties of a DG algebra are determined by the joint effects of its underlying graded algebra structure and differential structure. However, it is feasible, at least in some special cases, to judge some properties of a DG algebra A from A # . For example, it is shown in [Mao] that a connected cochain DG algebra B is Gorenstein if its underlying graded algebra B # is an Artin-Schelter regular algebra of global dimension 2. In [MHLX] , all non-trivial Noetherian DG down-up algebras are proved Calabi-Yau. Recently, DG polynomial algebras with degree one generators are systematically studied in [MGYC] . It is proved that any nontrivial DG polynomial algebra is Calabi-Yau and a trivial DG polynomial algebra is Calabi-Yau if and only if it is generated by odd number of generators. In this paper, we attempt to figure out homological properties of DG free algebras. We show that any trivial DG free algebra is not Gorenstein but homologically smooth (see Proposition 6.2). When it comes to non-trivial cases, things become more complicated since it seems not feasible to classify all the isomorphism classes of DG free algebras when n ≥ 3. As a consolation, we completely solve the case of n = 2. We classify the isomorphism classes of DG free algebras with 2 degree one generators (see Proposition 4.1, Proposition 4.2 and Proposition 4.4). And we reach the following interesting conclusion (see Theorem 6.6).
Theorem C. Let A be a DG free algebra with 2 degree one generators. Then A is a Koszul Calabi-Yau DG algebra if and only if ∂ A = 0.
differential structures on dg free algebras
In this section, we will study the differential structures on DG free algebras. For this, we introduce the definition of crisscross ordered n-tuple of n × n matrixes first.
be an ordered n-tuple of n × n matrixes with each
We say that (
In the rest of this section, we will reveal the close relations between crisscross ordered n-tuples of n×n matrixes and the differential structure of DG free algebras. The following lemma will be used in subsequent computations.
By the assumption, we have
This implies that
Theorem 2.3. Let (A, ∂ A ) be a connected cochain DG algebra such that A # is a free graded algebra x 1 , x 2 , · · · , x n with |x i | = 1, for any i ∈ {1, 2, · · · , n}. Then there exist a crisscross ordered n-tuple
Conversely, given a crisscross ordered n-tuple
Proof. Since the differential ∂ A of A is a -linear map of degree 1, we may let
Since (A, ∂ A ) is a cochain DG algebra, ∂ A satisfies the Leibniz rule and
By Lemma 2.2, we have
is a crisscross ordered n-tuple of n×n matrixes with each
We can define a differential ∂ on x 1 , x 2 , · · · , x n by
is a cochain DG algebra, since one can check as above that
if ∂ satisfies the Leibniz rule.
Remark 2.4. Theorem 2.3 indicates that there is a one to one in correspondence between {A|A is a DG free algebra with A # = x 1 , x 2 , · · · , x n } and the set
3. Isomorphism problems for DG free algebras Remark 2.4 implies that DG free algebras have abundant differential structures. For future systematically studies, one should consider the isomorphism problem of DG free algebras first, since two isomorphic DG free algebras have same homological properties. A successful classification work on the isomorphism classes of DG free algebras will efficiently simplify our research. We have the following theorem.
Theorem 3.1. Let A and B be two DG free algebras such that
with each |x i | = |y i | = 1. By Theorem 2.3, ∂ A and ∂ B are defined by crisscrossed
Proof. If the DG algebras A ∼ = B, then there exists an isomorphism f : A → B of DG algebras. Since f 1 : A 1 → B 1 is a -linear isomorphism, we may let
For any i ∈ {1, 2, · · · , n}, we have
. . . 
Conversely, if there exists
we should show that A ∼ = B. Define a -linear map f :
Obviously, f is invertible since A ∈ GL n ( ). Extend f to a morphism of graded algebras between A # and B # . We still denote it by f . For any i ∈ {1, 2, · · · , n}, we still have (Eq1) and (Eq2). Since
Corollary 3.2. Let A and B be two DG free algebras such that
with each |x i | = |y i | = 1. If A ∼ = B and ∂ A and ∂ B are defined respectively by two crisscross ordered n-tuples
Since A ∈ GL n ( ) and
we have
On the other hand, let
which implies that (a ij E n ) n 2 ×n 2 ∈ GL n 2 ( ) and hence
(2)By (2), we have
Corollary 3.3. Let A be the DG free algebra such that
isomorphism classes of dg free algebras with two generators
By Remark 2.4, the set of crisscross ordered 2-tuples of 2 × 2 matrixes are in one to one correspondence with the set of DG free algebras with two degree one generators. Hence we should describe all crisscross ordered 2-tuples of 2×2 matrixes first in order to figure out the isomorphism classes of DG free algebras with two generators. For this, let M 1 and M 2 be two 2 × 2 matrixes such that 
Now, lets come back to our concerned isomorphism problem. Let A and B be two DG free algebras such that
with each |x i | = |y i | = 1. Assume that ∂ A and ∂ B are defined by crisscross ordered 2-tuples (M 1 , M 2 ) and (N 1 , N 2 ) of 2 × 2 matrixes, respectively. Let 
i.e., 
(2)N 1 , N 2 are symmetric matrixes whenever M 1 , M 2 are symmetric matrixes.
Proposition 4.1. Assume that A is a DG free algebra such that
and ∂ A is defined by a crisscross ordered 2-tuple (M 1 , M 2 ) of 2 × 2 matrixes. If M 1 and M 2 are not both symmetric matrixes, then A is isomorphic to either of the following two DG free algebras: 
by the classification above. Let (M 1 , M 2 ) and (N 1 , N 2 ) are two crisscross ordered 2-tuples of 2 × 2 matrixes belong to one of the 8 cases listed above. We want to check whether there exists A ∈ GL 2 ( ) such that (5) holds. By computations, Proposition 4.2. Assume that A is a DG free algebra such that
and ∂ A is defined by crisscrossed 2 × 2 matrixes M 1 and M 2 . If M 1 and M 2 are both symmetric matrixes with m 
there exists A = 0 1 1 0 and A = 0
, respectively, such that (5) holds.
On the other hand, for any λ, µ ∈ × , and If the parameter λ = 0 in Case 1, then
Let N 1 , N 2 belong to Case 9, i.e.,
Then there exists A = 0 ν µ 1 0 such that (5) holds. Hence A is isomorphic to B 3 , when M 1 and M 2 belong to either of the following two cases:
(1) Case 1, λ = 0; (2) Case 9.
If the parameter λ = 0 and µ = 0 in Case 4, then 
by the classification above. By computations, for
there exists A = 0 1 1 0 such that (5) holds. By Theorem 3.1, we only need to check the isomorphism classes of Case 13, Case 14 and Case 15 one by one. For Case 14, we divide it into the following 5 cases:
For the cases listed above, we can choose corresponding N 1 , N 2 , such that there exists A ∈ GL (2) such that (5) For the cases listed above, we can choose corresponding N 1 , N 2 , such that there exists A ∈ GL (2) such that (5) For Case 13, we have 
with s ∈ × , t ∈ . By Theorem 3.1, A is isomorphic to B(s, t).
Proposition 4.5. For any s ∈ × , we have
Proof. By definition, B 8 and B(s, s −1 ) are defined by crisscrossed ordered 2-tuples (M 1 , M 2 ) and (N 1 , N 2 ), where
When s = −1, we can choose A = (a ij ) 2×2 = s 
By definition, B 6 is defined by the crisscrossed ordered 2-tuple (M 1 , M 2 ) with
We can choose A = (a ij ) 2×2 = −1 0 1 −1 in GL (2) such that (5) 
By Theorem 3.1, B(−1, −1) ∼ = B 6 .
cohomology graded algebras of DG free algebras
In this section, we will compute the cohomology graded algebra of DG free algebras with two degree one generators. Due to the classifications finished in the previous section, we only need to compute
by Proposition 4.1, Proposition 4.2, Proposition 4.4 and Proposition 4.5. For any cochain DG algebra A and cocycle element z ∈ ker(∂ i A ), we write ⌈z⌉ as the cohomology class in H(A) represented by z. The following proposition gives all possible cohomology graded algebras for non-trivial DG free algebras with two degree one generators.
Proposition 5.1. We have and ∂ B1 (x 2 ) = x 2 x 1 . One only need to prove that H i (B 1 ) = 0, for any i ≥ 2. For any cocycle element in B i 1 , we may write it as a 1 x 1 + a 2 x 2 for some a 1 , a 2 ∈ B i−1
Hence ∂ B1 (a 1 ) + (−1) i a 1 x 1 + (−1) i a 2 x 2 = 0 and ∂ B1 (a 2 ) = 0. Then
So H i (B 1 ) = 0, for any i ≥ 2. Hence H(B 1 ) = . (2)Since ∂ B2 (x 1 ) = x 2 1 and ∂ B2 (x 2 ) = x 1 x 2 , one sees that H 0 (B 2 ) = and H 1 (B 2 ) = 0. It suffices to show that H i (B 2 ) = 0 for any i ≥ 2. For any cocycle element in B i 2 , we may write it as x 1 a 1 + x 2 a 2 for some a 1 , a 2 ∈ B i−1
Hence ∂ B2 (a 1 ) = x 1 a 1 + x 2 a 2 and ∂ B2 (a 2 ) = 0. So H i (B 2 ) = 0, for any i ≥ 2. Hence H(B 2 ) = .
(3)The differential of B 3 is defined by ∂ B3 (x 1 ) = x 2 1 , ∂ B3 (x 2 ) = x 1 x 2 + x 2 x 1 . Obviously, we have H 0 (B 3 ) = and H 1 (B 3 ) = 0. For any cocycle element in B i 3 , we may write it as x 1 a 1 + x 2 a 2 for some a 1 , a 2 ∈ B i−1
(4)Since ∂ B4 (x 1 ) = x 2 1 and ∂ B4 (x 2 ) = x 2 2 , one sees that H 0 (B 2 ) = and H 1 (B 2 ) = 0. We should prove that H i (B 4 ) = 0, for any i ≥ 2. For any cocycle element in B i 4 , we may write it as x 1 a 1 + x 2 a 2 for some a 1 , a 2 ∈ B i−1 4 . We have
Hence ∂ B4 (a 1 ) = x 1 a 1 and ∂ B4 (a 2 ) = x 2 a 2 . Since ∂ B4 (a 1 + a 2 ) = x 1 a 1 + x 2 a 2 , we have 
we have x 1 a 1 = ∂ B5 (a 1 ) and ∂ B5 (a 2 ) = 0. By the induction hypothesis, we have
Hence there exists some l ∈ such that ⌈a 2 ⌉ = l⌈x
2 ⌉. By the induction above, we get H(B 5 ) = [⌈x 2 ⌉]. (6)The differential of B 6 is defined by ∂ B6 (x 1 ) = x 2 2 , ∂ B6 (x 2 ) = 0. It is easy for one to see that H 0 (B 6 ) = and
, any cocycle element in B 2 6 can be written as l 1 x 2 1 + l 2 x 1 x 2 + l 3 x 2 x 1 + l 4 x 2 2 for some
We have l 1 = 0 and l 2 = l 3 . Hence ker(∂
For any cocycle element in B 2i+1 6
, we may write it as x 1 a 1 + x 2 a 2 , a 1 , a 2 ∈ B 2i 6 . We have
. This implies that l = 0 and a 2 = −x 2 χ + t(x 1 x 2 + x 2 x 1 ) i + ∂ B6 (λ), for some t ∈ and λ ∈ B 2i−1 6
. Then
. Then we have
for some s ∈ and ϕ ∈ B 2i 6 Therefore,
Thus H 2i+2 (B 6 ) = ⌈(x 1 x 2 + x 2 x 1 ) i+1 ⌉. By the induction above, we obtain that
2 ).
(7)Since ∂ B7 (x 1 ) = x 1 x 2 +x 2 x 1 +x 2 2 and ∂ B7 (x 2 ) = x 2 2 , one sees that H 0 (B 7 ) = and H 1 (B 7 ) = 0. It suffices to show that H i (B 7 ) = 0 for any i ≥ 2. For any cocycle element in B i 7 , we may write it as x 1 a 1 + x 2 a 2 for some a 1 , a 2 ∈ B i−1
Hence ∂ B7 (a 1 ) = x 2 a 1 and ∂ B2 (a 2 ) = x 1 a 1 + x 2 a 1 + x 2 a 2 . Then
. It is easy for one to see that H 0 (B 8 ) = and
8 , we may write it as
we have x 2 a 1 + x 2 a 2 = ∂ B8 (a 2 ) and ∂ B8 (a 1 ) = 0. By the induction hypothesis, we have
By the induction above, we have
(9)We have ∂ B9 (x 1 ) = x 2 1 +x 1 x 2 +x 2 x 1 and ∂ B9 (x 2 ) = x 2 2 . Obviously, H 0 (B 9 ) = and H 1 (B 9 ) = 0. Any cocycle element in B i 9 can be written by x 1 a 1 + x 2 a 2 for some a 1 , a 2 ∈ B i−1
Then ∂ B9 (a 1 ) = x 1 a 1 + x 2 a 1 and ∂ B9 (a 2 ) = x 1 a 1 + x 2 a 2 , which implies that H i (B 9 ) = 0 and hence H(B 9 ) = .
(10)The differential of B 10 is defined by
Obviously, H 0 (B 10 ) = and H 1 (B 10 ) = 0. For any x 1 a 1 + x 2 a 2 ∈ Z i (B 10 ), i ≥ 2, we have
Then ∂ B10 (a 1 ) = x 1 a 1 + x 2 a 2 and ∂ B10 (a 2 ) = − 1 4 x 2 a 1 + x 2 a 2 . So H i (B 10 ) = 0. (11)We have ∂ B11 (x 1 ) = x 2 1 + x 2 2 and ∂ B11 (x 2 ) = x 1 x 2 + x 2 x 1 . It is easy to check that H 0 (B 11 ) = and H 1 (B 11 ) = 0. For any x 1 a 1 + x 2 a 2 ∈ Z i (B 11 ), i ≥ 2, we have
Thus ∂ B11 (a 1 ) = x 1 a 1 + x 2 a 2 and ∂ B11 (a 2 ) = x 2 a 1 + x 1 a 2 . Then H i (B 11 ) = 0 and hence H(B 11 ) = .
(12)The differential of B st is defined by
, where s ∈ × , t ∈ and st = 1. Obviously, 
.
Thus H i (B st ) = 0 and H(B st ) = .
6. Homological properties of DG free algebras
For any k-vector space V , we write V * = Hom k (V, k). Let {e i |i ∈ I} be a basis of a finite dimensional k-vector space V . We denote the dual basis of V by {e * i |i ∈ I}, i.e., {e * i |i ∈ I} is a basis of V * such that e * i (e j ) = δ i,j . For any graded vector space W and j ∈ Z, the j-th suspension Σ j W of W is a graded vector space defined by
In this section, we will study homological properties of DG free algebras. Now, let us review some fundamental homological properties for DG algebras.
Definition 6.1. Let A be a connected cochain DG algebra.
( [Gin, VdB] ).
A natural question is whether DG free algebras have the properties listed in Definition 6.1. It is reasonable for us to consider the cases from easy to difficult. We have the following proposition for trivial DG free algebras.
Proposition 6.2. Let A be a connected cochain DG algebra such that
for some degree 1 cocycle elements y 1 , · · · , y n in A. Then A is not a Gorenstein DG algebra but a Koszul and homologically smooth DG algebra. Proof. The graded module H(A) has the following minimal graded free resolution:
where µ and ∂ 1 are defined by µ(⌈a⌉ ⊗ ⌈b⌉) = ⌈ab⌉, ∀⌈a⌉ ∈ H(A), ⌈b⌉ ∈ H(A) op ; d 1 (e yi ) = y i , i = 1, 2, · · · , n. Applying the constructing procedure of EilenbergMoore resolution, we can construct a minimal semi-free resolution F of the DG A-module . We have
and ∂ F is defined by ∂ F (Σe yi ) = y i , i = 1, 2, · · · , n. Hence A is a Koszul and homologically smooth DG algebra. The DG A op -module Hom A (F, A) is a minimal semi-free DG module whose underlying graded module is
Hence Hom A (F, A) is concentrated in degrees ≥ 0. On the other hand, we have
(Σe yi ) * and hence A is not Gorenstein.
Remark 6.3. By Theorem 6.2, any trivial DG free algebra is not Gorenstein but a Koszul and homologically smooth DG algebra. The following proposition indicates that is not Calabi-Yau.
Proposition 6.4. Any Calabi-Yau connected cochain DG algebra A is a Gorenstein DG algebra.
Proof. Since A is a Calabi-Yau connected cochain DG algebra, A is homologically smooth and
, for some i ∈ Z. Let F be the minimal semi-free resolution of A . Then F admits a finite semi-basis. Let I be a semi-injective resolution of the DG Amodule A. One sees that Hom (F, I) is a homotopically injective DG A e -module. By [MW3, Lemma 2.4], we have Hom (F, I) ).
Since A ∈ D c (A e ), it admits a minimal semi-free resolution G, which has a finite semi-basis. We have
where (a) is obtained by [Shk, A1] . So
and A is Gorenstein.
It remains to consider the homological properties of non-trivial DG free algebras. We have classified all the isomorphism classes of DG free algebras with two degree one generators. Hence, we only need to check case by case when n = 2. In [MH] , it is proved that a connected cochain DG algebra A is a Kozul Calabi-Yau DG algebra if H(A) belongs to either of the following cases:
So Proposition 5.1 indicates that B 1 , B 2 , · · · B 11 and B(s, t) with s ∈ × and st = 1 are all Koszul Calabi-Yau DG algebras except B 6 . For B 6 , we have the following proposition.
Proposition 6.5. The connected cochain DG algebra B 6 is a Koszul Calabi-Yau DG algebra.
Proof. By definition, B # 6 = x 1 , x 2 and the differential ∂ B6 is defined by ∂ B6 (x 1 ) = x 2 2 , ∂ B6 (x 2 ) = 0. According to the constructing procedure of the minimal semi-free resolution in [MW1, Proposition 2.4], we get a minimal semi-free resolution f : F ≃ → B6 , where F is a semi-free DG B 6 -module with
and f is defined by f | B6 = ε, f (Σe x2 ) = 0 and f (Σe z ) = 0. We should prove that f is a quasi-isomorphism. It suffices to show H(F ) = . For any graded cocycle element a z Σe z + a x2 Σe x2 + a ∈ Z 2k (F ), we have
This implies that
and
Hence t = 0 and ∂ B6 (c)x 2 + ∂ B6 (a x2 ) = 0. Then , τ ∈ . Since c ∈ Z 2k−1 (B 6 ) ∼ = H 2k−1 (B 6 )⊕B 2k−1 (B 6 ), we may let c = ∂ B6 (χ) + ω(x 1 x 2 + x 2 x 1 ) k−1 x 2 , for some χ ∈ B 2k−2 6
and ω ∈ . Therefore, a z Σe z + a x2 Σe x2 + a =[−cx 2 + ∂ B6 (µ)]Σe x2 − cx 1 − µx 2 + ∂ B6 (λ) + τ (x 1 x 2 + x 2 x 1 )
Hence H 2k (F ) = 0, for any k ∈ N. It remains to show H 2k−1 (F ) = 0, for any k ∈ N. Let a z Σe z + a x2 Σe x2 + a ∈ Z 2k−1 (F ), we have 0 = ∂ F (a z Σe z + a x2 Σe x2 + a)
= ∂ B6 (a z )Σe z − a z (x 1 + x 2 Σe x2 ) + ∂ B6 (a x2 )Σe x2 − a x2 x 2 + ∂ B6 (a) = ∂ B6 (a z )Σe z + [−a z x 2 + ∂ B6 (a x2 )]Σe x2 − a z x 1 − a x2 x 2 + ∂ B6 (a).
This implies that      ∂ B6 (a z ) = 0 −a z x 2 + ∂ B6 (a x2 ) = 0 −a z x 1 − a x2 x 2 + ∂ B6 (a) = 0.
Since Z 2k−1 (B 6 ) = H 2k−1 (B 6 ) ⊕ B 2k−1 (B 6 ) and H(B 6 ) = [⌈x 2 ⌉, ⌈x 1 x 2 + x 2 x 1 ⌉]/(⌈x 2 ⌉ 2 ),
we have a z = ∂ B6 (c) + t(x 1 x 2 + x 2 x 1 ) k−1 x 2 for some c ∈ B 2k−2 6
, t ∈ . Then −[∂ B6 (c) + t(x 1 x 2 + x 2 x 1 ) k−1 x 2 ]x 2 + ∂ B6 (a x2 ) = 0.
Then a x2 = cx 2 + t(x 1 x 2 + x 2 x 1 ) k−1 x 1 + ∂ B6 (µ) + s(x 1 x 2 + x 2 x 1 ) k−1 x 2 for some µ ∈ B 2k−2 6
and s ∈ . We have 0 = − [cx 2 + t(x 1 x 2 + x 2 x 1 ) k−1 x 1 + ∂ B6 (µ) + s(x 1 x 2 + x 2 x 1 ) k−1 x 2 ]x 2 − [∂ B6 (c) + t(x 1 x 2 + x 2 x 1 ) k−1 x 2 ]x 1 + ∂ B6 (a), which implies that t = 0, a z = ∂ B6 (c), a x2 = cx 2 + ∂ B6 (µ) + s(x 1 x 2 + x 2 x 1 ) k−1 x 2 and a = cx 1 + µx 2 + s(x 1 x 2 + x 2 x 1 ) k−1 x 1 + ∂ B6 (λ) + τ (x 1 x 2 + x 2 x 1 ) k−1 x 2 , for some λ ∈ B Hence H 2k−1 (F ) = 0, for any k ∈ N. Therefore, f is a quasi-isomorphism. Since F has a semi-basis {1, Σe x2 , Σe z } concentrated in degree 0, B 6 is a Koszul homologically smooth DG algebra. By the minimality of F , we have Then {e 1 , e 2 , e 3 } is a -linear bases of the -algebra E. The multiplication on E is defined by the following relations e 1 · e i = e i · e 1 = e i , i = 1, 2, 3 e 2 2 = e 3 , e 2 · e 3 = e 3 · e 2 = 0
. So E is a local commutative -algebra isomorphic to [X] By Proposition 4.1, Proposition 4.2, Proposition 4.4, Proposition 4.5, Proposition 5.1 and Proposition 6.5, we reach the following conclusion.
Theorem 6.6. Let A be a DG free algebra with 2 degree one generators. Then A is a Koszul Calabi-Yau DG algebra if and only if ∂ A = 0.
