Existence and uniqueness of mild and classical solutions are discussed for an abstract second-order evolution problem. The nonlinearity contains a local term and a non-local term. The non-local term is an integral in the form of a convolution of a singular kernel and a regular function involving fractional derivatives. This term may be regarded also as a fractional integral of that regular function. In addition the initial conditions are nonlocal and involve fractional derivatives too.
Introduction
It is by now well-known that problems with non-local conditions arise naturally in applications and that they play an important role in many fields, see [1] [2] [3] 5, [7] [8] [9] (to cite but a few) for the case of abstract second order differential equations. In contrast, one cannot find many papers in the literature dealing with non-local conditions involving fractional derivatives. Nevertheless, we may find few papers treating well-posedness and asymptotic behavior of solutions for some problems with boundary conditions containing fractional derivatives (see [10] [11] [12] [13] [14] [15] [16] [17] ).
The type of equations we discuss here is of the following nature u ′′ (t) = Au(t) + f t, u (t) , t λα D α u (t) + t 0 l t, s, u (s) , s λν D ν u (s) ds.
The operator A is the infinitesimal generator of a strongly continuous cosine family C (t) , t ≥ 0 of bounded linear operators in the Banach space X and f, l are nonlinear functions from R + × X × X to X and R + × R + × X × X to X, respectively. D α and D ν denote "fractional" time differentiation (in the sense of Riemann-Liouville) of order α and ν, respectively. In many situations in applications the integral term involves a singular kernel of the form (t − s) σ−1 /Γ(σ), σ > 0 and becomes the convolution of this kernel with another function, say g. The resulting expression is then identified right away as a "fractional integral", that is t 0 l t, s, u (s) , s λν D ν u (s) ds = * g t, u (t) , t λν D ν u (t) = I σ g t, u (t) , t λν D ν u (t) .
This kind of nonlinearities appear in many hereditary phenomena with fading memory like in viscoelasticity and in heat conduction. Mathematically speaking the problem becomes more challenging because of the difficulties that may be caused by the singular kernel.
In [23] the present author has introduced the following nonlocal conditions involving fractional derivatives and called them "nonlocal conditions of fractional type" u(0) = u 0 + p u, t λ β D β u(t) , u ′ (0) = u 1 + q u, t λγ D γ u (t) .
Here u 0 and u 1 are given initial data in X and the functions p, q : [C(I; X)] 2 → X are given continuous functions. This type of nonlocal initial data covers and extends many existing ones in the literature like
and the discrete cases where u and u ′ are specified at some finite number of values of t. In fact it will be shown here that these nonlocal conditions will not bring any new considerable difficulties in the study of the well-posedness of our problem provided that the fractional derivatives in there are well-defined and continuous in the underlying space. The main contribution of the present work is rather related to the type of the considered nonlinearities. As a matter of fact, in a previous work [22] we have studied the case where the fractional derivatives (in the nonlinearities and here in the nonlocal conditions as well as) were between 0 and 1. The case where the derivatives are of order between 1 and 2 was left open as some regularity difficulties arose in the proofs.
In the present paper we consider the case where the orders are between 0 and 2 with a particular emphasis on orders between 1 and 2. The difficulties encountered earlier have been overcome by the use of some kind of integration by parts for fractional integrals, some new lemmas, some appropriately chosen spaces and of course some reasonable regularity assumptions on the functions encompassed in the nonlinearities. Therefore, this paper may be regarded as a continuation of the paper [22, 23] . In the integer order case (derivatives of order 1), the underlying space where to look for mild solutions is the space of continuously differentiable functions whereas in case the derivatives are of order between 1 and 2, more regularity is needed on the initial data and also on the nonlinearities. Our results are new even in the local initial data case, that is p ≡ q ≡ 0.
The problem we will treat here is therefore
where I = [0, T ], λ α , λ β , λ γ , λ ν ≥ 0, 0 < α, β, γ, ν < 2 and σ > 0. Similar results may be derived for more general problems like
This problem has been studied in case σ, α, β, γ are 0 or 1 (and λ α , λ β , λ γ = 0) (see [1] [2] [3] 5, 7, 8, 26] and references therein) and in [23] for σ > 1 and fractional derivatives. Well-posedness has been proved using different methods such as fixed point theorems and the theory of strongly continuous cosine families in Banach spaces. We refer the reader to [6, 24, 25] for a good account on the theory of the cosine family. Several results on the existence of classical solutions and mild solutions have been established under different conditions on the nonlinearities and the initial data.
The next section of this paper contains some notation and preliminary results needed in our proofs. Section 3 treats the existence and uniqueness of a mild solution in an appropriate space. Section 4 is devoted to the existence and uniqueness of a classical solution.
Preliminaries
In this section we present some notation, assumptions and results needed in our proofs later. We start by some definitions which maybe found for instance in [10, [19] [20] [21] . 
whenever the right side is pointwise defined.
In particular 
whenever the right side is pointwise defined. We will assume that (H1) A is the infinitesimal generator of a strongly continuous cosine family C(t), t ∈ R, of bounded linear operators in the Banach space X.
The associated sine family S(t), t ∈ R is defined by
It is known (see [24] [25] [26] ) that there exist constants M ≥ 1 and ω ≥ 0 such that
We will denote byM andÑ some respective bounds for C(t) and S(t) (M ≥ 1 andÑ ≥ 1 depend on T ). If we define E := {x ∈ X : C(t)x is once continuously dif f erentiable on R} then we have Lemma 1. (see [24] [25] [26] 
Lemma 2. (see [24] [25] [26] )
Suppose that (H1) holds, v : R → X a continuously differentiable function and q(t) = t 0
Below we make clear what we mean by a classical solution and a mild solution. Definition 5. A continuous solution u, such that t λη D η u ∈ C(I, X), η = α, β, γ, ν, of the integro-differential equation
is called a mild solution of problem (1).
It is known from [26] that, in case of continuity of the nonlinearities, solutions of (1) are solutions of the more general problem (2) .
The following lemmas will be very useful later. The first three can be found in [10, 21] 
The lemma to follow may be found in [4] . 
where
Existence of mild solutions
In this section we prove existence and uniqueness of a mild solution in the space
equipped with the norm
where . C is the sup norm in C(I; X). Here 0 < α, β, γ, ν < 2, and to make the problem more interesting we assume that at least one of them is between 1 and 2 and σ > 0. As a matter of fact, the most difficult and important cases are when 1 < α, ν < 2 and 0 < σ < 1. Indeed, in Section 4, we will have to differentiate D α u and D ν u. This situation is delicate when 1 < α, ν < 2 as it will force us to narrow the underlying space to functions which are more regular than C 2 . To prevent such an unpleasant situation, the derivative of D α u is avoided by taking E-valued functions f and the undesirable effect of the derivative of D ν u is overcome by using a "fractional" integration by parts. The case σ ≥ 1 is relatively simple in as much as the fractional integration I σ will absorb the differentiation operator and prevents its effect on the integrand. We also define, for η > 0, the spacẽ
The assumptions on f, g, p and q are
continuous and satisfy the Lipschitz conditions
for x 1 , y 1 , x 2 , y 2 ∈ X, t ∈ I and some positive constants A f ,Ã ηf , A g andÃ ηg .
(H3) p : [C(I; X)] 2 → X and q : [C(I; X)] 2 → X are continuous and satisfy
for x 1 , y 1 , x 2 , y 2 ∈ C(I; X) and some positive constants A p and A q .
is a bounded linear operator), then, for 0 < ν < 1, we have
Proof. By Definition 2 and the assumption
Moreover, a change of variable σ = τ − s leads to
(t−σ) ν dσ and the proof is complete.
We prove here its counterpart for 1 < ν < 2.
Lemma 9. Let R(t) be a continuously differentiable bounded linear operator on I and g be a continuous function on I such that
Proof. By the assumption
exists and is continuous on I. Moreover, Lemma 6 or formula (2.122) in [20] 
gives us
.
allows us also to adopt a similar argument as in the proof of Lemma 8 to obtain
This completes the proof.
Corollary 1. Let S(t) be the associated sine family with the cosine family C(t) and g be such that
Proof. This is an immediate consequence of the fact that S(t) is continuously differentiable, S(0) = 0, the previous lemma and
We are now ready to state and prove our first main result.
and t η D η C(t) on I, respectively) and T are sufficiently small then problem (1) admits a unique
Its η-th derivative is (see Lemma 6 or (2.122) in [20] , proof of Lemma 9)
Note that, under our assumptions, both expressions in (5) and (6) are welldefined. In fact, in virtue of Corollary 1, we can rewrite (6) as
or, because of the continuity of the functions f t, u (t) , t λα D α u (t) and
As
is continuous with 0 < η f < 1 we see that
Case σ ≥ η − 1, η = α, β, γ, ν :
. In addition to that, by assumptions (H2) and (H3), for u, v ∈ C RL η ([0, T ]), we see from (5) , that
That is,
In short, (9) can be written as
where C 1 is the max of all the coefficients in the right hand side of (9) and η takes the values α, β, γ and ν. Moreover, by Lemma 7 for σ ≥ η − 1, we have t 0
This fact, together with (7) and (8), implies
Here R is a bound for t η D η C(t) on I andR is a bound for t η D η−1 C(t) on I.
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Therefore,
where C 2 is the max of all the coefficients in the right hand side of (12) . Selecting the different parameters in the coefficients C i , i = 1, 2 in the relations (10) and (13) sufficiently small, the contraction principle ensures the existence and uniqueness of a mild solution on I.
Case 0 < σ < η − 1 for one of α, β, γ or ν If 0 < σ < η − 1 with η equals α, β, γ or ν, then
is Lipschitz in its second and third variables, the previous argument applies with the Lipschitz constant
Remark 1. In fact, instead of u ′ (0) ∈Ẽ η−1 we only need that t η D η−1 C(t)u ′ (0) exist and be continuous on I.
Remark 2. In the statement of the theorem we have assumed 1 < α, β, γ, ν < 2 and 0 < σ < 1. This is just to fix ideas and treat the most interesting cases. Our results hold for 0 < α, β, γ, ν < 2 and σ > 0.
Classical solutions
In this section we prove the existence and uniqueness of classical solutions to problem (1) . In case of some extra Lipschitz conditions on f and g and the initial data are a little bit more regular then mild solutions are more regular as well. This is what is proved next. First we need the extra assumptions (H4) The functions g, t η f D η−1 f, η = α, ν and D η−1−σ g (when σ < η − 1, η = α, ν) are Lipschitzian in their first variables on I, that is g(t, x, y) − g(s, x, y) ≤ B g |t − s| , t, s ∈ I, x, y ∈ X,
x, y) ≤B ηg |t − s| , t, s ∈ I, x, y ∈ X for some positive constants B g , B f andB ηg , We will shorten the notation as follows
and write Proof. From (4) and Corollary 1, we have
or, by the continuity of f and I σ g and Lemma 6) (14) is welldefined (see (8) ). As for the fourth term in the right hand side of (14), if σ ≥ η − 1 then D η−1 I σg = I σ−(η−1)g and hence it is clearly well-defined. In case σ < η − 1 (for one of the values of η) we use the continuity of D
Case σ ≥ η − 1, η = α, β, γ, ν For t ∈ I and h such that t + h ∈ I, we can write
Taking the norm of both sides we find
where K is a positive constant (sum of two Lipschitz constants). Then, by adding and subtracting some appropriate terms in (15) we get
(16) The second term in the right hand side of (16) is treated in the following way t 0
By the Lipschitz continuity of s η f D η−1f (s) we may write t 0
For the last term in (17) we have for h ≤ t (the case h > t will then be clear afterwards)
where we have used the inequality (1 + t) δ ≤ 1 + δt and L is a positive constant which may change from line to line. Taking into account (17) and (18) in (16) we find
where l(h) is function of h which may vary at different occurrences. As u and g are Lipschitz on I and λ η ≥ η > 1, we see that
or, for η = α, ν, we obtain
Since t −η f + 1 is a summable function on I we may apply the Gronwall inequality (for summable functions) to reach the conclusion that t λη D η u, η = α, ν are Hölder continuous on I.
Case σ < α − 1 or σ < ν − 1 In this case we recall the fact that
is Lipschitzian on I (in all their variables) by hypotheses (H2) and (H4). Using this property in (14) and proceeding as in the first case we obtain the Hölder continuity of t λη D η u, η = α, ν on I.
Lemma 10. Assume that ψ ∈ C 1 ([0, T ]) and 1 < η < 2, then
and h is such that t + h ∈ I.
Proof. This result is proved by using Lemma 6 (or formula (2.122) in [20] , see proof of Lemma 9), Definition 2 and performing some manipulations. Indeed, it is clear, from Lemma 6, that
and for t ∈ I and h such that t + h ∈ I, we have
A combination of (19) and (20) completes the proof.
We are now ready to prove our result on the existence and uniqueness of a classical solution.
Theorem 2. Suppose that (H1)-(H4) hold. Assume further that
is the partial derivative of g with respect to its third variable) and f is an E-valued function Lipschitz on I in its first variable, then the mild solution u(t) of problem (1) is twice continuously differentiable and satisfies (1) on [0, T ] for some T > 0.
This in turn implies that u ′ is continuous and we have
Hence u is Lipschitzian on I. Second, observe also that u(0) ∈Ẽ η , u ′ (0) ∈ E η−1 and therefore Theorem 1 gives us a mild solution in
Let us consider the problem
for t ∈ [0, T ], whereg i , i = 1, 2, 3 denotes the partial derivative of the functiong with respect to its i-th variable. Clearly, the first two terms in the right hand side of (22) are well-defined and (22) admits a unique solution ϕ ∈ C([0, T ]). We claim that u ′′ = ϕ on I. To this end we will show that lim h→0 ∂ h u ′ (t) − ϕ(t) = 0 where ∂ h and h are as in Lemma 10. The relations (21) and (22) imply that
for some positive constant L. By Gronwall inequality we deduce that
This, with Proposition 2.4 in [26] , implies that u(t) is a classical solution.
The proof is complete.
Example: As an example we may consider the following problem
∂t 2 u (t, x) = u xx (t, x) + F t, x, u (t, x) , t λα D α u (t, x) + I σ G t, x, u (t, x) , t The operator A has a discrete spectrum with −n 2 , n = 1, 2, ... as eigenvalues and z n (s) = 2/π sin(ns), n = 1, 2, ... as their corresponding normalized eigenvectors. So we may write
Since −A is positive and self-adjoint in L 2 ([0, π]), the operator A is the infinitesimal generator of a strongly continuous cosine family C(t), t ∈ R which has the form C(t)y = ∞ n=1 cos(nt)(y, z n )z n , y ∈ X. The associated sine family is found to be C(t)y = ∞ n=1 sin(nt) n (y, z n )z n , y ∈ X.
One can also consider more general non-local conditions by allowing the Lebesgue measure ds to be of the form dµ(s) and dη(s) for non-decreasing functions µ and η (or even more general: µ and η of bounded variation), that is u (0, x) = u 0 (x) + These (continuous) non-local conditions cover, of course, the discrete cases
which have been extensively studied by several authors in the integer order case. Q (u(s), v(s)) (x)ds, g(t, u, v)(x) := G(t, x, u(t, x), v(t, x)), f (t, u, v)(x) := F (t, x, u(t, x), v(t, x)), allows us to write (26) abstractly as    u ′′ (t) = Au(t) + f t, u (t) , t λα D α u (t) + I σ g t, u (t) , t λν D ν u (t) , t ∈ I u (0) = u 0 + p u, t λ β D β u(t) , u ′ (0) = u 1 + q u, t λγ D γ u (t) .
Under appropriate conditions on F, G, P and Q which make (H2)-(H4) hold for the corresponding f, g, p and q, Theorem 2 ensures the existence of a mild solution to problem (26) . Some special cases of this problem may be found in many models of phenomena with hereditary properties.
