In this work we consider N -body Schrödinger operators with N ≥ 3 particles in dimension d ≥ 3. By the use of the Green's function formalism we study the decay rates of bound states of the N -body Hamiltonian, corresponding to the eigenvalues at the threshold of its essential spectrum.
Introduction
It is well known that if a Schrödinger operator has an eigenvalue lying outside its essential spectrum, then the corresponding eigenfunctions decay exponentially [4] . However, the situation changes completely at the threshold of the essential spectrum. Critical multi-particle systems were considered in various context (e.g. [8] , [9] , [3] , [7] , [5] , [6] , [2] , [1] ). For example, in the case of a two-body Schrödinger operator H = −∆ + V with short-range interaction V in dimension d ≥ 3, the zero-energy resonance state ϕ behaves like
as |x| → ∞ (1.1)
for some function g ∈ L 2 (R d ), see [1] . By (1.1) one can see that such resonance states are eigenfunctions in dimension d ≥ 5. The first mathematical approach to the study of zero energy resonances for N -body systems with short range interactions was done by D. K. Gridnev. In [6] it was proved that a zero-energy resonance of the N -body system with N ≥ 3 particles in dimension d = 3 is an eigenfunction, provided every subsystem does not have a bound state E ≤ 0. In the recent work [2] the authors studied zeroenergy eigenfunctions of N -particle Schrödinger operators with short-range potentials in the context of the Efimov effect. Using a variational approach it was proved that the zero-energy eigenfunction ϕ 0 corresponding to the Schrödinger operator of N particles in dimension d ≥ 3 satisfies
However, it was not clear whether this estimate on the rate of decay of ϕ 0 is sharp. In this work we prove that estimate (1.2) is very close to optimal by providing a precise fall-off behaviour of the eigenfunction ϕ 0 of the type (1.1). The exact rate of decay is obtained by the use of (1.2) and some of the techniques from [1].
Notation and Main Result
We consider a system of N ≥ 3 particles in dimension d ≥ 3 with masses m i > 0, i = 1, . . . , N, and position vectors x i ∈ R d , i = 1, . . . , N . Such a system is described by the Hamiltonian
where x ij = x i − x j and the potentials V ij describe the particle pair interactions. We assume that the potentials V ij satisfy
for some constants ν, A > 0. Under these assumptions on the potentials the operator H N is essentially self-adjoint on L 2 (R dN ).
Following [11] , we introduce the scalar product x,x 1 = N i=1 m i x i ,x i and also the d(N − 1)-dimensional space R 0 of relative motion of the system. For a pair of particles (i, j) we denote by R (ij) 0 the space of relative motion of the subsystem consisting of the particles i and j and we set R 
as |x| 1 → ∞,
We will prove Theorem 2.1 by writing the eigenfunction ϕ 0 as a convolution of V ϕ 0 with the corresponding Green's function. Theorefore, at first we study the function V ϕ 0 = 1≤i<j≤N V ij ϕ 0 . Note that V , as a sum of potentials V ij , does not necessarily decay in every direction for large arguments. In order to handle this difficulty we will make use of (1.2). For i = j and x = (q ij , ξ ij ) we write
(2.7)
In the following we fix a pair (i, j) and write q and ξ instead of q ij and ξ ij , respectively.
for all sufficiently small ε > 0 and all 1 ≤ p ≤ 2d d−2 . Proof. By (2.5) it is sufficient to prove the statement for f 1 and f 2 . At first we consider the function
In [2] it was shown that the eigenfunction ϕ 0 satisfies
Hence, Hardy's inequality w.r.t the variable q implies
(2.10)
Note that
which together with |q| 1 ≤ |x| 1 , |ξ| 1 ≤ |x| 1 and ν > 4ε implies
This, together with (2.10) yieldŝ
Let 1 ≤ p ≤ 2d d−2 and s 1 = 2 2−p , s 2 = 2 p , then we have s 1 , s 2 ≥ 1 and 1 s 1 + 1 s 2 = 1. By Hölder's inequality we obtain
. (2.14)
Since dim R (ij) 0 = d and s 1 p = 2p 2−p ≥ 2 for p ≥ 1, the integral on the r.h.s of (2.14) is finite. This implieŝ
. Hence, applying Hölders inequality to the r.h.s of (2.15) with s 1 = 2 2−p , and s 2 = 2 p , implies |x| ε 1 f 1 ∈ L p (R 0 ). Now we consider the function f 2 . Let
(2.16)
Recall that µ = d(N −1)−2 2 − ε. Therefore, by (2.9) it holds ∇ 0 ϕ 2 ∈ L 2 (R 0 ). Moreover,
Let t 1 = 2d 2d−p(d−2) and t 2 = 2d p(d−2) , then we have t 1 , t 2 ≥ 1 for 1 ≤ p ≤ d−2 2d and 1 t 1 + 1 t 2 = 1. By Hölder's inequality it holdŝ
d+2 , the first integral on the r.h.s of (2.18) is finite. Further, due to ∇ q ϕ 2 ∈ L 2 (R 0 ) Sobolev's inequality yields
( 
. Therefore, applying Hölder's inequality to the r.h.s. of (2.20) with s 1 = 2 2−p and s 2 = 2 p yields |x| ε 1 f 2 ∈ L p (R 0 ) for 1 ≤ p ≤ 2d d−2 . This completes the proof of the Lemma. Now we turn to the proof of the main theorem.
Proof of Theorem 2.1. Following [10] we can write the eigenfunction ϕ 0 as
Since we consider the case |x| 1 → ∞, we can assume that |x| 1 ≥ 1.
dy. We prove that h 1 and h 2 are in L p (R 0 ) for p = d(N −1) d(N −1)−2 and therefore do not contribute to the leading term of ϕ 0 (x) as |x| 1 → ∞.
. Hence, we have
and therefore
(2.25) Therefore, we can estimate with h 1 , h 2 ∈ L p (R 0 ), p = d(N −1) d(N −1)−2 , and summing over i, j completes the proof.
