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SUPPORT VARIETIES OF LINE BUNDLE COHOMOLOGY GROUPS FOR
SL3(k)
WILLIAM D. HARDESTY
Abstract. Let G = SL3(k) where k is a field of characteristic p > 0 and let λ ∈ X(T ) be
any weight with corresponding line bundle L (λ) on G/B. In this paper we compute the support
varieties for all modules of the form Hi(λ) := Hi(G/B,L (λ)) over the first Frobenius kernel G1.
The calculation involves certain recursive character formulas given by Donkin (cf. [D1]) which can
be used to compute the characters of the line bundle cohomology groups. In the case where λ is a
p-regular weight and M = Hi(λ) 6= 0 for some i, these formulas are used to show that any pth root
of unity ζ is not a root of the generic dimension of M . To handle the case where λ is not p-regular,
we employ techniques similar to those used by Drupieski, Nakano and Parshall (cf. [DNP]) to show
that the module Hi(λ) is not projective over G1 whenever it is nonzero and λ lies outside of the
Steinberg block.
1. Introduction
1.1. Let G be a semisimple simply connected algebraic group over an algebraically closed field
k of charactersitic p > 0. It is well known that any finite dimensional B-module M induces a
vector bundle L (M) of rank m := dimkM on the flag manifold G/B. An important problem
in representation theory is to try to understand the structure of the sheaf cohomology groups
H i(M) := H i(G/B,L (M)) for any finite dimensional B-module M .
The most well studied case is when M = λ for λ ∈ X(T ). In particular, when λ ∈ X(T )+, we
know by Kempf’s vanishing theorem that H i(λ) = 0 for i > 0 and that the character of H0(λ) is
given by Weyl’s character formula (cf. [J, II.5]). For λ 6∈ X(T )+, the vanishing behavior of H1(λ)
has been completely determined by Andersen in [A2, Theorem 3.6]. For arbitrary λ ∈ X(T ),
little is known about the structure of the modules H i(λ). However, in [NPV, Theorem 6.2.1], the
support varieties VG1(H
0(λ)) were determined for all λ ∈ X(T )+ when the underlying field has
good characteristic.
In this paper we will determine VG1(H
i(λ)) for any i and λ ∈ X(T ) when G = SL3(k). The
technique will be to bound the order in which ψp(t) = 1+t+· · ·+tp−1 divides the generic dimension
dimtH
i(λ) ∈ Z[t, t−1] by using of the recursive character formulas given in [D1, Sections 4-6] for
the modules H i(λ).
The following theorem is the main result of this paper
Theorem 1.1.1. Let p be any prime and let G = SL3(k) where char(k) = p. If λ ∈ X(T ) is any
weight with w · λ ∈ X(T )+ for some w ∈W then
VG1(H
i(λ)) = VG1(H
0(w · λ))
provided that H i(λ) 6= 0.
The proof of this theorem will be broken up into several sections. In Section 2, we will define
the generic dimension of any rational T -module V and present some well known properties. The
support variety for any module over a finite k-group will be introduced in Section 3. Some general
results including Proposition 3.3.2, establishing the left inclusion of the main theorem stated above,
will also be presented.
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2 WILLIAM D. HARDESTY
The rest of the paper will deal with the right inclusion, which will require a great deal of
computation. The recursive character formulas mentioned above will be given in a correct, simplified
form in Section 4. We will employ these formulas to determine the support varieties for all p-regular
weights in Section 5, by transforming them into simpler recursive quantum dimension formulas
which are then shown to be non-vanishing (cf. Theorem 5.7.1). The case where p ≥ 3 and λ is
not p-regular is dealt with in Section 6 by proving that the modules H i(λ) are not projective over
G1 whenever λ lies outside of the Steinberg block (cf. Proposition 6.8.1). For clarity, a number of
the technical lemmas which are used to establish the subregular result have been shifted back to
Section 9.
In Section 7, we show that a simpler alternative technique can be used to compute the support
varieties for many types of weights. In particular, this technique will handle the p = 2 case of
Theorem 1.1.1. Thus the theorem will be verified for all primes p. Finally, in Section 8 we will
present an open conjecture regarding the case when G is any semisimple simply connected algebraic
group.
1.2. Notation. The root system of G with respect to a maximal torus T will be denoted by Φ,
and its basis will be denoted by Π = {α1, . . . , αn}. We shall denote by Φ+, the set of positive roots
with respect to Π. The Weyl group of Φ will be denoted by W = NG(T )/T and the affine Weyl
group will be denoted by Wp. The affine Weyl group can be expressed as
Wp = W n pZΦ.
We will denote by B ⊇ T the Borel subgroup induced by the negative roots −Φ+. The character
group of T will be denoted X(T ) = X(B). We define the formal character of a T -module V to be
chV =
∑
λ∈X(T )
(dimVλ) e(λ) ∈ Z[X(T )]
where Vλ = {v ∈ V | t · v = λ(t)v for all t ∈ T}. For each λ ∈ X(T ), we will identify λ = kλ
with the one dimensional B-module where b · 1 = λ(b)1 for any b ∈ B. The affine Weyl group acts
naturally on X(T ) by affine transformations, where each w ∈ Wp can be viewed as an operator
w : X(T )→ X(T ). This induces an action on the ring Z[X(T )] via w · e(λ) = e(w(λ)) for w ∈Wp
and λ ∈ X(T ). It is well known that the invariant ring Z[X(T )]W is isomorphic to the Grothendieck
ring for G (cf. [J, II.5]).
The set of dominant integral weights is given by
X(T )+ = {λ ∈ X(T ) | 〈λ, α∨〉 ≥ 0 for all α ∈ Π}.
For each r ≥ 1, we can define the set of p-restricted weights by
Xr(T ) = {λ ∈ X(T ) | 0 ≤ 〈λ, α∨〉 < pr for all α ∈ Π}.
Define ρ =
1
2
∑
α∈Φ
α and the Coxeter number h = max(ρ, α∨0 ) + 1 where α0 ∈ Φ is the maximal
short root if Φ is indecomposable, otherwise we take the maximum of the Coxeter numbers over
each irreducible component of Φ (cf. [J, II.6.2]). The affine Weyl group Wp also acts on X(T ) by
the dot action, which is given by
w · λ = w(λ+ ρ)− ρ.
Two weights λ, µ ∈ X(T ) are said to be linked if λ = w · µ for some w ∈ Wp. We call the weight
ξ = (p− 1)ρ the Steinberg weight, and we shall say that a weight λ ∈ X(T ) is in the Steinberg block
if λ = w · ξ for some w ∈Wp.
We also define the numbers dα = 〈α, α〉/〈α0, α0〉 for any α ∈ Φ so that if C = (〈αi, α∨j 〉) is the
Cartan matrix and di = dαi , then the matrix C · diag(d1, d2, . . . , dn) is symmetric.
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A prime p is called good for G if p > 2 when G has a component of type B,C or D; p > 3 when G
has a component of type G2, F4, E6 or E7 and p > 5 when G has component of type E8, otherwise
p is called bad.
Assuming that p is good, we define for each λ ∈ X(T ) the subroot system
Φλ = {α ∈ Φ | dα〈λ+ ρ, α∨〉 ∈ pZ}.
If |Φλ| = ∅, then λ is called regular (or p-regular), otherwise λ is called subregular. If any two
weights λ, µ are linked, then Φλ = w(Φµ) for some w ∈ W . It can be shown that λ is in the
Steinberg block if and only if Φλ = Φ. We also see that there is a subset I ⊂ Π and w ∈ W such
that w(Φλ) = ΦI where ΦI ⊂ Φ is the subroot system generated by I.
Let H be any algebraic group defined over k which has an Fp-structure, and let F : H → H
denote the geometric Frobenius endomorphism of H (cf. [J, I.9.2]). The Frobenius kernel is defined
as H1 = ker(F ). For any H-module V , let V
(1) be the H-module whose action is twisted by F so
that h ∈ H acts on V (1) as F (h) acts on V .
We will also define the endomorphism
(−)F : Z[X(T )]→ Z[X(T )]
e(λ) 7→ e(pλ)
For any T -module V that
chV (1) = (chV )F .
1.3. Acknowledgements. This paper is a part of the author’s PhD dissertation and he would like
thank his PhD thesis advisor, Daniel Nakano, for all of his consultation during this project. The
author also thanks Stephen Donkin, Henning Haahr Andersen, James Humphreys and others for
their feedback and suggestions. Additionally, the author appreciates the assistance of Jun Zhang
in verifying some of the identities.
2. The generic dimension of a module
2.1. For any λ ∈ X(T ), we can write λ =
n∑
i=1
niαi for some ni ∈ Q. If we now set
wht(λ) =
∑
dini ∈ Q,
it can be verified that
wht(λ) =
2〈λ, ρ〉
〈α0, α0〉 =
1
2
∑
α∈Φ+
dα〈λ, α∨〉 ∈ (1/2)Z,
and hence 2 wht(λ) ∈ Z. Thus, we can define the weighted height function
wht : X(T )→ (1/2)Z
λ 7→ wht(λ).
For any T -module V , define the generic dimension
dimt V =
∑
(dimVλ)t
−2 wht(λ) ∈ Z[t, t−1],
(cf. [NPV, Section 3.1.1]). Observe from the definition that dimV = dim1 V .
The generic dimensions of the induced modules are computed by Weyl’s generic dimension
formula
dimtH
0(λ) =
∏
α∈Φ+ t
dα(λ+ρ,α∨) − t−dα(λ+ρ,α∨)∏
α∈Φ+ tdα(ρ,α
∨) − t−dα(ρ,α∨)
(cf. [NPV, Section 3.1.2]).
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2.2. Properties of Generic Dimension. Define the ring homomorphism
ϕ : Z[X(T )]→ Z[t, t−1]
e(λ) 7→ t−2 wht(λ).
This homomorphism allows us to transfer many of the useful properties for characters to properties
for the generic dimension.
Proposition 2.2.1. Let V , W be X(T )-graded vector spaces. The following identities are satisfied
dimt(V ⊗W ) = dimt V · dimtW
dimt V
∗ = dimt−1 V
dimt V
(1) = dimtp(V ).
Proof. The characters satisfy analogous properties (cf. [J, I.2]) to those sketched above. Thus we
can apply ϕ to chV, chW, chV ∗ etc. to get the above identities. For example, the last identity
follows from the fact that wht(pλ) = pwht(λ) and hence ϕ(e(pλ)) = (tp)−2 wht(λ). 
We define the twisting endomorphism
(−)F : Z[t, t−1]→ Z[t, t−1]
t 7→ tp
which is compatible, under ϕ, with the endomorphism (−)F on Z[X(T )].
The following lemma regarding the derivative of the generic dimension will prove useful when
we calculate VG1(H
i(λ)) for λ subregular.
Lemma 2.2.2. Let G be a semisimple simply connected algebraic group over k, and let θ ∈
Z[X(T )]W . If f(t) = ϕ(θ) ∈ Z[t, t−1] denotes the specialization of θ to Z[t, t−1], then f ′(1) = 0.
Proof. For each λ ∈ X(T ), we define the orbit sum
s(λ) =
∑
w∈W
e(wλ) ∈ Z[X(T )]W .
The set of all s(λ) with λ ∈ X(T )+ form a basis for Z[X(T )]W . For any W invariant element θ,
we can always write θ =
∑
λ∈X(T )+
aλs(λ). Therefore, we can assume without loss of generality that
θ = s(λ) for some λ ∈ X(T )+. Thus
f(t) =
∑
w∈W
t−2 wht(wλ)
and
f ′(1) = −2
∑
w∈W
wht(wλ)
where if we write λ =
n∑
i=1
niαi, then wht(λ) =
∑
nidi, in particular, wht(αi) = di. Since the wht
map is linear for each w ∈W
wht(wλ) =
n∑
i=1
niwht(wαi).
This gives us
f ′(1) = −2
∑
w∈W
n∑
i=1
niwht(wαi).
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It now suffices to show that for any simple root α,∑
w∈W
wht(wα) = 0.
If we let W+α = {w ∈W | wα ∈ Φ+} and W−α = {w ∈W | wα ∈ Φ−}, then
W = W+α unionsqW−α .
Also, for each β ∈ Φ+, let sβ ∈W denote the reflection across the hyperplane orthogonal to β. We
can see that for w ∈W+α , (swαw)α = swα(wα) = −wα. Thus, the map
W+α →W−α
w 7→ swαw
is a bijection, whose inverse is given by
W−α →W+α
w 7→ swαw.
Therefore, ∑
w∈W
wht(wα) =
∑
w∈W+α
wht(wα) +
∑
w′∈W−α
wht(w′α)
=
∑
w∈W+α
(wht(wα) + wht((swαw)α))
=
∑
w∈W+α
(wht(wα) + wht(−wα))
= 0.

The following two corollaries are immediate.
Corollary 2.2.3. Let G be a semisimple algebraic group over k, and let θF ∈ Z[X(T )]W be arbi-
trary. If f(t) = ϕ(θF ) ∈ Z[t, t−1] denotes the specialization of θF , then for any pth root of unity ζ,
f ′(ζ) = 0.
Proof. If we let g(t) = ϕ(θ) so thatf(t) = g(tp), then by the chain rule f ′(ζ) = pζp−1g′(1) = 0. 
Corollary 2.2.4. For any G-module M with Frobenius twist M (1),
(dimtM
(1))′(ζ) = 0.
2.3. Quantum dimension. The notion of the quantum dimension of a module was first introduced
by Parshall-Wang (cf. [PW, Section 2]), where they applied it to the theory of support varieties
for quantum groups.
For any primitive pth root of unity ζ, let
evζ : Z[t, t
−1]→ Z[ζ]
f(t) 7→ f(ζ)
denote the evaluation map. Then evζ induces an isomorphism
Z[t, t−1]
ψp(t)Z[t, t−1]
∼= Z[ζ],
where ψp(t) = 1 + t · · ·+ tp−1 is the pth cyclotomic polynomial.
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For any T -module V , the quantum dimension of V is the evaluation
dimζ V = evζ(dimt V )
One can see that all of the properties for the generic dimension defined earlier carry over to the
quantum dimension. In particular, for any T -module V
dimζ V
(1) = dimζp V = dim1 V = dimV ∈ Z
so the quantum dimension of a twisted module V (1) is the same as its dimension as a vector space.
In general, for any f(t) ∈ Z[t, t−1], evζ(f(t)F ) = f(1) and hence ev1 = evζ ◦ (−)F .
3. Support varieties
3.1. Let H be a finite group scheme over k. We can form the cohomology variety VH = max(A)
where
A =

∞⊕
i=0
ExtiH(k, k) if p is even
∞⊕
i=0
Ext2iH(k, k) if p is odd.
It is well known that A is a commutative and finitely generated algebra (cf. [FS, Theorem 1.1]),
and hence VH is an affine k-variety. Now for any H-module M , the ring
∞⊕
i=0
ExtiH(M,M)
is naturally an A-module via the Yoneda action. The support variety
VH(M) := V (annA(Ext
∗
H(M,M))) ⊆ VH
is the zero locus of the annihilator ideal. Support varieties satisfy a number of useful identities.
Proposition 3.1.1. Let M1, M2, M3 be arbitrary H-modules then
(a) VH(M1 ⊕M2) = VH(M1) ∪ VH(M2)
(b) VH(M1 ⊗M2) = VH(M1) ∩ VH(M2)
(c) If 0→M1 →M2 →M3 → 0 is exact then
VH(Mi) ⊆ VH(Mj) ∪ VH(Mk)
where {i, j, k} = {1, 2, 3}.
Proof. See [FPe, Theorem 5.6]. 
3.2. Computing the dimensions of support varieties. If H is a finite group scheme over k
and M is any H-module, we define the complexity cH(M) of M to be the smallest integer d such
that if
· · · → P2 → P1 → P0 →M → 0
is a minimal projective resolution of M , then there exists C > 0 satisfying
dimk Pn ≤ C · nd−1
for all n ≥ 1. It is known that cH(M) = dimVH(M), the Krull dimension of VH(M) (cf. [FPe,
Proposition 5.6(7)]).
In the case where H = G1, one can relate the complexity of a G-module M , regarded as a
G1-module, to the divisibility of its generic dimension by ψp(t) = 1 + t+ · · ·+ tp−1. More precisely,
if p is good and ψp(t)
s - dimtM , then by [NPV, Theorem 3.4.1b]
cG1(M) ≥ |Φ| − d(Φ, p)− 2(s− 1)
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where
d(Φ, p) = |{α ∈ Φ | dα〈ρ, α∨〉 ∈ pZ}|.
In particular, if b = |Φ|−d(Φ, p)− cG1(M), then pb/2 - dimM . This follows by setting t = 1 and by
making the observation that dim1M = dimM and ψp(1) = p. Similar techniques were employed
in [UGA] to deal with the p-bad case.
3.3. General results on support varieties of G1-modules. By [SFB, Theorem 5.2], the vari-
eties VG1 and N1(G) are naturally homeomorphic, where
N1(G) = {x ∈ g := Lie(G) | x[p] = 0}
is the p-restricted nullcone. It is also known that for p ≥ h, N1(G) = N (G), where N (G) is the
nilpotent cone for G. Moreover, if p > h, then VG1 and N (G) are naturally isomorphic as varieties
(see [AJ, Corollary 3.7]). For simplicity, we will often denote N1 := N1(G) and N := N (G).
For each subset I ⊆ Π, let UI ⊆ G be the unipotent subgroup generated by the roots α ∈
(−Φ+)\ΦI as in [J, II.1.8]. We denote the corresponding Lie algebra by uI = Lie(UI). It follows
that G · uI ⊆ N is a closed subvariety whose dimension is given by
dimG · uI = |Φ| − |ΦI |.
Now fix any λ ∈ X(T )+ with w(Φλ) = ΦI for some w ∈W , then it was shown in [NPV, Section
7.4.1] that
VG1(L(λ)) ⊆ G · uI .
More generally, for any y ∈Wp with y · λ ∈ X(T )+
VG1(L(y · λ)) ⊆ G · uI .
Due to the lack of a suitable reference, the following lemma has been included.
Lemma 3.3.1. If M is a finite dimensional G-module such that every composition factor is of the
form L(y · λ) for some y ∈Wp, then VG1(M) ⊆ G · uI where w(Φλ) = ΦI for some w ∈W .
Proof. There exists a filtration
0 = M0 (M1 ( · · · (Mr = M
with Mi/Mi−1 ∼= L(yi · λ) for i = 1, . . . , r. This gives us exact sequences
0→Mi−1 →Mi → L(yi · λ)→ 0,
thus by Proposition 3.1.1 and the remark preceding this lemma
VG1(Mi) ⊆ VG1(Mi−1) ∪G · uI .
The result now follows from induction on i.

Next we state a result which generalizes [NPV, Theorem 6.2.1].
Proposition 3.3.2. Let λ ∈ X(T ) be any weight with w(Φλ) = ΦI for some w ∈ W , and suppose⊕
i≥0
H i(λ) 6= 0, then there exists j ≥ 0 such that
VG1(H
j(λ)) = G · uI .
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Proof. By the Strong Linkage Principle (cf. [J, Proposition II.6.13]), every composition factor of
H i(λ) is of the form L(y · λ) where y · λ ∈ X(T )+ and y ∈Wp. It follows from Lemma 3.3.1 that
VG1(H
i(λ)) ⊆ G · uI
for each i ≥ 0. The (generic) Euler characteristic
Dt(λ) =
∑
i≥0
(−1)idimtH i(λ)
is given by Weyl’s generic dimension formula. One can then verify that s =
1
2
(|ΦI |−d(Φ, p)) is the
multiplicity of ψp(t) as a divisor of Dt(λ).
Now suppose that for all i, VG1(H
i(λ)) ( G · uI . This would imply that ψp(t)s+1 | dimtH i(λ)
for all i and hence ψp(t)
s+1 | Dt(λ), a contradiction. 
It may also be useful to mention that in [DNP, Theorem 3.3] the support varieties VG1(L(λ))
were determined for all the simple modules L(λ) whenever the Lusztig conjecture holds. Recently
some work has been done in studying the varieties VGr(L(λ)) for λ ∈ Xr(T ) (cf. [S]).
4. Character formulas for line bundle cohomology groups when G = SL3(k)
4.1. From now on we shall assume that G = SL3(k). In this section we will present recursive
character formulas for the sheaf cohomology groups H i(λ) where λ ∈ X(T ) is any weight. If we
apply the map
ϕ : Z[X(T )]→ Z[t, t−1]
defined in Section 2 to the character formulas, we will also get recursive expressions for the generic
dimensions of the modules H i(λ). The generic dimension formulas will be used in Sections 5, 6 to
determine the multiplicity of ψp(t) as a factor of dimtH
i(λ). Therefore, by the results of Section 3,
we will be able to compute dimVG1(H
i(λ)).
We begin by introducing some additional notation. Let Φ be the root system of type A2 with basis
Π = {α, β} and let ωα, ωβ be the corresponding fundamental weights. The weights in X(T ) ∼= Z2
will be given by coordinates (r, s) = rωα + sωβ, for example, α = (2,−1) and β = (−1, 2). Finally,
we define the fundamental line to be the collection of all weights of the form (r,−r − 1) for r ∈ Z.
In other words, it is unique line in X(T ) which passes through the points wα − ρ = (0,−1) and
wβ − ρ = (−1, 0).
Let N(α) and N(β) be the two unique indecomposable B-modules such that
chN(α) = e(−α) + e(0)
chN(β) = e(−β) + e(0).
For any weight (r, s) ∈ X(T ), let
χp(r, s) = chL(r, s)
χi(r, s) = chH i(r, s)
χiα(r, s) = chH
i(N(α)⊗ (r, s))
χiβ(r, s) = chH
i(N(β)⊗ (r, s)).
The ordinary dimensions are denoted by
δp(r, s) = dimL(r, s)
δi(r, s) = dimH i(r, s)
δiα(r, s) = dimH
i(N(α)⊗ (r, s))
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δiβ(r, s) = dimH
i(N(β)⊗ (r, s)).
Similarly, we denote the generic dimensions by
Dp(r, s) = dimt L(r, s)
Dit(r, s) = dimtH
i(r, s)
Diα,t(r, s) = dimtH
i(N(α)⊗ (r, s))
Diβ,t(r, s) = dimtH
i(N(β)⊗ (r, s)).
In [D1, Lemma 2.1], expansions of χi(r, s), χiα(r, s) and χ
i
β(r, s) are expressed in terms of the
infinitesimal invariants of certain modules, which are computed in [D1, Sections 2.2-2.5]. With
these calculations in hand, one can immediately derive recursive expansion formulas, which we will
present in the next subsection.
Remark 4.1.1. Recursive formulas are also given in [D1, Sections 4-6], but these formulas contain
numerous typographical errors, and fail to agree with the calculations in [D1, Sections 2.2-2.5]. The
formulas given below were obtained by imitating Donkin’s proofs, but with greater care in avoiding
typos. The references to the corresponding formulas in [D1] are also stated.
4.2. We begin with the case when λ = (a+pr, b+ps) is a regular weight. The following proposition
is a combination of [D1, Lemma 5.5 and Proposition 6.2].
Proposition 4.2.1. Let p ≥ 3, and let λ = (a + pr, b + ps), with (a, b) ∈ X1(T ), be an arbitrary
regular weight, then if a+ b < p− 2
χi(a+ pr, b+ ps) = χp(a, b)χ
i(r, s)F + [χp(p− 2− b, p− 2− a) + χp(a, b)]χi(r − 1, s− 1)F
+ χp(a+ b+ 1, p− 2− b)χi(r, s− 1)F + χp(p− 2− a, a+ b+ 1)χi(r − 1, s)F
+ χp(b, p− 3− a− b)χiα(r, s− 1)F + χp(p− 3− a− b, a)χiβ(r − 1, s)F .
If a+ b > p− 2, then
χi(a+ pr, b+ ps) = [χp(a, b) + χp(p− 2− b, p− 2− a)]χi(r, s)F
+ χp(p− 2− b, p− 2− a)χi(r − 1, s− 1)F
+ χp(2p− 3− a− b, a)χi(r, s− 1)F + χp(b, 2p− 3− a− b)χi(r − 1, s)F
+ χp(a+ b− p+ 1, p− 2− b)χiα(r + 1, s− 1)F
+ χp(p− 2− a, a+ b− p+ 1)χiβ(r − 1, s+ 1)F .
Likewise, we get recursive formulas for the N(α)⊗λ bundles when λ is regular (cf. [D1, Lemma
5.2.6 and Lemma 6.4.3]).
Proposition 4.2.2. Let p ≥ 3 and (a, b) ∈ X1(T ), then if a 6= 0
χiα(a+ pr, b+ ps) = χ
i(a+ pr, b+ pr) + χi(a− 2 + pr, b+ 1 + ps)
otherwise, when a = 0
χiα(pr, b+ ps) = 2χp(p− 2− b, p− 2)χi(r − 1, s− 1)F + 2χp(b, p− 3− b)χiα(r, s− 1)F
+ χp(p− 3− b, 0)[χi(r − 1, s) + χ(0, 1)χi(r − 1, s− 1)]F
+ 2χp(p− 2, b+ 1)χi(r − 1, s)F
+ χp(b+ 1, p− 2− b)χiα(r, s− 1)F + χp(0, b)[χi(r − 1, s− 1) + χi(r − 1, s)]F .
Now we consider the case where λ is subregular. The following is a combination of [D1, Lemma
4.2.1, Lemma 5.3.5 and Lemma 6.1.3].
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Proposition 4.2.3. Let p ≥ 2 and 0 ≤ a < p− 1. Then
χi(p− 1 + pr, a+ ps) = χ(p− 1, a)χi(r, s)F + χ(p− 2− a, p− 1)χi(r, s− 1)F
+ χ(a, p− 2− a)χiα(r + 1, s− 1)F
χi(p− 2− a+ pr, p− 1 + ps) = χ(p− 2− a, p− 1)χi(r, s)F + χ(p− 1, a)χi(r − 1, s)F+
+ χi(a, p− 2− a)χiβ(r − 1, s+ 1)F
χi(a+ pr, p− 2− a+ ps) = χ(a, p− 2− a)χi(r, s)F + χ(p− 1, a)χi(r, s− 1)F
+ χ(p− 2− a, p− 1)χi(r − 1, s)F + χ(a, p− 2− a)χi(r − 1, s− 1)F .
The character formulas for the N(α) ⊗ λ bundles when λ is subregular are now given (cf. [D1,
Lemma 4.2.2, Lemma 5.3.6 and Lemma 6.3.1]). However, in [D1, Lemma 6.3.1], the formula for
χiα(pr, p− 1 + ps) was accidentally omitted.
Proposition 4.2.4. Let p ≥ 2. For 0 ≤ a < p− 1,
χiα(p− 1 + pr, a+ ps) = χi(p− 1 + pr, a+ ps) + χi(p− 3 + pr, a+ 1 + ps).
For 0 ≤ a < p− 2,
χiα(p− 2− a+ pr, p− 1 + ps) = χi(p− 2− a+ pr, p− 1 + ps) + χi(p− 4− a+ pr, p(s+ 1))
and when a = p− 2,
χiα(pr, p− 1 + ps) = 2χ(p− 1, p− 2)χi(r − 1, s)F + χ(p− 2, 0)[χi(r − 1, s+ 1) + χ(0, 1)χi(r − 1, s)]F
+ χ(0, p− 1)χiα(r, s)F .
For 0 < a ≤ p− 2,
χiα(a+ pr, p− 2− a+ ps) = χi(a+ pr, p− 2− a+ ps) + χi(a− 2 + pr, p− 1− a+ ps)
and when a = 0,
χiα(pr, p− 2 + ps) = χ(0, p− 2)[χ(1, 0)χi(r − 1, s) + χi(r − 1, s− 1)]F + χ(p− 1, 0)χiα(r, s− 1)F
+ 2χ(p− 2, p− 1)χi(r − 1, s)F .
Finally, by the Andersen-Haboush identity (cf. [J, Proposition II.3.19]), we can consider the case
when λ is in the Steinberg block.
Proposition 4.2.5. For p ≥ 2,
χi(p− 1 + pr, p− 1 + ps) = p3χi(r, s)
and
χiα(p− 1 + pr, p− 1 + ps) = χi(p− 1 + pr, p− 1 + ps) + χi(p− 3 + pr, p(s+ 1)).
4.3. For any (r, s) ∈ X(T ),
χiβ(r, s) = χ
i
α(s, r)
τ
where the ring automorphism (·)τ : Z[X(T )]→ Z[X(T )] given by e(r, s) 7→ e(s, r) is induced by the
involutary automorphism τ : G→ G (cf. [D1, 2.5] or σ in [J, II.2.13] for a more general discussion).
By applying τ to the above formulas for the N(α)-bundles we get recursive expansion formulas for
χiβ(λ) for all λ ∈ X(T ).
SUPPORT VARIETIES OF LINE BUNDLE COHOMOLOGY GROUPS FOR SL3(k) 11
5. Calculations for regular weights
5.1. In this section we will show that if λ ∈ X(T ) is any regular weight such that for some i ≥ 0
H i(λ) 6= 0, then VG1(H i(λ)) = N , the nilpotent cone. The case in which L(λ) has just one non-
vanishing cohomology group follows immediately from Proposition 3.3.2. To deal with the case in
which L(λ) has multiple non-vanishing cohomology groups, we will need to employ the recursive
character formulas given in Section 4. They will be used to show that the quantum dimension
dimζ H
i(λ) 6= 0. Together with the results presented in Section 3, it will follow that
dimVG1(H
i(λ)) = |Φ| = dimN .
In addition, since N = G · u is an irreducible variety, the non-vanishing of the quantum dimension
will imply that VG1(H
i(λ)) = N . Therefore, the rest of this section will be devoted to showing that
Diζ(r, s) := dimζ(H
i(r, s)) 6= 0
whenever (r, s) ∈ X(T ) is regular and has multiple non-vanishing cohomology groups.
By specializing the formulas given in Proposition 4.2.1 to the quantum dimension, we get the
following proposition.
Proposition 5.1.1. For any p ≥ 3 and (a, b) ∈ X1(T ) with a+ b < p− 2,
Diζ(a+ pr, b+ ps) = D
0
ζ (a, b)[δ
i(r, s)− δi(r − 1, s− 1)− 2δi(r, s− 1)− 2δi(r − 1, s)
+ δiα(r, s− 1) + δiβ(r − 1, s)].
If a+ b > p− 2,
Diζ(a+ pr, b+ ps) = −D0ζ (a, b)[−δi(r, s) + δi(r − 1, s− 1)− 2δi(r, s− 1)− 2δi(r − 1, s)
+ δiα(r + 1, s− 1) + δiβ(r − 1, s+ 1)].
As a result, we can see that the quantum dimensions are really determined by the integers
(5.1.2)
Si(r, s) = δi(r, s)− δi(r − 1, s− 1)− 2δi(r, s− 1)− 2δi(r − 1, s)
+ δiα(r, s− 1) + δiβ(r − 1, s)
T i(r, s) = −δi(r, s) + δi(r − 1, s− 1)− 2δi(r, s− 1)− 2δi(r − 1, s)
+ δiα(r + 1, s− 1) + δiβ(r − 1, s+ 1).
One can verify that D0ζ (0, 0) = 1 and D
0
ζ (p− 2, p− 2) = −1, thus, for any (r, s) ∈ X(T )
Si(r, s) = Di(pr, ps)
T i(r, s) = Di(p− 2 + pr, p− 2 + ps).
Therefore, by calculating the integers Si(r, s) and T i(r, s), we will determine Diζ(a+ pr, b+ ps) for
all (a, b) ∈ X1(T ). It will be sufficient to calculate the integers Si(r, s) and T i(r, s).
Remark 5.1.3. Figure 5.1 graphically depicts certain values of S1(r, s) and T 1(r, s) when p = 5.
The apparent symmetry of the numbers appearing in the figure suggests that S1(r, s) and T 1(r, s)
may be given by simpler recursive formulas.
5.2. Our strategy begins by writing (r, s) = (x+pr0, y+ps0) for some (x, y) ∈ X1(T ), which gives
us
Si(r, s) = δi(x+ pr0, y + ps0)− δi(x− 1 + pr0, y − 1 + ps0)− 2δi(x+ pr0, y − 1 + ps0)
− 2δi(x− 1 + pr0, y + ps0) + δiα(x+ pr0, y − 1 + ps0) + δiβ(x− 1 + pr0, y + ps0)
T i(r, s) = −δi(x+ pr0, y + ps0) + δi(x− 1 + pr0, y − 1 + ps0)− 2δi(x+ pr0, y − 1 + ps0)
− 2δi(x− 1 + pr0, y + ps0) + δiα(x+ 1 + pr0, y − 1 + ps0) + δiβ(x− 1 + pr0, y + 1 + ps0).
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Figure 1. This is a picture of the weight lattice for SL3(k) when p = 5. The
shaded regions consist of the weights that have multiple non-vanishing cohomology
groups (see also [A2, Fig.1.]). For certain weights (r, s) ∈ X(T ), the value of S1(r, s)
has been placed at the point (5r, 5s) and the value of T 1(r, s) has been placed at the
point (3 + 5r, 3 + 5s). For instance, the numbers S1(3,−4) = 6 and T 1(3,−4) = 7
are labeled at the points (15,−20) and (18,−17) (the bottom and top of the green
“diamond”) respectively.
We then replace each of the δi terms above with the expansion formulas from Section 4 so that
the formulas for Si(r, s) and T i(r, s) will only involve weights near (r0, s0). By grouping the terms
together, we will build simpler expressions.
Observe that for each (x, y) ∈ X1(T ), the choice of the formulas to substitute into (5.1.2) will
vary. So the first step is to explicitly divide X1(T ) into several subsets which will cover all the
different types of possible substitutions. We then enumerate across every such subset to check all
possibilities.
5.3. The next proposition will give recursive formulas for Si(r, s) and T i(r, s) when
(r, s) = (x+ pr0, y + ps0)
and x+ y < p− 1.
Proposition 5.3.1. For any weight (r, s) = (x + pr0, y + ps0) with 0 ≤ x, y, x + y < p − 1 and
(r0, s0) ∈ X(T )
Si(r, s) = Si(r0, s0)
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T i(r, s) = −Si(r0, s0).
Proof. The technique that we will use to verify the above identities is described in the remarks
preceding this proposition. Namely, for each (x, y) ∈ X1(T ) with x + y < p − 1, we will have to
expand the formulas in (5.1.2) by substituting in the recursive expansions for each dimension. It
can be verified that there are only 14 cases for (x, y) where in each case we will choose different
formulas to substitute into the equations. The cases are
Case 1: (x, y) = (0, 0),
Case 2: (x, y) = (1, 0),
Case 3: (x, y) = (a, 0) where 2 ≤ a < p− 2,
Case 4: (x, y) = (0, 1),
Case 5: (x, y) = (0, b) where 2 ≤ b < p− 2,
Case 6: (x, y) = (1, 1),
Case 7: (x, y) = (a, 1) where 2 ≤ a < p− 3,
Case 8: (x, y) = (1, b) where 2 ≤ b < p− 3,
Case 9: (x, y) = (a, b) where 2 ≤ a, b and a+ b < p− 2,
Case 10: (x, y) = (0, p− 2),
Case 11: (x, y) = (1, p− 3),
Case 12: (x, y) = (a, p− 2− a) where 2 ≤ a < p− 3,
Case 13: (x, y) = (p− 3, 1),
Case 14: (x, y) = (p− 2, 0).
To better illustrate this method, we will demonstrate how to verify the first case. From above
we see that in Case 1 (x, y) = (0, 0) and so (r, s) = (pr0, ps0), thus
δi(r, s) = δi(pr0, ps0)
= δp(0, 0)δ
i(r0, s0) + [δp(p− 2, p− 2) + δp(0, 0)]δi(r0 − 1, s0 − 1)
+ δp(1, p− 2)δi(r0, s0 − 1) + δp(p− 2, 1)δi(r0 − 1, s0)
+ δp(0, p− 3)δiα(r0, s0 − 1) + δp(p− 3, 0)δiβ(r0 − 1, s0)
δi(r − 1, s− 1) = δi(p− 1 + p(r0 − 1), p− 1 + p(s0 − 1)) = p3δi(r0 − 1, s0 − 1)
δi(r, s− 1) = δi(pr0, p− 1 + p(s0 − 1))
= δp(0, p− 1)δi(r0, s0 − 1) + δp(p− 1, p− 2)δi(r0 − 1, s0 − 1)
+ δp(p− 2, 0)δiβ(r0 − 1, s0)
δi(r − 1, s) = δi(p− 1 + p(r0 − 1), ps0)
= δp(p− 1, 0)δi(r0 − 1, s0) + δp(p− 2, p− 1)δi(r0 − 1, s0 − 1)
+ δp(0, p− 2)δiα(r0, s0 − 1)
δiα(r, s− 1) = δiα(pr0, p− 1 + p(s0 − 1))
= 2δp(p− 1, p− 2)δi(r0 − 1, s0 − 1)+
δp(p− 2, 0)[δi(r0 − 1, s0) + δp(0, 1)δi(r0 − 1, s0 − 1)]
+ δp(0, p− 1)δiα(r0, s0 − 1)
δiβ(r − 1, s) = δiβ(p− 1 + p(r0 − 1), ps0)
= 2δp(p− 1, p− 2)δi(r0 − 1, s0 − 1)
+ δp(p− 2, 0)[δi(r0, s0 − 1) + δp(0, 1)δi(r0 − 1, s0 − 1)]
+ δp(0, p− 1)δiβ(r0 − 1, s0)
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δiα(r + 1, s− 1) = δiα(1 + pr0, p− 1 + p(s0 − 1))
= δi(1 + pr0, p− 1 + p(s0 − 1)) + δi(p− 1 + p(r0 − 1), ps0)
δiβ(r − 1, s+ 1) = δiβ(p− 1 + p(r0 − 1), 1 + ps0)
= δi(p− 1 + p(r0 − 1), 1 + ps0) + δi(pr0, p− 1 + ps0).
Substituting this into (5.1.2) and simplifying we can see that Si(r, s) = Si(r0, s0) and T
i(r, s) =
−Si(r0, s0). By repeating this computation for Cases 2-14, one can verify that the same recursive
identity holds, proving the identity stated in hypothesis. 
5.4. The following proposition gives similar formulas for Si(r, s) and T i(r, s) whenever (r, s) =
(x+ pr0, y + ps0) with x+ y > p− 1.
Proposition 5.4.1. For any weight (r, s) = (x + pr0, y + ps0) with (r0, s0) ∈ X(T ), 0 ≤ x, y and
x+ y > p− 1.
Si(r, s) = −T i(r0, s0)
T i(r, s) = T i(r0, s0).
Proof. As in the proof of Proposition 5.3.1, we can break this up into a number of distinct cases
Case 1: (x, y) = (1, p− 1),
Case 2: (x, y) = (p− 1, 1),
Case 3: (x, y) = (2, p− 2),
Case 4: (x, y) = (p− 2, 2),
Case 5: (x, y) = (a, p− a) where 3 ≤ a ≤ p− 3,
Case 6: (x, y) = (a, p− 1) where 3 ≤ a ≤ p− 2,
Case 7: (x, y) = (p− 1, a) where 3 ≤ a ≤ p− 2,
Case 8: (x, y) = (a, p− 2) where 3 ≤ a ≤ p− 3,
Case 9: (x, y) = (p− 2, a) where 3 ≤ a ≤ p− 3,
Case 10: (x, y) = (p− 2, p− 2),
Case 11: (x, y) = (a, b) where a, b ≤ p− 3 and a+ b ≥ p+ 1,
Case 12: (x, y) = (p− 1, p− 1).
First, we say that the module H i(λ⊗N(α)) is split if χiα(λ) = χi(λ) + χi(λ− α).
Now to illustrate how this theorem is proven, lets begin by considering Case 1. In this instance,
(r, s), (r − 1, s) and (r − 1, s− 1) are subregular and H i((r − 1, s+ 1)⊗N(β)) is non-split, yet in
Case 3, (r − 1, s + 1) and (r − 1, s − 1) are subregular. In Case 5, (r − 1, s − 1) is subregular. In
Case 6, we see that (r, s) and (r − 1, s) are subregular and H i((r − 1, s + 1) ⊗N(β)) is non split.
In Case 8, we observe that (r − 1, s + 1) is subregular. In Case 10, we see that(r − 1, s + 1) and
(r + 1, s− 1) are subregular. In Case 11, all weights are regular and all bundles split and in Case
12, (r, s) is in the Steinberg block. 
Now we just have to consider weights of the form (r, s) = (x+ pr0, y+ ps0) where x+ y = p− 1.
In this case, the new recursive formulas will also involve the terms
(5.4.2)
φi(r, s) := −δi(r, s− 1)− 3δi(r − 1, s) + δiα(r, s− 1) + δiβ(r − 1, s+ 1)
ψi(r, s) := −δi(r − 1, s)− 3δi(r, s− 1) + δiβ(r − 1, s) + δiα(r + 1, s− 1).
The following identities can be verified
(5.4.3)
φi(r, s) = ψi(s, r)
φi(r, s) + ψi(r, s) = Si(r, s) + T i(r, s).
Now we can state the following result.
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Proposition 5.4.4. For any weight (r, s) = (x+ pr0, y + ps0) with (r0, s0) ∈ X(T ), 0 ≤ x ≤ p− 1
and y = p− 1− x,
Si(r, s) = Si(r0, s0) +
1
2
x(x+ 1)[φi(r0, s0) + ψ
i(r0, s0)] +
1
2
p(p− 1− 2x)φi(r0, s0)
= Si(r0, s0) +
1
2
y(y + 1)[φi(r0, s0) + ψ
i(r0, s0)] +
1
2
p(p− 1− 2y)ψi(r0, s0)
T i(r, s) = T i(r0, s0) +
1
2
x(x+ 1)[φi(r0, s0) + ψ
i(r0, s0)] +
1
2
p(p− 1− 2x)φi(r0, s0)
= T i(r0, s0) +
1
2
y(y + 1)[φi(r0, s0) + ψ
i(r0, s0)] +
1
2
p(p− 1− 2y)ψi(r0, s0).
Proof. The proof is similar to that of the previous two propositions. As before we must consider
several different cases for 0 ≤ x ≤ p − 1 which determine the formulas that are substituted into
(5.1.2) when (x, y) = (x, p− 1− x). In this instance, there are the five distinct cases
Case 1: x = 0,
Case 2: x = 1,
Case 3: 2 ≤ x ≤ p− 3,
Case 4: x = p− 2,
Case 5: x = p− 1.
The identities can be verified by checking each case and using (5.4.3) when necessary. 
5.5. Finally, we will present recursive formulas for φi(r, s) and ψi(r, s).
Proposition 5.5.1. Let (r, s) = (x + pr0, y + ps0) with (x, y) ∈ X1(T ) and (r0, s0) ∈ X(T ), then
if (x, y) = (x, p− 1− x),
φi(r, s) =
1
2
[p(p+ 1− 2x) + x(x− 1)]φi(r0, s0) + 1
2
x(x− 1)ψi(r0, s0)
=
1
2
x(x− 1)[φi(r0, s0) + ψi(r0, s0)] + 1
2
p(p+ 1− 2x)φi(r0, s0)
ψi(r, s) =
1
2
[p(p+ 1− 2(p− 1− x)) + (p− 1− x)(p− 2− x)]ψi(r0, s0)
+
1
2
(p− 1− x)(p− 2− x)φi(r0, s0)
=
1
2
y(y − 1)[φi(r0, s0) + ψi(r0, s0)] + 1
2
p(p+ 1− 2y)ψi(r0, s0),
otherwise,
φi(r, s) = ψi(r, s) = 0.
Proof. The proof of this proposition is similar to that of the earlier propositions. 
5.6. Now that we have established our formulas, we can proceed with the proof of the non-vanishing
result for the quantum dimension.
Lemma 5.6.1. Let (r, s) = (x+ pr0, y + ps0). If φ
i(r0, s0) ≥ 0 and ψi(r0, s0) ≥ 0, then
φi(r, s) ≥ φi(r0, s0) ≥ 0,
ψi(r, s) ≥ ψi(r0, s0) ≥ 0.
Proof. If x + y 6= p − 1, then φi(r, s) = ψi(r, s) = 0 by Proposition 5.5.1, so the result is trivial.
Now assume that y = p− 1− x, by Proposition 5.5.1, we get
φi(r, s) =
1
2
[p(p+ 1− 2x) + x(x− 1)]φi(r0, s0) + 1
2
x(x− 1)ψi(r0, s0).
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Thus it is sufficient to show that
f(x, p) =
1
2
[p(p+ 1− 2x) + x(x− 1)] ≥ 0.
This follows from a simple analytic argument: if we treat p > 0 as a constant and regard f(x, p)
as a function for all x ∈ R, then it can be shown that f(x, p) ≥ −1/4 for all x ∈ R. In particular,
since f(x, p) ∈ Z whenever x ∈ Z, we have that f(x, p) ≥ 0 for all x ∈ Z. 
The following two lemmas will allow us to reduce the proof of the non-vanishing result to the
case where (r, s) lies on the fundamental line.
Lemma 5.6.2. If (r, s) = (a+ pr0, b+ ps0) with r0 + s0 6= −1, then
T i(r, s) = T i(r0, s0)
Si(r, s) = Si(r0, s0).
Proof. Since (r0, s0) is not a fundamental line weight, we know that φ
i(r0, s0) = 0 = ψ
i(r0, s0) and
that Si(r0, s0) = −T i(r0, s0). Thus if a+ b > p− 1, by Proposition 5.3.1, we get
T i(r, s) = T i(r0, s0)
Si(r, s) = −T i(r0, s0) = Si(r0, s0).
In addition, since φi(r0, s0) = 0 = ψ
i(r0, s0), by Proposition 5.4.4, when a+ b = p− 1,
T i(r, s) = T i(r0, s0)
Si(r, s) = Si(r0, s0).
Similarly, when a+ b < p− 1, we get
T i(r, s) = −Si(r0, s0) = T i(r0, s0)
Si(r, s) = Si(r0, s0).

First, we observe that for any weight (r, s) which satisfies (r+1)(s+1) ≤ 0 (i.e. if (r, s) is neither
dominant nor anti-dominant), can be written as
(5.6.3) (r, s) = (x, y) + pk(r0, s0),
where
(x, y) =
k−1∑
i=0
pi(ai, bi),
r0 + s0 = −1, and each (ai, bi) ∈ X1(T ). We can see that r + s = −1 if and only if ai + bi = p− 1
for all i = 0, . . . , k − 1. Moreover, if r + s 6= −1, then we can assume that ak−1 + bk−1 6= p− 1.
Remark 5.6.4. To see why the last statement is true, first we observe that if r+ s 6= −1, then there
must exist an integer 1 ≤ j ≤ k such that aj−1 + bj−1 6= p− 1 and ai + bi = p− 1 for all i ≥ j. Now
set
(r1, s1) =
k−1∑
i=j
pi−j(ai, bi)
+ pk−j(r0, s0)
and let
(x′, y′) =
j−1∑
i=0
pi(ai, bi).
Then we can write (r, s) = (x′, y′) + pj(r1, s1) where aj−1 + bj−1 6= 1 and r1 + s1 = −1.
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Using these p-adic expansions, we can state the following lemma which, as we will soon show,
reduces the problem of determining where Si(r, s) 6= 0, T i(r, s) 6= 0 for arbitrary weights to only
having to consider the weights which lie on the fundamental line.
Lemma 5.6.5. Let (r, s) be a weight which satisfies (r+ 1)(s+ 1) ≤ 0 and r+ s 6= −1, so that we
can write (r, s) = (x, y)+pk(r0, s0) with (x, y) as in (5.6.3) and ak−1 +bk−1 = −1. If x+y > pk−1,
then
T i(r, s) = T i(r0, s0)
Si(r, s) = −T i(r0, s0)
and when x+ y < pk − 1,
T i(r, s) = −Si(r0, s0)
Si(r, s) = Si(r0, s0).
Proof. Notice that when k = 1, (r, s) = (a, b) + p(r0, s0), in which case the identities follow imme-
diately from Propositions 5.3.1 and 5.4.1. Next we proceed by induction on k. First we consider
the case when x+ y < pk − 1. This implies that ak−1 + bk−1 ≤ p− 1. However, by assumption we
know that ak−1 + bk−1 6= p− 1, and thus
ak−1 + bk−1 < p− 1.
Suppose now that the above formulas hold whenever (r, s) = (x, y) + pk(r0, s0). Thus, for some
arbitrary (a, b) ∈ X1(T ) we consider (x′, y′) = (a, b) + p(x, y) and (r′, s′) = (x′, y′) + pk+1(r0, s0),
then we can see that
(r′, s′) = (a, b) + p(r, s).
Since r + s 6= −1, then by Lemma 5.6.2 we get
T i(r′, s′) = T i(r, s) = −Si(r0, s0)
Si(r′, s′) = Si(r, s) = Si(r0, s0).
Therefore, the identity follows by induction. The case where x+ y > pk − 1 is proved in a similar
way. 
5.7. Before we state the main result of this section, we will recall [A2, Theorem 3.6] which states
that δi(r, s) 6= 0 for i = 1, 2 with r ≥ s if and only if (r, s) = (a, b) + pn(t,−t − 1) for some
1 ≤ t ≤ p− 1, n ≥ 1 and 0 ≤ a, b ≤ pn − 2. These weights occur inside the interiors of the shaded
regions depicted in Figure 5.1 when p = 5 and n = 1, 2.
Theorem 5.7.1. Assume that p ≥ 3 and let (r, s) ∈ X(T ) be a regular weight such that δi(r, s) =
dimH i(r, s) 6= 0 for i = 1, 2. Then Diζ(r, s) = dimζ H i(r, s) 6= 0 for i = 1, 2.
Proof. Let (r′, s′) ∈ X(T ) be any weight satisfying δi(r′, s′) 6= 0 for i = 1, 2. By Proposition 5.1.1,
we may assume that (r′, s′) = (pr, ps) or (r′, s′) = (p− 2 + pr, p− 2 + ps) where
Diζ(pr, ps) = S
i(r, s)
Diζ(p− 2 + pr, p− 2 + ps) = T i(r, s).
By applying τ as in Section 4.3, we can see that Diζ(r
′, s′) = Diζ(s
′, r′), thus we may assume r′ ≥ s′.
From the discussion immediately preceding this theorem, it follows that
(r′, s′) = (a′, b′) + pn+1(t,−t− 1)
for some 1 ≤ t ≤ p− 1, n ≥ 0 and 0 ≤ a′, b′ ≤ pn+1 − 2. Thus,
(5.7.2) (r, s) = (a, b) + pn(t,−t− 1)
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for some (a, b) ∈ Xn(T ), where we define X0(T ) := {(0, 0)}.
So the problem reduces to showing that Si(r, s) 6= 0 and T i(r, s) 6= 0 for i = 1, 2 whenever (r, s)
is as in (5.7.2). Now since (r + 1)(s+ 1) ≤ 0, then for some 0 ≤ k ≤ n, we can write
(r, s) = (x, y) + pk(r0, s0)
as in (5.6.3). It follows that
{|Si(r0, s0)|, |T i(r0, s0)|} = {|Si(r, s)|, |T i(r, s)|}
for i = 1, 2. So without loss of generality, we can assume that r + s = −1, or equivalently,
(r, s) = (r,−r − 1)
for some r ∈ Z. Furthermore, since Si(r, s) = Si(s, r) and T i(r, s) = T i(s, r), then by Serre Duality
we get S2(r,−r−1) = T 1(r,−r−1). It suffices to show S1(r,−r−1) 6= 0 and T 1(r,−r−1) 6= 0 for
any r ≥ 1. By using Weyl’s character formula (see [J, Proposition II.5.10])) and the above Serre
duality statement, it can be verified that
T 1(r,−r − 1)− S1(r,−r − 1) = 1.
If we assume that either S1(r,−r − 1) = 0 or T 1(r,−r − 1) = 0, then
T 1(r,−r − 1) = 1 + S1(r,−r − 1)
implies that
S1(r,−r − 1) = 0 ⇐⇒ T 1(r,−r − 1) = 1
and
T 1(r,−r − 1) = 0 ⇐⇒ S1(r,−r − 1) = −1.
It follows that in either case we would have
S1(r,−r − 1) + T 1(r,−r − 1) ≤ 1
and hence
φ1(r,−r − 1) + ψ1(r,−r − 1) = S1(r,−r − 1) + T 1(r,−r − 1) ≤ 1.
However, by direct computation we can see that when (r,−r−1) = (t,−t−1) with 1 ≤ t ≤ p−1,
S1(t,−t− 1) + T 1(t,−t− 1) = t2 + t+ 1 > 1.
Thus, for any (r,−r − 1) = (a + pnt, pn − 1 − a + pn(−t − 1)) with 0 ≤ a ≤ pn − 1, it follows
inductively from Lemma 5.6.1 that
S1(r,−r − 1) + T 1(r,−r − 1) > 1.
Which gives a contradiction. Therefore, both S1(r,−r − 1) > 0 and T 1(r,−r − 1) > 0 for all
r ≥ 1. 
6. Calculations for subregular weights
6.1. In this section, we will show in Proposition 6.8.1 that if char(k) = p ≥ 3 is arbitrary and
λ ∈ X(T ) is any weight with H i(λ) 6= 0 for some i ≥ 0 , then H i(λ)|G1 is not projective if and
only if λ does not lie in the Steinberg block. As we shall see, this fact, combined with the structure
of the G-orbit closures on N and Theorem 5.7.1, will uniquely determine the support varieties
VG1(H
i(λ)) for any weight.
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6.2. Nilpotent orbits for G = SL3(k). By nilpotent orbit theory, it is well known that for all
primes p, N has two nonzero orbit closures
N = O ⊇ Osreg ⊇ {0}
given by
O = G ·
0 1 00 0 1
0 0 0
 , Osreg = G ·
0 1 00 0 0
0 0 0
 .
In Theorem 5.7.1 we demonstrated that when λ is regular, VG1(H
i(λ)) = O. Now assume that
λ is subregular, then by Proposition 3.3.2, it can be shown that either VG1(H
i(λ)) = Osreg, or
VG1(H
i(λ)) = {0} (i.e., H i(λ) is a projective G1-module). Therefore, if H i(λ)|G1 is not projective,
then VG1(H
i(λ)) = Osreg. This argument also shows that if λ is in the Steinberg block, then
VG1(H
i(λ)) = {0}. The computation of the support varieties VG1(H i(λ)) is now reduced to showing
that H i(λ)|G1 6= 0 is not projective provided that λ is a subregular, non-Steinberg weight.
By applying [NPV, Theorem 3.4.1], we can see that if ψp(t)
s - dimtH i(λ), then
dimVG1(H
i(λ)) ≥ 6− 2(s− 1).
Thus, if s ≤ 3, then dimVG1(H i(λ)) > 0 since p ≥ 3 implies that d(Φ, p) = 0. So to prove that
H i(λ) is not projective as a G1-module, we only need to show that ψp(t)
3 - dimtH i(λ).
Now if L(λ) has exactly one non-vanishing cohomology group, then dimtH i(λ) is given by Weyl’s
generic dimension formula which can be used to show that s = 2. To handle the case in which
L(λ) has multiple non-vanishing cohomology groups, we will use the character formulas given in
Section 4.
6.3. We observe that if λ ∈ X(T ) is any subregular, non-Steinberg weight, then for some (r, s) ∈
X(T ) and 0 ≤ a ≤ p− 2, λ must be one of the following:
(p− 1 + pr, a+ ps)
(p− 2− a+ pr, p− 1 + ps)
(a+ pr, p− 2− a+ ps)
The character formulas in Proposition 4.2.3 can be specialized to give the following generic dimen-
sion formulas.
Proposition 6.3.1. Let p ≥ 2 and (r, s) ∈ X(T ) be arbitrary, then
Dit(p− 1 + pr, a+ ps) = Dt(p− 1, a)Ditp(r, s) +Dt(p− 2− a, p− 1)Ditp(r, s− 1)
+Dt(a, p− 2− a)Diα,tp(r + 1, s− 1)
Dit(p− 2− a+ pr, p− 1 + ps) = Dt(p− 2− a, p− 1)Ditp(r, s) +Dt(p− 1, a)Ditp(r − 1, s)
+Dt(a, p− 2− a)Diβ,tp(r − 1, s+ 1)
Dit(a+ pr, p− 2− a+ ps) = Dt(a, p− 2− a)Ditp(r, s) +Dt(p− 1, a)Ditp(r, s− 1)
+Dt(p− 2− a, p− 1)Dtp(r − 1, s)
+Dt(a, p− 2− a)Ditp(r − 1, s− 1)
where 0 ≤ a ≤ p− 2.
For notational convenience, we shall define
h1,i(t) = D
i
t(p− 1 + pr, a+ ps),
h2,i(t) = D
i
t(p− 2− a+ pr, p− 1 + ps),
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h3,i(t) = D
i
t(a+ pr, p− 2− a+ ps).
So if H i(λ) is projective, then we must have that φp(t)
3 | hj(t) and hence, h′j,i(ζ) = h′′j,i(ζ) = 0
for some j. By explicitly calculating h′(ζ) and h′′j (ζ), we will show that this only occurs when
H i(λ) = 0.
We begin by calculating h′j(ζ):
h′1,i(ζ) =
2p(ζa+1 − ζ−a−1)
ζ(ζ − ζ−1)2(ζ2 − ζ−2)
(
δi(r, s) + δi(r, s− 1)− δiα(r + 1, s− 1)
)
,
h′2,i(ζ) =
2p(ζa+1 − ζ−a−1)
ζ(ζ − ζ−1)2(ζ2 − ζ−2)
(
δi(r, s) + δi(r − 1, s)− δiβ(r − 1, s+ 1)
)
,
h′3,i(ζ) =
2p(ζa+1 − ζ−a−1)
ζ(ζ − ζ−1)2(ζ2 − ζ−2)
(−δi(r, s)− δi(r − 1, s− 1) + δi(r, s− 1) + δi(r − 1, s)) .
For simplicity, we define the integers
Qi1(r, s) = δ
i(r, s) + δi(r, s− 1)− δiα(r + 1, s− 1),
Qi2(r, s) = δ
i(r, s) + δi(r − 1, s)− δiβ(r − 1, s+ 1),
Qi3(r, s) = −δi(r, s)− δi(r − 1, s− 1) + δi(r, s− 1) + δi(r − 1, s).
We observe that h′j,i(ζ) = 0 if and only if Q
i
j(r, s) = 0.
We now employ Lemma 2.2.2 to calculate h′′j,i(ζ). First set
g(t) = (t− t−1)2(t2 − t−2)
p(t) = (tp − t−p),
f1(t) = (t
a+1 − t−a−1)(tp+a+1 − t−p−a−1)
f2(t) = (t
p−1−a − t−p+1+a)(t2p−1−a − t−2p+1+a)
f3(t) = (t
a+1 − t−a−1)(tp−1−a − t−p+1+a)
and also set
q1(t) = Dt(p− 1, a),
q2(t) = Dt(p− 2− a, p− 1),
q3(t) = Dt(a, p− 2− a)
so that
qj(t) =
p(t)fj(t)
g(t)
.
Furthermore, since p(ζ) = 0 and f1(ζ) = f2(ζ) = −f3(ζ), we get
q′′j (ζ) =
p′′(ζ)fj(ζ)g(ζ)− 2p′(ζ)fj(ζ)g′(ζ) + 2p′(ζ)f ′j(ζ)g(ζ)
g(ζ)2
.
Now the derivatives f ′j(ζ) are given by
f ′1(ζ) = (2a+ 2 + p)(ζ
a+1 − ζ−a−1)(ζa + ζ−a−2)
f ′2(ζ) = (2a+ 2− 3p)(ζa+1 − ζ−a−1)(ζa + ζ−a−2)
f ′3(ζ) = −(2a+ 2− p)(ζa+1 − ζ−a−1)(ζa + ζ−a−2).
Thus, if we set
uj(ζ) = fj(ζ)
p′′(ζ)g(ζ)− 2p′(ζ)g′(ζ)
g(ζ)2
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v(ζ) =
2p′(ζ)(ζa+1 − ζ−a−1)(ζa + ζ−a−2)
g(ζ)
,
then u(ζ) = u1(ζ) = u2(ζ) = −u3(ζ) and
q′′1(ζ) = u(ζ) + (2a+ 2 + p)v(ζ)
q′′2(ζ) = u(ζ) + (2a+ 2− 3p)v(ζ)
q′′3(ζ) = −u(ζ)− (2a+ 2− p)v(ζ).
Using the fact that qj(ζ) = 0 and (dimtM
(1))′(ζ) = 0 for any G-module M , we get
h′′1,i(ζ) = u(ζ)Q1(r, s) + v(ζ)((2a+ 2 + p)δ
i(r, s) + (2a+ 2− 3p)δi(r, s− 1)
− (2a+ 2− p)δiα(r + 1, s− 1))
h′′2,i(ζ) = u(ζ)Q2(r, s) + v(ζ)((2a+ 2− 3p)δi(r, s) + (2a+ 2 + p)δi(r − 1, s)
− (2a+ 2− p)δiβ(r − 1, s+ 1))
h′′3,i(ζ) = −u(ζ)Q3(r, s) + v(ζ)(−(2a+ 2− p)δi(r, s)− (2a+ 2− p)δi(r − 1, s− 1)
+ (2a+ 2 + p)δi(r, s− 1) + (2a+ 2− 3p)δi(r − 1, s)).
We define the integers
Ri1(r, s) = δ
i(r, s)− δi(r, s− 1)
Ri2(r, s) = δ
i(r, s)− δi(r − 1, s)
Ri3(r, s) = δ
i(r, s− 1)− δi(r − 1, s).
It can be immediately verified that ψp(t)
3 - hj,i(t) if and only if Qij(r, s) and Rij(r, s) are not
simultaneously zero. In the remaining part of this section, we will verify this for each j.
6.4. We begin by observing that, unlike the case when λ is a regular weight, the multiplicity of
ψp(t) as a divisor of dimt(H
i(λ)) is not constant across all i such that H i(λ) 6= 0. For instance, if
we let p = 7, then Q13(27,−22) = 0, even though
H1(a+ 7(27), p− 2− a+ 7(−22)) 6= 0
for any a with 0 ≤ a ≤ 5, so the multiplicity is at least 2 in this case. However, Q23(27,−22) 6= 0 so
that when i = 2, the multiplicity is 1.
6.5. Calculations for weights of the form (p− 1 + pr, a− 1 + ps). Suppose that
λ = (p− 1 + pr, a− 1 + ps)
for some 0 ≤ a ≤ p−2 andH i(p−1+pr, a−1+ps) 6= 0, then to show thatH i(p−1+pr, a−1+ps)|G1 is
not projective, it will be enough to show the following two expressions cannot vanish simultaneously
Qi1(r, s) = δ
i(r, s) + δi(r, s− 1)− δiα(r + 1, s− 1)
Ri1(r, s) = δ
i(r, s)− δi(r, s− 1).
However, it can be verified by using essentially the same techniques that were used in Section 5
to show Si(r, s) 6= 0, that δi(r, s)− δi(r, s− 1) 6= 0 whenever δi(r, s) 6= 0. In fact,
|Ri1(r0, s0)| ≤ |Ri1(r, s)|
for any (r, s) = (a+ pr0, b+ ps0) where (r0 + 1)(s0 + 1) < 0 and (a, b) ∈ X1(T ). It follows from the
result in Section 6.4 that H i(p− 1 + pr, a− 1 + ps)|G1 is not projective if it is nonzero.
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6.6. Calculations for weights of the form (p− 2− a+ pr, p− 1 + ps). Now suppose that
λ = (p− 2− a+ pr, p− 1 + ps)
for some 0 ≤ a ≤ p − 2 and H i(p − 2 − a + pr, p − 1 + ps) 6= 0, then to show that H i(p − 2 −
a+ pr, p− 1 + ps)|G1 is not projective, it is sufficient to show the following two expressions cannot
simultaneously equal zero
Qi2(r, s) = δ
i(r, s) + δi(r − 1, s)− δiβ(r − 1, s+ 1)
Ri2(r, s) = δ
i(r, s)− δi(r − 1, s).
By applying τ as in Section 4.3, we see that
Ri2(r, s) = R
i
1(s, r) 6= 0.
So again, by the result in Section 6.4, we get that if H i(p−2−a+pr, p−1+ps)|G1 is not projective
then it is nonzero.
6.7. Calculations for weights of the form (a+pr, p−2−a+ps). Finally, we consider the case
when
λ = (a+ pr, p− 2− a+ ps)
for some 0 ≤ a ≤ p− 2 and H i(a+ pr, p− 2− a+ ps) 6= 0. To show, as before, that H i(a+ pr, p−
2−a+ps)|G1 is not projective, it will be enough to check that the following two expressions cannot
simultaneously vanish
Qi3(r, s) = −δi(r, s)− δi(r − 1, s− 1) + δi(r, s− 1) + δi(r − 1, s)
Ri3(r, s) = δ
i(r, s− 1)− δi(r − 1, s).
However, unlike the previous cases, we cannot always ensure that Ri3(r, s) 6= 0 if δi(r, s) 6= 0.
Instead we will demonstrate that whenever Qi3(r, s) = 0, then it must follow that R
i
3(r, s) 6= 0.
We proceed by first determining the precise weights (r, s) where Qi3(r, s) = 0. This is done in
Proposition 9.4.5, the proof of this proposition occupies the first four subsections of Section 9.
The main idea is to develop recursive expansion formulas for Qi3(r, s) (cf. Proposition 9.1.1). In
Proposition 9.2.3 we use these formulas to show that Qi3(x,−x − 1) 6= 0 for x ∈ Z with x 6= 0.
To extend this result to more types of weights, we generalize the expansion formula for Qi3(r, s) in
Lemma 9.3.3. Then, with some additional technical lemmas, we are able to prove Proposition 9.4.5.
Finally, in Proposition 9.5.3 we show that Ri3(r, s) 6= 0 whenever Qi3(r, s) = 0. The proof follows
from direct computation, which is made possible by the explicit description of the weights.
6.8. We have just shown that in all three cases for j, Qij(r, s) and R
i
j(r, s) do not simultaneously
vanish. The next proposition is the main result of this section, it gives precise conditions for when
H i(r, s) is a projective G1-module.
Proposition 6.8.1. If H i(r, s) 6= 0, then it is projective as a G1-module if and only if (r, s) ∈ X(T )
is in the Steinberg block.
Proof. If (r, s) is in the Steinberg block, then by Proposition 3.3.2 VG1(H
i(r, s)) = 0 and thus
H i(r, s)|G1 is projective. Now for the other direction, we first note that the case where H i(r, s) 6= 0
for only one i also follows from Proposition 3.3.2. We can reduce to the case when H i(r, s) 6= 0
for multiple i. If (r, s) is regular, the result is covered in Theorem 5.7.1. The subregular case now
follows by making the observation that if we write (r, s) = (a + pr0, b + ps0) with (a, b) ∈ X1(T ),
then it was shown in this section that Rij(r0, s0) and S
i
j(r0, s0) cannot be simultaneously zero for
j = 1, 2, 3 and thus ψp(t)
3 - dimtH i(r, s). 
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7. The p = 2 case
7.1. There are a large class of weights with multiple non-vanishing cohomology groups whose
support varieties can be computed by using somewhat more elementary techniques. In the case
when p = 2, this method will determine the support varieties for every weight.
7.2. An alternative method. We shall assume throughout that char(k) = p ≥ 2. Let E = L(0, 1)
be the dual of the standard representation, with weights (0, 1), (1,−1) and (−1, 0). Now let
λ = (x, y) ∈ X(T ) be any weight such that
λ = µ+ pn(1,−1).
Then µ = (x− pn, y + pn) has the property that
µ+ (0, pn) = (x− pn, y + 2pn) = λ+ pnβ ∈ X(T )+
µ+ (−pn, 0) = (x− 2pn, y + pn) = λ− pnα ∈ −X(T )+.
For example, if take any (a, b) ∈ Xn(T ), then the weight
λ = (a, b)− pnβ
satisfies all of these properties, since
λ+ pnβ = (a, b) ∈ X(T )+
λ− pnα = (a− pn, b− pn) ∈ −X(T )+.
Now we build two short exact sequences of B-modules
0→ V (n) → L(0, pn) pi−→ (0, pn)→ 0
0→ (−pn, 0)→ V (n) → (pn,−pn)→ 0
where pi : L(0, pn) = L(0, 1)(n) → (0, pn) is the quotient map. If we tensor these short exact
sequences with µ, we get
0→ V (n) ⊗ µ→ L(0, pn)⊗ µ pi−→ λ+ pnβ → 0
0→ λ− pnα→ V (n) ⊗ µ→ λ→ 0.
Now apply the induction functor indGB− to the first short exact sequence to get
0→ H0(λ+ pnβ)→ H1(V (n) ⊗ µ)→ L(0, pn)⊗H1(µ)→ 0,
where we used the fact that H0(µ) = 0 since µ is non-dominant. We can also see that the second
short exact sequence gives us an isomorphism
0→ H1(V (n) ⊗ µ) −→ H1(λ)→ 0
since λ− pnα is anti-dominant. Using the isomorphism and substituting yields
0→ H0(λ+ pnβ)→ H1(λ)→ L(0, pn)⊗H1(µ)→ 0.
So we observe that on the level on the characters
χ1(λ) = χp(0, p
n)χ1(µ) + χ0(λ+ pnβ).
Now suppose that p ≥ 3 and let λ ∈ X(T ) be a regular weight., then by evaluating the generic
dimension at a primitive pth root of unity, we get
D1ζ (λ) = 3D
1
ζ (µ) +D
0
ζ (λ+ p
nβ).
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We may assume without loss of generality that λ is in the 0-block, so that the quantum quantum
dimensions above are integers. Using Weyl’s generic dimension formula, one can verify that for any
dominant ν ∈ X(T )+ in the 0-block |D0ζ (ν)| = 1. Thus
D1ζ (λ) = ±1 mod 3
and in particular, D1ζ (λ) 6= 0 which implies VG1(H1(λ)) = VG1 .
Suppose now that p ≥ 2 and that λ is a subregular, non-Steinberg weight, then by Lemma 2.2.2,
setting f(t) = dimt L(0, p
n) gives us
(f(t)D1t (µ))
′(ζ) = f ′(ζ)D1ζ (µ) + f(ζ)(D
1
t (µ))
′(ζ)
= 3(D1t (µ))
′(ζ).
Thus
(D1t (λ))
′(ζ) = 3(D1t (µ))
′(ζ) + (D0t (λ+ p
nβ))′(ζ).
And by using a mod 3 argument we also get (D1t (λ))
′(ζ) 6= 0. Therefore VG1(H1(λ)) = Osreg.
From Serre duality and by applying the automorphism τ from Section 4.3, we see that for any
weight of the form
(7.2.1) λ = (a, b)− pnβ = (a, b)− pn(1,−2),
VG1(H
i(λ)) = VG1(H
0(w · λ)) where w ∈W and w · λ ∈ X(T )+.
7.3. A result for p = 2. When p = 2, we know by [A2, Theorem 3.6] that all of the weights λ
with two non-vanishing cohomology groups are given by Equation 7.2.1. Therefore, Theorem 1.1.1
is immediately verified for p = 2.
8. Conjectures and open problems
8.1. For p-good the support varieties VG1(H
0(λ)) were precisely determined for all λ ∈ X(T )+
in [NPV, Theorem 6.2.1] and for p-bad as well (cf. [UGA, Theorem 3.6] for the classical types
and the tables in [UGA, Section 4.2] for the exceptional cases). The following conjecture extends
the [NPV] result to the higher cohomology groups. It may be thought of as an analogue to the
Borel-Bott-Weil Theorem for support varieties.
Conjecture 8.1.1. Let G be semisimple, simply connected with p good, and let λ ∈ X(T ) be
arbitrary. Suppose w ∈ W is such that w · λ ∈ X(T )+ and that H i(λ) 6= 0 for some i, then
VG1(H
i(λ)) = VG1(H
0(w · λ)).
The case where G = SL2(k) actually follows from Proposition 3.3.2 since there are no weights λ
such that H i(λ) 6= 0 and Hj(λ) 6= 0 with i 6= j. The G = SL3(k) case is given by Theorem 1.1.1,
which is the main result of this paper.
For general semisimple simply connected groups G, we showed in Proposition 3.3.2 that for all
G, ∪i≥0VG1(H i(λ)) = VG1(H0(w · λ)), which implies that
VG1(H
j(λ)) = VG1(H
0(w · λ))
for some j. However, the proof does not guarantee equality for all i where H i(λ) 6= 0.
8.2. To try to handle this general case, one might hope to obtain recursive character formulas
of the kind given in this paper. A recent preprint (cf. [D2]) works out the formulas in type B2
when char(k) = 2. Also there have been some partial calculations for these formulas when G is
the simple, simply connected group of type G2 and char(k) = 2 (cf. [Aw]). In that case the main
obstruction was that the expressions for chH i(λ) involved certain rank 4 vector bundles whose
recursive formulas could not be established. So it appears that determining explicit formulas for
chH i(λ) when G is arbitrary is an extremely difficult problem.
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9. Appendix: Verification of formulas for the subregular case
In this section we will carefully verify a number of the technical lemmas which were used in the
key results from Section 6. It is useful to note that the terms Si(r, s), T i(r, s), φi(r, s) and ψi(r, s)
appearing in this section are the same as in Section 5.
9.1. Recursive expansions and vanishing results for Qi3(r, s). To determine where Q
i
3(r, s)
vanishes, we will begin by computing their recursive expansion formulas.
Proposition 9.1.1. Let (r, s) = (a+ pr0, b+ ps0) and a+ b < p− 1. Then
Qi3(r, s) = −(a+ b− (p− 1))Si(r0, s0) + pQi3(r0, s0).
If a+ b = p− 1 then
Qi3(r, s) = −
1
2
a(a+ 1)[Si(r0, s0) + T
i(r0, s0)]− 1
2
p(p− 1− 2a)φi(r0, s0) + pQi3(r0, s0).
If a+ b > p− 1 then
Qi3(r, s) = (a+ b− (p− 1))T i(r0, s0) + pQi3(r0, s0).
Lastly, if φi(r0, s0) = ψ
i(r0, s0) = 0, which occurs whenever r0 + s0 6= −1, then for all (a, b)
Qi3(r, s) = (a+ b− (p− 1))T i(r0, s0) + pQi3(r0, s0)
= −(a+ b− (p− 1))Si(r0, s0) + pQi3(r0, s0).
9.2. These formulas can be used to show that Qi3(r, s) 6= 0 for any (r, s) = (x,−x− 1) with x ∈ Z.
We begin with the following lemma.
Lemma 9.2.1. If φi(r, s) ≥ 0 and ψi(r, s) ≥ 0, then
1
2
a(a+ 1)[Si(r, s) + T i(r, s)] +
1
2
p(p− 1− 2a)φi(r, s) ≥ 0.
Proof. We first observe that
Si(r, s) + T i(r, s) = φi(r, s) + ψi(r, s)
and so
1
2
a(a+ 1)[Si(r, s) + T i(r, s)] +
1
2
p(p− 1− 2a)φi(r, s)
=
1
2
[a(a+ 1) + p(p− 1− 2a)]φi(r, s) + 1
2
a(a+ 1)ψi(r, s)
=
1
2
[a2 + (1− 2p)a+ p2 − p]φi(r, s) + 1
2
a(a+ 1)ψi(r, s)
≥ 1
2
[a2 + (1− 2p)a+ p2 − p]φi(r, s).
Since we are assuming that φi(r, s) ≥ 0, it will be sufficient to show that
f(a, p) = a2 + (1− 2p)a+ p2 − p ≥ 0
for any a, p ∈ Z. The idea is that for each fixed prime p, we can regard f(a, p) as a quadratic
polynomial in a. If we now allow a to be any real number, then we get
f(a, p) =
(
a− 2p− 1
2
)2
− 1
4
.
Hence, f(a, p) ≥ −1
4
for any a ∈ R. However, since we know that f(a, p) ∈ Z for p prime and
a ∈ Z, it follows that f(a, p) ≥ 0. 
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We also need the following lemma.
Lemma 9.2.2. Suppose (r, s) = (a+ pr0, p− 1− a+ ps0) where 0 ≤ a ≤ p− 1, (r0 + 1)(s0 + 1) < 0
and Qi3(r0, s0) < 0, then
Qi3(r, s) < Q
i
3(r0, s0).
If we replace < with ≤ above, this statement also holds.
Proof. Since Qi(r, s) is given by the formula
Qi3(r, s) = −
1
2
a(a+ 1)[Si(r0, s0) + T
i(r0, s0)]− 1
2
p(p− 1− 2a)φi(r0, s0) + pQi3(r0, s0),
by the preceding lemma, we know that
−1
2
a(a+ 1)[Si(r0, s0) + T
i(r0, s0)]− 1
2
p(p− 1− 2a)φi(r0, s0) ≤ 0.
Therefore,
pQi3(r0, s0) < Q
i
3(r0, s0) < 0.

These two lemmas can be applied to prove our first non-vanishing result for Qi3(r, s).
Proposition 9.2.3. For any integer x 6= 0,
Q13(x,−x− 1) = Q23(x,−x− 1) < 0.
Proof. Without loss of generality, we can assume that x > 0. This follows by applying the automor-
phism τ which was introduced in Section 4.3. We first consider the base case where 1 ≤ x ≤ p− 1,
Q13(x,−x− 1) = −
1
2
x(x+ 1) < 0.
If x ≥ p, we can write
(x,−x− 1) = (a, p− 1− a) + p(x0,−x0 − 1)
for some 0 ≤ a ≤ p− 1. Hence, if we assume that Q13(x0,−x0 − 1) < 0, then by Lemma 9.2.2
Q13(x,−x− 1) ≤ Q13(x0,−x0 − 1) < 0.
The proposition follows from induction. 
9.3. It is useful to observe that there are some interesting similarities between the fundamental
line expansions for Si(r, s), T i(r, s) and Qi3(r, s). Notice that if we define
θi(r0, s0, a) =
1
2
(φi(r0, s0) + ψ
i(r0, s0)) +
1
2
p(p− 1− 2a)φi(r0, s0),
then for (r, s) = (a+ pr0, p− 1− a+ ps0),
(9.3.1)
Si(r, s) = θi(r0, s0, a) + S
i(r0, s0)
T i(r, s) = θi(r0, s0, a) + T
i(r0, s0)
Qi3(r, s) = −θi(r0, s0, a) + pQi3(r0, s0).
By starting from the base case, which is given by
(9.3.2)
S1(x,−x− 1) = 1
2
x(x+ 1)
T 1(x,−x− 1) = 1
2
x(x+ 1) + 1
Q13(x,−x− 1) = −
1
2
x(x+ 1)
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for 1 ≤ x ≤ p− 1, we can see that as r > 0 increases, Qi3(r, s) grows much faster in magnitude than
the T i(r, s) and Si(r, s) terms.
We even get the following lemma, which is analogous to Lemma 5.6.5. This will allow us to
extend our vanishing results to certain weights which do not lie on the fundamental line.
Lemma 9.3.3. Suppose (r, s) satisfies (r + 1)(s + 1) < 0 and r + s 6= −1, so that we can write
(r, s) = (x, y) + pk(r0, s0) as in (5.6.3), where
(x, y) =
k−1∑
i=0
pi(ai, bi)
and ak−1 + bk−1 6= p− 1. Then if x+ y < pk − 1,
Qi3(r, s) = −(x+ y − (pk − 1))Si(r0, s0) + pkQi3(r0, s0).
and if x+ y > pk − 1,
Qi3(r, s) = (x+ y − (pk − 1))T i(r0, s0) + pkQi3(r0, s0)
Proof. The argument is identical to the proof of Lemma 5.6.5, but instead we use the identity
Qi3(r
′, s′) = −(a+ b− (p− 1))Si(r, s) + pQi3(r, s)
= −(a+ b− (p− 1))Si(r0, s0) + p[−((x+ y)− (pk − 1))Si(r0, s0) + pkQi3(r0, s0)]
= −(a+ b− (p− 1) + px+ py + pk+1 − p)Si(r0, s0) + pk+1Qi3(r0, s0)
= −((x′ + y′)− (pk+1 − 1))Si(r0, s0) + pk+1Qi3(r0, s0)
which was given in Proposition 9.1.1. 
9.4. We now want to use this lemma to get additional non-vanishing results for Qi3(r, s).
Corollary 9.4.1. Let (r, s) = (x, y) + pk(r0, s0) with ak−1 + bk−1 6= p− 1 and r0 + s0 = −1 be as
in (5.6.3). Then
a. if x+ y > pk − 1 and T i(r0, s0) ≤ −Qi3(r0, s0), then Qi3(r, s) < 0
b. if x+ y < pk − 1 and Si(r0, s0) ≤ −Qi3(r0, s0), then Qi3(r, s) < 0.
Proof. First suppose ak−1 + bk−1 > p− 1. By Lemma 9.3.3, we get
Qi3(r, s) = ((x+ y)− (pk − 1))T i(r0, s0) + pkQi3(r0, s0).
Therefore, Qi3(r, s) < 0 if and only if
((x+ y)− (pk − 1))T i(r0, s0) < −pkQi3(r0, s0).
Since (x, y) ∈ Xk(T ) and x+ y > pk− 1, we know that 0 < x+ y− (pk− 1) ≤ (pk− 1) which allows
us to conclude that
((x+ y)− (pk − 1))T i(r0, s0) ≤ (pk − 1)Si(r0, s0) < pkT i(r0, s0).
Thus if T i(r0, s0) ≤ Qi3(r0, s0), then Qi3(r, s) < 0.
Now consider the case where ak−1 + bk−1 < p− 1,
Qi3(r, s) = −((x+ y)− (pk − 1))Si(r0, s0) + pkQi3(r0, s0).
This means Qi3(r, s) < 0 if and only if
−((x+ y)− (pk − 1))Si(r0, s0) < −pkQi3(r0, s0).
Again since (x, y) ∈ Xk(T ) and x+ y < pk − 1, we get −(pk − 1) < x+ y − (pk − 1) < 0 and hence
−((x+ y)− (pk − 1))Si(r0, s0) ≤ (pk − 1)Si(r0, s0) < pkSi(r0, s0).
Therefore, if Si(r0, s0) ≤ Qi3(r0, s0) then Qi3(r, s) < 0. 
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The next lemma gives us more conditions for when T i(r, s) ≤ −Qi3(r, s) and Si(r, s) ≤ −Qi3(r, s).
Lemma 9.4.2. If (r, s) satisfies r+ s = −1 and r > p− 1, then Si(r, s) ≤ −Qi3(r, s) and T i(r, s) ≤
−Qi3(r, s).
Proof. Assume first that i = 1. We consider the case where
(r0, s0) = (a0 + pz, p− 1− a0 + p(−z − 1)).
From (9.3.1) and (9.3.2), we get that
−Q13(r0, s0) = θ1(z,−z − 1, a0) +
p
2
z(z + 1)
> θ1(z,−z − 1, a0) + 1
2
z(z + 1) + 1
= T 1(r0, s0)
and
−Q13(r0, s0) = θ1(z,−z − 1, a0) +
p
2
z(z + 1)
> θ1(z,−z − 1, a0) + 1
2
z(z + 1)
= S1(r0, s0).
If we now consider weights of the form
(r1, s1) = (a1 + pr0, p− 1− a1 + ps0)
where (r0, s0) is as above. Then again by using (9.3.1) we can show that
−Q13(r1, s1) > T 1(r1, s1)
−Q13(r1, s1) > S1(r1, s1).
Continuing in this way by inductively writing
(rn, sn) = (an−1 + prn−1, p− 1− an−1 + psn−1))
we can prove that Si(r, s) ≤ −Q13(r, s) and T i(r, s) ≤ −Q13(r, s) whenever r + s = −1.
Finally, by observing that if r + s = −1, then Q1(r, s) = Q2(r, s), S1(r, s) = T 2(r, s) and
T 2(r, s) = S1(r, s), we immediately get that the inequalities hold for i = 2 as well. 
We get an additional vanishing result for Qi3(r, s).
Lemma 9.4.3. If (r, s) = (x, y) + pk(r0, s0) is such that ak−1 + bk−1 6= p − 1, r0 + s0 = −1 and
r0 ≥ p, then Qi3(r, s) < 0.
Proof. Follows immediately from Corollary 9.4.1. 
So we now know that if Qi3(r, s) ≥ 0, then
(r, s) = (x, y) + pk(z,−z − 1)
where ak−1 + bk−1 6= p− 1 and 1 ≤ z ≤ p− 1.
Up until this point, we have always allowed the cohomology degree i to be either 1 or 2. However,
for the rest of this section we will fix i = 1. This is justifiable, since by Serre duality if we can
determine the support varieties for all modules of the form H1(r, s) with (r+ 1)(s+ 1) < 0, we will
have also determined the support varieties for all modules of the form H2(r, s) with (r+1)(s+1) < 0.
We will also assume that our weights are of the form
(r, s) = (x, y) + pk(z,−z − 1)
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where 1 ≤ z ≤ p− 1 and ak−1 + bk−1 6= p− 1. With this in mind, we can state the next vanishing
result.
Lemma 9.4.4. If (r, s) = (x, y) + pk(r0, s0) where ak−1 + bk−1 6= p − 1 and r0 + s0 = −1, then
Q13(r, s) < 0 provided x+ y < p
k − 1.
Proof. By Lemma 9.4.2, we can assume that (r0, s0) = (z,−z− 1) where 1 ≤ z ≤ p− 1. Therefore,
by Lemma 9.3.3
Q13(r, s) = −(x+ y − (pk − 1))S1(z,−z − 1) + pkQ13(z,−z − 1)
= (−x− y + pk − 1− pk)1
2
z(z + 1)
= (−x− y − 1)1
2
z(z + 1) < 0.

This proposition combines all of our vanishing results so far, to precisely determine the weights
(r, s) such that Q13(r, s) = 0.
Proposition 9.4.5. We get Q13(r, s) = 0 if and only if (r, s) = (x, y) + p
k(z,−z − 1) where k ≥ 1,
x+ y = 2pk − pk−1 − 1, 1 ≤ z ≤ p− 1 and 2p− 2 = z(z + 1). If no such z exists, then Q13(r, s) 6= 0
for all weights (r, s) with (r + 1)(s+ 1) < 0.
Proof. By Lemmas 9.4.3 and 9.4.4, we can assume that x+y > pk−1 and that (r0, s0) = (z,−z−1)
for some 1 ≤ z ≤ p− 1. Hence, by Lemma 9.3.3,
Q13(r, s) = (x+ y − (pk − 1))T 1(z,−z − 1) + pkQ13(z,−z − 1).
If we assume Q13(r, s) = 0 and set h =
1
2
z(z+1) so that Q13(z,−z−1) = −h and T 1(z,−z−1) = h+1,
then
x+ y =
(2pk − 1)h
h+ 1
+
pk − 1
h+ 1
=
(2pk − 1)(z2 + z)
z2 + z + 2
+
2pk − 2
z2 + z + 2
=
(zz + z + 1)2pk − (z2 + z)− 2
z2 + z + 2
=
2pk(z2 + z + 1)
z2 + z + 2
− 1.
We can establish that z2 + z + 2 | 2pk(z2 + z + 1), but since z2 + z + 1 and z2 + z + 2 are coprime,
we get z2 + z + 2 | 2pk which implies 1
2
(z2 + z + 2) | p. In addition to 1
2
(z2 + z + 2) > 1, since p is
prime we can prove that
1
2
(z2 + z + 2) = p.
Therefore, by rearranging the terms, this is equivalent to saying that
z(z + 1) = 2p− 2.
In particular this yields
z2 + z + 2 = 2p
z2 + z + 1 = 2p− 1.
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If we plug it into the above expression for x+ y, we get
x+ y = 2pk − pk−1 − 1.

To summarize, we have shown that if H1(a+ pr, p− 2− a+ ps)|G1 6= 0, then it is not projective,
except possibly when
(r, s) = (x, y) + pk(z,−z − 1)
where 2p − 2 = z(z + 1) and (x, y) ∈ Xk(T ) with x + y = 2pk − pk−1 − 1. In this case, it will be
enough to show that δ1(r, s− 1)− δ1(r − 1, s) 6= 0 to get that H1(a+ pr, p− 2− a+ ps)|G1 is not
projective. In this instance, we will need to show that R13(r, s) 6= 0.
9.5. Calculations for R31(r, s). The goal now is to show that for any weight of the form
(r, s) = (x, y) + pk(z,−z − 1)
where (x, y) ∈ Xk(T ) with x+ y = 2pk − pk−1 − 1 and z(z + 1) = 2p− 2,
R13(r, s) = δ
1(r, s− 1)− δ1(r − 1, s) 6= 0.
It would be helpful to characterize the weights of the form (x, y) ∈ Xk(T ) with
x+ y = 2pk − pk−1 − 1
for each k ≥ 1. When k = 1, we see that the only such weight is the Steinberg weight
(x, y) = (p− 1, p− 1).
For k ≥ 2, we first observe that
2pk − pk−1 − 1 =
(
k−2∑
i=0
pi(p− 1)
)
+ 2pk−1(p− 1).
It can be verified that all such (x, y) ∈ Xk(T ) are of the form
(x, y) =
(
k−2∑
i=0
pi(ai, p− 1− ai)
)
+ pk−1(p− 1, p− 1)
where 0 ≤ ai ≤ p− 1. We can see that there are pk−1 possible choices for (x, y).
To prove this, we will use the recursive character formulas to perform induction on k. The
following lemma will handle the case when k = 1.
Lemma 9.5.1. If (r, s) = (p− 1, p− 1) + p(z,−z − 1) for 1 ≤ z ≤ p− 1, then
δ1(r, s− 1)− δ1(r − 1, s) > 0.
Proof. From [A1, Theorem 3.6], we know that
δ2(r, s− 1) = δ2(r − 1, s) = 0.
Therefore,
δ1(r, s− 1) = 1
2
((pz + p)(pz + 1)(p− 1))
δ1(r − 1, s) = 1
2
((pz + p− 1)(pz)(p− 1)),
and the difference is given by
δ1(r, s− 1)− δ1(r − 1, s) = p(p− 1)
2
(2z + 1) > 0.

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This key lemma will allow us to handle the case where k ≥ 2.
Lemma 9.5.2. Let (r, s) = (a, p − 1 − a) + p(r0, s0) where 0 ≤ a ≤ p − 1 and Q13(r0, s0) = 0, so
that
δ1(r0, s0) + δ
1(r0 − 1, s0 − 1) = δ1(r0, s0 − 1) + δ1(r0 − 1, s0),
then
δ1(r, s− 1)− δ1(r − 1, s) = p2(δ1(r0, s0 − 1)− δ1(r0 − 1, s0)).
In particular, if δ1(r0, s0 − 1)− δ1(r0 − 1, s0) > 0, then δ1(r, s− 1)− δ1(r − 1, s) > 0.
Proof. First we consider the case where 1 ≤ a ≤ p− 2, then
δ1(r, s− 1) = δ(a, p− 2− a)(δ1(r0, s0) + δ1(r0 − 1, s0 − 1))
+ δ(p− 1, a)δ1(r0, s0 − 1) + δ(p− 2− a, p− 1)δ1(r0 − 1, s0)
δ1(r − 1, s) = δ(a− 1, p− 1− a)(δ1(r0, s0) + δ1(r0 − 1, s0 − 1))
+ δ(p− 1, a− 1)δ1(r0, s0 − 1) + δ(p− 1− a, p− 1)δ1(r0 − 1, s0).
Thus the difference is given by
δ1(r, s− 1)− δ1(r − 1, s) =
(δ(a, p− 2− a)− δ(a− 1, p− 1− a))(δ1(r0, s0) + δ1(r0 − 1, s0 − 1))
+ (δ(p− 1, a)− δ(p− 1, a− 1))δ1(r0, s0 − 1)
+ (δ(p− 2− a, p− 1)− δ(p− 1− a, p− 1))δ1(r0 − 1, s0)
where
δ(a, p− 2− a)− δ(a− 1, p− 1− a) = −p
2
(2a+ 1− p)
δ(p− 1, a)− δ(p− 1, a− 1) = p
2
(2a+ 1 + p)
δ(p− 2− a, p− 1)− δ(p− 1− a, p− 1) = p
2
(2a+ 1− 3p).
By substituting
δ1(r0, s0) + δ
1(r0 − 1, s0 − 1) = δ1(r0, s0 − 1) + δ1(r0 − 1, s0)
and simplifying, we get
p2(δ1(r0, s0 − 1)− δ1(r0 − 1, s0)).
Now consider the case where a = 0,
δ1(r, s− 1) = δ(0, p− 2)(δ1(r0, s0) + δ1(r0 − 1, s0 − 1))
+ δ(p− 1, 0)δ1(r0, s0 − 1) + δ(p− 2, p− 1)δ1(r0 − 1, s0)
δ1(r − 1, s) = p3δ1(r0 − 1, s0).
So that the difference is
δ1(r, s− 1)− δ1(r − 1, s) =
δ(0, p− 2)(δ1(r0, s0) + δ1(r0 − 1, s0 − 1))
+ δ(p− 1, 0)δ1(r0, s0 − 1) + (δ(p− 2, p− 1)− p3)δ1(r0 − 1, s0).
It is immediately verified upon simplification that
p2(δ1(r0, s0 − 1)− δ1(r0 − 1, s0)).
Finally, we consider the case when a = p− 1 where
δ1(r, s− 1) = p3δ1(r0, s0 − 1)
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δ1(r − 1, s) = δ(p− 2, 0)(δ1(r0, s0) + δ1(r0 − 1, s0 − 1))
+ δ(p− 1, p− 2)δ1(r0, s0 − 1) + δ(0, p− 1)δ1(r0 − 1, s0).
Now we get
δ1(r, s− 1)− δ1(r − 1, s) =
− δ(p− 2, 0)(δ1(r0, s0) + δ1(r0 − 1, s0 − 1))
+ (p3 − δ(p− 1, p− 2))δ1(r0, s0 − 1)− δ(0, p− 1)δ1(r0 − 1, s0).
Again, it can be verified that when this expression is simplified, we obtain
p2(δ1(r0, s0 − 1)− δ1(r0 − 1, s0)).

We now have enough to prove the necessary non-vanishing result for R13(r, s).
Proposition 9.5.3. Let (r, s) = (x, y) + pk(z,−z− 1) with (x, y) ∈ Xk(T ), x+ y = 2pk − pk−1− 1
and z(z + 1) = 2p− 2, then
δ1(r, s− 1)− δ1(r − 1, s) 6= 0.
Proof. The case when k = 1 was handled earlier in Lemma 9.5.1, so we may assume that k ≥ 2.
We observe that
(r, s) = (a, p− 1− a) + p(r0, s0)
where (r0, s0) = (x0, y0) + p
k−1(z,−z − 1) with x0 + y0 = 2pk−1 − pk − 1. Thus if we assume that
δ1(r0, s0 − 1)− δ1(r0 − 1, s0) > 0, then by Lemma 9.5.2 we must have that
δ1(r, s− 1)− δ1(r − 1, s) > 0.
We are finished by induction. 
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