The numerical computation of matrix functions such as f (A)V , where A is an n × n large and sparse square matrix, V is an n × p block with p ≪ n and f is a nonlinear matrix function, arises in various applications such as network analysis ( f (t) = exp(t) or f (t) = t 3 ), machine learning ( f (t) = log(t)), theory of quantum chromodynamics ( f (t) = t 1/2 ), electronic structure computation, and others. In this work, we propose the use of global extended-rational Arnoldi method for computing approximations of such expressions. The derived method projects the initial problem onto an global extended-rational Krylov sub-
Introduction
Let A ∈ R n×n be a large and sparse matrix, and let V ∈ R n×p with 1 ≤ p ≪ n. We are interested in approximating numerically expressions of the form
where f is a function that is defined on the convex hull of the spectrum of A. The superscript T denotes transposition. The need to evaluate matrix functions of the forms (1) arises in various applications such as in network analysis [16] , machine learning [29] , electronic structure computation [4, 32] and the solution of ill-posed problems [17, 21] . When the matrix A is a small to meduim size, the matrix function f (A) can be determined by the spectral factorization of A; see [23, 21] , for discussions on several possible definitions of matrix functions. In many applications, the matrix A is large that it is impractical to evaluate its spectral factorization. For this case, several projection methods have been developed. These methods consist of projecting the problem (1) onto a Krylov subspace with a small dimension. The projected part H of A is then used to evaluate f (H) by determining the spectral factorization of H and then get an approximation of f (A)V . In the context of approximating the action of a matrix function f (A) on a some vector v ∈ R n , several polynomial methods [5, 15, 33, 24] based on the standard Arnoldi and Lanczos Krylov methods have been proposed. Druskin and Knizhnerman [11] , have shown that when f cannot be approximated accurately by polynomials on the spectrum of A, then f (A)v cannot be approximated accurately by classical methods. They proposed the extended Krylov method for the symmetric case and the process was generalized to the nonsymmetric matrices by Simoncini in [35] . This method was applied to approximate the solution of the Sylvester, Riccati and Lyapunov equations [3, 22, 35] . Another technique for the evaluation of matrix functions is the rational Arnoldi method. This process was first proposed by Ruhe [31] in the context of computing the eigenvalues and have been used during the last years for the approximation of matrix functions, see. [20, 30, 12, 13, 14, 28] . In this paper, we present the global extended-rational Arnoldi method to approximate the matrix function (1) . The extended-rational Arnoldi method was proposed and applied to model reduction by [2] . As mentioned in [2] , the extended-rational Krylov subspace (3) is richer than the rational Krylov subspace and represents a generalization of the extended Krylov subspace. We propose an adaptive computation of the shifts (s i ) to generate an F-orthonormal basis for (3) in the case where f (A) = {e −tA , (A − σ I n ) −1 } for definite matrix A. This procedure is based on a generalization of the procedure used in [12] .
In addition, we apply the proposed method to solve parameter dependent systems (19) with multiple right hand sides [19, 34] . These parameter systems have numerous applications in control theory, structural dynamics and time-dependent PDEs; see, [18] . This paper is organized as follows. In Section 2, we give some preliminaries and then we introduce the global extended-rational Arnoldi process with some properties. Section 3 describes the application of this process to the approximation of the matrix function given in (1) and solving the parameter systems. We also propose an adaptive computation of the shifts (s i ). Finally, some numerical experiments that illustrate the quality of the computed approximations are presented in Section 5.
2 The global extended-rational Arnoldi method
Preliminaries and notations
We begin by recalling some notations and definitions that will be used throughout this paper. The Kronecker product satisfies the following properties
Definition 1 [7] Partition the matrices M = [M 1 , . . ., M s ] ∈ R n×sp and N = [N 1 , . . . , N l ] ∈ R n×l p into block columns M i , N j ∈ R n×p , and define the ⋄-product of the matrices M and N as
The following proposition gives some properties satisfied by the above product.
Proposition 1 [6, 7] Let A, B,C ∈ R n×ps , D ∈ R n×n , L ∈ R p×p , and α ∈ R. Then we have,
Description of the process
Global Krylov subspace techniques were first proposed in [26] for solving linear systems of equations with multiple right hand sides and also for large-scale Lyapunov matrix equations. The global extended-rational Krylov subspace was first introduced in [2] and it is defined as the subspace of R n×p spanned by the vectors (blocks)
This subspace is denoted by
where {s 1 , . . . , s m } are some selected complex parameters all distinct from the eigenvalues of A. We notice here that the subspace RK e m (A,V ) is a subspace of R n×p so the vectors are blocks of size n × p. We assume that all the vectors (blocks) in (3) are linearly independent. Now, we describe the global extended-rational Arnoldi process to generate an F-orthonormal basis V 2m+2 = {V 1 ,V 2 , . . .,V 2m+2 } with V i ∈ R n×p for the global extendedrational Krylov subspace RK e m+1 (A,V ), and we derive some algebraic relations related to this process. The block vector V i 's are said to be F-orthonormal, (with respect to the Frobenius inner product), if
Based on the Gram-Schmidt orthogonalization process, the first two blocks V 1 and V 2 are computed via the formulas
where
To compute the block vectors V 2 j+1 and V 2 j+2 , for j = 1, . . . , m − 1, we use the following formulas
where the coefficients h 1,2 j−1 , . . ., h 2 j,2 j−1 and h 1,2 j , . . ., h 2 j+1,2 j are determined so that the vectors satisfy the F-orthogonality condition
Thus, the coefficients h 1,2 j−1 , . . ., h 2 j,2 j−1 and h 1,2 j , . . . , h 2 j+1,2 j are written as
The coefficients h 2 j+1,2 j−1 and h 2 j+2,2 j are such that V 2 j+1 F = 1 and V 2 j+2 F = 1 respectively. Hence,
The global extended-rational Arnoldi algorithm is summarized in the following algorithm (Algorithm 1).
Algorithm 1
The global extended-rational Arnoldi algorithm (GERA) Inputs: Matrix A, initial block V , and the shifts {s 1 ,... ,s m } .
The set of shifts {s 1 , . . ., s m } is chosen a priori or adaptively during the algorithm. The selection of shifts will be explained later. If all h 2 j+1,2 j−1 and h 2 j+2,2 j are numerically nonzero, then Algorithm 1 determines an F-orthonormal basis V 1 , . . . ,V 2m+2 (V j ∈ R n×p ) of the global extended-rational Krylov subspace RK e m+1 (A,V ). Algorithm 1 constructs also an upper block Hessenberg matrix H 2m = [h i, j ] ∈ R 2(m+1)×2m . We now introduce the 2m × 2m matrix given by
where t i, j = AV j ,V i F , i, j = 1, . . . , 2m. T 2m is the restriction of the matrix A to the extendedrational Krylov subspace RK e m (A,V ).
Proposition 2 Let the matrix A ∈ R n×n , and let V ∈ R n×p . The F-orthonormal basis V 1 , . . .,V 2m+2 determined by the recursion formulas (5) satisfies, for j = 1, . . . , m AV 2 j−1 and AV 2 j ∈ span{V 1 , . . . ,V 2 j+1 }
We notice that in the formulas given by (9) , T 2m is a block upper Hessenberg matrix with 2 × 2 blocks, since AV 2 j−1 ,V i F = 0 and AV 2 j ,V i F = 0 ( for j = 1, . . . , m; i ≥ 2 j + 2).
Proposition 3 Assume that m steps of Algorithm 1 have been run and let T 2m = V T 2m+2 ⋄ AV 2m , then we have the following relations
where the matrix E m = [e 2m−1 , e 2m ] ∈ R 2m×2 corresponds to the last two columns of the identity matrix I 2m .
Proof According to (9) , we obtain AV 2m ∈ RK e m+1 (A,V ), then there exists a matrix T ∈
Using properties of the ⋄-product, we obtain
It follows that T = T 2m . Since T 2m is an upper block Hessenberg matrix with 2 × 2 blocks and t 2 j+2,2 j = Av 2 j , v 2 j+2 F = 0 then V 2m+2 ( T 2m ⊗ I p ) can be decomposed as follows
Which completes the proof.
The next proposition gives the entries of T 2m in terms of the recursion coefficients. This will allow us to compute the entries quite efficiently.
] be the upper block Hessenberg matrices where h :, j and t :, j ∈ R 2m+2 are the j-th column of H 2m and T 2m , respectively. Then the odd columns are such that t :,2 j−1 = h :,2 j−1 for j = 1, . . . , m.
The even columns satisfy the following relations
and for j = 1 . . . , m − 1
where e i corresponds to the i-th column vector of the canonical basis R 2m+2 and α 1,1 , α 1,2 and α 2,2 are defined from (4).
Proof We have t :,2 j−1 = V T 2m+2 ⋄ AV 2 j−1 . Therefore, (11) follows from the expression of h :,2 j−1 in (6). Using (4), we obtain
Multiplying this last equality by (A − s 1 I n ) from the left gives
Then the vector AV 2 is written as follows
The relation (12) is obtained by multiplying AV 2 by V T 2m+2 with the ⋄-product from the left since t :,2 = V T 2m+2 ⋄ AV 2 . The formula (13) is obtained from the expression of AV 2 j+2 for j = 1, . . . , m − 1. Thus, multiplying the second equality in (5) by (A − s j I n ) from the left gives
Then,
The expression (13) is easily obtained by multiplying AV 2 j+2 by V T 2m+2 with the ⋄-product from the left. This concludes the proof of the proposition.
We notice that if A is a symmetric matrix, then the restriction matrix T 2m in (8) reduces to a symmetric and pentadiagonal matrix with the following nontrivial entries,
Application to the approximation of matrix functions
In this section, we will show how to use the global extended-rational Arnoldi algorithm to approximate expression of the form f (A)V . As in [26] , the global extended-rational Krylov subspace RK e m (A,V ) defined in (3) can be written as
Then the expression f (A)V can be approximated by
] is the matrix corresponding to the F-orthonormal basis for RK e m (A,V ) constructed by applying m steps of Algorithm 1 to the pair (A,V ). T 2m is the projection matrix defined by (8) and e 1 corresponds to the first column of the identity matrix I 2m .
Lemma 1 (Exactness) Let V 2m ∈ R n×2mp be the matrix generated by Algorithm 1 and let T 2m the matrix as defined by (8). Then for any rational functionr 2m ∈ Π 2m /q m we have
In particular, if r 2m ∈ Π 2m−1 /q m then the global extended-rational Arnoldi approximation is exact, i.e., we have
where Π 2m denotes the set of polynomials of degree at most 2m and q m is the polynomial of degree m, whose roots are the components of
Proof Following the idea in [20, Lemma 3.1], we consider q = q m (A) −1 V and we first show by induction that
Assertion (18) is obviously true for j = 0. Assume that it is true for some j < m. Then by the definition of a extended-rational Krylov space we have P 2m (A j q) = A j q, and therefore
Using the properties of the ⋄-product, we obtain
which establishes (18) . By linearity, we obtain
Replacing V T 2m ⋄ q in (18) completes the proof.
We consider a convex compact set Λ ⊂ R and we define A(Λ ) as the set of analytic functions in a neighborhood of Λ equipped with the uniform norm . L ∞ (Λ ) . W(A) := {x T Ax : x ∈ R n , x = 1} will denote the convex hull. In [8] , it was shown that there exists a universal
Based on this inequality, the following result gives an upper bound for the norm of the error f (A)V − f er 2m where f er 2m is the approximation given by (15) .
Corollary 1
We assume that W(A) ∪ W(T 2m ) ⊆ Λ , and let f ∈ A(Λ ). Then the global extended-rational Arnoldi approximation f er 2m defined by (15) satisfies
Proof According to (17), we have r 2m
Shifted linear systems
We consider the solution of the parameterized nonsingular linear systems with multiple right hand sides where R 0 = R 0 (σ ) = B−(A−σ I) −1 X 0 (σ ) are the residual block vectors associated to initial guess X 0 (σ ). By (14) 
Using (20) relations and the following decomposition
the reduced linear system can be written as
then the approximate solution will be
This equality is equivalent to (15) when f (A) = (A − σ I n ) −1 corresponds to the resolvent function. In order to find a good choice of shift parameters {s 1 , . . . , s m } in the Algorithm 1, we consider the following function
where f m,m = f λ 1 ...,λ m ,s 1 ,...,s m corresponds to the so-called skeleton approximation introduced in the study of Tyrtyshnikov [36] , i.e., Proof
The rational function f 2m,m can be expressed as
Observe that ψ(λ , s) is divisible by (λ −s), then there exists a function φ such that ψ(λ , s) = (λ −s)φ (λ , s). Moreover, φ is a polynomial function of degree 2m−1 of each variable. Then f 2m,m simplifies to
The relative error [14] of the skeleton approximation f m,m is given by
According to this equality, we can show that there exists a polynomial function ϕ, of degree m − 1 (of each variable) such that
Thus,
Which shows that f 2m,m is an [(2m − 1)|m] of the first variable λ and an [(2m − 1)|2m] of the second variable s. It is clear that f 2m,m interpolates (λ − s) −1 at λ = λ 1 , . . . , λ m and s = s 1 , . . ., s m . For λ = λ m+1 , . . ., λ 2m , we have
.
Using the relation error equation (24), we get
Which means that f 2m,m interpolates (λ − s) −1 at λ = λ 1 , . . . , λ 2m and s = s 1 , . . ., s m . The relative error is
Using the relation error equation (24), we conclude that
⊓ ⊔
Using the same techniques as in [28] , we can show that
By this equality, the residual R 2m (σ ) can be expressed as
From [9, Proposition 2], the characteristic polynomial of T 2m minimizes p(A)R 0 F over all monic polynomial of degree 2m, so that the numerator in (25) satisfies
With this result, and (25) equation, the next shift parameter s m+1 is selected as
where Σ is the set of the shifts associated to the parameterized linear systems (19) . The following result on the norm of the residual R 2m (σ ) allows us to stop the iterations without having to compute matrix products with the large matrix A.
Theorem 1 Let Y 2m (σ ) be the exact solution of the reduced linear system (22) and let X 2m (σ ) be the approximate solution of linear system (19) after m iterations of the extended rational global Arnoldi algorithm. Then the residual R 2m (σ ) satisfies
Using (21) decomposition, we obtain
As m increases, the column of block vectors that must be stored increases. As in [32, 34] , we can restart the algorithm every some fixed m steps. According to (27) , we observe that the residuals R 2m (σ ) are colinear to the block vector V 2m+1 . Then it is possible to restart with V 2m+1 and β 0 (σ ) = trace(V T 2m+1 R 2m (σ )) see, Algorithm 2 [line 8].
Algorithm 2 Restarted shifted linear system algorithm Input: Matrix A, block vector B, Σ the set of shifts, ε a desired tolerance.
3.2 Application to the approximation of e −tA V, t > 0
In this subsection, we consider the computation of U(t) = e −tA V where t > 0, for a given large and sparse matrix A and a given block vector V of size n × p. Based on the Forthonormal basis defining the matrix V 2m generated by the global extended-rational algorithm, the expression of U(t) can be approximated as
Indeed, the inverse Laplace representation of the resolvent function is written as follows
We have seen that the approximation of (A + sI) −1 V is
We recall that U(t) = e −tA V is the solution of the differential problem
The residual with respect to this ODE is given by
Following the idea in [33] , and by the first equation in (10), the residual is given by the quantity
Applying the first result of [27, Lemma 1] to R 2m (t), we obtain the following stopping criterion
where τ m = t 2m+1,2m−1 , t 2m+1,2m and E m are defined in (10) .
The following result which concerns the approximation of the exponential will be the key to find a good choice of the shift parameters independently on the parameter t. This result is obtained by following some ideas in [14] .
Theorem 2 We assume that A is a positive matrix with spectrum contained on [0, ∞). Then we have the following error bound
i∞ −i∞ e st (λ + s) −1 ds. We observe that h(λ ,t) corresponds to the inverse Laplace transform of 1/(λ + s), then h(λ ,t) = e −λ t . Which leads to obtain As for rational Arnoldi approximation, and when working with bounded positive definite matrix A, Druskin et al. [12] showed that real shifts on the spectrum of A can also reach the minimum in (31) inequality. We observe that the function g −1 2m (−s) has poles at s = −λ i ∈ [−λ max , −λ min ], i = 1, . . . , 2m. Following the same techniques in [12, Proposition 2.3], we can show that all the extrema of |g −1 2m (−s)| are ripples (local maxima of |g −1 2m (−s)|) located only between the interpolation points {λ i } 2m i=1 , such that there is one and only one ripple between two adjacent interpolation points. With the result, the next shift parameter s m+1 is selected as the corresponding argument of the maximum of |g −1 2m (−λ max )|, |g −1 2m (−λ min )| and the 2m − 1 local maxima between the interpolation points. The algorithm for constructing the next shift parameter is given in Algorithm 3. Algorithm 4 describes how approximations of e −tA V are computed by the adaptive global extended-rational method.
Numerical experiments
In this section, we give some numerical results to show the performance of the global extended-rational Arnoldi method. All experiments were carried out with MATLAB R2015a on a computer with an Intel Core i-3 processor and 3.89 GBytes of RAM. The computations were done with about 15 significant decimal digits. The proposed method is applied to the approximation of f (A)V given in (1) , and to solve the shifted linear systems (19) with multiple right hand sides for many values of σ .
Examples for the shifted linear systems
In this subsection, we present some results of solving shifted linear systems of the form (19) . We compare the results obtained by the restarted global extended-rational Arnoldi (resGERA), the restarted global extended Arnoldi (resGEA) and the restarted global FOM (resGFOM) methods. The right hand side B was chosen randomly with entries uniformly distributed on [0, 1]. The shifts σ are taken to be values uniformly distributed in the interval [−5, 0]. In Example 1 and Example 2, the stopping criterion used for Algorithm 2 was R 2m (σ ) F ≤ 2 · 10 −12 and the initial guess was zero. The dimension of the subspaces was chosen to be m = 10, 20.
Example 1 In this experiment, we consider the nonsymmetric matrices A 1 and A 2 given in [34] and [1] , respectively. These matrices were obtained from the centered finite difference discretization (CFDD) of the elliptic operators L 1 (u) and L 2 (u), respectively, 
on the unit square [0, 1] × [0, 1] with Dirichlet homogeneous boundary conditions. The number of inner grid points in both directions was n 0 and the dimension of matrices is n = n 2 0 .
In table 1, we reported results for resGERA, resGEA and resGFOM. We used different values of the dimension n ({2500, 10000 and 22500}) and two different block sizes p = 5, 10. The dimension of the subspace is chosen to be m = 10 and m = 20. As shown from this table, the resGFOM requires a higher number of restarts and cpu-time to reach convergence. Although the resGEA is able to reduce the number of restarts, resGERA is much better in terms of number of restarts and cpu-time. 
Example 2
In this example, we used the nonsymmetric matrices pde2961, epb1, add32 and the symmetric matrix mhd3200b from the Suite Sparse Matrix Collection [10] . Some details on these matrices are given in Table 2 . Results for several choices of the block size p are reported in Table 3 . The results show that the GERAM and GEAM yield significantly smaller cycles than GFOM. Moreover, the GERAM is faster than GEAM for all matrices. In this example, we consider a semi discretization of the partial differential equation
where U 0 (x, y) = {u (1) 0 (x, y), u (2) 0 (x, y), u 
on the [0, 1] × [0, 1]. The size of A 100 is 100 × 100 and the size of A 150 is 150 × 150. The subscript 100 and 150 denotes the number of inner grid points in both directions. The block V is set to the values of the initial functions U 0 (x, y) on the finite-difference mesh (x i , y j ), with x i = (i − 1)/(n 0 − 1) and y j = ( j − 1)/(n 0 − 1), for i, j = 1, . . . , n 0 , i.e., V (n 0 (i−1)+ j, k) = u (k) 0 (x i , y j ), k = 1, 2, 3. In this case, the block size is p = 3. We computed approximations of U(t) = e −tA V correspond to the solution of partial differential equation. These approximations are given by the AGER method; see, Algorithm 4 and the adaptive rational Arnoldi method (ARA) described in [12] . We used different values of time parameters t = {1/10, 1/3, 2/3, 1}. The algorithms were stopped when residual norm R 2m (t) is less than 5 × 10 −9 . In table 4, we present results of this experiment. As shown in this table, the AGER method requires fewer iterations and CPU-time than ARA method. In the following examples, we compare the performance of GERA method with the performance of the rational arnoldi (RA) method and the standard global Arnoldi (SGA) method.
In all examples, A ∈ R 1000×1000 , and the block V ∈ R n×5 was generated randomly with entries uniformly distributed on [0, 1]. The dimension of the Krylov subspace is chosen Table 4 Example 3: Approximation of e −tA V for two matrix dimensions for the operator given by (33) . for the RA method. In the extended-rational method, the poles are chosen as s i = 0.1i for i = 1, . . . , 10, while in the rational method the poles are chosen as s i = 0.05i for i = 1, . . . , 20. Example 4 Let A = [a i, j ] be the symmetric positive definite Toeplitz matrix with entries a i, j = 1/(1+|i+ j|) [25] . Results for several functions are reported in Table 5 . As shown, the approximations computed with the GERA method are more accurate than approximations determined by the RA and SGA methods. Example 5 The matrix used in this example is a block diagonal with 2 × 2 blocks of the form a i c −c a i where c = 1/2 and a i = (2i − 1)/(n + 1) for i = 1, . . . , n/2 [33] . Table 6 displays computed results, and shows that approximations computed with the GERA method have higher accuracy than approximations obtained by the RA and SGA methods. 
Conclusion
This paper describes the global extended-rational Arnoldi method for the approximation of f (A)V and for solving parameter dependent systems (19) . We proposed an adaptive procedure to compute the shifts when f (A) = e −tA or f (A) = (A − σ I n ) −1 . The numerical results show that the proposed algorithms AGER (resGERA) require fewer iterations (number of restarts) and cpu-time as compared to other projection-type methods when approximating f (A)V and when solving parameter dependent systems.
