Abstract We propose and demonstrate a 3-D acquisition system with background suppression capability based on a structured light projection method. We have designed and demonstrated CMOS image sensor for frequency and phase detection by in-pixel digital demodulation circuit. The demodulation circuits suppress background light and extract modulated signal light that encodes angular information in frequency and phase from the background light. These in-pixel demodulation circuit has advantages in efficient and robust demodulation. The modulated signal light is projected using a high-speed DMD projector. We demonstrated −21 dB signal to background ratio without any optical filters, and 0.68 cm distance precision of the entire 3-D range finding system.
Introduction
3-D surface shape acquisition has many application fields such as robot vision 1) , human interface based on finger 2)3) or body 4) gesture, security such as identification 5) or monitoring, observation of various phenomena 6) etc.
Structured light is one of the widely used 3-D acquisition methods for these applications. Since first developed in 7) , various improvements and modifications are proposed 8) . It provides a high accuracy and moderate speed at the same time, and used for real-time applications as well as non-real time applications with high 3-D measurement density. Due to its advantages, structured light is used in many researches and commercial products. For example, Microsoft Kinect is one of the most successful products for 3-D acquisition which incorporates 2-D and 3-D sensors, and now used not only as a game controller as it initially intended but also in researches in such regions as human interfaces as well. Very high resolution 3-D modeling systems with moderate speed is also developed based on the structured light 9) and used for inspection, reverse engineering and 3-D scanning of archaeological objects.
However, for it to be used in various situations, it is desirable to improve the robustness. Since it is based on the projection, the detection of the pattern and suppression of the other light (background light) is the key to the successful 3-D reconstruction.
For image acquisition to detect patterns, most systems use CMOS image sensors. Though virtually all systems use commercial CMOS image sensors that exports 2-D images, we only need the detected patterns to calculate 3-D shape. By developing a special purpose CMOS image sensor that detects the pattern using CMOS circuit integrated on the sensor chip, we can help enhance the performance of structured light systems.
The rest of the paper is organized as follows: We first introduce the principles of structured light as well as the existing works on the structured light-based systems in 2. In Section 3, we explain the proposed system and a CMOS image sensor dedicated for the purpose of modulated pattern detection. Section 4 shows the measurement results of both the proposed CMOS image sensor alone and the 3-D acquisition system using the sensor. The analysis and discussion of the sensor and system design as well as their measurement results are presented in Section 5. Section 6 is the conclusion.
Background
In this section, we first introduce the principles of structured light as well as the comparisons of various methods.
1 Triangulation and Spatial Coding
Triangulation is an old technique to measure the distance from one plane to a certain point. It is based on a characteristic of triangles that a triangle is determined uniquely given an edge and two angles at the both ends of the edge. Fig. 1 shows the principle. The distance h is given by
where d is the length of the edge and called baseline.
The system setup of typical structured light systems is shown in Fig. 1 . The camera and the projector in the system corresponds to the ends of the edge in camera captures the light pattern reflected on the target object. By detecting the signal light from the captured images and identifying the space the point belongs to, the angle at the projector side can be extracted. Due to the characteristics of the optical system, the angle at the camera side can be calculated depending on the position on the image as shown in Fig. 2 .
2 Classification of Patterns
Various existing patterns 8) can be classified depending on how it encodes the angle. Most simply, it can be classified to two classes, one shot and time-multiplexed, which encodes the angle using only one pattern and using multiple patterns, respectively. The advantage of time-multiplexed pattern is that it is simpler to detect and decode the pattern light. The obvious disadvantage of it is that it cannot be applied to a moving objects. One-shot patterns can be applied to moving object. However, its decoding step is complicated compared to the one-shot case, and it has limitations when improving its spatial resolution.
In this research, we focused on time-multiplexed pattern due to its simple decoding step.
3 Pattern Detection and Reconstruction
The signal light is degraded by the variation of reflectivity over the surface of target objects, as well as interfered by background light such as ambient light.
The effect of reflectivity variation can be mitigated for example as in 10) , where in addition to the signal light that encodes the angle, they project the "all white" and "all black" pattern so that the reflectivity on the target object can be estimated. As for the background light, in some applications it can be eliminated by system setup, by for example surrounding the target object and system by shield so that no background light are included in the images. However, in applications such as human interface and monitoring, this technique is not applicable. Therefore, we need a technique to detect the signal light under the presence of background light.
Proposed System
As explained in Section 2, the light pattern encodes the angular information at the projector. Conventionally the light intensity, color and shapes are used for this purpose.
In order to mitigate the effect of the background light on the pattern detection, we can modulate the pattern signal as shown in Fig. 3 . Since the pattern light has certain frequency component due to modu-lation whereas the background light mainly consists of dc and mains frequency component, we can distinguish the pattern light from the background in the frequency domain. Furthermore, we are now able to use two other physical quantities for encoding: frequency and phase.
However, the detection of the modulated pattern light can be very inefficient if we use a conventional image sensor because we need multiple images to restore the original (demodulated) pattern. It becomes more inefficient when we use the phase encoding.
In order to make these operations more efficient, we designed a special purpose CMOS image sensor that performs pattern light detection and phase detection inside each pixel. In this way we eliminated the unnecessary readout from the image sensor chip and make the detection more efficient. STOP, RST, UD1, UD2 and RE. The first four signals are shared over the entire array while RE are only among each row.
The actual operation of the demodulation is shown in the Fig. 6. Fig. 6 (a) shows the incoming signal light. It blinks at a certain frequency due to modulation. First, the PFM circuit in Fig. 5 converts the incident light intensity to a pulse train of a frequency proportional to it. The resulting signal is shown in Fig. 6 (b) . Then the two up/down counters count the number of pulses. The two up/down control signals are controlled externally and 90 degree out of phase, as shown in Fig. 6 (c,e) and tan
c1 , where c 1 and c 2 are the counter values shown in Fig. 6 (d, f) .
As can be seen, DC background light ideally results in zero count in both of the counters, therefore it can be suppressed completely. Background light at other frequencies are also suppressed by repeating this process multiple times.
The proposed 3-D acquisition system is shown in Fig.  7 . The system consists of our designed CMOS image sensor, a high-speed DMD projector that can project a binary pattern at 22727 frames per second, an FPGA and a laptop. The pattern is generated on the laptop and sent to DMD projector. The FPGA controls the CMOS image sensor as well as the frame timing of the DMD projector.
We fabricated this image sensor in 65nm standard CMOS process. A 45×30 array of 30μm×37μm pixels are formed on a 2mm × 2mm die. The photodiode is simply an n-well and p-sub. The die and pixel micrograph is shown in the Fig. 8 , respectively. 
Measurement Result
We first measured the sensitivity and linearity of the PFM pixels in the CMOS image sensor. The setup used for this measurement is shown in the Fig. 9 . We used a high-power white LED to illuminate both the light. The input current of the LED is changed from 0 to 1A and the count values from 45 × 30 pixels are read out, and their mean and standard deviation are shown in Fig. 10 . The PFM pixels show high dynamic range and linearity, while showing low sensitivity.
Next we measured the background suppression performance in the setup shown in Fig. 11 . The highpower white LED used in previous setup is used again to generate a high background light that is projected on the target object. A high-speed DMD projector capable of up to 22727 fps operation projects the signal light generated on the laptop. The timing of both the projector and the image sensor are controlled by an FPGA.
We first measured the background suppression performance. Because the noise level changes depending on the incident light as shown in Fig. 10 , the background suppression performance depends on the background light intensity. At the frame rate of 10fps, we achieved the best signal to background ratio (SBR) of −5.5 dB. Next, we measured the possible best SBR achievable Fig. 9 Measurement of the CMOS image sensor sensitivity.
Fig. 10
The sensitivity and jitter of PFM circuit.
using this system. The measured SBR is −21 dB at the frame rate of 0.01fps. Finally, we measured the 3-D shape of several simple objects to evaluate the performance of the entire system. The same setup as the previous experiment Fig. 11 Measurement of the CMOS image sensor sensitivity.
Fig. 12
Reconstructed 3-D image of a wall. Fig. 13 The accuracy of the distance measurement.
is used. Fig. 12 shows the measurement results of a white plate. As shown in the figure the image of the plane is successfully acquired. The measurement results are compared with an ideal value calculated to evaluate the precision of the distance measurement as shown in Fig. 13 . The standard deviation of the measurement was 0.68 cm. We have also measured a 1cm step, and its measurement result is shown in Fig. 14 . In order to inspect the system performance when this method is applied to more complicated targets, we tested the system with the object shown in Fig. 15 . First, we obtained the monochrome figure by fixing one of the up/down counter to up. The resulting grayscale image is shown in Fig. 16 . The corresponding area is shown as the red box in Fig. 15 . Next we projected the pattern and performed the acquisition operation. The resulting image is shown in Fig. 17 . The patterns are mostly acquired, however, the boundaries are unclear especially at many points. The simliar phenomena can be observed, though less severe, when acquiring the image of the white plate, as shown in Fig. 18 . This is because of limitations of the optical system attached to the sensor.
Discussion

1 Distance Resolution
The resolution of the distance measurement is determined by the horizontal angular resolution, which is determined by the horizontal angle-of-view, horizontal resolution of the image sensor and whether the system and algorithm allows sub-pixel resolution of the boundary of the projected patterns. The angle-of-view is determined by the lens and the physical size of the CMOS image sensor..
Horizontal resolution of the CMOS image sensor is simply the number of pixels in the horizontal direction, and determined by the CMOS image sensor design. One way to improve the distance resolution is by subpixel resolution. In our case, we could not apply this technique because the sensor had too low a sensitivity to make the signal large enough for this technique. Once the sensitivity is improved, we can apply this technique.
For calibration of reconstruction parameters, we use simple linear regression. Because of the calibration error we can see distortion in Fig. 12 and Fig. 14 . We think it can be removed if proper parameters for recovery algorithm are determined using more advanced calibration methods.
Conclusion
In this paper, we have demonstrated the operation of a 3-D acquisition system based on frequency-and phase-coded structured light. Our developed CMOS image sensor is used in the system to efficiently extract the frequency and phase of the incoming signal light and suppress the background light at the same time. The performance of the entire system as well as the CMOS image sensor is evaluated by measurement. The CMOS image sensor has shown the signal to background ratio and the power consumption of −21 dB and 1.8 mW, respectively. The precision of the entire system is measured to be 0.68 cm. We have summarized the result in Table 1 . (1)
(5) Fig. 18 Detection of stripes for a plane.
