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Abstract—In this paper, we consider a class of stochas-
tic optimal control problems with risk constraints that are
expressed as bounded probabilities of failure for particular
initial states. We present here a martingale approach that
diffuses a risk constraint into a martingale to construct time-
consistent control policies. The martingale stands for the level
of risk tolerance that is contingent on available information
over time. By augmenting the system dynamics with the
controlled martingale, the original risk-constrained problem
is transformed into a stochastic target problem. We extend
the incremental Markov Decision Process (iMDP) algorithm to
approximate arbitrarily well an optimal feedback policy of the
original problem by sampling in the augmented state space and
computing proper boundary conditions for the reformulated
problem. We show that the algorithm is both probabilistically
sound and asymptotically optimal. The performance of the
proposed algorithm is demonstrated on motion planning and
control problems subject to bounded probability of collision in
uncertain cluttered environments.
I. INTRODUCTION
Controlling dynamical systems in uncertain environments
is a fundamental and essential problem in several fields,
ranging from robotics [1], [2], healthcare [3], [4] to man-
agement science, economics and finance [5], [6]. Given a
system with dynamics described by a controlled diffusion
process, a stochastic optimal control problem is to find an
optimal feedback policy to optimize an objective function.
Risk management has always been an important part of
stochastic optimal control problems to guarantee safety dur-
ing the execution of control policies. For instance, in critical
applications such as self-driving cars and robotic surgery,
regulatory authorities can impose a threshold of failure
probability during operation of these systems. Thus, finding
control policies that fully respect this type of constraint is
important in practice.
There has been intensive literature on stochastic optimal
control without risk constraints. Even in this setting, it is
well-known that closed-form or exact algorithmic solutions
for general continuous-time, continuous-space stochastic op-
timal control problems are computationally challenging [7].
Thus, many approaches have been proposed to investigate
approximate solutions of such problems. Deterministic ap-
proaches such as discrete Markov Decision Process approx-
imation [8], [9] and solving associated Hamilton-Jacobi-
Bellman (HJB) PDEs [10]–[12] have been proposed, but
the complexities of these approaches scale poorly with
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the dimension of the state space. In [7], [13], [14], the
authors show that randomized algorithms (or sampling-based
algorithms) provide a possibility to alleviate the curse of
dimensionality by sampling the state space while assum-
ing discrete control inputs. Recently, in [15], [16], a new
computationally-efficient sampling-based algorithm called
the incremental Markov Decision Process (iMDP) algorithm
has been proposed to provide asymptotically-optimal solu-
tions to problems with continuous control spaces.
Built upon the approximating Markov chain method [17],
[18], the iMDP algorithm constructs a sequence of finite-
state Markov Decision Processes (MDPs) that consistently
approximate the original continuous-time stochastic dynam-
ics. Using the rapidly-exploring sampling technique [19] to
sample in the state space, iMDP forms the structures of
finite-state MDPs randomly over iterations. Control sets for
states in these MDPs are constructed or sampled properly in
the control space. The finite models serve as incrementally
refined models of the original problem. Consequently, distri-
butions of approximating trajectories and control processes
returned from these finite models approximate arbitrarily
well distributions of optimal trajectories and optimal control
processes of the original problem. The iMDP algorithm
also maintains low time complexity per iteration by asyn-
chronously computing Bellman updates in each iteration.
There are two main advantages when using the iMDP
algorithm to solve stochastic optimal control problems. First,
the iMDP algorithm provides a method to compute optimal
control policies without the need to derive and characterize
viscosity solutions of associated HJB equations. Second, the
algorithm is suitable for various online robotics applications
without a priori discretization of the state space.
Risk management in stochastic optimal control has also
been received extensive attention by researchers in several
fields. In robotics, a common risk management problem
is chance-constrained optimization [20]–[22]. Chance con-
straints specify that starting from a given initial state,
the time-0 probability of success must be above a given
threshold where success means reaching goal areas safely.
Alternatively, we call these constraints risk constraints if we
concern more about failure probabilities. Despite intensive
work done to solve this problem in last 20 years, designing
computationally-efficient algorithms that respect chance con-
straints for systems with continuous-time dynamics is still an
open question. The Lagrangian approach [23]–[25] is a pos-
sible method for solving the mentioned constrained optimiza-
tion. However, this approach requires numerical procedures
to compute Lagrange multipliers before obtaining a policy,
which is computationally demanding for high dimensional
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systems and unsuitable for online robotics applications.
In another approach (see, e.g., [26]–[30]), most previous
works use discrete-time multi-stage formulations to model
this problem. In these modified formulations, failure is
defined as collision with convex obstacles which can be
represented as a set of linear inequalities. Probabilities of
safety for states at different time instants as well as for
the entire path are pre-specified by users. The proposed
algorithms to solve these formulations often involve two
main steps. In the first step, these algorithms often use
heuristic [26] or iterative [27] risk allocation procedures to
identify the tightness of different constraints. In the second
step, the formulations with identified active constraints can
be solved using mixed integer-linear programming with
possible assistance of particle sampling [20] and linear pro-
gramming relaxation [21]. Computing risk allocation fully is
computationally intensive. Thus, in more recent works [28]–
[30], the authors make use of the Rapidly-Exploring Ran-
dom Tree (RRT) and RRT∗ algorithms to build tree data
structures that also store incremental approximate allocated
risks at tree nodes. Based on the RRT∗ algorithm, the
authors have proposed the Chance-Constrained-RRT∗ (CC-
RRT∗) algorithm that would provide asymptotically-optimal
and probabilistically-feasible trajectories for linear Gaussian
systems subject to process noise, localization error, and
uncertain environmental constraints. In addition, the authors
have also proposed a new objective function that allows
users to trade-off between minimizing path duration and risk-
averse behavior by adjusting the weights of these additive
components in the objective function.
We note that the modified formulations in the above
approach do not preserve well the intended guarantees of the
original chance constraint formulation. In addition, the ap-
proach requires the direct representation of convex obstacles
into the formulations. Therefore, solving the resulting mixed
integer-linear programming in the presence of a large number
of obstacles is computationally demanding. The proposed
algorithms are also over-conservative due to loose union
bounds when performing the risk allocation procedures.
To counter these conservative bounds, CC-RRT∗ constructs
more aggressive trajectories by adjusting the weights of the
path duration and risk-averse components in the objective
function. As a result, it is hard to automate the selection of
trajectory patterns.
Moreover, specifying in advance probabilities of safety for
states at different time instants and for the entire path can
lead to policies that have irrational behaviors due inconsistent
risk preference over time. This phenomenon is known as
time-inconsistency of control policies. For example, when
we execute a control policy returned by one of the proposed
algorithms, due to noise, the system can be in an area
surrounded by obstacles at some later time t, it would be
safer if the controller takes into account this situation and
increases the required probability of safety at time t to
encourage careful maneuvers. Similarly, if the system enters
an obstacle-free area, the controller can reduce the required
probability of safety at time t to encourage more aggressive
maneuvers. Therefore, to maintain time-consistency of con-
trol policies, the controller should adjust safety probabilities
so that they are contingent on available information along
the controlled trajectory.
In other related works [31]–[33], several authors have
proposed new formulations in which the objective functions
and constraints are evaluated using (different) single-period
risk metrics. However, these formulations again lead to
potential inconsistent behaviors as risk preferences change
in an irrational manner between periods [34]. Recently,
in [22], the authors used Markov dynamic time-consistent
risk measures [35]–[37] to assess the risk of future cost
stream in a consistent manner and established a dynamic
programming equation for this modified formulation. The
resulting dynamic programming equation has functionals
over the state space as control variables. When the state space
is continuous, the control space has infinite dimensionality,
and therefore, solving the dynamic programming equation in
this case is computationally challenging.
In mathematical finance, closely-related problems have
been studied in the context of hedging with portfolio con-
straints where constraints on terminal states are enforced
almost surely (a.s.), yielding so-called stochastic target prob-
lems [38]–[42]. Research in this field focuses on deriving
HJB equations for this class of problems. Recent analytical
tools such as weak dynamic programming [38] and geometric
dynamic programming [43], [44] have been developed to
achieve this goal. These tools allow us to derive HJB
equations and find viscosity solutions for a larger class of
problems while avoiding measurability issues.
In this paper, we consider the above risk-constrained
problems. That is, we investigate stochastic optimal control
problems with risk constraints that are expressed in terms of
bounded failure probabilities for particular initial states. We
present here a martingale approach to solve these problems
such that obtained control policies are time-consistent with
the initial threshold of failure probability. The martingale rep-
resents the level of risk tolerance that is contingent on avail-
able information over time. Thus, the martingale approach
transforms a risk-constrained problem into a stochastic target
problem. By sampling in the augmented state space and
computing proper boundary conditions of the reformulated
problem, we extend the iMDP algorithm to compute anytime
solutions after a small number of iterations. When more
computing time is allowed, the proposed algorithm refines
the solution quality in an efficient manner.
The main contribution of this paper is twofold. First,
we present a novel martingale approach that fully respects
the considered risk constraints for systems with continuous-
time dynamics in a time-consistent manner. The approach
enable us to manage risk in several practical robotics ap-
plications without directly deriving HJB equations, which
are hard to obtain in many situations. Second, we pro-
pose a computationally-efficient algorithm that guarantees
probabilistically-sound and asymptotically-optimal solutions
to the stochastic optimal control problem in the presence
of risk constraints. That is, all constraints are satisfied in a
suitable sense, and the objective function is minimized as the
number of iterations approaches infinity. We demonstrate the
effectiveness of the proposed algorithm on motion planning
and control problems subject to bounded collision probability
in uncertain cluttered environments.
This paper is organized as follows. A formal problem
definition is given in Section II. In Section III, we discuss
the martingale approach and the key transformation. The
extended iMDP algorithm is described in Section IV. The
analysis of the proposed algorithm is presented in Section V.
We present simulation examples and experimental results in
Section VI and conclude the paper in Section VII.
II. PROBLEM DEFINITION
In this section, we present a generic stochastic optimal
control formulation with definitions and technical assump-
tions as discussed in [15], [16], [45]. We also explain how
to formulate risk constraints.
Stochastic Dynamics: Let dx, du, and dw be positive
integers. Let S be a compact subset of Rdx , which is the
closure of its interior So and has a smooth boundary ∂S.
Let a compact subset U of Rdu be a control set. The state of
the system at time t is x(t) ∈ S, which is fully observable
at all times.
Suppose that a stochastic process {w(t); t ≥ 0} is a dw-
dimensional Brownian motion on some probability space. We
define {Ft; t ≥ 0} as the augmented filtration generated by
the Brownian motion w(·). Let a control process {u(t); t ≥
0} be a U -valued, measurable random process also defined
on the same probability space such that the pair (u(·), w(·))
is admissible [15]. Let the set of all such control processes
be U . Let Rdx×dw denote the set of all dx by dw real
matrices. We consider systems with dynamics described by
the controlled diffusion process:
dx(t) = f(x(t), u(t)) dt+ F (x(t), u(t)) dw(t),∀t ≥ 0 (1)
where f : S × U → Rdx and F : S × U → Rdx×dw
are bounded measurable and continuous functions as long
as x(t) ∈ So. The initial state x(0) is a random vector
in S. We assume that the matrix F (·, ·) has full rank. The
continuity requirement of f and F can be relaxed with mild
assumptions [15], [17] such that we still have a weak solution
to Eq. (1) that is unique in the weak sense [46].
Cost-to-go Function and Risk Constraints: We define
the first exit time T zu : U × S → [0,+∞] under a control
process u(·) ∈ U starting from x(0) = z ∈ S as
T zu = inf
{
t : x(0) = z, x(t) /∈ So, and Eq.(1)}.
In other words, T zu is the first time that the trajectory of the
dynamical system given by Eq. (1) starting from x(0) = z
hits the boundary ∂S of S. The random variable T zu can take
value ∞ if the trajectory x(·) never exits So.
The expected cost-to-go function under a control process
u(·) is a mapping from S to R defined as
Ju(z) = Ez0
[∫ T zu
0
αt g
(
x(t), u(t)
)
dt+ αT
z
uh(x(T zu ))
]
, (2)
where Ezt denotes the conditional expectation given x(t) = z,
and g : S × U → R, h : S → R are bounded measurable
and continuous functions, called the cost rate function and
the terminal cost function, respectively, and α ∈ [0, 1) is the
discount rate. We further assume that g(x, u) is uniformly
Ho¨lder continuous in x with exponent 2ρ ∈ (0, 1] for all
u ∈ U . We note that the discontinuity of g, h can be treated
as in [15], [17].
Let Γ ⊂ ∂S be a set of failure states, and η ∈ [0, 1] be a
threshold for risk tolerance given as a parameter. We consider
a risk constraint that is specified for an initial state x(0) = z
under a control process u(·) as follows:
P z0 (x(T
z
u ) ∈ Γ) ≤ η,
where P zt denotes the conditional probability at time t given
x(t) = z. That is, controls that drive the system from time 0
until the first exit time must be consistent with the choice of η
and initial state z at time 0. Intuitively, the constraint enforces
that starting from a given state z at time t = 0, if we execute
a control process u(·) for N times, when N is very large,
there are at most Nη executions resulting in failure. Control
processes u(·) that satisfy this constraint are called time-
consistent. To have time-consistent control processes, the risk
tolerance along controlled trajectories must vary consistently
with the initial choice of risk tolerance η based on available
information over time.
Let R be the extended real number set. The optimal cost-
to-go function J∗ : S → R is defined as follows 1 2:
OPT 1 : J∗(z; η) = inf
u(·)∈U
Ju(z) (3)
s/t P z0 (x(T
z
u ) ∈ Γ) ≤ η and Eq. (1). (4)
A control process u∗(·) is called optimal if Ju∗(z) =
J∗(z; η). For any  > 0, a control process u(·) is called
an -optimal policy if |Ju(z)− J∗(z; η)| ≤ .
We call a sampling-based algorithm probabilistically-
sound if the probability that a solution returned by the
algorithm is feasible approaches one as the number of
samples increases. We also call a sampling-based algorithm
asymptotically-optimal if the sequence of solutions returned
from the algorithm converges to an optimal solution in
probability as the number of samples approaches infinity.
Solutions returned from algorithms with such properties are
called probabilistically-sound and asymptotically-optimal.
In this paper, we consider the problem of computing
the optimal cost-to-go function J∗ and an optimal control
process u∗ if obtainable. Our approach, outlined in Sec-
tion IV, approximates the optimal cost-to-go function and an
optimal policy in an anytime fashion using an incremental
sampling-based algorithm that is both probabilistically-sound
and asymptotically-optimal.
III. MARTINGALE APPROACH
We now present the martingale approach that transforms
the considered risk-constrained problem into an equivalent
stochastic target problem. The following lemma to diffuse
risk constraints is a key tool for our transformation.
1The semicolon in J∗(z; η) signifies that η is a parameter.
2Compared to [45], we consider a larger set of control processes than
the set of Markov control processes here. We will restrict again to Markov
control processes in the reformulated problem.
A. Diffusing Risk Constraints
Lemma 1 (see [41], [42]) From x(0) = z, a control pro-
cess u(·) is feasible for OPT 1 if and only if there exists
a square-integrable (but possibly unbounded) process c(·) ∈
Rdw and a martingale q(·) satisfying:
1) q(0) = η, and dq(t) = cT (t)dw(t),
2) For all t, q(t) ∈ [0, 1] a.s.,
3) 1Γ(x(T zu )) ≤ q(T zu ) a.s,
where 1Γ(x) = 1 if and only if x ∈ Γ and 0 otherwise. The
martingale q(t) stands for the level of risk tolerance at time
t. We call c(·) a martingale control process.
Proof: Assuming that there exists c(·) and q(·) as
above, due to the martingale property of q(·), we have:
P z0 (x(T
z
u ) ∈ Γ) = E [1Γ(x(T zu ))|F0]
≤ E [q(T zu )|F0] = q(0) = η.
Thus, u(·) is feasible.
Now, let u(·) be a feasible control policy. Set η0 =
P z0 (x(T
z
u ) ∈ Γ). We note that η0 ≤ η. We define the
martingale
q(t) = E[1Γ(x(T zu ))|Ft].
Since q(T zu ) ∈ [0, 1], we infer that q(t) ∈ [0, 1] almost surely.
We now set
q̂(t) = q(t) + (η − η0),
then q̂(t) is a martingale with q̂(0) = q(0) + (η − η0) =
η0 + (η − η0) = η and q̂(t) ≥ 0 almost surely.
Now, we define τ = inf{t ∈ [0, T zu ] | q̂(t) ≥ 1}, which is
a stopping time. Thus,
q(t) = q̂(t)1t≤τ + 1t>τ ,
as a stopped process of the martingale q̂(t) at τ , is a
martingale with values in [0,1] a.s.
If τ < T zu , we have
1Γ(x(T
z
u )) ≤ 1 = q(T zu ),
and if τ = T zu , we have
q(T zu ) = E[1Γ(x(T zu ))|FT zu ] + (η − η0)
= 1Γ(x(T
z
u )) + (η − η0) ≥ 1Γ(x(T zu )).
Hence, q(·) also satisfies that 1Γ(x(T zu )) ≤ q(T zu ).
The control process c(·) exists due to the martingale rep-
resentation theorem [47], which yields dq(t) = cT (t)dw(t).
We however note that c(t) is possibly unbounded. We also
emphasize that the risk tolerance η becomes the initial value
of the martingale q(·).
B. Stochastic Target Problem
Using the above lemma, we augment the original system
dynamics with the martingale q(t) into the following form:
d
[
x(t)
q(t)
]
=
[
f(x(t), u(t))
0
]
dt+
[
F (x(t), u(t))
cT (t)
]
dw(t), (5)
where (u(·), c(·)) is the control process of the above dynam-
ics. The initial value of the new state is (x(0), q(0)) = (z, η).
We will refer to the augmented state space S×[0, 1] as S and
the augmented control space U × Rdw as U . We also refer
to the nominal dynamics and diffusion matrix of Eq. (5) as
f(x, q, u, c) and F (x, q, u, c) respectively.
It is well-known that in the following reformulated prob-
lem, optimal control processes are Markov controls [41],
[42], [48]. Thus, let us now focus on the set of Markov con-
trols that depend only on the current state, i.e., (u(t), c(t))
is a function only of (x(t), q(t)), for all t ≥ 0. A function
ϕ : S → U represents a Markov or feedback control policy,
which is known to be admissible with respect to the process
noise w(·). Let Ψ be the set of all such policies ϕ. Let
µ : S → U and κ : S → Rdw so that ϕ = (µ, κ). We
rename T zu to T
z
ϕ for the sake of notation clarity. Using
these notations, µ(·, 1) is thus a Markov control policy for
the unconstrained problem, i.e. the problem without the risk
constraint, that maps from S to U . Henceforth, we will use
µ(·) to refer to µ(·, 1) when it is clear from the context. Let
Π be the set of all such Markov control policies µ(·) on S.
Now, let us rewrite cost-to-go function Ju(z) in Eq. (2)
for the threshold η at time 0 in a new form:
Jϕ(z, η) = E
[∫ T zϕ
0
αt g
(
x(t), µ(x(t), q(t))
)
dt
+ αT
z
ϕh(x(T zϕ))
∣∣∣(x, q)(0) = (z, η)]. (6)
We therefore transform the risk-constrained problem OPT 1
into a stochastic target problem as follows3:
OPT 2 : J∗(z, η) = inf
ϕ∈Ψ
Jϕ(z, η) (7)
s/t 1Γ(x(T zϕ)) ≤ q(T zϕ) a.s. and Eq. (5). (8)
The constraint in the above formulation specifies the rela-
tionship of random variables at the terminal time as target,
and hence the name of this formulation [41], [42]. In this
formulation, we solve for feedback control policies ϕ for all
(z, η) ∈ S instead of a particular choice of η for x(0) = z
at time t = 0. We note that in this formulation, boundary
conditions are not fully specified a priori. In the following
subsection, we discuss how to remove the constraint in
Eq. (8) by constructing its boundary and computing the
boundary conditions.
C. Characterization and Boundary Conditions
The domain of the stochastic target problem in OPT 2 is:
D = {(z, η) ∈ S | ∃ϕ ∈ Ψ s/t 1Γ(x(T zϕ)) ≤ q(T zϕ) a.s.}.
By the definition of the risk-constrained problem OPT 1,
we can see that if (z, η) ∈ D then (z, η′) ∈ D for any
η < η′ ≤ 1. Thus, for each z ∈ S, we define
γ(z) = inf {η ∈ [0, 1] | (z, η) ∈ D}, (9)
as the infimum of risk tolerance at z. Therefore, we also
have:
γ(z) = inf
u∈U
P z0
(
x(T zu ) ∈ Γ) = inf
u∈U
Ez0
[
1Γ(x(T
z
u ))
]
. (10)
3The comma in J∗(z, η) signifies that η is a state component rather than
a parameter, and J∗(z, η) is equal to J∗(z; η) in the previous formulation.
Thus, the boundary of D is
∂D =S × {1} ∪ {(z, γ(z)) | z ∈ S}
∪ {(z, η) | z ∈ ∂S, η ∈ [γ(z), 1]}. (11)
For states in {(z, η) | z ∈ ∂S, η ∈ [γ(z), 1]}, the system
stops on ∂S and takes terminal values according to h(·).
The domain D is illustrated in Fig. 1(a). In this example,
the state space S is a bounded two-dimensional area with
boundary ∂S containing a goal region G and an obstacle
region Γ = Obs. The augmented state space S augments
S with an extra dimension for the martingale state q. The
infimum probability of reaching into Γ from states in S is
depicted as γ. As we can see, γ takes value 1 in Γ. The
volume between γ and the hyper-plane q = 1 is the domain
D of OPT 2.
Now, let η = 1, we notice that J∗(z, 1) is the optimal cost-
to-go from z for the stochastic optimal problem without the
risk constraint:
J∗(z, 1) = inf
u∈U
Ju(z).
An optimal control process that solves this optimization
problem is given by a Markov policy µ∗(·, 1) ∈ Π. We now
define the failure probability function Υ : S → [0, 1] under
such an optimal policy µ∗(·, 1) as follows:
Υ(z) = E
[
1Γ(x(T
z
µ∗))
]
, ∀z ∈ S, (12)
where T zµ∗ is the first exit time when the system follows
the control policy µ∗(·, 1) from the initial state z. By the
definitions of γ and Υ, we can recognize that Υ(z) ≥ γ(z)
for all z ∈ S. Figure 1(b) shows an illustration of Υ for the
same example in Fig. 1(a).
Since following the policy µ∗(·, 1) from an initial state z
yields a failure probability Υ(z), we infer that:
J∗(z, 1) = J∗(z,Υ(z)). (13)
From the definition of the problem OPT 1, we also have:
0 ≤ η < η′ ≤ 1⇒ J∗(z, η) ≥ J∗(z, η′). (14)
Thus, for any Υ(z) < η < 1, we have:
J∗(z, 1) ≤ J∗(z, η) ≤ J∗(z,Υ(z)). (15)
Combining Eq. (13) and Eq. (15), we have:
∀ η ∈ [Υ(z), 1]⇒ J∗(z, η) = J∗(z, 1). (16)
As a consequence, when we start from an initial state z with
a risk threshold η that is at least Υ(z), it is optimal to execute
an optimal control policy of the corresponding unconstrained
problem from the initial state z.
It also follows from Eq. (14) that reducing the risk toler-
ance from 1.0 along the controlled process can not reduce the
optimal cost-to-go function evaluated at (x(t), q(t) = 1.0).
Thus, we infer that for augmented states (x(t), q(t)) where
q(t) = 1.0, the optimal martingale control c∗(t) is 0.
Now, under all admissible policies ϕ, we can not obtain
a failure probability for an initial state z that are lower than
γ(z). Thus, it is clear that J∗(z, η) = +∞ for all 0 ≤
η < γ(z). The following lemma characterizes the optimal
martingale control c∗(t) for augmented states (x(t), q(t) =
γ(x(t))).
Lemma 2 Given the problem definition as in Eqs. (3)-(4),
we assume that γ(x) is a smooth function4. When q(t) =
γ(x(t)) and u(t) is chosen, we must have:
c(t)T =
∂γ
∂x(t)
T
F (x(t), u(t)). (17)
Proof: Using the geometric dynamic programming
principle [43], [44], we have the following result: for all
stopping time τ ≥ t, when q(t) = γ(x(t)), a feasible control
policy ϕ ∈ Ψ satisfies q(τ) ≥ γ(x(τ)) almost surely.
Take τ = t+, under a feasible control policy ϕ, we have
q(t+) ≥ γ(x(t+)) a.s. for all t, and hence dq(t) ≥ dγ(x(t))
a.s. By Itoˆ lemma, we derive the following relationship:
cT (t)dw(t) ≥ ∂γ
∂x
T(
f(x(t), u(t))dt+ F (x(t), u(t))dw(t)
)
+
1
2
Tr
(
F (x(t), u(t))F (x(t), u(t))T
∂2γ
(∂x)2
)
dt a.s.
For the above inequality to hold almost surely, the coefficient
of dw(t) must be 0. This leads to Eq. (17).
In addition, if a control process that solves Eq. (10) is
obtainable, say uγ , the cost-to-go due to that control process
is Juγ (z). We will conveniently refer to Juγ (z) as J
γ(z).
Under the mild assumption that uγ is unique, it follows that
Jγ(z) = J∗(z, γ(z)).
We also emphasize that when (x(t), q(t)) is inside the
interior Do of D, the usual dynamic programming principle
holds. The extension of iMDP outlined below is designed to
compute the sequence of approximate cost-to-go values on
the boundary ∂D and in the interior Do.
IV. ALGORITHM
In this section, we briefly overview how the Markov chain
approximation technique is used in both the original and
augmented state spaces. We then present the extended iMDP
algorithm that incrementally constructs the boundary values
and computes solutions to our problem. In particular, we
sample in the original state space S to compute J∗(·, 1) and
its induced collision probability Υ(·) as in Eq. (12), the min-
failure probability γ(·) as in Eq. (10) and its induced cost-
to-go Jγ(·). Concurrently, we also sample in the augmented
state space S with appropriate values for samples on the
boundary of D and approximate the optimal cost-to-go
function J∗(·, ·) in the interior Do. As a result, we construct
a sequence of anytime control policies to approximate an
optimal control policy ϕ∗ = (µ∗, κ∗) in an efficient iterative
procedure.
4When γ(x) is not smooth, we need the concept of viscosity solutions
and weak dynamic programming principle. See [41], [42] for details.
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(b) Failure probabilities due to optimal policies of the unconstrained problem.
Fig. 1. In Fig. 1(a), we show an example of the domain of OPT 2. The state space S is a bounded two-dimensional area with boundary ∂S containing
a goal region G and an obstacle region Γ = Obs. The augmented state space S augments S with an extra dimension for the martingale state q. The
infimum probability of reaching into Γ from states in S is depicted as γ, which takes value 1 in Γ. The volume between γ and the hyper-plane q = 1
is the domain D of OPT 2. In Fig. 1(b), we show an illustration of the failure probability function Υ due to an optimal control policy µ∗(·, 1) of the
unconstrained problem. We plot Υ for the same two-dimensional example. By the definitions of γ and Υ, we have Υ ≥ γ.
A. Markov Chain Approximation
A discrete-state Markov decision process (MDP) is a tuple
M = (X,A,P,G,H) where X is a finite set of states, A is
a set of actions that is possibly a continuous space, P (· | ·, ·) :
X × X × A → R≥0 is the transition probability function,
G(·, ·) : X × A → R is an immediate cost function, and
H : X → R is a terminal cost function. From an initial state
ξ0, under a sequence of controls {vi; i ∈ N}, the induced
trajectory {ξi; i ∈ N} is generated by following the transition
probability function P .
On the state space S, we want to approximate J∗(z, 1),
Υ(z), γ(z) and Jγ(z) for any state z ∈ S, and it is
suffice to consider optimal Markov controls as shown in [15],
[16]. The Markov chain approximation method approximates
the continuous dynamics in Eq. (1) using a sequence of
MDPs {Mn = (Sn, U, Pn, Gn, Hn)}∞n=0 and a sequence
of holding times {∆tn}∞n=0 that are locally consistent. In
particular, we construct Gn(z, v) = g(z, v)∆tn(z), Hn(z) =
h(z) for each z ∈ Sn and v ∈ U . We also require that
limn→∞ supi∈N,ω∈Ωn ||∆ξni ||2 = 0 where Ωn is the sample
space of Mn, ∆ξni = ξni+1 − ξni , and
• For all z ∈ S, limn→∞∆tn(z) = 0,
• For all z ∈ S and all v ∈ U :
lim
n→∞
EPn [∆ξni | ξni = z, uni = v]
∆tn(z)
= f(z, v),
lim
n→∞
CovPn [∆ξ
n
i | ξni = z, uni = v]
∆tn(z)
= F (z, v)F (z, v)T .
The main idea of the Markov chain approximation ap-
proach for solving the original continuous problem is to solve
a sequence of control problems defined on {Mn}∞n=0 as
follows. A Markov or feedback policy µn is a function that
maps each state z ∈ Sn to a control µn(z) ∈ U . The set
of all such policies is Πn. We define tni =
∑i−1
0 ∆tn(ξ
n
i )
for i ≥ 1 and tn0 = 0. Given a policy µn that approximates
a Markov control process u(·) in Eq. (2), the corresponding
cost-to-go due to µn on Mn is:
Jn,µn(z) = EzPn
[
In−1∑
i=0
αt
n
i Gn(ξ
n
i , µn(ξ
n
i )) + α
tnInHn(ξ
n
In)
]
,
where EzPn denotes the conditional expectation given ξ
n
0 =
z under Pn, and {ξni ; i ∈ N} is the sequence of states of
the controlled Markov chain under the policy µn, and In is
termination time defined as In = min{i : ξni ∈ ∂Sn} where
∂Sn = ∂S ∩ Sn.
The optimal cost-to-go function J∗n : S → R that
approximates J∗(z, 1) is denoted as
J∗n(z, 1) = inf
µn∈Πn
Jn,µn(z) ∀z ∈ Sn. (18)
An optimal policy, denoted by µ∗n, satisfies Jn,µ∗n(z) =
J∗n(z) for all z ∈ Sn. For any  > 0, µn is an -optimal
policy if ||Jn,µn − J∗n||∞ ≤ .
We also define the failure probability function Υn : Sn →
[0, 1] due to an optimal policy µ∗n as follows:
Υn(z) = EPn
[
1Γ(ξ
n
In)
∣∣ x(0) = z ; µ∗n ] ∀z ∈ Sn, (19)
where we denote µ∗n after the semicolon (as a parameter)
to emphasize the dependence of the Markov chain on this
control policy.
In addition, the min-failure probability γn on Mn that
approximates γ(z) is defined as:
γn(z) = inf
µn∈Πn
EzPn
[
1Γ(ξ
n
In)
] ∀z ∈ Sn. (20)
We note that the optimization programs in Eq. (18) and
Eq. (20) may have two different optimal feedback control
policies. Let νn ∈ Πn be a control policy on Mn that
achieves γn, then the cost-to-go function due to νn is Jn,νn
which approximates Jγ . For this reason, we conveniently
refer to Jn,νn as J
γ
n .
Similarly, in the augmented state space S, we use a
sequence of MDPs {Mn = (Sn, U, Pn, Gn, Hn)}∞n=0 and
a sequence of holding times {∆tn}∞n=0 that are locally
consistent with the augmented dynamics in Eq. (5). In
particular, Sn is a random subset of D ⊂ S, Gn is identical
to Gn, and Hn(z, η) is equal to Hn(z) if η ∈ [γn(z), 1]
and +∞ otherwise. Similar to the construction of Pn and
∆tn, we also construct the transition probabilities Pn on
Mn and holding time ∆tn that satisfy the local consistency
conditions for nominal dynamics f(x, q, u, c) and diffusion
matrix F (x, q, u, c).
A trajectory onMn is denoted as {ξni ; i ∈ N} where ξ
n
i ∈
Sn. A Markov policy ϕn is a function that maps each state
(z, η) ∈ Sn to a control (µn(z, η), κn(z, η)) ∈ U . Moreover,
admissible κn at (z, 1) ∈ Sn is 0 and at (z, γn(z)) ∈ Sn is a
function of µ(z, γn(z)) as shown in Eq. (17). Admissible κn
for other states in Sn is such that the martingale-component
process of {ξni ; i ∈ N} belongs to [0,1] almost surely. We can
show that equivalently, each control component of κn(z, η)
belongs to [−min(η,1−η)
∆tndw
, min(η,1−η)
∆tndw
]. The set of all such
policies ϕn is Ψn.
Under a control policy ϕn, the cost-to-go on Mn that
approximates Eq. (6) is defined as:
Jn,ϕn(z, η) = E
z,η
Pn
[∑In−1
i=0 α
t
n
i Gn(ξ
n
i , µn(ξ
n
i )) + α
t
n
InHn(ξ
n
In)
]
,
where tni =
∑i−1
0 ∆tn(ξ
n
i ) for i ≥ 1 with tn0 = 0, and In is
index when the x-component of ξ
n
i first arrives at ∂S. The
approximating optimal cost J∗n : Sn → R for J∗ in Eq. (7)
is:
J∗n(z, η) = inf
ϕn∈Ψn
Jn,ϕn(z, η) ∀(z, η) ∈ Sn. (21)
To solve the above optimization, we compute approximate
boundary values for states on the boundary of D using the
sequence of MDP {Mn}∞n=0 on S as discussed above. For
states (z, η) ∈ Sn ∩Do, the normal dynamic programming
principle holds.
The extension of iMDP outlined below is designed
to compute the sequence of optimal cost-to-go functions
{J∗n}∞n=0, associated failure probability functions {Υn}∞n=0,
min-failure probability functions {γn}∞n=0, min-failure cost
functions {Jγn}∞n=0, and the sequence of anytime control
policies {µn}∞n=0 and {κn}∞n=0 in an incremental procedure.
B. Extension of iMDP
Before presenting the details of the algorithm, we discuss
a number of primitive procedures. More details about these
procedures can be found in [15], [16].
1) Sampling: The Sample(X) procedure sample states
independently and uniformly in X .
2) Nearest Neighbors: Given ζ ∈ X ⊂ RdX and a set
Y ⊆ X , for any k ∈ N, the procedure Nearest(ζ, Y, k)
returns the k nearest states ζ ′ ∈ Y that are closest to ζ in
terms of the dX -dimensional Euclidean norm.
3) Time Intervals: Given a state ζ ∈ X and a number
k ∈ N, the procedure ComputeHoldingTime(ζ, k, d)
returns a holding time computed as follows:
ComputeHoldingTime(ζ, k, d) = χt
(
log k
k
)θςρ/d
, where
χt > 0 is a constant, and ς, θ are constants in (0, 1) and
(0, 1] respectively. The parameter ρ ∈ (0, 0.5] defines the
Ho¨lder continuity of the cost rate function g(·, ·) as in
Section II.
4) Transition Probabilities: We are given a state ζ ∈ X ,
a subset Y ∈ X , a control v in some control set V ,
a positive number τ describing a holding time, k is a
nominal dynamics, K is a diffusion matrix. The procedure
ComputeTranProb(ζ, v, τ, Y, k,K) returns (i) a finite set
Znear ⊂ X of states such that the state ζ + k(ζ, v)τ belongs
to the convex hull of Znear and ||z′ − z||2 = O(τ) for all
ζ ′ 6= ζ ∈ Znear, and (ii) a function P that maps Znear to
a non-negative real numbers such that P (·) is a probability
distribution over the support Znear. It is crucial to ensure that
these transition probabilities result in a sequence of locally
consistent chains that approximate k and K as presented in
[15]–[17].
5) Backward Extension: Given T > 0 and two states
z, z′ ∈ S, the procedure ExtBackwardsS(z, z′, T ) returns
a triple (x, v, τ) such that (i) x˙(t) = f(x(t), u(t))dt and
u(t) = v ∈ U for all t ∈ [0, τ ], (ii) τ ≤ T , (iii) x(t) ∈ S for
all t ∈ [0, τ ], (iv) x(τ) = z, and (v) x(0) is close to z′. If no
such trajectory exists, the procedure returns failure. We can
solve for the triple (x, v, τ) by sampling several controls v
and choose the control resulting in x(0) that is closest to z′.
When (z, η), (z′, η′) are in S, the procedure
ExtBackwardsSM((z, η), (z′, η′), T ) returns (x, q, v, τ)
in which (x, v, τ) is output of ExtBackwardsS(z, z′, T )
and q is sampled according to a Gaussian distribution
N(η′, σq) where σq is a parameter.
6) Sampling and Discovering Controls: For z ∈ S and
Y ⊆ S, the procedure ConstructControlsS(k, z, Y, T )
returns a set of k controls in U . We can uniformly sam-
ple k controls in U . Alternatively, for each state z′ ∈
Nearest(z, Y, k), we solve for a control v ∈ U such that (i)
x˙(t) = f(x(t), u(t))dt and u(t) = v ∈ U for all t ∈ [0, T ],
(ii) x(t) ∈ S for all t ∈ [0, T ], (iii) x(0) = z and x(T ) = z′.
For (z, η) ∈ S and Y ⊆ S, the procedure
ConstructControlsSM(k, (z, η), Y, T ) returns a set of k
controls in U such that the U -component of these controls are
computed as in ConstructControlsS, and the martingale-
control-components of these controls are sampled in admis-
sible sets.
Algorithm 1: Risk Constrained iMDP()
1 (S0, S0, J0, γ0,Υ0, J
γ
0 , µ0, κ0,∆t0,∆t0)← ∅;
2 for n = 1→ N do
3 UpdateDataStorage(n− 1, n) ;
4 SampleOnBoundary(n) ;
// K1,n ≥ 1 rounds for boundary conditions
5 for i = 1→ K1,n do
6 ConstructBoundary(Sn, Sn, Jn, γn,Υn, J
γ
n , µn,∆tn) ;
// K2,n ≥ 0 rounds for the interior region
7 for i = 1→ K2,n do
8 ProcessInterior(Sn, Sn, Jn, γn,Υn, J
γ
n , µn, κn,∆tn);
Algorithm 2: ConstructBoundary(Sn, Sn, Jn, γn,Υn, Jγn , µn,∆tn)
1 zs ← Sample(S) ;
2 znear ← Nearest(zs, Sn, 1) ;
3 if (xe, ue, τ)← ExtBackwardsS(znear, zs, T0) then
4 ze ← xe(0);
5 ic = τg(ze, ue) + ατJn(znear, 1);
6 icγ = τg(ze, ue) + ατJ
γ
n(znear);
7 (Sn, Sn)← (Sn ∪ {ze}, Sn ∪ {(ze, 1)}) ;
8 (Jn(ze, 1), γn(ze),Υn(ze), J
γ
n(ze), µn(ze, 1),∆tn(ze))←
(ic, γn(znear),Υn(znear), icγ , ue, τ) ;
// Perform Ln ≥ 1 updates
9 for i = 1→ Ln do
// Choose Kn = Θ
(|Sn|θ) < |Sn| states
10 Zupdate ← Nearest(ze, Sn\∂Sn,Kn) ∪ {ze};
11 for z ∈ Zupdate do
12 UpdateS(z, Sn, Jn, γn,Υn, J
γ
n , µn,∆tn) ;
The extended iMDP algorithm is presented in Algo-
rithms 1-5. The algorithm incrementally refines two MDP
sequences, namely {Mn}∞n=0 and {Mn}∞n=0, and two hold-
ing time sequences, namely {∆tn}∞n=0 and {∆tn}∞n=0, that
consistently approximate the original system in Eq. (1) and
the augmented system in Eq. (5) respectively. We associate
with z ∈ Sn a cost value Jn(z, 1), a control µn(z, 1),
a failure probability Υn(z) due to µn(·, 1), a min-failure
probability γn(z), a cost-to-go value Jγn(z) induced by the
obtained min-failure policy. Similarly, we associate with
z ∈ Sn a cost value Jn(z), a control (µn(z), κn(z)).
As shown in Algorithm 1, initially, empty MDP models
M0 and M0 are created. The algorithm then executes N
iterations in which it samples states on the pre-specified
part of the boundary ∂D, constructs the un-specified part
of ∂D and processes the interior of D. More specifically, at
Line 3, UpdateDataStorage(n−1, n) indicates that refined
models in the nth iteration are constructed from models in
the (n−1)th iteration, which can be implemented by simply
sharing memory among iterations. Using rejection sampling,
the procedure SampleOnBoundary at Line 4 sample states
in ∂S and ∂S × [0, 1] to add to Sn and Sn respectively.
We also initialize appropriate cost values for these sampled
states.
We conduct K1,n rounds to refine the MDP sequence
{Mn}∞n=0 as done in the original iMDP algorithm using
the procedure ConstructBoundary (Line 6). Thus, we can
compute the cost function Jn and the associated failure
Algorithm 3: ProcessInterior(Sn, Sn, Jn, γn,Υn, Jγn , µn, κn,∆tn)
1 zs = (zs, qs)← Sample(S);
2 znear = (znear, qnear)← Nearest(zs, Sn, 1);
3 if (xe, qe, ue, τ)← ExtBackwardsSM(znear, zs, T0) then
4 ze ← (xe(0), qe);
5 if qe < γn(znear) then
// C takes a large value
6 (Sn, Jn(ze), µn(ze), κn(ze),∆tn(ze))←
(Sn ∪ {ze}, C, ue, 0, τ) ;
7 else
8 ic = τg(ze, ue) + ατJn(znear);
9 (Sn, Jn(ze), µn(ze), κn(ze),∆tn(ze))←
(Sn ∪ {ze}, ic, ue, 0, τ) ;
// Perform Ln ≥ 1 updates
10 for i = 1→ Ln do
// Choose Kn = Θ
(|Sn|θ) < |Sn| states
11 Zupdate ← Nearest(ze, Sn\∂Sn,Kn) ∪ {ze};
12 for z = (z, q) ∈ Zupdate do
13 UpdateSM(z, Sn, Jn, γn,Υn, J
γ
n , µn, κn,∆tn);
probability function Υn on Sn×{1}. In the same procedure,
we compute the min-failure probability function γn as well
as the min-failure cost function Jγn on Sn. In other words,
the algorithm effectively constructs approximate boundaries
for D and approximate cost-to-go functions Jn on these
approximate boundaries over iterations. To compute cost
values for the interior Do of D, we conduct K2,n rounds
of the procedure ProcessInterior (Line 8) that similarly
refines the MDP sequence {Mn}∞n=0 in the augmented state
space. We can choose the values of K1,n and K2,n so that
we perform a large number of iterations to obtain stable
boundary values before processing the interior domain when
n is small. In the following discussion, we will present in
detail the implementations of these procedures.
In Algorithm 2, we show the implementation of the
procedure ConstructBoundary. We construct a finer MDP
model Mn based on the previous model as follows. A state
zs, is sampled from the interior of the state space S (Line 1).
The nearest state znear to zs (Line 2) in the previous model is
used to construct an extended state ze by using the procedure
ExtendBackwardsS at Line 3. The extended states ze and
(ze, 1) are added into Sn and Sn respectively. The associated
cost value Jn(ze, 1), failure probability Υn(ze), min-failure
probability γn(ze), min-failure cost value Jγn(ze) and control
µn(ze) are initialized at Line 8.
We then perform Ln ≥ 1 updating rounds in each
iteration (Lines 9-12). In particular, we construct the update-
set Zupdate consisting of Kn = Θ(|Sn|θ) states and ze where
|Kn| < |Sn|. For each state z in Zupdate, the procedure
UpdateS as shown in Algorithm 4 implements the following
Bellman update:
Jn(z, 1) = min
v∈Un(z)
{Gn(z, v) + α∆tn(z)EPn [Jn−1(y)|z, v]}.
The details of the implementation are as follows. A
set of Un controls is constructed using the procedure
ConstructControlsS where |Un| = Θ(log(|Sn|)) at
Line 2. For each v ∈ Un, we construct the support Znear and
Algorithm 4: UpdateS(z, Sn, Jn, γn,Υn, Jγn , µn,∆tn)
1 τ ← ComputeHoldingTime(z, |Sn|, dx);
// Sample or discover Mn = Θ(log(|Sn|)) controls
2 Un ← ConstructControlsS(Mn, z, Sn, τ);
3 for v ∈ Un do
4 (Znear, Pn)← ComputeTranProb(z, v, τ, Sn, f, F );
// Update cost
5 J ← τg(z, v) + ατ∑y∈Znear Pn(y)Jn(y, 1);
6 if J < Jn(z, 1) then
7 p←∑y∈Znear Pn(y)Υn(y);
8 (Jn(z, 1),Υn(z), µn(z, 1),∆tn(z))← (J, p, v, τ);
// Update min-failure probability
9 b←∑y∈Znear Pn(y)γn(y);
10 if b < γn(z) then
11 J ← τg(z, v) + ατ∑y∈Znear Pn(y)Jγn(y);
12 (γn(z), J
γ
n(z))← (b, J);
Algorithm 5: UpdateSM(z, Sn, Jn, γn,Υn, Jγn , µn, κn,∆tn)
1 τ ← ComputeHoldingTime(z, |Sn|, dx + 1);
// Sample or discover Mn = Θ(log(|Sn|)) controls
2 Un ← ConstructControlsSM(Mn, z, Sn, τ);
3 for v = (v, c) ∈ Un do
4 (Znear, Pn)← ComputeTranProb(z, v, τ , Sn, f , F );
5 J ← τg(z, v)+ατ∑y=(y,s)∈Znear Pn(y)[1s=γn(y)Jγn(y)+
1γn(y)<s<Υn(y)Jn(y)+1s≥Υn(y)Jn(y, 1)
]
;
// Improved cost
6 if J < Jn(z) then
7 (Jn(z), µn(z), κn(z),∆tn(z))← (J, v, c, τ);
compute the transition probability Pn(· | z, v) consistently
over Znear from the procedure ComputeTranProb (Line
4). The cost values for the state z and controls in Un are
computed at Lines 5. We finally choose the best control
in Un that yields the smallest updated cost value (Line 7).
Correspondingly, we improve the min-failure probability γn
and its induced min-failure cost value Jγn in Lines 9-12.
Similarly, in Algorithm 3, we carry out the sampling
and extending process in the augmented state space S to
refine the MDP sequenceMn (Lines 1-3). In this procedure,
if an extended node has a martingale state that is below
the corresponding min-failure probability, we initialize the
cost value for extended node with a very large constant C
representing +∞ (see Lines 5-6). Otherwise, we initialize
the extended node as seen in Lines 8-9. We then execute Ln
rounds (Lines 10-13) to update the cost-to-go Jn for states
in the interior Do of D using the procedure UpdateSM as
shown in Algorithm 5. When a state z ∈ Sn is updated in
UpdateSM, we perform the following Bellman update:
Jn(z) = min
(v,c)∈Un(z)
{Gn(z, v) + α∆tn(z)EPn [Jn−1(y)|z, (v, c)]},
where the control set Un is constructed by the proce-
dure ConstructControlsSM, and the transition probability
Pn(·|z, (v, c)) consistently approximates the augmented dy-
namics in Eq. (5). To implement the above Bellman update
at Line 5 in Algorithm 5, we make use of the characteristics
presented in Section III-C where the notation 1A is 1 if the
event A occurs and 0 otherwise. That is, when the martingale
Algorithm 6: Risk Constrained Policy(z = (z, q) ∈ S, n)
1 znearest ← Nearest(z, Sn, 1);
2 if q ≥ γn(znearest) then
// Switch to a deterministic control policy
3 return
(
ϕ(z) = (µn(znearest), 0),∆tn(znearest)
)
;
4 else
// Perform a Bellman update
5 (Jmin, vmin, cmin)← (+∞, ∅, ∅) ;
6 τ ← ComputeHoldingTime(z, |Sn|, dx + 1);
// Construct Mn = Θ(log(|Sn|)) controls
7 Un ← ConstructControlsSM(Mn, z, Sn, τ);
8 for v = (v, c) ∈ Un do
9 (Znear, Pn)← ComputeTranProb(z, v, τ , Sn, f , F );
10 J ←
τg(z, v) + ατ
∑
y=(y,s)∈Znear Pn(y)
[
1s=γn(y)J
γ
n(y) +
1γn(y)<s<Υn(y)Jn(y) + 1s≥Υn(y)Jn(y, 1)
]
;
// Improved cost
11 if J < Jmin then
12 (Jmin, vmin, cmin)← (J, v, c) ;
13 return
(
ϕ(z) = (vmin, cmin), τ
)
;
state s of a state y = (y, s) in the support Znear is at least
Υn(y), we substitute Jn(y) with Jn(y, 1). Similarly, when
the martingale state s is equal to γn(y), we substitute Jn(y)
with Jγn(y).
C. Feedback Control
At the nth iteration, given a state x ∈ S and a martingale
component q, to find a policy control (v, c), we perform a
Bellman update based on the approximated cost-to-go Jn for
the augmented state (x, q). During the holding time ∆tn,
the original system takes the control v and evolves in the
original state space S while we simulate the dynamics of
the martingale component under the martingale control c.
After this holding time period, the augmented system has a
new state (x′, q′), and we repeat the above process.
Figure 2(a) visualizes how feedback policies look in the
original and augmented state spaces. In the augmented state
space S, a feedback control policy is a deterministic Markov
policy as a function of an augmented state (x, q). As the
system actually evolves in the original state space S, and
the martingale state q can be seen as a random parameter
at each state x, the feedback control policy is a randomized
policy.
Using the characteristics presented in Section III-C, we
infer that when a certain condition meets, the system can
start following a deterministic control policy. More precisely,
we recall that for all η ∈ [Υ(z), 1], we have J∗(z, η) =
J∗(z, 1). Thus, starting from any augmented state (z, η)
where η > Υ(z), we can solve the problem as if the failure
probability were 1.0 and use optimal control policies of
the unconstrained problem from the state z. We illustrate
this idea in Fig. 2(b). As we can see, when the martingale
state along the trajectory is at least the corresponding value
provided by Υ, the system starts following a deterministic
control policy µn(·, 1) of the unconstrained problem.
Algorithm 6 implements the above feedback policy. As
shown in this algorithm, Line 3 returns a deterministic policy
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Fig. 2. In Fig. 2(a), we show a feedback-controlled trajectory of OPT 1 and OPT 2. In the augmented state space S, a feedback control policy is a
deterministic Markov policy as a function of an augmented state (x, q). As the system actually evolves in the original state space S, and the martingale
state q can be seen as a random parameter at each state x, the feedback control policy is a randomized policy. In Fig. 2(b), we show a modified feedback-
controlled trajectory. We continue the illustration in Fig. 2(a). When the martingale state along the trajectory is at least the corresponding value provided
by Υ, the system starts following a deterministic control policy µn(·, 1) of the unconstrained problem.
of the unconstrained problem if the martingale state is large
enough, and Lines 5-13 perform a Bellman update to find the
best augmented control if otherwise. When the system starts
using deterministic policies of the unconstrained problem,
we can set the martingale state to 1.0 and set the optimal
martingale control to 0 in the following control period.
D. Complexity
The time complexity per iteration of Algorithms 1-5 is
O
(|Sn|θ(log |Sn|)2). The space complexity of the iMDP
algorithm is O(|Sn|) where |Sn| = Θ(n) due to our
sampling strategy.
V. ANALYSIS
In this section, we present main results on the performance
of the extended iMDP algorithm with brief explanation. More
detailed proofs can be found in [16].
We first review the following key results of the ap-
proximating Markov chain method when no additional risk
constraints are considered [17]. Local consistency implies
the convergence of continuous-time interpolations of the
trajectories of the controlled Markov chain to the trajectories
of the stochastic dynamical system described by Eq. (1).
In particular, previous results in [15] show that Jn(·, 1)
returned from the iMDP algorithm converges uniformly to
J∗(·, 1) in probability. That is, we are able to compute
J∗(·, 1) in an incremental manner without directly computing
J∗n(·, 1). As a consequence, it follows that Υn converges
to Υ uniformly in probability. Using the same proof, we
conclude that γn(·) and Jγn(·) converges uniformly to γ(·)
and J∗(·, γ) in probability respectively. Therefore, we have
incrementally constructed the boundary values on ∂D of the
equivalent stochastic target problem presented in Eqs. (7)-(8).
These results are established based on the approximation of
the dynamics in Eq. (1) using the MDP sequence {Mn}∞n=0.
Similarly, the uniform convergence of Jn(·, ·) to J∗(·, ·)
in probability on the interior of D is followed from the
approximation of the dynamics in Eq. (5) using the MDP
sequence {Mn}∞n=0. In the following theorem, we formally
summarize the key convergence results of the extended iMDP
algorithm.
Theorem 3 Let Mn and Mn be two MDPs with discrete
states constructed in S and S respectively, and let Jn :
Sn → R be the cost-to-go function returned by the extended
iMDP algorithm at the nth iteration. Let us define ||b||X =
supz∈X b(z) as the sup-norm over a set X of a function b
with a domain containing X . We have the following random
variables converge in probability:
1) plimn→∞||Jn(·, 1)− J∗(·, 1)||Sn = 0,
2) plimn→∞||Υn −Υ||Sn = 0,
3) plimn→∞||γn − γ||Sn = 0,
4) plimn→∞||Jγn − Jγ ||Sn = 0,
5) plimn→∞||Jn − J∗||Sn = 0.
The first four events construct the boundary values on ∂D in
probability, which leads to the probabilistically sound prop-
erty of the extended iMDP algorithm. The last event asserts
the asymptotically optimal property through the convergence
of the approximating cost-to-go function Jn to the optimal
cost-to-go function J∗ on the augmented state space S.
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(a) Policy on M500.
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(b) Policy on M1000.
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(c) Policy on M3000.
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(d) Markov chain implied by M200.
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(e) Markov chain implied by M500. (f) Markov chain implied by M1000.
Fig. 3. A system with stochastic single integrator dynamics in a cluttered environment. The standard deviation of noise in x and y directions is 0.5. The
cost function is the sum of total energy spent to reach the goal, which is measured as the integral of square of control magnitude, and a terminal cost,
which is −1000 for the goal region (G) and 10 for the obstacle region (Γ), with a discount factor α = 0.9. Figures 3(a)-3(c) depict anytime policies on
the boundary S × 1.0 over iterations. Figures 3(d)-3(f) show the Markov chains created by anytime policies on Mn over iterations.
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(a) Policy on M4000.
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(b) Value function J4000,1.0.
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(c) Collision probability Υ4000.
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(d) Policy map induced by γ4000.
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(e) Value function Jγ4000.
 
 
−10 −8 −6 −4 −2 0 2 4 6 8 10
−10
−8
−6
−4
−2
0
2
4
6
8
10
−5.5
−5
−4.5
−4
−3.5
−3
−2.5
−2
−1.5
−1
−0.5
0
(f) Min-collision prob. γ4000.
Fig. 4. Figures 4(a)-4(c) shows a policy map, cost value function and the associated collision probability function for the unconstrained problem after
4000 iterations. Similar, Figures 4(d)-4(f) show a policy map, the associated value function, and the min-collision probability function after 4000 iterations.
These values provide the boundary values for the stochastic target problem. For the unconstrained problem, the policy map encourages the system to go
through the narrow corridors with low cost-to-go values and high probabilities of collision. In contrast, the policy map from the min-collision probability
problem encourages the system to detour around the obstacles with high cost-to-go values and low probabilities of collision.
VI. EXPERIMENTS
In the following experiments, we used a computer with
a 2.0-GHz Intel Core 2 Duo T6400 processor and 4 GB
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(b) Policy on M3000
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(c) Policy on M3000\M3000: Top-down
view
(d) Markov chain implied by M200. (e) Markov chain implied by M500. (f) Markov chain implied by M1000.
Fig. 5. Figures 5(a)-5(c) and Figures 5(d)-5(f) show the corresponding anytime policies and the associated Markov chains on Mn respectively. In
Fig. 5(c), we show the top-down view of a policy for states in M3000\M3000. We observe that the system will try to avoid the narrow corridors when
the risk tolerance is low. We can also observe that the structures of the Markov chains quickly cover the state spaces S and S with connected random
graphs.
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(a) Value function J200,1.0.
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(b) Value function J2000,1.0.
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(c) Value function J4000,1.0.
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(d) Value function J4000,0.1
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(e) Value function J4000,0.5
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(f) Value function J4000,0.9
Fig. 6. Examples of incremental value functions over iterations. Figure 6(a)-6(c) show the approximate cost-to-go functions Jn when the probability
threshold η0 is 1.0 for n = 200, 2000 and 4000. Figures 6(d)-6(f) present the approximate cost-to-go function J4000 in M4000 for augmented states
where their martingale components are 0.1, 0.5 and 0.9 respectively. The plot shows that the lower the martingale state is, the higher the cost value is –
which is consistent with the characteristics in Section III-C.
of RAM. We controlled a system with stochastic single integrator dynamics to a goal region with free ending time in
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(a) Unconstrained problem trajectories: simulated collision
probability 49.27%, average cost −125.20.
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(b) Min-collision trajectories: simulated collision probability
0%, average cost −17.85.
Fig. 7. Examples of trajectories from policies of the unconstrained problem (Fig. 7(a)) and the min-collision probability problem (Fig. 7(b)). In the
unconstrained problem, the system takes risk to go through one of the narrow corridors to reach the goal. In contrast, in the min-collision probability
problem, the system detours around the obstacles to reach the goal. While there are about 49.27% of 2000 trajectories (plotted in red) that collide with
the obstacles for the former, we observe no collision out of 2000 trajectories for the latter.
(a) An example of controlled trajectories using boundary values.
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(b) Failure ratios for the first N trajectories (N ≤ 5000) with different η.
Fig. 8. In Fig. 8(a), we show an example of controlled trajectories using boundary values. The system starts from (6.5,−3) with the failure-probability
threshold η = 0.4. The martingale state varies along controlled trajectories as a random parameter in a randomized control policy. When the martingale
state is above Υ, the system follows a deterministic control policy obtained from the unconstrained problem. In Fig. 8(b),we show failure ratios for the
first N trajectories (1 ≤ N ≤ 5000) starting from (6.5,−3) with different values of η. As seen in Fig. 8(b), the algorithm is able to keep the failure ratio
in 5000 executions around 0.40 as dictated by the choice of η = 0.40 at time 0. Other failure ratios follow very closely the values of η, which indicates
that the iMDP algorithm is able to provide solutions that are probabilistically sound.
a cluttered environment. The dynamics is given by dx(t) =
u(t)dt + Fdw(t) where x(t) ∈ R2, u(t) ∈ R2, and
F =
[
0.5 0
0 0.5
]
. The system stops when it collides with
obstacles or reach the goal region. The cost function is the
weighted sum of total energy spent to reach the goal G at
(8, 8), which is measured as the integral of square of control
magnitude, and a terminal cost, which is −1000 for the goal
region G and 10 for the obstacle region Γ, with a discount
factor α = 0.9. The maximum velocity of the system in
the x and y directions is one. At the beginning, the system
starts from (6.5,−3). Failure is defined as collisions with
obstacles, and thus we use failure probability and collision
probability interchangeably.
We first show how the extended iMDP algorithm con-
structs the sequence of approximating MDPs on S over
iterations in Fig. 3. In particular, Figs. 3(a)-3(c) depict
anytime policies on the boundary S×1.0 after 500, 1000, and
3000 iterations. Figures 3(d)-3(f) show the Markov chains
created by anytime policies found by the algorithm on Mn
after 200, 500 and 1000 iterations. We observe that the
structures of these Markov chains are indeed random graphs
that are (asymptotically almost-surely) connected to cover
the state space S. As in the original version of iMDP, it
(a) Threshold η = 0.01. (b) Threshold η = 0.05. (c) Threshold η = 0.10.
(d) η = 0.01: 0.8%, −19.42. (e) η = 0.05: 4.2%, −42.53. (f) η = 0.10: 10%, −58.00
(g) Threshold η = 0.2. (h) Threshold η = 0.3. (i) Threshold η = 0.4.
(j) η = 0.2: 15.6%, −65.81. (k) η = 0.3: 28.19%, −76.80. (l) η = 0.4: 40%, −115.59.
Fig. 9. Trajectories after 5000 iterations starting from (6.5,−3). In Figs. 9(a)-9(c) and Figs. 9(g)-9(i), we show 50 trajectories resulting from a policy
induced by J4000 with different collision-probability thresholds (η = 0.01, 0.05, 0.10, 0.20, 0.30, 0.40). In Figs. 9(d)-9(f) and Figs. 9(j)-9(l), we show
5000 corresponding trajectories in the original state space S with simulated collision probabilities and average costs in their captions. Trajectories that
reach the goal region are plotted in blue, and trajectories that hit obstacles are plotted in red.
is worth noting that the structures of these Markov chains
can be constructed on-demand during the execution of the
algorithm.
The sequence of approximating MDPs on S provides
boundary values for the stochastic target problem as shown
in Fig. 4. In particular, Figs. 4(a)-4(c) shows a policy map,
cost value function J4000,1.0 and the associated collision
probability function Υ4000 for the unconstrained problem
after 4000 iterations. Similarly, Figs. 4(d)-4(f) show a policy
map, the associated value function Jγ4000, and the min-
collision probability function γ4000 after 4000 iterations. As
we can see, for the unconstrained problem, the policy map
encourages the system to go through the narrow corridors
with low cost-to-go values and high probabilities of collision.
In contrast, the policy map from the min-collision proba-
bility problem encourages the system to detour around the
obstacles with high cost-to-go values and low probabilities
of collision.
We now show how the extended iMDP algorithm con-
structs the sequence of approximating MDPs on the aug-
mented state space S. Figures 5(a)-5(c) show the corre-
sponding anytime policies in S over iterations. In Fig. 5(c),
we show the top-down view of a policy for states in
M3000\M3000. Compared to Fig 3(c), we observe that the
system will try to avoid the narrow corridors when the risk
tolerance is low. In Figs. 5(d)-5(f), we show the Markov
chains that are created by anytime policies in the augmented
state space. As we can see again, the structures of these
Markov chains quickly cover S with (asymptotically almost-
surely) connected random graphs.
We then examine how the algorithm computes the value
functions for the interior Do of the reformulated stochastic
target problem in comparison with the value function of
the unconstrained problem in Fig. 6. Figure 6(a)-6(c) show
approximate cost-to-go Jn when the probability threshold
η0 is 1.0 for n = 200, 2000 and 4000. We recall that the
value functions in these figures form the boundary conditions
on S × 1, which is a subset of ∂D. In the interior Do,
Figs. 6(d)-6(f) present the approximate cost-to-go J4000 for
augmented states where their martingale components are 0.1,
0.5 and 0.9. As we can see, the lower the martingale state
is, the higher the cost value is – which is consistent with the
characteristics in Section III-C.
Lastly, we tested the performance of obtained anytime
policies after 4000 iterations with different initial collision
probability thresholds η. To do this, we first show how the
policies of the unconstrained problem and the min-collision
probability problem perform in Fig. 7. As we can see, in the
unconstrained problem, the system takes risk to go through
one of the narrow corridors to reach the goal. In contrast,
in the min-collision probability problem, the system detour
around the obstacles to reach the goal. While there are about
49.27% of 2000 trajectories (plotted in red) that collide with
the obstacles for the former, we observe no collision out of
2000 trajectories for the latter. From the characteristics pre-
sented in Section III-C and illustrated in Fig. 2(b), from the
starting state (6.5,−3), for any initial collision probability
threshold η above 0.4927, we can execute the deterministic
policy of the unconstrained problem.
In Fig. 8(a), we provide an example of controlled tra-
jectories that are illustrated in Fig. 2(b) when the system
starts from (6.5,−3) with the failure probability threshold
η = 0.4. In this figure, the min-collision probability function
γ4000 is plotted in blue, and the collision probability function
Υ4000 is plotted in green. Starting from the augmented state
(6.5,−3, 0.40), the martingale state varies along controlled
trajectories as a random parameter in a randomized control
policy. When the martingale state is above Υ4000, the system
follows a deterministic control policy obtained from the
unconstrained problem.
Similarly, in Fig. 9, we show controlled trajectories for
different values of η (0.01, 0.05, 0.10, 0.20, 0.30, 0.40). In
TABLE I
FAILURE RATIOS AND AVERAGE COSTS FOR FIG. 8(B).
η Failure Ratio Average Cost
1.00 0.4927 -125.20
0.40 0.4014 -115.49
0.30 0.2819 -76.80
0.20 0.1560 -65.81
0.10 0.1024 -58.00
0.05 0.0420 -42.53
0.01 0.0084 -19.42
0.001 0.0000 -18.86
Figs. 9(a)-9(c) and Figs. 9(g)-9(i), we show 50 trajectories
resulting from a policy induced by J4000 with different
initial collision probability thresholds. In Figs. 9(d)-9(f) and
Figs. 9(j)-9(l), we show 5000 corresponding trajectories in
the original state space S with reported simulated collision
probabilities and average costs in their captions. Trajectories
that reach the goal region are plotted in blue, and trajectories
that hit obstacles are plotted in red. These simulated collision
probabilities and average costs are shown in Table I. As we
can see, the lower the threshold is, the higher the average
cost is as we expect. When η = 0.01, the average cost is
−19.42 and when η = 1.0, the average cost is −125.20.
More importantly, the simulated collision probabilities
follow very closely the values of η chosen at time 0. In
Fig. 8(b), we plot these simulated probabilities for the first N
trajectories where N ∈ [1, 5000] to show that the algorithm
fully respects the bounded failure probability. Thus, this
observation indicates that the extended iMDP algorithm
is able to manage the risk tolerance along trajectories in
different executions to minimize the expected costs using
feasible and time-consistent anytime policies.
VII. CONCLUSIONS
We have introduced and analyzed the extension of the
incremental Markov Decision Process (iMDP) algorithm
for stochastic optimal control subject to bounded failure
probabilities for initial states. We present here the martingale
approach that diffuses the probability constraint into a mar-
tingale. The martingale stands for the level of risk tolerance
that is contingent on available information over time. The
approach transforms the probability-constrained problem into
an equivalent stochastic target problem with the augmented
state and control spaces. The boundary conditions for the
transformed problem is, however, unspecified. The extended
iMDP algorithm incrementally computes the boundary val-
ues and any-time feedback control policies for the trans-
formed problem using asynchronous value iterations. The
returned policies can be considered as randomized policies in
the original state space. Effectively, the extended iMDP al-
gorithm provides probabilistically-sound and asymptotically-
optimal control policies for the class of stochastic control
problems with bounded failure-probability constraints.
The future extension of the work is broad. We intend incor-
porate logical rules expressed as temporal logic constraints
to achieve high degree of autonomy for systems to operate
safely in uncertain and highly dynamic environments with
complex mission specifications. We also plan to implement
the algorithm outlined in this paper on robotic platforms for
practical demonstration.
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