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Abstract
Understanding a complex system requires integration and collective analysis of data from many
levels of organisation. Predictive modelling of biochemical systems is particularly challenging
because of the nature of data being plagued by noise operating at each and every level. Inevitably
we have to decide whether we can reliably infer the structure and dynamics of biochemical systems
from present data. Here we approach this problem from many fronts by analysing the interplay
between deterministic and stochastic dynamics in a broad collection of biochemical models.
In a classical mathematical model we first illustrate how this interplay can be described in
surprisingly simple terms; we furthermore demonstrate the advantages of a statistical point of view
also for more complex systems. We then investigate strategies for the integrated analysis of models
characterised by different organisational levels, and trace the propagation of noise through such
systems. We use this approach to uncover, for the first time, the dynamics of metabolic adaptation
of a plant pathogen throughout its life cycle and discuss the ecological implications.
Finally, we investigate how reliably we can infer model parameters of biochemical models.
We develop a novel sensitivity/inferability analysis framework that is generally applicable to a
large fraction of current mathematical models of biochemical systems. By using this framework to
quantify the effect of parametric variation on system dynamics, we provide practical guidelines as
to when and why certain parameters are easily estimated while others are much harder to infer. We
highlight the limitations on parameter inference due to model structure and qualitative dynamical
behaviour, and identify candidate elements of control in biochemical pathways most likely of being
subjected to regulation.
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Chapter 1
Introduction
Qualitative interpretation of everyday life has its limits, and from that point mathematics offers
improved understanding of complex phenomena. Mathematical modelling is a way of quantifying
understanding with a detailed framework of methods permitting more sophisticated and accurate
insights into the matter. The areas of application extend over a broad range from the movement of
planets to the in silico simulation of cellular metabolism. As beautifully stated by Lord May, “The
virtue of mathematics in such a context is that it forces clarity and precision upon the conjecture,
thus enabling meaningful comparison between the consequences of basic assumptions and the
empirical facts. Here mathematics is seen in its quintessence: no more, but no less, than a way of
thinking clearly” (May, 2004). Any system whose behaviour is in accordance with an identifiable
set of rules can be modelled. In the light of this powerful tool we are interested in understanding
biological phenomena, helping to analyse experimental data, and proposing novel directions of
research to scientists studying life at a cellular level.
Modelling biological processes is a challenge considering the size and complication of the ele-
ments and interactions involved. Ideally, one wants to incorporate every single detail of a biological
system into a model with the expectation of getting the highest accuracy. However, a biological
system is stratified with a non-decreasing level of complexity at each scale. Therefore, the size
of a model might quickly exceed the computational power available to analyse it. Eventually, a
modeller needs to make assumptions and simplifications.
Biological models are simplified idealistic realisations of complex systems. Gillespie mentions
about this complexity in Gillespie (1977); “For, even if we put aside quantum considerations and
regard the molecular motions to be governed by the equations of classical mechanics, it is impos-
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1.1. OBSERVATIONS VERSUS EXPECTATIONS
sible even in principle to predict the exact molecular population levels at some future time unless
we take account of the precise positions and velocities of all the molecules in the system.” The
accuracy of the predictions depends on the fraction of the system incorporated in the model and
the validity of the assumptions made. The author of this thesis believes it is not important to de-
velop the most complicated model for a particular process, but to obtain from a simple but accurate
model the most valuable predictions that can improve the understanding of the physical process
under study; as Einstein stated, “Models should be as simple as possible, but not more so”.
1.1 Observations versus expectations
Modelling a system requires the comparison of model output with observations. Often, no matter
how careful we are in constructing a model, expectations and observations may not match precisely.
This may be an indication of a mistake in anticipating the system, which results in branding the
model wrong. However, in many cases, the problem is not in the model, but instead, in the “noise”.
Noise, as we regard in this context, is any coincidental deviation from the expected behaviour.
Under certain conditions, it may be possible to accurately describe this deviation, i.e. to model
noise, in statistical terms using the probability theory.
The extent to which we account for noise while modelling a system has vital repercussions
on the accuracy of the conclusions drawn from it. Some of the illustrious examples of this prob-
lem recurs frequently in models of population dynamics. For instance, the prey-predator model
of Lotka and Volterra is one of the best understood examples of this kind (Volterra, 1928). Their
original model describes population sizes as mathematical entities fluctuating continuously with
the influences of prey and predator populations exerted onto both the ally and the antagonist popu-
lation. Although this model contributes greatly in understanding how mixed populations behave, it
predicts never-ending fluctuations of population sizes, where the predator population lags slightly
behind the prey. In doing this, the model describes only the expected behaviour and applies only, in
the best case scenario, to large populations. More realistic versions of this model, which describe
populations as composed of individual indivisible entities of prey and predators, predict with high
probability the extinction of both populations during one of the relapse cycles. This is, of course,
a more realistic outcome seen in real populations of finite size (Klebaner and Liptser, 2001).
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1.2 Noise
With this research we aim to understand better the sources and effects of different types of noise
acting in combinations, or most often all at once, at many organisational levels. One of the main
sources of noise is the uncertainty introduced by interactions which are overlooked for the sake of
simplicity, or just because they are too complicated to model.
For instance, it is possible to predict from the solubility of the common table salt the time it
takes for a gram of it to dissolve completely in a glass of water. It is, however, virtually impossible
to predict — or to detect — precisely how many sodium ions are there at any arbitrary time point.
In other words, we leave it to the probability measures to describe the interactions concerning
precisely how many sodium atoms interact with which water molecules at any given time. This
type of uncertainties, i.e. “intrinsic noise”, is shown to be prevalent in biochemical reactions that
take place in a microscopic scale. Consequences, however, often extend over visible scales such as
in the case of colour-vision mosaic in Drosophila melanogaster (Samoilov et al., 2006).
In the first part of this thesis, chapter 3, we begin analysing the long-term behaviour of complex
systems under the influence of intrinsic noise. We observe that the interplay between the noise and
the expected dynamics enables us to arrive at statistical predictions about the future states of a
system. More specifically, we demonstrate that it may be possible to predict the time to and the
probability of extinction of a population. We also demonstrate how this links to the growth rate of
the population with a simple model. The results obtained with the analysis of this model appear to
be extensible towards more complicated ones, such as the adaptation to the day-and-night cycle.
The applications offer valuable insights to the dynamics of complex systems by describing the
changes in global behaviour inflicted by intrinsic noise.
In the second part, chapters 4 and 5, we analyse noise acting at different organisational levels.
By extending a metabolic model to incorporate also the regulatory dynamics, we introduce the
discussion of another major type of noise, to which we refer as “parametric noise”. We consider
integrated models of a strict order where signals move from an upstream, signal processing, system
to a downstream, response generating, system. In this case, it is often possible to regard the
incoming signals as model parameters in the downstream system, constraining and manipulating
its dynamics. Noise carried on by these signals will, thus, be regarded as parametric variations by
the downstream system.
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This approach not only enables us to study the inter- and intra-cellular signalling pathways,
but also it offers an alternative and evidently powerful methodology to analyse gene expression
data. We demonstrate the added value by investigating the metabolic changes a plant pathogen
undergoes as it progresses from a dormant state to germination and beyond. We predict these
metabolic profiles using an integrated model of gene regulation and metabolism, which suggested
plausible explanations for the observed growth behaviour.
In the final part, chapter 6, we analyse further the parametric noise. We approach the topic by
combining two seemingly different perspectives. On one side, it is possible to consider parametric
noise as the variation of a physical property within a population. For example, the efficiency
of various yeast strains in utilising glucose is an indication of phenotypic diversity due to slight
variations in the genotype. These variations may result in slight differences in the rates of synthesis
of some glycolytic enzymes or in their catalytic efficiencies, either of which may be regarded as
parameters in a model. This in turn may result in faster or slower utilisation of glucose or any rate
limiting reaction in an associated pathway.
From another perspective, parametric noise can be seen as a result of uncertainties associated
with estimating parameter values from experimental data. Even if we disregard all together the
intrinsic noise and the population diversity, the experimental error introduced by the instruments
— or the postgraduate students — at the time of data collection can often not be neglected. The
effects of this type of noise, i.e. “measurement noise”, if not accounted for, can be detrimental to
the predictive power of a model.
We conclude this research with an assessment of how informative a certain strategy of data
collection can be for more accurately estimating individual or combinations of parameters. With
the analysis of the effects of parametric variation on the observed dynamics, we lay out the practical
limitations of parameter inference in the current collection of biochemical models.
This thesis in its entirety presents a biologist’s point of view to some of the fundamental ques-
tions of theoretical systems biology. More specifically, it deals with some of the main issues of the
process of modelling, and is aimed at being as pragmatic as possible by presenting both the appli-
cations and the development of the theoretical scaffold they are based on. The author believes that
by analysing cleverly constructed mechanistic models it is possible to understand more complex
and intriguing phenomena at the frontier of today’s life sciences.
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Chapter 2
Theoretical Background
2.1 Probability theory
Probability theory provides a way of quantifying the outcome of events that cannot be modelled or
predicted with absolute certainty. The outcome of such an event is therefore composed of a variety
of behaviours each one associated with a probability value. The probability is defined for the set
of all possible outcomes for an event.
In statistical terminology, each instance of an event is called an experiment, X , and the set of
all possible outcomes is called the state space, E . Therefore, each experiment results in one of the
outcomes given in the state space with a given probability. The probability measure is defined as
0≤ Pr(X)≤ 1, ∀X ∈ E ,
Pr(E) = 1, Pr(E ′) = 0,
where E ′ represents a complementary set to E , and Pr(·) indicates probability. Probability mea-
sures defined in this way can be subjected to various logical and algebraic rules. For example the
probability of observing either one outcome or another can be described using the sum rule:
Pr(A or B) = Pr(A∪B) = Pr(A)+Pr(B)−Pr(A∩B).
In other words, the probability of A or B occurring is the size of the union of the two sets
corresponding to the respective outcomes. The intersection of the two sets where the outcomes A
and B are observed at the same time is described by the product rule:
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Pr(A∩B) = Pr(A)Pr(B|A) or Pr(A∩B) = Pr(B)Pr(A|B).
The probabilities Pr(A|B) and Pr(B|A) are called conditional probabilities, which describe the
probability of observing one outcome conditional on the other having already been observed. If,
however, the two events are mutually independent from each other, the conditional probability of
observing one outcome will be identical to that of observing the outcome alone:
Pr(A|B) = Pr(A) and Pr(B|A) = Pr(B).
Using the product rule and conditional probabilities, we can derive the relationship,
Pr(A|B) = Pr(B|A)Pr(A)
Pr(B)
.
This equation describes in probability the relationship between two outcomes. It permits to
write the probability of A conditional on B, Pr(A|B), in terms of the probability of B conditional
on A, Pr(B|A). This is called the Bayes’ theorem, and it has wide applications in science and
engineering (Jaynes, 2003).
So far we have dealt with simple but fundamental rules of probability theory, which will allow
us to extend our consideration to biological systems. However, before starting to analyse biochem-
ical reactions, we should benefit from the analysis of the random movements of a point mass. A
sample path for such a particle is given in Fig. 2.1(a). This type of movement is often referred
to as a random walk, which is composed of a series of discrete random events. Therefore, the
probability of taking a particular path in a walk is given by:
Pr(x0, t0 . . .xn, tn) = Pr(x0, t0)Pr(x1, t1|x0, t0)Pr(x2, t2|x0, t0, x1, t1) . . .Pr(xn, tn|x0, t0 . . .xn−1, tn−1)
where xn is the position of the particle at time tn. If we assume that the random events at each
movement are independent from each other, we arrive at a conclusion that the position reached
after each step is only dependent on the position reached after the previous step. This assumption
is referred to as the Markov property (Gillespie, 1992a) and it greatly reduces the complexity of
the above equation with the relation:
Pr(xn, tn|x0, t0 . . .xn−1, tn−1) = Pr(xn, tn|xn−1, tn−1)
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Following this, the probability of observing a random walk becomes:
Pr(x0, t0 . . .xn, tn) = Pr(x0, t0)Pr(x1, t1|x0, t0) . . .Pr(xn, tn|xn−1, tn−1) (2.1)
We will use this equation in the next section to derive a simple equation for the time evolution
of a system. However, it is worthwhile to conclude this section with an extended analysis of the
random walk in order to arrive at a solution to the probability of observing the particle at xn at time
tn. Accordingly, let us note that the random walk consists of the sum of n independent random
numbers, x0 . . .xn, with identical properties. As the central limit theorem states, the sum of n
independent random numbers (with mean µ and a finite variance σ2) is approximately a Gaussian
distribution with mean nµ and standard deviation σ
√
n as n→ ∞ (Jaynes, 2003).
For the sake of simplicity we will assume that each step is a random process with µ = 0 and
σ = 1. Therefore the probability distribution for xn becomes a Gaussian distribution with mean
zero and standard deviation
√
tn− t0 as n→ ∞. Such a movement of particles is referred to as
the Wiener process and plays a central role in stochastic differential equations, which will be
discussed in section 2.2.5.1.
2.2 Stochastic modelling
2.2.1 Chapman-Kolmogorov forward equation
In the previous section, we derived a simple equation for the calculation of the probability to
observe a specific trajectory of a random walk (Eqn. (2.1)). In this section and the next, we are
going to analyse the random walk further to derive a general equation for the time evolution of
stochastic systems.
To begin with, let us consider the probability of observing the state [x2, t2] conditional on the
initial state [x0, t0],
Pr(x2, t2|x0, t0) =∑
x1
Pr(x2, t2|x1, t1)Pr(x1, t1|x0, t0),
which states that the probability of the transition is the sum of the probabilities of all the transitions
starting from state [x0, t0] and ending at state [x2, t2] (Fig. 2.1(b)). In the continuous state space,
this equation takes the form,
19
2.2. STOCHASTIC MODELLING
(x ,t )0 0
(x ,t )n n
(a)
(x ,t )0 0
(x ,t )2 2
(x   ,t )1,n     1
(x   ,t )1,1     1
(b)
Figure 2.1: A stochastic simulation can be illustrated as a random walk. A sample trajectory is given in (a),
whereas, some of the possible ways of getting from x0 to x2 in time t2− t0 are given in (b).
Pr(x2, t2|x0, t0) =
Z
Pr(x2, t2|x1, t1)Pr(x1, t1|x0, t0)dx1, (2.2)
and is known as Chapman-Kolmogorov (forward) equation. This equation describes the time evo-
lution of a stochastic process; however, it is often difficult to evaluate. Ideally we would like to
have a differential equation with respect to time. At this point we have to decide the type of steps to
allow between two states. For finite discrete steps we will consider the jump processes and derive
the master equation (ME). For infinitesimally small steps, we will consider the diffusion processes
as a continuous state approximation and derive the Fokker-Planck equation (FPE).
2.2.2 The differential Chapman-Kolmogorov forward equation
In this section, we are going to derive a general differential equation both for jump and diffusion
processes which is referred to as the differential Chapman-Kolmogorov forward equation (dCKE).
Interested readers are directed to Ullah and Wolkenhauer (2007) and Gardiner (2009) where the
derivation is described thoroughly.
We begin by writing down the time derivative of the time evolution probability function for a
multi-dimensional state variable, x= {x0 , . . . ,xi},
δ
δt
Pr(x2, t2|x0, t0) = lim
∆t→0
1
∆t
{
Pr(x2, t2+∆t|x0, t0)−Pr(x2, t2|x0, t0)
}
.
Replacing the positive term with the Chapman-Kolmogorov equation we obtain,
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δ
δt
Pr(x2, t2|x0, t0) = lim
∆t→0
1
∆t
{Z
Pr(x2, t2+∆t|x1, t2)Pr(x1, t2|x0, t0)dx1−Pr(x2, t2|x0, t0)
}
.
Making use of the normalisation relation,
R
Pr(x1, t2+∆t|x2, t2)dx1 = 1, we transform the
negative term into,
δ
δt
Pr(x2, t2|x0, t0) = lim
∆t→0
1
∆t
Z {
Pr(x2, t2+∆t|x1, t2)Pr(x1, t2|x0, t0)
−Pr(x1, t2+∆t|x2, t2)Pr(x2, t2|x0, t0)
}
dx1. (2.3)
At this point, we shall separate the integration into two different regions according to the dis-
tance between x2 and x1. If ||x2−x1|| ≥ ε,1 ε being an arbitrarily small value, a jump-process
integration for discrete-state variables can be performed directly with the equation. Otherwise, if
||x2−x1||< ε, we shall follow a continuous-state approximation for the integration.
We may consider initially the jump process and derive the ME using the integration:
ME, lim
∆t→0
1
∆t
Z
||x2−x1||≥ε
{
Pr(x2, t2+∆t|x1, t2)Pr(x1, t2|x0, t0)
−Pr(x1, t2+∆t|x2, t2)Pr(x2, t2|x0, t0)
}
dx1.
The jump process condition is
lim
∆t→0
1
∆t
Pr(x2, t2+∆t|x1, t2) =W (x2|x1, t2), (2.4)
which states that the transition probability from x1 to x2 per unit time is W (x2|x1, t2). This
function is known as the propensity function for the jump. We will relate this propensity function
to chemical reaction dynamics in the following sections. Using this condition, we can calculate the
integral as ε→ 0,
ME =
Z {
W (x2|x1, t2)Pr(x1, t2|x0, t0)−W (x1|x2, t2)Pr(x2, t2|x0, t0)
}
dx1, (2.5)
where , stands for a definition.
Having derived the ME, we now focus on the rest of the region in the integration where ||x2−
x1|| < ε. In this region Eqn. (2.3) corresponds to a continuous-state diffusion process; therefore,
1|| · || represents the norm of a vector.
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the jump process condition is not valid. However, using a Taylor expansion at x2, we can reduce
the integral into a partial differential equation, namely the FPE. Thus,
FPE, lim
∆t→0
1
∆t
Z
||x2−x1||<ε
{
Pr(x2, t2+∆t|x1, t2)Pr(x1, t2|x0, t0)
−Pr(x1, t2+∆t|x2, t2)Pr(x2, t2|x0, t0)
}
dx1.
When we assume r = x2−x1, the equation can also be written as,
FPE = lim
∆t→0
1
∆t
Z
||r||<ε
{
Pr(x2, t2+∆t|x2−r, t2)Pr(x2−r, t2|x0, t0)
−Pr(x2−r, t2+∆t|x2, t2)Pr(x2, t2|x0, t0)
}
dr.2 (2.6)
The Taylor expansion for x2 at around x2+r for the first term of this equation then becomes,
Pr(x2, t2+∆t|x2−r, t2)Pr(x2−r, t2|x0, t0) =
Pr(x2+r, t2+∆t|x2, t2)Pr(x2, t2|x0, t0)
+∑
i
(−ri) δδx2i
Pr(x2+r, t2+∆t|x2, t2)Pr(x2, t2|x0, t0)
+
1
2∑i ∑j
(rir j)
δ2
δx2iδx2 j
Pr(x2+r, t2+∆t|x2, t2)Pr(x2, t2|x0, t0)+O(ε), (2.7)
where O(ε) represents the higher order terms vanishing faster than ε, i.e. limε→0 O(ε)/ε = 0.
Please note that when integrated over r, the minus term in Eqn. (2.6) and the first term in Eqn.
(2.7) cancel each other out;
Z {
Pr(x2+r, t2+∆t|x2, t2)Pr(x2, t2|x0, t0)−Pr(x2−r, t2+∆t|x2, t2)Pr(x2, t2|x0, t0)
}
dr = 0.
With this in mind, we obtain the following equation:
FPE = lim
∆t→0
1
∆t
Z
||r||<ε
{−∑
i
ri
δ
δx2i
Pr(x2+r, t2+∆t|x2, t2)Pr(x2, t2|x0, t0)
+
1
2∑i ∑j
rir j
δ2
δx2iδx2 j
Pr(x2+r, t2+∆t|x2, t2)Pr(x2, t2|x0, t0)
}
dr.
2This equation is equivalent to the original FPE over x2, r, or x2 − r due to the normalisation relation and
Chapman-Kolmogorov equation.
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This relationship further reduces to,
FPE =−∑
i
δ
δx2i
Ai(x2, t2)Pr(x2, t2|x0, t0)+ 12∑i ∑j
δ2
δx2iδx2 j
Bi j(x2, t2)Pr(x2, t2|x0, t0), (2.8)
when the differentiability conditions for continuous processes are used (Gardiner, 2009):
lim
∆t→0
1
∆t
Z
||r||<ε
ri Pr(x2+r, t2+∆t|x2, t2)dr,Ai(x2, t2)+O(ε)
lim
∆t→0
1
∆t
Z
||r||<ε
rir j Pr(x2+r, t2+∆t|x2, t2)dr,Bi j(x2, t2)+O(ε), (2.9)
which states that the mean value of an infinitesimal step is Ai(x2, t2) and its variance is Bi j(x2, t2).
To sum up, when integrated over the entire region, the differential Chapman-Kolmogorov equation
given with Eqn. (2.3) becomes,
dCKE,
δ
δt
Pr(x2, t2|x0, t0) = FPE +ME =
−∑
i
δ
δx2i
Ai(x2, t2)Pr(x2, t2|x0, t0)+ 12∑i ∑j
δ2
δx2iδx2 j
Bi j(x2, t2)Pr(x2, t2|x0, t0)
+
Z {
W (x2|x1, t2)Pr(x1, t2|x0, t0)−W (x1|x2, t2)Pr(x2, t2|x0, t0)
}
dx1, (2.10)
which incorporates both the diffusion process FPE and the jump process ME.
2.2.3 The chemical master equation
In the previous sections we described the derivation of a generic differential equation characterising
the time evolution of a random walk — both the jump and the diffusion processes. Gillespie
published a series of papers explaining how chemical reaction systems can be modelled using jump
processes and the Master Equation approach. Interested readers are directed to two of these papers
Gillespie (1977) and Gillespie (1992a) for a rigourous discussion of the topic. In this section, we
are going to examine a summary of his ideas to arrive at the chemical master equation (CME).
The CME describes jump processes exactly without any approximation; therefore, it is often
considered as the closest representation of a biological process at the cellular and molecular level.
According to Gillespie’s analogy, a chemically reacting system is at any time in a state which
consists of a certain composition of species. Over time, the composition of the species — the state
of the system — changes through a pre-defined set of reaction channels. Each state change is a
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discrete event involving the transformation of a number of species with respect to the properties
of the reaction channel involved. Therefore, the system can be thought of as a jump process in
continuous time.
Let us consider a thermally equilibrated container with fixed volume, V , containing N different
species in gas phase (Fig. 2.2(a)). Due to thermal equilibrium we will assume that each particle is
uniformly distributed in the container at all times. Let us also define M different chemical reaction
channels for these species to interact. Therefore, when a certain pair of these species collide either
one of the defined reactions or no reaction takes place.
A stoichiometric matrix, v, of dimension N×M, rows corresponding to the species and columns
to the reactions, is often defined to store the effect of each reaction channel on the number of each
chemical species, x= {x1 . . .xN}. For instance, if reaction 1 takes place twice and reaction 2 takes
place once in time τ, then the new quantities of the species are defined as xt+τ = xt +2v·1+v·2,
where v· j defines the jth column of the matrix v. Our goal is to estimate with a certain probability
the chemical composition of the container after a specified amount of time has passed.
Since all the species move randomly and isotropically in the volume, V , the average probability
of observing a collision is equal to the average probability for the centre of a species to be in an
infinitesimal volume, dV , in an infinitesimal time period, dt,
dV
V
=
pi(r1+ r2)2 vdt
V
.
The average volume dV is the space occupied by a moving particle along the path of its move-
ment3 (Fig. 2.2(b)). Therefore, if the centre of another particle lies in this region the two particles
will collide. Here, r1 and r2 are the radii of these spherical particles, and v is the relative average
velocity of one particle against the other. It is worth mentioning that for a point mass this veloc-
ity obeys a Maxwell distribution with mean
√
(m1+m2)8kT/pim1m2, where k is the Boltzmann
constant, T is the absolute temperature, and m1 and m2 are the masses of the particles.
A collision of two particles is hypothesised to result in a chemical transformation immediately
if there is a reaction channel associated for the two particles (Gillespie, 1976). If the majority of the
collisions between species do not end up in a reaction, we can characterise the average probability
of the reaction µ to occur as cµdt. Therefore the propensity (Eqn. (2.4)) of the reaction is calculated
3Please note that this volume is simply the volume of the right cylinder with height vdt because the movement of
the particle adds a volume of hemisphere on top of the cylinder while at the same time removing an equal amount of
volume from its bottom.
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Figure 2.2: An illustration of a thermally equilibrated container with a fixed volume, V , is shown in (a). N
number of chemical species in the container are assumed to be spherical and uniformly distributed through-
out the container. In (b), the volume containing a possible collision rendered by a moving spherical particle
is illustrated. The collision is expected between the particle with radius r1 and the one with radius r2. The
velocity of the particle shown, v, is its relative velocity with respect to the second particle.
as,
hµ(X ,Y )dt = aµ(X ,Y )cµdt,
where X and Y are the number of corresponding species in the container, aµ(X ,Y ) is the number of
distinct combinations of X and Y resulting in a reaction, and cµ is the stochastic reaction constant.
For a bimolecular reaction, the propensity function becomes,
hµ(X ,Y ) = cµXY.
For the above reaction, the stochastic rate constant is algebraically related to the kinetic rate
constant, kµ,
cµ = kµ/V.
On the other hand, for a dimerization reaction, η, the stochastic rate constant becomes,
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cη = 2kη/V.
So, the propensity function is written as:
hη(X) = cη
X(X−1)
2
.
Reactions involving three or more molecules to collide at the same time will be extremely rare.
Therefore, higher order reactions are often thought of as combinations of lower order reactions.
However, if necessary, it is straightforward to calculate the corresponding propensity functions
similar to the examples given above (please see sec. 2.3.1.1 for more examples on the topic).
We are going to conclude this section with the derivation of the CME. In an infinitesimal time
period, dt, since the probability of a reaction to take place is hµ(x)dt, the probability function for
the state of species will change according to the probabilities of any reaction occurring,
Pr(x, t+dt) = Pr(x, t)(1−∑
µ
hµ(x)dt)+∑
µ
Pr(x−v·µ, t)hµ(x−v·µ)dt,
which is conditional on the initial state [x0, t0]. If there is no reaction taking place in time dt, the
probability of observing the state x does not change. Otherwise, the probability changes according
to the sum of the probabilities of all possible reactions bringing the state to x. With a simple
rearrangement of the terms, we obtain the CME which is equivalent to the discrete-state version of
Eqn. (2.5):
d
dt
Pr(x, t) =∑
µ
{
hµ(x−v·µ)Pr(x−v·µ, t)−hµ(x)Pr(x, t)
}
. (2.11)
2.2.3.1 Analytical approach to the steady-state.
In the previous section, we discussed the development of the stochastic modelling framework,
and the underlying assumptions. The analytical investigation of a CME becomes increasingly
complicated as the dimension of the problem increases. However, for a simple one-dimensional
case it is possible to illustrate how the steady-state probability distribution can be calculated. The
following procedure is explained in more detail in Gillespie (1992b).
Let us consider a birth-death process where each state change comprises an increase or decrease
of x by a value of 1. As an analogy to the reaction systems this statement can be interpreted as two
26
2.2. STOCHASTIC MODELLING
types of reactions being introduced to the system; one to add a particle to the container and the
other to remove one, both with constant probabilities. The corresponding CME for this system is,
d
dt
Pr(x, t) =W (x|x+1)Pr(x+1, t)+W (x|x−1)Pr(x−1|t)− (W (x+1|x)+W (x−1|x))Pr(x|t),
(2.12)
conditional on the initial state [x0, t0], where x ∈  and 0 ≤ x ≤ N, although N is allowed to be
infinite. On the other hand, W (x+n|x) denotes the propensity functions of a birth process, n=+1,
and a death process, n = −1, which depends only on the current state, x — the Markov property.
As a consequence of the range we describe x in, we will also assume W (x = 0|x = −1) =W (x =
−1|x = 0) = 0, and W (x+n|x)> 0 otherwise. The stationary state has the property,
lim
t→∞
δ
δt
Pr(x, t) = 0;
therefore, Eqn. (2.12) can be rearranged to give,
W (x−1|x)Prs(x)−W (x|x−1)Prs(x−1) =W (x|x+1)Prs(x+1)−W (x+1|x)Prs(x). (2.13)
As the left-hand-side and the right-hand-side of this equation are equivalent (notice the conver-
sion x = x+ 1 from left to right) for the rest of the procedure we will be using the left-hand-side
only. The condition W (x = 0|x =−1) =W (x =−1|x = 0) = 0, permits the following equality:
W (x−1|x)Prs(x)−W (x|x−1)Prs(x−1) = 0,
which results in the following steps:
Prs(x) =
W (x|x−1)
W (x−1|x)Prs(x−1),
Prs(x) = Prs(0)
x
∏
y=1
W (y|y−1)
W (y−1|y) .
Since Prs(x) is a probability distribution for observable states it has to sum up to 1 for all the
possible states. Therefore,
N
∑
x=0
Prs(x) = 1 = Prs(0)+
N
∑
x=1
Prs(0)
x
∏
y=1
W (y|y−1)
W (y−1|y) .
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From this equation, we can calculate Prs(0), which is a normalisation constant for the proba-
bility distribution:
Prs(0) = K =
1
1+∑Nx=1∏
x
y=1
W (y|y−1)
W (y−1|y)
.
We conclude by defining the steady-state probability distribution for all x≥ 0:
Prs(x) =
 K , if x = 0K∏xy=1 W (y|y−1)W (y−1|y) , if x > 0 .
In order for this definition to hold, K needs to be between 0 and 1, and for this the following
condition should be satisfied:
N
∑
x=1
x
∏
y=1
W (y|y−1)
W (y−1|y) < ∞. (2.14)
If N is finite, the condition is always satisfied; however, if N is infinite then the limit of W (y|y−
1)/W (y−1|y) should approach 0 as y→ ∞. In other words, in order for a stable state to exist for
a CME, the number of attainable states must not be infinite.
2.2.3.2 Gene expression with CME
For a better understanding of CME and its use in biological modelling, here we consider a simple
example. Let x be the number of mRNAs present at a specific time in a cell (Fig. 2.3(a)). Instead
of accounting for all the detailed molecular interactions for the synthesis and degradation of an
mRNA, we are going to assume that the synthesis and degradation of mRNA obey a birth-death
process with constant probabilities. Accordingly, we set the propensity for the transcription process
as W (x|x− 1) = λ and the propensity of mRNA degradation as W (x− 1|x) = µx. Therefore, the
corresponding CME for this system can be written as,
d
dt
Pr(x, t|x0, t0) = λPr(x−1, t|x0, t0)+µ(x+1)Pr(x+1, t|x0, t0)− (λ+µx)Pr(x, t|x0, t0). (2.15)
Since the ratio,
W (x|x−1)
W (x−1|x) =
λ
µx
,
obeys the condition (2.14) for all x≥ 0, we can calculate the stationary probability distribution,
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N
∑
x=1
x
∏
y=1
λ
µy
=
N
∑
x=1
(λ/µ)x
x!
=
N
∑
x=0
(λ/µ)x
x!
−1 = eλ/µ−1,
as N→ ∞. According to this, K = e−λ/µ, and the stationary probability distribution becomes,
Prs(x) =
e−λ/µ(λ/µ)x
x!
for x = 0,1, . . .
Please note that this is the probability distribution function of a Poisson random variable. Con-
sequently, at the stationary state, we expect the total number of mRNA found in a cell to obey a
Poisson distribution with mean and variance λ/µ according to our model. In Fig. 2.3(b) we can
see the stationary solution for different values of λ and µ.
2.2.3.3 Numerical approach and the stochastic simulation slgorithm
Considering the difficulty of analysing the CME, Gillespie also developed an algorithm for numer-
ically simulating a realisation of this equation (Gillespie, 1977). This algorithm is referred to as the
stochastic simulation algorithm (SSA) and is based on Monte Carlo techniques for exact sampling
from this time-dependent probability density function.
The fundamental principle behind the algorithm is the consideration of each reaction as a Pois-
son process. Therefore, the number of a reaction to occur in an infinitesimal time interval is
Nµ ∼ Po(hµ(x)dt).
With this in mind, we can define the length of a time interval where no reaction takes place as
an exponentially distributed quantity,
τ∼ Exp(h0(x)),
where h0(x)=∑µ hµ(x). The probability of a reaction to occur after time τ then becomes hµ(x)/h0(x).
The above statements are sufficient to develop a series of steps allowing the user to simulate
exact realisations from the time evolution of the CME. The algorithm which is also known as the
direct Gillespie method is given below (Wilkinson (2006) pp. 126):
1. Let t← 0 and x← x0
2. Calculate h0(x) = ∑µ hµ(x)
29
2.2. STOCHASTIC MODELLING
λ
μx
x
DNA
mRNA
degradation
(a)
0 5 10 15 20 25 30
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
x
P((
x))
l
l
l
l l l l l l l l l l l l l l l l l l l l l l l l l l l l
l l
l
l
ll
l
l
l
l l
l
l
l
l
l ll l l l l l
l
l
l
l
l l l l l
l
l
l
l l l l l
λ µ = 0.5
λ µ = 1
λ µ = 5
λ µ = 15
(b)
Figure 2.3: A simple model for gene expression using the CME. Constant linear propensity of syn-
thesis, λ, and linear propensity of degradation, µ, are assumed in (a). In (b), steady state probability
distributions are given for different values of λ/µ. Notice that x is always positive having discrete
integer values.
3. Simulate the time for the next event, τ, as Exp(h0(x))
4. Let t← t+ τ
5. Simulate the reaction, r, with probability mass function hµ(x)/h0(x), µ ∈ Reactions
6. Update the current state as x← x+v·r
7. If t < t f inal return to step 2
Several modifications to this algorithm have been proposed improving its efficiency (Gillespie,
2001; Gibson and Bruck, 2000). However, the direct method is still being widely used due to its
simplicity and accuracy.
We conclude this section with a simulation of the mRNA amount modelled with the equation
Eqn. (2.15). Figure 2.4(a) plots the number of mRNA changing in time stochastically. Please note
that the number of mRNA eventually attains a dynamic steady state where it obeys a Poisson dis-
tribution with mean and variance λ/µ. With a single realisation of the time evolution it is difficult
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Figure 2.4: The number of mRNA in the medium changing in time. The single realisation in (a) is obtained
using the Gillespie direct algorithm described in the text. The time series is shown in 0.5 unit intervals.
The mean and standard deviation of 2000 realisations of the system are shown in (b). Notice the gradual
attainment of the stationary distribution which is a Poisson with mean and variance λ/µ. The parameters are
λ= 1 and µ = 0.1.
to make this observation; however, an ensemble of multiple simulations represents accurately the
solution of the corresponding CME (Fig. 2.4(b)).
2.2.4 The Fokker-Planck equation
Section 2.2.3 dealt with the jump process described with the differential Chapman-Kolmogorov
equation (Eqn. (2.10)). The jump process and CME are useful in modelling species with low
numbers and reactions with low propensities; however, the simulation becomes problematic when
abundant species (> 103) and high propensity reactions are introduced. In this case, not only the
required time step to simulate each reaction decreases dramatically, but also the effect of these
individual reactions to the number of molecules belonging to each species becomes negligible.
From this section onwards, we are going to analyse the diffusion process — the continuous
approximation — described with the dCKE, which corresponds to the FPE. The equation for the
multi-dimensional FPE as given in Eqn. (2.8) can be written as,
FPE =−∑
i
δ
δxi
Ai(x, t)Pr(x, t)+
1
2∑i ∑j
δ2
δxiδx j
Bi j(x, t)Pr(x, t),
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when we use Pr(x, t) instead of Pr(x2, t2|x0, t0). The FPE can also be written in the form,
δ
δt
Pr(x, t) =−∑
i
δ
δxi
Li(x),
where
Li(x) = Ai(x, t)Pr(x, t)− 12∑j
δ
δx j
Bi j(x, t)Pr(x, t). (2.16)
Li(x) is the probability current describing the change of the probability function along the direction
i (Gardiner, 2009). In order for the steady state to exist, the probability currents in all directions
should be zero. The following steps are explained thoroughly in Gardiner (2009) p. 146. We start
by setting
0 = Ai(x, t)Pr(x, t)− 12∑j
δ
δx j
Bi j(x, t)Pr(x, t).
Taking the partial derivative for the negative term,
1
2∑j
Bi j(x)
δPrs(x)
δx j
= Prs(x)
[
Ai(x)− 12∑j
δ
δx j
Bi j(x)
]
.
If the matrix Bi j(x) has an inverse for all x we can write the equation as,
δ
δxi
log[Prs(x)] =∑
k
B−1ik (x)
[
2Ak(x)−∑
j
δ
δx j
Bk j(x)
]
= Zi[A,B,x].
Since the left-hand side of this equation is a gradient, the stable state exists if the following
condition is satisfied:
δZi
δx j
=
δZ j
δxi
.
Following this, the stationary distribution is calculated as,
Prs(x) = exp
(Z x
dx′ ·Z[A,B,x′]
)
,
where · denotes the dot product. For a one-dimensional case the solution becomes easier to calcu-
late. Namely,
0 = A(x)Prs(x)− 12
δ
δx
B(x)Prs(x)
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1
2
B(x)
δPrs(x)
δx
= Prs(x)
[
A(x)− 1
2
δ
δx
B(x)
]
δ
δx
log[Prs(x)] =
1
B(x)
[
2A(x)− δ
δx
B(x)
]
Prs(x) =
C
B(x)
exp
(
2
Z x A(x′)
B(x′)
dx
)
, (2.17)
where C is the constant from the integration.
The analysis of the FPE quickly becomes intractable as the number of dimensions increases.
The analysis of its time evolution is also quite complicated even for the one-dimensional case.
Interested readers are referred to Tveito and Winther (2005) for a thorough discussion of partial
differential equations. In section 2.2.5, we are going to discuss stochastic differential equations
(SDE) as the equivalent of the FPE.
2.2.4.1 Gene expression with FPE
The use of the FPE can best be understood with an example. Let us consider the mRNA syn-
thesis and degradation model analysed in section 2.2.3.2. Instead of considering the number of
mRNA changing each time point, let us label x as mRNA concentration, which is approximately
continuous in + due to large number of mRNA present.
Therefore, the mean displacement, A(x), and variance, B(x), parameters for the FPE take the
form:
A(x) = λ−µx
B(x) = λ+µx
The systematic conversions among various modelling techniques will be explained in section
2.2.5.2 and later in section 2.3.1.1. According to the above equalities, the FPE becomes,
δ
δt
Pr(x, t) =− δ
δx
(λ−µx)Pr(x, t)+ 1
2
δ2
δx2
(λ+µx)Pr(x, t).
Following the result (Eqn. 2.17), we derive the steady-state probability distribution,
Pr(x) =
Ψ
λ+µx
exp
(
2
Z x λ−µy
λ+µy
dy
)
=Ψ′e−2x
(
λ
µ
+ x
)4 λµ−1
for x≥ 0,
where Ψ and Ψ′ are normalising constants. In Fig. 2.5(a), we can see the stationary solution for
different values of λ/µ. In Fig. 2.5(b), on the other hand, discrete and continuous solutions of the
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gene expression model can be compared. As seen in the figure, the two distributions tend to each
other as x increases.
2.2.5 The stochastic differential equation
At the end of section 2.1, we had an introduction to the Wiener process as an approximate solution
to a random walk. In the next section, we are going to derive the same solution using the continuous
approximation, i.e. the FPE. Following this, we are going to analyse the evolution of the Wiener
process and the stochastic differential equations (SDE) describing the process.
2.2.5.1 Wiener process
We are interested in finding the solution of a one-dimensional FPE with A(x, t) = 0 and B(x, t) = 1,
δPr(x, t)
δt
=
1
2
δ2
δx2
Pr(x, t),
with an initial probability distribution,
Pr(x,0) = δ(x− x0),
where x0 is the initial state of the system. δ(x) in the equation is the Dirac delta function, which
is a generalised distribution function that defines unit weight to the point 0 and zero elsewhere.
Integration throughout the domain of the delta function equals 1 as would be expected from a
probability distribution function. The solution of the diffusion equation can be calculated using the
characteristic function for the probability distribution Pr(x, t),
φX(s) = 〈eisX〉=
Z ∞
−∞
eisx fX(x)dx,
where X is a random variable, fX(x) is the probability distribution function of X , and s is a real
number in the frequency domain. In this equation, i =
√−1, and 〈〉 represents the expected value.
Therefore, the characteristic function of the probability distribution Pr(x, t) becomes
φ(s, t) =
Z ∞
−∞
eisx Pr(x, t)dx.
Taking the time derivative of φ(s, t) and performing integration by parts two times we obtain
the following relation:
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Figure 2.5: Steady-state probability distributions for the FPE are given for different values of λ/µ (a).
The corresponding FPE (lines) and CME (points) stationary distributions for the gene expression model are
compared (b).
d
dt
φ(s, t) =
1
2
eisx
d
dx
Pr(x, t)
∣∣∣∞−∞−12 iseisx Pr(x, t)∣∣∣∞−∞−12s2
Z ∞
−∞
eisx Pr(x, t)dx.
Here we make the assumption that Pr(x, t) and ddx Pr(x, t) approaches zero faster than e
isx→∞.
Therefore the above equation turns into an ordinary differential equation,
d
dt
φ(s, t) =−1
2
s2φ(s, t), (2.18)
with solution,
φ(s, t) = φ0(s, t)exp
(
−1
2
s2(t− t0)
)
.
Since,
φ0(s, t) =
Z ∞
−∞
eisxδ(x− x0)dx = eisx0,
the characteristic function for the diffusion equation becomes
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φ(s, t) = exp
(
isx0− 12s
2(t− t0)
)
.
Please note that this is the characteristic function for the following Gaussian distribution:
Pr(x, t) =
1√
2pi(t− t0)
exp
(
−1
2
(x− x0)2
(t− t0)
)
.
The derivation can be inspected in Appendix A.1.1. Using the Le´vy continuity theorem, which
states that the convergence of characteristic functions implies the convergence of distributions, we
derive the solution to the diffusion equation, which is a Gaussian distribution with mean x0 and
variance t − t0. Please also note that the Gaussian probability distribution function satisfies the
assumption we have made above for Eqn. 2.18.
2.2.5.2 Building an SDE model
The general equation for a homogenous SDE is given as the following:
dx= µ(x)dt+σ(x)dWt . (2.19)
The first term, µ(x), of this equation is called the drift coefficient, and the second term, σ(x),
is called the diffusion coefficient. This is in analogy to changing the mean with the drift coefficient
and introducing the noise with the diffusion coefficient. dWt is the time derivative of the Wiener
process; Wt+dt−Wt ∼ N(0,
√
dt).
The proof of the equivalence of the SDE and FPE in the one-dimensional case is straightforward
using Ito’s formula (Appendix A.2). Here we follow similar steps taken in Gardiner (2009), pp.
96. To begin with, let us consider an arbitrary function f (x) with the following relationship where
the derivative of x is given by a one-dimensional SDE:
〈δ f (x)〉
δt
=
δ
δt
〈 f (x)〉.
Using Ito’s formula, the left-hand-side transforms into,
〈δ f (x)〉
δt
= 〈µ(x) δ
δx
f (x)+
1
2
σ(x)2
δ2
δx2
f (x)〉.
Since x has a probability distribution function Pr(x, t) we have
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〈δ f (x)〉
δt
=
Z [
µ(x)
δ
δx
f (x)+
1
2
σ(x)2
δ2
δx2
f (x)
]
Pr(x, t)dx.
Performing the integration by parts yields
〈δ f (x)〉
δt
=
Z [
− δ
δx
µ(x)Pr(x, t)
]
f (x)dx+
Z [1
2
δ2
δx2
σ(x)2 Pr(x, t)
]
f (x)dx.
In the mean time, the right-hand-side transforms into
δ
δt
〈 f (x)〉= δ
δt
Z
f (x)Pr(x, t)dx =
Z
f (x)
δ
δt
Pr(x, t)dx,
because f (x) only implicitly depends on t. Therefore, the equality,
Z [ δ
δt
Pr(x, t)
]
f (x)dx =
Z [
− δ
δx
µ(x)Pr(x, t)+
1
2
δ2
δx2
σ(x)2 Pr(x, t)
]
f (x)dx,
forms the final step in the transformation of the SDE into the FPE,
δ
δt
Pr(x, t) =− δ
δx
µ(x)Pr(x, t)+
1
2
δ2
δx2
σ(x)2 Pr(x, t),
where A(x) = µ(x) and B(x) = σ2(x).
Having shown the equivalence of FPE and SDE, to demonstrate their relationship to the jump
process is also straightforward. Wilkinson (Wilkinson, 2006) describes a series of transformations
that link the jump process to the continuous approximation. According to the CME, the amounts
of each species changes over time with respect to the number and type of reactions occurring in
that time interval. The number of events with which each reaction occurs is given by a multi-
dimensional Poisson process. However, if none of the reactions changes the propensity functions
significantly, e.g. if the species are abundant in the medium, the system may be considered as an
ensemble of independent Poisson processes. Then the change in the numbers of each species in an
infinitesimal time period, dt, becomes,
dx# = SPo(h(x#)dt),
where x# are the numbers of each species, S is the stoichiomeric matrix and h(x) is the vector
of propensities for each of M different reactions. If many reactions fire in this infinitesimal time
period, the Poisson distribution may be approximated by a Gaussian,
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dx# = SN(h(x#)dt,h(x#)dt).
In this case, x# is a continuous variable. The two assumptions for the continuous approximation
are fundamental. Gillespie (Gillespie, 2001) states that “If the system possesses a macroscopically
infinitesimal time scale, in the sense that during any time increment dt on that scale all the reaction
channels fire many more times than once yet none of the propensity functions changes appreciably,
then the jump Markov process . . . can be approximated by the continuous Markov process . . . ”.
These may seem as unrealistic assumptions, but as we have already seen an example in Fig. 2.5(b),
they hold for many cases biologically important.
The conversion of the continuous approximation to the SDE and FPE is, then, straightforward.
The next step is to write the mean and standard deviation of the Gaussian in the algebraic form,
dx# = S h(x#)dt+S
√
diag{h(x#)}N(0,
√
dt),
where N(0,
√
dt) can loosely be interpreted as the time derivative of the Wiener process discussed
in the previous section,
dx# = S h(x#)dt+S
√
diag{h(x#)}dW [M]t .
dW [M]t in this equation is a column vector of size M containing the Wiener processes. At this point,
it is more informative to convert x# into x which is a vector of concentrations rather than numbers.
The new set of parameters are as follows:
dx,
dx#
NAV
k(x),
h(x#)
NAV
B,diag
{
1√
NAV
}
, (2.20)
where NA is the Avogadro’s number (6.022×1023). We will refer to B as the “volume correction
factor” from this point onwards. According to these definitions,
dx= S k(x)dt+BS
√
diag{k(x)}dW [M]t , (2.21)
This is the standard form of an SDE that we are going to adopt from this point onwards. In
order to convert this to the FPE, the dW [M]t of size M must be reduced to dW
[N]
t of size N (the size
of the species vector). With simple multivariate statistics (Appendix A.3), we can write,
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dx= S k(x)dt+B
√
Sdiag{k(x)}S′dW [N]t .
As a consequence, the corresponding FPE is
d
dt
p(x, t) =−∑
i
d
dxi
Sk(x)p(x, t)+
1
2∑i ∑j
d2
dxidx j
B2Sdiag{k(x)}S′p(x, t).
2.2.5.3 Numerical approach to SDE
In section 2.2.3.3 we deal with the SSA algorithm to sample realisations from a CME. In this
section, we are going to introduce a simple approximation procedure permitting us to sample reali-
sations from the continuous SDE. The algorithm is known as the Euler-Maruyama approximation,
and it is described in Kloeden and Platen (1995). The approximation relies on a simple time dis-
cretization technique which converts the equation,
dx= S k(x)dt+BS
√
diag{k(x)}dWt ,
into the form,
∆x= S k(x)∆t+BS
√
diag{k(x)}∆Wt , (2.22)
where ∆Wt can be interpreted as Wt+∆t−Wt ∼ N(0,
√
∆t).
Using this method, we can analyse the one-dimensional system given in section 2.2.4.1. The
corresponding SDE for the mRNA expression model is
dx = (λ−µx)dt+
√
λ+µxdWt ,
where x ∈ denotes the number of mRNA in a continuous state space. In Fig. 2.6(a), we observe
a single realisation from this SDE obtained using the Euler-Maruyama approximation with a com-
parison against the one for the discrete state case. We can approximate the solution to the SDE by
sampling several realisations over the time period. Fig. 2.6(b) shows a comparison between such a
solution for the SDE and its CME counterpart. An exact fit of the mean and standard deviations of
the time-dependent probability distributions for both representations indicates the validity of the
continuous approximation.
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Figure 2.6: The number of mRNA in the medium changing in time sampled from both the SDE and the
CME solutions. In (a), the single realisation of the CME in Fig. 2.4(a) is compared with the one obtained
using the Euler-Maruyama approximation to the SDE described in the text. The time series is shown in 0.5
unit intervals. In (b), on the other hand, the mean and the standard deviation of 2000 realisations of the SDE
are compared with the ones obtained from the CME. The good match of the two probability distributions
indicate the validity of the continuous approximation performed to derive the SDE. The parameters: λ= 1,
µ = 0.1.
2.3 Deterministic modelling
2.3.1 The ordinary differential equation
We started our investigation of mathematical modelling by explaining the complicated stochastic
dynamics that led us to the CME. This is by far “the best” modelling technique possible to the
extent of its agreement with the actual biological processes. We have studied the analysis of this
equation; however, limitations forced us to make simplifying assumptions. With the help of the
continuous approximation, we arrived at the FPE and investigated the use of its SDE equivalent
for stochastic simulations. In this section, we are going to introduce the deterministic assumption,
which is perhaps the most dramatic assumption of all. This makes the analysis of small biological
systems fairly straightforward; therefore, we will be referring to some of the popular biochemical
models in the literature.
As the amounts of each species increase and the reactions start firing more frequently the
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diffusion terms in an SDE become smaller compared to the drift terms, Eqn. (2.19). When all
the diffusion terms become negligibly small, the SDE can be reduced to a deterministic ordinary
differential equation (ODE) with the form,
x˙= µ(x),
where x˙ is a vector of time derivatives, i.e. x˙ = {dx1dt , . . . , dxndt }, and µ(x) is the drift function for
each species.
Numerous methods for the analysis of ODE systems have been developed. The readers are
directed to the text Strogatz (2000) for an elegant discussion of the subject and its application for
the modelling of various scientific phenomena. In this section, however, we are going to investigate
a few examples in order to clarify the use of ODEs in the modelling and analysis of biological
systems.
Perhaps the simplest method for numerically integrating an ODE system is the Euler method.
This is a first order approximation stating that
x(t+1) = x(t)+µ(x(t))∆t,
which is similar in principle to the Euler-Maruyama approximation only without the diffusion term
(Eqn. 2.22). Higher order and more efficient algorithms do exist and we resort to them in some
of the following chapters; however, for demonstration purposes in this chapter we are going to use
the Euler method together with the Euler-Maruyama approximation.
2.3.1.1 Interconversion of stochastic and deterministic models
Gradually accumulating the simplifying assumptions about a process, it is possible to represent
it with each type of equations described so far. The key to model conversion lies in translating
the stochastic reaction propensities and deterministic reaction rates into each other. While the
CME is based on the number of reactions likely to occur in an infinitesimal time frame, an SDE
describes the possible rate of change in the concentration of the species. An ODE also represents
a continuous state space; however, it assumes also that all the reactions take place continuously in
a given infinitesimal time frame with deterministic rates of change in the amount of the species.
We have already discussed the relationship between the propensity of a reaction, h(x#), and
the deterministic rate of the reaction, k(x), in Eqn. (2.20). Accordingly,
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k(x),
h(x#)
NAV
.
Given #/s as the unit for h(x#), the unit of k(x) becomes M/s owing to the above relationship.
The denominator, Ω = NAV , defines the number of molecules of an ideal gas, i.e. as it appears
in the Gillespie’s analogy, in a given volume (in Liters). Table 2.1 lists conversions for some of
the popular rate equations used in the literature. We assume for these equations that the quasi-
steady-state assumption is valid (sec. A.4); otherwise, the extended stochastic models with only
the elementary reactions would be necessary to describe the dynamics for each of them.
Table 2.1: Examples of conversion for some of the popular rate equations. Rate conversions follow the
species represented in numbers, #X , rather than concentrations, [X ], where #X = [X ]Ω.
Rate Propensity
k k×Ω
k× [X ] k×#X
Vm
[X ]
[X ]+Km
VmΩ #X#X+KmΩ
Vm
Knm
Knm+[X ]n
VmΩ (KmΩ)
n
(KmΩ)n+#Xn
k× [X ]2 2kΩ × #X(#X−1)2
k× [X ]× [Y ] kΩ ×#X×#Y
While in the case of CME the propensities determine how noisy the system output is, in the
case of SDE, the volume correction factor in front of the drift coefficient calibrates the level of
noise (Eqn. (2.21)). A few points are worth mentioning as a consequence. Let us consider a series
of reactions taking place in a closed container — or in an isolated solution — which progresses
into a stationary phase with a non-zero attractor. We further assume that the manipulations we
consider do not change the attractor of the system and in each case the stationary phase is eventually
attained. The following statements, therefore, should hold for the stationary phase of the reacting
system:
• If the volume is increased while the concentrations of the species are being kept constant
by adding more species, the level of noise decreases. Since the concentrations are fixed, the
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only term changing in the SDE would be the volume correction factor, B in Eqn. (2.20),
which decreases as volume increases. This forces the drift coefficient to become eventually
negligible, thus driving the system closer to the deterministic approximation.
• If the volume of the container is kept constant while the species are added to, or removed
from, the medium, the level of noise in the stationary phase does not change. In this case,
one only changes the initial condition of the system. While different locations in the basin
of attraction might possess different levels of noise, provided that the attractor of the system
stays the same, and it will be reached, the level of noise will be identical for all initial
conditions during the stationary phase.
• If the medium is diluted either by increasing the volume of the container or adding more
solvent, then one can expect the noise level to decrease. This is because in the stationary
phase, the reaction now takes place in a larger medium. However, the transient phase should
be expected to behave differently, because the dilution also changes the initial condition.
To conclude this section, we are going to investigate a toy model. The Brusselator is one
of the most popular models frequently cited because of its simplicity, for analytical purposes, and
relevance to biology. It describes sustained oscillations in the levels of two chemical intermediates,
X and Y , interacting with four reaction channels. Gillespie discusses it with a few other popular
models for his stochastic algorithm in (Gillespie, 1977). Here we replicate the model with its
SDE and ODE analogs, and present the equations, parameters, and initial conditions in Table 2.2.
As mentioned before, the same rate equations are used for SDE and ODE models, and they are
calculated in a way to keep the units consistent between the models. For instance, the unit for the
parameter p2 is #−2s−1 for a discrete state space model, but it is M−2s−1 for a continuous state
space model.
In Figure 2.7, we plot the stationary phases generated by all three models. We observe that the
attractor is conserved amongst the models; however, it becomes “diffuse” when the stochasticity
is incorporated as an attempt to build a more realistic atomistic model. There is no apparent
difference between the CME and SDE in the output, despite the CME solution being in a discrete
state space. Since the SDE solution is continuous, it is likely to be deceptive for low species
concentrations where only a few numbers of the species are present in the medium. This is not the
case with our Brusselator set-up, because the observed species counts are still high regardless of
low concentrations.
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Figure 2.7: The behaviour of the Brusselator model
at stationary phase represented with both deterministic
(ODE) and stochastic (CME and SDE) models. X (M)
Y 
(M
)
1 2 3 4 5 6 7 8
1
2
3
4
5
6
7
8
9 CME
SDE
ODE
This figure demonstrates the advantage of using a stochastic model over a deterministic one.
While in the deterministic system the two species are destined to oscillate forever being always
present in the medium, in reality, there exists a non-zero probability for one or both of the species
being absent from the medium at any instance of measurement. A deterministic model, thus,
provides an easier initial approach to understanding the dynamics of a system even though its
predictions are limited compared to a stochastic model.
Table 2.2: The Brusselator model, parameters and initial conditions for deterministic and stochastic models.
Reaction Propensity (CME) Rate (SDE & ODE)
φ→ X p1Ω p1
2X +Y → 3X (p2/Ω2)#X(#X−1)#Y p2[X ]2[Y ]
X → Y p3#X p3[X ]
X → φ p4#X p4[X ]
Parameter Value Value
p1 0.5Ω #s−1 0.5 M−1s−1
p2 (1.0/Ω2) #−2s−1 1.0 M−2s−1
p3 3.0 s−1 3.0 s−1
p4 1.0 s−1 1.0 s−1
Component Initial Value Initial Value
X 3×Ω 3.0 M
Y 3×Ω 3.0 M
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2.3.1.2 A brief tutorial in the analysis of ODEs
In order to demonstrate the analytical power gained by developing deterministic models, in this
section, we are going to investigate some of the global qualitative changes observed in ODE sys-
tems. Changes in global behaviour are called bifurcations where the number and/or stability of the
solutions of systems change with different sets of parameters.
To begin with, let us consider an imaginary biological problem where we model the expression
of an autoregulatory transcription factor (TF). Let us assume that this molecule is expressed at a
constant rate S. Let us further assume that the TF induces its own synthesis with a linear rate of a.
Finally, let the TF be degraded through an enzymatic reaction whose rate can be modelled using
a Hill function (Appendix A.5.2). The interpretation of these processes is given as the following
ODE:
x˙ = S+ax− x
1+ x
, (2.23)
where x is the concentration of the TF in the cell (x ≥ 0 and x ∈ +), S is the linear rate of
synthesis (S ∈ +), ax is the linear rate for gene activation (a ∈ +), and the last term is the rate
of degradation approximated by the Hill equation.
Let us begin the analysis of this equation with a partitioning of the terms into positive and
negative ones. The positive terms, S+ ax, raise the amount of TF, whereas the negative term,
x/(1+ x), reduces the amount of TF. As we see in Fig. 2.8(a), when the rate of synthesis of TF is
above a certain threshold, the positive terms become always greater than the negative term, and the
amount of TF increases indefinitely in the cell.
At this point it is important to note that an infinite amount of TF in a cell is a biologically
implausible prediction. The reason for obtaining such a result from the equation is our negligence
of the effect of crowdedness in the cell. This model can be improved to forbid TF levels going to
infinity; however in this form, it is sufficient for the analysis of early stages of gene expression.
Having said this, let us consider a lower expression rate where there is only one solution to the
equality of negative and positive terms:
S+ax =
x
1+ x
.
If a = 0.5, S must be 0.086 for the equality to have only one solution. The behaviour of the
system under these conditions is shown in Fig. 2.8(b). Accordingly, when the TF concentration
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(c) S = 0.05
Figure 2.8: Saddle node bifurcation of an autoregulatory transcription factor (TF) expression model. The
lines in red denote the positive terms and the lines in blue denote the negative term in Eqn. (2.23). The
arrows indicate the qualitative behaviour of x with respect to the negative and positive terms. In all cases, a
is chosen to be 0.5.
reaches the only fixed point, 0.414, its time derivative becomes zero and we observe no more
change in the amount of TF. However, even slight disturbances in its concentration might perturb
the system from the fixed point and the TF concentration might increase consistently. This type of
fixed points are called saddle nodes. One can imagine this as a ball sitting at the top of a steep hill
where its stability is vulnerable to external disturbances.
Further decrease in the rate of synthesis introduces two different fixed points to the system. As
we see in Fig 2.8(c), the lower fixed point attracts the nearby values to itself whereas the higher
fixed point draws the value of x away from itself. The former is, therefore, called a stable node
and the latter is called an unstable node. Such a global change in the solution of a system via the
introduction of a saddle node is called a saddle node bifurcation.
From a biological point of view, we can say that the outcome of such a system depends on
the initial TF concentration. Namely, when the initial TF concentration is below the value of the
unstable node, we expect it to be stabilised around the stable node in the long term. Under these
circumstances, the level of gene expression might be considered as basal. On the other hand, if
the initial TF concentration is above the level of the unstable node (or if it is driven there by an
external stimulus), the concentration will inevitably increase in the cell.
Covalent modification has been proposed as a ubiquitous chemical process, especially in signal
transduction pathways, for the control of the duration and amplitude of transmitted signals (Man-
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ning et al., 2002). The second example we present here is the ultrasensitive switch, which is a
common characteristic of such processes. This model is analysed in depth in Tyson et al. (2003);
here we use it to demonstrate further the advantage of deterministic modelling and its biological
relevance.
To begin with, let us assume that the enzyme x catalyses the phosphorylation of a protein whose
dephosphorylation is catalysed by an antagonistic enzyme. Therefore, we may use the Goldbeter-
Koshland equation (Goldbeter and Koshland, 1981) to model the equilibrium concentrations of the
prosphorylated protein provided that the kinase and phosphatase reactions occur faster than the rest
of the system (Appendix A.5.4). Let us further assume a positive feedback where the phosphory-
lated protein induces the synthesis of its own kinase. The resulting ODE for the concentration of
the kinase is
x˙ = aG(x,V2,K1,K2)+S−bx, (2.24)
where a,b ∈ + are kinetic constants, S is the linear rate of enzyme synthesis (S ∈ +), bx is the
linear rate of its degradation (b ∈+), and G(·) is the Goldbeter-Koshland function with arbitrary
parameters.
Following the partitioning of the negative and positive terms in the equation, we obtain the
qualitative interpretation shown in Fig. 2.9. The equation has three fixed points when the level
of enzyme synthesis is below a certain threshold. As we see in Fig. 2.9(a), two of these points
are stable, whereas the one in the middle is unstable separating the other two. Therefore, in the
long run, the enzyme concentrations starting off below the unstable node will be fixed at the lower
stable node, and the concentrations above the unstable node will be fixed at the higher stable node.
The interesting property of this system is that when the signal level increases a certain threshold
the system encounters a saddle node bifurcation and it is left with only the higher stable node
(Fig. 2.9(b)). Therefore, even when the signal is reduced later to its original levels, the enzyme
concentration will stay at the higher stable node. In Fig. 2.9(c), we can see the values of the stable
and unstable nodes as the signal level changes.
In a strictly deterministic sense, this example successfully demonstrates how cells cope with
varying levels of input signals. As the model proposes, once the threshold signal intensity is
reached, the enzyme level is switched on irreversibly transmitting the information to the down-
stream pathways for an appropriate response. Numerous wiring options exist for different inter-
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(c) Bifurcation diagram
Figure 2.9: Irreversible ultrasensitive switch for signal transduction with covalent modification. For (a) and
(b), the lines in red denote the positive terms and the lines in blue denote the negative term in Eqn. (2.24).
The arrows indicate the qualitative behaviour of x with respect to the negative and positive terms. The
bifurcation diagram in (c) plots different solutions of the system for different signal intensities. Accordingly,
the dashed line indicates the unstable solutions and the solid lines indicate the stable solutions. Parameters
a = 0.4, b = 1, V2 = 0.2, K1 = 0.05, K2 = 0.05.
pretations of incoming signals. Interested readers are directed to Tyson et al. (2003) for further
discussion of the subject.
At this point, it is necessary to emphasize a caveat that applies when using a deterministic
model for this particular process. Even though the model enabled us to understand what the ef-
ficiency of the signal transduction process could be, it also inequitably lead us to think that the
process is irreversible. On the contrary, the stochastic version of this model is reversible. In the
stochastic case, although the system may exhibit strong preference for one of the stable nodes,
random fluctuations in the concentration of x may trigger a switch to the alternative stable node
(Kim et al., 2008).
So far we have dealt with the analysis of fixed points. Following this, we are going to conclude
this section with the analysis of ODE systems exhibiting oscillatory behaviour. A well-studied
example of this phenomena is observed in glycolysis owing to the highly regulated glycolytic
enzyme, phosphofructokinase (Sel’kov, 1968). Strogatz (2000) presents an equivalent system with
dimensionless equations:
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Figure 2.10: Limit cycle and Hopf bifurcation in glycolysis. (a) shows the stable node and (b) shows
the limit cycle behaviour of the system with appropriate parameters. Red and blue lines correspond to the
nullclines. The black orbit shown in (b) denotes the path of the limit cycle where trajectories are attracted to
in the long run. (c) shows the range of parameters where the Hopf bifurcation occurs. Euler algorithm with
dt = 0.01 is used for numerical analysis.
x˙ = −x+ay+ x2y
y˙ = b−ay− x2y
(2.25)
where x and y are the concentrations of adenosine diphosphate (ADP) and fructose-6-phosphate
(F6P) respectively (x,y≥ 0 and x,y ∈+) with a,b ∈+.
The analysis of this two-dimensional system is slightly different than the one-dimensional cases
we have dealt previously. To begin with, let us draw the nullclines of the system where the time
derivatives of x and y are equal to zero separately (Fig. 2.10):
x˙ = 0 =⇒ y = x
a+ x2
y˙ = 0 =⇒ y = b
a+ x2
Accordingly, following the paths of nullclines, the flow of the system is only one-dimensional.
The direction of the flow in this single dimension can be qualitatively established. We demonstrate
the flow at four arbitrary points as shown in Fig. 2.10(a) for a = b = 1. Furthermore, using the
nullclines we observe that the system has one fixed point at their intersection where the flow is
zero in both directions.
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At this stage, it is more informative to use a few analytical techniques to investigate the system.
First of all, let us calculate the fixed points of the system by setting x˙ = y˙ = 0. Hence, we calculate
the coordinates of the only fixed point,
x = b and y =
b
a+b2
.
Using this fixed point, we linearize Eqn. (2.25) in order to determine its stability. The Jacobian
matrix is thus,
 −1+(2b2)/(a+b2) a+b2
−(2b2)/(a+b2) −a−b2

with trace and determinant,
τ= 1−b2−a− 2a
a+b2
, ∆= a+b2.
Since the determinant of the system is always positive, the fixed point is either a stable node or
an unstable node depending on the sign of the trace. Please refer to Strogatz (2000) for a detailed
discussion of stability in two-dimensional ODE systems, and to Appendix A.5.1 for a summary.
According to this, the boundary where the trace is equal to zero for a,b≥ 0 is given by the equation,
a =
1
2
(
−1−2b2+
√
1+8b2
)
.
The parameter range for the stability of the fixed point is plotted in Fig. 2.10(c). In the region
of a stable node (no distinction with a stable spiral is necessary here), the fixed point attracts nearby
trajectories and permits the formation of an equilibrium point where only a single stable solution
prevails. In Fig. 2.10(a), we demonstrate that this is indeed a globally stable point attracting all
trajectories to itself.
On the other hand, when the parameters a and b are such that the fixed point is an unstable node
(here as well, no distinction with an unstable spiral is necessary), the trajectories escaping from the
fixed point will meet with the trajectories further away which are flowing towards the fixed point.
The Poincare´-Bendixson theorem states that any closed bounded set of plane with a vector field
pointing inwards the region contains a closed orbit provided that it does not have a fixed point in
it. According to this, the region comprising only of the path that these trajectories meet obeys the
requirements of the theorem, and thus, we can conclude that it contains a limit cycle.
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As a consequence, when the parameters a and b are such that the fixed point is unstable, the
resulting dynamics is a limit cycle where x and y oscillate around the fixed point (Fig. 2.10(b)).
This type of a bifurcation where a limit cycle replaces a fixed point is called a Hopf bifurcation.
This type is commonly observed in biological processes; therefore, we are going to refer back to it
in more detail in some of the following chapters.
In this section, we have dealt with a few ODE models of biological processes and their anal-
yses. At all times, we assumed the parameters — also the initial conditions — for the respective
models are given. These parameters are often derived individually from expensive and laborious
experimental procedures or inferred collectively from a set of observations. It is only logical to
expect uncertainties in the parameters regardless of the method they are estimated with. In the next
section, we are going to investigate some of the key concepts associated with parameter estimation
and uncertainty.
2.4 Parameter inference
It is relatively straightforward to explore possible outcomes given a system well-defined on each
parameter. However, in a biological context we rarely encounter such certainty. Most of the time
the parameters are not known precisely, because they are too expensive or methodologically too
difficult to determine experimentally. Frequently, we are left with a set of observations — that
are incomplete and noisy — and asked to predict the parameter values to explain the observations.
Parameter inference is a “reverse engineering” approach aimed at answering this question; that is,
to define a model based on the information obtainable from a set of observations (Kremling et al.,
2004).
In this section, we are going to introduce briefly two major approaches to the collective param-
eter inference. Namely, we are going to introduce the basic concepts behind point estimation and
Bayesian inference. Since the field is vast, we are going to limit the problem to one where we have
to estimate only the parameter values, and assume the model and initial conditions are known.
The interested readers are directed to the literature for in-depth coverage of statistical inference
(Burnham and Anderson, 2002; Wilkinson, 2006; Cover and Thomas, 2006).
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Figure 2.11: The likelihood surface. The two axes represent the interplay of the major actors of inference;
the data and the parameters.
2.4.1 The point estimation problem
Point estimation is a generic term referring to inferences which propose only a single answer —
ideally the best — to an impending question. Here the question is how good a model explains the
observations with a given set of parameters. There are many metrics designed to quantify this;
however, in this context we are going to introduce the likelihood among the most frequently used.
In the likelihood approach, the measure for explaining the data is the probability of observing
the data, δ, with a given parameter value (or a parameter vector), θ (Hoffman, 2001). The term
“likelihood” defines a function,
l(θ) = Pr(δ|θ),
where θ is a variable (Edwards, 1972). Therefore, l(θ) is not a probability density function, and
we explore it by tweaking the parameters to maximize the probability of observing the data with
the model. This is called the maximum likelihood method, and it yields a point estimate as the
most likely explanation of the observations (Cover and Thomas, 2006). The formal definition of
the maximum likelihood estimate (MLE) is
MLE, argmax
θ
{lnPr(δ|θ)} ,
where log-likelihood is often preferred for maximisation, because it is computationally more effi-
cient to work with.
52
2.4. PARAMETER INFERENCE
In order to explain better the difference between the terms likelihood and probability associ-
ated with Pr(δ|θ), we can use the plot shown in Figure 2.11. With this plot we define both the
observation and the parameter value as variables for a simple model having only one parameter, θ,
and being observed only once, δ. The axis “data” in the plot represents all possible observations
from the model for a fixed parameter value. Along this direction, the curve represents a probability
distribution function, and the area under it, marked with blue, integrates to unity,Z
Pr(δ|θ)dδ= 1.
When we change the direction, where we fix the observation, δ, and calculate Pr(δ|θ) for
each parameter, θ, along the axis “theta”, we obtain the likelihood function. This is the objective
of optimisation routines for finding the MLE. This curve, as stated before, does not define a
probability distribution function, but the weighted integral along the axis, marked with red, gives
the marginal probability of observing the data,Z
Pr(δ|θ)Pr(θ)dθ=
Z
Pr(δ,θ)dθ= Pr(δ).
theta
data
Pr(data | theta)
θ0θ2θ1
δ1
δ2
Figure 2.12: A pair of MLE estimates. This plot shows that the single best solution, θ1 in case of δ1 and θ2
in case of δ2, may not always be meaningful especially with highly noisy data.
It is often difficult given the limited availability of resources to search heuristically the entire
parameter space for the best solution. Many optimisation algorithms have been developed to iden-
tify the local optima and search for the global one (Moles et al., 2003). The outcome is indeed
widely referred to as the global optimum solution. Despite this, since it is rarely possible to verify
that the solution is truly global the outcome should be approached with caution.
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Once an optimum is found, a confidence interval is calculated considering the hypothetical
alternatives over the dataset studied. In the frequentist approach, we tend to reject the possibility
of an answer being correct if it is outside this interval.
A serious caveat of point estimation is having to choose a single optimum and to ignore any
other possibility. Given the uncertainty associated with the observations from most biological
systems, ignoring possible alternative solutions may result in misconceptions about a system. We
can illustrate this issue in Figure 2.12 by anticipating the variability of data. This plot is a slight
variation of Figure 2.11 where, in this case, we define the true parameter value as θ0. The blue
curve in the plot shows the probability of obtaining different data — along the axis “data” — from
this system. It is clear that this is a bimodal probability distribution, and it is perfectly reasonable
to expect with a significant probability that a datum comes from the less probable mode. With
such an observation at hand, a likelihood algorithm will most likely settle down on the optimum
parameter θ1, and it will miss the true parameter, θ0. The problem is even worse in cases of
multiple observations where data are summarized using only a few moments, such as the mean and
the variation. We also illustrate this issue in Figure 2.12 by showing that a likelihood algorithm
may wrongly identify the parameter θ2 as an answer when the datum, which is somewhere in
between the two modes of the blue curve, is the mean of possible observations.
The Bayesian approach, which we introduce in section 2.4.2, offers many advantages over
point estimation. However, before moving on to the topic, we are going to introduce some of the
key concepts for calculating the confidence in point estimates. In the next section, we are going to
discuss the fragility of the inferences and their dependence on the true parameter values together
with different repetitions of measurements.
2.4.1.1 Information theory for inference
Information can be interpreted as a measure of uncertainty. Here we describe the two major types
of information for parameter inference; the observed and the expected information. The observed
information can be applied on the likelihood surface once it is obtained using the data. In this case,
we have not the exact value of the true parameter, but an estimate for it usually acquired at a global
optimum. In case of the expected information, we assume the true parameter is known, but we are
interested in finding out the information contained in all possible data observable from the system.
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The observed information Given a set of observations we navigate over a likelihood surface to
arrive at an optimum solution. This point is an estimate which best explains the data compared
to any nearby points. The confidence in any estimate can be assessed by the curvature of the
likelihood surface around it. To maintain the generality and account for the limitations of the opti-
misation algorithms, we will consider the confidence for the estimates around any local optimum.
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Figure 2.13: Uncertainty in the likelihood estimates. The curvature around each estimate can be captured
by the 2nd-degree polynomials approximating the log-likelihood around each estimate — the blue curves.
The curvature around an optimum point, θˆ, can be estimated by approximating the log-likelihood
surface with a polynomial around θˆ. When we expand the log-likelihood to the third term of its
Taylor series, Figure 2.13, we obtain,
lnPr(δ|θ)≈ lnPr(δ|θˆ)+ ∂
∂θ
lnPr(δ|θ)
∣∣∣
θˆ
(θ− θˆ)+ 1
2
∂2
∂θ2
lnPr(δ|θ)
∣∣∣
θˆ
(θ− θˆ)2.
The observed information is therefore defined in terms of the second derivative of this polyno-
mial (Efron and Hinkley, 1978),
Lδ(θˆ), −
∂2
∂θ2
lnPr(δ|θ)
∣∣∣
θˆ
.
This relationship also reads as the information about an estimate being inversely proportional
to the steepness of the peak at that point on the likelihood surface. We can, in other words, say
that the data are more informative about θˆ if Lδ(θˆ) is large and the likelihood is steep around θˆ.
This type of information is referred to as the “observed” Fisher information (Efron and Hinkley,
1978), and it is not directly related to the true parameter value the data are generated with. The
information is, however, exclusive for that specific instance of data that gives rise to the likelihood
estimate.
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The expected information Here we discuss how we can find out the maximum information
obtainable from data. This type of information is an abstract concept because we assume the true
parameter is known, and we consider hypothetical realisations of data from such a system. This
way we can assess the effectiveness of the type and extent of data necessary to constrict the possible
ranges of parameter values in an inference.
Observations are often noisy; they either come from a stochastic system or they have experi-
mental error introduced during the measurement — or, most likely, both. Therefore, each instance
of data gives rise to a different inference, i.e. a different global optimum obtained from a different
likelihood surface. From these observations we are interested in finding out the true parameter
value with which the data are generated.
The expected information assesses, in essence, the sensitivity of the likelihood over different
instances of data to the changes in the true parameter value. Let us first introduce the normalised
score function; the sensitivity of the logarithm of the likelihood with respect to the changes in the
true parameter value,
Vδ,
1
Pr(δ|θ)
∂Pr(δ|θ)
∂θ
=
∂
∂θ
lnPr(δ|θ).
The expected value of this sensitivity with respect to the possible observations of data is zero,
E
[
∂
∂θ
lnPr(δ|θ)
]
=
Z ∂
∂θ
lnPr(δ|θ)Pr(δ|θ)dδ (2.26)
=
Z ∂Pr(δ|θ)
∂θ
dδ=
∂
∂θ
Z
Pr(δ|θ)dδ= ∂
∂θ
1 = 0. (2.27)
However, the variance of this sensitivity represents the uncertainty in the likelihood estimate
(Fig. 2.14). This is called the “expected” Fisher information (Efron and Hinkley, 1978; Lehmann
and Casella, 1998):
I (θ),E
[(
∂
∂θ
lnPr(δ|θ)−E
[
∂
∂θ
lnPr(δ|θ)
])2]
= E
[(
∂
∂θ
lnPr(δ|θ)
)2]
=
Z ( ∂
∂θ
lnPr(δ|θ)
)2
Pr(δ|θ)dδ. (2.28)
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Figure 2.14: The change in the likelihood with respect to the change in the parameter. For each instance
of data the change in the logarithm of the likelihood around the true value is different. The variation in this
change is called the “expected” Fisher information.
The expected information can also be written in terms of the second partial derivatives using
Eq. (2.26),
0 =
∂
∂θ
Z ∂
∂θ
lnPr(δ|θ)Pr(δ|θ)dδ
=
Z ∂2
∂θ2
lnPr(δ|θ)Pr(δ|θ)dδ+
Z ( ∂
∂θ
lnPr(δ|θ)
)2
Pr(δ|θ)dδ.
Therefore,
I (θ) =−E
[
∂2
∂θ2
lnPr(δ|θ)
]
=−
Z ∂2
∂θ2
lnPr(δ|θ)Pr(δ|θ)dδ. (2.29)
According to the Cramer-Rao inequality (Crame´r, 1946), Fisher information is the maximum
information obtainable from each dataset about the true parameter. Here we replicate the derivation
of this theorem as given in Cover et al. pp. 395 (Cover and Thomas, 2006), and discuss the
consequences. Let us consider not only the MLE but any unbiased estimator which we will call
Tδ. Using the Cauchy-Schwarz inequality (Schwarz, 1885), we can write,
(E[(Vδ−E[Vδ])(Tδ−E[Tδ])])2 ≤ E[Vδ−E[Vδ]]2 E[Tδ−E[Tδ]]2, (2.30)
where the expectations, E[·], are taken over Pr(δ|θ), and θ is the true parameter value. Since Tδ is
unbiased, it converges to the true parameter in the expectation with respect to Pr(δ|θ). In essence,
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E[Tδ] =
Z
T (δ)Pr(δ|θ)dδ= θ.
We have already seen that the expectation of the score function, Vδ, converges to 0 (Eqn.
(2.27)). Therefore, the left-hand side of Eqn. (2.30) becomes,
(E[(Vδ−E[Vδ])(Tδ−E[Tδ])])2 = (E[VδTδ])2.
Since the variation in the score function is the expected Fisher information, by definition,
E[Vδ−E[Vδ]]2 = I (θ). Therefore, Eqn. (2.30) can be written as
(E[VδTδ])
2 ≤ I (θ)Var[Tδ].
In addition,
E[VδTδ] =
Z
T (δ)
∂
∂θ
lnPr(δ|θ)Pr(δ|θ)dδ
=
Z
T (δ)
∂
∂θ
Pr(δ|θ)dδ= ∂
∂θ
Z
T (δ)Pr(δ|θ)dδ= ∂
∂θ
θ= 1.
As a result,
Var[Tδ]≥
1
I (θ)
.
The above relationship implies that the variation in any estimator is bounded from below by the
expected Fisher information. No estimator of the true parameter value can gather more information
from the data.
Up to this point we have considered that the inferences are made using only δ, a single ob-
servation — or equivalently a single realisation of a set of measurements. Hence, the expected
Fisher information we calculated describes the information obtainable over the range of possible
realisations of this observation. Here we present a more likely case where multiple realisations are
combined to give rise to a larger data set.
When we have multiple realisations of δ, each of them will contain the same amount of in-
formation as contained solely in δ. Different δ will give rise to different likelihood surfaces and
different MLE. Therefore, the combined information in a given data set is
In(θ) = E
[(
∂
∂θ
lnPr(δ[1], . . . ,δ[n]|θ)
)2]
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=
n
∑
i=1
E
[(
∂
∂θ
lnPr(δ[i]|θ)
)2]
= nI (θ).
Information increasing with each sampling agrees with the fact that the MLE is consistent in
probability (Newey and Mcfadden, 1986). Accordingly, MLE will converge to the true parameter
value in case of infinite data given that certain regularity conditions are met:
MLE = argmax
θˆ
{
n
∑
i=1
lnPr(δ[i]|θˆ)
}
→ θ as n→ ∞.
Among these conditions two of them are worth mentioning in this context. For the MLE to be
consistent in probability, the likelihood surface needs to be identifiable, meaning that no two pa-
rameter values can give rise to the same model output. Otherwise, the likelihood surface will have
multiple global optima invalidating the point estimation as a suitable approach. Compactness of
the surface is another condition which requires the likelihood not to approach the global maximum
arbitrarily close at another location.
Most of the times in biochemical models parameters correspond to physical entities or ob-
served relationships. Discarding reasonably good explanations of an observed phenomena, as
point estimation and maximum likelihood approaches dictate, may result in loss of information or
misconceptions for many reverse engineering problems.
2.4.2 The Bayesian approach
The Bayesian approach offers a solution to the problems of point estimation by assigning each
parameter value with a probability of being the correct one. Unless this probability is zero, no
solution is deemed wrong; instead, they may be called extremely improbable however possible.
Only the good solutions are assigned high probabilities of being correct, and the search algorithms
intend to extend their coverage over wide ranges of the parameter space in order to characterize
the global probability distribution.
The approach is based on the Bayes’ theorem which states that
Pr(θ|δ) = Pr(δ|θ)Pr(θ)
Pr(δ)
, (2.31)
which calculates the probability of a parameter value, θ, being the true parameter with which the
data are generated. Often the inference is made with fixed set of data collected experimentally;
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therefore, the probability of observing the data, Pr(δ), is a constant and is often ignored especially
in the numerical analyses.
The hallmark of the Bayesian approach is the term prior probability, Pr(θ), which enables the
incorporation of additional, potentially even “subjective”, information into the inference. Careful
consideration of biologically meaningful values, expert opinion or previously obtained experimen-
tal results accumulated in the literature might be reflected in this prior. Despite its advantages in
aiding scientific curation, prior probability is often criticised for its subjectivity and it needs to be
justified appropriately. Nonetheless, one may choose to use a non-informative prior, which weights
all parameter values equally.
A preferred method for obtaining the posterior probability distribution is sampling parame-
ter values from it. A computationally expensive but simple method is to use a rejection sampler.
The rejection method, compared to the existing advanced sampling algorithms (Hastings, 1970;
O’Hagan et al., 2004; Wilkinson, 2006), is rather laborious but well-suited for demonstration pur-
poses:
1. Sample a parameter value, θ, from the prior distribution, Pr(θ).
2. Accept θ with a probability, Pr(δ|θ).
The parameter value obtained with this algorithm is a sample from the posterior distribution.
For a good representation of the distribution, depending on the dimension and the range of param-
eter values considered, many repetitions of this sampling process are necessary.
Optimisation algorithms can still be used with the Bayesian approach. Albeit in this case
instead of the likelihood surface, a global optimum is searched over the posterior distribution.
The most probable parameter value obtained as such is called the maximum a posteriori, MAP,
estimate (MacKay, 2003):
MAP, argmax
θ
{lnPr(θ|δ)} .
The variation in the posterior distribution also has a special meaning just like the observed
Fisher information. The broader the distribution is the less confident we are about the parame-
ter estimate. For unimodal distributions, the Laplace method can be applied to approximate the
distribution with a Gaussian locally around the MAP. This is called the maximum a posteriori
approximation:
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lnPr(θ|δ)≈ lnPr(θˆ|δ)+ ∂
∂θ
lnPr(θ|δ)
∣∣∣
θˆ
(θ− θˆ)+ 1
2
∂2
∂θ2
lnPr(θ|δ)
∣∣∣
θˆ
(θ− θˆ)2,
where θˆ is the optimum point,
∂
∂θ
lnPr(θ|δ)
∣∣∣
θˆ
= 0.
Therefore, the variance4 of the posterior around θˆ can be approximated with
Σ=
[
− ∂
2
∂θ2
lnPr(θ|δ)
∣∣∣
θˆ
]−1
.
The theory of Bayesian inference is well-established with a range of state-of-the-art algorithms
to choose from. The interested reader is directed to O’Hagan et al. (2004) for a comprehensive
review which extends beyond the scope of this thesis. Here we are going to borrow ideas from
Bayesian inference and information theory to investigate the effect of another major kind of noise,
the uncertainty in parameter values, on the dynamics. We are going to develop a method of quan-
tifying parameter variability using a Bayesian framework universally applicable to both stochastic
and deterministic models.
2.5 Summary
In this chapter, we aimed to cover the broad theoretical background motivating the work done in the
rest of this thesis. For the sake of clarity we covered each subject only briefly; however, we directed
the interested reader to appropriate resources for in-depth coverage of the topics introduced.
The idea was simple, starting from the most detailed representation of a biological process,
we have progressed through a range of modelling approaches and discussed their advantages and
disadvantages. Each step we took brought us to a simpler representation, easier to analyse but less
accurate in its description of the true phenomena.
In the following chapters, we are going to discuss in more detail how different levels of stochas-
ticity affect the emerging dynamics of a biological process. We are going to observe the effect of
simplifications and the extent of validity of the deterministic approximation, with examples related
to various biological phenomena, baffling not only the scientists but also the economist and the
4Please note that lnN (µ,Σ) = C (Σ)− 12 (x−µ)TΣ−1(x−µ)≡ f (θˆ)+ 12 (θ− θˆ)T f (θˆ)′′(θ− θˆ).
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producers of the industry. We are going to conclude with assessing the accuracy of inferences
from experimental data, and the inherent flexibility of the models built.
In the following chapter, we deal with one of the most elementary models in population biol-
ogy, the logistic map, with which we derive certain universal principles on the interplay between
stochasticity and determinism. These principles are generally applicable to a wide range of mod-
elling approaches so long as they are consistent in their representation of the biological process.
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Chapter 3
Statistical Interpretation of the Interplay
Between Noise and Chaos in the Stochastic
Logistic Map
The study of non-linear dynamical systems with chaotic behaviour has been of great interest to
biologists, following early work in particular in ecology (May, 1976). The simple logistic map has
long been used as a discrete time model of population dynamics under finite resources; this model
is given by the recursion,
xt+1 = λxt(1− xt) (3.1)
where xt ∈ [0,1] ∀t ≥ 0 denotes the population density; because of resource limitations, the pop-
ulation cannot exceed a certain size, the carrying capacity, K. Dividing actual population sizes
by K leads to the simple form for the logistic map, Eqn. (3.1). The population growth rate, λ, is
then confined to the interval, λ ∈ [0,4]: λ loses its biological meaning as a growth rate (or Malthu-
sian parameter) for values outside of this interval, and for λ ≤ 1 the population will go extinct. If
λ ∈ (1,4] then the process will always stay in the open interval (0,1).
Despite its inherent simplicity the quadratic map has become an important corner stone of
theoretical population biology and ecology (Mueller and Joshi, 2000). It has also been applied
to experimental and wild population (in particular agricultural pests) (Logan and Allen, 1992).
More recently it has been applied to describe the dynamics of biochemical systems in bioreactors
(Aguilar-Lo´pez and Martı´nez-Guerra, 2006).
In order to understand some of the fundamental issues related to the range of possible dynam-
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ical processes it may be helpful to contrast the logistic map with Polya’s urn model (Johnson and
Kotz, 1977). In this model we start with an urn that contains n0 white and n1 black balls. At each
time-step a ball is chosen at random and replaced by two balls with the same colour. The quantity
of interest is the fraction of white (black) balls over time. This is an entirely stochastic process,
but because of the martingale property for sufficiently large times, t 1, the process approaches a
limiting value and appears (again for sufficiently large t) predictable (Pemantle, 2007); the limiting
value,
lim
t→∞
n0(t)
n0(t)+n1(t)
, (3.2)
however, is a stochastic random variable.
In the logistic map, on the other hand, population dynamics exhibit apparently unpredictable
behaviour when the growth rate exceeds λ ≈ 3.58 (Li and Yorke, 1975). We thus have a strictly
deterministic process that — for λ & 3.58 — looks random (even if we assume that the initial
conditions are known precisely), and a random process that for sufficiently large time-scales looks
deterministic. The logistic map and Polya urns are among the simplest exemplars of models giving
rise to non-linear (and chaotic) dynamics, and stochastic processes, respectively.
In this chapter we want to discuss to what extent noise affects properties of dynamical systems
in biology. We investigate this in some detail for the logistic map before considering a circadian
clock system. The interplay between non-linear chaotic dynamics with stochastic effects is of great
and obvious importance in many arenas of population and systems biology: any population-level
process has an intrinsic stochastic element which depends on the size of the population; more
subtly, if we lack detailed knowledge of the biological/chemical/physical mechanisms underlying
the dynamics, an a priori stochastic perspective may allow us to study or expose aspects of the
system’s dynamics.
The stochastic logistic map is a simple starting point for such an investigation, that has with
some notable exceptions (Crutchfield and Farmer, 1982) — to our knowledge — received surpris-
ingly little attention. Some analytical and computational work was done in the early 1980s, and
only recently have detailed investigations begun again (Rim et al., 2000; Elezovic´ et al., 2007;
Tirnakli et al., 2007; Savi, 2007). We attempt to separate out the effects of deterministic unpre-
dictability and noise. External noise has been observed to mimic chaotic behaviour (Mayer-Kress
and Haken, 1981); however, later work of Dennis et al. (2003) suggests chaos should only be as-
sociated with deterministic systems. Nonetheless, noise seems to blur the spectrum of possible
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solutions of a system, and as Crutchfield and Farmer (1982) have demonstrated, reducing noise
increases the resolution in the quadratic map enabling us to see more of the existing bifurcations.
Analysis of the deterministic logistic map shows that once a population is in the range (0,1), it
will stay in this range and never gets extinct provided that its growth rate is between 1 and 4. In
this chapter, we investigate the effect of noise on the rates of population catastrophes: when the
population is below 0 or above 1 it will go extinct (either at once or at the next step of the itera-
tion, respectively); here we distinguish between these two demographic events as they would have
different experimental ramifications. We will show that it is possible to estimate the rates of both
events and mean waiting times until they occur for given noise characteristics and λ. Overall, we
find that noise interferes with the non-linear dynamics in a subtle way yielding rich dynamics. To
some extent noise can, as had been previously suggested, make the dynamics simpler (Crutchfield
and Huberman, 1980; Crutchfield and Farmer, 1982). Moreover we will show that the behaviour
of the noisy system can be understood surprisingly well from knowledge of the invariant density
of the logistic map. The invariant density, ρ(x), of a dynamical system, is left unchanged when the
system’s operations are applied to it. Loosely speaking we can think of it as ρ(x) being the fraction
of time that the system spends in state x after some sufficiently long time has passed (which is, in
fact, the most straightforward way to estimate the invariant density numerically).
Below we will first provide a general description of the stochastic logistic map (sec. 3.1),
before considering the effects of stochasticity — both intrinsic as well as observational — on the
structure of the (deterministic) attractor (sec. 3.1.1); we then continue with the development of a
simple yet powerful mathematical framework (sec. 3.1.2 and 3.1.3) which allows us to reliably
predict the probabilities of and times until the stochastic logistic map is terminated (by leaving
the open interval (0,1)). Given the importance the logistical map has held as one of the canonical
models for simple systems that exhibit complex dynamics (Hofbauer and Sigmund, 1998), we
believe that the present observation that the statistical analysis of its stochastic counterpart will
have wider-reaching implications for the analysis of complex stochastic systems (Grossman and
Thomae, 1977). We consider the wider applicability of the invariant measure approach (sec. 3.2)
in a circadian clock model before concluding with a summary of our findings (sec. 3.3).
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3.1 Noise in discrete maps
The system we are analysing is the well known logistic map but with Gaussian noise added at each
iteration,
xt+1 = λxt(1− xt)+N(0,σ2). (3.3)
This could be considered as a generic if simple model for the population dynamics of finite popu-
lations, which are subject to random environmental noise (May, 1976). Here λ is the growth index,
xt the normalised population size at generation t, and σ is the standard deviation of the Gaussian
noise, which here is assumed to be independent and identical for all t. In section 3.1.3 we show
that this does in fact describe more complicated noise models (including demographic stochasticity
such as genetic drift, which depend on the population size). A thorough investigation of the logistic
map with uncertainty associated with the growth rate parameter, λ, is presented in Crutchfield and
Farmer (1982) .
We restrict the dynamics to the range x ∈ (0,1). Because of the noise term in Eqn. (3.3),
however, values of xt+1 ≤ 0 and xt+1 ≥ 1 may occur. In a population dynamics setting we interpret
such events as extinction or over-population catastrophes (which will lead to guaranteed exinction
in the next generation) and determine dynamics when this occurs. The prediction of such events
and the time until they occur are the main objectives of this analysis.
It is straightforward to iterate Eqn. (3.3) and to calculate the expected value of x after k steps
given xt
E(xt+1|xt ,σ) = λxt (1− xt)
E(xt+2|xt ,σ) = λ2xt−λ3x2t +2λ3x3t −λ2x2t −λ3x4t −λσ2
E(xt+3|xt ,σ) = 4λ7x7t −λ4x2t +2λ5x3t −λ5x4t +2λ4x3t −6λ6x4t +6λ6x5t −2λ6x6t −λ4x4t −λ5x2t +
2λ6x3t −λ7x4t +4λ7x5t −6λ7x6t −λ3x2t −λ7x8t +λ3x−λσ2+6λ4σ2x−6λ5σ2x2t +
12λ5σ2x3t −6λ4σ2x2t −6λ5σ2x4t −λ3σ2−λ2σ2−3λ3σ4
...
(3.4)
These expressions become cumbersome and unwieldy very quickly. Notably, however, we see that
the expected value of xt+k depends on the variance of the noise term for all k > 1. Given the present
state, the expectation of the next step is given by the value of the deterministic quadratic map.
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For the difference between the expected value for the stochastic and deterministic logistic maps
we obtain expressions which also grow quickly
E(xt+1|xt ,σ)−E(xt+1|xt ,0) = 0
E(xt+2|xt ,σ)−E(xt+2|xt ,0) = −λσ2
E(xt+3|xt ,σ)−E(xt+3|xt ,0) = −λσ2−λ2σ2+6λ4σ2xt−λ3σ2−6λ5σ2xt4−6λ5σ2xt2+
12λ5σ2xt3−6λ4σ2xt2−3λ3σ4
...
Here we see that the expected difference of x with and without noise depends on σ at the second
iteration and on the initial value of x from the third iteration onwards.
Because of its apparent similarity to the expression for the discrete-time random walk,
yt+1 = yt +N(0,σ), (3.5)
Eqn. (3.3) could be interpreted as some form of superposition of the quadratic map and a discrete-
time random walk. Both processes are well understood on their own, but in the present case the
interplay between noise and the non-linear dynamics gives rise to intricate dynamical behaviour.
This behaviour cannot be understood simply in terms of the respective dynamics of the two pro-
cesses.
At this point, as there is little scope for analytical insights from expressions such as Eqn. (3.4), a
few numerical simulations of the system are helpful to understand the evolution of the deterministic
logistic map, and how the addition of noise affects the possible solutions. Despite the complexity
of dynamics that can be generated by the quadratic map with noise, there are some surprisingly
simple aspects of this dynamical system, which can be used to predict the exit time of the system
(i.e. the time when xτ > 1 or xτ < 0), as we will show below.
The dynamics of the stochastic logistic map are illustrated in Fig. 3.1(a) where they are super-
imposed on the standard iteration diagram. As expected, the addition of noise leads to “diffusion”
of the solution compared to that of the deterministic map. In Fig. 3.1(b) we show the complete
orbit diagram (the orbit diagram differs from a bifurcation diagram by showing only the stable
solutions, including those on limit cycles) with the attractor plotted against λ for the classical lo-
gistic map. The orbit diagram is overlaid onto the phase diagram, which shows the position of a
point (λ,x) at the end of the 1,000th iteration. The colours in the phase diagram indicate on which
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Figure 3.1: Behaviour of the logistic map subjected to Gaussian noise. In (a), we iterate Eqn. (3.3) 100 times
with three different σ values for λ= 3.5. As a result, we observe the gradual spreading of the deterministic
attractor with increasing noise level. On the other hand, (b) visualises the phase diagram overlapped with
orbit diagram for λ values ranging from 2.5 to 4 when σ = 0. For each λ, x0 is set to 0.1 and the logistic
map is iterated 107 times. The displayed orbit diagram discards the values earlier than 103 iterations, and
possesses a density gradient where high frequency regions are darker than low frequency regions. The
phase diagram, on the other hand, shows the value of a thousandth x for each x0 on the diagram with its
corresponding λ value. The final value of x is displayed referring to the hue key on the left of (b). In (c) and
(d), we show the blurring of the deterministic attractor with σ= 0.01 and σ= 0.05 respectively. In addition
to the blurring, notice the increased frequency of escapes from (0,1) as λ and σ values are increased. In
(c,d), the early escapes reveal the black background mainly noticeable on the right hand sides of the figures.
solution/stable orbit a process starting from a given starting value x0 will be after 1,000 iterations.
Thus processes starting from two points of the same colour will end up on the same branch of
the bifurcating attractor after 1,000 steps. If, for a given value of λ, there are n stable states (e.g.
n = 2 for 3.0 < λ . 3.58), then there will be n different colours in the phase diagram; these can be
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decoded using the colour key at the left-hand side of part (b) in Fig. 3.1.
The phase diagram can be used to make two types of observations: (i) it allows us, for fixed λ
to determine which points will be in phase after 1,000 steps; and (ii) for fixed x0 we can see how
a change in λ may lead to a phase change. The phase diagram may, of course, change with the
length of the iteration of Eqn. (3.3). This subtle process is by itself interesting and gives rise to a
very rich dynamical process that will be discussed elsewhere. Here, however, we consider only a
single point in the iteration of the stochastic logistic map as we are interested in studying the effect
of noise on the phase-behaviour and the long-term fate of the process.
Figs. 3.1(c) and 3.1(d) show the change of the system as a result of increasing the standard
deviation of the Gaussian noise in Eqn. (3.3). We can make two main observations from these
diagrams: (i) especially for low noise, features of the phase-map show the preservation of structure
in the phase map and the orbit diagram, c.f. Fig. 3.1(c); (ii) if we assume absorbing boundary
conditions at x = 0 and x = 1, then for finite noise the process has a limiting distribution, P(x =
0) = p and P(x = 1) = 1− p for some 0 < p < 1, different from the deterministic case.
3.1.1 Diffusion of the attractor
There exist two contrasting ways of adding noise to a logistic map. We can either assume that the
system is deterministic and the experimentally observed noise is due to measurement error
xt+1 = λxt(1− xt), ∀t ≥ 0
xn = xt +N (0,σ), ∀n≥ 0, (3.6)
or we can assume that the measurement is perfect, but the system exhibits intrinsically noisy dy-
namics (Eqn. (3.3)). Although these scenarios are highly simplistic, in this context, they help to
understand the differential effects of uncertainty.
Both of these types of noise result in a diffusion of the attractor away from the sharp features
so well known from the bifurcation diagram of the quadratic map. However, the two types of
noise affect the attractor in very different ways. As can be seen from Fig. 3.2, the attractor of
the deterministic system seems to be preserved under measurement noise, yet it is blurred and the
sharp peaks are broadened into Gaussians where the mean is given by the attractor and the standard
deviation is determined by the level of measurement error. Intrinsic noise, however, seems to
distort the attractor more profoundly. Intrinsic noise blends intricately with the quadratic mapping
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Figure 3.2: Histogram of xn subjected to measurement or intrinsic noise. We demonstrate the effects of
these error types using two different λ values. The diffusion of a period-4 attractor with λ= 3.5 can be seen
in (a). In addition to this, the diffusion of a chaotic attractor with λ = 3.7 can be seen in (b). Notice the
preservation of the attractor with measurement noise, and its deformation with intrinsic noise. For each set
of x, we iterated the stochastic logistic map with desired parameters 2×104 times, and display the outcome
in the histogram with 200 bins. For both types of noise σ is set to be 0.01.
function. Although in Fig. 3.2, it might be obvious that increasing the level of experimental noise
will result in the appearance of the closest orbits (modes) joining together, the underlying dynamics
will still be a period-4 attractor. With the intrinsic noise, on the other hand, orbit joining reduces
the period of the attractor (number of modes in the system) by half. This property of intrinsic
noise applies generally to more complicated continuous-state systems as well which we discuss in
section 3.2.
In parts (c) and (d) of Fig. 3.1 and in Fig. 3.2, we observe that for constant λ the different
branches in the orbit diagram appear to be affected differently by intrinsic noise: closer inspection
shows that the branches in the diagram broaden as they approach x = 0.5 and become narrower as
x moves away from 0.5. This is an initially perhaps unexpected feature of the stochastic quadratic
map and its cause is illustrated in Fig. 3.3. There we sketch, for two fixed points (in the determin-
istic case) Pr(xn+1) against Pr(xn) and their respective confidence (CIs) intervals. The map of the
CIs illustrates graphically why the image of a distribution that is centered closer to x= 0.5 is wider
than the image of a distribution that has its center further away from x = 0.5.
At this point, we adopt a perspective that will eventually enable us to predict the steady state
probability distribution of the stochastic logistic map for any combination of λ and σ values with
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Figure 3.3: Probability density functions of the iterated Gaussian distribution. In (a), we present the confi-
dence (CIs) intervals of the stochastic logistic map for each xn value with λ= 3.5 and σ= 0.01. The vertical
bars represent the CIs of two different starting distributions, one with mean 0.5 and the other with mean 0.9.
Notice the change in the slope of the logistic map within each vertical window. According to this, in (b),
we plot the resulting probability distributions on the xn+1 axis for the two Gaussian distributions defined.
Further to this, we plot a more detailed graph for the probability density of xn+1 in (c) for σ = 0.05. This
3-dimensional graph shows the constriction of the probability distribution for xn around 0.5, and spreading
of it elsewhere on the xn axis.
high reliability. If we know Pr(xn) we can calculate Pr(xn+1) through
Pr(xn+1) =C
Z 1
0
Pr(xn+1|xn)Pr(xn)dxn; (3.7)
here C−1 =
R 1
0 Pr(xn+1)dxn+1 guarantees that the distribution is properly normalized in the interval
[0,1]. For the stochastic logistic map we have, however,
Pr(xn+1|xn) =Φ(λxn(1− xn),σ2) (3.8)
where Φ(µ,σ2) denotes the density function of Gausian distribution centered around µ with stan-
dard deviation σ, N (µ,σ2). We thus obtain,
Pr(xn+1) =
Z
Pr(xn)Pr(xn+1|xn)dxn
= C
Z 1
0
Φ(λxn(1− xn),σ2)Pr(xn)dxn (3.9)
Below we will consider arbitrary initial values, x0; i.e. the probability distribution of the process
at time 0 is Pr(x0) = δ(x0), where δ(x) is the Dirac delta function. In an intrinsically noisy system,
x1 will then obey a Gaussian distribution with mean λx0 (1− x0) and standard deviation σ. For
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n = 1, Pr(x1) will thus be given by a Gaussian centered around λx0(1−x0), and for n = 2 we have
a convolution of two Gaussian functions,
Pr(x2) =C
Z 1
0
1
2
exp
(
−12 (x1−λx0(1−x0))
2
σ2
)
exp
(
−12 (x2−λx1(1−x1))
2
σ2
)
piσ2
dx1 (3.10)
The dynamics of this system can be illustrated with Fig. 3.3(a), where we plot Pr(xn+1) vs.
Pr(xn). According to this, we observe the concentration of a noisy state towards 1, and its diffusion
towards 0 in Fig. 3.3(a) and 3.3(b). As we see from these figures, the main reason for this difference
is that the slope of the logistic map function vanishes at 0.5 and increases as x moves away from
0.5.
While Eqn. (3.9) (and Eqn. (3.10)) cannot be solved analytically (because we limit ourselves
to the interval [0,1] rather than R) numerical approaches allow us to study the behaviour of the
stochastic logistic map. Eqn. (3.9) forms the basis of the iterative method we pursue to predict the
steady state probability distribution of the stochastic logistic map. The idea is to find a stationary
probability distribution function that satisfies P˜r(xn+1) = P˜r(xn). In order to find the distribution
function numerically, we start with a uniform density function between 0 and 1. We then iterate
this function within 0 and 1 using Eqn. (3.9); in general, some probability density will seep out
of the [0,1] interval and we thus renormalize the distribution at each step. The long-time average
of this iterative procedure yields the steady-state probability distribution function for the given
parameters. It is equivalent to the invariant density of the deterministic quadratic map (Jensen and
Myers, 1985).
In Fig. 3.4, we demonstrate that the calculated distribution functions correspond to the simu-
lation results presented in Fig. 3.1(c) and 3.1(d). The distribution given by Eqn. (3.9) thus, for
n−→ ∞, ultimately results in a stationary distribution, P˜r(x). As we will show below, for given λ,
P˜r(x), also allows us to make predictions about the life-time of the stochastic logistic map, i.e. the
number of timesteps for which xn remains in the open interval (0,1).
3.1.2 Statistical interpretation of dynamics
As is obvious from the above discussion high λ or σ values result in jumps outside of the range
(0,1). In Fig. 3.5 we present a more thorough investigation of these exit events. Iterating Eqn. (3.3)
we count the number of steps in the iteration before an exit event is observed. For computational
convenience we only consider events occurring within 107 iterations. In addition to the time of
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Figure 3.4: Steady-state probability density functions with respect to noise. We calculate P˜r(x) as described
in the text and plot the function for 2.5≤ λ≤ 4 with σ= 0.05 (a), σ= 0.01 (b), and σ= 0.001 (c). Notice
the similarity of the pattern with the simulated results shown in Fig 3.1(c) and 3.1(d).
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Figure 3.5: Time and frequency of reaching extinction and over-population catastrophe events with respect
to λ and σ when x0 = 0.1. In (a), we plot the mean and standard deviation for the time until an exit event
is observed with respect to different values of σ; 0.001, 0.01, and 0.05. We observe that the average time
for the exit events decreases as we increase σ. In (b), for the same iterations as in (a), we plot the relative
frequencies of reaching extinction or over-population catastrophe at the end of each run. We observe that
for any σ value high frequency of reaching extinction (bold symbols) is replaced by high frequency of
reaching over-population (light symbols) as λ increases. Each parameter combination is iterated 107 times
and repeated 104 times. Horizontal bars in (a) correspond to the standard deviation of the mean time to exit.
Mean values equal to 107 in (a) are omitted for clarity.
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exit, we also determine the relative frequencies of the absorbing states. In analogy to population
biology, we may refer to the absorption at 0 as an “extinction”, and at 1 as an “over-population”
event. While we do not observe any exit events when 1 ≤ λ < 4 in the deterministic case, in the
stochastic map, where σ > 0, the iteration has a chance of reaching either population catastrophe
in finite time.
In Fig. 3.5(a) we plot the times of exit for three different σ values. In Fig. 3.5(b), on the
other hand, we show the relative frequencies at which the different absorbing states are reached.
Depending on the level of noise added to the logistic map, exit events (within the first 107 steps)
are only observed for moderate values of λ; e.g. for σ = 0.01 we only observe such demographic
catastrophes for λ & 3.8. Initially extinction events dominate but as λ increases the frequency of
over-population events grows. For λ→ 4 the probability of exceeding the carrying capacity is much
higher than the extinction probability for all values of σ> 0. Somewhat surprisingly, perhaps, we
find that the starting value x0 has very little impact on the relative probability of eventual absorption
to extinction. For the low to moderate noise introduced here, this is easily explained by the speed at
which the quadratic map results in similar orbits for different starting values (May, 1976; Hofbauer
and Sigmund, 1998). For larger noise, e.g. noise where σ2 is of the order of |x1− x0|, the effect
of initial value and final fate will become more pronounced because then the number of time-steps
until exit decreases to potentially only a very small number of steps.
This qualitative description of the exit behaviour of the stochastic logistic map can be made
more quantitative by considering each iteration of the stochastic logistic map as a discrete multi-
variate Bernoulli event (i.e. a Bernoulli process with more than 2 possible states). For a population
described by the stochastic logistic map three different events can occur: it can reach extinction,
with probability pex, reach the over-population catastrophe, with probability p f ix, or stay inside
the open interval (0,1), with probability pin = 1− (pex+ p f ix). When we assume that these prob-
abilities are known and fixed for each iteration, we can calculate the expected time of exit as the
expected value of the resulting Geometric distribution; we have
pexit = pex+ p f ix
and the expected time until exit, τexit is then given by the expectation value of the Geometric
distribution,
E(τexit) =
1− pexit
pexit
. (3.11)
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Figure 3.6: Calculating the geometric distribution for exit times. The histograms show the distribution of
exit times for σ= 0.05 at λ= 3.5 (a), λ= 3.7 (b), and λ= 3.9 (c). For each histogram, we plot the geometric
distribution (solid line) obtained from the Bernoulli process approximation. The transparent histograms
show the exit times for x0 = 0.5, and the opaque histograms show the exit times for x0 = 0.1. In the case of
x0 = 0.5, notice the increase in the frequency of exiting in the first iteration as λ increases. Accordingly, the
early encountering of the x value, where the probability Pr f ix1(xn = 0.5) is significantly high, resulted in a
slight deviation from the Bernoulli process with constant probabilities approximation.
Following the occurrence of an exit out of the interval (0,1), the probability that it is an extinction
or over-population event is given by pex/pexit and p f ix/pexit , respectively.
The problem with this approach is, of course, that the probabilities pex and p f ix are not constant
throughout the iteration procedure defined by Eqn. (3.3). However the mean-field estimates for
pex and p f ix yield very reliable results.
Generally, we can calculate the probabilities of xn reaching extinction or over-population in
the next generation, Prex1(xn) and Pr f ix1(xn), or skipping a generation and exiting in the second
generation, Prex2(xn) and Pr f ix2(xn). We start by defining,
Xn+1 ∼N (λxn(1− xn),σ2) for xn ∈ [0,1] (3.12)
and
Xn+2 ∼N (λxn+1(1− xn+1),σ2) for xn+1 ∈ [0,1], (3.13)
Thus, after each iteration Xn obeys a Gaussian distribution conditional on xn−1. Then
Prex1(xn) = FXn+1(0) Prex2(xn) =
Z 1
0
φXn+1(x,σ
2)dx(FXn+2(0))
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Pr f ix1(xn) = 1−FXn+1(1) Pr f ix2(xn) =
Z 1
0
ΦXn+1(x,σ
2)dx(1−FXn+2(1)) (3.14)
where FX(x) =
R x
−∞ΦX(x′,σ2)dx′ is the cumulative distribution function and ΦX is the probability
density function for the Gaussian distribution centered on X with standard deviation σ2. Thus
the probability of extinction is the area in the left tail of the normal distribution for which x ≤ 0;
equally the probability of reaching over-population is the right tail area for which x≥ 1.
The “mean-field” approximations to pex and p f ix can be obtained from the steady state distri-
bution, P˜r(x), by integrating
pex =
Z 1
0
P˜r(x)Prex1(x)dx (3.15)
p f ix =
Z 1
0
P˜r(x)Pr f ix1(x)dx (3.16)
Using the pex and p f ix values thus calculated, the validity of the Bernoulli process approxima-
tion in accurately predicting the geometric distribution of exit times is demonstrated in Fig. 3.6.
The approximation is in excellent agreement with the histograms obtained from the simulating 104
independent simulations of the stochastic quadratic map (until exit or up to at most 107 steps). The
mean-field approximations of pexit fit best to values x with moderate or low Pr f ix1(x), e.g. x0 = 0.1
or 0.9.
The exit probabilities are shown in more detail in Fig. 3.7. When we compare the relative
probability of population catastrophes in the next generation (Fig. 3.7(a)), we find that unless a
population is quite close to the absorbing states no exit event is expected in the next generation.
However, a more careful investigation of Pr f ix1(xn) reveals that if the next iteration of Eqn. (3.3)
does not bring xn+1 to the absorbing state 1, it will have a high probability of ending up in a region
where the extinction probability will be high in the second iteration.
Finally, in Fig. 3.9(a) and Fig. 3.9(b), we show the times and probabilities, respectively, un-
til the two possible population catastrophes, over-population and extinction (previously shown in
Fig. 3.5) occur for different levels of noise as a function of λ. Points were simulated as outlined
above (the horizontal set of points stems from the fact that we terminated the simulation after 107
iterations). The lines correspond to the analytical approximation using the Geometric distribution.
Together with knowledge of the stationary distribution Fig. 3.7 explains the change in relative
frequency of extinction over over-population events as λ increases. Again we find excellent agree-
ment between our simple theoretical mean-field approach and the mean value of the numerical
simulation results.
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Figure 3.7: The probability of exiting from (0,1) for a fixed σ value of 0.05 vs. xn. In (a), we plot the
probability of xn+1 to reach the absorbing state 0 (red surface) and 1 (blue surface). In (b) the probabilities
are for xn+2 instead, conditional on xn+1 escaping absorption. As seen in (a), the probability of reaching
xn+1 > 1 increases as λ increases; however, the probability of extinction does not change significantly for
xn+1. On the other hand, the extinction probability changes more significantly for xn+2. The reason that
the highest probability of over-population in the first iteration (a) overlaps with the highest probability of
extinction in the second iteration (b) is the first iteration bringing xn+2 near 1 where Prex1(xn) is much higher
than Pr f ix1(xn). Plots are drawn using Eqn. (3.14). Note that the plots do not correspond to probability
density functions, but individual probabilities for each starting point, xn.
3.1.3 Mean-field treatment of intrinsic noise
Our assumptions about the noise in the logistic map has been simple. We assumed that the noise
is distributed identically according to a normal distribution with constant variance σ2. While the
invariant density depends subtly on the form of the noise added at each time-step, the assumption
of fixed σ2 is, in fact, a very successful mean-field approximation if
σ≡
Z 1
0
σ(x,θ)dx (3.17)
where σ(x) is an explicit function of position x and some other parameters, θ.
This observation, which is illustrated for several different functional forms of σ(x,θ) in Fig.
3.8, may in fact have quite far-reaching consequences. It suggests that, while the effects of in-
trinsic noise can profoundly affect the dynamics the average noise level already gives a very good
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description of the invariant density from which the statistical properties of a system’s long-term
behaviour follow.
0.0 0.2 0.4 0.6 0.8 1.0
x
P(
x)
σ0 2
σ0xn
σ0(1 − xn)
σ0 6
σ0xn(1 − xn)
σ0
Figure 3.8: Histogram of xn with respect to different functional forms of additive noise. Please notice the
agreement in the cases where the standard deviations integrate to the same value. For each set of x, we
iterated the stochastic logistic map with desired parameters 2× 104 times, and displayed in the histogram
with 200 bins.
3.2 Noise in continuous systems
So far, we have dealt with the stochastic logistic map. Using this we could demonstrate the pre-
dictive power of the invariant density and the associated stationary probability distribution on the
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Figure 3.9: The estimation of the time of exit from (0,1) (a), and the relative probabilities of extinction and
over-population (b) for the same parameters. Both figures show excellent agreement of the approximated
exit times and locations with the simulated results with the exception of a single case which has the lowest σ
and the highest λ value employed. Points in figures represent the results of simulations with corresponding
λ and σ values for a maximum of 107 iterations. Lines, on the other hand, represent the fitted values using
the Bernoulli process approximation as described in the text. In (a), the sets of points further to the right
correspond to the results with lower σ values. In addition, mean values equal to 107 in (a) are omitted for
convenience. In (b), dark lines represent the absorption events to 0, and light lines represent the absorption
events to 1.
statistical behaviour of the system. But our approach is more general and applicable to the analysis
of general stochastic systems possessing a stationary probability distribution.
To illustrate both its generality and its biological relevance we analyse the cellular model of
the circadian clock previously discussed in Gonze et al. (2003). This continuous-time system
is capable of performing period doubling bifurcations, which may end up in a chaotic attractor.
In particular, we are interested in the Poincare´ transformation of this continuous system into a
discrete map (Strogatz, 2000). Following this, we will demonstrate the deformation of attractors
of the system which is similar to the ones we have previously observed in the stochastic logistic
map.
The stochastic system we are going to use is summarised in Appendix A of Gonze et al. (2003).
Instead of studying the system with the Stochastic Simulation Algorithm, we transform the system
into a series of stochastic differential equations (SDE) which are more flexible for dealing with dif-
79
3.3. SUMMARY AND DISCUSSION
ferent levels of noise and numerically more efficient for simulation purposes. The transformation
is done according to the following principle:
Xt = f (Xt)dt+
1√
∆
S
√
diag{ f (Xt)}dWt
where Xt > 0 is the concentration vector for each species, f (Xt) is the deterministic rate of each
reaction, S is the stoichiometric matrix, and Wt is the Wiener process (see sec. 2.3.1.1). The
parameter ∆ is synonymous to the parameter Ω in Gonze et al. (2003), where it corresponds to the
number of particles in a given volume. However in this context Ω is used as a parameter for the
dynamics of the system, whereas here we use ∆ as the regulator of intrinsic noise.
In Fig. 3.10(a), we present the period-4 attractor of the system; the Poincare´ section with the
plane Cn= 103±1 is also highlighted in the figure. Histograms obtained by mapping the Poincare´
section onto the y and z axes are also shown on the corresponding axes. The histogram for Mt (tim
mRNA) clearly shows the period-4 oscillation of the system on two opposing sides of the attractor.
Further analysis of the concentration of Mt under various noise levels will clearly demonstrate the
deformation of the attractor.
In Fig. 3.10(b), the deformation of the attractor with different values of ∆ is shown. Please
notice the fusion of the closest periods with increasing level of noise. This deformation is more
evident in the histograms of Mt plotted in Fig. 3.11. We clearly see the resemblance of the orbit
joining to the ones in the stochastic logistic map (Fig. 3.2(a)).
3.3 Summary and discussion
A wealth of previous research work has focused on predicting the state of a chaotic system in a
few iterations following a particular state (see e.g. (Kantz and Schreiber, 1997; Sornette, 2004) and
Stollenwerk and Jansen (2003) for an application in epidemiology). In this chapter, we undertook a
different approach by investigating the probabilistic behaviour of a simple yet canonical stochastic
non-linear system. In contrast to the aim of predicting future states, we asked the question about the
distribution and times until future outcomes, such as extinction or over-population. The invariant
density or stationary distribution takes a central role in answering these questions, and in analyzing
the stochastic logistic map in general.
Using the logistic map with intrinsic noise, we demonstrated that extinction and over-population
times as well as their frequencies for populations can be approximated by a multivariate Bernoulli
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(a) (b)
Figure 3.10: The period-4 attractor of the circadian clock model. The deterministic solution of the system
is shown in (a) with the Poincare´ section at Cn = 103±1. Histograms for the corresponding values of Mp
and Mt are drawn on the y-axis and z-axis respectively. The attractor with ∆= 0.05 (black), ∆= 0.01 (dark
gray), and ∆ = 0 (deterministic - light gray) are shown in (b). Cn - nuclear PER-TIM complex, Mp - per
mRNA, Mt - tim mRNA.
Figure 3.11: Poincare´-transformed fre-
quencies of Mt observed with differ-
ent values of ∆ noted on the right of
each panel. Please notice the pattern
of period joining with increased level
of noise resembling that of the discrete
stochastic logistic map. Each histogram
is obtained from a single run of the sys-
tem for 2×105 time units.
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process with constant event probabilities determined at a suitable mean-field level. In the case of
the logistic map, we observed the growth index λ and noise level σ to be the main parameters af-
fecting the shapes of extinction and over-population probability curves. Only for sufficiently large
noise, σ, does the initial state affect the statistical description.
An interesting property of the extinction and over-population functions is that given a fixed
noise level, increasing the growth index leads to changes in the relative frequencies of population
catastrophes. For instance, populations with low λ values tend to persist longer; however, they are
more likely to reach extinction instead of over-population at the end. In populations with higher
growth index, the overall stability decreases due to noise and they tend to persist for fewer genera-
tions. In this case, however, they are more likely to end up in an over-population catastrophe. This
is not an a-priori obvious result. We note the difficulty of utilising the time to a catastrophe due
to its high variation for a wide range of λ values. However, the frequency of observed catastro-
phes given the noise level should be informative to derive conclusions about the growth index of a
population and therefore the expected time to a catastrophe event.
In summary, we have shown that the interplay between noise and non-linear behaviour in the
stochastic logistic map does give rise to dynamical behaviour, which, despite their apparent intri-
cacy (Crutchfield and Farmer, 1982; Fogedby and Jensen, 2005), can be understood statistically
in relatively simple terms. We have shown that in order to recover the basic characteristics of the
statistical behaviour it suffices to determine the stationary distribution — which is the equivalent of
the invariant density of the deterministic process — from which it is then possible to calculate the
probabilities of over-population and extinction, respectively. Thus from a statistical perspective,
making easily justifiable assumptions, we can study the statistical aspects of the process straight-
forwardly and at only small computational cost. Application of the formalism introduced and
studied in the context of the logistic map to the circadian clock model suggests its generality and
implications reaching beyond the limited number of cases investigated in this research.
Given the ubiquity of intrinsically stochastic dynamical processes in population and systems
biology (see e.g. Ancel (1999); Stumpf et al. (2002); Kussell and Leibler (2005) and Chen et al.
(2004); Axelrod et al. (2006); Barrio et al. (2006); Yang et al. (2007) for some examples at the
population and molecular level, respectively), this is an encouraging result. More generally, the
statistical perspective may have advantages over detailed deterministic modelling if the underlying
mathematical description of a process is subject to uncertainty. In this respect the present approach
is akin to descriptions considered in and offered by statistical physics.
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3.4 Conclusion
A recurring problem in population biology — as well as other stochastic dynamical systems in
biology, the physical and social sciences — is the distinction between the “true” dynamics of
a system and observational noise: i.e. can we from present data reliably infer e.g. biological
mechanisms, or are signals swamped by noise.
We devoted this chapter to the analysis of a simple canonical model capable of exhibiting
complex behaviour. The logistic map, simple as it seems, represents more than a simplification of
the true dynamics, but the very gist of many biological systems. Oscillations and period-doubling
bifurcations leading to chaotic behaviour are ubiquitous and the rules of transition are universal as
observed in the logistic model (Cvitanovic, 1989).
Towards a better understanding of the biological process, by adding noise we merely extended
the view to see how a slightly more complete model behaves. We showed that the interplay between
deterministic non-linear dynamics and simple Gaussian noise results in a perplexingly simple sys-
tem when viewed statistically. In particular we showed that for the case of Gaussian noise it is
possible to derive at very reliable approximations for the long term behaviour of the system. Many
biological systems exhibit complex dynamics, the essence of which can be captured in simple but
powerful models. In this particular study, this generic model allowed us to study the stochastic
dynamics of the circadian clock.
In the next chapter, we are going to study the transformation of noise between stochastic sys-
tems with different kinetic properties. We are going to extend a complex biological model to
introduce an additional level of organisation providing a noisy signal to the downstream. This
will help us to understand better how organisms control noisy biochemical processes at different
organisational levels enclosed within a cell.
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Chapter 4
Model Integration and Noise
Transformation Studies with Stochastic
Differential Equations
Computational systems biology is moving increasingly towards developing models for the entire
cell. Such a holistic approach has proven necessary as often systems behave differently from
the combination of their individual parts. Whole-cell models are particularly difficult to build or
analyse due to the vast system size, extent and intricacy of molecular interactions, and complicated
dynamical interplay between regulatory, signalling and metabolic processes. How best to combine
such a wide spectrum of biochemical processes to a single coherent framework remains an open
problem despite a growing body of work in this area.
The main concerns on the integrated analysis of biochemical networks have been the quality
and availability of data from many organisational levels. Often, the computational constraints on
the analysis of large and complex models are added to the difficulties. Therefore, genetic regu-
lation, metabolic pathways and signalling processes, despite being well-connected, have usually
been studied separately.
For the sake of convenience, models of most regulatory networks ignore metabolic processes
and focus on finding putative causal interactions within the transcriptome based on detectable cor-
relations or mutual dependencies. The approaches for constructing or inferring regulatory networks
from expression data include Boolean networks (Shmulevich et al., 2002), Bayesian (Murphy,
2001) and dynamic Bayesian networks (Murphy, 2002; Lebre, 2008), Gaussian graphical models
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(Anjum et al., 2009), and ordinary differential equations (ODE) (Cao and Zhao, 2008).
Metabolic models, on the other hand, often discard the regulatory information and focus on
the fluxes associated with the biochemical reactions in a cell. They require little information about
the dynamics and the specific parameters of each reaction. These models benefit from an inherent
steady-state assumption implying every metabolite in a system is in chemical equilibrium. Since
the number of reactions is often greater than the number of metabolites, most metabolic models
are underdetermined. Therefore, thermodynamic constraints on reaction rates are imposed provok-
ing the name “constraint-based” for this approach. Once a model is defined, linear or quadratic
programming algorithms may be used to maximize an objective function, which is generally the
biomass (Edwards and Palsson, 2000) or energy production (Ramakrishna et al., 2001). Methods
for the analysis of metabolic pathways include Flux Balance Analysis (FBA) and Extreme Pathway
Analysis (EPA) (Wiback and Palsson, 2002).
The steady-state approach is fundamental to the constraint-based analysis of large scale metabolic
networks. Several promising hybrid methods that combine regulatory and metabolic models have
recently been introduced where the solutions at one level and another are iteratively fed back into
each other in an attempt to improve the accuracy and coverage. The separation of time-scales in
the progression of the integrated systems permits the use of such an approach. The most successful
of these methods combine Boolean logic models of transcription factor activation with FBA anal-
ysis and ODE models of selected metabolic and signal transduction processes (Covert et al., 2001,
2008; Lee et al., 2008).
Highly elaborate kinetic models of metabolism and signalling pathways have also been devel-
oped. These models are constructed using experimental measurements, which probe the mecha-
nisms and rates of biochemical reactions. As they are expensive and time consuming to develop,
these models tend to represent only small sub-systems, usually only a single pathway. Once con-
structed, typically modelled using ODEs, stochastic differential equations (SDEs) or chemical
master equations (CMEs), they yield testable and detailed predictions about the behaviour of the
system under various environmental conditions and their dependence on parameter values (Teusink
et al., 2000; Pritchard and Kell, 2002; Poolman et al., 2004; Aldridge et al., 2006).
Separation of time-scales permit simplifications in many dynamic models. Hybrid algorithms
combining CMEs, SDEs, and ODE models often use the quasi-steady-state assumption (QSSA)
(see Appendix A.4) to approximate fast evolving reactions with easier-to-simulate representations.
The partitioning could be analytical prior to the simulation such as in Rao and Arkin (2003), or
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dynamical such as in the τ-leap method of Gillespie (Gillespie, 2001). Many algorithms that make
use of dynamic partitioning classify reactions based on particle counts or the propensity of reaction
channels. Pahle presents a comprehensive list of hybrid algorithms for biochemical simulations in
Pahle (2009).
Here we develop a framework for integrated analysis of metabolic — or signalling — and
regulatory models in a stochastic dynamic perspective. We extend an existing metabolic model to
incorporate regulatory dynamics, and translate the system manually into a set of SDEs enabling the
analysis of intrinsic noise. As a result, we discover fundamental principles of noise propagation
between systems of dissimilar reaction kinetics. Direct integration of the regulatory information
into a metabolic model augmented with a distinctive steady-state approximation enables us to
analyse the gene expression data in the context of cellular metabolism. We present the development
and conceptional analysis of such an approach in this chapter. In the following chapter, we apply
the methodology to investigate the host-pathogen interactions of the powdery mildew Blumeria
graminis. Eventually, we show that this integrated perspective allows us better to understand the
life-history of this complex organism.
4.1 Developing the integration framework
The cellular responses to external or internal stimuli are controlled by metabolic reactions and their
concomitant regulatory interactions. Metabolism acts as the engine that produces energy, structural
elements and so forth for sustaining homeostasis under varying, including adverse, conditions. The
reactions are catalysed by enzymes, which determine the flux of biochemical intermediates. The
enzyme concentrations are partly controlled by the complex transcription machinery (as well as
other co-determining factors and protein degradation and modification rates). An integrated model
of gene regulation and metabolism may be summarised as follows:
DNA mRNA Enzyme Metabolism
This is a gross simplification of the actual dynamics, which are also known to contain a mul-
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titude of further elements such as transcription factors and signalling molecules. Metabolites gen-
erally trigger these signalling elements directly to manipulate — indicated by dashed lines — the
synthesis of enzymes, which in turn regulate the cellular response. However, if we know the levels
of expressed genes at certain times in the cell, we can try and predict the resulting state of the
metabolism. This will then help us in forecasting or understanding the subsequent actions of the
cell, and will be more informative than conventional gene expression profiling.
For this purpose, we need an integrated model which links metabolic reactions with gene ex-
pression data. The separation of time scales between metabolic and regulatory processes enables us
to take a unidirectional approach. Provided that we have experimental observation from a slowly-
evolving organisational level, we can incorporate this information to a fast-evolving sub-system to
predict the outcome. This prediction may be of a different type of observation which needs to be
experimentally verified, or a direct influence on the progression of the slowly-evolving sub-system.
The latter type of prediction can be validated by comparing it with the observations of the slowly-
evolving sub-system at subsequent time points. In other words, genetic regulation is not relevant in
this approach because the gene expression profiles represent a snap-shot of regulation at a specific
time point. If there is any regulatory dependence between the observed genes, this will be apparent
at a metabolic or signalling level, which is already modelled dynamically as a part of the integrated
system.
Here we construct the integration framework based on a mechanistic model of glycolysis,
where we decompose the pathway to enable direct incorporation of observed gene expression data.
The nature of this pathway permits applications of the resulting integrated model to many related
organisms, which we exploit, in the following chapter, to verify our predictions with respect to the
host-pathogen interactions of the crop disease powdery mildew.
4.1.1 Extending a metabolic model
We begin by extending the dynamics of each protein in a metabolic model (including all the en-
zymes) by a model of transcription. We employ Michaelis-Menten reaction kinetics,
d
dt
[Product] = f ([Substrate],Vmax,Km) (4.1)
where Vmax is the maximum rate of enzyme catalysis, Km is the binding affinity of the enzyme to
the substrate, and [·] denotes concentration.
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The enzyme concentration enters the equation via Vmax. When decomposing this parameter, we
end up with kcat× [Enzyme] where kcat is the catalytic turnover rate of each enzyme. In the absence
of proteomic data and the presence of gene expression data only, the enzyme concentration term in
this equation needs to be replaced with a mechanistic model to link together the protein and mRNA
counts. This is generally a necessary, defensible and useful natural starting point in the absence of
further proteomic data.
There are many versions of gene expression models, which can be incorporated in place of the
enzyme concentration. Azaele et al. presents an overview of the main approaches in Azaele et al.
(2009), but more complex models can also be used (Ribeiro, 2010). For the sake of simplicity we
use a linear model of gene expression (Chen et al., 1999; Paszek, 2007) for the dynamics of this
enzyme concentration. This is, of course, only a first order approximation but one which can easily
be improved upon if found wanting.
According to this model, the change in the enzyme concentration can be written as
d
dt
[Enzyme] = ke (〈Enzyme〉− [Enzyme]) , (4.2)
where ke represents the rate of enzyme degradation — the protein turnover rate — and 〈〉 represents
the average concentration. In this equation, the term 〈Enzyme〉 represents a parameter, which can
either be a constant or a dynamic variable. Eqn. (4.1) then becomes
d
dt
[Product] = f ([Enzyme], [Substrate],ke,kcat ,Km). (4.3)
The model defines the relationship between the average enzyme concentration and the mRNA
concentration as linear. Therefore, 〈Enzyme〉 can be written as
〈Enzyme〉= κ× [mRNA], (4.4)
where
d
dt
[mRNA] = kr (〈mRNA〉− [mRNA]) , (4.5)
where κ is a scaling constant, and kr is the mRNA turnover rate. In this equation, the term 〈mRNA〉
represents a fixed or dynamic parameter value.
As a consequence we obtain a relation where the outcome of a chemical reaction is linked to
the expression level of the gene that encodes the enzyme catalysing the reaction,
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d
dt
[Product] = f ([mRNA], [Enzyme], [Substrate],κ,kr,ke,kcat ,Km). (4.6)
One of the advantages of this approach is that the parameter 〈mRNA〉 can either be a function
for time-dependent gene expression, or a constant parameter linked to the observed data. When
we assume that the experimental measurements are taken at long time intervals so that the system
attains steady-state in between them, we can justify 〈mRNA〉 being a fixed parameter for each time
point. This is possible because regulatory responses are much slower than metabolic processes
— the two are adiabatically decoupled1. We can thus turn the focus on the steady-state of the
metabolism for each discretely observed time point, rather than modelling the system continuously
over the course of measurements. We follow convention and refer to this as the QSSA.
The expression levels being fixed may be an obfuscating assumption associated with the de-
terministic dynamics. However, due to the noise in the observed expression levels, the scarcity
of some system components, and the extent of simplifying assumptions employed in the kinetic
descriptions we suggest that a stochastic model would be a better description of the biological sys-
tem. For that reason, we translate the entire model into a series of stochastic differential equations
(SDE) using the following relation
Xt = S f (Xt)dt+βS
√
diag{ f (Xt)}dWt, (4.7)
where Xt > 0 is the concentration vector for each species, f (Xt) is the deterministic rate of each
reaction, S is the stoichiometric matrix, and dWt is a vector of Wiener processes. The parameter
β is related to 1/
√
Ω, where Ω corresponds to the number of particles in a given volume, i.e. NAV
where NA is Avogadro’s constant and V is the cell volume. Please remember that we have inspected
such a conversion in further detail in section 2.3.1.1.
With a stochastic system we can partially account for the simplifications introduced by as-
suming a linear model of gene expression. In this context, we use the parameter β to allow for
additional noise specifically for mRNA and enzyme levels.
For the mRNA levels we can relate the experimental data directly to the mRNA dynamics.
Using Eqn. (4.5) and (4.7), we obtain the following equation for the stochastic deviations in the
1The adiabatic theorem of quantum mechanics describes the effect of separation of time scales on the state of a
system. As initially put forward by Born and Fock (1928), the theorem states that only gradually changing external
conditions allow sufficient time for a system to adapt to them.
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mRNA levels,
[mRNA]t = kr (〈mRNA〉− [mRNA])+βr
√
kr (〈mRNA〉+[mRNA])dWt .
For the sake of simplicity we assume that we observe only the intrinsic noise in the data, and
the measurement error is negligible by comparison. Therefore, in steady-state mRNA levels attain
a Gaussian distribution with mean and standard deviation given by
〈mRNA〉= 〈xn〉, n = 1 . . .k
SD(mRNA) = βr
√
〈mRNA〉= SD(xn), (4.8)
where xn represents the normalised gene expression data (without log-transformation), and k is the
number of repetitions. Therefore,
βr =
SD(xn)√〈xn〉 . (4.9)
In the absence of data for the enzyme concentrations, we compare different values of the pa-
rameter βe to observe the effect of additional noise in the transcription machinery (sections 4.3.1
and 4.3.2). It is important to note that tuning βe has a similar effect compared to changing the level
of translated protein, i.e. changing κ, because βe is a function of Ω. In other words, increasing βe
corresponds to decreasing the effective volume of the compartment where translation is made, or
reflecting the effect of an unknown — not modelled — mechanism on translation.
As an application to a specific metabolic pathway, we use the dynamical model of glycoly-
sis. We list the metabolites and the reactions in the glycolysis pathway as adopted from Teusink
et al. (2000) and Pritchard and Kell (2002) in Appendix B. We refer to Pritchard and Kell (2002)
for the parameters of the model, including the initial conditions. This pathway is mainly post-
translationally regulated with the mechanism captured in the model. At the genetic level, the
pathway is observed being globally regulated and lacking genetic regulatory interactions within its
components (Bras et al., 1998; Neil et al., 2004; Chambers et al., 1995). The greatest advantage of
using this pathway is its broad evolutionary conservation. We may expect only a small variation in
kinetic parameters among fungal species; therefore, we will be able to use this model to study the
metabolism of Blumeria graminis in the next chapter.
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4.2 Details of implementation
4.2.1 Simulations
We use the Euler-Maruyama algorithm to solve the complete SDE system. For the QSSA-reduced
hybrid system, we integrate the SDE for gene expression dynamics until the required time point
(t = 10 min unless stated otherwise), and transfer the results — enzyme concentrations — as
parameters to the ODE system describing metabolism, for which we use the LSODA algorithm to
solve for the steady state.
4.2.2 Parameters
We list the metabolites and the reactions in the glycolysis pathway as adopted from Teusink et al.
(2000) and Pritchard and Kell (2002) in Appendix B. We refer to Pritchard and Kell (2002) for
the parameters of the model, including the initial conditions. In this context, we assume that the
regulation of the enzymes are carried out by the regulation of enzyme levels but not by the variation
of the rate constants. Therefore, in accordance with the entries in the BRENDA Enzyme Database
2, we fix the kcat for each enzyme to 104 min−1. A typical yeast cell can be considered as a sphere
with radius 5 µm, which gives it a volume of V  5.2× 10−10 mL. Therefore, we set the default
value of β in Eqn. (4.7) to (
√
NAV )−1 = 5.65×10−5 mM1/2. In this chapter, we experiment with
the rest of the parameters demonstrating their effects on the progression of noise within a system.
4.3 Noise transformation studies
Here we examine in more detail the gene expression model introduced previously (sec. 4.1.1).
We take an analytical approach and investigate the effect of reaction kinetics on the progression of
noise. We begin by recalling the reactions and species involved in this model:
x y/0
/0 /0
kmf kefx
kmrx kery
2http://www.brenda-enzymes.info/, January, 2008.
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where x (mRNA) and y (protein) are defined in the positive real domain, and kmr, kmf, ker, and kef
are positive real numbers. There is no direct reaction linking x and y together; instead, x only
influences — regulates — the concentration of y. Therefore, we can write the SDE for this system
as follows:
dx = kmr (xm− x)dt+
√
kmr (xm+ x)dW #1t (4.10)
dy = ker (ymx− y)dt+
√
ker (ymx+ y)dW #2t (4.11)
where xm = kmf/kmr and ym = kef/ker. We can easily show that the stationary probability distribution
for Eqn. (4.10) is given by
Prs(x) =Ψe−2x (xm+ x)4xm−1 ≈ 1√2pixm
exp
(
−1
2
(x− xm)2
xm
)
for xm 1, (4.12)
where Ψ is a scaling factor. Writing the stationary distribution for Eqn. (4.11) is more complicated
since it depends on the time evolution of x. However, it is possible to derive simple solutions for y
by expoiting the relative reaction kinetics in the model.
We are going to investigate two cases where a slow evolving signalling sub-system is connected
to a fast signal processing sub-system, or vice versa. Our first approximation concerns the case
where the reactions which affect the downstream sub-system, the species y in this case, take place
much faster than the reactions in the upstream sub-system. The turnover rate of proteins being
much higher than that of mRNA, ker kmr, is for instance sufficient for such a difference in reaction
kinetics. In this case, we can write the conditional stationary distribution for y as
Prs(y|xs) = Ψ
′
ker (ymxs+ y)
exp
(
2
Z y (ymxs− z)
(ymxs+ z)
dz
)
,
where Ψ′ is a scaling factor, and xs is a sample from the stationary distribution, i.e. Eqn. 4.12.
Following the integration, we obtain
Prs(y|xs) =Ψ′′e−2y (ymxs+ y)4ymxs−1 ≈ 1√2piymxs exp
(
−1
2
(y− ymxs)2
ymxs
)
,
when ymxs 1, where Ψ′′ is a normalisation factor. Therefore, we can write the marginal station-
ary distribution of y as
Prs(y)≈
Z
Prs(y|x)Prs(x)dx,
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which becomes
Prs(y)≈
Z 1
2pi√xmymxexp
(
−(y− ymx)
2
2ymx
− (x− xm)
2
2xm
)
dx, (4.13)
where xm is the expected value of Prs(x).
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Figure 4.1: The analysis of noise propagation. This figure shows that noise transforms selectively between
inter-dependent systems of different reaction kinetics. We plot the marginal probability distribution func-
tions (pdf) as solid lines, and the simulation results as translucent histograms. The pdf in red (Eqn. (4.14))
fits nicely to the histogram of y simulated with kmr = 103 and ker = 1. The pdf in blue (Eqn. (4.13)), on
the other hand, fits nicely to the simulation results with kmr = 1 and ker = 103. In cases where kmr ≈ ker the
simulation results yield histograms of intermediate properties. All histograms were produced with a step
size of 10−4 and with parameters xm = 60 and ym = 40. Owing to the ergodic property of the system, for
each case only a single realisation was used from time 0 to 104 with a time separation of 0.01.
For the case where the upstream sub-system evolves much faster than the downstream sub-
system, we arrive at a different solution for the stationary distribution of y. In this case, the
upstream sub-system evolves rapidly to attain the stationary state; however, the downstream sub-
system does not progress appreciably in the mean time. The effect of the upstream sub-system will
thus be averaged out when the downstream sub-system attains the stationary state.
According to this, the stationary distribution of y can be written as
Prs(y)≈ 1√2piymxm exp
(
−1
2
(y− ymxm)2
ymxm
)
, (4.14)
when kmr ker.
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The validity of the above approximations can also be tested numerically. In Fig. 4.1 we show
the approximate marginal probability distribution functions along with the histograms of y from
the simulation results of the exact system. In cases of different reaction kinetics between the two
sub-systems, the approximations fit perfectly; however, in cases of similar reaction kinetics, we
obtain intermediate probability distributions.
4.3.1 The effect of reaction kinetics
It is possible to observe a similar averaging effect with larger and more complicated systems. To
demonstrate, we will use the glycolytic pathway we have previously augmented to incorporate
regulatory interactions (sec. 4.1.1). Genetic regulations in this model are transmitted via the
respective concentrations of the enzymes catalysing the steps of carbon utilisation. The system can
be visualized in two parts where an upstream sub-system of enzyme dynamics is connected to a
downstream sub-system of metabolic reactions:
Enzyme
Enzyme
Enzyme
Enzyme
Enzyme
Enzyme
Metabolism
The rate of chemical reactions and the level of noise associated with the enzyme concentration
are the two mediators of noise transformation we are concerned with in this context. We begin by
investigating the effect of reaction kinetics regulating the incoming signal.
In the model, the value of ke is responsible for the rate of turnover of the enzyme concentration.
Changes in this parameter result in tuning of the autocorrelation in the stochastic dynamics of
enzyme concentration. To demonstrate, in Fig. 4.2(a) we plot the time course simulation of the
enzyme phosphofructokinase (PFK) for fast and slow turnover rates. In Fig. 4.2(b), we see the
effects of both values of ke on the dynamics of the metabolite adenosine triphosphate (ATP). We
observe that high amplitude stochastic oscillations are generated in metabolite concentrations when
the autocorrelation in the incoming signal — enzyme levels — is low. When ke is high, however,
the metabolite levels vary less, giving the impression that the incoming signal is averaged out.
In order to confirm the effect of ke on the variability of metabolite levels we test a broader range
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of parameter values. In Fig. 4.2(c) and 4.2(d) we plot the confidence intervals of PFK and ATP
concentrations, respectively, subjected to different enzyme turnover rates. We see in Fig. 4.2(c)
that, although the steady state variance does not change, the enzyme levels achieve the steady state
quicker as the turnover rate increases. In Fig. 4.2(d), we observe that the variability of metabolites
at steady state are similar to each other when the turnover rate is low. As the rate increases above
a certain level, the variance increases marginally just before dropping dramatically at very fast
reaction kinetics. In regards to the integration of systems, this observation suggests that the noise
in the highly reactive sub-system is averaged out as it passes into the slowly reacting sub-system.
It is worthwhile mentioning that this numerical exercise yielded virtually identical deductions as
with the analytical case we have studied in the previous section (sec. 4.3).
4.3.2 The effect of intrinsic noise
Not only the relative rates of reaction kinetics, but also the relative levels of inherent noise affects
the progression of noise within a system. Here we demonstrate the validity of this argument by
tuning the cell volume and the level of noise for enzyme concentrations. Here we focus mainly on
the enzymes of this pathway because they have a pivotal role in transmitting regulatory information
onto the metabolic reactions. Studying how the noise gets transformed from the signal to the
downstream elements will help to reduce the model for more efficient simulations.
In Fig. 4.3 we present the effects of cell volume and translational noise on the enzyme concen-
tration. By varying the cell volume and βe, we observe that these two parameters have antagonistic
effects on the level of noise. When βe is already high, cell volume has a greater impact on en-
zyme concentration; however, the effect is diminutive for values of βe close to unity. This implies
that with low values of translational noise the level of noise in the enzymes and the metabolites is
invariable with respect to the cell volume.
Integrating two systems with differing levels of noise comes with its advantages. Similar to the
case of fast reaction kinetics, we expect noise progressing from a highly variable system to a less
noisy system to retain its high levels shadowing the low variability in the downstream system. As
the next step, we test the validity of this assertion by approximating the downstream system with
a deterministic QSSA. We employ the QSSA for the metabolism and test its validity for different
levels of translational noise and cell volume.
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Figure 4.2: Propagation of noise through integrated systems. Plots (a) and (b) show single realisations of
PFK and ATP dynamics for high and low ke values. The reduction in the autocorrelation of PFK concentra-
tion and its averaging effect on ATP concentration are seen clearly. Plots (c) and (d) show the confidence
intervals of ATP and PFK for a range of ke values. Notice the faster attainment of the steady-state with
increased reaction rates and the resulting averaging effect on the metabolite concentrations. The statistics
were taken over 103 simulations. βe = 10×β, and 〈Enzyme〉 = V 0max/kcat , where V 0max values are given in
the original glycolysis model.
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Figure 4.3: Cell volume and translational noise have antagonistic effects. In (a) we show the frequency plots
of enzyme concentrations with corresponding cell volume and βe values. In (b) we show the coefficients
of variation (CV) for the same parameter values as in (a). The plots show that increasing cell volume is
counteracted by increasing noise in enzyme concentrations, and that the volume acts more potently on the
enzyme concentration when the level of noise is already elevated. The histograms shown are from the
simulation results of 103 repetitions of the exact SDE system.
In Fig. 4.4, we compare the histograms of the 17 metabolites for both the complete and the
reduced system. By varying the level of noise in the enzyme dynamics, βe, and the volume of the
system, we observe that the difference in noise levels between the integrated systems is crucial
for the deterministic approximation to hold. Although the expected concentrations are similar, we
observe significant differences in the noise levels of the metabolites between the complete and
the reduced systems. We observe that the cell volume has a greater effect on the gene expression
dynamics. Therefore, when the cell volume is low the level of noise increases in the enzyme
concentrations. This in turn results in overshadowing the noise in the downstream pathway and
thus the validation of the deterministic approximation. Otherwise, when the noise levels are in
resonance, which is caused by high cell volume or low βe, the interpretation of the incoming signal
by the downstream sub-system can only be understood by analysing the complete stochastic model.
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Figure 4.4: The validity of the deterministic assumption (βe = 500).
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Figure 4.4: The validity of the deterministic assumption (βe = 50).
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Figure 4.4: The validity of the deterministic assumption (βe = 1). The histograms show the simulations
of the integrated system for three noise levels of enzyme dynamics, βe, and three values of cell volume,
V = 5.2×10−10,5.2×10−9,5.2×10−8 mL indicated with blue, green and red, respectively. The solid lines
denote the histograms when the QSSA is applied. The results suggest that the deterministic approximation
is valid when the level of noise in each sub-system is significantly different. Simulations are repeated 103
times for the complete system and 104 times for the deterministic approximation.
4.4 Summary and discussion
Systems are best understood as a whole rather than a collection of their parts. For this we need to
be able to integrate models used previously to address specific questions about small parts of large
interconnected systems, such as an entire cell. This is a lengthy and laborious task to undertake;
however, here we took one step forward to developing a coherent framework for the integration
of regulatory and metabolic models for the analysis of gene expression data in the context of
stochastic metabolic dynamics. We analysed specifically the propagation of noise within such
integrated models and proposed methods for improving the performance of numerical analysis.
The approach, differently from the likes (Puchałka and Kierzek, 2004), is based on the central
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assumption of quasi-steady-state dynamics separating temporal observations of gene expression.
Slower pace of genetic regulation compared to the metabolic dynamics is the key factor validat-
ing this assumption. With this assumption we can use the model like an information filter and
interpret the readings of regulatory dynamics at a metabolic level. Since compared to genetic regu-
lation the dynamics of signalling and metabolic processes vary largely even for very small systems
(May, 1976; Ingram et al., 2006), analysing the dynamics at a metabolic level is potentially more
predictive than looking only at the regulatory interactions.
We chose to apply our methodology to the glycolytic pathway as a representative of cellular
metabolism. The pathway being highly conserved in a wide range of organisms (Romano and
Conway, 1996) is encouraging for extended applications over closely related non-model organisms
with similar parameters measured originally for S. cerevisiae. This said, we are going to discuss a
possible application to the plant pathogen Blumeria graminis in the next chapter.
While simulating this particular model of glycolysis we had serious performance issues, mainly
because of its stiffness. There is currently a great limitation of available algorithms in dealing with
stiff stochastic models at the required efficiency. However, using a specific property of the in-
tegrated stochastic model (sec. 4.3.2), we were able to approximate the metabolic interactions
deterministically for a set of parameter combinations. This approximation requires two assump-
tions to hold; namely, low cell volumes and more importantly high levels of noise in the enzyme
dynamics.
For the former assumption to hold, working with bacteria or a small yeast cell is sufficient. The
translational noise, on the other hand, has already been investigated analytically and experimentally
in previous models of gene expression (Ozbudak et al., 2002; Rao et al., 2002). Accordingly,
the translational efficiency (the rate of protein production over the rate of mRNA degradation)
has been suggested as the main source of phenotypic noise. A highly efficient translation will
therefore elevate noise in the enzyme levels. Increase in translational efficiency corresponds to an
increase in the rate of translation and/or a decrease in the rate of mRNA degradation, both of which
increase the expected level of translated protein. Since we investigate transcription and translation
independently with well-controlled average concentrations, the noise introduced with increasing
translational efficiency is best mimicked with an increase in βe in this context justifying the latter
assumption for deterministic approximation.
The approach presented here is powerful, and suggests the possibility of the fusion of many
other regulatory and metabolic pathways under a suitable stochastic dynamical framework. The
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need for this type of integrated and model-based analysis will increase as more detailed and time-
resolved data is being collected. Moreover, the author of this thesis believes that the added insights
gained by analysing transcriptomic data in a metabolic context justify the use of this approach.
This is particularly helpful in the context of systems biology of non-model organisms where we
can use a combination of comparative analysis and mathematical modelling in order to understand
their behaviour or generate new mechanistic hypotheses.
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Chapter 5
The Management of Central Metabolism
for Optimal Growth and Invasion in an
Obligate Pathogen
Blumeria graminis is an obligate fungal pathogen of cereals. It causes powdery mildew, a plant
disease which can have significant impact on economically important crops (Dreiseitl and Bock-
elman, 2003). Due to its diverse metabolic behaviour, B. graminis is an excellent candidate for
analysing the relationship between gene expression, metabolism, and phenotypic behaviour. We
illustrate this here by studying the infection on the substrate and (the aborted infection) on three
non-native surfaces.
The B. graminis infection starts with a single conidium landing on the surface of the barley leaf
(Fig. 5.1). Within 4 hours post inoculation (hpi), it produces a primary germ tube, which stays on
the surface of the leaf and helps to receive signals from the host, which determine the progress of
development (Both and Spanu, 2004). Following this, the fungus develops a secondary germ tube,
which differentiates into a swollen appressorium by 8 hpi. When sufficient turgor pressure has
accumulated, the appressorium develops a narrow tube to penetrate the leaf cell wall. At around
24 hpi, the fungus develops a haustorium in the epidermal cell in order to take up nutrients from
the plant for further development and differentiation. The appressorium gives rise to hyphae on the
surface of the leaf, which become visible to the naked eye 3 days post infection (dpi). Finally by
5 dpi, hyphae have developed conidiophores to form airborne conidia for dispersion and infection
of nearby plants.
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Figure 5.1: The asexual life cycle of Blumeria graminis. Infection starts with conidia anchoring on the
plant surface. The fungus then develops primary and secondary germ tubes. The secondary germ tube
develops into appressoria, which create enough turgor pressure in order to penetrate the leaf surface to
implant the haustoria, the feeding structures of the fungus. Hyphae, on the surface of the leaf, proliferate
and differentiate to form conidiophores in order to disperse the next generation (Both et al., 2005)
Recent studies have suggested that the metabolism of the fungus changes substantially through-
out its development (Both et al., 2005). At the beginning of infection, conidia utilise the lipid and
glycogen resources stored in them. This energy lasts for about 24 hours until the haustoria pene-
trate into the leaf surface and start absorbing glucose from plant cells. Using glucose as the energy
source, the fungal colony grows rapidly, resulting in large amounts of protein and nucleic acid
synthesis, and eventually accumulating glycogen and lipid storage in newly developed conidia.
Being an obligate biotrophic pathogen, B. graminis cannot be cultured separately from its
host. On different non-native surfaces, however, unusual germination patterns have been observed,
mostly starting with germination but arresting the development at later stages. B. graminis pro-
ceeds to generate a primary germ tube on barley, wheat, cellulose, and glass (Both and Spanu,
2004). On wheat, the development commences normally on the surface of the leaf, but it arrests
at the penetration stage. On glass, the fungus produces multiple short hyphae, which resemble
primary germ tubes, and cannot survive for long. On cellulose it moves on to producing sec-
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ondary germ tubes; however, these are unusually elongated and normally fail to develop into an
appressorium.
The question we address here is how does the metabolism change under these different condi-
tions? Do the consumption of carbon sources and the production of energy at the metabolic level
correspond to observed patterns of germination? In the previous chapter, we have introduced an
integrated model, which directly links observed gene expression patterns onto the dynamics of
metabolism. Here we are going to use this model to investigate the changes in the central carbon
metabolism of B. graminis as it goes through the various stages of its infectious cycle. Our ap-
proach is particularly useful for understanding the differences in phenotypic behaviour given gene
expression profiles as the primary data source. The method is straightforward, extendible, robust,
and powerful in capturing even small but significant differences in regulatory patterns.
5.1 Adapting the integrated model
5.1.1 Parameters
We use the same model and parameters as described in the previous chapter (see chapter 4). There
we also discussed how gene expression data can be incorporated into the model (see sec. 4.1.1). A
typical B. graminis conidium is slightly larger than S. cerevisiae, which we considered in previous
analyses. For the fungus, we assume the volume is around 1.3×10−9 mL according to Both and
Spanu (2004) and adjust the value of β in Eqn. (4.7) accordingly. We also choose a high value for
βe = 500 following the discussion in the previous chapter.
5.1.2 Numerical methods
For simplicity, here we consider only the hybrid system, which is a combination of SDE for gene
expression and ODE for metabolic interactions. We integrate the SDE for until t = 10 min, and
transfer the results — enzyme concentrations — as parameters to the ODE system, for which we
use the LSODA algorithm to solve for the steady state.
104
5.2. UNEXPECTED ENERGY GENERATOR FOR CELL PROGRESSION AND DIFFERENTIATION
5.1.3 cDNA data
The data sets we use contain cDNA expression measurements, which indicate the relative amount
of increase or decrease with respect to the case of control. Assuming the expression level of the
control is the same for all the readings, we calculate 〈xn〉 and SD(xn) in Eqn. (4.8). We choose κ
(Eqn. 4.4) arbitrarily to yield a range of mRNA counts from 100 to 5000:
κ=
NAV
2×103kcat ,
We combine 3 biological and 2 technical replicates for each data set with a crude assumption
of normality 1 and estimate 〈mRNA〉 and βr as described in section 4.1.1. We set 〈xn〉 = 1 and
SD(xn) = 0 for the enzymes with no regulatory data available assuming the corresponding genes
are not regulated.
5.2 Unexpected energy generator for cell progression and dif-
ferentiation
We begin analysing the complete life cycle of the pathogen on its natural host, barley. The data
collected by Both et al. (2005) has a broad coverage throughout the life cycle of the pathogen,
which contain samples at 6 time points encompassing 4 stages of germination and 2 stages of
further fungal development. Samples following the penetration of the leaf surface contain either
epiphytic mycelia (myc) or infected epidermis with haustoria (epi). Samples at 15 hpi are a mix of
both parts because of the difficulty of reliably distinguishing between the two at this time point.
Throughout these stages the fungus encounters various environmental challenges. Its metabolism
switches from using internally stored energy to exploiting external carbon sources. Therefore, we
consider three different energy sources for our model. We assume that glycogen is stored in coni-
dia, which is replaced by glucose-6-phosphate (G6P) coming from haustoria following penetration.
Haustoria, on the other hand, absorb external glucose from the plant cells. Because of the lack of
data about the levels of these carbon sources, we adjust the respective levels of internal glycogen,
G6P and external glucose arbitrarily, assuming in any case the level of ATP produced would be the
1We tested the normality using the Kolmogorov-Smirnov test, which failed to detect evidence for a non-normal
distribution in each case (p > 0.05).
105
5.2. UNEXPECTED ENERGY GENERATOR FOR CELL PROGRESSION AND DIFFERENTIATION
same without genetic regulation. This adjustment also enables the comparison of ATP levels for
each case.
Integrated metabolic analysis of transcriptomic data provides valuable insights to the energy
turnover of the fungus during its life cycle. According to the analysis, B. graminis initiates con-
sumption of its energy storage shortly after deploying on the surface of barley (Fig. 5.2). The
production rate increases slowly but steadily until the penetration of the leaf surface. During this
process, metabolism shows clear signs of a complete shift from low activity to high activity in the
haustoria (epi) in infected epidermis. In contrast, the metabolic rate declines in epiphytic mycelia
(myc), suggesting the transfer of energy possibly along with lipids and amino acids from beneath
the surface to the mycellar structures growing on the epidermis.
1.0 1.5 2.0 2.5 3.0
ATP concentration (mM)
conidia
4 hpi
8 hpi
15 hpi
3 dpi (myc)
5 dpi (myc)
3 dpi (epi)
5 dpi (epi)
Figure 5.2: The dynamics of energy production. The histograms show the production of ATP during the
initial stages of germination followed by the penetration of the leaf surface. Concentrations exceeding an
arbitrary threshold of 2.11 mM are highlighted in red. We fixed the following energy sources for corre-
sponding time points: 4.00 mM glycogen for germinating conidia, 0.60 mM internal G6P for the epiphytic
mycelia (myc), and 2.58 mM external glucose for haustoria (epi). Histograms were re-scaled for better
visualisation. Each simulation was repeated 104 times with the QSSA assumption described in the text.
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The histograms clearly display the increase in the production of ATP during germination. At
this stage, energy is used to recognise the compatibility of the surface and to generate the appres-
sorium with enough turgor pressure for penetration. It is important to note that the initial synthesis
of ATP suggested by the simulations indicate the maximum obtainable energy with the mRNA
content at the corresponding time point. However, excess amounts of transcript might be present
in dormant conidia for rapid initiation of protein synthesis. Therefore, the cell might be using only
a portion of its transcriptional capacity rather than what is predicted by the model at early stages
of germination.
We observe a decrease in the ATP level at the final stage of germination. This decrease might be
due to a depletion of glycogen in conidia, as well as to the experimental difficulties in separating
haustoria and conidia at this stage. Following penetration, we observe a gradual increase in the
energy production in haustoria as well as in epiphytic mycelium. However, very little glycolytic
activity was eminent on the surface compared to haustoria. Our results agree with the findings
of Both et al. (2005) in detecting different metabolic behaviours of the pathogen throughout its
life cycle. With this analysis, we present a more comprehensible picture of what these metabolic
changes are in terms of energy generation. Our results suggest that the haustoria might function
like the engine for growth and development in B. graminis, synthesising most of the required
energy from the extracellular carbon sources obtained from epidermal plant cells.
5.3 Involuntary germination and struggle for survival
Following analysis of the development of B. graminis on its natural host, we focus on the change
in its metabolic behaviour on different surfaces. As stated earlier, B. graminis grows specifically
on barley and cannot be cultured on any other natural or artificial surfaces. In order to understand
this specificity, we analyse its germination on barley, wheat, cellulose, and glass.
In Fig. 5.3, we present the cDNA data collected by Both et al. (unpublished), which is nor-
malised for absolute expression levels as described in section 5.1.3. Although the data were noisy,
the overall expression patterns reveal the time-dependent increase in the rate of transcription on
barley and wheat. Compared to these surfaces, we observe little change in the expression patterns
on cellulose and glass. However, it is difficult to see if the energy production increases along with
the expression of glycolytic enzymes. It is also non-trivial to detect significant differences between
the regulatory patterns at each time point just by looking at the expression data. Instead, the data
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provide only crude understanding for differential regulation on the surfaces examined.
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Figure 5.3: Regulation of glycolysis on different surfaces. The figure shows normalised gene expression
profiles of the 6 glycolytic enzymes (ALD, GAPDH, PGK, PGM, ENO, PYK) on 4 different surfaces (barley
(B), cellulose (C), glass (G), wheat (W)) at 4 different stages (conidia, 4 hpi, 8 hpi, 16 hpi) of the B. graminis
life cycle. On the glycolytic pathway drawn, the corresponding enzymes and the reactions catalysed by them
are shown. Among the qualitative observations concerning the data only, notice the differential expression
of most of the enzymes on barley and wheat with respect to cellulose and glass. Each data point is formed
of at most 6 measurements of 3 biological and 2 technical replicates. The data are normalised as described
in section 5.1.3. Red: Barley, Black: Cellulose, Blue: Glass, Green: Wheat.
Our model enables the simulation of possible flux distributions – the steady-state reaction rates
– for each reaction and possible levels of metabolites given the expression profiles. As a result
of the simulations (Fig. 5.4), we observe a virtually identical uplift of energy production shortly
after attachment to all surfaces. This suggests that initiation of germination does not require a
rigorous examination of surface properties. The process continues with the fungus exploring the
surface by producing the secondary germ tube until the compatibility of the surface for generat-
ing the appressorium is verified. Simulations confirmed observed behaviour suggesting that only
barley and wheat provides sufficient signals for the fungus to germinate through to the penetration
stage. According to the model, a decrease in energy production is accompanied by an increase in
intracellular stress levels, suggested by an increase in the concentration of AMP, which suggests
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that the fungus may attempt to terminate the progression on incompatible surfaces.
We observe an overall increase in the fluxes when the fungus was inoculated on barley and
wheat. The pathway is activated fully following the initial 4 hpi, and it keeps up this rate until
the formation of appressorium at 15 hpi. However, the rate of glycolysis increases at 4 hpi on all
surfaces including cellulose and glass. Only on these surfaces, the fluxes decrease immediately for
the remaining time points indicating a down-regulation of the pathway. This observation agrees
with the formation of a primary germ tube following the initial contact. This suggests that follow-
ing the failure of germination on cellulose and glass after the primary germ tube is released, the
rate of glycolysis decreases in an attempt to shut down and recover. Over time, energy sources run
low in conidia and stress conditions arise as confirmed by the observation of low survival rates on
the corresponding surfaces.
Not only the flux distributions, but also the metabolite concentrations suggest similar conclu-
sions. As we see in Fig. 5.4, the fungus initiates energy production on all surfaces, but it can
maintain this state on barley and wheat only. On cellulose and glass, sustained shortage of energy
production suggests a plausible explanation for the elongated secondary germ tubes on cellulose
and multiple primary germ tubes on glass, in each case indicating an unsuccessful search on the
surface for a compatible signal to proceed with germination. In addition, at the final stage of germi-
nation on wheat and cellulose, simulations indicate elevated levels of internal stress signals, AMP,
which suggests inconvenient conditions for the conidia to proceed to the penetration stage.
Here we investigate a limited number of genes mainly due to the incompleteness of the data
set and under-representation of the genes in the glycolysis model (see Appendix B). However, the
methodology is fairly robust to variation in the observed data and the completeness of the data set.
As a test, we obtain bootstrap samples of the entire expression data and run the simulations ac-
cordingly. As an additional consideration, we generate jackknife variations of the data eliminating
the readings for each of the 6 genes one at a time. Reassuringly, both the bootstrap samples and
the jackknife variations give rise to similar results as the original data (Fig. B.1 and B.2).
Since many reactions contribute to the synthesis of some key metabolites, one might expect
removing some of the expression data to have no significant effect on their concentrations. One
exception we observe, however, is that the information about the enzyme glyceraldehyde-3P dehy-
drogenase (GAPDH) is particularly important in distinguishing metabolic responses of B. graminis
on different surfaces (Fig. B.1). When the GAPDH mRNA expression levels are not supplied, the
metabolic differences observed on different surfaces at various time points do not appear. This
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Figure 5.4: The response of metabolism to genetic regulation (Barley).
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Figure 5.4: The response of metabolism to genetic regulation (Wheat).
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Figure 5.4: The response of metabolism to genetic regulation (Cellulose).
observation stresses the importance of this enzyme and suggests a pivotal role for it in modulating
glycolysis. In section 6.4, we investigate further why GAPDH is particularly important for the
rate of glycolysis. In literature, this enzyme is well known as a candidate for genetic regulation
(Shinohara et al., 1998), and was recently found to participate also in stress signalling pathways
(Azam et al., 2008; Morigasaki et al., 2008). The importance of the GAPDH in influencing the
rate of glycolysis is a non-trivial observation from our simulations suggesting this enzyme as an
explicit focus of further experimental studies.
5.4 The advantage of early commitment to germination
Here we ask whether it is an advantageous strategy for B. graminis to commit early to germination
without first assessing the surface for compatibility. A wealth of mathematical approaches describ-
ing the growth of cereals (Lechon et al., 2005) and fungal spore dispersion (Legg and Powell, 1979;
Aylor, 1999; Bicout and Sache, 2003) have been developed; however, replicating such a detailed
modelling approach is beyond the scope of this research. Here we are interested in developing a
simple fungal spore dispersion model accurately linking the germination behaviour of B. graminis
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Figure 5.4: The response of metabolism to genetic regulation (Glass). The histograms show an increased
rate of glycolysis on barley and wheat in contrast to a failed attempt of germination on cellulose and glass.
Sustained energy production on barley and wheat, energy shortage on cellulose and glass, and elevated
stress signals on wheat and cellulose at the final stage of the germination are evident. Time points shown
are aligned from top to bottom as conidia, 4 hpi, 8 hpi, and 16 hpi. The concentrations for ATP and AMP
are highlighted in red for arbitrary thresholds of 2.11 mM and 0.51 mM respectively. The reactions shown
in blue are the ones with regulatory data available. Histograms with negative axis labels indicate that the
reactions are running backwards. Histograms were re-scaled for better visualisation; therefore, each set of
4 histograms are only comparable within themselves. 4 mM of glycogen was fixed as the energy source for
each simulation. Each simulation was repeated 104 times.
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with the long-term success of an infection.
We begin describing the model by defining the “field” as a one-dimensional array, x, which
contains the probability of finding a barley plant — the presence, 1, or absence, 0 — at a discrete
location, xi. We assume each xi is equidistant to its neighbours. Since barley is a slow-growing
plant compared to B. graminis (Lechon et al., 2005), we assume in the course of infection the
barley population does not change significantly, and the effect of infection to the barley population
will be apparent when — and if — the infection reaches a stationary state.
We then define a “conidia population” for each barley plant in the field, Cg(xi) where g =
1,2,3, .... According to the 5-day delay required for the next generation conidia to appear (Both
et al., 2005), we assume subsequent generations of B. graminis do not blend with previous gener-
ations.
As a part of the model, we define the “movement” of a conidium as a one-dimensional random
walk. We assume each conidium is free to move to the left or right from its original location with
equal and constant probability, α. As it moves from location xi to x j, we assume it lands on each
location in between the origin and the destination. We also assume that the first plant a conidium
encounters as it detaches from the conidiophore is its present host.
As soon as a conidium lands on a surface, we assume that there are three possible events that
can happen: the conidium may germinate, die or wait with probabilities γ, λ and ω, respectively.
We assume these probabilities are constant for each landing, and
γ+λ+ω= 1, and α= ω/2.2
According to this, the probability of a conidium from xi to land on a surface located at x j is
Pr(Li j) = Pr(L ji) =
∞
∑
n=0
(
ν+2n
n
)
αν+2n,
where ν is the number of surfaces between xi and x j.
According to this, the probability of initiating germination at x j is
Pr(Gi j) = γx j Pr(Li j).
We assume that the expected number of successful offspring a successfully germinated conid-
ium will have in the next generation is a function of the probability of landing at x j, the population
2Assign equal probabilities to moving left or right.
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Figure 5.5: The spread of infec-
tion. The figure shows the ex-
pected number of conidia (y-axis)
on each barley plant (x-axis) in
subsequent generations when the
infection starts from the middle
of the barley field. The genera-
tions are coloured in hue chang-
ing from red to blue. The pres-
ence of barley in the field is in-
dicated by horizontal green bars.
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of conidia at the origin, xi, in the previous generation, and the population of conidia at the destina-
tion, x j, in the previous generation:
Cg(x j) = f (Cg−1(xi),Cg−1(x j),Pr(Gi j)).
For this analysis we use the following equation to calculate the conidia population in the next
generation:
Cg(x j) = κ
µ
µ+Cg−1(x j) ∑i
Cg−1(xi) Pr(Gi j),
where κ is the maximum number of expected successful offspring for one conidium, and µ is the
saturation threshold for the number of conidia a barley plant can carry.
According to this model, in Figure 5.5 we observe the spread of an infection over the cultivated
region of the field further in each generation. Due to the limitation of this region we observe that
the infection does not spread laterally beyond the boundaries. It is important to note that conidia
do land on those surfaces not cultivated, but they cannot germinate according to the model. The
density of the population, on the other hand, attains a certain equilibrium level due to the effect of
crowding — the inhibition of growth by existing conidia.
We observe the effect of limiting the cultivated area in Figure 5.6. Accordingly, when the size
of cultivation is small the infection density cannot achieve its maximum possible amount because
most conidia fall off the edge to the unproductive region.
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Following this, we aim to understand the effect of the two parameters, the probability of death
(λ) and the probability of germination (γ), to the subsequent generations. As seen in Figure 5.7,
we observe that increasing the probability of death decreases the fitness of conidia considerably
as expected. Increasing the probability of germination increases the expected successful offspring
provided that the probability of moving to another surface (ω) is not zero. Otherwise, as expected,
fitness becomes strictly limited by the carrying capacity of the same plant where all conidia will
be expected to grow.
As a consequence, the dispersion model suggests that conidia with stronger preference for ger-
mination will have more offspring in the next generation. When the probability of death is low,
the model suggests that conidia can afford a broader range of γ values to keep high successful
offspring expectation as also should intuitively be obvious. Given that a conidium is known to lose
quickly its viability when it comes in contact with a solid surface (Both and Spanu, 2004) the dis-
persion model suggests high probability of germination under these conditions as an evolutionary
advantageous strategy.
0 20 40 60 80 100
0.
0
0.
1
0.
2
0.
3
0.
4
field
E(
off
sp
rin
g)
llllllllllllllllllllllllllllllllllllllllllllllllll
l
llllllllllllllllllllllllllllllllllllllllllllllllll
l
l
l
l
l
l
l
ll
l
lllll
l
ll
l
ll
llllllllllllll
l
ll
l
ll
llllllllll llllllllllll
l
l
Figure 5.6: The effect of barley cultivation. The figure shows the population at steady state for different
sizes of cultivated field. The sizes of the fields are indicated by horizontal bars on top of the figure drawn
with the corresponding colour. The parameters are as in Figure 5.5.
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Figure 5.7: The fitness with respect to the probability of germination and death. The figure shows under
equilibrium conditions the change in the total expected successful offspring with respect to the probability of
germination (γ, x-axis) and the probability of death (λ). The probability of death is shown in hue changing
from red to blue in an increasing order. The parameters µ = 0.5× 104 and κ = 104, and the remaining
parameters are as in Figure 5.5.
5.5 Summary and discussion
The adaptation to survive in different conditions is an essential quality especially for a pathogen.
Many yeast species have evolved imaginative strategies such as sporulation for sustained dormant
state and distribution, or chemotaxis for translocation towards higher nutrient concentrations. We
see a variety of such strategies in Blumeria graminis working in coordination to provide sufficient
resources to sustain germination, where a race with time commences to reach into the rich host
supplies before the carbon storage depletes.
An interesting conclusion from the in silico transformation of the gene expression data suggests
that the metabolism in haustoria is more active than in mycellar structures on the surface of the
leaf. As a consequence, a haustorium may be more than just a root-like protrusion underneath the
surface, but it may be in an anabolic state, and it may synthesize structural elements and energy-
rich carbon compounds. These products may subsequently be reserved for storage or transported to
the leaf surface. This would contradict the hypothesis that haustoria and plant roots are similar in
function. Such differences are likely to originate from the flow of energy sourcing from haustoria
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in B. graminis and from the leaf epidermis in plants.
How does B. graminis decide whether it is on the correct surface or not? For an obligate
pathogen, this is an intriguing question. Since the fungus cannot be cultured on artificial surfaces,
and there is still not a stable transformation method available, we can at best look at the change in
gene regulation while it germinates on different surfaces.
The in silico predicted metabolic profiles suggest that the fungus does not distinguish the type
of surface while initiating the germination – initiation commences upon attachment and there is no
turning back. As a result of its blind decision, we observe erratic behaviour in conjunction with a
decline in the metabolic rate when the fungus fails to land on a native host surface. Germination
is almost identical on barley and wheat which are natural surfaces probably having certain struc-
tural elements that the fungus recognises using primary and secondary germ tubes. On cellulose
and glass, however, the metabolic rate declines suggesting the attempt to conserve energy. The
elongated germ tubes we observe suggest an ongoing search for appropriate signals on the surface
before the carbon source is depleted.
Our analyses raised the need to confirm the metabolic predictions. However, even for such
small scales with very few metabolites to observe – such as ATP – the experimental techniques
failed to gather reliable measurements. The prediction of unspecific germination initiation can
however be tested along with the identification of the type of signals the fungus needs at each
stage of germination to proceed. These are non-trivial experimental procedures keeping in mind
the difficulties of working with the organism, and are the subjects of further studies.
To conclude, we have successfully demonstrated the advantage of using mathematical tech-
niques in understanding the metabolic transformations of B. graminis and consequent plant-pathogen
interactions. We argue that in cases of very limited availability of experimental methodology, ap-
propriate mathematical formulation is still capable of taking the understanding of the biological
phenomena a step further where testable hypotheses can be made.
5.6 Conclusion
In this chapter, we applied the extended model of glycolysis to a plant pathogen B. graminis. Being
able to replicate various experimental observations on the growth patterns during the infectious
cycle of the pathogen, we successfully demonstrated the advantage of using an integrated model
over examining solely the expression patterns.
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As a result of our analyses on the effect of noise in enzyme levels, an important consideration
arises, which is the effect of variability in enzyme levels, in incoming signals, or more generally in
any system parameter on the dynamics. Throughout this thesis, we consider two different sources
of noise being effective on model dynamics; the intrinsic noise in a stochastic model, and the
variability in model parameters. Up until this point, we have analysed the effect of intrinsic noise,
its interplay with deterministic dynamics and its transformation within a heterogeneous system.
From this point onwards, we are going to turn our attention to the variability in model param-
eters as an alternative source of noise. This is the kind which has effects mainly at the population
level where individuals might attain different behaviour because of any slight variation in the ver-
sion of model components they possess. In biological terms, phenotypic variation due to genetic
differences may be considered as an analogy to dynamical differences due to parametric variation.
In the next chapter, we approach this issue from a Bayesian statistical inference perspective.
Inferences from robust systems — resistant to slight structural or parameteric changes — might
impede building predictive models if inherent variability is not accounted for. Therefore we aim
to assess the sensitivity of observed system dynamics with respect to parameter variations and link
this with the quality of inferences obtainable from such observations.
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Chapter 6
The Limits for Reverse Engineering of
Biological Systems: A Bayesian Perspective
on Parameter Inference and Model
Sensitivity
To understand the function of biological systems such as metabolic, signalling, or regulatory net-
works we need reliable mechanistic models. If we can cast these models in mathematical form,
then we can begin to compare such models with experimental data. We can then use these compar-
isons, for example, to understand mechanisms which are not directly observable, to predict further
experimental results, or, ultimately, refine the model further in light of discrepancies between data
and model predictions (Garny et al., 2009). Analysis of these models can reveal causal mechanisms
or details of the molecular machinery that may not otherwise become apparent (Hatakeyama et al.,
2003; Singh et al., 2006; Legewie et al., 2006; Kim et al., 2007).
Developing reliable models requires a combination of biological domain knowledge and so-
phisticated statistical tools, as well as intuition and a measure of patience. The formal framework
to construct suitable models is frequently referred to as reverse engineering. In addition to methods
that allow us to elucidate model structures or choose from the vast number of potential models that
could a priori describe a biological system (Basso et al., 2005; Toni et al., 2008; Nelander et al.,
2008), reverse engineering also refers to estimating the parameters of a given model from the ob-
served data (Ashyraliyev et al., 2008; Fomekong-Nanfack et al., 2009; Lillacci and Khammash,
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2010), as many parameters cannot be measured directly but need to be inferred from relationships
between experimental inputs and system outputs.
The bulk of models currently used in systems biology are modelled using ordinary differen-
tial equations (ODE). Repositories such as the BioModels Database (http://www.ebi.ac.uk/
biomodels/), the CellML Model Repository (http://www.cellml.org/models/), and the JWS
Online Repository (http://jjj.biochem.sun.ac.za/) allow systems biologists to share and
maintain mechanistic models of biological systems. However, these resources do not include an
assessment as to how challenging reverse engineering of models, or their parameters, will be in
practice. Here we explore systematically, how well the parameters characterizing these models
can be inferred from observed experimental data.
A host of statistical and optimization methods exist that can be used to infer these parameters,
but our focus here is not on the mechanics of obtaining such estimates; rather we are interested
in how good these estimates can be under (close to) ideal conditions. Recently in an analysis of
17 different mathematical models, Gutenkunst et al. have shown that a large fraction, if not most
of the parameters characterizing a dynamical system, cannot be estimated with a high degree of
confidence (Gutenkunst et al., 2007). By this we mean that the confidence (or credible) intervals
of the estimates are very broad and may extend over several orders of magnitude. This can happen
if the objective function (e.g. the likelihood) is very flat around the maximum (even if it coincides
with the true value). Furthermore, these authors demonstrated that for many models the set of
parameters can be naturally divided into those that can be inferred reliably (i.e. narrow confidence
intervals) and those which cannot; they refer to these two classes of parameters as stiff and sloppy
parameters, respectively. Similar results were obtained by other authors since then (Hafner et al.,
2009; Bandara et al., 2009; Tasseff et al., 2010), but we can distinguish between two types of
studies: in the first type, the neighbourhood of the maximum-likelihood estimate (or any other
optimal parameter value) is explored (Liu and Yuan, 2010; Ashyraliyev et al., 2008); in the second
approach a likelihood, posterior probability distribution or objective function is explored globally
(Calvetti et al., 2008; Coelho et al., 2009; Dayarian et al., 2009; Chaves et al., 2009). While
the latter provides more information, the global perspective is computationally extremely costly;
furthermore the interpretation (including the visualization) of complex high-dimensional structures
is often highly non-trivial in itself.
Because of the enormous computational burden of analyzing so many models (some of which
have 100 or more parameters) we adopt only the parameter values reported in biobase (see sec.
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6.2.1) for each model. We assume these values correctly describe the true underlying dynamics
and assess for inference purposes the information obtainable from noisy time-series measurements
of these models. Informally, easily inferable parameter values have high sensitivities meaning that
the posterior probability is highly variable around them. More formally, we characterize the rate
of change in the posterior probability and define this as a measure of sensitivity for an arbitrary
configuration of parameter values. In addition to working collectively with the biobase models, in
the next chapter, we draw a set of well-established models from the literature to analyse globally the
parameter space and derive at a set of fundamental principles governing the relationship between
parameter inferability and experimental design.
This in-silico analysis fulfils several functions: (i) it provides a comprehensive assessment of
how well we can estimate (or indeed measure) parameters of biological systems; (ii) it allows us
to identify features of dynamical systems that affect our ability to reverse engineer their charac-
teristics; (iii) we discuss which factors may influence whether a parameter is sloppy or stiff; and
(iv) we derive the close relationship between the information contained in the (Bayesian) posterior
distribution over model parameters, and the conventional parameter sensitivity measures.
6.1 Bayesian sensitivity measures for dynamical systems
We begin by defining the necessary measures to assess parameter sensitivity in a Bayesian frame-
work. The concept of sensitivity we define is universally applicable for Bayesian inferences of
dynamical systems; however, we focus mainly on a specific type of modelling approach. A large
fraction of the current collection of mechanistic biochemical models are deterministic. In the
following sections, we go step-by-step through the derivation of the sensitivity matrix tailored
specifically for applications on the noisy observations of deterministic systems.
6.1.1 Sensitivity for Bayesian inference
We define the Bayesian equivalent of the expected Fisher information (EFI) matrix as a measure
of parameter sensitivity. This is simply an assessment of the information contained in the poste-
rior distribution about the true parameter value. This information can be written in terms of the
sensitivity of the posterior probability in response to small changes in the parameter value as an
expectation over different data sets. We thus have,
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S(θ),E
[(
∂ lnPr(θ|D)
∂ lnθ
−E
[
∂ lnPr(θ|D)
∂ lnθ
])2]
, ∀θ , 0, (6.1)
where E[·] stands for the expectation over the observed data, D , and θ represents the parameters;
here and below we shall always assume that θ , 0.
The relationship between sensitivity, S , and the EFI is evident upon careful inspection of Eqn.
(6.1). When we elaborate on the expectation in this equation,
E
[
∂ lnPr(θ|D)
∂ lnθ
]
=
Z ∂ lnPr(θ|D)
∂ lnθ
Pr(D|θ)dD,
we obtain
=
Z ∂ lnPr(D|θ)
∂ lnθ
Pr(D|θ)dD+
Z ∂ lnPr(θ)
∂ lnθ
Pr(D|θ)dD = ∂ lnPr(θ)
∂ lnθ
.
The sensitivity then becomes,
S(θ) = E
[(
∂ lnPr(θ|D)
∂ lnθ
− ∂ lnPr(θ)
∂ lnθ
)2]
= E
[(
∂
∂ lnθ
ln
Pr(θ|D)
Pr(θ)
)2]
= E
[(
∂
∂ lnθ
ln
Pr(D|θ)
Pr(D)
)2]
= E
[(
∂ lnPr(D|θ)
∂ lnθ
)2]
= θ2I (θ).
where I (θ) is the standard form of the EFI (Cox and Hinkley, 1974). As a consequence, for a
multidimensional parameter set, we can write the sensitivity matrix as,
Si, j(θ) =
Z (∂ lnPr(D|θ)
∂ lnθi
)T (∂ lnPr(D|θ)
∂ lnθ j
)
Pr(D|θ)dD (6.2)
for parameters θi and θ j.
Sensitivity as defined here is directly linked to parameter inferability; in particular, observations
are expected to contain more information about the true values when the sensitivity is high along
a certain parameter direction. If, however, the sensitivity is low and the posterior distribution
is relatively invariable, experimental observations are less likely to produce accurate inferences;
but, on the other hand, precision in estimated parameters may also not matter — indeed it is not
expected to.
When discussing sensitivity we consider three terms: parameter sensitivity, model sensitivity,
and parameter contribution. In order to quantify the effect of change in a parameter to the system
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dynamics, we define the conventional parameter sensitivity in terms of the diagonal elements of
the sensitivity matrix,
Sθi ,Si,i(θ),
where θi is the ith parameter, and Si,i represents the ith diagonal element of the sensitivity matrix.
In addition to this, we define an overall sensitivity for the entire parameter set, which we refer
to as the model sensitivity, SM. The model sensitivity is the sum of the eigenvalues of the sensitivity
matrix,
SM = trace(S). (6.3)
Aside from the contributions of parameters to the observed system dynamics, we evaluate their
contributions to the eigenvectors of the sensitivity matrix. The parameter contribution is the size
of the projection of an eigenvector onto the selected “raw” parameter direction. This last quantity
is particularly useful for understanding the relationships between the parameter sensitivities and
their overall importance on the system’s dynamics.
6.1.2 Sensitivity for deterministic systems
Here, we analyse the sensitivity of inferences from (potentially noisy) observations of determinis-
tic systems at pre-defined time points. We assume that such a system evolves from a set of initial
conditions (which we here assume to be known; incorporation of initial conditions into the inferen-
tial framework is straightforward). We also assume homoscedastic1 Gaussian noise. The observed
data are thus described by
δt = y(t,θ)+ εt ,
where y(t,θ) is the output from the deterministic system, δt is the observation at time t, and εt ∼
N (0,σt), is Gaussian noise characterized by σt , which is the variance of the experimental error
at time t. Therefore, the likelihood of a single observation at a single time, t, obeys a Gaussian
distribution. Using this likelihood and Eqn. (6.2), in section 6.1.3, we derive the sensitivity matrix,
1having the same variance
123
6.1. BAYESIAN SENSITIVITY MEASURES FOR DYNAMICAL SYSTEMS
Si, j(θ) =
1
σ2t
∂y(t,θ)
∂ lnθi
∂y(t,θ)
∂ lnθ j
,
where θi and θ j represent the ith and jth components of the parameter vector.
Generally, we aim to observe the system at a set of time points, whence the overall sensitivity
for the observations can be written as
Si, j(θ) =∑
m
∑
t
1
σ2t,m
∂ym(t,θ)
∂ lnθi
∂ym(t,θ)
∂ lnθ j
,
where ym(t,θ) represents the deterministic solution of the time-evolution of the species m, and
σt,m represents the standard deviation of the experimental error for the species m at time t (see sec.
6.1.3).
The quantity,
∂y(t,θ)
∂θi
=
1
θi
∂y(t,θ)
∂ lnθi
, (6.4)
is referred to as a sensitivity coefficient for parameter θi at time t (Fell, 1992). We can thus link
the sensitivity of the ODE solution to variation in the parameter to the information contained in the
posterior probability about the parameter.
6.1.3 Deriving sensitivity matrix for deterministic systems
The sensitivity matrix can be written in two forms; using first order partial derivatives as we present
in Eqn. (6.2),
Si, j(θ) =
Z ∂ lnPr(δt |θ)
∂ lnθi
∂ lnPr(δt |θ)
∂ lnθ j
Pr(δt |θ)dδt , (6.5)
or using second order partial derivatives,
Si, j(θ) =−
Z ∂2 lnPr(δt |θ)
∂ lnθi∂ lnθ j
Pr(δt |θ)dδt , (6.6)
for a single observation, δt . Following the assumptions in section 6.1.2, we replace the likelihood
in the sensitivity equations with a Gaussian
Pr(δt |θ) = 1√
2piσt
exp
[
−1
2
[
y(t,θ)−δt
σt
]2]
,
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which can also be written as
∂ lnPr(δt |θ)
∂ lnθ
=− [y(t,θ)−δt ] 1σ2t
∂y(t,θ)
∂ lnθ
.
Substituting this in the Eqn. (6.5) we arrive at
Si, j(θ) =
Z 1
σ4t
∂y(t,θ)
∂ lnθi
∂y(t,θ)
∂ lnθ j
[y(t,θ)−δt ]2 Pr(δt |θ)dδt ,
which simplifies further into
Si, j(θ) =
1
σ2t
∂y(t,θ)
∂ lnθi
∂y(t,θ)
∂ lnθ j
,
because the variation in the data is σ2t .
We can also arrive at the same solution using Eqn. (6.6). First we calculate the second order
partial derivative of the likelihood
∂2 lnPr(δt |θ)
∂ lnθi∂ lnθ j
=− 1
σ2t
[
∂y(t,θ)
∂ lnθi
∂y(t,θ)
∂ lnθ j
+[y(t,θ)−δt ] ∂
2y(t,θ)
∂ lnθi∂ lnθ j
]
.
Then, using Eqn. (6.6), we write
Si, j(θ) =
1
σ2t
[
∂y(t,θ)
∂ lnθi
∂y(t,θ)
∂ lnθ j
+[y(t,θ)−δt ] ∂
2y(t,θ)
∂ lnθi∂ lnθ j
]
Pr(δt |θ)dδt .
Since the expected value of the data are y(t,θ), we end up with the same solution as before,
Si, j(θ) =
1
σ2t
∂y(t,θ)
∂ lnθi
∂y(t,θ)
∂ lnθ j
.
The likelihood equations so far consists of a single observation at a single time point. In the
usual case where the data is a collection of observations, the likelihood can be written as
Pr(D|θ) =∏
m
∏
t
Pr(δt,m|θ)
where D = {δt,m|t ∈+,m ∈ system components}.
When we obtain the logarithm and the second order partial derivative of this likelihood,
∂2 lnPr(D|θ)
∂ lnθi∂ lnθ j
=−∑
m
∑
t
1
σ2t,m
[
∂ym(t,θ)
∂ lnθi
∂ym(t,θ)
∂ lnθ j
+[ym(t,θ)−D] ∂
2ym(t,θ)
∂ lnθi∂ lnθ j
]
,
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and we calculate the sensitivity as in Eqn. (6.6), since the expected value of the D are given by
ym(t,θ), we arrive at the multidimensional sensitivity matrix,
Si, j(θ) =∑
m
∑
t
1
σ2t,m
∂ym(t,θ)
∂ lnθi
∂ym(t,θ)
∂ lnθ j
,∀θ , 0.
6.1.4 Introducing the sensitivity profiles
In order to display the eigenvalues and eigenvectors of the sensitivity matrix, we propose a dia-
grammatic representation which will be referred to as the sensitivity profile. Especially for high
dimensional systems the sensitivity profile provides a relatively straightforward way to identify
and visualize parameter contributions to the designated stiff and sloppy eigendirections. We can
therefore assess the influence of each parameter on the observed dynamics.
In Figure 6.1, we present an example of a sensitivity profile. This belongs to the EGFR sig-
naling model of Kholodenko et al. (1999). The y-axis of the diagram shows the eigenvectors in
increasing order from bottom to top. The corresponding log-eigenvalue of each vector is given on
the solid line across the plot. Larger eigenvalues (towards the top of the plot) correspond to stiffer
eigendirections.
In the diagram, we also show the projections of each eigen-parameter vector onto the raw or
experimental parameters. The magnitudes of the resulting projections indicate the logarithm of the
contributions of the parameters to the corresponding eigenvectors (sec. 6.1.1).
At the bottom of the diagram we provide a colour key. The key gives the range of sensitivities
of all the parameters in the model in increasing order (where red corresponds to stiff parameters
and green to sloppy parameters). The colouring schema we adopt is scaled to discriminate the
relative sensitivities within each model separately. The reference we use for the colouring are the
conventional parameter sensitivities, Sθ, we calculate from the sensitivity matrix (sec. 6.1.1).
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Figure 6.1: Example of a sensitivity profile. The sensitivity profile of the EGFR signaling cascade (model
48 in biobase). The solid line shows the eigenvalues of the sensitivity matrix in decreasing order from top to
bottom. Each row corresponds to an eigenvalue and the dots represent the projections of the corresponding
eigenvector onto the raw parameters, i.e. the contributions. Both the eigenvalues and the contributions are
plotted in the log-scale and the extreme values are aligned along the x-axis for optimum fitting. Dots cor-
responding to a given raw parameter are indicated in a colour which represents the conventional sensitivity
of the parameter; the colour key is shown below the diagram. As an example, the 6th row from the top
matching the 6th largest eigenvalue is described in the inset. Parameters contributing the most and the least
to the corresponding eigenvector are also shown.
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6.2 Sensitivity analysis of biobase
6.2.1 Collecting and solving the biochemical models
Here we investigate the dynamical models deposited in biobase2 for sensitivity. The current version
of the curated branch of biobase contains a wide range of models representing both stochastic and
deterministic dynamics. We focus on the subset of this repository, which includes only ordinary
differential equation (ODE) models and we filter out models with time delays and models assigning
both differential equations and rules/events to the same components. Following this process, we
end up with 201 models in our collection which make up about 87% of the curated database.
Throughout the text, we refer to this set as the BioModels collection.
The curators of the biobase resource use a range of state-of-the-art tools including MathSBML
and Copasi to parse and simulate the models. For the purpose of this analysis we implement an
application based on the ODE solver LSODA3 and the libSBML library to read and simulate the
entire collection. For calculating sensitivities, we implement an extension to this application which
uses the Sundials library4 for forward sensitivity analysis, and also the automatic differentiation
library, CppAD (Lougee-Heimer, 2003). As a result, we are able to simulate all the models in the
BioModels collection, and calculate the sensitivities of 179 of these models. Throughout the text
we refer to this subset as the model set, for which we calculate the sensitivities (please refer to
Table C.1 for a list of the models).
6.2.2 Parameters for sensitivity calculations
For collective analysis of the models we calculate the sensitivities by adopting the parameter values
reported in biobase. We consider all the parameters, but filter out the ones which are controlled by
an event or a rule (for more information please refer to the SBML specifications5). We also filter
out the parameters defining compartment volumes as these are merely scaling factors and do not
correspond to experimentally relevant (e.g. kinetic) rates.
2The BioModels database: http://www.ebi.ac.uk/biomodels-main/static-pages.do?page=home, 15th re-
lease, September 2, 2009
3http://www.ccl.net/cca/software/SOURCES/C/kinetics1, by Dr Hon Wah Tam, Wolfram Research, Inc.
(December 22, 2008)
4https://computation.llnl.gov/casc/sundials/main.html (March 18, 2010)
5http://sbml.org/Documents/Specifications (March 18, 2010)
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For all the models investigated in the model set, we obtain sensitivities over time courses as
defined in biobase and the original publications. From the time of commencement until the time
of termination we sample 5000 time points with equal intervals unless stated otherwise. For each
species, we fix the experimental error, σt,m (sec. 6.1.1), with reference to the system output as
previously described in Gutenkunst et al. (2007). Accordingly, we obtain the measurements of
the corresponding species at given time points, and set the experimental error as the maximum
absolute value of these measurements,
σt,m =
 1 if argmaxt{|ym(t,θ)|}= 0argmaxt{|ym(t,θ)|} if argmaxt{|ym(t,θ)|} , 0 ,
where ym(t,θ) is the solution of the ODE at time t for the metabolite m calculated with the pa-
rameter set θ. We refer to this type of normalisation as norm 2 in this context. We also consider
normalising the measurements at each time point independently of the other time points,
σt,m =
 ε if |ym(t,θ)|< ε|ym(t,θ)| if |ym(t,θ)| ≥ ε ,
where ε = 10−6 is an arbitrarily small number. We refer to this type of normalisation as norm 1.
Finally, we consider a fixed level of experimental error,
σt,m = 1.0,
which we refer to as norm 0. Throughout the text, we use norm 2 as the default normalisation
method, but we also discuss the effects of the alternatives.
6.2.3 Assessing the sensitivity matrix
In a mechanistic model describing a biochemical process, by convention, each parameter has a
relationship with one or more experimentally observable biochemical species. This makes possible
the identification of correct parameter values using specific experimental designs. Here we aim
to understand if the sensitivities we calculate are simply the artifacts of this parametrisation, or
are indeed results of some implicit structural property of the system. We test the effect of two
normalisations applied to the sensitivity matrix, S : (i) calculating the log-derivatives, (ii) allowing
for reasonable levels of measurement error, σt,m, for each time point, t, and model component, m.
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We observe that parameter values correlate negatively with the diagonal elements of the EFI
matrix (Kendall’s τ = −0.196, p = 1.86× 10−122). When the EFI is normalized with respect
to the parameter values, i.e. when we use the sensitivity matrix and the conventional parameter
sensitivities, this correlation loses its significance (Kendall’s τ = 0.00951, p = 0.258). Further
to this, we observe a strong negative correlation in most of the models when the EFI is used
(Fig. 6.2). However, when S is used, we observe only a weak and mostly insignificant positive
correlation among the models. The association between sensitivities and parameter values losing
its significance indicates that the sensitivities are effectively normalized with respect to parameter
values. This suggests that fractional changes in parameter values are more effective in determining
dynamics when the values are small. Large parameter values, however, are more effective in
masking the perturbations exerted on them; hence, large parameter values are associated with
small sensitivities when the EFI is used. The normalisation we apply uncovers this effect and in
general renders sensitivities indifferent to linear transformations of parameters.
A similar problem can also be seen when dealing with models generating consistently high or
low output. In this case, it is possible to mistakenly assign high sensitivities to a model just because
it gives rise to high measurements consistently. Here we test the effect of all the three ways of
setting σt,m, i.e. norm 0, norm 1 and norm 2, as described in the previous section (sec. 6.2.2).
We observe that among the model set the correlation between the average model output and the
average conventional parameter sensitivity is significantly positive when norm 0 is used (Kendall’s
τ= 0.641, p < 2.2×−16). However, the association loses its significance when norm 1 (Kendall’s
τ = 0.0421, p = 0.403) or norm 2 (Kendall’s τ = 0.0214, p = 0.671) are used. This observation
suggests that using a type of normalisation rather than a fixed value of experimental error helps to
remove the dependency of sensitivities on the average model output. This is an advantage because
it permits the comparison of sensitivities between different models without regard to the overall
level of model output (or the units in which results are measured or reported).
Further to this, in Figure 6.3, we plot the conventional parameter sensitivities for all the models
in the model set. As observed, norm 1 and norm 2 perform well in normalising the sensitivities
around a common median. In all three cases we also observe that the correlations between the av-
erage sensitivities — or the model sensitivities, SM — with the number of model components are
either not significant or only weakly significant (p > 0.01). Since the overall difference between
norm 1 and norm 2 is negligible we adhere to norm 2 as the main method of normalisation in or-
der to be comparable with previous research (Gutenkunst et al., 2007). Overall, these observations
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suggest that using a fixed number of time points, and normalising with respect to the parameter
values and measurements may enable us to compare the sensitivities between different models.
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Figure 6.2: Correlations between sensitivities and parameter values. The plot shows the Kendall’s τ statis-
tics for all the models in the model set. Each set of black and red dots aligned on the same vertical line
corresponds to the same model. The black and red dots correspond to the calculated statistics using the
EFI matrix or the sensitivity matrix (labelled as SM) respectively. The opaque dots represent tests with sig-
nificant results following the Benjamini & Hochberg (BH) multiple hypothesis correction (Benjamini and
Hochberg, 1995). 135 out of 179 models possess significant negative correlations between the parameter
values and conventional sensitivities when the EFI is used. When the sensitivity matrix is used, the number
of significant correlations decreases to 47, 3 of which being in the negative direction and 44 being in the
positive direction.
6.2.4 Profiles as a measure of sensitivity
We obtain sensitivity profiles for all the models in the model set, which can be inspected in Figure
C.1. Close inspection of these profiles shows that stiff eigendirections (i.e. eigenvectors corre-
sponding to the larger eigenvalues) of the sensitivity matrix — coloured in red hues — tend to have
large projections onto the raw parameters that have relatively large sensitivities (see sec. 6.1.1).
Equally, at the other end of the sensitivity spectrum we find that sloppy eigendirections tend to be
predominantly defined by (or project onto) raw experimental parameters with lower sensitivity val-
ues. We observe that in most of the cases the correlations were towards the expected directions –
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Figure 6.3: Comparing sensitivities in biobase. This figure shows the trend of individual parameter sensi-
tivities in biobase and the effect of different choices of experimental error. In the top plot, with norm 2, we
observe sensitivities lining up around a common median for most of the models analysed. This figure sug-
gests that the sensitivity values exploited in this paper can be used as a measure to compare the sloppiness
of different models. Evidently, the models distinguishable for higher or lower sensitivities can be spotted
easily from the plot. Using norm 1 for the experimental error does not change significantly the observed
pattern. However, fixing σt,m with norm 0 has a detrimental effect on the normalisation allowing for strong
association between sensitivities and the average level of measurements (see text). For each model the log-
arithm of parameter sensitivities are plotted. The histograms on the right of each plot show the sensitivity
values of all the parameters analysed. The intensity of the colour represents the frequency of parameters
located around the region.
132
6.2. SENSITIVITY ANALYSIS OF BIOBASE
parameter sensitivity is correlated with the size of the eigenvalues of the sensitivity matrix (Figure
6.4).
Interestingly, these results show that conventional parameter sensitivities are very closely cor-
related with sloppiness as defined here. Because of this empirical relationship we can, in turn,
choose to analyze either parameter sensitivities or the sensitivity matrix. As a general rule of
thumb we suggest to use the conventional parameter sensitivities to determine which variables
control the overall dynamics of biological systems; the eigenvalues of the sensitivity matrix, on the
other hand, yield straightforwardly interpretable insights into how the system behaviour is affected
by varying parameters simultaneously; it furthermore allows us to identify parameter dependencies
and stiff and sloppy directions that are not aligned predominantly along raw parameters.
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Figure 6.4: Sensitivity analysis of biobase. The histograms present the results of the statistical analysis
of the sloppiness in the biobase models. The blue histogram shows the positive correlation between the
conventional parameter sensitivities and the eigenvalues, being significant for 97% of the models. The green
histogram shows the negative correlation between the least sensitive parameters and the eigenvalues, being
significant in 63% of the cases considered here. Finally, the red histogram shows the positive correlation
between the most sensitive parameters and the eigenvalues, being significant in 80% of the cases.
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6.2.5 The ubiquity of sloppiness in biochemical models
Using the model set we test the explanatory power of the eigenvalues of the sensitivity matrix. In
Figure 6.5(b), we plot the frequency of models along with the number of eigendirections required
to cover a given fraction (50% and 90%) of the variation in the overall sensitivity matrix (the data
are also shown in tabular format in Fig. 6.5(a)). In more than half of the models, at most three
eigendirections are sufficient to explain more than 90% of the overall sensitivity. That is, only a few
combinations of parameters affect the observed dynamics largely, and the rest of the combinations
— when perturbed similarly — have much smaller, frequently almost negligible, effects on model
outputs.
50% of variation
models eigendirections
139 (78%) only 1
169 (94%) max 2
179 (100%) max 3
90% of variation
models eigendirections
64 (36%) only 1
100 (56%) max 2
118 (66%) max 3
137 (77%) max 4
155 (87%) max 5
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Figure 6.5: Sloppy models in biobase. This figure shows the extent to which models in biobase can be
classified as “sloppy”. The inner pie chart in blue given in (b) shows the number of models for which a given
number of eigendirections are sufficient to cover more than 50% diversity in the sensitivity matrix (the table
above in (a)). The numbers of eigendirections required are given in square brackets. The outermost pie chart
shows a similar grouping for the eigendirections necessary to cover more than 90% of the diversity (the table
below in (a)). The innermost strip shows the coverage of our sensitivity analysis (model set, marked with
red) over the filtered BioModels collection. Figure (c) shows the fraction of eigendirections required in the
models analysed to cover 50% and 90% diversity in the information matrices, respectively. The box plot
shows that, in general, to cover more than 90% of the variation in the information, not more than one fifth
of the eigendirections are required.
In Figure 6.5(c), we show a closely related result but replace the absolute numbers with the
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fraction of eigendirections (compared to the total number of parameters) required to explain a
given percentage of the total sensitivity of the model, SM (see sec. 6.1.1). Even though the numbers
of parameters per model in the database span a large range, a small fraction of these parameters
already suffices to explain more than 90% of the variation observed in the sensitivity matrices.
Thus the bulk of the models in biobase appear to be relatively insensitive to variation in some
60%-80% of their parameters. This, in turn, entails that it will in practice be hard to estimate such
parameters reliably from observed data. We will return to this point later in the next chapter (sec.
6.3).
6.3 Factors influencing sloppiness
Having found strong evidence for near-ubiquituous sloppiness in published and curated dynamical
models of biological systems, we now turn our attention to elucidating some of the factors that
determine whether a parameter is sloppy or not. Contrary perhaps to common perception, the
sloppiness of a model under some arbitrary conditions does not mean most of its parameters are
dispensable. It is important to note that the extent of change in the output introduced by parameter
perturbations depends heavily on the size and nature of these perturbations. Specifically, we need
to understand the dependence of parameter sensitivities on the experimental setup (e.g. the time
points at which measurements are taken) and the global dynamical behaviour of a system. For
illustrative purposes, we will focus on a few well-known biochemical models and analyse them
under various settings.
6.3.1 The effect of missing data
We have so far assumed that all the (molecular) species described by a model can be measured
experimentally. Performing inferences with a complete data set will, however, be rarely possible
as many species may be difficult or even impossible to quantify; obviously, this is a particular
problem for in vivo studies. Here we investigate the sensitivities in cases of missing observations
and assess the information content of data in restricting the values of parameters in an inferential
framework.
For the purpose of this analysis we use the circadian clock model of Leloup et al. (Leloup and
Goldbeter, 1999, 2000) (model 21 in biobase). This model defines two phosphorelay branches that
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regulate the concentrations and activities of the PER and TIM proteins. These proteins oscillate
in sync with the day and night cycle and maintain the circadian rhythms in Drosophila. In Figure
6.6(a), we plot the results on the reaction diagram, where we observe an overall increase in the
sensitivity for the reactions of the TIM branch, and also for the reactions taking place in the nu-
cleus. Using this setup we calculate the sensitivities when only one species is measured for every
possible case. In Figure 6.6(b) we plot the resulting sensitivities of each parameter along with the
species measured. We observe that measuring some of the TIM-containing species on their own
carries nearly as much information about most parameters as measuring all species.
In general, TIM-containing species are informative about a greater number of parameters than
the PER-containing species. The less informative species, even though they result in a large num-
ber of “apparently sloppy” parameters, are still informative about those parameters that are directly
related to their dynamics. These observations suggest that it might in some cases be possible to
measure only a few species from a complex system and still be able to obtain good estimates for
a majority of parameters, as can be seen by comparing the information/sensitivities obtained when
measuring only PER-TIM (cyt) or PER-TIM (nuc) with the case where all the species have been
measured.
6.3.2 The effect of temporal sampling
We illustrate the temporal dependence of sensitivities using a simple chemical model, which we re-
fer to as the Hopf bifurcation model, capable of generating different types of dynamical behaviour
(Wilhelm and Heinrich, 1995; Kirk et al., 2008), — see Appendix D for a brief analytical treat-
ment. This model is composed of four chemical species (metabolites), one of which is assumed
to follow a conservation law. This system can exhibit qualitatively different types of behaviour
where the stationary state is a single stable node, a stable spiral or a limit cycle. We will analyze
the temporal dependence of sensitivities in these different regimes.
Instead of calculating the entire sensitivity matrix, we analyse the raw sensitivity coefficients,
which we use to calculate the sensitivity matrix (Eqn. (6.4)). For parameter values where the
system settles on a stable node, Figure 6.7(b), we observe that the sensitivity coefficients increase
during the transient phase and then settle down when the attractor is reached. This indicates that
the system responds to changes in parameter values mainly during the transient phase; therefore,
the observations made at this stage will be more informative for the inference of these parameters.
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Figure 6.6: The effect of missing data. The figure shows conventional parameter sensitivities when incom-
plete observations are made. The reaction diagram of the circadian clock model (Leloup and Goldbeter,
1999) is given in (a). Sensitivities of all parameters are calculated using observations of all the species in
the model. Each row in (b) represents the sensitivities when only the species given on the left is observed.
As is evident from this plot, TIM-containing species give rise to higher sensitivities for a larger number
of parameters. PER-containing species are informative only about a small subset of parameters which are
directly related to the dynamics of these species. The dendogram connecting the observables on the left of
the plot shows the clustering (using the Canberra distance) of parameter sensitivity vectors. The colour scale
is as described in Figure 6.1. The parameters for the system are as given in the database with the exceptions
of VmT = 0.28 and VdT = 5.3.
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Figure 6.7: The effect of temporal sampling. This figure shows the sensitivity coefficients (Eqn. (6.4))
for the Hopf bifurcation model. The reaction diagram of the system is given in (a), where the molecule
A0 (marked with red) is assumed to follow a conservation law. In (b), (c) and (d), the coefficients for each
parameter calculated with respect to the molecule X1 are given for different global dynamical behaviour:
stable node (b), stable spiral (c) and stable limit cycle (d). The rises and falls in the curves for the different
sensitivity coefficients change location depending on time and, notably, on the three different values of A0.
The rest of the parameters of the model are k1 = k3 = k4 = 1, k2 = 0.01, k3 = 0.5, and the initial conditions
are X = {1,1,1}.
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For situations where the system has an attractor generating a stable spiral, Figure 6.7(c), we
observe a similar behaviour; except in this case, fluctuations in sensitivities decline perpetually as
the oscillations in the dynamics fade out. Sustainable oscillations attain larger sensitivities as the
trajectory continues (Fig. 6.7(d)). This is because even a small change in some parameters will
alter the period of oscillations which has, of course, a cumulative effect as the trajectory evolves.
Since not all the parameters affect the period of oscillations, an important observation here
is the differential contribution of individual parameters to the observed dynamics. For instance,
some parameters may affect the transient phase more when the trajectories settle on a stable node.
However, a different set of parameters might take a more prominent role when the systems attains
a limit cycle.
6.3.3 The effect of global dynamical state: exploring bifurcations
Bifurcations change the global dynamics, which in turn affect the observations we make from a
system. Since sensitivity depends heavily on the observations, here we investigate their depen-
dency on the global dynamical behaviour, and on our ability to reverse engineer these models.
For many important dynamical systems the parameter space can be divided into regions with
qualitatively different dynamical behaviour. Bifurcations occur as we move from one region in
parameter space to another. Here we show that sensitivity measures can, but not necessarily always
will, reflect the existence of such bifurcations.
In order to answer this question, we return to the simple chemical model that we have already
started to analyze in the previous section. In Figure 6.8, we plot the sensitivities for the Hopf
bifurcation model as we tune the parameter that principally determines the bifurcation behaviour,
A0, to transform the dynamics from a stable node to a stable spiral and finally a limit cycle. We
observe a relatively smooth change in the sensitivities within phases but more pronounced changes
around the boundaries of different basins. The results also show a similar behaviour not only
where there is a bifurcation, at A0 = 2.5, but also where the system switches the attractor structure,
at A0 = 0.5.
We furthermore find that the conventional parameter sensitivities also reflect the existence
of these boundaries delimiting regions in parameter space with qualitatively different behaviour.
Since sensitivity indicates how quickly an observation changes with respect to the parameters, we
see why sensitivities increase rapidly around these boundaries in parameter space. As the global
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dynamical behaviour changes, parameter values drawn from different sides of the boundary will
give rise to qualitatively different behaviour; the system will hence be more sensitive to varying
these parameters at the boundary than to varying values deep inside one of these regions.
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Figure 6.8: The effect of bifurcations. This figure demonstrates the change in parameter sensitivities at the
boundaries of global dynamical behaviour in the Hopf bifurcation model. The bifurcation analysis of the
system is given in Appendix D. The logarithms of the model sensitivity values calculated in Eqn. (6.3) are
given on the y-axis. Accordingly, when the system encounters a qualitatively different dynamical regime (at
A0 = 0.5, or the Hopf bifurcation at A0 = 2.5), the sensitivity of the model increases rapidly in agreement
with the fast dynamical change of the system behaviour. In the case of limit cycle behaviour, sensitivities
stay elevated throughout the region because the period of the cycles are affected by many of the parameters.
Below the graph, conventional parameter sensitivities are shown indicating that some parameters are more
effectively inferred for certain types of global behaviour but not others.
This is illustrated in Figure 6.8; crucially, however, different parameters can respond differently
at the boundaries and not all are affected by the change in qualitative dynamics across a boundary.
For instance, in Figure 6.8, during the limit cycle, the parameters k1, k3, and k5 exert greater
influence on the system’s dynamics. By contrast, k1 and k4 exert greater influence on the dynamical
behaviour in the regime where the attractor is described by a stable spiral.
Further to this analysis, we cast aside A0 as the bifurcating parameter, and explore a broader
range of the parameter space. By observing the change in the attractor structure we can assess
how well sensitivity helps to delineate different basin boundaries. Recalling from the Appendix D,
the system has two fixed points, which we designate as p1 and p2 (Eqn. D.1). Here we calculate
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the three eigenvalues, namely eρ, eγ and eβ, of the system linearised around p2 (Fig. D.1), and
compare these with the model sensitivities, SM, for each parameter combination.
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Figure 6.9: Exploring the parameter space. The figure shows sensitivities delineating the basins of attraction
in the Hopf bifurcation model. The system is linearised around p2 (Eqn. D.1), and the three eigenvalues —
the real parts — are plotted (the dots) along with the model sensitivities, SM (the line). Most of the eigenval-
ues in the leftmost panel point to an unstable attractor with relatively low sensitivity values. However, many
eigenvalues in the middle panel point to a stable spiral for p2 associated with moderate sensitivity values.
Eigenvalues to the right indicate that p2 has a limit cycle, and this type of dynamical behaviour is associated
strongly with high sensitivity values. We display in the figure the logarithms of the sensitivities sorted in an
ascending order. All of the 6 parameters (including the A0) are sampled using the Latin hypercube sampling
algorithm (Iman and Conover, 1980) within the range from 0 to 5.
According to this analysis, we observe roughly three groups of dynamical behaviour, which
we separate visually into three panels in Figure 6.9. We observe that the parameter combinations
causing p2 to be unstable and p1 to be stable — giving rise to a stable node type of attractor —
are mostly associated with relatively low sensitivity values (Fig. 6.9, the left panel). A similar
association is also seen in Figure 6.8 when A0 < 0.5. However, we observe higher levels of sen-
sitivity when parameters give rise to a stable spiral type of attractor for p2 (Fig. 6.9, the middle
panel). As also seen in Figure 6.8, when 0.5< A0 < 2.5, the increase in sensitivity with this type of
dynamics can be attributed to the presence of oscillations. Although the fluctuations are transient,
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Figure 6.10: Sensitivity of glycolysis to enzymatic activity. The figure presents parameter sensitivities for
each of the 13 glycolytic enzymes defined in the Teusink et al. (2000) and Pritchard and Kell (2002) model.
The enzymes coloured dark indicate the ones studied previously in section 5.3. Results are calculated during
the stationary phase using ATP concentration as the observable. Model parameters are as in Figure 5.4.
oscillating dynamics is affected more profoundly by variations in parameters. Finally, when the
border of Hopf bifurcation is passed and the system evolves into sustained oscillations we observe
the highest level of sensitivities (Fig. 6.9, the rightmost panel). Once more, we observe a similar
association in Figure 6.8 when A0 > 2.5.
6.4 The rate determining step of glycolysis
In section 5.3, we proposed that the enzyme GAPDH is particularly important in determining the
rate of glycolysis. We demonstrated in the jackknife simulations in Figure B.1 that the regula-
tion patterns disappear when data from this enzyme are not supplied. In this section, we use the
Bayesian sensitivity analysis approach we have developed in order to test this hypothesis further.
We calculate parameter sensitivities for all the 13 glycolytic enzymes defined in the Teusink
et al. (2000) and Pritchard and Kell (2002) model; a complete list can be recalled in Table B.2.
We use the same set-up as in section 5.3, but constrain the analysis on the deterministic metabolic
reactions — ignoring the gene expression dynamics. Following our previous analysis, we calculate
sensitivity to the ATP levels during the stationary phase.
As a result, in Figure 6.10, we observe that, given the above conditions, energy production is
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most sensitive to the level — or activity — of the enzyme GAPDH. It is also highly sensitive to the
activity of PFK; the enzyme which is known to be allosterically regulated for optimum glycolytic
rate (Lehninger et al., 2005). Furthermore, we detect high sensitivities for the enzymes ADH and
G3PDH, which synthesize the end products ethanol and glycogen, respectively.
These results support the importance of GAPDH activity in determining the glycolytic rate, and
offer mechanistic insights into the pathway on the basis of the model. Sensitivity results agree well
with the mechanism of regulation, both genetic via GAPDH (Shinohara et al., 1998) and allosteric
via PFK, for the glycolysis pathway. This encourages the use of sensitivity analysis as a routine
tool to assist in determining the optimum set of observations for more efficient and informative
experimental data collection.
6.5 Information and posterior sampling
The sensitivity analysis we have so far introduced is a concept for known parameters. This makes
the analysis particularly useful prior to experimental data collection to aid in the design of more
informative experiments. The inferences can thus be more efficient with far fewer measurements
than would otherwise be necessary. In case of inferences performed on already observed experi-
mental data, one requires, in addition to the sensitivity analysis, a method for assessing the quality
of the inference. That is, an uncertainty analysis or a confidence assessment has to be carried out
on the point estimates in order to determine the information contained in the data set about the
estimates.
This information would be identical to the observed Fisher information in a likelihood context
(Efron and Hinkley, 1978). In a Bayesian context, the equivalent could be the variation around the
maximum a posteriori (MAP) estimate, θˆ. The variation can be estimated by approximating the
posterior with a Gaussian distribution around θˆ. Accordingly, the Laplace method yields,
lnPr(θ|δ)≈ lnPr(θˆ|δ)+(θ− θˆ)T∇lnPr(θˆ|δ)+(θ− θˆ)T∇2lnPr(θˆ|δ)(θ− θˆ),
where ∇lnPr(θˆ|δ) is the gradient of the log-posterior evaluated at θ = θˆ, and ∇2lnPr(θˆ|δ) is the
Hessian matrix.
Since θˆ is an optimum point,
∇lnPr(θˆ|δ) = 0,
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we can then estimate the variance6 of the posterior distribution around θˆ with
Σ=
[−∇2lnPr(θˆ|δ)]−1 . (6.7)
According to this, we define the uncertainty in the MAP estimate as
Lδ(θˆ), −∇2lnlnPr(θˆ|δ), (6.8)
where ∇2ln f (θ) is the Hessian matrix normalised over parameter values, ∇
2
ln f (θ) = θ
T ∇2 f (θ)θ,
where θi , 0 ∀θi.
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Figure 6.11: The relationship between sensitivity and uncertainty. The 9 plots on the left demonstrate
the eigenvalues and eigenvectors of the covariance matrix, red arrows, and the inverse of expected Fisher
information matrix, green arrows, for the Hopf bifurcation model. The plots also show the samples drawn
from the posterior distributions, translucent blue dots. Eigenvectors are rescaled for each plot to indicate
the relative eigenvalues of both matrices. On the right, diagonal elements of the information matrix are
shown for parameters k1 and k4 in log-scale. Vertical dashed-lines correspond to the A0 values for which
sensitivity-uncertainty comparison is shown on the left. Parameter values and observed time points are the
same as in Figure 6.8. 1000 samples are chosen for each estimation using the rejection sampling method.
Here we are going to show that for a specific set of data and with a non-informative prior it
is possible to estimate the sensitivity matrix, S(θˆ), from the samples of the posterior distribution.
6Please note that lnN (µ,Σ) = C (Σ)− 12 (x−µ)TΣ−1(x−µ)≡ f (θˆ)+ 12 (θ− θˆ)T∇2 f (θˆ)(θ− θˆ)
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This estimation is possible in such a system where observations come from deterministic dynamics
and are blended with homoscedastic Gaussian noise,
δt = y(t,θ)+N (0,σt).
When the inference is made with the expectation of data, δt , and with a flat prior, MAP and
MLE estimates converge to the true parameter vector. By using δt as the observation and replacing
the log-posterior in Eqn. (6.8) with the log-likelihood we obtain,
Lδt (θ) =
1
σ2t
[∇lny(t,θ)]2+(y(t,θ)−δt)T
[
∇2lny(t,θ)
]
,
which simplifies into,
Lδt (θ) =
1
σ2t
[∇lny(t,θ)]2 ,
because the expected value of the dataset, δt , is y(t,θ).
Since Lδt (θ) = S(θ), the variation in the posterior around the parameter vector (Eqn. (6.7))
becomes the inverse of the expected Fisher information matrix:
Σ= I (θ)−1.
We illustrate this relationship using the Hopf bifurcation model we have analysed previously.
For different dynamical behaviours of the model we compare the estimates of the covariance matrix
obtained using posterior samples or the sensitivity matrix. Excellent agreement between the two
methods, seen in Figure 6.11, implies the added advantage of performing sensitivity analysis. In
cases where data can be collected essentially noise-free, or in sufficient amounts so that the MAP
estimate converges to the true value, the sensitivity matrix can be used to assess the uncertainty in
point estimates.
6.6 Summary and discussion
This study presents a universal definition of sensitivity to parametric fluctuations in a Bayesian
framework. As defined in this context, sensitivity is a relative concept depending mainly on the set
of observables, the time points observations are made and the dynamical behaviour of the system.
Although this makes the comparison of the obtained values between different models a rather
difficult task, it provides a critical advantage for improving the effectiveness of the inferences via
more insightful data collection.
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The above results demonstrate that the parameter contribution to dynamics is time-dependent.
Albeit being intuitive, this result emphasizes that judicious temporal sampling can be a useful strat-
egy for producing more discriminatory data. For instance, in some cases sampling randomly rather
than uniformly, or simply obtaining samples from the transient rather than the stationary phases
of a dynamical system may substantially increase the information content of data about specific
parameter combinations. The determining factor in such cases as suggested by our analyses is
the relative contribution of different parameters or different combinations of parameters to various
phases of the temporal progression of system output. Together with suitable experimental proce-
dures and stimuli this relative contribution can, however, be identified to some extent by prior in
silico analysis such as the one pursued here or sensitivity and robustness analysis.
This study demonstrates that the parameter contribution to dynamics is tightly linked with the
type of dynamics observed. We detect a consistent elevation of sensitivities in the proximity of
bifurcations, which is in agreement with the previous observations, van Nes and Scheffer (2003);
Li et al. (2004); Nikolov et al. (2010), but contradicts the expectations of Brown and Sethna (2003)
and Gutenkunst et al. (2007) to observe sloppiness around bifurcation points. We propose that
the elevation of sensitivities is a result of the rate of change in the dynamics — the observable
output in this case — of a system passing through a point delimiting regions of parameter space
with different qualitative behaviour. Since bifurcations are sources of global changes in behaviour,
it is more likely to observe a rapid switch in dynamics at these points rather than anywhere else.
We note however that this statement is not binding as specific parameter sets might cause rapid
changes in dynamics albeit being far away from basin boundaries.
The analysis of incomplete observations suggests a generic framework relating experimental
measurements and collective parameter fittings. As we observe here, the information contained
in the data about a specific parameter depends on the measured components. Data may contain
a great deal of information about a parameter if one observes a specific system output that is
tightly controlled by the parameter under consideration — only of course, if there exists such a
component, and if it is experimentally amenable. Such knowledge can and should, of course,
guide our experimental design.
The relationship between sensitivity analysis and inferential uncertainty stresses the case for
performing such a sensitivity analysis. As defined in here, sensitivity analysis is an assessment of
the way the data should be collected in order to obtain the maximum information about all or a
subset of parameters. The main intention is not to assess the confidence on inferences once they
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have already been made.
Whether the focus is to infer a single parameter or a combination of parameters then becomes
an issue of the information content of the data obtainable from a specific experimental design. Our
observations suggest that the different parameters of a biochemical model (or more generally, any
dynamical system) contribute to the observed dynamics differently. However, no parameter can
easily be deemed as dispensable as we have observed many cases where a sloppy parameter in
one experimental set-up becomes a parameter which induces a bifurcation and thus completely
alters the global dynamics in another set-up. For the complete description of a system data from
disparate experimental designs are necessary.
Overall, the methods such as the one presented here (but also others, see e.g. Gutenkunst et al.
(2007); Ashyraliyev et al. (2008); Liu and Yuan (2010)) can be used for improved and more cost-
effective experimental designs that allow for better model calibration. A particular advantage of
the present approach is that a focus on the expected Fisher information will also allow us, at least
in principle, to study stochastic dynamics.
Using the computational method described here, in agreement with the findings of Gutenkunst
et al. (2007), we observed that the majority of models indeed possess eigenvalues spanning orders
of magnitude. Our interpretation of parameter contribution to the global dynamics — even though
the sensitivity scale is relative to each individual model — exposed clearly the distinction between
the stiff and sloppy raw parameters and their correlations with the eigenvalues of the Bayesian
information matrices.
The broad applicability of the Bayesian approach is likely to advance the field in many aspects
including deterministic and stochastic mechanistic modelling, graphical Gaussian modelling, and
(dynamical) Bayesian networks. The basic approach presented here opens the way for future
computational investigations of metabolic disorders, disease and evolutionary epidemiology, phy-
logenetic studies and population biology.
6.7 Conclusion
The size and complexity of cellular systems make building predictive models an extremely diffi-
cult task. Fitting mechanistic models to time series data can help in this respect, and dynamical
time-course data can be particularly informative for elucidating the structure of the underlying
mechanisms. But even given a model estimating the parameters remains challenging in most real-
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world systems.
Here we introduced a generic Bayesian sensitivity analysis to quantify the dependence of model
output on parametric variations, and also the dependence of the quality of inferences on the ob-
served data. We applied sensitivity/inferability analysis to a large fraction of mechanistic models
currently accumulated in the biobase resource. We introduced sensitivity profiles that concisely
characterize parameter sensitivity (and sloppiness) and demonstrated how this can be connected to
variability in data.
Our analysis allows us to classify parameters with respect to their contribution to the overall
dynamical behaviour of different systems. This association reveals candidate elements of control
in biochemical pathways which may be the subjects of regulation. The Bayesian perspective does
allow us to consider so-called sloppiness in dynamical systems in a novel way. Systematically
linking data and model sloppiness associates the extent of data required for parameter inference
with the model structure and also with the global dynamical state of the system.
With this analysis, we illustrate the limitations of parameter inference and provide practical
guidelines for effective data collection. The comprehensive analysis of so many systems biology
models highlights the need for robust inference in order to draw reliable inferences about complex
systems from sparse and noisy data. Such robust inference approaches will become particularly
worthwhile when we want to compare biological processes (e.g. metabolic dynamics) in different
species.
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Conclusion and Future Prospects
Summary
Biochemical systems are complex. Although complexity may arise from simple interactions, bio-
chemical complexity is mainly accounted for by the large system size and intricate interactions
spanning many organisational levels; these include, for example, cell signalling, metabolism and
genetic regulation. Attempts to model such complexity are often confronted by the inevitable need
to model noise in statistical terms.
In this thesis, we investigated the interplay between deterministic and stochastic dynamics
using a simple logistic map. We observed and analysed the patterns resulting from the interplay
between the structure of the attractors of a deterministic system and intrinsic noise, and arrived
at accurate predictions for the long-term behaviour of this model. The approach introduced is
applicable to any map representing a Poincare´ section of a complex high-dimensional system,
which includes many high profile biochemical models as we demonstrated with the analysis of
circadian oscillations.
Here we also investigated the transformation of intrinsic noise as it is being transferred be-
tween systems of different kinetic properties. In order to apply this analysis in the context of real
biological systems, we developed a framework for extending metabolic models to incorporate the
regulatory dynamics. The results pointed to the importance of kinetic properties and compartmen-
talisation in the management of noisy signals between different levels of organisation in a cell.
Models built using this approach were able to accommodate directly the gene expression data,
and in turn, translate these into plausible metabolic profiles. The potential use of this method and
the importance of relating transcriptomic data to concrete biological problems encouraged us to test
the validity of the generated profiles. We have therefore applied the method to an economically
important plant disease, powdery mildew. The obtained metabolic profiles conformed well with
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the observed behaviour of the pathogen, Blumeria graminis, through the life cycle on its natural
host. The results also agree with the germination behaviour observed on other natural or artifi-
cial surfaces examined. Metabolic profiles improved our ability to interpret the original data and
brought us one step closer to understanding in an evolutionary context how the fungus manages
to thrive on various energy sources, but constrain itself to its natural host for optimal growth and
dispersion.
Signals are also communicated between different biological systems; they can here be inter-
preted as inputs or parameters of the receiving system. We have already demonstrated the effects
of parametric variation on system output, i.e. the metabolic profiles, in terms of gene expression
analysis. As a final challenge, we sought to understand parametric variation better by developing
a novel sensitivity analysis approach that allows us to characterise the behaviour of dynamical,
in particular biological, systems. Using a Bayesian inferential framework, we improved over the
existing approaches (Oakley and O’Hagan, 2004; Gutenkunst et al., 2007; Daniels et al., 2008;
Hafner et al., 2009; Liu and Yuan, 2010; Nikolov et al., 2010), and were able to explicitly associate
parameter sensitivity with parameter inference and also with the information content of data. By
doing this, we were in turn able to understand better the sources of sloppiness, a virtue frequently
observed in the current collection of biochemical models. Linking sensitivity to observed (and
observable) data underlined the limitations of parameter inference; specifically the measurement
error, temporal sampling, proximity to bifurcations — or changes in the basin of attraction — and
the availability of system components for observation. With this approach, it will be possible to
design experiments tailored for more efficient and robust inferences.
Conclusion
This research contributes largely to the understanding of biochemical systems by studying the
noise inherent to experimental observations. The framework for extending and integrating models
of related context accounts also for the noise communicated across different models, and provides
us with improved understanding of microarray data. This method is readily applicable to many
models of metabolic pathways that are already widely used or currently being developed. Bringing
gene regulation data into a metabolic context emphasizes the added value of targeted and accurate
data acquisition for a small subset of genes in addition to the whole-genome transcriptomic data.
Finally, sensitivity analysis of many biochemical models raises awareness about the limitations
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of current approaches of parameter inference, and will potentially guide with future experimental
designs for more informative experiments and improved inferences.
Future Work
This research suggests that there is need for extending application of sensitivity analysis also to
the noisy observations of stochastic systems. By doing so, it will be possible to analyse all three
types of noise, i.e. intrinsic noise, parametric variation (which contributes to extrinsic noise) and
measurement error, in a single framework. Development of such an approach especially for the
most interesting biochemical models where the likelihood is computationally very expensive to
calculate, is a non-trivial task, and a rich subject for future research.
Sensitivity as defined here resembles closely of the concept of genotypic robustness (Wagner,
2008; Whitacre, 2010). It may be possible to relate parametric variations resulting in dynamic
changes to genotypic variations resulting in phenotypic changes. This resemblance encourages the
search for a link between parameter sensitivities, evolvability, and the robustness of system be-
haviour to changes in the corresponding system components. However, because of the insufficient
number of current models making explicit links to heritable genetic material, and the degeneracy
of many biological processes, this work is extremely challenging. Consequently, this question is a
rich field for future research.
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GLOSSARY OF TERMS
Glossary of Terms
CME Chemical master equation. A stochastic modelling approach for
biochemical reaction systems in discrete state space
23
FPE Fokker-Planck equation. A linear partial differential equation sys-
tem describing stochastic processes in continuous time and state
space
31
MAP estimate Maximum a posteriori estimate. A point estimate for a param-
eter value obtained at the maximum of a multivariate posterior
distribution
60
ML estimate (MLE) Maximum likelihood estimate. A point estimate for a parameter
value obtained at the maximum of a likelihood surface
52
ODE Ordinary differential equation. A deterministic equation system
in continuous time and state space
40
QSSA Quasi-steady-state assumption. The assumption of nearly steady-
state conditions for fast evolving system components
85
SDE Stochastic differential equation. A differential equation system
describing stochastic processes in continuous time and state space
34
SSA Stochastic simulation algorithm of Gillespie 29
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Technical Appendix
A.1 Characteristic functions
A characteristic function of a probability distribution is given by the complex conjugate of the
Fourier transform:
ψX(t) = 〈eitX〉
where X is a random number obeying the corresponding distribution and t is the frequency domain
of the probability function. Some of the properties of characteristic functions are
ψaX(t) = 〈eitaX〉= ψX(at),
where a is a constant, and
ψX+Y (t) = 〈eit(X+Y )〉= 〈eitX eitY 〉= ψX(t)ψY (t).
We can also write the exponential in ψX(t) using Taylor’s approximation, which is:
ex ≈ 1+ x+ x
2
2
+
x3
3!
+ · · ·+ x
n
n!
.
Therefore,
ψX(t) = 〈eitX〉= 〈1+ itX + (itX)
2
2
+O(t3)〉.
which simplifies to
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ψX(t) = 1− t
2
2
+O(t3)
for X with µ = 0 and σ= 1.
A.1.1 The characteristic function of Gaussian distribution
Here we calculate the characteristic function of a Gaussian distribution with mean µ and variance
σ2. The corresponding probability distribution function is
P(x) =
1
σ
√
2pi
exp
(
(x−µ)2
2σ2
)
.
Accordingly, the characteristic function is calculated as
φ(s,x) =
Z ∞
−∞
exp(isx)P(x)dx =
1
σ
√
2pi
Z ∞
−∞
exp(isx)exp
(
(x−µ)2
2σ2
)
dx
φ(s,x) =
1
σ
√
2pi
Z ∞
−∞
exp
(
−x
2−2µx+µ2−2σ2isx
2σ2
)
dx
φ(s,x) =
[
1
σ
√
2pi
Z ∞
−∞
exp
(
(x− (µ+ isσ2))2
2σ2
)
dx
]
exp
(
2σ2isµ+(is)2σ4
2σ2
)
.
Finally,
φ(s,x) = exp
(
isµ− 1
2
s2σ2
)
.
A.2 Ito’s formula
By using an arbitrary function, f (x), and the SDE
dx = µ(x)dt+σ(x)dWt ,
we can derive Ito’s equation for the function f (x). Applying Taylor’s expansion to the derivative
of f (x) we obtain
d f (x) = f (x+dx)− f (x) = δ
δx
f (x)dx+
1
2
δ2
δx2
f (x)dx2+O(dx3). (A.1)
Please note that
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dx2 = µ(x)2dt2+2µ(x)σ(x)dtdWt +σ(x)2dW 2t ≈ σ(x)2dt.
By replacing dx and dx2 in Eqn. (A.1) we obtain the Ito’s formula:
d f (x) =
(
µ(x)
δ
δx
f (x)+
1
2
σ(x)2
δ2
δx2
f (x)
)
dt+σ(x)dWt
δ
δx
f (x)
A.3 Multivariate stochastic differential equation
Here we demonstrate the validity of the conversion from an M-dimensional (number of reactions)
to an N-dimensional (number of species) SDE. Let us consider only the diffusion coefficients to be
non-zero; thus the corresponding SDE is
SDEa,dx= S
√
diag{h(x)}dW [M]t
with dW [M]t being a vector of size M. We would like to prove the equivalence of the above equation
to:
SDEb,dx=
√
Sdiag{h(x)} S′ dW [N]t
where the dW [N]t is a vector of size N. Let us consider the equation for the variance-covariance
matrix for the set of dx= [dx1 . . .dxN ]′, which is:
Σ= 〈[dx−〈dx〉][dx−〈dx〉]′〉
Since 〈dx〉= 0, the equation reduces to:
Σ= 〈dx×dx′〉
Σ= 〈S
√
diag{h(x)}[dW [M]t ]× [dW [M]t ]′
√
diag{h(x)}S′〉
Using the properties of the Wiener process
〈dW 2t 〉= dt
〈dW it dW jt 〉= 0
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we calculate:
〈[dW [M]t ]× [dW [M]t ]′〉= I [M×M]dt
where I is the identity matrix of size M×M. Therefore the variance-covariance matrix for SDEa
becomes:
Σ= Sdiag{h(x)} S′dt
To conclude, the multi-variate Gaussian distribution with the above variance-covariance matrix
is equal to:
SDEa = SDEb = dx=
√
Sdiag{h(x)} S′ dW [N]t
A.4 Quasi-steady-state assumption
Deterministic and stochastic models of biochemical reactions greatly simplify with the introduction
of the quasi-steady-state assumption (QSSA). According to this, a reaction system is composed of
two types of species: the primary species and the intermediate species. Primary species are the
observables whose quantities are modelled with respect to other primary and intermediate species.
Intermediate species, on the other hand, quickly appear and disappear from the system with fast
reactions affecting the primary species only on average.
In deterministic systems QSSA permits the elimination of intermediate species by setting their
time derivatives to zero. An extended discussion of the subject is given in Appendix A.5. In
this section, however, we will discuss the validity of QSSA in stochastic systems. The following
arguments are explained in more detail in Rao and Arkin (2003).
Let the vector x denote the primary species and y denote the intermediate species in a reacting
system. The CME describing the time evolution of the system (Eqn. (2.11)) is:
d
dt
P(x,y; t) =∑
µ
{hµ(x−vx·µ,y−vy·µ)P(x−vx·µ,y−vy·µ; t)−hµ(x,y)P(x,y; t)}
where hµ(·) is the propensity function and vx·µ and vy·µ denote the corresponding changes in the
number of species for reaction µ for primary and intermediate species respectively.
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According to the QSSA, the joint probability density can be written as:
P(x,y; t) = P(y|x; t)P(x; t)
Therefore,
d
dt
P(x,y; t) = P(y|x; t) d
dt
P(x; t)+P(x; t)
d
dt
P(y|x; t)
QSSA states that,
d
dt
P(y|x; t)≈ 0 and P(y|x; t)≈ P(y|x)
Therefore,
P(y|x) d
dt
P(x; t) =
∑
µ
{hµ(x−vx·µ,y−vy·µ)P(y−vy·µ|x−vx·µ)P(x−vx·µ; t)−hµ(x,y)P(y|x)P(x; t)}
Since ∑y P(y|x) = 1,
∑
y
P(y|x) d
dt
P(x; t) =
d
dt
P(x; t)
=∑
µ
{gµ(x−vx·µ)P(x−vx·µ; t)−gµ(x)P(x; t)}
where
gµ(x),∑
y
hµ(x,y)P(y|x)
is the conditional expectation for the propensity function.
The conditional expectation function can in some cases be calculated analytically using the
ODE systems. Michaelis-Menten enzyme kinetics forms a nice example of this, where the CME
of an enzymatic reaction can be approximated as the following:
d
dt
P(x; t) =
Vmax(x+1)
Km+(x+1)
P(x+1; t)− Vmaxx
Km+ x
P(x; t)
where x is the concentration of substrate and Vmax and Km are kinetic parameters.
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A.5 ODE systems
In this section, we present the analysis of a series of deterministic systems whose solution are
frequently used in the modelling of biochemical reactions. We apply the QSSA presented in Ap-
pendix A.4 where possible to reduce the dimension of the systems.
A.5.1 Stability in 2D linear ODE systems
The analysis of two-dimensional linear homogenous ODE systems is thoroughly discussed in Stro-
gatz (2000). In this section, we are going to introduce a brief study of the subject for the clarity of
topics treated in the text.
The general ODE system of interest is
x˙= Ax,
where x is an n-dimensional vector of system components, and A is an n× n-dimensional coeffi-
cient matrix.
If A is a diagonal matrix, where each component is uncoupled from another, the solution of the
system is given by
x(t) = eλtv,
where v is a fixed vector, eigendirection, and λ is the eigenvalue of the vector along that direction.
This result follows from the time derivative of x where λeλtv = Aeλtv; therefore, λv = Av.
The stability of a solution is directly related to the eigenvalues along the eigendirections. For
instance, if all the eigenvalues of a system are negative, any trajectory will eventually approach to
the fixed point rendering it stable.
We can perform a more detailed analysis of eigenvalues with a 2× 2 system. Let us consider
the matrix
A =
 a b
c d
 .
Accordingly, we can calculate the eigenvalues of A by using the characteristic equation
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det(A−λI) = det
 a−λ b
c d−λ
= 0,
which is
λ2− τλ+∆= (λ−λ1)(λ−λ2) = 0,
where
λ1,2 =
1
2
(
τ±
√
τ2−4∆
)
τ= trace(A) = a+d = λ1+λ2
∆= determinant(A) = ad−bc = λ1λ2,
and λ1,2 are the solutions of the equation, i.e. eigenvalues of the matrix. At this point, we are left
with a bunch of possibilities for the values of λ1 and λ2. Here we present a summary omitting
the borderline cases which are carefully discussed in Strogatz (2000). Fig. A.1 shows a quick
guideline for the demonstration of the following options:
• ∆ < 0 means one of the eigenvalues is negative and the other is positive. Therefore, as tra-
jectories approach one of the eigendirections, they travel away from the other eigendirection
forming a saddle-like shape. Due to this, the fixed point with such a property is called a
saddle node.
• ∆ > 0 means both eigenvalues are either negative or positive. If both eigenvalues are neg-
ative (τ < 0), the fixed point is stable. Conversely, if both of them are positive (τ > 0), the
fixed point is unstable. ∆ being positive permits the observation of complex eigenvalues.
According to this, we have the following options:
* τ2− 4∆ > 0 means both eigenvalues are real. Therefore, trajectories move towards or
away from the fixed point exponentially.
* τ2 − 4∆ < 0 means both eigenvalues are imaginary. Therefore, the solution of the
system will be in the form
x(t) = e(α±ωi)tv,
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∆
τ
saddle
nodes
unstable
nodes
stable
nodes
unstable spirals
stable spirals
τ2 − 4∆ = 0
l l l
saddle node unstable node stable spiral
Figure A.1: Classification of fixed points in two-dimensional linear homogenous ODE systems.
where α is the real and ω is the imaginary part of the eigenvalues. Since
eωit = cosωt+ isinωt
according to Euler’s formula, the solution will perform oscillatory behaviour. There-
fore, we are going to observe stable or unstable spirals instead of nodes.
A.5.2 Hill equation
The Hill equation describes the fast dynamics of reversible homogenous polymerisation reactions
(Hill, 1910). The reaction of subject is
nX
kd

k f
Xn.
The deterministic rate of formation is k f [X ]n and that of dissociation is kd[Xn], where [] denotes
the concentration of the species. Let
xt = [X ]+n[Xn] = constant.
At equilibrium,
k f [X ]n = kd[Xn].
The Hill equation describes the fraction of polymerised x with respect to the total monomer
concentration at equilibrium:
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Φ,
n[Xn]
[X ]+n[Xn]
.
Replacing
[Xn] =
k f
kd
[X ]n,
the equation becomes
Φ=
κ[X ]n−1
1+κ[X ]n−1
,
where κ= n k fkd .
A.5.3 Michaelis-Menten kinetics
Michaelis-Menten equation describes the Hill-type behaviour of a large spectrum of enzymatic
reactions occurring in biological systems. The set of reactions is
E +S
kd

k f
ES kcat−→ E +P,
where [E] denotes the free enzyme, [S] denotes the free substrate, [P] denotes the free product, and
[ES] denotes the enzyme-bound substrate concentration. Therefore, the set of differential equations
describing the full system is
d
dt
[E] = kc[ES]+ kd[ES]− k f [E][S]
d
dt
[S] = kd[ES]− k f [E][S]
d
dt
[ES] = k f [E][S]− kc[ES]− kd[ES]
d
dt
[P] = kc[ES].
If we assume that the substrate concentration is higher than the enzyme concentration per-
mitting the fast reaction kinetics, we can also assume that [ES] will be an intermediate species.
Therefore, we can set its time derivative to zero,
d
dt
[ES] = 0 = k f [E][S]− kc[ES]− kd[ES].
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So,
[ES] =
k f
kc+ kd
[E][S] =
1
Km
[E][S],
where the enzyme affinity parameter Km = (kc+ kd)/k f .
Let us assume that the total enzyme concentration in the system is constant. Therefore,
Et = [E]+ [ES]
[ES] = Et− [E] = Et−Km[ES] 1[S]
[ES] =
Et [S]
Km+[S]
.
According to this, we can convert the reaction system into
S−→ P
by replacing [ES] in the time derivative of [P],
d
dt
[P] = kcat [ES] =
kcatEt [S]
Km+[S]
=
Vmax[S]
Km+[S]
,
where the maximum enzyme activity Vmax = kcatEt .
A.5.4 Goldbeter-Koshland equation
Antagonistic enzymatic reactions has been proposed to be used by metabolism as “on-off switches”
with high sensitivity (Goldbeter and Koshland, 1981; Tyson et al., 2003). The fundamental reaction
system is
d
dt
x∗ =
V fmax(xT − x∗)
K fm+(xT − x∗)
− V
b
maxx
∗
Kbm+ x∗
where x∗ is the product of forward reaction, xT is the total substrate concentration, V
f
max, K
f
m and
V fmax, K
f
m are the kinetic constants for forward and backward reactions respectively. In order for
the Michaelis-Menten kinetics to hold, we will assume that the substrate concentrations are higher
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than the enzyme concentrations. Therefore, we are not interested in the extreme cases where all of
the substrates are converted into one of the two different types, i.e. x or x∗.
Under the assumption of fast reaction kinetics where the equilibrium is reached faster than the
rest of the reaction system, we can set the time derivative of x∗ to zero. Therefore,
V fmax(xT − x∗)(Kbm+ x∗) =V bmaxx∗[K fm+(xT − x∗)].
The feasible solution of this equation to give the ratio of x∗ to the total substrate concentration
is called the Goldbeter-Koshland equation,
x∗
xT
= G(V fmax,V
b
max,
K fm
xT
,
Kbm
xT
),
where
G(u,v,J,K) =
2uK
(v−u+ vJ+uK)+
√
(v−u+ vJ+uK)2−4(v−u)uK .
When J  1 and K  1, this reaction system results in a sigmoidal signal-response curve,
which is graded and reversible, called zero-order ultrasensitivity.
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The Integrated Model of Glycolysis
B.1 The model definition
This section summarises the glycolysis model based on that of Teusink et al. (2000) and Pritchard
and Kell (2002). The original model defines some of the fluxes flowing outside the system with
fixed rate constants. In order to avoid observing negative concentrations, we modify the model
rendering the trehalose, succinate, and glycogen conversion fluxes dependent on the corresponding
metabolites. We also define the conversion reactions for glycogen and trehalose reversible with
equal forward and backward kinetic rates.
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Table B.1: Metabolites in the glycolysis model.
Abbreviation Metabolite Note
GLCi Glucose internal
ATP Adenosine triphosphate
G6P Glucose-6-phosphate
ADP Adenosine diphosphate
F6P Fructose-6-phosphate
F16bP Fuctose-1,6-bisphosphate
AMP Adenosine monophosphate
DHAP Dihydroxyadenosine phosphate
GAP Glyceraldehyde-3-phosphate
NAD Nicotinamide adenine dinucleotide oxidised
BPG 1,3-bisphosphoglycerate
NADH Nicotinamide adenine dinucleotide reduced
P3G 3-phosphoglycerate
P2G 2-phosphoglycerate
PEP Phosphoenolpyruvate
PYR Pyruvate
AcAld Acetaldehyde
Succinate Succinate constant
Trehalose Trehalose constant
Glycogen Glycogen constant
Glycerol Glycerol constant
EtOH Ethanol constant
CO2 Carbondioxide constant
F26bP Fructose-2,6-bisphosphate constant
GLCo Glucose external, constant
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Table B.2: Enzymes and reactions in the glycolysis model.
Abbreviation Name Reaction Regulators
HXT Hexose transferase GLCo GLCi
HK Hexokinate GLCi + ATP G6P + ADP
PGI Phosphoglucoisomerase G6P F6P
PFK Phosphofructokinase F6P + ATP→ F16bP + ADP AMP, F26bP
ALD Aldolase F16bP DHAP + GAP
TPI* Triphosphate isomerase DHAP GAP
GAPDH** Glyceraldehyde-3P dehydrogenase GAP + NAD BPG + NADH
PGK Phosphoglycerate kinase BPG + ADP P3G + ATP
PGM Phosphoglyceromutase P3G P2G
ENO Enolase P2G PEP
PYK Pyruvate kinase PEP + ADP PYR + ATP
PDC Pyruvate decarboxylase PYR→ AcAld + CO2
ADH Alcohol dehydrogenase EtOH + NAD AcAld + NADH
ATPase* ATPase ATP→ ADP
AK* Adenylate kinase 2ADP ATP + AMP
G3PDH Glycerol-3P dehydrogenase DHAP + NADH→ Glycerol + NAD
Glycogen Branch* Glycogen synthesis cascade G6P + ATP ADP + Glycogen
Trehalose Branch* Trehalose synthesis cascade 2G6P + ATP ADP + Trehalose
Succinate Branch* Succinate synthesis cascade 2AcAld + 3NAD→ Succinate + 3NADH
*Mass action kinetics. **The Vmax for forward reaction is conditioned on the Vmax for backward reaction.
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B.2 Jackknife and bootstrap simulations for the metabolome
analysis of Blumeria graminis
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Figure B.1: Jackknife simulations for the growth of B. graminis on different surfaces. Each column repre-
sents the behaviour of the pathogen on barley, wheat, cellulose, and glass respectively. Each row presents
a comparison of ATP synthesis when the regulation data from a different enzyme is omitted (shown in the
title of each histogram). The order of time points and the threshold are as given in Fig. 5.4. With the exemp-
tion of the reaction catalysed by glyceraldehyde-3P dehydrogenase (GAPDH), the results suggest similar
conclusions as the original data set. Each simulation was repeated 1000 times.
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Figure B.2: Bootstrap simulations for the growth of B. graminis on different surfaces (Part 1).
181
B.2. JACKKNIFE AND BOOTSTRAP SIMULATIONS FOR THE METABOLOME ANALYSIS OF BLUMERIA GRAMINIS
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Barley
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Wheat
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Cellulose
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Glass
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Barley
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Wheat
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Cellulose
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Glass
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Barley
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Wheat
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Cellulose
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Glass
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Barley
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Wheat
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Cellulose
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Glass
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Barley
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Wheat
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Cellulose
1.95 2.00 2.05 2.10 2.15 2.20 2.25
ATP concentration (mM)
Glass
Figure B.2: Bootstrap simulations for the growth of B. graminis on different surfaces (Part 2).
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Figure B.2: Bootstrap simulations for the growth of B. graminis on different surfaces (Part 3).
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Figure B.2: Bootstrap simulations for the growth of B. graminis on different surfaces (Part 4). Histograms
in each row represent the behaviour of the pathogen on barley, wheat, cellulose, and glass respectively. Each
row presents histograms of ATP from a different bootstrap sample from the original data, which sums up to
20 different samples. The results suggest similar conclusions as the original data set. Each simulation was
repeated 1000 times.
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Appendix C
Sensitivity Profiles for Biobase
We show in this chapter the sensitivity profiles for the model set. We observe the prevalence
of sloppiness in these models judging by how the eigenvalues are distributed over many orders
or magnitude. We also observe a strong association between the parameter contributions to the
eigendirections and the conventional parameter sensitivities for most of the models analysed. The
profiles also display the effects of variations in parameter combinations by effectively displaying
the eigenvectors of the sensitivity matrices at each row.
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Table C.1: The list of models in the model set.
No. BioModels ID Name
1 001 Edelstein1996 EPSP AChEvent
2 002 Edelstein1996 EPSP AChSpecies
3 003 Goldbeter1991 MinMitOscil
4 004 Goldbeter1991 MinMitOscil ExplInact
5 005 Tyson1991 CellCycle 6var
6 006 Tyson1991 CellCycle 2var
7 008 Gardner1998 CellCycle Goldbeter
8 009 Huang1996 MAPK ultrasens
9 010 Kholodenko2000 MAPK feedback
10 011 Levchenko2000 MAPK noScaffold
11 012 Elowitz2000 Repressilator
12 013 Poolman2004 CalvinCycle
13 014 Levchenko2000 MAPK Scaffold
14 015 Curto1998 purineMetabol
15 016 Goldbeter1995 CircClock
16 018 Morrison1989 FolateCycle
17 020 hodgkin-huxley squid-axon 1952
18 021 Leloup1999 CircClock
19 022 Ueda2001 CircClock
20 023 Rohwer2001 Sucrose
21 026 Markevich2004 MAPK orderedElementary
22 027 Markevich2004 MAPK orderedMM
23 028 Markevich2004 MAPK phosphoRandomElementary
24 029 Markevich2004 MAPK phosphoRandomMM
25 030 Markevich2004 MAPK AllRandomElementary
26 031 Markevich2004 MAPK orderedMM2kinases
27 032 Kofahl2004 pheromone
28 033 Brown2004 NGF EGF signaling
29 035 Vilar2002 Oscillator
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No. BioModels ID Name
30 036 Tyson1999 CircClock
31 037 Marwan Genetics 2003
32 038 Rohwer2000 Phosphotransferase System
33 039 Marhl2000 CaOscillations
34 040 Field1974 Oregonator
35 041 Kongas2001 creatine
36 042 Nielsen1998 Glycolysis
37 043 Borghans1997 CaOscillation model1
38 045 Borghans1997 CaOscillation model3
39 046 Olsen2003 peroxidase
40 047 Oxhamre2005 Ca oscillation
41 048 Kholodenko1999 EGFRsignaling
42 049 Sasagawa2005 MAPK
43 050 Martins2003 AmadoriDegradation
44 051 Chassagnole2002 Carbon Metabolism
45 052 Brands2002 MonosaccharideCasein
46 054 Ataullahkhanov1996 Adenylate
47 057 Sneyd2002 IP3 Receptor
48 058 Bindschadler2001 coupled Ca oscillators
49 059 Fridlyand2003 Calcium flux
50 060 Keizer1996 Ryanodine receptor adaptation
51 061 Hynne2001 Glycolysis
52 062 bhartiya2003 tryptophan operon
53 063 Galazzo1990 pathway kinetics
54 064 Teusink2000 Glycolysis
55 065 Yildirim2003 Lac Operon
56 066 Chassagnole2001 Threonine Synthesis
57 067 Fung2005 Metabolic Oscillator
58 068 Curien2003 MetThr synthesis
59 069 Fuss2006 MitoticActivation
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No. BioModels ID Name
60 070 Holzhutter2004 Erythrocyte Metabolism
61 071 Bakker2001 Glycolysis
62 072 Yi2003 GproteinCycle
63 073 Leloup2003 CircClock DD
64 074 Leloup2003 CircClock DD REV-ERBalpha
65 075 Xu2003 Phosphoinositide turnover
66 076 Cronwright2002 Glycerol Synthesis
67 078 Leloup2003 CircClock LD
68 079 Goldbeter2006 weightCycling
69 080 Thomsen1989 AdenylateCyclase
70 081 Suh2004 KCNQ Regulation
71 082 Thomsen1988 AdenylateCyclase Inhibition
72 083 Leloup2003 CircClock LD REV-ERBalpha
73 084 Hornberg2005 ERKcascade
74 085 Maurya2005 GTPaseCycle reducedOrder
75 086 Bornheimer2004 GTPaseCycle
76 088 Maeda2006 MyosinPhosphorylation
77 089 Locke2006 CircClock LL
78 090 Wolf2001 respiratory oscillations
79 092 Fuentes2005 ZymogenActivation
80 093 Yamada2003 JAK STAT pathway
81 094 Yamada2003 JAK STAT SOCS1 knockout
82 095 Zeilinger2006 PRR7-PRR9-Y
83 096 Zeilinger2006 PRR7-PRR9light-Y
84 097 Zeilinger2006 PRR7-PRR9light-Yprime
85 098 Goldbeter1990 Ca Oscillations
86 099 Laub1998 SpontaneousOscillations
87 101 Vilar2006 TGFbeta
88 102 Legewie2006 apoptosis WT
89 103 Legewie2006 apoptosis NC
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No. BioModels ID Name
90 104 Klipp2002 MetabolicOptimization linearPathway(n=2)
91 106 Yang2007 ArachidonicAcid
92 107 Novak1993 M phase control
93 108 Kowald2006 SOD
94 109 Haberichter2007 cellcycle
95 110 Qu2003 CellCycle
96 112 Clarke2006 Smad signalling
97 113 Dupont1992 Ca dpt protein phospho
98 114 Somogyi1990 CaOscillations
99 115 Somogyi1990 CaOscillations SingleCaSpike
100 116 McClean2007 CrossTalk
101 117 Dupont1991 CaOscillation
102 118 Golomb2006 SomaticBursting
103 119 Golomb2006 SomaticBursting nonzero[Ca]
104 121 Clancy2001 Kchannel
105 123 Fisher2006 NFAT Activation
106 124 Wu2006 K+Channel
107 125 Komarova2005 TheoreticalFramework BasicArchitecture
108 128 Bertram2006 Endothelin
109 137 Sedaghat2002 InsulinSignalling noFeedback
110 138 Tabak2007 dopamine
111 143 Olsen2003 neutrophil oscillatory metabolism
112 145 Wang2007 ATP induced Ca Oscillation
113 146 Hatakeyama2003 MAPK
114 147 ODea2007 IkappaB
115 148 Komarova2003 BoneRemodeling
116 149 Kim2007 Wnt ERK Crosstalk
117 150 Morris2002 CellCycle CDK2Cyclin
118 151 Singh2006 IL6 Signal Transduction
119 156 Zatorsky2006 p53 Model5
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No. BioModels ID Name
120 157 Zatorsky2006 p53 Model4
121 158 Zatorsky2006 p53 Model2
122 159 Zatorsky2006 p53 Model1
123 160 Xie2007 CircClock
124 161 Eungdamrong2007 Ras Activation
125 162 Hernjak2005 Calcium Signaling
126 163 Zi2007 TGFbeta signaling
127 164 SmithAE2002 RanTransport
128 165 Saucerman2006 PKA
129 167 Mayya2005 STATmodule
130 168 Obeyesekere1999 CellCycle
131 169 Aguda1999 CellCycle
132 170 Weimann2004 CircadianOscillator
133 172 Pritchard2002 glycolysis
134 173 Schmierer 2008 Smad Tgfb
135 176 Conant2007 WGD glycolysis 2A3AB
136 177 Conant2007 glycolysis 2C
137 178 Lebeda2008 bot tox paralysis
138 179 TaeHwanKim2007 Cellular Memory Asymmetric Model
139 180 TaeHwanKim2007 Cellular Memory Symmetric Model
140 182 Neves2008 Cell Shape
141 183 Stefan2008 calmodulin allostery
142 184 Lavrentovich2008 Ca Oscillations
143 185 Locke2008 Circadian Clock
144 186 Ibrahim2008 Spindle Assembly Checkpoint dissociation
145 187 Ibrahim2008 Spindle Assembly Checkpoint convey
146 188 Proctor2003 p53 Mdm2 ATM
147 189 Proctor2008 p53 Mdm2 ARF
148 190 Rodriguez-Caso2006 Polyamine Metabolism
149 191 Montaez2008 Arginine catabolism
190
No. BioModels ID Name
150 192 Grlich2003 RanGTP gradient
151 193 Ibrahim2008 MCC assembly model KDM
152 194 Ibrahim2008 Cdc20 Sequestring Template Model
153 197 Bartholome2007 MDCKII
154 198 Stone1996 NOsGC
155 199 Santolini2001 nNOS Mechanism Regulation
156 203 Chickarmane2006 StemCell Switchreversible
157 204 Chickarmane2006 StemCell Switchirreversible
158 206 Wolf2000 Glycolytic Oscillations
159 207 Romond1999 CellCycle
160 208 Deineko2003 CellCycle
161 209 Chickarmane2008 StemCell lineageDetermination
162 210 Chickarmane2008 StemCell NANOG GATA6switch
163 213 Nijhout2004 Folate Cycle
164 215 Schulz2009 Th1 differentiation
165 216 Hong2009 CircadianClock
166 218 Singh2006 TCA mtu model2
167 219 Singh2006 TCA mtu model1
168 220 Albeck2008 extrinsic apoptosis
169 221 Singh2006 TCA Ecoli acetate
170 222 Singh2006 TCA Ecoli glucose
171 223 Borisov2009 EGF Insulin Crosstalk
172 224 meyer1991 ICC buffered
173 225 Westermark2003 Pancreatic GlycOsc basic
174 226 Radulescu2008 NFkB hierarchy M 14 25 28 Lipniacky
175 227 Radulescu2008 NFkB hierarchy M 39 65 90
176 228 Swat2004 Mammalian G1 S Transition
177 229 Ma2202 cAMP oscillations
178 230 Ihekwaba2004 NFkB Sensitivity
179 231 Valero2006 Adenine TernaryCycle
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Figure C.1: Sensitivity profiles for all the models in the model set (Part 1).
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Figure C.1: Sensitivity profiles for all the models in the model set (Part 2).
193
Figure C.1: Sensitivity profiles for all the models in the model set (Part 3).
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Figure C.1: Sensitivity profiles for all the models in the model set (Part 4).
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Appendix D
The Smallest Chemical Reaction System
with a Hopf Bifurcation
The set of ODEs for the Hopf bifurcation system is given by the following set of equations (Wil-
helm and Heinrich, 1995; Kirk et al., 2008):
x˙1 = A0 k1 x1− k4 x1− k2 x1 x2
x˙2 = −k3 x2+ k5 x3
x˙3 = k4 x1− k5 x3
The system has three dimensions with six parameters in total including the species A0 whose
concentration is fixed. There are two fixed points, which obey the relationships,
p1 =

0
0
0
 , p2 =

k3
k4
A0 k1−k4
k2
k3
k5
A0 k1−k4
k2
A0 k1−k4
k2
 (D.1)
By linearising the ODEs at these fixed points, using the initial point (1,1,1)T, and the parame-
ters, k1 = 1, k2 = 0.01, k3 = 1, k4 = 0.5, k5 = 1, we observe that the system settles on the attractor
p1 for A0 < 0.5, and then on p2 for A0 > 0.5. In Figure D.1, we show the three eigenvalues of the
linearised system for the corresponding attractors with respect to the parameter A0.
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Figure D.1: The three distinct global dynamical behaviours for the Hopf bifurcation system.The plot shows
the stability of the system for the attractors p1 for A0 < 0.5, and for p2 for A0 > 0.5. The system rests on
a stable node for the attractor p1. Following the transfer to p2, the system encounters a Hopf bifurcation at
A0 = 2.5, which transforms the dynamics from a stable node into a stable limit cycle. The three eigenvalues
of the system are coloured in red, green, and blue.
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