OpenStreetMap (OSM) is an extraordinarily large and diverse spatial database of the world. Road networks are amongst the most frequently occurring spatial content within the OSM database. These road network representations are usable in many applications. However the quality of these representations can vary between locations. Comparing OSM road networks with authoritative road datasets for a given area or region is an important task in assessing OSM's fitness for use for applications such as routing and navigation. Comparisons such as these can be technically challenging and no software implementation exists which facilitates such comparisons easily and automatically. In this paper we develop and propose a flexible methodology for comparing the geometry of OSM road network data with other road datasets. Quantitative measures for the completeness and spatial accuracy of OSM are computed including the compatibility of OSM road data with other map databases. Our methodology provides users with significant flexibility in how they can adjust the parameterisation to suit their needs. This software implementation is exclusively built on open source software and a significant degree of automation is provided for these comparisons. This software can subsequently be extended and adapted for comparison between OSM and other external road datasets. have shown that while the number of these contributors actually contributing more than a few perfunctory or exploratory edits is in the tens of thousands the project continues to display incredible growth rates in terms of contributors and the volume of spatial data in the global database. OSM is being used as the source of spatial data for many researchers while the entire project ecosystem itself (the community, motivation of OSM volunteers, etc.) has become the source of increased academic research attention (Arsanjani et al. 2015b).
Introduction and motivation for this work
OpenStreetMap (OSM) is probably the most popular Volunteered Geographic Information (VGI) project on the Internet today. In early 2015 OSM announced that the number of registered contributors to the project had exceeded two million. Several studies (Mooney and Corcoran 2014; Neis and Zipf 2012) have shown that while the number of these contributors actually contributing more than a few perfunctory or exploratory edits is in the tens of thousands the project continues to display incredible growth rates in terms of contributors and the volume of spatial data in the global database. OSM is being used as the source of spatial data for many researchers while the entire project ecosystem itself (the community, motivation of OSM volunteers, etc.) has become the source of increased academic research attention (Arsanjani et al. 2015b ).
There have been many concerns raised about the quality, accuracy and general fitness-for-use and fitness-for-purpose of VGI data (Ali et al. 2014) . Indeed OSM is the subject and basis for many of these concerns. The use of OSM as a source of spatial data is often justified by highlighting the very high financial cost of accessing and using spatial data collected and produced by National Mapping Agencies (NMA) and Commercial Mapping Companies (CMC) (Arsanjani et al. 2015a ) and the fact that it is often more up-to-date (Goodchild 2007) . The situation regarding access to these data has changed in the past number of years. Many NMA and CMC are making some or all of their spatial data products available as Open Data. The availability of these authoritative spatial datasets as Open Data has provided many opportunities for researchers to investigate the quality of VGI data such as OSM against authoritative spatial data from NMA and CMC.
Having access to these datasets does not mean that comparisons are easily carried out. Comparing two or more spatial datasets against each other is a challenging geocomputation problem. In the case of comparing a VGI dataset against a NMA or CMC dataset there are technical challenges caused by how the datasets are generated, organised and managed. Usually VGI and NMA/CMC datasets exist for different reasons and are managed, curated, edited, updated etc. under 
Background and Related Work
The task of comparing OSM data to authoritative datasets such as those produced by National Mapping Agencies (NMA) or Commercial Mapping Companies (CMC) has attracted significant attention in the literature over the past number of years. Despite this attention these comparisons display different levels of automation, are carried out for different purposes and focus on different aspects of comparison such as line features, polygons or attributes. In many of these comparisons the authors are attempting to assess or quantify the quality of OSM data against that of an authoritative dataset produced by NMA or CMC. In other studies the purpose is ultimately one of conflation or data fusion. In this section we provide an overview of the most significant and closely related work in the literature with an emphasis on the complexities involved in automating these comparisons.
In early work by Mooney et al. (2010) the authors developed an automated quality assessment measures to compare OSM with authoritative datasets containing natural water features. This assessment was based on the mathematical analysis of the shapes of features in both datasets. Haklay (2010) compared the OSM roads and streets dataset with the Ordnance Survey dataset in the UK. This work was extended by Girres and Touya (2010) who compared the quality of the OSM dataset in France with the reference database from the French National Mapping Agency. Both the work of Haklay (2010) and Girres and Touya (2010) indicates that the geometric quality of OSM data compares favourably with these NMA datasets. Ludwig et al. (2011) developed a fully automated approach to matching street objects in Germany contained in OSM and in the commercial Navteq database. The automated approach facilitates repeating the comparison when updates to both datasets dictate. This approach could be extended to other Navteq datasets in different regions but otherwise is tightly coupled to the Navteq data model. Zielstra and Zipf (2010) Germany. The authors concluded that differences between the datasets and issues related to how OSM models buildings make these type of comparisons difficult at large scales.
In Jackson et al. (2013) the authors considered comparison of OSM Points of Interest (POI) for schools and educational facilities in the United States against two other point based datasets one of which is an official dataset (US Department of Education list of public and private schools) while the other a VGI dataset (USGS OpenStreetMap Collaborative Project OSMCP). The authors comment that comparison of point-based datasets is much less challenging than polygon or polyline datasets. However automation of the comparison is made difficult due to differences in the classification schemes between datasets. The authors emphasise comparing OSM street network turn restrictions, one way streets, completeness of street names, etc. against that of GIP. Other datasets can be compared and the users are able to change some parameters to their preference. The toolbox is aimed at testing street network quality for routing applications. (2015) introduce a pattern-mining approach for the conflation of crowdsourced road network datasets. Their proposed methodology builds skeleton graphs to match the two datasets geometrically. When correspondence has been achieved then roadrelated semantic data can be used to check the data quality of the OSM Points of Interest (POI) and infer the names of the road segments in either dataset. Koukoletsos et al (2012) proposed an automated feature-based matching method specifically designed for VGI. This approach is based on a multi-stage approach that combines geometric and attribute constraints and is applied to the OSM dataset using the official data from Ordnance Survey as the reference dataset. Data matching proved to be efficient with very low matching errors. The authors suggest their work as a possible first step in a framework for linear VGI quality assessment, including attribute and positional accuracy. Mohammadi and Malek (2014) presented an automated feature matching method for VGI linear data in OSM. The study reports positive results for matching OSM line features to those in reference datasets. However the authors are careful to outline that their methodology is just the first step in a data quality assessment of VGI. In developing quality assessment indicators Mooney and Corcoran (2014) believe that there is significant merit to approaches which consider the development of inherent embedded quality indicators from the OSM data itself. This is partly due to the fact that there may not always be a suitable dataset with which OSM can be directly compared with or comparisons are computationally difficult. This can be dependant on issues such as the thematic area or specific aspects of the quality comparison.
As evidenced by the breadth of the examples of literature on the comparison of OSM with other authoritative datasets there is a strong focus on road network comparisons. While all of these approaches are technically very strong and fit for purpose they are mostly application and dataset specific. Approaches and methodologies are then tightly coupled to the datasets under consideration and not easily extended to other dataset comparisons. In the next section we shall outline our proposed methodology which delivers this flexibility and provides a mechanism through which OSM road networks can be compared with other road network datasets from NMA and CMC.
Our proposed methodology
In this section we outline our novel methodology to perform automated comparison between OSM and authoritative road datasets in terms of spatial accuracy. Our methodology is rigorous and it provides a 
Step 1: Preliminary comparison of OSM and REF datasets
The first step of the procedure is aimed at preparing the OSM and REF datasets as well as performing some simple measures of their spatial similarity. The user will have an area of interest for their comparison.
Step 1 is delivered using a customized GUI (see 
Step 2: Geometric preprocessing of OSM dataset
The OSM dataset is now geometrically preprocessed to extract its road line features having a corresponding feature in the REF dataset. This preprocessing removes the portions of OSM roads which have no corresponding road in the REF dataset. Hence, this step allows to obtain two fully comparable datasets which will be used to evaluate OSM accuracy in Step 3 (see Subsection 3.3). The GUI (see (v.db.select, v.extract, v.buffer, v.overlay) [required]. The OSM line features which are not included in the buffer are assumed not to correspond to any of the REF line features and therefore are discarded. Besides having a fixed width, the shape of the buffer applied around a line feature is different according to the value of the degree centrality of its starting and final nodes. If this value is 1 (i.e. the node is a terminal node), the buffer is applied without the cap. The result is that the correct portion of OSM dataset is extracted (see Figure 3) ; (v.buffer, v.overlay, v.to.db) [optional] . This is very useful when the purpose is to check the accuracy of the OSM dataset against a specified threshold value (a practical example is provided in Subsection 4.3). The output of the analysis is again a GRASS vector map in which the length (and length percentage) of the OSM dataset with a deviation smaller than the predefined threshold value is stored as an attribute for each grid polygon. As before this map can be then exported using the module v.out.ogr.
Evaluation of our Methodology
In this section we provide a practical example of how the methodology described in Section 3 can be case study of Erba municipality. We are not trying to draw conclusions about the spatial accuracy of this specific OSM road network dataset. Rather we describe the different steps of the methodology from the user's point of view. The following discussion will address the three steps of the methodology separately.
As already mentioned the key underlying assumption is that the user is familiar with the characteristics of the REF dataset involved.
Evaluation of Step 1: Preliminary comparison of OSM and REF datasets
As stated in Subsection 3.1, this step performs an initial assessment of the similarity between the REF and OSM datasets. It also represents the basis for choosing a suitable value of the buffer width for
Step 2. 
Evaluation of Step 2: Geometric preprocessing of OSM dataset
As described in Subsection 3.2, the purpose of this step is to clean the OSM road network dataset to make it suitable for the final comparison with the REF dataset performed in Step 3.
Step 2 has a key role in the whole procedure. Due to the heavy geometric processing involved this is by far the most time Step 2 continues then by applying a buffer of user-specified width around the REF dataset to cut out all the OSM line features which fall outside it. As explained in Subsection 3.2, the shape of the buffer around the REF line features ending in a node with degree equal to 1 is without cap. Although users can run Step 2 by choosing a customized value for the buffer width -or again run it multiple times by varying the buffer width they are encouraged to run it using a suitable value resulting from the sensitivity analysis representing the same part of a road. Ideally it must be chosen by looking at the REF and OSM datasets while also using common sense. From our empirical observations and experience we believe that a threshold value of around 30° should be suitable.
Users can finally assess the results of the OSM cleaning from the outputs of Step 2. This consists of both the vector layer of the preprocessed OSM (see Figure 7 ) and a set of statistics useful to compare the original and the cleaned OSM dataset. The second analysis is useful for testing the OSM accuracy (meant as the deviation from the REF dataset) against one or more specific target accuracies which the user might be interested in. This could include accuracies required to use OSM data for some specific purpose or use-case. The analysis returns a new vector map corresponding to the grid. The attributes store the length and length percentage of the OSM dataset with a deviation from the REF dataset less or equal than the target accuracy for each target accuracy specified by the user. Besides quantitatively analysing the values returned, this vector map can be used to visually detect the spatial patterns of OSM accuracy throughout the study area (see Figure 8b) . From both the analysis performed in Step 3 on the case study of Erba, a progressive decrease in accuracy can be detected when moving from the south area (corresponding to the city center) to the north-west area (a mountainous, rural area) (see Figure 8) . 
Discussion and Conclusions
A number of automated and semi-automated procedures have been developed over the past number of years to assess the quality of OSM data in comparison to authoritative datasets from National Mapping Agencies (NMA) and Commercial Mapping Companies (CMC). Our paper outlines a methodology which delivers a flexible and generic means by which OSM road network datasets can be compared to NMA or CMC road network datasets. Our approach addresses a gap in the knowledge in this area where previous developed procedures, while rigorous and scientifically valid, are typically very specific and tightly coupled to the characteristics of the authoritative road datasets involved. As a result, we believe they are not easily replicable or extensible to a broader range of authoritative datasets. In this paper we have developed an automated and flexible procedure to perform comparisons between OSM and authoritative road datasets in terms of geometrical accuracy. We outlined the methodology in detail and then provided an example of its implementation.
The purpose of our paper is not to carry out an investigation into the accuracy of the OSM road network dataset compared to a reference dataset for a specific area or to make specific statements about the comparative quality. The goal of the paper is to present and technically illustrate the capability, flexibility and potential of our procedure as a means of supporting other researchers and practitioners in carrying out their own accuracy and data quality comparisons between OSM and a reference dataset. Our methodology is implemented as a customized module for the open source GRASS GIS software. It is written in Python and consists of three separate steps which guide users as they perform comparison of OSM road data and an NMA or CMC road network dataset for a specific area. Users can fully customize each step by specifying appropriate values for all the parameters involved. While making the procedure flexible and in principle extendable to any reference dataset comparable with OSM we make the accuracy). The statistical outputs of the procedure allow also users (by running the procedure multiple times varying the parameter values) to obtain deeper insights of the analysis as well as perform sensitivity analysis on one or more parameters. The output vector data can be reused or further analysed in any GIS software. Due to the flexibility and adaptability of our methodology we believe that the methodology can be extremely useful to many users and for a number of use-cases. The methodology allows users to obtain a measure of the OSM deviation from a known dataset which in turn can inform whether OSM is suitable or not for a specific application.
There are also some weaknesses to our approach. Firstly, the computational time required to run the whole procedure is rather long. The majority of run time is required by Step 2, which, involving heavy geometric processing operations (see Subsection 3.2), is by far the most time consuming stage of the implementation. The overall execution time is dependent upon the number of features of the REF dataset after its generalization and split; in the case of Erba, this dataset has 9563 features and the time required to run Step 2 is about 15 hours on an Intel Xeon E5620 processor with 2.4 GHz and 24 GB of RAM (Linux Ubuntu server). Reducing this computational time is the major focus of our immediate and long term future work. Parallel processing approaches provide the potential for a major speedup in overall execution time. We are also considering the possibility of providing this implementation as a Web Processing Service (WPS). A WPS would make the procedure available as an interoperable service through the Web. This could provide users with an opportunity to compare OSM road network datasets with other datasets for small spatial areas without the need to install GRASS and other software on their local system. Clearly, with the aim of reducing the computational time for Step 2, it is very likely that WPS results for Step 3 (which depend on Step 2) will have to be sent by e-mail to the user after offline processing is complete. In terms of alternative implementations of the procedure we know that typically a small number of researchers and users are familiar with GRASS GIS. Hence, we also plan to develop the extension of the procedure as a QGIS plugin making it usable by a larger number of users. At present the methodology has been tested on several road datasets. These are mainly Italian datasets with which the authors are highly familiar. Our future work will include an extensive test of the procedure on an additional number of authoritative datasets ideally from different countries and with heterogeneous characteristics in order to maximize the validation of results. This will be reported in a future paper. Work is also underway to extend the methodology to include the attributes of the OSM road network dataset in addition to the geometry.
