This paper considers alternative approaches to the analysis of large panel data models in the presence of error cross section dependence. A popular method for modelling such dependence uses a factor error structure. Such models raise new problems for estimation and inference. This paper compares two alternative methods for carrying out estimation and inference in panels with a multifactor error structure. One uses the correlated common effects estimator that proxies the unobserved factors by cross section averages of the observed variables as suggested by Pesaran (2004) , and the other uses principal components following the work of Stock and Watson (2002) . The paper develops the principal component method and provides small sample evidence on the comparative properties of these estimators by means of extensive Monte Carlo experiments. An empirical application to company returns provides an illustration of the alternative estimation procedures.
Panel data sets have been increasingly used in economics to analyze complex economic phenomena. One of their attractions is the ability to use an extended data set to obtain information about parameters of interest which are assumed to have common values across panel units. Most of the work carried out on panel data has usually assumed some form of cross sectional independence to derive the theoretical properties of various inferential procedures. However, such assumptions are often suspect and as a result recent advances in the literature have focused on estimation of panel data models subject to error cross sectional dependence.
A number of different approaches have been advanced for this purpose. In the case of spatial data sets where a natural immutable distance measure is available the dependence is often captured through "spatial lags" using techniques familiar from the time series literature. In economic applications, spatial techniques are often adapted using alternative measures of "economic distance". This approach is exemplified in work by Lee and Pesaran (1993) , Conley and Dupor (2003) , Conley and Topa (2002) and Pesaran, Schuermann, and Weiner (2004) , as well as the literature on spatial econometrics recently surveyed by Anselin (2001) . In the case of panel data models where the cross section dimension (N ) is small (typically N < 10) and the time series dimension (T ) is large the standard approach is to treat the equations from the different cross section units as a system of seemingly unrelated regression equations (SURE) and then estimate the system by the Generalized Least Squares (GLS) techniques.
In the case of panels with large cross section dimension, SURE approach is not practical and has led a number of investigators to consider unobserved factor models, where the cross section error correlations are defined in terms of the factor loadings. Use of factor models is not new in economics and dates back to the pioneering work of Stone (1947) who applied the principal components (PC) analysis of Hotelling to US macroeconomic time series over the period [1922] [1923] [1924] [1925] [1926] [1927] [1928] [1929] [1930] [1931] [1932] [1933] [1934] [1935] [1936] [1937] [1938] and was able to demonstrate that three factors (namely total income, its rate of change and a time trend) explained over 97 per cent of the total variations of all the 17 macro variables that he had considered. Until recently, subsequent applications of the PC approach to economic times series has been primarily in finance. See, for example, Chamberlain and Rothschild (1983) , Conor and Korajzcyk (1986) and Conor and Korajzcyk (1988) . But more recently the unobserved factor models have gained popularity for forecasting with a large number of variables as advocated by Stock and Watson (2002) . The factor model is used very much in the spirit of the original work by Stone, in order to summarize the empirical content of a large number of macroeconomics variables by a small set of factors which, when estimated using principal components, is then used for further modelling and/or forecasting. A related literature on dynamic factor models has also been put forward by Forni and Reichlin (1998) and Forni, Hallin, Lippi, and Reichlin (2000) .
Recent uses of factor models in forecasting focuses on consistent estimation of unobserved factors and their loadings. Related theoretical advances by Bai and Ng (2002) and Bai (2003) are also concerned with estimation and selection of unobserved factors and do not consider the estimation and inference problems in standard panel data models where the objects of interest are slope coefficients of the conditioning variables (regressors). In such panels the unobserved factors are viewed as nuisance variables, introduced primarily to model the cross section dependencies of the error terms in a parsimonious manner relative to the SURE formulation.
Despite these differences knowledge of factor models could still be useful for the analysis of panel data models if it is believed that the errors might be cross sectionally correlated.
Disregarding the possible factor structure of the errors in panel data models can lead to inconsistent parameter estimates and incorrect inference. Coakley, Fuertes, and Smith (2002) suggest a possible solution to the problem using the method of Stock and Watson (2002) . But, as Pesaran (2004) shows, the PC approach proposed by Coakley, Fuertes, and Smith (2002) can still yield inconsistent estimates. Pesaran (2004) suggests a new approach by noting that linear combinations of the unobserved factors can be well approximated by cross section averages of the dependent variable and the observed regressors. This leads to a new set of estimators, referred to as the Common Correlated Effects estimators, that can be computed by running standard panel regressions augmented with the cross section averages of the dependent and independent variables. The CCE procedure is applicable to panels with a single or multiple unobserved factors so long as the number of unobserved factors is fixed.
In this paper we consider an alternative two-stage estimation method where in the first stage principal components of all the economic variables in the panel data model are obtained as in Stock and Watson (2002) , and in the second stage the model is estimated augmenting the observed regressors with the estimated PCs. Unlike the CCE method the implementation of the PC augmented procedure requires the determination of the number of factors to be included in the second stage. This can be done using the criteria advanced in Bai and Ng (2002) .
The small sample properties of the CCE and the PC augmented estimators will be inves-tigated by means of Monte Carlo experiments, allowing for up to four factors and regressors.
We find that augmenting the panel data model with cross sectional averages of the dependent and explanatory variable works well in the multiple factor case. This is line with the results of Monte Carlo experiments reported by Pesaran (2004) and Coakley, Fuertes, and Smith (2004) . On the other hand the PC augmented method does not perform as well, and can lead to substantial size distortions. This could be partly due to the small sample errors in the number of factors selected by the Bai and Ng procedure. To shed light on such a possibility we also conducted a number of Monte Carlo experiments where the factors were taken as observed, but it is not known which of the factors should actually be included in the PC augmented procedure. Using alternative regressor selection procedures it is shown that even in this setting the PC augmented method could be subject to substantial bias in small samples. We also provide an empirical application to a large panel of company returns with a wide geographical coverage where we estimate asset return regressions that include observed as well as unobserved regressors. The standard asset return equations routinely estimated in the finance literature either allow for unobserved factors or observed factors, but not both. We extend this literature by including both types of regressors in the analysis.
The plan of the paper is as follows: Section 1 sets out the multi-factor residual model, its assumptions and the CCE estimators. Section 2 sets out the PC augmented estimators.
Section 3 describes the Monte Carlo design and discusses the results. Section 4 presents the empirical application. Finally, Section 5 concludes.
Panel Data Models with Observed and Unobserved Common Effects
In this section we review the methodology introduced in Pesaran (2004) . Let y it be the observation on the i th cross section unit at time t for i = 1, 2, ..., N ; t = 1, 2, ..., T, and suppose that it is generated according to the following linear heterogeneous panel data model
where d t is a n × 1 vector of observed common effects (including deterministic components such as intercepts or seasonal dummies), x it is a k × 1 vector of observed individual-specific regressors on the i th cross section unit at time t, f t is the m × 1 vector of unobserved common effects, and ε it are the individual-specific (idiosyncratic) errors assumed to be independently distributed of (d t , x it ). The unobserved factors, f t , could be correlated with (d t , x it ), and to allow for such a possibility the following specification for the individual specific regressors will be considered
where A i and Γ i are n × k and m × k, factor loading matrices with fixed components, v it are the specific components of x it distributed independently of the common effects and across i, but assumed to follow general covariance stationary processes. In this paper we assume that the common factors, d t and f t , are covariance stationary, although the results obtained here can be readily extended to cases where one or more elements of the common factors could have unit roots and/or deterministic trends.
Combining (1) and (2) we now have
where
I k is an identity matrix of order k, and the rank of C i is determined by the rank of the m × (k + 1) matrix of the unobserved factor loadings
As discussed in Pesaran (2004) , the above set up is sufficiently general and renders a variety of panel data models as special cases. In the panel literature with T small and N large, the primary parameters of interest are the means of the individual specific slope coefficients, β i , i = 1, 2, ..., N . The common factor loadings, α i and γ i , are generally treated as nuisance parameters. In cases where both N and T are large, it is also possible to consider consistent estimation of the factor loadings. The presence of the unobserved factor in (1) implies that estimation of β i and its cross sectional mean cannot be undertaken using standard methods.
Pesaran (2004) has suggested using cross section averages of y it and x it as proxies for the unobserved factors in (1). To see why such an approach could work, consider simple cross section averages of the equations in (3) 1
wherez
Then, we have
it follows, assuming that Rank(Γ) = m, that
This suggests usingh t = (d t ,z t ) as observable proxies for f t , and is the basic insight that lies behind the Common Correlated Effects estimators developed in Pesaran (2004) . It is further shown that the CCE estimation procedure in fact holds even ifΓ turns out to be rank deficient.
We now discuss the two estimators for the means of the individual specific slope coefficients proposed by Pesaran (2004) . One is the Mean Group (MG) estimator proposed in Pesaran and Smith (1995) and the other is a generalization of the fixed effects estimator that allows for the possibility of cross section dependence. The former is referred to as the "Common Correlated Effects Mean Group" (CCEMG) estimator, and the latter as the "Common Correlated Effects Pooled" (CCEP) estimator.
The CCEMG estimator is a simple average of the individual CCE estimators,b
whereb
H = (D,Z), D andZ being, respectively, the T × n and T × (k + 1) matrices of observations
Under certain conditions, Pesaran (2004) has shown that
where Σ M G can be consistently estimated non-parametrically bŷ
Efficiency gains from pooling of observations over the cross section units can be achieved when the individual slope coefficients, β i , are the same. Such a pooled estimator of β, denoted by CCEP, has been developed by Pesaran (2004) and is given bŷ
Again, Pesaran (2004) has shown that
where Σ * P can be consistently estimated by
A Principal Components Augmentation Approach
In this section we explore an alternative method of estimating the model given by (1) and (2) based on principal component analysis as discussed in the work of Stock and Watson (2002) . Our approach is first to apply the Bai and Ng (2002) procedure to z it = (y it , x it ) to obtain consistent estimates of the unobserved factors, and then use these factor estimates to augment the regression (1), and thus produce consistent estimates of β. A formal justification for such an approach is as follows. Recall from (3) that
The errors u it , can be serially correlated but do not have common factors and are cross sectionally independent by assumption. Therefore, under Assumptions 1-5 of Pesaran (2004) , this model satisfies assumptions of Bai (2003) and the common factors g t , can be consistently estimated (up to a non-singular transformation) from the principal components of z it for i = 1, 2, ..., N , and t = 1, 2, ..., T .
The estimated factors at time t, denoted byf t will be linear combinations of the (m+n)×1 vector g t . It is important to note that m + n, rather than just m factors, must be extracted from z it . In practice, m is not known and must be replaced by an estimate using the selection procedure in Bai and Ng (2002) , for example. This in turn can introduce a certain degree of sampling uncertainty into the analysis.
Once these factors are extracted we can use the results of Bai (2003) and in particular Comment 2 (pp. 146) to justify augmenting (1) by the estimated factors. In particular, Bai (2003) shows that as long as √ T /N → 0 the error in the estimated factor is negligible for estimating the regression
Again we consider both mean group and pooled estimators. The mean group and pooled estimators are given respectively bŷ
andb
G = (D,F),F is the T × (m + n) matrix of observations onf t , andb M GP C,i is the estimator of β i in (23). The variance for the mean group estimator is given by
and for the pooled estimator, in the case where β i = β, by
whereσ 2 i is the estimated error variance of (23).
The principal components are computed based on standardized observations, namely (y it −ȳ i ) /s i and (x it −x i )/s il whereȳ i andx i are sample means of y it and the th element of x it , and s i and s i are the associated sample standard deviations.
3 Small Sample Properties of the Various Estimators
Monte Carlo Design
The data generating processes used in the Monte Carlo experiments are different parameterizations of (1) and (2) which we reproduce here for convenience:
and
where A i = [α isl ] and Γ i = [γ isl ] are n × k and m × k, factor loading matrices with fixed components, v it are the specific components of x it distributed independently of the common effects and across i, but assumed to follow general covariance stationary processes.
In the calibration of the Monte Carlo design, it is important that the population value of R 2 for (29) is controlled across the different experiments. Otherwise, comparisons of the power properties of the different estimators can be misleading in the case of models with different numbers of observed and unobserved factors. In what follows we show how the average population R 2 of the y it equation varies with the model parameter and hence find values of the error variances, σ 2 i , that ensure the population R 2 is around 60% irrespective of the number of regressors included in the model. We shall assume that unconditionally
The variables, f t , d t , ε it ,v it are also assumed to be distributed independently of the parameters, α i , β i , Γ i , A i , and γ i . Using (30) in (29) we have
The population R 2 of (29), conditional on ϕ i and β i , is given by
Since, E(y it |ϕ i ,β i ) = 0, then on average (integrating out the individual effects)
and the average population R 2 value will be given by
.
Suppose that the individual-specific parameters, σ 2 i , ϕ i and β i , are distributed independently of Σ g , and β i is distributed independently of Σ vi with constant means and variances,
. Then it is easily seen that
and note that
Assuming β i is distributed independently of a ir for r = 1, 2, .., n, we have
for r, s = 1, 2, ..., n. Similarly, assuming β i is distributed independently of γ ir
for r, s = 1, 2, ..., m. The remaining elements of E (ϕ i ϕ i ) can also be obtained in a similar fashion.
For the Monte Carlo experiments we used the following parameterizations
θ is the pair-wise correlation coefficient of the unobserved factors and
Also since the parameters are generated independently we have
assuming that a ir are identically distributed. Similarly,
Using the above framework we carried out two different sets of experiments. In the first set, which we denote by A, we consider the small sample properties of the CCE and PC augmented estimators. In a second set, denoted as experiments B, we also investigate the small sample properties of estimators obtained from regressing y it on d t , x it and a sub-set of f t obtained using two different information criteria, namely the Akaike type criterion where the objective function to be minimized is given by
whereε i are the residuals of (29) for cross sectional unit i, and K denotes the total number of regressors in(29). The second criterion is a Theil type criterion defined by 
.., α ik+1 , 0, ..., 0) , α ij ∼ IIDU (0.5, 1.5), j = 1, ..., k + 1 α isl = 0; s = 1, ..., n; l = 1, k + 1 α isl ∼ U (0.5, 1.5); s = 1, ..., n; l = k + 2, ..., n d jt is given by
For experiment B γ ji ∼ IIDN (1, 0.04), j = 1, 2, 3 and γ ji = 0 for j = 4, 5.
To ensure a constant average R 2 of around 0.6 for all experiments we generated the equation-specific errors according to
where the scaler h (k, m) is set in terms of m and k as m k h (k, m) 1 1 8 1 2 16 1 3 26 2 1 11 2 2 32 2 3 53 3 1 22 3 2 48 3 3 74 4 1 29 4 2 70 4 3 155 5 1 40 5 2 100 5 3 190
Finally, all parameters are set at the beginning of each experiment and 2000 replications are run. The only exception to that is γ i for which new parameter draws occur for every replication.
Alternative Estimators Considered
In the case of experiments A, we considered four different types of estimators. First, a misspecified procedure that ignores the common unobserved effects and for efficiency purposes considers a pooled estimator under the slope homogeneity assumption, β = β i . We denote this as the 'Naive' estimator. Second, we consider the CCEM G and CCEP estimators defined by (14) and (19). Third, we consider the PC augmented estimators defined by (24) and (25), which we denote by M GP C and P P C, respectively. Finally, we consider the principal component estimator proposed by Coakley, Fuertes, and Smith (2002) . For this estimator the following steps are taken. We estimate (1), using a standard pooled estimator for β i , without proxying for the factors. Then, we obtain the residuals from (1) normalise them and extract m + n factors from them. We use these factors in (23) and obtain the relevant Mean Group and Pooled estimators. These are denoted M GCF S and P CF S.
As noted earlier, the estimators under experiments B, assume that all the factors are observed. In one case, there is uncertainty as to which factors enter (29) as opposed to (30).
The criteria described earlier are used to select the set of factors to be included in (29) 
Monte Carlo Results
The results for experiment A are summarized in Tables 1-7, and for experiments B are given   in Tables 8 and 9 . It is clear from 
An Empirical Application
In this section we present the results of an empirical application to a panel data set of company returns to the following stock return equations
where here y it denotes the individual company stock returns, π ot is the rate of change of oil prices in US Dollars (representing the observed common factor of the model), x it is a vector of observed macroeconomic factors x it = (∆q it , ∆π it , ∆r it , ∆m it , ∆e it ) , where q it is (log of) real output of the country of company i at time t, π it is the inflation rate of the country of company i at time t, r it is the real interest rate of the country of company i at time t, m it is the real money supply of the country of company i at time t, and e it is the real exchange rate of the country of company i at time t with respect to the U.S. dollar. The model is also assumed to contain m unobserved common effects, f t that could be correlated with x it and/or π ot . We also assume that m is fixed but unknown. This model is clearly a generalization of a standard APT model. It allows individual stock returns to be affected both by observed macroeconomic variables and by unobserved common factors. We report results for subsets of the above macroeconomic explanatory variables as well.
The data set contains 243 companies from France, Germany, Italy, Japan, the UK, the US, South East Asia, the Middle East and Latin America. The sample periods differ across companies and cover the period 1979Q1-1999Q1. (2004) and we refer the reader to that paper for details.
Note that the structure of the panel data set is very rich. 10 different regions of the world are considered where each region is represented by at least 10 companies each (with the exception of Middle East). The macroeconomic variables for each company in a given region are the same. Therefore, the model in (33), can be viewed as a mixture of an APT model with observed regional macroeconomic factors and an APT model with global unobserved common effects represented by the unobserved factors and proxied by the global cross-sectional averages used by the CCEM G and CCEP estimators.
There is reduced coverage over time for some countries and companies. As a result this is an unbalanced panel and so our estimation methods must be modified to address this. The CCEM G estimator is readily modified. The CCEP estimator is in this case still given by (19) but the matrices X i y i andM are defined so as to include only available observations for the i-th unit. In the unbalanced panel case the dimension of theM now depends on i.
We report the coefficient estimates, and the test results for the null hypothesis that the coefficients are equal to zero, in Tables 10-13. Tables 10-11 are generally less significant than the region specific variables. In contrast, the cross section average of the dependant variable is highly significant and its coefficient is very close to one.
Its inclusion is clearly critical in dealing with the unobserved common factors and can be viewed as proxing for the market index as in Capital Asset Pricing Models (CAPM).
Conclusions
Much of the empirical research carried out on panels assume some form of cross section error independence. However, such assumptions are usually suspect, in practice, and as a result recent advances in the theoretical literature have focused on the analysis of cross sectional dependence.
In this paper we explore further some aspects of the work by Pesaran (2004) who has develop methods for estimation and inference in panel data models with multifactor error structures. The method is based on proxying unobserved factors with cross sectional averages. We compare this method with alternative methods that aim to augment panel regressions with factor estimates using principal components. We reach two major conclusions.
Firstly, methods based on principal components do not seem to work as well as the methods based on cross sectional averages. The estimation error for the factor estimates seems to be one, but not the only, reason for this inferior performance. Using Monte Carlo experiments we show that the PC augmented estimators could still be subject to substantial small sample bias due to the need to selecting a sub-set of factors for inclusion in the model to be estimated.
The relevance of CCE type estimators is illustrated by an empirical application to a rich panel of company returns with a wide geographical coverage. The CCE approach allows us to estimate asset return equations with observed as well as unobserved common factors;
thus going beyond CAPM and asset pricing models that focus exclusively on observed or unobserved factors. The empirical results clearly show the importance of country-specific macro variables for the analysis of company returns beyond the market indices. 
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