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ABSTRACT—Back-propagation with gradient method is the most popular learning 
algorithm for feed-forward neural networks. However, it is critical to determine a proper 
fixed learning rate for the algorithm. In this paper, an optimized recursive algorithm is 
presented for online learning based on matrix operation and optimization methods 
analytically, which can avoid the trouble to select a proper learning rate for the gradient 
method. The proof of weak convergence of the proposed algorithm also is given. 
Although this approach is proposed for three-layer, feed-forward neural networks, it 
could be extended to multiple layer feed-forward neural networks. The effectiveness of 
the proposed algorithms applied to the identification of behavior of a two-input and two-
output non-linear dynamic system is demonstrated by simulation experiments. 
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1.  INTRODUCTION 
Due to the approximation to non-linear functions and the capability of self-learning, feed-
forward neural networks (FNN) or multilayer perceptions (MLPs) has been widely applied to 
pattern recognition, function approximation, signal processing, nonlinear system identification 
and control etc. All these applications are focused on the learning of neural networks. Many 
approaches have been developed for the learning of neural networks [1]. One of the most popular 
and widely used learning algorithms for FNN learning is the error back propagation (BP) 
algorithm [16]. For the applications of the BP algorithm, it is critical to determine a proper fixed 
learning rate. If the learning rate is large, learning may occur quickly, but it may also become 
unstable and the FNN system will not learn at all. To ensure stable learning, the learning rate must 
be sufficiently small. However, with a small learning rate an FNN may be reliably trained, but it 
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may take a long time and thus it can invalidate the purpose of real-time operation. Also, just how 
small the learning rate should be is unclear. In addition, for different structures of FNN and for 
different applications, the best fixed learning rates are different. These problems are inherent to 
the basic learning rule of FNN that relies on the steepest/gradient descent optimization method 
[24]. The convergence properties of such algorithms are discussed in [11], [7], [19], [5], [21] [25], 
and [27]. To overcome these problems, many improved BP algorithms are developed such as 
variable step size, adaptive learning [14] and [20], and others [2], [3], [6], [9], and [23]. There are 
other ways to accelerate the MLP's learning by the use of second-order gradient based nonlinear 
optimizing methods, such as the conjugate gradient algorithm (see [3]) or the Levenberg-
Marquardt based method (see [7]). The crucial drawbacks of these methods, however, are that in 
many applications computational demands are so large that their effective use in on-line 
identification problems is not viable. Also, a common problem with the all above mentioned 
methods is a non-optimal choice of the learning rate even with the adaptive change of the learning 
rate. A solution that uses a near-optimal adaptive learning rate is proposed in [10]. Such types of 
algorithms for identification of single-input-single-output systems were developed in [17] and 
[18]. In [26], the adaptive learning rates for fuzzy NN based on the Lyapunov function were 
proposed, which can guarantee the convergence of the tracking error but may not be optimized. 
In this paper, we extend the method of [17] and [18] and derive different optimized adaptive 
learning rate based on the optimization method – extreme value theory from a standard BP 
algorithm for a three-layer FNN with multiple inputs and multiple outputs used for the on-line 
identification of multiple input and multiple output (MIMO) non-linear systems. These results 
allow a near-optimal selection of the learning rate at each iteration step during the learning 
process. Since FNNs are widely used for the identification of non-linear systems (see [12] and 
[22]), as well as for prediction of their behavior (see [15]), we have tested the proposed recursive 
algorithm for the on-line identification of a non-linear system with two inputs and two outputs. 
2.  FEED-FORWARD NEURAL NETWORKS MODEL 
Three layer networks with sufficiently many neurons in the hidden layer have been proven to 
be capable of approximating any Borel measurable function in any accuracy [8]. So a three-layer 
FNN will be used in this paper, which has  nodes of the input layer,  nodes of the hidden 
layer and ON  nodes of the output layer. However, the methodology presented is general and can 
be applied to FNN consisting of any numbers of hidden layers and neurons. The model of FNNs 
in matrix form can be written as  
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function for non-linear nodes is assumed to be a symmetric hyperbolic tangent function, i.e. 
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where  is the shape factor of the activation function. In what follows  is the transpose of a 
matrix or a vector a  and  denotes a partial derivative of  
0u
a′ .a
3.  RECURSIVE LEARNING ALGORITHM 
Batch learning of neural networks is highly effective. In batch learning, however, the 
computation of each learning step is very big, especially when the big sample data sets are 
presented. Also, the neural networks must be re-learning again as new data become available. And 
it can not be suitable for the on-line learning as the neural networks are used as the predictor or 
the filter of nonlinear systems. To overcome these defaults, the learning of neural networks should 
be iterative, allowing the parameters of neural networks to be updated at each sample interval as 
new data become available. So in the error squares cost function, a weighting sequence should be 
chosen to weight higher on more recent data at time t . This can be achieved, for example, by 
using an exponential forgetting mechanism in the error criterion like recursive algorithm with the 
forgetting factor, i.e. 
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measurements in the criterion are exponentially discounted by a factor of λ and the newest 
measurement at time  will be fully counted because of tj = 1==− tjjtλ . To obtain the standard 
BP algorithm, let us introduce following two lemmas. 
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Lemma 2 The total time derivative of the FNN with single output  is given by )(WxSvT
dt
WxSvd T )]([ .x)()()()(
dt
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dt
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dt
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dt
dvWxS T
T
TT ′′ +=+=  
The proofs of these two lemmas see [18]. These two lemmas are in general form for any 
single output. In the following, we will add the subscript  to represent a specific output properly. i
3.1  Standard BP with Recursive Learning Formulae 
Differentiating equation (1) with respect to V  gives  
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Therefore, by applying the steepest descent method, the recursive updating of parameter V  
and W  are given by, respectively  
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and η  is a constant learning rate for standard BP algorithm. In the following section, we will 
derive the optimized learning rate based on the analysis of training error. 
3.2  Optimized Learning Rate for Recursive Learning 
By applying Lemma 2, together with equations (2) and (3) gives the change in the output of 
neural networks ( )( )
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the change of the output of neural networks is ).()()1()1(ˆ tettty ηζηλε +−−≈+Δ  
Assuming that ˆ( 1) ( 1)y t y tΔ + Δ +  i.e. that the absolute value of the change of the 
process output is much smaller than the absolute value of the change of the NN output. This 
implies that the change of the process output can be ignored comparing with the change of neural 
network output during the learning process [18]. Usually, we can increase the number of nodes of 
hidden layer of neural networks to make this assumption be true. Now, let us consider the tracking 
error between the output of the plant and the output of neural networks  
 ( ) ).()()1()()1(ˆ1)()1( tetttetytytete ηζηλε −−+≈+Δ−+Δ+=+  (6) 
The objective is to derive an optimal learning rate η  at iteration t  at which some cost 
function will be minimized. To do that, let us define a new cost function as 
 Insert the tracking error equation (6) into the new cost function, we 
get 
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as a function of the learning rate 
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η  To derive the optimized learning rate that minimize , 
we use the following conditions of extreme values 
)1(2 +tE
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Since the second order derivative is positive, the optimum value of the learning rate which 
will minimize  is found from the first condition to be  )1(2 +tE
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The above formula shows that the optimal learning rate is various and only dependent on the 
current and previous states and current output errors of neural networks, but not on the initial 
weights. Thus ones don't need to worry about selecting a proper fixed learning rate for the 
standard BP algorithm with different structure of neural networks such as with different initial 
weights and different numbers of neurons in neural networks. 
3.3  Recursive Algorithm with Forgetting Factor is Equivalent to On-line Learning 
Algorithm with Various Momentum 
Substitute optimal learning rate (7) to (2), and (3), we have  and 
. Thus, from above equations, ones have the following results 
immediately, 
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Here the form of the above equations is exactly same as the standard on-line learning 
algorithm with various momentums. The first terms on the right hand side of the equations are 
pure gradient descent methods while the second terms on the right hand side of the equations are 
the momentum terms. The coefficients for momentum terms are the same both for  and 
 i.e. 
)1( −Δ tV
),1( −Δ tW ληη )1( )(−∗
∗
t
t . Like the momentums, the proposed algorithm with the forgetting factor 
will smooth the updates of weights in neural networks compared to the pure gradient descent 
methods. 
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3.4  Convergence of New Recursive Learning Algorithm with Optimized Learning Rate 
Before discussing the convergence of the new recursive learning algorithm with optimized 
learning rate, let us first introduce some propositions and corollaries. 
Proposition 1 If  then ,nmRA ×∈ ( ) ,max2 μλμ AATA ∈=  i.e. 2A  is the square root of the largest 
eigenvalue of .  AAT
Corollary 1 If matrix nnRA ×∈  is symmetric, then .max
)(2
μλμ AA ∈=  
Proposition 2 If nnRA ×∈  is idempotent, i.e.  then ,2 AA = ( ) { }0,1=∈ Aλλ  , i.e. eigenvalues 
of idempotent matrices is 1 or 0. 
Corollary 2 If nnRA ×∈  is symmetric and idempotent, then .1
2
=A  
Now we will show the convergence of the new recursive learning algorithm, Substitute the 
optimal learning rate (7) into Equation (6), we have  
[ ] [ ][ ][ ] [ ] .)1()()()1()()(
)()1()()()1()()()()1()()()()()1( −−−−
−−−−−=−−−≈+ ∗
ttetttet
tettetttettettetttete T
T
λεζλεζ
λεζλεζλεζη  
Let ),1()()( −−= ttetx λεζ  and ,
xx
xx
T
TIM −=  then ).()()1( tetMte ≈+  Notice that the error cost 
function 
).()()()(5.0)()(5.0)1(5.0 2
2
2
2
2
2
2
2
2
2
22
tEtMtetMtetMteE =≤≈+=)1()1(5.0)1( tetet T ++=+  
It is easy to prove that the matrix M  is idempotent and symmetric for 0≠∀x  , where x  is a 
vector, i.e. ( )( ) ;22 MIIII
x
xx
T−MMM xxxxxxxxxxxxxxxxxxxxx T
T
T
T
T
T
T
T
T
TT =−=+−=−==  and 
( ) ,MIIM
xx
xxT
xx
xxT
T
T
T
T =−=−=  i.e.  and  Apply Corollary 2, we have M=M 2. .MM T =
.1)( 2
2
=tM  So ),()1( 22 tEtE ≤+  i.e. the sequence { })(2 tE  monotonically decreases as the 
number of iterative increases. Since  is nonnegative, it must converge to some value 
 i.e.  Up to now, we have proved the following weak convergence results 
for recursive learning algorithm with optimal learning rate. 
)(t2E
,0≥∗E .)(2 ∗= EtElim∞→t
Theorem For three-layer FNN ( )[ ])()()()1(ˆ txtWStVFty T=+  with an error cost function as 
)()()( 12
1 jejetE Tjttj −=∑= λ , if using iteration process (2) and (3) with optimal learning rate (7), 
ones have  and  ,...1,0),()1( 22 =≤+ ttEtE .0)(lim 2 ≥= ∗∞→ EtEt
Comparing with the proof of the weak convergence for an on-line gradient method with 
variable step size (the learning rate goes to zero as the learning step goes to infinity in a 
fashion  for three-layer FNNs in [25], our proof procedure presented here is very concise. 
Our proof method has also eliminated all those requirements in [27] and [21], such as two-layer 
FNN (no hidden layer) under the requirements of the outputs of FNN and their first and second 
order derivatives being uniformly bounded [27]. 
)/1( tO
3.5  Variable Forgetting Factors 
There are two situations in which a smaller forgetting factor should be used. 
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• Start-up forgetting factor 
Due to )1( −tε  might be very big at the beginning of learning, the optimized learning rate may be 
negative. So the forgetting factor should initially be small. In the other side, to increase the 
generalization of NN after finishing learning, the forgetting factor should be big towards unity. 
Therefore, a variable forgetting factor which does this is given by ,1)1()( 11 ααλλ −+−= tt  where 
),/1exp( fτα −=  fτ  is the time constant of the forgetting factor determining how fast )(1 tλ  
changes. 
• Adaptive forgetting factor 
During the learning process of NN, if the prediction error  grows, it may mean that the 
parameters of systems to be identified changed. The NN model is incorrect and needs adjustment. 
So we should decrease the forgetting factor and allow NN model to adapt. A variable forgetting 
factor which allows this is 
)(te
,
)(
)1(
)(2 ts
ts
t
f
f −=λ  where  is a weighted average of the past values 
of  it is calculated by 
)(ts f
,eeT ,)1
f
Te
τ+(
1
)( f
f
f
f
etsts τ
τ −−=  fτ  again determines the rate of 
adaptation of ).(2 tλ  Finally, it is possible to combine the start-up forgetting factor )(1 tλ  with the 
adaptive forgetting factor )(2 tλ  to give the variable forgetting factor ),(tλ  thus ).()( 2 tt () 1 t λλλ =  
4. SIMULATION RESULTS 
For comparison of various learning algorithms, the sum of running mean squared error 
(RMSE) is computed during the learning procedure using the following formula 
[ .)()(
1
1 2
10
jyjy
t
RMSE Nii
ON
i
t
j
−+= ∑∑ == ]  Testing of the expressions for the adaptive optimized change 
of the learning rate in an on-line fashion is carried out by applying these learning rates in an 
experiment of on-line identification of a MIMO non-linear dynamic system model borrowed from 
[4], [13] and the one-step-ahead prediction of system outputs. The different is that we have 
considered the output measurement noise of the plant during the learning process of neural 
networks. The structure of the identification/prediction system is depicted in Figure 1. The TDL 
block denotes the tapped delay line block. The two-input-two-output plant is described by  
[ ][ ]
⎪⎪⎩
⎪⎪⎨
⎧
++
+−+−=+
++
+=+
).(
)(2
8.0)(5.0)()()()()1(
),(
)(2
)()()(8.0)1(
22
2
21211
2
12
2
2
2
1
3
1
1
t
ty
tututytytyty
t
ty
tututyty
ω
ω
 
The input for training the ANN model is  and the output 
(target) vector is   Both hidden neurons and output neurons are non-
linear. Vector  is measurement noise such as band-limited white noise. The 
power of noise is 0.001. The inputs applied are 
,)]()()()([)( 2121
Ttytytututx =
]
)250/2sin()(1 ttu
[ .)1()1()( 21 Ttytyty ++=
[ ]Tttt )()() 21 ωω=(ω
π=  and )250/2cos( t)(2 tu π= . 
The on-line identification of the system model and one-step-ahead prediction of its outputs by 
such models was carried out using standard BP with different learning rate, as well as with the 
optimized adaptive learning rates proposed in the paper. To compare with other adaptive learning 
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Figure 1.  Diagram of neural networks for on-line identification and prediction of nonlinear 
system outputs. 
rate, we also adopted one from [25], i.e. the adaptive learning rate is 
0
0
1
)( βη
ηη
t
t += , where 0η is 
the initial learning rate and β  is a constant. Both 0η  and β  need to be selected and tuned 
manually for different structure NN before running the simulations. The RMSE during the first 
5,000 iteration steps are plotted in Figures 2, 3 and 4. Figure 2 depicts the RMSEs of the standard 
BP algorithm with the fixed learning rates ( ,1.0=η  0.4 and 1.4) as well as with the recursive 
optimized adaptive learning with 10 hidden neurons. Figure 3 depicts the RMSEs of the standard 
BP algorithm with the fixed learning rates ( ,05.0=η  0.35 and 1.0), as well as with the recursive 
optimized adaptive learning rate with 20 hidden neurons. Figure 4 depicts the RMSEs of the 
standard BP algorithm with the fixed learning rates ( ,05.0=η  0.5 and 1.0) as well as with the 
recursive optimized adaptive learning with 20 hidden neurons and with different initial weights. 
One observes that in this example the different structure and initial weights may need a different 
optimal learning rate, for example, in Figure 2 (the optimal learning rate optη  is around 0.4), in 
Figure 3 ( 35.0∼optη ) and in Figure 4 ( 5.0∼optη ). The optimized learning algorithm, however, 
always performs the best behavior near the optimal fixed learning rate. Figure 5 shows the 
input/output signals of the system and neural networks and the changes in learning rate as time 
changes for the simulation shown in Figure 4. It is clear that the value of learning rate is positive 
and its range of changes is quite large (from 0.2-4) during entire learning process. The outputs of 
neural networks follow the outputs of the system very well. The optimal learning rate appears 
periodically since the outputs of the system are periodical. These results effectively show that the 
algorithms for the adaptive selection of near-optimal values of η  are suitable for on-line 
applications, having the main advantage of automatic selection of the suitable learning rate. There 
is nothing need to be tuned with the proposed optimized adaptive learning rate for all simulations. 
However, the computation of the proposed learning rate is much more complex than the adaptive 
learning rate. Moreover the complexity will increase as the numbers of layers and nodes of neural 
networks increase. 
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Figure 2.  RMSE in one-step-ahead prediction of system outputs based on the recursive on-
line identification of the system model: optimized, adaptive and different fixed values of η  
with 10 hidden neurons are used. 
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Figure 3.  RMSE in one-step-ahead prediction of system outputs based on the recursive on-
line identification of the system model: optimized, adaptive and different fixed values of η  
with 20 hidden neurons are used. 
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Figure 4.  RMSE in one-step-ahead prediction of system outputs based on the recursive on-
line identification of the system model: optimized, adaptive and different fixed values of η  
with 20 hidden neurons and different initial weights are used. 
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Figure 5.  A typical outputs of the system and neural networks and optimized and adaptive 
learning rate curves. 
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5. CONCLUSIONS 
This paper presents a new optimized variable learning rate via the matrix operation and 
optimization methods for recursive learning. The optimized learning algorithm always performs 
the best behavior near the optimal fixed learning rate, and eliminates the need for searching the 
proper fixed learning rate, and provides fast convergence. A weak convergence result, 
 as ∗→ EtE )(2 ∞→t  for the proposed algorithm indicates that the iteration procedure will 
converge to a local minimum of the error function . The proposed algorithm is suitable for a 
multi-input and multi-output, three-layer (only one hidden layer), feed-forward neural networks 
being used for online identification of MIMO nonlinear systems. But it can be extended to multi- 
layer feed-forward neural networks. The effectiveness of the proposed algorithms applied to the 
identification of behavior of a two-input and two-output non-linear dynamic system is 
demonstrated by simulation experiments. The results achieved confirm the fast and stable learning 
of FNN. 
∗E
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