We propose an approximate lifting procedure for general integer programs. This lifting procedure uses information from multiple constraints of the problem formulation and can be used to strengthen formulations and cuts for mixed integer programs. In particular we demonstrate how it can be applied to improve Gomory's fractional cut which is central to Glover's primal cutting plane algorithm. We show that the resulting algorithm is finitely convergent. We also present numerical results that illustrate the computational benefits of the proposed lifting procedure.
Introduction
Most integer programs (IPs) can be successfully solved using a combination of cutting and branching techniques; see , Johnson et al. (2000) and Nemhauser and Wolsey (1988) for a description of these methods. Cutting plane approaches use inequalities that are satisfied by all integer solutions of the problem but not by some solutions of its linear programming (LP) relaxation. We refer to these inequalities as cuts or cutting planes.
There are various ways to use cuts to to solve integer programs.
Dual cutting plane methods proceed by solving LP relaxations of the IP and by iteratively generating cuts to achieve integer feasibility. Dual cutting plane methods are probably the most widespread tool for solving IPs and have successfully been implemented in commercial software. There exist however other ways of using cuts to solve IPs. As an example, Gomory (1963) introduced an all-integer algorithm for IP. In this algorithm, the solution is integer at all times but not primal feasible. Cuts are added until primal feasibility is achieved. Another way of using cuts is to incorporate them into primal algorithms.
Primal cutting plane algorithms mimic primal simplex by maintaining a primal and integer feasible solution at all times and by generating cuts to prevent simplex moves that create fractional solutions. Primal algorithms have obvious advantages over dual algorithms. First, a feasible integer solution is available at each step of the algorithm. Therefore, even if the algorithm is stopped before optimality is reached, a feasible integer solution is available. Second, because primal cutting plane algorithms are similar to primal simplex, they can be used to re-optimize IPs after changes in their objectives are made. Primal cutting plane algorithms were first introduced by Ben-Israel and Charnes (1962) . The first provably convergent primal cutting plane algorithm was proposed by Young (1965) . Young (1968) and Glover (1968) concurrently presented simplified versions of this algorithm. Arnold and Bellmore (1974a , 1974b , 1974c and Young (1975) proposed various improvements on these algorithms. Although research on primal cutting plane algorithms has been dormant since the 1970's, some attempts on reviving the approach were recently undertaken; see Sharma and Sharma (1997) and Lodi (2002, 2003) . We mention that variants of the primal algorithm can be implemented without the use of cuts. An exposition of these algebraic approaches can be found in Aardal et. al (2002) . More recent works include Haus at al. (2003) , Henk et al. (2003) and Köppe and Weismantel (2003) .
We note that the strength of cutting planes added to a formulation, as well as the strength of the formulation itself, are important factors in making cutting plane algorithms successful.
This simple observation has led to the study of the polyhedral structure of many specific integer and mixed integer programs. This observation is also very relevant for primal cutting plane algorithms where it seems that good computational results can only be obtained when strong cuts are used; see Padberg and Hong (1980) for the Travelling Salesman Problem (TSP) and Letchford and Lodi (2002) for a discussion on research directions to improve the computational performance of primal cutting planes algorithms. Different methods can be used to generate strong cuts for integer and mixed integer programs. One common technique for unstructured integer programs is lifting. We describe in this paper how to perform approximate lifting using information from multiple rows to generate cuts with strong coefficients. We then apply this technique to primal algorithms. In Section 2, we describe a cut improvement algorithm that is based on lifting and considers all rows of the formulation. In particular, this method works for general unstructured integer programs that have multiple constraints. We describe different strategies to improve the computational efficiency of the procedure. In Section 3 we show that the cut improvement procedure we propose can be used inside Glover's primal cutting plane algorithm. In particular we show that Gomory's fractional cut, which is central to Glover's algorithm, can be improved in a way that yields a finitely convergent algorithm. In Section 4 we present computational results obtained for the primal algorithm and show that the cut improvement procedure has better computational characteristics than more elaborate techniques. Finally we summarize the contributions of this research in Section 5.
Lifting using multiple constraints
Lifting is the process of constructing strong cuts for an MIP from strong cuts for a related problem with a lesser number of variables; see Padberg (1873 Padberg ( , 1875 , Ceria et al. (1998) , Wolsey (1976 Wolsey ( , 1977 , Gu et al. (1999) , Richard et al. (2003a, 20003b) , Atamtürk (2003 Atamtürk ( , 2004 and Rajan (2004) for a thorough description of the technique as well as some examples of its application. We note that lifting is typically applied on single row relaxations of the problem of interest. Using lifting for unstructured IPs with multiple unstructured constraints is unusual; see Martin and Weismantel (1998) for an exception.
In this section, we present a scheme to obtain approximate lifting coefficients efficiently using information from all rows of the problem. In Section 2.1, we describe the general lifting problem. In Section 2.2, we show how approximate solutions for the lifting problem can be obtained by solving a single linear program. Finally, in Section 2.3, we show that if several coefficients must be sequentially improved in a given inequality, the efficiency of the lifting approach of Section 2.2 can be improved by performing appropriate primal and dual simplex pivots.
Although the IP lifting procedure we present is general, we will use it only for improving coefficients of inequalities, i.e., we will use the procedure only for preprocessing cuts. A survey of general ideas for preprocessing is given in Savelsbergh (1994) . Other references include Guignard and Spielberg (1981) , Johnson et al. (1981) , Dietrich and Escudero (1990) and Hoffman and Padberg (1991) .
Multiple Constraint Lifting Problem
We consider the general IP defined as
that is valid for (1), we present a method to strengthen the coefficient α m . We assume for simplicity that α j ∈ Z ∀1 ≤ j ≤ m and that r ∈ Z. To determine if an improved coefficient can be found for x m , we first fix the variable x m to a specific value k and lift it back into the inequality using information from multiple constraints.
Observe that it is usually difficult to know in advance values of x m for which there exist feasible solutions to (1). In the remainder of this paper we impose the weaker assumption that there exists at least one point x * of the LP relaxation of (1) with x m = k, where k is a nonnegative integer. We mention that it is possible that k is chosen in such a way that it is neither the lower nor the upper bound of the variable x m . It is well-known that fixing a variable strictly within its bounds may cause the lifting problem to be infeasible;
see Atamürk (2004) and Richard et al. (2003a) . However, since (2) is already known to be a valid inequality for (1), the lifting problem associated with x m will always be feasible. After fixing x m to k, and substituting r − α m k with r , the inequality we obtain is
Next we reintroduce x m into (3), i.e., we find a value β such that
is a valid inequality for the convex hull of feasible solutions to (1). It is easily verified that admissible values for β satisfy the following relations
If the problem corresponding toβ
. We note that in most of the lifting literature the above problem is solved for a single-constraint relaxation of (1). Observe also that (5) and (6) 
and
Although in (7) and (8) 
One way to compute β is to first remove the nonlinearity in the objective function of (9) 
It is clear that a value of β that satisfies (9) and (10) can be computed as max{β
A straightforward procedure to compute β is to solve one linear program for each value of i. We next show that the value of β can be obtained much more efficiently.
Efficient Solution of the Lifting Problem
First we study some properties of the value functions of problems related to the computation of β u i and β l i . Specifically we introduce the following definition.
Similarly we define Γ
Observe that S + and S − are convex sets. Note also that Γ 
that is an extreme ray of the polytope (1) is infeasible. In the remainder of this paper we assume that LPR is either bounded or (1) 
. From linear programming duality, we obtain that
By definition, µ + (λ) is the set of optimal solutions to (15). For sufficiently small > 0,
. This proves that Γ + is piecewise linear and continuous. Consider
Because y is optimal for (15), we obtain Γ
Furthermore, for any other λ = λ, y is dual feasible and therefore Γ
We conclude that, Γ
A similar result can be proven for Γ − , which we present next. Note that we say that a vector v x is a supergradient of a concave function f at a point x of the domain of f if 
1 ∈ S
Proof We first prove thatβ
Observe that since we assumed that there exists a feasible point to the LP relaxation of (1) with x m = k then 0 ∈ S + . Furthermore, because we established in Proposition 3 that Γ + is convex, we obtain that . Proposition 6 presents conditions under which the derivation of these bounds is easy.
Proposition 6 Assume that
Proof By definition of β u i and Γ + , we have β
we conclude from Proposition 3 that
It follows that
Since y
From (17) and (18) we conclude that Γ
This implies that β u j ≥ β u 1 ∀j ≥ 1, which proves the result. The following result can be proven similarly.
Next we combine the results of Propositions 5, 6 and 7 to obtain a general procedure to compute approximate lifting coefficients. The underlying idea is that the results of Propositions 6 and 7 should be applied whenever possible. When their assumptions are not satisfied, the results of Proposition 5 are used. Note here that we useβ u 1 (resp.β l 1 ) to denote the optimal value of (7) (resp. (8)) when z m = 1 (resp. w m = 1).
Proposition 8 Assume that x m is fixed at k, and (3) is violated by a point x *
of the LP relaxation of
. Define U and L as follows:
Then U and L are valid upper and lower bounds for β if U ≥ L.
Proof Since (3) is violated by a point x * of the LP relaxation of
The result follows using the Propositions 5, 6 and 7.
Proposition 8 significantly reduces the computational burden of the proposed procedure since it implies that it is sufficient to compute the linear programs Γ + (1) and Γ − (1), to obtain bounds of the lifting coefficients. Note that these bounds will be contradicting in which case approximate lifting is not possible. However, it can easily be verified that if k is chosen to be the lower bound (resp. upper bound) then choosing β = U (resp. β = L) provide valid lifting coefficients. Finally, note that the lifting result derived in Proposition 8 does not guarantee that an integer value is found for the lifting coefficient, i.e., Proposition 8 does not guarantee that β u 1 ≥ β l 1 . There are some circumstances where it may be necessary to obtain an integer value β without scaling. An example of such a circumstance is when strengthening cuts for primal cutting plane algorithms. In the corollary to Proposition 8 presented next, we describe how to lift an integer variable fixed at zero. The case where it is fixed at its upper bound is similar. Observe that in this case b = b.
Corollary 9 If (3) is violated by a point x *
Proof Since x m is fixed to its lower bound, we can choose any value less than or equal to U for β. Thus to obtain an integral value for β we choose β u 1 − 1 in the second case as β u 1 = β u 1 . Finally observe that in Corollary 9, β = ∞ implies that the column corresponding to x m can be dropped from the problem formulation as the only integer value x m takes is 0.
Lifting multiple coefficients
It is clear that for practical purposes, improving all coefficients of a given inequality using the scheme presented in Section 2.2 can be time-consuming as it requires the solution of a different LP for each coefficient. This computational burden can be reduced by studying the sequence of linear programs that are solved and by using simple sensitivity analysis results.
Assume that we wish to sequentially improve the coefficients corresponding to two different variables x u and x v in a valid inequality. Then the LP that has to be solved to determine
while the LP that has to be solved to improve the coefficient of
where α * u is the improved coefficient of x u obtained from (23). Because of their similarity, it is possible to obtain an optimal solution to (24) from an optimal solution of (23) using the following sequence of primal and dual simplex pivots.
First, starting from an optimal basis of (23) we will obtain an optimal basis for the
To do so we, introduce x u in the optimal tableau of (23) as a nonbasic variable and perform primal simplex pivots. Second, using the optimal solution of (25) we find an optimal solution of (24). To do so, we observe that a basic feasible solution to dual of (24) can be obtained from the optimal dual solution of (25). The desired optimal solution for (24) is then obtained using dual simplex pivots.
Modified Glover's Algorithm
In this section we show how the general cut improvement procedure designed in Section 2 can be applied to strengthen primal cutting plane methods. We first give a brief overview of Glover's algorithm. We then apply the lifting procedure of Section 2 to improve Gomory's fractional cut, which is central to Glover's algorithm. Finally we show that the resulting improved version of Glover's algorithm is finitely convergent.
Review of Glover's algorithm
In 1968, Glover introduced a simplified version of Young's (1965) all-integer algorithm that we present in Table 1 . A very good exposition of the details of this algorithm is given in Garfinkel and Nemhauser (1972) .
Glover's algorithm is similar to simplex. It maintains a primal and integer feasible solution of the IP problem inside a simplex tableau. If a nonbasic variable can be entered in 
where s is a slack variable. Glover (1968) proved that under a strict discipline for selecting the entering variable and for selecting the source row for cut generation, the algorithm of Table 1 converges in a finite number of steps. The main requirements to ensure convergence in Glover's algorithm are presented next. We consider first the selection of the entering variable. In order to define this rule, Glover introduced a special row that is added in Step 2. The following definitions and rules are from Garfinkel and Nemhauser (1972) . 
An example of such a special row is the inequality j∈N x j ≤ M , where M is a suitably large integer number.
The entering variable selection criteria is based on the special row in the following fashion.
Rule 1 The variable selected to enter the basis has the index k such that
A column satisfying Rule 1 always exists. Because as long as the current solution is not proven to be optimal, there exists a column with negative reduced cost. Therefore, there is a column with
Hence from the definition of the special row, a * j ≥ 1.
Thus, N * = ∅.
Next we describe the rule that we use for source row selection from Garfinkel and Nemhauser (1972) . Note however that the original paper of Glover (1968) 
When (27) 
Applying lifting to improve Glover's algorithm
Our idea is to strengthen the cut (26) by using information from other rows of the tableau.
Note that one straightforward way to improve Gomory's fractional cut is to use Gomory's mixed integer cut (GMIC). However, GMIC introduces fractional entries in the tableau that are not compatible with Glover's algorithm. In fact, adding cuts with only integer coefficients is crucial to the proof that the resulting algorithm is finitely convergent. Our technique has the advantage that it strengthens Gomory's fractional cut without introducing fractional coefficients and therefore can easily be incorporated into Glover's algorithm. It is applied as follows. We fix one of the non-basic variables other than the entering variable to 0. Let the index of this variable be l. Observe that by definition of a nonbasic variable, there exists at least one point of the linear programming relaxation of (1) 
where a j is the column corresponding to the variable x j in the simplex tableau. It is easy to verify that (28) is violated by a fractional vertex of the LP relaxation of (29). This is because (26) violates at least one vertex of the LP relaxation of the original problem with 
is a valid inequality for (1).
We use Proposition 11 repeatedly to improve the coefficients of different variables. In each use of Proposition 11, (28) is updated to reflect the improvement of previously selected variables. Specifically, we use Proposition 11 to improve Gomory's fractional cuts that are added to Glover's algorithm to prevent fractional pivots. We refer to this new algorithm as modified Glover's algorithm (MGA). We prove next that replacing Gomory's fractional cut with an improved cut also yields a finitely convergent algorithm. Although this result is intuitive, its proof is not straightforward as Glover's convergence result is established using certain lexicographical properties of tableaux that are highly dependent on the nature of the cut added.
In order to prove finite convergence of the algorithm it is important to verify that the properties of the special row are maintained for MGA. Garfinkel and Nemhauser (1972) provide a proof that after Gomory's fractional cut is added and a pivot operation is performed, the two properties of the special row are preserved. Although the proof is presented with respect to Gomory's fractional cut, it is general and it is possible to show that the two properties of the special row are maintained in successive iterations of MGA for any valid cut that has integer coefficients for all variables and has coefficient of 1 for the entering variable.
We record this result in the next proposition.
Proposition 12 After adding a valid all-integer inequality in which the coefficient of the entering variable is 1 and subsequently pivoting, the two properties of the special row are maintained in the updated simplex tableau.
We next prove that the MGA is finitely convergent.
Proposition 13 MGA converges in a finite number of steps.
Proof Let a t ij represent the (i, j) th entry of the tableau after adding t cuts and pivoting. It is proven in Garfinkel and Nemhauser (1972) that the algorithm converges in a finite number of iterations, if for some finite number t, a t * k t ≤ a t * 0 on t consecutive application of Part 1 of Rule 2. Now,
where h k is the coefficient in the improved Gomory fractional cut. Hence,
The integrality of a 1 * k 1 and a * k then implies that a
Thus the algorithm is finitely convergent.
Computational Experiments
In this section we computationally test the algorithms described in Section 3. Since the lifting procedure used to improve Gomory's fractional cut is sequence-dependent, i.e., the amount of improvement obtained depends on the order in which variable coefficients are improved, it is important to decide on the sequence carefully. In this section we present a heuristic to decide the order in which the variables are lifted. Finally, we present results of computational experiments performed on knapsack problems and show significant improvements over previous computational studies of primal cutting plane algorithms.
Implementational details
One advantage of primal algorithms is that, through the knowledge of reduced costs it is possible to evaluate directions in which the objective function value improves. Note also that when coefficients are being improved, the coefficient improvement of a variable considered earlier in the sequence is likely to be larger than the coefficient improvement of a variable improved later. Therefore we decided to order the variables in a given cut as follows. For each of the nonbasic variable we compute the ratio of the current reduced cost and the entry in the special row. We call these ratios normalized reduced costs. We then sort variables in increasing order of normalized reduced costs and improve the coefficients in this order. The details of the procedure are described next.
1. Generate Gomory's fractional cut.
2. Perform a tentative pivot operation after adding the Gomory's fractional cut. Obtain the new reduced costs.
3. Divide the reduced cost of a variable, if negative, by the entry in the special row.
Note that the special row has the property that the entry in the special row is strictly positive if the reduced cost is negative.
4. Sort the resulting vector of normalized reduced costs in increasing order.
5. Apply the coefficient improvement procedure in the above order using Proposition 11.
Experimental results
We conducted a set of experiments to validate the strength of the cut improvement approach on randomly generated knapsack problems. These problems were generated with the same specifications as in Letchford and Lodi (2002) and are known to be hard for their sizes. Briefly, problems were constructed with 5, 10, 15, 20 and 25 variables and 5 and 10
constraints. All the variables are binary. Note however that the slack variables are general integer variables. For each combination, five instances were generated. This forms a total of fifty instances. The objective function coefficients were generated uniformly between 1 and 10. For instances with 10 constraints, each entry in the coefficient matrix is either 0 with probability 0.5 or generated uniformly between 1 and 10 with probability 0.5. The instances with 5 constraints are dense, i.e., each coefficient is generated uniformly between 1 and 10.
The right-hand-side of a constraint is computed as half the sum of the coefficients in each constraint. We run MGA and Glover's algorithm on these problems. Both the algorithms were stopped if the maximum entry in the tableau exceeded 1000000. MGA was stopped if more than 500 cuts were added without augmenting the solution. Glover's algorithm was stopped if more than 10000 fractional cuts were added without augmenting the solution.
Because the point (0, ..., 0) is always feasible in these randomly generated problems, MGA and Glover's algorithm were given (0, ..., 0) as the starting solution. We present in Table 2 the results obtained with Glover's algorithm, while we present in Table 3 the results obtained on the same instances with MGA. Note that the column labeled 'Gomory cuts' give the average number of cuts that could not be improved.
We note that except for one instance with m = 5 and n = 10, all the instances were of the cuts were improved using the algorithm of Section 2. In Table 4 we present the results obtained by Letchford and Lodi (2002) which are, to the best of our knowledge, the best computational results for unstructured integer programs using primal cutting plane algorithms. The approach of Letchford and Lodi (2002) uses strong cuts such as cover cuts and also uses primal heuristics. It appears that the results obtained using MGA are better than those given in Letchford and Lodi (2002) . Note however that the actual instances used are likely to be different in the two studies even though they were generated using the same specifications.
Although the slack variables in the previous experiment are general integer, we wanted to experiment with problems that naturally have general integer variables. This additional test was designed to determine the degree of improvement obtained with the lifting procedure on general integer programs. We did not find instances of general integer problems that were solved using primal cutting plane algorithms. We therefore generated new problems with the same specifications as before except that variables were allowed to assume general integer values. We compare in Table 5 the results obtained by Glover's algorithm and MGA.
Observe that MGA was able to obtain optimal solutions and prove their optimality for most problems while Glover's algorithm rarely even reached an optimal solution as the size of the problem increased.
Finally we experimented on two problems from MIPLIB (Bixby et al. 1992) . We selected problems p0033 and p0040 since these problems have relatively few variables. We ran 5  5  10  5  5  5  2  5  15  5  5  3  1  5  20  5  5  0  0  5  25  5  5  1  0  10  5  5  5  5  5  10  10  5  5  3  3  10  15  5  5  1  0  10  20  4  3  1  0  10  25  3  3  1  1 Glover's algorithm and MGA starting from 20 different random primal feasible solutions.
The results for p0040 and p0033 are presented in Tables 6 and 7 respectively. For p0040, Glover's algorithm reached the optimal solution 6 times and proved optimality only 2 times.
On the other hand, MGA always reached and proved optimality. For p0033, a problem known to be more difficult than p0040, Glover's algorithm never reached the optimal solution. MGA however proved optimality 8 times and reached the optimal solution 13 times out of 20 different starting solutions. Clearly, MGA is much stronger and has better numerical properties than a straightforward implementation of Glover's algorithm. Also we observed that as the starting solution was chosen closer to the optimal solution, the performance of MGA was improved. 
Conclusion
In this paper, we presented a general lifting procedure for unstructured integer programs that considers several constraints of the problem formulation. This procedure uses linear programming duality concepts to derive approximate lifting coefficients using information from multiple constraints in an integer program and can be used to significantly strengthen cutting planes in IP. The time required to improve a cut coefficient is basically that of solving an LP. Furthermore the computational effort to strengthen all the coefficients in a cut can be significantly reduced using appropriate sequences of primal and dual simplex pivots. We empirically tested this cut improvement procedure within the context of Glover's algorithm.
The results we obtained show the benefits of the proposed strengthening approach. An interesting statistic that emerged from the experiments is that 97.5% of cuts could be improved using the procedure. Note also that unlike the GMIC where improvements of cut coefficients are by a fractional amount, the improvements of coefficients in our procedure are by integer amounts. Because the procedure we proposed appears to converge faster than both Glover's algorithm and the algorithm developed by Letchford and Lodi, which uses strong cuts like covers and also uses heuristics, we believe that our computational experiments indicate that considering information from multiple constraints is very helpful in the generation of stronger cuts. Furthermore we believe it also indicates that the lifting procedure we proposed is a simple and effective method to use multiple constraint information especially if no prior information is available about the structure of the problem.
Although the method was used here specifically to improve Gomory's fractional cut for pure integer programs, it is very general and can be used in many different contexts. First it can be used to improve inequalities other than Gomory's fractional cut including cover cuts and clique inequalities. Second it can be used in the context of preprocessing to improve the formulation of general integer programs. We believe that this is a significant practical advantage of this procedure as most preprocessing tools currently used in commercial software are designed only for binary variables. Third the approach can be adapted to improve coefficients of integer variables for mixed-integer programs. Finally, this method can be adapted to strengthen cuts in an dual cutting plane setting.
This work opens the way for future research in three directions. First, more computational testing is needed especially with dual cutting planes. Second, a deeper investigation of primal cutting plane algorithms incorporating the suggestions by Letchford and Lodi (2002) with lifting is necessary. Finally, sophisticated heuristics to decide which cuts to strengthen and which variables to improve should be designed.
