We focus on a geophysical application of image processing: the measurement of high resolution ground deformation from two optical satellite images taken at different dates. Disparity maps estimated from image pairs usually lack quantitative error estimates. This is a major issue for measuring physical parameters, such as ground deformation or topography variations. Thus, we propose a new method to infer the disparity map. We adopt a probabilistic approach, treating all parameters as random variables, which provides a rigorous framework for parameter estimation and uncertainty evaluation. We start by defining a generative model of the data given all model variables. This forward model consists of warping the scene using B-Splines and applying a spatially adaptive radiometric change map. Then we use Bayesian inference to invert and recover the a posteriori probability density function (pdf) of the disparity map. The method is validated on multidate SPOT 5 imagery related to the Bam earthquake (Iran), showing results compatible with INSAR measurements.
INTRODUCTION
Several applications could greatly benefit from a high resolution, dense and accurate monitoring of the ground motion from optical images: for instance landslides, tectonic motions such as co-seismic and post-seismic deformation fields; also erosion-related displacements on coastlines, badlands, sand dunes or any dynamic structure that can perceptively evolve over a few years and be observed by satellite. Due to the limited image resolution (typically 1m) and the sometimes slow, or small displacements, a sub-pixel accuracy is necessary, despite the noise and the viewing conditions. It is therefore a challenging problem.
Why use optical images? LIDAR data are expensive and therefore scarcely available; SAR measurements can not be obtained wherever the coherence is lost due to temporal variations of the ground. Then, optical images prove particularly useful since they provide a complementary source of information, less expensive and potentially robust to changes.
In order to effectively measure ground deformations and assess their accuracy, we require a sub-pixel estimation accuracy, the robustness with respect to radiometric variations due to changes between the two acquisition dates, and the ability to compute uncertainties on the final result.
At first sight, existing nonrigid image registration methods or optical flow estimation techniques from computer vision or medical imaging could be used to provide the deformation field. However, these methods never meet all our requirements at once. It is particularly difficult to find methods that can cope with the spatially varying changes specific to remote sensing imagery, and achieve sub-pixel accuracy at the same time. Many are limited to integer pixel displacements by design. Moreover, stereo disparity estimation methods [1] can never be used because they have all been designed to estimate 1D motions from rectified imagery, whereas we aim at an unconstrained 2D vector field.
Finally, when it comes to error propagation, few attempts have been made [2] , none in a 2D framework. Of course state of the art methods propose various ad-hoc indicators of local correlation or matching quality as in [3] , but we wish to propose a quantitative error estimate rather than qualitative measures that are, in practice, difficult to interpret. We keep in mind the use of the estimated deformation fields as inputs to a subsequent analysis algorithms (for instance inversion methods to derive the 3D fault structure and coseismic slip distribution from surface displacements in the case of earthquakes). To this end, error estimates are useful only if they carry the uncertainty arising from the observation noise and the lack of information in the input data.
Recent techniques based on image correlation in the Fourier space are worth mentioning even if they do not estimate errors [4] . Indeed, they achieve an accuracy of 0.1 pixel by working on large-size sliding windows, after resampling the data according to the known satellite geometry and terrain topography. However, due to the minimum window size, it is not possible to obtain offset maps with a high spatial resolution. Conversely, in our approach, we do not assume a rigid motion within windows, and we invert a probabilistic image formation model instead of using phase or correlation cues. The error estimates arise naturally from the probabilistic formulation of the problem.
PROPOSED METHOD

Forward model
We start from a common underlying scene or irradiance map X. We assume a constant illumination direction for both input images. Then, the radiometric changes can be modeled by random variables that are independent of the deformation field. These changes are spatially adaptive, as opposed to the stationary model we proposed in [5] . We consider two components: 1. a deterministic, linear transformation parametrized by a multiplicative map A and an additive offset B (embedding all atmospheric, sensor, optical effects as well as variations due to a non-Lambertian reflectance); 2. a stochastic variation due to observation noise, reflectance evolution and fine scale geometrical effects, modeled by a Gaussian process of variance C.
For simplicity, computational performance and without compromising the accuracy, one of the images is set as a reference for both motion and radiometry.
The deformation field Δ is modeled via a band-limited resampling scheme based on high-order B-spline interpolation [6] , assuming that both images are well-sampled from the Nyquist-Shannon point of view. Indeed, any aliasing would compromise the ability to estimate the motion with a subpixel accuracy. It is defined at an arbitrary scale R that can go down to 1 vector per pixel, hence a smoothness prior model based on a Markov Random Field (MRF) [7] to ensure a stable solution despite the large number of unknown parameters. Non-Gaussian, heavy-tailed distributions allow sharp spatial variations while filtering the noise, and are well-suited to 3D reconstruction from high-resolution data as well as the estimation of discontinuous motion fields. The parameter ω controls the smoothness; it can be set by hand or estimated automatically from the data using the evidence framework [8] . Figure 1 illustrates the hierarchical structure of the forward model. Graphical models allow us to simply express the joint pdf of all model variables as a product of prior pdfs (terminal nodes of the graph) and conditional pdfs (nodes with incoming arrows). The arrows denote causal relations that can be either stochastic, described via conditional pdfs, or deterministic, expressed explicitly or through Dirac distributions.
Inversion via Bayesian inference
Deformation estimation is an inverse problem, addressed via Bayesian inference [9] as described in our previous work [5] . The unwanted variables A, B, C are integrated out, as well as the unknown scene X, which leads to a non-stationary joint Gaussian distribution of images Y 1 and Y 2 as well as the disparity Δ, given the other parameters which are assumed fixed. It is proportional to the posterior pdf that we are aiming at, which writes as a product of a data term and a prior pdf:
Finally, for fixed regularization parameter values, the search for a solution reduces to the minimization of an energy functional, sum of a data-related energy and a smoothness penalty:
Because of the non-linear behavior of U due to both the resampling and the non-Gaussian prior, we adopt a multigrid optimization scheme based on a multiresolution image decomposition to avoid local minima.
Uncertainty computation and post-processing
The uncertainties are parametrized by an inverse covariance matrix (or precision matrix), corresponding to a Gaussian approximation of the a posteriori pdf around the optimum. The entries of this matrix are obtained in the end by computing the second derivatives of the energy at the optimum. Thus, the result of our algorithm is a lattice of optimal displacement parameters plus the related inverse covariance terms. Due to the Markovian properties of the energy functional, the matrix is very sparse so that the extra terms only require several times more storage space than the optimal map [5] . Simplification techniques may be required in order to enforce an arbitrary sparseness but are not required if we set R ≥ 2. This matrix does not need to be inverted if the result is used for a subsequent analysis via a probabilistic approach. However, if the variances and covariances are of any interest, then Monte Carlo methods or local inversion algorithms could be used to avoid a costly exact matrix inversion.
Before using them, the uncertainties have to be corrected for systematic biases. First, errors tend to be underestimated in noisy areas, where the curvature of the energy is only due to fluctuations so that the second derivatives do not carry any relevant information. A soft thresholding is applied to inverse covariance terms, and the threshold value is given by the average second derivative for pure noise, computed from simulations. Second, resampling errors have to be taken into account whenever raw images are not available (e.g. IKONOS data). Simulations have shown that low-quality interpolation such as bicubic resampling is a source of systematic shifts, which can be as large as 0.25 pixel in some cases. The distribution of these positioning errors is well-approximated by a Gaussian with a standard deviation of 0.1 pixel. So a simple method to account for this is to add a diagonal matrix (with diagonals equal to 0.1) to the estimated covariance matrix, which sets a lower bound for uncertainties, no matter the quality of input images. This also requires to invert the precision matrix. Hence our preference for non-resampled, raw data.
REAL DATA TEST RESULTS
Optimal disparity map from two raw images
A test was performed using a pair of SPOT 5 images acquired before and after the Bam earthquake; the reference scene and the optimal deformation map with the corresponding parameter values are shown on Fig. 3 . For each observation we interlace the two shifted raw frames to obtain a single image at about 3.5 m resolution, rotated by 45 o counterclockwise. This is the only way of conserving the raw pixel values while taking advantage of the best resolution of the instrument. These images are well-sampled, which allows in principle to estimate the motion field with a sub-pixel accuracy.
The results are compatible with INSAR [10] and optical [3] measurements as they exhibit a discontinuity of similar geometry and magnitude (total amplitude 80 cm), corresponding to a coseismic ground displacement. The fault geometry and North-South motion field are shown on Fig. 3 . The estimated disparity vector field is a sum of two contributions: the pure ground motion and the geometric effects, including topography and satellite trajectory and attitude variations. Assuming that the attitude perturbations can be neglected, and that the topography only produces displacements in the direction orthogonal to the satellite track, the North-South projection of the measured displacement is mostly related to the ground motion in this direction. A linear motion field is subtracted in order to provide a better visualization: the contribution of the viewing geometry is partially cancelled.
An accurate evaluation of the 2D motion would require to subtract the geometric perturbations, which can be done through orthorectification [3] . Rather than resampling the images beforehand, which we do not recommend because it would violate the noise independence assumption, we advise to apply the geometric mapping that relates the image frame to the ground frame for each observation, thus allowing us to obtain actual displacements on the ground. The determination of such mappings is out of the scope of this paper, and requires to first estimate the satellite calibration parameters and the high-resolution topography. Ancillary data and lowresolution (90 m) SRTM topography are not sufficient for obtaining reliable orthorectification parameters, this is why we choose to present raw results only.
Accuracy, smoothing and uncertainties
A subpixel accuracy was achieved despite the radiometric changes and the noise. The estimated uncertainties consist of diagonal and near-diagonal inverse covariance elements (7 for each disparity parameter, including interactions between Δ x and Δ y as well as between nearest neighbors, the other interactions being negligible). Much easier to understand, the standard deviation of the North-South projection is shown on Fig. 2 and exhibits strong spatial variations due to the presence of texture and the matching success.
The magnitude of the projected motion near the fault is about 40 cm on each side (1/10 pixel). The amount of smoothing is determined by the value of the regularization parameters ω; it can be set by hand or selected using Bayesian inference. If the result is to be fed in a subsequent analysis algorithm (for instance, motion field inversion to get the fault geometry) then this value is not very important; a minimal value has to be set in order to stabilize the inversion process. The uncertainty estimates will encode the local information content of the data, no matter how noisy is the optimal disparity map. For instance, a high uncertainty will be associated with poorly matched areas, wherever texture is insufficient or too strong changes occurred between the two acquisition dates. Conversely, for visualization purposes, the prior model has to match the roughness properties of the actual disparity field, so as to provide a realistic-looking solution, since the whole result is embedded in the maximum a posteriori estimate.
CONCLUSION AND FUTURE WORK
The main contributions are: The design of an efficient imaging model to take into account radiometric changes between multi-date observations; The use of accurate band-limited interpolation to minimize aliasing artifacts; A multigrid processing so as to speed up the optimization; The use of raw data instead of geometrically resampled imagery in order to reduce systematic errors and provide consistent error estimates; Approximations to help integrate out nuisance parameters and compute uncertainties on the result. Further work is required if we wish to provide a fully automated regularization, and the effects of departure from the image acquisition assumptions such as constant illumination are still under investigation.
Currently, we only provide the deformation in the image space (also known as disparity map); a conversion step is required to display the actual ground deformation in meters. In the current paper we focus on this disparity map computation. Besides, other applications can benefit from disparity maps, for instance digital elevation model (DEM) reconstruction from a stereo pair. In this case, the use of in-track pairs strongly reduces the intensity changes due to temporal variations of the ground reflectance and the illumination conditions, which provides an increased accuracy with respect to multi-date observations. 
