Abstract. Limited-memory incomplete Cholesky factorizations can provide robust preconditioners for sparse symmetric positive-definite linear systems. In this paper, the focus is on extending the approach to sparse symmetric indefinite systems in saddle-point form. A limited-memory signed incomplete Cholesky factorization of the form LDL T is proposed, where the diagonal matrix D has entries ±1. The main advantage of this approach is its simplicity as it avoids the use of numerical pivoting. Instead, a global shift strategy involving two shifts (one for the (1, 1) block and one for the (2, 2) block of the saddle-point matrix) is used to prevent breakdown and to improve performance. The matrix is optionally prescaled and preordered using a standard sparse matrix ordering scheme that is then post-processed to give a constrained ordering that reduces the likelihood of breakdown and need for shifts. The use of intermediate memory (memory used in the construction of the incomplete factorization but subsequently discarded) is shown to significantly improve the performance of the resulting preconditioner. Some new theoretical results are presented and for problems arising from a range of practical applications, numerical results are given to illustrate the effectiveness of the signed incomplete Cholesky factorization as a preconditioner. Comparisons are made with a recent incomplete LDL T code that employs pivoting.
1. Introduction. We are interested in solving linear systems Kx = b where the sparse symmetric matrix K is of the form
Here A is n × n symmetric positive definite, B is rectangular m × n and of full rank (m ≤ n), and C is m × m symmetric positive semi-definite. Matrices of the form (1.1) are often called saddle-point matrices or, in the special case C = 0, KKT matrices, in reference to the Karush-Kuhn-Tucker first-order necessary optimality conditions for the solution of general nonlinear programming problems. Saddle-point problems arise frequently in many applications in science and engineering, including in equality and inequality constrained nonlinear programming, interior point algorithms in both linear and nonlinear optimization, sparse optimal control, mixed finite-element discretizations of partial differential equations in fields such as fluid and solid mechanics, and circuit analysis. Typically, K is large. In some cases it may be possible as well as desirable to use a direct solver; indeed, a number of sparse direct solvers (including the packages MA57 [17] and HSL MA86 [32] from the HSL mathematical software library [35] ) have been designed with such systems in mind. However, the memory demands of direct solvers can mean that, for very large K, it is necessary to use an iterative method, usually a Krylov subspace-based method (see, for example, [64] ). Moreover, in some applications it may not be necessary to solve the system with high accuracy or the linear solve may be part of a nonlinear iteration and here an iterative method may then be the method of choice. Unfortunately, Krylov methods tend to converge very slowly when applied to saddle-point systems and a good preconditioner is needed to accelerate convergence. Over the last 20 years or so, a vast amount of work has been devoted to the development of effective preconditioners for saddle-point problems. A quick search of the literature reveals numerous publications incorporating a wide range of application areas; an excellent survey of the work done up to 2005, together with a comprehensive reference list, is given in Section 10 of [4] (see also [5] for a later and more concise overview).
As discussed in [4, 5] , much effort has focused on the development of block diagonal and block triangular preconditioners as well as on constraint preconditioners.
Comparatively little work appears to have concentrated on the development of reliable incomplete factorization techniques for saddle-point systems. Following work done on generating good orderings and scalings for direct solvers for indefinite systems [20, 55] , Hagemann and Schenk [30] proposed using a maximum weighted matching algorithm to preprocess the matrix. The objective is to permute large entries on to the subdiagonal that can then be used to form stable 2 × 2 pivots, allowing the incomplete factorization to avoid the use of dynamic pivoting (which can add a computational overhead as well as significantly complicating the software development). If a pivot is found to be too small, breakdown is prevented by adding a small perturbation. In [30] , some good results are reported (sparse factors and lower iteration counts) for tests on saddle-point problems.
Li and Saad [38] developed pivoting strategies for sparse symmetric matrices to improve the robustness of their Crout variant of ILU preconditioner [39] . They found that incorporating Bunch-Kaufman pivoting [10] can be efficiently and effectively integrated within an incomplete factorization for sparse symmetric indefinite matrices and reported some encouraging results for general indefinite problems as well as for some KKT problems. Using the work of Li and Saad, Greif, He and Liu [29] have recently made available an incomplete factorization package called SYM-ILDL that is designed for general symmetric indefinite matrices. This package optionally starts by scaling the matrix to be equilibrated in the maximum norm, and then preorders using the Reverse Cuthill-McKee algorithm or approximate minimum degree. As in Li and Saad, there is an option to use Bunch-Kaufman pivoting during the factorization to maintain stability and avoid breakdown. The user controls the maximum allowed fill within each column and also the dropping of small entries. Currently, no published results are available for this new code but initial findings appear consistent with those reported by Li and Saad [28] (see also Section 6 below).
For saddle-point systems, an alternative approach is based on the observation that K can be factored into the form
where
is the Cholesky factorization of A,
is the Cholesky factorization of the (negative) Schur complement [49, 69] . Note that this factorization always exists, without pivoting (although numerical stability is not guaranteed). Bridson [9] refers to (1.2) as a signed Cholesky factorization. If we set
, then P = LL T can be used as a (split) preconditioner. Since the preconditioned matrix L −1 KL −T has two distinct eigenvalues ±1, a symmetric Krylov subspace method such as MINRES or SYMMLQ [47] would converge in at most two iterations. In practice, the exact factor L is replaced by an incomplete one. This can be achieved by first computing an incomplete Cholesky (IC) factorization
which can be done using one of the many available approaches (see, for example, [59] for an historical overview and a list of references to work done since the 1950s). The second step is to compute a sparse approximationL 21 to L 21 by solving the lower triangular systemL
and then possibly applying some dropping criteria to preserve sparsity inL 21 . Finally, an IC factorization of the approximate Schur complement
( 1.4) is computed. The resulting incomplete factor
and its transpose can then be used to define a positive-definite factorized preconditionerP =LL T . Some very limited numerical results using the SYMMLQ and Uzawa [23] algorithms are given in [49] ; a more comprehensive study of how this approach performs in practice (and, in particular, how to obtain a good sparse approximatioñ L 21 to L 21 ) appears to be currently lacking. This is something we plan to report on in the future, using our incomplete Cholesky factorization code HSL MI28 [58] to compute each of the two IC factorizations.
In this paper, we take a different approach to obtain an incomplete factorization. Our idea is to compute a signed IC factorization. The signed complete Cholesky factorization approach has been used for saddle-point systems by, for example, Bridson [9] (and see also [56] ). A signed IC approach is attractive for us as it allows us to use a modified version of our existing IC factorization code and, at the same time, permits the exploitation of more general orderings that are not restricted to ordering the (1, 1) block of the matrix separately from the (2, 2) block. Allowing the use of more general permutations appears to be a preferable strategy when factorizing KKT systems, as discussed and demonstrated, for example, by Fourer and Mehrotra in their paper [24] on solving the indefinite linear systems that arise in an interior-point method. Note that the signed factorization avoids the need to compute an explicit sparse approximation ofL 21 as this block is part of the global Cholesky-like factor. Importantly, we also avoid the need for pivoting and the use of 2 × 2 pivots (but see the comments on the stability of this approach below). Performing threshold partial pivoting at each step of the factorization process not only complicates the implementation but can add a significant time overhead. See also the related motivation for static pivoting introduced for LU factorizations in [40] .
Before describing our approach in more detail, we briefly mention similar concepts for obtaining an unreduced Cholesky-like factorization, that is, the factorization algorithm is applied to the whole matrix K, not preceded by the null-space or range-space transformations of the matrix blocks used in segregated approaches [4] . If the full rank condition for the B block in (1.1) is replaced by positive definiteness of the C block we get a class of symmetric quasi-definite (SQD) matrices. Vanderbei [65] shows that SQD matrices are strongly factorisable, i.e., a signed Cholesky factorization exists for such matrices under any symmetric permutation; this is a stronger result than we have for our saddle-point matrix K. Further, a stability analysis related to the factorization of SQD matrices is given by Gill et al [25] (see also [26] ), which shows the importance of the effective condition number of K for the stability of the factorization. In particular, the effective condition number is small if the maximum of the norms ||B T A −1 B|| and ||B T C −1 B|| is small with respect to the norm of K. Also note that the analysis of a symmetric indefinite factorization based on the related generalized QR factorization in [50] points out that conditioning of the principal leading submatrices may be determined by other factors such as the number of sign changes in the diagonal of the signed factorization. In practice, neither the SQD condition nor the full rank condition for the block B needs to be satisfied. Instead, the existence of a signed Cholesky factorization can be forced by "regularization", that is, by modifying the diagonal entries. Saunders and Tomlin [54] used fixed regularization parameters (diagonal shifts) for the blocks A and −C to ensure stability a priori. After regularization of both blocks, the signed Cholesky factorization always exists and they used this approach to successfully solve test problems from the Netlib collection (http://www.netlib.org/lp/data/) via the barrier method using a sparse direct Cholesky solver. Dynamic regularization by perturbing diagonal entries in the signed Cholesky factorization that results in a SQD matrix was proposed by Altman and Gondzio [2] . This strategy seems to introduce less perturbation to the logarithmic barrier method used to solve optimization problems: see also numerical comparisons and notes on signed Cholesky and indefinite factorizations in [1, 6, 8] . While Altman and Gondzio use a complete signed Cholesky factorization within the HOPDM optimization code [27] , the diagonal entry modification in case of a wrong sign (the modification should enforce positive definiteness of A and negative definiteness of −C) or an entry of small magnitude is based on that originally proposed by Kershaw [37] . Another regularization strategy combined with reorderings restricted to blocks (priority minimum degree) of the saddle-point problem was proposed by Vanderbei and Shanno [67] and implemented in the optimization code LOQO [66] . They shift the diagonal of the block corresponding to the primal variables by adding a multiple of a unit matrix. Moreover, in order to get a strong (complete) factorization of the regularized matrix, they allow both increases and decreases to the shifts in a manner that is similar to the strategy proposed by Manteuffel [42] and as implemented, for example, by Lin and Moré [41] , see also [58] . Thus the signed Cholesky factoriza-tion has attracted attention because of its simplicity and because of the systems to be solved, often obtained in sequence, may need regularization. More sophisticated and expensive dynamic reorderings that combine symbolical and numerical phases may be then considered as an overkill. Note that the complete signed Cholesky implementation was also popular in solving indefinite systems within shift-and-invert based eigensolvers, especially in engineering communities. An example is the implementation of SKYPACK [43] for the block Lanczos eigenvalue software BLZPACK (http://crd-legacy.lbl.gov/~osni/#Software), where part of the motivation to use a signed Cholesky factorization comes from the choice of skyline data structure for the sparse matrices.
Let us summarize the reasons leading us to develop a state-of-the-art approach to solve a large class of indefinite systems. Firstly, as already mentioned, we are interested in preconditioned iterative methods in order to be able to solve very large problems. Secondly, we want to exploit orderings that are as general as possible since general orderings are often claimed to lead to the most efficient solvers. Furthermore, an important number of real-world problems need to be regularized and algebraic modifications seem to be very natural. Our previous project [58, 59 ] considered a large spectrum of different application areas leading to linear systems with symmetric positive-definite system matrices and found that regularization by flexible strategies based on the Manteuffel shifts [42] is preferable to ad-hoc modifications. We are keen to use such a strategy in a signed IC code. Lastly, but not least, we want preconditioners based on incomplete factorizations that are not only time and memory efficient but also robust.
The rest of the paper is organised as follows. In Section 2, we briefly recall the signed Cholesky factorization approach using the description given by Bridson. Then in Section 3, we summarize our limited memory IC factorization for positive-definite problems. This is extended to a signed IC factorization in Section 4. In Section 5, some theoretical results for the signed IC approach are given. Numerical results, including comparisons with SYM-ILDL, are presented in Section 6 and concluding remarks are made in Section 7.
2. Constrained ordering and signed IC factorizations. In this section, we consider the case of a complete factorization of the matrix (1.1). The aim of a constrained ordering is to find a permutation Q such that QKQ T can be factorized stably without the need for numerical pivoting and without modifying the entries in K, while still limiting the number of entries in the factor. This problem has been examined for special classes of matrices by a number of authors. Of practical interest is the class of F matrices, where each column of B has exactly two entries which sum to zero and C = 0. These arise in, for example, Stokes flow problems. Tůma [62] and De Niet and Wubs [16] present methods for these problems while Bridson [9] proposed a constrained ordering for more general saddle-point problems.
We use the terminology of Bridson and divide the nodes of the adjacency graph of the matrix K into two disjoint sets: those that correspond to the diagonal entries of A are known as A-nodes and the remaining nodes as C-nodes. The ordering constraint proposed in [9] is extremely simple: a C-node can only be ordered after all its A-node neighbours in the graph of K have been ordered. Bridson has the following result, which is included here for completeness.
Theorem 2.1. Let A be positive definite, C be positive semi-definite and B be of full row rank. Then if a C-node is ordered only after all its A-node neighbours, the signed Cholesky factorization
exists, where P is a permutation matrix corresponding to the ordering of the nodes, L is a lower triangular matrix with positive diagonal entries and D is a diagonal matrix with entries ±1. Proof: First observe that the inverse of a saddle-point matrix satisfying the above conditions can be expressed as
where the negative Schur complement S given by
T is positive definite. We now proceed by induction. The first node to be eliminated must be an Anode with pivot d 1 = a 11 > 0. Assume i − 1 steps of the factorization have been performed. Partitioning the first i − 1 nodes into A-nodes and C-nodes, the i-th principal submatrix of (a permutation of) K is
where k i,: denotes the first i − 1 entries in row i. Since A i−1 is a principal submatrix of the positive-definite matrix A, it must also be positive definite. The ordering constraint implies that all the non zeros in the rows of B corresponding to already ordered C-nodes must appear in B i−1 (otherwise there would be a C-node ordered before i with an A-node neighbour ordered at i or later). Since B is assumed to have full row rank, B i−1 also has full row rank: B i−1 is a subset of the rows of B with possibly some fully zero columns deleted. Thus K i−1 satisfies the same conditions as K.
Case 1: node i is an A-node. It follows from the ordering constraint that i can have no previously ordered C-node neighbours and so v = 0 in equation (2.2). Using the form of the inverse in equation (2.1), the pivot is
Note that
is a principal submatrix of the positive-definite matrix A and hence is positive definite. It follows that its final pivot k ii − uA
Furthermore, since the negative Schur complement S i−1 is positive definite, the second term in (2.3) is also positive. Therefore, d ii > 0.
Case 2: node i is a C-node. In this case, we join the i-th row and column to the other C-nodes in the partition (2.2). This i × i matrix also satisfies the rank condition and thus its inverse is of the form (2.1). The i-th pivot is the reciprocal of the (i, i) entry of the i × i principal submatrix, which in this case comes from the diagonal of the negative definite matrix −S i−1 . Thus d ii < 0.
As both cases give non zero pivots, by induction the ordering constraint ensures the LDL T factorization exists. Moreover, the pivots associated with the A-nodes are guaranteed to be positive and those associated with C-nodes are guaranteed to be negative. By rescaling, L ← L|D| 1/2 and D ← sign(D) = diag(±1), the diagonal matrix is fully determined in advance by the structure of the problem, independent of the numerical values. This gives a signed Cholesky factorization of K.
The signed Cholesky factorization allows Bridson to modify a Cholesky factorization code to perform the factorization of the indefinite matrix K without numerical pivoting. A stability analysis is missing but Bridson reports that numerical experiments indicate, for well-scaled problems, the constrained ordering is generally sufficient to avoid numerical pivoting; this was supported by additional experiments given by Scott [56] . The hope is that, if an initial ordering is chosen to reduce fill in L, the additional fill that results from modifying the ordering to a constrained ordering will be modest. If the constrained ordering is close to the initial ordering, the potential benefits include a fast factorization and, importantly, the analyse phase of the direct solver can accurately predict the size of the factors and other data structures required during the numerical factorization.
For a direct solver, choosing a fill-reducing ordering is essential (both for the memory needed and for the flop count). Bridson proposed two approaches to computing a constrained ordering. The first modifies the minimum degree algorithm (or one of its variants) to incorporate the constraint within it. An alternative approach is to post-process a given fill-reducing ordering to satisfy the constraint. If a C-node is the next node in the supplied ordering, it is only included in the modified ordering once all its A-node neighbours have been ordered (that is, a C-node is postponed until after all its A-node neighbours). For many large problems, orderings based on nested dissection are frequently recommended in preference to those based on minimum degree. The advantages of the post-processing approach are that it can be applied to any fill-reducing ordering and it is very cheap and straightforward to implement. Hogg and Scott [34, 56] considered this approach and compared using it to compute a signed Cholesky factorization (with no pivoting for stability) with using a fill-reducing ordering with a solver designed to factorize indefinite matrices with threshold pivoting incorporated for stability. Their reported results showed that the constrained ordering leads to significantly denser factors and higher flop counts so that it is unlikely to be competitive in practice for a direct solver.
The situation in the incomplete case is potentially somewhat different since, while it is known that the ordering used can be important (see, for example, the numerical results reported in [58] and the references therein), the choice of ordering is generally less crucial than in the complete factorization. This is because, in the incomplete case, the number of entries in the factor is determined not by the ordering but by user-defined parameters that may include the amount of fill allowed in each column and drop tolerances. Thus our aim is to combine using a constrained ordering with a (modified) IC factorization code to compute a signed IC factorization that we can use with an iterative solver.
We remark that Rehman et al [63] propose an a priori ordering of the nodes in their development of incomplete factorization preconditioners for the (unsymmetric) saddle-point systems that arise from the finite-element discretization of incompressible Navier-Stokes equations. They employ a level-based band-or profile-reduction ordering, which they post-process level-by-level so that, at each level, the A-nodes precede the C-nodes.
3. A limited-memory IC factorization. We now summarize the limitedmemory IC factorization algorithm that is implemented within the HSL package HSL MI28. We assume here that A is a symmetric and positive-definite matrix for which an IC factorization is required. For such A, HSL MI28 computes an IC factorization (QL)(QL)
T , where Q is a permutation matrix, chosen to preserve sparsity. The matrix A is optionally scaled and, if necessary, following the approach of Manteuffel [42] , shifted to avoid breakdown of the factorization. Thus the incomplete factorization ofĀ =SQ T AQS + αI is computed, whereS = {s i } is a diagonal scaling matrix and α is a positive shift. The user supplies the lower triangular part of A in compressed sparse column format and the computed L is returned to the user in the same format; a separate entry performs the preconditioning operation y = P z, where
, is the incomplete factorization preconditioner. The algorithm implemented by HSL MI28 is a limited memory approach by Tismenetsky and Kaporin. The basic scheme is based on a matrix factorization of the formĀ
where L is a lower triangular matrix with positive diagonal entries that is used for preconditioning, R is a strictly lower triangular matrix with small entries that is used to stabilize the factorization process but is subsequently discarded, and E has the structure
The Tismenetsky incomplete factorization does not compute the full update and thus a positive semidefinite modification is implicitly added to A. The matrix R represents intermediate memory, that is, memory that is used in the construction of the preconditioner but is not part of the preconditioner. Following the ideas of Kaporin [36] , HSL MA28 uses drop tolerances to limit the memory required in the computation of the incomplete factorization. The user controls the dropping of small entries from L and R and the maximum number of entries within each column of L and R (and thus the amount of memory for L and the intermediate work and memory used in computing the incomplete factorization). The parameters lsize and rsize must be set by the user to the maximum number of fill entries in each column of L and the number of entries in R, respectively. Further details are given in [58, 59] .
We present a summary outline of our left-looking incomplete factorization as Algorithm 3.1. It shows the basic steps but, for simplicity, omits details of our sparse implementation. Here A :,j , L :,j and R :,j denote the j−th columns of the lower triangular parts of A, L and R, respectively, and n j is the number of entries in column j of A. The scalar small is used to determine whether a diagonal entry is sufficiently large; if at any stage a diagonal entry is less than small, the factorization is considered to have broken down and in this case, the shift α is increased and the factorization restarted. droptol1 > droptol2 ≥ 0 are chosen drop tolerances. The user may choose to supply a positive initial shift α in . provided each is at least droptol1 Keep the rsize entries that are next largest in magnitude in R :,j , provided each is at least droptol2 end do if breakdown = false then Set α out = α − α 0 and return (Breakdown-free factorization complete) end if end do
The factorization proceeds column-by-column. At each stage j ≥ 2, updates from the previously computed columns 1 to j − 1 of L and R are applied to column j of A. The update operations are as follows:
for k < j and
end The diagonal entries of columns j + 1 to n are also updated. This allows us to detect a potential breakdown as soon as possible. Once a breakdown is detected, the shift α is increased (the strategy for doing this is explained in [58] ) and then the factorization of the shifted matrix A + (α − α 0 )I is restarted, where α 0 is the previous shift.
Note that the widely-used ICFS code of Lin and Moré [41] implements a special case in which ordering is not incorporated, droptol1 = droptol2 = 0 and rsize = 0 (so that there is no dropping of entries by size, no intermediate memory is used and only LL T updates are applied).
4. Signed incomplete Cholesky factorization. We now discuss how to modify Algorithm 3.1 for saddle-point systems while avoiding the need to incorporate pivoting. Our signed IC factorization is listed as Algorithm 4.1 (again, the sparse implementation details are omitted). Here N j is the number of entries in column j of K. This algorithm is implemented within a new package HSL MI30. Loop over shifts do Set K ← K + G where G is diagonal with
Apply LL T , RL T and LR T updates from columns 1 : j − 1 to K :,j and
Set breakdown = true, α 0 (1 : 2) = α(1 : 2) and increase α(2) exit (Restart factorization with larger α(2)) end if Sort entries of K :,j by magnitude
provided each is at least droptol1 Keep the rsize entries that are next largest in magnitude in R :,j , provided each is at least droptol2 end do if breakdown = false then Set α out (1 : 2) = α(1 : 2) − α 0 (1 : 2) and return (Breakdown-free factorization complete) end if end do
In addition to the step that post-processes the computed ordering so that a Cnode is never ordered before its A-node neighbours, the key difference between the two algorithms is that, for the saddle-point case, we employ two shifts, α(1 : 2). Both are non-negative. The first, α(1), is increased each time the incomplete factorization breaks down on an A-node while the second, α(2) is increased each time the incomplete factorization breaks down on a C-node. For simplicity of notation, assuming the natural ordering is used (so that Q = I), the incomplete factorization of the scaled and shifted matrixK
is computed. We note that, recently, Chen et al [12] used a perturbation of the (2, 2) block in a zero-level fill incomplete factorization; they refer to this as a stabilized incomplete factorization. In their study, they use a fixed shift α(2) = −4 (with α(1) = 0). Furthermore, in their paper on incomplete factorization preconditioners for Navier-Stokes solvers, Rehman et al [63] comment that convergence can sometimes be improved by perturbing the (2, 2) block.
It is clear that the changes that must be made to the Cholesky code are minimal; it is essentially only necessary to distinguish between A and C-nodes. We observe that we did experiment with using a single shift (so that α(1) = α(2)) but found that this gave us significantly poorer results.
Note that this algorithm differs from that described in Section 1 since, even with the natural ordering, we do not compute an incomplete factorization of A on its own and then solve (1.3) before computing an incomplete factorization of the approximate Schur complement (1.4). Rather, we work with the columns of length N = n + m of the matrix
This has the advantage that the sparsity of the (2,1) block of the incomplete factor is dealt with as the factorization of the (1,1) block proceeds. Furthermore, it is not necessary to limit the factorization exclusively to the A-nodes before proceeding to the C-nodes; we only require that a C-node is ordered after all its A-node neighbours. This gives greater flexibility in the ordering of the factorization. Finally, we remark that Orban [46] has recently proposed a limited-memory incomplete LDL T factorization for the important class of SQD matrices. His algorithm is a generalization of that of Lin and Moré [41] . It can be regarded as a special case of Algorithm 4.1 with droptol1 = droptol2 = 0, rsize = 0 and α(1) = α(2) and, as it is for SQD matrices, there is no requirement to post-process the sparsity-preserving ordering.
5. Theoretical results. This section presents some results that may lead to a better theoretical understanding of limited memory incomplete factorizations. Our results closely follow those in [45, 46] . However, unlike the SQD case that was recently considered by Orban [46] , for our saddle-point systems, we cannot assume that the matrices have non zero diagonal entries and so we are not able to exploit the results summarized, for example, in [7] .
Early analysis of incomplete factorizations was built on theory for special matrices, such as M -and H-matrices, that correspond naturally to the early stages of solving linear systems by preconditioned iterative methods. For example, the proof of the breakdown-free property of incomplete factorizations for M -matrices is an important component of the seminal paper of Meijerink and van der Vorst [44] (see also [42, 68] 
is an M -matrix. Note that H-matrices are very close to strictly diagonally dominant matrices [7] (they are so-called generalized diagonally dominant matrices). The following basic result can be found in [7] .
Lemma 5.2. The Schur complement of an M -matrix (respectively, an H-matrix) is an M -matrix (respectively, an H-matrix). Furthermore, for real square matrices, if A is an H-matrix and element-wise B satisfies M (B) ≥ M (A), then B is also an H-matrix. We start by considering a single step of three possible factorization approaches: the complete factorization (which we denote as CO), the limited memory approach of Lin and Moré and Orban (LM) [41, 46] , and our proposed incomplete symmetric Tismenetsky approach (TI). Assuming d 1 = a 11 is non zero, we can write one step of the factorization of a symmetric matrix A in the form
For a CO factorization, we have the Schur complement
The LM factorization keeps only part of the pivot column (part l in (5.1), assuming the rows that correspond to the retained entries are ordered first). Further, Lin and Moré update only F LL and, importantly, the diagonal entries of F RR . The TI approach updates F LL , F RL and F LR and possibly also the diagonal entries of F RR . The following result is closely related to results in [41, 45, 46] . Lemma 5.3. Let A be a symmetric H-matrix with d 1 = a 11 non zero. Denote the Schur complements for the CO, LM and TI factorizations after one step with pivot d 1 by S CO , S LM and S T I , respectively. Further, let the Schur complement of M (A) be
After one step of the CO factorization, the Schur complement of M (A) is equal to
and from (5.2), the comparison matrix of the Schur complement of A is
Setting s = {s i } = l r l T r T , the entries of M (S CO ) can be expressed as
Using the triangle inequality element-wise for the diagonal and the off diagonal entries separately, we obtain
and Results of this kind for M -or H-matrices, as well as stronger results that typically assume non zero diagonal entries, are useful as well as popular. However, the fact that we can get such results for a wide class of incomplete factorization methods potentially indicates that the resulting accuracy may be poor [13] . In the other words, lower bounds for the sequence of the Schur complements may be weak and we may obtain a factorization for a problem that is far from the original. We also know that the size of the modification may determine the efficiency of the preconditioned iterative method [19, 22, 58] , but see the note in [41] stating that it is not clear whether this conclusion transfers to limited memory preconditioners. We conclude that it is still necessary to have a good choice of incomplete factorization and its implementation. This idea will hopefully remain a driving force for the development of new approaches.
We now consider the TI factorization of the saddle-point matrix (1.1) (without drop tolerances).
Theorem 5.4. Consider the incomplete TI factorization of the symmetric saddlepoint matrix (1.1), with a pivot sequence such that a C-node is only ordered after all its A-node neighbours. Assume that for an A-pivot, all its C-node neighbours are in L and for a C-pivot, all its C-node neighbours are in R. Then all the entries of the diagonal factor D are ±1 and the factorization is breakdown-free. Proof: Assume i − 1 steps have succeeded and consider the i-th pivot k ii . As in Theorem 2.1, we consider the partitioned i-th principal submatrix
Recall that, at each step, the TI factorization is based on adding a positive semidefinite matrix to the matrix that is being factorized (see [59] ). Under the stated assumptions, at the i-th step a positive semidefinite matrix has only been added to A i−1 ; let ∆ denote this positive semidefinite matrix.
Case 1: node i is a A-node. In this case, the proof is very similar to that of the complete factorization. As in Theorem 2.1, the ordering implies that v is equal to zero. Further, the update of k ii includes just two terms as in (2.3). The first of these terms equal to u(A i−1 + ∆) −1 u T . Again, as in (2.3), the second term updating k ii is based on the negative Schur complement
T and thus it is also positive.
Case 2: node i is a C-node. The update of k ii can be split into two steps. First, we subtract from k ii the positive value u(A i−1 + ∆) −1 u T and so k ii remains negative. Second, k ii should be updated using the negative Schur complement
. But S i−1 corresponds to C-nodes and, because of the assumption that all C-node neighbours of a C-pivot are in R and the TI factorization does not perform RR T updates, k ii is not updated further and is thus positive.
Remark 5.1. The result in Theorem 5.4 proposes a modification of the signed factorization that safeguards the existence of the IC factorization, even for saddlepoint matrices with zero diagonal entries. Note that, in practice, when developing a fill-in efficient implementation, we generally need to relax the theoretical conditions. For example, the diagonal entries of the (2, 2) block could be modified by adding a negative semidefinite (diagonal) matrix.
Remark 5.2. Theorem 5.4 does not hold for the LM factorization, even when K is a symmetric saddle-point H-matrix. In this case, even when we have the monotonicity property in the sequence of the Schur complements as described in Lemma 5.3, there is no guarantee that the diagonal C-node entries will be non zero.
For the LM factorization, we require more stringent assumptions. Theorem 5.5. Assume that the symmetric saddle-point matrix (1.1) is an Hmatrix and that the constraint ordering is as in Theorem 5.4. Assume further that all the A-nodes are fully updated, that is, they correspond to the CO factorization. Then the LM factorization that updates all the diagonal entries at each stage is breakdownfree. Proof: The complete factorization of the A-nodes with the diagonal updates of all the nodes is necessary to ensure the diagonal C-node entries become nonzero. The H-matrix property explained in Lemma 5.3 can then be applied for all the subsequent Schur complements.
While the theoretical results presented here appear promising, as already observed, practical implementations almost invariably employ further relaxations and extend solvability from (relatively weak, as we mentioned above) special matrices to more general ones. The real challenge is thus (1) to minimize the fill-in in the computed factors, (2) to use as much information on the problem as possible for the computation, and (3) to restrict the memory use. The breakdown-free property can then be forced by scaling and moving the scaled matrix closer to a related H-matrix through the use of diagonal shifts [41] .
6. Numerical experiments.
6.1. Test environment. Unless stated otherwise, the results reported on in this paper are performed (in serial) on our test machine that has two Intel Xeon E5620 processors with 24 GB of memory. The ifort Fortran compiler (version 12.0.0) with option -O3 is used. The implementations of the SYMMBK algorithm [11] and the GMRES(100) algorithm (with right preconditioning) [53] offered by the HSL routines HSL MI02 and MI24, respectively, are employed, with starting vector x 0 = 0, the right-hand side vector b computed so that the exact solution is x = 1, and stopping criteria
wherex is the computed solution. In addition, for each test we impose a limit of 1000 iterations. Our test problems are real indefinite matrices taken from the University of Florida Sparse Matrix Collection [15] . The first set (Test Set 1) has zero (2, 2) block (C = 0); they are listed in Table 6 .1. The second set (Test Set 2) are interior-point optimization matrices with C = 10 −8 I; they are listed in Table 6 .2. Here we give the order n of the (1, 1) block A, the order m of the (2, 2) block C and the number nz(K) of entries in the lower triangular part of K. In addition, we use the direct solver HSL MA97 [33] to compute the number of entries in the complete factor of K. For the HSL MA97 runs, we use the scaling from a symmetrized version of the package MC64 [18, 20] . We remark that this scaling has been found to work well for direct solvers when used to solve "tough" indefinite systems [31, 34] . We also use the default ordering (which is either approximate minimum degree or nested dissection, and this is selected automatically following [21] ), except for the problems marked * . For these, we found we obtain a sparser complete factorization by using a matching-based ordering. We report f ill L to be the ratio of the number of entries in the factor to nz(K). This statistic is reported for later comparison with the fill for the incomplete factorizations.
Following [57] , in our experiments we define the efficiency of the preconditioner P to be
where iter is the iteration count for P = (LDL T ) −1 . The lower the value of (6.2), the better the preconditioner. We also define the fill in the incomplete factor to be the ratio f ill IC = (number of entries in the incomplete factor)/nz(K), (6.3)
6.2. Results for C = 0. In Table 6 .3, we present results for Test Set 1. The values of the shifts α out (1 : 2) are reported, together with f ill IC , the efficiency and Table 6 .1 Test problems with C = 0 (Test Set 1). n and m denote the order of A and C (see 1.1), nz(K) is the number of entries in the lower triangular part of K, f ill L is the ratio of the number of entries in the complete factor of K to nz(K). QP = quadratic programming problem, FE = finite-element, PDE = partial differential equation. * denotes matching-based ordering is used. Table 6 .2 Interior-point test problems (Test Set 2). n and m denote the order of A and C (see 1.1), nz(K) is the number of entries in the lower triangular part of K, f ill L is the ratio of is the number of entries in the complete factor of K to nz(K). the number of iterations. We use the natural ordering (so that all A-nodes are ordered ahead of the C-nodes) and symmetrized MC64 scaling. The drop tolerances are droptol1 = 10 −3 and droptol2 = 10 −4 (which are the default values for HSL MI30). We ran GMRES(100) for each problem with lsize = rsize =1, 5, 10 and 20 and selected the best result (in terms of the lowest value of the efficiency (6.2)). For problems GHS indef/cont-201 and GHS indef/cont-300, we did not achieve convergence with these settings but did get convergence by choosing droptol1 = droptol2 = 0.0, lsize = rsize = 20 and running SYMMBK.
In the positive-definite case, we found that using intermediate memory (rsize > 0) was beneficial [58, 59] . To assess whether it is also helpful for the signed IC factorization, we run with the same settings (except rsize = 0) and report the results in Table 6 .4. We observe that, with rsize = 0, more problems require a non-zero shift α out (2) and that the value of the non-zero α out (2) is greater than for rsize > 0. Furthermore, with the same lsize, the fill ratio f ill IC is generally greater and the efficiency poorer. For a number of problems, including GHS indef/brainpc2 and GHS indef/stokes64, the iteration count is significantly higher with rsize = 0 and for problems GHS indef/cont-300 and GHS indef/stokes128, we fail to achieve the requested accuracy within the limit of 1000 iterations. We conclude that, overall, using intermediate memory improves the quality of the incomplete factorization. It may be important to limit the amount of fill so in Table 6 .5 we present results with lsize = 5, rsize = 10. We omit the first six problems and GHS indef/qpband because they either fail to converge with these settings (problems GHS indef/cont-201 and GHS indef/cont-300) or the results already presented in Table 6 .3 use less memory. We see that the fill is now less than 3.0 but, for some problems (including GHS indef/darcy003 and GHS indef/mario001), the quality of the preconditioner, in Table 6 terms of the efficiency as well as the iteration count, is significantly poorer. We have also considered varying lsize and rsize while keeping lsize + rsize constant. Results for a subset of our test problems for a range of pairs of values (lsize, rsize) are given in Table 6 .6. We see that, as lsize increases, the level of fill increases and the iteration count reduces. However, as rsize increases, breakdown is avoided and the efficiency can improve. Thus we conclude that reducing the memory used for the factor while increasing the intermediate memory by a corresponding amount can be beneficial. In Table 6 .7 we present results for different orderings. Here the lsize and rsize values are the same as in Table 6 .3. The orderings tested are the profile reduction ordering of Sloan [48, 60, 61] (as implemented by the HSL package MC61), Reverse Cuthill McKee (RCM) [14] (again, implemented within MC61), and approximate minimum degree (AMD) [3] (HSL MC68). With the exception of the relaxed Sloan ordering, each ordering algorithm is applied to the sparsity pattern of K and then post-processed to give a constrained ordering, as described in Section 2. Since waiting to order a C-node until all its A-node neighbours have been ordered can lead to significantly denser factors and hence the need to drop more entries from an incomplete factoriza-tion, an obvious approach is to try relaxing the constraint. In particular, we could require that only one of the A-node neighbours of the C-node must have already been ordered. During the post processing of the initial ordering, this will clearly have the effect of postponing fewer C-nodes and those that are postponed will be brought back into the ordering sooner. This approach with the Sloan ordering applied to K we refer to as a relaxed Sloan ordering. We see that, in most cases, the relaxed Sloan ordering leads to a much poorer quality preconditioner compared to the constrained Sloan ordering. Our observation is that the relaxed ordering breaks down more frequently and can lead to the use of larger shifts. In particular, break down occurs on A-nodes, resulting in large values of α out (1). For example, for problem GHS indef/d pretok, for the constrained Sloan ordering, α out (1) = α out (2) = 0.0 but for the relaxed Sloan ordering, α out (1) = 524, α out (2) = 0.001 and 12 restarts were required. In general, the constrained Sloan ordering appears to be the best constrained ordering although, it did not lead to the required convergence for GHS indef/brainpc2 and the tough GHS indef/cont problems (for these, the natural order, which forces all the C-nodes after all the A-nodes, gives the best results). In Table 6 .8 we present results for different scalings. The scalings tested are symmetrized MC64, equilibration scaling using MC77 [51, 52] , and l 2 scaling, in which the entries in column j of K are normalised by the 2-norm of column j. We also report results for no scaling. We see that some problems are well-scaled and each of the three scalings has little effect on the iteration count (for example, GHS indef/darcey003 and GHS indef/mario001). However, whereas we achieved convergence in all cases using MC64 or MC77 scaling, we had a number of failures if no scaling was used and also we had failures with the l 2 scaling. While no strategy is consistently the best, in these tests, MC64 generally gives lower iteration counts than MC77 and the difference is sometimes large (for example, GHS indef/brainpc2 and GHS indef/stokes128). 6.3. Results for C = 10 −8 I. In Table 6 .9, we present results for Test Set 2 (interior-point matrices). We use lsize = rsize =10 with the (constrained) Sloan ordering, MC77 scaling and drop tolerances droptol1 = 10 −3 and droptol2 = 10 −4 . In these tests, we use initial shifts α in (1 : 2) = 0.01 to regularize the problem [54] . The iteration counts for the same settings but lsize = 10, rsize = 0 (no intermediate memory) are also reported. We see that using intermediate memory generally leads to a significant improvement in the preconditioner quality. In each case, our choice α in (2) = 0.01 was not large enough and we had to increase the C-shift and restart; the number of shifts used is reported. Table 6 .9 GMRES(100) convergence results for Test Set 2 with lsize = rsize = 10 and α in (1 : 2) = 0.01. nshif t denotes the number of non-zero shifts used and T f is the incomplete factorization time. The figures in parentheses are the iteration counts for lsize = 10, rsize = 0. For these interior-point problems, we found it was beneficial to regularize by using non-zero initial shifts: if we set α in (1 : 2) = 0.0, in our tests the factorization did not break down on an A-node (so that α out (1) = 0.0) but it was necessary to significantly increase the C-shift, leading to a much poorer quality preconditioner. This is illustrated in Table 6 .10. Note that the need to use more shifts (and hence to restart the factorization a greater number of times) does not necessarily lead to a slower factorization time. For fixed lsize and rsize, the important point for the factor time is not how many breakdowns there are but how early in the factorization the breakdowns occur: an early breakdown will lead to little increase in the time compared to no breakdown but a breakdown when the factorization is close to completion will effectively double the time. Table 6 .10 GMRES(100) convergence results for Test Set 2 with lsize = rsize = 10 and α in (1 : 2) = 0.0.
-denotes failure to converge within 1000 iterations. nshif t denotes the number of non-zero shifts used and T f is the incomplete factorization time.
Identifier
αout (1) αout (2) To illustrate the effects of using larger lsize and rsize values, in Table 6 .11 we present results for lsize = rsize = 30; timings are given in Table 6 .12. If we compare these with Table 6 .9 (lsize = rsize = 10), we see that the fill increases (but is still much less than for a complete factorization) while the value of the C-shift is reduced. This leads to a reduction in the iteration count (by around 50 per cent for many of the problems) and an improvement in the efficiency for most cases. However, the timings T f reported in Table 6 .12 (which include times for restarting after a shift change) illustrate that, when using the preconditioner to solve a single problem (or a small number of problems), faster total times are achieved with lsize = rsize = 10. If the preconditioner is to be used for many problems, the additional time needed to compute the incomplete factorization with larger lsize and rsize can be offset by savings in the GMRES times. For example, for problem GHS indef/c-55, the time for solving 10 systems using the factorization computed with lsize = rsize = 10 is 9.96 seconds whereas with lsize = rsize = 30, the time drops by more than a third to 3.45 seconds.
Comparisons with SYM-ILDL.
It is of interest to consider how the performance of our signed incomplete factorization preconditioner compares with that of an incomplete indefinite factorization that incorporates pivoting. The package we use for comparison is SYM-ILDL by Greif and Liu. As discussed in Section 1, this is based on the earlier work by Li and Saad [38] and performs an incomplete factorization of sparse symmetric indefinite matrices with Bunch-Kaufman pivoting [10] used for numerical stability (and to prevent breakdown). Thus, for any symmetric indefinite K (which need not be a saddle-point matrix) it computes an incomplete factorization of the form LDL T , where D is block diagonal, with blocks of order 1 and 2, corresponding to 1 × 1 and 2 × 2 pivots. The matrix is preordered using AMD or RCM and prescaled to be equilibrated in the maximum norm. The input parameters that can be set by the user to control the number of entries within L are f ill and tol. Each column of the computed incomplete factor L is guaranteed to have fewer than f ill · ne(K)/n entries, where ne(K) is the number of entries in K (upper and lower triangular parts). It has Table 6 .11 GMRES(100) convergence results for Test Set 2 with lsize = rsize = 30 and α in (1 : 2) = 0.01. Results are also given for the code SYM-ILDL run with f ill = 12.0 and tol = 0.003. -denotes failure to converge within 1000 iterations. nshif t denotes the number of non-zero shifts used.
Identifier
Signed IC SYM-ILDL αout(1) αout (2) default value 1.0. The parameter tol controls the aggressiveness of the dropping of small entries. In each column k of L, entries that are less than tol · ||L k+1:n,k || 1 in magnitude are discarded. The default setting for tol is 0.001. SYM-ILDL is a C++ code and in our tests we use the g++ compiler with option -03. Table 6 .11 includes results for SYM-ILDL for the Test Set 2 problems run with the settings f ill = 12.0 and tol = 0.003 and the AMD ordering is used. With these choices, the level of fill is similar to that for the signed IC factorization. We see that, in some cases (in particular, c-70), SYM-ILDL produces a higher quality preconditioner but, for other problems (including c-63 and c-68) the preconditioner computed by our signed IC factorization is better.
We next report timings for our signed IC code HSL MI30 and for SYM-ILDL. These runs are performed on an Intel Core 2 Quad Q8400 2.66GHz processor; the gfortran and g++ compilers are used for the two codes, respectively (both with option -O3). We employ the "standalone" mode for SYM-ILDL (the alternative is to call SYM-ILDL from within MATLAB). This requires the user to execute the compiled program through the command line. The input matrix K is held in a file that is named on the command line; the optional parameters that control the action must also be entered on the command line. In addition, a flag may be set to indicate whether the output matrices should be saved. If so, they are written in coordinate format to files in an external folder. The matrices that are saved (using our notation of S for a scaling matrix and Q for a permutation matrix) are K, L, D, Q, S and B = Q T SKSQ. To run an iterative solver, it is necessary for the user to write a programme to both read the matrices L, D, Q, S and to use them as a preconditioner with an iterative solver. We have written a Fortran code to do this. In Table 6 .12 we do not include the time taken to write out the matrices and then read them back in; instead, for both codes, we report only the time T f to compute the factorization, the time T g for GMRES and the total time T , which is just the sum of these two. For GMRES, a simple sparse matrix-vector product is used; it is beyond the scope of this study to implement efficient parallel routines for these products but doing so could potentially substantially reduce T g , altering the relative costs of the factorization and iteration phases of the solution process. Note that the factorization time includes the time taken for computing the ordering and scaling and, for HSL MI30, it includes the time to restart the factorization after a shift change. We observe that the command line interface for SYM-ILDL make it unsuitable currently for incorporation into another code, such as an interior-point solver. Table 6 .12 Times (in seconds) for performing the incomplete factorization and running GMRES(100). T f and Tg are the times to compute the factorization and run GMRES, respectively. The total time T is the sum of T f and Tg. -denotes failure to converge within 1000 iterations.
Signed IC (HSL MI30) SYM-ILDL lsize = rsize = 10 lsize = rsize = 30 In Table 6 .12, HSL MI30 times are given for lsize = rsize = 10 and lsize = rsize = 30. We see that the latter produces both faster factorization times and faster GMRES times compared to lsize = rsize = 30 and SYM-ILDL. However, with the notable exception of Schenk IBMNA/c-big, for most problems, T f is less for SYM-ILDL than for HSL MI30 with lsize = rsize = 30, although in some cases where the latter requires fewer iterations, HSL MI30 has the smaller total time.
Finally, we consider Test Set 1 (C = 0). Results are given in Tables 6.13 and 6.14. Again, the HSL MI30 times include the time to restart the factorization after a change in shift (the number of shifts is reported in column 2 of Table 6 .13). The input parameter f ill for SYM-ILDL is chosen for each problem to give good performance with a level of fill in the factor that is generally similar to that for the signed IC factorization; the default drop tolerance tol = 0.001 is used. Problems GHS indef/cont-201 and GHS indef/cont-300 are omitted as SYM-ILDL did not converge. The signed IC code is run with the MC77 equilibration scaling and the same choices for lsize and rsize as in Table 6 .3. The natural order is used for the first four problems and the (constrained) Sloan ordering for the remainder. Again, we see that the signed IC approach can outperform SYM-ILDL (for example, the stokes problems) but for some problems (such as GHS indef/brainpc2), the latter is faster and produces a higher quality preconditioner. We are not able to predict for which problems which approach will give the better results.
7. Concluding remarks. In this paper, we have looked at extending the robust limited-memory incomplete Cholesky factorization algorithm of [58, 59] to sparse symmetric indefinite systems in saddle-point form. By using two diagonal shifts to prevent breakdown, we are able to compute a signed incomplete Cholesky factorization of the form LDL T , where the diagonal matrix D has entries ±1. Some new theoretical results have been given and numerical results presented to illustrate the effectiveness of the approach. The effects of different orderings and scalings on the preconditioner have also been investigated. As in the positive-definite case, we have shown that the use of intermediate memory can improve the quality of the preconditioner. Furthermore, the use of regularization parameters (that is, non-zero initial diagonal shifts) for the blocks A and −C has been found to substantially improve performance for interior-point optimization matrices. We have developed a new software Table 6 .14 Times (in seconds) for performing the incomplete factroization and running GMRES(100). T f and Tg are the times to compute the factorization and run GMRES, respectively. The total time T is the sum of T f and Tg. -denotes failure to converge within 1000 iterations. package HSL MI30 that implements our signed IC factorization algorithm; this Fortran package (which also offers a MATLAB interface) is part of the HSL mathematical software library [35] . We have presented some numerical results for the recent SYM-ILDL package, which uses Bunch-Kaufman pivoting to avoid breakdown. In the case of a direct solver, it has been reported [56] that a signed Cholesky factorization code in general performs less well than a carefully engineered indefinite code that incorporates threshold partial pivoting. However, our results show that our limited-memory signed IC approach (implemented as HSL MI30) can be competitive with SYM-ILDL. It is now our intention to develop an incomplete indefinite factorization code that incorporates pivoting and also uses intermediate memory.

