ABSTRACT Conventional resampling for particle filters suffers from discarding much potentially useful information due to using less information of spatial distribution of sampling particles set. An unsupervised learning grouping based resampling for particles filter, which could further exploits the relevant spatial information hidden in sampling particles set, was proposed. The core of our approach is that the k-means clustering algorithm is used to automatically form clusters of similar particles, instead of simple heuristic partitioning of the particles set in the spatial domain. Based on the time series analysis between the particle path and observation path for all particles in each cluster, the particle called important particle that has highest temporal correlation is chosen. The diversity of resampling particles set is strengthened by adding important particles to improve the residual resampling. Additionally, by the Kolmogorov-Smirnov two-sample test, we proof that the particles set resampled by the proposed algorithm and the original particles set come from the same distribution function. Extensive experimental results on two numerical models show that the estimation accuracy of particle filter can be improved in this way.
I. INTRODUCTION
Particle filter (PF) is a sequential Monte Carlo (SMC) methodology [1] , [2] that is recursive implementations of Bayesian estimation by approximation of probability distributions with discrete random measurements, and is also called Sequential Importance Sampling (SIS). Enormous researches have shown that particle filter is widely applied for nonlinear and/or non-Gaussian problems due to its ability to carry multiple hypotheses relaxing the linearity and Gaussian assumptions. As the inherent drawback in SIS, the samples degeneracy that sum of a few particles is almost equal to the total weight while the most other particles' weight can be neglected, is eager to be solved. Gordon et al. [3] introduced a resampling step into SIS in which the sampled particles set was reset and proposed the Sequential Importance
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Resampling (SIR). Since then, particle filter has been widely applied in many dynamical state estimation fields such as visual object tracking, statistical signal processing, and many more fields. However, everything like a coin has two sides. Resampling was designed to deal with the sample degeneracy [4] , but it brings another problem of sample impoverishment. Namely, a small number of particles with larger weights are duplicated many times and the most other particles with little weights are discarded stochastically in the resampling procedure, thereby the diversity of the resampling particles is reduced. Especially if the variance of system observation noise is small, the resampling particles set would concentrate in a small area and lead to larger estimation error of the system status.
In order to improve the diversity of resampling particles, one effective solution called ad hoc [3] , [5] was used, namely a roughening, in which an additional independent jitter noise was added to each particle. Another solution is to use Markov VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Chain Monte Carlo (MCMC) resampling ideas [7] , [8] .
Godsill and Clapp [9] proposed an algorithm to reduce the variability of the importance weights utilizing both the traversing bridging densities which lie between the prediction and filtering density and MCMC moves which attempt a series of smaller moves at each time step, for example. There are also some particle filters of hybrid methods which integrate genetic algorithm [10] or ant colony algorithm [11] in resampling procedure to alleviate the impoverishment of sampling particles. Sun et al. [6] used the Kullback-Leibler distance (KLD) between distribution of particle before resampling and after resampling to determine the number of particles to resample. The performances of these resampling algorithms or their improvements are improved by introducing some optimization techniques in resampling step. They only focus on the likelihoods or weights of particles but ignore their spatial distribution information hidden in the sampling particles set.
In studies [12] , [13] , a simple heuristic partitioning strategy is used to divide the state space of sampling particles set into variable-size countable measure spaces based on the particles' state values. Then, a particle called important particle is selected in each measure space to form the new resampling particles set together with the resampling particles obtained by the residual resampling algorithm [14] . The experimental results demonstrate a significant performance improvement resulting from a simple heuristic partitioning of the sampling particles in the spatial domain. It motives us to further study an efficient method for mining spatial distribution relevant information of sampling particles.
With the rapid development of the machine learning, we treat this problem as a clustering task for data analysis in pattern recognition. Clustering is an unsupervised learning grouping technique that provides a means to automatically form clusters of similar things [15] , [16] . It's like automatic classification. The key difference from classification is that in classification you know what you're looking for, while clustering produces the same result but without predefined class. The Clustering algorithm with this property is well suitable for dealing with the major challenges we are facing. As the sampled particles are distributed randomly and irregularly in state space, clustering is an appropriate method to study the information hidden in the spatial distribution of sampled particles set.
In this paper, we propose an unsupervised learning grouping based resampling method for particle filters (ULGR). The main contributions of our work can be summarized as follows:
Firstly, we propose a state space segmentation of sampling particles using k-means clustering, which takes into account the intrinsic similarity between the sampled particles in the state space distribution.
Secondly, we explore to choose one particle in each cluster as the important particle to improve the diversity of the resampled particles set using time series correlation technique.
Thirdly, we proof that both the particles set resampled by the proposed algorithm and the original particles set come from the same distribution by the Kolmogorov-Smirnov two-sample test.
The experimental results on the univariate non-stationary growth model and bearing-only target tracking model show that the proposed algorithm can obtain more accurate estimation compared to the conventional particle filters.
II. RELATED WORK
Estimation in nonlinear systems is extremely important because almost all practical systems involve nonlinearities of one kind or another. The Kalman Filter [17] utilized the first two moments of the state (mean and covariance) in its update rule. Exploiting the assumption that all transformations were quasi-linear, the EKF [18] simply linearized all nonlinear transformations and substituted Jacobian matrices for the linear transformations in the KF equations. For more accurate and easier to implement, it was improved by UKF [19] , which propagated statistical information through a nonlinear transformation. Thanks to the availability of ever-increasing computational power, the other approximate solution is Particle filtering which do not rely on any local linearization technique or any crude functional approximation to these difficult nonlinear and/or non-Gaussian problems. Over the past few decades, researchers devote themselves to improving the estimation precision of particle filters in two ways. One way is to study a more robust importance proposal distribution. The particle filter constructs an empirical approximation of the posterior probability distribution via a set of independent identical distribution particles sampled from the proposal distribution, and then used to estimate the relevant expectations. Therefore, a good proposal distribution plays an important role in designing an effective particle filter. An inappropriate proposal distribution may accelerate the degradation of the sampled particles. It will cause a small number of particles to be in the high likelihood region, while the other large number of particles to be in the low likelihood region. The weights for particles located in the low likelihood region become negligible after weights updating. Yun et al. [20] proposed the augmented particle filter (APF), in which the proposal distribution was proposed by combining both the observation information and state equation information. Lingala et al. [21] proposed the nudged particle filters (NuPF), in which a subset of sampled particles was pushed towards to high likelihood regions in the state space when there was a significant mismatch between the assumed model dynamics and the actual system producing the available observations. Based on Pearson Correlation Coefficient, Zhou et al. [22] proposed a new sampling method, in which the particles close to the true state were generated. In order to make full use of the current observation, Wang [23] proposed a two-stage particle filter algorithm. Each particle was updated sequentially based on incorporation of the UKF and IEKF in particle filters framework. The particle filters algorithm using the latest observation to optimize the proposal distribution was more effective when the observation information was relatively accurate.
The other way is to add an additional resampling [24] step in particle filters. With this step, the number and weights of the new sampled particles can easily be adjusted. The deteriorations such as degeneration in sampled particles could be prevented. The resampling is essential for particle filters. Resampling has been extensively studied to improve the diversity of the resampling particles, and various resampling schemes have been proposed. The classical resampling such as multinomial resampling [3] , stratified resampling [25] , systematic resampling [26] , and residual resampling [14] were probably the best known and most used. Resampling is performed in the same way or in the different way on all of the sampled particles. They have been improved in various ways, such as compound sampling, threshold/groupingbased resampling [27] . Compound resampling was rooted in stratified sampling. Particles were split into different groups based on weight thresholds, and one used different sampling methods to provide more flexibility for resampling. With an emphasis on intelligence, artificial intelligence algorithm [10] , [11] (e.g., particle swarm optimization, Genetic Algorithm and Ant Colony optimization), machine learning methods and their hybrids were introduced in resampling. Lamberti et al. proposed semi-independent resampling algorithm [28] , where each new final particle was resampled from a support which was partially rejuvenated with k new particles.
We aim at pursuit of improving the performance of particle filters through seeking a new resampling particles set obtained by a new method, in which the information both the weight of the particles and their spatial distribution will be utilized. In our previous study [13] , we use a simple heuristic partitioning strategy to exploit the information hidden in the state space of the sampled particles. In this paper, we propose a novel resampling approach to alleviate the impoverishment problem for resampled particles.
III. PROPOSED APPROACH A. PROBLEM FORMULATION
A large portion of nonlinear and non-Gaussian problems, such as parameter estimation, visual tracking and so on, can in general terms be characterized by a state space model (SSM) model [29] with a hidden state {x t |t ≥ 0}, from which partial information is obtained by observations {y t |t > 0}.
Based on the observation y t , the task is to estimate x t , recursively. The SSM is generally modeled by discrete Markov processes that vary over time as follows:
where f t (·) and g t (·) denote the transition and observation kernels, respectively. w t ∈ R d w and v t ∈ R d v are noise vectors. The subscript t denotes time index. Based on the full probability formula, the conditional posterior probability distribution p (x t |y 1:t ) can be calculated by two steps using recursive Bayesian filter. Table 1 shows the Bayesian recursive filtering framework. According to [30] , [31] , arbitrary probability distribution p (x t |y 1:t ) can be approximated by a set of independent identically distributed particles with weights x
where
t and N t denote the particle's value, weight and the total number of sampled particles at time t, respectively. The solution of Sequential Importance Sampling and Resampling is show in algorithm 1.
Resampling plays an important role in particle filters. In order to improve the performance of particle filters, our work in this paper is aimed at further studying the spatial distribution characteristics of sampling particles using the k-means clustering algorithm, then some particles called important particles are selected by Time and Series Analysis in each cluster to strength the diversity of the resampling particles.
B. GROUPING THE PARTICLES BASED ON THE K-MEANS CLUSTERING
Clustering is one of the important unsupervised learning in data mining, the goal of which is to discover the sensible groupings of a set of patterns, points, or objects. It has a long and rich history in a variety of scientific fields. Many researchers have been devoted themselves to improve the performance of clustering both the accuracy and the speed from different aspects, such as seed selection [32] , [33] , distance metric criterion designing [34] , learning problem domain [35] and so on. Among various clustering techniques, k-means clustering, which was proposed over 50 years ago, is still one of the most popular and widely used methods to deal with the classification task. Assuming X = {x i , i = 1, · · · , n} is a set of n d-dimensional points, and C = {c k , k = 1, · · · , K } be a partition of X , K is number of the clusters defined by the user or by an algorithm. Let u k be the mean of cluster c k , then the square error between u k and the points in cluster c k ,
Algorithm 1 Sequential Importance Sampling and Resampling
Step 1: Initialization when t = 0 Sampled particles from proposed distribution q 0 (x 0 )
Assigned weights:
Step 2: Recursive Bayesian filter when t ≥ 1 Particles Propagation:
Calculate Weights:
Normalization:
Status Estimation:
Resampling: Resampling from w
to obtain a new set of particles X (n) t with equal weights
The goal of k-means is to find such a partition that the sum of the square error over all K clusters is minimal,
the main steps of k-means algorithm are as follow: 1) Select an initial partition with K clusters.
2) Generate a new partition by assigning each pattern to its closet cluster centers. 3) Compute new cluster centers. 4) Computer new squared error J (C). 5) Repeat step 2 to 4 until cluster membership stabilizes. The sampled particles are transferred to any positions in the state space according to state transition probability distribution function. Therefore, the diversity of sampled particles can be represented by the distribution of the particles in state space. In order to retain some particles with small weights from being discarded stochastically during resampling process for keeping the diversity of the resampling particles set, we utilize the k-means algorithm [15] to group the sampled particles using a sensible metric. Then, a particle called the important particle is selected in each group and is propagated to next. Fig.1 displays the partitions of state space distribution of one sampling particles set in two-dimensional simulation model. The sub-graph (a) shows the state space segmentation of sampled particles set based on heuristic strategy. By dividing the length between the maximum and minimum values in each dimension of the sampled particles set by a predefined length, the variable and countable nets are generated, and one particle is selected as an important particle in each net for transmission. The sub-graph (b) shows the state space segmentation of resampled particles set based on k-means algorithm. For the sake of clarity, we let K be smaller, ten for example. It shows that all the particles in two-dimensional state space are grouped into 10 clusters by certain metric. The particles in different clusters are displayed in different colors. Comparing sub-graph (b) with sub-graph (a), we could see that particles with the certain attributes are clustered together instead of a simple heuristic segmentation. Then, one particle in each cluster is selected as an important particle for transmission. Intuitively, by introducing clustering algorithm in the residual resampling procedure, the particles with certain characteristics are grouped together and the particles with smaller weights could be retained purposefully, so the diversity of the sampled particles set can be strengthened. The parameter K is set by experiment. How to choose the important particles is discussed in next section.
C. IMPORTANT PARTICLES SELECTED USING TIME SERIES CORRELATION COEFFICIENT
Correlation is a measure of a monotonic association between two variables. A monotonic relationship between two variables is a one in which either (1) as the value of one variable increases, so does the value of the other value; or (2) as the value one variable decreases, the other variable value decreases. In particle filter, when the variance of observation noise is small, the observation path of a particle is close to the observation path of the system, the propagation path of this particle is close to the propagation path of the system state. The closer the observation of a particle is to the observation of the system, the higher the correlation is, and vice versa. Obviously, the particle with higher correlation coefficient in one cluster is selected as the important particle and is assigned the sum of the residual weights of all particles in the cluster. They must play an important role in improving the diversity of resampled particles.
In statistics, the Pearson Correlation Coefficient (PCC) [36] r x,y determines the degree of linear correlation between two variables X and Y , given the data x i and y i , i ∈ [1, n]. The ranges from −1 to 1 and is defined as where x is the arithmetic mean x = 1 M M i=1 x i as well as y. The important particle in cluster k is selected at time t, as shown in Fig. 2 , Y t = {y T |T = t − m : t, m > 1} denotes the system observation path, and
between the observation path of i-th particle in cluster k and the observation of the system at time t can be equivalently defined as
The PCC r k t (i) will be close to 1 when the observation path of the particle is similar to the observation path of the system. With the help of PCC we choose the particle x k t (i) as the important particle that has the highest coefficient in cluster k at time t. Fig.3 shows probability distribution function (pdf) represented by resampled particles based on weights only and based on weights and state space. Comparing the sub-graph (d) with (a) and (h) with (b), it can be seen that the places marked with magenta and cyan ellipses have been cut off in sub-graph (d), and the corresponding places in sub-graph (g) are almost unchanged. It is clearly demonstrated that the pdf represented by resampling particles based on weights and state space is more similar to the truth sub-graph (a) than the pdf represented by resampling particles based on weights only. We attribute it to the unconditional discarding of particles with smaller weights during in conventional resampling process. In our proposed resampling method, some particles with smaller weights are retained purposefully taking into account the spatial characteristics of the sampled particles. The simulated plot represented by our proposed resampling method is much closer to the ground truth. It shows that the proposed resampling algorithm indeed strengthen the diversity of the resampled particles.
D. UNSUPERVISED LEARNING GROUPING BASED RESAMPLING
The unsupervised learning grouping based resampling approach (ULGR) consists of four processes, which are described as in algorithm 2. Firstly, particles are resampled according to their weights one by one using Liu's residual resampling process [14] . Secondly, the spatial distribution of sampling particles set is divided to K clusters using k-means algorithm. Thirdly, the particle with the highest correlation coefficient between its propagation path and forward path of the system in each cluster is chosen. We call it the important particle. Fourthly, the important particles and the particles resampled using Liu's residual resampling process constitute the new resampling particles set of ULGR together.
The sampling particles are generally spatially distributed in the state space depending on state dynamic, therefore the spatial distribution represents the diversity and uncertainty of the state estimate. As in our case, at least one particle is resampled within each cluster in resampling process, which can avoid discarding all the particles with lower weight in an uncensored way.
The important particles propagate forward according to the system dynamics in particle filter. The observation paths of these important particles are close to that of the system, so the propagation paths of these particles are close to the forward path of the system state. These particles will play an important role in the system state estimation. The closer between the observation path of a particle and the system, the higher correlation the particle has. In our approach, we choose the particle that has the highest correlation as the important particle in each cluster.
In this way, the novel resampling method we proposed can improve the diversity of resampling particles without side effect of the resampling method that only uses particle weights.
In order to avoid the infinite growth of resampled particles set, ULGR is performed only when the non-normalized weights is superior to a pre-specified threshold. As in reference [12] , we also use the Effective Sample Size (ESS) criterion to select resampling PF. The ULGR is implemented only when ESS is below a threshold N T . In our method, we select N T = N t /2, N t is the sample size. In this way, the number of particles varying overs time in ULGR PF when different starting numbers of particles are used is no more than the starting number of particles.
E. NON-PARAMETRIC HYPOTHESIS TESTING
In statistics, the Kolmogorov-Smirnov (K-S) two-sample statistic [12] , [37] is used to check whether two random samples come from the same distribution function. If they sample from the same distribution, the null hypothesis is true. Let S m (x) and S n (x) are the empirical distribution functions corresponding to two random samples sets of size m and n respectively. For n independent and identically distributed observations X i , the S n (x) is defined as
The criterion of closeness of S m (x) and S n (x) used by the K-S two sample test, denoted by D m,n , is defined as
According to the K-S two-sample test, the null hypothesis is accepted at a confidence level a if
where d a is found from 
2: Using the k-means, the sampling particles set is divided into clusters gk with d k particles
where subscript k denotes the k-th cluster. 3: Select the important particle to propagates forward in every cluster using time series analysis, the process is as follows
where S(i) stands for time series analysis and → means selection. 4: Set the copied particles in Step 1 the same equal weight:
The cumulative distribution function of d is defined as
In practice, the values of d a for typical confidence level a are available in standard statistical tables [37] .
Since only the magnitudes are considered, the null hypothesis is suitable to our approach if all the particles with respect to their spatial partition are considered. The unsupervised learning grouping based resampling operation just changes the weights of important particles. The sum of all weights in each cluster is unchanged, so the largest distance D m,n lies on the max weightŵ max of important particles. Thus, if it can satisfy the equation (25), the null hypothesis could be accepted.ŵ
e.g., for a confidence level a = 0.01 and m = n = 100, d a = 1.63, thenŵ max < 0.231. This is a necessary and sufficient condition for our approach to satisfy the K-S twosample test. We do not reject the null hypothesis of identical distributions and believe that unsupervised learning grouping based resampling operation can maintain the original state density distribution at a certain confidence level.
IV. NUMERICAL EXPERIMENT
In this section, we evaluate the performance of the proposed ULGR PF through numerical experiments and compare ULGR to that of SIR PF (with residual resampling) [14] , DIR PF [12] , STR PF [13] . In our simulation, three other PFs are implemented with the parameters set as the same in the papers that they were proposed. In ULGR, the parameter K and M are set Ns/5 and 3, respectively, where Ns is the starting number of particles.
A. EXAMPLE1: ONE-DIMENSIONAL FINANCIAL MODEL
We firstly use the following one dimensional financial model, which is a severely nonlinear and popular univariate non stationary growth example with state dynamics given by Eq. (26) and measurement by Eq. (27) expressed as
where u t ∼ IID N (0, 1) and v t ∼ IID N (0, 1) are Gaussian distribution noise. Here N m, σ 2 denotes the Gaussian distribution of mean m and variance σ 2 , IID stands for the independent and identically distributed. We use root mean square error (RMSE) to evaluate the estimation accuracy, which is defined as
where x t andx t are the estimation and the truth states, respectively. We implemented 50 Monte Carlo runs using fixed sampling particles size (N t = 100) for all particle filters. Each run has 100 time steps (sys.tf = 100). Then, keeping the time steps unchanged, the numerical experiment is conducted again using different starting number of particles Ns from 10 to 100. Fig. 4 shows the results of 50 simulation test using fixed starting sampling particles size (Ns = 100). From table 2 and Fig. 4 it is clearly seen that the estimation accuracy of ULGR PF is better than other particle filters. ULGR PF could benefit more from using spatial distribution information of sampling particles. In order to study the information hidden in the state space of the sampled particles, a great deal of time is spent in clustering the sampled particles. So the ULGR PF used the highest computing time. Table 2 summarizes the estimation accuracy of all particle filters in terms of maximum RMSE, mean RMSE, minimum RMSE, variance and processing time.
The results using different starting number of particles Ns from 10 to 100 are shown in Fig. 5 . The chart shows that ULGR PF performs better than other particle filters when Ns is bigger than 30. The results show that it is effective to mine spatial information of sampled particles using unsupervised learning grouping to improve the performance of particle filter. The chart also shows that the performance of ULGR PF is poor when Ns is few. We attribute this phenomenon to the strategy of determining the size of clusters. The fewer the starting number of sampled particles, the smaller the size of clusters. E.g., in the implementation of our approach, the size of cluster is two when the starting number of sampled particles is ten. That is to say, only two important particles are selected in the whole state space of the sampled particles, which are not enough to improve the diversity of sampling particles.
B. EXAMPLE2: FOUR-DIMENSIONAL BEARINGS-ONLY TRACKING MODEL
In this section we apply the ULGR PF to a tracking problem based on four-dimensional bearings-only target tracking measurement, which is well studied in several papers, such as [3] and some of its references. In this example, the target moves within the x-y plane according to the standard secondorder model expressed as follows:
where Here x t denotes the hidden state-vector of the target containing the position and velocity in Cartesian coordinates. w t denotes a zero mean Gaussian white noise process with covariance w t ∼ N 0, σ 2 w I 2 , where I 2 is a 2x2 identity matrix. In order to describe conveniently, let the observer be located at the origin of x-y coordinates taking noisy measurements z t of the target bearing
where the measurement noise is also a zero mean Gaussian white noise process with covariance w t ∼ N 0, σ 2 v . As in reference [3] , the initialization parameters are set as follows:
we Similar to the one-dimensional financial model, the initial particle number Ns and the simulation time step sys.tf are set 100 and 25, respectively. Fig.6 shows the results of 10 Monte Carlo simulation tests using fixed starting sampling particles size (Ns = 100). Table 3 lists the estimation accuracy of all particle filters in terms of maximum RMSE, mean RMSE, minimum RMSE, variance and processing time.
It is evident from Fig. 6 and Table 3 that ULGR PF has a smaller mean and variance over other three PFs, which indicates that the proposed method is more accurate than STR and DIR PF. A heuristic partition strategy is used by them to study the state space information of sampled particles in resampling procedure and some improvements are made to increase the diversity of sampled particles. We use a more reasonable algorithm to study the state space characteristics hidden in the sampled particles. It is more reasonable to use clustering algorithm to group the resampled particles than the heuristic partition strategy to partition the state space of sampled particles. With the help of time series analysis, the important particles are selected to strengthen the diversity of resampling particle.
For further evaluating the performance of the proposed particle filters, we conduct the experiments using different starting particle number, such as the starting particle number Ns is set 10 to 100, increasing by 10 at a run. Fig.7 shows RMSE of SIR, DIR, STR, and ULGR PF with respect to different starting particle number Ns. Overall, a trend toward increasing accuracy and stability can be seen for all four PFs with the increase in starting particle number. ULGR PF performs poor when the starting particle number is less than 40. The cause could be the same to example one. As the number of the starting particles is small, the number of clusters after cluster classification is also small. The information hidden in the state space distribution of sampled particles could not be excavated deeply. Therefore, the degree to which important particles enhance the diversity of resampled particles is small. As the starting number of sampling particles increases, ULGR PF performs better, especially when the starting number becomes larger than forty. Even at a very small particle number, the proposed PF can produce accurate estimations. For STR PF, nearly seventy starting particles are needed to provide reliable estimations. While for the proposed particle filter, it can produce accurate results with only fifty particles. Thus it can reduce the computational demand to a certain extent. The results further suggest that the improved resampling method can improve the diversity of resampled particles set, thus reducing the chances of impoverishment and leading to a more accurate estimation of unknown parameters.
We increase the measurement noise σ w and process noise σ v to 0.1 and 1 respectively. Fig.8 shows the results of 10 Monte Carlo simulation tests using fixed starting sampling particles size (Ns = 100).
The results demonstrated that the performance of all PFs be degraded. It also shows that the performance of the proposed algorithm is slightly better. They demonstrate that the proposed method is effective.
The computational complexity is also a key factor in particle filters. Comparing with other three PFs, the estimation robustness of the proposed approach has been greatly improved, but the more processing time is used. With the increasing of system dimension the more processing time is spent in resampling procedure, which leads to the increasing of computational complexity significantly. It also be seen from Fig.7 that the proposed approach can achieve higher accuracy with fewer starting particles. Thus, sometimes the smaller number of starting particles can be used, such as forty, to improve the speed of the approach.
V. CONCLUSION
In this paper, a novel resampling algorithm called unsupervised learning grouping based resampling for particle filters has been proposed. Two procedures were introduced to improve the performance of the standard particle filters. Firstly, the k-means clustering algorithm was used to group the sampled particles to clusters. Secondly, time series analysis was used in each cluster to choose the important particles, which make up the resampled particles set together with the particles resampled by residual algorithm. In addition, by the Kolmogorov-Smirnov two-sample test, a proof was given that the particles set resampled by the proposed resampling method and the original particles set come from the same distribution function. The results of numerical experiments demonstrated that the estimation accuracy of the proposed approach is better than conventional methods. It is worth to emphasize that unsupervised learning grouping based resampling is effective in improving the performance of particle filters. As machine learning is introduced in the resampling process of PF, the estimation accuracy of the algorithm is improved at the cost of large amount of computation. At present, the proposed method can be used in non-real-time system estimation with high requirement of estimation accuracy, such as economic forecasting and parameter estimation.
Not only allocating the important particles but also processing anomalous observations (outlier) in ULGR is still an art in PF. There is room for further study to improve the performance of PF, especially in adaptive online adjusting the number of particles based on ULGR.
