This article presents a combined approach where quantitative forwardscattering coherent diffraction imaging (CDI) is supported by crystal diffraction using 8.1 keV synchrotron X-ray radiation. The method allows the determination of the morphology, mass density and crystallinity of an isolated microscopic specimen. This approach is tested on three homogeneous samples made of different materials with different degrees of crystallinity. The mass density and morphology are revealed using three-dimensional coherent diffraction imaging with a resolution better than 36 nm. The crystallinity is extracted from the diffraction profiles measured simultaneously with coherent diffraction patterns. The presented approach extends CDI to structural characterization of samples when crystallinity aspects are of interest.
Introduction
Coherent diffraction imaging (CDI) has emerged as a highresolution lensless X-ray imaging technique where an image is obtained from the diffraction pattern alone (Miao et al., 1999) . To accomplish this, an isolated object is illuminated with a coherent plane wave and the resulting diffraction pattern, sampled finer than the Nyquist frequency, is recorded in the far field. Then, a phase-retrieval algorithm (Fienup, 1982) is applied to recover the missing phase and an inverse Fourier transform is used to unravel the real-space image. Such an indirect approach outperforms conventional lens-based X-ray imaging techniques in terms of resolution, sensitivity and dose efficiency (Huang et al., 2009 ) and is applied for materials characterization at the nanoscale (Chapman & Nugent, 2010) .
At synchrotrons, hard X-ray CDI has been developed into two modalities: forward-scattering geometry and Bragg diffraction geometry, which address two different aspects of a specimen. In forward-scattering geometry, CDI can reveal the complex morphology of a wide range of microscopic specimens such as cells (Jiang et al., 2010; Rodriguez et al., 2015; Frank et al., 2017) , bone tissues (Jiang et al., 2008; Dierolf et al., 2010) , porous materials (Barty et al., 2008; Cherkas et al., 2017) and coated microparticles (Skjønsfjell et al., 2018) , disregarding their crystalline nature. Conversely, in Bragg diffraction geometry, CDI is sensitive to the crystal lattice deformation field and maps the strain fields in nanocrystals (Pfeifer et al., 2006) . Both modalities have been developed also in a scanning mode called X-ray ptychography (Pfeiffer, 2018) , which allows imaging of extended objects. Moreover, owing to the overlap between illumination positions, the data acquired in forward-scattering geometry are sufficiently overdetermined to robustly retrieve both complex object and illumination functions.
Although in CDI one measures the speckle intensity distribution in reciprocal space, the images retrieved contain information about the electron density of a specimen. The absolute electron density can be determined using threedimensional CDI as reported in several accounts (Miao et al., 2003; Jiang et al., 2010; Rodriguez et al., 2015) , but in ptychography the absolute density information is easier to retrieve (Dierolf et al., 2010; Diaz et al., 2012 Diaz et al., , 2015 . This is because in ptychography the complete diffraction pattern is measured, and hence the object and the probe are both reconstructed during the iterative phase-retrieval procedure (Thibault et al., 2008) . In forward-scattering CDI, the absolute density determination is not straightforward because information in the center of the diffraction pattern is missing, blocked by the beamstop. Therefore the exact flux of the probe is not measured directly during the experiment and, as will be shown later, this can cause uncertainty in the density determination. Moreover, in CDI the plane wavefront illumination of the sample is assumed. However, it has been shown that the real wavefront of the probe in CDI is spherical (Skjønsfjell et al., 2016) and the plane wave approximation can only be assumed for small samples, up to 5-6 mm. Assuring quantitative images is necessary to distinguish and characterize various constituents in multi-component samples. The question about how accurate CDI is in density determination, especially regarding crystalline specimens, remains open.
A large variety of materials are composed of crystalline phases, e.g. bones, calcareous exoskeletons of coccolithophores, Si grains, calcium carbonate microparticles etc. Although the crystallinity aspect of such materials is of great importance, it cannot be revealed by forward-scattering CDI alone. Therefore, we propose a combined forward-scattering CDI and Bragg diffraction experiment that simultaneously reveals the specimen's morphology and its crystallinity. The method capabilities are demonstrated by imaging three samples of different chemical composition and degree of crystallinity. The results show that even in polycrystalline samples it is possible to determine the mass density and crystallinity of a specimen.
Theoretical background
Here we assume that coherent plane X-ray waves propagate along the x direction and far-field two-dimensional scattering patterns are recorded in the yz plane. Within the kinematical approximation, the scattered intensity I s (q y , q z ) per solid angle Á relates to the projected electron density e ðy; zÞ ¼ R e ðx; y; zÞ dx of the sample via the Fourier transform F :
where I 0 is the incident intensity (in photons per second), A 0 is the beam cross section, r e = 2.82 Â 10 À15 m is the classical Thomson electron radius and P is the polarization factor (= 1 for small-angle scattering geometry with hard X-rays). We consider only an isolated object surrounded by air or by vacuum.
The connection between the projected electron density and the real part of the complex index of refraction (n = 1 À À i) of the sample is given by the equation 
In 2D CDI with a missing central speckle, the sample thickness x s cannot be measured. As follows from equation (4), the density determination in 2D CDI is ambiguous because the same optical increment can be obtained by numerous combinations of density e (y, z) and thickness x s . Moreover, the measured samples are 3D objects and their thickness is never homogeneous, and in multi-component samples even the density is not homogeneous along the thickness. The way to solve the ambiguity is to measure the 3D diffraction volume I s (q x , q y , q z ) and apply to it a phaseretrieval algorithm.
In three dimensions, the electron density e (x, y, z) can be estimated using the relationship F ½ e ðx; y; zÞ
where p s ¼ D=ðpNÞ is the pixel size in real space, D the distance from the sample to the detector, N the number of pixels and p the detector pixel size. The diffraction volume I s (q x , q y , q z ) is constructed from a series of 2D diffraction patterns I s (q y , q z ) measured at different sample rotation angles ! (Fig. 1) .
The 3D mass density can be obtained from the electron mass density if the chemical composition of the sample is known: ðx; y; zÞ ¼ e ðx; y; zÞA
A being the molar mass, Z the total number of electrons in the molecule and N A = 6.02 Â 10 23 Avogadro's number. The A/Z ratio is close to 2 g mol À1 for most light atoms except hydrogen (1 g mol
À1
). For common biological substances containing hydrogen, A/Z is 1.80-1.91 g mol À1 (Diaz et al., 2015) .
The relation between the mass density (x, y, z) and the diffraction volume I s (q x , q y , q z ) is
Therefore,
where (q x , q y , q z ) is the retrieved phase. The equations above describe the relations between the measured diffraction pattern I s (q y , q z ), the electron density e , the mass density and the optical constant . The proportionality constants Á, , p and p s are known or can be measured with high precision. The parameters I 0 and A 0 can be subject to uncertainties. The value of I 0 is not constant during the tomographic measurements owing to the decrease of the synchrotron storage ring current over time and occasional beam drifts. Variations in I 0 of up to 50% have been observed. To remedy this situation, the incoming intensity is carefully monitored during the measurements and then used for data normalization. In addition, the absorption of the X-rays in air must be well accounted for to get a correct I 0 . For this purpose, the air path in each experiment has to be measured and an absorption correction applied. The second parameter A 0 -the beam cross section -is very sensitive to the distance between the sample and the beam-defining slits and the slits' opening. The slits must be carefully calibrated as their opening defines I 0 and A 0 in a quadratic way. The next complication arises from the fact that the probe is a spherical wave and the simple ratio I 0 /A 0 defining the flux might not be an accurate measure of the real flux. In spite of the above problems, we show that it is possible to obtain correct density values from three-dimensional reconstructions.
Experimental details
For the purpose of demonstration and calibration analysis we selected three samples: SiO 2 porous microspheres provided byAGC Si-Tech Co. Ltd, a fragment of Si extracted from an Si NIST standard powder and CaCO 3 vaterite porous particles. The vaterite porous particles were synthesized by mixing 500 ml of molar solution of calcium chloride (0.5 M, CaCl 2 Á2H 2 O) and sodium carbonate (0.5 M, Na 2 CO 3 ÁH 2 O). The mixing was performed at room temperature using a 10 000 r min À1 stirring speed for 1 min. After mixing, the suspension was filtered and the resulting powder washed with ethanol and dried. SiO 2 microspheres were deposited on a 100 nm thin Si 3 N 4 membrane from a methanol suspension. The Si fragment and the CaCO 3 particles were deposited from a dry powder. The samples were kept fixed to the membrane by electrostatic attraction. On each membrane an isolated object was selected using an on-axis optical microscope for the X-ray measurement.
The coherent X-ray diffraction measurements were performed at the ID10 beamline at ESRF. With respect to the experimental scheme described by Chushkin et al. (2014) , the only modifications concern the optical scheme, in particular the position of a white-beam double mirror at 29 m from the source and the use of beryllium lenses placed 54 m from the source. The samples were illuminated by a coherent beam, 10 Â 10 mm in size, using 8.1 keV radiation selected by an Si(111) water-cooled pseudo-channel-cut monochomator. The average coherent intensity was estimated to be 7 Â 10 10 photons s
À1
, measured using the procedure described by Zontone et al. (2010) . Scattering from the sample was measured with two detectors as shown in Fig. 1 . Twodimensional coherent diffraction patterns were recorded by a Maxipix detector (Ponchut et al., 2011) containing N = 516 pixels in each dimension of p = 55 mm pixel size placed 3.3 and 5.25 m downstream of the sample. An evacuated flight tube was placed between the sample and the Maxipix to avoid X-ray absorption and air scattering. A beamstop blocking the strong direct beam was mounted in front of the Maxipix detector, inside the flight tube, to avoid pixel damage and minimize scattering from the exit window. Tomographic data sets were acquired by rotating the sample about the vertical axis z, covering an angular range in ! from À84 to +84 with angular steps of 0.2 and 0.25 and using 3 and 5 s exposures (see Table 1 ). During each exposure the crystal diffraction profiles were measured for the Si and CaCO 3 samples using a Mythen 1K one-dimensional detector. The detector was placed $45 mm behind the sample and offset $40 mm from the direct beam trajectory, allowing the small-angle scattering propagation to the Maxipix detector. The Mythen detector has 1028 channels, each 50 mm wide and 8 mm in height. The detector covered an angular range of 15-61 in 2 and AE5 in polar angle. The measured 2D data were processed following the protocol given by Chushkin et al. (2014) . The 3D diffraction volume I s (q x , q y , q z ) was constructed from the 2D patterns I s (q y , q z ) using a linear interpolation and taking into account the Ewald sphere curvature. The diffraction volume I s (q x , q y , q z ) is incomplete owing to the missing central area behind the beamstop and a missing wedge from the limited angular rotation range. Nevertheless, the missing information can be recovered during an iterative phase retrieval. The phase retrieval was conducted by applying 800 iterations composed of 560 steps of hybrid input-output (HIO) followed by 240 steps of error reduction (ER) algorithms (Fienup, 1982) . We performed 20 phase-retrieval runs, each starting from a random guess object. As initial guess we chose a sphere with random density. Subsequently, the shape of the object (support) was refined using the shrinkwrap algorithm (Marchesini et al., 2003) . All runs converged to similar solutions. The 20 reconstructions were aligned with subpixel precision (Guizar-Sicairos et al., 2008) and averaged to obtain the final result. The sample sizes were smaller than 3 mm (see Table 1 ) and the wavefront curvature of the probe for this size was considered negligible (Skjønsfjell et al., 2016) . The voxel values of the three-dimensional image were converted to the mass density (x, y, z) using equation (8). For this purpose, the incoming intensity I 0 , the beam cross section at the sample position A 0 and the sample-to-detector distance D must be accurately measured. The sample-to-detector distance D was measured with a ruler. The beam cross section (FWHM) A 0 was determined by scanning the sample through the beam and deconvoluting with the sample size. I 0 was measured from the Kapton scattering using the protocol described by Zontone et al. (2010) and corrected for the X-ray absorption in an air path of $0.6 m. The exact transmission coefficient (0.566) was determined by dividing the intensity measured at the Maxipix position by the intensity measured at the monitor position after the exit window of the optics table. We stress that knowledge of the transmission coefficient is essential for a correct quantitative density determination in CDI.
The crystal diffraction data were acquired simultaneously with two-dimensional coherent diffraction patterns as in previous work (Wallentin et al., 2015; Civita et al., 2018) . For the analysis, the background was subtracted from the crystal diffraction data and the channel number was converted to the 2 scattering angle using the known position of the Si diffraction peaks. The angular resolution was 0.067 and 0.016 at 15 and 61 2 angles, respectively. During the tomographic ! scan, the membrane was shadowing the diffracted beam at orientation angle ! = 2 À 90 , creating a blind range of $5 .
Results and discussion
From the coherent diffraction volume we obtained the threedimensional images of the specimens shown in Fig. 2 . The images of the SiO 2 and CaCO 3 samples confirm the spherical shape and porous morphology, as expected from the preparation protocol. We estimated the specific surface area to be 22.5 and 8.1 m 2 g À1 for the SiO 2 and CaCO 3 samples, respectively. The agreement with the specification for the SiO 2 particle is satisfactory (27 AE 5 m 2 g À1 ), and the value for the CaCO 3 sample is similar to that previously reported by Cherkas et al. (2017) . The Si fragment is composed of several crystallites. The crystallites have random orientation and a large shape and size variation. The largest crystallite is micrometre sized with a pronounced faceted shape [see Fig. 2(d) , and Fig. 4(c) below] . The smallest resolved crystallites are only a few tens of nanometres, corresponding to a few voxels. The voxel size for the images is 16.4 mm (for SiO 2 and CaCO 3 ) and 26.1 nm (for Si) and defines the bound for the highest image resolution. In practice, the resolution in CDI is determined by the largest scattering angle at which the speckles are observed and can be markedly larger than the voxel size. To estimate the image resolution, we used the phase-retrieval transfer function (PRTF; Chapman et al., 2006) . The PRTF is the ratio of the Fourier amplitude of the reconstructed image to the measured amplitude as a function of spatial frequency (resolution). At low frequencies, the PRTF is close to one, but it gradually decays at high frequencies [ Fig. 3(a) Knowing the chemical composition and using equation (8), we were able to determine the mass density and its distribution. The histograms of voxel values for the three specimens are shown in Fig. 3(b) . They are composed of two contributions. The plateau at low density values results from the values being split among voxels near the sample-air interface. The plateau has a high level when the surface area is large, as for the SiO 2 sample, and a low value for a small surface area, as for the CaCO 3 and Si samples. The second and most important contribution describes the voxel values inside the objects by the bell curve. The histogram peaks are centered around the standard values for the materials' densities. We fitted the curves with a Gaussian to obtain an average density and its distribution. The estimated densities are in agreement with the expected values (see Table 1 ). Considering that the samples are composed of a single material, the FWHM of the density distribution is taken as a measure of accuracy, defined as the ratio standard deviation over peak position. The highest accuracy, 9.5%, was achieved for the Si fragment, then 12% for the SiO 2 microsphere and finally 16.2% for the CaCO 3 particle. We noticed that these values correlate with the average number of measured photons per reconstructed sample voxel (the total number of recorded photons divided by the sample volume in voxels); the higher the number of photons (18 390, 3174 and 1633 photons per voxel, respectively), the better the accuracy. There are other factors that can play a role. Previously, in a study using ptychographic imaging, it was shown that the accuracy of density determination depends on the voxel size as p À0:55 s and p À1:5 s for uncorrelated noise (Diaz et al., 2012) . In that study, the authors achieved 2% accuracy with a resolution of 150 nm. For comparison, in our study the accuracy is lower but the resolution is higher. Using the p s scaling argument, the accuracy of density determination is comparable in the two studies. We emphasize that this is a good result because the density was estimated without measuring the intensity of the central speckle, proving that CDI can be used for 3D quantitative imaging at the nanoscale.
The phase-retrieval algorithm has a certain degree of tolerance to the missing information behind the beamstop. The analysis performed by Huang et al. (2010) showed that missing data corresponding to 13 central speckles can be successfully reconstructed. The negligible distortions and artifacts that appear when up to 21 speckles are missing can be removed using the approach proposed by Thibault et al. (2006) . Above this threshold, either the phase-retrieval algorithm fails to converge or the reconstructed images contain permanent artifacts. The permanent artifacts degrade the accuracy of the density determination, and therefore one should reduce the missing area as much as possible. We followed this strategy. Our data (see supporting information, Fig. S1 ) were missing less then 13 speckles, resulting in negligible errors in the reconstructed images. Recording the complete speckle pattern and the transmitted direct beam at the same time would be possible using a detector with a high dynamic range (more than ten orders in magnitude), but such detectors are not available yet. Meanwhile, an alternative approach is to use semi-transparent beamstops (Wilke et al., 2013) .
CDI can accurately determine the absolute electron density of a sample, but the conversion to mass density relies on an exact knowledge of the sample's chemical composition [see equation (6)]. The A/Z ratio varies between 1.8 g mol À1 for biological materials and 2.49 g mol À1 for heavy elements (e.g. Au). Accepting an A/Z ratio of 2 g mol À1 would cause a maximum error of 25% in mass density estimation for heavy elements and less than 10% for common light materials. To achieve a higher precision, other methods must be used.
In addition to obtaining the 3D CDI images, it is interesting to know the possible crystalline phase of a specimen, which can be assessed from 1D diffraction profiles. The measurement of diffraction profiles for the SiO 2 sample was omitted as it is composed of an amorphous phase. For the other two samples, the Si fragment and the CaCO 3 particle, we could detect diffraction peaks. For the structural analysis, the diffraction data from the Si fragment were used to convert the channel number to the scattering angle 2 using a fitting procedure correlating channel number with known peak positions. Then, we determined the 2 positions for the CaCO 3 sample by evaluating the peak positions at each angle. Finally, we built the polar diffraction maps shown in Figs. 4(b) and Fig. 5(b) . The maps plot the position of the diffracted intensity as a function of the 2 angle (radius) and the sample rotation angle ! (azimuth). To enhance the visibility and reduce the noise, the data were smeared with a Gaussian. Averaging over ! provides the 1D diffraction profile of the sample. For the Si fragment, the 1D diffraction profile contains three peaks whose positions match the silicon 111, 220 and 311 reflections [ Fig. 4(a) ]. The relative intensities of the peaks differ from the theoretical ones [ Fig. 4(a) lower panel] because the data were measured with an ! angular step of 0.2 , which is two orders of magnitude larger than the Darwin width of the Si 111 reflection (0.00186 ), and it was not possible to make a quantitative analysis of the diffraction profile. In addition, the measured intensities of the Bragg peaks probably originate from the tails of the true Bragg reflections. Nevertheless, the position of the peaks is evidence of the crystalline nature of the Si fragment. In the polar map, we can count more than ten peaks resulting from several randomly oriented crystallites. Some of the crystallites (objects with faceted shape) could be identified in the 3D image [ Fig. 4(c) ]. On the largest crystallite the facets are clearly seen. The combination of 3D images with the polar representation of the diffraction data could be exploited to identify the shape of the crystals and their orientations. For this one needs to measure accurately the rocking curves of the Bragg peaks, fit them to extract the crystals' sizes and find the crystals with matching size in the 3D CDI reconstruction.
The CaCO 3 particle density obtained from CDI matches that of vaterite, which is the least thermodynamically stable polymorph of calcium carbonate in ambient conditions. In nature, the occurrence of vaterite is rare; it is mostly synthesized in laboratories and industry to serve as a precursor for the more stable aragonite and calcite phases. densities of the three calcium carbonate phases are 2.65, 2.71 and 2.93 g cm À3 for vaterite, calcite and aragonite, respectively. Because of the proximity in the density values and accuracy in our CDI mass determination, it could be challenging to identify exactly the calcium carbonate phase from mass density estimation alone. Conventionally, powder diffraction data are analyzed for quantitative crystalline phase characterization. Our diffraction profile [ Fig. 5(a) ] confirms the vaterite phase of the CaCO 3 particle. The positions of six peaks correspond to six reflections of vaterite (Wang & Becker, 2009) [Fig. 5(a) lower panel] . No sign of calcite, the more stable phase, was detected, although the original powder contained 2% calcite. On the polar diffraction map of Fig. 5(b) we can see diffraction spots spread around certain sample rotation angles ! that neither match the sixfold symmetry of the hexagonal crystal system of vaterite nor show random uniform orientation. This means that the CaCO 3 particle is composed of nanocrystals with a certain degree of preferred orientation. An early electron diffraction study reported the preferred crystal orientation in synthetic vaterite (McConnell, 1960) , and recent work has shown that vaterite microspheres consist of nanocrystals 20 nm in size arranged in branches forming spherulites (Imai et al., 2012) . The branches spread from the center of a sphere and might induce preferred orientation of the nanocrystals. In our sample, neither the nanocrystals nor the branches were resolved by CDI, only pores of different shapes and sizes. Interestingly, pores elongated in the radial direction are observed [ Fig. 5(c) ], in particular in the xy (rotation plane) and yz planes, but the diffraction map shows preferred crystal orientation.
The diffraction data acquired during the CDI measurements provided information on the sample crystallinity and orientation. This information was limited only to the horizontal xy plane in which the samples were rotated. However, such data were sufficient to determine the exact crystalline phase of the objects -information not available from CDIand confirm the density estimation by CDI. The sample rotation angle increment used was fine for sampling the CDI diffraction volume but coarse for sampling narrow diffraction peaks from single crystals. A crystal aligned exactly at the Bragg angle creates an extinction spot in the exit surface wave and must influence the CDI reconstruction. For example, the reconstructed 2D image would show a reduced intensity of the diffracting crystal that might be possible to identify. However, this situation would have an adverse effect on the 3D CDI reconstruction, and the 2D speckle pattern would have to be discarded from the 3D diffraction volume. In our data, we did not observe extinction spots, probably because the Si sample orientations did not match the exact Bragg condition. In the future it will be interesting to detect extinction spots in crystalline samples by performing a fine rocking scan around selected intense Bragg positions. This would also allow an accurate 2D reciprocal space mapping, useful for quantitative analysis, i.e. determination of crystallite size. Furthermore, one can use continuous scans to collect the signal from narrow diffraction peaks. When the crystals are small and numerous like in the CaCO 3 sphere, the effect of the extinction might be too small to be detected in CDI. However, extinction can bias the density determination. In such a case, the identified crystalline phase can serve as a more reliable estimate for the sample density.
Conclusions
We have shown that the mass density of amorphous and polycrystalline specimens can be obtained by CDI even when the central speckle is not measured. The presence of crystals in the samples did not flaw the density determination. Moreover, introducing a linear detector to the standard CDI setup allowed the determination of the crystalline phases and texture of the polycrystalline specimens. This information was obtained simultaneously without compromising either the data acquisition or the data quality of CDI measurements. In view of forthcoming synchrotron source upgrades, promising a 100 times increase in coherent flux, the presented combined approach offers an advanced tool for the high-resolution imaging of crystalline specimens including natural and synthetic biominerals, hierarchical structures (bones), coreshell nanostructures etc. and can enable studies of slow morphological and phase transformations.
