We look for the probability distribution of the fading envelope yielding the worst and the best performance of digital transmission in a wireless channel. We assume that the underlying fading process is spherically invariant. Using a general representation theorem for such a process in conjunction with semidefinite programming techniques, we derive the envelope densities yielding the maximum and minimum error probability P (e) of uncoded binary modulation, as well as the maximum and minimum outage probability P out . In particular, for P (e) we show that the worst fading yields P (e) = 0.5, while if the fading process has zero mean the most benign fading has a Rayleigh density, while if its mean is nonzero it has a Rice density with the appropriate Rice coefficient K. The situation for p out is more complicated: the worst fading yields p out = 1, while the best fading has a Rayleigh or Rice density only for high SNR values.
INTRODUCTION
It is well known that the performance of wireless communications is strongly affected by fading effects. Under various propagation scenarios, several models have been proposed for the probability distribution of the fading envelopetypically obtained by empirical fitting of observed data-and these models are used for design and performance prediction. Now, it is important to determine the range of performance that can be obtained if (a) the model is inaccurately chosen, or (b) the propagation conditions are expected to vary in time by a wide margin, and adaptive techniques are not sufficient to allow a single propagation model to be valid in a variety of conditions. In both situations, it is useful to study how system performance varies as the channel model runs through an uncertainty set. This set may reflect (a) the inaccuracy in determining the mathematical channel model from measured data, or (b) the wide uncertainty in the knowledge of the actual operating conditions. A recent approach to case (a) was based on the evaluation of the degradation suffered by a system when a small discrepancy, measured by the Kullback-Leibler divergence between a nominal and the actual probability distribution of the fading, is caused by model uncertainty [1] . Based on this approach, the robustness of system design to channel modeling can be assessed. In this paper we focus on case (b). In particular, we study the limiting performance of a wireless communication system when the statistical distribution of the fading envelope is allowed to vary in a set determined only by a reduced number of assumptions. We are interested in sharp bounds, i.e., upper and lower bounds that can be actually achieved by probability distributions satisfying a given set of constraints, and hence cannot be further tightened without altering the constraints. To do this, classical moment-bound theory, and some its recent developments centered on semidefinite programming, can be used (see, e.g., [2] ). In the balance of this paper, we focus on constraining the probability distribution of the fading to belong to the fairly general, physically motivated class of spherically invariant random processes (SIRPs: see [3] and references therein), and examine the performance range of uncoded and coded digital communications.
THE GENERAL APPROACH USING MOMENT CONSTRAINTS
Our approach is based on the assumption that the system performance depends on the fading envelope statistics through the expected value of a known function h( · ) of the random envelope X. Thus, our problem consists of solving
(as well as the corresponding inf problem) where F is a subset of all possible probability density functions of X, with domain R + and chosen to satisfy certain constraints that may be imposed by what is known about the random envelope.
T describe the moment constraints. Due to the probability density constraint, we assume k 0 = 1 and μ 0 = 1 throughout.
Here we choose the performance parameters to be either (a) error probability of uncoded binary antipodal modulation with equally likely symbols, or (b) outage probability. The first parameter is representative of system performance when no error-control coding is used, while the second one reflects the performance when a near-optimal code is used. A comparison of the effects of channel variations on both parameters may help to determine the usefulness of channel coding.
Error probability
The general expression for the error probability of uncoded binary antipodal modulation with equally likely signals having a common energy E, under the assumption of independent fading with amplitude X, additive white Gaussian noise n with power spectral density N 0 /2, and perfect channel state information at the receiver, is
where where Q( · ) denotes the Gaussian tail function, and snr E/N 0 . Within our framework, we have
Outage probability
On a nonergodic channel affected by fading with random envelope X and additive white Gaussian noise, the information outage probability is the probability that the transmission rate ρ, measured in bits per channel use, exceeds the instantaneous mutual information of the channel. This is given by
With a nonergodic channel, this is the information-theoretical rate limit which cannot be exceeded by the word error probability of any coding scheme, and hence can be utilized for estimating the error probability of coded systems. From (4) we obtain
where
and hence
SOLUTION RESTRICTED TO SIRP PROCESSES
As we shall see below, if we look for the "best" and the "worst" fading pdfs with no constraint on F, the solution turns out to be discrete. Now, discrete pdfs for the fading envelope can hardly be motivated in the practice, and hence we should focus on a class of pdfs with a strong physical motivation. SIRP is one such class. Spherical invariant processes generalize Gaussian processes, and inherit many of their analytically tractable properties. They have been advocated as relevant to the modeling of atmospheric noise, speech processes, radar clutters, etc. (see [3] and references within).
To express the constraint that F includes SIRP densities, we use a general representation theorem [3] allowing a SIRP envelope density to be formulated as a compound density.
A SIRP {Y (t), −∞ < t < ∞} is characterized by an nth-order pdf of the form
where y ∈ R n , C n = (2π) −n/2 |Σ| −1/2 is a normalization constant, μ is the mean vector, and Σ is the positive definite covariance matrix. Eq. (7) shows that the nth order pdf of a SIRP is the statistical average of the nth order pdf of a Gaussian process with an arbitrary nonnegative-valued univariate RV V whose pdf is f V (v). This means that the spherically invariant process Y has a simple representation in the form {Y (t) = V Z(t), −∞ < t < ∞}, where {Z(t), −∞ < t < ∞} is a Gaussian process independent of V .
Consider now narrowband processes and their envelopes. A narrowband Gaussian process can be expressed as Y (t) = Y I (t) cos(2πf 0 t) − Y Q (t) sin(2πf 0 t), where Y I (t) and Y Q (t) are two independent low-pass Gaussian processes. Its enve-
, where R Y (t), the envelope of a Gaussian process, has a Rice pdf. 2 To simplify our notation, assuming stationarity we suppress the variable t, and denote the original envelope of the Gaussian process by R and the fading SIRP envelope by X.
where V is the same nonnegative-valued univariate RV as above, whose pdf f V (v).
It is known that, with V and R in (8) two independent nonnegative-valued univariate RVs, the pdf of X satisfies (9) showing that the pdf of X in (9) is a compound density, resulting from compounding f R with f V [4] .
Modeling a SIRP envelope using experimental data
We may approximate (9) using a pdf mixture, i.e., its discrete parametric version
where the parameters are
is a Rice pdf parameterized by θ i . The EM algorithm can be used to estimate the parameters of a mixture [5, 6, 7] .
Moment bounds under SIRP constraint
Due to property (9) , under the assumption that the underlying fading process is SIRP, problem (P ) can be reformulated, and slightly generalized, as follows:
|V ] are conditional expectations given V . This is a Stieltjes-type of moment problem, and can be reduced to a semidefinite program (SDP).
Note that this approach is equivalent to Popescu's approach to the convex class of distribution constraints [2] . It follows from (9) that the class of SIRP fading densities is convex, and generated by the collection of Rice densities indexed by their variance. Here we reduce ourselves to considering the only constraint of unit second moment, reflecting the signal-to-noise ratio snr.
PERFORMANCE BOUNDS
Assume R to have a Rice density with parameters ν and σ. We write R ∼ R(ν, σ), and the density function is
Observing that
we write the SIRP decomposition in the form
which indicates that we incur in no loss of generality if we assume R ∼ R(ν/σ, 1). Introducing the "Rice factor"
we have
(K = 0 yields the Rayleigh density).
In our calculations, we fix K and vary the overall SNR, so that our generalized moment problem becomes
Binary error probability
The binary error probability is given by
The Rayleigh case yields
while in the Rice case we have the implicit expression, which does not seem to be amenable to closed form:
Outage probability
We have
which, in the Rayleigh case, yields
and, in the Rice case,
where Q( · ) denotes the Marcum Q-function.
Deriving the bounds
To derive the bounds we shall make use of the following result, which can be derived from classical moment-bound theory [8] and generalizes a finding in [9] . Consider the expectation E X h(X), where h( · ) is monotonic in the interval [0, A], and E X is known. Using Jensen's inequality, we have that:
If h(X) is decreasing and convex ∪, then E X h(X) takes its minimum value if X is deterministic, i.e., X = E X, and its maximum value if the distribution of X has only two mass points, one at 0 (with probability close to 1) and the other one at "infinity" (with probability close to zero).
If h(X) is increasing and concave ∩, then E X h(X) takes its maximum value if X is deterministic, i.e., X = E X, and its minimum value if the distribution of X has only two mass points, one at 0 (with probability close to 1) and the other one at "infinity" (with probability close to zero).
When the function h( · ) is nonmonotonic, numerical SDP techniques should be used.
Error probability, unrestricted case
From (17), since Q( √ x) is decreasing and convex ∪, we have that the maximum value of P (e) is 0.5, while its minimum value is achieved for V 2 R 2 = 1, i.e., P (e) = Q √ 2 snr , corresponding to an AWGN channel.
Error probability, zero-mean SIRP process
From (19), since P (e | V ) is decreasing and convex ∪, we have that the maximum value of P (e) is 0.5, while its minimum value is achieved for V 2 = 1 (V deterministic), so that that if the SIRP process has mean zero the best fading envelope is Rayleigh, yielding Fig. 1 shows upper and lower bounds of P (e) in this case. For comparison, a curve corresponding to Nakagami-m envelope density is shown for m = 1/2. The Nakagami-m density belongs to the family of Rayleigh mixtures, and hence the corresponding performance is seen to be worse than in the Rayleigh case, as expected.
Error probability, nonzero-mean SIRP process
Numerical results are shown in Fig. 1 . For a given value of K, the worst fading corresponds again to P (e) = 0.5, while the best fading is achieved for a deterministic V , thus yielding a Rice fading envelope. The markers denote the numerical solutions of (P ), while the curves are obtained by numerical calculations of P (e) under the assumption of a Rice envelope. As expected, as K → ∞ the best channel tends to the additive white Gaussian channel, so that
Outage probability, unrestricted case
The function h(x) defined in (6) can be written as the limit, as ξ → ∞, of the decreasing concave ∩ function
Thus, we can see that the maximum value of the outage probability is p out = 1, achieved at V 2 = 0. The minimum value is achieved at V 2 = 1, corresponds to a nonfaded channel, and takes values
where C log 2 (1 + snr) is the capacity of the AWGN channel. Fig. 2 shows upper and lower bounds to p out for ρ = 9 bits per dimension pair. The upper bound is p out = 1, while the lower bound, shown by dashed line and square markers, merges with the outage probability of a Rayleigh fading channel for high SNR. The curve corresponding to a Nakagami-m fading channel is also shown for comparison. 
Outage probability, Rayleigh R

CONCLUSION
We have examined the probability density functions of the fading envelope under the assumption that the underlying fading process is SIRP. Using a general representation theorem for SIRPs, we have derived the envelope densities yielding the best and worst error probability P (e) of uncoded binary modulation and the best and worse outage probability p out , which can be obtained as solution to a semidefinite program.
In particular, for P (e) we have shown that the worst fading yields P (e) = 0.5. If the fading process has zero mean the best (i.e., most benign) fading has a Rayleigh density, while if its mean is nonzero the best fading has a Rice density with the appropriate Rice coefficient K. The situation for p out is more complicated: the worst fading yields p out = 1, and the best fading for low SNR yields a p out which is worse than the value for a Rice fading channel with the same K, while tends to the same value as SNR increases.
