Abstract
INTRODUCTION
Drilling and blasting combination is still a cheapest method of rock breakage and in mining as well as in civil construction works. Blasting, fragments the rock into pieces that are suitable for crushing (Lawrence et al., 2002) or further processing and is still the most commonly applied method. Rock fragmentation has been the concern of many research works because it is considered as the most important aspect of production blasting, since it affects on the costs of drilling, blasting and the efficiency of all the subsystems such as loading, hauling and crushing in mining operations, Farmarzi et al. (2013) . When an explosive detonates in a blast hole, instantaneously huge amount of energy in forms of pressure and temperature liberates around the hole. Though significant developments have taken place in explosive technology, the explosive energy utilization has not made much progress due to complexity of various rock parameters (Cheng and Huang, 2000; ISRM, 1992; McKenzie, 1990) . Only a small proportion of the total energy is utilized for actual breakage and displacement of rock mass and the rest of the energy gets spent in undesirable side effects like ground vibrations, air blasts, noises, back breaks, flyrocks, dusts etc. (Bajpayee et al., 2004; Hagan , 1973; Singh et al., 1994a; Wiss and Linehan, 1978) , which may further cause annoyance of the people living surrounding the mining areas (Raina et al., 2004) .
Although, these negative effects can not be eliminated completely yet can be minimized up to an extent of permissible limits to avoid damage to the surrounding environment and the existing structures (Singh et al., 1994a; Wiss and Linehan, 1978) . A study (Raina et al., 2004) of the human response to blasting in mining localities across India has shown that the response is not simply socio-political, as frequently assumed. It has been reported that, irrespective of those questioned; a basic concern for the safety of property was the main response.
Initiation of the explosive in blast hole converts chemical energy into a huge volume of gases and fumes. Thereby, intense dynamic stresses gets set up around the blast hole due to sudden acceleration of the rockmass by detonating gas pressure on side wall. The strain waves get transmitted in to the surrounding rockmass and generate a wave motion (Wharton et al., 2000) . These strain waves carry strain energy that is responsible for the fragmentation of the rockmass by means of breakage mechanism such as crushing, radial cracking, and reflection breakage in the presence of a free face. The crushed zone and radial fracture zone encompass a volume of permanently deformed rock. Thereafter, the strain wave intensity diminishes and causes no permanent deformation in the rockmass. The strain waves propagate through the medium as the elastic waves. The waves in an elastic zone are characterised by the peak velocity of the rock particles through which they propagate and their behaviour is essentially visco-elastic (Hagan, 1983 ).
The development of empirical relationship within the parameters for a given system can be useful for prediction. However, the laws underlying the behavior of a system are not easily understood and the empirical regularities are not always evident and can often be masked by environmental hazards. That's why, now a days, more precise techniques like Artificial Neural Networks (ANNs), Maximum Likelihood Classification (MLC), Genetic Algorithm (GA), Technique for Order Preference Similarity to Ideal Solution(TOPSIS), etc. are frequently applied (Monjezi et al., 2007; Tawadrous , 2006) .
The general difficulty in modelling of rock masses by numerical methods is that rock is a natural material, and so the physical or engineering properties have to be established and the rock mass is largely discontinuous, anisotropic, inhomogeneous and non-elastic (Harrison and Hudson ,2000) . This problem can be overcome at some extent in neural networks as the geometrical and physical constraints of the problem that appear in governing equations and constitutive laws, when the numerical modeling techniques are used, are no longer so dominating in neural networks (Jing, 2003 ).
ANN ARCHITECTURE IN BLASTING PROBLEMS
ANN technique is relatively a new branch of the 'artificial intelligence' (AI) and has been developed since the 1980s (Grossber, 1991; Hertz et al., 1990; Rumelhart and McClelland, 1986) . The ANN technique is considered to be one of the widely used intelligent tools for simulating complex problems. The ANN is information -processing system simulating structures and functions of human brain (Simpson, 1990) . A neural network can be considered as an intelligent hub since it is able to predict an output pattern on the basis of previous learning. After completion of proper training, neural networks can detect similarities when presented a new pattern and accordingly, result a predicted output pattern. This property gives excellent interpolation capability to the technique, especially when input data is noisy. This technique has the ability of generalizing a solution from the pattern presented to it during the training.
The development of a neural network can be broadly classified into three steps: defining the network architecture, training and testing (Freeman and Skapura, 2002) . A neural network must be trained and tested before interpreting new information. The neural network is first trained by processing a large number of datasets. A number of algorithms are available for training the artificial neural networks, among all the available algorithms the back-propagation algorithm developed by Werbos (1974) is widely applied in different field of science and engineering because it is the most versatile and robust technique. The algorithm based on Levenberg-Marquardt approximation method is more powerful than commonly used gradient descent methods. Levenberg-Marquardt approximation makes training more accurate and faster near minima on the error surface (Demuth and Beale, 1994 ).
The back-propagation algorithm is especially capable of solving predictive problems (Huang and Wfinstedt, 1998; Tawadrous and Katsabanis, 2006) . The feed forward backpropagation neural network (BPNN) always consists of at least three layers; input layer, hidden layer and output layer (Neaupane and Adhikari, 2006) . Each layer consists of a number of elementary processing units, called neurons, which are connected to the next layer through weights, i.e. each neuron in the input layer will send its output (as in put) for neurons in the hidden layer and similar is the connection between hidden and output layer. The number of hidden layers and the number of neurons in the hidden layers change according to the problem to be solved.
The connection strengths, also called network weights, are adjusted in such a way that the network's output matches a desired response (Lippman, 1987) . In the back propagation training, the connection weights are adjusted to reduce the output error (Tawadrous, 2006) . For example, in the back propagation network, the goal of learning is to minimize the error between the desired outputs (target) and the actual outputs of the network.
Artificial neural networks are highly distributed interconnections of adaptive non-linear processing elements. The back propagation neural network is constructed in such a way that each layer is fully connected to the next layer. In other words, every neuron in the input layer will send its output to every neuron in the hidden layers, and every neuron in the hidden layers will send its output to every neuron in the output layer. The numbers of neurons in the input layers are equal to numbers of input variable selected for the problem to be solved (Grznar et al., 2007; Huang and Wfinstedt, 1998 Once the neural network has been successfully trained with sufficient number of sample data sets, it is tested for a few datasets whose output is already known. After validation of a neural network, it can be used for predictions of output parameter for the corresponding input parameters based on its previous learning of the similar patterns (Singh, 2004) . Researchers in rock science and engineering are mostly using multi-layer back propagation neural networks with one hidden layer ( (1) The geometrical and physical constraints of the problem, which dominate the governing equations and constitutive laws are not such a problem. (2) Different kinds of neural networks can be applied to a problem. (3) There is the possibility that the 'perception', we enjoy with the human brain, may be mimicked in the neural network, so that the programs can incorporate judgments on the basis of learning and experiences. The drawback of neural networks is super complicated curve fitting either over-fitting or under-fitting (Jing, 2003) . To formulate the network for any specific problem, super complicated curve fitting occurs mainly due to training of network with too many epochs. A strategy developed to avoid over-fitting or under-fitting is to investigate the goodness of prediction using different types of network architecture and select the network with minimum root mean square error (Hornik, 1991) and with the application of Bayesian regulation (MacKay, 1992) while constructing neural network. Again, neural networks with the higher number of input variables have better predictability (Mohamed, 2009 ).
The artificial intelligent method of simulating and predicting blasting is accurate, reliable, practical, user oriented, and easy to operate as well as useful for engineers (Lianjon et al., 2002) . Neural network models provide descriptive and predictive capabilities and, for this reason, have been applied through the range of rock parameter identification and engineering activities (Hudson and Hudson, 1997 ).
As ANN is multidisciplinary in nature, it is being successfully used in many industrial areas as well as in research areas. Singh et al. (2001) have predicted the strength properties of schistose rocks by neural network. The stability of waste dump from dump slope angle and dump height is investigated by Khandelwal and Singh (2002 
ANN IN GROUND VIBRATIONS
Blasts, if not properly designed, may result in ground motions of sufficient intensity to damage the nearby structures. Ground Vibration is a seismic wave that spread out from the blast hole when detonated in a confined manner Khandelwal, (2012 ) . Among all the ill effects of blasting, ground vibration is major concern to the planners, designers and environmentalists (Hagan, 1973 (Wiss and Linehan, 1978) . Geological discontinuity also plays a significant role in the transmission of ground vibration (Fourney et al., 1993; Singh and Sastry, 1986) .
The ground vibration is measured by the peak particle velocity (PPV As the stress wave properties are affected by many inherent variables taking part in such a complex physical process, namely the charge density, the rock mass properties, and the blast geometry, it was observed that the difference of PPV at the same scaled distance from different blast tests could vary by as much as 100 times (Dowding, 1985 Mohamed (2009) has used three different models of ANN for prediction the peak particle velocity (PPV) due to blastinduced ground vibrations and observed that the ANN model using a large number of inputs parameters gives better prediction of PPV over the ANN models using single or two inputs parameters. Also, the ANN model with two-input parameters provides better results than the model with one input parameter. That is to say, increase in the number of input variables results in increasing the ability of ANN to learn and to predict more precisely. 
ANN IN AIR BLAST
Air blast is considered to be one of the most detrimental side effects due to generation of noise. Blast induced Air Over Pressure is the energy transmitted through the atmosphere from the blast site in the form of a series of pressure waves. Overpressure simply means the pressure over and above that of atmospheric pressure being present and the term AOP is used to describe the airwave generated by blasting (Oriard, 2002) . AOP is generally measured in decibels (dB) using the linear frequency weighting (L). When an explosive gets detonated, transient air blast pressure waves are generated (Wharton et al., 2000) and these transitory phenomena last for a second or so. Unlike blast induced ground vibrations, air blast impacts the house through the roof, walls and windows of the structures and rarely can cause heavy and large scale damage (Kuzu et al., 2009 Sometimes, airblast is called as ''blast noise". But, the term ''blast noise" is misleading because blast noise occurs at a broad range of frequencies and the highest energy blast noise usually occurs at frequencies below that of human hearing (<20 Hz). Energy above 20 Hz is perceptible to the human ear as sound, whilst that below 20 Hz is inaudible, however, it can be sensed in the form of concussion. As its name implies, air blast-overpressure is a measure of the transient pressure changes. Air overpressure is formed either by the direct action of the explosion products from an unconfined explosive in the air or by the direction of a confining material subjected to blast loading (Bhandari, 1997) .
A generalized equation has been proposed by many researchers to predict AOP, but due to its site specific nature, it cannot be applicable universally. Khandelwal and Singh (2005) have attempted to predict the air blast using a neural network by incorporating the maximum charge per delay and distance between blast face to monitoring point. They compared the measured values of AOP to those of predicted by ANN, generalised empirical predictor equations and conventional relations and found that the mean absolute percentage of error for ANN was 2.7437 whereas for generalised equation and statistical analysis, it was 8.6957 and 6.9179 respectively. 
ANN IN FRAGMENTATION ANALYSIS
Back break can be defined as broken rocks beyond the limits of the rear row of holes in a blast pattern (Jimeno, Jimeno, and Carcedo, 1995) . Backbreak is one of the destructive side effects of the blasting operation. Reducing of this event is very important for economic of a mining project, Monjezi et al. 2006a) have predicted the ratio of muck pile before and after the blast, fly rock and total explosive used in the blasting operation using artificial neural networks. These applications demonstrate that neural network models are efficient in solving problems when many parameters influence the process, and when the process is not fully understood. Monjezi et al. (2008) have used the artificial neural network technique to determine the near-optimum blasting pattern so that back break can be minimized and found that the ratio of stemming to burden, the ratio of last row charge to total charge, powder factor, total charge per delay and the number of rows in a blasting round are the major causes of the back break problems. Li et al. (2006) have proposed a coupling system of engineering database and three-layered back propogation neural networks for pre-splitting blasting design. Tawadrou and Katsabani (2005) have underlined the importance of artificial neural networks in the prediction of the geometry of surface blast patterns in limestone quarries. They used 11 input parameters which affect the blast design such as formation dip, blasthole diameter, blasthole inclination, bench height, initiation system, specific gravity of the rock, compressive and tensile strength, Young's modulus, specific energy of the explosive and the average resulting fragmentation size and predicted burden and spacing of the blast. The built model was used to conduct parametric studies to show the effect of blasthole diameter and bench height on geometry of blast pattern.
The muck-pile fragmentation distribution based on blast patterns designed using radial basis function (RBF) of neural network has been predicted by Moghadam et al. (2006) . They used blast-hole diameter, number of hole, burden, spacing, depth of hole, stemming, number of rows, velocity of detonation, charge per delay, powder factor, blastability index, water level as Input parameters and the output presented in terms of equivalent screen size that passes 80% of the blasted materials, equivalent screen size that passes 63.2% of the blasted materials, and index of uniformity.
Bahrami et al. ( 2011) had developed a model to predict rock fragmentation due to blasting by implementing artificial neural network (ANN) method. In the development of proposed model eight parameters such as hole diameter, burden, powder factor, blastability index etc., were incorporated. Training of model was performed by back propagation algorithem using 220 datasets. A four layer ANN was taken as optimum with architecture 10-9-7-1. Sensitivity analysis revealed that the most effective parameters on rock fragmentation are blastability index, charge per delay , burden , SMR and powder factor. 
ANN IN FLY ROCK HAZARDS
Flyrock is defined as the rock propelled beyond the blast area by the force of an explosion (IME, 1997). When these rock fragments get thrown beyond the protected area, they result in human injuries, fatalities and structure damages. Flyrock arising from blasting operations is one of the crucial and complex problems in mining industry and its prediction plays an important role in the minimization of related hazards.(Ebrahim Ghaesemi et al. 2012 ).The lack of blast area security and flyrock accounted for 68.2% accidents in USA (Kecojevic and Radomsky, 2005 ). An analysis of blasting accidents in Indian mines indicated that more than 40% of fatal and 20% of serious accidents were caused by flyrock (Bhandari, 1997 Workman and Calder, 1994) . Any imbalance between the distribution of the explosive energy, geomechanical strength of the surrounding rock mass, and confinement creates a potential hazardous condition by channeling the energy through the path of least resistance. Such imbalance can propel flyrock beyond the protected blast area and create a potential for serious injuries and fatalities (Bajpayee et al., 2004) . The results show that the powder factor and charge per delay are the most effective parameters on flyrock distance.
Application of neural networks in predicting and controlling flyrock hazards in opencast mines has not been reported so far. However, an attempt has been made by Monjezi et al. (2007) to control fly rock in blasting operations using TOPSIS method. In recent years, several researches have been done to predict flyrock and ground vibration by means of conventional backpropagation (BP) artificial neural network (ANN), Armaghmi et al., (2013).
Monzei et al. (2013) applied Artificial nueral network (ANN)
to predict flyrock in blasting operation of sungun copper mine, Iran. Number of ANN models was tried using various permutation and combinations, and it was observed that a model trained with back-propagation algorithm having 9-5-2-1 architecture is the best optimum. Flyrock were also computed from various available empirical models suggested by Lundborg. Statistical modeling has also been done to compare the prediction capability of ANN over other methods.
Comparison of the results showed absolute superiority of the ANN modeling over the empirical as well as statistical models.
CONCLUSIONS
A neural network has been found to be a good approach for the problems of rock fragmentation by blasting and it's associated environmental hazards such as fly rock, ground vibrations, air blast, dust etc. in which the mechanism is very complex, many factors influence the process and the results. Many researchers have found the accuracy of prediction, degree of robustness or fault tolerance in ANN better than empirical and other techniques because of ability of pattern recognition and continuous learning .More over, the neural network predictor takes much less time to interpret new data than existing techniques once it is properly trained.
The ability of neural networks to generalize, i.e., to produce solutions for previously unseen input data is the very basis of its predictability. Predictability of a neural network increases with the increasing number of input variables as it enhances the ability of ANN to learn and to get trained. Feed forward back-propagation algorithm has been widely used, because of its robustness in predictive problems especially in rock science and engineering.
It can be expected that with the enhancement of the training database, in terms of size as well as the diversity of the variable values, more robust neural networks can be constructed for the better representation of the physical system for complete solution of blast related hazardous effects which will later on help to propose more scientific guidelines to smoothen the blasting operations in particular as well as to sustain and protect the geo-environment at large. 
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