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Abstract
We consider the Bloch-Torrey operator in L2(I,R3) where I ⊆ R. In
contrast with the L2(I,R2) (as well as the L2(Rk,R2)) case considered in
previous works. We obtain that R+ is in the continuous spectrum for I = R
as well as discrete spectrum outside the real line. For a finite interval we find
the left margin of the spectrum. In addition, we prove that the Bloch-Torrey
operator must have an essential spectrum for a rather general setup in Rk,
and find an effective description for its domain.
1 Introduction
1.1 The Bloch-Torrey operator
We consider a simplified version of the Bloch-Torrey equation [31, Eq. (4)], that
is commonly used to model Diffusion-Weighted Magnetic Resonance Imaging (DW-
MRI). For infinite relaxation times and constant diffusivity it assumes the form
∂tm = −γb×m+D∆m . (1.1)
This time-dependent equation describes the evolution in time of a vector field m on
R3, representing the magnetization vector under the action of an external magnetic
field b.
To obtain any information on the semigroup associated with (1.1), we need to
analyze the resolvent of a suitable realization of the differential operator−D∆+γb×.
After dilation and a change of notation we write
Bǫ(x, dx) := −ǫ2∆+ b× . (1.2)
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In the sequel we denote the magnetization m by u. We begin by considering the
general problem in R3 providing first a precise definition of this spectral problem.
Proposition 1.1. Let b ∈ C∞(R3;R3). Then, the closure Bǫ of the operator
Bǫ(x, dx) which is priori defined on C
∞
0 (R
3,R3) is maximally accretive as an un-
bounded operator in L2(R3,R3).
The proof is given in Section 2.
Remark 1.2. Note that Bǫ can be extended as an unbounded operator in L2(R3,C3)
which commutes with the complex conjugation. Hence its spectrum is invariant to
complex conjugation.
By the Hille-Yosida theorem (see [10, Theorem 8.3.2]) there exists a continuous
semi-group associated with Bǫ and it is therefore natural to attempt to obtain some
of its properties in the sequel.
In Section 3 we focus on the case when b(x) depends only on one variable (say
x1).
In this case, we apply a partial Fourier transform in the x2 and x3 direction which
leads to the following family of (1D) operators depending on ((ξ2, ξ3) ∈ R2)
Bǫ
(
x1,
d
dx1
, ξ2, ξ3
)
:= −ǫ2 d
2
dx21
⊗I+
ǫ2(ξ22 + ξ23) −b3 b2b3 ǫ2(ξ22 + ξ23) −b1
−b2 b1 ǫ2(ξ22 + ξ23)
 . (1.3)
The above operator (after reduction to the case ξ2 = ξ3 = 0) is considered, assuming
linearity of b, i.e,
b(x1) = b0 + x1 b1 .
where b0 ∈ R3 and b1 ∈ R3 \ {0}.
Using translation we can obtain b1 ⊥ b0. Then, after rotation and renormalization,
denoting the canonical basis in R3 or C3 by (ˆi1, iˆ2, iˆ3), it is sufficient to consider the
case when
b0 = b0 iˆ1 and b1 = iˆ3 .
Note that b is divergence free, as is required from magnetic fields by Maxwell equa-
tions. The operator Bǫ becomes
Bǫ
(
x,
d
dx
)
:= −ǫ2 d
2
dx2
− [xb1 + b0]× , (1.4)
Note that the case b0 = 0 reduces to the two-dimensional case. More generally, if
we suppose that b = b(x1, x2, x3)ˆi3 (though in the case of a divergence free field we
get b = b(x1, x2) iˆ3 .) then the skew-symmetric matrix associated with b× is given
by
M =
0 −b 0b 0 0
0 0 0
 . (1.5)
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The eigenvectors associated with M are iˆ3, v, and v¯, where,
v =
1√
2
(−i iˆ1 + iˆ2) . (1.6)
Since {v, v¯, iˆ3} form an orthonormal basis for C3 we may apply rotation to−ǫ2∆+M
to obtain in this new basis the operator
B˜ǫ :=
−ǫ2∆+ ib 0 00 −ǫ2∆− ib 0
0 0 −ǫ2∆
 . (1.7)
Obviously, in this basis −ǫ2∆+M can be considered as three separate scalar oper-
ators. The spectral properties of −ǫ2∆+ ib have been considered in [2, 4, 23]. Note
that if we define −ǫ2∆+M on L2(R3,R3) for b = x1 we obtain that the spectrum is
R+ (which is precisely σ(−∆) on L2(R3)) given that σ(−ǫ2∆+ ix) = ∅ on L2(R3).
1.2 Main statements
We now present the main results of this work. In the case where Bǫ is defined in R
we obtain
Theorem 1.3. Let Bǫ be defined by (1.4), on the domain
D(Bǫ) = {u ∈ H2(R,C3) |b× u ∈ L2(R,C3) } .
Then we have:
• Λ ∈ σ(Bǫ)⇔ Λ ∈ σ(Bǫ).
• R+ ⊂ σ(Bǫ).
• Let for n ∈ N∗ and ǫ > 0, κ0n(ǫ) := i + 2n−12 (1 + i)ǫ . Then for any N ∈
N∗ there exist positive ǫ0 and Cˆ, such that for all 0 < ǫ ≤ ǫ0 a sequence
{κn(ǫ)}Nn=1 ⊂ σ(Bǫ) can be found, satisfying∣∣∣κn(ǫ)− κ0n(ǫ)∣∣∣ ≤ Cˆǫ2 , for n = 1 . . . , N . (1.8)
• Let ̺ > 0 and Rˆ > 0. Let further
N̺ =
[2̺+ 1
2
]
, (1.9)
where [·] denotes the integer part. Set now
D(Rˆ, ̺, ǫ) = {Λ ∈ C\
N̺⋃
n=1
(
B(κ0n(ǫ), Rˆǫ
2)∪B(κ0n(ǫ), Rˆǫ2)
) }∩{ℜΛ ≤ ̺ǫ }∩{ℑΛ 6= 0} .
(1.10)
Then, there exist positive C and Rˆ0 > 1 such that for all Rˆ0 < Rˆ < [
√
2ǫ]−1
and Λ ∈ D(Rˆ, ̺, ǫ) it holds that
‖(Bǫ − Λ)−1‖ ≤ C
(
1 +
ǫ2/3
|ℑΛ|2 +
1
Rˆǫ
5
3
)
. (1.11)
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Remark 1.4. We note that for Λr < 0, it holds, since Bǫ is accretive, that
‖(Bǫ − Λ)−1‖ ≤ 1|Λr| .
We now state our main result for the Dirichlet realization BIǫ of the operator
Bǫ(x, dx) (see (1.4)) in I = (a, b).
Theorem 1.5. The domain of BIǫ is given by
D(BIǫ ) = H2((a, b),C3) ∩H10 ((a, b),C3) ,
Furthermore, let
ρ0 = inf
w∈H10 (a,b)
I(w)
‖[x2 + 1]1/2w‖22
,
where
I(w) = ‖(xw)′‖22 + ‖w′‖22 .
Then
lim
ǫ→0
ǫ−2ℜσ(BIǫ ) = ρ0 . (1.12)
The two-dimensional setting described by (1.5) has received significant attention
in the literature (cf. for instance [2, 12, 13, 9]) sometimes with time-dependent
magnetic field. An example of a divergence-free magnetic field whose direction
varies in space has been presented in the classical work of Torrey [31], where
b = (gx, gy,−2gz)
for some g ∈ R.
In the mathematical literature (1.2) with varying field direction has been consid-
ered in the context of vector Schro¨dinger operators [27, 26]. Thus, from the results
in [27] we can conclude that a contraction semigroup is associated with (1.2) (an
immediate conclusion of Proposition 1.1). It should be noted that the maximal do-
main of (1.2) is not found in [27]. In contrast, in [26] the maximal domain is found
under the assumption that |∇b| |b|−α is bounded in Rd for some 0 ≤ α < 1/2. We
bring more general results (in our context) in Section 2.
The rest of this contribution is arranged as follows. In the next section we
address the general operator (1.2), in the context of Schro¨dinger operators with
matrix potential. In particular we give conditions for the existence of an essential
spectrum and obtain the maximal domain for a rather general setting. In Section 3
we prove Theorem 1.3. Finally, in Section 4 we prove Theorem 1.5.
2 Properties of Schro¨dinger operators with matrix-
valued potentials
In this section we derive some basic properties of the operator Bǫ given by (1.2), in
settings significantly more general than that of (1.4). The analysis applies in partic-
ular to the general differential operator (1.2) and hence also to the one-dimensional
operator (1.4).
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2.1 A more general operator
One can generalize (1.2) even further by considering the operator
P(x, dx) := −∆⊗ Id +M(x) , (2.1)
where Id is the identity matrix acting on R
d andM ∈ C∞(Rk,Md(R)), whereMd(R)
denotes the set of all d× d matrices with real entries. We set ǫ = 1 as the value of
ǫ does not have any effect on the properties which we consider in this section.
Set
Ms =
1
2
(M +M t) , Mas =
1
2
(M −M t) .
We further assume that
Ms ≥ 0 , (2.2)
which is certainly the case in (1.2), where M is skew-symmetric.
2.2 Accretivity
In this subsection, we extend maximal accretivity results that have been established
for the selfadjoint operator −∆+V (see [11, Theorem 6.6.2 ]) and also for two inter-
esting non-selfadjoint operators: the Fokker-Planck operator [18] and the complex
Schro¨dinger operator −∆+ iV [17].
Proposition 2.1. Let P, given by (2.1), be defined on C∞0 (Rk,Rd) and satisfy (2.2).
Then, its closure, under the graph norm, denoted by P, is maximally accretive as
an unbounded operator in L2(Rk,Rd). Moreover,
D(P) ⊂ H1(Rk,Rd) .
Proof. We first observe that P(x, dx) is accretive on C∞0 (Rk,Rd). To this end it is
sufficient to note that
〈Pu , u〉L2(Rk,Rd) ≥ 0 ,
which holds since P is the sum of the non negative operator (−∆) ⊗ Id + Ms(x)
and the antisymmetric matrixMas(x) . We can then follow the proof in [17, exercise
13.7] (which refers to Theorem 13.14 and the proof of Theorem 9.15).
Remark 2.2. Proposition 1.1 follows as a particular case of Proposition 2.1 for
k = d = 3 and Ms = 0.
2.3 Essential spectrum
If dim kerM(x) > 0 for all x ∈ Rk (or for a suitable sequence of balls with centers
tending to +∞) as in the case Ms ≡ 0 we may attempt to exploit the fact that
locally, in any of the directions spanning kerM , P is expected to behave like ∆ to
show that its resolvent is not compact and even that R+ ⊆ σ(P). We begin with
the following proposition, establishing non-compactness of (P − λ)−1.
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Proposition 2.3. Let {an}∞n=1 ⊂ Rk satisfy |an| → +∞ and |an − am| ≥ 1 for all
n 6= m. Suppose that there exists C > 0 and a unit vector field c(x) such that, for
all n ∈ N and x ∈ B(an, 12),
M(x)c(x) = 0 , (2.3a)
and
|dαxcj(x)| ≤ C, for all α s.t 1 ≤ |α| ≤ 2, j = 1, 2, . . . , d . (2.3b)
Then the resolvent of P is not compact.
Proof. One looks for an infinite orthonormal family (n ≥ N) in the form
Φn(x) := 2
dc(x)φ(2(x− an)) ,
where φ ∈ C∞0 (B(a, b)) is of unity norm (i.e., ‖φ‖L2 = 1). Note that the above
construction guarantees that ‖Φn‖2 = 1.
As MΦn ≡ 0, it can be easily verified that {PΦn}∞n=1 is uniformly bounded. It
follows that the resolvent of P cannot be compact.
Remark 2.4. If we do not assume that c(x) is a unit vector. Then (2.3) can be
replaced by (assuming c(x) 6= 0 for |x| ≥ R) the existence of C > 0 such that:
|dαxcj(x)| ≤ C |c(x)|, for all α s.t 1 ≤ |α| ≤ 2, j = 1, 2, . . . , d , (2.4)
which is normally easier to verify than (2.3b).
We note that for (1.3) we have k = 1, d = 3, Ms = 0 and c = b. In this case we
may conclude that
Corollary 2.5. Suppose that for |x| ≥ R it holds that b 6= 0 and that for some
C > 0
|dαxbj(x)| ≤ C |b(x)|, ∀α s.t 1 ≤ |α| ≤ 2 , j = 1, 2, 3 . (2.5)
Then the resolvent of Bǫ, given by (2.3), is not compact.
Making slightly stronger assumptions on c we now prove the existence of an
essential spectrum for P.
Proposition 2.6. Let {an}∞n=1 ⊂ Rk satisfy |an| → +∞ and
rn = inf
m6=n
|an − am| −−−→
n→∞
∞ .
Suppose that there exists a unit vector field c and R > 0 such that, for all n ∈ N
and x ∈ B(an, rn),
M(x)c(x) = 0 , (2.6a)
and
|dαxcj(x)| −−−−→|x|→∞ 0, ∀α s.t 1 ≤ |α| ≤ 2, j = 1, 2, . . . , d . (2.6b)
Then, R+ ⊆ σ(P), where R+ := [0,+∞).
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Proof. One looks for an infinite orthonormal family (n ≥ N) in the form
Φn(x) := r
−d
n c(x)φ(2r
−1
n (x− an)) ,
where φ ∈ C∞0 (B(0, 1) is of unity norm (i.e., ‖φ‖L2 = 1).
Let λ ∈ R+, and ξ ∈ Rk satisfy |ξ|2 = λ. Let further Ψn = eiξ·xΦn. AsMΨn ≡ 0,
it can be easily verified that
‖(P − λ)Ψn‖2 → 0 .
It follows that λ ∈ σ(P) and hence R+ ⊆ σ(P).
Remark 2.7. If c(x) is not assumed to be a unit vector, then (2.6c) should be
replaced (assuming c 6= 0) by,
|dαxcj(x)| ≤ δ(x)|c(x)|, ∀α s.t 1 ≤ |α| ≤ 2, j = 1, 2, . . . , d , (2.7)
where δ(x) −−−−→
|x|→∞
0.
Assuming a linear magnetic field (as in (1.4)) we consider a field b satisfying
b = Ax+ f , (2.8)
where A 6= 0 is a d × k matrix and f ∈ Rd. Let w denote an eigenvector ofATA
corresponding to a non-zero eigenvalue (which clearly exists since A 6= 0). Choosing
an = snw, where rn = sn − sn−1 ↑ ∞, it can be easily verified that there exists
C > 0 such |Ax| ≥ C|x| in B(an, rn/2). Consequently, b satisfies (2.7), and hence
R+ ⊆ σ(Bǫ) whenever b satisfies (2.8). Note that if A = 0, then, by (1.7),
σ(P) = R+ ∪ {R+ + i|f |} ∪ {R+ − i|f |} .
Of particular interest is the case (1.4). Here A = iˆ3 and hence R+ is in the
essential spectrum of Bǫ.
2.4 Maximal estimates
A natural question is the effective description of D(P), which is currently defined
as the closure of C∞0 (R
k,Rd) under the graph norm. While far from having an
optimal result we can still determine the domain in two different cases: The first
of them concerns matrices with positive symmetric part and coefficients of bounded
derivatives. In the second one we assume a more general class of skew-symmetric
matrices.
Proposition 2.8. Suppose that M satisfies (2.2) and suppose that there exist C > 0
and R > 0 such that, for |x| ≥ R it holds that
|dxMi,j(x)| ≤ C , ∀ i, j = 1, 2, . . . , d , (2.9)
Then,
D(P) = {u ∈ H2(Rk,Rd) , Mu ∈ L2(Rk,Rd)} . (2.10)
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Proof. Let u ∈ C∞0 (Rk,Rd). Clearly,
‖∇u‖22 + 〈u,Msu〉 = 〈u,Pu〉 ≤
1
2
(‖Pu‖22 + ‖u‖22) .
By (2.2) we can conclude that
‖∇u‖22 = 〈u,Pu〉 ≤
1
2
(‖Pu‖22 + ‖u‖22) . (2.11)
Next, we write
‖Mu‖22 = 〈Mu,Pu〉 + 〈Mu,∆u〉
≤ ‖Pu‖2 ‖Mu‖2 − 〈Ms∇u,∇u〉 − 〈(∇M)u,∇u〉
≤ ‖Pu‖2 ‖Mu‖2 − 〈(∇M)u,∇u〉 .
(2.12)
We can then conclude from (2.9), (2.11) and (2.12) the existence of C such that
‖Mu‖2 ≤ C(‖Pu‖2 + ‖u‖2) , ∀u ∈ C∞0 (Rk,Rd) . (2.13)
Let (u,Pu) ∈ [L2(Rk,Rd)]2 and {un}∞n=1 ⊂ C∞0 (Rk,Rd) satisfy un → u in the
graph norm. Then, by (2.13), {Mun}∞n=1 is a Cauchy sequence in L2(Rk,Rd). Since
Mun → Mu in L2(Ω,Rd) for any Ω ⋐ Rk we may conclude that the limit of
{Mun}∞n=1 in L2(Rk,Rd) is Mu ∈ L2(Rk,Rd). By subtraction from Pu, we obtain
∆u ∈ L2(Rk,Rd), thus u ∈ H2(Rk,Rd) and hence u ∈ D(P).
We note that the above result is a particular case of [26, Theorem 3.2].
We now obtain a stronger result for the case where M is skew-symmetric.
Proposition 2.9. Suppose that M = Mas ∈ C2(Rk,Md(R)) is a skew symmetric
matrix. Let
S(x) = inf
λj∈σ(M(x))\{0}
|λj| ,
and suppose that there exist C > 0 and R > 0 such that, for |x| ≥ R it holds that
|dαxMi,j(x)| ≤ C S(x) , ∀ i, j = 1, 2, . . . , d, 1 ≤ |α| ≤ 2 . (2.14)
and that dimKerM(x) is constant for |x| ≥ R. Then,
D(P) = {u ∈ H2(Rk,Rd) , Mu ∈ L2(Rk,Rd)} . (2.15)
Proof. We note that under our assumptions, all eigenvalues in σ(M(x)) are purely
imaginary, {0} ∈ σ(M(x)) when d is odd, and that S(x) is continuous. Note further
that by the condition on dimKerM(x) we have either M(x) = 0 or S(x) > 0 for
all |x| > R. The treatment of the first case being evident, we treat the second
case. We introduce for any x, Π0(x) the projector on the kernel of M(x) and
Π(x) := (I − Π0(x)). When |x| ≥ R, we note that Π0(x) (hence Π(x)) depends
smoothly on x and note that we have
Π0(x) :=
1
2πi
∫
γ
(z −M(x))−1dz ,
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for any positively oriented circle γ of radius strictly smaller than S(x).
We now estimate ∂xjΠ0(x) for |x| > R. Let x0 ∈ Rd. For any γ of radius smaller
than S(x0), we have
(∂xjΠ0)(x0) =
1
2πi
∫
γ
(z −M(x0))−1(∂xjM)(x0)(z −M(x0))−1dz
Since
‖(z −M(x))−1‖ ≤ 1
min(|z|,S(x)− |z|) ,
we obtain, by choosing γ to be of radius 1
2
S(x0), with the aid of (2.14) and the fact
that the length of γ is πS(x0), the existence of C > 0 such that, for all |x| ≥ R,
‖(∂xjΠ0)(x)‖Md(R) ≤ C , ∀j = 1, . . . , k . (2.16)
Similarly, for any γ of radius < S(x0), it holds that
(∂xj∂xℓΠ0)(x0)
= 1
2πi
∫
γ
(z −M(x0))−1(∂xjxℓM)(x0)(z −M(x0))−1dz
+ 1
2πi
∫
γ
(z −M(x0))−1(∂xjM)(x0)(z −M(x0))−1(∂xℓM)(x0)(z −M(x0))−1dz .
Using (2.16) we establish the existence of C > 0 such that, for |x| ≥ R,
‖(∂xjxℓΠ0)(x)‖Md(R) ≤ C , ∀j, ℓ = 1, . . . , k . (2.17)
We now introduce χ ∈ C∞0 (Rk) such that χ = 1 on B(0, R) and let χ˜ = 1 − χ.
Next, we write for any u ∈ C∞0 (Rk,Rd)
‖Mu‖2 = 〈Mu,Pu〉 + 〈χMu,∆u〉 + 〈χ˜Mu,∆u〉
= 〈Mu,Pu〉 − 〈(∇χ)Mu,∇u〉 − 〈χ∇Mu,∇u〉 + 〈χ˜Mu,∆u〉 (2.18)
Since M ∈ C2(Rk,Md(R)) we can conclude from (2.11) that
−〈(∇χ)Mu,∇u〉−〈χ∇Mu,∇u〉 ≤ C‖u‖2‖∇u‖2 ≤ C‖u‖2(‖Pu‖2+‖u‖2) (2.19)
To bound the last term on the right-hand-side of (2.18) we first observe that
M = MΠ = ΠM = ΠMΠ .
Hence,
〈χ˜Mu,∆u〉 = 〈χ˜MΠu,∆u〉 = 〈χ˜Mu, [Π,∆]u〉 + 〈χ˜MΠu,∆Πu〉
By (2.16), (2.17), and (2.11) we have that
‖[Π,∆]u‖2 ≤ C(‖u‖2 + ‖∇u‖2) ≤ C(‖Pu‖2 + ‖u‖2) ,
and hence
|〈χ˜Mu, [Π,∆]u〉| ≤ C ‖Mu‖2 (‖Pu‖2 + ‖u‖2) . (2.20)
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Finally, we write
〈χ˜MΠu,∆Πu〉 = −〈[∇, χ˜M ]Πu,∇Πu〉
= −〈(∇χ˜)Mu,∇Πu〉 − 〈χ˜(∇M)Πu,∇Πu〉
By (2.14) and (2.16) we obtain, for any η ∈ (0, 1)
|〈χ˜MΠu,∆Πu〉| ≤ η ‖Mu‖22 + Cη(‖∇u‖22 + ‖u‖22)
Substituting the above (with sufficiently small η), together with (2.20) and (2.19)
into (2.18) yields
‖Mu‖2 ≤ C(‖Pu‖2 + ‖u‖2) , ∀u ∈ C∞0 (Rk,Rd) . (2.21)
We complete the proof in the same manner as in the proof of the previous proposi-
tion.
As mentioned before, in [26] the authors consider the operator
P = −divQ∇+M ,
for the case where there exists β ∈ R such that
ξ ·M(x)ξ ≥ β|ξ|2 , (2.22)
for all ξ ∈ Rd and x ∈ Rk. In the case Q = I, it is shown in [26] that when
∇M ◦M−γ is bounded in L∞(Rd) for some 0 ≤ γ < 1/2, then
D(P) = {u ∈ H2(Rd) |Mu ∈ L2(Rd)} .
(It should be mentioned that the results in [26] are stated in Lp for any
p ∈ (1,∞) whereas here we consider only the case p = 2.) We note that while (2.22)
clearly holds in the case where M is skew-symmetric, (2.14) applies to cases where
∇M ◦M−γ is unbounded in L∞(Rd) for all 0 ≤ γ < 1/2. Thus, for instance, in the
case d = 2 we may consider (see [26, Example 2.4])
M =
[
0 1 + |x|r
−(1 + |x|r) 0
]
Since for ∇M ◦M−γ to be bounded we must have γ ≥ 1 − r−1, one can apply the
results in [26] for r < 2 only, whereas (2.14) holds for r ≥ 2 as well.
Corollary 2.10. Let d = k = 3 and Mu = b× u. Then, if there exist C > 0 and
R > 0 such that for all |x| ≥ R it holds that b(x) 6= 0 and
|dαxbj(x)| ≤ C |b(x)|, ∀α s.t 1 ≤ |α| ≤ 2, j = 1, 2, 3 , (2.23)
then
D(P) = {u ∈ H2(R3,R3) , b× u ∈ L2(R3,R3)} .
Proof. Since S(x) = |b(x)| we can easily conclude (2.9) from (2.23).
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2.5 Bounded components
In this section we consider the case d = 3, where M is the matrix associated with a
vector product with b. Assuming that two components of b are bounded, we may
obtain D(P) even in cases where the third component does not satisfy (2.23).
2.5.1 Characterization of the domain
To this end we use the results in [19], obtained for the scalar operator −∆+ iV (x).
Proposition 2.11. Let B1 denote the closure under the graph norm of (1.2) with
ǫ = 1, where b = (b1, b2, b3). Suppose that b1 and b2 belong to L
∞(Rk). Suppose
further for some r ∈ Z+ that b3 ∈ Cr+1(Rk) satisfies
max
|β|=r+1
|Dβxb3(x)| ≤ C0
√∑
|α|≤r
|Dαxb3(x)|2 + 1 . (2.24)
Then
D(B1) = {u ∈ H2(Rk,R3) , b× u ∈ L2(Rk,R3)} . (2.25)
Proof. Let v be defined by (1.6). In the basis {v, v¯, iˆ3}, the skew-symmetric matrix
M assumes the form
M˜ :=
 −ib3 0 −(b1 − ib2)/
√
2
0 ib3 −(b1 + ib2)/
√
2
(b1 + ib2)/
√
2 (b1 − ib2)/
√
2 0
 .
and
B˜1 := −∆⊗ I3 + M˜ .
Consider u˜ ∈ L2(Rk,Rd) satisfying B˜1u˜ = f˜ ∈ L2(Rk,R3). Then, it holds that
−∆u˜1 − ib3u˜1 = g˜1
−∆u˜2 + ib3u˜2 = g˜2
−∆u˜3 = g˜3 ,
(2.26)
where
g˜1 = f˜1 +
b1−ib2√
2
u˜3,
g˜2 = f˜2 +
b1+ib2√
2
u˜3
g˜3 = f˜3 − b1+ib2√2 u˜1 − b1−ib2√2 u˜2 .
(2.27)
Clearly, g˜i ∈ L2(Rk) for all i ∈ {1, 2, 3}. By standard elliptic estimates we then
conclude that u˜3 ∈ H2(Rk). We can then apply on the two first lines [19, Theorem
5] to conclude that
‖b3u˜i‖2 ≤ C(‖g˜i‖2 + ‖u˜i‖2) , i = 1, 2 .
Hence ∆u˜i ∈ L2(Rk) for i = 1, 2, and by standard elliptic estimates u˜i ∈ H2(Rk) for
i = 1, 2. We can thus conclude that
D(B˜1) = {u˜ ∈ H2(Rk,R3) , b3u˜1 ∈ L2(Rk) , b3u˜2 ∈ L2(Rk)} .
An inverse transformation to the original basis establishes (2.25).
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2.5.2 Resolvent estimates
We now obtain estimates for the resolvent of B1, using well known resolvent esti-
mates obtained for −∆+ ib3. Better estimates are obtained in the next sections for
the particular case where b is given by (1.4).
The resolvent equation (B˜1 − λ)u˜ = f˜ , takes the form (dropping the accent in
the sequel):
f1 = (−∆− ib3 − λ)u1 − b1 − ib2√
2
u3 (2.28a)
f2 = (−∆+ ib3 − λ)u2 − b1 + ib2√
2
u3 (2.28b)
f3 = (−∆− λ)u3 + b1 + ib2√
2
u1 +
b1 − ib2√
2
u2 . (2.28c)
Assuming that λ /∈ σ(−∆± ib3) we write
R±(λ) = (−∆∓ ib3 − λ)−1
to obtain the following equation for u3:
((−∆− λ)− cR−(λ)c¯− c¯R+(λ)c) u3 = f3 − cR+(λ)f1 − c¯R−(λ)f2 , (2.29)
where
c := (b1 + ib2)/
√
2 .
Assuming further λ /∈ R+ (note that b does not necessarily meet the condition set
in Remark 2.7) we can attempt to estimate the norm of the well-defined bounded
operator
Kλ :=
1
2
(−∆− λ)−1 (cR−(λ)c¯+ c¯R+(λ)c) . (2.30)
To proceed further we need to introduce the following assumption on the resol-
vent of −∆± ib3
Assumption 2.12. For a given interval I, there exist s < 1, D1 > 0 and D2 > 0
such that, if ℜλ ∈ I and |ℑλ| ≥ D1, then
‖R±(λ)‖ ≤ D2 |ℑλ|s .
Remark 2.13. The above bound applies for I = (−∞, τ) for every τ ∈ R, and
b3(x) = x1 (in which case s = 0 due to translation invariance, see [17, Proposition
14.11]) or b3(x) = x
2
1 (where s = −13 , see [17, Proposition 14.13]).
Given the above assumption we can obtain the following resolvent estimate
Proposition 2.14. Let b3 ∈ Cr(Rk) satisfy assumption 2.12, for some given interval
I. Then, there exist C1 > 0 and C2 > 0 such that, for all λ ∈ C satisfying ℜλ ∈ I
and |ℑλ| ≥ C1, it holds that λ /∈ σ(B1) and
‖(B1 − λ)−1‖ ≤ C2 |ℑλ|s . (2.31)
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Proof. Given the fact that ‖(−∆− λ)−1‖ ≤ |ℑλ|−1 we obtain from (2.30), Assump-
tion 2.12 and the boundedness of c that
‖Kλ‖ ≤ C3|ℑλ|s−1 .
Hence, for sufficiently large |ℑλ|, I + Kλ is invertible. Applying (−∆ − λ)−1 to
(2.29), however, yields
(I +Kλ)u3 = (−∆− λ)−1(f3 − cR−(λ)f1 − c¯R+(λ)f2) . (2.32)
Hence, we get
‖u3‖ ≤ C|ℑλ|max(s,0)−1‖f‖ .
From the first two lines of (2.28) we then conclude (2.31) for u1 and u2.
2.5.3 Point spectrum
Proposition 2.15. Let Ω = C \ (R+ ∪ σ(−∆ ± ib3)). Under the assumptions of
Proposition 2.11, it holds, for any λ ∈ Ω, that λ ∈ σ(B1) if and only if −1 ∈ σ(Kλ).
Moreover, if −∆±ib3 has a compact resolvent, then λ is an eigenvalue of B1. Finally,
λ is an isolated eigenvalue of B1 of finite multiplicity.
Proof. Let λ ∈ Ω. We begin by the trivial observation that if −1 ∈ σ(Kλ) then
by (2.29) (B1 − λ)−1 must be unbounded. If −1 6∈ σ(Kλ), we may conclude from
(2.28a,b) and the boundedness of R±(λ) that λ ∈ ρ(B1).
Suppose now that R±(λ) is compact. Then so is Kλ, and hence, if −1 ∈ σ(Kλ),
then −1 is an eigenvalue of Kλ and λ is an eigenvalue of B1. Consider the family
Ω ∋ λ 7→ (B˜1 − λ) ∈ L(D(B˜1,L2(Rk,C3)) . By the foregoing discussion,
dim ker(B˜1 − λ) = dimker(Kλ − 1) <∞ .
As
B˜∗1 = −∆⊗ I3 + M˜∗ .
we may apply the same arguments to obtain that dim ker(B˜∗1 − λ¯) <∞, and hence
dim coker(B˜1−λ) <∞. We can then conclude that (B˜1−λ) is a Fredholm operator
for each λ ∈ Ω. Clearly, (B˜1 − λ) is invertible for sufficiently large |ℑλ| or negative
ℜλ. Hence the index, which is constant in Ω is zero and we can use either [30,
Proposition 2.3] or [24, Theorem 2.1] (relying on [15]), to obtain that (B˜1 − λ)−1 is,
(see [24]) a finite-meromorphic family in Ω. The proposition is proved.
Remark 2.16. In the next sections we consider the case k = 1 and b3(x) = x. In
this case, σ(−∆ ± ib3) = ∅ and R+ ⊂ σ(B˜1). By Proposition 2.15 it follows that
σ(B˜1) ∩ (C \R+) is discrete
Remark 2.17. We note that one can establish Proposition 2.15 whenever c¯R+(λ)c
is compact. For example, if we consider the above case where k = 1 and b3(x) = x,
we may allow for |c| = O(|x|γ) as |x| → ∞ for some 0 ≤ γ < 1/2.
In the next sections, assuming k = 1, constant b1, b2 = 0, and b3(x) = x, we
obtain much more precise results for Bǫ in the asymptotic regime ǫ→ 0.
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2.6 B˜1 in the presence of boundary
Consider a bounded smooth open set O ⊂ Rk and the Dirichlet realization of P
in O denoted by PO. For M ∈ C2(Rk,Md(R)), PO is a bounded perturbation of
−∆ and hence D(PO) = H2(O,Rd)∩H1
0
(O,Rd), and PO has a compact resolvent.
Nevertheless, in the presence of a small parameter ǫ, i.e. when
PO = −ǫ2∆+M
the behaviour of spectrum and the resolvent in the limit ǫ → 0 could probably be
understood from the analysis of linearized operators acting on Rk. This is precisely
the case in the two dimensional setting (1.7) when PO is equivalent to the Dirichlet
realization of −ǫ2∆+ iV (see for instance [23, 2, 8]).
3 The (1D)-model in R.
In this section we consider the operator (1.4) acting on R.
3.1 Problem setting
In the standard basis of C3, the system (1.4) reads for u = (u1, u2, u3)
Bǫu :=
 −ǫ2 d2dx2 x 0−x −ǫ2 d2
dx2
1
0 −1 −ǫ2 d2
dx2
 u1u2
u3
 (3.1)
It has been established in a more general context in either Proposition 2.9 or Propo-
sition 2.14 that
Proposition 3.1. Bǫ is a closed operator in L2(R,R3) whose domain is
D(Bǫ) = {u ∈ H2(R,R3) | [xb1 + b0]× u ∈ L2(R,R3) } . (3.2)
Let v be given by (1.6). We begin by rewriting Bǫ in the basis (v, v¯,b1) of C3.
We thus set
u˜1 = u · v = 1√
2
(−iu1 + u2) ; u˜2 = u · v¯ = 1√
2
(iu1 + u2) ; u˜3 = u · b1 = u3 .
In this new basis the operator B˜ǫ becomes
B˜ǫ :=
 −ǫ
2 d2
dx2
+ ix 0 1√
2
0 −ǫ2 d2
dx2
− ix 1√
2
− 1√
2
− 1√
2
−ǫ2 d2
dx2
 . (3.3)
We attempt to obtain resolvent estimates for the problem
(B˜ǫ − Λ)u˜ = ǫ 23 f˜ . (3.4)
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Applying the transformation
x→ ǫ2/3x
yields,
(Bˇε − λ)uˇ = fˇ , (3.5)
where, with
ε = ǫ
4
3 and λ = ǫ−
2
3Λ (3.6)
Bˇε is given by
Bˇε
(
x,
d
dx
)
:=
 −
d2
dx2
+ ix 0 1√
2
ε−
1
2
0 − d2
dx2
− ix 1√
2
ε−
1
2
− 1√
2
ε−
1
2 − 1√
2
ε−
1
2 − d2
dx2
 . (3.7)
Equivalently we may write the spectral equation in the form
(− d2
dx2
+ i x− λ)uˇ1 + 1√2ε−
1
2 uˇ3 = fˇ1 ,
(− d2
dx2
− i x− λ)uˇ2 + 1√2ε−
1
2 uˇ3 = fˇ2 ,
(− d2
dx2
− λ)uˇ3 − 1√2ε−
1
2 (uˇ1 + uˇ2) = fˇ3 .
(3.8)
We omit the accents of ui and fi (i = 1, 2, 3) in the sequel.
Let the Fourier transform of u be defined in the following manner
uˆi(ω) = F(ui)(ω) = 1√
2π
∫
ℜ
e−iωxui(x) dx i = 1, 2, 3 .
Applying F to (3.8) yields
(ω2 − λ)uˆ1 − duˆ1
dω
+
1√
2
ε−1/2uˆ3 = fˆ1 in R
(ω2 − λ)uˆ2 + duˆ2
dω
+
1√
2
ε−1/2uˆ3 = fˆ2 in R
(ω2 − λ)uˆ3 − ε
−1/2
√
2
(uˆ1 + uˆ2) = fˆ3 in R .
(3.9a)
(3.9b)
(3.9c)
We search for solutions in X = X1 ×X1 ×X3, where
X1 = {u ∈ H1(R) |ω2u ∈ L2(R)} ; X3 = {u ∈ L2(R) |ω2u ∈ L2(R)} . (3.10)
We now set
uˆd = uˆ1 − uˆ2 ; uˆs = uˆ1 + uˆ2 ; fˆd = fˆ1 − fˆ2 ; fˆs = fˆ1 + fˆ2 . (3.11)
Subtracting (3.9a) from (3.9b) yields
− duˆs
dω
+ (ω2 − λ)uˆd = fˆd . (3.12)
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Summing up (3.9b) and (3.9a) yields with the aid of (3.9c), assuming λ /∈ R+,
duˆd
dω
−
[
(ω2 − λ) + ε
−1
ω2 − λ
]
uˆs = −fˆs +
√
2ε−1/2
fˆ3
ω2 − λ . (3.13)
Extracting uˆd from (3.12) and then substituting into (3.13) we obtain
− d
dω
( 1
ω2 − λ
duˆs
dω
)
+
[
(ω2 − λ) + ε
−1
ω2 − λ
]
uˆs = g , (3.14)
with
g := fˆs + ε
−1/2 fˆ3
ω2 − λ +
d
dω
( fˆd
ω2 − λ
)
. (3.15)
3.2 The case 0 < |ℑλ| < ε−1/2
We write
λr = ℜλ and λi = ℑλ .
Proposition 3.2. For any 0 < δ ≤ 1/2, there exist ε0 > 0 and C > 0 such that
for all 0 < ε < ε0 and any triple (u, f , λ) satisfying 0 < |λi| ≤ (1− 2δ4)1/2ε−1/2 and
(3.8), it holds that
‖u1 + u2‖2 ≤ Cε1/2
(
1 +
[1 + ε1/2(λr)
1/2
+ ]
|λi|
)
‖f‖2 . (3.16)
Proof. Without any loss of generality we assume ℑλ > 0, as the transformation
λ→ λ¯ ; uˆs → ¯ˆus ; f → f¯
leaves (3.14) unaltered.
We split the discussion into three different cases depending on the value of λr.
We begin, however, by obtaining some identities and inequalities that are valid in
all cases.
Preliminary inequalities
Taking the inner product, in L2(R), of (3.14) with uˆs yields, for the imaginary part
ℑ
〈
uˆ′s,
uˆ′s
ω2 − λ
〉
− λi‖uˆs‖22 + ε−1ℑ
〈
uˆs,
uˆs
ω2 − λ
〉
= −ℑ〈uˆs, g〉 ,
Consequently, it holds that∥∥∥ uˆ′s
ω2 − λ
∥∥∥2
2
− ‖uˆs‖22 + ε−1
∥∥∥ uˆs
ω2 − λ
∥∥∥2
2
= − 1
λi
ℑ〈uˆs, g〉 . (3.17)
Next, we estimate the inner product 〈uˆs, g〉 with g defined in (3.15). Clearly,∣∣∣〈uˆs, fˆ3
ω2 − λ
〉∣∣∣ ≤ ∥∥∥ uˆs
ω2 − λ
∥∥∥
2
‖f3‖2 .
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Furthermore, integration by parts yields that∣∣∣〈uˆs,( fˆd
ω2 − λ
)′〉∣∣∣ ≤ ∥∥∥ uˆ′s
ω2 − λ
∥∥∥
2
‖fd‖2 .
Hence,
|〈uˆs, g〉| ≤ ‖uˆs‖2‖fs‖2 +
∥∥∥ (uˆs)′
ω2 − λ
∥∥∥
2
‖fd‖2 + ε−1/2
∥∥∥ uˆs
ω2 − λ
∥∥∥
2
‖f3‖2 . (3.18)
By (3.18) we have
|〈uˆs, g〉| ≤
√
‖uˆs‖22 +
∥∥∥ (uˆs)′ω2−λ∥∥∥2
2
+ ε−1
∥∥∥ uˆsω2−λ∥∥∥2
2
√‖f3‖2 + ‖fs‖2 + ‖fd‖2
≤
√
‖uˆs‖22 +
∥∥∥ (uˆs)′ω2−λ∥∥∥2
2
+ ε−1
∥∥∥ uˆsω2−λ∥∥∥2
2
√
2 ‖f‖2 .
With the aid of (3.17) we can conclude that
|〈uˆs, g〉| ≤
√
2
√
2‖uˆs‖22 +
1
|λi| |〈uˆs, g〉| ‖f‖2 .
Taking the square then yields
|〈uˆs, g〉|2 ≤ 2
(
2‖uˆs‖22 +
1
|λi| |〈uˆs, g〉|
)
‖f‖22 ,
which can be rewritten in the form
(|〈uˆs, g〉| − 1
λi
‖f‖22)2 ≤ (4‖uˆs‖22 +
‖f‖2
λ2i
)‖f‖22 .
Consequently,
|〈uˆs, g〉| ≤
(
‖f‖2
λi
+
√
4‖uˆs‖22 +
‖f‖22
λ2i
)
‖f‖2 ,
and hence
|〈uˆs, g〉| ≤ 2
(‖f‖2
λi
+ ‖uˆs‖2
)
‖f‖2 . (3.19)
Next, taking the inner product of (3.14) from the left with (ω2 − λ¯)uˆs yields for
the real part,
ℜ〈(ω2 − λ¯)uˆs, g〉 = ‖(uˆs)′‖22 + ℜ
〈
2ωuˆs,
(uˆs)
′
ω2 − λ
〉
+ (ε−1 − λ2i )‖uˆs‖22 + ‖(ω2 − λr)uˆs‖22 . (3.20)
Finally, by (3.15) we have that
|〈(ω2−λ¯)uˆs, g〉| ≤ ‖(ω2−λ)uˆs‖2‖fs‖2+
(
‖uˆ′s‖2+
∥∥∥ 2ω
ω2 − λuˆs
∥∥∥
2
)
‖fd‖2+ε−1/2‖uˆs‖2‖f3‖2 ,
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and since ∥∥∥ ω uˆs
ω2 − λ
∥∥∥
2
≤ (λr)1/2+
∥∥∥ uˆs
ω2 − λ
∥∥∥
2
+
∥∥∥ uˆs|ω2 − λ|1/2∥∥∥2 , (3.21)
we obtain that
|〈(ω2 − λ¯)uˆs, g〉| ≤ ε−1/2‖uˆs‖2‖f3‖2 + ‖(ω2 − λ)uˆs‖2‖fs‖2
+
(
‖uˆ′s‖2 + (λr)1/2+
∥∥∥ uˆs
ω2 − λ
∥∥∥
2
+
∥∥∥ uˆs|ω2 − λ|1/2∥∥∥2)‖fd‖2 . (3.22)
We now observe that ∣∣∣〈2ωuˆs, uˆ′s
ω2 − λ
〉∣∣∣ ≤ 2‖ωuˆs‖2∥∥∥ uˆ′s
ω2 − λ
∥∥∥
2
. (3.23)
Set,
λr,m = max(λr, 1) . (3.24)
Next we write, with the aid of Cauchy’s inequality,
2‖ωuˆs‖2 ≤ 2‖ω2uˆs‖1/2‖uˆs‖1/22
≤ λ−1/2r,m ‖ω2uˆs‖2 + λ1/2r,m‖uˆs‖2
≤ λ−1/2r,m [‖(ω2 − (λr)+uˆs‖2 + λ−1/2r,m (λr)+‖uˆs‖2] + λ1/2r,m‖uˆs‖2
≤ λ−1/2r,m ‖(ω2 − λr)uˆs‖2 + 2λ1/2r,m‖uˆs‖2 .
(3.25)
Substituting (3.22) into (3.20) yields, with the aid of (3.23) and (3.25) that
‖(uˆs)′‖22 + (ε−1 − λ2i )‖uˆs‖22 + ‖(ω2 − λr)uˆs‖22
≤ ε−1/2‖uˆs‖2‖f3‖2 + ‖(ω2 − λ)uˆs‖2‖fs‖2
+(λ
−1/2
r,m ‖(ω2 − λr)uˆs‖2 + 2λ1/2r,m‖uˆs‖2)
∥∥∥ uˆ′sω2−λ∥∥∥
2
+
(
‖uˆ′s‖2 + λ1/2r,m
∥∥∥ uˆsω2−λ∥∥∥
2
+
∥∥∥ uˆs|ω2−λ|1/2∥∥∥2)‖fd‖2 .
(3.26)
By (3.17) and (3.19) we have∥∥∥ uˆ′s
ω2 − λ
∥∥∥2
2
≤ ‖uˆs‖22 +
1
λi
|〈uˆs, g〉| ≤ ‖uˆs‖22 +
2
λi
(‖f‖2
λi
+ ‖uˆs‖2
)
‖f‖2 .
Consequently, ∥∥∥ uˆ′s
ω2 − λ
∥∥∥2
2
≤
(
‖uˆs‖2 + ‖f‖2
λi
)2
+
‖f‖22
λ2i
,
and hence ∥∥∥ uˆ′s
ω2 − λ
∥∥∥
2
≤ ‖uˆs‖2 + 2
λi
‖f‖2 . (3.27)
By Cauchy inequality we have that for any α > 0∥∥∥ uˆs|ω2 − λ|1/2∥∥∥2 ≤ 1√2
(
α
∥∥∥ uˆs
ω2 − λ
∥∥∥
2
+
1
α
‖uˆs‖2
)
,
which in particular implies∥∥∥ uˆs|ω2 − λ|1/2∥∥∥2 ≤ λ1/2r,m ∥∥∥ uˆsω2 − λ∥∥∥2 + λ−1/2r,m ‖uˆs‖2 (3.28)
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Using (3.17) and (3.19) once again we obtain that∥∥∥ uˆs
ω2 − λ
∥∥∥
2
≤ ε1/2‖uˆs‖2 + 2ε
1/2
λi
‖f‖2 . (3.29)
Substituting (3.29) into (3.28) yields∥∥∥ uˆs|ω2 − λ|1/2∥∥∥2 ≤ (ε1/2λ1/2r,m + λ−1/2r,m )‖uˆs‖2 + 2ε1/2λ
1/2
r,m
λi
‖f‖2 . (3.30)
Substituting (3.30), together with (3.29) and (3.27) into (3.26), we obtain that
‖(uˆs)′‖22 + (ε−1 − λ2i )‖uˆs‖22 + ‖(ω2 − λr)uˆs‖22
≤ ε−1/2‖uˆs‖2‖f3‖2 + ‖(ω2 − λr)uˆs‖2‖fs‖2
+λi‖uˆs‖2‖fs‖2 + [λ−1/2r,m ‖(ω2 − λr)uˆs‖2 + 2λ1/2r,m‖uˆs‖2]
(
‖uˆs‖2 + 2λi‖f‖2
)
+
(
‖uˆ′s‖2 + (2ε1/2λ1/2r,m + λ−1/2r,m )‖uˆs‖2 + 4ε
1/2λ
1/2
r,m
λi
‖f‖2
)
‖fd‖2 .
From the above and using the condition on λi, we can conclude that there exists
C > 0 such that
‖(uˆs)′‖2 + ‖(ω2 − λr)uˆs‖2 ≤ C
(
λ1/4r,m‖uˆs‖2 +
[
1 +
ε1/2λ
1/2
r,m + λ
− 1
2
r,m
λi
]
‖f‖2
)
which, when substituted, together with (3.29) and (3.30), into (3.22) yields
|〈(ω2 − λ¯)uˆs, g〉|
≤ C
([
1 +
ε1/2λ
1/2
r,m+λ
−
1
2
r,m
λi
]
‖f‖2 + λ1/4r,m‖uˆs‖2
)
(‖fs‖2 + ‖fd‖2)
+ε−1/2‖uˆs‖2‖f3‖2 +
[
(2ε1/2λ
1/2
r,m + λ
−1/2
r,m )‖uˆs‖2 + 4ε
1/2λ
1/2
r,m
λi
‖f‖2
]
‖fd‖2 .
Hence,
|〈(ω2−λ¯)uˆs, g〉| ≤ C
([
1+
ε1/2λ
1/2
r,m + λ
− 1
2
r,m
λi
]
‖f‖2+
(
λ1/4r,m+ε
−1/2+ε1/2λ1/2r,m+λ
− 1
2
r,m
)‖uˆs‖2)‖f‖2
(3.31)
Case 1: 0 ≤ λr ≤ δ2ε− 12/8.
Let η ∈ C∞0 (R, [0, 1]), satisfy η˜ =
√
1− η2 ∈ C∞(R, [0, 1]) and
η(x) =
{
0 x < 1
2
1 x > 1 .
(3.32)
Let further
ηε(ω) = η(ε
1
4 |ω|/δ) and η˜ε(ω) = η˜(ε 14 |ω|/δ) .
Taking the inner product, in L2(R), of (3.14) with η2ε uˆs yields, for the real part∥∥∥ ηε uˆ′s
ω2 − λ [ω
2 − λr]1/2
∥∥∥2
2
+ 2ℜ
〈
η′εuˆs,
ηεuˆ
′
s
ω2 − λ
〉
+
+ ε−1
∥∥∥ ηεuˆs
ω2 − λ [ω
2 − λr]1/2
∥∥∥2
2
+ ‖[ω2 − λr]1/2ηεuˆs‖22 = ℜ〈ηεuˆs, ηεg〉 . (3.33)
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As λr ≤ δ2ε− 12/8, it follows that (ω2 − λr) ≥ δ2ε− 12/8 on the support of ηǫ, and
hence there exists C > 0 such that
‖ηεuˆs‖22 ≤ Cε
1
2 (ε‖uˆs‖22 + |〈ηεuˆs, ηεg〉|) , (3.34)
From (3.17) we can thus conclude that, for sufficiently small ε,
‖η˜εuˆs‖22 ≤ (1− δ4)ε−1
∥∥∥η˜ε uˆsω2−λ∥∥∥2
2
≤ (1− δ4)ε−1
∥∥∥ uˆsω2−λ∥∥∥2
2≤ (1− δ4)‖uˆs‖22 + 1λi |〈uˆs, g〉|
(3.35)
To obtain the inequality we need to use the fact that on the support of η˜ε we have,
for ε sufficiently small,
|ω2 − λ|2 ≤ δ4ε−1 + (1− 2δ4)ε−1 = (1− δ4)ε−1 .
We use (3.17) to obtain the above inequality.
Combining (3.35) with (3.34) yields, for any δ ∈ (0, 1
2
], the existence of ε0 > 0
and C > 0 such that, for ε ∈ (0, ε0),
‖uˆs‖22 ≤ C(ε
1
2 |〈ηεuˆs, ηεg〉|+ 1
λi
|〈uˆs, g〉|) . (3.36)
Combining the above with (3.17) yields∥∥∥ (uˆs)′
ω2 − λ
∥∥∥2
2
+ ε−1
∥∥∥ uˆs
ω2 − λ
∥∥∥2
2
≤ C
(
ǫ
1
2 |〈ηεuˆs, ηεg〉|+ 1
λi
|〈uˆs, g〉|
)
. (3.37)
Next, we estimate 〈ηεuˆs, ηεg〉. As in the proof of (3.19) we may write that∣∣∣〈ηεuˆs, ηǫ fˆ3
ω2 − λ
〉∣∣∣ ≤ ∥∥∥ uˆs
ω2 − λ
∥∥∥
2
‖f3‖2 .
Furthermore, we have that∣∣∣〈η2ε uˆs,( fˆdω2 − λ)′〉∣∣∣ ≤ ∥∥∥ uˆ′sω2 − λ∥∥∥2‖fd‖2 + Cε 14∥∥∥η′(ǫ1/4 · )uˆsω2 − λ ∥∥∥2‖fd‖2 .
Consequently we may write, for sufficiently small ε
|〈ηεuˆs, ηεg〉| ≤ (1 + Cε 14 )‖uˆs‖2‖fs‖2 +
∥∥∥ uˆ′s
ω2 − λ
∥∥∥
2
‖fd‖2 + 2ε−1/2
∥∥∥ uˆs
ω2 − λ
∥∥∥
2
‖f3‖2 .
(3.38)
Substituting the above together with (3.19) into (3.36) and (3.37) then yields∥∥∥ (uˆs)′
ω2 − λ
∥∥∥2
2
+ ε−1
∥∥∥ uˆs
ω2 − λ
∥∥∥2
2
+ ‖uˆs‖22 ≤ C
(
1
λ2i
+ ε
)
‖f‖22 ≤
Cˆ
λ2i
‖f‖22 , (3.39)
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where for the last inequality we have used the assumption on |λi|.
Consequently, by (3.20), as |λi| < (1− 2δ4)1/2ε−1/2, and by (3.21) it holds that
‖uˆ′s‖22 + ‖(ω2 − λr)uˆs‖22 + δ4ε−1‖uˆs‖22
≤ 2‖uˆ′s‖2
(
λ
1/2
r
∥∥∥ uˆsω2−λ∥∥∥
2
+
∥∥∥ uˆs|ω2−λ|1/2∥∥∥2)+ 2|〈(ω2 − λ¯)uˆs, g〉| . (3.40)
From (3.39) we get∥∥∥ uˆs|ω2 − λ|1/2∥∥∥22 ≤ ∥∥∥ uˆsω2 − λ∥∥∥2‖uˆs‖2 ≤ C ε
1
2
λ2i
‖f‖22
and, for 0 ≤ λr ≤ δ2ε− 12/8 ,
λr
∥∥∥ uˆs
ω2 − λ
∥∥∥2
2
≤ Cˆλr ε
λ2i
‖f‖2 ≤ Cˇ ε
1
2
λ2i
‖f‖22 . (3.41)
By (3.40) we now obtain that
‖uˆ′s‖22 + ‖(ω2 − λ)uˆs‖22 + ε−1‖uˆs‖22 ≤ C
(
|〈(ω2 − λ¯)uˆs, g〉|+ ε
1
2
λ2i
‖f‖22
)
. (3.42)
We note that (3.31) implies in Case 1
|〈(ω2 − λ¯)uˆs, g〉| ≤ C
([
1 +
ε1/2λ
1/2
r,m + λ
− 1
2
r,m
λi
]
‖f‖2 + ε−1/2‖uˆs‖2
)
‖f‖2 (3.43)
Substituting (3.43) into (3.42) yields, for any δ > 0, the existence of positive C, and
ε0 such that for ε ∈ (0, ε0), it holds that
‖uˆ′s‖22+‖(ω2−λ)uˆs‖22+ε−1‖uˆs‖22 ≤ C
([
1+
ε
1
2
λ2i
+
1
λi
]
‖f‖22+ε−1/2‖uˆs‖2‖f‖2
)
, (3.44)
and hence
‖uˆs‖22 ≤ Cε
[
1 +
ε
1
2
λ2i
+
1
λi
]
‖f‖22 , (3.45)
establishing, thereby, (3.16) in this case.
Case 2: λr > δ
2ε−
1
2/8 .
We begin by the simple observation that in this case λr,m = λr. Then we use
(3.23), (3.27), and (3.25) to conclude that∣∣∣〈2ωuˆs, uˆ′s
ω2 − λ
〉∣∣∣ ≤ (λ−1/2r ‖(ω2 − λr)uˆs‖2 + 2λ1/2r ‖uˆs‖2) (‖uˆs‖2 + Cλi‖f‖2
)
,
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from which we conclude that∣∣∣〈2ωuˆs, uˆ′s
ω2 − λ
〉∣∣∣ ≤ λ−3/4r ‖(ω2 − λr)uˆs‖22
+ (2λ1/2r + λ
−1/4
r )‖uˆs‖22 +
C
λi
‖f‖2
(
2λ1/2r ‖uˆs‖2 + λ−1/2r ‖(ω2 − λr)uˆs‖2
)
.
Substituting the above into (3.20) then yields
‖uˆ′s‖22 + (ε−1 − λ2i − 2λ1/2r − λ−1/4r )‖uˆs‖22 + (1− λ−3/4r )‖(ω2 − λr)uˆs‖22
≤ |〈(ω2 − λ¯)uˆs, g〉|+ C
λi
‖f‖2
(
2λ1/2r ‖uˆs‖2 + λ−1/2r ‖(ω2 − λr)uˆs‖2
)
. (3.46)
From (3.46), observing that ǫ−1 − λ2i ≥ 0, we can conclude that
‖(ω2−λr)uˆs‖2 ≤ C
(
|〈(ω2− λ¯)uˆs, g〉| 12 +λ1/4r ‖uˆs‖2+
λ
−1/2
r
λi
‖f‖2+ λ
1/4
r
λ
1/2
i
‖f‖1/22 ‖uˆs‖1/22
)
.
Substituting the above into (3.46) yields
‖uˆ′s‖22 + (ε−1 − λ2i − 2λ1/2r − λ−1/4r )‖uˆs‖22 + (1− λ−3/4r )‖(ω2 − λr)uˆs‖22 ≤
≤ C|〈(ω2 − λ¯)uˆs, g〉|+ C
λi
‖f‖2
(
2λ1/2r ‖uˆs‖2 +
λ−1r
λi
‖f‖2 + λ
−1/4
r
λ
1/2
i
‖f‖1/22 ‖uˆs‖1/22
)
.
(3.47)
We recall from [6, Proposition 3.1] that the ground state energy of the anharmonic
oscillator
− d
2
dx2
+ (
1
2
x2 − β)2
acting on R, behaves as β → +∞ as √2β. Hence, we can conclude, after dilation,
that for sufficiently small ε,
‖uˆ′s‖22+(1−λ−3/4r )‖(ω2−λr)uˆs‖22 ≥ 2[1−λ−3/4r ]1/2λ1/2r (1−Cλ−1r )‖uˆs‖22 ≥ 2(λ1/2r −λ−1/4r )‖uˆs‖22 .
Substituting the above into (3.47) yields
(ε−1 − λ2i − 3λ−1/4r )‖uˆs‖22 ≤ C|〈(ω2 − λ¯)uˆs, g〉|+
C
λi
‖f‖2
(
λ1/2r ‖uˆs‖2 +
λ−1r
λi
‖f‖2
)
.
from which we conclude (recall that |λi| < (1 − 2δ4)1/2ε−1/2) that for sufficiently
small ε
‖uˆs‖22 ≤ Cε
(
(|〈(ω2 − λ¯)uˆs, g〉|+ ελr + λ
−1
r
λ2i
‖f‖22
)
. (3.48)
We note that (3.31) reads in this case
|〈(ω2 − λ¯)uˆs, g〉| ≤ C
([
1 +
ε1/2λ
1/2
r
λi
]
‖f‖2 +
(
ε−1/2 + ε1/2λ1/2r
)‖uˆs‖2)‖f‖2 (3.49)
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We now use (3.48) and (3.49) to obtain that
‖uˆs‖22 ≤ Cε
((
ε−1/2 + ε1/2λ1/2r
)‖uˆs‖2‖f‖2 + [1 + ε1/2λ1/2r
λi
+
ελr + λ
−1
r
λ2i
]
‖f‖22
)
.
Consequently,
‖uˆs‖2 ≤ Cε1/2
[
1 +
ε1/2λ
1/2
r
λi
]
‖f‖2 . (3.50)
Case 3: λr < 0.
Here we write, as in (3.33) (with ηǫ = 1),∥∥∥ uˆ′s
ω2 − λ [ω
2−λr]1/2
∥∥∥2
2
+ε−1
∥∥∥ uˆs
ω2 − λ [ω
2−λr]1/2
∥∥∥2
2
+‖ωuˆs‖22−λr‖uˆs‖22 = ℜ〈uˆs, g〉 ,
(3.51)
from which we conclude that
‖ωuˆs‖22 ≤ |〈uˆs, g〉| .
From the above and (3.27) we can conclude that∣∣∣〈2ωuˆs, (uˆs)′
ω2 − λ
〉∣∣∣ ≤ |〈uˆs, g〉|1/2(‖uˆs‖2 + 2
λi
‖f‖2
)
.
Substituting the above into (3.20) yields
‖(uˆs)′‖22 + [ε−1 − λ2i )]‖uˆs‖22 + ‖(ω2 − λr)uˆs‖22
≤ |〈uˆs, g〉|1/2
(
‖uˆs‖2 + 2
λi
‖f‖2
)
+ |〈(ω2 − λ¯)uˆs, g〉| . (3.52)
Here (3.31) reads (note that λr,m = 1 in the present case)
|〈(ω2 − λ¯)uˆs, g〉| ≤ C
([
1 +
ǫ
1
2 + 1
λi
]
‖f‖2 + ε−1/2‖uˆs‖2
)
‖f‖2 (3.53)
We now use (3.19), (3.52), and (3.53) to obtain that
‖uˆs‖22 ≤ Cδε
([
‖uˆs‖2 + 1
λi
‖f‖2
]3/2
‖f‖1/22 +
[
1 +
ε1/2 + 1
λi
]
‖f‖22 + ε−1/2‖uˆs‖2‖f‖2
)
.
Hence,
‖uˆs‖2 ≤ Cδε1/2
(
1 +
1
λ
3/4
i
+
1
λi
)
‖f‖2 .
This completes the proof of the proposition.
Remark 3.3. Notice that in this third case, since Bǫ is accretive, we have also
‖u‖2 ≤ C|λr|‖f‖2
which is correct without any limitation on the value of λi as in the statement of
Proposition 3.2.
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As a consequence of Proposition 3.2, we get under the same assumptions:
Proposition 3.4. Let
S(ε, δ) = {λ ∈ C \ R+ | |ℑλ| < (1− δ)ε−1/2 }.
Then, for any δ > 0 there exists ε0 such that for all 0 < ε < ε0 we have
σ(Bˇε) ∩ S(ε, δ) = ∅ .
Proof. Proposition 3.2 establishes boundedness of us only. To prove boundedness
of u one needs, therefore to prove, in addition, the boundedness of uˆd and uˆ3 for all
λ ∈ S(ε, δ). To this end we first observe that by (3.9c) it holds that
‖uˆ3‖2 ≤ C|λi|−1
(
1 +
[1 + ε1/2(λr)
1/2
+ ]
|λi|
)
‖f‖2 . (3.54)
To prove boundedness of uˆd we first observe that by (3.9a)-(3.9b)
(ω2 − λ)uˆd − uˆ′s = fˆ1 − fˆ2 ,
from which we conclude that
‖uˆd‖ ≤ 1|λi|(‖uˆ
′
s‖+ ‖f‖) .
We now observe that by (3.44), (3.47), and (3.52) we have that
‖uˆ′s‖2 ≤ C
(
1 +
[1 + ε1/2(λr)
1/2
+ ]
|λi|
)
‖f‖2 .
Combining the above yields
‖u‖ ≤ C
(
1 +
1
|λi|
)(
1 +
[1 + ε1/2(λr)
1/2
+ ]
|λi|
)
‖f‖2 , (3.55)
or, equivalently, that for any λ ∈ C satisfying 0 < |λi| ≤ (1 − 2δ4)1/2ε−1/2 it holds
that
‖(Bˇε − λ)−1‖ ≤ C
(
1 +
1
|λi|
)(
1 +
[1 + ε1/2(λr)
1/2
+ ]
|λi|
)
. (3.56)
We can deduce from (3.56) the following bound on ‖Bǫ − Λ)−1‖.
Corollary 3.5. For any Λ ∈ C satisfying 0 < |Λi| ≤ (1− 2δ4)1/2 it holds that
‖Bǫ − Λ)−1‖ ≤ Cǫ− 23
(
1 + ǫ
2
3
1
|Λi|
)(
1 + ǫ
2
3
[1 + ǫ1/3(Λr)
1/2
+ ]
|Λi|
)
. (3.57)
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3.3 Point spectrum
We now establish the existence of a point spectrum for Bˇε for |λi| > ε−1/2. As before,
we can assume λi > ε
−1/2. Our main result, which is included in the statement of
Theorem 1.3, is:
Proposition 3.6. For every k ∈ N there exist εk > 0 and Rk > 0, such that
B(λk, Rkε
3
4 ) ∩ σ(Bˇε) 6= ∅ for all 0 < ε < εk, where λk = iε− 12 + 2k−12 (1 + i)ε
1
4 .
3.3.1 Preliminary reduction
We begin with the following substitution
uˆs = (ω
2 − λ)1/2v , (3.58)
in (3.14) (for f = 0) to obtain Mλv = 0 with
Mλ def= − d
2
dω2
+
[
(ω2 − λ)2 + ε−1 + 2ω
2 + λ
(ω2 − λ)2
]
(3.59)
Note that the last term 2ω
2+λ
(ω2−λ)2 is, as λi > ε
−1/2, C∞ and bounded. Hence Mλ is a
bounded perturbation of the anharmonic oscillator:
M0λ = −
d2
dω2
+ (ω2 − λ)2 + ǫ−1 . (3.60)
Note thatM0λ, or the anharmonic oscillator, has been intensively studied [29] (in the
form −d2/dω2+ω2+βω4) and later, in the above form, in [28, 16] for real values of λ.
It has been established (see [21] and references therein) that Mλ is for all λ 6∈ R+,
a closed operator whose domain satisfies
D(Mλ) = {u ∈ L2(R) |Mλu ∈ L2(R)} = {u ∈ H2(R) |ω4u ∈ L2(R)} , (3.61)
and is maximally accretive.
We now observe the following:
Lemma 3.7. For any λ ∈ C \ R+
0 ∈ σ(Mλ)⇔ ǫ2/3λ ∈ σ(Bǫ) . (3.62)
Proof. We first prove that 0 ∈ σp(Mλ)⇔ λ ∈ σp(Bˇε) (the point spectrum). Suppose
that u ∈ D(Bˇε) is an eigenfunction associated with λ ∈ σp(Bˇε). Then, let
v(ω) =
1
(ω2 − λ)1/2F(u1 + u2)(ω) .
Clearly, v ∈ L2(R) and, by the construction of Mλ we have that Mλv = 0. Con-
sequently, v ∈ D(Mλ) and hence 0 ∈ σp(Mλ). (Note that for any λ ∈ C \ R+ the
spectrum of Mλ is discrete.)
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Conversely, suppose that 0 ∈ σp(Mλ) and let v ∈ D(Mλ) denote an associated
eigenfunction. Set
uˆs = (ω
2 − λ)1/2v . (3.63)
As v ∈ D(Mλ) it follows from (3.61) that uˆs ∈ L2(R). We now define, as in (3.9c)
and (3.12)
uˆd =
1
ω2 − λ
duˆs
dω
, uˆ3 =
1√
2
ε−
1
2
uˆs
ω2 − λ . (3.64)
From (3.17) (with g = 0) we can conclude that uˆd ∈ L2(R). As uˆ3 ∈ L2(R) we may
conclude that
u =
 12F−1(uˆs + uˆd)1
2
F
−1(uˆs − uˆd)
F
−1(uˆ3)
 ∈ L2(R) .
Consequently, since (Bˇε − λ)u = 0 we obtain that u ∈ D(Bˇε) and hence λ ∈ σ(Bˇε).
Since ǫ2/3Bˇε is obtained from Bǫ via unitary dilation and rotation we obtain that
ǫ2/3λ ∈ σ(Bǫ). The proof of (3.62) is now completed by using Proposition 2.15 to-
gether with the fact that (−ǫ2∆+ ix− λ)−1 is compact.
3.3.2 Heuristics and dilation
We begin by making some intuitive observations on M0λ. To this end we return to
our initial spectral parameter Λ (see (3.6)):
λ = ε−
1
2Λ , (3.65)
which, when substituted into (3.60), yields
M˜0Λ := −
d2
dω2
+ ε−1(1 + Λ2)− 2Λε− 12ω2 + ω4 .
Here and in the following we use the term “critical value” for any Λ ∈ C for which
kerM0Λ 6= {0}. The above form suggests it would be plausible to look for critical
values near Λ = i (so that ε−1(1 + Λ2) is of the same order of 2Λε−
1
2ω2). Hence, we
set
Λ = i+ ε
3
4µ (3.66a)
and
ω = ε
1
8 ω˜ (3.66b)
to obtain, after multiplication by ε
1
4 ,
M̂0µ := −
d2
dω˜2
− 2iω˜2 + 2iµ+ ε 34µ2 − 2µε3/4ω˜2 + ε 34 ω˜4 . (3.66c)
Neglecting small terms (in the limit ε→ 0) we thus expect −2iµ to be an eigenvalue
of the complex harmonic oscillator −d2/dω˜2 − 2iω˜2 (cf. [17]). We now apply the
previous rescaling (3.65) and (3.66) to Mλ to obtain, (for convenience we return to
the parameter ǫ = ε
3
4 )
M̂µ,ǫ := − d
2
dω˜2
− 2iω˜2 + 2iµ+ ǫµ2 − 2µǫω˜2 + ǫω˜4 + ǫΦ(ǫ, ω˜, µ) , (3.67)
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where
Φ(ǫ, ω˜, µ) :=
(i+ 2ǫω˜2 + ǫµ)
(−i+ ǫω˜2 − ǫµ)2 . (3.68)
Clearly,
Lemma 3.8. For any Λ ∈ C \ R+ such that Λ = i+ ǫµ
0 ∈ σ(M̂µ,ǫ)⇔ Λ ∈ σ(Bǫ) . (3.69)
Hence it remains to find critical values µ ∈ C such that M̂µ,ǫ has a non trivial
kernel.
3.3.3 Formal asymptotics
By (3.67) M̂µ,ǫ is close to the complex harmonic oscillator. In the following we
present a formal expansion relying on that intuition.
Proposition 3.9. For any k ∈ N∗, there exists sequences {µk,ℓ}∞l=1 ⊂ C and
{fk,ℓ}∞l=1 ⊂ S(R) such that, as ǫ→ 0,
µk ∼
∑
ℓ>0
ǫℓµk,ℓ , (3.70a)
fk =
∑
ℓ≥0
ǫℓfk,ℓ , (3.70b)
and
M̂µk,ǫfk ∼ 0 . (3.70c)
In particular, we have
M̂µk,ǫfk,0 = ǫ r(0)k (ω˜, ǫ) ,
where ω 7→ exp(eiπ4 ω2/√2) r(0)k (ω, ǫ) is polynomially bounded.
For ǫ = 0, we have
M̂µk,0fk,0 = 0 .
Proof. For the leading order we have by (3.70c)
M̂µk,0fk,0 =
(
− d
2
dω2
− 2iω2 + 2iµk,0
)
fk,0 = 0 . (3.71)
The eigenvalues of the complex harmonic oscillator are well-known (cf. for instance
[17, Proposition 14.12]). Hence,
µk,0 =
(2k − 1)√
2
ei
π
4 . (3.72)
We can normalize the corresponding eigenmode by setting∫
|fk,0|2(ω˜)dω˜ = 1 .
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The coefficient of ǫ assumes the form
Mµk ,0fk,1 = −2iµk,1fk,0 − (µ2k,0 − 2µk,0ω2 + ω4 − 1)fk,0 . (3.73)
A necessary and sufficient condition for the existence of solution for (3.73) is obtained
by taking the inner product with f¯k,0, yielding
µk,1 =
∫
R
([ω2 − µk,0]2 − 1)f 2k,0 dω
2i
∫
R
f 2k,0 dω
(3.74)
Under (3.74), there exists a unique solution fk,1 of (3.73) if we add the condition∫
R
fk,0(ω)fk,1(ω)dω = 0 .
We can then continue by recursion, to prove (3.72) for any order. To prove that
exp(ei
π
4 ω2/
√
2) r
(0)
k (ω, ǫ) is polynomially bounded we use the well-known properties
of Hermite functions to conclude that∣∣∣ exp( 1√
2
exp
(
i
π
4
)
ω2
)
fk,0
∣∣∣ ≤ C|ω|k .
Then, by direct substitution we obtain that∣∣∣ exp ( 1√
2
exp
(
i
π
4
)
ω2
)
r0k
∣∣∣ ≤ C|ω|k+4 .
We have formally established that, for sufficiently small ǫ, σ(Bǫ) should contain
a sequence of points Λk ∼ i+ ǫµk.
In the following, we attempt to rigorously prove these formal estimates. Two of the
difficulties we face in the forthcoming rigorous analysis are:
1. It involves a non-linear spectral problem.
2. It involves the spectral analysis of a non- selfadjoint operator.
Non-self-adjointness prohibits the use of the spectral theorem to estimate error
terms. To mitigate this problem we use analytic dilation so that the leading or-
der operator, converts from the complex harmonic oscillator into the real harmonic
oscillator.
3.3.4 Analytic dilation.
We begin by recalling from (3.59)
Mλ def= − d
2
dω2
+
[
(ω2 − λ)2 + ε−1 + 2ω
2 + λ
(ω2 − λ)2
]
28
Let θ ∈ R. We introduce the unitary dilation operator
u 7−→ (U(θ)u)(x) = e−θ/2 u(e−θx) . (3.75)
We then define
Mλ,θ := U(θ)−1MλU(θ) = −e−2θ d
2
dω2
+ Vλ,θ , (3.76)
where
Vλ,θ = (e
2θω2 − λ)2 + ε−1 + 2e
2θω2 + λ
(e2θω2 − λ)2 .
Similarly, we define
M0λ,θ := −e−2θ
d2
dω2
+ V 0λ,θ , (3.77)
where
V 0λ,θ = (e
2θω2 − λ)2 + ε−1
M0λ,θ can be extended to the strip |ℑθ| < π6 , using (3.77), as a globally quasi-
elliptic operator (see [20],[22]) whose principal term (in the sense of this theory) is
−e−2θ d2
dω2
+ e4θω4.
It is then a rather standard matter to show that its spectrum is independent of
θ. Hence it remains necessary to control the effect of the ”perturbation term”
φ(ω, λ, θ) =
2e2θω2 + λ
(e2θω2 − λ)2 .
We observe that if |ℑθ| < π
8
+ ǫ0
2
and π/4 + ǫ0 < arg λ < 7π/4 − ǫ0 (for some
ǫ0 > 0) and |λ| > 0, then (ω, θ) 7→ φ(ω, λ, θ) remains bounded. Consequently, Mλ,θ
is sectorial and possesses a compact resolvent. We now use standard arguments: We
observe that for θ ∈ R, since U(θ) is a unitary operator, σ(Mλ,θ) is independent of
θ. By analytic continuation it must also be constant for −π
8
− ǫ0
2
< ℑθ < π
8
+ ǫ0
2
(see
[25, Section VI.1.3], [22, Section 12] or [3]). Hence we have obtained, for ǫ0 =
π
8
,
Proposition 3.10. Let λ ∈ C \ {0} satisfy 3π/8 < arg λ < 13π/8, and let θ be such
that |ℑθ| < 3π
16
. Then,
σ(Mλ,θ) = σ(Mλ) (3.78)
In particular, it holds that
0 ∈ σ(Mλ,θ)⇔ 0 ∈ σ(Mλ) . (3.79)
Setting θ = π
8
, we obtain
Corollary 3.11. For all λ ∈ C \ {0} satisfying 3π/8 < arg λ < 13π/8, it holds that
0 ∈ σ(Mλ,π
8
)⇔ ε1/2λ ∈ σ(Bǫ) . (3.80)
Finally, we apply (3.65) and (3.66) toMλ,π
8
to obtain (using the original param-
eter ǫ) the operator
L̂µ,ǫ := − d
2
ds2
+2s2+2e3i
π
4µ+ ǫei
π
4µ2− 2iµǫs2+ e3iπ4 ǫs4+ ǫ eiπ4Φ(ǫ, eiπ8 s, µ) . (3.81)
We search for µ values for which L̂µ,ǫ has a non trivial kernel.
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3.3.5 Weighted estimates
Lemma 3.12. Let r > 0, µ ∈ B(0, r) and (g, w) a pair in L2(R) × D(L̂µ,ε) such
that L̂µ,ǫw = g. Suppose that ‖e|·|g‖2 <∞. Then, there exist ǫ0 > 0 and C > 0 such
that for all 0 < ǫ < ǫ0 it holds that
‖e|·|w‖2 ≤ C(‖w‖2 + ‖e|·|g‖2) . (3.82)
Proof. Let ϕ(s) =
√
1 + s2 and ϕn(s) = η˜(s/n)
√
1 + s2 (where η˜ is defined in (3.32)).
Integration by parts yields that for any α > 0, there exists Cα(r) > 0 such that, for
any n ≥ 1
ℜ
(
e−3iπ/8〈e2ϕn(s)L̂µ,εw,w〉
)
≥ cos(3π
8
)[‖(eϕnw)′‖2 + 2‖seϕnw‖2 + ǫ‖s2eϕnw‖2]− α‖(eϕnw)′‖2
−Cα(ǫ‖seϕnw‖2 + ‖eϕnw‖2)
≥ cos(3π
8
)‖seϕnw‖2 − C‖eϕnw‖2 .
To obtain the second inequality we use the uniform boundedness of Φ(ǫ, ei
π
8 s, µ) (see
(3.68)). To obtain the last inequality we choose first 0 < α > cos(3π/8)/2 and then
ǫ0 small enough so that Cαǫ < cos(3π/8) for all 0 < ǫ < ǫ0. We can now conclude
that there exist C > 0 and C1 > 0 such that
‖eϕng‖ ‖eϕnw‖ ≥ C ‖eϕnw‖2 − C1 ‖w‖2 .
Finally, we can take the limit as n→ +∞.
Lemma 3.13. Let k ∈ N and µk,0 be given by (3.70). Let further g ∈ L2(R, e|·|) and
(µ, w) ∈ ∂B(µk,0, r)×D(L̂µ,ǫ) satisfy
L̂µ,ǫw = g . (3.83)
Then, there exist positive ǫ0, r0, C0 and C such that for all (ǫ, r) satisfying
0 < ǫ ≤ ǫ0, C0ǫ ≤ r ≤ r0, it holds that
‖w‖2 ≤ C
r
(ǫ‖e|·|g‖2 + ‖g‖2) . (3.84)
Proof. Using (3.81), we rewrite (3.83) in the form(
− d
2
ds2
+ 2s2 + 2e3i
π
4µ
)
w = g + ǫR(s, ǫ, µ)w , (3.85)
where
R(s, ε, µ) := −2iµs2 + e3iπ4 s4 + eiπ4µ2 + eiπ4Φ(ǫ, eiπ8 s, µ)) (3.86)
Using the spectral theorem for the harmonic oscillator, we immediately obtain
that for ε and r small enough we have
‖w‖2 ≤ C
r
(‖g‖2 + ǫ‖w‖+ ǫ‖eϕw‖) .
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Using Lemma 3.12 we then deduce
‖w‖2 ≤ C
r
(‖g‖2 + ǫ‖w‖+ ǫ‖eϕg‖) .
Assuming that ǫ/r is small enough (which is obtained via a suitable choice of C0)
we obtain (3.84).
3.3.6 Proof of Proposition 3.6
Lemma 3.14. For every k ∈ N there exist ǫk > 0 and Rk > 0, such that for all
0 < ǫ < ǫk there exists µ
′
k(ǫ) ∈ B(µk,0, Rkǫ) for which L̂µ′k(ǫ) has a non trivial kernel.
Proof. Let wk denote the k-th normalized eigenfunction of the harmonic oscillator
−d2/ds2+2s2, corresponding to the eigenvalue (2k−1)/√2. By (3.81) we have that
gk := L̂µ,ǫwk = [(2k − 1)
√
2 + 2e3i
π
4µ]wk + ǫR(s, ǫ, µ)wk .
We now define
µ = µk,0 + ρe
iθ , ν(µ, k) = [(2k − 1)
√
2 + 2e3i
π
4µ] ,
where µk,0 is defined in (3.72), to obtain
L̂µ,ǫwk = ν(µ, k, θ)wk + ǫR(s, ǫ, µ)wk . (3.87)
Note that
ν(µ, k, θ) = 2ρe3i
π
4
+θ +O(ǫ) .
Suppose, for a contradiction, that L̂µ,ε is invertible for all µ ∈ B(µk,0, r). Then in
this ball, µ 7→ L̂−1µ is an holomorphic family of compact operators acting on L2(R).
By (3.87), we may write
1
ν(µ, k, θ)
wk = (L̂µ,ǫ)−1wk + ǫ
ν(µ, k, θ)
(L̂µ,ǫ)−1R(s, ǫ, µ)wk . (3.88)
We now take the scalar product with wk and integrate along a circle of radius r/2
centered at µk,0, assuming that
r ≥ Cǫ
for some, sufficiently large, C > 0,∣∣∣ ∫
∂B(µk,0,r/2)
〈wk, L̂−1µ,ǫwk〉 dµ−
1
2
e−i
3π
4
∣∣∣ ≤ Cˆ ǫ
r
∣∣∣ ∫
∂B(µk,0,r)/2
〈wk, L̂−1µ,ǫRwk〉 dµ
∣∣∣ . (3.89)
We now turn to estimate ‖L̂−1µ,εRwk‖2. To this end we use (3.84) to establish that
‖L̂−1µ,ǫRwk‖2 ≤
C
r
(ǫ‖e|·|Rwk‖2 + ‖Rwk‖2) . (3.90)
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Using the well-known exponential decay of wk(ω) as |ω| → ∞ (an Hermite function
[1]) and the polynomial boundedness of R we obtain
‖L̂−1µ,ǫRwk‖2 ≤
Ck
r
. (3.91)
Finally, by the assumed holomorphy of L̂−1µ,ǫ,
1
2
=
∣∣∣ ∫
∂B(µk ,r/2)
〈wk, L̂−1µ,ǫwk〉 dµ−
1
2
e−i
3π
4
∣∣∣ ≤ Cˆ ǫ
r
(3.92)
Letting r = Rkǫ leads to a contradiction for sufficiently large Rk and 0 < ǫ ≤ ǫk.
This completes the proof of the lemma.
Remark 3.15. By (3.69) and (3.80) it follows that for Λ = i+ ǫµ we have that
0 ∈ σ(L̂µ,ǫ)⇔ Λ ∈ σ(Bǫ) .
By Lemma 3.14 we then obtain that for each k ∈ N there exists Rk > 0 and
Λk ∈ B(i + µk,0ǫ, Rkǫ2) which belongs to σ(Bǫ). We can now easily conclude (1.8)
from (3.6).
3.4 Reminder on the complex harmonic oscillator
We recall that the complex harmonic oscillator h, constitutes the principal part of
Mµ,ǫ. We recall that
h = − d
2
dξ2
− 2iξ2 , (3.93)
is defined on D(h) = H2(R) ∩ L2(R; ξ2 dξ), and that its spectrum is
σ(h) := N−π/4 = {
√
2e−iπ/4(2k − 1)}∞k=1 . (3.94)
Moreover, its numerical range is C+− = {z ∈ C,ℜz ≥ 0 , ℑz ≤ 0}.
Proposition 3.16. The following estimates for the resolvent of h hold:
1. If z /∈ C+−, then z ∈ ρ(h) := C \ σ(h) and
‖(h− z)−1‖ ≤ d(z,C+−)−1 . (3.95a)
2. For any compact set K ∈ C, there exists a constant CK such that, for any
z ∈ K ∩ ρ(h) we have
‖(h− z)−1‖ ≤ CK
( 1
d(z, σ(h))
+ 1
)
. (3.95b)
3. There exist δ0 > 0 and B0 > 0 such that for all z ∈ ρ(h) such that
ℜz ≥ 0 and |ℑz| ≤ δ0(ℜz)3 , (3.95c)
it holds that
‖(h− z)−1‖ ≤ B0
( 1
d(z, σ(h))
+
1
1 + |ℜz|1/3
)
. (3.95d)
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Proof.
The first item is a consequence of the sectoriality of h (See [17, Remark 14.14]).
For the second item, by [17, Proposition 14.12], we may use Riesz-Schauder theory
to conclude that for sufficiently large N we have
(h− z)−1 =
N∑
n=1
Πn
(
√
2e−iπ/4(2n− 1)− z) + TN (z) ,
where Πn denotes the projection on the n’th eigenfunction of h and TN(z) is holo-
morphic in K.
Finally, we prove the third item. To this end, let v ∈ D(h) and g ∈ L2(R) satisfy
(h− z)v = g .
Applying a Fourier transform to (3.93) yields(
− 2 d
2
dx2
+ i(x2 −ℜz)
)
vˆ = igˆ + ℑz vˆ . (3.96)
Using [17, Proposition 14.13] yields that there exists C > 0 such that for ℜz ≥ C
we have
‖v‖2 ≤ Cℜz 13 (‖g‖2 + |ℑz|‖v‖2) .
By (3.95c) we can conclude that for sufficiently small δ0
‖v‖2 ≤ Cℜz1/3 ‖g‖2 . (3.97)
For ℜz ≤ C it holds that |ℑz| ≤ C 13 δ0, and hence z belongs to a compact set in C
and one can conclude the proof of proposition from (3.95b).
3.5 Application to resolvent estimates
We continue the analysis of the spectral properties of Bǫ by obtaining resolvent
estimates for Bǫ in a set in the form
V(ǫ, ̺) := {Λ ∈ C , Λi ≥ 1/2 , Λr ≤ ̺ǫ} .
As Λ = i+ ǫµ it holds that
Λr = ǫµr ,Λi = 1 + ǫµi ,
Equivalently we may write,
Ω(ǫ, ̺) =
{
µ ∈ C , µi ≥ − 1
2ǫ
, µr ≤ ̺
}
,
where µr = ℜµ and µi = ℑµ.
We begin by rewriting (3.67) in the form
M̂µ,ǫ := − d
2
dω˜2
−2i(1+ǫµi)ω˜2+i[2µr+iµi(2+ǫµi−2iǫµr)]+ǫ(ω˜2−µr)2+ǫΦ(ǫ, ω˜, µ) ,
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We further apply the rescaling
ξ = ω˜ [1 + ǫµi]
1/4 (3.98)
to obtain, after division by [1 + ǫµi]
1
2 ,
Mµ,ǫ = − d
2
dξ2
−2iξ2−z0+ ǫ
[1 + ǫµi]1/2
[([1+ǫµi]
−1/2ξ2−µr)2+Φ(ǫ, [1+ǫµi]−1/4ξ, µ) ,
(3.99)
where
z0(µ, ǫ) :=
µi(2 + ǫµi)− 2iµr(1 + ǫµi)
[1 + ǫµi]1/2
(3.100)
Note that for µ ∈ Ω(ǫ, ̺) ∩ {µi ≥ 16̺3δ−10 } ∩ {|µr| ≤ ̺}, we have,
|ℑz0|3 ≤ 8̺3
( 1
µi
+ ǫ
)
ℜz0 . (3.101)
We then have
Lemma 3.17. For any ̺ > 0, there exist ǫ0 > 0 and B1 > 0 such that if ǫ ∈ (0, ǫ0]
and µ ∈ Ω(ǫ, ̺), then
‖(h− z0)−1‖ ≤ B1
( 1
d(z0, σ(h))
+
1
1 + |ℜz0|1/3
)
. (3.102)
Proof. The lemma easily follows Proposition 3.16.
For µi > 16̺
3δ−10 it follows that ℜz0 > 0 and that there exists ǫ0(δ0, ̺) such that for
0 < ǫ ≤ ǫ0(̺, δ0), we have
8̺3
( 1
µi
+ ǫ
)
≤ δ0 .
Consequently, we may conclude (3.102) from (3.95c) in the case |µr| ≤ ̺. In
the case µr < −̺ we use (3.95a). Hence, it remains to treat the case when
ǫµi ∈ (−12 , ǫ16̺3δ−10 ). In this case ℑz0 is bounded and ℜz0 has the sign of µi.
If µi ≥ −C, for some C > 0, then we can apply (3.95b). Otherwise when µi < −C
we may use (3.95a) once again to complete the proof.
Lemma 3.18. Let for R > 0 and ǫ > 0,
Ωˇ(ǫ, R) = {z ∈ C | d(z, σ(h)) ≥ Rǫ} . (3.103)
Then, for all ̺ > 0, there exist R0 > 0 and C > 0 such that, for all R0 < R < ǫ
−1,
µ ∈ Ω(ǫ, ̺) for which z0(µ, ǫ) ∈ Ωˇ(ǫ, R) and for every pair (v˜, g˜) ∈ D(Mµ,ǫ) ×
L2(R; (ξ2 + 1)2 dξ) satisfying
Mµ,ǫv˜ = g˜ , (3.104)
we have
‖v˜‖2 ≤ C
Rǫ
(‖g˜‖2 + ǫ‖ξ2g˜‖2) . (3.105)
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Proof. The proof is based on presenting Mµ,ǫ, given by (3.99), as a perturbation of
h. We preliminary observe that by global estimates for the quartic oscillator (see
for example Helffer-Robert [20, 21]) ξ6v˜, ξ4v˜′, and ξ2v˜′′ belong to L2, if ξ2g˜ ∈ L2.
Using the fact that 1 + ǫµi = Λi we may write
Mµ,ǫ = h− z0 + ǫΛ−
1
2
i (Λ
− 1
2
i ξ
2 − µr)2 + ǫΛ−
1
2
i Φ . (3.106)
We first attempt to estimate the effect of the perturbation term ǫΛ
−1/2
i (Λ
− 1
2
i ξ
2−µr)2 .
To this end we first observe that
h− z0 = − d
2
dξ2
−ℜz0 − 2iΛ
1
2
i (Λ
− 1
2
i ξ
2 − µr) .
Thus, to estimate the perturbation term, we evaluate, having in mind that
(Λ
−1/2
i ξ
2 − µr)3v˜ ∈ L2, the quantity −Λ1/2i ℑ〈(Λ−1/2i ξ2 − µr)3 v˜,Mµ,ǫv˜〉 to obtain
− Λ1/2i ℑ〈(Λ−1/2i ξ2 − µr)3v˜, g˜〉 = 2Λi‖(Λ−1/2i ξ2 − µr)2 v˜‖22
− 6ℑ〈(Λ−1/2i ξ2 − µr)2 v˜, ξv˜′〉 − ǫℑ
〈
(Λ
−1/2
i ξ
2 − µr)3 v˜,Φ(ǫ,Λ−1/4i ξ, µ)v˜
〉
,
implying that
2Λi‖(Λ−1/2i ξ2 − µr)2 v˜‖22 ≤ Λ1/2i ‖(Λ−1/2i ξ2 − µr)2v˜‖2 ‖(Λ−1/2i ξ2 − µr)g˜‖2
+ 6‖(Λ−1/2i ξ2 − µr)2v˜‖2 ‖ξv˜′‖2
+ ǫ‖(Λ−1/2i ξ2 − µr)2v˜‖2 ‖Φ(ǫ,Λ−1/4i ξ, µ)(Λ−1/2i ξ2 − µr)v˜‖2 .
Next we attempt to bound Φ(ǫ,Λ
1/4
i ξ, µ) under the assumptions of the lemma. Recall
from (3.68) that
Φ(ǫ, ω, µ) :=
(i+ 2ǫω2 + ǫµ)
(−i+ ǫω2 − ǫµ)2 . (3.107)
For all Λ ∈ V(ǫ, ̺) it holds that
R+ ∋ τ 7→ (2τ + Λ)
(τ − Λ)2 ,
is uniformly bounded. Consequently, uniform boundedness of Φ(ǫ, ω, µ) follows as
well. Hence, there exists C > 0 such that
‖(Λ−1/2i ξ2 − µr)2 v˜‖22 ≤
C
Λ2i
(‖ξv˜′‖22 + Λi‖(Λ−1/2i ξ2 − µr) g˜‖22 + ǫ2‖v˜‖22) . (3.108)
To bound ‖ξv˜′‖22 we use the identity
ℜ〈ξ2v˜, g˜〉 = ‖ξv˜′‖22 − ‖v˜‖22 − ℜz0 ‖ξv˜‖22
+ ǫΛ
−1/2
i ‖ξ(Λ−1/2i ξ2 − µr)v˜‖22 + ǫℜ
〈
ξ2v˜,Φ(ǫ,Λ
−1/4
i ξ, µ)v˜
〉
,
from which we obtain
‖ξv˜′‖22 ≤ (ℜz0)+ ‖ξv˜‖22 + C(‖v˜‖22 + ‖ξ2g˜‖22) . (3.109)
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We now use the identity
−ℑ〈v˜, g˜〉 = 2‖ξv˜‖22 − 2µrΛ1/2i ‖v˜‖22 − ǫΛ−1/2i ℑ
〈
v˜,Φ(ǫ,Λ
−1/4
i ξ, µ)v˜
〉
,
to obtain
2‖ξv˜‖22 ≤ ‖v˜‖2 ‖g˜‖2 + [2(µr)+Λ1/2i + CǫΛ−1/2i ]‖v˜‖22 ,
which implies, having in mind that Λi >
1
2
and µr ≤ ̺ ,
‖ξv˜‖22 ≤ Cˆ (Λ
1
2
i ‖v˜‖22 + Λ−
1
2
i ‖g˜‖22) . (3.110)
Substituting the above into (3.109) yields
‖ξv˜′‖22 ≤ C
(
[Λ
1/2
i (ℜz0)+ + 1]‖v˜‖22 + ‖(ξ2 + ǫ−1/2Λ1/2i )g˜‖22
)
,
which yields, upon substitution into (3.108),
‖(Λ−1/2i ξ2−µr)2v˜‖22 ≤ C
(
Λ−1i ‖(Λ−1/2i ξ2+ ǫ−1/2)g˜‖22+
[(ℜz0)+
Λ
3/2
i
+1
]
‖v˜‖22
)
. (3.111)
To complete the proof, we observe from (3.106) applied to v˜, that
(h− z0)v˜ = ǫ
Λ
1/2
i
[(Λ
−1/2
i ξ
2 − µr)2 + Φ(ǫ,Λ−1/4i ξ, µ)]v˜ + g˜ .
By (3.95) and (3.111) it holds that
‖v˜‖2 ≤ C
( 1
d(z0, σ(h))
+
1
1 + |ℜz0|1/3
)[
ǫΛ
−1/2
i
((ℜz0)+
Λ
3/2
i
+1
)1/2
‖v˜‖2+ ǫ
Λi
‖Λ−1/2i ξ2g˜‖2+‖g˜‖2
]
.
(3.112)
We now show that for any η > 0 there exist ǫ0 and R0 such that, for all (ǫ, R) ∈
(0, ǫ0]× [R0,+∞), for µ ∈ Ω(̺, ǫ, R) we have
δ(ǫ, µ) :=
( 1
d(z0, σ(h))
+
1
1 + |ℜz0|1/3
)
ǫΛ
−1/2
i
((ℜz0)+
Λ
3/2
i
+ 1
)1/2
≤ η , (3.113)
where
Ω(̺, ǫ, R) := Ω(̺, ǫ) ∩ Ωˇ(ǫ, R) .
We consider four different cases.
1. If µi ≥ 1, we observe that by (3.101) and the location of σ(h), there exists
C0 > 0 such that if ℜz0 ≥ C0, then d(z0, σ(h)) ≥ 1C 0ℜz0. Thus, if d(z0, σ(h)) ≤
1, we obtain, using the fact that Λi ≥ 1 for µi ≥ 0, that δ(ǫ, µ) ≤ Cǫ. For
d(z0, σ(h)) ≥ 1 and ℜz0 ≥ C0 it holds that
δ(ǫ, µ) ≤ Cˆǫ(1 + |ℜz0| 16Λ−
5
4
i ) . (3.114)
As
0 < ℜz0 = µi(2 + ǫµi)
[1 + ǫµi]1/2
=
1
ǫ
(Λ2i − 1)Λ−
1
2
i ≤
1
ǫ
Λ
3
2
i ,
we obtain that
δ(ǫ, µ) ≤ Cˇ ǫ 56 .
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2. In the case ℜz0 ≤ C0, we have
δ(ǫ, µ) ≤ Cˆǫ(1 + d(z0, σ(h)−1) ≤ C
(
ǫ+
1
R
)
. (3.115)
3. If 0 ≤ µi ≤ 1 and d(z0, σ(h) ≤ 1/2 there exists C > 0 such that ℜz0 ≤ C |ℑz0|.
Furthermore, it holds that ℑz0 < 0 and hence 0 ≤ µr ≤ ̺. Consequently,
|ℑz0| ≤ C̺ ,
and hence ℜz0 ≤ C and we may proceed as in item 2.
Otherwise, if d(z0, σ(h) ≥ 1/2, we may invoke (3.114) and proceed as in item
1.
4. Finally, if µi < 0, we have ℜz0 < 0 and 12 ≤ Λi ≤ 1 and hence we can obtain
(3.115) once again.
For sufficiently small η > 0 we can conclude the existence of positive C, ǫ0 and R0
such that for all (ǫ, R) ∈ (0, ǫ0]× [R0,+∞) and µ ∈ Ω(̺, ǫ, R) it holds that
‖v˜‖2 ≤ C
(
d(z0, σ(h))
−1 +
1
|ℜz0| 13 + 1
)(
‖g˜‖2 + ǫΛ−
3
2
i ‖ξ2g˜‖2
)
. (3.116)
We can now easily verify (3.105).
Coming back to the resolvent of B˜ǫ, we now prove:
Proposition 3.19. There exists R0 > 0 and C > 0, such that, for any f ∈
H2(R,C3), any (ǫ, R) satisfying R0 < R < ǫ
−1, and Λ ∈ V(ǫ, ̺) for which µ ∈
Ωˇ(ǫ, R) it holds that
‖(B˜ǫ − Λ)−1f‖2 ≤ C
Rǫ5/3
(‖f‖2 + ǫ2‖f ′′⊥‖2 + (1 + Λ2i )−1/2‖xf⊥‖2) , (3.117)
where f⊥ = (f1, f2, 0).
Proof. Consider (see (3.4)) a triple (u˜, f ,Λ) such that
(B˜ǫ − Λ)u˜ = f = ǫ 23 f˜ .
We first recall that for Λr ≤ −1 we have (see Remark 3.3)
ǫ2‖∇u˜‖22 − Λr‖u˜‖22 = ℜ〈u˜, f〉 ,
and hence
‖u˜‖2 ≤ |Λr|−1‖f‖2 .
Consequently, we have for ǫ−
2
3Λr = λr < −1
‖(B˜ǫ − Λ)−1f‖2 ≤ ǫ− 23‖f‖2 , (3.118)
which implies (3.117) in this case.
Through the rest of this proof we assume in addition that λr > −1 .
From (3.98) which reads ξ = ω˜Λ
1
4
i , and (3.66) which reads ω = ǫ
1
6 ω˜, we get
ξ = ǫ−1/6Λ1/4i ω. From (3.58) we then conclude that
λ = ǫ−2/3Λ , v˜(ξ) = (ω2 − λ)− 12 uˆs(ω) and g˜(ξ) = Λ−1/2i ǫ1/3g(ω) .
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Estimation of uˆs for λr > −1.
Recall that uˆs is introduced in (3.11), and that the definition of g is given in (3.15)
which reads
g := fˆs + ǫ
−2/3 fˆ3
ω2 − λ +
d
dω
( fˆd
ω2 − λ
)
. (3.119)
Thus, by using (3.105) and (3.110) we obtain, for R0 < R <
1
ǫ
,
‖(ǫ 13Λ−
1
2
i ξ
2 + 1)
1
2 v˜(ξ)‖2 ≤ C
Rǫ
(
‖g˜‖2 + ǫΛ−3/2i ‖ξ2g˜‖2
)
+ Cǫ
1
6Λ
− 1
2
i ‖g˜‖ ,
which implies for a new constant C > 0
‖(ǫ 13Λ−
1
2
i ξ
2 + 1)
1
2 v˜(ξ)‖2 ≤ C
Rǫ
(
‖g˜‖2 + ǫΛ−3/2i ‖ξ2g˜‖2
)
,
and hence ∥∥∥[ω2 + 1
ω2 − λ
]1/2
uˆs
∥∥∥
2
≤ C
R
ǫ−
2
3Λ
−1/2
i
(‖g‖2 + ǫ2/3Λ−1i ‖ω2g‖2) .
As for all λ ∈ C satisfying −1 ≤ λr ≤ 1 and λi ≥ 1∣∣∣ω2 + 1
ω2 − λ
∣∣∣ ≥ 1√
2λi
,
we obtain, for sufficiently large R0 that, for R0 < R <
1
ǫ
,
‖uˆs‖2 ≤ C
Rǫ
(‖g‖2 + ǫ2/3Λ−1i ‖ω2g‖2) . (3.120)
We now estimate of the right hand side in (3.120) using (3.119).
Estimation of terms involving fˆ3.
We begin by observing that
ǫ−
2
3
∥∥∥ fˆ3
ω2 − λ
∥∥∥
2
≤ ǫ− 23λ−1i ‖fˆ3‖2 = Λ−1i ‖fˆ3‖2 .
Next, to estimate Λ−1i
∥∥∥ ω2fˆ3ω2−λ∥∥∥
2
we observe that, for λr ∈ (−1,+1) and λi ≥ 1, it
holds that ∣∣∣ ω2
ω2 − λ
∣∣∣ ≤ 2 . (3.121)
Hence, we can conclude that
Λ−1i
∥∥∥ ω2fˆ3
ω2 − λ
∥∥∥
2
≤ 2Λ−1i ‖fˆ3‖2 .
Estimation of terms involving fˆd.
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We first write
d
dω
( fˆd
ω2 − λ
)
=
fˆ ′d
ω2 − λ −
2ωfˆd
(ω2 − λ)2 .
For the first term on the right-hand-side we conclude that
‖ fˆ
′
d
ω2 − λ‖2 ≤ ǫ
2
3Λ−1i ‖fˆ ′d‖2 .
Then, with the aid (3.121), valid for λr ∈ (−1,+1) and λi ≥ 1, we obtain that∣∣∣ 2ω
(ω2 − λ)2
∣∣∣ = 2∣∣∣ ω2
(ω2 − λ)
∣∣∣ 12 ∣∣∣ 1
(ω2 − λ) 32
∣∣∣ ≤ 2 32 ǫΛ−3/2i .
Consequently, ∥∥∥ 2ωfˆd
(ω2 − λ)2
∥∥∥
2
≤ 2 32 ǫΛ−3/2i ‖fˆd‖2 .
Summarizing the above yields
‖g‖2 ≤ C
[‖fˆs‖2 + Λ−1i ‖fˆ3‖2 + ǫ2/3Λ−1i ‖fˆ ′d‖2 + ǫΛ− 32i ‖fˆd‖2] . (3.122)
Next, using (3.121) once again yields
ǫ
2
3Λ−1i
∥∥∥ ω2fˆ ′d
ω2 − λ
∥∥∥
2
≤ 2ǫ 23Λ−1i ‖fˆ ′d‖2 .
Finally, it holds that
2ǫ
2
3Λ−1i
∥∥∥ ω3fˆd
(ω2 − λ)2
∥∥∥
2
≤ 2 52 ǫΛ−
3
2
i ‖fˆd‖2 .
In conclusion, we have proved the existence of C > 0 and R0 > 0 such that for
R0 < R <
1
ǫ
, Λ ∈ V(ǫ, ̺) ∩ {Λr > −ǫ2/3} for which µ ∈ Ωˇ(ǫ, R)
‖uˆs‖2 ≤ C
Rǫ
[‖(ǫ2/3Λ−1i ω2 + 1)fˆs‖2 + ‖fˆ3‖2 + ǫ2/3Λˆ−1i ‖fˆ ′d‖2 + ǫ‖fˆd‖2] . (3.123)
Estimation of uˆ3. As in the proof of Proposition 3.4 we write (3.9c) in the form
uˆ3 =
ǫ−2/3
(ω2 − λ)√2 uˆs +
fˆ3
ω2 − λ ,
which implies
‖uˆ3‖2 ≤ 1|Λi|
√
2
‖uˆs‖2 + ǫ2/3 1|Λi| ‖fˆ3‖2 ≤ CΛ
−1
i (‖uˆs‖2 + ǫ2/3 ‖fˆ3‖2) .
Hence, using the fact that Rǫ ≤ 1, we obtain by (3.123)
‖uˆ3‖2 ≤ C
Rǫ
[‖(ǫ2/3Λ−1i ω2 + 1)fˆs‖2 + ‖fˆ3‖2 + ǫ2/3Λˆ−1i ‖fˆ ′d‖2 + ǫ‖fˆd‖2] . (3.124)
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Estimation of uˆd We begin with an estimate of uˆ
′
s. By (3.20) which reads
ℜ〈(ω2 − λ¯)uˆs, g〉 = ‖(uˆs)′‖22 + ℜ
〈
2ωuˆs,
(uˆs)
′
ω2 − λ
〉
+ (ε−1 − λ2i )‖uˆs‖22 + ‖(ω2 − λr)uˆs‖22 ,
we may conclude that
‖(ω2−λ¯)uˆs‖2 ‖g‖2 ≥ ‖(uˆs)′‖22−2‖uˆs‖2
∥∥∥ ω(uˆs)′
ω2 − λ
∥∥∥
2
+(ε−1−λ2i )‖uˆs‖22+‖(ω2−λr)uˆs‖22 .
Hence,
‖(uˆs)′‖22 ≤ C
(
‖g‖22 + ‖
ω(uˆs)
′
ω2 − λ‖
2
2 + λ
2
i ‖uˆs‖22
)
.
Using (3.121), we get ∥∥∥ ω(uˆs)′
ω2 − λ
∥∥∥
2
≤
√
2λ
− 1
2
i ‖uˆ′s‖2 ≤ Cǫ
1
3‖uˆ′s‖2 .
Consequently, we can conclude that under the assumed conditions on Λ, ǫ, R it holds
that
‖uˆ′s‖22 ≤ C(‖g‖22 + λ2i ‖uˆs‖22) . (3.125)
We can, thus, deduce from (3.12) that
‖uˆd‖ ≤ Cǫ2/3Λ−1i
(
‖fˆd‖+ ‖uˆ′s‖
)
,
which leads to
‖uˆd‖ ≤ Cǫ2/3Λ−1i
(
‖fˆd‖+ ‖g‖2
)
+ C‖uˆs‖2 . (3.126)
Substituting (3.122) into (3.126) yields
‖uˆd‖ ≤ Cǫ2/3
(
‖fˆd‖+ ‖fˆs‖2 + ‖fˆ3‖2 + ǫ2/3Λ−1i ‖fˆ ′d‖2
)
+ C‖uˆs‖2 . (3.127)
With the aid of (3.123) we then conclude
‖uˆd‖2 ≤ C
Rǫ
[‖(ǫ 23ω2 + 1)fˆs‖2 + ‖fˆ3‖2 + ǫ2/3Λ−1i ‖fˆ ′d‖2 + ‖fˆd‖2] . (3.128)
Combining the above with (3.123) and (3.124) then yields for R0 < R < ǫ
−1
‖uˆ‖2 ≤ C
Rǫ
[‖(ǫ2/3ω2 + 1)fˆs‖2 + ‖fˆ3‖2 + ǫ2/3Λ−1i ‖fˆ ′d‖2 + ‖fˆd‖2] . (3.129)
In term of the original variables (u, f) (3.129) reads
‖u‖2 ≤ C
Rǫ
5
3
(
ǫ2‖f ′′⊥‖2 + ‖f‖2 + Λ−1i ‖xf⊥‖2
)
.
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3.6 Proof of Theorem 1.3
We now complete the proof of Theorem 1.3. Let u ∈ D(Bǫ) and f ∈ L2(R,C3)
satisfy (Bǫ − Λ)u = f for some Λ = Λr + iΛi ∈ C. As above we consider only the
case Λi > 0.
The case 0 < Λi < 1/2.
Here we have by (3.57) for Λr ≤ ̺ǫ
‖(Bǫ − Λ)−1‖ = ‖(B˜ǫ − Λ)−1‖ ≤ Cǫ2/3
(
ǫ−2/3 +
1
Λi
)2
. (3.130)
The case Λi > 1/2
Here we attempt to use (3.117), to which end we first observe that
ℜ〈u, (B˜ǫ + 1− iΛi)u〉 = ǫ2‖du
dx
‖22 + ‖u‖22 .
It follows that
‖(B˜ǫ + 1− iΛi)−1‖+ ǫ‖(B˜ǫ + 1− iΛi)−1‖L(L2,H1) ≤ 3 . (3.131)
Integration by parts yields that, for any w ∈ D(B˜ǫ),
−ℜ
〈d2w
dx2
, (B˜ǫ + 1− iΛi)w
〉
= ǫ2
∥∥∥d2w
dx2
∥∥∥2
2
−
∥∥∥dw
dx
∥∥∥2
2
− ℑ〈dw1
dx
, w1〉+ ℑ〈dw2
dx
, w2〉
Consequently, we obtain that
‖(B˜ε + 1− iΛi)−1‖L(L2,H2) ≤ C
ǫ2
. (3.132)
Finally, recall that by (2.25)
D(B˜ǫ) = {u ∈ H2(R,C3) | xu⊥ ∈ L2(R,C3)} ,
where u⊥ = (u1, u2, 0).
For s > 0, we equip D(B˜ǫ) with the norm
‖u‖(B,s,ǫ) = ǫ2‖u′′‖2 + ǫ‖u′‖2 + ‖u‖2 + s−1‖xu⊥‖2 ,
and denote this normed space by Ds,ǫ.
An integration by parts yields (see (3.3))
ℑ〈(−xu1, xu2, 0) , (B˜ε + 1− iΛi)u〉
= ‖xu⊥‖22 + Λi(〈xu1, u1〉 − 〈xu2, u2〉) +
1√
2
(ℑ〈x(u2 − u1) , u3〉)
+ ǫ2(ℑ〈u2, u′2〉 − ℑ〈u1, u′1〉) .
Consequently, combining the above with (3.131), we get
Λ−1i ‖x π⊥(B˜ε + 1− iΛi)−1‖ ≤ C , (3.133)
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where π⊥ denotes the projection on the two first components.
We now choose s = Λi. Combining (3.133) with (3.132) yields
‖(B˜ε + 1− iΛi)−1‖L(L2,DΛi,ǫ) ≤ C . (3.134)
Let Λ ∈ V(ǫ, ̺) satisfy z0(µ, ǫ) ∈ Ωˇ(ǫ, R) where z0 is given by (3.100), Ωˇ by
(3.103), and R0 is sufficiently large, so that (3.117) holds true for R0 ≤ R < 1ǫ . We
begin by observing that (3.117) implies
‖(B˜ε − Λ)−1‖L(DΛi,ǫ , L2) ≤
C
Rǫ5/3
.
We now use the resolvent identity
(B˜ǫ − Λ)−1 = (B˜ǫ + 1− iΛi)−1 + (Λr + 1)(B˜ǫ − Λ)−1(B˜ǫ + 1− iΛi)−1 ,
to establish that
‖(B˜ǫ−Λ)−1‖ ≤ ‖(B˜ǫ+1−iΛi)−1‖+C‖(B˜ǫ−Λ)−1‖L(DΛi,ǫ,L2)‖(B˜ǫ+1−iΛi)−1‖L(L2,DΛi,ǫ) .
We may conclude from the above that:
Proposition 3.20. Let ρ > 0. There exist R0 > 0 and ǫ0 > 0 such that for any
0 < ǫ < ǫ0, Λ ∈ V(ǫ, ρ), R0 < R < 1ǫ , Λi > 12 , and z0(µ, ǫ) ∈ Ωˇ(ǫ, R) it holds that
‖(B˜ǫ − Λ)−1‖ ≤ C
(
1 +
1
Rǫ
5
3
)
. (3.135)
We finally provide a more explicit condition in guaranteeing the validity of the
assumptions of proposition 3.20. We introduce for Rˆ > 0, ǫ > 0
Dˆ+(ǫ, Rˆ) = {ℑΛ > 0 , d(Λ− i, ǫσ(h∗) > Rˆǫ2} , (3.136)
Note that for all 0 < ǫ the set {Λ ∈ C , d(Λ, ǫσ(h∗)) < 1
2
ǫ} is a union of disjoint
disks.
Lemma 3.21. Let ρ > 0. There exist Rˆ0 > 1 and ǫ0 > 0, such that for any
Rˆ0 < Rˆ < 1/(
√
2ǫ), and Λ ∈ V(ǫ, ρ) ∩ D+(ǫ, ρ, Rˆ), we have that z0(µ, ǫ) ∈ Ωˇ(ǫ, R)
for all R ≥ √2Rˆ.
Proof. Let 1 < Rˆ0 < Rˆ < [ǫ
√
2]−1 and 0 < R ≤ √2(Rˆ − 2N2̺ ), where N̺ is given
by (1.9). (Note that R <
√
2Rˆ < ǫ−1.) Suppose for a contradiction that for some
n ≤ N̺, it holds that Λ ∈ V(ǫ, ρ) ∩ D+(ǫ, ρ, Rˆ) but
d(z0, (2n− 1)[1− i]) ≤ Rǫ . (3.137)
Then, |ℜz0 − (2n− 1)| ≤ Rǫ which can be rewritten in the form∣∣∣Λ2i − 1
Λ
1/2
i
− (2n− 1)ǫ
∣∣∣ ≤ Rǫ2 . (3.138)
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Clearly, Λi ≥ 1, otherwise we have∣∣∣Λ2i − 1
Λ
1/2
i
− (2n− 1)ǫ
∣∣∣ ≥ (2n− 1)ǫ ,
contradicting (3.138) as Rǫ < 1.
For Λi ≥ 1 we have, as (Λi + 1) ≥ 2Λ1/2i ,
Rǫ2 ≥ Λ
2
i − 1
Λ
1/2
i
+ (2n− 1)ǫ ≥ 2(Λi − 1)− (2n− 1)ǫ ,
and hence
1 ≤ Λi ≤ 1 + 2n− 1
2
ǫ+
R
2
ǫ2 . (3.139)
Returning to (3.138), we write
−Rǫ2 ≤ Λ
2
i − 1
Λ
1/2
i
− (2n− 1)ǫ ≤
(
2 +
2n− 1
2
ǫ+
R
2
ǫ2
)
(Λi − 1)− (2n− 1)ǫ ,
which leads to (as n ≤ N̺ where N̺ is defined by (1.9))
Λi ≥ 1 + (2n− 1)ǫ− Rǫ
2
2 +Nρǫ+
R
2
ǫ2
≥ 1 + 1
2
[(2n− 1)ǫ− Rǫ2]
[
1−Nρǫ− R
2
ǫ2
]
,
and hence
Λi − 1 ≥ 2n− 1
2
ǫ−
(
R
2
+Nρ
(
Nρ +
R
2
ǫ
))
ǫ2 ≥ 2n− 1
2
ǫ−
(R
2
+ 2N2̺
)
ǫ2 .
Combining the above with (3.139) yields∣∣∣Λi − 1− 2n− 1
2
ǫ
∣∣∣ ≤ (R
2
+ 2N2̺
)
ǫ2 . (3.140)
By (3.137) we have, in addition to (3.138),
|ℑz0 + (2n− 1)| ≤ Rǫ . (3.141)
In view of (3.140) we can rewrite∣∣∣1
2
(2n− 1)− µr
∣∣∣ ≤ (̺N̺ + R
2
)
ǫ ,
or equivalently
|1
2
(2n− 1)ǫ− Λr| ≤
(
N2̺ +
R
2
)
ǫ2 .
Combining the above with (3.140) yields
d(Λ, i− (1 + i)2n− 1
2
ǫ) ≤
√
2
(
2N2̺ +
R
2
)
ǫ2 < Rˆǫ2 . (3.142)
A contradiction.
Combining Lemma 3.21 with Proposition 3.20 (applied with R =
√
2Rˆ) estab-
lishes (1.11) for Λi > 1/2. We then use (3.130) to obtain (1.11) for all Λi > 0,
Λr < ̺ǫ and Λ ∈ Dˆ+(Rˆ, ̺, ǫ). Remark 3.15 and Lemma 3.14 together establish
(1.8).
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4 Finite intervals
As stated in Section 2.6 we expect that the behaviour of Bǫ acting on R, can intu-
itively explain the behavioir of Bǫ on a bounded interval, in the limit ǫ→ 0. In the
following, we focus on the part of σ(Bǫ) that tends to R+ (which is in the spectrum
of Bǫ on R by Remark 2.7).
4.1 The problem
We now define the operator BIǫ whose associated differential operator is given by
(1.4) in the interval I = (a, b), and its domain by
D(BIǫ ) = H2((a, b),C3) ∩H10 ((a, b),C3) .
Let (u,Λ) ∈ D(BIǫ )×C denote an eigenpair of BIǫ . Let further L± = −ǫ2 d
2
dx2
± ix be
defined on H2(a, b) ∩H10 (a, b). Then by (3.4) (with f = 0) and (3.3) we may set
u1 = −(L− − Λ)−1u3 ; u2 = −(L+ − Λ)−1u3 ,
and hence by (3.4) and (3.3) we obtain
(PΛ − Λ)u3 = 0 , (4.1a)
where
PΛ def= −ǫ2 d
2
dx2
+
1
2
[(L− − Λ)−1 + (L+ − Λ)−1] (4.1b)
is defined on
D(PΛ) = H2((a, b),C) ∩H10 ((a, b),C) .
Note that (L± − Λ)−1 is well defined, for sufficiently small ǫ, whenever ℜΛ <
ǫ2/3|ν1|/2 where ν1 denotes the leftmost zero of Airy’s function [1].
Some intuition can be gained by considering the operator
AΛ = (L− − Λ)(PΛ − Λ)(L+ − Λ) =
− ǫ2
[
(L− − Λ) d
2
dx2
(L+ − Λ) + d
2
dx2
]
− Λ[1 + (L− − Λ)(L+ − Λ)] , (4.2)
where D(Aλ) = {w ∈ H6((a, b) , w(a) = w(b) = w′′(a) = w′′(b) = 0}. Note that for
Λ ≤ Cǫ2 it holds that 0 ∈ σ(AΛ) ⇔ 0 ∈ σ(PΛ − Λ) since (L± − Λ) is invertible.
Assuming Λ = Λ0ǫ
2 where Λ0 is independent of ǫ we get
(ǫ−2AΛ)
∣∣
ǫ=0
= −x d
2
dx2
x− d
2
dx2
− Λ0(1 + x2) (4.3)
Let A˜Λ = (1 + x2)−1(ǫ−2AΛ)
∣∣
ǫ=0
which is selfadjoint on L2((a, b), (1 + x2)). By the
foregoing discussion, we expect Λ0 to be the ground state of A˜Λ. Denote the principal
eigenfunction by w0. We expect that u3 ≈ (L+ − Λ)w0 and hence, by setting ǫ = 0
once again we can conclude that u3 ≈ xw0. In fact, we shall rigorously corroborate
this approximation in the sequel.
The above heuristical argument suggests in addition that for any C > 0 there
exists ǫC such that for all ǫ ∈ (0, ǫC ], we have σ(BIǫ ) ∩ {ℜΛ < Cǫ2} ⊂ R+. Further-
more, while we do not prove that in the following, one may expect to obtain for any
fixed j ≥ 1, that Λjǫ2+ o(ǫ2) ∈ σ(BIǫ ) where Λj is an eigenvalue of the operator A˜Λ.
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4.2 Upper bound for the bottom of the real spectrum
For Λ ∈ R, PΛ with domain D(PΛ) := H2(a, b) ∩ H10(a, b) is a selfadjoint operator
on L2(a, b) with compact resolvent. Consequently, we may define for Λ ∈ R,
ν(Λ) = inf
u∈H1
0
([0,1])\{0}
〈u, (PΛ − Λ)u〉
‖u‖22
. (4.4)
It can be easily verified that if ν(Λ) = 0 then Λ ∈ σ(BIǫ ).
Furthermore, if Λ ∈ σ(BIǫ )∩R then there exists u ∈ D(PΛ) such that (PΛ−Λ)u =
0, and hence, from the definition of ν we also learn that ν(Λ) ≤ 0 in this case. It
can be easily verified that for any u in D(PΛ) and Λ ∈ R
〈u,PΛu〉 = ǫ2
[
‖u′‖22 +
1
2
(‖w′+‖22 + ‖w′−‖22)
]
− Λ
2
(‖w+‖22 + ‖w−‖22) , (4.5)
where w± = (L± − Λ)−1u.
Before obtaining bounds on ν(Λ) we need the following auxiliary lemma
Lemma 4.1. Let K > 0. There exist positive ǫ0 and C, such that for all 0 < ǫ < ǫ0,
for any real Λ ≤ Kǫ2, for any triple (w0, w−, w+) s.t. w0 ∈ H2(a, b) ∩H10 (a, b) and
w± = (L± − Λ)−1(xw0), it holds that,
‖w˜±‖2 + ǫ2/3‖w˜′±‖2 ≤ Cǫ4/3‖w0‖2,2 , (4.6)
where ‖ · ‖2,2 denotes the norm in H2(a, b), and
w˜± = w± ± iw0 . (4.7)
Proof. It can be easily verified that w˜± ∈ H10 (a, b) and that
(L± − Λ)w˜± = −i(±ǫ2w′′0 ± Λw0) .
We can now establish (4.6) by using either [5, Proposition 5.2] or [23, Theorem 1.1].
Here we use the fact that Kǫ2 < ǫ
2
3 |ν1|/2 for sufficiently small ǫ.
Lemma 4.1 allows us to obtain an upper bound for ν(Λ).
Lemma 4.2. Let
ρ0 = inf
w∈H10 (a,b)\{0}
I(w)
‖[x2 + 1]1/2w‖22
, (4.8a)
where
I(w) = ‖(xw)′‖22 + ‖w′‖22 . (4.8b)
There exist positive ǫ0 and r+ such that for all 0 < ǫ < ǫ0, one can find Λ1 ∈ σ(BIǫ )∩R
satisfying
Λ1 < ρ0ǫ
2(1 + r+ǫ
2/3) . (4.9)
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Proof.
Note first that
ρ0 >
π2
(b− a)2
since for any w ∈ H10 (a, b) \ {0}
I(w)
‖[x2 + 1]1/2w‖22
≥ π
2(‖xw‖22 + ‖w‖22)
(b− a)2‖[x2 + 1]1/2w‖22
= π2/(b− a)2 . (4.10)
Equality in (4.10) is achieved when both w0 = Cxw0 = Cˆ sin π((x − a)/(b − a))
which is clearly impossible.
Let w0 denote a minimizer of (4.8) satisfying ‖(x2+1)1/2w0‖2 = 1. (The proof that
w0 exists is rather standard, and is therefore omitted.) Then, w0 must satisfy
−(x2 + 1)w′′0 − 2xw′0 − ρ0(x2 + 1)w0 = 0 .
Notice that the above balance is identical with (4.3) with Λ0 = ρ0, w0 being the
ground state of the operator A˜Λ. It can be readily verified from the above that
‖w′′0‖2 ≤ ‖w′0‖2 + ρ0 .
From the fact that w0 is a minimizer of (4.8) we readily conclude that
‖w′0‖2 ≤ ρ1/20
and hence
‖w′′0‖ ≤ (ρ1/20 + ρ0) . (4.11)
Next, we select ρ0 < K and Λ ≤ Kǫ2. As in (4.7) we set w˜± = w± ± iw0 and
we obtain by (4.6) and (4.11) that there exist positive ǫ0 and C such that for all
0 < ǫ < ǫ0∣∣‖w±‖2 − ‖w0‖2∣∣ + ∣∣‖w′±‖2 − ‖w′0‖2∣∣ ≤ ‖w˜±‖2 + ‖w˜′±‖2 ≤ Cǫ2/3 .
Consequently, with u = xw0,
〈u, (PΛ − Λ)u〉 ≤ ǫ2I(w0)− Λ + r+ǫ8/3 = ρ0ǫ2 − Λ + r+ǫ8/3 .
It follows that for all Kǫ2 > Λ > ρ0ǫ
2 + r+ǫ
8/3 we have ν(Λ) < 0. By (4.5) and
since for any w ∈ H10 (a, b) we have ‖w′‖22 ≥ (π2/(b − a)2) ‖w‖22, it follows that
ν(π2ǫ2/(b− a)2) > 0, and hence, by the continuity of ν(Λ) we have that
σ(BIǫ ) ∩ (π2ǫ2/(b− a)2, ρ0ǫ2 + r+ǫ8/3) 6= ∅ .
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4.3 Lower bound for the bottom of the real spectrum
To obtain a lower bound for Λ1 we rewrite (4.5) in the form, with w± = (L±−Λ)−1u,
〈u, (PΛ − Λ)u〉 = 1
2
(
[ǫ2J +Λ (w+)− Λ]‖w+‖2+ + [ǫ2J −Λ (w−)− Λ]‖w−‖2−
)
, (4.12a)
where
‖w‖2± =
∥∥∥(− ǫ2 d2
dx2
± ix− Λ
)
w
∥∥∥2
2
+ ‖w‖22 , (4.12b)
and
J ±Λ (w) =
‖ d
dx
(−ǫ2 d2
dx2
± ix− Λ)w‖22 + ‖w′‖22
‖w‖2±
. (4.12c)
Here we have used that
‖u′‖22 =
1
2
[∥∥∥ d
dx
(
− ǫ2 d
2
dx2
+ ix− Λ
)
w+
∥∥∥2
2
+
∥∥∥ d
dx
(
− ǫ2 d
2
dx2
− ix− Λ
)
w−
∥∥∥2
2
]
and
‖u‖22 =
1
2
[∥∥∥(− ǫ2 d2
dx2
+ ix− Λ
)
w+
∥∥∥2
2
+
∥∥∥(− ǫ2 d2
dx2
− ix− Λ
)
w−
∥∥∥2
2
]
.
Note that since u ∈ H10 (a, b) we obtain that w′′± ∈ H10 (a, b) as well. Hence w±
belongs to the domain of the form J ±Λ which is defined by
D(J ±Λ ) = {w ∈ H3((a, b),C) ∩H10 (a, b) |w′′ ∈ H10 (a, b) } .
We now define
µ(Λ) = inf
w∈D(J+
Λ
)\{0}
J +Λ (w) .
As J +Λ (w) = J −Λ (w¯) there is no need to define a different minimization problem for
J−. As in (4.10) one can establish that J ±Λ (w) > π2/(b − a)2 for all w ∈ D(J ±Λ ).
Consider then a sequence {w(k)}∞k=1 ⊂ D(J ±Λ ) of unity norm, i.e., ‖w(k)‖± = 1, sat-
isfying J ±Λ (w(k)) ≤ C for some C > π. By considering an appropriate subsequence,
we may assume that w(k) is weakly convergent in D(J ±Λ ) and strongly convergent
in H2(a, b) ∩ H10 (a, b) denote the weak limit by w. By the strong convergence we
must have ‖w‖± = 1. Furthermore, by the weak convergence we have〈 d
dx
(
−ǫ2 d
2
dx2
±ix−Λ
)
w(k),
d
dx
(
−ǫ2 d
2
dx2
±ix−Λ
)
w
〉
→
∥∥∥ d
dx
(
−ǫ2 d
2
dx2
±ix−Λ
)
w
∥∥∥2
2
,
and hence∥∥∥ d
dx
(
− ǫ2 d
2
dx2
± ix− Λ
)
w
∥∥∥2
2
≤ lim inf
∥∥∥ d
dx
(
− ǫ2 d
2
dx2
± ix− Λ
)
w(k)
∥∥∥2
2
.
By the strong convergence
‖w′‖22 = lim
k→+∞
‖(w(k))′‖22 ,
and hence
lim inf J ±Λ (w(k)) ≥ J ±Λ (w) .
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If {w(k)}∞k=1 is a minimizing sequence, we may immediately conclude from the the
above lower semicontinuity that w is a minimizer.
The foregoing discussion leads us to state the following:
Lemma 4.3. Let ρ0 be defined by (4.8). There exists positive ǫ0 and r− such that
for all 0 < ε < ε0, and every Λ1 ∈ σ(BIǫ ) ∩ R we have
ρ0ǫ
2(1− r−ǫ2) < Λ1 . (4.13)
Proof. Let w1 denote a unity norm (i.e., ‖w1‖+ = 1) ground state of J +Λ , associated
with µ(Λ) for some Λ in the interval (π2ǫ2/(b− a)2, ρ0ǫ2 + r+ǫ8/3). Clearly,
− ǫ2(L−−Λ) d
2
dx2
(L+−Λ)w1− ǫ2w′′1 − µ(Λ)[1 + (L−−Λ)(L+−Λ)]w1 = 0 . (4.14)
Taking the inner product of (4.14) with −w′′1 yields for the real part
ǫ2ℜ〈(L+−Λ)w′′1 ,
d2
dx2
(L+−Λ)w1〉+‖w′′1‖22 −µ(Λ)[‖w′1‖22−ℜ〈(L+−Λ)w′′1 , (L+−Λ)w1〉] = 0 .
(4.15)
For the first term on the left-hand-side we write
ℜ〈(L+ − Λ)w′′1 ,
d2
dx2
(L+ − Λ)w1〉 = ‖(L+ − Λ)w′′1‖22 + ℜ〈(L+ − Λ)w′′1 , 2iw′1〉 .
It follows that
ℜ〈(L+ − Λ)w′′1 ,
d2
dx2
(L+ − Λ)w1〉 ≥ −‖w′1‖22 ≥ −µ(Λ) .
For the last term on the left-hand-side of (4.15) it holds that
−ℜ〈(L+ − Λ)w′′1 , (L+ − Λ)w1〉 =
∥∥∥ d
dx
(L+ − Λ)w1
∥∥∥2
2
+ ℜ〈2iw′1, (L+ − Λ)w1〉 ,
and hence (recalling that ‖w1‖+ = 1)
ℜ〈(L+ − Λ)w′′1 , (L+ − Λ)w1〉 ≤ J +Λ (w1) + 1 = µ(Λ) + 1 .
Consequently, we obtain from (4.15) that
‖w′′1‖22 ≤ 2µ(Λ)(µ(Λ) + 1) .
Since for any ǫ-independent function w˜ satisfying ‖w˜‖+ = 1, K > 0, and Λ < Kǫ2,
JΛ(w˜) is bounded, as ǫ→ 0, there must exist a positive constant Cˆ such that
µ(Λ) := JΛ(w1) ≤ Cˆ .
Consequently, there exists C > 0 and ǫ0 such that for any ǫ ∈ (0, ǫ0] and Λ ∈
( π
2
(b−a)2 , ǫ
2ρ0ǫ
2 + r+ǫ
8/3),
‖w′′1‖2 ≤ C . (4.16)
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Next, we write∥∥∥ d
dx
(−ǫ2 d
2
dx2
+ix−Λ)w1
∥∥∥2
2
= ǫ4‖w(3)1 ‖22+
∥∥∥ d
dx
(ix−Λ)w1
∥∥∥2
2
−2ǫ2ℜ〈 d
dx
(ix−Λ)w1, w(3)1 〉
(4.17)
For the last term on the right-hand-side we have
−ℜ〈 d
dx
(ix− Λ)w1, w(3)1 〉 = −Λ‖w′′1‖22 − 2ℑ〈w′1, w′′1〉 .
Consequently, by (4.16) we can conclude the existence of C > 0, independent of ǫ,
such that
−2ǫ2ℜ〈 d
dx
(ix− Λ)w1, w(3)1 〉 ≥ −Cǫ2 .
Substituting the above into (4.17) yields, for some C > 0∥∥∥ d
dx
(−ǫ2 d
2
dx2
+ ix− Λ)w1
∥∥∥2
2
≥
∥∥∥ d
dx
(ix− Λ)w1
∥∥∥2
2
− Cǫ2 ≥ ‖(xw1)′‖22 − C˜ǫ2 .
Hence, by (4.12) we have
µ(Λ) = J +Λ (w1) ≥ ‖(xw1)′‖22 + ‖w′1‖22 − C˜ǫ2 ≥ ρ0‖[x2 + 1]1/2w1‖22 − Cǫ2 . (4.18)
By (4.16) and the fact that Λ ∈ (π2ǫ2/(b− a)2, ρ0ǫ2 + r+ǫ8/3) it holds that
1 = ‖w1‖+ ≤ ‖[x2 + 1]1/2w1‖2 + Cǫ2 .
Substituting the above into (4.18) yields that there exists r− > 0 such that
µ(Λ) ≥ ρ0 − r−ǫ2 . (4.19)
We can now conclude from (4.12) that
〈u, (PΛ − Λ)u〉 ≥ 1
2
[ρ0ǫ
2 − r−ǫ4 − Λ](‖w+‖2+ + ‖w−‖2−) ,
which immediately leads to (4.13).
4.4 Proof of Theorem 1.5
Let Λ = Λr + iΛi ∈ C satisfy ℜΛ < ρ0ǫ2 − r−ǫ4. Let further u ∈ D(PΛ) and
w± = (L± − Λ)−1u. It can be easily verified that
ℜ〈u, (L± − Λ)−1u〉 = ǫ2‖w′±‖22 − Λr‖w±‖22 .
Consequently we may write that
ℜ〈u, (PΛ − Λ)u〉 = 1
2
(
[ǫ2J +Λr(w+) − Λr]‖w+‖2+ + [ǫ2J −Λr(w−) − Λr]‖w−‖2−
)
,
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With the aid of (4.19) we then conclude that, for sufficiently small ǫ,
ℜ〈u, (PΛ − Λ)u〉 ≥ 1
2
(ρ0ǫ
2 − Λr − r−ǫ4)(‖w+‖22 + ‖w−‖22) , (4.20)
yielding
lim inf
ǫ→0
ǫ−2ℜσ(BIǫ ) ≥ ρ0 . (4.21)
By Lemma 4.2 it holds that
lim sup
ǫ→0
ǫ−2ℜσ(BIǫ ) ≤ ρ0 ,
which together with (4.21) achieves the proof of Theorem 1.5.
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