Abstract-Third Generation Partnership Project (3GPP) specification TR 25.950 proposed High-Speed Downlink Packet Access for the Universal Mobile Telecommunication System (UMTS). In this mechanism, an active set of cells is defined for every User Equipment (UE) communication session. The cell with the best wireless link quality (called the serving cell) in the active set is selected for communication with the UE. When the wireless link quality of the old serving cell degrades below some threshold, a new serving cell in the active set is selected to continue the communication session. Our previous work proposed a High-Speed Downlink Packet Access (HSDPA) overflow control scheme with four frame synchronization algorithms to switch the serving cell, and formally proved the correctness of the scheme. In this paper, we propose an analytic model to investigate the performance of these frame synchronization algorithms, and show how the user movement patterns affect the control message delivery costs of these algorithms.
When the wireless link quality of the old serving cell degrades below some threshold, a new serving cell in the active set is selected to continue the communication session. Our previous work proposed a High-Speed Downlink Packet Access (HSDPA) overflow control scheme with four frame synchronization algorithms to switch the serving cell, and formally proved the correctness of the scheme. In this paper, we propose an analytic model to investigate the performance of these frame synchronization algorithms, and show how the user movement patterns affect the control message delivery costs of these algorithms.
Index Terms-Frame synchronization, High-Speed Downlink Packet Access (HSDPA), Universal Mobile Telecommunication System (UMTS).

I. INTRODUCTION
U NIVERSAL Mobile Telecommunication System (UMTS) [6] supports high data transmission rate for mobile users. As shown in Fig. 1 , the UMTS system consists of the Terrestrial Radio Access Network (UTRAN) and the core network. The UTRAN consists of radio base stations (Node Bs) and Radio Network Controllers (RNCs). The RNC and Node Bs are connected through an asynchronous transfer mode (ATM) network. The radio coverage area of a transmitter in a Node B is called a cell. In this paper, we will use the term "cell" to represent "Node B." A User Equipment (UE) communicates with a cell through the air interface Uu [1] . In a UE communication session, several cells (Node Bs) are defined as an active set. If the quality of the wireless link between the UE and a cell is above some threshold, then this cell is included in the active set. When Y. the quality of the wireless link of a cell in the active set is below some threshold, then the cell is removed from the active set. The size of an active set is typically limited to three cells. In a standard UTRAN [5] , multiple radio transmission paths exist between the UE and all cells in the active set. This mechanism does not support high-speed downlink transmission because multiple radio links to an UE may increase the overall interference within the UTRAN, and thus the data transmission rate decreases. Third Generation Partnership Project (3GPP) specification TR 25.950 [4] proposed a mechanism to support High-Speed Downlink Packet Access (HSDPA) [4] , [2] , [3] , where a UE only communicates with one cell (called the serving cell) in the active set. This serving cell is selected by the Fast Cell Selection (FCS) criteria described in 3GPP TR 25.848 [3] . Other cells in the active set will not transmit packet frames to the UE. Therefore, the interference within a cell is potentially decreased, and the transmission rate for a communication session is increased. Several feasibility studies have been contributed to HSDPA [16] , [19] , [9] , [12] , [14] , [13] . The topics addressed in these studies include Adaptive Modulation and Coding, Hybrid Automatic Repeat Request, and Packet Scheduler. In this paper, we will focus on the frame synchronization issue (to be elaborated later) for FCS.
In HSDPA, the RNC sends the packet frames to all cells in the active set. For the serving cell, the packet frames are forwarded to the UE. For each nonserving cell, the packet frames are queued in a buffer. If the link quality for high-speed downlink transmission from the serving cell to the UE degrades below some threshold, the UE selects the best cell in the active set as the new serving cell. Then the next packet frames are transmitted from the new serving cell to the UE. When the UE switches to a new serving cell for downlink packet access, the new serving cell should be informed of the status of the buffer (i.e., the number of packet frames received by the UE) in the old serving cell, and adjust its buffer appropriately, so that the next packet frame is correctly delivered from the new serving cell to the UE. This action is referred to as frame synchronization [4] . In HSDPA, the nonserving cells do not send packet frames to the UE, and their buffers may overflow during the downlink transmission. A mechanism is required to avoid buffer overflow at these nonserving cells.
The buffer overflow issue was not addressed in 3GPP TR 25.950. In [17] , we proposed an overflow control scheme with four frame synchronization algorithms and proved the correctness of these algorithms. This paper proposes analytic and simulation models to investigate the performance of these frame synchronization algorithms. The abbreviations and notations used in this paper are listed in the Appendix. II. THE OVERFLOW CONTROL SCHEME FOR HSDPA This section describes the overflow control scheme and the four frame synchronization algorithms proposed in [17] . We first describe the overflow control scheme (consisting of algorithms OFC1-OFC4) exercised during downlink transmission. Then, the four frame synchronization algorithms proposed in [17] are presented.
A. The Overflow Control (OFC) Algorithms
To exercise HSDPA, every cell in the active set maintains a first in first out (FIFO) buffer. The UE maintains a counter to indicate the number of received packet frames. When the UE switches the wireless link from the old serving cell to the new serving cell, the value is sent to the new serving cell for frame synchronization. maintains the counter to count the number of packet frames that have been processed by . If is a serving cell, then is the number of packet frames that have been received by the UE. If is a nonserving cell, then is the number of packet frames deleted from the buffer. To initiate HSDPA, the UE selects the serving cell based on the fast cell selection criteria as described in the previous section, and and values are initially set to zero. The relationship among the overflow control algorithms is illustrated in Fig. 2 . These algorithms are executed by the RNC (i.e., OFC1), the serving cell (i.e., OFC2 and OFC3), and the nonserving cell (i.e., OFC4). The OFC1-OFC4 algorithms are described as follows.
Algorithm OFC1 is exercised at the RNC [see Fig. 2(1) ]. A window-based flow control algorithm with window size is used for downlink transmission from the RNC to the cells in the active set. The ATM AAL2 is adopted for links between the cells and the RNC [5] , which is considered reliable. The RNC sends a packet frame to every cell in the active set. After sending all packet frames of the current window, the RNC must wait for an ACK message from the serving cell (see Algorithm OFC2) before it can proceed to send packet frames in the next window. [20] is used for flow control. If the UE receives an error packet frame from , it replies a NACK message to through the uplink dedicated physical control channel (DPCCH) in the air interface, and retransmits the packet frame to the UE. If a correct packet frame is received, the UE increments by one and replies an ACK message through the uplink DPCCH. Then, deletes the last transmitted packet frame from the buffer, and increments by one. This algorithm guarantees that the value is the same as the value in .
Algorithm OFC4 is exercised by a nonserving cell [see Fig. 2 (5)] to process the packet frames received from the RNC. When receives a packet frame, it checks if the buffer overflows. If so, it deletes a packet frame in the front of the buffer, adds the received packet frame at the tail of the buffer, and then increments by one. Otherwise (i.e., the buffer does not overflow), it adds the received packet frame at the tail of the buffer.
In [17] , we proved that for a nonserving cell , . We also proved that with an appropriate frame synchronization algorithm (to be presented in the next subsection), OFC4 can safely delete packet frames in the buffer of a nonserving cell, and after the nonserving cell becomes the serving cell, no packet frame is lost. 
B. The Frame Synchronization Algorithms
If the wireless link quality between the serving cell and the UE degrades below some threshold, the UE selects another cell in the active set as the new serving cell. Let the old serving cell and the new serving cell be and , respectively. In [17] , we proposed four alternatives for frame synchronization.
Basic Frame Synchronization (BFS):
The frame synchronization information (i.e., ) is carried through the uplink DPCCH's in the air interface. As shown in Fig. 3 , the algorithm consists of two steps.
Step 1. The UE and first exchange the _ _ _ and _ _ _ message pair. At this point, stops downlink transmission to the UE and then executes OFC4 to process the packet frames received from the RNC.
Step 2. The UE and exchange the _ _ (containing the value) and _ _ _ message pair, which indicates that will be the serving cell. In this step, deletes packet frames in the front of the buffer, and then executes OFC2 to handle the next packet frames received from the RNC.
In [17] , we have proved that after has deleted packet frames, the number of packet frames received by the UE is the same as that processed by the new serving cell (i.e., no packet frame is lost during the switching of the wireless link). In Step 2 of BFS, the _ _ message is carried through uplink DPCCH in the air interface. The information that can be carried by one uplink DPCCH is limited. When the value exceeds the size that can be transmitted through a uplink DPCCH, more than one uplink DPCCH transmissions are required to deliver the value.
Network Frame Synchronization (NFS):
The frame synchronization information (i.e., ) is delivered through the ATM network. Fig. 4 illustrates the message flow for NFS, where three steps are executed.
Step 1. The UE and exchange the _ _ _ and _ _ _ message pair. Then becomes a nonserving cell as described in Step 1 of BFS.
Step 2. When receives the _ _ _ message, it sends the frame synchronization information to by exchanging the _ _ _ and _ _ _ message pair through the RNC.
Step 3. The and exchange the _ _ and _ _ _ message pair. At this point, deletes packet frames in the front of the buffer, and then becomes the serving cell. Note that the message formats of this step are the same as that in Step 2 of BFS except that the field is void in this step.
Combined BFS and NFS (CFS):
From the descriptions for BFS and NFS, it is clear that if the value can be fitted in one DPCCH, then the number of control messages exchanged in BFS is less than that in NFS. On the other hand, if multiple DPCCHs are required to deliver in BFS, then the control message delivery cost of BFS is higher than that of NFS (because the DPCCH delay is anticipated longer and less reliable than that of message delivery in the wireline ATM network). CFS combines BFS with NFS to take advantages of both algorithms. In this algorithm, determines whether BFS or NFS should be exercised when it receives the _ _ _ message. Let be the maximum number that can be carried through one uplink DPCCH transmission. If (which is the same as ) is no larger than , then triggers to execute BFS, and is sent to through messages in Fig. 3(2) . Otherwise (i.e., ), executes NFS by sending the value to through messages in Fig. 4(2) .
CFS With Counter Reset (CFSCR):
Consider an HSDPA transmission session. Suppose that frame synchronizations are performed in this session (i.e., the UE switches serving cells times). At the th-frame synchronization , if more than packet frames have been transmitted, then four more control message exchanges are required [see (2) in Fig. 4 ] when the CFS algorithm is exercised. To reduce the possibility of performing these extra message exchanges, we can reset counters and by subtracting a number after the UE switches to a new serving cell, where (1) In [17] , we proved that the value computed in (1) guarantees that after counter reset, the overflow control between the RNC and the serving cell operates correctly.
III. ANALYTIC ANALYSIS
This section investigates how traffic patterns (the session time and the packet frame arrival rate) and the serving cell residence time (the period in which the UE resides in a serving cell and receives downlink packet frames from that cell) affect the performance of BFS, NFS, CFS, and CFSCR. Specifically, when the UE switches from the th cell to the th cell during a communication session, we compute the number of control messages delivered in the air interface (between the UE and the cells) and the number of control messages delivered in the ATM network (among the new serving cell, the old serving cell, and the RNC). Let and be the expected transmission delays in the air interface and the ATM network, respectively. Then the net cost for frame synchronization and cell switching to the th cell can be expressed as
Let packet frame arrivals to the UE in a downlink transmission session be a Poisson stream with rate . Let the serving cell residence time of a UE be a random variable with the density function , Laplace transform , and the expected value . If the downlink transmission session is not completed after the UE switches to the th serving cell, then the session age (the interval between the start of downlink transmission and when the transmission is switched to the th serving cell) is a random variable with the density function and the Laplace transform
Let be the probability that the transmission session is not complete at the th serving cell, and during , there are packet frames received by the UE. Then we have (4) Based on (4) and (2), we derive the cost for BFS, NFS, and CFS. The cost for CFSCR can also be evaluated by using (4) through extra tedious derivation. For the demonstration purpose, we only present the CFSCR performance through the simulation experiments.
Algorithm BFS: Suppose that in an uplink DPCCH transmission, bits are used to keep the frame synchronization information; that is or (
The number of bits required to carry the value can be expressed as if if (6) When the UE switches from the th cell to the th cell, BFS requires uplink DPCCH transmissions, where is expressed as (7) For , let be the probability that there are uplink DPCCH transmissions when the UE switches to the th cell. From (4)- (7), we have if if and the average number of DPCCH transmissions in BFS is (8) In the BFS message flow (see Fig. 3 ), it is clear that and
Algorithm NFS: When the UE switches from the th to the th cell, we have and as illustrated in Fig. 4 . Therefore (10)
Algorithm CFS: If
, then BFS is executed, and four messages are exchanged among the UE, , and through the air interface. Otherwise (i.e., ), NFS is exercised. From (9) and (10), is expressed as (11) where To compute (4), we assume that is a Gamma density function with mean , standard deviation , and the Laplace transform (12) Note that our derivation applies to any cell residence time distributions whose Laplace transforms have close forms. The Gamma distribution is selected to represent the cell residence time distribution because this distribution can be used to approximate many distributions as well as the measured data obtained from PCS fields [15] , [8] , [10] , [11] . By applying (12) into (3), we have
By substituting (13) into (4), is rewritten as (14) From (9), (11) , and (14), for BFS and CFS can be computed. We also conduct simulation experiments to validate the analytic results. The simulation technique used in this paper is similar to the one described in [18] , and the details are omitted. Table I lists the values of CFS obtained from simulation and analysis. In this table, the cell residence times are exponentially distributed. The table indicates that the analytic results match closely with the simulation data. For gamma cell residence time distributions, similar results are observed and are not presented here.
IV. NUMERICAL EXAMPLES
In this section, we use numerical examples to investigate the performance of the four frame synchronization algorithms. Fig. 5 plots as functions of and for BFS, NFS, and CFS, where , , and . In this figure, both the packet frame interarrival times and the cell residence times are exponentially distributed. In Fig. 5(a) , we observe that CFS outperforms both BFS and NFS in terms of delay. When is small (i.e., ), the costs for the frame synchronization algorithms have the following relationship:
Effects of and on Algorithms BFS, NFS, and CFS:
CFS BFS NFS When , CFS has 16.63% improvement over NFS in terms of the performance. As becomes large (i.e., ), the following relationship is observed:
CFS NFS BFS
When , CFS only has 3.78% improvement over BFS in terms of the performance. It is clear that the improvement of CFS over BFS is not significant. We will show later (see Fig. 6 ) that by modifying CFS with counter reset, the CFSCR algorithm may significantly outperform both CFS and BFS. In Fig. 5(b) , when changes, we observe the same trend shown in Fig. 5(a) , which indicates that and have the same effects on BFS, NFS, and CFS.
Effects of and on Algorithm CFSCR:
Based on the simulation experiments, we investigate the performance for the CFSCR algorithm. Fig. 6 compares BFS, CFS, and CFSCR with the same input parameter setups as that in Fig. 5 . The figure indicates that (CFSCR) outperforms both (BFS) and (CFS) in all cases. As and become large, the improvements are more significant. For example, when , CFSCR has 12.5% and 9.05% improvements over BFS and CFS, respectively [see Fig. 6(a) ]. When , CFSCR has 19.5% and 16.09% improvements over BFS and CFS, respectively [see Fig. 6(b) ]. Fig. 6(a) shows that (CFSCR) is not affected by (since CFSCR performs counter reset in every cell crossing). On the other hand, Fig. 6(b) shows that (CFSCR) increases as increases. A larger implies that more packet frames are received by the UE in a cell. In this case, it is more likely that for every CFSCR frame synchronization, NFS is exercised and the counters are always reset. Therefore, larger value is introduced. In  Fig. 6 , we also study the effects of the window size on the CFSCR algorithm. This figure shows that (CFSCR) increases slightly as increases. From (1), it is clear that as becomes larger, the counters and are subtracted by a larger number. Therefore, after switching to a new serving cell, becomes a smaller value. In this case, it is more likely that BFS is executed when the next cell switching occurs, and smaller value is expected. 
Effects of the Window Size on Algorithm CFSCR:
Effects of Gamma Cell Residence Times:
Based on (11) and (14), we consider the Gamma cell residence times with various (standard deviation) values. Fig. 7 plots (CFS) as functions of and , where the input parameter setups are the same as that in Fig. 5 . The figure indicates that when , is an increasing function of . When , is a decreasing function of . Note that as increases, more long and short cell residence times are observed. Furthermore, the number of small periods is larger than that of long periods (so that the expected value remains the same). We consider two cases:
(i.e., average number of packet frames received by the UE in a cell is less than 300). If is small, the UE is expected to receive less than packet frames during three cell crossings. In this case, the BFS algorithm is executed to deliver frame synchronization messages (with the delay ). However, if increases (i.e., more longer cell residence times are observed), it becomes likely that the UE receives more than 300 packet frames in a cell, and the NFS algorithm is executed (with the delay ). Thus, increases as increases. Case II.
(i.e., the average number of packet frames received by the UE in a cell is larger than 300). If is small, the UE is expected to receive more than packet frames during three cell crossings. The NFS algorithm is likely to be executed to transmit frame synchronization messages, and the delay is required. On the other hand, if is large (i.e., more short cell residence times are observed), the UE is more likely to receive less than 300 packet frames in a cell, and the NFS algorithm is executed (with the delay ). Consequently, is a decreasing function of .
Effects of Pareto Packet frame Interarrival Times:
Based on the simulation experiments, we measure the values for the CFS algorithm when the packet frame interarrival times have a Pareto distribution with parameters and . The parameter describes the "heaviness" of the tail of the distribution. The Pareto density function is and the expected value is (15) If is between and , the variance for the distribution becomes infinity. Once a suitable value for is selected to describe the traffic characteristics, the value is determined by the mean of the distribution. It has been shown that the Pareto distribution can approximate the packet traffic very well [7] . Table II lists the values for both Pareto (where ) and exponential packet frame interarrival times. Other input parameter setups are the same as that in Fig. 5 . In this table, we observe that the values for Pareto packet frame interarrival times and exponential packet frame interarrival times are roughly the same, which indicates that the selection of exponential packet frame interarrival time distribution is appropriate for primary performance study.
V. CONCLUSION
We proposed an analytic model and simulation experiments to investigate the performance of the frame synchronization algorithms (BFS, NFS, CFS, and CFSCR) for UMTS HSDPA. In BFS, the frame synchronization information is carried through the air interface (i.e., the uplink DPCCH). In NFS, the frame synchronization information is exchanged between the old and new serving cells trough the wireline ATM network. CFS combined BFS and NFS, where the old serving cell decides whether to transmit frame synchronization information through the wireline ATM network or the air interface. CFSCR is an enhancement of CFS. In CFSCR, the counters (that record the number of packet frames processed by the overflow control scheme) are reset to smaller values after every cell switching. Our study indicated that CFSCR outperforms BFS, NFS, and CFS in terms of the cell switching delay . The CFSCR improvements over other frame synchronization algorithms are significant for long HSDPA transmission sessions. When the number of packet frames received by the UE in a cell is small, increases as the standard deviation of the UE cell residence times increases. On the other hand, if the number of packet frames received by the UE is large, is a decreasing function of the standard deviation of the cell residence times. 
