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Abstract 
      
Sarah Street:  Spike Timing in Pyramidal Cells of the Dorsal Cochlear Nucleus 
(Under the direction of Paul B. Manis) 
 
 The cochlear nucleus is the termination point for all axons of the auditory nerve.  In 
addition to input from the auditory nerve, the dorsal cochlear nucleus (DCN) receives input 
from other sensory systems.  The principal neurons of the DCN, the pyramidal cells, process 
information from both the auditory and non-auditory inputs and relay this information to the 
inferior colliculus.  While it is known that pyramidal cells can use spike timing to encode 
some auditory information such as frequency modulation, these neurons are usually 
described in terms of average rate.  This study examines the spike timing characteristics of 
DCN pyramidal cells.   
We first investigated the spike timing characteristics of pyramidal cells by presenting 
the cells with Gaussian distributed white noise currents.  In response to such stimuli, 
pyramidal cells fired trains of action potentials with precisely timed spikes.  In addition, 
when an inhibitory event, such as an IPSP was added at the midpoint of the stimulus, the 
spike times became more precise after the IPSP than they were without the inhibitory event.   
Intrinsic conductances can shape the output of neurons.  One important conductance 
is a transient outward current known as an A-current.  A-currents arise from potassium 
channels such as Kv1.4, Kv3.4 and the entire Kv4 family.  It has been hypothesized that an 
A-current leads to the build-up response pattern in pyramidal cells, which is characterized by 
a long latency to the first spike. Using heteropodatoxin-2, a specific blocker of Kv4 channels, 
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we determined that Kv4 channels are responsible for the long delay to the first spike after a 
hyperpolarizing pre-pulse.  To confirm this result, we also subtracted a model of the A-
current using dynamic clamp and observed the same effect.   
Finally, the identity of this potassium current was determined using in situ 
hybridization and immunofluoresence.  Pyramidal cells were labeled by injecting a 
retrograde dye into the inferior colliculus.  Labeled pyramidal cells expressed Kv4.3 but not 
Kv4.2 potassium channels. From these results we concluded that Kv4.3 is essential for the 
characteristic response patterns observed in DCN pyramidal cells.  
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 Chapter 1: Introduction 
1.1 Overview 
 Perception of sounds in the environment is an essential survival task for higher 
organisms.  Animals must be able to understand and utilize sound information in order to 
communicate, find prey, avoid predators, navigate, gain information about the environment, 
and in some cases, choose a suitable mate.  In order to generate perception of incoming 
sound information, the auditory system differentiates many different aspects of sound such as 
frequency, location and amplitude.  The auditory system does this using a series of nuclei 
that process and parse out distinct sound information.   
 The cochlea transduces sound information into electrical impulses that represent all of 
the important aspects of sound the organism will use to define the environment.  The cochlea 
also initiates the tonotopic organization of the auditory system, which is upheld throughout 
each ascending auditory nuclei.  Because of this tonotopic organization, frequency is encoded 
at least in part, by a place code.   
The auditory nerve carries all information extracted and organized by the cochlea into 
the brain.  The spiral ganglion cells, whose axons make up the auditory nerve, contact the 
hair cells of the cochlea and are depolarized by glutamate release from the hair cells.  Each 
inner hair cell is contacted by approximately 20 spiral ganglion cells (Liberman 1980).  
Spiral ganglion cells are spontaneously active and spontaneous rates range from less than 1 
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Hz all the way to 100 Hz (Kiang 1965).  High spontaneous rate fibers have the lowest 
thresholds while fibers with lower spontaneous activity have higher thresholds (Liberman 
1978).   Each spiral ganglion cell has a characteristic frequency, which is defined as the 
sound frequency that elicits an increase in firing rate above the spontaneous rate at the lowest 
sound pressure level.  As the sound pressure level of a pure tone increases, auditory nerve 
fibers are excited by a broader range of frequencies of tones (Kiang 1965).  Auditory nerve 
fibers characteristically have high firing rates (over 200 Hz) and can phase lock to sound 
waves up to 4000 Hz (Kiang 1965).  The discharge rate is increased by increasing the sound 
pressure level of the tone and has a maximum value for each auditory nerve fiber.  For 
auditory nerve fibers that do not show phase locking behavior, they respond to pure tones 
with a primary like response characterized by a sharp increase in firing rate at the onset of the 
tone, followed by a decrease in firing rate (Popper and Fay 1992). The termination point for 
all auditory nerve fibers is the cochlear nucleus.  Upon entering the cochlear nucleus, the 
auditory nerve bifurcates into an ascending and descending branch that innervates the ventral 
and dorsal cochlear nuclei respectively.  
 The Cochlear Nucleus (CN), located bilaterally at the pontine-medullary junction, 
receives all of the input of the auditory nerve fibers.  The CN is divided into two major parts-
-the ventral cochlear nucleus (VCN) and the dorsal cochlear nucleus (DCN)--each exhibiting 
vastly different responses to the sound information carried in the auditory nerve.  Bushy 
cells, the principal cells of the VCN, are contacted by the auditory nerve fibers via the large 
end bulbs of Held. Bushy cells relay the exact temporal and spectral information contained in 
the nerve to higher brainstem auditory centers, such as the medial superior olive.  On the 
other hand, the output of the DCN pyramidal cells, the principal cells of the DCN, is 
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strikingly different from the responses found in the auditory nerve, indicating that the DCN is 
involved in greater processing and computation.   For instance, the DCN has been implicated 
in head orientation to a sound source (May 2000; Sutherland et al. 1998), and in order to do 
such a complex task, this nucleus must integrate information from both auditory and non-
auditory inputs.  However, our understanding of the auditory processing taking place in this 
nucleus is far from complete.  The work presented in this doctoral thesis focuses on the 
physiological mechanisms employed by the principal cells of the DCN, the pyramidal cells, 
to encode sound information.  Specifically, we investigate the use of spike timing as a 
method to encode sound information and the cellular mechanisms that enable precise spike 
timing in DCN pyramidal cells.   
1.1.1 Spike Timing in the Auditory System 
 The precise timing of action potentials in response to inputs has recently been 
implicated as a method neurons employ to encode information (Mainen and Sejnowski 1995; 
Softky and Koch 1993).  Despite the recent interest in spike timing in other areas of the 
brain, it has long been known that neurons in the auditory system are responsive to the fine 
temporal information found in their inputs.  For instance, the spiral ganglion cells that 
constitute the auditory nerve, phase lock to incoming periodic sound information (Rose et al. 
1967).  Neurons of the medial superior olive act as coincidence detectors in order to localize 
sound though analysis of microsecond interaural time differences of acoustic stimuli 
(Goldberg and Brownell 1973).  
 Neurons in the DCN have not been the target of many studies to determine if they, 
too, show sensitivity to fine temporal information in their inputs.  It is known that they show 
poor phase locking to pure tone stimuli unlike cells in the VCN (Rhode and Smith 1986).  On 
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the other hand, pyramidal cells are sensitive to temporal information in that they can encode 
the amplitude modulation of sound (Rhode and Greenberg 1994; Zhao and Liang 1995).  
Therefore, pyramidal cells are capable of showing some degree of temporal fidelity to 
complex sounds.  Since the DCN is responsible for integrating both auditory and non-
auditory inputs, the principal cells of the DCN could utilize this sensitivity to encode 
information and relay it to the next auditory center by the precise timing of their spikes.  
Further, since both synaptic input and intrinsic biophysical properties of cells confer the 
spike patterns observed in each cell, understanding how these properties contribute to spike 
timing is imperative to understanding how the DCN encodes sound information.  In this 
dissertation I show that the DCN is capable of using spike timing to encode information and 
this ability is dependent upon some intrinsic conductances.  However, to put these 
observations in context, it is important to first understand the anatomy, physiology, and 
function of the DCN, and the properties of the intrinsic conductances investigated in this 
work.   
1.2 DCN Anatomy 
Embryologically derived from the hindbrain lower rhombic lip (Farago et al. 2006), 
the DCN is divided into at least three different layers numbered from the most lateral edge to 
the most medial edge of the nucleus.  Layer 1, called the molecular layer, is the most lightly 
myelinated.  Layer 2 houses the principal cells of the DCN, the pyramidal (alternatively 
called fusiform) cells, and is called the pyramidal cell layer.  Layer 3, sometimes made of up 
of two distinct layers, is the most heavily myelinated layer since the myelinated auditory 
nerve fibers terminate here (Brawer et al. 1974; Hackney et al. 1990; Kane 1977; Lorente de 
Nó 1981).  Cell bodies of neurons are found in every layer of the DCN.  For instance, the 
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pyramidal cells have cell bodies found in layer 2, and two branches of dendrites, apical and 
basal, which project into the molecular layer and deep layer, respectively (Blackstad et al. 
1984; Brawer et al. 1974; Hackney et al. 1990; Oertel and Wu 1989; Osen 1969a).  Each 
sheet, comprising layers 1-4, make up one of the tonotopic sheets, which are oriented in the 
ventral to dorsal direction.  One tonotopic sheet receives input from a very narrow frequency 
band of sound in the auditory nerve (Osen 1970; Ryan et al. 1982) (see Figure 1.1).   
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Figure 1.1  
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Figure 1.1  The tonotopic organization of the DCN.   
A.  Schematic of the cochlear nucleus showing the VCN and the DCN and innervation by 1 
auditory nerve fiber.  The grey rectangles denote tonotopic sheets which represent input from 
a narrow band of the cochlea. 
   
B.  One tonotopic sheet of the DCN showing how each tonotopic sheet is organized into 
layers 1,2 and 3.  The auditory nerve fibers terminate in layer 3. 
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1.2.1 Circuitry and Cell Types 
Pyramidal cells are the principal neurons of the DCN.  They, along with giant cells, 
are the only cells that project to higher brainstem auditory centers.  The pyramidal cells 
project monosynaptically to the inferior colliculus where the processed information of the 
DCN is further processed and relayed to the medial geniculate nucleus (Adams 1976; Oliver 
et al. 1999; Osen 1972; Ryugo and Willard 1985).  
The anatomy and synaptic circuitry will be described by orienting the circuitry to the 
pyramidal cells.   The pyramidal cells receive input from both auditory and non-auditory 
afferents via two separate sets of excitatory synapses.  First, auditory information from type I 
auditory nerve fibers (95% of auditory nerve fibers) terminate in layer 3 on the basal 
dendrites of pyramidal cells (Lorente de Nó 1981; Manis and Brownell 1983).  The type I 
afferents enter the DCN such that the tonotopic organization established by the cochlea is 
preserved--each frequency represented by a different tonotopic sheet (see Figure 1.1).  Since 
the basal dendrites of the pyramidal cells are flattened along an isofrequency sheet, each 
pyramidal cell will receive input from a very limited region of the cochlea (Blackstad et al. 
1984).  It is estimated that each pyramidal cell receives synaptic input from approximately 12 
auditory nerve fibers (Ryugo and May 1993).  These synapses are glutamatergic, and AMPA 
and metabotropic glutamate receptors (mGluR) have been localized to these synapses 
(Gardner et al. 2001; 1999; Manis and Molitor 1996; Petralia et al. 2000; Rubio and 
Wenthold 1997; Sanes et al. 1998).  The auditory nerve fibers also synapse on glycinergic 
cells found in the deep layer (called vertical, corn, or multipolar cells; (Lorente de Nó 1981)), 
which in turn inhibit pyramidal cells (Voigt and Young 1990; 1980; Zhang and Oertel 
1993b).   
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 The granule cell system of the CN provides the other principal excitatory input to 
pyramidal cells.  Granule cells are found throughout the CN (Mugnaini et al. 1980b).  The 
granule cells receive input that is both auditory and non-auditory. Some auditory input arises 
from type II auditory nerve fibers (corresponding to 5% of the auditory nerve fibers) and 
descending afferents from higher auditory centers (Brown and Ledwith 1990; Kane 1977; 
Malmierca et al. 1996; Osen 1969a; Schofield and Coomes 2005; Shore and Moore 1998; 
Weedman and Ryugo 1996).  Non-auditory inputs arrive from somatosensory areas, 
vestibular nuclei and the pons (Babalian 2005; Davis et al. 1996; Shore and Moore 1998; 
Shore and Zhou 2006; Weinberg and Rustioni 1987; Wright and Ryugo 1996; Young et al. 
1995; Zhan et al. 2006).  The granule cell axons form parallel fibers that orthogonally cross 
tonotopic sheets and synapse on the spiny apical dendrites of the pyramidal cells (Hirsch and 
Oertel 1988b; Manis 1989; Oertel and Wu 1989; Zhang and Oertel 1994). These synapses are 
also glutamatergic, and have AMPA, NMDA and mGlu receptors postsynaptically (Gardner 
et al. 2001; 1999; Manis and Molitor 1996; Molitor and Manis 1999; Rubio and Wenthold 
1997).  
 In addition, the granule cells also form excitatory synapses with another inhibitory 
interneuron of the DCN, the cartwheel cell.  Cartwheel cells are similar to Purkinje cells of 
the cerebellum in that they are very spiny and have robust branching of their dendritic tree 
into the molecular layer where these dendrites receive synaptic endings of parallel fibers 
(Manis 1989; Mugnaini et al. 1980b; Oertel and Wu 1989).   The cell bodies of cartwheel 
cells are usually found in layer 1 or layer 2.   The cartwheel cells are glycinergic and synapse 
on the soma of pyramidal cells and other cartwheel cells, and therefore form feed forward 
inhibitory circuits (Berrebi and Mugnaini 1991; Golding and Oertel 1996; 1997; Manis et al. 
  10 
1994; Zhang and Oertel 1993a).  Recent evidence also indicates that cartwheel-cartwheel 
interactions can be either depolarizing or hyperpolarizing despite the neurotransmitter being 
the same (glycine) in both cases (Golding and Oertel 1996; 1997).  
Another major class of inhibitory cells in the DCN also receives excitatory input from 
the parallel fiber of the granule cells; these are the stellate cells.  Stellate cells are 
GABAergic and their cell bodies are found in the molecular layer.  It is there that stellate cell 
axons contact dendrites of both pyramidal and cartwheel cells (Mugnaini 1985; Wouterlood 
et al. 1984).  The circuitry of the DCN (see Figure 1.2) is very complex in that the principal 
cells of the nucleus receive excitatory and inhibitory synaptic input arising from auditory and 
non-auditory centers and must integrate this information before sending the processed signal 
to the inferior colliculus. Exactly how this process is carried out is far from being 
determined.  
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Figure 1.2 
 
Figure 1.2  Excitatory synapses are represented by filled circles, inhibitory synapses are 
represented by open circles.  
 
 
 
  12 
1.3 DCN Physiology 
1.3.1 Neuronal Responses to Sound 
Some of the strongest evidence that more complicated integration and processing 
occurs in the DCN compared to processing in the VCN, comes from response properties of 
the pyramidal cells to sound stimuli. Whereas the principal cells of the VCN respond to 
sound in much the same way as the type I auditory nerve fibers, the responses of pyramidal 
cells are completely different.  Several methods of characterizing response patterns of 
cochlear nucleus neurons have been used.   
The simplest auditory stimulus is a tone. When pure tone bursts are given at different 
frequencies and different sound pressure levels, a frequency-intensity-response map can be 
generated that is specific for each cell.  Principal cells of the VCN and auditory nerve fibers 
respond to such stimuli with a type I response, characterized by excitation at the lowest 
sound pressure at the cell’s characteristic frequency (CF) and increased excitation across a 
range of frequencies as the amplitude of sound increases (Evans and Nelson 1973) (Figure 
1.3A).  DCN pyramidal cells, on the other hand, show the characteristic increase in firing rate 
at the threshold for their characteristic frequency, but inhibition when tone amplitude 
increases at the CF. This response pattern is known as a type IV response  (Figure 1.3C).  As 
the sound pressure is continuously increased, excitation will be detected for frequencies 
above the characteristic frequency; this region is known as the upper-excitatory region 
(Evans and Nelson 1973; Spirou and Young 1991; Young and Brownell 1976).  Further, type 
IV units are excited by broadband noise.  Another response pattern found in the DCN is the 
type II response. This response resembles the type I in that there is continuous excitation as 
intensity is increased, but type II is characterized by inhibitory sidebands where stimuli at 
higher and lower frequencies cause inhibition of the cell’s response (Rhode 1999) (Figure 
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1.3B).  Type II cells have been identified as the vertical cells and they are responsible for the 
acoustically-evoked inhibition observed in type IV pyramidal cells (Shofner and Young 
1985; Voigt and Young 1990; 1980; Young 1980). Type IV units are excited by broadband 
noise whereas a type II unit responds very weakly to such stimuli (Nelken et al. 1997; Spirou 
and Young 1991).  Thus, when type II units are not activated, type IV units respond with 
excitation.  Conversely, when type II units are activated, type IV units respond with 
inhibition. Therefore, synaptic inputs shape the response properties of pyramidal cells.  
Not only do the integrated responses to sound differ in the DCN when compared to 
the VCN or the auditory nerve, but also the temporal discharge patterns of pyramidal cells 
show the effects of neural integration.  VCN principal cells respond to short tone bursts with 
a “primary-like” response in their peristimulus time histograms (PSTH).  A primary-like 
response is characterized by a short, large increase in firing rate followed immediately by a 
less intense activated firing rate (Figure 1.4A) (Godfrey et al. 1975).  Pyramidal cells, 
however, fire in “chopper”,  “pauser”, or “buildup” patterns (Figure 1.4B-C) (Godfrey et al. 
1975; Rhode et al. 1983a).   Chopper units show irregular firing. The buildup response is 
characterized by a long first spike latency (FSL) followed by a steady increase in firing rate 
(Figure 1.4B).  A pauser response contains a fast, precisely timed spike, followed by a long 
first inter-spike interval (FISI) before the cell resumes a regular firing rate (Figure 1.4C). In 
addition, these responses also are observed when individual cells are recorded with an 
intracellular electrode and stimulated by depolarizing currents in vitro (Figure 1.5) (Manis 
1990).   This latter observation shows that synaptic inputs are not solely responsible for the 
output patterns of pyramidal cells.  Intrinsic conductances, without other synaptic input, can 
also shape response patterns of pyramidal cells as has been reported for other types of 
neurons (Llinas 1988).   
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 Figure 1.3 
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Figure 1.3  Representation of 3 response patterns found in the cochlear nucleus.   
A. Type I unit typical of bushy cells in the VCN.   
B.  Type II unit representative of vertical cells in the DCN.   
C. Type  IV unit which shows the complex response of the pyramidal cells of the DCN.  
Grey denotes combinations of frequency and sound pressure level where the firing rate is 
lower than the spontaneous rate.  Black denotes sound pressure levels and frequency 
combinations that resulted in the firing rate increasing from spontaneous rate.  The spotted 
background denotes spontaneous rates. 
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Figure 1.4 
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Figure 1.4  Peri-stimulus time histograms of units in the cochlear nucleus in response to pure 
tones.  The time shown represents the entire time of the stimulus. 
   
A.  Primary-like response typical of VCN bushy cells and auditory nerve fibers. 
B.  Build-up response patterns typical of DCN pyramidal cells.  This pattern is characterized 
by a long latency to the onset of spiking.  C.  The pauser response pattern typical of DCN 
pyramidal cells is characterized by the long first inter-spike interval.   
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Figure 1.5 
 
 
Figure 1.5  Three different response patterns can be evoked by different depolarizing 
currents in pyramidal cells in a DCN slice preparation.  The response patterns A. Build-up B. 
Pause and C. Regular were elicited in a single pyramidal cell with the corresponding currents 
A, B, and C.   
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1.3.2 Intrinsic Conductances of Pyramidal Cells 
Pyramidal cells express many intrinsic conductances that shape their discharge 
patterns.  Intrinsic currents respond to changes in the cellular environment, such as 
membrane voltage, intracellular calcium or intracellular messengers.  Therefore, they shape 
the output patterns of cells based on the history of cellular activity along with synaptic input.  
Both a rapidly and a slowly inactivating K+ current have been found in pyramidal cells 
(Kanold and Manis 1999).  It has been hypothesized that the fast inactivating K+ current 
causes the long delays before spikes seen in the build up pattern and the pauser pattern of 
pyramidal cells while the slowly inactivating K+ current is responsible for repolarization 
phase of action potentials (Kanold and Manis 2001; 1999).  A persistent Na+ current is 
partially enabled at rest and is responsible for sub-threshold oscillations observed as the cell 
membrane potential slowly depolarizes to threshold (Hirsch and Oertel 1988a; Manis 1990; 
Manis et al. 2003).  During this phase, the persistent Na+ current and the rapidly inactivating 
K+ current are both activated and exert opposite effects on membrane potential.  The 
persistent Na+ current causes the cell to slowly depolarize and shapes the slope membrane 
potential rise toward threshold, whereas the transient K+ current opposes the inward current 
by making the membrane more leaky to current flow out of the cell, pulling the cell towards 
the K+ equilibrium potential.  The end result of these two conductances working in concert is 
the long latency to the first spike seen in the pyramidal cell build-up pattern.  
Pyramidal cell also express other intrinsic conductances that could influence the 
timing, shape, and firing pattern of action potentials.  A hyperpolarizing activated cation 
channel causes the membrane potential to slowly depolarize during sustained 
hyperpolarizations (Manis 1990).  It also sets the resting cell membrane potential to a more 
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positive voltage than when these channels are blocked (Manis lab, unpublished results).  
Finally, Ca2+ currents are also found in pyramidal cells.  These channels are most likely L-
type channels that begin to activate around -50mV and are fully activated around 20-35 mV 
(Molitor and Manis 1999).  It is unlikely that these channels contribute to the timing of action 
potentials since large depolarizations are needed to activate a substantial amount of 
conductance.  However, these channels would certainly contribute to dendritic integration 
and synaptic plasticity by strengthening back-propagating action potentials and activating 
intracellular messengers that are necessary for these phenomenon to occur (Molitor and 
Manis 2003).   
1.3.3 Other DCN Neurons 
The many other cells that are found in the DCN have not been as extensively 
characterized as pyramidal cells.  For instance the other projection neuron, the giant cell, is 
still hard to distinguish from pyramidal cells with our current level of understanding (Smith 
et al. 2005).  Cartwheel cells, the second most characterized cell type, are the only cells in the 
DCN currently known to display complex spikes in response to depolarizations.  These cells 
exhibit sustained Ca2+ depolarizations, which give rise to a burst of 2-4 action potentials 
followed by long after-hyperpolarizations (Manis et al. 1994; Zhang and Oertel 1993a).  
These burst of action potentials are seen as temporally related IPSPs in pyramidal cells 
(Mancilla and Manis, 2006).  Stellate cells are the other inhibitory interneurons that synapse 
on apical dendrites of pyramidal cells and to date there is only one recording from a stellate 
cell reported in the literature (Zhang and Oertel 1993a).  This one stellate cell was a regular 
spiking cell with overshooting action potentials and a two-phase after-hyperpolarization. The 
same firing pattern was also found in vertical cells recorded in a slice preparation (Zhang and 
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Oertel 1993b).  It is known that vertical cells respond to pure tones with a type II firing 
pattern (Rhode 1999). Therefore, as discussed previously, it is thought that vertical cells 
inhibit pyramidal cells in response to pure tones and cause pyramidal cells to respond with 
mostly inhibition.  Granule cells, to this day, remain difficult to record from, but it is thought 
that they are spontaneously active in slice preparations (Rusznak et al. 1997; Zhang and 
Oertel 1994). 
1.3.4 DCN Plasticity 
 The cellular machinery necessary for long-term synaptic changes is found in both the 
molecular and fusiform layer of the DCN, indicating that the synapses on spiny dendrites of 
pyramidal cells and cartwheel cells might undergo long-term potentiation and depression in 
response to synaptic activity.  All forms of glutamate receptors including AMPA, NMDA 
and some metabotropic glutamate receptors are all expressed on apical dendrites of 
pyramidal cells and the dendrites of cartwheel cells (Gardner et al. 2001; 1999; Manis and 
Molitor 1996; Molitor and Manis 1997; Rubio and Wenthold 1997).  In addition, PKC 
expression is observed in the molecular and fusiform layers and stimulating PKC with 
phorbol esters can potentiate synapses found in the molecular layer (Francis et al. 2002).  
Hence, it is no surprise that post-synaptic LTP and LTD can be evoked at parallel fiber-
pyramidal cell synapses and also parallel fiber-cartwheel cell synapses.   This form of LTP 
and LTP requires Ca2+ in both pyramidal cell and cartwheel cells, and it is NMDA-receptor 
dependent in cartwheel cells (Fujino and Oertel 2003).  However, synapses could be only 
moderately depressed and potentiated without NMDA and mGlu receptors in fusiform cells.  
In addition, spike timing dependent synaptic plasticity (sometimes referred to as 
“Hebbian”) has also been reported at parallel fiber synapses.  Action potentials evoked 5 
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msec after EPSPs caused potentiation of pyramidal cell synapses whereas when action 
potentials were evoked 5 msec before EPSPs there was depression along the lines of Hebbian 
rules (Tzounopoulos et al. 2004).  However, in this same study it was also reported that the 
opposite effect occurred in parallel fiber-cartwheel cell synapses and is therefore “anti-
hebbian”. Cartwheel cell synapses were depressed when an action potential followed an 
EPSP and were not potentiated for any temporal pattern of action potential/EPSP.  Therefore, 
the same pattern of synaptic input can cause opposite synaptic changes in pyramidal cells and 
cartwheel cells.  The significance of this is not yet fully understood; however, strengthening 
pyramidal cell synapse to the same synaptic input that causes depression in a cartwheel cell 
synapse would even further strengthen the response of the pyramidal cells to parallel fiber 
synaptic drive, since the the LTD would weaken the feed-forward inhibition by cartwheel 
cells. 
1.4 DCN Function 
1.4.1 Amplitude Modulation Encoding 
 While much is known about the circuitry and the physiology of the DCN, attempts to 
elucidate the function of the DCN are still unfolding.  DCN neurons, unlike neurons of the 
ventral cochlear nucleus, do not phase lock to the fine structure of sounds.  In addition, the 
response patterns of DCN pyramidal cells are strikingly different from principal cells of the 
VCN.  Therefore, many have proposed vastly different functions for the DCN. 
 One possibility is that the DCN encodes amplitude modulation of sounds.  Amplitude 
modulation occurs in complex sounds such as speech, music and other forms of vertebrate 
communication (Frisina 2001).  While DCN pyramidal cells do not phase lock to frequency 
information in pure tones, they do encode sound envelope information contained in 
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amplitude modulated tones with high fidelity from 400-1200 Hz and up to sound pressure 
levels of 90dB (Kim et al. 1990; Rhode and Greenberg 1994; Zhao and Liang 1995).  Unlike 
other neurons of the cochlear nucleus, pyramidal cells’ ability to encode amplitude 
modulated sounds actually increases with increasing sound pressure levels and they are able 
to process this information at all but the lowest signal to noise ratios (Rhode and Greenberg 
1994).  This observation led to the hypothesis that the DCN was important for detecting 
behaviorally important sounds in a noisy environment.  In the presence of a loud noise, 
amplitude modulation coding increased in pyramidal cells and in the presence of background 
noise this ability either stayed the same or decreased minimally.  In such environments 
synchronous firing increased, implicating wideband and lateral inhibition as a potential 
physiological mechanism (Frisina et al. 1994; Neuert et al. 2004). While these findings 
suggest that the DCN can detect amplitude modulated sounds with a low signal-to-noise ratio 
in noisy environments, Joris and Smith found that the responses of pyramidal cells became 
more non-linear as the sound pressure level increased, and called into question the feasibility 
of this function for the DCN (Joris and Smith 1998).  At the very least, this study revealed 
the complexity of circuitry and interactions of neurons in the DCN.  The exact role of the 
DCN in encoding amplitude modulation is still undergoing investigation, but it seems certain 
that sound information contained in the envelope is encoded by spike timing in the DCN.  
Further, this finding gives credence to our attempts to characterize spike timing behavior of 
DCN pyramidal cells. 
1.4.2 Sound Localization   
 Animals must be able to detect the location of the sound source in order to survive.  
Another proposed function of the DCN is localizing sound in the vertical plane and 
  24 
integrating multisensory information so that the head can be oriented to the sound source.  
Lesions of the dorsal acoustic stria, the fiber tract containing pyramidal and giant cell axons 
leaving the DCN, results in the inability of cats to orient their heads to a sound source (May 
2000; Sutherland et al. 1998).  This observation has led many to investigate how the DCN 
integrates sound information with other sensory input.   
 The DCN is important for localizing sound sources in the vertical plane (Oertel and 
Young 2004).  It accomplishes this task by neuronal sensitivity cued to sensing notches in the 
spectral energy of sound waves.  When a sound wave reaches the ear, it reflects off the 
irregularly shaped pinna, and the reflections interact to attenuate energy in a small bandwidth 
of sound known as a spectral notch (Middlebrooks and Green 1991; Rice et al. 1992).  As the 
head moves, or the pinna or sound source changes position, this notch in the sound spectrum 
will shift in frequency, conferring a feature in the spectral structure that could be detected by 
neurons tuned to, or sensitive to, spectral notches.  This change in the spectrum of sound 
energy reaching the eardrum with changing source position is known as the head related 
transfer function (HTRF).   
 The majority of pyramidal cells are inhibited by noise with spectral notches centered 
at the neuron’s characteristic frequency; however, a small percentage of pyramidal cells do 
respond with excitation to spectral notches (Nelken and Young 1997; Spirou and Young 
1991).  These results have also been corroborated in neuronal models (Zheng and Voigt 
2006).  Because of these and other studies, it was thought that pyramidal cells sensed the 
notch by inhibition.  One recent study demonstrated that pyramidal cells are indeed inhibited 
by spectral notches centered at the best frequency of the neuron, but went on to demonstrate 
that pyramidal cells are excited by the rising edge of the notch (Reiss and Young 2005).  
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Therefore, it is not simply the notch, but the edge of the notch that is encoded by the DCN in 
order to convey sound localization information.   
 Many neuronal circuits have been proposed to explain this response.  Most agree that 
the type II inhibitory neurons, the vertical cells, are excited by narrow band stimuli and those 
cells inhibit the pyramidal (type IV cells) as discussed previously.  However, a wideband 
inhibitor, D-stellate cells of the VCN, are proposed to weakly inhibit pyramidal cells and 
strongly inhibit the vertical cells (Nelken and Young 1994).  Pyramidal cells are usually 
excited by broadband noise. Vertical cells are strongly inhibited by broadband noise due to 
the strong inhibition from the wideband inhibitor.  Because the vertical cells are strongly 
inhibited to noise by the wideband inhibitory, the pyramidal cells would be only weakly 
inhibited to noise with spectral notches at characteristic frequency since the weakly 
inhibitory wideband inhibitor is responsible for this inhibition (Figure 1.6) (Nelken and 
Young 1997).  While this model adequately explains responses of pyramidal cells to spectral 
notches, it is insufficient to explain the excitation at rising edge of the spectral notch (Reiss 
and Young 2005).  Riess and Young hypothesized that another source of inhibition would be 
necessary to generate excitatory responses to the notch rising edge.  The exact source of this 
inhibition has yet to be ascertained. 
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Figure 1.6 
 
 
Figure 1.6  Proposed model that accounts for response patterns recorded in DCN pyramidal 
cells.  Two different inhibitory neurons receive different sound frequency information from 
auditory nerve fibers (ANF).  The wideband inhibitor (WBI) weakly inhibits the pyramidal 
cell (PYR) and strongly inhibits the vertical cell (VERT).  The vertical cell, on the other 
hand, strongly inhbits the pyramidal cell.  The strength of inhibition is symbolized by the size 
of the circle that represents the synapse.  Open circles are inhibitory, black circles are 
excitatory.   
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1.4.3 Multisensory Integration   
 In addition to localizing a sound source by information in the sound wave, the DCN 
must also process the position of the head and pinna to both perceive the correct position of 
the sound and aid the animal in orienting to the sound.  It is though that this might be one 
reason that the DCN receives somatosensory inputs through the granule cell system.  
Electrical stimulation of the trigeminal nuclei and the dorsal column alters the output of 
pyramidal cells.  Stimulation of these nuclei result in both inhibitory and excitatory responses 
when paired with additional auditory stimuli such as broadband noise (Shore 2005; Young et 
al. 1995).  In addition, stretch and vibration of the pinna muscles in cats elicit both excitatory 
and inhibitory responses in DCN pyramidal cells, whereas light touch and stretching of the 
skin were ineffective in altering DCN output (Kanold and Young 2001).  These results 
suggest that the movement of the pinna, in particular, is encoded in the DCN, while 
generalized somatosensory information is not.  In addition to the obvious role in processing 
sound localization, it has also been hypothesized that this multisensory input attenuates self-
imposed noise from movement or chewing and also increases the signal to noise ratio of 
important sounds in the presence background noise (Shore and Zhou 2006).  The 
multisensory input to DCN pyramidal cells has also implicated the DCN in a disorder known 
as tinnitus, or ringing in the ears, since this disorder is often associated with 
temporomandibular joint dysfunction. 
1.4.4 Tinnitus 
Tinnitus is an auditory disorder characterized by phantom sounds, usually buzzing or 
ringing in the ears.  As many as 10-15% of the population experience unremitting tinnitus, 
many of whom have serious mental and emotional side effects as a result of severe tinnitus 
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(Heller 2003).   The exact causes and mechanisms of the disorder are not understood, but it is 
clear that such insults as cochlear damage, noise-induced hearing loss, cisplatin and salicylate 
treatment can all lead to temporary tinnitus.  While it is widely accepted that the cochlea is 
the initiation site of tinnitus, it is uncertain what area generates and maintains long-term 
tinnitus. 
Recently the DCN has been implicated in tinnitus. It is well known that tinnitus can 
be modulated or exacerbated by perturbations in somatosensation such as temporomandibular 
joint dysfunction.   In addition tinnitus patients can modulate their tinnitus by contracting 
certain head and neck muscles (Levine et al. 2003; Zhou and Shore 2004). Hence, the DCN 
could play an important role in the mechanism of tinnitus since it is responsible for 
integrating both auditory and non-auditory inputs such those from somatosensory nuclei 
(Kaltenbach et al. 2005; Salvinelli et al. 2003).   
Multiple labs have reported increases in spontaneous activity in different animal 
models by utilizing such insults as intense tone exposure, noise exposure, or cisplatin or 
salicylate administration (Brozoski et al. 2002; Kaltenbach and Afman 2000; Kaltenbach et 
al. 2002; Zhang and Kaltenbach 1998).   The elevated spontaneous activity was found in the 
tonotopic area associated with the frequency of the tone used to induce tinnitus (Kaltenbach 
and Afman 2000).   In addition, the increases in DCN activity has been correlated to 
behavioral evidence of tinnitus in both hamsters and chinchillas (Brozoski et al. 2002; 
Kaltenbach et al. 2004).  Animals that had behavioral evidence of tinnitus also had larger 
increases in spontaneous activity in the DCN. In addition, animals exposed to intense tones 
also showed similar DCN activity to that of animals that were presented with a regular 
intensity tone of the same frequency (Kaltenbach and Afman 2000).  A recent surge in 
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interest in this area of research promises to bring more enlightenment to the DCN’s role in 
tinnitus.    
1.5 Spike Timing and the Neural Code 
 The major premise of this work is that DCN pyramidal cells utilize a spike timing 
code to relay sound information to the IC. It has long been observed that cortical neurons, in 
vivo, fire irregular spike patterns. This observation has since caused many investigators to 
ask if information can be encoded by the precise times of spikes versus an average rate code 
(Softky and Koch 1993).  Neurons using a spike timing code, would be more efficient in 
communicating information and therefore, capable of transmitting more information (Softky 
1995).  This theory has been investigated using many in vivo, in vitro, and model 
preparations.  Many of the in vivo studies have been done in the visual system and show that 
when time varying visual stimuli are presented to various species, areas of the brain such as 
the lateral geniculate nucleus, visual cortex and retinal ganglion cells respond with 
reproducible trains of spikes to repeated stimuli (Berry et al. 1997; Buracas et al. 1998; de 
Ruyter van Steveninck et al. 1997; Reich et al. 1997).  In addition repeating spike patterns 
have been observed in response to repeated external events that could not be attributed to 
chance in the frontal cortex of behaving monkeys (Abeles et al. 1993).  Behavior was also 
shown to be responsive to the timing of microstimulation during a learned task (Seidemann et 
al. 1998).   
In vitro, cells respond to time varying input by firing trains of action potentials that 
are both precise (the standard deviation of the spike time) and reliable (probability that a 
spike will be fired), demonstrating that they are capable of using spike timing to encode 
information (Mainen and Sejnowski 1995).   It has even been demonstrated that precisely 
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when spikes occur prior to synaptic events can determine to what extent the synapse is 
potentiated or depressed (Froemke and Dan 2002).   Spike-timing dependent plasticity has 
recently been shown in the DCN and the timing of spikes with the PSP results in different 
changes at different synapses.  
 A neuron can act as an integrator, firing action potentials in response to excitatory 
and inhibitory events that sum to threshold over time, or a coincidence detector that fires 
action potentials only when the timing of synaptic events is precise enough to elicit an action 
potential (Konig et al. 1996; Salinas and Sejnowski 2001).  In order for neurons to act as 
coincidence detectors, they must have certain properties such as fast membrane time 
constants and intrinsic conductances that allow fast post synaptic potentials to elicit an action 
potential (Fricker and Miles 2000; Grande et al. 2004).  Synchronous inputs also allow for 
rapid depolarization and precise firing of action potentials and such inputs are found in the 
cortex (Azouz and Gray 2000; Stevens and Zador 1998).   All of these properties, along with 
the timing of synaptic inhibition and intrinsic conductances of the cell, have been implicated 
in determining spike timing reliability of neurons (Hausser and Clark 1997; Schreiber et al. 
2004).  To complicate matters the shape of dendritic trees also are known to play a role in 
firing pattern and spike generation, including  the distributions of specific conductances and 
synaptic inputs (Mainen and Sejnowski 1996; Yuste and Tank 1996).  While this area of 
neuroscience is relatively understudied and underappreciated, we are beginning to understand 
of how different cells utilize their intrinsic properties and synaptic inputs to encode 
information in action potentials.  Studies such as these are essential to eventually elucidate 
the neural code.  
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 DCN pyramidal cells are known to phase lock to amplitude modulated tones. It is one 
of the purposes of this study to determine what role, if any, intrinsic conductances play in 
conferring precise spike timing behavior in these cells.  Pyramidal cells possess some of the 
channels that have been implicated in synaptic amplification and spike timing.  They also 
receive inhibitory input that is likely to be timed to the excitatory input, and such temporal 
sequencing has been shown to be important in some forms of coincidence detection.  Since 
these cells are the main source of output of the DCN, and show evidence of signal integration 
and processing, pyramidal cells could respond to their converging inputs by firing precise 
timing of spikes to convey information to the IC.  Moreover, it is our hypothesis that this is 
conferred on the cell by both the inherent characteristics of the cells themselves and the local 
circuitry of the nucleus.  In this study we focused on a transient potassium current, which will 
now be reviewed in detail. 
1.6 Transient Potassium Currents 
 As previously discussed, DCN pyramidal cells contain many intrinsic conductances 
that shape the neuronal responses to synaptic input.  The studies presented in this dissertation 
primarily focus on the contribution of a transient potassium current to the response patterns 
observed in DCN pyramidal cells.  Like all channels that determine whether or not the cell 
will fire an action potential and when a cell will fire an action potential, transient potassium 
currents begin to activate at subthreshold voltages.  Therefore, they contribute to dendritic 
integration of incoming information and the resulting response of the neuron.   
1.6.1 Molecular characteristics of Transient Potassium Channels 
 Potassium channels are undoubtedly the most diverse type of ion-channels.  They 
confer specific properties to cells based on their individual characteristics and expression 
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patterns.  Voltage gated K+ channels are all characterized by α-subunits that contain 
intracellular N- and C-termini, T1 assembly domains, highly homologous selectivity filters 
and a voltage gate that is found in transmembrane domain S4 (Birnbaum et al. 2004). Each 
α-subunit interacts with the T1 domain of 3 other homologous α-subunits to form a tetramer 
(Shen and Pfaffinger 1995).  The selectivity filter, comprised of the carbonyl oxygens of the 
amino acid sequence TTXGYGD, is universally conserved among all voltage gated K+ 
channels and mutations to this region result in loss of K+ selectivity (Doyle et al. 1998). Four 
subfamilies of voltage gated K+ have been described and the Drosophila genes are named 
Shaker, Shab, Shaw and Shal, which correspond to mammalian homologues Kv1, Kv2, Kv3 
and Kv4 respectively.   
While Shaker and Shaw channels can give rise to transient currents, the entire Shal 
subfamily of channels (Kv4.x) are characterized by rapidly activating and inactivating 
outward currents.  Cloning of the three subfamily members, Kv4.1, Kv4.2, and Kv4.3, 
revealed that these family members are highly homologous in all regions of the protein with 
the most divergent region being the C-terminus (Baldwin et al. 1991; Tsaur et al. 1997). 
Kv4.3 is the only member of the family that undergoes alternative spicing in areas other than 
the brain (Ohya et al. 1997). Kv4.x channels have very a characteristic pharmacology.   
These channels are resistant to TEA and dendrotoxin , are blocked by 4-AP at mM 
concentrations, and are blocked by family of peptide toxins called the heteropodatoxins 
(Birnbaum et al. 2004; Sanguinetti et al. 1997; Zarayskiy et al. 2005).  Finally, Kv4.x 
channels are characterized by rapid, sub-threshold activation, fast inactivation (10’s of 
milliseconds) and quick recovery (50-100 msec) from inactivation and hyperpolarized 
voltages.  
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Activation occurs with extremely fast time constants in Kv4 channels.  Most reported 
values are below 5 msec (Jerng et al. 2004).  In addition to the nearly instantaneous 
activation, Kv4 channels begin to activate at membrane potentials between -50 and -40 mV.  
The half-activation voltage seems to vary with the expression system or neuronal cell type, 
but most studies report values between 5 and -25mV (Bardoni and Belluzzi 1993; Chen and 
Johnston 2004; Klee et al. 1995; Wang and Schreurs 2006).  In DCN pyramidal cells, this 
current begins to activate at -45 mV, with a half-activation value of -6.8 mV (Kanold and 
Manis 1999).  This value is in line with other values reported for this family of channels.   
Perhaps the most characteristic feature of the Kv4.x channels is the rapid inactivation. 
This inactivation is often made up of a fast and slow component.  Half-inactivation values 
have been reported to be between -56 and -70 mV with time constants ranging from 8 msec 
for the fast component of inactivation, all the way to over 100 msec for the slow component 
(Bardoni and Belluzzi 1993; Chen and Johnston 2004; Jerng et al. 2004; Klee et al. 1995; 
Wang and Schreurs 2006).  A-currents in DCN pyramidal cells are within these ranges with 
half-inactivation values of -89mV for the fast component and -37 mV for the slow with time 
constants of 11 msec and 145 msec for the fast and slow components respectively (Kanold 
and Manis 1999). Unlike other potassium channels which undergo N-type or C-type 
inactivation, usually from the open state, Kv4.x channels can inactivate directly from the 
closed or pre-open state (Bahring et al. 2001).  This type of inactivation is not completely 
dependent on N-terminal residues like the typical ball and chain inactivation of other 
potassium channels.  The exact molecular mechanism of inactivation in Kv4.x channels has 
yet to be elucidated.   
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Finally, Kv4.x channels are characterized by their voltage-dependent fast recovery 
from inactivation.  In most neurons where IA has been characterized, recovery time constants 
range from 10 to 30 msec at hyperpolarized voltages (Jerng et al. 2004).  However, this 
recovery is highly voltage sensitive.  For instance, in cerebellar granule cells, τ of recovery 
from inactivation was reported to be 71 msec at -60 mV but 10 msec at -120 mV (Bardoni 
and Belluzzi 1993). Therefore, very brief hyperpolarizations can remove a significant amount 
of inactivation of this current.  This feature is important for Kv4.x channels to contribute to 
dendritic integration.  
1.7 Kv4 channel expression patterns 
 Kv4 channels, mainly Kv4.2 and Kv4.3, are highly expressed in many different areas 
of the brain and very densely expressed in areas that function in learning and memory such as 
the hippocampus and the cerebellum (Serodio and Rudy 1998).  This study also showed that 
Kv4.2 and Kv4.3 are expressed in the DCN.  Fitzakerley and collegues later verified this 
result and reported that Kv4.2 is expressed in cochlear nucleus at higher levels than Kv4.3 
and Kv4.1 (Fitzakerley et al. 2000).  Kv4.1 is completely absent from the DCN.  In addition, 
they reported that Kv4.2 is found in pyramidal cells of the DCN.   
  Because of Kv4 channels’ putative roles as a regulators of subthreshold events, the 
subcellular expression patterns of Kv4 channels has been studied in many different neurons.  
Soon after the cloning of Kv4.2, it was reported that this channels was targeted to the 
somatodendritic compartment of neurons while another inactivating potassium channel, 
Kv1.4, was exclusively expressed in axons (Sheng et al. 1992).  This observation led the 
investigators to hypothesize that Kv4 channels are important for dendritic integration of 
synaptic information.  Other studies soon verified that Kv4.2 was indeed targeted to the 
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dendrites and dendritic spines with the most dense expression levels found at synapses 
(Alonso and Widmer 1997).  The density of Kv4.2 dendritic expression actually increases in 
proportion to the distance from the soma (Hoffman et al. 1997).  
The exact subcellular location of Kv4.2 and Kv4.3 channels is still being evaluated.  
Two studies have reported that Kv4 channels are expressed in the post-synaptic membrane of 
GABAergic synapses and found extrasynaptically around excitatory synapses (Burkhalter et 
al. 2006; Jinno et al. 2005).  In contrast, another study done in inhibitory interneurons of the 
cerebellum found that Kv4.2 and Kv4.3 channels were expressed at uneven distributions in 
membrane specializations that did not correspond to chemical or electrical synapses (Kollo et 
al. 2006).  These novel membrane specializations were opposed to climbing fibers of the 
cerebellum.  It is unknown what function these clusters of Kv4 channels have in neurons.   
However, Kv4 channels expressed in dendrites could contribute to many aspects of neuronal 
information processing and integration.   
 Kv4 channels contain specific targeting signals that result in their expression close to 
synapses, which allow for them to shape neuronal responses to synaptic input.   Recently, a 
16 amino acid dileucine containing motif was demonstrated to be both necessary and 
sufficient for protein targeting to the soma and dendrites (Rivera et al. 2003).  This motif is 
found in C-termini of Kv4 channels and is highly conserved among all species demonstrating 
its importance in the proper functioning of these channels.  Other amino acid motifs also are 
important to target Kv4 channels to the membrane.  Amino acids 601-604 in the Kv4.2 the C-
terminal end are essential for the channel to interact with filamin, an actin crosslinking 
protein (Wang et al. 1975).  This interaction increases the current density of Kv4.2 by 
trafficking more channels to the cell membrane (Petrecca et al. 2000).  In addition to filamin, 
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Kv4.2 also interacts with PSD-95 through a VSAL motif in the C-terminal region and this 
interaction also promotes channel surface expression and clustering (Wong et al. 2002).  
Finally, activity dependent targeting of Kv4.2 channels to the dendritic compartment was 
reported in cerebellar granule cells (Shibasaki et al. 2004).  Kv4.2 remained in the soma of 
granule cells in culture until the activation of NMDA and AMPA receptors by mossy fibers 
induced Kv4.2 expression in the dendrites.  Kv4 channel targeting to areas proximal to 
synapses could result in these channels exerting major effects on synaptic input and dendritic 
integration.   
1.7.1 Kv4 Channel Modulation 
 When Kv4 channels are expressed in heterologous systems, the resulting channel 
biophysical characteristics do not match those measured in neurons.  This observation has led 
many to ask whether Kv4 channels are the targets of post-translational modifications and 
interact with other proteins that affect the biophysical properties of the channel.  In fact, 
when Kv4 channel mRNA was injected into oocytes, transient currents could be elicited, but 
these currents differed from native currents (Serodio et al. 1994).  However, when rat brain 
mRNA that did not result in transient potassium currents when injected alone was co-injected 
with Kv4 mRNA, the currents more closely resembled native currents.  This suggested that 
additional proteins may interact with the channel in ways the are important for native channel 
function. Since this time many proteins that interact with and modify Kv4 channels have 
been discovered.    
 Kvβ-subunits are cytoplasmic proteins that can interact with α-subunits that make up 
potassium channels.  There are 3 β-subunits known to modify potassium channel expression 
and gating characteristics.  Upon interaction other potassium channels such as Kv1 and Kv2 
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subfamilies, the β-subunit causes channels to inactivate more rapidly, even in channels that 
do not normally inactivate by themselves (Birnbaum et al. 2004).  However, when Kv4.3 and 
Kvβ-subunits are expressed together in HEK298 cells, more Kv4.3 channels are trafficked to 
the membrane, but the channels’ voltage sensitivity and kinetics are unaffected by the β-
subunit (Yang et al. 2001).   
 Another family of cytoplasmic proteins, the Ca2+ sensitive K channel interacting 
proteins (KChIPs), on the other hand, interact with Kv4 α-subunits and alter the kinetics and 
voltage sensitivity of Kv4 channels.  When the N-terminus of Kv4.3 was used as bait in a 
yeast-two hybrid experiment, 3 proteins, KChIP 1-3, were found to interact with Kv4 
channels in cells, increase surface expression of the channel, and change their biophysical 
properties (An et al. 2000; Shibata et al. 2003).  For instance, KChIPs shifted the half-
activation voltage from 28.2 mV to -12.1 mV, a value that matches measurements of native 
channels.  However, this interaction did slow the inactivation time constant from 28.2 msec 
to 104.1 msec and in some cases eliminated it all together (Holmqvist et al. 2002). This value 
is much slower than reported in most neurons.  Despite this, microscopy studies have 
demonstrated that KChIPS colocalize with Kv4 channels in almost all areas of the brain 
where Kv4 channels are expressed and are now accepted as being a necessary component of 
Kv4 channels in neurons and ventricular myocytes (Rhodes et al. 2004; Strassle et al. 2005).  
The crystal structure of the interaction between these two types of proteins was solved and 
shows that these proteins interact through the presence of hydrophobic α-helices on the N-
terminal region of the Kv4 channel and the C-terminal region of the KChIP (Scannevin et al. 
2004; Zhou et al. 2004).  This interaction is calcium dependent and acts to stabilize the 
tetramer of α-subunits (Wang et al. 2007).  In addition, arachidonic acid has been reported to 
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inhibit A-currents (Ramakers and Storm 2002) and this effect on Kv4 channels is dependent 
upon KChIPs (Holmqvist et al. 2001).  Therefore, the KChIP interaction with Kv4 channels 
is essential for the expression of native A-type potassium currents.   
 Even after the discovery of KChIPs, a remaining puzzle of Kv4 A-type currents 
remained—fast inactivation.  KChIPs co-expressed with Kv4 channels resulted in the 
opposite effect seen in native cells; these proteins slowed inactivation.  However, Nadal and 
colleges reported a factor found in cerebellar mRNA could accelerate the inactivation time 
constant when expressed with Kv4 mRNA (Nadal et al. 2001).  This factor was later 
identified as DPPX (Nadal et al. 2003).  DPPX is a transmembrane protein that interacts with 
the channel transmembrane domains. DPPX results in robust surface expression of Kv4 
channels and changes the biophysical properties of the channels.  Half-inactivation and half-
activation voltages were shifted to more negative values, and the recovery time from 
inactivation was decreased.  These properties are quintessential characteristics of Kv4 
channels and are dependent upon the interaction with DPPX.   
 Finally, multiple putative PKA, PKC, ERK and CAMKII phosphorylation sites have 
been found on intracellular portions of Kv4 channels (Adams et al. 2000; Anderson et al. 
2000). Stimulation of PKA and PKC activation of MAPK results in the half-activation 
voltage shifting to the right, thereby inhibiting Kv4 channel activity in pyramidal neurons of 
the hippocampus (Hoffman and Johnston 1998; Yuan et al. 2002; Yuan et al. 2006).  
However, direct evidence that phosphorylation of Kv4 channels affects the voltage sensitivity 
has yet to be demonstrated. Two studies have reported that while Kv4 channels are directly 
phosphorylated by MAPK, any biophysical effect by this modification of Kv4 channels was 
dependent on KChIPs interacting with the channel (Schrader et al. 2002; Schrader et al. 
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2006).  CAMKII also can directly phosphorylate Kv4 channels, but this modification only 
results in increased current density due to increased expression on the cell membrane.  It does 
not result in any biophysical changes in channel kinetics or activation (Varga et al. 2004).  
With such diverse mechanisms to control Kv4 channel expression and physiology, it is not 
difficult to imagine how this channel can be modulated to change the physiology of the entire 
neuron.   
1.7.2 Kv4 channels and neuronal function 
 The unique characteristics of Kv4 channels, namely rapid inactivation and sub-
threshold activation, confer specialized functions to neurons that express these channels.  
First, since these channels are expressed in dendrites and begin to activate before an action 
potential is fired, they could play a very important role in dendritic integration and 
information processing.  For instance, small, brief hyperpolarizations, such as IPSPs, remove 
inactivation from these channels thereby allowing more of these channels to become 
activated during depolarizing events such as EPSPs.  Because of this feature, these channels 
can act as a memory of inhibitory input.  In fact, in DCN pyramidal cells, the subsequent 
output patterns of these neurons are affected by brief hyperpolarizations (Kanold and Manis 
2005a).   Further, the precise spatiotemporal relationship of membrane hyperpolarization and 
depolarization can change the timing of action potentials.  This ability to encode the timing 
of inhibition has major implications in neurons, like DCN pyramidal cells, that receive 
relevant inhibitory information in conjunction with excitation.   
 Kv4 channels not only shape neuronal responses to inhibitory input, but they also can 
modify the membrane responses to excitatory input as well.  Since these channels open at 
sub-theshold voltages, they provide a current shunt that decreases the amplitude of EPSPs 
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and confine the depolarization to localized areas of the dendritic tree (Cai et al. 2004; 
Hoffman et al. 1997).  This limits the level of depolarization and prevents action potential 
threshold from being reached unless large synchronous inputs drive the cell to threshold.   
A-currents of Kv4 channels also modify the spike patterns of neurons.  Subthreshold 
activation of Kv4 channels opposes inward currents that depolarize the cell membrane 
bringing it closer to spike threshold.  The result of these opposing currents is a long, slow 
ramp that increases the time it takes the neuron to reach threshold, the latency to a spike, and 
the inter-spike interval (Kanold and Manis 2001; 1999; Molineux et al. 2005; Song et al. 
1998). To illustrate this point, dopaminergic neurons in the substantia nigra exhibit a linear 
relationship between the expression of Kv4.3 and action potential frequency (Liss et al. 
2001).  The amount of Kv4.3 current measured in a cell was inversely proportional to the 
spontaneous firing rate of the cell demonstrating a specific mechanism for controlling 
neuronal output.  Kv4 channels also modulate the width and repolarization of action 
potentials.  When Kv4 channels are blocked, action potentials are wider and do not repolarize 
as quickly (Kim et al. 2005; Mitterdorfer and Bean 2002).  These effects of Kv4 channels are 
essential to the specific neuronal function and information processing since they directly 
affect the output patterns of spikes in response to the spatio-temporal patterns of synaptic 
input. 
Finally, the somatodendritic expression pattern of Kv4 channels, especially at the 
synapse and in spines of neurons, implicates these channels in synaptic plasticity.  Kv4 
channels control the height and strength of back-propagating action potentials (b-AP) by 
opposing inward current.  When these channels are in the deinactivated state, they can open 
with the depolarization associated with the b-AP and weaken this depolarization it as it 
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propagates through the dendritic tree (Hoffman et al. 1997; Migliore et al. 1999).  Normally, 
b-APs activate Ca2+ channels that allow the influx of Ca2+ into dendrites, which initiates a 
cascade of signaling events that results in strengthening the synapse (Frick et al. 2004).  Kv4 
channels in dendrites oppose depolarization induced Ca2+ influx and inhibits the potentiation 
of synapses (Johnston et al. 2003).   
However, EPSPs in localized areas of the dendritic tree can cause Kv4 channels to 
inactivate since the EPSPs depolarize the membrane.  If a b-AP then spreads to this area of 
the dendrites after the brief depolarization of the EPSP, the Kv4 channels can not activate 
and Ca2+ enters the cell and can induce potentiation of the synapses in this specific area of the 
dendritic tree (Migliore et al. 1999).  This mechanism could account for why the temporal 
relationship of EPSP to action potentials must be within a certain time frame in order for 
spike-timing dependent plasticity to take place.  In fact, when the activation voltage of Kv4 
channels is shifted to more hyperpolarized voltages by blocking channel phosphorylation 
with MAPK inhibitors, induction of long-term potentiation (LTP) is blocked (Watanabe et al. 
2002).  Therefore, not only can Kv4 channels modulate synaptic strengthening, but 
modulation of the channels themselves could be important in setting the threshold for such 
synaptic plasticity.  Activation of PKA and PKC by adrenergic and cholinergic agonists 
results in an increase of b-AP strength (Hoffman and Johnston 1999).  Thus, modulation of 
neurons by other neurotransmitters could change the availability of Kv4 channels and change 
the conditions that lead to synaptic strengthening.   The possibility that a Kv4 channel 
confers these properties to DCN pyramidal cells is enticing.  In this study we hope to provide 
further evidence that Kv4 channels are essential components of pyramidal cell function. 
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1.8 Summary 
 DCN pyramidal cells possess many characteristics that could enable them to use 
precise trains of action potentials to encode the different types of sensory information that 
converge on them.  Since it is already known that these cells can encode some aspects of 
timing information such as sound envelope modulation, it is our purpose to characterize the 
spike timing properties and regulatory mechanisms in DCN pyramidal cells.  In the second 
chapter, we report our findings of spike timing characteristics when pyramidal cells are 
presented with a white noise current stimulus.  Using this same stimulus, we also 
characterized which aspects of the noise current elicit reliable and precise trains of action 
potentials.  HCN and mGluR receptors were also perturbed in order to determine what role, if 
any, these membrane proteins play in determining spike timing behavior. 
Chapter three deals with the role of the transient potassium current in determining 
spike timing and response patterns.  Previous work in our lab has implicated a Kv4 channel 
in spike timing behavior of pyramidal cells.  In this study we use heteropodatoxin-2 and 
dynamic clamp to elucidate how Kv4 might affect pyramidal cell discharge patterns. 
The A-current, not only can alter spike timing characteristics, but it also can confer 
other important characteristics to neurons.  For this purpose, we also investigate the specific 
identity of the potassium channel that gives rise to the A-current in these cells.  The results of 
this study are presented in chapter four. By understanding the role that the A-current plays in 
the spike-timing ability of pyramidal cells, we hope to broaden the understanding of how 
information is encoded and processed by the DCN.   
  
Chapter 2:  Action potential timing precision in dorsal cochlear 
nucleus pyramidal cells 
2.1 Introduction 
Spike timing and average spike rate are both considered elements of the neural code 
that represents information about the sensory environment.  While neurons can communicate 
using average rate (Shadlen and Newsome 1998) precise and reproducible spike timing is 
also frequently observed, raising the likelihood that this firing regime is used to encode 
information (Abeles et al. 1993; Bair and Koch 1996; Beierholm et al. 2001; Berry et al. 
1997; Buonomano 2003; Buracas et al. 1998; de Ruyter van Steveninck et al. 1997; Mainen 
and Sejnowski 1995; Nowak et al. 1997; Reich et al. 1997).  The precision and reliability of 
action potential timing depends upon the membrane time constant, fluctuations in both 
excitatory and inhibitory input, the activation of, and noise from, voltage-gated ion channels, 
and coincident excitation from pre-synaptic neurons (Azouz and Gray 2000; Diesmann et al. 
1999; Dorval and White 2005; Fricker and Miles 2000; Gauck and Jaeger 2003; 2000; 
Grande et al. 2004; Grothe and Sanes 1994; Hausser and Clark 1997; Jaeger and Bower 
1999; Schreiber et al. 2004; Sourdet et al. 2003; Svirskis et al. 2003; Svirskis et al. 2002; 
2004).  Certain neurons in the auditory system have long been known to represent precisely 
timed information about the acoustic environment by phase-locking in their spike trains 
(Rose et al. 1967), and this depends on specific combinations of ion channels and synaptic 
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receptors. However, many other auditory nuclei, such as the dorsal cochlear nucleus (DCN), 
show little high-frequency phase-locking and so have been most extensively characterized in 
terms of mean firing rate.   
Pyramidal cells in the DCN receive auditory information via the auditory nerve, and 
non-auditory information that is relayed through a system of granule cells that give rise to 
parallel fibers, similar to the circuitry found in the cerebellum.  Pyramidal cells integrate 
synaptic input from these excitatory inputs, as well as from at least three types of inhibitory 
interneurons, and pass this processed information on to the inferior colliculus (for review, see 
(Oertel and Young 2004)).  While the DCN has not previously been thought to utilize precise 
spike timing because it exhibits poor phase locking to high-frequency, pure tones (Goldberg 
and Brownell 1973; Rhode and Smith 1986), recent evidence suggests that timing might play 
an important role in information processing.  For example, parallel fiber synapses onto 
pyramidal cells exhibit spike timing dependent plasticity (Tzounopoulos et al. 2004).  The 
EPSP-spike coincidence window for plasticity in the DCN is on the order of 10 msec, which 
is notably smaller than the window reported for other regions of the brain. Furthermore, 
pyramidal cells exhibit sensitivity to temporal information by encoding the envelope of 
amplitude modulated sounds up to a few hundred Hz (Frisina et al. 1994; Joris and Smith 
1998; Kim et al. 1990; Neuert et al. 2005; Zhao and Liang 1995).  Together, these 
observations support the hypothesis that spike timing may be an important code in this 
nucleus.  
Since spike timing may be important in DCN information coding, we sought to 
characterize the ability of pyramidal cells of the DCN to respond to time-varying stimuli with 
reproducible spike trains in vitro, and to identify features of the stimulus that affect spike 
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timing.  Using Gaussian distributed noise current pulses, to simulate fluctuations in synaptic 
drive, we were able to determine if time-varying input improves the reproducibility of spike 
times.  The results indicate that pyramidal cells can fire with good precision in response to 
dynamic stimuli and that firing precision can be affected for several hundred milliseconds by 
brief hyperpolarizations. 
2.2 Materials and Methods 
Slice Preparation. Sprague-Dawley rats, post-natal day 10-14, and 21-24 were deeply 
anesthetized with ketamine (100 mg/kg),-xylazine (10 mg/kg) , decapitated, and the 
brainstem removed.  The brainstem was trimmed to a block of tissue that included the dorsal 
cochlear nucleus.  The block was mounted on agar supports, sliced in the trans-strial plane 
(250µm) (Blackstad et al. 1984), and stored in an incubation chamber for 1-2 hours at 34°C.  
All procedures were performed under protocols approved by the Institutional Animal Care 
and Use Committee of the University of North Carolina.  Slices were transferred to the 
recording chamber, held in place by a net, and perfused with recording solution at 34°C at 3-
5mL/min.   
Solutions.  The dissection and slicing procedure was carried out in a low Ca2+/high Mg2+ 
solution, which contained the following (in mM), 122 NaCl, 3 KCl, 1.25 KH2PO4, 25 
NaHCO3, 20 glucose, 2 myo-inositol, 2 sodium pyruvate, 0.4 ascorbic acid, 0.1 CaCl2, and 
3.7 MgSO4.  The slices were incubated and perfused with the same solution, except 
containing (in mM) 2.5 CaCl2 and 1.2 MgSO4.  Solutions were continuously equilibrated 
with 95%/5% O2/CO2 at 34° to maintain pH at 7.3-7.4, and the osmolarity ranged from 310-
320 mOsm.  Strychnine (2µM) was added to the bath to block glycinergic inhibition in all 
experiments.  In some experiments, ZD7288 (20µM) was used to block hyperpolarizing-
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activated channels (BoSmith et al. 1993).  The electrode solution contained the following (in 
mM), 4 NaCl, 130 potassium gluconate, 0.2 EGTA, 10 HEPES, 2 Mg2ATP, 2Mg2GTP, and 2 
creatine phosphate.  AlexaFluor 488 (Na+ Salt, Molecular Probes, Eugene, OR) was added to 
the electrode solution (0.1 mM) allowing cells to be visualized and characterized 
morphologically.  All chemicals were obtained from Sigma-Aldrich (St. Louis, MO) with the 
exception of ZD7288, which was obtained from Tocris Bioscience (Ellisville, MO).   
Recording.  Electrodes were pulled from 1.5 mm diameter KG-33 glass (Garner Glass, 
Claremont, CA) to a tip diameter of 1-2 µm and a final tip resistance of 2-7 MΩ on a P-2000 
Sutter puller.  The tips were coated with Sylgard 184 (Dow Corning, Midland, MI) to 
decrease pipette capacitance.  The slices were transferred to the recording chamber on a fixed 
stage microscope and visualized with a 40X, 0.75 NA or 63X 0.9 NA water immersion 
objectives using video-enhanced differential interference contrast illumination in infrared 
light.  Pyramidal cells were selected based on shape and visualization of apical and basal 
dendrites at opposite ends of the cell body.  The membrane potential was recorded using 
standard techniques for whole-cell, tight seal recording in slices with a Multiclamp 700A 
amplifier (Molecular Devices, Foster City, CA).  Data acquisition was carried out under 
computer control with custom software program written in Matlab (The Mathworks, Natick, 
MA) using high-speed 12 or 16 bit A-D boards (National Instruments, Austin, TX) with a 
sampling rate of 50 kHz.  All voltages were corrected for a –12 mV electrode-bath junction 
potential during analysis.   
Stimuli.  Different types of stimuli were applied to the pyramidal cells.  The first was a 
rectangular DC current pulse, shaped using cos2 ramps to minimize onset and offset 
transients.  The other was a low-pass (250-1500 Hz) filtered (8-pole Butterworth digital 
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filter) noise current (peak to peak amplitude of 500 pA unless otherwise noted).  The exact 
amplitude and pattern of synaptic input that pyramidal cells receive is currently unknown.  
While some in vivo measurements of membrane fluctuations have been made with sharp 
electrodes, these measurements probably do not accurately reflect the frequency content of 
the membrane potential nor the relevant amplitudes of the fluctuating and steady-state 
components due to the low-pass filtering effect of sharp electrodes (Hancock and Voigt 
2002; Rhode et al. 1983a).  Therefore we chose a Gaussian noise waveform, which 
theoretically includes all possible combinations of current trajectories that might ever be 
experienced.  However, since there is a limited range of parameters in terms of amplitude and 
frequency content that will be experienced under normal conditions, our stimulus waveform 
was selected so as to present an experimentally tractable part of this large parameter space.  
Factors that were considered in determining the stimulus included the low-pass 
filtering effect of the dendrites on the excitatory input that reaches the cell body, and the high 
frequency barrages of both excitatory input from the auditory nerve (>300 Hz) and inhibitory 
input of the vertical cells (>300 Hz).  We would therefore expect to see frequency content in 
the membrane potential that included components at least up to 300 Hz.  Taken together, 
these considerations suggest that an appropriate stimulus to test the cell’s temporal coding 
abilities should include both high and low information. The noise was superimposed on the 
DC pedestal.  The average firing rate of the cell was controlled by adjusting the DC pedestal.  
Experiments examining spike timing used frozen noise in which the same noise token was 
used for 100 consecutive trials.  To determine the spike triggered average of the cells, 
random noise was generated by changing the noise token in each trial for 50 consecutive 
trials.  A simulated IPSP (sIPSP) or simulated EPSP (sEPSP) consisting of a short train of 
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three alpha waves [I(t) = Imax*a*t* exp(-a*t); a=0.1 msec-1], separated by a 15 msec 
interevent interval, was added to the stimulus with a delay of 500 msec, allowing us to 
compare the regularity of firing before and after the sIPSP or sEPSP.  
Analysis. The digitized current and voltage traces were stored in a Matlab file and were then 
analyzed using custom Matlab routines. To calculate the reliability and precision of spike 
timing, we first used a method similar to that of Mainen and Sejnowski (1995).  Peristimulus-
time histograms were constructed by convolving spike times with a Gaussian function 2 
msec wide. Events in the response were defined as peaks in the PSTH where the rate was 
greater than 9 times the mean rate throughout the stimulus.  Reliability was defined as the 
fraction of trials that the neuron fired an action potential within an event.  The precision was 
defined as the standard deviation of the spike times within events.  While this method has 
been used in previous reports involving spike timing, it requires that the investigator choose 
the parameters that are needed to build the histogram and calculate the standard deviation of 
each event.  Often, these assumptions led to spikes that were not binned according to the 
correct event, which in turn led to misleading results.   
 A second approach with fewer assumption about spike timing precision was to 
calculate the coefficient of variation for the population (CV-P) of inter-spike intervals (ISI) 
by the following formula: 
{(µ ISI/σISI)-1}/√N 
where σISI is the standard deviation of the ISI for all spikes in all 100 trials, µISI is the mean of 
all the ISI for all spikes in all 100 trials, and N is the number of trials (Tiesinga and 
Sejnowski 2004).  This formula gives a number that varies between 0 and 1 where 0 denotes 
a Poisson process where there are no reproducible spike patterns, and 1 where the spike times 
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are perfectly reliable and precise.  This method is simple and does not require that the 
investigator decide any parameters needed in the calculation.  However, it does not visually 
show differences in the spike trains. 
A third method used to determine the reproducibility of spike trains, we used the 
shuffled autocorrelogram (SAC) method first described by Joris (Joris 2003; Joris et al. 2006; 
Louage et al. 2004).  For each cell, all non-identical spike trains were paired with each other 
and the forward time intervals between all spikes of each spike train were used to calculate a 
cross correlation of the delay between spike times.  This histogram is referred to as the SAC.  
The SAC was normalized by dividing the number of coincidences in each bin (0.1 msec 
wide) by N(N-1)r2ΔτD, where N is the number of presentations (100), r is the average firing 
rate, Δτ is the choice of bin width and D is the duration of the stimulus (note that the result is 
dimensionless). We then fit the normalized value to a Gaussian function to measure the width 
of the central correlation peak.   The height of the Gaussian at 0 delay, the correlation index, 
(CI; see (Joris et al. 2006)) can then be used to compare the spike timing in response to 
different stimuli.  Since this method is sensitive to changes in mean spike rate during the 
collection of repeated trials, we used a selection criterion to identify stable recording epochs 
for comparison.  The slope of the firing rate as a function of time was calculated.  Any cell 
that had a mean rate that changed by more than 2 spikes per 1-second trial was discarded.  
This selection criterion was specifically used for experiments that compared the CI for 
stimuli that included the sIPSP and the sEPSP.  The SAC method does not require a priori 
knowledge of the correlation structure, and thus provides an objective measure of spike 
timing across trials. 
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 We also calculated the reverse correlation, or spike triggered average (STA) of the 
current waveform that elicited an action potential.  In these experiments we presented the cell 
with 50 independent noise tokens and then computed the STA for spikes whose preceding ISI 
was greater than 25 msec.  Confidence intervals were calculated according to Bryant and 
Segundo (1976).  
 Data analysis was performed with Matlab 7.1 and Igor Pro (5.04). Statistics were 
calculated using both Matlab 7.1 and Prism 3.0 (GraphPad Software, San Diego, CA). All 
numerical data are presented as means ± standard deviation (SD). Statistical tests of 
hypotheses used one or two-sided, paired or unpaired (as appropriate) t-tests. 
2.3 Results 
2.3.1 Responses of Pyramidal Cells to a White Noise Current Injection 
 We first sought to determine whether pyramidal cells of the DCN are capable of 
firing reliable and precise trains of action potentials.  A total of 45 pyramidal cells with a 
mean resting membrane potential of –63.1 ± 4.9 mV and a mean input resistance of 68.2 ± 
38.4 MΩ were identified and recorded for the initial experiments.  All cells showed the 
typical response patterns to depolarizing current pulses including regular, non-adapting trains 
of spikes, pauser and build-up patterns (Manis 1990). Seventeen cells were confirmed to be 
pyramidal cells morphologically. We do not include any cells that show bursting action 
potentials (likely cartwheel cells) in these results.   
 We tested whether cells were sensitive to the temporal structure of the membrane 
potential by comparing responses to a flat depolarizing current pulse with responses to 
stimuli with a superimposed noise.   The DC current was chosen so that the cell fired at 20 ± 
5 Hz.  In response to the DC current (Figure 2.1A), the cells typically respond with a train of 
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action potentials with regular interspike intervals (ISI). The precise timing of spikes varied 
between trials.  One can easily observe this behavior by examining a raster plot of spike 
times (Figure 2.1B).  The precision of the spike times in response to a flat current injected is 
high at the beginning of the spike train, but decreases as the stimulus continues.   
In contrast, when a Gaussian low-pass filtered (500Hz) noise is superimposed on the 
DC pedestal (Figure 2.1D), the cell tends to fire spikes at specific times during the stimulus, 
forming discernable spike time “events” that are visible in the raster plot  (Figure 2.1E).  The 
precision of the spike times from the noise current was high throughout the duration of the 
stimulus.  This is also visible in the raster plot and the PSTH (Figure 2.1 E, F). 
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Figure 2.1 
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Figure 2.1. Spike trains produced by noisy currents show repeatable structure, whereas spike 
trains produced by flat current steps are not repeatable. 
  
A. Raw traces of spike trains resulting from a flat current pulse, showing regular firing.  The 
peak-to-peak current amplitude is 500 pA.  
  
B. Raster plots of spike times over 100 trials for the cell shown in A. Although the cell is 
regular, the spike times are not reproducible with respect to the onset of the stimulus. 
    
C. PSTH showing rate adaptation and weak “chopping” due to discharge regularity. 
    
D. Response of cell in A to the same current pulse with superimposed noise.  The noise for 
each trial was identical. The firing is less regular. 
  
E. Rasterplot, as in B, for noise response. Note that there are discrete events in the firing 
pattern that are reproducible across trials. 
  
F. PSTH for data in E. Clustered spike times produce a PSTH with large moment-to-moment 
changes in rate. PSTH bin width in C and E is 10 msec 
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We first used the same analysis method as Mainen and Sejnowski (1995), to calculate the 
reliability and precision of spike times (see Methods).  Reliability is defined as the fraction of 
times the cell fired a spike during an event and the precision is defined as jitter (standard 
deviation) of the spike times in each event.    Calculation of the reliability and precision from the 
post-stimulus time histogram (PSTH) is shown in Figure 2.2, panels A and B.  Comparing the 
instantaneous rate to a threshold identifies events in the PSTH. The precision (standard deviation 
of spikes within an event) and reliability (probability of a spike occurring within an event) is then 
computed, as shown in the lower plots of Figure 2.2A and B. There is considerable variability in 
these measures through the duration of the stimulus. However, on average, reliability is greater 
and precision is better (smaller) when the cell responds to the noise current than to the flat pulse 
(P<0.0001) (Figure 2.2 C, D). This method of calculation can miss spikes that are part of the 
event since it is necessary to select both the width of the function and the threshold.  The method 
also assumes that the spike times are clustered into discernable, repeatable events across multiple 
trials.  To overcome these limitations, we applied two other methods. First, we calculated CV-P 
(see Methods) of the ISI.  For responses to flat current pulses, CV-P is very close to 0.  In 
contrast, when the noisy current is presented, and the CV-P is higher (P<0.001) (Figure 2.3). 
While the CV-P measure yields a larger difference between the two conditions, it fails to reflect 
the precision of firing. 
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Figure 2.2 
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Figure 2.2  Measurement of spike timing reliability and precision using the Mainen Sejnowski 
(1995) method.  
A,B-Calculation of reliability and precision in the same cell as figure 1 for flat (A) and noisy (B) 
current.  The bottom panels show the PSTH (at 0.1 msec bin width) convolved with a Gaussian 
function with σ=2 msec; spike rate given in spikes/second. The middle panels show the 
reliability value for each event. Reliability decreases over time in response to the flat current 
pulse, but can continue to be good for the noisy current. The top panels show calculation of spike 
timing precision (standard deviation of spike times) for each event. Note that the firing is less 
precise (larger precision index) for the flat current pulse (Ab as compared to Bb). 
  
C,D Pooled data from 45 cells for reliability (C) and precision calculations (D).  Reliability and 
precision are significantly different between flat and noisy current pulses (P<0.001, paired t-test, 
N = 45, reliability mean difference = -0.18; precision mean difference 1.16).  
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Figure 2.3 
 
 
Figure 2.3  Comparison of CV-P for noise and flat current pulses. CV-P is significantly lower 
for flat versus noisy currents.  (P<0.001, paired t-test, N = 45, mean difference=0.30).  
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We therefore applied a third method, the SAC.  The SAC makes no assumptions about 
event times or widths. Instead the SAC shows the delay in spike times between pairs of different 
trials from the same cell.  The SAC uses the difference in spike times between pairs of different 
trials from the same cell to reveal repeatable temporal structure in the spike train.  In response to 
the flat current pulse, the spike delays are spread out broadly, and have a mean value of 1 (Figure 
2.4A).  This flat SAC indicates that there is no repeated spike timing structure across trials.  
However, in response to the noisy current, the delays between spike times in different trials are 
frequently small, and the SAC shows a large peak around zero delay.  The peak can be 
reasonably fit with a Gaussian function (shown by the line in Figure 2.4A).  Across the 
population of cells, noisy current pulses elicit higher central peaks than flat currents (Figure 
2.4B).  While our recordings were done in P10-P14 animals, the same result was seen in 5 cells 
from P20-P24 animals where the peripheral auditory system is fully developed (P<0.01, mean 
difference of CI between each pair=12.07).   
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Figure 2.4 
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Figure 2.4  Measurement of spike timing across trials using the shuffled autocorrelation method. 
 
A  SAC for the same cell as in figure 1 and 2.  The open squares denote the delay times for flat 
currents, and the filled circles denote delay times for the noisy currents.  Gaussian fits are shown 
as lines.  The abcissa is on a log scale to emphasize the correlation for delays less than 1 msec. A 
value of 1 is expected for a random process, or spike timing that is uncorrelated across trials. 
  
B Pooled data comparing CI for 45 cells.  The noisy CI is significantly larger than the flat CI 
(P<0.001, paired t-test; mean difference=13.0). 
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2.3.2 Sensitivity of SAC to Spectral Structure of the Noise Input 
Pyramidal cells of the DCN have been shown to phase lock to auditory input at low 
frequencies, and they can encode the frequency and amplitude modulation of acoustic stimuli 
up to about 500 Hz (Frisina et al. 1994; Kim et al. 1990; Rhode and Greenberg 1994; Zhao 
and Liang 1995).  These observations led us to investigate how the frequency content of the 
noise current stimulus affected the ability of the pyramidal cells to fire in a repeatable 
manner. We varied the low-pass cutoff between 250 to 1750 Hz.  Varying the noise spectrum 
did not alter the ability of the cells to respond reliably to the noise (Figure 2.5); although the 
CI values were variable across cells, there was little evidence for any frequency-dependence.  
Consequently, we choose to use a low-pass filter frequency of 500 Hz for our subsequent 
analyses. 
2.3.3 Dependence of CI on Firing Rate 
 It is expected that the reliability might depend on the mean firing rate of a cell. At 
high firing rates, spike generation is dominated by intrinsic conductances, whereas at low 
rates, the variability of the membrane potential due to synaptic input or noise is expected to 
play a larger role. We thus calculated the CI for pyramidal cells firing at low, medium and 
high rates to a noisy current.  The firing rate was manipulated by increasing the DC pedestal 
on which the noise is superimposed, without increasing the amplitude of the noise itself.  In 
general, the faster the average firing rate, the weaker the correlation between spike times 
across trials with the same stimulus presented (Figure 2.6A,B). However, note that the 
precision of spike timing does not change (Figure 2.6B). 
     As the DC pedestal is changed, the coefficient of variation of the stimulus (CVs, 
measured as the variance divided by the mean amplitude of the stimulus) decreases, and thus 
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co-varies with increasing firing rate.  A smaller CVs could, in part, account for the decrease 
in reproducibility of the spike trains, since the temporally changing component of the 
stimulus becomes small relative to the average depolarization.  We evaluated the relation 
between CVs and the CI (Figure 2.6C). There is a weak, but significant, positive correlation 
between CVs and CI (P<0.005, R=0.341, df=63).  To investigate this further, we divided the 
trials into 3 groups based on the CV of the stimulus, (low, 0.18≤CVs<0.28; intermediate, 
0.28≤CVs<0.38; high, CVs, ≥0.38) and plotted spike rate against CI for each group (Figure 
2.6D).  Rate was negatively correlated with CI for the intermediate and high CV groups 
(intermediate:  R=-0.476, P=0.017, df=22; high:  R=-0.502, P=0.039, df=17), but CI was 
relatively independent of rate for the low CV group (R=0.156, P=0.52, df=19).  Thus, while 
decreasing the CVs accounts for part of the decrease in reliability with increasing rate, 
increasing the rate still results in lower numbers of spike times with small delays in the SAC.  
Even at the higher rates, spike times are determined by the fluctuations in the noise, since the 
CI values are all well above 1 (Figure 2.6D), whereas the CI for flat current pulses is not 
different from 1. This indicates that, at least for rates up to 100 Hz, the intrinsic mechanisms 
do not completely govern the spike times. 
 Since increasing the average firing rate leads to a decreased CI, we next investigated 
whether increasing the amplitude of the noise improved spike timing reproducibility.  Frozen 
noise tokens with different amplitude, but the same DC pedestal, were presented to the cells 
for 50 trials (Figure 2.7A-C).  In four out of 5 cells, increasing the noise amplitude results in 
increased CI of spike times (Figure 2.7D, E).  Since the CVs increases when the amplitude of 
the noise component is increased, the time-varying component of the stimulus drives the cell 
most strongly, and the cell fires in response to the stronger stimulus fluctuations.  
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 Figure 2.5 
 
Figure 2.5  The frequency content of the noisy current does not affect the ability of the cells 
to fire precisely. 
  
A, B CI is plotted as a function of the cutoff frequency of a low-pass filter applied to the 
noise stimulus.   Each line represents a separate cell (N=10; cell in B is  on a different 
ordinate scale).  
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Figure 2.6 
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Figure 2.6  Mean firing rate affects spike timing and reliability. 
   
A.  Raster plots are shown for a single cell firing at different rates (upper plot is 9.8 
spikes/second, middle plot is 16.6 spikes/second, lower plot is 25.4 spikes/second).  
 
B. SACs computed from data in A.  Filled circles denote delays for low rate, filled squares 
denote medium rate, and triangles denote high rate.  The SACs are fitted by a Gaussian 
function, as in Figure 4.  
  
C.  Scatterplot of CI with the stimulus variance, CVs , for 26 cells driven at different rates.  
The CI and CVs are  positively correlated.  
 
D Scatterplot of CI and spike rate, grouped by CVs.  Low (gray circles); intermediate, (black 
squares); high, (open circles).  The correlation between CI and spike rate was significant for 
cells where the CVs was at high or intermediate ranges  (R=0.2513, P<0.05 for high; 
R=0.1838, P<0.05 for intermediate). 
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Figure 2.7 
 
 
 
Figure 2.7  Increasing the noise amplitude increases spike timing precision.  
  
A-C Traces from 5 consecutive trials, overlaid to show spikes elicited in response to a noise 
stimulus with low (A), middle (B), or high (C) amplitude. All data from the same cell.  
 
D  Increasing the noise amplitude increases the CI. Each line is a separate cell.  
   
E  The gray box near the origin in D is expanded to show increases with small amounts of 
noise. Dashed line, CI = 1.   
 
 
 
 
67 
2.3.4 Spike Triggered Averages 
 So far, we have shown that pyramidal cells can respond to time-varying input with 
reliable and precisely timed spikes. In part, the cells are responding to specific patterns of 
energy in the stimulus.  To identify the time courses of the stimulus events driving the cells, 
we computed spike-triggered averages by averaging the mean current injected before and 
after spikes, aligned on spike threshold crossings.   
 A comparison of STAs is shown in Figure 2.8 for one cell presented with noise low-
pass filtered at 250 Hz (thick line), and noise low-pass filtered at 500 Hz (thin line).  The two 
sets of dashed lines show 95% confidence limits for the two sets of noisy current injections.  
STAs to flat current pulses had no significant deviations from the baseline current (not 
shown).  However, the STA to both the 250 Hz noise and the 500 Hz low-pass filtered noise 
reveals a broad negative (hyperpolarizing) followed by a sharp positive (depolarizing) 
current.  The main difference between responses to the two different spectra is that the 
depolarizing current is not as strong or as sharp when the stimulus is filtered at 250 Hz 
(Figure 2.8A).  The hyperpolarizing current is small, but lasts for 10 msec, whereas the 
depolarizing current is large and lasts for only ~3 msec.  There is little difference in the rising 
slope or shape of the action potentials that result from the different input currents (Figure 
2.8B).  In most cases, it seems that the cells prefer to be slightly hyperpolarized before a 
depolarizing current can produce an action potential. 
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Figure 2.8 
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Figure 2.8 Typical spike triggered average. 
   
A The spike triggered average current before and during an action potential is shown for flat 
current (dots, barely visible), and noisy currents filtered at 250 Hz (thick line), or 500 Hz 
(thin line). Calculated 95%-5% confidence intervals are shown as dashed lines.  The vertical 
dashed line corresponds to the peak of the action potential. 
  
B  Action potential shape for flat, 250 Hz, and 500 Hz low-pass filtered noise.  There is little 
variation in action potential shape. The inset shows the small variations in membrane 
potential leading up to the action potential around threshold.  Inset calibration is in ms and 
mV. 
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2.3.5 Perturbations in the Stimulus Alter Spike Timing 
 Inhibition is a critical element of sensory coding in the DCN (Oertel and Young 
2004).  DCN pyramidal cells receive inhibitory input from at least three different types of 
interneurons:  vertical cells, cartwheel cells and stellate cells. We therefore asked how a 
simulated IPSP (sIPSP) placed in the middle of the noise stimulus would affect spike timing.  
We hypothesized that superimposing a sIPSP might increase reliability and precision of 
subsequent action potentials because the STA suggests that these cells prefer to fire when a 
small hyperpolarizing current precedes a depolarizing current.  A sIPSP, consisting of a rapid 
triplet of alpha waves, was superimposed on the Gaussian noise current 500 msec after the 
onset of the stimulus (Figure 2.9A,B).  We then compare the SACs after the sIPSP. 
The SACs revealed that the spike times were more highly correlated after the sIPSP 
(Figure 2.9C).  However, the sIPSP briefly hyperpolarizes the cells, and prevents the noise 
current from triggering action potentials.  After the sIPSP, the first spike is more precise and 
reliable. The effect continues for at least 300 msec (Figure 2.9B). Summary data for 28 cells 
is shown in Figure 2.9D-E. For the last 500 msec of the stimulus, the CI is higher when the 
stimuli contain a sIPSP.  The CI of spike times that occur before the sIPSP is similar to that 
under control conditions indicating that the sIPSP is not affecting the CI at these times.  The 
difference in the CI after a sIPSP is highly significant (P<0.001; N=31, paired t-test). In order 
to determine approximately how long the sIPSP affected the spike times, we compared the 
CI’s of smaller time intervals using a sliding time scale of 100 msec (Figure 2.9E).  In the 
five 100 msec time intervals prior to the sIPSP, there is no difference in CI.  However, the CI 
of the 100 msec interval that includes the spikes from the 450 msec time point to the 550 
msec time point (point a in figure 2.9E) was significantly higher compared to the same time 
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interval without an sIPSP (P=0.0003, df=25, mean difference=-2.088).  The effect continued 
for the next two 100 msec intervals (see points b and c, Figure 2.9E).  The CI’s for the 550-
650 msec interval and 650-750 msec interval were both higher when an sIPSP was present in 
the stimulus compared to when there was no sIPSP, although the effect was not as 
pronounced as the 450-550 msec interval (b. P=0.022, DF=32, mean difference=-0.404, c. 
P=0.0104, DF=32, mean difference=-0.204). 
Following the sIPSP, the increase in synchrony could result from the 
hyperpolarization of the membrane potential, or from any perturbation.  We tested the second 
idea by presenting the frozen noise stimuli superimposed with a sEPSP (Figure 2.10A).  The 
sEPSP produced a brief increase in spike rate, followed by a small hyperpolarization and a 
delay to the next spike. Spike timing following the sEPSP is more reliable and precise than it 
would have been without the sEPSP (Figure 2.10B,C), although the increase in CI is not as 
pronounced with the sEPSP as with the sIPSP (P<0.05, N=10, paired t-test). Therefore, we 
conclude that a sEPSP is not as effective as a sIPSP in improving the spike timing.  In 
conclusion, small perturbations of the membrane potential, such as a sIPSP, can affect the CI 
for several hundred msec, and it is most likely that the membrane hyperpolarization engages 
additional mechanisms that affect subsequent spike timing. 
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Figure 2.9 
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Figure 2.9  A brief hyperpolarization (simulated IPSP) can improve subsequent spike timing.  
 
A,B Single traces and raster plots for spike trains from a single cell when presented with a 
noise pulse that either did not  (A) or did  (B) include a sIPSP 500 msec after the start of the 
pulse.  Scale bars: Voltage, 20mV and 100 msec; Current, 200 pA and 100 msec.   
 
C  SAC computed for spike times during the last 500 msec of the stimulus.  Delay values for 
spike times when the stimulus included a sIPSP are shown by the filled circles.  Delay values 
for spike times when the stimulus did not contain a sIPSP are shown in open squares.  The 
points have been fit with Gaussians (lines). The sIPSP increases spike reliability.  
 
D Summary of group data of CI with and without a sIPSP.  Pre-IPSP denotes the spike 
comparison of CI before 2.9E).  In the five 100 msec time intervals prior to the sIPSP, times 
that occurred in the first 500 msec of the stimulus.  Post-sIPSP denotes the spike times that 
occurred in the last 500 msec of the stimulus.  CI was significantly greater for spike times 
that occurred after a sIPSP was imposed upon the stimulus (P<0.001, N = 31, paired t-test).  
 
E  CI calculated with a sliding 100-msec time window shows that the largest change occurs 
in the first 100 msec after an sIPSP (point a), but the CI is still significantly elevated (P 
<0.001, N = 31, paired t-test) out to 300 msec after the sIPSP (b,c).   
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Figure 2.10 
 
Figure 2.10 Depolarizing events, such as a simulated sEPSP, can also improve spike timing.   
 
A Raw voltage and current traces for a cell stimulated with an sEPSP at 500 msec lateny.   
 
B  Raster plot of spikes for the same cell as in A, where the stimulus contained an sEPSP.  
 
C  Group data shows that the CI of spike times increased. 
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2.3.6 Population coding 
 The data shown so far suggest that individual cells can respond with repeatable 
patterns of activity in response to a frozen stimulus waveform. However, temporal coding 
also requires the coordinated activity of many neurons at the same time, for example. Since 
each neuron has different intrinsic excitability due to the differences in the voltage-
dependence and density of their ion channels (for example, see (Kanold and Manis 2001; 
2005b)), such a temporal code might not be effectively retained across a population of cells 
receiving similar inputs. To investigate whether synchronous firing can be generated by a 
common stimulus to a population of cells, we computed the SAC, as a measure of synchrony, 
across a population of 15 cells collected in 6 independent experiments over a 2-month period, 
where the same noise token was used for each cell. Such a calculation provides an estimate 
of the coherent firing that is available across the population of cells. On average, the frozen 
noise generated a population SAC with a similar shape to that seen in individual cells (Figure 
2.11A). The synchrony was good (CI= 4) and the timing of correlated spikes had a half-width 
of 0.84 msec. The amplitude of the central peak was smaller than for individual cells, 
indicating that fewer spikes were correlated between cells than within a single cell. A small 
secondary peak with a 2-msec half-width also appeared (arrow in Figure 2.11A), suggesting 
that the spike timing across the population was not quite as temporally precise as in 
individual cells (Fellous et al. 2004; Reinagel and Reid 2002). The flat current pulse did not 
result in an elevated central SAC peak, in spite of the regular discharge of all cells. The SAC 
had the same shape and amplitude even in single trials (Figure 2.11B), raising the possibility 
that the synchronized firing could convey information about the stimulus with good temporal 
precision during a single stimulus. 
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 We next examined the synchronization between individual cells by calculating the 
cross-correlation of spike trains. The peak correlations for both noisy and flat current stimuli 
are summarized across the 105 possible pair-wise comparisons for the 15 cells in this 
population in Figure 2.11C. Flat pulses (black line) result in low peak correlation rates that 
are not significantly different from those obtained with noisy stimuli when one of the spike 
trains is shuffled to remove temporal correlations (not shown). The noise correlations 
however show a broad distribution: some cell pairs exhibit relatively high correlations, 
whereas other pairs show little correlation. Overall, however, the correlated firing rate is at 
least 2.7 times higher with the noise than with flat pulses.  The correlated rate with flat pulses 
is probably lower than what we estimate, since we chose the maximum correlation value, 
which is influenced by the statistical variation in the cross-correlation function due to the 
finite number of spikes available for the computation. Thus, common features in the stimulus 
can lead to correlated firing among different cells, and the correlations occur in a time 
window about 2 msec wide.  
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Figure 2.11 
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Figure 2.11  Different cells can synchronize to common features in the stimulus. The SAC 
was computed across a population of 15 cells recorded from 6 separate preparations in 
response to the same frozen noise stimulus (Gaussian noise, low-pass filtered at 500 Hz).  
 
A  A central mound is evident in response to the noise stimulus, indicating that the average 
rate increases by about four-fold in response to suprathreshold inputs. Note the narrow 
central peak (half-width, 0.84 msec). Flat current pulses, despite generating regular firing, do 
not lead to synchronized activity (open squares). Solid lines are fits of a Gaussian function to 
the data. Average of 100 trials.  
 
B  SAC for a single 1-second trial shows a similar shape to the average, indicating detectable 
synchrony in a single trial.  
 
C  Summary of the peak cross-correlation rates across the 105 possible pair-wise 
combinations for the 15 cells analyzed in A and B. The black histogram shows the peak 
correlation rates for flat stimuli; these are not significantly different than the average firing 
rates of the cell pairs. The red histogram shows the peak correlation rates for noisy stimuli. 
Arrows indicate the mean rates for the two histograms. The mean correlation rate for noisy 
stimuli is 2.7 times the flat rate. 
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2.3.7 Pharmacological manipulations of Spike Timing  
Pyramidal cells express a hyperpolarization-activated current (Pal et al. 2003).  
ZD7288 specifically blocks the HCN channels that give rise to Ih (BoSmith et al. 1993).  
When we block Ih, the resting membrane potential hyperpolarizes, making it difficult to 
match the conditions of the noise current pulse before and after drug administration. In 
addition, the DC pedestal of the stimulus had to be increased to match the firing rates 
between the control and drug conditions.  In only a few cells were we able to satisfy both 
requirements (N=5). In these cells, there was no clear effect of blocking Ih on either the spike 
times for the entire stimulus, or the spike times after a sIPSP (Figure 2.12).  Thus, blocking 
the hyperpolarizing activated current does not seem to have an effect on spike timing in 
response to a noise pulse or after a sIPSP.  
 It has been reported that metabotropic glutamate receptors regulate intrinsic 
excitability and spike timing (Sourdet et al. 2003).  Since DCN pyramidal cells express 
metabotropic glutamate receptors, we used ACPD to stimulate metabotropic glutamate 
receptors and then measured the reliability of the spike times according to the Mainen and 
Sejnowski method.  There was no consistent change in the reliability of spike times after 
ACPD administration (Figure 2.13).  Since ACPD did not change reliability, we did not 
further investigate the effect of metabotropic glutamate receptor stimulation on spike timing.  
We did not analyze these data with the SAC method. 
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Figure 2.12 
 
Figure 2.12  Blocking HCN channels with ZD7288 does not change the timing behavior of 
spikes.   
 
A  Plot showing average firing rates for cells when presented with noise current in the 
presence and absence of ZD7288.   
 
B  Plot showing CI of spike times in presence and absence of ZD7288 for the entire 1 second 
noise stimulus.   
 
C CI of spike times for the last 500 msec of the stimulus that contained a sIPSP in the 
presence and absence of ZD7288.  None of the results were significant.  (N=5). 
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Figure 2.13 
 
 
Figure 2.13  Stimulating metabotropic glutamate receptors with ACPD does not alter spike 
timing reliability.  The reliability of spike times in the presence and absence of ACPD with a 
paired t-test and were not statistically different. 
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2.4 Discussion 
 We have shown that DCN pyramidal cells in vitro can respond to time-varying 
stimuli with reliable and precise trains of action potentials. The SAC (Joris 2003; Joris et al. 
2006; Louage et al. 2004; Pal et al. 2003), a method that is free of assumptions regarding the 
timing of spikes in relationship to stimulus events, reveals that pyramidal cells can reliably 
report temporal events in a stimulus with millisecond precision. Precise spike timing can 
even be seen across a population of cells with different intrinsic properties. Characteristics of 
the stimulus such as amplitude and variability alter the reliability of the output spike train, 
whereas the degree of low-pass filtering does not affect the reliability. Longer 
hyperpolarizing events, such as a sIPSP embedded in the stimulus, can increase the reliability 
and precision of firing for up to 300 msec.  Blocking Ih currents and stimulating metabotropic 
glutamate receptors do not consistently change spike-timing characteristics in pyramidal 
cells.   
2.4.1 General Characteristics of DCN Pyramidal Cells in Response to Noise 
 Many neurons in the auditory system are known for their ability to fire action 
potentials that occur in a precise temporal relationship to the stimulus (Carr et al. 2001; 
Oertel 1999; Trussell 1999).  Such cells may fire on repeated portions of the waveform with 
a standard deviation on the order of 115 µsec (corresponding to a phase-locking vector 
strength of 0.8 at 1 kHz); these cells have specialized AMPA receptor subunit and synaptic 
configurations, and express low-voltage activated potassium conductances. Such 
specializations are not present in DCN pyramidal cells (Hirsch and Oertel 1988a; Kanold and 
Manis 1999; Manis 1990; Zhang and Oertel 1994), so it expected that DCN cells respond 
similarly to other “generic” neuronal types when presented with time-varying input that 
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resembles synaptic input (de Ruyter van Steveninck et al. 1997; Mainen and Sejnowski 1995; 
Nowak et al. 1997). Nonetheless, the STA current waveform in the DCN was the relatively 
short time scale as compared to cortical neurons.  The spike-triggered average current 
waveform consisted of a small slow hyperpolarizing current followed by a rapidly rising 
depolarizing current as in other cells. However, in other cells the hyperpolarizing and fast 
depolarizing phases of the current have been reported to last tens of milliseconds (Mainen 
and Sejnowski 1995). In DCN pyramidal cells the hyperpolarizing phase lasted about 10 
msec, and the depolarization on average had a half-width of 3 msec. This suggests that DCN 
pyramidal cells integrate synaptic conductances on a relatively short time scale. The sharp 
depolarization most effectively enables the cell to reach threshold, because the spike 
threshold is inversely proportional to the slope of the input current (Azouz and Gray 2000).  
Thus, fast events in the stimulus not only lead to sharp membrane depolarizations, but also 
decrease the threshold resulting in an increased probability of firing a spike.  The brief 
hyperpolarizing current may help prime the spike generating mechanism by de-inactivating 
Na+ channels and by reducing the resting K+ conductance, which together increase the 
probability of generating an action potential (Svirskis et al. 2002; 2004). Pyramidal cells thus 
appear to integrate their inputs on a time scale that is in between that of the specialized 
auditory neurons that show high-frequency phase locking, and the slower neurons of the 
forebrain.  
When we increased the variance in the stimulus (increased CVs,), spike times became 
more reproducible.  The higher amplitudes of the time-varying component increase the 
magnitude of depolarizing currents.  The faster and larger membrane depolarizations permit 
less time for intrinsic conductances of the cell to oppose the depolarization, and less time for 
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Na+ channels to inactivate.  These two features lead to a lower spike threshold and higher 
reliability and precision (Hunter and Milton 2003). 
The variance of the synaptic input to DCN pyramidal cells in vivo has not been 
measured. However, even small variations in the input current can evoke reliable spike trains 
when the stimulus frequency resonates with the intrinsic cell membrane oscillations or with a 
characteristic firing frequency (Fellous et al. 2001; Haas and White 2002; Hunter et al. 
1998). DCN pyramidal cells exhibit subthreshold oscillations that range in frequency from 40 
to 100 Hz (Manis et al. 2003).  While we did not explore small amplitude stimuli that 
specifically incorporated enhanced energy within this frequency range, it is possible that 
these cells could increase their firing reliability when the input resonates with membrane 
dynamics. We also found that small increases in noise amplitude resulted in increases in the 
number of spikes that were tightly correlated across trials. 
 We compared neurons that fired at the same average rates to determine if pyramidal 
cells fire more reliable trains of action potentials in response to temporally changing input.  
While pyramidal cells have been reported to phase lock in vivo to low-frequency input, at 
higher frequencies this phenomenon disappears (Rhode and Smith 1986).  In addition others 
have reported that DCN cells phase lock poorly to synchronized repetitive stimulation of the 
ANFs (Babalian et al. 2003).  As the firing rate of a neuron increases, the ISI is less 
influenced by transient changes in membrane potential and is controlled to a greater extent by 
the ionic conductances that regulate the refractory period. Consistent with this, when cells 
were sorted according to the stimulus CVs, the precision of spike times decreased with 
increasing rate. However, the peak rate of the SAC, regardless of CVs and rate, is very high 
compared to stimuli that contain no temporal structure. The CI of the ANF SACs runs in the 
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range 2-10, even for stimuli that produce strong phase locking (Louage et al. 2004); the 
temporal coding in DCN cells can easily achieve this same range though with less precision.  
While reliability and precision does decrease with increasing firing rate, the rates must be 
well above 100 Hz before the contribution of input current fluctuations ceases to be evident 
in the spike timing.   
2.4.2 Inhibition and Spike Timing in the DCN 
 Inhibition’s effect on spike timing has received immense attention in recent years.  In 
both the cerebellum and the medial superior olive, inhibition masks integrated, sub-threshold 
input which results in the cell failing to fire when the input is weak; instead the cell only 
responds to stronger, coincident synaptic events that elicit more reliable spikes (Gauck and 
Jaeger 2000; Grothe and Sanes 1994).  Inhibition also leads to a delay in spike times in the 
cerebellum and DCN (Hausser and Clark 1997; Kanold and Manis 2005a), while it shortens 
the membrane time constant and increases the membrane conductance. Consequently, non-
synchronous EPSPs become smaller and briefer, allowing the neuron to act as a more precise 
coincidence detector (Grande et al. 2004; Jaeger and Bower 1999).  The DCN contains at 
least three types of inhibitory interneurons that share excitatory input with pyramidal cells 
(Golding and Oertel 1997; Hackney et al. 1990; Oertel and Young 2004).  These interneurons 
can strongly inhibit pyramidal cells in conjunction with activity in ANFs and parallel fibers.  
Since inhibition is prominent in this nucleus, we imposed a sIPSP to mimic the inhibitory 
input from the bursting cartwheel cells.  This perturbation transiently silenced the cell firing, 
but resulted in an increased precision of spike timing when the cell resumed activity.  The 
hyperpolarization from the sIPSP most likely perturbs the state of the cell’s intrinsic 
conductances, such as sodium channels and transient potassium currents, and puts the cell 
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membrane into a regime where it is can reliably fire at the next sharp depolarization.  
Cartwheel cells and stellate cells, both of which receive input from parallel fibers, could 
provide synchronized inhibitory input to pyramidal cells after they are excited by the parallel 
fibers.  This inhibition might prevent pyramidal cells from firing imprecisely-timed spikes to 
small depolarizing events after the initial excitation from the parallel fibers.  This inhibition 
could also deinactivate membrane conductances so that the cells would be prepared to fire at 
the next sharp depolarization.  In the next chapter we show that a rapidly-inactivating 
potassium conductance affects the timing precision of the first spike after the sIPSP (see 
Chapter 3). 
2.4.3 Population coding 
A surprising result was that correlated spike times could be measured in a population 
of cells from different animals and slices, in response to the same stimulus (Fellous et al. 
2004; Reinagel and Reid 2002). This suggests that a population of pyramidal cells could use 
a timing-based, population-coding scheme to represent auditory information (Hausser and 
Clark 1997; Kanold and Manis 2005a). This hypothesis depends on two principal 
assumptions. First it is assumed that the firing of individual auditory nerve fibers that connect 
to a group of pyramidal cells shows stimulus-dependent correlations in their firing. Indirect 
evidence suggests that this is the case, even for high-CF auditory nerve fibers. Responses to 
repeated stimuli in individual fibers show a significant central peak in their SAC (Louage et 
al. 2004). In addition, these correlations need to be detected by the pyramidal cells, and the 
presence of stimulus-dependent central mounds in the cross-correlations of pyramidal cells 
suggests that this may occur (Voigt and Young 1988). Second, this hypothesis assumes that 
the pyramidal cells receiving common inputs converge onto individual neurons in the inferior 
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colliculus in a way that allows the collicular neurons to respond to the correlations in the 
input; this assumption is necessary for correlated synaptic events across the cell population to 
be detected and operated on. The convergence patterns between pyramidal cells and their 
collicular targets are presently not well understood.  
Recent studies have demonstrated the existence of long-term synaptic plasticity 
between parallel fibers and two target neurons in the DCN, the pyramidal and the cartwheel 
cells (Fujino and Oertel 2003; Tzounopoulos et al. 2004).  The timing-dependence of this 
plasticity is relatively precise:  in the pyramidal cells the window is less than 20 milliseconds 
wide and in cartwheel cells it is less than 5 msec wide. Such a narrow window demands that 
the firing of the postsynaptic cells to fluctuating synaptic inputs also be temporally precise, 
and implies that precise spike timing is an integral part of information processing in the 
DCN, at least as it relates to long-term synaptic plasticity. Our results also demonstrate that 
precise spike timing can occur in response to dynamic stimulation, and that interactions 
between inhibition, potassium conductances, and other conductances regulating intrinsic cell 
excitability can modulate the precision of spike timing over hundreds of milliseconds.  
 
 
 
 
 
 
 
 
 
 
  
 
 
Chapter 3: A Member of the Shal Potassium Channel Family 
Controls the Timing of Action Potentials after Inhibitory Events in 
DCN Pyramidal Cells 
3.1 Introduction 
 How central neurons process and encode information depends upon a dynamic 
interaction of synaptic inputs and intrinsic voltage-gated conductances. Of the many different 
kinds of ion channels, transient potassium currents (IA) have been shown to shape spike 
patterns in response to synaptic input of neurons, by regulating dendritic integration as well 
as spike initiation and latency.  The channels that give rise to these currents are characterized 
by their rapid activation at sub-threshold voltages, and rapid inactivation that is removed only 
by hyperpolarizing inputs (for review see Birnbaum, et al, 2004).  Activation of IA can affect 
many aspects of neuronal physiology including action potential width, action potential 
frequency, the spread of synaptic depolarization, synaptic plasticity, and action potential 
repolarization (Cai et al. 2004; Hoffman and Johnston 1999; Hoffman et al. 1997; Kim et al. 
2005; Liss et al. 2001; Watanabe et al. 2002). Ion channel proteins that give rise to IA 
currents are the Kv1.4 channel, Kv3.4 channel, and the entire Kv4 family of channels 
(Birnbaum et al. 2004). 
Transient potassium channels have been suggested to play an important role in 
determining the sensory response patterns of neurons in the dorsal cochlear nucleus (DCN). 
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Pyramidal cells of the dorsal cochlear nucleus (DCN) receive both auditory information via 
the auditory nerve and non-auditory information through a system of granule cells (for 
review see Oertel and Young, 2004).  This synaptic input, especially inhibitory input, 
determines which intrinsic voltage gated-conductances are recruited enabling them to shape 
pyramidal cell output. Response patterns of pyramidal cells differ remarkably from response 
patterns of the auditory nerve.  While auditory nerve fibers respond to pure tone stimuli with 
a increase in firing rate that adapts during a sustained tone (Godfrey et al. 1975; Pfeiffer 
1966; Rhode and Smith 1986; Rhode et al. 1983b), pyramidal cells often respond to tones 
with a “build-up” pattern characterized by a long latency to the first spike, or a “pauser” 
pattern characterized by a long first interspike interval.  While these response patterns are in 
part the result of synaptic interactions (Voigt and Young 1980), both patterns also can be 
elicited with simple current injection in pyramidal cells in a slice preparation when synaptic 
input is blocked (Manis 1990).  Thus, intrinsic properties of these cells shape their responses 
to synaptic inputs. 
 DCN pyramidal cells contain two transient potassium conductances (a fast, IAf and a 
slow, IAs) (Kanold and Manis 1999), that could be responsible for the different discharge 
patterns, as suggested by computational models .(Hewitt and Meddis 1995; Kanold and 
Manis 2001; 1999; Kim et al. 1994; Kim et al. 2005; Manis 1990).  In addition, the voltage 
dependence of discharge patterns in in vivo preparations also supports the importance of IA in 
shaping responses of pyramidal cells (Hancock and Voigt 2002) However, the identity of the 
channels underlying these conductances is not known. Of those channels that give rise to a 
transient current, Kv4.2, Kv4.3, and Kv1.4 are expressed in the DCN (Fitzakerley et al. 2000; 
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Serodio and Rudy 1998).  Not only does IA potentially affect the pattern of spiking, but it can 
also affect the timing of spikes in relation to inhibition.  When small hyperpolarizations 
resembling IPSPs are presented to a pyramidal cell, the timing of the first spike following 
such hyperpolarizations is altered in model pyramidal cells (Kanold and Manis 2005a).  With 
this interaction of small hyperpolarizing currents and IA, cells can encode a memory of 
inhibition since spikes following IPSPs are delayed. Because transient potassium 
conductances appear to shape the observed output pattern of pyramidal cells, it is important 
to understand the precise role of IA in pyramidal cells information processing.  
 In this study, we sought to determine whether blocking IA produces the same effect in 
pyramidal cells in a slice preparation as suggested by the pyramidal cell models.  We used 
recombinant heteropodatoxin-2 (rHpTx-2), a peptide toxin that specifically blocks Kv4 
channels, which give rise to rapidly inactivating transient potassium currents. RHptx-2 was 
effective at blocking the transient potassium current (both fast and slow components) in 
outside-out patches pulled from the somata of pyramidal cells.  In addition, in current clamp 
recordings, it also shortened first spike latency (FSL) in pyramidal cells that were given a 
hyperpolarizing pre-pulse followed by a depolarizing current step.  Subtracting the IAf  from 
pyramidal cells with dynamic clamp gave similar results to blocking the currents with the 
toxin, and rescue of IAf with dynamic clamp after blocking the transient currents with 
rHpTx2, suggest that the fast component of the transient current is both necessary and 
sufficient to produce the voltage dependent discharge patterns.  These results also suggest 
that either Kv4.2 or 4.3 is the channel responsible for this current in these cells.  
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3.2 Materials and Methods 
Slice Preparation.  Sprague-Dawley rats, postnatal day 10-14 were deeply anesthetized with 
ketamine (100 mg/kg),-xylazine (10 mg/kg).  Following decapitation the brainstem was 
removed and trimmed to a block of tissue that included the DCN.  The block was mounted on 
agar supports, sliced in the trans-strial plane (250 µm) (Blackstad et al. 1984), and stored in 
an incubation chamber for 1-2 hours at 34° C.  All experiments were carried out under 
protocols approved by the Institutional Animal Care and Use Committed of the University of 
North Carolina.  Slices were transferred to the recording chamber and held in place by a net.  
The recording solution was perfused at 3-5 mL/ min at 34°C.   
Solutions.  The dissection and slicing procedure was carried out in a low Ca2+/high Mg2+ 
solution that contained the following (in mM), 122 NaCl, 3 KCl, 1.25 KH2PO4, 25 NaHCO3, 
20 glucose, 2 myo-inositol, 2 sodium pyruvate, 0.4 ascorbic acid, 0.1 CaCl2, and 3.7 MgSO4.  
Recording solution was the same as above except it contained (in mM) 2.5 CaCl2 and 1.3 
MgSO4. Solutions were continuously equilibrated with 95%/5% O2/CO2 at 34°C to maintain 
pH at 7.3-7.4.  Osmolarity of the solution ranged from 310-320 mOsm.  Strychnine (2 µM) 
was added to the bath in all experiments to block glycinergic IPSPs.  In experiments using 
recombinant heteropodatoxin-2 (rHpTx-2) and BDS-1, glutamatergic EPSPs were blocked 
with D-AP-5 (50 µM) and CNQX (20 µM).  rHpTx-2 was either diluted into the recording 
solution (100 nM) or puffed onto outside-out patches from a puffer pipette (1 µM).  BSA-1 
was diluted in a perfusion pipette at 1µM. BSA (0.1%) was always added to the solution 
containing rHpTx or used alone in control experiments.  
The electrode solution contained the following (in mM), 4 NaCl, 130 potassium 
gluconate, 0.2 EGTA, 10 HEPES, 2 Mg2ATP, 2 Mg2GTP, and 2 creatine phosphate.  All 
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chemicals were obtained from Sigma Aldrich (St. Louis, MO) with the exception of AP-5 
and CNQX which were obtained from Tocris Bioscience (Ellisville, MO) and rHpTx-2 and 
BDS-1, which were obtained from Alomone Labs (Jerusalem, Israel) 
Recording.  Electrodes were pulled from 1.5 mm diameter KG-33 glass (Garner Glass, 
Claremont, CA) to a tip diameter of 1-2 µm and a final tip resistance of 2-7 MΩ on a p-2000 
Sutter puller.  The tips were coated with Sylgard 184 (Dow Corning, Midland, MI) to 
decrease pipette capacitance.  The slices were transferred to the recording chamber on a fixed 
stage, upright microscope and visualized with a 40X, 0.75 NA or 63X, 0.9 NA water 
immersion objective using video-enhanced differential interference contrast illumination in 
infrared light.  Pyramidal cells were selected based on shape and spiking patterns. Current 
clamp recordings in slices and voltage-clamp recordings from outside-out patches were made 
using standard techniques with a Multiclamp 700A amplifier (Molecular Devices, Foster 
City, CA). Outside-out patches were pulled from the cell body after obtaining the whole-cell 
configuration by retracting the electrode from the cell and monitoring the increase in input 
resistance and decrease in capacitance.  rHpTx-2 or BSA was then applied onto the patch by 
a puffer pipette that was placed upstream in the chamber and in close proximity to the patch 
pipette. Data acquisition was carried out under computer control with a custom software 
program written in Matlab (The Mathworks, Natick, MA) using high-speed, 12 or 16 bit A-D 
boards (National Instruments, Austin, TX) with a sampling rate of 50 kHz.  All voltages were 
corrected for a -12 mV electrode-bath junction potential during analysis.   
Dynamic Clamp.  We implemented the Real-Time Linux Dynamic Clamp system developed 
by Dorval and colleagues (Dorval et al. 2001).  The dynamic clamp was run on a second 
acquisition computer (Intel Pentium P4, 2.8 GHz) running Linux (Fedora 3.0, RedHat, 
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Raleigh, NC) and using a 16-bit National Instruments A/D-D/A card (NI6052E), in parallel 
with the primary acquisition system.  The dynamic clamp system operated at 20-40 kHz.  To 
subtract or add the rapidly-inactivating potassium conductance (gAf), we implemented the 
model of Kanold and Manis (2001; 1999), scaled from 22 to 34° C assuming a Q10 of 3 for 
the channel kinetics.  
Stimuli.  Noise current stimuli were used in some experiments similar to those we have 
reported before (see chapter two).   Briefly, a rectangular DC current pulse was shaped using 
cos2 ramps to minimize onset and offset transients.  This current was then superimposed with 
a low-pass (500 Hz) filtered (8-pole Butterworth digital filter) noise current.  A simulated 
IPSP (sIPSP) consisting of 3 summed alpha waves [I(t)=Imax*α*t*exp(-α*t); α=0.1 msec-1], 
separated by a 15 msec interval was added to the stimulus with a delay of 500 msec to 
compare the time of the first spike after the sIPSP with and without the toxin.   
Analysis.  The digitized current and voltage traces were stored in a Matlab file and were then 
analyzed using custom Matlab routines.  In whole cell experiments, changes in first spike 
latency (FSL) were used to determine if blocking Kv4 channels changed the discharge 
patterns of pyramidal cells.  The average FSL was calculated by presenting the cell with a 
hyperpolarizing pre-pulse (either -300pA or -100pA) followed by a depolarizing current 
pulse for 21 consecutive trials with and without either the toxin or BSA.  The mean and 
standard deviation (SD) of each FSL for each condition within a cell was then compared 
using a paired t-test to determine statistical significance.   
 Data analysis was performed with Matlab 7.1.  Statistics were calculated using both 
Matlab 7.1 and Prism 3.0 (GraphPad Software, Sand Diego, CA).  All numerical data are 
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presented as means +/- SD.  Statistical tests of hypotheses used one or two-sided, paired or 
unpaired (as appropriate) t-tests.   
3.3 Results 
3.3.1 rHpTx-2 blocks IA current in pyramidal cells 
 To determine whether the transient outward current in pyramidal cells could be 
blocked by rHpTx-2, we pulled somatic outside-out patches from pyramidal cells.  We first 
assessed the amount of current in the outside-out patches by stepping the patches to 40mV 
for 300 msec.  Each depolarizing voltage step was presented twice. In the first trial, the 40 
mV step was preceded by a conditioning hyperpolarizing pre-pulse to -100 mV for 300 msec. 
In the second trial, the step was preceded by a conditioning pre-pulse to -30mV for 300 msec.  
The first conditioning pre-pulse was given to remove any inactivation of the channels that 
give rise to IA (Figure 3.1A). The -30 mV pre-pulse inactivated the rapidly inactivating 
transient potassium channels so that the only current elicited during the depolarizing step was 
the non-inactivating or slowly-inactivating potassium current.  Each series of voltage steps 
was given 4 times, and the currents were averaged across trials. We then subtracted the 
current elicited with the conditioning pre-pulse of -30mV from the hyperpolarizing 
conditioning pre-pulse to estimate the inactivating potassium current (Figure 3.1B black 
trace).  
Next, a perfusion pipette filled with recording solution,1µM rHpTx-2 and 0.1%BSA 
was placed near to the patch of membrane and pressure was gently added to the pipette to 
puff the toxin onto the outside-out patch.  Transient outward currents were decreased in the 
presence of the toxin (Figure 3.1B red trace).     
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Currents can slowly run down in outside-out patches.  Therefore we did a control 
experiment with only 0.1% BSA in the perfusion pipette to ensure that the decrease in current 
was solely due to the presence of the toxin.  Only small decreases in the current was observed 
when BSA was puffed onto the patches, revealing that the decrease in current was due to 
rHpTx-2 blocking channels (Figure 3.1C).   
To compare the effect of the toxin to the effect of BSA we fit both the subtracted 
current and the non-subtracted current with a double exponential fit to measure the amplitude 
of both inactivating components of the outward current (figure 3.1A, dashed white lines).   
For all patches that could be fit with a double exponential function, the mean fast decay 
constant was 31.4 msec with a SD of 14.25 msec (N=24).  The slow decay time constants 
had a mean of 250.1 msec and a SD of 166.0 msec (n=24). By constraining the values 
obtained for the fast and slow time constants in the control traces, we then fit the currents in 
the outside-out patches after the rHpTx-2 was applied to determine the new current 
amplitudes with the channel blocked (Figure 3.1B).  We then calculated a ratio of the post-
treatment maximum amplitude of current to the pre-treatment current and compared the mean 
values with a t-test.  The average current for patches receiving toxin was 61% of the original 
current.  This was significantly different than those patches that received BSA instead of the 
toxin (P=0.012, mean difference 0.33, df=17) (Figure 3.2). However, there was also an effect 
of the toxin on the slowly inactivating current. We compared the amplitudes of the slow 
components of the non-subtracted current traces before and after the toxin was applied. The 
toxin also blocked a fraction of the slowly inactivating current (Figure3.2) (P=.01, mean 
difference 0.43 , df=12 ). 
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Figure 3.1 
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Figure 3.1  r-Heteropodatoxin blocks outward current in somatic outside-out patches pulled 
from pyramidal cells.   
 
A  Outward currents in outside-out patches evoked by depolarizing voltage steps.  The black 
trace is the current measured in one outside-out patch when a -100mV hyperpolarizing pre-
pulse was given to remove inactivation of the rapidly inactivating potassium current.  The 
blue trace is the current measured when the -30 mV prepulse was given to inactivate the 
rapidly inactivating potassium channel.  The red trace is the result of subtracting the blue 
trace from the black trace to isolate the rapidly inactivating current.  The dashed lines denote 
double exponential fits of the currents.  
 
B  Subtracted outward currents in one outside-out patch evoked by a depolarizing voltage 
step either in the absence (black trace) or presence of rHpTx-2 (red trace)  
 
C   Subtracted outward currents in one outside out patch either in the absence (black trace) or 
presence of BSA (red trace). 
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Figure 3.2 
 
Figure 3.2  Group data comparing the amplitudes of double exponential fits of the fast and 
slow components of the currents.  Comparison was done by calculating a ratio of post 
toxin/BSA:pre toxin BSA current amplitudes and statistical significance was assessed by a t-
test.  Both groups are statistically different (P<0.01) 
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3.3.2 rHpTx-2 alters the build-up response pattern 
We have previously proposed that IA solely determines the latency to the first spike 
that is observed when a hyperpolarizing current pulse precedes a depolarizing current pulse 
(Kanold and Manis 2001; 1999; Manis 1990).  To ascertain whether IA controls the timing of 
the first spike latency in intact DCN slices, we added 100 nM rHpTx-2 to the recording 
solution and tested the response of the cells to current steps.   
To elicit action potentials whose latency is predicted to depend on the availability of 
the IAf, we presented a depolarizing current step that was preceded by a hyperpolarizing 
current pulses that ranged from -500 pA to 250 pA for 100 msec to the cells. As the channels 
inactivated with more depolarized pre-pulse current, the FSL decreased.  This effect can be 
seen when FSL is plotted as a function of pre-pulse membrane potential (Figure 3.3 Ab, Bb, 
black lines).   
When we added rHpTx-2 to the bath solution to block IA, the FSL of the depolarizing 
current step was decreased (Figure 3.3 A,B red traces).  In some cells the FSL became quite 
short and, in addition, the firing rate increased (Figure 3.3B).  In other cells only the FSL 
decreased, without a concomitant change in firing rate (Figure 3.3A).  However, for all 
hyperpolarizing pre-pulse voltages, the FSL was decreased (Figure 3.3 Ab and Bb, red line).  
To certify that the change was due to the specific effect of rHpTx-2 rather than non-specific 
effects from the BSA or changes in the cell during the duration of the experiment, we also 
carried out control experiments where rHpTx-2 was eliminated from the bath and only BSA 
was added.  In these experiments there was no effect on FSL (Figure 3.4A).   
  
100 
Figure 3.3 
 
Figure 3.3  rHpTx-2 reduces the FSL when a hyperpolarizing pre-pulse is presented to the 
cell prior to a depolarizing current pulse.   
 
A  Example of a single cell response before (black trace) and after (red trace) application of 
100 nM rHpTx-2. a.  A single trace depicting a typical cell before (black trace) and after (red 
trace) rHpTx-2 was added to the bath solution.  b. A graph showing the membrane potential 
during a hyperpolarizing pre-pulse that was sequence from -500 pA to 250 pA by 50 pA 
steps, and the resulting FSL.   
 
B  Same as in A except this cell shows a complete reduction of FSL when rHpTx-2 was 
applied to the bath. 
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Figure 3.4 
 
Figure 3.4  BSA does not cause a shift in FSL when applied to DCN pyramidal cells but 
rHpTx does cause a shift.   
 
A  Example of a typical cell’s response to a hyperpolarizing pre-pulse when only 1% BSA 
was added (red trace) to the bath solution.   
 
B  Comparison of the FSL before and after either the rHpTx-2 or BSA was added to the bath.  
21 trials of the same stimulus that included a -300 pA pre-pulse followed by a depolarizing 
current pulse were presented to the cells before and after rHpTx-2 (a) or BSA (b) was added 
to the bath.  The mean and SD of the FSL were calculated for each cell and each condition 
and then compared using a paired t-test to determine statistical significance. The difference in 
FSL is statistically significant for the cells that received rHpTx-2 (P<0.01).   
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To compare the effect of blocking Kv4 channels with rHpTx-2, we presented the cell 
with 21 trials of a -300pA hyperpolarizing current pulse followed by a depolarizing current 
pulse and calculated the mean and SD of the FSL with and without the toxin.  We then 
compared these values with a paired t-test to determine statistical significance.  In the 
presence of rHpTx-2, the FSL was decreased (P=0.01, mean difference=20.21msec, n=12) 
(Figure 3.4B).  Adding BSA alone had no effect on the FSL (P=.1192, mean difference=4.3 
msec, n=11) (Figure 3.4B).  The results were the same when a -100pA pre-pulse was used 
(data not shown).  
3.3.3 Blocking IA increases action potential width 
 Not only does IA control the FSL, it has also been reported to control action potential 
width (Kim et al. 2005).  Changing the width of the action potential alters the amount of 
calcium that enters the cell during an action potential; the wider the action potential, the more 
calcium (Hoffman and Johnston 1999; Hoffman et al. 1997; Johnston et al. 1999; 
Mitterdorfer and Bean 2002).  Since calcium signaling is important in many types of synaptic 
plasticity, regulating action potential width might be one mechanism by which IA influences 
synaptic plasticity.  We therefore compared the width of action potentials elicited by a 
depolarizing current pulse in pyramidal cells, before and after rHpTx-2 exposure.   
 To calculate action potential width, we measured action potential height for each 
spike.  We then measured the length of time it took for the action potential to rise from its 
half-height to the peak. This value became the first half-width or half-width A (HWA) and 
indicates the depolarizing phase of the action potential (rise time).  The second half-width 
was then the time it took for the membrane potential to return from the action potential peak 
to the same voltage on the repolarizing phase.  This time is denoted as half-width B (HWB).  
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Adding these two values together gives the total half-width (THW).  With rHpTx-2 added to 
the bath, the action potential width increased (Figure 3.5).  As expected, the greatest increase 
was in the repolarizing phase of the action potential or HWB (P<0.01).  However, the THW 
was also increased significantly (P<0.05).  Therefore, either the fast or slow component of IA 
plays a role in the repolarization phase of the action potential.  Without this current, the 
action potential is wider. 
3.3.4 IA alters the timing of spikes after inhibition 
Inhibition engages Kv4 channels by removing inactivation, thereby enabling the 
channels to open upon subsequent depolarization. When model pyramidal cells are tested 
with small IPSP-like pulses, the timing of spikes is affected for more than 100 msec, but 
when IA is removed from the model, this effect disappears (Kanold and Manis 2005a).  We 
have also recently shown that DCN pyramidal cells can fire reproducible trains of action 
potentials when presented with time varying noise currents, and inhibition can increase the 
reproducibility of spikes for as long as 300 msec after a sIPSP is present in the stimulus (see 
Chapter Two).  We therefore decided to test whether transient potassium currents alter the 
precision of spike times after a sIPSP presented during a noise current pulse stimulus.   
The cells were presented with a noise current pulse (max amplitude 500 pA peak to 
peak) that had a sIPSP imposed on the waveform at 500 msec.  The same stimulus was 
presented for a total of 100 trials so that the reproducibility of spike times over many trials of 
the same stimulus could be assessed.  The sIPSP typically caused the cells to cease firing 
(Figure 3.6A). The first spike after the sIPSP is more precise than spikes that come later in 
the spike train. Blocking Kv4 channels with rHpTx-2 improved the reliability of the spike 
occurring immediately following the sIPSP (Figure 3.6B).  The first spike after the sIPSP in 
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the presence of the toxin is more likely to occur on an earlier depolarizing event, instead of 
being delayed until a later event.  To compare this effect, we calculated the standard 
deviation of the first spike time with and without the toxin.  The standard deviation of the 
first spike after the sIPSP was improved when the channels were blocked with rHpTx-2 
(paired one-tailed t-test P=0.027, mean difference = 5.386 msec, N=7) (Figure 3.6C).  Before 
the rHpTx-2 was added, some of the first spikes after the sIPSP were delayed by tens of 
milliseconds causing the reliability of the first spike to be low.  However, after the rHpTx-2 
was added to the bath, the first spike after the sIPSP arrived at the same time, corresponding 
to the same event, in most of the trials.  Only the timing of the first spike after the sIPSP 
improved after blocking IA.  The precision of spike times for the entire 500 msec after the 
sIPSP was not affected by rHpTx-2 (data not shown).   
3.3.5 BDS-1 does not block IA in pyramidal cells 
 Other Kv channels can also give rise to IA currents.  For example, Kv 3.4 channels 
have rapid inactivation, although they activate a more depolarized voltages than Kv4 
channels (Baldwin et al. 1991; Jerng et al. 2004).  We used BDS-1 to selectively block Kv3.4 
channels to determine if other Kv channels made up a portion of the rapidly inactivating 
current.  In 5 pyramidal cell somatic outside-out patches, BDS-1 was ineffective in blocking 
the rapidly-inactivating current.  One example patch is shown in Figure 3.7.  Since the 
kinetics and pharmacology of the rapidly-inactivating current in pyramidal cells does not 
match that of Kv3.4 (Kanold and Manis 1999), we did not further investigate  this channel in 
pyramidal cells. 
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            Figure 3.5 
 
Figure 3.5  Blocking Kv4 channels with rHpTx-2 increases the width of the action potential. 
 
A  The average waveform of action potentials evoked with a depolarizing current pulse.  
When rHpTx-2 was added, the action potential width was increased.   
 
B  Group data showing increase in action potential half-width.  The length of the 
repolarization phase was increased (HWB) which also significantly increased the total length 
of the action potential (THW) (P<0.05) 
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Figure 3.6 
 
Figure 3.6  rHpTx-2 increases the reliability of the first spike time when a sIPSP is 
superimposed on a noise current stimulus.   
 
A  An example of the noise current stimulus with a superimposed sIPSP at t=500 msec and 
the resulting spike train.   
 
B  Rasterplot of spike times for a typical cell when the cell was presented with the stimulus 
in A before (a) or after (b) rHpTx-2 was applied to the cell.  C.  Comparison of the standard 
deviation of the first spike time after the sIPSP before and after rHpTx-2 application.  rHpTx-
2 was able to improve the reliabilityof the first spike time (P<0.05, paired one-sided t-test).   
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Figure 3.7 
 
Figure 3.7  BDS-1 does not block IA in outside-out patches pulled from pyramidal cell 
somata.  Outside-out patches were pulled from pyramidal cell somata and IA was stimulated 
by a depolarizing current pulse preceded by a hyperpolarizing current pulse to remove 
inactivation (black trace).  When BDS-1 was puffed onto the patch by a perfusion pipette, 
there was no difference in the current (red trace). 
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3.3.6 Subtraction of IA with Dynamic Clamp  
 While the data above suggests that the rapidly inactivating current indeed plays a role 
in first spike latency, the potential non-specific effects of the rHpTx-2, including those on 
spike shape and on the slowly inactivating current, make it uncertain what role IAf plays 
relative to IAs. To address this, we performed two experiments. In the first, we used dynamic 
clamp to subtract the current generated by the rapidly-inactivating potassium channel from 
the current injected into the cell by subtracting the amount of conductance of the IAf channels 
(gAf) from the cell.  By subtracting the modeled current in dynamic clamp, we can determine 
if the modeled current is the same as that blocked with the toxin. We implemented the model 
developed by Kanold and Manis (2001, 1999) in our dynamic clamp system.   
To estimate the current generated by IAf in each pyramidal cell, we titrated the 
conductance of the channel until the FSL in a train of action potentials elicited by a 
depolarization was unaffected by pre-hyperpolarization (Figure 3.8A-B).  Subtracting more 
gAf with the dynamic clamp decreased the FSL in proportion to how much conductance was 
subtracted.  For all cells there was some value of gAf that could be subtracted from the cell 
with dynamic clamp that would completely abolish the FSL.  Full reduction of the FSL and 
elimination of the prehyperpolarization effect required between 150 nS and 700 nS (average 
value for 9 cells was 601.1 nS, sd=171.1 nS).  Subtraction of IAf with dynamic clamp gave 
similar results to blocking Kv4 channels with rHpTx-2.  The FSL decreased with higher 
values of gAf subtracted from the cell.  While a maximum value of gAf could always be 
subtracted to dissipate all the effects of the prehyperpolarization, smaller subtracted values of 
gAf caused the FSL to decrease incrementally.   
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Figure 3.8 
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Figure 3.8  Subtracting IAf with dynamic clamp reduces the FSL in a similar fashion to 
rHpTx-2 application.   
 
A  Plot depicting the FSL in response to the membrane potential during a hyperpolarizing 
pre-pulse.  The hyperpolarizing pre-pulse was sequence -500pA to 250pA in 50 pA steps and 
the membrane potential at each step was plotted against the FSL.  Each line shows the FSL 
that results when increasing levels of gAf were subtracted from the cell.   
 
B  An example of a -300 pA pre-pulse and the resulting spike train at different levels of 
subtracted gAf.  The colors of the voltage traces correspond to the colors of the lines in A.   
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We then used the value for gAf that effectively abolished the FSL after the 
hyperpolarizing pre-pulse to determine if subtracting IAf with dynamic clamp also improved 
the precision of the first spike after a sIPSP in a noise current pulse.  Indeed, subtracting 
modeled current during a noise stimulus significantly decreases the standard deviation of the 
first spike time after the sIPSP (Figure 3.9A-B), similar to the effects of rHpTx-2.  The cells 
fired spikes more frequently on the first depolarizing event after the sIPSP. This result was 
similar the effect elicited with rHpTx-2, in that the standard deviation of the first spike is 
decreased significantly (Figure 3.9C) (P<0.05, DF=7, mean difference=4.09), while the 
precision of the subsequent spike is unaffected.  This result is expected because the current 
rapidly inactivates (within 80 msec), so the effect is short-lived.  Thus, IAf only affects the 
spike timing precision transiently, and IAf alone is necessary for this effect.   
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Figure 3.9 
 
Figure 3.9  Subtracting IAf improves the precision of the first spike time when a sIPSP is 
superimposed on a noise current pulse.   
 
A-B  Rasterplot of spike times in spike trains of a typical cell when a noise current pulse that 
contains a sIPSP at 500 msec is presented to the cell in the presence (A) or absence (B) of IAf.   
 
C  Comparison of the standard deviation of the first spike time after the sIPSP.  The increase 
in precision with subtracted IAf was statistically significant when compared with a one-sided, 
t-test (P<0.01).   
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In the second set of experiments, we tested whether IAf was sufficient to generate the 
delay in spike times, by using IAf introduced by dynamic clamp to rescue the block of Kv4 
channels by rHpTx-2.  We first applied the hyperpolarizing pre-pulse step protocol to 
pyramidal cells to measure FSL as a function of pre-pulse membrane voltage.  We then 
added rHpTx-2 to the bath and again measured the FSL after a hyperpolarizing pre-pulse.  In 
3 out of 11 cells, rHpTx-2 had no effect on the FSL.  In the remaining 8 cells, rHpTx-2 either 
partially decreased the FSL (4 cells) or completely abolished the FSL (4 cells).  We then 
added the IAf current back to the cell with dynamic clamp to attempt to rescue the block of 
Kv4 channels.  The FSL could be restored to control or near control values in all 8 cells that 
were affected by rHpTx-2 (Figure 3.10A).  By adding gAf of 300 to 450 nS, the ability to 
produce long FSL was rescued, and the FSL could return to pre-toxin values (Figure 3.10B).   
We also observed that the rHpTx-2, as in previous experiments, increased the firing rates of 
the cells.  Adding back the modeled current with dynamic clamp, however, did not restore 
the firing rate to pre-toxin levels.  Thus, while it is likely that the model of the transient 
potassium current and the current that is blocked with rHpTx-2 represent the same current, 
since removing them from pyramidal cells results decreased FSL, there is a component of the 
current blocked by the rHpTx-2 that cannot be compensated for by the model gAf in dynamic 
clamp.  This probably corresponds to the slow current (gAf; Kanold and Manis, 1999). In 
conclusion, by blocking the native current with a toxin specific for Kv4 channels, and then 
restoring IAf alone to the cell with dynamic clamp, we were able show that IAf alone is both 
necessary and sufficient for the generation of long FSL in DCN pyramidal cells.   
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Figure 3.10 
 
 
Figure 3.10  Effects of blocking IAf with HpTx can be rescued by adding the current back 
with the dynamic clamp model.   
 
A  The FSL was plotted as a function of the membrane potential during a sequence of 
hyperpolarizing pre-pulses ranging from -500pA to 250pA in 50pA steps (black line).  When 
100 nM rHpTx-2 was added, the vales for FSL were decreased (red line).  This effect could 
be reversed by adding the rapidly inactivating current back with the dynamic clamp (blue 
line).  a  and b are two examples of typical cells with different values (a=250 nS b=400nS) of 
gKIF added to the cell.   
 
B  Voltage traces for the cell Ab under the different conditions with a -300 pA pre-pulse. 
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3.4 Discussion 
A low-threshold, rapidly inactivating potassium current is thought to bring about 
voltage-dependent discharge patterns in pyramidal cells, such as the build-up and pauser 
responses.  We have shown that a toxin, rHpTx-2, blocks this potassium current in outside-
out patches pulled from pyramidal cell somata.  The build-up pattern, characterized by a long 
delay to the first spike, was the focus of this study.  In previous studies we have shown that 
the length of the time delay to the first spike is dependent upon the activation of the IA current 
(Kanold and Manis 2001; 1999; Manis 1990).  However, these results were predicted using a 
model of a pyramidal cell. In this study we confirmed that IA is responsible for the FSL after 
a pre-hyperpolarization by using rHpTx-2 to pharmacologically block Kv4 channels in rat 
brain slices.  We then implemented the model of IA in dynamic clamp and verified that by 
subtracting this current from pyramidal cells in slices, we could replicate the FSL decrease 
we observed when rHpTx-2 blocked the current.  Further, after we blocked the channel 
responsible for this current with rHpTx2, we could rescue the decrease in FSL by adding the 
modeled IA back to the cell with dynamic clamp.   
 It was shown in Chapter Two that the timing precision of action potentials in response 
to a noise current stimulus can be improved by adding a simulated IPSP to the stimulus.  The 
precision of the first spike that follows the sIPSP is further improved when IA is blocked with 
rHpTx-2.  Removing IA from pyramidal cells with dynamic clamp also results in the same 
improvement in first spike precision.  Together, these results suggest that rHpTx-2 blocks the 
same channel that gives rise to the modeled IA current that we have used in previous studies.   
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3.4.1 Identity of IA current in DCN pyramidal cells 
 The heteropodatoxins are peptides that have been shown to selectively block the Kv4 
family of potassium channels (Sanguinetti et al. 1997; Wang and Schreurs 2006; Zarayskiy et 
al. 2005) and rHpTx-2 has been used successfully to block transient potassium currents in 
neurons and ventricular myocytes (Liss et al. 2001; Wang and Schreurs 2006).  While the 
exact cellular distribution of these channels in the DCN remains unknown, Kv4.2 and Kv4.3 
mRNA are both expressed in the DCN (Fitzakerley et al. 2000; Serodio and Rudy 1998).  In 
addition, we have shown that the channel that gives rise to the transient potassium current in 
DCN cells is blocked by millimolar 4-AP, while being relatively resistant to TEA, and this 
profile is characteristic of the Kv4 channels (Kanold and Manis 1999).  Thus, it seems most 
likely that the identity of the channel that gives rise to IA is Kv4.2 or Kv4.3. Another possible 
protein for the channel is Kv3.4.  Kv3.4 can eliminated as a possibility since our data shows 
IA in pyramidal cells is insensitive to BDS 1.  Kv1.4 can be ruled out because Kv1.4 is not 
sensitive to rHpTx-2 (Zarayskiy et al. 2005) and the kinetics of Kv1.4 channels are slower 
than the kinetics of the channel expressed in pyramidal cells (Kanold and Manis 1999).    
Since removing the current in dynamic clamp gives the same result as blocking the 
current with the toxin, and adding the current with dynamic clamp rescues the effect of 
blocking the channel with rHpTx-2, it is probable that the modeled current from previous 
studies is identical to the current blocked by rHpTx2.  Thus, it is most likely that Kv4.2 or 
Kv4.3 is the channel that gives rise to the IA current in DCN pyramidal cells. 
3.4.2 Kv4 channels and pyramidal cell information processing 
 Kv4 channels have been implicated in the regulation of many neuronal functions such 
as action potential width, dendritic excitability, action potential back-propagation and 
117 
response patterns (Frick et al. 2004; Hoffman et al. 1997; Johnston et al. 2003; Johnston et al. 
1999; Liss et al. 2001; Watanabe et al. 2002).  Cells that express these channels are affected 
not only to sub-threshold, depolarizing input, but also to inhibitory input since Kv4 channels 
recover from inactivation at hyperpolarized voltages.  Berman and Maler coined the phrase 
“conditional inhibition” to describe how inhibition deinactivates Kv4 channels thereby 
enabling them to activate on subsequent depolarizing input to oppose inward current.  The 
net result would be a spike timing delay that is correlated to the previous membrane voltage 
(Berman and Maler 1998).  Pyramidal cells display this type of voltage-sensitive response 
pattern and we have shown here that it is dependent on the activation of a Kv4 channel.   
 Pyramidal cells make up the major output of the DCN.  In an addition, pyramidal 
cells must integrate information from multiple sensory inputs before relaying this 
information to higher brainstem centers (Oertel and Young 2004).  Kv4 channels could play 
a very important role in integrating this information by priming the cell membrane to pay 
attention to certain types of input and respond with certain patterns of output. For instance, 
because of the Kv4 channel, pyramidal cells are not only sensitive to superthreshold, 
depolarizing inputs, but also to subthreshold and even inhibitory input. In pyramidal cells in 
slices, intact animals and in our model pyramidal cell, prehyperpolarization leads to a long 
latency to the first spike (Hancock and Voigt 2002; Kanold and Manis 2001; 1999; Manis 
1990).  Thus, inhibitory inputs that are timed to excitatory inputs would affect the response 
spike pattern in pyramidal cells.  Pyramidal cells receive inhibitory input from at least three 
types of inhibitory interneurons, all of which are excited by the same input that excites 
pyramidal cells. This means that the inhibitory input to pyramidal cells is likely to be 
temporally correlated with the excitatory input.  Therefore Kv4 channels might play an 
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important shaping the output pattern of spikes in response to certain patterns of excitatory 
and inhibitory input to the pyramidal cells. Since blocking Kv4 channels with rHpTx-2, 
removing IA with dynamic clamp in pyramidal cells in slices, and removing gA from model 
pyramidal cells all result in decreasing the FSL after a hyperpolarizing pre-pulse, it seems 
likely that Kv4 channels are the major contributor to this response pattern.   
 Further, inhibition is important in determining both output patterns of spikes and the 
precise timing of spikes (Dodla et al. 2006).  DCN pyramidal cells are dominated by 
inhibition both in their response patterns and in their synaptic inputs.  For instance, type IV 
units, thought to be pyramidal cells, are only excited at low sound pressure levels at 
frequencies very near to characteristic frequency (Evans and Nelson 1973; Voigt and Young 
1980).  As stated previously, pyramidal cells receive at least three types of inhibitory input 
from interneurons (Zhang and Oertel 1994).  Therefore, intrinsic channels that are active at 
hyperpolarized and subthreshold membrane potentials will have an important effect on how 
the cell shapes and responds to synaptic input.  The data presented in this study show that 
pyramidal cells express at least one channel that fits this description and the availability of 
this channel changes pyramidal cell response patterns.  First, the build-up response is 
dependent upon Kv4 channels.  In addition, the precise timing of spikes after a sIPSP 
changes when Kv4 channels are blocked. Presumably both of these changes in spike timing 
occur because the membrane is more excitable since the outward conductance that is usually 
open is now blocked.  However, pyramidal cells express other types of channels that are also 
active at sub-threshold voltages, such as a persistent sodium current, that would also affect 
threshold and the timing of spikes (Manis et al. 2003).  These other conductances were not 
119 
studied in any of these experiments and their contribution to spike patterns cannot be ruled 
out.     
 DCN pyramidal cells carry out the important function of integrating multiple types of 
sensory information that are received through two separate dendritic trees.  Kv4 channels 
control the spread of dendritic depolarizations throughout the dendritic tree and also the 
strength of orthograde dendritic propagations in hippocampal pyramidal neurons (Cai et al. 
2004; Hoffman and Johnston 1999).   Thus, Kv4 channels could play a role in determining 
the relative strength of incoming sensory information in the different dendritic trees of 
pyramidal cells.  If Kv4 dampens synaptic input from one type of sensory input, the resulting 
response of the pyramidal cell could be different.  Kv4 channels that are deinactivated by 
inhibition prior to depolarizing synaptic input would also slow down the rate of 
depolarization in response to the excitatory input. Action potential threshold is dependent on 
the slope of the membrane depolarization leading up to a spike (Azouz and Gray 2000).  
Thus, the presence of Kv4 would affect membrane threshold and the timing of the action 
potential.  Our data suggest that this effect is true in pyramidal cells (see chapter two).  When 
a sIPSP was imposed on a noise stimulus, the timing first spike after the sIPSP was 
sometimes delayed, possibly because the cell membrane depolarization was not fast or large 
enough to reach threshold and fire a spike.  This delay decreased the reliability in the timing 
of the first spike; sometimes the cell did fire a spike in response to the event in the stimulus 
and sometimes it did not.  However when Kv4 was blocked, the number of spikes that 
exhibited this delay were decreased or abolished and reliability was increased.  Therefore, the 
recruitment and availability of Kv4 channels could tune the cells so that they respond only to 
strong depolarizing events.  Smaller and weaker depolarizations would be opposed  by the 
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outward current through open Kv4 channels.  In addition, the cell would not depolarize 
quickly and the threshold would increase further decreasing the possibility that a spike would 
fire if Kv4 channels were open.  In this way, pyramidal cells might act as coincidence 
detectors by responding only strong or synchronous excitatory input.  
However, it is not simply the size of inhibition that affects the recruitment of Kv4 
channels.  The timing of the inhibition is also crucial in determining the output of the cell 
(Kanold and Manis 2005a).  If inhibitory events are too far removed from excitatory events 
in time, then Kv4 channel recruitment will not be as robust.  Therefore, the precise timing of 
inhibitory and excitatory input will affect if and when a pyramidal cells fires.  In this regime, 
strong or synchronous input may not be necessary if the timing of inhibition and excitation is 
configured in a way that minimizes the effect of Kv4. Thus the availability of Kv4 channels 
can greatly influence how information is processed and encoded in pyramidal cells.   
 Finally, Kv4 channels are subject to many kinds of post-translational modifications 
and regulation by other proteins such as DPPX and KChIPs (reviewed in Birnbaum et al. 
2002).   Depending on the state of the cell, Kv4 channels can be have different voltage 
sensitivities or levels of expression.  Many of these post-translational modifications change 
how the cell responds to input (Hoffman and Johnston 1999).  These post-translational 
modifications confer another way pyramidal cells can set themselves to respond to certain 
patterns or strengths of input.  This capability would be essential for cells that carry out the 
role of integrating multiple sensory inputs like a pyramidal cell.   
3.4.3 Kv4 Channels and LTP 
 Kv4 channels, because of their subthreshold activation, control the strength of 
dendritic depolarizations, which are important in initiating synaptic changes such as long 
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term potentiation.  When Kv4 channels open at subthreshold voltages, they dampen 
excitatory events such as EPSPs and back propagating action potentials (Cai et al. 2004; 
Hoffman and Johnston 1998; Hoffman et al. 1997).   In addition Kv4 determines the width of 
action potentials (Birnbaum et al. 2004; Kanold and Manis 2001).  Calcium entry into 
dendritic spines and shafts is also decreased as dendritic depolarizations are dampened and 
action potentials are narrowed (Johnston et al. 2003; Migliore et al. 1999).  In this way Kv4 
can affect all calcium-dependent processes, such as long-term potentiation, Synapses 
between parallel fibers and DCN pyramidal cells are strengthened when post-synaptic 
depolarization is coupled with high frequency stimulation of parallel fibers and this response 
is attenuated with calcium block (Fujino and Oertel 2003).  Kv4 channels expressed in 
pyramidal cells could determine what kinds of synaptic input will lead to LTP and under 
what conditions LTP will occur.   
 Further, a specific kind of synaptic strengthening that depends upon the precise 
timing of both the EPSP and the post-synaptic action potential (spike timing dependent 
plasticity) is directly affected by changing the voltage sensitivity of Kv4 channels by 
phosphorylation (Watanabe et al. 2002).  Spike timing dependent plasticity also occurs at 
synapses between parallel fibers and pyramidal cell apical dendrites (Tzounopoulos et al. 
2004).  The timing between EPSP and action potential must be under 10 msec for this 
strengthening to develop.  It is therefore possible that Kv4 channels regulate the development 
of this type of synaptic potentiation.  The timing of EPSP to action potential might also 
depend upon post-translational modifications of Kv4 channels such as phosporylation.  By 
controlling the voltage sensitivity of Kv4 channels, the cell could set what patterns and 
strengths of synaptic input would potentiate and depress synapses.  Because pyramidal cells 
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are integrating multi-sensory information, some synapses could be potentiated so that their 
effect on the pyramidal cell is stronger than other synapses that represent other types of 
sensory information.  Such a mechanism would be necessary for pyramidal differentially 
adapt to certain types of incoming information.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Chapter 4:  Expression Patterns of Kv4.2 and Kv4.3 in the DCN 
4.1 Introduction 
 The Dorsal Cochlear Nucleus, a laminated structure located on the lateral side of 
brainstem, is thought to be essential for localizing sound sources in elevation. Functional 
studies have shown that when the DCN is lesioned, animals have trouble fixating on a sound 
source that is located above or below the head (May 2000; Sutherland et al. 1998).  The 
ability to localize sound in this plane is the result of sensory input from not only the auditory 
nerve, but also other sensory nuclei, which converge in the DCN thereby enabling the animal 
to determine the position of the sound source in relation to the position of the pinna and head 
(for review see (Oertel and Young 2004)).  Integration of multiple sensory input is 
accomplished, in part, by the organization of the DCN into layers. The outermost layer, 
called the molecular layer, contains axons of the granule cell system that carry information 
from multiple sensory systems (Osen 1969a; b).  The fusiform cell layer contains the cell 
bodies of the principle cells of the nucleus, known as the pyramidal cells. Pyramidal cells 
have 2 branches of dendrites; the apical branch projects into the molecular layer to receive 
input from the granule cell axons, and the basal branch extends into the third layer, or deep 
layer, of the DCN and receives information from the terminating auditory nerve fibers (Osen 
1970).  Other cells found in the DCN include glycinergic inhibitory interneurons named 
cartwheel, and vertical cells, and glutamatergic granule cells.  Cartwheel cells are located in 
the fusiform and molecular layer while vertical cells are found in the deep layer (Wouterlood 
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and Mugnaini 1984; Zhang and Oertel 1993a; b).  The granule cells, characterized by smaller 
cell bodies than pyramidal cells, are distributed throughout the nucleus in clusters, and 
receive non-auditory input from somatosensory nuclei and descending auditory input from 
the auditory cortex and inferior colliculus (Babalian 2005; Coomes and Schofield 2004; 
Mugnaini et al. 1980a; Mugnaini et al. 1980b; Schofield and Coomes 2005; Shore 2005; 
Young et al. 1995).  Axons from all three of these cells types synapse on the pyramidal cells, 
which then process and relay the integrated information to the inferior colliculus (Roth et al. 
1978). 
 While the pattern and position of synaptic inputs are certainly essential in shaping the 
ouput of the DCN principal cells, intrinsic conductances also play an important role in 
processing information and generating response patterns of pyramidal cells (Hancock and 
Voigt 2002; Kanold and Manis 2001; 1999; Manis 1990).  One conductance in particular, a 
subthreshold, rapidly-inactivating potassium channel, is essential for the build-up response 
pattern in pyramidal cells (Evans and Nelson 1973), which is characterized by a long latency 
to the first spike. When the channel is opened by depolarizing voltages, the resulting current 
(IA) can shape many aspects of neuronal output such as action potential width, action 
potential frequency, strength of post-synaptic depolarization, spread and intensity of back-
propagating action potentials, and action potential repolarization (Cai et al. 2004; Hoffman et 
al. 1997; Kim et al. 2005; Liss et al. 2001; Mitterdorfer and Bean 2002; Molineux et al. 
2005).  Work in our lab has revealed that IA is important in encoding the timing of inhibitory 
inputs of pyramidal cells (Kanold and Manis 2005a).  Since inhibition is an essential 
component of DCN function (Reiss and Young 2005), IA may play an important role in 
information processing and sound localization by the DCN.   
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 Potassium channels that give rise to IA are found in the Kv1, Kv3 and Kv4  families 
of potassium channels.  In situ hybridization (ISH) studies have shown that Kv4 family 
members Kv4.2 and Kv4.3 are expressed in the DCN (Fitzakerley et al. 2000; Serodio and 
Rudy 1998).  In addition, our lab has demonstrated that a toxin rHpTx-2) specific for Kv4 
channels blocks the IA current in pyramidal cells (Chapter 3).  When this toxin is applied to 
DCN in a rat brain slice preparation, the build-up response pattern is obliterated.  Further, the 
kinetics and pharmacology of IA in pyramidal cells closely resembles the kinectics and 
pharmacology reported for Kv4.2 and Kv4.3 (Kanold and Manis 1999).  However, the 
precise cellular expression profiles of Kv4.2 and Kv4.3 has yet to be determined.   
 In this study we used ISH and immunohistochemistry to determine which shal 
potassium channel pyramidal cells express.  Kv4.2 and Kv4.3 were both present in the DCN 
at the mRNA level and at the protein level.  Kv4.3 mRNA staining was confined to the 
fusiform cell layer while Kv4.2 mRNA staining was found throughout the fusiform and deep 
layers of the DCN.  Pyramidal cells, which were identified with a retrograde tracer, did not 
stain for Kv4.2 protein or Kv3.4 protein.  However pyramidal cells did stain for Kv4.3 
protein.  These results suggest that Kv4.3 is responsible for IA in DCN pyramidal cells. 
4.2  Materials and Methods 
Tissue preparation for in situ hybridization. Two Sprague-Dawley rats, aged post-natal day 
14, were deeply anesthetized with ketamine (100 mg/kg)-xylazine (10 mg/kg), decapitated, 
and the brains removed.  The brains were fixed in 4% paraformaldehyde in PBS for 72 hours 
then cryo-protected in 30% sucrose in PBS until saturation.  20 µM frozen serial sections 
were cut in the coronal plane and placed on poly-lysine coated slides and stored at -80°C 
until the ISH procedure was performed.   
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Preparation of in situ hybridization probes. A vector containing the full coding sequence for 
Kv4.2 was kindly donated by Lyanne C. Schlichter (Toronto Western Research Insitute) 
(Wong and Schlichter 2004).  This vector was digested with BamHI and HindIII, yielding a 
fragment of the coding sequence that included 992 bases starting with base pair 861 and 
ending at base pair 1852 (Blast search, gi|76881821|ref|NM_031730.2|).  This DNA fragment 
was ligated into the multiple cloning site of pBluescript II (Strategene, La Jolla, CA) after the 
vector was digested with Hind III and BamH I.  Successful cloning was verified by T7 
sequencing of the DNA. The vector that included the probe was then linearized with either 
Xba I or Apa I in order to synthesize either the sense or the anti-sense probes.  The probes 
were then synthesized by incubating the DNA template, DIG NTP labeling mix, reaction 
buffer, DEPC treated water, RNase inhibitor and RNA polymerase (Roche) for 2 hours at 
37°C.  The probe was purified by adding 2.5 µl 4M LiCl and 75 µl cold 100% EtOH and 
storing at -80°C overnight followed by centrifugation and re-suspension of the RNA pellet.  
 The Kv4.3 probe was prepared in a similar manner except that the DNA fragment 
used for the probe was amplified from cDNA using PCR, from a rat brain cDNA library 
(Invitrogen, Carlsbad, CA).  The primers were created with Xba I sites to enable cloning into 
the pBluescript II vector.  The forward primer sequence was gcgtctagagcggttaacctgaggacact 
and the reverse primer sequence was gcgtctagattggtctccagaagaacgtg.  The resulting amplicon 
was 902 basepairs long, which included bases 3244-4144 of Kv4.3 (BLAST search, 
gi|1050331|gb|L48619.1|RATKV43R).  Both the pBluescript II vector and the PCR product 
were digested using the restricition enzyme Xba I.  The Kv4.3 probe was then ligated into the 
vector and successful cloning was verified by sequencing the DNA using a probe for the T7 
promoter.  The vector was then linearized with Hind III or Not I in order to synthesize sense 
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and anti-sense probes.  All restriction enzymes were obtained from New England Biolabs 
(Ipswich, MA). 
In situ hybridization. Rat brain sections were warmed to room temperature and dried at 50°C 
for 10 minutes.  Following fixation in 4% paraformaldehyde in DEPC-PBS at room 
temperature for 15 minutes, sections were washed three times in DEPC-PBS at room 
temperature for 5 minutes each.  The slides were then treated with 1µg/ml proteinase K in 
PBS at room temperature for 15 minutes and then washed 3 times in DEPC-PBS for 5 
minutes each.  Following the washes the sections were incubated with triethanolamine-HCL 
with acetic anhydride for 10 minutes at room temperature and then washed again 3 times in 
DEPC-PBS for 5 minutes each.  Finally, the sections were prehybridized for 4 hours at 60°C 
in hybridization buffer (Roche), which was then replaced with 1-2 µg/ml of probe in 
hybridization buffer and incubated for 12-16 additional hours.  The slides were then washed 
with saline-sodium citrate in a series of washes for 15 and 20 minutes at 60°C followed by 
two washes with PBS for 20 minutes each at room temperature.  To visualize Digoxigenin 
(DIG), the slides were blocked with 10% blocking buffer consisting of heat-inactivated sheep 
serum and 1% Roche Blocking Reagent in maleic acid buffer at room temperature for 1 hour.  
Following blocking, sections were incubated for 2 hours at room temperature with anti-
digoxigenin Fab-AP (Roche) diluted 1:2000 in blocking buffer.  The sections were then 
washed four times in DIG washing buffer for 10 minutes each and were then developed 
overnight in the dark in NBT/BCIP solution, and rinsed several times in PBS at room 
temperature.  Finally, the slides were fixed again in 4% paraformaldehyde to inactivate the 
alkaline phosphatases and mounted in Aquatex (Merck).   
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 The slides were visualized on a Leica M420 dissecting microscope equipped with a 
Leica DFC 480 color camera and digitized using Leica Firecam (v1.8) software on a Mac 
computer.  Photoshop (Adobe) and Image J were used to adjust the brightness and contrast 
and the image size.  Image J was used to measure the total diameter of the DCN and the 
distance of cells from the lateral edge of the DCN.   
Retrograde labeling and tissue preparation- Rat pups, 20-30 days of age and of either sex, 
were anesthetized using IP injections of sodium pentobarbital (45 mg/kg).  When the rat was 
areflexic to corneal stimulation, it was administered 0.02 cc atropine to control secretions and 
placed in a stereotaxic headholder (DKI, Tujunga, CA).  The surgical suite was heated to 30º 
C to assist in the maintenance of the subject’s body temperature.  A midline incision was 
made in the skin and the soft tissue pushed laterally.  A hole (3 mm in diameter) was drilled 2 
mm lateral to the midline and 7 mm posterior to Bregma.  A 5 microliter syringe filled with 
10% dextran fluorescein (10,000 MW, Molecular Probes, Eugene, OR) in 0.1 M Tris buffer, 
pH 7.4, was lowered into the hole at a 10º angle to target the inferior colliculus (IC) 
calculated to be AP -8.3, ML 2, and DV -4 in accordance to rat stereotaxic coordinates 
(Paxinos and Watson, 1998).  One microliter of dextran fluorescein was injected at insertion 
depths of 2, 3, and 4 mm.  Each injection was made over a period of 30 seconds, and at the 
end of the last injection, the syringe was left for 5 minutes.  The syringe was then withdrawn, 
the hole in the skull filled with bone wax, and the skin sutured.  The rat was given 0.02 cc 
Dopram and 0.02 cc bupinorphine (IM), 1 cc sterile saline (SC), and placed in a heated box 
for recovery.  When the animal was up and moving about, it was returned to its home cage in 
the animal facility.  Each rat was allowed a 7-10 day post-injection survival period. 
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At the end of the survival period, rats were administered a lethal dose of sodium 
pentobarbital (75 mg/kg, IP).  When they were areflexic to corneal stimulation, they were 
transcardially perfused with a solution of 4% paraformaldehyde in 0.1 M phosphate buffer.  
After passing 250 ml of fixative through the animal, the heads were removed and the skull 
opened to allow fixative access to the brain.  Brains were postfixed (5º C) overnight in the 
same fixative.  The next morning, the brainstem at the level of the pons was separated from 
the rest of the brain and placed in 30% sucrose in 0.1 M phosphate buffer.  The brain was 
blocked through the thalamus, embedded in bovine serum albumin hardened with 
formaldehyde, and cut on a Vibratome from caudal to rostral at a thickness of 100 µm.  
Sections through the inferior colliculus were examined under a fluorescent microscope to 
verify placement of the injection site.  When injections were localized to the IC, 
corresponding sections through the dorsal cochlear nucleus were collected on a cryostat.  10 
µm frozen sections of the DCN in the trans-strial plane (Blackstad et al. 1984) were collected 
on slides and used for immunohistochemistry.   
Immunostaining and confocal microscopy. The sections were blocked and permeabilized in 
a solution containing 0.5% Triton X-100, 20% normal goat serum, 0.8% bovine serum 
albumin, and 1% cold water fish gelatin in PBS for 1 hour at room temperature.  The Kv4.3 
polyclonal antibody (Sigma) or the Kv4.2 monoclonal antibody (An et al. 2000), were diluted 
in a solution containing 5% normal goat serum, 0.2% bovine serum albumin and 1% cold 
water fish gelatin in PBS.  The Kv4.3 antibody was diluted 1:200 (1 µg/mL) and the Kv4.2 
antibody was diluted 1:1000.  The sections were then incubated with the antibody overnight 
at 4°C.  After incubation with the primary antibody, the sections were washed three times in 
PBS at room temperature for 15 minutes each.  Secondary antibodies were obtained from 
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Molecular Probes (Invitrogen).  A goat anti-mouse antibody that fluoresced at 568 nm for the 
Kv4.2 monoclonal antibody and a goat anti-rabbit antibody that fluoresced at 633 nm for the 
Kv4.3 polyclonal antibody were used. The secondary antibody was diluted 1:1000 in a 
solution containing 1% cold water fish gelatin, 0.2% bovine serum albumin and 1% horse 
serum in PBS and the slices were incubated with the secondary antibody for 1 hour at room 
temperature.  Finally, the sections were washed three times in room temperature PBS for 15 
minutes and mounted using Fluoromount-GT (Electron Microscopy Sciences).   Rabbit IgG 
(1µg/mL) was used as a negative control for the Kv4.3 antibody.  All reagents were obtained 
from Sigma-Aldrich (St. Louis, MO) unless otherwise noted.   
 Digital images were collected using a Leica confocal microscope with either a 10x, 
0.6 NA objective or a 40x 1.25 NA objective and the Leica TCS-NT software system.  The 
10µm sections were optically sectioned with 1µm steps.  Photoshop (Adobe) and Image J 
were used to adjust the images for brightness and contrast and size.   
Nissl Staining. Nissl staining was carried out to identify cell types in the same sections used 
for the ISH experiments.  The sections were hydrated in 5 minute intervals each, in the 
following solutions: Xylene (twice), 100% EtOH (two times), 95% EtOH, 70% EtOH.  The 
slides were then dipped in water and then stained in 0.5% Cresyl Violet for 30 minutes.  The 
sections were then differentiated in water for 5 minutes and then dehydrated by incubating in 
the following solutions for 5 minutes:  70% EtOh, 95%EtOh, 100%EtOH (twice) and xylene 
(twice).  The slides were then mounted using Permount (Biomedia) and visualized with the 
same microscope used in the ISH experiments.   
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4.3 Results 
4.3.1 Kv4.2 In situ hybridization  
 The Kv4.2 antisense probe labeled many cells in the DCN (Figure 1).  This labeling 
was significantly greater than the background labeling observed in tissue labeled with the 
Kv4.2 sense probe (Figure 1D).  The Kv4.2 antisense probe labeled cell somata that were 
widely distributed in nearly all layers of the DCN (Figure 1B,C).  Labeled cells in the 
molecular layer were observed rarely.  Labeled cell bodies were both large and small. It is 
likely that many of these cells are granule cells since they can be found in many layers of the 
DCN.  Some of the larger cells are likely giant cells or pyramidal cells; however, the exact 
cell type cannot be determined by the staining patterns alone.  Staining of granule cell layers 
in the cerebellum served as a positive control (Figure 1A).   The Kv4.2 antisense probe did 
not label cells heavily in the VCN.  This absence of labeling is seen in Figure 1A where the 
VCN is denoted by a red arrow.  The staining in the VCN is not greater than the background 
staining observed with the Kv4.2 sense probe (Figure 1 A,D).   
4.3.2 Kv4.3 In situ hybridization 
 The Kv4.3 antisense probe did not label as many cells in the DCN as the Kv4.2 
probe.  In fact, the overall staining in all parts of the brain was less for Kv4.3 than it was for 
Kv4.2.  Despite the decrease in the level of intensity, Kv4.3 labeled cells were still detected 
in the DCN (Figure 2).  Labeling for Kv4.3 was also detected in the cerebellar granule cell 
layer. Stained Kv4.3 cells in the DCN were confined to the fusiform cell layer with only a 
few cells detected in the deep layer (Figure 2B,C).  The labeling of cells in the DCN was also 
greater than the background labeling of the sense probe in the DCN, which showed no 
labeled cells (Figure 2D).   
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 When the staining pattern of the two probes are compared in a magnified image, it is 
obvious that many more cells are stained for Kv4.2 than for Kv4.3 (Figure 3).  The Kv4.2 
staining also seems to be found in cell somata scattered throughout the nucleus, whereas the 
Kv4.3 staining is found in cells in the fusiform cell layer (Figure 3B, black arrows) and a few 
cells in the deep layer (Figure 3B, red arrows).  To determine if the Kv4.2 probe and the 
Kv4.3 probe labeled different populations of cells, we compared the number of cells labeled 
with the two probes and the distance of the labeled cells from the DCN lateral edge.  Three 
unbiased investigators counted the number of labeled cells in two DCN sections from two 
different rat brains.  There were more than twice the number (Kv4.2 mean number of 
cells=111 cells versus mean of Kv4.3 cells counted=53.3 cells) of cells stained for Kv4.2 
than were stained for Kv4.3.  The investigators then measured the distance of each labeled 
cell body from the lateral edge of the DCN and the total thickness of the DCN at the level of 
the cell body.  We calculated the relative position of the cell by dividing the distance of the 
cell body from the lateral edge of the DCN by the total thickness of the DCN.  Using the 
normalized distance, we plotted a histogram binned in 0.05 µm increments, that displayed the 
number of cells that were found in each bin (Figure 3C).  The cells labeled for Kv4.2 were 
found throughout all layers of the DCN.  The cells labeled with Kv4.3 were found most 
highly concentrated at the center of the nucleus.   These histograms represent two different 
populations of cells (P<0.05, using a Kolmogorov-Smirnov statistic).  While Kv4.3 likely 
labels a subset of cells labeled with Kv4.2, there was clearly more Kv4.2 label observed in 
the DCN.  The Kv4.3 labeling is confined to layer 2 of the DCN.  The population of cells 
labeled with Kv4.3 most likely reflects pyramidal cells.  Kv4.2 labeling is found in many 
cells throughout the DCN but it is not clear exactly what kinds of cells are labeled.  However, 
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it is likely that granule cells express Kv4.2 since the labeled cells are spread throughout the 
DCN and granule cells are also found spread throughout this nucleus.    
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Figure 4.1 
 
Figure 4.1 Kv4.2 was detected in many cells in the DCN using in situ hybridization of Kv4.2 
mRNA  
 
A Low magnification of a brain section labeled with anti-sense Kv4.2 probe.  The arrow 
denotes the DCN.   
 
B-C High magnification of Kv4.2 anti-sense mRNA labeling in the DCN in two rat brain 
coronal sections.   
 
D  High magnification of Kv4.2 sense probe control showing background labeling in the 
DCN.  There is no labeling of any cells.   
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Figure 4.2 
 
Figure 4.2  Kv4.3 mRNA was detected in cells in rat DCN by in situ hybridization.   
 
A  Low magnification of a brain section labeled with anti-sense Kv4.3 probe.  The arrow 
denotes the DCN.   
 
B-C  High magnification of Kv4.3 anti-sense mRNA labeling in the DCN in two different rat 
brain coronal sections.   
 
D  High magnification of Kv4.3 sense probe control showing background labeling in the 
DCN.  There is no labeling of any cells.  
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Figure 4.3 
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Figure 4.3 Comparison of labeling pattern of Kv4.2 and Kv4.3 probes in the DCN.   
 
A Magnified image showing Kv4.2 expression in cells throughout all layers of the DCN.   
 
B Magnified image showing Kv4.3 is confined to cells in the fusiform cell layer (black 
arrows) and a few cells in the deep layer (red arrows).   
 
C Histogram showing the fraction of total labeled cells in 0.05 um bins denoting the 
normalized depth of the cell body in the DCN.  The two histograms denote significantly 
different populations of cells.   
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4.3.3 Kv4.2 and Kv4.3 Immunocytochemistry  
 Since it was difficult to determine the exact cellular expression pattern of Kv4.2 and 
Kv4.3 using ISH, we used antibodies against Kv4.2 and Kv4.3 to ascertain if pyramidal cells 
express either of these potassium channels at the protein level.  To date there are no known 
cellular markers for pyramidal cells.  Therefore, to label pyramidal cells, we injected the 
inferior colliculi of rats with a retrograde tracer.  Since pyramidal cells are the dominant 
projection neurons of the DCN, and all of the axons of pyramidal cells project to the inferior 
colliculus, we were able to label pyramidal cells with dextran fluorescein.  Cells labeled with 
dextran fluorescein were easily visualized by confocal microscopy because of the punctate 
appearance of the dye (Figures 4.5-4.8).   
 A monoclonal antibody against Kv4.2, created in the lab of James Trimmer (UC 
Davis), labels the cell membranes of granule cells of the cerebellum, which are known to 
express Kv4.2 (Figure 4.4).  This antibody has been used in other studies to determine the 
cellular and subcellular expression pattern of Kv4.2 (An et al. 2000).  The Kv4.2 antibody 
labeled cells in the DCN (Figure 4.5A).  Cell membranes were most heavily labled by the 
antibody; however, it was hard to determine if dendrites were also stained.  The cells that 
were stained were small compared to the retrogradely-labeled pyramidal cells (Figure 4.5A-
C)).  While cells that were stained with the anti-Kv4.2 antibody were found throughout the 
nucleus in pockets of cells, the labeled pyramidal cells did not show any Kv4.2 staining.  At 
high magnification, it is clear that Kv4.2 is absent in retrogradely-labeled pyramidal cells 
(Figure 4.6).  Smaller cells that surround pyramidal cells do express Kv4.2 (Figure 4.6A,D).  
These cells are likely to be granule cells since they are found throughout the nucleus in 
clusters and they are less that 10 µm in diameter.  However, we did not find any pyramidal 
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cells that were labeled both with the tracer and with Kv4.2 (10/10 cells unlabeled) (Figure 
4.6C,F). The population of pyramidal cells that were labeled with the retrograde dye in these 
experiments do not express Kv4.2. However, there might be another population of pyramidal 
cells not labeled with the retrograde tracer that do express Kv4.2  
 To determine whether Kv4.3 is expressed in pyramidal cells, we stained sections of 
DCN that also contained retrogradely-labeled pyramidal cells with a polyclonal antibody 
against Kv4.3.  Kv4.3 staining was robust in the DCN.  Many dendrites contained Kv4.3, 
especially dendrites that projected into the molecular layer (Figure 4.7A,D).  In addition, 
Kv4.3 labled cell bodies and proximal dendrites of retrogradely-labeled pyramidal cells.  As 
seen in Figure 4.7, Kv4.3 staining is observed in all cells labeled with dextran fluorescein 
(14/14 cells positive).  Kv4.3 also labeled cells that were not labeled by the retrograde tracer.  
These cells might also be pyramidal cells because the shape of the soma and the location of 
the cell body are similar to the shape and location of other labeled pyramidal cells.  In 
addition, while the fusiform and molecular layers show dense staining by the Kv4.3 antibody, 
the deep layer of the DCN is much more lightly labeled by this antibody.   
 We used rabbit-IgG at the same concentration of the Kv4.3 antibody as a negative 
control since the peptide used to make the antibody was not available.  The rabbit IgG did not 
stain cells in the DCN showing the Kv4.3 antibody staining pattern was due to the interaction 
of the antibody and the potassium channel and not due to non-specific interactions (Figure 
4.8). 
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Figure 4.4 
 
Figure 4.4 The monoclonal Kv4.2 antibody labels granule cells in the cerebellum.  It is 
absent in other cerebellar layers that do not have granule cells (white arrow).   
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Figure 4.5 
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Figure 4.5  A Kv4.2 monoclonal antibody labels smaller cells in the DCN but is absent in 
retrogradely labeled pyramidal cells.   
 
A The monoclonal Kv4.2 antibody labels the cell membranes of small round cells in the 
DCN.   
 
B  Pyramidal cells retrogradely labled with dextran fluorescein.  
 
C  Merged image of both labels.  The Kv4.2 is not labeled in the retrogradely-labeled 
pyramidal cells.  
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Figure 4.6 
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Figure 4.6  A higher magnification of the DCN reveals that labeled pyramidal cells do not 
contain labeling for Kv4.2.   
 
A,D  Anti-Kv4.2 monoclonal antibody labeling in smaller cells in the DCN.   
 
B,E  Pyramidal cells retrogradely-labeled with fluorescein-dextran.   
 
C,F Merged image of both labels.  Even at a higher magnification, no Kv4.2 labeling is 
found in fluorescein labeled pyramidal cells.  The Kv4.2 labeling is found in smaller cells 
that surround the larger pyramidal cells.   
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Figure 4.7 
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Figure 4.7 Kv4.3 polyclonal antibody labeling is found in pyramidal cells of the DCN.   
 
A,D  DCN labeling with the Kv4.3 polyclonal antibody.  Cell bodies and dendrites are 
labeled.  The molecular and fusiform layers are heavily labeled for Kv4.3 whereas the deep 
layer shows less labeling.   
 
B,E  Pyramidal cell bodies retrogradely-labeled with fluorescein-dextran.  
 
C,F  Merged image containing both of the labels.  Pyramidal cells that are labeled with 
fluorescein-dextran are also labeled with Kv4.3.   
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Figure 4.8 
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Figure 4.8 Rabbit IgG does not label any cells in the DCN.   
 
A  Rabbit IgG (1µg/mL) was used as a negative control to show background labeling.   
 
B  Dex-Fluor labeled pyramidal cell.   
 
C  Merged image of A and B.  No cells were labeled when rabbit IgG was used instead of 
anti Kv4.3 antibody showing that the labeling observed in sections labeled with anti Kv4.3 
antibody is specific.    
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4.3.4 Kv3.4 immunocytochemistry 
 Another channel known to give rise to A currents is Kv3.4.  In previous studies we 
have shown that toxins that specifically block Kv3.4 are ineffective at reducing A currents in 
outside-out patches pulled from pyramidal cell somata.  However, to confirm that Kv3.4 is 
not expressed in pyramidal cells, we stained DCN sections with a poly-clonal Kv3.4 
antibody.  As seen in figure 9, Kv3.4 does label some cells in the DCN (Figure 9 A).  
However, pyramidal cells do not show any labeling for Kv3.4 (figure 9 B-C).  It is unlikely 
that Kv3.4 is expressed by pyramidal cells in the DCN.   
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Figure 4.9 
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Figure 4.9 Pyramidal cells do not express Kv3.4 protein.   
A  Staining pattern for a Kv3.4 polyclonal antibody in the DCN.   
B  Retrogradely labeled pyramidal cells C. Merged image of A and B.   
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4.4 Discussion 
 In this study we have used ISH and immunocytochemistry to determine which Kv4 
potassium channel is expressed by DCN pyramidal cells.  Kv4.2 mRNA is expressed at high 
levels in the DCN in cells that are found in both the fusiform and deep layers.  Kv4.2 protein 
is found in small cells that are clustered in the fusiform and deep layers but absent in neurons 
that project to the inferior colliculus.  Kv4.3 mRNA is expressed in fewer cells than Kv4.2 
and cell bodies labeled for Kv4.3 mRNA are usually found in the fusiform cell layer.  In 
conjunction with Kv4.3 mRNA expression patterns, the anti-Kv4.3 antibody labeled 
pyramidal cell bodies and dendrites.   From these results we conclude that Kv4.3, and not 
Kv4.2 is responsible for at least a portion IA in pyramidal cells.  
4.4.1 In Situ Hybridization Experiments 
 The data presented in this paper are consistent with results described by others.  
Serodio and Rudy first showed by ISH that Kv4.2 was expressed at higher levels than Kv4.3 
in the DCN (Serodio and Rudy 1998).  However, the authors of this study did not make any 
attempt to define which cells in particular expressed of Kv4.2 and Kv4.3.  Later, Fitzakerley 
and colleagues carried out an ISH study more specific to cells in the cochlear nucleus.  Their 
data, collected in mice, corroborated much of the Serodio and Rudy findings.  These authors 
also reported Kv4.2 mRNA was expressed at high levels in the DCN with Kv4.3 expressed at 
low levels (Fitzakerley et al. 2000).  They also reported that Kv4.2 was found in large 
projection neurons of the cochlear nucleus including pyramidal cells of the DCN.  Our ISH 
data are consistent in every aspect with these findings and we also show that the cells labeled 
with Kv4.2 probes represent a different population of cells than those cells that express 
Kv4.3 mRNA.   
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 In addition, our ISH results in rat brain mirror those found in the Allen Brain Atlas 
(http://www.brainatlas.org/aba/) (Lein et al. 2006).  DCN Kv4.2 labeling in these images is 
also found in smaller cell bodies that are located throughout the nucleus.  Kv4.3, on the other 
hand, clearly labels cells that are found only in the fusiform cell layer.  The images in the 
Allen Brain atlas distinctly show labeling in large cell bodies in the fusiform layer. Our 
results confirm that Kv4 expression patterns are similar in the rat as they are in the mouse.   
4.4.2 Immunocytochemistry 
 By specifically labeling pyramidal cells with a retrograde tracer dye, we were able to 
determine which Kv4 channel protein was expressed by pyramidal cells.  While Kv4.2 
mRNA was found in the fusiform cell layer in our ISH experiments, Kv4.2 protein was not 
found in pyramidal cells, rather it was found in small cells throughout the nucleus.  We 
suggest that these cells are predominantly granule cells.  The DCN is derived from a similar 
area of embryological tissue as the cerebellum and the anatomy and circuitry of these two 
brain regions is comparable.  Granule cells of the cerebellum express Kv4.2 ion channels 
(Shibata et al. 1999), so it is not surprising that DCN granule cells also express Kv4.2.  On 
the other hand, we were somewhat surprised to find that no back labeled pyramidal cells 
showed labeling for Kv4.2.  In light of the ISH results of Fitzakerley and colleagues and our 
own ISH results, we expected to see at least some pyramidal cells that stained for the Kv4.2 
channel.  However, it is entirely possible that the cell expresses Kv4.2 mRNA, but the 
channel is either not trafficked to the membrane or the mRNA is not translated.  In addition, 
there could be developmental effects that we did not study.  The animals used in the 
immunocytochemistry studies were 3 weeks older than those used in the ISH experiments.  
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There have been developmental changes in ion channel expression reported for the DCN 
(Fitzakerley et al. 2000).   
 Kv4.3 is likely the channel responsible for IA.  Kv4.3 mRNA is expressed in the 
fusiform cell layer and Kv4.3 protein is found in pyramidal cells bodies and dendrites.  These 
data support our other findings that the channel that gives rise to IA in pyramidal cells is a 
member of the Kv4 family of potassium channels since the kinetic and pharmacological 
characteristics of this current match those reported for Kv4 channels (Kanold and Manis 
2001; 1999).   
 It is predictable that staining for Kv4.3 is found throughout the fusiform and 
molecular layer.  Kv4 channels are targeted to the somatodendritic compartments of neurons 
by a dileucine-containing motif (Hsu et al. 2003; Rivera et al. 2003; Sheng et al. 1992).  The 
cell bodies of pyramidal cells are found in the fusiform cell layer, while the apical dendrites 
project into the molecular layer.  Pyramidal cells also have basal dendrites that extend into 
the deep layer, however there are fewer dendritic branches. Perhaps the smaller numbers of 
dendrites made it difficult to see Kv4.3 staining in the deep layer of the nucleus.  Although 
an alternate explanation is Kv4.3 is selectively targeted to the apical branch of dendrites.  
Selective dendritic targeting of glutamate receptors has been described previously in DCN 
pyramidal cells (Rubio and Wenthold 1997).  In addition, differential subcellular localization 
has been reported for the Kv4 channels.  For instance, Kv4 channels are localized to the post-
synaptic membranes in rat supraoptic neurons (Alonso and Widmer 1997). Further, in visual 
cortical pyramidal cells and interneurons, Kv4.2 and Kv4.3 are targeted to the post-synaptic 
membrane of GABAergic synapses, but they are found just outside the synaptic region of 
excitatory synapses (Burkhalter et al. 2006).  In cerebellar granule cells, Kv4.2 is targeted to 
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excitatory synapses, while in hippocampus it is located extrasynaptically at inhibitory 
synapses (Jinno et al. 2005; Shibasaki et al. 2004).  Since subcellular targeting of Kv4 
channels is thought to be activity dependent, it is possible that differential subcellular 
targeting of Kv4 channels takes place in pyramidal cells.  We were not able to detect which 
synapses on which dendritic branch contain clusters of Kv4.3 channels with the resolution of 
our images.  In the future it will be important to understand which synapses contain Kv4.3 so 
that we can gain a greater understanding of the role Kv4.3 plays in synaptic integration and 
information processing in DCN pyramidal cells.  
  
   
   
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Chapter 5: Discussion 
5.1 Spike Timing and Potassium Channels in DCN Pyramidal Cells 
 A neuron must be able to differentiate spatiotemporal patterns of input, and then 
process, encode and relay that information as a train of action potentials to target neurons.  
This ability is paramount to proper neuronal function.  To this end, neurons can encode 
information by a rate code or by the precise timing of action potentials in relation to one 
another.  Pyramidal cells, previous to this work, have either been thought of as neurons that 
utilize a rate code to encode information or, if they display any timing specific information, 
they encode timing information that only represents the sound waveform envelope, such as 
amplitude modulation.  Here we show that these cells are capable of firing precisely timed 
trains of action potentials to time varying input presented at the cell body.  The events that 
elicit precisely timed spikes in pyramidal cells are very short in duration, leading us to 
conclude that at least in some circumstances, these neurons can behave as coincidence 
detectors for spatiotemporal patterns of input on short time scales.   
 In addition to synaptic input, intrinsic conductances also shape pyramidal cells 
response patterns. Sound evoked response patterns of pyramidal cells are dominated by 
inhibition.  In addition, there is temporally related inhibitory input to pyramidal cells from at 
least three types of inhibitory interneurons.  Therefore, any conductance that is sensitive to 
inhibition would play an important role in pyramidal cell output patterns. The work presented 
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here reveals that one of the conductances that shapes pyramidal cell response patterns is the 
Kv4.3 channel.  Hyperpolarizing voltages with short latencies disinhibit Kv4.3.  Furthermore, 
this channel activates at sub-threshold voltages.  These characteristics of Kv4.3 confer 
additional timing sensitivity to pyramidal cells and affect the spike generating mechanism.  
The new understanding of pyramidal cells brought to us by the work presented here lead to 
new insights into the exact function of pyramidal cells within the auditory system.  These 
possibilities will be discussed in this chapter. 
5.2 Comparison of DCN Pyramidal Cells to Other Brainstem Neurons 
 There is no doubt that the auditory system is the quintessential example of spike time 
coding by neurons in the CNS.  As discussed previously, neurons in the auditory nerve phase 
lock to sound frequency information up to 4000 Hz in mammals while neurons in the medial 
superior olive (MSO) utilize interaural time differences on a microsecond scale to localize a 
sound source (Oertel 1999).  Other auditory brainstem neurons like the bushy cells in the 
VCN, and the glycinergic cells in the medial nucleus of the trapezoid body (MNTB) must 
preserve the timing code relayed to them through large calyceal synapses.  In light of the 
importance of timing in the auditory brainstem, it is not surprising that DCN pyramidal cells 
also can utilize spike timing to encode information.  However, the cellular machinery used to 
encode timing are quite different in DCN pyramidal cells when compared to other auditory 
brainstem neurons. 
 First, principal cells of the anterior VCN (bushy cells), posterior VCN (octopus cells), 
MNTB and MSO all respond to stimuli with either primary-like or onset response patterns.  
Both of these response patterns show one or two short latency spikes and then a sharp 
decrease in the probability of firing (see Figure 1.4).  Usually, these cells will only fire one 
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action potential in response to a depolarization.  Bushy cells, and MNTB neurons are sharply 
tuned to frequency information while octopus cells are tuned to broadband transients and 
sound wave periodicity (Oertel 1999).  MSO neurons receive input from both ipsilateral and 
contralateral bushy cells along with inhibitory input from the MNTB, and act as coincidence 
detectors in order to decode sound location in the azimuth (Grothe and Sanes 1994).  On the 
other hand, DCN pyramidal cells respond with multiple spikes when presented with tonal 
stimuli.  In addition, DCN cells show little tuning to frequency information but are instead 
strongly excited by broadband stimuli and phase lock only to envelope modulation.  
Therefore, DCN neurons are most likely performing computations that differ remarkably 
from the other brainstem neurons, which are responsible for conveying frequency 
information and azithmul sound localization information.    
 The intrinsic conductances expressed in pyramidal cells also differ from those in 
other auditory neurons.  In order to fire precisely timed spikes to very high frequency input, 
VCN, MNTB and MSO neurons are equipped with low threshold and high 
threshold,potassium channels that provide strong outward rectification.  In general, such 
currents are provided by Kv1.1, Kv1.2 and Kv3.1 channels. All brainstem neurons that fire 
only one or two action potentials in response to sustained depolarization express these 
channels (Klug and Trussell 2006; Manis and Marx 1991; Rothman and Manis 2003; 
Svirskis et al. 2003; Trussell 1999).  Kv1.1 and Kv1.2 channels open at subthreshold voltages 
slowly, but remain open as long as the cell membrane remains depolarized and act in concert 
with high voltage activated potassium channels (like Kv3.1) to quickly repolarize the 
membrane during an action potential.  This behavior is essential if a neuron is to follow high 
frequency input, like that of the auditory nerve (Manis 2007).   
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Since Kv1.1 and Kv1.2 channels open slowly at sub-threshold voltages, they endow 
the neuron with a mechanism to generate a spike only in response to large and rapid 
depolarizations.  If a large depolarization occurs either because of transmitter release at 
endbulb synapses (in the case of bushy cells and MNTB neurons) or two coincident EPSPs 
(in the case of MSO neurons), the membrane will depolarize quickly before these potassium 
channels have time to open and an action potential will be fired (Trussell 1999).  In contrast, 
if only small depolarizations or non-coincident EPSPs arrive at the neurons, the membrane 
depolarization will not be fast enough to reach threshold before the potassium channels 
activate and lead to a dampened depolarization and a slow rise in membrane potential 
(Ferragamo and Oertel 2002).  These characteristics enable neurons to only respond to 
precisely-timed coincident input or large depolarizations from the endbulbs of Held. These 
channels also lead to brief synaptic events by shortening the membrane time constant.  This 
feature is particularly important for neurons of the MSO to act as coincidence detectors 
(Svirskis et al. 2003).  If synaptic events are not brief, they can integrate over longer periods 
of time and elicit spikes that do not represent information relevant to interaural time 
differences. Blocking these channels results in wide action potentials and poorly timed spikes 
(Klug and Trussell 2006).       
The channel profile of the aforementioned auditory neurons contrasts starkly with 
DCN pyramidal cells.  Pyramidal cells do not heavily express Kv1.1, 1.2 and 3.1 channels.  
This difference explains, at least in part, the difference in response patterns observed in 
pyramidal cells when compared to other auditory brainstem neurons.  Pyramidal cells fire 
repeated spikes to depolarizing current.  In addition, the latencies to spikes are often delayed 
when the depolarizations are preceded by hyperpolarizations as demonstrated in this work 
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and in other work done by our lab (Kanold and Manis 2001; 2005a; 1999; Manis 1990).  As 
established in this work, this response pattern is due to the Kv4.3 channel.  Since Kv4.3 
rapidly inactivates, the outward rectification in pyramidal cells is transient, and repetitive 
spikes can be fired to a sustained depolarizing current. The lack of lasting outward 
rectification by Kv1 and Kv3 channels also explains why pyramidal cells do not phase lock 
to frequency information contained in the auditory nerve.  They express different potassium 
channels than those found in neurons that do phase lock to sound wave frequency.   
On the other hand, Kv4.3 channels confer other properties to pyramidal cells that 
could be useful in encoding other kinds of timing and auditory information.  Pyramidal cells 
respond to different types of sensory information than the other brainstem auditory neurons 
in that they must integrate multiple types of sensory information with auditory information.  
The MSO, VCN and MNTB do not integrate multiple sensory inputs.  The contrasting 
expression profiles of these types of cells might reflect these differing functions.  
In addition to the multi-sensory integration function of pyramidal cells, it has recently 
been demonstrated that pyramidal cells respond to the rising phase of spectral notches in 
order to enable sound localization in the vertical plane (Reiss and Young 2005).  Modeling 
studies have shown that this sensitivity is, in part, due to the inhibitory inputs associated with 
sound information onto pyramidal cells.  However, it is thought that part of the sound 
localization function of the DCN also involves comparing sound information with the 
position of the head or pinna in order to adequately interpret spectral notch position.  It is 
possible that the different expression patterns of Kv4.3 potassium channels and other 
intrinsic conductances in pyramidal cells are specialized for this function.   
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For instance, Kv4.3 confers to pyramidal cells a mechanism by which inhibitory 
inputs are encoded.  When a pyramidal cell receives inhibitory input, Kv4.3 channel 
inactivation is removed and the channel will be in the closed state and available to open to 
any depolarizing input onto the cell.  If an EPSP occurs in a certain time window after an 
IPSP, the EPSP will be dampened due to the transient outward rectification provided by 
Kv4.3.  Perhaps patterns of inhibition from both vertical cells, and wideband inhibitors 
associated with sound information, and cartwheel cells and stellate cells associated with 
somatosensory information deinactivate Kv4.3 and thereby prime the spike generating 
mechanism with the proper configuration to fire a spike exactly when the rising phase of the 
spectral notch and head position are in the proper spatiotemporal input pattern. This 
mechanism would encode the location of the sound source in relation to the position of the 
head.  A straightforward experiment to test this hypothesis would be to block Kv4.3 channels 
(or knock them out) in the DCN and determine if this perturbation affects an animal’s ability 
to orient to a sound source.   
What we know after many years of research is pyramidal cells are not simple auditory 
neurons like other brainstem auditory neurons.  They are modulated by somatosensory and 
other input on the apical dendrites (Kanold and Young 2001; Shore 2005; Shore and Zhou 
2006). Therefore, attempts to study them as other brainstem auditory neurons will likely fail 
to reveal the true function of these neurons.  As more parameters of the DCN are elucidated, 
we can apply them to physiological models of the DCN to ascertain how and under what 
circumstances the two converging inputs (auditory and non-auditory) are integrated into one 
signal by pyramidal cells.   
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5.3 Comparison of DCN Pyramidal Cells with Other CNS Neurons 
 DCN pyramidal cells are more aptly compared with other CNS neurons such as deep 
cerebellar nuclei neurons, hippocampal CA1 pyramidal cells, and other cortical neurons.  To 
date, all of these neurons’ timing properties have been investigated to some extent, and more 
complicated and subtle mechanisms exist within these cells to control spike timing when 
compared with auditory brainstem neurons. DCN pyramidal cells are more like these neurons 
in that they process multiple types of sensory input and express A-currents.  In the past, these 
CNS neurons, just like pyramidal cells, have been thought of primarily as integrators rather 
than coincidence detectors, because they exhibit slow membrane time constants that allow 
for summation of excitatory inputs.  However, new insights into these neurons have argued 
that under the correct circumstances, even these neurons can behave as coincidence detectors 
and utilize spike timing to encode information (Grande et al. 2004).  Some of these 
conditions include strong synchronous inhibition, faster decaying EPSPs, adaptive spike 
thresholds, and noisy background activity (Azouz and Gray 2000; Grande et al. 2004; 
Hausser and Clark 1997).  These characteristics can decrease the membrane time constant 
and attenuate integration properties in these neurons, leading the neuron to fire precisely 
timed action potentials in response to synchronous input.  The environment of DCN 
pyramidal cells provides these conditions in that there is strong inhibitory inputs and 
spontaneous background activity from the auditory nerve.  The work presented in Chapter 
Two also reveals that pyramidal cells are more likely to fire spikes when large depolarizing 
currents lower spike threshold so that a spike is more likely to be fired on synchronous input. 
 Another similarity of DCN pyramidal cells with non-auditory neurons is the potential 
ability of inhibition to control spike timing.  DCN response patterns are dominated by 
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inhibition and the timing of inhibition in the DCN is tightly linked to the timing of excitation.  
Inhibition has been shown to be essential for neurons to use a spike timing code in higher 
cortical neurons and in cerebellar neurons. For instance, in neurons of the deep cerebellar 
nuclei, the timing precision of spike times was affected only by changing the strength of 
synchronous inhibitory input.  Even when the inhibitory inputs were slightly jittered, the 
timing precision remained high (Gauck and Jaeger 2000) .  Strong synchronous excitatory 
inputs could overcome the preference for inhibition to determine the precision of spike times 
in these cells; however, it is only when the inhibitory inputs are completely randomized that 
excitation determines the output pattern and timing of spikes (Gauck and Jaeger 2003).   
 Since DCN and other CNS neurons also posses characteristics that favor synaptic 
integration, these neurons can switch what scheme of information encoding they are using, 
depending on the kind of information they are receiving.  For instance, if the information 
they are processing requires that they encode the information as a timing code, then there will 
be more inhibition and membrane dynamics will be set to shorten EPSP decay time 
constants.  If the information needs to be sent as a rate code, the neurons will switch to the 
integration state.  Hauser and Clark demonstrated this state dependence in cerebellar Purkinje 
cells (1997) and the same idea has been demonstrated recently in hippocampal CA1 
pyramidal neurons (Gasparini and Magee 2006).    
DCN pyramidal cells, like these higher cortical neurons, receive and encode multiple 
kinds of information.  They can encode the envelope waveform in addition to encoding 
sound localization information.  It is certainly possible that other information is processed 
and encoded in the DCN.  Therefore, we postulate that DCN pyramidal cells are also state 
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dependent--sometimes using a rate code, and at other times encoding their inputs with spike 
timing.   
Kv4.3 would play a part in determining the state of the neuron.  For example, in 
environments where inhibition dominates and Kv4.3 is deinactivated, Kv4.3 might enable 
pyramidal cells to become strong coincidence detectors for short periods by only allowing 
very large and rapid synchronized depolarizations to elicit precisely timed spikes.  It is 
possible that the dominance of inhibition in this nucleus is present to enable pyramidal cells 
to be better coincidence detectors by deinactivation of Kv4.3 and decreasing the membrane 
time constant as reported in other neurons (Grande et al. 2004).  Since these effects are 
transient, pyramidal cells could switch rapidly between a state where inhibition is dominant 
and timing is utilized to a state where inhibition is minimal and EPSP integration drives the 
spike generator.  
When DCN neurons are in a state that is encoding information by integration of 
synaptic input over time, Kv4.3 could also play an important role in this regime by allowing 
the cell to encode timing of excitatory input.  Kv4.3 rapidly inactivates when activated and 
because it is capable of closed-state inactivation, a percentage of this channel is always 
inactivated at rest.  Therefore, unless the cell is briefly hyperpolarized, the availability of 
channels to open and oppose inward current is lessened.  Further, if even more channels are 
inactivated by subthreshold EPSPs, enough of the channels could become inactivated so that 
usual subthreshold EPSPs are able to elicit spikes since there is little to no opposing current.  
This mechanism would also allow different patterns of spatiotemporal input to force the cell 
into different coding states, depending on the kinds of information that was being relayed to 
the pyramidal cell.  With Kv4.3 inactivated, on the other hand, the pyramidal cells would act 
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more as integrators and weaker depolarizations could elicit spikes. This would result in 
potentially more ways in which the pyramidal cells could encode information.  
Finally, DCN pyramidal cells are more similar to hippocampal, cortical and cerebellar 
neurons because their synapses can be strengthened and weakened by certain patterns of 
input. Kv4 channels play an important role by enabling the cells to potentiate synapses based 
on the patterns of input and output.  In hippocampal pyramidal cells, Hebbian plasticity is 
altered when Kv4.2 channel voltage sensitivity is shifted (Watanabe et al. 2002).  This is due 
to Kv4.2 ability to attenuate back propagating action potentials that allow Ca2+ to enter 
dendrites, and initiate signaling cascades that result in altered synaptic strength.  When 
preceding depolarizing input inactivates Kv4.2, it will not be available to oppose inward 
current resulting from back propagating action potentials, and more Ca2+ will enter the 
dendrites.  If the depolarizing input is too far removed in time from the back propagating 
action potential, Kv4.2 can activate and open to attenuate Ca2+ entry. Parallel fiber synapses 
on apical dendrites of pyramidal cells potentiate according to Hebbian rules like hippocampal 
pyramidal cells (Tzounopoulos et al. 2004).  So far, this same type of synaptic plasticity has 
not been reported for other auditory brainstem neurons.  Therefore, Kv4.3 is more than likely 
an important component of spike-timing dependent plasticity in pyramidal neurons.  Since 
this channel can be modulated, pyramidal cells could alter the conditions under which 
synapses are potentiated or depressed.  This ability would be very useful to neurons that 
integrate multiple types of sensory information.  
In sum, while pyramidal cells do not perform the same kinds of information encoding 
as other brainstem auditory neurons, Kv4.3 channels could confer sensitivity to different 
patterns of spatiotemporal input. This mechanism would enable them to encode these 
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patterns of input in a state-dependent way, by the precise timing of action potentials based on 
the particulars of the neuronal environment and the type of information being relayed to the 
cell.  This type of information encoding resembles that thought to be used by hippocampal 
pyramidal neurons and neurons of the cerebellum.   
5.4 Kv4.3 Effects on Dendritic Integration 
 Since Kv4.3 channels are targeted to the somatodendritic compartment of neurons 
and are expressed in and around synapses (see introduction), these channels may alter 
dendritic integration at pyramidal cell synapses.  It is now well accepted that dendrites do not 
function as simple passive cables as previously suggested (Rall 1967).  If they did behave in 
this manner, the cable properties of dendrites would cause synaptic potentials to attenuate as 
a function of the distance from the soma.  In addition, there would be different time 
integration windows for proximal and distal synapses (Magee 2000).  With these properties, 
the neuron is only responsive to the quantity of excitatory input, and it would be difficult for 
a neuron to predictably fire a precisely timed action potential in response to recognizable 
patterns of input. 
 However, dendritic specializations are now thought to produce dendritic potentials 
that defy cable properties (Yuste and Tank 1996).  For example, dendrites can elicit spikes in 
response to excitatory input if they express either Ca2+ or Na+ channels and the input is 
temporally or spatially coincident (Gasparini et al. 2004; Losonczy and Magee 2006; Stuart 
and Sakmann 1994).  In addition, these same studies demonstrated that dendritic potassium 
channels, like Kv4.2 and Kv4.3 or HCN channels, could attenuate excitatory input.  Such 
conductances change the behavior of dendrites from a linear, integrative cable, to one that 
exhibits nonlinear output based on the spatiotemporal pattern of input (Magee 2000). For 
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example, if EPSPs converge on a neuron close in space and time, the actual change in 
membrane potential at the soma is greater than would be predicted with a linear integration.  
Such supra-linearities could lead to short latency, well timed spikes by increasing the rising 
slope of the membrane potential (Azouz and Gray 2000; Gasparini et al. 2004).  In contrast, 
Kv4.2 and HCN channels attenuate excitatory potentials. These dynamic properties benefit 
the neuron by conferring upon them a mechanism by which they can recognize and respond 
to patterns of input with precisely timed spikes and reduce ill-timed spikes fired in response 
to noisy or jittery input.  Thus, it is the qualities, and not just the quantity of synaptic input 
that is encoded in the output. 
 Further, these dendritic conductances allow for modulation in the behavior of the 
neuron.  This modulation could result from second messenger systems being activated by 
neuromodulators such as acetylcholine or norepinephrine (Hoffman and Johnston 1999) or 
by patterns of input, which engage different configurations of dendritic conductances 
(Berman and Maler 1998; Llinas and Sugimori 1980; Llinas 1988).    Therefore, the neuron 
represents not just the synaptic input in to the cell, but also the condition of the neuron itself, 
which can be altered by both history of activity and neuromodulation.  With these intrinsic 
properties, the neuron can respond to very specific changes in the information it must process 
and encode.   
 How could such mechanisms be useful in DCN pyramidal cells?  We have already 
shown both in this work and previous work, that Kv4.3 confers a mechanism by which 
inhibitory inputs are encoded by the timing of spikes.  After a period of inhibition, the same 
excitatory input will result in a delay in spike time compared to the timing without the 
previous inhibition.  There is no doubt that inhibitory inputs play an essential role in 
168 
information encoding in the DCN.  It is possible that Kv4.3 is responsible for the output 
patterns of pyramidal cells in response to patterns of inhibitory input.   
 In addition, Kv4.3 could provide a mechanism by which certain patterns of input lead 
to supra-linear behavior, while other patterns of input lead to sub-linear behavior.  The state 
of the neuron would depend upon the patterns of input and neuromodulation.  When there is 
strong inhibitory input, Kv4.3 would be available to activate.  In this scenario Kv4.3 would 
attenuate any weak or spatiotemporally distant input further by opening its outward 
conductance (sub-linear state).  However, if there was very coincident input, it could 
overcome this opposition and lead to a well-timed spike (supra-linear state).  The threshold 
for how spatiotemporally succinct these inputs would need to be could be set by history the 
history of activity or neuromodulation of the channel through phosphorylation.  One possible 
mechanism for such neuromodulation is acetylcholine.  It is known that the DCN receives 
cholinergic inputs (Chen et al. 1994; 1995).  In addition, it is known that muscarinic 
stimulation leads to changes in Kv4 channel voltage sensitivity (Hoffman and Johnston 
1999).  Therefore, these cholinergic inputs in the DCN might supply some of the 
neuromodulation necessary for the neurons to switch between these two states. 
By allowing the cell to be tuned to history of input and neuromodulation, Kv4.3 could 
provide the link between auditory and non-auditory inputs.  Information about head position 
would push a pyramidal cell into a certain regime.  When the pyramidal cells sense 
subsequent auditory information, it is processed in terms of the sensory input that has placed 
certain constraints on the pyramidal cell.  In this way, spectral notch information would be 
interpreted based on the head position. This mechanism would allow pyramidal cells to 
encode the auditory information along with non-auditory information.   
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Channels other than Kv4.3 would certainly play a role in this type of information 
encoding.  Apical dendrites also express Ca2+ channels that, when activated, could boost any 
excitatory input from auditory nerve fibers resulting in action potentials that would not have 
been elicited without the Ca2+ spikes.  It is not known if apical or basal dendrites express Na+ 
channels but they could also perform the same role only faster.  Pyramidal cells do express a 
low-threshold persistent Na+ current that, when activated, could boost synaptic excitation 
(Manis et al. 2003).  Work in this area will prove very helpful in further understanding the 
role of spatiotemporal patterns of input and the auditory and non-auditory convergence onto 
pyramidal cells.   
5.5 Potential Pathologies 
 Kv4.2 channels have been implicated in temporal lobe epilepsy.  In this disorder, it is 
thought that there are fewer Kv4.2 channels expressed and those that are expressed are 
phosphorylated and therefore have higher activation voltages.  This higher activation voltage 
profile essentially reduces the number of channels that open in response to depolarization 
(Bernard et al. 2004).  This change in Kv4.2 current results in increased dendritic excitability, 
which leads to epileptic behavior of neurons.   
 The DCN has also been implicated in a hearing disorder that might be caused by 
increased activity of neurons.  Tinnitus is the perception of a phantom sound and has been 
associated with increased activity of the DCN (Zhang and Kaltenbach 1998).   While the 
exact cell type associated with this increase in spontaneous activity is debated (Brozoski et 
al. 2002; Chang et al. 2002), it is possible that disregulation of Kv4.2 or Kv4.3 is responsible 
since these channels play a major role in determining neuronal excitability.  In addition, since 
these channels set the conditions under which LTP and LTD occur, changes in their voltage 
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sensitivity could result in aberrant synaptic plasticity.  More research in this area is needed to 
determine what role, if any, Kv4 channels and the DCN play in this disorder.  
5.6 Summary 
 The work presented in this thesis has demonstrated that pyramidal cells in the DCN 
can fire well-timed action potentials in response to time-varying input.  Small IPSP-like 
currents augment this timing precision. Intrinsic conductances can play an important role in 
determining what kind of input leads to spiking, so we tested whether HCN channels or 
potassium channels affect pyramidal cells spike timing.  A rapidly-inactivating potassium 
current altered the timing of spikes after periods of inhibition.  The channel responsible for 
this current in pyramidal cells was also determined to arise from Kv4.3.  Kv4 channels have 
important functions in other neurons known to integrate complex information and alter 
synaptic efficacy in response to synaptic input.  Therefore, it is probably that Kv4.3 plays an 
essential role in pyramidal cell information encoding and in the proper function of the DCN.   
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