Recently, we proposed two neutrality tests (Depaulis and Veuille 1998) based on haplotype number (K) and haplotype diversity (H). They relied on coalescent simulations conditional on the observed number of segregating sites (S) following the coalescent simulation procedure proposed by Hudson (1993) . In a companion letter, Markovtsova, Marjoram, and Tavaré (2001) use an alternative approach, based on the joint distribution of K and S, and show that the corresponding tests are not independent of the population mutational parameter ( ϭ 4N e , where N e is the effective population size and is the neutral mutation rate per generation). They use the classical procedure of coalescent simulations conditional on and restrict their distribution to the particular subset of genealogies consistent with a particular value of S. They show that if is extreme, the probability of rejection can be substantially different from 5%.
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In another companion letter, Wall and Hudson (2001) show that the test based on K is reasonably robust in its original form. They perform coalescent simulations conditional on for a wide range of values. In contrast to the previous approach, they consider all the outcomes of the neutral simulations with various S values and look at the corresponding (various) confidence intervals given by our (Depaulis and Veuille 1998) procedure regardless of the value in the input of their simulations. This latter approach may be a better representation of a neutral distribution of genealogies. They study various statistics, including K, and the resulting type I error given by the confidence interval of Depaulis and Veuille (1998) remains close to 5% once corrected for the discreteness of the statistics.
In practice, the exact value of is unknown, and we generally have no information on its value independent of a given data set. One should find a reliable procedure to account for uncertainty on . Replacing with an estimate would not be conservative. Rather than conditioning on this unknown parameter, we chose to condition directly on the observed value of S.
In the present letter, we question the relevance of considering extreme values in addressing the robustness of the tests. We first show that those values of that lead to nonrobust neutrality tests with our procedure are highly unlikely given S under a neutral model. Second, we show with a Bayesian approach that our tests conditional on S are reliable, thus confirming Wall and Hudson's (2001) simulation results by an alternative approach.
All values of are not equally likely given an observed value of S under the neutral model. Using Hudson's (1990) recursion, we computed the probability of obtaining an S value equal to or more extreme than a given value (the parameter values used by Markovtsova, Marjoram, and Tavaré [2001, tables 1 and 2] ). Only when ϭ 10 is the S value not highly unexpected (table  1) . For this value, the tests are conservative according to Markovtsova, Marjoram, and Tavaré (2001, Kreitman and Hudson's (1991) method. The 95% confidence interval for always shows a much smaller range (1.3-27) than the 1-100 range used by Markovtsova, Marjoram, and Tavaré (2001) . As pointed out by Wall and Hudson (2001) , the fact that the observed S value is highly unexpected given is a sufficient reason to reject the null Wright-Fisher neutral model, and there is no need to use any other neutrality test.
The reliability of the test should be assessed within the confidence interval of . To do this, we used the rejection algorithm suggested by Markovtsova, Marjoram, and Tavaré (2001) for values at the bounds of its confidence interval given S (table 1). We found a good overall fit between the nominal value of the test and its frequency of rejection (Ͻ12% in any case). However, note that values should be weighted by their probabilities given the data. Indeed, a difficulty with the procedure used by Markovtsova, Marjoram, and Tavaré is that the values for were taken arbitrarily. The probability of obtaining the configuration of values used in each simulation is thus ignored and we can hardly draw firm conclusions. Markovtsova, Marjoram, and Tavaré (2001) can only conclude that the confidence interval tends to narrow ''as tends to zero or infinity. '' Following Markovtsova, Marjoram, and Tavaré's (2001) approach, one sensible alternative procedure would be to weight the probability of rejection for different values by f( ͦ S n ϭ s), the density probability of given S. In the notation of Markovtsova, Marjoram, and Tavaré (2001) ,
The density of given S was obtained using a NOTE.-All probabilities were calculated from 10,000 simulations and are expressed as percentages. a Bounds of the confidence intervals of given S and probability of having an S value equal to or more extreme than s given , computed after Kreitman and Hudson (1991) ; ''ϰ'' stands for ''Յ'' or ''Ն'', depending on which is the most unlikely. b Watterson's (1975) estimate of given S. c Obtained by weighting the probability of rejection by the posterior distribution of given S ( fig. 1 ). d Parameter for the Su(H) study in Drosophila melanogaster (Depaulis, Brazier, and Veuille 1999) .
FIG. 1.-Posterior distribution of given S, obtained from equation (2) and assuming a uniform prior distribution of between 0 and 100. Parameters are identical to those in table 1: s ϭ 10, n ϭ 10 (dashed curve); s ϭ 40, n ϭ 20 (thin solid curve); s ϭ 50, n ϭ 50 (dotted curve); s ϭ 44, n ϭ 20 (bold solid curve).
Bayesian approach similar to that followed by Fu (1998) . We used a uniform prior distribution between 0 and 100 encompassing the range of values considered by Markovtsova, Marjoram, and Tavaré (2001) . For the posterior distribution, Bayes' theorem gives
post n P (S ϭ s)
prior n where P(S n ϭ s ͦ ) is obtained following Hudson (1990) as described above and P prior (S n ϭ s) ϭ # P(S n ϭ s ͦ ) d (integrated over the range of the prior distribution). The posterior probability density of given S was derived for a large number of values evenly distributed over the range of the prior distribution ( fig. 1 ). For these values, we also computed the probability of rejection of the tests given by the rejection algorithm and weighted it by the posterior distribution according to equation (1). The posterior distribution was much narrower than the range considered by Markovtsova, Marjoram, and Tavaré (2001) and had negligible probability density for extreme values of ( fig. 1) . As a result, the corresponding rejection probability given by Depaulis and Veuille's (1998) confidence intervals were Ͻ3.6% for the K-test and Ͻ2.7% for the H-test (table 1, last column). In particular, the results of the Su(H) study (Depaulis, Brazier, and Veuille 1999) remained significant (P ϭ 0.7 and 1.2). Both tests appeared to be conservative using the Bayesian procedure (the fact that they were overly conservative was a consequence of the discreteness of the statistics). The effect of assuming a particular prior distribution is unknown, but this effect should be small provided it encompasses the confidence interval of (results not shown). For another neutrality test, Kelly (1997) tried several simulation schemes to account for the uncertainty about , including the Bayesian approach, and concluded that conditioning on S was the most reliable one. Note that the latter procedure is close, in this respect, to that proposed by Nielsen (2000) for analyzing SNP data, which (1) conditions the probabilities on the fact that loci are variable, (2) treats as a nuisance parameter, and (3) eventually eliminates it.
Finally, as noted by Depaulis and Veuille (1998) and Wall and Hudson (2001) , the distribution of haplotypes depends to a large degree on recombination, and the tests should be used with caution if recombination is not zero. The extreme values of used by Markovtsova, Marjoram, and Tavaré (2001) would be even more unlikely under a model that includes recombination, since recombination tends to decrease the stochastic variance of estimates of (Hudson 1983) .
