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Abstract
For a connected graph G= (V ,E), an edge set S ⊂ E is a k-restricted-edge-cut if G−S is disconnected and every component of
G− S has at least k vertices. The cardinality of a minimum k-restricted-edge-cut is the k-restricted-edge-connectivity of G, denoted
by k(G). In this paper, we study sufﬁcient conditions for k(G) to be optimal, especially when k = 2 and 3.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A network can be conveniently modelled as a graph G = (V ,E), with vertices representing nodes and edges repre-
senting links. A classic measure of network reliability is the edge-connectivity (G). In general, the larger (G) is, the
more reliable the network is. For (G)(G), where (G) is the minimum degree of G, a graph G with (G)= (G)
is naturally said to be maximally edge connected, or -optimal for simplicity. Sufﬁcient conditions for a graph to be
-optimal were given by several authors [1,4,5,8,10,12,19].
For further study, Esfahanian and Hakimi proposed the concept of restricted-edge-connectivity [6,7]. An edge set
S ⊂ E is said to be a restricted-edge-cut if G − S is disconnected and every component of G − S has at least two
vertices. The restricted-edge-connectivity of G, denoted by ′(G), is the cardinality of a minimum restricted-edge-cut
of G. It is shown by Wang and Li that the larger ′(G) is, the more reliable the network is [21]. In [7], the authors
proved that ′(G)(G) holds for any graph G of order at least 4 which is not isomorphic to the star K1,n−1, where
(G) = min{d(u) + d(v) − 2 : uv ∈ E} is the minimum edge degree of G. Hence, a graph G with ′(G) = (G) is
called a ′-optimal graph. Some classes of ′-optimal graphs were studied in [13,14,16,22].
Generalizing the above concept, an edge set S ⊂ E is called a k-restricted-edge-cut if G − S is disconnected and
every component ofG−S has at least k vertices. The minimum cardinality of a k-restricted-edge-cut is the k-restricted-
edge-connectivity of G, denoted by k(G). Clearly, 1(G)=(G) and 2(G)=′(G). Restricted-edge-connectivity can
be seen as a particular case of a ‘conditional connectivity’ as introduced by Harary [11]. It was ﬁrst explicitly deﬁned
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by Fàbrega and Fiol in [9], in the name of extra-edge-connectivity. Their deﬁnition has a little difference from ours in
that they deﬁned k(G) be to the minimum cardinality of an edge cut S such that all the components of G − S have at
least k + 1 vertices (instead of at least k). For simplicity, a k-restricted-edge-cut S with |S| = k(G) is abbreviated as a
k-cut . Not all connected graphs have k-cuts [3,18,23]. Those graphs which do have k-cuts are called k-connected.
In view of recent studies in this aspect [17,18], we see that the larger k(G) is, the more reliable the network is. To
optimize k , one has to derive an upper bound for it.
For two disjoint vertex sets U1, U2 ⊂ V (G), denote by [U1, U2] the set of edges with one end in U1 and the other
end in U2. We use G[U ] to denote the subgraph of G induced by the vertex set U ⊆ V (G), and U = V (G)\U the
complement of U. Set
k(G) = min{|[U,U ]| : ∅ = U ⊂ V (G), |U | = k and G[U ] is connected}.
Clearly, 1(G)= (G) and 2(G)= (G). So, the upper bounds for (G) and ′(G) can be rewritten as k(G)k(G)
for k = 1, 2. It has been shown by Bonsma et al. that 3(G)3(G) holds for any 3-connected graph G. In [23], the
authors showed the following:
Theorem A. Let G be a connected graph of order at least 2k, k a positive integer with k(G) + 1. Then G is
k-connected, and k(G)k(G).
A graph G is k-optimal if k(G) = k(G).
A vertex set U ⊂ V (G) is called a k-f ragment if [U,U ] is a k-cut. For a k-fragment U, it is easy to see that
G[U ] and G[U ] are both connected.A k- fragment with the minimum cardinality is called a k-atom. The cardinality
of a k-atom is denoted by rk(G). Clearly, krk(G) |V (G)|/2. The concepts of fragment and atom were proposed
by Mader [15] which play an important role in studying connectivities of graphs.
In [20], Uefﬁng and Volkmann showed that:
Theorem B. Let G be a 2-connected graph. If G is not 2-optimal, then r2(G) max{3, (G)}.
In [3], Bonsma et al. showed that
Theorem C. Let G be a 3-connected graph. If G is not 3-optimal, then r3(G) max{4, (G) − 1}.
These results are generalized to that of rk(G) in [24]:
Theorem D. Let G be a k-connected graph with minimum degree (G). If k(G)< k(G), then rk(G) max{k +
1, (G) − k + 2}.
As a corollary, (G)|V (G)|/2	 + k − 1 guarantees G to be k-optimal. An Ore-type condition ensuring the
k-optimality of a graph is also given there.
In this paper, we further study 2-optimal graphs and 3-optimal graphs. Theorems B and C are corollaries of our
result.
We follow [2] for notation and terminologies not given here.
2. Some preliminaries
First, we introduce some notation used in this paper. For a vertex v ∈ V (G), NG(v) denotes the set of vertices
adjacent to v in G. For a vertex set U ⊆ V (G), NG(U)= (⋃v∈UNG(v))\U is the open neighbor set of U. The degree
of a vertex v is dG(v)= |NG(v)|. For an edge uv ∈ E(G), dG(uv)= dG(u)+ dG(v)− 2 is the degree of edge uv in G.
For an edge set S ⊆ E(G) and a vertex v ∈ V (G), write
S(v) = {e ∈ S : e is incident with v}.
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For a vertex set U ⊆ V (G), write
S(U) =
⋃
v∈U
S(v).
Lemma 2.1. Suppose G is a k-connected graph, U is a k-fragment of G. Let W be a subset of U with |W | = k and
G[W ] being connected. Set S=[U,U ]. If k(G)< k(G), then there exists a vertex v ∈ NG[U ](W) with |S(v)|k−1.
Proof. Suppose, to the contrary, that |S(v)|k for any vertex v ∈ NG[U ](W). Then,
k(G) |[W,W ]|
= |S(W)| + |[W,NG[U ](W)]|
 |S(W)| + k|NG[U ](W)|
 |S(W)| +
∑
v∈NG[U ](W)
|S(v)|

∑
v∈U
|S(v)| = |S| = k(G),
a contradiction. 
Lemma 2.1′. LetG,U,W be the same as in Lemma 2.1. Suppose k(G)=k(G), and |S(v)|k holds for every vertex
v ∈ NG[U ](W). Then the subgraph of G[U ] induced by the edges [W,NG[U ](W)] is a complete bipartite graph with
bipartition (W,NG[U ](W)), and |S(v)| = k holds for every vertex v ∈ NG[U ](W).
Proof. The result follows from the same line as in the proof of Lemma 2.1, noting that under the assumption k(G)=
k(G) all inequalities in the deduction become equalities. 
Lemma 2.2. Let G be a k-connected graph with (G)2, U a k-atom of G. If |U |k + 1, then dG[U ](v)2 for
every v ∈ U . In particular, this is true when k(G)< k(G),
Proof. If possible, let v be a vertex in U with dG[U ](v) = 1. Set U ′ = U\{v}. Then both G[U ′] and G[U ′] are
connected. Under the assumption that |U |k + 1, we have |U ′|k. Clearly, |U ′| = |U | + 1k. Since (G)2, we
have |[U ′, U ′]|=|[U,U ]|+1−(dG(v)−1) |[U,U ]|. It follows thatU ′ is a smaller k-fragment thanU, contradicting
that U is a k-atom.
In particular, if k(G)< k(G), then |U |k + 1 by Theorem D, and thus the result holds. 
When U is a k-fragment instead of a k-atom, we have the following:
Lemma 2.2′. Let G be a k-connected graph with (G)2, U a k-fragment of G. If |U |k + 1, and there exists a
vertex v ∈ U with dG[U ](v) = 1, then dG(v) = 2.
Proof. Similar to the above proof, we see that |U ′|k, |U ′|k, and |[U ′, U ′]| = |[U,U ]| − dG(v)+ 2 |[U,U ]|. So
[U ′, U ′] is also a k-fragment, and thus it follows from |[U ′, U ′]| = |[U,U ]| that dG(v) = 2. 
3. 2-optimal graphs
Theorem 3.1. Let G be a 2-connected graph and (G)2. If G is not 2-optimal, then r2(G)
2(G)/2 + 1.
Proof. Let U be a 2-atom. Set S = [U,U ]. Then |U | = r2(G)3 and |S| = 2(G)< 2(G).
Let U∗ = {u ∈ U : |S(u)|1}. By Lemma 2.1, U∗ = ∅. If there exist two adjacent vertices u, v ∈ U∗, then
2(G)dG(uv)2|U | − 2 = 2r2(G) − 2,
and the result follows.
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In the following, we assume that U∗ is an independent set. Choose u ∈ U∗ with |S(u)| = min{|S(w)| : w ∈ U∗},
and v ∈ NG[U ](u) with |S(v)| = min{|S(w)| : w ∈ NG[U ](u)}. Set
A1 = {w ∈ U\{v} : w is adjacent to u but not v},
A2 = {w ∈ U\{u} : w is adjacent to v but not u},
A3 = {w ∈ U : w is adjacent to both u and v}.
Write aj = |Aj | (j = 1, 2, 3). Then
2(G)dG(uv) = |S(u)| + |S(v)| + a1 + a2 + 2a3. (1)
Since |S(w)| |S(v)| holds for any w ∈ NG[U ](u), we have
|S| |S(u)| + |S(v)| +
∑
w∈A1∪A3
|S(w)| |S(u)| + |S(v)| + (a1 + a3)|S(v)|. (2)
Combining (1) and (2) with the assumption |S|< 2(G), we have
(a1 + a3)|S(v)|a1 + a2 + 2a3 − 1. (3)
Note that v /∈U∗. So |S(v)|2, and thus it follows from inequality (3) that a2a1 + 1. Note that a1 and a3 cannot be
both zeroes, since otherwise dG[U ](u) = 1, contradicting Lemma 2.2. Then,
|S(v)| a1 + a2 + 2a3 − 1
a1 + a3 = 2 +
a2 − a1 − 1
a1 + a3 a2 − a1 + 1. (4)
Since
|U |a1 + a2 + a3 + 2, (5)
it follows from inequalities (1) and (4) and the fact |S(u)|1 that
2r2(G) = 2|U |2(G) + 3 + a1 + a2 − |S(v)|2(G) + 2a1 + 22(G) + 2.
The result follows. 
Because 2(G)2(G) − 2, we see that Uefﬁng’s result (Theorem B) is a consequence of Theorem 3.1.
It should be noted that the requirement (G)2 is necessary, as can be seen from the graph G in Fig. 1, where u is
adjacent to every vertex of H. This graph has 2(G) = t < t + 1 = 2(G) and r2(G) = 3.
Since r2(G) |V (G)|/2, we have the following sufﬁcient condition for 2-optimal graphs.
Corollary 3.2. Let G be a connected graph of order n and (G)2. If 2(G)n − 1, then G is 2-optimal.
The Cartesian product of Kt (t3) and K2 shows that Theorem 3.1 and Corollary 3.2 are both best possible.
In the following, we derive a stronger result in the case that 2(G)n − 1.
Theorem 3.3. Let G be a connected graph of order n and (G)2. If 2(G)n − 1, then every 2-cut of G isolates
an edge except for three cases:
(a) G is isomorphic to the graph in Fig. 2, or
(b) G has a complete subgraph G1 of order n/2	, and every vertex in G1 has degree n/2	 + 1, or
(c) G has a vertex with degree n − 1 and two nonadjacent vertices of degree 2.
Proof. By Corollary 3.2, 2(G) = 2(G). Let U be a 2-fragment of G with |U |n/2 (since U is also a 2-fragment,
this assumption is reasonable). Suppose G does not belong to cases (a), (b) and (c), we will show that |U | = 2, from
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Fig. 1.
Fig. 2.
which the theorem follows. Suppose by contradiction that |U |3. Let U∗ = {u ∈ U : |S(u)|1}. We consider two
cases.
Case 1: U∗ = ∅.
If there are two adjacent vertices u, v ∈ U∗, then
n − 12(G)dG(uv)2|U | − 2n − 2,
a contradiction. So, U∗ is an independent set.
Choose vertices u, v as in the proof of Theorem 3.1, and use notation therein. Furthermore, if there are many choices
for u, we choose u with dG(u) as large as possible. Then, inequalities (1), (2), (5) still hold, and inequality (3) becomes
(a1 + a3)|S(v)|a1 + a2 + 2a3 (6)
since |S| = 2(G) now.
First, suppose a1 = a3 = 0. Then dG[U ](u)= 1, and thus dG(u)= 2 by Lemma 2.2′. It follows from n− 12(G)
dG(uv) = dG(v)n − 1 that dG(v) = n − 1. Furthermore, since |S(u)| = 1, we have |S(x)|1 for any x ∈ U . By
|S(u)|+ |S(v)|+ a2 = dG(uv)2(G)=|S| |S(u)|+ |S(v)|+
∑
x∈U\{u,v} |S(x)| |S(u)|+ |S(v)|+ a2, we see that
A2 =U\{u, v} and |S(x)| = 1 for any x ∈ U\{v}. By the choice of u, dG(x)= 2 and dG[U ](x)= 1 for any x ∈ U\{v}.
Then, G belongs to condition (c).
Next, suppose a1 + a31. By inequality (6), we have
|S(v)|2 + a2 − a1
a1 + a3 a2 − a1 + 2. (7)
Combining (1), (5) and (7) together, we have
n2|U |a1 + a2 + 2(G) − |S(u)| − |S(v)| + 42a1 + 2(G) + 1n. (8)
So, all inequalities in the above deduction must be equalities. In particular, we have
(i) a1 = 0 and 2(G) = n − 1 (by the last inequality of (8));
(ii) a1 + a3 = 1 (by the second inequality of (7)), and thus a3 = 1;
(iii) |U | = n/2 (by the ﬁrst inequality of (8)), |U | = a1 + a2 + a3 + 2 (by (5)), and thus a2 = n/2 − 3;
(iv) |S(u)| = 1 and |S(v)| = a2 − a1 + 2 = n/2 − 1 (by (7) and the third inequality of (8));
(v) let w be the only vertex in A3, then |S(w)| = |S(v)| = n/2 − 1 (by the second inequality of (2)).
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By the choice of u, |S(x)| |S(u)| = 1 for every x ∈ U . Then it follows from
n − 1 = 2(G) = 2(G) = |S| |S(u)| + |S(v)| + |S(w)| + a2 = n − 1 + a2n − 1
that a2 = 0. So by (iii), |U | = 3 and n = 6. It follows that U is also a 2-fragment with |U |n/2. Replacing U by U
in the above deduction, G[U ] has the same structure as U. Then, it can be seen that G is isomorphic to the graph in
Fig. 2 (note that u cannot be adjacent to u′ since 2(G) = 5).
Case 2: U∗ = ∅.
Let u, v be two adjacent vertices in U. Set W = {u, v}. By Lemma 2.1′, every vertex inW is adjacent to every vertex
in NG[U ](W). If U\(W ∪ NG[U ](W)) = ∅, then there is a vertex x ∈ U\(W ∪ NG[U ](W)) which is adjacent to some
vertex w ∈ NG[U ](W). Set W ′ = {u,w}. By Lemma 2.1′, every vertex in W ′ is adjacent to every vertex in NG[U ](W ′).
In particular, u is adjacent to x, contradicting that x = NG[U ](W). So, NG[U ](W)=U\W . It follows that u is adjacent
to every other vertex in U. By the arbitrariness of u, G[U ] is a complete subgraph of G.
Also by Lemma 2.1′, |S(u)| = 2 holds for every u ∈ U . Then it follows from n − 12(G) = |S| = 2|U |n that
|U | = n/2	. Clearly, every vertex in U has degree n/2	 + 1 in G. So, G belongs to case (b). 
4. 3-optimal graphs
Theorem 4.1. Let G be a 3-connected graph with (G)3. If G is not 3-optimal, then r3(G)
3(G)/3 + 1.
Proof. LetUbe a3-atomofG. For3(G)< 3(G), we have |U |=r3(G)4. SetS=[U,U ]. Then |S|=3(G)< 3(G).
By Lemma 2.1, U∗ = {v ∈ U : |S(v)|2} = ∅. We distinguish three cases.
Case 1: G[U∗] has a component H of order at least three.
Let W ⊆ V (H) with |W | = 3 and G[W ] being connected. Then
3(G) |[W,W ]| = |S(W)| + |[W,U\W ]|6 + 3(|U | − 3) = 3r3(G) − 3,
and the result follows.
Case 2: Every component in G[U∗] has order at most 2, and there exists a component H with |V (H)| = 2.
Suppose V (H) = {u, v}. Choose w ∈ NG[U ](V (H)) such that:
|S(w)| = min{|S(x)| : x ∈ NG[U ](V (H))}.
Set W = {u, v,w}, and
A1 = {x ∈ NG[U ](W) : x is adjacent to w but not u and v},
A2 = {x ∈ NG[U ](W) : x is adjacent to u or v but not w},
A3 = NG[U ](W)\(A1 ∪ A2).
Write aj = |Aj | (j = 1, 2, 3). Then,
3(G) |[W,W ]| |S(w)| + |S(u)| + |S(v)| + a1 + 2a2 + 3a3. (9)
Since |S(x)| |S(w)| for any x ∈ A2 ∪ A3, we have
|S| |S(w)| + |S(u)| + |S(v)| + (a2 + a3)|S(w)|. (10)
Combining (9) and (10) with |S|< 3(G), we have
(a2 + a3)|S(w)|a1 + 2a2 + 3a3 − 1.
Note that w /∈U∗. So |S(w)|3, and thus a2a1 − 1. We claim that a2 and a3 cannot be both zeroes. In fact, if
a2 = a3 = 0, then w is the only vertex adjacent to u or v in U. It follows from (G)3 that |S(u)|, |S(v)|1. Set
U ′ =U\{u, v}. Then bothG[U ′] andG[U ′] are connected, and |[U ′, U ′]|=|[U,U ]|+2−(|S(u)|+|S(v)|) |[U,U ]|.
If for every vertex x ∈ A1, |S(x)|1, then |S| |S(W)| + |A1| = |[W,W ]|3(G), a contradiction. So, there exists
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a vertex x ∈ A1 withNG(x) ⊆ U . Then, it follows from dG(x)(G)3 that |U ′|4. Hence, U ′ is a smaller
3-fragment than U, contradicting that U is a 3-atom. The claim follows. So,
|S(w)| a1 + 2a2 + 3a3 − 1
a2 + a3 = 3 +
a1 − a2 − 1
a2 + a3 a1 − a2 + 2. (11)
Since
r3(G)3 + a1 + a2 + a3,
it follows from (9) and (11) and the fact |S(u)|, |S(v)|2 that
3r3(G)3 + a1 + 2a2 + 3(G)3(G) + 3.
The result follows.
Case 3: U∗ is an independent set in G.
Order the vertices in NG[U ](U∗) as v1, v2, . . . , vl , such that |S(v1)| |S(v2)| · · ·  |S(vl)|. Choose i (1 i l)
such that vi is the ﬁrst vertex in NG[U ](U∗) with at least two neighbors in U∗. We claim that such i exists. In fact, for
u ∈ U∗, there exist two vertices v,w ∈ U adjacent to u by Lemma 2.2. Set W ={u, v,w}. By Lemma 2.1, there exists
a vertex x ∈ NG[U ](W)∩U∗. Since U∗ is independent, x is adjacent to v or w, say v. Then, v is a vertex in NG[U ](U∗)
with at least two neighbors in U∗.
Let u, v ∈ U∗ ∩ NG(vi) such that |S(u)| = min{|S(w)| : w ∈ U∗ ∩ NG(vi)} and |S(v)| = min{|S(w)| : w ∈
(U∗ ∩ NG(vi))\{u}}. Write
A1 = {w ∈ U\{v1, ..., vi} : w is adjacent to u or v},
A2 = {w ∈ {v1, ..., vi−1} : w is adjacent to u or v},
A3 = NG[U ](vi)\(A1 ∪ A2 ∪ {u, v}).
By the choice of vi , it can be seen that for every w ∈ A2, w is adjacent to exactly one of u and v. Write aj = |Aj | (j =
1, 2, 3). Then,
3(G) |S(vi)| + |S(u)| + |S(v)| + 3a1 + 2a2 + a3. (12)
Since for any w ∈ A1, |S(w)| |S(vi)|, and for any w ∈ A2, |S(w)|3, we have
|S| |S(vi)| + |S(u)| + |S(v)| + a1|S(vi)| + 3a2. (13)
Combining (12) and (13) with |S|< 3(G), we have
a3a1(|S(vi)| − 3) + a2 + 1. (14)
Since
r3(G)3 + a1 + a2 + a3,
it follows from (12) and (14) and the fact |S(u)|, |S(v)|2 that
3r3(G)7 + 3a2 + 2a1(|S(vi)| − 3) + 3(G) − |S(vi)|.
If a11, then by the fact |S(vi)|3, we have
3r3(G)1 + 3a2 + 3(G) + |S(vi)|4 + 3(G).
The result follows.
So assume a1 = 0. We claim that in this case there exists w ∈ A3 with |S(w)| = 0. Suppose the claim is not true,
then |S(w)|1 for every w ∈ A3. Combining this with |S(x)|3 for x ∈ A2, we have
|S| |S(vi)| + |S(u)| + |S(v)| + 3a2 + a3.
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Fig. 3.
It follows from (12) and the assumption |S|< 3(G) that a2 − 1. This contradiction proves our claim. Then, by the
choice of u and v, we have |S(u)| = |S(v)| = 0. Set
X = {w ∈ A3 : |S(w)| = 0} ∪ {u, v}.
Clearly, X ⊆ U∗ and every pair of vertices in X plays the same role as u and v. If there exists w ∈ X with NG[U ](w)∩
(U\{v1, . . . , vi}) = ∅, then the result follows by taking the place of u by w in the above deduction. So we may assume
that
NG[U ](w) ⊆ {v1, . . . , vi} for every w ∈ X. (15)
For w ∈ X, write X(w) = NG[U ](w)\{vi}. Since NG[U ](w) = NG(w) and (G)3, we have X(w) = ∅. Set W =
{vi, u, v}. It can be seen that for any vertex w ∈ NG[U ](W), one of the following three cases occurs:
(i) |S(w)|3;
(ii) w is adjacent to only vi , and 1 |S(w)|< 3;
(iii) w ∈ X, and thus there exists w′ ∈ X(w). For any distinct vertices w1, w2 ∈ X, it follows from the choice of vi
and our assumption (15) that X(w1) ∩ X(w2) = ∅, and thus w′1 = w′2.
In case (i), there are at least three edges in S corresponding to w, while w has at most three neighbors in W and thus
contributes at most three edges to |[W,W ]|. In cases (ii) and (iii), w contributes only one edge to |[W,W ]| since it has
only one neighbor in W. On the other hand, there is at least one edge in S corresponding to w, which is incident with
w in case (ii) and incident with w′ in case (iii). Furthermore, these edges are all distinct. So |S| |[W,W ]|3(G), a
contradiction. The proof of the theorem is completed. 
Since 3(G)3(G) − 6, Bonsma’s result (Theorem C) is a consequence of Theorem 4.1.
It should be noted that the requirement (G)3 is necessary, as can be seen from the graph in Fig. 3, where u is
adjacent to every vertex of H. This graph G has 3(G) = t < t + 2 = 3(G) and r3(G) = 5.
Since r3(G) |V (G)|/2, we have
Corollary 4.2. Let G be a connected graph of order n and (G)3. If 3(G)> 3(n − 2)/2, then G is 3-optimal.
Theorem 4.1 and Corollary 4.2 are best possible in the following sense. For i = 1, 2, let G(i) = Kt (t4) with
V (G(i))={v(i)0 , . . . , v(i)t−1}. Join v(1)l to v(2)l and v(2)l+1 for l=0, 1, . . . , t−1,where ‘+’is comprehended asmodulo t. Then,
the resulting graphG is (t+1)-regular with order 2t , 3(G)=3(t−1)=3(|V (G)|−2)/2, and r3(G)= t=3(G)/3+1.
We see that G is not 3-optimal since 3(G) = 2t < 3(t − 1) = 3(G).
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