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ABSTRACT
Recent work has explored the possibility of pruning neural networks at initializa-
tion. We assess proposals for doing so: SNIP (Lee et al., 2019), GraSP (Wang
et al., 2020), SynFlow (Tanaka et al., 2020), and magnitude pruning. Although
these methods surpass the trivial baseline of random pruning, they remain below
the accuracy of magnitude pruning after training, and we endeavor to understand
why. We show that, unlike pruning after training, accuracy is the same or higher
when randomly shuffling which weights these methods prune within each layer or
sampling new initial values. As such, the per-weight pruning decisions made by
these methods can be replaced by a per-layer choice of the fraction of weights to
prune. This property undermines the claimed justifications for these methods and
suggests broader challenges with the underlying pruning heuristics, the desire to
prune at initialization, or both.
1 INTRODUCTION
Since the 1980s, we have known that it is possible to eliminate a significant number of parameters
from neural networks without affecting accuracy at inference-time (Reed, 1993; Han et al., 2015).
Such neural network pruning can substantially reduce the computational demands of inference when
conducted in a fashion amenable to hardware (Li et al., 2017) or combined with libraries (Elsen et al.,
2020) and hardware designed to exploit sparsity (Cerebras, 2019; NVIDIA, 2020; Toon, 2020).
When the goal is to reduce inference costs, pruning typically occurs late in training (Zhu & Gupta,
2018; Gale et al., 2019) or after training (LeCun et al., 1990; Han et al., 2015). However, as the fi-
nancial, computational, and environmental demands of training (Strubell et al., 2019) have exploded,
researchers have begun to investigate the possibility that networks can be pruned early in training or
even before training. Doing so could reduce the cost of training existing models and make it possible
to continue exploring the phenomena that emerge at larger scales (Brown et al., 2020).
There is reason to believe that it may be possible to prune early in training without affecting final
accuracy. Work on the lottery ticket hypothesis (Frankle & Carbin, 2019; Frankle et al., 2020a) shows
that, from early in training (although often after initialization), there exist subnetworks that can train
in isolation to full accuracy (Figure 1, red line). These subnetworks are as small as those found by
inference-focused pruning methods after training (Appendix B, Renda et al., 2020), meaning it may
be possible to maintain this level of sparsity for much or all of training. Unfortunately, this work
does not suggest a way to find these subnetworks without first training the full network.
Results from the pruning literature offer a starting point for finding such subnetworks efficiently.
Standard networks are often so overparameterized that pruning randomly has little effect on final
accuracy (green line). Moreover, many existing pruning methods prune during training (Zhu &
Gupta, 2018; Gale et al., 2019), even if they were designed with inference in mind (orange line).
More recently, several approaches have been proposed specifically for pruning neural networks at
initialization. SNIP (Lee et al., 2019) aims to prune weights that are least salient for the loss. GraSP
(Wang et al., 2020) aims to prune weights that harm or have the smallest benefit for gradient flow.
SynFlow (Tanaka et al., 2020) iteratively prunes weights, aiming to avoid layer collapse, where
pruning concentrates on certain layers of the network and degrades performance prematurely.
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Figure 1: Weights remaining at each training step for methods that reach accuracy within one per-
centage point of ResNet-50 on ImageNet. Dashed line is a result that is achieved retroactively.
Figure 2: The best variants of pruning methods at initialization from our experiments. GraSP and
SynFlow have been modified as described in Section 5.
In this paper, we assess the efficacy of these pruning methods at initialization. How well do SNIP,
GraSP, and SynFlow perform relative to each other, naive baselines like random and magnitude
pruning, and the ultimate goal—pruning after training? Our purpose is to clarify the state of the art,
shed light on the strengths and weaknesses of existing methods, understand their behavior in prac-
tice, and set baselines the future. We focus at and near matching sparsities: those where magnitude
pruning after training matches full accuracy.1 We do so because: (1) these are the sparsities typically
studied in the pruning literature, and (2) for magnitude pruning after training, this is a tradeoff-free
regime where we do not have to balance the benefits of sparsity with sacrifices in accuracy.
The state of the art for pruning at initialization. The pruning methods (SNIP, GraSP, SynFlow,
and magnitude pruning) make some progress: they generally outperform random pruning. No single
method is SOTA: it is possible to find a network, dataset, and sparsity where each pruning method
(including magnitude pruning) reaches the highest accuracy. SNIP consistently performs well, mag-
nitude pruning is surprisingly effective, and competition increases with improvements we make to
GraSP and SynFlow (Figure 2). However, all methods fall short of magnitude pruning after training.
In the rest of the paper, we endeavor to understand why this is the case.
Methods prune layers, not weights. We highlight one possible reason for this performance gap:
the pruning methods perform equally well when we randomly shuffle which weights they prune
in each layer or reinitialize the unpruned weights. In other words, although these methods propose
specific weights to prune, the layerwise proportions in which they prune the network are sufficient to
reach the same accuracy. In contrast, magnitude pruning after training decreases in accuracy under
these ablations (Han et al., 2015; Frankle & Carbin, 2019). We posit that these methods will need to
overcome this invariance to structure and initialization to close the performance gap.
Improvements to existing techniques. Paradoxically, these ablations uncover ways to improve
SynFlow and GraSP. On ResNet-20 and ResNet-18, SynFlow improves when randomly shuffling
which weights are pruned in each layer; the cause appears to be that, although it avoids layer collapse
at extreme sparsities, it prematurely prunes entire neurons. Inverting GraSP (pruning the most rather
than least important weights) does not affect accuracy, and pruning weights whose GraSP scores
have the lowest magnitudes improves it. Both modifications appear in Figure 2.
Pruning after initialization. There are two possible reasons for the performance gap and the abla-
tion results: (1) weaknesses inherent in the methods themselves and (2) challenges inherent to prun-
ing at initialization. To assess the second possibility, we use these methods to prune at each point
1Tanaka et al. design SynFlow to avert layer collapse, which occurs at higher sparsities than we consider.
However, they also evaluate at our sparsities, so we believe this is a reasonable setting to study SynFlow.
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Method Early Pruning Methods Baseline Methods Ablations Best Practices
SNIP GraSP SynFlow Mag Random LTR Mag (After) Other Reinit Shuffle Invert Sparsities Networks Tasks Replicates
SNIP — — — 7 7 7 7 7 3 7 7 1 5 2 1
GraSP 3 — — 7 3 3 7 3 7 7 7 3-4 4 4 ≥ 1
SynFlow 3 3 — 3 3 7 7 7 7 7 7 12 4 3 3
Figure 3: Comparisons, baselines, and ablations in the SNIP, GraSP, and SynFlow papers. Does not
include MNIST experiments. SNIP lacks baselines beyond MNIST. GraSP includes random, LTR,
and other methods; it lacks magnitude at initialization and ablations. SynFlow has other methods at
initialization but lacks baselines or ablations. Best practices according to Blalock et al. (2020).
throughout training. SNIP, SynFlow, and magnitude pruning improve gradually after initialization,
with SNIP and magnitude performing best. However, these methods fall short of the potential shown
by lottery ticket results, reaching full accuracy thousands of iterations later in training if at all. As
such, we conclude that either (1) existing methods are not sufficient to close the performance gap or
(2) there are inherent challenges to pruning, not just at initialization, but for a long time after.
Looking ahead. On the one hand, these methods consistently outperform random pruning at ini-
tialization. On the other hand, even the best-performing method at initialization is still a substantial
distance from the ultimate goal—the accuracy of pruning after training—and performance does not
become competitive unless pruning occurs far later in training. We hypothesize that the performance
of these methods at initialization is related to their invariance to shuffling, reinitialization, and (for
SynFlow and magnitude pruning) data. In response, we may have to develop new pruning heuris-
tics, postpone pruning until after initialization, or both. We close with a discussion of the challenges,
research questions, and opportunities for future work on pruning early in training.
2 RELATED WORK
Neural network pruning dates back to the 1980s (survey: Reed, 1993), although it has seen a recent
resurgence (survey: Blalock et al., 2020). Until recently, pruning research focused on improving
efficiency of inference. However, methods that gradually prune throughout training provide oppor-
tunities to improve the efficiency of training as well (Zhu & Gupta, 2018; Gale et al., 2019).
Work on the lottery tickets shows that there are subnetworks at initialization (Frankle & Carbin,
2019) or early in training (Frankle et al., 2020a) that can train to full accuracy. Follow-up work
explores efficient ways to find such networks. SNIP (Lee et al., 2019), GraSP (Wang et al., 2020),
and SynFlow (Tanaka et al., 2020) prune at initialization. de Jorge et al. (2020) and ? apply SNIP
iteratively, and Cho et al. (2020) use SNIP for pruning for inference. Dynamic sparsity work main-
tains a pruned network throughout training but regularly changes the sparsity pattern (Dettmers &
Zettlemoyer, 2019; Evci et al., 2019). You et al. (2020) prune after some training; this research is
not directly comparable as it prunes channels (rather than weights as in all work above) and does so
later (20 epochs) than SNIP/GraSP/SynFlow (0) and lottery tickets (1-2).
3 METHODS
Pruning. Consider a network with weights w` ∈ Rd` in each layer ` ∈ {1, . . . , L}. Pruning pro-
duces binary masks m` ∈ {0, 1}d` . A pruned subnetwork has weights w`  m`, where  is the
element-wise product. The sparsity s ∈ [0, 1] of the subnetwork is the fraction of weights pruned:
1−∑`m`/∑` d`. We study pruning methods prune(W, s) that prune to sparsity s using two
operations. First, score(W ) issues scores z` ∈ Rd` to all weights W = (w1, . . . , wL). Second,
remove(Z, s) converts scores Z = (z1, . . . , zL) into masks m` with overall sparsity s. Pruning may
occur in one shot (score once and prune from sparsity 0 to s) or iteratively (repeatedly score un-
pruned weights and prune from sparsity s
n−1
N to s
n
N over iterations n ∈ {1, . . . , N}).
Re-training after pruning. After pruning at step t of training, we subsequently train the network
further by repeating the entire learning rate schedule from the start (Renda et al., 2020). Doing so
ensures that, no matter the value of t, the pruned network will receive enough training to converge.
Early pruning methods. We study the following methods for pruning early in training. We assess
the fidelity of our reimplimentations of these methods in the appendices specified below.
Random. This method issues each weight a random score s` ∼ Uniform(0, 1) and removes weights
with the lowest scores. Empirically, it prunes each layer to approximately sparsity s. Random
pruning is a naive method for early pruning whose performance any new proposal should surpass.
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Magnitude. This method issues each weight its magnitude s` = |w`| as its score and removes those
with the lowest scores. Magnitude pruning is a standard way to prune for inference (Janowsky,
1989; Han et al., 2015) and is an additional naive point of comparison for early pruning.
SNIP (Lee et al., 2019). This method samples training data, computes gradients g` for each layer,
issues scores s` = |g`  w`|, and removes weights with the lowest scores in one iteration. The
justification for this method is that it preserves weights with the highest “effect on the loss (either
positive or negative).” For full details, see Appendix D.
GraSP (Wang et al., 2020). This method samples training data, computes the Hessian-gradient
product h` for each layer, issues scores s` = −w`  h`, and removes weights with the highest scores
in one iteration. The justification for this method is that it removes weights that “reduce gradient
flow” and preserves weights that “increase gradient flow.” For full details, see Appendix E.
SynFlow (Tanaka et al., 2020). This method replaces the weightsw` with |w`|. It forward propagates
an input of 1’s, computes the sumR of the logits, and computes the gradients r` ofR. It issues scores
s` = |r`  w`| and removes weights with the lowest scores. It prunes iteratively (100 iterations).
The justification for this method is that it meets criteria that ensure (as proved by Tanaka et al.) it
can reach the maximum possible sparsity before a layer must become disconnected.
Benchmark methods. We use two benchmark methods as the target performance for early pruning.
Both methods reach similar accuracy and match full accuracy at the same sparsities (Appendix B).
Note: we use one-shot pruning, so accuracy is lower than in work that uses iterative pruning.
Magnitude pruning after training. This baseline applies magnitude pruning to the weights at the
end of training. Magnitude pruning is a state-of-the-art method for one-shot pruning after training
(Renda et al., 2020). We compare the early pruning methods at initialization against this baseline.
Lottery ticket rewinding (LTR). This baseline uses the mask from magnitude pruning after training
and the weights from step t. Frankle et al. (2020a) show that, for t early in training and appropriate
sparsities, these subnetworks reach full accuracy. This baseline emulates pruning at step t with an
oracle with information from after training. Accuracy improves for t > 0, saturating early in training
(Figure 7, blue). We compare the early pruning methods after initialization against this baseline.
Sparsities. We divide sparsities into three ranges (Frankle et al., 2020a). Trivial sparsities are
the lowest sparsities: those where the network is so overparameterized that randomly pruning at
initialization can still reach full accuracy. Matching sparsities are moderate sparsities: those where
the benchmark methods can match the accuracy of the unpruned network. Extreme sparsities are
those beyond. We focus on matching sparsities and the lowest extreme sparsities. Trivial sparsities
are addressed by random pruning. Extreme sparsities require making subjective or context-specific
tradeoffs between potential efficiency improvements of sparsity and severe drops in accuracy.
Networks, datasets, and replicates. We study image classification. It is the sole task used to
evaluate GraSP and SynFlow and the main task used to evaluate SNIP in the corresponding papers.
It is also the sole task in the papers introducing modern magnitude pruning (Han et al., 2015) and
LTR (Frankle et al., 2020a). We study ResNet-20 on CIFAR-10, VGG-16 on CIFAR-10, ResNet-
18 on TinyImageNet, and ResNet-50 on ImageNet. See Appendix A for hyperparameters. We use
PyTorch on TPUs. We repeat all experiments five times (CIFAR-10) or three times (TinyImageNet
and ImageNet) with different random seeds and plot the mean and standard deviation.
4 PRUNING AT INITIALIZATION
In this section, we evaluate the early pruning methods at initialization. Figure 4 shows the perfor-
mance of magnitude pruning (green), SNIP (red), GraSP (purple), and SynFlow (brown) at initial-
ization. For context, it also includes the accuracy of pruning after training (blue), random pruning
at initialization (orange), and the unpruned network (gray).
Matching sparsities. For matching sparsities (those where magnitude pruning after training
matches full accuracy; sparsities ≤ 73.8%, 93.1%, 96.5%, and 67.2% for ResNet-20, VGG-16,
ResNet-18, and ResNet-50), SNIP, SynFlow and magnitude dominate depending on the network.
On ResNet-20, all methods are similar but magnitude reaches the highest accuracy. On VGG-16,
SynFlow slightly outperforms SNIP until 91.4% sparsity, after which SNIP overtakes it; magnitude
4
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Figure 4: Accuracy of early pruning methods when pruning at initialization to various sparsities.
and GraSP are at most 0.4 and 0.9 percentage points lower than the best method. On ResNet-18,
SNIP and SynFlow remain even until 79.0% sparsity, after which SNIP overtakes it; magnitude and
GraSP are at most 2.1 and 2.6 percentage points lower than the best method. On ResNet-50, SNIP,
SynFlow, and magnitude perform similarly, 0.5 to 1 percentage points above GraSP.
In some cases, methods are able to reach full accuracy at non-trivial sparsities. On VGG-16, SNIP
and SynFlow do so until 59% sparsity (vs. 20% for random and 93.1% for magnitude after training).
On ResNet-18, SNIP does so until 89.3% sparsity and SynFlow until 79% sparsity (vs. 20% for
random and 96.5% for magnitude after training). On ResNet-20 and ResNet-50, no early pruning
methods do so at non-trivial sparsities.
Extreme sparsities. At extreme sparsities (those beyond which magnitude pruning after training
reaches the same accuracy as the unpruned network), the ordering of methods remains the same on
VGG-16 but changes on the ResNets. On ResNet-20, magnitude and SNIP decline, GraSP eventu-
ally overtakes the other methods at 98.2% sparsity, and SynFlow performs worst; ResNet-50 shows
similar behavior for magnitude, SNIP, and GraSP, but SynFlow performs best. On ResNet-18, GraSP
overtakes magnitude and SynFlow but remains below SNIP.
Summary. No one method is state-of-the-art in all settings we consider. SNIP consistently performs
well, with SynFlow frequently competitive. Magnitude is surprisingly effective against more sophis-
ticated heuristics. GraSP performs worst at matching sparsities, but shows more promise at extreme
sparsities. Overall, the methods make some progress, generally outperforming random pruning.
However, this progress remains far short of magnitude pruning after training in terms of both overall
accuracy and the sparsities at which it is possible to match full accuracy.
5 ABLATIONS AT INITIALIZATION
In this section, we evaluate the information that each method extracts about the network at initial-
ization in the process pruning. Our goal is to understand how these methods behave in practice and
gain insight into why they fall short of the performance of pruning after training.
Randomly shuffling. We first consider whether these pruning methods prune specific connections.
To do so, we randomly shuffle the pruning mask m` within each layer. If accuracy is the same
after shuffling, then the per-weight decisions made by each method can be replaced by the per-layer
fraction of weights it pruned. If accuracy changes, then the method has determined which parts of
the network to prune at a smaller granularity than layers, e.g., neurons or individual connections.
Overall. All methods maintain accuracy or improve when randomly shuffled (orange line). In other
words, the useful information these techniques extract is not which individual weights to remove,
but rather the layerwise proportions in which to prune the network. Although layerwise proportions
are an important hyperparameter for inference-focused pruning methods (Gale et al., 2019; He et al.,
2018), proportions alone are not sufficient to explain the performance of those methods. For exam-
ple, magnitude pruning after training and LTR make pruning decisions specific to particular weights;
randomly shuffling in this manner reduces performance (Frankle & Carbin, 2019). It is possible that
this lack of specificity for the early pruning methods may limit their performance.
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Figure 5: Ablations on subnetworks found by applying magnitude pruning, SNIP, GraSP, and Syn-
Flow at initialization. (We ran limited ablations on ResNet-50 due to resource limitations.)
Magnitude pruning. Since the magnitude pruning masks can be shuffled within each layer, its prun-
ing decisions are sensitive only to the per-layer initialization distributions. These distributions are
chosen using He initialization: normal with a per-layer variance determined by the fan-in or fan-out
(He et al., 2015). These variances alone, then, are sufficient information to attain the performance of
magnitude pruning, a leading method for ResNet-20 and ResNet-50 at matching sparsities. Without
this information, magnitude pruning performs worse (purple line): if each layer is initialized with
variance 1, it will prune all layers by the same fraction no differently than random pruning. This
does not affect SNIP, GraSP, or SynFlow, showing a previously unknown benefit of these methods:
they maintain accuracy even when the initialization is not directly informative for pruning.
SynFlow. On ResNet-20 and ResNet-18, SynFlow accuracy improves at extreme sparsities when
shuffling. We connect this behavior to a pathology of SynFlow that we term neuron collapse: Syn-
Flow prunes entire neurons (in this case, conv. channels) at a higher rate than other methods (Figure
6). At the highest matching sparsities, SynFlow prunes 31%, 52%, 69%, and 29% of neurons on
ResNet-20, VGG-16, and ResNet-18, and ResNet-50. In contrast, SNIP prunes 5%, 11%, 32%, and
7%; GraSP prunes 1%, 6%, 14%, and 1%; and magnitude prunes 0%, 0%, < 1%, and 0%. Shuffling
SynFlow layerwise reduces these numbers to 1%, 0%, 3.5%, and 13%2 (orange line).
We believe neuron collapse is inherent to SynFlow. From another angle, SynFlow works as follows:
consider all paths p = {w(`)p }` in the network. The SynFlow gradient dRdw is the sum of the products∏
` |w(`)p | of the magnitudes on all paths containing w.3 Once an outgoing (or incoming) weight is
pruned from a neuron, all incoming (or outgoing) weights are in fewer paths; they are more likely
to be pruned on the next iteration, possibly creating a vicious cycle that prunes the entire neuron.
Similarly, SynFlow heavily prunes skip connection weights, which are in fewer paths (Appendix G).
Reinitialization. We next consider whether the networks produced by these methods are sensitive
to the specific initial values of their weights. That is, is performance maintained when sampling
a new initialization for the pruned network from the same distribution as the original network?
Pruning after training and LTR are known to be sensitive this ablation: when reinitialized, pruned
networks train to substantially lower accuracy (Han et al., 2015; Frankle & Carbin, 2019). However,
all early pruning techniques are robust to reinitialization (green line): accuracy is the same whether
the network is trained with the original initialization or a newly sampled initialization. As with
random shuffling, this insensitivity to initialization may reflect a limitation in the information that
these methods use for pruning that restricts performance.
2This number remains high for ResNet-50 because nearly half of the pruned neurons are in layers that get
pruned entirely, specifically skip connections that downsample using 1x1 convolutions (see Appendix G).
3This is the PathNorm (Neyshabur et al., 2015) of the network where w is the only weight in its layer.
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Figure 6: Percent of neurons (conv. channels) with sparsity ≥ s% at the highest matching sparsity.
Figure 7: Accuracy of early pruning methods when pruning at all points during training to the
highest matching sparsity. LTR prunes at the end of training and initializes to the weights from the
specified iteration. Vertical lines are iterations where the learning rate drops by 10x.
Inversion. SNIP, GraSP, and SynFlow are each based on a hypothesis about properties of the net-
work or training that allow a sparse network to reach high accuracy. Scoring functions should rank
weights from most important to least important according to these hypotheses, making it possible
to preserve the most important weights when pruning to any sparsity. In this ablation, we assess
whether the scoring functions successfully do so: we prune the most important weights and retain
the least important weights. If the hypotheses behind these methods are correct and they are accu-
rately instantiated as scoring functions, then inverting in this manner should lower performance.
Magnitude, SNIP, and SynFlow behave as expected: when pruning the most important weights,
accuracy decreases (red line). In contrast, GraSP’s accuracy does not change when pruning the most
important weights. This result calls into question the premise behind GraSP’s heuristic: one can
keep the weights that, according to Wang et al. (2020), decrease gradient flow the most and get the
same accuracy as keeping those that purportedly increase it the most. Moreover, we find that pruning
weights with the lowest-magnitude GraSP scores improves accuracy (Figure 2 and Appendix C).
Summary. It is possible to reinitialize or layerwise shuffle the unpruned weights of the pruning
methods without hurting accuracy. This suggests that the salient part of the pruning decisions made
by SNIP, GraSP, SynFlow, and magnitude at initialization are the layerwise proportions rather than
the specific weights or values. The same ablations are known to hurt the benchmark methods, sug-
gesting this lack of specificity could be a reason for the lower performance of the pruning methods.
This lack of specificity also undermines the claimed justifications for SNIP, GraSP, and SynFlow.
SNIP aims to “identify important connections” (Lee et al., 2019); however, accuracy does not change
if the pruned weights are randomly shuffled. SynFlow focuses on paths, “taking the inter-layer
interactions of parameters into account” (Tanaka et al., 2020); performance actually improves in
some cases if we discard path information by shuffling. In addition to these specificity concerns,
GraSP performs identically when inverted. Future early pruning research should use these and other
ablations to evaluate whether the proposed heuristics behave according to the claimed justifications.
6 PRUNING AFTER INITIALIZATION
In this section, we investigate the possibility that the performance gap between the pruning methods
and the baselines is an artifact of pruning at initialization rather than a shortcoming of the methods
themselves. In support of this hypothesis, although magnitude pruned subnetworks are robust to
shuffling or reinitialization at initialization, they are not so if pruning occurs after training (Han
et al., 2015; Frankle & Carbin, 2019). In addition, LTR performs best when pruning early in training
rather than at initialization (Frankle et al., 2020a), further evidence that pruning at initialization may
inherently be difficult. Figure 7 shows the performance of pruning at each training iteration to the
most extreme matching sparsity. It includes random pruning as a lower baseline and LTR as the best
performance we know to be achievable when applying a pruning mask early in training.
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Magnitude, SNIP, and SynFlow improve as training progresses. Magnitude and SNIP outperform
the other methods; GraSP generally performs lowest. All methods underperform LTR early in train-
ing: magnitude pruning does not match the accuracy of LTR at iterations 1K, 2K, and 1K until
iterations 25K, 26K, and 36K on ResNet-20, VGG-16, and ResNet-18, respectively. If the perfor-
mance gap between the early pruning methods and magnitude pruning after training is a product of
when pruning occurs (rather than a weakness in the methods themselves), then these results suggest
it may be difficult to prune, not just at initialization, but for a large period afterwards.
7 DISCUSSION
The state of the art. We establish the following findings about pruning early in training.
Surpassing random pruning. All early pruning methods surpass the performance of random pruning
at some or all matching sparsities. They have indeed made progress beyond this naive baseline.
No single method is SOTA at initialization. Depending on the network, dataset, and sparsity, there
is a setting where each early pruning method reaches the highest accuracy. Our enhancements to
GraSP and SynFlow (Figure 2) further tighten the competition.
Data is not currently essential at initialization. SynFlow and magnitude pruning are competitive
at initialization without using any training data. Like robustness to shuffling and reinitialization,
however, data-independence may only be possible for the limited performance of current methods.
In contrast, magnitude pruning after training and LTR rely on data for both pruning and initialization.
Magnitude and SNIP are SOTA after initialization. When pruning after initialization, magnitude
pruning and SNIP consistently outperform the other methods.
The challenge ahead. The pruning methods remain below the target performance of magnitude
pruning after training. It is especially striking that methods that use such different signals (magni-
tudes, gradients, second order information, data or lack thereof) behave similarly under the ablations
in Section 5. These similar behaviors may suggest shared challenges and research questions:
Specificity. It may be difficult to reach better performance without pruning in ways that are specific
to particular weights and initial values. Is this behavior an artifact of these particular pruning heuris-
tics, or are there properties of optimization that make specificity difficult or impossible at initial-
ization (Evci et al., 2019), even for LTR? For example, training occurs in multiple phases (Gur-Ari
et al., 2018; Lewkowycz et al., 2020; Jastrzebski et al., 2020; Frankle et al., 2020b); perhaps it is
challenging to prune during this initial phase.
Pruning after initialization. If this is the case, we should explore pruning after some training. After
initialization, SNIP, GraSP, and SynFlow improve gradually if at all, underperforming LTR. How-
ever, these methods were designed for initialization; focusing early in training may require new
approaches. Alternatively, it may be that, even at iterations where LTR succeeds, the available in-
formation is not sufficient reach this performance without consulting the state of the network after
training. One way to avoid this challenge altogether is to dynamically change the mask to exploit
signals from later in training (Dettmers & Zettlemoyer, 2019; Evci et al., 2020).
New signals for pruning. It may be possible to prune at initialization or early in training, but signals
like magnitudes and gradients (which suffice late in training) may not be effective. Are there differ-
ent signals we should use early in training? Should we expect signals that work early in training to
work late in training (or vice versa)? For example, second order information should behave differ-
ently at initialization and convergence, which may explain why GraSP struggles after initialization.
Measuring progress. We typically evaluate pruning methods by comparing their accuracies at certain
sparsities. In the future, we will need to extend this framework to account for tradeoffs in different
parts of the design space. At initialization, we must weigh the benefits of extreme sparsities against
decreases in accuracy. This is especially important for methods like SynFlow and FORCE (de Jorge
et al., 2020), which seek to maintain diminished but non-random accuracy at the most extreme
sparsities. We defer this tradeoff by focusing on matching sparsities.
When pruning after initialization, we will need to address an additional challenge: comparing a
method that prunes to sparsity s at step t against a method that prunes to sparsity s′ < s at step
t′ > t. To do so, we will need to measure overall training cost. That might include measuring the
area under the curve in Figure 1, FLOPs (as, e.g., Evci et al. (2019) do), or real-world training time
and energy consumption on software and hardware optimized for pruned neural networks.
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A NETWORKS, DATASETS, AND TRAINING
We use the following combinations of networks and datasets for image classification:
• ResNet-20 and CIFAR-10
• VGG-16 and CIFAR-10
• ResNet-18 and TinyImageNet
• ResNet-50 and ImageNet
A.1 NETWORKS
The networks are designed as follows:
• ResNet-20 is the CIFAR-10 version of ResNet with 20 layers as designed by He et al.
(2016). We place batch normalization prior to activations.
• VGG-16 is a CIFAR-10 network as described by Lee et al. (2019). The first two layers
have 64 channels followed by 2x2 max pooling; the next two layers have 128 channels
followed by 2x2 max pooling; the next three layers have 256 channels followed by 2x2
max pooling; the next three layers have 512 channels followed by max pooling; the final
three layers have 512 channels. Each channel uses 3x3 convolutional filters. VGG-16 has
batch normalization before each ReLU activation.
• ResNet-18 and ResNet-50 are the ImageNet version of ResNet with 18 and 50 layers as
designed by He et al. (2016).4
A.2 DATASETS
• CIFAR-10 is augmented by normalizing per-channel, randomly flipping left and right, and
randomly shifting by up to four pixels in any direction.
• TinyImageNet is augmented by normalizing per channel, selecting a patch with a random
aspect ratio between 0.8 and 1.25 and a random scale between 0.1 and 1, cropping to 64x64,
and randomly flipping horizontally.
• ImageNet is augmented by normalizing per channel, selecting a patch with a random aspect
ratio between 0.8 and 1.25 and a random scale between 0.1 and 1, cropping to 224x224,
and randomly flipping horizontally.
A.3 TRAINING
Network Dataset Epochs Batch Size Opt. Mom. LR LR Drop Weight Decay Initialization Iters per Epoch Rewind Iter
ResNet-20 CIFAR-10 160 128 SGD 0.9 0.1 10x at epochs 80, 120 1e-4 Kaiming Normal 391 1000
VGG-16 CIFAR-10 160 128 SGD 0.9 0.1 10x at epochs 80, 120 1e-4 Kaiming Normal 391 2000
ResNet-18 TinyImageNet 200 256 SGD 0.9 0.2 10x at epochs 100, 150 1e-4 Kaiming Normal 391 1000
ResNet-50 ImageNet 90 1024 SGD 0.9 0.4 10x at epochs 30, 60, 80 1e-4 Kaiming Normal 1251 6255
4Note that ResNet-18 is different than the network used by Tanaka et al. (2020) in the SynFlow paper.
The ResNet-18 in the SynFlow paper (which we refer to in the appendices as Modified ResNet-18) has been
modified specifically for TinyImageNet (see Appendix F). We repeat the experiments from the main body of
the paper on Modified ResNet-18 and TinyImageNet in Appendix I.
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Figure 8: Accuracy of the baseline methods.
B BASELINES
In Figure 8, we show the four baseline methods to which we compare SNIP, GraSP, and SynFlow:
random pruning at initialization, magnitude pruning at initialization, magnitude pruning after train-
ing, and lottery ticket rewinding. Lottery ticket rewinding reaches different accuracies depending
on the iteration t to which we set the state of the pruned network. We use t = 1000, 2000, 1000,
and 6000 for ResNet-20, VGG-16, ResNet-18, and ResNet-50; as shown in Figure 7, these are the
iterations where accuracy improvements saturate.
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Figure 9: Accuracy of three different variants of GraSP
C VARIANTS OF GRASP
In Figure 9, we show three variants of GraSP: pruning weights with the highest scores (the original
version of GraSP from Wang et al.), pruning weights with the lowest scores (the inversion experi-
ment from Section 5), and pruning weights with the lowest magnitude GraSP scores (our proposal
for an improvement to GraSP as shown in Figure 2). This Figure is intended to make the comparison
between these variants clearer; Figure 5 is too crowded for these distinctions to be easily visible.
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D REPLICATING SNIP
In this Appendix, we describe and evaluate our replication of SNIP (Lee et al., 2019).
D.1 ALGORITHM
SNIP introduces a virtual parameter ci ∈ 0, 1 as a coefficient for each parameter wi. Initially, SNIP
assumes that ci = 1.
SNIP assigns each parameter wi a score si =
∣∣∣ ∂L∂ci ∣∣∣ and prunes the parameters with the lowest scores.
This algorithm entails three key design choices:
1. Using the derivative of the loss with respect to ci as a basis for scoring.
2. Taking the absolute value of this derivative.
3. Pruning weights with the lowest scores.
Lee et al. (2019) explain these choices as follows: “if the magnitude of the derivative is high (re-
gardless of the sign), it essentially means that the connection ci has a considerable effect on the loss
(either positive or negative) and it has to be preserved to allow learning on wi.”
D.2 IMPLEMENTATION DETAILS
Algorithm. We can rewrite the score as follows. Let ai be the incoming activation that is multiplied
by wi. Let z be the pre-activation of the neuron to which wi serves as an input.
si =
∣∣∣∣ ∂L∂ci
∣∣∣∣ = ∣∣∣∣∂L∂z ∂z∂ci
∣∣∣∣ = ∣∣∣∣∂L∂z aiwi
∣∣∣∣ = ∣∣∣∣∂L∂z ∂z∂wiwi
∣∣∣∣ = ∣∣∣∣ ∂L∂wiwi
∣∣∣∣
In summary, we can rewrite si as the gradient ofwi multiplied by the value ofwi. This is the formula
we use in our implementation.
Selecting examples for SNIP. Lee et al. (2019) use a single mini-batch for SNIP. To create the mini-
batch that we use for SNIP, we follow the strategy used by Wang et al. (2020) for GraSP: create a
mini-batch composed of ten examples selected randomly from each class.
Reinitializing. After pruning, Lee et al. (2019) reinitialize the network.5 We do not reinitialize.
Running on CPU. To avoid any risk that distributed training might affect results, we run all SNIP
computation on CPU and subsequently train the pruned network on TPU.
5See discussion on OpenReview.
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D.3 NETWORKS AND DATASETS
Lee et al. consider the following networks for computer vision:
SNIP Name Our Name Dataset GitHub Replicated Notes
LeNet-300-100 LeNet-300-100 MNIST 3 7 Fully-connected
LeNet-5 — MNIST 3 7 Convolutional
AlexNet-s — CIFAR-10 3 7
AlexNet-b — CIFAR-10 3 7
VGG-C — CIFAR-10 3 7 VGG-D but some layers have 1x1 convolutions
VGG-D VGG2-16 CIFAR-10 3 3 VGG-like but with two fully-connected layers
VGG-like VGG-16 CIFAR-10 3 3 VGG-D but with one fully-connected layer
WRN-16-8 WRN-14-8 CIFAR-10 7 3
WRN-16-10 WRN-14-10 CIFAR-10 7 3
WRN-22-8 WRN-20-8 CIFAR-10 7 3
Table 1: The networks and datasets examined in the SNIP paper (Lee et al., 2019).
D.4 RESULTS
A GitHub repository associated with the paper6 includes all of those networks except for the wide
ResNets (WRNs). We have made our best effort to replicate a subset of these networks in our
research framework. Table 1 shows the results from our replication. Each of our numbers is the
average across five replicates with different random seeds.
Name Unpruned Accuracy Sparsity Pruned Accuracy
Reported Ours Reported Ours
VGG-16 91.7% 93.6% 97% 92.0% (+0.3) 92.1% (−1.5)
VGG2-16 93.2% 93.5% 95% 92.9% (−0.3) 92.3% (−1.2)
WRN-14-8 93.8% 95.2% 95% 93.4% (−0.4) 93.4% (−1.8)
WRN-14-10 94.1% 95.4% 95% 93.6% (−0.5) 93.9% (−1.4)
WRN-20-8 93.9% 95.6% 95% 94.1% (+0.3) 94.3% (−1.2)
Table 2: The performance of SNIP as reported in the original paper and in our reimplementation.
Unpruned networks. The unpruned networks implemented by Lee et al. (2019) appear poorly
tuned such that they do not achieve standard performance levels. The accuracy of our VGG-16
is 1.9 percentage points higher, and the accuracies of our wide ResNets are between 1.3 and 1.7
percentage points higher. In general, implementation details of VGG-style networks for CIFAR-10
vary widely (Blalock et al., 2020), so some differences are to be expected. However, ResNets for
CIFAR-10 are standardized (He et al., 2016; Zagoruyko & Komodakis, 2016), and our accuracies are
identical to those reported by Zagoruyko & Komodakis in the paper that introduced wide ResNets.
Pruned networks. After applying SNIP, our accuracies more closely match those reported in the
paper. However, since our networks started at higher accuracies, these values represent much larger
drops in performance than reported in the original paper. Overall, our results after applying SNIP
appear to match those reported in the paper, giving us some confidence that our implementation is
correct. However, since the accuracies of the unpruned networks in SNIP are lower than standard
values, it is difficult to say for sure.
D.5 RESULTS FROM GRASP PAPER
The paper that introduces GraSP (Wang et al., 2020) also replicates SNIP.7 In Table 3, we compare
their reported results with ours on the networks described in Table 4 in Appendix E.
6https://github.com/namhoonlee/snip-public/
7Although Wang et al. (2020) have released an open-source implementation of GraSP, this code does not
include their implementation of SNIP. We are not certain which hyperparameters they used for SNIP.
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Name Unpruned Accuracy Results
Reported Ours Sparsity Reported Ours
VGG-19 94.2% 93.5%
90% 93.6% (-0.6) 93.5% (-0.0)
95% 93.4% (-0.8) 93.4% (-0.1)
98% 92.1% (-2.1) diverged
WRN-32-2 94.8% 94.5%
90% 92.6% (-2.2) 92.5% (-2.0)
95% 91.1% (-3.7) 91.0% (-3.5)
98% 87.5% (-7.3) 87.7% (-6.8)
ResNet-50 75.7% 76.2%
60% 74.0% (-1.7) 73.9% (-2.3)
80% 69.7% (-6.0) 71.2% (-5.0)
90% 62.0% (-13.7) 65.7% (-10.5)
Table 3: The performance of SNIP as reported in the original paper and in our reimplementation.
Unpruned networks. See Appendix E.4 for a full discussion of the unpruned networks. Our VGG-
19, WRN-32-2, and ResNet-50 reach slightly different accuracy than those of Wang et al. (2020),
but the performance differences are much smaller than for the unpruned networks in Table 2.
Pruned networks. Although performance of our unpruned VGG-19 network is lower than that of
Wang et al., the SNIP performances are identical at 90% and 95% sparsity. This outcome is similar
to our results in Appendix D.4, where we found similar pruned performances despite the fact that
unpruned performances differed. At 98% sparsity on VGG-19, three of our five runs diverged.
On ResNet-50 for ImageNet, our unpruned and SNIP accuracies are higher than those reported in
by (Wang et al., 2020). This may be a result of different hyperparameter choices for training the
network; see Appendix E.3 for full details. This may also be a result of different hyperparameter
choices for SNIP. We may use a different number of examples than Wang et al. to compute the SNIP
gradients and we may select these examples differently (although, since Wang et al. did not release
their SNIP code, we cannot be certain); see Appendix E.2 for full details.
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E REPLICATING GRASP
In this Appendix, we describe and evaluate our replication of GraSP (Wang et al., 2020).
E.1 ALGORITHM
Scoring parameters. GraSP is designed to preserve the gradient flow through the sparse network
that results from pruning. To do so, it attempts to prune weights in order to maximize the change in
loss that takes place after the first step of training. Concretely, let ∆L(w) be the change in loss due
to the first step of training:8
∆L(w) = L(w + η · ∇L(w))− L(w)
where η is the learning rate. Since GraSP focuses on gradient flow, it takes the limit as η goes to 0:
∆L(w) = lim
η→0
L(w + η · ∇L(w))− L(w)
η
≈ ∇L(w)>∇L(w) (1)
The last expression emerge by taking a first-order Taylor expansion of L(w + η · ∇L(w)).
GraSP treats pruning the network as a perturbation δ transforming the original parameters w into
perturbed parameters w+ δ. The effect of this perturbation on the change in loss of the network can
be measured by comparing ∆L(w + δ) and ∆L(w):
C(δ) = ∆L(w + δ)−∆L(w) = ∇L(w + δ)>∇L(w + δ)−∇L(w)>∇L(w) (2)
Finally, GraSP takes the first-order Taylor approximation of the left term about w, yielding:
C(δ) ≈ ∇L(w)>∇L(w) + 2δ>∇2L(w)∇L(w) +O(||δ||22)−∇L(w)>∇L(w)
= 2δ>∇2L(w)∇L(w) +O(||δ||22)
= 2δ>Hg (3)
where H is the Hessian and g is the gradient. Pruning an individual parameter wi at index i involves
creating a vector δ(i) where δ(i)i = −wi and δ(i)j = 0 for j 6= i. The resulting pruned parameter
vector is w − δ(i); this vector is identical to w except that wi has been set to 0. Using the analysis
above, the effect of pruning parameter wi in this manner on the gradient flow is approximated by
C(−δ(i)) = −wi(Hg)i. GraSP therefore gives each weight the following score:
si = C(−δ(i)) = −wi(Hg)i (4)
Using scores to prune. To use si for pruning, Wang et al. make the following interpretation:
GraSP uses [Equation 3] as the measure of the importance of each weight. Specifically, if
C(δ) is negative, then removing the corresponding weights will reduce gradient flow, while
if it is positive, it will increase gradient flow.
In other words, parameters with lower scores are more important (since removing them will have
a less beneficial or more detrimental impact on gradient flow) and parameters with higher scores
are less important (since removing them will have a more beneficial or less detrimental impact on
gradient flow). Since the goal of GraSP is to maximize gradient flow after pruning, it should prune
“those weights whose removal will not reduce the gradient flow,” i.e., those with the highest scores.
8We believe this quantity should instead be specified as L(w) − L(w − η · ∇L(w)). The gradient update
goes in the negative direction, so we should subtract the expression η · ∇L(w) from the original initialization
w. We expect loss to decrease after taking this step, so—if we want ∆L(w) to capture the improvement in
loss—we need to subtract the updated loss from the original loss.
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E.2 IMPLEMENTATION DETAILS
Algorithm. To implement GraSP, we follow the PyTorch implementation provided by the authors
on GitHub9 (which computes the Hessian-gradient product according to Algorithm 2 of the paper).
Selecting examples for scoring parameters. To create the mini-batch that we use to compute the
GraSP scores, we follow the strategy used by Wang et al. (2020) for the CIFAR-10 networks in
their implementation: we randomly sample ten examples from each class. We use this approach for
both CIFAR-10 and ImageNet; on ImageNet, this means we use 10,000 examples representing all
ImageNet classes.
It is not entirely clear how Wang et al. select the mini-batch for the ImageNet networks in their
experiments. In their configuration files, Wang et al. appear to use one example per class (1000
in total covering all classes). In their ImageNet implementation (which ignores their configuration
files), they use 150 mini-batches where the batch size is 128 (19,200 examples covering an uncertain
number of classes).
Reinitializing. We do not reinitialize after pruning.
Running on CPU. To avoid any risk that distributed training might affect results, we run all GraSP
computation on CPU and subsequently train the pruned network on TPU.
E.3 NETWORKS AND DATASETS
Wang et al. consider the networks for computer vision in Table 4 below. They use both CIFAR-10
and CIFAR-100 for all CIFAR-10 networks, while we only use CIFAR-10. Note that our hyperpa-
rameters for ResNet-50 on ImageNet differ from those in the GraSP implementation (likely due to
different hardware): we use a larger batch size (1024 vs. 128), a higher learning rate (0.4 vs. 0.1).
GraSP Name Our Name Dataset GitHub Replicated Notes
VGG-19 VGG-19 CIFAR-10 3 3
ResNet-32 WRN-32-2 CIFAR-10 3 3 Wang et al. use twice the standard width.
ResNet-50 ResNet-50 ImageNet 3 3 ResNets for CIFAR-10 and ImageNet are different.
VGG-16 — ImageNet 7 7 VGGs for CIFAR-10 and ImageNet are different.
Table 4: The networks and datasets examined in the GraSP paper (Wang et al., 2020).
E.4 RESULTS
The GitHub implementation of GraSP by Wang et al. (2020) includes all of the networks from
Table 4 except VGG-16. We have made our best effort to replicate these networks in our research
framework. Table E.2 shows the results from our replication. Each of our numbers is the average
across five replicates with different random seeds.
Unpruned networks. Our unpruned networks perform similarly to those of Wang et al. (2020).
Although we made every effort to replicate the architecture and hyperparameters of the GraSP
implementation of VGG-19, our average accuracy is 0.7 percentage points lower.10 Accuracy on
WRN-32-2 is closer, differing by only 0.3 percentage points. Accuracy on ResNet-50 for ImageNet
is higher by half a percentage point, likely due to the fact that we use different hyperparameters.
Pruned networks. Our pruned VGG-19 and WRN-32-2 also reach lower accuracy than those of
Wang et al.; this difference is commensurate with the difference between the unpruned networks.
On VGG-19, the accuracies of our pruned networks are lower than those of Wang et al. by 0.5 to 0.6
percentage points, matching the drop of 0.7 percentage points for the unpruned network. Similarly,
on WRN-32-2, the accuracies of our pruned networks are lower than those of Wang et al. by 0.2
to 0.5 percentage points, matching the drop of 0.3 percentage points for the unpruned networks. In
both cases, the decrease in performance after pruning (inside the parentheses in Table 5) is nearly
identical between the two papers, differing by no more than 0.2 percentage points at any sparsity.
9https://github.com/alecwangcq/GraSP
10VGG networks for CIFAR-10 are notoriously difficult to replicate (Blalock et al., 2020).
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Name Unpruned Accuracy Sparsity Pruned Accuracy
Reported Ours Reported Ours
VGG-19 94.2% 93.5%
90% 93.3% (−0.9) 92.8% (−0.7)
95% 93.0% (−1.2) 92.5% (−1.0)
98% 92.2% (−2.0) 91.6% (−1.9)
WRN-32-2 94.8% 94.5%
90% 92.4% (−2.4) 92.2% (−2.3)
95% 91.4% (−3.4) 90.9% (−3.6)
98% 88.8% (−6.0) 88.3% (−6.2)
ResNet-50 75.7% 76.2%
60% 74.0% (−1.7) 73.4% (−2.8)
80% 72.0% (−6.0) 71.0% (−5.2)
90% 68.1% (−7.6) 67.0% (−9.2)
Table 5: The performance of GraSP as reported in the original paper and in our reimplementation.
We conclude that the behavior of our implementation matches that of Wang et al., although we are
starting from slightly lower baseline accuracy.
The accuracy of our pruned ResNet-50 networks is less consistent with that of Wang et al.. Despite
starting from a higher baseline, our accuracy after pruning is lower by 0.6 to 1.1 percentage points.
These differences are potentially due to different hyperparameters: as mentioned previously, we
select examples for GraSP differently than Wang et al., and we train with a different batch size and
learning rate.
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F REPLICATING SYNFLOW
In this Appendix, we describe and evaluate our replication of SynFlow (Tanaka et al., 2020).
F.1 ALGORITHM
SynFlow is an iterative pruning algorithm. It prunes to sparsity s over the course of N iterations,
pruning from sparsity s
n−1
N to sparsity s
n
N on each iteration n ∈ {1, ..., N}. On each iteration, it
issues scores to the remaining, unpruned weights and then removes those with the lowest scores.
Synflow scores weights as follows:
1. It replaces all parameters w` with their absolute values |w`|.
2. It forward propagates an input of all ones through the network.
3. It computes the sum of the logits R.
4. It computes the gradient of R with respect to each weight |w|: dRdw .
5. It issues the score |dRdw · w| for each weight.
Tanaka et al. (2020) explain these choices as follows. Their goal is to create a pruning technique
that “provably reaches Maximal Critical Compression,” i.e., a pruning technique that ensures that
the network remains connected until the most extreme sparsity where it is possible to do so. As
they prove, any pruning technique that is iterative, issues positive scores, and is conservative (i.e.,
the sum of the incoming and outgoing scores for a layer are the same), then it will reach maximum
critical compression (Theorem 3). The iterative requirement is that scores are recalculated after
each parameter is pruned; in their experiments, Tanaka et al. use 100 iterations in order to make the
process more efficient.
F.2 IMPLEMENTATION DETAILS
Iterative pruning. We use 100 iterations, the same as Tanaka et al. (2020) use (as noted in the
appendices).
Input size. We use an input size that is the same as the input size for the corresponding dataset.
For example, for CIFAR-10, we use an input that is 32x32x3; for ImageNet, we use an input that is
224x224x3.
Reinitializing. After pruning, Tanaka et al. (2020) do not reinitialize the network.
Running on CPU. To avoid any risk that distributed training might affect results, we run all SynFlow
computation on CPU and subsequently train the pruned network on TPU.
Double precision floats. We compute the SynFlow scores using double precision floating point
numbers. With single precision floating point numbers, the SynFlow activations explode on net-
works deeper than ResNet-44 (CIFAR-10) and ResNet-18 (ImageNet).
F.3 NETWORKS AND DATASETS
Tanaka et al. consider the following settings for computer vision:
SynFlow Name Our Name Dataset GitHub Replicated Notes
VGG-11 VGG-11 CIFAR-10 3 3 A shallower version of our VGG-16 network
VGG-11 VGG-11 CIFAR-100 3 7 A shallower version of our VGG-16 network
VGG-11 VGG-11 (Modified) TinyImageNet 3 7 Modified for TinyImageNet
VGG-16 VGG-16 CIFAR-10 3 3 Identical to our VGG-16 network
VGG-16 VGG-16 CIFAR-100 3 7 Identical to our VGG-16 network
VGG-16 VGG-16 (Modified) TinyImageNet 3 7 Modified for TinyImageNet
ResNet-18 ResNet-18 (Modified) CIFAR-10 3 3 Modified ImageNet ResNet-18; first conv is 3x3 stride 1; no max-pool
ResNet-18 ResNet-18 (Modified) CIFAR-100 3 7 Modified ImageNet ResNet-18; first conv is 3x3 stride 1; no max-pool
ResNet-18 ResNet-18 (Modified) TinyImageNet 3 3 Modified ImageNet ResNet-18; first conv is 3x3 stride 1; no max-pool
Table 6: The networks and datasets examined in the SynFlow paper (Tanaka et al., 2020)
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Of the settings that we replicated, our unpruned network performance is as follows:
Network Dataset Reported Replicated Notes
VGG-11 CIFAR-10 ∼92% 92.0% Hyperparameters and augmentation are identical to ours
VGG-16 CIFAR-10 ∼94% 93.5% Hyperparameters and augmentation are identical to ours
ResNet-18 (Modified) CIFAR-10 ∼95% 93.7% Hyperparameters reported by Tanaka et al. (lr=0.01, batch size=128, drop factor=0.2)
ResNet-18 (Modified) CIFAR-10 — 94.6% Hyperparameters reported by Tanaka et al. (lr=0.2, batch size=256, drop factor=0.1)
ResNet-18 (Modified) TinyImageNet ∼64% 58.8% Hyperparameters reported by Tanaka et al. (lr=0.01, batch size=128, epochs=100)
ResNet-18 (Modified) TinyImageNet — 64% Modified hyperparameters (lr=0.2, batch size=256, epochs=200)
Table 7: Top-1 accuracy of unpruned networks as reported by Tanaka et al. (2020) and as replicated.
Tanaka et al. showed plots rather than specific numbers, so reported numbers are approximate.
The VGG-11 and VGG-16 CIFAR-10 results are identical between our implementation and that of
Tanaka et al..
We modified the standard ImageNet ResNet-18 from TorchVision to match the network of Tanaka
et al.. We used the same data augmentation and hyperparameters on TinyImageNet, but accuracy
was much lower (58.8% vs. 64%). By increasing the learning rate from 0.01 to 0.2, increasing the
batch size to 256, and increasing the number of training epochs to 200, we were able to match the ac-
curacy reported by Tanaka et al.. We also used the same data augmentation and hyperparameters on
CIFAR-10, but accuracy was lower (95% vs. 93.6%). Considering that we needed different hyper-
parameters on both datasets, we believe that there is an unknown difference between our ResNet-18
implementation and that of Tanaka et al..
F.4 RESULTS
Tanaka et al. compare to random pruning, magnitude pruning at initialization, SNIP, and GraSP at
13 sparsities evenly space logarithmically between 0% sparsity and 99.9% sparsity (compression
ratio 103). In Figure 10, we plot the same methods at sparsities between 0% and 99.9% at intervals
of an additional 50% sparsity (e.g., 50% sparsity, 75% sparsity, 87.5% sparsity, etc.).
Tanaka et al. present graphs rather than tables of numbers. As such, in Figure 10, we compare
our graphs (left) to the graphs from the SynFlow paper (right). On the VGG-style networks for
CIFAR-10, our results look nearly identical to those of Tanaka et al. in terms of the accuracies
of each method, the ordering of the methods, and when certain methods drop to random accuracy.
The only difference is that SNIP encounters layer collapse in our experiments, while it does not in
those of Tanaka et al.. Since these models share the same architecture and hyperparameters as in
the SynFlow paper and the results look very similar, we have confidence that our implementation of
SynFlow and the other techniques matches that of Tanaka et al..
Our ResNet-18 experiments look quite different from those of Tanaka et al.. The ordering of the
lines is different, SynFlow is not the best performing method at the most extreme sparsities, and
magnitude pruning does not drop to random accuracy. Considering the aforementioned challenges
replicating Tanaka et al.’s performance on the unpruned ResNet-18, we attribute these differences
to an unknown difference in our model or training configuration. Possible causes include different
hyperparameters (which may cause both the original model and the pruned networks to perform dif-
ferently). Another possible cause is a different initialization scheme: we initialize the γ parameters
of BatchNorm uniformly between 0 and 1 and use He normal initialization based on the fan-in of
the layer (both PyTorch defaults) while Tanaka et al. initialize the γ parameters to 1 and use He nor-
mal initialization based on the fan-out of the layer. Although these differences in the initialization
scheme are small, they could make a substantial difference for methods that prune at initialization.
This difference in results, despite the fact that both unpruned ResNet-18 networks reach the same
accuracy on TinyImageNet, suggest that there may be a significant degree of brittleness, at least at
the most extreme sparsities.
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Figure 10: Synflow replication experiments.
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G LAYERWISE PRUNING PROPORTIONS
In Figure 11 on the following page, we plot the per-layer sparsities produced by each pruning method
for at the highest matching sparsity. Each sparsity is labeled with the corresponding layer name;
layers are ordered from input (left) to output (right) with residual shortcut/downsample connections
placed after the corresonding block. We make the following observations.
Different layerwise proportions lead to similar accuracy. At the most extreme matching sparsity,
the early pruning methods perform in a relatively similar fashion: there is a gap of less than 1,
1.5, 2.5, and 1 percentage point between the worst and best performing early pruning methods on
ResNet-20, VGG-16, ResNet-18, and ResNet-50. However, the layerwise proportions are quite
different between the methods. For example, on ResNet-20, SynFlow prunes the early layers to less
than 30% sparsity, while GraSP prunes to more than 60% sparsity. SNIP and SynFlow tend to prune
later layers in the network more heavily than earlier layers, while GraSP tends to prune more evenly.
On the ResNets, the GraSP layerwise proportions most closely resemble those of magnitude pruning
after training, despite the fact that GraSP is not the best-performing method at the highest matching
sparsity on any network. This is further evidence that layerwise proportions alone are not enough to
replicate the performance of the benchmark methods.
Skip connections. When downsampling the activation maps, the ResNets use 1x1 convolutions on
their skip connections. On ResNet-20, these layer names include the word shortcut; on ResNet-
18 and ResNet-50, they include the word downsample. SynFlow prunes these connections more
heavily than other parts of the network; in contrast, all of the other methods prune these layers to
similar (ResNet-50) or much lower (ResNet-20 and ResNet-18) sparsities than adjacent layers. On
ResNet-50, SynFlow entirely prunes three of the four downsample layers, eliminating the residual
part of the ResNet for the corresponding blocks.
The output layer. All pruning methods (except random pruning) prune the output layer at a lower
rate than the other layers. These weights are likely disproportionately important to reaching high
accuracy since there are so few connections and they directly control the network outputs.
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Figure 11: Per-layer sparsities produced by each pruning method at the highest matching sparsity.
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H TABLES OF NUMBERS
To facilitate easier comparisons and replication in the future, we have included tables of all of the
numbers that went into our plots. All numbers are mean ± stddev over five replicates (CIFAR-10)
or three replicates (TinyImageNet and ImageNet).
H.1 FIGURE 2
ResNet-20 (CIFAR-10)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
LTR After Training 91.9 ± 0.1 91.8 ± 0.2 91.9 ± 0.2 91.9 ± 0.2 91.7 ± 0.2 91.5 ± 0.1 91.4 ± 0.1 91.1 ± 0.1 90.6 ± 0.1 90.1 ± 0.0 89.2 ± 0.1 88.0 ± 0.2 86.8 ± 0.2 85.7 ± 0.1 84.4 ± 0.2 82.8 ± 0.1 81.2 ± 0.3 79.4 ± 0.3 77.3 ± 0.5
Random 91.8 ± 0.2 91.6 ± 0.2 91.2 ± 0.2 90.8 ± 0.3 90.5 ± 0.2 89.8 ± 0.2 89.0 ± 0.4 88.4 ± 0.2 87.5 ± 0.3 86.6 ± 0.2 85.6 ± 0.3 84.3 ± 0.4 83.1 ± 0.4 81.6 ± 0.3 79.6 ± 0.4 74.2 ± 6.4 64.7 ± 9.7 56.9 ± 8.5 43.7 ± 12.5
Magnitude 92.0 ± 0.2 91.5 ± 0.2 91.2 ± 0.1 90.8 ± 0.1 90.7 ± 0.2 90.2 ± 0.1 89.8 ± 0.2 89.3 ± 0.2 88.6 ± 0.2 87.9 ± 0.3 87.0 ± 0.3 86.1 ± 0.2 85.2 ± 0.4 83.9 ± 0.2 82.5 ± 0.4 80.7 ± 0.5 79.1 ± 0.4 77.2 ± 0.4 74.5 ± 0.7
SNIP 92.0 ± 0.2 91.8 ± 0.2 91.2 ± 0.3 90.9 ± 0.1 90.7 ± 0.1 90.1 ± 0.2 89.7 ± 0.3 89.0 ± 0.2 88.5 ± 0.3 87.7 ± 0.2 87.2 ± 0.4 85.8 ± 0.1 84.7 ± 0.5 83.8 ± 0.3 82.5 ± 0.4 80.9 ± 0.2 79.1 ± 0.2 77.3 ± 0.2 74.0 ± 0.5
GraSP Magnitude 91.8 ± 0.1 91.5 ± 0.1 91.3 ± 0.2 91.2 ± 0.1 90.6 ± 0.2 90.3 ± 0.2 89.6 ± 0.1 89.1 ± 0.2 88.4 ± 0.2 87.9 ± 0.1 87.0 ± 0.2 85.9 ± 0.1 85.1 ± 0.4 83.9 ± 0.4 82.8 ± 0.2 81.2 ± 0.2 79.7 ± 0.3 78.0 ± 0.3 76.0 ± 0.5
SynFlow (Shuffled Layerwise) 91.8 ± 0.2 91.7 ± 0.1 91.3 ± 0.2 91.2 ± 0.1 90.8 ± 0.1 90.4 ± 0.2 89.8 ± 0.1 89.5 ± 0.3 88.9 ± 0.4 88.1 ± 0.1 87.4 ± 0.5 86.1 ± 0.2 85.4 ± 0.2 84.3 ± 0.2 82.9 ± 0.2 81.7 ± 0.2 80.0 ± 0.3 78.6 ± 0.4 76.4 ± 0.4
VGG-16 (CIFAR-10)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
LTR After Training 93.7 ± 0.1 93.5 ± 0.1 93.6 ± 0.1 93.6 ± 0.1 93.6 ± 0.1 93.8 ± 0.1 93.6 ± 0.1 93.6 ± 0.1 93.8 ± 0.1 93.8 ± 0.1 93.7 ± 0.1 93.7 ± 0.1 93.8 ± 0.1 93.5 ± 0.2 93.4 ± 0.1 93.2 ± 0.1 93.0 ± 0.2 92.7 ± 0.1 92.1 ± 0.4
Random 93.5 ± 0.1 93.6 ± 0.3 93.2 ± 0.1 93.2 ± 0.2 93.0 ± 0.2 92.7 ± 0.2 92.4 ± 0.2 92.2 ± 0.1 91.7 ± 0.1 91.2 ± 0.1 90.8 ± 0.2 90.3 ± 0.2 89.6 ± 0.2 88.8 ± 0.2 88.3 ± 0.4 87.6 ± 0.1 86.4 ± 0.2 86.0 ± 0.4 84.5 ± 0.4
Magnitude 93.4 ± 0.1 93.6 ± 0.2 93.4 ± 0.2 93.3 ± 0.1 93.2 ± 0.2 93.3 ± 0.3 93.0 ± 0.1 93.1 ± 0.1 92.9 ± 0.1 92.9 ± 0.2 92.7 ± 0.1 92.5 ± 0.2 92.3 ± 0.1 92.2 ± 0.2 92.0 ± 0.1 91.8 ± 0.2 91.5 ± 0.1 91.3 ± 0.3 90.9 ± 0.2
SNIP 93.6 ± 0.1 93.6 ± 0.1 93.4 ± 0.1 93.3 ± 0.1 93.4 ± 0.2 93.3 ± 0.2 93.4 ± 0.1 93.1 ± 0.1 93.1 ± 0.1 93.2 ± 0.1 93.1 ± 0.1 92.9 ± 0.1 92.8 ± 0.2 92.8 ± 0.1 92.3 ± 0.2 92.2 ± 0.1 92.1 ± 0.1 91.7 ± 0.1 91.5 ± 0.1
GraSP Magnitude 93.6 ± 0.2 93.5 ± 0.1 93.4 ± 0.2 93.5 ± 0.0 93.3 ± 0.1 93.2 ± 0.2 93.3 ± 0.2 93.2 ± 0.1 93.0 ± 0.3 93.0 ± 0.1 92.7 ± 0.2 92.8 ± 0.1 92.4 ± 0.1 92.3 ± 0.1 92.2 ± 0.1 91.9 ± 0.1 91.6 ± 0.2 91.5 ± 0.0 91.2 ± 0.2
SynFlow (Shuffled Layerwise) 93.5 ± 0.1 93.6 ± 0.2 93.6 ± 0.1 93.5 ± 0.1 93.4 ± 0.1 93.4 ± 0.2 93.5 ± 0.2 93.2 ± 0.1 93.2 ± 0.1 93.1 ± 0.1 92.9 ± 0.1 92.7 ± 0.2 92.5 ± 0.1 92.3 ± 0.1 92.0 ± 0.1 91.8 ± 0.3 91.3 ± 0.1 91.0 ± 0.2 90.6 ± 0.2
ResNet-18 (TinyImageNet)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
LTR After Training 51.5 ± 0.2 51.7 ± 0.2 51.4 ± 0.3 51.5 ± 0.4 52.1 ± 0.4 51.8 ± 0.4 52.0 ± 0.1 52.0 ± 0.1 52.0 ± 0.2 52.1 ± 0.3 52.0 ± 0.2 52.4 ± 0.2 51.8 ± 0.4 51.8 ± 0.6 51.4 ± 0.4 50.9 ± 0.2 49.3 ± 0.7 48.3 ± 0.7 46.6 ± 0.3
Random 51.5 ± 0.1 50.6 ± 0.5 50.1 ± 0.2 49.9 ± 0.3 48.7 ± 0.2 48.0 ± 0.4 48.0 ± 0.6 46.4 ± 0.1 45.9 ± 0.5 44.7 ± 0.2 43.6 ± 0.3 42.7 ± 0.2 41.4 ± 0.4 40.2 ± 0.2 37.2 ± 0.2 36.2 ± 0.7 34.0 ± 0.4 32.2 ± 0.5 30.0 ± 0.3
Magnitude 51.4 ± 0.0 51.0 ± 0.3 51.2 ± 0.3 51.0 ± 0.2 50.5 ± 0.5 50.6 ± 0.3 50.0 ± 0.3 50.3 ± 0.2 50.3 ± 0.3 50.0 ± 0.1 49.8 ± 0.5 49.0 ± 0.1 48.3 ± 0.3 47.2 ± 0.2 46.2 ± 0.2 44.4 ± 0.5 42.2 ± 0.1 40.8 ± 0.4 38.1 ± 0.6
SNIP 51.3 ± 0.3 51.4 ± 0.2 51.5 ± 0.3 51.4 ± 0.3 51.3 ± 0.5 51.6 ± 0.4 51.4 ± 0.5 51.9 ± 0.6 51.5 ± 0.3 51.0 ± 0.2 51.2 ± 0.7 50.6 ± 0.3 50.1 ± 0.3 49.2 ± 0.3 47.8 ± 0.2 46.7 ± 0.1 45.2 ± 0.4 44.5 ± 0.3 42.3 ± 0.3
GraSP Magnitude 51.3 ± 0.2 51.1 ± 0.1 50.9 ± 0.3 51.4 ± 0.1 50.9 ± 0.4 50.9 ± 0.6 51.0 ± 0.4 50.8 ± 0.4 50.5 ± 0.1 50.5 ± 0.4 49.7 ± 0.6 49.5 ± 0.3 48.9 ± 0.4 48.3 ± 0.2 47.5 ± 0.6 46.3 ± 0.7 45.5 ± 0.1 44.0 ± 0.2 42.4 ± 0.4
SynFlow (Shuffled Layerwise) 51.2 ± 0.2 51.1 ± 0.2 51.5 ± 0.2 51.3 ± 0.6 51.5 ± 0.4 51.3 ± 0.5 51.2 ± 0.3 51.2 ± 0.3 50.7 ± 0.2 51.2 ± 0.1 50.2 ± 0.3 49.5 ± 0.1 48.7 ± 0.2 48.4 ± 0.4 47.0 ± 0.5 45.6 ± 0.2 44.2 ± 0.2 42.4 ± 0.3 40.7 ± 0.3
ResNet-50 (ImageNet)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5
LTR After Training 76.4 ± 0.1 76.4 ± 0.1 76.4 ± 0.2 76.4 ± 0.1 76.3 ± 0.1 76.1 ± 0.0 75.8 ± 0.1 75.7 ± 0.1 75.1 ± 0.1 74.1 ± 0.2 73.4 ± 0.3 72.4 ± 0.2 71.2 ± 0.1 70.0 ± 0.1
Random 76.3 ± 0.1 75.5 ± 0.2 74.7 ± 0.2 74.3 ± 0.1 73.4 ± 0.1 72.4 ± 0.2 71.4 ± 0.2 69.9 ± 0.2 69.0 ± 0.1 67.2 ± 0.3 65.4 ± 0.2 63.4 ± 0.3 61.4 ± 0.2 59.1 ± 0.1
Magnitude 76.3 ± 0.1 75.7 ± 0.2 75.3 ± 0.2 74.6 ± 0.1 74.1 ± 0.1 73.4 ± 0.2 72.5 ± 0.2 71.4 ± 0.2 70.0 ± 0.2 68.4 ± 0.2 66.5 ± 0.1 63.6 ± 0.0 60.0 ± 0.2 56.0 ± 0.0
SNIP 76.0 ± 0.1 75.9 ± 0.1 75.6 ± 0.1 74.9 ± 0.3 74.1 ± 0.1 73.4 ± 0.2 72.7 ± 0.4 71.8 ± 0.2 70.1 ± 0.3 68.6 ± 0.0 66.6 ± 0.3 63.9 ± 0.1 59.3 ± 0.2 46.0 ± 1.2
GraSP Magnitude 76.3 ± 0.2 75.8 ± 0.2 75.5 ± 0.1 75.0 ± 0.2 74.3 ± 0.1 73.4 ± 0.0 72.6 ± 0.1 72.0 ± 0.1 70.6 ± 0.0 69.3 ± 0.1 68.2 ± 0.0 66.6 ± 0.1 64.7 ± 0.1 62.3 ± 0.5
SynFlow (Shuffled Layerwise) 76.1 ± 0.2 75.8 ± 0.1 75.3 ± 0.3 74.8 ± 0.1 74.3 ± 0.1 73.5 ± 0.1 72.5 ± 0.2 71.5 ± 0.1 70.7 ± 0.1 69.4 ± 0.2 67.9 ± 0.1 66.5 ± 0.1 64.8 ± 0.2 63.0 ± 0.0
H.2 FIGURE 4
ResNet-20 (CIFAR-10)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Magnitude After Training 92.4 ± 0.1 92.2 ± 0.3 92.0 ± 0.2 92.0 ± 0.2 91.7 ± 0.1 91.5 ± 0.2 91.3 ± 0.2 91.1 ± 0.2 90.7 ± 0.2 90.2 ± 0.2 89.4 ± 0.2 88.7 ± 0.2 87.7 ± 0.2 86.5 ± 0.2 85.2 ± 0.2 83.5 ± 0.3 81.9 ± 0.3 80.4 ± 0.2 77.7 ± 0.4
Random 91.8 ± 0.2 91.6 ± 0.2 91.2 ± 0.2 90.8 ± 0.3 90.5 ± 0.2 89.8 ± 0.2 89.0 ± 0.4 88.4 ± 0.2 87.5 ± 0.3 86.6 ± 0.2 85.6 ± 0.3 84.3 ± 0.4 83.1 ± 0.4 81.6 ± 0.3 79.6 ± 0.4 74.2 ± 6.4 64.7 ± 9.7 56.9 ± 8.5 43.7 ± 12.5
Magnitude 92.0 ± 0.2 91.5 ± 0.2 91.2 ± 0.1 90.8 ± 0.1 90.7 ± 0.2 90.2 ± 0.1 89.8 ± 0.2 89.3 ± 0.2 88.6 ± 0.2 87.9 ± 0.3 87.0 ± 0.3 86.1 ± 0.2 85.2 ± 0.4 83.9 ± 0.2 82.5 ± 0.4 80.7 ± 0.5 79.1 ± 0.4 77.2 ± 0.4 74.5 ± 0.7
SNIP 92.0 ± 0.2 91.8 ± 0.2 91.2 ± 0.3 90.9 ± 0.1 90.7 ± 0.1 90.1 ± 0.2 89.7 ± 0.3 89.0 ± 0.2 88.5 ± 0.3 87.7 ± 0.2 87.2 ± 0.4 85.8 ± 0.1 84.7 ± 0.5 83.8 ± 0.3 82.5 ± 0.4 80.9 ± 0.2 79.1 ± 0.2 77.3 ± 0.2 74.0 ± 0.5
GraSP 92.0 ± 0.1 91.2 ± 0.3 91.0 ± 0.2 90.4 ± 0.2 90.5 ± 0.1 89.9 ± 0.2 89.5 ± 0.3 88.9 ± 0.2 88.4 ± 0.2 87.5 ± 0.2 86.8 ± 0.3 85.7 ± 0.4 84.9 ± 0.4 83.7 ± 0.5 82.4 ± 0.3 81.1 ± 0.3 79.7 ± 0.2 78.4 ± 0.3 76.5 ± 0.5
SynFlow 91.9 ± 0.2 91.5 ± 0.2 91.3 ± 0.1 91.0 ± 0.1 90.6 ± 0.1 89.9 ± 0.2 89.5 ± 0.1 88.7 ± 0.1 87.9 ± 0.2 87.0 ± 0.4 86.2 ± 0.2 85.2 ± 0.1 84.2 ± 0.3 82.8 ± 0.5 81.4 ± 0.4 79.7 ± 0.5 78.0 ± 0.1 76.6 ± 0.2 74.5 ± 0.7
VGG-16 (CIFAR-10)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Magnitude After Training 93.8 ± 0.2 93.9 ± 0.2 93.9 ± 0.2 93.8 ± 0.1 93.8 ± 0.1 93.9 ± 0.1 94.0 ± 0.2 93.8 ± 0.1 93.8 ± 0.1 93.9 ± 0.2 93.9 ± 0.2 93.8 ± 0.2 93.7 ± 0.2 93.5 ± 0.1 93.5 ± 0.1 93.3 ± 0.2 93.0 ± 0.1 92.9 ± 0.1 91.7 ± 0.8
Random 93.5 ± 0.1 93.6 ± 0.3 93.2 ± 0.1 93.2 ± 0.2 93.0 ± 0.2 92.7 ± 0.2 92.4 ± 0.2 92.2 ± 0.1 91.7 ± 0.1 91.2 ± 0.1 90.8 ± 0.2 90.3 ± 0.2 89.6 ± 0.2 88.8 ± 0.2 88.3 ± 0.4 87.6 ± 0.1 86.4 ± 0.2 86.0 ± 0.4 84.5 ± 0.4
Magnitude 93.4 ± 0.1 93.6 ± 0.2 93.4 ± 0.2 93.3 ± 0.1 93.2 ± 0.2 93.3 ± 0.3 93.0 ± 0.1 93.1 ± 0.1 92.9 ± 0.1 92.9 ± 0.2 92.7 ± 0.1 92.5 ± 0.2 92.3 ± 0.1 92.2 ± 0.2 92.0 ± 0.1 91.8 ± 0.2 91.5 ± 0.1 91.3 ± 0.3 90.9 ± 0.2
SNIP 93.6 ± 0.1 93.6 ± 0.1 93.4 ± 0.1 93.3 ± 0.1 93.4 ± 0.2 93.3 ± 0.2 93.4 ± 0.1 93.1 ± 0.1 93.1 ± 0.1 93.2 ± 0.1 93.1 ± 0.1 92.9 ± 0.1 92.8 ± 0.2 92.8 ± 0.1 92.3 ± 0.2 92.2 ± 0.1 92.1 ± 0.1 91.7 ± 0.1 91.5 ± 0.1
GraSP 93.5 ± 0.2 93.2 ± 0.2 93.0 ± 0.2 93.0 ± 0.2 92.9 ± 0.2 92.9 ± 0.1 92.7 ± 0.2 92.7 ± 0.2 92.6 ± 0.3 92.4 ± 0.2 92.2 ± 0.1 92.1 ± 0.3 92.1 ± 0.1 91.7 ± 0.1 91.7 ± 0.1 91.5 ± 0.2 91.0 ± 0.2 90.9 ± 0.2 90.6 ± 0.3
SynFlow 93.5 ± 0.1 93.4 ± 0.2 93.6 ± 0.2 93.4 ± 0.2 93.5 ± 0.2 93.4 ± 0.2 93.3 ± 0.1 93.3 ± 0.1 93.2 ± 0.3 93.2 ± 0.1 93.1 ± 0.1 92.9 ± 0.2 92.6 ± 0.2 92.3 ± 0.1 92.1 ± 0.1 91.8 ± 0.1 91.6 ± 0.2 91.3 ± 0.1 90.9 ± 0.2
ResNet-18 (TinyImageNet)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Magnitude After Training 52.1 ± 0.2 51.7 ± 0.3 51.4 ± 0.1 51.7 ± 0.2 51.5 ± 0.3 51.7 ± 0.4 51.4 ± 0.5 51.1 ± 0.3 51.4 ± 0.4 51.3 ± 0.4 51.1 ± 0.6 51.7 ± 0.3 51.3 ± 0.3 51.8 ± 0.4 51.2 ± 0.3 51.1 ± 0.2 50.4 ± 0.2 49.0 ± 0.2 47.8 ± 0.5
Random 51.5 ± 0.1 50.6 ± 0.5 50.1 ± 0.2 49.9 ± 0.3 48.7 ± 0.2 48.0 ± 0.4 48.0 ± 0.6 46.4 ± 0.1 45.9 ± 0.5 44.7 ± 0.2 43.6 ± 0.3 42.7 ± 0.2 41.4 ± 0.4 40.2 ± 0.2 37.2 ± 0.2 36.2 ± 0.7 34.0 ± 0.4 32.2 ± 0.5 30.0 ± 0.3
Magnitude 51.4 ± 0.0 51.0 ± 0.3 51.2 ± 0.3 51.0 ± 0.2 50.5 ± 0.5 50.6 ± 0.3 50.0 ± 0.3 50.3 ± 0.2 50.3 ± 0.3 50.0 ± 0.1 49.8 ± 0.5 49.0 ± 0.1 48.3 ± 0.3 47.2 ± 0.2 46.2 ± 0.2 44.4 ± 0.5 42.2 ± 0.1 40.8 ± 0.4 38.1 ± 0.6
SNIP 51.3 ± 0.3 51.4 ± 0.2 51.5 ± 0.3 51.4 ± 0.3 51.3 ± 0.5 51.6 ± 0.4 51.4 ± 0.5 51.9 ± 0.6 51.5 ± 0.3 51.0 ± 0.2 51.2 ± 0.7 50.6 ± 0.3 50.1 ± 0.3 49.2 ± 0.3 47.8 ± 0.2 46.7 ± 0.1 45.2 ± 0.4 44.5 ± 0.3 42.3 ± 0.3
GraSP 51.0 ± 0.2 49.8 ± 0.4 49.1 ± 0.3 49.5 ± 0.2 49.5 ± 0.4 49.2 ± 0.1 49.5 ± 0.2 48.7 ± 0.1 49.0 ± 0.5 48.8 ± 0.4 48.3 ± 0.1 48.2 ± 0.1 47.7 ± 0.2 46.5 ± 0.1 45.5 ± 0.7 44.9 ± 0.2 44.1 ± 1.0 42.9 ± 0.5 41.0 ± 0.1
SynFlow 51.4 ± 0.6 51.8 ± 0.3 51.6 ± 0.3 51.7 ± 0.7 51.8 ± 0.2 51.3 ± 0.4 51.3 ± 0.4 51.5 ± 0.2 51.0 ± 0.4 50.2 ± 0.4 50.4 ± 0.3 49.1 ± 0.0 48.0 ± 0.5 46.7 ± 0.7 45.6 ± 0.0 44.0 ± 0.2 42.2 ± 0.3 40.0 ± 0.1 38.2 ± 0.5
ResNet-50 (ImageNet)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5
Magnitude After Training 76.6 ± 0.1 76.5 ± 0.1 76.6 ± 0.1 76.3 ± 0.1 76.4 ± 0.2 76.0 ± 0.2 75.8 ± 0.2 75.5 ± 0.2 75.2 ± 0.0 74.3 ± 0.1 73.6 ± 0.2 72.6 ± 0.2 71.5 ± 0.1 70.1 ± 0.1
Random 76.3 ± 0.1 75.5 ± 0.2 74.7 ± 0.2 74.3 ± 0.1 73.4 ± 0.1 72.4 ± 0.2 71.4 ± 0.2 69.9 ± 0.2 69.0 ± 0.1 67.2 ± 0.3 65.4 ± 0.2 63.4 ± 0.3 61.4 ± 0.2 59.1 ± 0.1
Magnitude 76.3 ± 0.1 75.7 ± 0.2 75.3 ± 0.2 74.6 ± 0.1 74.1 ± 0.1 73.4 ± 0.2 72.5 ± 0.2 71.4 ± 0.2 70.0 ± 0.2 68.4 ± 0.2 66.5 ± 0.1 63.6 ± 0.0 60.0 ± 0.2 56.0 ± 0.0
SNIP 76.0 ± 0.1 75.9 ± 0.1 75.6 ± 0.1 74.9 ± 0.3 74.1 ± 0.1 73.4 ± 0.2 72.7 ± 0.4 71.8 ± 0.2 70.1 ± 0.3 68.6 ± 0.0 66.6 ± 0.3 63.9 ± 0.1 59.3 ± 0.2 46.0 ± 1.2
GraSP 76.3 ± 0.2 75.3 ± 0.1 74.5 ± 0.0 73.9 ± 0.1 73.5 ± 0.1 72.8 ± 0.3 72.1 ± 0.1 71.2 ± 0.1 70.2 ± 0.1 68.8 ± 0.1 67.4 ± 0.1 65.8 ± 0.2 64.5 ± 0.1 62.4 ± 0.2
SynFlow 76.2 ± 0.0 75.9 ± 0.0 75.4 ± 0.1 74.9 ± 0.0 74.3 ± 0.1 73.5 ± 0.2 72.6 ± 0.2 71.8 ± 0.2 70.7 ± 0.0 69.4 ± 0.1 67.9 ± 0.2 66.4 ± 0.1 64.4 ± 0.3 62.4 ± 0.1
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ResNet-20 (CIFAR-10)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Unmodified 92.0 ± 0.2 91.5 ± 0.2 91.2 ± 0.1 90.8 ± 0.1 90.7 ± 0.2 90.2 ± 0.1 89.8 ± 0.2 89.3 ± 0.2 88.6 ± 0.2 87.9 ± 0.3 87.0 ± 0.3 86.1 ± 0.2 85.2 ± 0.4 83.9 ± 0.2 82.5 ± 0.4 80.7 ± 0.5 79.1 ± 0.4 77.2 ± 0.4 74.5 ± 0.7
Shuffled Layerwise 91.8 ± 0.2 91.6 ± 0.1 91.4 ± 0.3 90.9 ± 0.1 90.7 ± 0.1 90.3 ± 0.2 90.1 ± 0.2 89.3 ± 0.1 88.6 ± 0.1 88.0 ± 0.3 87.3 ± 0.1 86.2 ± 0.1 85.6 ± 0.4 84.2 ± 0.2 83.0 ± 0.2 81.3 ± 0.2 79.5 ± 0.3 77.5 ± 0.2 74.4 ± 0.7
Reinitialized 91.8 ± 0.2 91.6 ± 0.2 91.4 ± 0.1 91.1 ± 0.1 90.7 ± 0.1 90.3 ± 0.4 89.9 ± 0.2 89.4 ± 0.2 88.6 ± 0.1 88.0 ± 0.3 87.2 ± 0.3 86.5 ± 0.2 85.2 ± 0.1 84.0 ± 0.3 82.9 ± 0.3 81.2 ± 0.3 79.3 ± 0.3 78.0 ± 0.4 74.5 ± 0.6
Inverted 91.8 ± 0.1 91.1 ± 0.3 90.9 ± 0.1 90.4 ± 0.3 89.9 ± 0.3 89.2 ± 0.2 88.5 ± 0.3 87.6 ± 0.3 86.5 ± 0.2 85.6 ± 0.3 84.3 ± 0.3 82.9 ± 0.6 80.9 ± 0.4 76.6 ± 3.7 63.8 ± 9.1 56.2 ± 7.9 44.5 ± 7.8 38.1 ± 8.6 22.7 ± 12.3
Init N (0, 1) 91.8 ± 0.2 91.5 ± 0.1 91.0 ± 0.3 90.6 ± 0.2 90.2 ± 0.2 89.6 ± 0.3 89.0 ± 0.2 88.1 ± 0.1 87.7 ± 0.2 86.3 ± 0.2 84.8 ± 0.2 83.9 ± 0.4 82.8 ± 0.4 80.8 ± 0.4 77.4 ± 2.9 74.3 ± 2.7 64.5 ± 8.3 59.2 ± 10.1 50.8 ± 8.1
VGG-16 (CIFAR-10)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Unmodified 93.4 ± 0.1 93.6 ± 0.2 93.4 ± 0.2 93.3 ± 0.1 93.2 ± 0.2 93.3 ± 0.3 93.0 ± 0.1 93.1 ± 0.1 92.9 ± 0.1 92.9 ± 0.2 92.7 ± 0.1 92.5 ± 0.2 92.3 ± 0.1 92.2 ± 0.2 92.0 ± 0.1 91.8 ± 0.2 91.5 ± 0.1 91.3 ± 0.3 90.9 ± 0.2
Shuffled Layerwise 93.6 ± 0.2 93.5 ± 0.2 93.5 ± 0.1 93.3 ± 0.2 93.4 ± 0.2 93.2 ± 0.2 93.1 ± 0.2 93.1 ± 0.1 93.0 ± 0.2 92.8 ± 0.1 92.7 ± 0.1 92.6 ± 0.1 92.6 ± 0.2 92.2 ± 0.1 92.1 ± 0.1 92.0 ± 0.2 91.7 ± 0.0 91.3 ± 0.2 91.0 ± 0.1
Reinitialized 93.5 ± 0.2 93.5 ± 0.1 93.5 ± 0.1 93.2 ± 0.1 93.3 ± 0.1 93.2 ± 0.2 93.3 ± 0.1 93.0 ± 0.1 92.9 ± 0.1 92.9 ± 0.1 92.7 ± 0.2 92.6 ± 0.1 92.4 ± 0.1 92.4 ± 0.2 92.2 ± 0.2 91.8 ± 0.1 91.5 ± 0.1 91.5 ± 0.2 91.4 ± 0.1
Inverted 93.5 ± 0.1 92.9 ± 0.1 92.6 ± 0.1 92.1 ± 0.1 91.9 ± 0.2 91.5 ± 0.1 91.0 ± 0.2 90.5 ± 0.2 89.8 ± 0.1 89.1 ± 0.2 88.4 ± 0.3 88.0 ± 0.1 87.1 ± 0.2 86.0 ± 0.3 84.4 ± 0.5 82.7 ± 0.8 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0
Init N (0, 1) 93.3 ± 0.1 93.2 ± 0.0 93.0 ± 0.1 92.9 ± 0.2 92.6 ± 0.2 92.2 ± 0.1 91.9 ± 0.2 91.5 ± 0.2 91.0 ± 0.2 90.4 ± 0.2 90.2 ± 0.3 89.4 ± 0.1 88.8 ± 0.3 88.0 ± 0.2 87.4 ± 0.4 86.4 ± 0.4 85.6 ± 0.3 84.2 ± 0.3 83.2 ± 0.3
ResNet-18 (TinyImageNet)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Unmodified 51.4 ± 0.0 51.0 ± 0.3 51.2 ± 0.3 51.0 ± 0.2 50.5 ± 0.5 50.6 ± 0.3 50.0 ± 0.3 50.3 ± 0.2 50.3 ± 0.3 50.0 ± 0.1 49.8 ± 0.5 49.0 ± 0.1 48.3 ± 0.3 47.2 ± 0.2 46.2 ± 0.2 44.4 ± 0.5 42.2 ± 0.1 40.8 ± 0.4 38.1 ± 0.6
Shuffled Layerwise 51.4 ± 0.6 51.0 ± 0.1 50.8 ± 0.2 50.9 ± 0.1 51.2 ± 0.2 50.7 ± 0.3 50.8 ± 0.6 50.4 ± 0.1 50.6 ± 0.4 50.2 ± 0.2 49.5 ± 0.2 49.6 ± 0.4 48.7 ± 0.2 47.6 ± 0.1 46.0 ± 0.7 44.6 ± 0.7 43.2 ± 0.5 40.9 ± 0.7 38.5 ± 0.3
Reinitialized 51.3 ± 0.1 51.0 ± 0.3 51.3 ± 1.0 50.6 ± 0.0 50.7 ± 0.2 50.8 ± 0.1 50.5 ± 0.3 50.5 ± 0.3 50.4 ± 0.3 50.6 ± 0.3 49.7 ± 0.2 49.3 ± 0.3 48.5 ± 0.4 47.2 ± 0.2 46.1 ± 0.5 44.8 ± 0.3 42.3 ± 0.4 41.3 ± 0.0 38.5 ± 0.4
Inverted 51.4 ± 0.2 49.0 ± 0.3 47.6 ± 0.2 46.4 ± 0.3 45.5 ± 0.4 44.5 ± 0.2 44.0 ± 0.2 42.3 ± 0.5 41.4 ± 0.1 40.2 ± 0.5 39.1 ± 0.4 37.0 ± 0.1 35.8 ± 0.4 34.0 ± 0.1 32.0 ± 0.1 29.7 ± 0.1 27.8 ± 0.0 25.9 ± 0.7 23.5 ± 0.7
Init N (0, 1) 51.1 ± 0.2 50.5 ± 0.1 50.0 ± 0.4 49.6 ± 0.3 48.6 ± 0.1 47.8 ± 0.3 47.0 ± 0.2 46.3 ± 0.1 44.8 ± 0.4 43.8 ± 0.3 42.9 ± 0.1 41.2 ± 0.4 39.6 ± 0.8 37.7 ± 0.4 36.4 ± 0.4 34.7 ± 0.2 32.3 ± 0.6 30.1 ± 0.8 28.3 ± 0.5
ResNet-50 (ImageNet)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5
Unmodified 76.3 ± 0.1 75.7 ± 0.2 75.3 ± 0.2 74.6 ± 0.1 74.1 ± 0.1 73.4 ± 0.2 72.5 ± 0.2 71.4 ± 0.2 70.0 ± 0.2 68.4 ± 0.2 66.5 ± 0.1 63.6 ± 0.0 60.0 ± 0.2 56.0 ± 0.0
Shuffled Layerwise 76.0 ± 0.1 75.9 ± 0.1 75.3 ± 0.2 74.9 ± 0.3 74.3 ± 0.0 73.8 ± 0.2 72.6 ± 0.2 71.4 ± 0.1 70.2 ± 0.2 68.4 ± 0.2 66.8 ± 0.2 63.8 ± 0.2 60.5 ± 0.1 56.9 ± 0.2
H.4 FIGURE 5 - SNIP
ResNet-20 (CIFAR-10)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Unmodified 92.0 ± 0.2 91.8 ± 0.2 91.2 ± 0.3 90.9 ± 0.1 90.7 ± 0.1 90.1 ± 0.2 89.7 ± 0.3 89.0 ± 0.2 88.5 ± 0.3 87.7 ± 0.2 87.2 ± 0.4 85.8 ± 0.1 84.7 ± 0.5 83.8 ± 0.3 82.5 ± 0.4 80.9 ± 0.2 79.1 ± 0.2 77.3 ± 0.2 74.0 ± 0.5
Shuffled Layerwise 91.8 ± 0.1 91.7 ± 0.2 91.5 ± 0.2 91.1 ± 0.1 90.9 ± 0.2 90.4 ± 0.2 90.0 ± 0.2 89.5 ± 0.1 88.7 ± 0.2 88.2 ± 0.2 87.3 ± 0.3 86.2 ± 0.3 85.4 ± 0.2 84.4 ± 0.2 83.0 ± 0.3 81.3 ± 0.3 79.4 ± 0.4 77.6 ± 0.2 74.8 ± 0.6
Reinitialized 91.8 ± 0.2 91.5 ± 0.2 91.2 ± 0.2 91.2 ± 0.2 90.7 ± 0.1 90.4 ± 0.3 90.0 ± 0.1 89.1 ± 0.2 88.5 ± 0.2 87.8 ± 0.2 86.7 ± 0.2 85.9 ± 0.2 84.7 ± 0.3 83.2 ± 0.3 82.2 ± 0.3 80.6 ± 0.1 78.7 ± 0.3 76.8 ± 0.1 73.9 ± 0.3
Inverted 91.8 ± 0.3 74.4 ± 10.6 52.4 ± 17.7 43.2 ± 20.4 34.3 ± 16.9 28.4 ± 12.9 22.6 ± 13.2 20.3 ± 13.4 18.1 ± 12.6 16.2 ± 9.8 15.0 ± 6.6 11.7 ± 3.4 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0
Init N (0, 1) 91.7 ± 0.1 91.4 ± 0.1 91.5 ± 0.2 90.8 ± 0.1 90.7 ± 0.2 90.3 ± 0.1 89.7 ± 0.3 89.2 ± 0.2 88.4 ± 0.3 87.9 ± 0.2 86.9 ± 0.2 86.1 ± 0.3 84.8 ± 0.1 83.8 ± 0.3 82.2 ± 0.4 80.8 ± 0.2 78.9 ± 0.6 77.6 ± 0.4 74.2 ± 0.5
VGG-16 (CIFAR-10)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Unmodified 93.6 ± 0.1 93.6 ± 0.1 93.4 ± 0.1 93.3 ± 0.1 93.4 ± 0.2 93.3 ± 0.2 93.4 ± 0.1 93.1 ± 0.1 93.1 ± 0.1 93.2 ± 0.1 93.1 ± 0.1 92.9 ± 0.1 92.8 ± 0.2 92.8 ± 0.1 92.3 ± 0.2 92.2 ± 0.1 92.1 ± 0.1 91.7 ± 0.1 91.5 ± 0.1
Shuffled Layerwise 93.6 ± 0.2 93.5 ± 0.1 93.4 ± 0.1 93.5 ± 0.1 93.5 ± 0.2 93.3 ± 0.1 93.3 ± 0.2 93.3 ± 0.1 93.1 ± 0.2 93.0 ± 0.1 93.0 ± 0.1 92.8 ± 0.1 92.7 ± 0.2 92.6 ± 0.1 92.5 ± 0.2 91.9 ± 0.2 91.9 ± 0.1 91.7 ± 0.2 91.3 ± 0.2
Reinitialized 93.4 ± 0.1 93.5 ± 0.2 93.4 ± 0.2 93.3 ± 0.1 93.3 ± 0.1 93.3 ± 0.2 93.1 ± 0.2 93.2 ± 0.2 93.0 ± 0.1 93.0 ± 0.2 92.8 ± 0.3 92.7 ± 0.2 92.5 ± 0.3 92.4 ± 0.2 92.3 ± 0.2 92.0 ± 0.3 91.9 ± 0.1 91.7 ± 0.3 91.3 ± 0.2
Inverted 93.4 ± 0.2 92.4 ± 0.2 91.7 ± 0.2 91.2 ± 0.2 90.2 ± 0.4 89.6 ± 0.1 87.9 ± 0.6 70.9 ± 30.5 69.9 ± 29.9 37.3 ± 33.4 50.7 ± 33.4 34.1 ± 29.9 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0
Init N (0, 1) 93.3 ± 0.1 93.3 ± 0.1 93.2 ± 0.1 93.1 ± 0.2 93.2 ± 0.1 93.2 ± 0.2 93.1 ± 0.1 93.1 ± 0.1 92.9 ± 0.1 92.8 ± 0.1 92.8 ± 0.1 92.6 ± 0.2 92.5 ± 0.1 92.3 ± 0.2 92.1 ± 0.2 91.9 ± 0.2 91.9 ± 0.2 91.6 ± 0.1 91.2 ± 0.2
ResNet-18 (TinyImageNet)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Unmodified 51.3 ± 0.3 51.4 ± 0.2 51.5 ± 0.3 51.4 ± 0.3 51.3 ± 0.5 51.6 ± 0.4 51.4 ± 0.5 51.9 ± 0.6 51.5 ± 0.3 51.0 ± 0.2 51.2 ± 0.7 50.6 ± 0.3 50.1 ± 0.3 49.2 ± 0.3 47.8 ± 0.2 46.7 ± 0.1 45.2 ± 0.4 44.5 ± 0.3 42.3 ± 0.3
Shuffled Layerwise 51.1 ± 0.4 51.2 ± 0.3 51.5 ± 0.4 51.2 ± 0.6 51.7 ± 0.2 51.4 ± 0.2 51.6 ± 0.1 51.5 ± 0.3 51.6 ± 0.2 51.6 ± 0.3 50.8 ± 0.5 50.4 ± 0.3 50.0 ± 0.4 48.8 ± 0.2 47.8 ± 0.4 46.9 ± 0.7 44.9 ± 0.4 42.9 ± 0.5 41.8 ± 0.4
Reinitialized 51.2 ± 0.3 51.3 ± 0.5 51.2 ± 0.1 51.5 ± 0.2 51.6 ± 0.4 51.8 ± 0.3 51.6 ± 0.2 51.4 ± 0.2 51.7 ± 0.3 51.4 ± 0.0 51.1 ± 0.4 50.7 ± 0.4 50.1 ± 0.7 49.0 ± 0.5 48.3 ± 0.8 46.8 ± 0.2 45.4 ± 0.9 44.2 ± 0.2 41.8 ± 0.4
Inverted 51.7 ± 0.3 45.3 ± 0.3 42.4 ± 0.4 39.7 ± 0.4 37.2 ± 0.5 35.7 ± 1.2 34.1 ± 0.9 30.4 ± 0.2 27.0 ± 0.7 23.0 ± 0.7 21.0 ± 2.3 17.3 ± 0.7 12.8 ± 1.1 7.0 ± 4.8 7.0 ± 0.9 2.0 ± 2.2 1.3 ± 1.1 0.5 ± 0.0 0.5 ± 0.0
Init N (0, 1) 51.2 ± 0.3 51.2 ± 0.6 51.4 ± 0.3 51.2 ± 0.3 51.1 ± 0.2 51.0 ± 0.2 51.9 ± 0.2 51.4 ± 0.2 51.6 ± 0.3 51.1 ± 0.2 51.2 ± 0.1 50.6 ± 0.2 49.6 ± 0.3 48.7 ± 0.4 47.8 ± 0.2 46.4 ± 0.5 45.7 ± 0.1 43.7 ± 0.3 42.1 ± 0.2
ResNet-50 (ImageNet)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5
Unmodified 76.0 ± 0.1 75.9 ± 0.1 75.6 ± 0.1 74.9 ± 0.3 74.1 ± 0.1 73.4 ± 0.2 72.7 ± 0.4 71.8 ± 0.2 70.1 ± 0.3 68.6 ± 0.0 66.6 ± 0.3 63.9 ± 0.1 59.3 ± 0.2 46.0 ± 1.2
Shuffled Layerwise 76.0 ± 0.2 75.8 ± 0.0 75.3 ± 0.2 74.8 ± 0.0 74.3 ± 0.1 73.5 ± 0.1 72.3 ± 0.0 71.5 ± 0.2 70.0 ± 0.3 68.5 ± 0.0 67.0 ± 0.2 65.0 ± 0.1 62.2 ± 0.1 0.1 ± 0.0
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ResNet-20 (CIFAR-10)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Unmodified 92.0 ± 0.1 91.2 ± 0.3 91.0 ± 0.2 90.4 ± 0.2 90.5 ± 0.1 89.9 ± 0.2 89.5 ± 0.3 88.9 ± 0.2 88.4 ± 0.2 87.5 ± 0.2 86.8 ± 0.3 85.7 ± 0.4 84.9 ± 0.4 83.7 ± 0.5 82.4 ± 0.3 81.1 ± 0.3 79.7 ± 0.2 78.4 ± 0.3 76.5 ± 0.5
Shuffled Layerwise 91.8 ± 0.1 91.4 ± 0.2 91.1 ± 0.1 91.0 ± 0.2 90.4 ± 0.1 90.2 ± 0.2 89.7 ± 0.2 89.0 ± 0.2 88.4 ± 0.2 87.6 ± 0.2 86.8 ± 0.2 86.2 ± 0.4 85.1 ± 0.2 83.8 ± 0.2 82.7 ± 0.3 81.5 ± 0.1 80.1 ± 0.3 78.6 ± 0.3 76.2 ± 0.4
Reinitialized 91.9 ± 0.2 91.4 ± 0.4 91.1 ± 0.1 90.8 ± 0.2 90.4 ± 0.2 90.0 ± 0.1 89.5 ± 0.1 88.9 ± 0.1 88.5 ± 0.2 87.7 ± 0.2 86.7 ± 0.2 86.0 ± 0.3 85.0 ± 0.2 83.8 ± 0.4 82.7 ± 0.3 81.3 ± 0.2 80.1 ± 0.2 78.1 ± 0.1 76.3 ± 0.3
Inverted 91.8 ± 0.1 91.2 ± 0.2 91.1 ± 0.1 90.7 ± 0.1 90.3 ± 0.3 90.0 ± 0.2 89.3 ± 0.1 88.8 ± 0.1 88.4 ± 0.2 87.7 ± 0.2 86.7 ± 0.4 85.8 ± 0.4 85.1 ± 0.3 83.7 ± 0.4 82.7 ± 0.5 81.1 ± 0.2 79.6 ± 0.3 78.2 ± 0.5 76.3 ± 0.3
Init N (0, 1) 91.7 ± 0.2 91.2 ± 0.1 91.1 ± 0.2 90.7 ± 0.3 90.4 ± 0.2 89.8 ± 0.1 89.4 ± 0.1 88.9 ± 0.2 88.3 ± 0.2 87.8 ± 0.1 86.7 ± 0.3 86.0 ± 0.3 85.0 ± 0.2 83.9 ± 0.1 82.9 ± 0.2 81.7 ± 0.3 80.1 ± 0.3 78.7 ± 0.3 76.6 ± 0.4
VGG-16 (CIFAR-10)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Unmodified 93.5 ± 0.2 93.2 ± 0.2 93.0 ± 0.2 93.0 ± 0.2 92.9 ± 0.2 92.9 ± 0.1 92.7 ± 0.2 92.7 ± 0.2 92.6 ± 0.3 92.4 ± 0.2 92.2 ± 0.1 92.1 ± 0.3 92.1 ± 0.1 91.7 ± 0.1 91.7 ± 0.1 91.5 ± 0.2 91.0 ± 0.2 90.9 ± 0.2 90.6 ± 0.3
Shuffled Layerwise 93.5 ± 0.1 93.3 ± 0.1 93.2 ± 0.1 93.1 ± 0.1 93.1 ± 0.2 93.0 ± 0.2 92.9 ± 0.2 92.9 ± 0.1 92.7 ± 0.1 92.4 ± 0.3 92.5 ± 0.1 92.3 ± 0.2 92.0 ± 0.1 91.7 ± 0.3 91.6 ± 0.1 91.2 ± 0.3 90.9 ± 0.2 90.7 ± 0.2 90.4 ± 0.3
Reinitialized 93.4 ± 0.2 93.2 ± 0.1 93.2 ± 0.2 93.2 ± 0.1 93.0 ± 0.2 93.0 ± 0.1 92.7 ± 0.1 92.6 ± 0.1 92.7 ± 0.1 92.4 ± 0.2 92.4 ± 0.1 92.1 ± 0.2 92.1 ± 0.2 91.7 ± 0.1 91.6 ± 0.2 91.4 ± 0.2 91.1 ± 0.0 90.9 ± 0.3 90.6 ± 0.1
Inverted 93.4 ± 0.2 93.0 ± 0.2 93.0 ± 0.1 92.8 ± 0.1 92.9 ± 0.2 92.7 ± 0.3 92.5 ± 0.3 92.5 ± 0.2 92.4 ± 0.3 92.2 ± 0.2 92.2 ± 0.1 92.0 ± 0.1 91.7 ± 0.2 91.6 ± 0.2 91.4 ± 0.2 91.4 ± 0.2 90.9 ± 0.2 90.8 ± 0.1 90.7 ± 0.1
Init N (0, 1) 93.3 ± 0.2 93.3 ± 0.1 92.9 ± 0.1 92.9 ± 0.1 92.9 ± 0.1 92.8 ± 0.1 92.7 ± 0.1 92.7 ± 0.2 92.5 ± 0.2 92.3 ± 0.2 92.2 ± 0.1 92.0 ± 0.2 91.8 ± 0.1 91.6 ± 0.2 91.4 ± 0.1 91.2 ± 0.2 91.1 ± 0.1 90.6 ± 0.2 90.4 ± 0.1
ResNet-18 (TinyImageNet)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Unmodified 51.0 ± 0.2 49.8 ± 0.4 49.1 ± 0.3 49.5 ± 0.2 49.5 ± 0.4 49.2 ± 0.1 49.5 ± 0.2 48.7 ± 0.1 49.0 ± 0.5 48.8 ± 0.4 48.3 ± 0.1 48.2 ± 0.1 47.7 ± 0.2 46.5 ± 0.1 45.5 ± 0.7 44.9 ± 0.2 44.1 ± 1.0 42.9 ± 0.5 41.0 ± 0.1
Shuffled Layerwise 50.9 ± 0.4 50.2 ± 0.1 49.7 ± 0.5 49.8 ± 0.4 49.7 ± 0.2 49.3 ± 0.2 49.1 ± 0.5 49.5 ± 0.4 49.0 ± 0.4 48.3 ± 0.5 48.1 ± 0.4 47.5 ± 0.3 47.9 ± 0.3 46.5 ± 0.5 46.0 ± 0.0 44.2 ± 0.5 43.7 ± 0.9 42.3 ± 0.2 40.9 ± 0.3
Reinitialized 51.4 ± 0.2 50.4 ± 0.2 49.9 ± 0.2 49.6 ± 0.3 49.6 ± 0.1 49.3 ± 0.4 49.3 ± 0.4 49.2 ± 0.1 49.1 ± 0.5 49.4 ± 0.6 48.5 ± 0.3 48.5 ± 0.4 47.7 ± 0.2 47.2 ± 0.1 46.5 ± 0.1 45.4 ± 0.2 43.7 ± 0.4 43.2 ± 0.1 41.6 ± 0.3
Inverted 51.2 ± 0.4 49.8 ± 0.3 49.5 ± 0.3 49.5 ± 0.2 49.4 ± 0.3 49.8 ± 0.5 49.2 ± 0.6 48.6 ± 0.2 49.0 ± 0.4 49.1 ± 0.2 48.6 ± 0.5 47.8 ± 0.2 47.3 ± 0.3 46.4 ± 0.3 45.7 ± 0.2 44.9 ± 0.2 44.2 ± 0.1 42.4 ± 0.2 41.0 ± 0.3
Init N (0, 1) 51.1 ± 0.2 50.2 ± 0.1 49.6 ± 0.1 49.4 ± 0.0 49.1 ± 0.2 49.4 ± 0.3 49.0 ± 0.3 48.5 ± 0.3 49.0 ± 0.2 48.6 ± 0.0 48.5 ± 0.4 47.9 ± 0.4 47.4 ± 0.1 46.9 ± 0.5 45.9 ± 0.2 45.4 ± 0.3 44.0 ± 0.8 42.8 ± 0.3 41.4 ± 0.3
ResNet-50 (ImageNet)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5
Unmodified 76.3 ± 0.2 75.3 ± 0.1 74.5 ± 0.0 73.9 ± 0.1 73.5 ± 0.1 72.8 ± 0.3 72.1 ± 0.1 71.2 ± 0.1 70.2 ± 0.1 68.8 ± 0.1 67.4 ± 0.1 65.8 ± 0.2 64.5 ± 0.1 62.4 ± 0.2
Shuffled Layerwise 76.2 ± 0.1 75.2 ± 0.1 74.7 ± 0.2 74.1 ± 0.1 73.6 ± 0.1 73.0 ± 0.2 72.1 ± 0.1 71.1 ± 0.2 70.0 ± 0.2 68.8 ± 0.2 67.9 ± 0.1 66.4 ± 0.0 64.7 ± 0.1 63.1 ± 0.2
Inverted 76.0 ± 0.0 74.9 ± 0.1 74.3 ± 0.0 73.8 ± 0.1 73.2 ± 0.1 72.8 ± 0.2 72.0 ± 0.1 70.8 ± 0.1 70.1 ± 0.2 68.9 ± 0.2 67.5 ± 0.1 66.0 ± 0.2 64.4 ± 0.2 62.6 ± 0.1
H.6 FIGURE 5 - SYNFLOW
ResNet-20 (CIFAR-10)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Unmodified 91.9 ± 0.2 91.5 ± 0.2 91.3 ± 0.1 91.0 ± 0.1 90.6 ± 0.1 89.9 ± 0.2 89.5 ± 0.1 88.7 ± 0.1 87.9 ± 0.2 87.0 ± 0.4 86.2 ± 0.2 85.2 ± 0.1 84.2 ± 0.3 82.8 ± 0.5 81.4 ± 0.4 79.7 ± 0.5 78.0 ± 0.1 76.6 ± 0.2 74.5 ± 0.7
Shuffled Layerwise 91.8 ± 0.2 91.7 ± 0.1 91.3 ± 0.2 91.2 ± 0.1 90.8 ± 0.1 90.4 ± 0.2 89.8 ± 0.1 89.5 ± 0.3 88.9 ± 0.4 88.1 ± 0.1 87.4 ± 0.5 86.1 ± 0.2 85.4 ± 0.2 84.3 ± 0.2 82.9 ± 0.2 81.7 ± 0.2 80.0 ± 0.3 78.6 ± 0.4 76.4 ± 0.4
Reinitialized 92.0 ± 0.1 91.6 ± 0.2 91.3 ± 0.3 91.0 ± 0.1 90.5 ± 0.2 90.0 ± 0.2 89.4 ± 0.3 88.8 ± 0.2 88.0 ± 0.1 87.3 ± 0.2 86.2 ± 0.1 85.0 ± 0.4 84.0 ± 0.2 82.5 ± 0.3 81.0 ± 0.4 79.6 ± 0.6 77.9 ± 0.6 75.9 ± 0.7 73.8 ± 0.5
Inverted 91.8 ± 0.2 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0
Init N (0, 1) 92.0 ± 0.1 91.5 ± 0.2 91.0 ± 0.2 90.7 ± 0.1 90.4 ± 0.2 90.0 ± 0.2 89.4 ± 0.2 88.7 ± 0.2 88.0 ± 0.3 87.1 ± 0.2 86.2 ± 0.1 85.0 ± 0.2 84.0 ± 0.0 82.7 ± 0.3 81.4 ± 0.3 80.0 ± 0.1 78.0 ± 0.6 76.4 ± 0.1 74.1 ± 0.5
VGG-16 (CIFAR-10)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Unmodified 93.5 ± 0.1 93.4 ± 0.2 93.6 ± 0.2 93.4 ± 0.2 93.5 ± 0.2 93.4 ± 0.2 93.3 ± 0.1 93.3 ± 0.1 93.2 ± 0.3 93.2 ± 0.1 93.1 ± 0.1 92.9 ± 0.2 92.6 ± 0.2 92.3 ± 0.1 92.1 ± 0.1 91.8 ± 0.1 91.6 ± 0.2 91.3 ± 0.1 90.9 ± 0.2
Shuffled Layerwise 93.5 ± 0.1 93.6 ± 0.2 93.6 ± 0.1 93.5 ± 0.1 93.4 ± 0.1 93.4 ± 0.2 93.5 ± 0.2 93.2 ± 0.1 93.2 ± 0.1 93.1 ± 0.1 92.9 ± 0.1 92.7 ± 0.2 92.5 ± 0.1 92.3 ± 0.1 92.0 ± 0.1 91.8 ± 0.3 91.3 ± 0.1 91.0 ± 0.2 90.6 ± 0.2
Reinitialized 93.4 ± 0.1 93.5 ± 0.1 93.4 ± 0.1 93.3 ± 0.1 93.5 ± 0.1 93.3 ± 0.1 93.3 ± 0.1 93.1 ± 0.1 93.0 ± 0.2 92.8 ± 0.1 92.7 ± 0.2 92.6 ± 0.1 92.5 ± 0.1 92.3 ± 0.2 92.0 ± 0.1 91.6 ± 0.2 91.4 ± 0.1 91.0 ± 0.3 90.8 ± 0.2
Inverted 93.6 ± 0.2 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0 10.0 ± 0.0
Init N (0, 1) 93.3 ± 0.1 93.4 ± 0.1 93.2 ± 0.1 93.2 ± 0.2 93.1 ± 0.2 93.2 ± 0.1 93.3 ± 0.1 93.1 ± 0.2 93.0 ± 0.1 92.9 ± 0.1 92.7 ± 0.1 92.6 ± 0.2 92.3 ± 0.2 92.3 ± 0.1 92.0 ± 0.1
ResNet-18 (TinyImageNet)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5 95.6 96.5 97.2 97.7 98.2
Unmodified 51.4 ± 0.6 51.8 ± 0.3 51.6 ± 0.3 51.7 ± 0.7 51.8 ± 0.2 51.3 ± 0.4 51.3 ± 0.4 51.5 ± 0.2 51.0 ± 0.4 50.2 ± 0.4 50.4 ± 0.3 49.1 ± 0.0 48.0 ± 0.5 46.7 ± 0.7 45.6 ± 0.0 44.0 ± 0.2 42.2 ± 0.3 40.0 ± 0.1 38.2 ± 0.5
Shuffled Layerwise 51.2 ± 0.2 51.1 ± 0.2 51.5 ± 0.2 51.3 ± 0.6 51.5 ± 0.4 51.3 ± 0.5 51.2 ± 0.3 51.2 ± 0.3 50.7 ± 0.2 51.2 ± 0.1 50.2 ± 0.3 49.5 ± 0.1 48.7 ± 0.2 48.4 ± 0.4 47.0 ± 0.5 45.6 ± 0.2 44.2 ± 0.2 42.4 ± 0.3 40.7 ± 0.3
Reinitialized 51.6 ± 0.4 51.0 ± 0.3 51.3 ± 0.4 51.5 ± 0.5 51.5 ± 0.3 51.8 ± 0.2 51.4 ± 0.2 51.1 ± 0.3 51.1 ± 0.2 50.6 ± 0.1 50.0 ± 0.2 48.7 ± 0.8 47.8 ± 0.5 46.4 ± 0.2 45.5 ± 0.3 43.9 ± 1.0 41.6 ± 0.3 40.6 ± 0.2 37.8 ± 0.8
Inverted 51.3 ± 0.2 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0
Init N (0, 1)
ResNet-50 (ImageNet)
Sparsity 0.0 20.0 36.0 48.8 59.0 67.2 73.8 79.0 83.2 86.6 89.3 91.4 93.1 94.5
Unmodified 76.2 ± 0.0 75.9 ± 0.0 75.4 ± 0.1 74.9 ± 0.0 74.3 ± 0.1 73.5 ± 0.2 72.6 ± 0.2 71.8 ± 0.2 70.7 ± 0.0 69.4 ± 0.1 67.9 ± 0.2 66.4 ± 0.1 64.4 ± 0.3 62.4 ± 0.1
Shuffled Layerwise 76.1 ± 0.2 75.8 ± 0.1 75.3 ± 0.3 74.8 ± 0.1 74.3 ± 0.1 73.5 ± 0.1 72.5 ± 0.2 71.5 ± 0.1 70.7 ± 0.1 69.4 ± 0.2 67.9 ± 0.1 66.5 ± 0.1 64.8 ± 0.2 63.0 ± 0.0
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I MODIFIED RESNET-18 FOR TINYIMAGENET
In this appendix, we show the experiments from the main body of the paper on the modified version
of ResNet-18 on TinyImageNet modeled after the setting used by Tanaka et al. (2020) to evaluate
SynFlow. This is the same configuration as we use in Appendix F.
We find that, for the standard versions of the methods (Figure 4), magnitude pruning at initialization
performs best at lower sparsities and GraSP performs best at higher sparsities. SynFlow is no better
than random pruning.
As in the main body of the paper, we find that all methods maintain or improve upon their accuracy
when randomly shuffling (Figure 5). SynFlow shows dramatic improvements, and SNIP improves as
well. All methods maintain their performance when randomly reinitializing. Only magnitude prun-
ing degrades in performance when changing the initialization distribution to have a fixed variance.
Finally, GraSP maintains its performance when inverting, while the other methods degrade in perfor-
mance; pruning the weights with the lowest-magnitude GraSP scores does not change performance,
whereas it improves performance in some cases in the main body of the paper.
As in the main body of the paper, SynFlow leads to neuron collapse, and randomly shuffling reduces
the extent of this neuron collapse (Figure 6). As in Appendix G, SynFlow prunes skip connection
weights with a higher propensity than other methods (Figure 11).
I.1 FIGURE 2
I.2 FIGURE 4
I.3 FIGURE 5
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I.4 FIGURE 6
I.5 FIGURE 9
I.6 FIGURE 11
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