techniques to determine the propensity for resonant behavior, and to clarify the relative 27 contributions of different ion channels to their low-frequency responsiveness. four studies were performed on the motor and sensory axons of the median nerve in 6 29 subjects. The response to oscillatory currents was tested between 'DC' and 16 Hz. A 30 resonant peak at ~2 to 2.5 Hz was found in the response of hyperpolarized axons, but 31 there was only a small broad response in axons at resting membrane potential (RMP) . 32
A mathematical model of axonal excitability developed using DC pulses provided a 33 good fit to the frequency response for human axons, and indicated that the 34 hyperpolarization-activated current I h , and the slow potassium current I Ks are principally 35 responsible for the resonance. However the results indicate that if axons are 36 hyperpolarized more than -60% of resting threshold, the only conductances that are 37 appreciably active are I h and the leak conductance -i.e., that the activity of these 38 conductances can be studied in vivo virtually in isolation at hyperpolarized membrane 39 potentials. Given that the leak conductance dampens resonance it is suggested that the -40 60% hyperpolarization used here is optimal for I h . As expected differences between the 41 frequency responses of motor and sensory axons were present and best explained by 42 reduced G Ks , up-modulation of I h and increased persistent Na + current, I NaP (due to 43 depolarization of RMP) in sensory axons. 44
Introduction

64
In humans, studies of the excitability of human peripheral nerve axons have 65 been undertaken using threshold-tracking techniques and have provided insight into the 66 biophysical determinants of excitability in health and disease (Bostock et al. 1998; 67 where, is the amplitude of the chirp , is the maximal frequency (in Hz; 16 in the 173 present study), T is the length of the ZAP stimulus (in seconds) and is time (in 174 seconds). 175
The low-frequency range employed in the present study is likely to exclude a 176 significant tissue filtering contribution to the frequency dependence, because extra-177 neural impedance can be regarded as essentially resistive at these frequencies (Gabriel 178 
1996; Logothetis et al. 2007). 179
To examine the role of I h in the frequency response of human axons, the ZAP 180 signal was superimposed on a hyperpolarizing current of 60% of the control threshold 181 (i.e. -60% of the current required to produce a 50% CMAP or CSAP). This level was 182 chosen as the strongest level of hyperpolarization achievable without unintended 183 stimulation of axons by the supposedly subthreshold current, while still likely to be 184 strong enough to exclude significant involvement of K s channels, which might 185 otherwise contribute to low-frequency attenuation (Howells et al. 2012) . Subsequent 186 findings supported this choice. 187
The ZAP started 200 ms after the onset of the constant polarization. This delay 188 was sufficiently long to be after the majority of the 'fast' accommodation and was 189 chosen to correspond to the time delay used in conventional I/V measurements, from 190 which the threshold conductance is estimated (Kiernan et al. 2000) . 191
The underlying threshold electrotonus in response to the 60% hyperpolarization 192 was recorded in detail during the period of 'fast' accommodation and then more slowly 193 at time points corresponding to every 500 ms during the ZAP current. 194
The entire protocol was balanced to prevent polarization of the electrodes and 195 resting membrane potential. On the sweep following every conditioning stimulus an 196 'anti-stimulus' was delivered which was equal in magnitude but opposite in polarity. 197
For the experimental studies on human subjects, the stimulus threshold was 198 sampled 128 times every 31.25 ms (32 Hz) during the 4,000-ms ZAP current, to 199 facilitate analysis using a Fast Fourier Transform (FFT). 200
The QtracS protocol automatically advanced the test condition (test stimulus 201 location within ZAP or threshold electrotonus) when 2 acceptable measurements were 202 made. A measurement was deemed acceptable if the response was within 5% of the 203 target, or if the test threshold resulted in responses which bracketed the target. 204
Analysis of frequency-response curves
205
In the time domain, the threshold was tracked 128 times at evenly-spaced 206 conditioning test intervals of 31.25 ms throughout the ZAP. As in the calculation of 207 threshold electrotonus, the excitability at each time point was calculated as the 208 normalized threshold reduction: 209
The analysis of frequency response was performed offline, using a custom script 210 written in Matlab (R2012a). For the recordings made with polarization, the effects of 211 threshold electrotonus were first subtracted from the ZAP response. Any residual trend 212 in the ZAP response was removed prior to conversion to the frequency domain using a 213
FFT. 214
In a manner analogous to that introduced by Puil and colleagues (1986), a new 215 measure, ′ ′ relating the response (excitability) to input waveforms, was 216 constructed as follows: 217
′ is a complex-valued data set with real (resistive) and imaginary 218 (reactive) components, and is the threshold analog of impedance, much as 'threshold 219 electrotonus' results from and is related to electrotonic changes in membrane potential. 220
The phase of the 'threshold impedance' ( ) represents the difference in phase 221 between the threshold response and input current waveforms. 222
The frequency response curve was constructed by plotting the magnitude of 223 The models were subjected to the same ZAP protocol, with the exception that 245 the target threshold was defined as the minimal threshold to generate an action potential. 246 If alterations in model parameters resulted in much larger oscillations of 247 excitability, the ZAP amplitude was decreased to maintain linearity of the response. 248
Results
249
Linearization of the ZAP protocol
250
The amplitude of the ZAP was chosen to be sufficiently large to give a good 251 signal-to-noise ratio, but small enough to maintain linearity of the response (Koch 252 a 10% ZAP superimposed on a hyperpolarization of 60% (of the control threshold; Fig  254   1a ) using the mathematical model in Howells et al. (2012) . The maximal peak-to-peak 255 membrane potential deflection was 9.6 mV (blue trace in Fig 1b) which is well below 256 the 20-mV criterion for linearity established by Hutcheon and colleagues (1996) . 257
An additional measure of the nonlinearity of the response was made by 258 averaging the response to this initially downward-going ZAP and its mirror (i.e. an 259 initially upward-going ZAP) and subtracting the electrotonic response to the DC 260 polarization. The peak nonlinearity calculated this way was 0.1 mV and occurred 261 between the peak deflections at a time corresponding to 1.9 Hz. 262
Linearity of excitability as an output measure
263
In a bid to assess the suitability of threshold to a linear systems formulation, a 264 ZAP input stimulus was applied to the motor axon model (Fig. 1a) , and both the 265 resultant membrane potential (Fig. 1b) and excitability ( Most experiments were complete within 2 hours, and in recordings with good 308 signal-to-noise ratios the tracking was faster and the studies were complete within 1.5 309 hours. Even though the protocol was balanced and should not have any long-term effect 310 on axonal excitability, the 24 recordings were made on different days. 311
The resonance protocol was well tolerated by all subjects, and Fig. 4 shows that 312 despite these challenges a resonant peak was clearly visible in all recordings, 313 particularly during hyperpolarization (shown in blue). 314 The 'threshold impedance' across the studied frequency range was greater in 336 motor axons than sensory for both RMP (p<.009) and hyperpolarization (p<0.01). 337
Frequency-response curves
In hyperpolarized motor and sensory axons there was a resonant peak in all 338 subjects, though the 'noise' between adjacent measurements in the frequency domain 339 also contributed to the variation in the derived spectral parameters. To mitigate this 340 point-to-point variation, the spectral parameters were also calculated after first fitting a 341
Pearson Type IV function to the data (Orio et al. 2009 ). This function fitted the 342 frequency-response curves well for the hyperpolarized data (Table 1 ) and, on the whole, 343 reduced the variation in the parameters (see bracketed values in Table 1) . 344
The resonant responses to oscillatory inputs of both motor and sensory axons 345 were greater at hyperpolarized membrane potentials than at RMP, as evidenced by the 346 greater Z max and Q-values ( In the frequency domain, the modelled excitability data showed the same key 368 features of resonance as the group data, both qualitatively and quantitatively, namely a 369 voltage-dependent resonant peak that was greater in motor axons than sensory. The 370 summary statistics of the modelled spectral data are given in Table 2 . 371
The voltage dependence of the frequency response 372
Given the good fit of the modelled data to the experimental data, the voltage 373 dependence of the frequency response was modelled for motor axons at RMP (0%) and 374 with background hyperpolarizations of 30, 60 and 90% of the control threshold (Fig. 6) . 375
As described in the methods, the majority of the early phases of threshold 376 electrotonus were complete by the start of the ZAP protocol (200 ms after the onset of 377 the hyperpolarization; Fig. 6a ). The resonant response grew with hyperpolarization, as 378 previously reported for various neurons in guinea pigs and rats (Gutfreund et al. 1995; 379 Hutcheon et al. 1996; Wang et al. 2006), to a peak which was maximal in the present 380 study with a 60% hyperpolarization (Fig. 6b,c) . 381
The contribution of slowly rectifying conductances to the frequency response 382
The mathematical model was used to explore the role of key ion channels to the 383 observed resonance in human motor axons (Fig. 7) . The frequency response and its 384 voltage-dependence is reflected in, and indeed driven by, the interaction between I Ks , 385 I NaP , I h and I Lk . 386
At RMP the response to the ZAP input was dominated by I Ks in a frequency-387 dependent manner, with the greatest response at low frequencies and a gradual decline 388 in amplitude with increasing frequency (see green in the left column of Fig. 7) . 389
Unsurprisingly I h did not contribute significantly to the frequency response at rest. 390
With 60% hyperpolarization slow K + channels were largely deactivated. Less 391 than 1% of K s channels were open, and because membrane potential was below the 392 equilibrium potential for K + , these channels passed a small depolarizing current. In 393 contrast, roughly one third of HCN channels were activated, with I h opposing low-394 frequency inputs preferentially providing the mechanism for resonance in 395 hyperpolarized axons. 396 P a g e 18 of 36
Conductances that alter the magnitude of the frequency response 397
The influence of the leak conductance (G Lk ) was smaller at RMP (grey curves in 398 left column of Fig. 7) and increased with polarization, consistent with an ohmic 399 conductance modelled with a reversal potential near resting membrane potential. The 400 effect of G Lk can be seen purely in terms of its effect on the input conductance, and its 401 ability to 'leak' current across the membrane. G Lk opposed fluctuations in membrane 402 potential independent of frequency, and therefore progressively suppressed resonance 403 with increasing polarization. This implies that the 60% hyperpolarization used here 404 may be optimal for studying I h . At 60% hyperpolarization the magnitude of I Lk is 405 comparable to that of I h (compare grey and red curves in right column of Fig. 7 ), but 406 importantly it varies in phase with and proportional to changes in membrane potential. 407
In contrast an increase in the fraction of sodium channels operating in a 408 persistent mode amplifies resonance at RMP, and its effect on the frequency-response 409 curves diminishes rapidly with hyperpolarization, as seen in Figure 7 . 410
Sensitivity of frequency response to key currents 411
A sensitivity analysis was performed on each of the key conductances in the 412 model of a motor axon. For each conductance, the effect of complete removal of the 413 conductance and a doubling of the conductance were compared to the normal level in 414 the unaltered model. The ZAP measurements were then made at the same membrane 415 potentials (RMP and -60%) as in the unaltered model. 416
The frequency response at RMP, was sensitive to a reduction in G Ks (compare 417 dotted and thin red curves in Fig 8b) with no appreciable contribution by G H . As 418 previously discussed, G Lk attenuates and P NaP amplifies resonance at RMP (compare red 419 curves in Fig 8c and d) . 420
With 60% hyperpolarization, P NaP and G Ks have a negligible effect on 421 , with G H responsible for the resonance which is sensitively modulated by leak 422 conductances (removal of G Lk increases Z max by 166% and doubling G Lk decreases Z max 423 by 38%). 424
Do sensory axons behave as relatively depolarized motor axons? 425
The model was used to assess the possibility that differences in the frequency 426 response of motor and sensory axons can be attributed to differences in their resting 427 membrane potentials. 
High-frequency attenuation 529
As previously discussed, the low-pass filtering of the membrane is due to the 530 parallel combination of the nodal capacitance and input conductance. As the membrane 531 capacitance is essentially constant, the low-pass filtering is governed by changes in the 532 input conductance which itself is the parallel combination of all open channels. For the 533 axons in the present study these are predominantly G Lk and G Ks . 
Differences between motor and sensory axons 545
It is tempting to attribute the observed differences in the frequency response of 546 motor and sensory axons to differences in their resting membrane potentials. Figure 9  547 shows that the responses of the motor model do indeed approximate those of the 548 sensory model more closely when it is depolarized by an amount equivalent to a 3-mV 549 depolarization of RMP (compare discrepancy between the blue and red traces in the 550 lower plot to the black and red traces in the middle plot). On closer examination 551 however, the low-frequency attenuation for the hyperpolarized axons is not improved by 552 depolarization, and there is a suggestion that at higher frequencies depolarization 553 attenuates the responses of motor axons further. We therefore suggest that, while a 554 difference in membrane potential may be a major contributor to the difference in the 555 responses of sensory and motor axons, other factors are important. 556
The key differences between the motor and sensory models (reported by 557 Howells et al. 2012 ) are likely to contribute to the differential frequency responses. 558
These differences are a near-halving of nodal G Ks , up-modulation of I h and an increase 559 in I NaP (the latter secondary to depolarization of resting membrane potential) in sensory 560 axons. 561
Application of this technique to resonance under other conditions
The present study has examined the mechanisms underlying low-frequency 563 resonance of hyperpolarized human axons, but this in vivo technique could also be used 564 to study the interactions of other voltage-gated ion channels using different frequencies 565
and with different levels of polarization. There was evidence in the present study that 566 resonance may occur with depolarization: in some subjects the balancing anti-stimulus 567 excited axons at higher frequencies (not shown). Such activity is comparable to the M-568 resonance observed in rat hippocampal pyramidal cells (Hu et al. 2002) , and it is likely 569 that the rhythmic spontaneous activity recorded from demyelinated rat spinal root axons 570 would also have demonstrated a resonant peak in the frequency domain (Baker and 571
Bostock 1992). 572
One extension of this study could involve studying resonant behavior during 573 depolarization, and this might have more relevance to ectopic activity in demyelinating 574 neuropathies. 575
Functional consequences
576
The primary motivation for studying the low-frequency resonance of human 577 axons in this study was to resolve the contributions of I h , I Ks and I Lk to excitability. 578
Conventional excitability studies using steady DC currents such as threshold 579 electrotonus can provide only limited insight into the relative contributions of the 580 activity of different channels at different membrane potentials. The fact that a 581 low-frequency resonance was found in healthy axons of peripheral nerve raises the 582 questions: "Are there functional consequences of this resonance in healthy axons of 583 peripheral nerve", or "is it merely an expected consequence of the time-domain 584 properties of ion channels"? 585 P a g e 26 of 36
The low-frequency response was not substantially different in the 586 hyperpolarized axons of motor and sensory nerve. Considering the different functional 587 requirements of these axons, perhaps the basis of such a resonance is common and 588 relates to the activation of I h during activity-dependent hyperpolarization. 589
While it might be attractive to relate the resonance explored here to the ectopic 590 firing of peripheral axons, ectopic discharge rates are too high, at least in sensory axons 591 Fig. 1e,f) . c. Phase difference between response and input 729 measured using the threshold and membrane potential methods (data from Fig. 1 h,i) . The P a g e 6 of 12 
d.
P NaP =0 2*P NaP P NaP =0 2*P NaP P a g e 12 of 12 f.
