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I. INTRODUCTION

I
MAGE sensor noise is present in all commercial, professional, and scientific cameras. Measurement noise is quite complex, and an exact analytical form of noise distribution is unknown. Yet, noise distribution model plays a critical part of the post-capture image denoising, aimed at computationally reversing the effects of the image quality degradation caused by noise [1] - [12] . The discrepancies between the model of image sensor noise and the actual distribution of real sensor noise acquired by real sensor hardware have profound effects on image denoising.
To illustrate this point, consider Figure 1 . Taken with Nikon D90 in raw sensor mode in low light, Figure 1 (a) is the actual 12-bit readout from the image sensor. We compare this to a synthetically generated noisy image in Figure 1 between the synthetic noise model in Figure 1 (b) and the image denoising algorithm in [7] , the output image shown in Figure 1 (d) was satisfactory (proving that denoising method performs as designed). However, the same denoising method applied to the real sensor data in Figure 1 (a) resulted in residual artifacts resembling salt-and-pepper noise. We assure readers that these are not defective pixels-no such dots are evidenced when an image is taken in ample light. Refer to Section II-C for the full experiment setup.
We attribute the differences between Figures 1(c) and 1(d) to the failure in the image denoising method to capture the characteristics of real sensor noise. Specifically, denoising method in [7] was designed to estimate the pixel intensity of the Poisson count variables. The mismatch between Poisson distribution and the actual image sensor noise proved detrimental to image denoising. We conclude that simulated evaluation of image denoising algorithms does not necessarily reflect the actual performance for real imaging applications.
The goal of this paper is twofold. In Section II we rigorously investigate discrepancies between the model of image sensor noise commonly used in image denoising algorithms and the distribution of actual sensor noise acquired by real COMS sensor hardware. 1 There are two important differences between the model validation study we describe in this paper and the many existing empirical studies [15] - [22] . First, existing studies overwhelmingly focused on the relationship between the pixel intensity and noise variance, but there has been little emphasis on the actual distribution of the noise. As the tail behavior of the noise distribution greatly influences denoising performance, we provide detailed analysis of this. Second, most modern image denoising techniques incorporate linear and nonlinear transformations that give rise to energy compaction and sparse signal representation. Therefore we focus our investigation on the accuracy of noise model in the transform domain rather than the noise distribution in the pixel intensity domain.
In Section III we propose modifications to the canonical noise models to better approximate the distribution of real sensor noise leveraging the insights we gained from analysis in Section II. Based on this improved noise model, we make similar modifications to existing image denoising schemes to improve their denoising performance in real sensor data. Though the modifications are simple, they are surprisingly effective and cost efficient.
II. ANALYSIS OF SENSOR NOISE DISTRIBUTION A. Sources of Noise
Noise falls typically into three categories: fixed-pattern noise, banding noise and random noise. Fixed-pattern noise refers to pixel deviations that has almost the same distribution under various imaging conditions, often stemming from manufacturing variabilities of pixel circuitry. Similarly, banding noise is a column-shaped variability that emerges as a result of biases in the bank of A/D converters that read a few columns of sensor data in parallel. Fixed-pattern noise and banding noise can be reduced to a degree-either with stricter manufacturing, or by carefully calibrating and compensating for the repeatable noise patterns in post-capture processing. Yet, these correction techniques have their limits, and hence fixed-pattern/banding noise still play a role in modern electronics.
By random noise we mean non-repeatable variabilities in sensor measurements. In this paper, we narrowly focus on the effects of random noise in extremely lowlight scenario, when the random noise dominates the image degradation. As described by quantum electrodynamics, the distribution of photon emission is referred to as shot noise and is classically modeled as Poisson [23] . Pixel sensors make measurements on light intensity by a photodiode that converts photons into current by pair production (electron-hole pair from absorbing photon momentum) and by photoelectric effect (covalent bond broken by photon energy). Though the resultant photocurrent is proportional to the photon energy on average, the measurement is stochastic due to the random nature of the photoelectric effects.
Besides the noise associated with photon emission and photodiode, various sources of electrical noise exist on the detector circuit. The dark current stemming from in-circuit electron excitation and source follower contribute to thermal noise. Reset noise is caused by the improperly discharged capacitors, where measurement biases are introduced by the electrical charges previously held by the capacitors. Rounding and truncation during digitization of analog voltage result in quantization error.
B. Commonly Used Heteroscedastic Pixel Noise Models
In the remainder of this section, we compare the empirical distribution of observed sensor data to noise models commonly used in the state-of-the-art image denoising methods [15] - [17] , [19] - [22] . As evidenced by Figure 2(b) , the noise variance and the signal strength are related by an affine line. This affine relationship is usually attributed to the Poisson process of the photon emission in the literature [5] - [12] , [15] - [17] , [24] . That is, a sensor observation h is modeled as h P , an affine transformed Poisson count data g P :
where f P is the latent intensity, and the subscript P denotes Poisson-based model. The parameters α and β are learned from regressing signal strength and variance in Figure 2 (b). Another way to capture the signal dependence of noise is to couple the variance of a normal random variable to the signal intensity f G [22] :
where the subscript G denotes signal-dependent Gaussian noise model. Note h G in (2) is the so-called "normal approximation" of h P .
Poisson-Gaussian hybrid model h H (subscript H for hybrid) treats signal-dependent and signal-independent noises separately [1] , [2] , [20] , [25] . The observation h H = αg S + g C is a combination of signal g S and circuit g C noise:
where (μ C , σ 2 C ) is the signal-variance pair of the electrical noise (i.e. sensor noise when incoming light is blocked; indicated by red dot in Figure 2(b) ).
C. Noise Model Validation in Pixel Domain
Poisson, signal-dependent Gaussian, and Poisson-Gaussian distributions in (1)- (3) faithfully model the affine coupling between the signal strength and the noise variance in image sensors described in Figure 2 (b). The failed denoising experiment in Figure 1 suggests that there are profound differences between the models and real sensor noise besides the signalvariance coupling, however. To investigate this discrepancy in a systematic manner, we conduct experiments aimed at understanding the impact of noise models on image denoising.
1) Experiment Setup:
We obtained samples of noisy sensor data by capturing X-Rite ColorChecker (Figure 2(a) ) in low light environment (1.2 lux) using Nikon D90, Canon 550D, Canon 60D, 2 and Fuji X-Pro 1 in raw sensor format with 1/200 second exposure (1/250 for Fuji), ISO 200, and f/4.5 (4 for Fuji). Color filter array sampled data is partitioned into red, blue, and green measurements, which are treated separately (i.e. 3 × 24 = 72 ColorChecker patches). Under an ideal scenario, measured pixel component values from the same ColorChecker patch are drawn from the same probability distributions.
Despite our best efforts, however, uneven lighting, vignetting, and camera angle introduce additional variabilities. For this reason, we detect non-uniformity of ColorChecker patches by the analysis of variance (ANOVA) over five 10×10 regions (labeled A-E in Figure 2 (a)) cropped from each ColorChecker patch. Any ColorChecker patch that rejects the null hypothesis (i.e. means of A-E are equal) at the 99% confidence level is removed from the experiment. We also removed green pixels from blue-green rows because color crosstalk contaminations affect green pixels in red-green and the bluegreen rows differently [26] . Each accepted ColorChecker patch has over 25,000 samples. See also Section II-F, where we point out the limitations to our experiment setup.
We also acquired another image (with the same camera settings) with a cap placed over the lens. By blocking the incoming light, this so-called "dark frame" offers an indication for the circuit noise that is independent of the signal strength.
2) Quantile Analysis: We employ quantile analysis to robustly compare the distribution of sensor data and the noise models of (1)- (3). Consider a quantile-quantile plot (QQ plot), a parametric curve of the form [27] :
where (1)- (3). For F data (h), the empirical histogram of the pixels measured within each ColorChecker patch was used. For F model (h), we derived the model parameters for each ColorChecker patch by:
where μ H is the sample mean of each ColorChecker patch, and α, β and μ C are as described in Section II-B. Each QQ plot describes the variation of real and model noise within a ColorChecker patch. 3 As evidenced by the 45 o line formed by a portion of the QQ plot, the noise model is accurate near the median. However, as evidenced by the deviation from the 45 o line, sensor measurements are clearly more heavy tailed than the model (Nikon D90's short negative tail is likely due to saturation of the A/D converter at h = 0).
D. Noise Model Validation Under Linear Transformation 1) Discrete Wavelet Transform:
We developed a strategy to obtain a large number of noisy discrete wavelet (DWT) and cosine (DCT) transform coefficients from the ColorChecker image. Consider Haar wavelet transform (HWT)-finest level noisy wavelet (w(n)) and scaling (s(n)) coefficients at location n are
where h(2n) and h(2n + 1) are neighboring pixels. Thanks to sparsity, the majority of DWT coefficients have zero mean:
Hence h(2n) and h(2n + 1) are assumed to be drawn from the same distribution. We obtain a large number of w(n) samples corresponding to a mean zero empirical DWT coefficient by taking a difference between two observed samples drawn at random 4 from the same ColorChecker patch. By contrast, coefficients with nontrivial mean have the property:
Hence h(2n) and h(2n + 1) are drawn from two different distributions. We may obtain a large number of empirical DWT samples w(n) by taking a difference between two noisy samples drawn at random from two predesignated ColorChecker patches. For analysis, F data (w) was computed from the empirical DWT coefficients obtained by the above scheme. For F model (w), the DWT noise model derived from (1)-(3) have the form:
where { f P , f G , f S } and { f P , f G , f S } are parameters derived from ColorChecker patches corresponding to h(2n) and h(2n + 1), respectively. The QQ plots shown in Figure 3 (b-c) compare the distribution of empirical DWT coefficients against their models in (9). Though noise models are accurate near the median, the models' tails are clearly short.
2) Discrete Cosine Transform: DCT is defined for k ∈ {0, 1, . . . N − 1} as follows [28] :
For quantile analysis in DCT domain, randomly drawn sensor measurement samples from each of N predesignated ColorChecker patches are respectively assigned to (10) . Repeating this experiment yields a large number of DCT coefficients drawn from the same distribution and
, randomly drawn samples of h P in (1) from the models of N predesignated ColorChecker patches are assigned to {h (0),
We followed the same procedure to (2)- (3). (A two dimensional DCT applies (10) to horizontal and vertical directions. We can simulate noisy DCT coefficients using N 2 patches following the same procedure described above.) The resultant QQ plot in Figure 3 (d) suggests that the distribution of the empirical DCT coefficients is longer than the models, though the model fits the data substantially better than the DWT.
3) Multiscale Multiplicative Innovation: Multiscale multiplicative innovation (MMI) is an alternative to the Haar wavelet transform [6] . Let h P and h P denote Poisson count variables in (1) corresponding to pixel intensities f P and f P , respectively, and let s P = h P + h P (analogous to scaling coefficients in (6)). For some constant c, the conditional distribution of h P takes the form:
The objective of MMI-based image denoising algorithms is to recover
, from which a clean Haar wavelet coefficient can be reconstructed (see [6] for details). The cumulative distribution function F model (h) in the QQ plot in Figure 3 (e) was computed by randomly drawing samples h P and h P from the Poisson model of (1) corresponding to intensities f P and f P , respectively. If the scaling coefficient s P = h P + h P is approximately c in value, this sample h is assumed to have been drawn from the binomial distribution model in (11) . We repeat this experiment until we have sufficient MMI samples to compute F model (h). For F data (h), we randomly draw samples h and h from two preselected ColorChecker patches. If scaling coefficient s = h + h is approximately c in value, this sample h is included in the computation of F data (h). The QQ plots in Figure 3 (e) suggests that model fits the distribution of empirical MMI coefficients better than the empirical DWT coefficients (except in the case of Nikon D90).
4) The Role of Central Limit Theorem: In DWT/DCT/MMI transformations, central limit theorem (CLT) is in force as a result of linearly combining pixels {h(0), . . . , h(N − 1)}. As noted in [18] , the degree to which CLT affects the distribution of the DWT/DCT/MMI coefficients depends on the "support" of the transform-as N increases, the convergence to normality improves. As such, the coarser scale DWT coefficients (which combines more pixels; not shown) and the empirical DCT coefficients (with sufficiently large fixed N) exhibit normality better than the finest scale empirical DWT coefficients (compare Figure 3(d) to Figures 3(b) and 3(c) ). It also suggests that very coarse scale DWT coefficients would exhibit normality even better than DCT coefficients.
It is well known, however, that the tail convergence to normality is slower than the median [29] - [31] . Past investigations (e.g. [18] ) examined the convergence near the median without regards for the mismatched tail behaviors. As evidenced by Figure 3(d) , the DCT model tail is indeed still short even though the CLT near the median is in force. As a result, denoising experiments in Section III-B demonstrate that the mismatched tail behaviors do in fact affect the denoising performance, though the impact is greater for DWT-based denoising than for DCT-based denoising.
E. Noise Model Validation Under Variance Stabilization
Variance stabilization (VS) is an invertible function that recovers homoscedasticity given heteroscedastic noise. Bartlett/Anscombe VS transforms Poisson count data into a normal variable [32] , [33] :
where the constant value is k = 1/2 for Bartlett and k = 3/8 for Anscombe. Poisson-Gaussian hybrid h H in (3) is also stabilized by the generalized Anscombe transform [1] , [2] :
One can prove η{h} ≡ η {h} by the fact that σ 2 C = αμ C − αβ must hold in Figure 2(b) . Haar-Fisz (HF) transform is a more contemporary VS treatment that modify Haar wavelet (w = h − h ) with the scaling (s = h + h ) coefficients [34] :
This procedure is repeated for fine and coarse level wavelet representations. Figure 4 compares the additive white Gaussian noise (AWGN) models of (12)- (14) against the distributions of variance stabilized sensor measurements η{h} and γ {h, h } (and their DWT/DCT). Although Anscombe transform stabilized noise variance (as evidenced by the alignment to the 45 o line), the tails of empirical VS coefficients η{h} are clearly longer than normality. The tails of the empirical variance stabilized DWT coefficients also deviate from normal probability. On the other hand, the gentle slope of QQ plot for HF stabilized coefficients γ {h, h } suggests that data variance is smaller than 1. We conclude that HF and VS did not achieve homoscedasticity (i.e. it did not achieve variance stability).
F. Discussions 1) Limitations: Our experiment is not without limitations.
In Sections II-D.1 and II-D.2, random sampling of the pixels within Colorchecker patch were linearly combined to yield a large number of empirical DWT and DCT coefficients. This procedure is only valid if the random phenomena occurring in the spatially neighboring pixels are independent. Thermal noise, for example, is not always spatially white since electron leakage affects neighboring pixels. In actuality, we tested the spatial correlation of noise by the Pearson product-moment correlation coefficient. The two variables are close to linear correlation if correlation coefficient tends to 1 (total positive correlation) or -1 (total negative correlation) and have no correlation when correlation coefficient is 0. We computed the spatial correlation of the noise of pixels within the same X-Rite ColorChecker patches. Within a 7x7 neighborhood, the largest correlation coefficient was 0.0449. Hence, we conclude that the spatial correlation of noise is negligible. Our lab's capabilities today do not allow for measurements with integrating spheres, which guarantees uniformity of the scene beyond our current ANOVA testing. Most commercial cameras have safety features that prevent pictures from being taken while the camera optics are removed, increasing the risks of vignetting.
2) Relative Performance of Noise Modeling Techniques: Our quantile analysis definitively proved that the tails of Poisson, signal-dependent Gaussian, and Poisson-Gaussian model distributions in (1)-(3) are too short. These trends are common among a variety of camera manufacturers, red/green/blue color components, and camera settings when the illumination is very low. The practical impact that this model mismatch has on transform domain-based image denoising methods is the undersmoothing of noise-when denoising algorithms designed for noise distributions as modeled by (1)- (3) are applied to real sensor measurements, a large DWT/DCT coefficient is incorrectly attributed to the signal since noise models do not account for it. As a result, DWT-based and DCTbased denoising in simulation and in real image sensor data disagree-indeed, the artifacts evidenced in Figure 1 (c) stem from the DWT coefficients inappropriately preserved by the wavelet-based denoising method in [7] . Section III-B provides more denoising results.
To summarize, the extent to which the model and the empirical distribution of the raw sensor measurements agree depends on the transformation. The best agreement between the data and the model is found in MMI transform domain as well as in the combination of the Anscome VS and DCT transform domains. The raw pixel measurements and the fine scale empirical DWT coefficients largely disagreed with their respective models. DCT and coarse scale DWT coefficients have a better match if the supports of the transforms are bigger, though the model tails are still slightly short.
Anscombe VS did not succeed in "Gaussianizing" the transform coefficients but stabilized the variance; by comparison, Haar-Fisz VS largely succeeded in "Gaussianizing" the transform coefficients but did not stabilize the variance.
III. IMPROVED WAVELET NOISE MODELING
One of the main conclusions reached in the previous section is that the noise models fail in fine scale Haar wavelet domain, where the model tails insufficiently account for large noise coefficients. This discrepancy resulted in undersmoothing of noise, as already evidenced also in Figure 1(c) . Although recent work in DWT-based denoising (such as [35] , [36] ) have reportedly outperformed DCTbased solutions (such as [1] , [2] ) in simulation, the mismatch between real image sensor noise and their models have to be resolved in order for these methods to be useful in real-world low light imaging.
In this section, we develop a simple technique to "correct" the short-tailed DWT noise model. We draw inspirations from prior work in [37] where mixture of canonical distributions (e.g. normal, Laplace, binomial) have successfully modeled the heavy-tailed DWT coefficients corresponding to the image signal (i.e. not noise distribution). Leveraging this idea, we propose a Poisson mixture model to model the heavytailed DWT coefficiet distribution of noise (i.e. not image signal). Consider a Poisson mixture of the form:
where f M = μ H −β α ; and z is a hidden Bernoulli variable with known camera-specific constants z 1 and z 2 :
The probability π is determined entirely by z 1 and z 2 , since the affine coupling between the signal strength and the noise variance in image sensors must agree with Figure 2 (b). Simple algebraic manipulation yields the relation:
The DWT noise model corresponding to the Poisson mixture model of (15) is a Skellam mixture:
The significance of the DWT noise model in (18) is that Skellam mixture is a heavy-tailed distribution. For each camera model, we trained z 1 and z 2 to best match the empirical DWT noise distribution of the sensor measurements in the mean square error sense. One can verify from Figure 5 that the Skellam mixture indeed approximates real image sensor noise very closely, including the tail behavior. The proposed DWT noise model 5 in (15) is clearly in better agreement 5 Note also the slight impreciseness of (15) . Owing to the fact that Poisson variables are integer valued, h M technically lives in the union of the cosets = {αz 1 Z + β} ∪ {αz 2 Z + β}. However, there is no physical significance to -it is rather a mathematical consequence of the approximation to real image sensor we made in (15) that behaves more like quantization error. with the empirical DWT noise than the existing alternatives in (1)- (3). Fortunately, the parameters z 1 , z 2 , and π for the hidden variable z are very stable for a variety of camera settings, as reported in Table I .
A. Denoising of Poisson Mixture
Motivated by the Poisson mixture noise model in (15), we develop an image denoising technique designed for real image sensors. The objective of the denoising function is to estimate the rate f M based on the observations h M , which may be accomplished indirectly by wavelet transform. In the Bayesian paradigm, the following relation holds:
(similar relationship holds in the wavelet domain as well). That is, the minimum mean squared error estimate
is a convex combination of the conditionally minimum mean squared error estimates
The convex combination weights are determined by the posterior Bernoulli probability
We gain additional intuition from rewriting (19) in the following manner: Denote by f P (h P ; α, β) = E[ f P |h P ] the minimum mean squared error estimate of Poisson rate f P given observation h P . Recalling (15) and noting that
the minimum mean squared error estimate E f M z h, z that appears in (21) is actually a Poisson image denoising method f P (h; αz, β) corresponding to the noise model in (1) (note that α was replaced by αz). Fortunately, it implies that existing state-of-the-art Poisson image denoising methods can be used in a modified manner in real-world application by following the steps: 1) perform Poisson image denoising:
We conclude that "Poisson mixture image denoising" problem can be solved by "a mixture of Poisson image denoising." The solution in (22) has an intuitive non-Bayesian interpretation as well. The noise model of (15) We illustrate this point by example. Consider the noisy images of Figure 6 . Figure 7 show the result of Poisson denoising algorithms z f P (h; αz, β) using the method in [7] with z = z 1 = 0.85 or z = z 2 = 2.15. Neither of these solutions are entirely satisfactory. Denoising result with z = z 1 shown in Figure 7 (a) preserves image details such as edges and textures (see house), but the undersmoothing is unacceptable in homogeneous regions. The impulse-noiselike artifacts evidenced in Figure 1(c) is also present here as well (although more obvious in the homogeneous regions, the artifacts are also present on house). On the other hand, although denoising results with z = z 2 shown in Figure 7 (b) oversmoothes edges and textures, the absence of impulsenoise-like artifacts gives additional credibility to the Poisson mixture model in (15) .
A sensible "mixture of Poisson image denoising" strategy is to combine the two denoising outputs via π(h M ) with the end goal to make the image denoising method robust to the artifacts evidenced in Figure 1 (c) and Figure 7 (a), but without loosing image details like the oversmoothed image in Figure 7 (b). To this end, we focus on the fact that differences between z 1 · f P (h; αz 1 , β) and z 2 · f P (h; αz 2 , β) are small unless the impule-noise-like artifacts are present. Although a rigorous treatment such as (20) would also be appropriate, an ad-hoc convex combination of the form
for some user-specified parameter σ was surprisingly effective. Specifically, π approaches 0 when the differences between the two denoised images are large, attenuating the contribution of z 1 · f P (h; αz 1 , β) that is likely suffering from denoising artifacts.
B. Denoising Results
To verify the effectiveness of the mixture Poisson denoising approach, we conduct experiments using real sensor data from Nikon D90, Canon 550D, and Fuji X-Pro 1 captured in raw sensor mode with all manual setting (see Figure 6 ). For each low light scene (1.2 lux), we captured two additional images-one of the X-Rite ColorChecker placed in the camera's optical path to learn the noise parameters α and β; and of a dark frame image captured with lens cap on to assess the level of electronic/signal-independent noise. (Although noise parameters α and β can be computed automatically using methods in [9] , [20] , [24] also, we take the calibration approach so that denoising performance is not confounded by noise parameter estimation.) Denoising was performed on the red pixels only to avoid complications of the color filter array (red image is also the most noisy), though joint demosaicking and denoising in the manner of [38] is possible. Figures 8(a,c,e) show the results of DWT-based Poisson image denoising algorithms in [7] , [25] and DCT-based Poisson-Gaussian hybrid image denoising method in [1] , [2] , respectively. Though there are major differences between Figures 8(a) and 8(c), both DWT-based denoising methods suffer from impulse-noise-like artifacts. Figures 8(b,d,f) show the results of Poisson-mixture image denoising implemented as mixture of Poisson image denoising. The DWT-based Poisson image denoising method of [7] improves significantly with the convex combination weights of (23) . The artifacts were successfully attenuated, even while largely retaining image details such as edges and textures intact. Although artifacts were removed from DWT-based denoising method of [25] also, noise suppression itself wasn't sufficient enough to achieve an acceptable result. Our observation is consistent with the previous studies reporting that method in [25] is unable to handle images taken in extremely low light.
We also show the results of repeating similar experiments using Fuji X-Pro 1 and Canon 550D in Figures 9-10 . As one can see, the probability of π = Pr[z = z 1 ] is high, Fig. 8 . Denoising of image in Figure 6 (a) using state-of-the-art methods in [2] , [7] , [25] , and mixture of denoising methods, as proposed in (22) . Shown here with gamma correction. (a) Skellam shrinkage [7] . (b) Mixture of [7] . (c) PURELET [25] . (d) Mixture of [25] . (e) VS-BM3D [2] . (f) Mixture of [2] .
meaning the denoising artifacts caused by the noise model mismatch is less severe. Nevertheless, one can see that the proposed mixture of Poisson denoising strategy indeed improves DWT-based Poisson image denoising methods.
In Table II , we report the mean absolute error (MAE) and mean square error (MSE) of the denoising algorithms. We captured a low light scene (3.0 lux) using Nikon D90
and Canon 60D. 6 We captured a low light (3.0 lux) static scene multiple times-100 images of ISO 800 and ISO 1600, exposure time 1/30 seconds and the aperture f/4.5; 200 images of ISO 1600, exposure time 1/100 seconds and the aperture Fig. 9 . Denoising of image in Figure 6 (b) using state-of-the-art methods in [2] , [7] , [25] , and mixture of denoising methods, as proposed in (22) . Shown here with gamma correction. The computed noise parameters were α = 1.0335 and β = 244.3047. (a) Skellam shrinkage [7] . (b) Mixture of [7] . (c) PURELET [25] . (d) Mixture of [25] . (e) VS-BM3D [2] . (f) Mixture of [2] . f/4.5; 1000 images of ISO 800, exposure time 1/100 seconds, and the aperture f/4.5. The noisy images were averaged together to yield a "ground truth" clean image used to compute the MAE and MSE scores. Based on Table II, the proposed mixture of Poisson denoising improves on the state-of-the-art wavelet-based Poisson denoising methods in almost all cases (and even the DCT-based method of [2] in most cases).
C. Discussions
For the sake of completeness, the DCT-based denoising method was also considered and compared to. Unsurprisingly, DCT-based denoising method shown in Figure 8 (e) is largely free of the artifacts in question, thanks to a better agreement between DCT noise distribution in simulation and in real sensor data. Though the reconstructed edge contrast was higher, Fig. 10 . Denoising of image in Figure 6 (c) using state-of-the-art methods in [2] , [7] , [25] , and mixture of denoising methods, as proposed in (22) . Shown here with gamma correction. The computed noise parameters were α = 6.3958 and β = 1.9969 × 10 3 . (a) Skellam shrinkage [7] . (b) Mixture of [7] . (c) PURELET [25] . (d) Mixture of [25] . (e) VS-BM3D [2] . (f) Mixture of [2] .
there were a number of false edges and the output has a waxy appearance overall. When treated by the DCT mixture image denoising procedure, there were smaller differences between Figures 8-10 (e) and 8-10(f), respectively.
As noted in Section II-F.1, the spatial correlation of noise was negligible for the sensors we considered (Pearson productmoment correlation coefficient of less than 0.0449). At present, we have not explicitly considered spatial correlation, and most Poisson-based denoising algorithms do not handle such case [7] , [25] . However, it is conceivable that our proposed Poisson mixture image denoising technique in (22) would handle spatial correlation of noise if the Poisson image denoising method f P (h M ; αz, β) handles such case. We leave this as a future direction of study. IV. CONCLUSION We proposed a Poisson mixture noise model aimed at correcting the mismatch of the canonical noise models to the actual camera sensor noise distribution. Compared to the existing alternatives in (1)-(3) , the quantile analysis showed a provably better match between the Haar wavelet coefficient noise modeled by Poisson mixture and the empirical Haar wavelet coefficients computed from real sensor data. We developed a mixture of Poisson image denosing technique aimed at leveraging existing state-of-the-art Poisson denoising methods for real image sensor. Experimental results confirm that the mixture Poisson method improves the denoising performance in real camera data, eliminating impulse-noise-like denoising artifacts. The complexity of the mixture of Poisson image denoising is approximately twice that of the ordinary Poisson image denoising techniques.
