Thermal errors and force-induced errors are two most significant sources of the NC grinding machine inaccuracy. And error compensation technique is an effective way to improve the manufacturing accuracy of the NC machine tools. Effective compensation relies on an accurate error model that can predict the errors exactly during machining. In this paper, a PSO-BP neural network modeling technique has been developed to build the model of the dynamic and highly nonlinear thermal errors and grinding force induced errors. The PSO-BP neural network modeling technique not only enhances the prediction accuracy of the model but also reduces the training time of the neural networks. The radial error of a grinding machine has been reduced from 27 to 8 m µ after compensating its thermal error and force-induced error in this paper.
Introduction
The inaccuracy of grinding machines themselves is a major contributor to work-piece errors, so it is necessary to control the machine error sources. Grinding machine errors consist of thermal errors, grinding force-induced errors, geometric errors, dynamic errors, etc. Among them, thermal errors and force-induced errors, which are two most significant sources of machine tool inaccuracy [1] . The error compensation technique, which does not change the design of structure and mechanism of machine tools, is a cost-effective way of achieving high quality products. And it is probable that the accuracy of the machined workpieces is higher than the machine tool through the error compensation technique. Therefore the compensation of these error sources has received significant attention over the past few years. In this research, a synthetic model of the thermal errors and grinding-force induced errors is built using the combination of the BP neural networks and PSO algorithm. An error real-time compensation system based on the model has been developed to verify the model accuracy.
Hybrid of PSO algorithm and BP neural networks BP neural networks. Artificial neural network composed by lots of neurons with non-linear mapping ability is a non-linear dynamic system. Artificial neural network, which possesses particular structure and algorithm to treat data, has been used successfully in many fields and solved many complicated problems which can't be solved using traditional methods. Neural network modeling refers to training the neural network by means of its input and output data and building a neural network model whose performance of inputs and outputs is equivalent to the actual process.
BP (Back Propagation) neural networks, which also are named multiple layer feed-forward neural network, are used more widely than the others neural network. BP neural networks have one or more hidden layers nodes besides input nodes and output nodes. The nodes in the same layer have no coupling and its transfer function of neuron usually is sigmoid function. BP neural network's output varies continuously but not linearly as the input changes and BP neural networks can dispose of data of a complex process.
The learning phase of BP algorithm is composed of two parts: forward propagation part and back propagation part. During the forward propagation part, input signals are dealt with from the input layer across the hidden layer and transferred to the output layer. If the expected output cannot be obtained in the output layer, the error value is then propagated backwards through the network, and changes are made to the weights in each layer. The weights are repeatedly modified until the overall value of error drops below a pre-determined threshold. BP algorithm is simple and easy to realize, but it has some shortcomings such as low convergence rate, bad stability and proneness to yield to local minimum. Therefore in this paper particle swarm optimization (PSO) algorithm is used to train the BP neural networks to increase the propagation accuracy between input and output layers and reduce the training time.
Train the BP neural networks using PSO algorithm. PSO (Particle Swarm Optimization) put forward by Kennedy and Eberhart is a stochastic global optimization technique inspired by social behavior of bird flocking [2, 3] . It has been used for finding promising solutions in complex search space through the interaction of particles in a swarm. The advantages of PSO are easy to implement, few parameters to adjust, small population size and quick convergence ability etc. Therefore PSO algorithm is widely used to solve many complicated problems such as control, function optimization and machine learning etc [4, 5] .
All individuals are described as a group of random particles in PSO algorithm. Each particle is treated as a point without mass and volume in a D-dimensional space. Each particle is capable of adjusting its flight in accordance with its own and all of other members' flight experience. The PSO algorithm's search is based on the orientation by tracing Pbest that is each particle's best position in its history and tracing Gbest that is all particles' best position in their history. Each particle has a "fitness value" that is calculated out according to the objective function to evaluate the particle itself in actual operation. Each particle is updated time after time by following the two "best" values and the new population is produced.
PSO is a kind of global optimal algorithm based on multiple iterations. The velocity and position of each particle in the kth iteration are updated according to the following equations [2, 3]: 2 c c = = ; r 1 and r 2 are random numbers in the range of (0,1); w is named as inertial weight which can be worked out in accordance with the following equation [6] :
Where: Iter is the current iteration number; max Iter is the maximum number of iteration. The parameters of the BP neural networks are optimized using PSO algorithm in this paper to avoid getting trapped in local minima and improve the learning rate of the network training process. Here all of elements of the position vector x r of the particle are corresponding with all of connection weights and threshold. The position vector x r is initialized and the best position is researched according to PSO algorithm. The particle is evaluated according to its fitness value. So a fitness value function is necessary. In this paper the mean square deviation J is determined as the fitness value function. Where J: (2) Calculate the current fitness value of each particle according to the fitness function (4) and compare the current fitness value with the best historical fitness value of this particle. If the current value is superior to the historical best historical fitness value, replace the historical best fitness value with the current fitness value, save the current position of this particle as the best historical position. Namely, updating the Pbest ;
(3) Compare the current fitness values of all of particles with the best historical fitness value of the population. If the current fitness value of one particle is superior to the population best historical fitness value, set the position of the particle as all particles' best position, record the number of the particle. Namely, updating the Gbest ;
(4) Update the position and velocity time after time according to Eqs. or the error meets the minimum error demand), the iteration stops and optimal solution is given; else, go to step (2) .
Analysis and measurement of thermal errors and grinding force induced errors
Determine the critical temperature points. As the Fig.1 shows, the experiment set-up for error compensation is a precision NC cylindrical grinding machine. The number of the temperature variables is a key factor to the accuracy of the thermal errors model. The accuracy of the thermal error model shouldn't be ensured if the number is too small. The calculating time and the relevant cost should increase if the number is too big. Therefore the temperature variables should be determined before constructing the thermal error model. The thermal errors of the machine can be treated as the superposition of a series of thermal error modes with corresponding modes shapers and time constants. Through research of thermal error mode analysis and optimization of thermal error sensor locations [7] , it is clear that just four thermistors are enough to estimate the thermal errors of the machine. The four critical temperature points of the grinding machine for thermal error modeling are the temperature h T of the headstock, the temperature s T of the grinding wheel spindle, the temperature b T of the machine tool bed and the coolant temperature c T as shown separately in Fig.1 .
Analyze the grinding force induced error. The grinding force induced error mainly depends on the grinding force and the stiffness of the grinding machine. The stiffness of a grinding machine is postulated to be constant in this research, so the grinding force induced error can be analyzed according to the factors of influencing cutting forces.
The main factors of influencing grinding forces known from the metal cutting theory include the following: workpiece material, grinding wheel material, grinding parameters (include rotation speed n , grinding depth p a and axial feed a f ), geometric parameters of the grinding wheel and grinding wheel wear etc. If all factors of influencing cutting forces are set as the input variables of the neural networks, the complexity of the neural network model, the training sample size and the amount of calculation will increase. Therefore the grinding depth p a and the axial feed a f are only chosen as the neural network input variables in this paper in accordance with our practical experience and the requirement of this research. Precision Surface Finishing and Deburring Technology Robust modeling. In this research, enough sample data can be gotten using the thermistors, the displacement sensor and the different combinations of the grinding parameter to train the neural networks. The parameters and their corresponding values of PSO and BP neural networks are listed in Tables 1 and 2:   Table 1 The topology structure of the neural networks in this paper is 6-13-1, so a total of 105 connection weights and thresholds need to be optimized. Therefore the particles should research their best positions in the 105-dimension space. All initial connection weights and thresholds are random numbers in the range of (0, 1); the total number of the particles is set as 200. The best connection weights and thresholds should correspond with the minimum mean square deviation J.
The synthetical model of thermal errors and cutting force induced errors is determined after all connection weights and thresholds are optimized using PSO algorithm. Then the model is stored in the computer for real-time compensating. When compensating, the error compensation value is worked out according to the errors model and then are fed back into the CNC of the machine tool. The real-time compensation is realized after the compensation value is added to the control signal of the servo loop.
Some shafts were grinded after the precision grinding machine is compensated. Fig.3 
Measured
Predicted Residuals Fig.4 The compensation data based on the PSO algorithm error model
The initial error of the precision grinding machine is about 27 m µ . The residual error in Fig.3 is about 10 m µ and the error in Fig.4 is about 8 m µ . Therefore the error model built using the PSO-BP modeling technique is more accurate and the PSO-BP modeling technique has strong ability of information processing.
Conclusion
In this paper, an error model based on the PSO-BP modeling technique has been developed to predict the thermal error and the grinding force induced error on a precision grinding machine. It can be seen from the experimental results that the radial error of the grinding machine has been reduced from 27 to 8 m µ after the error compensation. The PSO-BP neural network model not only enhances the prediction accuracy of the thermal errors but may also reduce the training time of the neural networks.
