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HARISH-CHANDRA BIMODULES FOR QUANTIZED SLODOWY SLICES
VICTOR GINZBURG
To the memory of Peter Slodowy
Abstract. The Slodowy slice is an especially nice slice to a given nilpotent conjugacy class
in a semisimple Lie algebra. Premet introduced noncommutative quantizaions of the Poisson
algebra of polynomial functions on the Slodowy slice.
In this paper, we define and study Harish-Chandra bimodules over Premet’s algebras. We
apply the technique of Harish-Chandra bimodules to prove a conjecture of Premet concerning
primitive ideals, to define projective functors, and to construct ‘noncommutative resolutions’
of Slodowy slices via translation functors.
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1. Geometry of Slodowy slices
1.1. Introduction. Let g be a semisimple Lie algebra, and Ug the universal enveloping
algebra of g. For any nilpotent element e ∈ g, Slodowy used the Jacobson-Morozov theorem
to construct a slice to the conjugacy class of e inside the nilpotent variety of g. This slice, S,
has a natural structure of an affine algebraic Poisson variety.
More recently, Premet [P1] has defined, following earlier works by Kostant [Ko], Kawanaka
[Ka], and Moeglin [Mœ], for each character c of the center of Ug, a filtered associative
algebra Ac. The family of algebras Ac may be thought of as a family of quantizations of the
Slodowy slice S in the sense that, for any c, one has a natural Poisson algebra isomorphism
grAc ∼= C[S]. For further developments see also [BK1], [BGK], [Lo1], [P2]-[P3].
The algebras Ac have quite interesting representation theory which is similar, in a sense,
to the representation theory of the Lie algebra g itself. It is well known that category O of
Bernstein-Gelfand-Gelfand plays a key role in the representation theory of g. Unfortunately,
there seems to be no reasonable analogue of category O for the algebra Ac, apart from some
special cases, cf. [BK1], [BGK].
In this paper, we propose to remedy the above mentioned difficulty by introducing a
category of (weak) Harish-Chandra bimodules over the algebra Ac. Our definition of weak
Harish-Chandra bimodules actually makes sense for a wide class of algebras, cf. Definition
4.1.1. We show in particular that, in the case of enveloping algebras, a weak Harish-Chandra
Ug-bimodule is a Harish-Chandra bimodule in the conventional sense (used in representation
theory of semisimple Lie algebras for a long time) if and only if the corresponding D-module
on the flag variety has regular singularities, cf. Proposition 6.6.1. Motivated by this result,
we use ‘micro-local’ technique developed in §6 to introduce a notion of ‘regular singularities’
1
for Ac-bimodules.
1 We then define Harish-Chandra Ac-bimodules as weak Harish-Chandra
bimodules with regular singularities.
Let Ic be the maximal ideal of the center of the algebra Ug corresponding to a regular
central character c. There is an associated block Oc, of the category O of Bernstein-Gelfand-
Gelfand, formed by the objects M ∈ O such that the Ic-action on M is nilpotent. One
may also consider an analogous category of Harish-Chandra Ug-bimodules. Specifically, one
considers Harish-Chandra Ug-bimodules K such that the left Ic-action on K is nilpotent and
such that one hasKIc = 0. It is known that the resulting category is, in fact, equivalent to the
category Oc, see [BG]. Thus, one may expect the category of Harish-Chandra Ac-bimodules
to be the right substitute for a category O(Ac) that may or may not exist.
For any algebra A, a basic example of a weak Harish-Chandra A-bimodule is the algebra A
itself, viewed as the diagonal bimodule. Sub-bimodules of the diagonal bimodule are nothing
but two-sided ideals of A. This shows that the theory of (weak) Harish-Chandra A-bimodules
is well suited for studying ideals in A, primitive ideals, in particular.
We construct an analogue of the Whittaker functor from the category of Harish-Chandra
Ug-bimodules to the category of Harish-Chandra Ac-bimodules. Among our most important
results are Theorem 4.1.4 and Theorem 4.2.2 which describe key properties of that functor.
We use the above results to provide an alternative proof of a conjecture of Premet that
relates finite dimensional Ac-modules to primitive ideals I ⊂ Ug such that the associated
variety of I equals AdG(e), the closure of the conjugacy class of the nilpotent e ∈ g. This
conjecture was proved in a special case by Premet [P3], using reduction to positive char-
acteristic, and in full generality by Losev [Lo1], using deformation quantization, and later
also by Premet [P4]. Our approach is totally different from the aproaches used by Losev or
Premet and is, in a way, more straightforward. Some results closely related to ours were also
obtained by Losev [Lo2].
Finally, we introduce translation functors on representations of the algebra Ac. In §6, we
use those functors to construct ‘noncommutative resolutions’ of the Slodowy slice by means
of a noncommutative Proj-construction. Similar construction has been successfully exploited
earlier, in other situations, by Gordon and Stafford [GS], and by Boyarchenko [Bo].
A different approach to ‘noncommutative resolutions’ of Slodowy slices was also proposed
by Losev in an unpublished manuscript.
Remark 1.1.1. We expect that, in the special case of subregular nilpotent elements, our con-
structuion of noncommutative resolution reduces to that of Boyarchenko. In more detail,
Boyarchenko considered noncommutative resolutions of certain noncommutative algebras in-
troduced by Crawley-Boevey and Holland [CBH]. These algebras are quantizations of the
coordinate ring of a Kleinian singularity. By a well known result of Brieskorn and Slodowy
[Sl], the Slodowy slice to the subregular nilpotent in a simply laced Lie algebra g is isomor-
phic, as an algebraic variety, to the Kleinian singularity associated with the Dynkin diagram
of g. Furthermore, it is expected (although no written proof of this seems to be available, ex-
cept for type A, see [Hod]) that the algebras Ac are, in that case, isomorphic to the algebras
constructed by Crawley-Boevey and Holland. Thus, our noncommutative resolutions should
correspond, via the isomorphism, to those considered by Boyarchenko.
Acknowledgments. I am very much indebted to Ivan Losev for initiating this work, for very useful discus-
sions, and for explaning to me the results of [Lo2] before that work was made public. I also thank Mitya
1Our definition of regular singularities works more generally, for modules over an arbitrary filtered C-
algebra A having the property that grA is a finitely generated commutative algebra such that the Poisson
scheme Spec(grA) admits a symplectic resolution.
2
Boyarchenko for explaining to me some details of his work [Bo], and Iain Gordon for a careful reading of a
preliminary draft of this paper. This work was supported in part by the NSF grant DMS-0601050.
1.2. Let g be a complex semisimple Lie algebra and G the adjoint group of g.
From now on, we fix an sl2-triple {e, h, f} ⊂ g, equivalently, a Lie algebra imbedding
sl2 →֒ g such that
(
0 1
0 0
)
7→ e and
(
1 0
0 −1
)
7→ h. Slodowy (as well as Harish-Chandra)
showed, see e.g. [Sl, §7.4], that the affine linear space e + Ker(ad f) is a transverse slice to
the AdG-conjugacy class of e, a nilpotent element of g.
The Killing form on g provides an AdG-equivariant isomorphism κ : g ∼→ g∗, where g∗ is
the vector space dual to g. Put χ := κ(e) ∈ g∗. Write N ⊂ g∗ for the image of the set
of nilpotent elements of g, resp. S ⊂ g∗ for the image of the set e + Ker ad f , under the
isomorphism κ. Thus, S is a transverse slice at χ, to be called the Slodowy slice, to the
coadjoint orbit O := AdG(χ).
Below, we mostly restrict our attention to the scheme theoretic intersection S := S ∩ N .
Extending some classic results of Kostant, Premet proved the following, [P1, Theorem 5.1].
Proposition 1.2.1. The scheme S is reduced, irreducible, and Gorenstein. Moreover, it is
a normal complete intersection in S of dimension dimN − dimO. 
1.3. The Lie algebra m. The adh-action on g yields a weight decomposition
g =
⊕
i∈Z g(i) where g(i) = {x ∈ g
∣∣ [h, x] = ix}. (1.3.1)
Note that e is a nonzero element of g(2). Hence, the assignment g(−1)×g(−1)→ C, x, y 7→
χ([x, y]), gives a skew-symmetric nondegenerate bilinear form on g(−1). We choose and fix
ℓ ⊂ g(−1), a Lagrangian subspace with respect to that form.
Following Kawanaka [Ka] and Moeglin [Mœ], one puts
m := ℓ
⊕ (
⊕
i≤−2
g(i)
)
.
Thus, m is a nilpotent Lie subalgebra of g such that the linear function χ vanishes on
[m,m]. Let M be the unipotent subgroup of G with Lie algebra m. By a standard easy
computation one finds, cf. (1.4.1),
dimM = 12 dimO. (1.3.2)
Write V ⊥ ⊂ g∗ for the annihilator of a vector subspace V ⊂ g. We will prove
Proposition 1.3.3. (i) Any AdG-orbit in g∗ meets the affine space χ+m⊥ transversely.
(ii)We have O∩ (χ+m⊥) = AdM(χ) is a closed Lagrangian submanifold in the coadjoint
orbit O = AdG(χ), a symplectic manifold with Kirillov’s symplectic structure.
(iii) The scheme theoretic intersection N ∩ (χ+m⊥) is a reduced complete intersection in
χ+m⊥; the M -action induces an M -equivariant isomorphism M × S ∼→ N ∩ (χ+m⊥).
Remark 1.3.4. Using the isomorphism in the last line above, we may write
S ∼= [N ∩ (χ+m⊥)]/AdM. (1.3.5)
This formula means that the variety S may be obtained fromN by a Hamiltonian reduction
with respect to the natural M -action on N .
Conjecture 1.3.6. There exists a Borel subalgebra b ⊂ g such that b⊥ ∩AdM(χ) = {χ}.
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Remark 1.3.7. We recall that, for any Borel subalgebra b, (each irreducible component of)
the set (b⊥ ∩O)red is known to be a Lagrangian subvariety in O, see [CG, Theorem 3.3.6].
Thus, Conjecture 1.3.6 says that there exists a Borel subalgebra b such that the two
Lagrangian subvarieties b⊥ ∩O and AdM(χ) meet at a single point χ.
Let ̟ : g∗ → m∗ be the canonical projection induced by restriction of linear functions from
g to m. The map ̟ may be thought of as a moment map associated with the AdM -action
on g∗. We put χm := χ|m = ̟(χ). Observe that χm ∈ m
∗ is a fixed point of the coadjoint
M -action on m∗, and we have ̟−1(χm) = χ+m
⊥.
We write OY for the structure sheaf of a scheme Y . Let Oχ denote the localization of the
polynomial algebra C[m∗] at the point χm.
Corollary 1.3.8. Let Y be a G-scheme, and let f : Y → g∗ be a G-equivariant morphism
such that χ ∈ f(Y ). Then, we have
(i) The point χm is a regular value of the composite map ̟ ◦f .
(ii) Given a G-equivariant coherent OY -module M , the localization (̟ ◦ f)
∗Oχ
⊗
OY
M is
a flat (̟ ◦f)
q
Oχ-module.
(iii) If Y is reduced and irreducible, then f−1(S) is a reduced complete intersection in Y, of
dimension dim f−1(S) = dimY − dimO. 
Proof. The transversality statement of Proposition 1.3.3(i) may be equivalently reformulated
as follows:
For any x ∈ g∗, the point χm is a regular value of the composite map AdG(x) →֒ g
∗ ̟→ m∗.
The above statement insures that, for any point y ∈ Y such that ̟(f(y)) = χm, the
differential d̟ ◦df : TyY → Tχmm
∗, of the map ̟ ◦f , is a surjective linear map. This yields
part (i) of the corollary. Parts (ii)-(iii) follow from (i) combined with Proposition 1.3.3(i). 
1.4. Proof of Proposition 1.3.3. First, we recall a few well known results. Write gx ⊂ g
for the centralizer of an element x ∈ g. To prove formula (1.3.2), we compute
dimm = dim
(⊕
i<0 gi
)
− 12 dim g(−1) =
1
2 [dim g− dim g(0)] −
1
2 dim g(−1).
By sl2-theory, one has that dim g(0) + dim g(1) = dim g
e. Hence, we find
dimm = 12 [dim g− dim g(0)− dim g(1)] =
1
2 [dim g− dim g
e] = 12 dimO. ✷ (1.4.1)
Observe next that, for the element f of our sl2-triple, we have g
f ⊂
⊕
i≤0 g(i), by sl2-
theory. It follows that S ⊂ χ+m⊥. Also, it is easy to see that the set χ+m⊥ is stable under
the coadjoint M -action. Moreover, it was proved in [GG, Lemma 2.1] that the M -action
in χ + m⊥ is free, and the action-map induces an M -equivariant isomorphism of algebraic
varieties:
M × S ∼→ χ+m⊥, (1.4.2)
where M acts on M × S via its action on the first factor by left translations.
We may exponentiate the Lie algebra map sl2 → g to a rational group homomorphism
SL2 → G. Restricting the latter map to the torus C
× ⊂ SL2, of diagonal matrices, one gets
a morphism γ : C× → G, t 7→ γt. Following Slodowy, one defines a •-action of C
× on g by
C
× ∋ t : x 7→ t • x := t2 ·Ad γt−1(x), x ∈ g. (1.4.3)
Since Ad γt(e) = t
2 · e, the •-action fixes e. Dualizing, one gets a •-action of C× on g∗ that
fixes the point χ ∈ g∗. It is easy to see that each of the spaces, χ+ S and χ+m⊥, is •-stable
and, moreover, the •-action contracts the space χ+m⊥ to χ.
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Proof of Proposition 1.3.3. Observe first the statement of part (i) is clear for the orbit O =
AdG(χ), since the space χ + m⊥ contains a transverse slice to O. Below, we will use the
identification κ : g ∼→ g∗, so χ gets identified with e, and we may write χ+m⊥ ⊂ g.
Now, let x ∈ χ + m⊥ be an arbitrary element and put O := AdG(x). We are going to
reduce the statement (i) for O to the special case of the orbit O using the •-action as follows.
Observe that the tangent space to O at the point x equals TxO = [g, x] = adx(g), a vector
subspace of g. Proving part (i) amounts to showing that the composite pr ◦κ ◦ adx : g →
g
∼→ g∗ ։ m∗ is a surjective linear map, for any x ∈ χ+m⊥. It is clear that, for any x ∈ g
sufficiently close to e, the map pr ◦κ ◦ adx is surjective, by continuity. Since the •-action on
χ + m⊥ is a contraction, we deduce by C×-equivariance that the surjectivity holds for any
x ∈ e+m⊥. Part (i) is proved.
The isomorphism of part (iii) follows from Proposition 1.2.1, by restricting isomorphism
(1.4.2) to N . All the other claims of part (iii) then follow from the isomorphism.
To prove (ii), we observe first, that since χ vanishes on [m,m], the vector space adm(χ)
is an isotropic subspace of the tangent space TχO. This implies, by M -equivariance, that
AdM(χ) is an isotropic submanifold of O. This AdM -orbit is closed since M is a unipotent
group. Finally, theM -action being free we find dimAdM(χ) = dimM = 12 dimO, by formula
(1.3.2). It follows that AdM(χ) is a Lagrangian submanifold of O. 
2. Springer resulution of Slodowy slices
2.1. The Slodowy variety. Let B be the flag variety, i.e., the variety of all Borel subal-
gebras in g. Let T ∗B be the total space of the cotangent bundle on B, equipped with the
standard symplectic structure and the natural Hamiltonian G-action. An associated moment
map is given by the first projection
π : T ∗B = {(λ, b) ∈ g∗ × B
∣∣ λ ∈ b⊥} −→ g∗, (λ, b) 7→ λ. (2.1.1)
The map π, called Springer resolution, is a symplectic resolution of N . This means that,
one has N = π(T ∗B) and, moreover, π is a resolution of singularities of N such that the
pull-back morphism π∗ : Og∗ → OT ∗B intertwines the Kirillov-Kostant Poisson bracket on
Og∗ with the Poisson bracket on OT ∗B coming from the symplectic structure on T
∗B.
The Slodowy variety is defined as S˜ := π−1(S) = π−1(S), a scheme theoretic preimage of
the Slodowy slice under the Springer resolution. Also, let Bχ := π
−1(χ)red be the Springer
fiber over χ, equipped with reduced scheme structure. Clearly, we have Bχ ⊂ S˜.
Proposition 2.1.2. (i) The map π : S˜ → S is a symplectic resolution, in particular, S˜ is a
smooth and connected symplectic submanifold in T ∗B of dimension dim S˜ = 2dimBχ.
(ii) The Springer fiber Bχ is a (not necessarily irreducible) Lagrangian subvariety of S˜.
Our next goal is to find a Hamiltonian reduction construction for the variety S˜. Specifically,
we would like to get an analogue of formula (1.3.5) where the variety S is replaced by S˜ and
where the symplectic manifold T ∗B plays the role of the Poisson variety N . To do so, it is
natural to try to replace, in formula (1.3.5), the space χ+m⊥ by π−1(χ+m⊥). Thus, we are
led to introduce a scheme
Σ := π−1(χ+m⊥) = (̟ ◦π)−1(χm) ⊂ T
∗B. (2.1.3)
Proposition 2.1.4. (i) The scheme Σ is a (reduced) smooth connected manifold, and we
have dimΣ = dimB + dimBχ = dimT
∗B − dimm.
(ii) The scheme Σ isM -stable, and the action-map induces an M -equivariant isomorphism
M × S˜ ∼→ Σ. (2.1.5)
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(iii) The scheme Σ is a coisotropic submanifold in T ∗B; the nil-foliation on Σ coincides
with the fibration by M -orbits.
2.2. Proof of Propositions 2.1.2 and 2.1.4. There is a natural C×-action on T ∗B along
the fibers of the cotangent bundle projection T ∗B → B. Thus, the group G × C× acts on
T ∗B by (g, z) : x 7→ z · g(x). Further, we define a •-action of the torus C× on T ∗B by the
formula C× ∋ t : x 7→ t • x := t2 · γt−1(x), cf. (1.4.3).
The Springer resolution (2.1.1) is a G × C×-equivariant morphism. Hence, the map π
commutes with the •-action as well. It follows in particular that Bχ, S˜, and Σ, are all •-
stable subschemes of T ∗B. The •-action retracts χ + m⊥ to χ, hence, provides a retraction
of Σ = π−1(χ+m⊥) to Bχ = π
−1(χ).
Further, a result of Spaltenstein [Spa] says that the Springer fiber is a connected variety
and, moreover, all irreducible components of Bχ have the same dimension, cf. also [CG,
Corollaries 7.6.16 and 3.3.24], which is equal to
dimBχ = dimB −
1
2 · dimO. (2.2.1)
Proof of Proposition 2.1.4. Corollary 1.3.8(i) insures that the point χm ∈ m
∗ is a regular
value of the map ̟ ◦π : T ∗B → m∗. It follows, in particular, that Σ is a (reduced) smooth
subscheme of T ∗B and that dimΣ = dimT ∗B−dimm. Furthermore, (2.1.5) holds as a scheme
theoretic isomorphism and we have dimΣ = dim S˜ + dimm.
Since Bχ is connected and the •-action contracts S˜, resp. Σ, to Bχ, we deduce that S˜,
resp. Σ, is a connected manifold. This completes the proof of Proposition 2.1.4(i).
Part (ii) of the proposition is immediate from the isomorphism of Corollary 1.3.3(i). Part
(iii) is a general property of the fiber of a moment map over a regular value, see eg. [GuS]. 
Proof of Proposition 2.1.2. First of all, we observe that the smoothness of Σ, combined with
(2.1.5), implies that S˜ is a smooth scheme. Furthermore, from part (iii) of Proposition 2.1.4
and the isomorphism S˜ ∼= Σ/M we deduce that the symplectic 2-form on T ∗B restricts to a
nondegenerate 2-form on S˜. This yields Proposition 2.1.2(i).
Further, we know that π : S˜ ։ S is a projective and dominant morphism which is an
isomorphism over the open dense subset of S formed by regular nilpotent elements. It follows
that the map π : S˜ ։ S is a symplectic resolution. The scheme S being irreducible, we
deduce that S˜ is connected (we have already proved this fact differently in the course of the
proof of Proposition 2.1.4).
By Proposition 1.2.1, we get dim S˜ = dimS = dim g − rk g− dimO. Hence, using (2.2.1)
and the equality 2 dimB + rk g = dim g, we find dim S˜ = (2dimB + rk g)− rk g− 2(dimB −
dimBχ) = 2dimBχ. This completes the proof of part (i) of Proposition 2.1.2.
To prove part (ii), let y = (b, χ) ∈ Bχ. Recall that any tangent vector to T
∗B at y can
be written in the form ad∗ a(y) + α, for some a ∈ g and some vertical vector α ∈ b⊥ (i.e. a
vector tangent to the fiber of the cotangent bundle). It is clear that such a vector ad∗ a(y)+α
is tangent to Bχ if and only if one has α + ad
∗ a(χ) = 0. Now, let ad∗ b(y) + β be a second
tangent vector at y which is tangent to Bχ at the point y. Thus, we have ad
∗ a(χ) = −α and
ad∗ b(χ) = −β.
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Using an explicit formula for the symplectic 2-form ω
T∗B
on T ∗B, see eg. [CG, Proposition
1.4.11], we find
ω
T∗B
(ad∗ a(y) + α, ad∗ b(y) + β) = χ([a, b]) + α(b) − β(a)
= χ([a, b]) − (ad∗ a(χ))(b) + (ad∗ b(χ))(a)
= χ([a, b]) − χ([a, b]) − χ([a, b]) = −χ([a, b]).
Next, let ωO denote the Kirillov-Kostant 2-form on the orbit O. By definition, we have
ωO(ad
∗ a(χ), ad∗ b(χ)) = χ([a, b]). Further, it is known that O∩b⊥ is an isotropic subvariety
in O, cf. [CG, Theorem 3.3.7]. The vectors ad∗ a(χ) = −α, ad∗ b(χ) = −β ∈ b⊥ are clearly
tangent to that subvariety. We deduce 0 = ωO(ad
∗ a(χ), ad∗ b(χ)) = χ([a, b]). 
Remark 2.2.2. The smoothness statement in Proposition 2.1.2(i) is a special case of the
following elementary general result.
Let X be a G-scheme, and let F : X → g∗ be a G-equivariant morphism such that
χ ∈ F (X). Set S˜ := F−1(S), a scheme theoretic preimage of S, and write FS = F |eS : S˜→ S.
Then, for any x ∈ F−1(χ), there are local isomorphisms (X,x) ∼→ (O, χ) × (S˜, x), resp.
(g∗, χ) ∼→ (O, χ)×(S, χ), in e´tale topology, such that the map F goes, under the isomorphisms,
to the map IdO × FS : O× S˜→ O× S.
2.3. Given a manifold Y , we write p : T ∗Y → Y for the cotangent bundle projection.
Let X ⊂ Y be a submanifold. Below, we will use the following
Definition 2.3.1. A submanifold Λ ⊂ p−1(X) is said to be a twisted conormal bundle on
X if Λ is a Lagrangian submanifold of T ∗Y and, moreover, the map p makes the projection
Λ→ X an affine bundle.
Let σ be the restriction to Σ ⊂ T ∗B of the projection p : T ∗B → B. It is clear that σ(Σ)
is an M -stable subset of B, and one has the following diagram of M -equivariant maps
Σ
σ
}}}}{{
{
{
{
{
{
{
π
&& &&L
LL
LL
LL
LL
LL
σ(Σ) N ∩ (χ+m⊥)
(2.3.2)
Proposition 2.3.3. (i) For a Borel subalgebra b, we have: b ∈ σ(Σ) ⇔ χ|m∩b = 0.
(ii) For any M -orbit X ⊂ σ(Σ), the map σ makes the projection σ−1(X) → X a twisted
conormal bundle on the submanifold X ⊂ B.
Remark 2.3.4. Let B◦ be the set of all Borel subalgebras b such that b ∩m = 0. It is easy to
see that B◦ is an M -stable, Zariski open and dense subset of B. Part (i) of Proposition 2.3.3
implies that we have B◦ ⊂ σ(Σ).
Proof. Clearly, b ∈ σ(Σ) if and only if the fiber σ−1(b) is non-empty. By definition, we have
σ−1(b) = {(λ, b) ∈ g∗ × B
∣∣ λ ∈ b⊥ and λ ∈ χ+m⊥} ∼= b⊥ ∩ (χ+m⊥). (2.3.5)
Note that χ|m∩b = 0 says that χ ∈ (b ∩m)
⊥. Thus, the equivalences below yield part (i),
b ∈ σ(Σ) ⇐⇒ σ−1(b) 6= ∅ ⇐⇒ b⊥ ∩ (χ+m⊥) 6= ∅ ⇐⇒ χ ∈ b⊥ +m⊥ = (b ∩m)⊥.
To prove (ii), fix a point b ∈ σ(Σ), and let X := M · b ⊂ B be the M -orbit of the point
b. Thus, writing B for the Borel subgroup corresponding to b, we have X ∼= M/M ∩ B.
Further, we may use the last displayed formula above and choose λb ∈ b
⊥ and µb ∈ m
⊥ such
that χ = λb+ µb.
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Claim 2.3.6. The map σ : σ−1(X) → X is M -equivariantly isomorphic to the fibration
φ : M ×M∩B
(
λb+ (m
⊥ ∩ b⊥)
)
→M/M ∩B.
The above claim implies part (ii) since the fibration φ, of the claim, is well known to be a
twisted conormal bundle on the submanifold X ⊂ B = G/B, cf. [CG, Proposition 1.4.14].
To prove Claim 2.3.6, we write χ+ m⊥ = λb+ µb+m
⊥ = λb+ m
⊥. Hence, using (2.3.5),
we may write
σ−1(b) = b⊥ ∩ (χ+m⊥) = b⊥ ∩ (λb+m
⊥) = {λ ∈ b⊥
∣∣ λ− λb ∈ m⊥} = λb+ (b⊥ ∩m⊥),
which is an affine-linear subspace in b⊥ obtained from the vector space b⊥ ∩ m⊥ ⊂ b⊥ by
translation. It follows that σ−1(M · b) ∼=M ×M∩B σ
−1(b) ∼=M ×M∩B
(
λb+ (m
⊥ ∩ b⊥)
)
.
Now, we identify the tangent space to B, resp. to theM -orbit X, at the point b with TbB =
g/b, resp. with TbX = (m + b)/b ⊂ g/b. We see that the vector space b
⊥ ∩m⊥ = (m + b)⊥
equals the annihilator of TbX in TbB. This proves Claim 2.3.6, and part (ii) follows. 
3. Quantization
3.1. The Premet algebra. Given a Lie algebra k, we write Sym k for the Symmetric, resp.
Uk for the enveloping, algebra of k. We keep the notation of the previous section, fix χ ∈ N ,
and define a linear map m→ Sym g, resp. m→ Ug, by the assignment m 7→ m− χ(m). Let
mχ denote the image. Using the canonical isomorphism C[g
∗] = Sym g, one can identify mχ
with the space of degree ≤ 1 polynomials on g∗ vanishing on χ+m⊥.
Let Zg denote the center of Ug and write SpecmZg for the set of maximal ideals of the
algebra Zg. Given c ∈ SpecmZg, let Ic ⊂ Zg denote the corresponding maximal ideal, and
put Uc := Ug/Ug · Ic. Let Uc · mχ denote the left ideal of the algebra Uc generated by the
image of the composite mχ →֒ Ug ։ Uc.
Similarly, let Io denote the augmentation ideal of the algebra (Sym g)
AdG, and put So :=
Sym g/Sym g · Io. Thus, So = C[N ]. Let So ·mχ denote an ideal of the algebra So generated
by the image of the composite mχ →֒ Sym g ։ So. It is clear that we have
C[N ∩ (χ+m⊥)] = So/So ·mχ; by analogy, we put Qc := Uc/Uc ·mχ. (3.1.1)
The left ideal Uc ·mχ ⊂ Uc, resp. the ideal So ·mχ ⊂ So, is adm-stable. It is clear that the
scheme isomorphism (1.3.5) translates into the following algebra isomorphism
C[S] ∼= (So/So ·mχ)
adm; by analogy, we put Ac := (Uc/Uc ·mχ)
adm. (3.1.2)
It is easy to see that multiplication in Ug gives rise to a well defined (not necessarily
commutative) associative algebra structure on Ac. Furthermore, the above formulas show
that the algebra C[S] is obtained from C[N ] by a classical Hamiltonian reduction, resp. the
algebra Ac is obtained from Uc by a quantum Hamiltonian reduction. In particular, C[S] has a
natural Poisson algebra structure. The algebra A The family of algebras {Ac, c ∈ SpecmZg}
may be viewed as ‘quantizations’ of the Poisson algebra C[S].
Remark 3.1.3. Each of the algebras Ac is a quotient of a single algebra A := (Ug/Ug ·mχ)
adm.
This algebra A, that has been introduced and studied by Premet in [P1], is a Hamiltonian
reduction of the algebra Ug. The natural imbedding Zg →֒ Ug descends to a well-defined
algebra map  : Zg→ A with central image. It is easy to see that, for any central character
c, one has A/A · (Ic) = Ac.
It is immediate to check that, for any right Uc-module N , the assignment u : n 7→ nu
induces a well defined right Ac-action on the coinvariant space N/N ·mχ. This yields, in
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particular, a right Ac-action on Qc, cf. (3.1.1), that commutes with the natural left Uc-
action. In this way, Qc becomes an (Uc, Ac)-bimodule. Moreover, the right action of Ac gives
an algebra isomorphism Aopc
∼→ EndUc Qc.
3.2. Kazhdan filtrations. Given an algebra A with an ascending Z-filtration F qA, one puts
grF A :=
⊕
n∈Z FnA/Fn−1A, an associated graded algebra, resp. ReesF A :=
⊕
n∈Z FnA, the
Rees algebra. From now on, we assume that grF A is a finitely generated commutative
algebra.
Let V be a left A module equipped with an ascending Z-filtration F qV which is compatible
with the one on A. Then, Rees
F
V :=
⊕
n∈Z FnV acquires the structure of a left ReesF A-
module. The filtration on V is called good if that module is a finitely generated. In such a case,
grF V :=
⊕
n∈Z FnV/Fn−1V is a finitely generated grF A-module, and the support of grF V
is a closed subset Supp(grF V ) ⊂ Spec(grF A) (equipped with reduced scheme structure).
The following standard result is well known, cf. [ABO], Theorem 1.8 and Proposition 2.6.
Lemma 3.2.1. Let F qA be a Z-filtration on an algebra A such that Rees
F
A is both left and
right noetherian, and grF A is commutative. Then, for any left A-module V , we have
(i) All good filtrations on V are equivalent to each other and the set VarV := Supp(grF V )
is independent of the choice of such a filtration.
(ii) For any good filtration F qV and any A-submodule N ⊂ V , the induced filtration
F qN := N ∩ F qV is a good filtration on N . 
Given a vector space V equipped with an ascending Z-filtration F qV and with a direct
sum decomposition V =
⊕
a∈C V 〈a〉, one defines an associated Kazhdan filtration, a new
ascending Z-filtration on V , as follows
KnV :=
∑
a+2j≤n
(
FjV ∩ V 〈a〉
)
. (3.2.2)
Let Ug =
⊕
i∈Z Ug〈i〉 be the Z-grading induced by some Lie algebra grading g =
⊕
i∈Z g〈i〉.
We may take V := Ug and let FjV := U
≤jg, j = 0, 1, . . . , be the canonical ascending PBW
filtration on the enveloping algebra. Then, formula (3.2.2) gives an associated Kazhdan filtra-
tion K qUg, on Ug. This filtration is multiplicative, i.e., one has KiUg ·KjUg ⊂ Ki+jUg, ∀i, j.
For any i ∈ Z, we have g〈i〉 ∈ Ki+2Ug. We see as in [GG, §4.2] that the identity map g→ g
extends to a Poisson algebra isomorphism grK Ug
∼= Sym g. Further, it follows easily that the
algebra Rees
K
Ug is isomorphic to a quotient of Tg⊗C[t] by the two-sided ideal generated by
the elements x⊗y−y⊗x− [x, y]⊗t2, x, y ∈ g. Thus, Rees
K
Ug, is a finitely generated algebra.
Moreover, Rees
K
Ug, viewed as an algebra without grading, is independent of the grading on
g used in (3.2.2) (for V = Ug). For the trivial grading g = g〈0〉, the filtration K qUg is clearly
non-negative, and the corresponding algebra Rees
K
Ug is easily seen to be both left and right
noetherian. It follows that Rees
K
Ug is both left and right noetherian for any Lie algebra
Z-grading on g. In particular, Lemma 3.2.1 applies.
From now on, we let K qUg be the Kazhdan filtration associated with the grading (1.3.1)
by formula (3.2.2). Given a left Ug-module V , one may consider ascending filtrations F qV
which are compatible with the PBW filtration on Ug, in the sense that U≤ig · FjV ⊂ Fi+jV
holds for any i, j ∈ Z. One may also consider filtrations K qV which are compatible with the
above defined Kazhdan filtration on Ug, to be referred to as Kazhdan filtrations on V .
Assume, in addition, that the h-action on V is locally finite. Then there is a direct sum
decomposition V =
⊕
a∈C V 〈a〉 where, for any a ∈ C, one defines a generalized a-eigenspace
by the formula V 〈a〉 := {v ∈ V | ∃N = N(v) : (h − a)Nv = 0}. For any h-stable ascending
filtration F qV which is compatible with the PBW filtration on Ug, formula (3.2.2) gives an
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associated Kazhdan filtration K qV , on V . Clearly, one has FjV =
⊕
a∈C
(
FjV ∩ V 〈a〉
)
.
Using this, one obtains by an appropriate ‘re-grading procedure’ a canonical isomorphism
of Sym g-modules, resp. Rees
K
Ug-modules, (that does not necessarily respect the natural
gradings):
grF V
∼= grK V, resp. ReesF V
∼= Rees
K
V. (3.2.3)
Corollary 3.2.4. Let V be a finitely generated Ug-module such that the h-action on V is
locally finite. Then, one has
(i) For any good h-stable filtration F qV, on V , formula (3.2.2) gives a good and separated
Kazhdan filtration on V .
(ii) Any good Kazhdan filtration K′qV , on V , is equivalent to (3.2.2). Hence, it is a
separated filtration and, in g∗, one has VarK′ V = VarF V (set theoretic equality).
Proof. Let F qV be a good h-stable filtration. Clearly, it is bounded from below, hence,
separated. It follows that Rees
F
V is a finitely generated Rees
F
Ug-module and, moreover, we
have ∩j∈Z t
j ·Rees
F
V = 0. Thus, from (3.2.3) we deduce that Rees
K
V is a finitely generated
Rees
K
Ug-module and, moreover, we have ∩j∈Z t
j · Rees
K
V = 0. This yields (i). Part (ii) is
now a consequence of Lemma 3.2.1. 
From now on, in the setting of Corollary 3.2.4, we will use simplified notation VarV for
VarK′ V = VarF V.
3.3. Whittaker functors. Recall the space Qc = Uc/Ucmχ, which is an (Uc, Ac)-bimodule.
Associated with any left Ug-module, resp. Uc-module, V , is its Whittaker subspace:
HomUc(Qc, V ) = Wh
m(V ) := {v ∈ V
∣∣ mv = χ(m)v , ∀m ∈ m}. (3.3.1)
The right Ac-action on Qc gives the space Wh
mV a structure of left Ac-module. Similarly,
for any right Uc-module N , the right Ac-action on Qc gives the coinvariant space N/Nmχ =
N ⊗Uc Qc a structure of right Ac-module.
Below, we are also going to use a version of the Whittaker functor for bimodules. Given
an (Uc′ ,Uc)-bimodule K, the subspace Kmχ ⊂ K is stable under the adjoint m-action on K.
Hence, the latter action descends to a well defined adm-action on K/Kmχ. It is clear that,
for any x ∈ K/Kmχ and m ∈ m, one has mx = adm(x)+χ(m) ·x. We see in particular that
the adjoint m-action and the above defined right Ac-action on K/Kmχ commute.
Finally, we put
Whmm(K) := HomUc′ (Qc′ , K ⊗Uc Qc) = (K/Kmχ)
adm. (3.3.2)
The right Ac′-action on Qc′ and the right Ac-action on Qc make Wh
m
m(K) an (Ac′ , Ac)-
bimodule.
Definition 3.3.3. Let (Uc,mχ)-mod be the abelian category of finitely generated Uc-modules
V satisfying the following condition: for any v ∈ V there exists an integer n = n(v) ≫ 0
such that, we have (m1 ·m2 · . . . ·mn)v = 0, ∀m1, . . . ,mn ∈ mχ.
Objects of the category (Uc,mχ)-mod are called Whittaker modules. It is clear that Qc
is a Whittaker module. We let K qUc, resp. K qQc, be the quotient filtration induced by the
Kazhdan filtration on Ug. The Kazhdan filtration on Qc induces, by restriction, an algebra
filtration K qAc, on Ac ⊂ Qc. Note that, unlike the case of K qUc, the filtration K qQc, hence
also K qAc, is non-negative.
The proof of the following result repeats the proof of [GG, Proposition 5.2].
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Proposition 3.3.4. For any c ∈ SpecmZg, one has a graded Poisson algebra isomorphism
grKAc
∼= C[S], cf. (3.1.2). Furthermore, one has a graded (grK Uc, grKAc)-bimodule iso-
morphism grKQc
∼= So/Somχ =, cf. (3.1.1). 
From this proposition, using Proposition 1.2.1 and a result of Bjork [Bj], we deduce
Corollary 3.3.5. The algebra Ac is Cohen-Macaulay and Auslander-Gorenstein. 
Let K qV be a good Kazhdan filtration on an object V ∈ (Uc,mχ)-mod. Using that the
Kazhdan filtration on Qc is nonnegative, one proves that the filtration K qV is bounded from
below. If, in addition, the filtration K qV is m-stable then grK V is an M -equivariant C[N ]-
module such that the C[N ]-action factors through an action of the algebra C[N ∩ (χ+m⊥)].
In particular, we have VarV ⊂ N ∩ (χ+m⊥).
One has a graded algebra isomorphism C[N ∩ (χ+m⊥)] ∼= C[M ]⊗C[S] that results from
the scheme isomorphism of Proposition 1.3.3(iii). Here, the grading on C[M ] is the weight
grading with respect to the adjoint action of the 1-parameter subgroup t 7→ γt−1 . Hence, we
get grKQc = C[M ]⊗ C[S], by Proposition 3.3.4.
For any noetherian algebra B, let modB denote the category of finitely generated left
B-modules. Also, in part (ii) of the proposition below, given a filtration on a Ac-module N ,
we equip Qc ⊗Ac N with the tensor product filtration using the Kazhdan filtration on Qc.
Proposition 3.3.6. (i) The functor Whm : (Uc,mχ)-mod→ modAc is an equivalence.
(ii) For any good filtration on a Ac-module N , the natural map C[M ]⊗grN
∼→ grK(Qc⊗Ac N)
yields a graded C[N ]-module isomorphism. Furthermore, the functor N 7→ Qc⊗AcN provides
a quasi-inverse to the equivalence in (i).
(iii) For any good m-stable Kazhdan filtration K qV , on V ∈ (Uc,mχ)-mod, there are canon-
ical isomorphisms gr(WhmV ) ∼= (grK V )
M ∼= (grK V )|S , of graded C[S]-modules. 
The equivalences in parts (i)-(ii) of the above proposition are due to Skryabin, [Sk], and
the graded isomorphisms in parts (ii)-(iii) are immediate consequences of the results of [GG].
4. Weak Harish-Chandra bimodules
4.1. Let B and B′ be an arbitrary pair of nonnegatively filtered algebras such that grB
and grB′, the corresponding associated graded algebras, are finitely generated commutative
algebras isomorphic to each other. Thus, there is a well defined subset ∆ ⊂ Spec(grB) ×
Spec(grB′), the diagonal.
Associated with any finitely generated (B,B′)-bimodule K, viewed as a left B ⊗ (B′)op-
module, is its characteristic variety VarK ⊂ Spec(grB)× Spec(grB′).
Definition 4.1.1. A finitely generated (B,B′)-bimodule K is called a weak Harish-Chandra
(wHC) bimodule if, set theoretically, one has VarK ⊂ ∆.
It is straightforward to show the following
Proposition 4.1.2. (i) Any wHC (B,B′)-bimodule, viewed either as a left B-module, or
as a right B′-module, is finitely generated.
(ii) The category WH C (B,B′), of wHC bimodules, is an abelian category. 
Given a closed subset Z ⊂ Spec(grB) = Spec(grB′), let modZ B, resp. modZ B
′ be the
category of finitely generated left B-modules, resp. B′-modules, K such that VarK ⊂ Z.
One similarly defines WH C Z(B,B
′) to be the Serre subcategory of WH C (B,B′) formed
by the wHC bimodules K such that VarK ⊂ Z.
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Tensor product over B′ gives a bi-functor
WH C (B,B′)×modZ B −→ modZ B
′, K × V 7→ K ⊗B′ V. (4.1.3)
We have, in particular, the category WH C (Ug,Ug), where the enveloping algebra Ug is
equipped with the PBW filtration, not with Kazhdan filtration. Similarly, for any c′, c ∈
SpecmZg, one has the category WH C (Uc′ ,Uc), resp. WH C (Ac′ , Ac).
A finitely generated (Ug,Ug)-bimodule, resp. (Uc′ ,Uc)-bimodule, K such that the adjoint
g-action ad a : v 7→ av − va, on K, is locally finite is called a Harish-Chandra bimodule. It
is clear that any Harish-Chandra bimodule is a weak Harish-Chandra bimodule. However,
the converse is not true, in general, cf. section 6.6. We write H C (Uc′ ,Uc) for the abelian
category of Harish-Chandra (Uc′ ,Uc)-bimodules.
Let K be a Harish-Chandra (Uc′ ,Uc)-bimodule and let F qK be a good ad g-stable filtration
compatible with the tensor product of PBW filtrations on Uc′ and on U
op
c . The ad h-action on
K being locally finite, one can use formula (3.2.2) to define an associated Kazhdan filtration
K qK, on K. The latter induces a quotient filtration on K/Kmχ which gives, by restriction,
a filtration K q(WhmmK), on Wh
m
mK. It is easy to see that this filtration is compatible with
the algebra filtration on Ac′ ⊗A
op
c .
Recall the notation O = AdG(χ). LetN✸ be the union of all nilpotent AdG-orbits O′ ⊂ g∗
such that O 6⊂ O′. Thus, N✸ ⊂ N is a closed AdG-stable subset such that N✸ ∩ S = ∅.
The first main result of the paper is the following
Theorem 4.1.4. Let K ∈ H C (Uc′ ,Uc). Then, the following holds:
(i) For any good ad g-stable filtration on K, the associated filtration K q(WhmmK) is good;
moreover, one has a graded isomorphism of grAc′- and grAc-modules, gr(Wh
m
mK)
∼= (grK)|S ;
in particular, Var(WhmmK) = S ∩ VarK.
(ii) The functor K ⊗Uc (−) takes Whittaker modules to Whittaker modules, and there is a
natural isomorphism of functors that makes the following diagram commute
(Uc,mχ)-mod
K⊗Uc(−)

Whm // modAc
Whmm K⊗Ac(−)

(Uc′ ,mχ)-mod
Whm // modAc′
(4.1.5)
(iii) The assignment K 7→WhmmK induces a faithfull exact functor
H C (Uc′ ,Uc)/H CN✸(Uc′ ,Uc) → WH C (Ac′ , Ac).
The proof of Theorem 4.1.4 occupies subsections §§4.3-4.4. From part (i) of the theorem,
one immediately obtains
Corollary 4.1.6. For K ∈ H C (Uc′ ,Uc), we have:
O ⊂ VarK ⇐⇒ WhmmK 6= 0;
O = VarK ⇐⇒ dim(WhmmK) <∞. ✷
The following direct consequence of Theorem 4.1.4(ii) says that Whmm is a monoidal functor.
Corollary 4.1.7. There is a functorial isomorphism of (Ac′ , Ac′′)-bimodules
Whmm(K⊗UcK
′) ∼→ (WhmmK)⊗Ac(Wh
m
mK
′), K ∈ H C (Uc′ ,Uc), K
′ ∈ H C (Uc,Uc′′). ✷
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4.2. We are going to construct a functor from (Ac′ , Ac)-bimodules to (Uc′ ,Uc)-bimodules
as follows. Let N be an (Ac′ , Ac)-bimodule. Then, the space Qc′ ⊗Ac′ N has an obvious
structure of (Uc′ , Ac)-bimodule. Let I˜(N) := HomAc(Qc, Qc′ ⊗Ac′ N) be the space of linear
maps Qc → Qc′ ⊗Ac′ N which commute with the right Ac-action. The left Uc-action on Qc
and the left Uc′-action on Qc′ ⊗Ac′ N make this space an (Uc′ ,Uc)-bimodule. We put
I(N) := HomfinAc(Qc, Qc′ ⊗Ac′ N) ⊂ I˜(N), (4.2.1)
the subspace of I˜(N) formed by ad g-locally finite elements.
Part (i) of the theorem below will be proved later, in section 6.5. It is stated here for
reference purposes.
Theorem 4.2.2. (i) Any object of WH C (Ac′ , Ac) has finite length.
(ii) The assignment N 7→ I(N) gives a functor I : WH C (Ac′ , Ac)→ H C (Uc′ ,Uc), which
is a right adjoint of Whmm.
Proof. We begin the proof of (ii) by showing the adjunction property. The latter says that,
for any K ∈ H C (Uc′ ,Uc), N ∈ WH C (Ac′ , Ac), there is a bifunctorial isomorphism
Hom(Ac′ ,Ac)-bimod(Wh
m
mK, N)
∼= Hom(Uc′ ,Uc)-bimod(K, I(N)). (4.2.3)
To prove this, using the definition of I˜(N), we compute
Hom(Uc′ ,Uc)-bimod(K, I˜(N)) = Hom(Uc′ ,Uc)-bimod
(
K, Hommod-Ac(Qc, Qc′ ⊗Ac′ N)
)
= Hom(Uc′ ,Uc⊗Ac)-bimod(K ⊗Qc, Qc′ ⊗Ac′ N)
= Hom(Uc′ ,Ac)-bimod(K ⊗Uc Qc, Qc′ ⊗Ac′ N) (4.2.4)
= Hom(Uc′ ,Ac)-bimod(K/Kmχ, Qc′ ⊗Ac′ N).
Now, bothK/Kmχ and Qc′⊗Ac′N, viewed as left Uc′-modules, are objects of (Uc,mχ)-mod.
For these objects, we have Whm(K/Kmχ) = Wh
m
mK and Wh
m(Qc′ ⊗Ac′ N) = N . Hence, by
the Skryabin equivalence, we get HomUc′ (K/Kmχ, Qc′ ⊗Ac′ N) = HomAc′ (Wh
m
mK,N).
We deduce an isomorphism
Hom(Uc′ ,Ac)-bimod(K/Kmχ, Qc′ ⊗Ac′ N) = Hom(Ac′ ,Ac)-bimod(Wh
m
mK,N).
Thus, from (4.2.4), we obtain
Hom(Uc′ ,Uc)-bimod(K, I˜(N)) = Hom(Ac′ ,Ac)-bimod(Wh
m
mK,N). (4.2.5)
Observe next that since the ad g-action on K is locally finite the imbedding I(N) →֒ I˜(N)
induces a bijection Hom(Uc′ ,Uc)-bimod(K, I(N))
∼→ Hom(Uc′ ,Uc)-bimod(K, I˜(N)). Hence, in the
Hom-space on the left of (4.2.5), one may replace I˜(N) by I(N). The resulting isomorphism
yields (4.2.3).
To complete the proof of part (ii) we must show that I(N) is a finitely generated (Uc′ ,Ug)-
bimodule. To this end, we need to enlarge the category H C (Uc′ ,Uc) as follows. Recall first
that Ic ⊂ Zg denotes the maximal ideal in the center of the enveloping algebra Ug. LetK be a
finitely generated (Uc′ ,Ug)-bimodule. We say that K is a Harish-Chandra (Uc′ , Ûc)-bimodule
if the adjoint g-action on K is locally finite and, moreover, there exists an large enough in-
teger ℓ = ℓ(K) ≫ 0 such that K is annihilated by the right action of the ideal (Ic)
ℓ, that
is, we have K · (Ic)
ℓ = 0. Let H C (Uc′ , Ûc) be the full subcategory of (Uc′ ,Ug)-bimod whose
objects are Harish-Chandra (Uc′ , Ûc)-bimodules. The structure of the category H C (Uc′ , Ûc)
has been analyzed by Bernstein and Gelfand [BGe]. It turns out that any Harish-Chandra
(Uc′ , Ûc)-bimodule has finite length. Furthermore, it was shown in loc cit that the category
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H C (Uc′ , Ûc) has enough projectives and there are only finitely many nonisomorphic inde-
composable projectives Pj , j = 1, . . . ,m, say.
Next, we observe that the algebra A, introduced in Remark 3.1.3, comes equipped with
a natural ascending filtration such that one has grA = C[S]. A finitely generated (Ac′ , A)-
bimodule N will be called a weak Harish-Chandra (Ac′ , A)-bimodule if one has VarN ⊂ S ⊂
S × S, where S →֒ S × S is the diagonal imbedding. We let WH C (Ac′ , Âc) denote the full
subcategory of the category (Ac′ , A)-bimod whose objects are weak Harish-Chandra (Ac′ , A)-
bimodules N such that N · (Ic)
ℓ = 0 holds for a large enough integer ℓ = ℓ(N) ≫ 0. As
we will see later, the arguments of §6.5 can be used to show that any object of the category
WH C (Ac′ , Âc) has finite length.
Clearly, the category H C (Uc′ ,Uc) may be viewed as a full subcategory in H C (Uc′ , Ûc),
resp. the category WH C (Ac′ , Ac) may be viewed as a full subcategory in WH C (Ac′ , Âc). It
is straightforward to extend our earlier definitions and introduce a functor Whmm : H C (Uc′ , Ûc)
→ WH C (Ac′ , Âc). One also defines a functor I in the opposite direction such that an ana-
logue of formula (4.2.3) holds.
We are now ready to complete the proof of Theorem 4.2.2(ii) by showing that I(N) is
a finitely generated (Uc′ ,Ug)-bimodule, for any N ∈ WH C (Ac′ , Âc). It suffices to show,
in view of the results of [BGe] cited above, that, for each j = 1, . . . ,m, the vector space
Hom(Uc′ ,bUc)-bimod
(Pj , I(N)) has finite dimension. To see this, we use the analogue of formula
(4.2.3), which yields
dimHom(Uc′ ,bUc)-bimod
(Pj , I(N) = dimHom(Ac′ , bAc)-bimod
(WhmmPj , N). (4.2.6)
But, we know that WhmmPj ∈ WH C (Ac′ , Âc) and that the object N ∈ WH C (Ac′ , Âc) has
finite length. It follows that the dimension on the right of formula (4.2.6) is finite, and we
are done. 
4.3. Homology vanishing. Recall the Lie subalgebra mχ ⊂ Ug. The Kazhdan filtration on
Ug restricts to a filtration on mχ. The latter induces an ascending filtration Kj(∧
q
mχ), j ≥ 0,
on the exterior algebra of mχ.
Given a right Ug-module V equipped with a Kazhdan filtration K qV , we form a tensor
product C := V ⊗ ∧
q
mχ, and let KnC =
∑
n=i+j KiV ⊗ Kj(∧
q
mχ) be the tensor product
filtration.
We view V as a mχ-module, and write H q(mχ, V ) for the corresponding Lie algebra homol-
ogy with coefficients in V . The latter may be computed by means of the complex (C, ∂), where
∂ : C → C is the standard Chevalley-Eilenberg differential, of degree (−1). It is immediate
to check that the differential respects the filtration K qC, making C a filtered complex.
Write B ⊂ Z ⊂ C for the subspaces of boundaries and cycles of the complex C, respectively.
Thus, we have H q(mχ, V ) = H q(C) = Z/B. The filtration on C induces, by restriction, a
filtration KpZ := Z ∩ KpC, on the space of cycles. The latter filtration induces a quotient
filtration on homology. Explicitly, the induced filtration on homology is given by
KpH(C) := (B + KpZ)/B = Im[H(KpC)→ H(C)], p ∈ Z. (4.3.1)
There is an associated standard spectral sequence with 0-th term, cf. [CE], Ch.15,
E0p,q = ∧
p+qmχ ⊗ gr−q V. (4.3.2)
Recall the local algebra Oχ introduced above Corollary 1.3.8. The lemma below is a slight
generalization of a result due to Holland, cf. [Ho], §2.4.
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Lemma 4.3.3. Let V be a right Ug-module equipped with a good Kazhdan filtration K qV .
Assume that the localization of grK V at χ + m
⊥ is a flat ̟
q
Oχ-module and, moreover, the
induced filtration on C, the Chevalley-Eilenberg complex, is convergent in the sense of [CE],
p. 321.
Then, for any j > 0, we have Hj(mχ, grK V ) = 0 and Hj(mχ, V ) = 0. Moreover, the natural
projection yields a canonical graded C[g∗]-module isomorphism
grK V/(grK V )mχ
∼→ grK(V/V mχ) = grKH0(mχ, V ).
Proof. We recall various standard objects associated with the spectral sequence of a filtered
complex. We follow [CE], Ch. 15, §1-2 closely, except that we use homological, rather than
cohomological notation.
First of all, for each p ∈ Z, one defines a pair of vector spaces Z∞p and B
∞
p , in such a way
that one has
grpH q(mχ, V ) = grpH q(C)
∼= Z∞p /B
∞
p . (4.3.4)
Further, one defines a chain of vector spaces, cf. [CE], p.317,
. . . ⊂ Brp ⊂ B
r+1
p ⊂ . . . ⊂ B
∞
p ⊂ Z
∞
p ⊂ . . . Z
r+1
p ⊂ Z
r
p ⊂ . . . .
Precise definitions of these objects are not important for our purposes, they are given e.g.
in [CE], Ch. 15, §1. What is important for us is that the definitions imply B∞p = ∪r≥0 B
r
p.
The assumption of the lemma that the filtration K qC be convergent means that, in addition,
one has, see [CE], ch. 15, §2,
Z∞p = ∩r≥0 Z
r
p and ∩r≥0 KrHp(C) = 0, ∀p ∈ Z. (4.3.5)
Now, to prove the lemma, we observe that the zeroth page (E0, d0) of the spectral sequence
(4.3.2) may be identified with the Koszul complex associated with the subscheme ̟−1(χm) ⊂
g∗. Thus, the assumption of the lemma that the localization of grK V at χ + m
⊥ be a
flat ̟
q
Oχ-module forces the Koszul complex be acyclic in positive degrees. Therefore, the
spectral sequence degenerates at E1.
The degeneration implies that, for any p ∈ Z and r ≥ 1, one has Zrp = Z
1
p and B
r
p = B
1
p .
Therefore, we have B1p = B
∞
p , and using the first equation in (4.3.5), we get Z
1
p = Z
∞
p . Hence,
H(E0, d0) = Z1/B1 = Z∞p /B
∞
p = grpH q(mχ, V ), by (4.3.4). We conclude that one has
grKH0(mχ, V ) = (grk V )/(grk V )mχ and, moreover, grKHj(mχ, V ) = 0 for any j > 0. Finally,
thanks to the second equation in (4.3.5), we have grKHj(mχ, V ) = 0 ⇒ Hj(mχ, V ) = 0,
and the lemma is proved. 
It is important to observe that the filtration K qC, on C, gives rise to two natural filtrations
on the subspace B = ∂C, of the boundaries. These two filtrations are defined as follows
K qB := ∂(K qC), resp. K′qB := B ∩ K qC. (4.3.6)
It is clear that on has K qB ⊂ K′qB, but this inclusion need not be an equality, in general.
We have the following result
Lemma 4.3.7. Assume the above filtrations K qB and K′qB are equivalent, i.e. there exists
an integer ℓ ≥ 1 such that, for all p ∈ Z, one has K′p−ℓB ⊂ Kp−1B.
Then, we have Z∞p = ∩r≥0 Z
r
p , ∀p ∈ Z, i.e. the first equation in (4.3.5), holds.
Proof. For any ℓ ≥ 1, we have K q−ℓC ⊂ K q−1C, hence, one gets an obvious imbedding
B ∩ K q−ℓC →֒ Z ∩ K q−1C. Using the definitions of various filtrations introduced above,
this imbedding may be rewritten as follows K′
q−ℓB →֒ K q−1Z. We may further compose the
imbedding with a projection to homology to obtain the following composite
δ : K′q−ℓB →֒ K q−1Z ։ K q−1Z/K q−1B = K q−1Z/∂(K q−1C) = H(K q−1C). (4.3.8)
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Next, we fix p ∈ Z and consider the complex KpC/Kp−ℓC. By definition, we have
H(KpC/Kp−ℓC) =
{z ∈ KpC | ∂(z) ∈ Kp−ℓC}
Kp−ℓZ + ∂(KpC)
=
{z ∈ KpC | ∂(z) ∈ K
′
p−ℓB}
Kp−ℓZ + ∂(KpC)
.
The differential ∂ clearly annihilates the space Kp−ℓZ+∂(KpC), in the denominator of the
rightmost term. Therefore, we see that applying the differential ∂ to the numerator of that
term yields a well defined map
∂ : H(KpC/Kp−ℓC)→ K
′
p−ℓB, z 7→ ∂(z).
Thus, we have constructed the following diagram
H(K qC/K q−ℓC)
∂ // K′
q−ℓB
δ // H(K q−1C).
Now, let ℓ be such that the assumption of the lemma holds, so that we have K′
q−ℓB ⊂
K q−1B. Then the corresponding map δ, in (4.3.8), clearly vanishes. It follows that the
composite map δ ◦∂ vanishes as well, and we have
Im
[
δ ◦∂ : H(K qC/K q−ℓC)→ H(K q−1C)
]
= 0.
The last equation insures that we are in a position to apply a criterion given in [CE, ch. 15,
Proposition 2.1]. Applying that criterion yields the statement of the lemma. 
4.4. Proof of Theorem 4.1.4. Throughout this subsection, we fix K ∈ H C (Uc′ ,Uc).
Choose a finite dimensional ad g-stable subspace K0 ⊂ K that generates K as a bimodule.
For any ℓ ≥ 0, let
FℓK :=
∑
i+j≤ℓ
U≤ig ·K0 · U
≤jg = U≤ℓg ·K0 = K0 · U
≤ℓg.
In this way, one may define a good ad g-stable filtration on K.
Now, let F qK be an arbitrary good ad g-stable filtration on K. Let K qK be the Kazhdan
filtration associated with the filtration F qK via formula (3.2.2).
We first view K as a right mχ-module. A key step in the proof of Theorem 4.1.4 is played
by the following
Lemma 4.4.1. For all j > 0, we have Hj(mχ, grKK) = 0 and Hj(mχ,K) = 0.
Furthermore, the canonical projection grKK/(grKK)mχ
∼→ grK(K/Kmχ) is an isomor-
phism of M -equivariant C[N ]-modules.
Proof. The result is clearly a consequence of Lemma 4.3.3, provided we show that all the
assumptions of that lemma hold in our present setup.
First, we verify the assumption that, for the above defined Kazhdan filtration on K, the
̟
q
Oχ-module ̟
∗Oχ
⊗
C[N ] grKK is flat. To this end, we note that the construction of the
filtration F qK insures that grF K is an AdG-equivariant finitely generated C[N ]-module,
where N ⊂ N × N is the diagonal copy of the nilpotent variety. By Corollary 1.3.8(ii), we
conclude that the localization of grF K at χ+m
⊥ is a flat ̟
q
Oχ-module.
Further, by (3.2.3), we have a C[N ]-module isomorphism grF K
∼= grKK. Moreover, it is
immediate from definitions that this isomorphism is compatible with adm-actions on each
side. It follows, in particular, that ̟∗Oχ
⊗
C[N ] grKK is a flat ̟
q
Oχ-module, and we have
an AdM -equivariant C[N ]-module isomorphism grKK/(grKK)mχ
∼= grF K/(grF K)mχ.
To complete the proof, we show that our filtration K qK is convergent, i.e., both equations
in (4.3.5) hold in the situation at hand.
16
To see this, we observe that the filtration onK being ad g-stable, it is good as a filtration on
K viewed as a left Uc′-module. Further, the differential in the Chevalley-Eilenberg complex
C := ∧
q
mχ ⊗K, involved in Lemma 4.3.3, is clearly a morphism of left Uc′-modules. Thus,
the subspace B = ∂C ⊂ C, of the boundaries of the Chevalley-Eilenberg complex, as well
as each homology group H q(mχ,K), acquires a natural structure of left Uc′-module. Being
a subquotient of C, any of these Uc′-modules is finitely generated. Hence, each of the two
Kazhdan filtrations on B defined in (4.3.6), as well as the Kazhdan filtration on H q(mχ,K)
defined in (4.3.1), is a good filtration on the corresponding left Uc′-module. It follows, in
particular, that the two filtrations on B are equivalent, cf. Lemma 3.2.1. Thus, the first
equation in (4.3.5) holds by Lemma 4.3.7.
It remains to prove that the Kazhdan filtration onH q(mχ,K) defined in (4.3.1) is separated.
Recall that any good Kazhdan filtration on an object of the category (Uc,mχ)-mod is bounded
below, hence, separated. Thus, it suffices to show that, for any j ≥ 0, Hj(mχ,K) viewed as
a left Uc-module, is an object of (Uc,mχ)-mod.
To this end, we recall that the Chevalley-Eilenberg complex of a right module over a Lie
algebra has a natural action of that Lie algebra, by the ‘Lie derivative’. It is well known
that the Lie derivative action on the Chevalley-Eilenberg complex induces the zero action on
each homology group. Applying this to our Harish-Chandra Ug-bimodule K, we see that the
complex C = K ⊗ ∧
q
mχ has a left g-action, defined as a tensor product of the left g-action
on K and the zero g-action on ∧
q
mχ. There is also an mχ-action, by the ‘Lie derivative’. The
left g-action and the mχ-action on C commute, and the difference of the left mχ-action and
the Lie derivative mχ-action gives a a well defined mχ-action on C, to be called the adjoint
action. The adjoint g-action on K being locally finite and the Lie algebra mχ being nilpotent,
it follows easily that the adjoint mχ-action on C is locally nilpotent. We conclude that the
left mχ-action on Hj(mχ,K), induced by the left mχ-action on C, may be written as a sum
of a locally nilpotent adjoint action and of the Lie derivative action, the latter being known
to be the zero action. Thus, we have shown that Hj(mχ,K) ∈ (Uc,mχ)-mod. This completes
the proof. 
Proof of Theorem 4.1.4. It follows from the preceding paragraph that we have K/Kmχ =
H0(mχ,K) ∈ (Uc,mχ)-mod, cf. (3.3.2). Thus, we get a functor Whm : H C (Uc′ ,Uc) →
(Uc,mχ)-mod, K 7→ K/Kmχ. The homology vanishing of Lemma 4.4.1 implies that this
functor is exact. The functor Whm : (Uc,mχ)-mod → Ac-mod being an equivalence, cf.
Proposition 3.3.6(i), we deduce the exactness of the composite functor Whm ◦ Whm. The
exactness statement of part (iii) of the theorem now follows by writing Whmm = Wh
m
◦ Whm.
Next, fix an ad g-stable good filtration on K, and write WhmmK = Wh
m(K/Kmχ). It
follows, in particular, that the induced filtration on K/Kmχ is m-stable. Further, by Lemma
4.4.1, we get (below, (−)|S stands for a restriction of a C[N ]-module to the subvariety S ⊂ g
∗)
grWhmmK = grWh
m(K/Kmχ) = [gr(K/Kmχ)]
∣∣
S
= [grKK/(grKK)mχ]
∣∣
S
= (grKK)
∣∣
S
.
where the second equality is due to Proposition 3.3.6(ii) applied to the object V = K/Kmχ ∈
(Uc,mχ)-mod. This proves part (i) of the theorem.
Observe that proving commutativity of the diagram of part (ii) is equivalent, thanks to
Skryabin’s equivalences, cf. Proposition 3.3.6(i)-(ii), to showing commutativity of the follow-
ing diagram
(Uc,mχ)-mod
K⊗Uc(−)

modAc
Qc⊗Ac (−)oo
Whmm K⊗Ac(−)

(Uc′ ,mχ)-mod modAc′ .
Qc′⊗Ac′
(−)
oo
(4.4.2)
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To prove (4.4.2), write WhmmK = Wh
m
◦ WhmK. Thus, one has a canonical map
Qc′ ⊗Ac′ Wh
m(WhmK)
Φ
−→ WhmK = K/K ·mχ = K ⊗Uc Qc. (4.4.3)
Since WhmK ∈ (Uc′ ,mχ)-mod, the map Φ is actually an isomorphism, by Skryabin’s
equivalence. Hence, tensoring diagram (4.4.3) with a left Ac-module N , we get a chain of
isomorphisms
Qc′ ⊗Ac′ Wh
m
mK ⊗Ac N = (Qc′ ⊗Ac′ Wh
m
mK)⊗Ac N
(4.4.3)
−→ (K ⊗Uc Qc)⊗Ac N.
The composite isomorphism above provides the isomorphism of functors that makes dia-
gram (4.4.2) commute, and Theorem 4.1.4(ii) follows.
We now complete the proof of part (iii) of the theorem. To this end, pick a good ad g
stable filtration on our wHC bimodule K. We know by part (i) that grWhmmK = (grKK)|S .
This is clearly a finitely generated C[S × S]-module supported on the diagonal in S × S. It
follows that WhmmK is itself finitely generated and we have Wh
m
mK ∈ WH C (Ac′ , Ac).
Further, it is clear that if Supp(grWhmmK) ⊂ N
✸, then we have grWhmmK = (grKK)|S = 0
since N✸ ∩ S = ∅. The filtration on WhmmK is bounded below, hence, separated. Hence, the
equation grWhmmK = 0 implies Wh
m
mK = 0. Thus, we have shown that the functor Wh
m
m
factors through the quotient category H C (Uc′ ,Uc)/H CN✸(Uc′ ,Uc).
It remains to show that the resulting functor Whmm is faithful. To prove this, observe that
for K ∈ H C (Uc′ ,Uc)/H CN✸(Uc′ ,Uc) the equation Wh
m
mK = 0 implies K = 0, by the first
equivalence of Corollary 4.1.6. The faithfulness of Whmm is now a consequence of the following
general ‘abstract nonsense’ result: Let F : C → C ′ be an exact functor between abelian
categories such that F (M) = 0 implies M = 0. Then F is faithful. 
4.5. Some applications. Given an algebra B and a left, resp. right, B-module N , let
AnnB N denote the annihilator of N , a two-sided ideal in B.
Corollary 4.1.6 easily implies the main result of Matumoto, [Ma]. Matumoto’s result says
that, for any finitely generated right Uc-module M , one has
WhmM 6= 0 =⇒ O ⊂ Var(Uc/ AnnUc M). (4.5.1)
To see this, put I := AnnUc M . Since M is finitely generated, one can find an integer n ≥ 1
and an Uc-module surjection (Uc/I)
⊕n ։ M . The functor of coinvariants being right exact,
we get a surjection Whm(Uc/I)
⊕n ։ WhmM . Hence, WhmM 6= 0 implies Whm(Uc/I) 6= 0.
We conclude that Whmm(Uc/I) 6= 0, by Proposition 3.3.6(i). Now, (4.5.1) follows from the first
equivalence of Corollary 4.1.6 applied to K = Uc/I. 
As a second application of our technique, we provide a new proof of a result (Theorem 4.5.2
below) conjectured by Premet [P2, Conjecture 3.2]. In the special case of rational central
characters, the conjecture was first proved (using characteristic p methods) by Premet in [P3],
and shortly afterwards by Losev [Lo1] in full generality. An alternate proof of the general
case was later obtained in [P4]. Our approach is totally different from those used by Losev
and Premet.
Theorem 4.5.2. For any primitive ideal I ⊂ Uc such that Var(Uc/I) = O, there exists a
simple finite dimensional Ac-module N such that one has AnnUc(Qc ⊗Ac N) = I.
Proof. Let I ⊂ Uc be a primitive ideal such that Var(Uc/I) = O. Corollary 4.1.6 implies that
Whmm(Uc/I) is a finite dimensional (Ac, Ac)-bimodule.
Let N be a simple left Ac-submodule of Wh
m
m(Uc/I), the latter being viewed as a left
Ac-module. By Skryabin’s theorem 3.3.6, we have a diagram of Uc-modules
Qc ⊗Ac N →֒ Qc ⊗Ac Wh
m
m(Uc/I) = Whm(Uc/I) = Uc/(I + Ucmχ) և Uc/I.
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Let J = AnnUc(Qc⊗Ac N). From the above diagram, we get J ⊃ AnnUc Uc/(I + Ucmχ) ⊃ I.
Moreover, Var(Uc/I) is an AdG-stable subset of N , and we have {χ} ⊂ Var(Qc ⊗Ac N) ⊂
Var(Uc/J). Hence, O ⊂ Var(Uc/J) and we get dimVar(Uc/I) = dimO ≤ dimVar(Uc/J).
Since, I ⊂ J , we conclude that dimVar(Uc/I) = dimVar(Uc/J).
Now, N being a simple finite dimensional left Ac-module, we deduce using Skryabin’s
equivalence that Qc ⊗Ac N is a simple Uc-module. Thus, J is a primitive ideal in Uc. The
equation dimVar(Uc/I) = dimVar(Uc/J) combined with the inclusion I ⊂ J forces I = J,
due to a result by Borho-Kraft [BoK], Korollar 3.6. 
Remark 4.5.3. Set n := dimS. The assignment N 7→ ExtnAc-mod(N,Ac) is an exact functor on
the category of finite dimensional left Ac-modules, thanks to Corollary 3.3.5. That functor
gives a contravariant duality WH C {χ}(Ac, Ac)
∼→ WH C {χ}(Ac, Ac)
op.
5. D-modules
5.1. Whittaker D-modules. Let h denote the abstract Cartan algebra for the Lie aldgebra
g, and let X+ ⊂ h∗ be the semigroup of dominant integral weights.
For any integral weight λ ∈ h∗ one has a G-equivariant line bundle O(λ) on B. For any
ν ∈ h∗, let Dν denote the sheaf of ν-twisted algebraic differential operators on B, see [BB1].
In the case where ν is integral, we have Dν = D(O(ν)), is the sheaf of differential operators
acting in the sections of the line bundle O(ν). There is a canonical algebra isomorphism
Uν ∼= Γ(B,Dν), see [BB1].
Let V be a coherent Dν -module on B that has, viewed as a quasi-coherent OB-module, an
additional M -equivariant structure. Given an element x ∈ m, we write x
D
for the action on
V of the vector field corresponding to x via the Dν-module structure, and xM for the action
on V obtained by differentiating the M -action arising from the equivariant structure.
We say that an M -equivariant Dν-module V is an (m, χ)-Whittaker Dν-module if, for any
x ∈ m and v ∈ V, we have (x
D
− x
M
)v = χ(x) · v. Write (Dν ,mχ)-mod for the abelian
category of (m, χ)-Whittaker coherent Dν -modules on B.
We put Qν := Dν/Dν · mχ. This Dν -module is clearly an object of (Dν ,mχ)-mod. For
any Dν-module V from the definitions one finds HomDν (Qν ,V) = Wh
m(Γ(B,V)). This space
has a right Aν-module structure. In particular, taking V = Qν , one obtains an algebra
homomorphism Aopν → HomDν (Qν ,Qν) that makes Qν a (Dν , Aν)-bimodule.
Remark 5.1.1. The natural D-module projection Dν ։ Qν induces an Uν-module map
Qν = Uν/Uνmχ → Γ(B,Qν). The latter map turns out to be an isomorphism, according
to a special case (λ = 0) of Corollary 5.4.2(ii). If ν is a dominant weight then the same
isomorphism follows from the Beilinson-Bernstein theorem [BB1]. In any case, one concludes
that the canonical algebra map Aopν → HomDν (Qν ,Qν) is an isomorphism as well.
For any regular and dominant ν ∈ h∗, the localization theorem of Beilinson and Bernstein
[BB1] yields a category equivalence Γ(B,−) : (Dν ,mχ)-mod
∼→ (Uν ,mχ)-mod. Combining
the Beilinson-Bernstein and the Skryabin equivalences, one obtains, see [GG, Proposition
6.2], the following result
Proposition 5.1.2. For any regular and dominant ν ∈ h∗, the following functors provide
mutually inverse equivalences, of abelian categories,
(Dν ,mχ)-mod
HomDν (Qν ,−) //
modAν
Qν⊗Aν (−)
oo ✷.
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For any Borel subalgebra b, let Cb denote the corresponding 1-dimensional OB-module,
a skyscraper sheaf at the point {b} ⊂ B. Recall diagram (2.3.2). The following result is
standard
Lemma 5.1.3. For any b ∈ B r σ(Σ) and any V ∈ (Dν ,mχ)-mod, we have Cb
L
⊗OB V = 0.
Proof. Fix b ∈ B and write n := [b, b] for the nil-radical of b. Given a Dν-module V, let
V := Γ(B,V) be the corresponding Uν-module. The Beilinson-Bernstein theory yields, in
particular, a canonical isomorphism
TorOBq (Cb, V) = H q(n, V )o,
where H q(n,−) denotes the Lie algebra homology functor, and the subscript ‘o’ stands for a
certain particular weight space of the natural Cartan subalgebra action on homology.
Assume now that V ∈ (Dν ,mχ)-mod. Then, V ∈ (Uc,mχ)-mod. Therefore, for any
element x ∈ m ∩ n, the natural action of x on H q(n, V ) is such that the operator x − χ(x)
is nilpotent. On the other hand, the action of any Lie algebra on its homology is trivial,
hence, the element x induces the zero operator on H q(n, V ). Thus, we must have χ(x) = 0.
Proposition 2.3.3(i) completes the proof. 
5.2. Translation bimodules. Let OT ∗B(λ) be the pull-back of the line bundle O(λ), on
B, via the cotangent bundle projection T ∗B ։ B and let O eS(λ) denote the restriction of
the line bundle OT ∗B(λ) to the Slodowy variety S˜ ⊂ T
∗B. The sheaf O eS(λ) is equivariant
with respect to the •-action on S˜. This gives the space Γ(S˜, O eS(λ)) a Z-grading which is
bounded from below since Γ(S˜, O eS(λ)) is a finitely generated C[S]-module.
For any ν ∈ h∗ and an integral weight λ, we put Dν+λν := O(λ) ⊗OB Dν , resp. Q
ν+λ
ν :=
O(λ)⊗OB Qν . Let U
ν+λ
ν := Γ(B, D
ν+λ
ν ), resp. Q
ν+λ
ν := Γ(B, Q
ν+λ
ν ). Further, we define
Aν+λν = (Q
ν+λ
ν )
adm = Whm(Qν+λν ) = Wh
m
(
Γ(B, O(λ)⊗OB Qν)
)
.
The space Aν+λν comes equipped with a natural (Aλ+ν , Aν)-bimodule structure.
The standard filtration on Dν by the order of differential operator gives rise to a tensor
product filtration on O(λ)⊗OB Dν , where the factor O(λ) is assigned filtration degree 0. This
induces a natural ascending filtration on the vector space Qν+λν , resp. A
ν+λ
ν . Further, the
•-action on B gives a Z-grading on the above vector spaces. Hence, formula (3.2.2) provides
the vector space Qν+λν , resp. A
ν+λ
ν , with a natural Kazhdan filtration FKQ
ν+λ
ν , resp. FKA
ν+λ
ν .
Main propeties of the bimodules Aν+λν are summarized in the following result.
Proposition 5.2.1. Let ν be dominant regular weights. Then, for any λ, µ ∈ X+, we have
(i) Aν+λν is finitely generated and projective as a left Aν+λ-module, as well as a right
Aν-module;
(ii) The natural pairing Aν+λ+µν+λ ⊗Aν+λ A
ν+λ
ν → A
ν+λ+µ
ν is an isomorphism;
(iii) If λ is sufficiently dominant, then there is a canonical graded space isomorphism
grKA
ν+λ
ν = Γ(S˜, O eS(λ)), (5.2.2)
which is compatible with the pairings in (ii).
(iv) The following translation functor is an equivalence
Tν+λν : modAν → modAν+λ, M 7→ A
ν+λ
ν ⊗Aν M.
Remark 5.2.3. Applying gr(−) to the pairing of part (ii) of the Proposition, one obtaines a
pairing
grKA
ν+λ+µ
ν+λ ⊗grK Aν+λ grKA
ν+λ
ν → grKA
ν+λ+µ
ν .
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The last statement of Proposition 5.2.1(iii) means that the latter pairing gets identified, via
the the isomorphisms in (5.2.2), with the natural pairing
Γ(S˜,O eS(λ)) ⊗ Γ(S˜,O eS(µ))→ Γ(S˜,O eS(λ+ µ)),
induced by the sheaf morphism O eS(λ)⊗O eS(µ)→ O eS(λ+ µ).
We begin the proof of Proposition 5.2.1 with the following result that relates ‘geometric’
and ‘algebraic’ translation functors.
Lemma 5.2.4. For any dominant regular weight ν and any λ ∈ X+, the following diagram
commutes
(Dν ,mχ)-mod
O(λ)⊗OB (−)

Whm Γ(B,−)
// modAν
T
ν+λ
ν

(Dν+λ,mχ)-mod
Whm Γ(B,−)
// modAν+λ
Proof. First of all, we claim that the projection Dν+λν ։ Q
ν+λ
ν induces an isomorphism
Aν+λν = Wh
m
mΓ(B,D
ν+λ
ν ). (5.2.5)
To prove this, we are going to use Corollary 5.4.2 from section 5.4 below, which is inde-
pendent of the intervening material. We have
Aν+λν = Wh
mQν+λν = Wh
mΓ(B,Qν+λν ) = Wh
m
[
Γ(B,Dν+λν )/Γ(B,D
ν+λ
ν )mχ
]
,
where the last equality holds thanks to part (ii) of Corollary 5.4.2. The rightmost term in
the above chain of equalities is nothing but WhmmΓ(B,D
ν+λ
ν ), and formula (5.2.5) is proved.
Now, let V ∈ (Dν ,mχ)-mod. One clearly has O(λ) ⊗OB V = D
ν+λ
ν ⊗Dν V. Therefore,
applying the Beilinson-Bernstein equivalence, we obtain
Γ
(
B, O(λ)⊗OB V
)
= Γ(B,Dν+λν )⊗Uν Γ(B,V). (5.2.6)
We put K := Γ(B,Dν+λν ) so that (5.2.5) reads A
ν+λ
ν = Wh
m
mK. By Theorem 4.1.4(ii), we
get
Whm
(
K ⊗Uν Γ(B,V)
)
= WhmmK ⊗Aν Wh
mΓ(B,V) = Aν+λν ⊗Aν Wh
mΓ(B,V).
The leftmost term in the last formula equals WhmΓ
(
B, O(λ) ⊗OB V
)
, by (5.2.6). Thus,
we have proved that WhmΓ
(
B, O(λ)⊗OB V
)
= Tν+λν
(
Γ(B,V)
)
, and the lemma follows. 
Proof of Proposition 5.2.1. For dominant and regular ν, λ, the horizontal functors in each
row of the diagram of Lemma 5.2.4 are the equivalences of Proposition 5.1.2. Further, the
functor O(λ) ⊗OB (−) given by the vertical arrow on the left of the diagram is clearly an
equivalence. We conclude that the functor Tν+λν given by the vertical arrow on the right of
the diagram is an equivalence as well, and (iv) is proved.
Note that the equivalence of part (iv) yields, in particular, an algebra isomorphism
EndAν+λ(A
ν+λ
ν ) = EndAν+λ(T
ν+λ
ν (Aν)) = EndAν (Aν) = A
op
ν . (5.2.7)
Thus, the (Aν+λ, Aν)-bimodule A
ν+λ
ν fits the standard Morita context. Hence, the general
Morita theory implies all the statements from part (i) of the proposition.
We now prove (ii). To this end, we observe that the composite functor Tν+λ+µν+λ ◦T
ν+λ
ν is
clearly given by tensoring with Aν+λ+µν+λ ⊗Aν+λ A
ν+λ
ν , an (Aν+λ+µ, Aν)-bimodule. Therefore,
the canonical pairing in (ii) induces a morphism of functors
T
ν+λ+µ
ν+λ
◦Tν+λν → T
ν+λ+µ
ν . (5.2.8)
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We may transport the latter morphism via the equivalences provided by Proposition 5.1.2.
In this way, we get a morphism O(µ) ⊗OB (−) ◦ O(λ) ⊗OB (−) −→ O(µ + λ) ⊗OB (−), of
functors (Dν ,mχ)-mod → (Dν+λ+µ,mχ)-mod. It is clear from commutativity of diagram
(4.1.5) that the latter morphism of functors is the one induced by the canonical morphism of
sheaves ψ : O(µ)⊗OB O(λ)→ O(µ+ λ).
Now, the morphism of sheaves ψ is clearly an isomorphism. It follows that the associated
morphism of functors is an isomorphism as well. Thus, we conclude that the morphism in
(5.2.8) is an isomorphism. For the corresponding bimodules, this implies that the pairing in
(ii) must be an isomorphism.
The proof of part (iii) of the proposition will be given in §5.4. 
5.3. Characteristic varieties. We are going to define a Kazhdan filtration on Dν . To
this end, view B as a C×-variety via the action C× ∋ t : b 7→ Ad γt(b). Any C
×-orbit in
an arbitrary quasi-projective C×-variety is known to be contained in an affine Zariski-open
C
×-stable subset. Thus, we may view Dν as a sheaf in the topology formed by Zariski-open
C×-stable subsets of B.
For any Zariski-open subset U ⊂ B, the order filtration on differential operators gives a
filtration on the vector space Γ(U, Dν). If, in addition, U is C
×-stable, then the C×-action
gives a weight decomposition Γ(U, Dν) =
⊕
i∈Z Γ(U, Dν)〈i〉. We are therefore in a position
to define an associated Kazhdan filtration on Γ(U, Dν) by formula (3.2.2). For the associated
graded sheaf, one has a canonical isomorphism grK Dν = p qOT ∗B.
Let K qV be a good M -stable Kazhdan filtration on a D-module V ∈ (Dν ,mχ)-mod. Write
g˜rKV for the M -equivariant coherent sheaf on T
∗B such that p qg˜rKV = grK V.
For any weight λ, the filtration on V induces one on O(λ)⊗OB V, hence, also on the vector
space Γ(B, O(λ)⊗OB V) and on Wh
mΓ(B, O(λ)⊗OB V), by restriction.
Lemma 5.3.1. In the above setting, for all sufficiently dominant λ ∈ X+, there is a canonical
isomorphism
Γ
(
S˜, O eS(λ)⊗O eS (g˜rKV| eS)
)
∼→ grKWh
m
(
Γ(B, O(λ)⊗OB V)
)
.
Proof. Since V ∈ (Dν ,mχ)-mod, any good Kazhdan filtration K qV on V is bounded below
and we have Supp g˜rKV ⊂ Σ. For any integral λ, put V(λ) = O(λ) ⊗OB V. It is clear that
K qV(λ) = O(λ) ⊗OB K qV. Thus, g˜rKV(λ) = OΣ(λ) ⊗OΣ g˜rKV is a coherent sheaf supported
on Σ.
We apply the functor WhmΓ(B,−) to V(λ), a filtered sheaf. Thus, there is a standard
convergent spectral sequence involving R
q
WhmΓ(B,−), the right derived functors of the
composite functor WhmΓ(B,−). The spectral sequence reads
E1 = R
q
WhmΓ(B, grK V(λ))
)
⇒ grK
(
R
q
WhmΓ(B, V(λ))
)
, (5.3.2)
where R
q
WhmΓ(B,−) stand for the derived functors of WhmΓ(B,−), a left exact functor.
We claim that, for all λ dominant enough, one has RiWhmΓ(B, grK V(λ))
)
for any i > 0.
That would yield the collapse of the above spectral sequence which would give, in turn, the
required canonical isomorphism
WhmΓ(B, grK V(λ))
∼→ grKWh
mΓ(B, V(λ)).
To complete the proof we must check the above claim that RiWhmΓ(B, grK V(λ)) = 0 for
any i > 0. To this end, write q : Σ ։ Σ/M = S˜ for the projection, cf. (2.1.5). Observe
further that applying the functor Whm to the vector space Γ(Σ, g˜rV(λ)) amounts to taking
M -invariants. Thus, writing InvM for the functor of M -invariants, we get
WhmΓ(B, grK V(λ)) = Inv
M Γ(Σ, g˜rV(λ)) = InvM Γ(S˜, q qg˜rV(λ)) = Γ(S˜, InvMq qg˜rV(λ)).
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The M -action on Σ being free, one can repeat the argument in the proof of [GG], formula
(6.1) and Proposition 5.2, to show that the functor InvMq q is exact (and is isomorphic to
the functor of restriction to the closed submanifold S˜ ⊂ Σ). Further, using the Springer
resolution π : S˜ → S, we can write Γ(S˜,−) = Γ(S, π q(−)). Therefore, for any i ≥ 0, we have
isomorphisms of derived functors
RiWhmΓ(B,−) ∼= RiΓ
(
S˜, InvMq q(−)
)
= Γ
(
S, Riπ q(InvMq q(−))
)
,
where in the last isomorphism we have used that Γ(S,−) is an exact functor since S is affine.
Recall next that, for a dominant regular weight λ the sheaf OΣ(λ) is relatively ample
with respect to the Springer resolution π. Therefore, for λ dominant enough, one has
Riπ q(InvMq qg˜rKV(λ)) = 0, for any i > 0. Hence, for such λ, and i > 0, we obtain
RiWhmΓ(B, grK V(λ)) = 0, and we are done. 
5.4. Harish-Chandra D-modules. For any pair µ, ν ∈ h∗, we put Dµ,ν := Dµ ⊠ Dν , a
sheaf of twisted differential operators on B × B. Let Gsc denote a simply-connected cover
of the semisimple group G. The group Gsc acts diagonally on B × B. We may consider
the restriction of this action to the 1-parameter subgroup C× and corresponding Kazhdan
filtrations on the sheaf Dµ,ν as well as on Dµ,ν-modules.
Recall that a Dµ,ν -module is called G-monodromic if it is G
sc-equivariant (with respect
to the diagonal action on B × B). Let U ⊂ B × B a Zariski open subset stable under the
C
×-diagonal action. Then, for any G-monodromic Dµ,ν -module V, the induced C
×-action
on Γ(U,V) is locally finite. Hence, any G-stable filtration on V gives an associated Kazhdan
filtration (3.2.2).
We define a set Z := {u × v ∈ T ∗B × T ∗B | π(u) = −π(v)}, where π is the Springer
resolution (2.1.1). We will view Z as a closed reduced subscheme in T ∗B×T ∗B = T ∗(B×B),
called Steinberg variety. The assignment u× v 7→ π(u) gives a proper morphism π : Z → N .
For any G-monodromic Dµ,ν-module V, one has VarV ⊂ Z.
Let V be a coherent Dµ,ν -module and let pr : B × B → B denote the first projection. We
abuse the notation and write V/Vmχ := pr q[V/(1 ⊠ mχ)V] for a sheaf-theoretic direct image
of the sheaf of coinvariants with respect to the action of the Lie algebra 1⊠mχ ⊂ Dµ ⊠Dν .
A filtration on V induces one on V/Vmχ.
Proposition 5.4.1. Let V be a G-monodromic Dµ,ν-module equipped with a G-stable good fil-
tration. Then, the induced filtration on the Dµ-module V/Vmχ is good and we have V/Vmχ ∈
(Dν ,mχ)-mod. Furthermore, the corresponding Kazhdan filtration on V/Vmχ is good as well.
In addition, we have Hj(mχ, grK V) = 0 and Hj(mχ,V) = 0, for any j > 0; moreover, the
canonical map grK V/(grK V)mχ → grK(V/Vmχ) is an isomorphism.
Proof. Given a G-stable good filtration F qV, write g˜rFV for the coherent OT ∗B×T ∗B-module
such that p qg˜rFV = grF V. Then, we have that g˜rFV is a G
sc-equivariant coherent sheaf on
Z. The composite p˜r : Z →֒ T ∗B × T ∗B → T ∗B, of the closed imbedding and the first
projection, is a proper morphism. Hence, the push-forward p˜r q(g˜rFV) is a coherent sheaf on
T ∗B. It follows that the induced filtration on V/Vmχ, viewed as a left Dµ-module, is good
and that V/Vmχ is a coherent Dµ-module.
Now, applying Corollary 1.3.8(ii) to the morphism π : Z → N we deduce that the stalk
of the sheaf g˜rFV at any point of π
−1(χ+m⊥) is a flat (̟ ◦π)
q
Oχ-module. At this point, the
proof of Lemma 4.4.1 (cf. the proof of Theorem 4.1.4 given in §4.4) goes through verbatim
in our present situation. 
The Kazhdan filtration on Dν induces a good Kazhdan filtration on each of the objects
Dν+λν , Qν , and also on Q
ν+λ
ν . One may consider Dν as a Dν-bimodule, resp. D
ν+λ
ν as a
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(Dν+λ,Dν)-bimodule. Such a bimodule may be viewed as a G-monodromic left Dν,µ-module,
resp. Dν+λ,µ-module, supported on the diagonal B ⊂ B × B. Here, the weight µ is given by
the formula µ = −w0(λ) + 2ρ, where w0 stands for the longest element in the Weyl group.
Recall that the group C× acts on S˜ via the •-action.
Corollary 5.4.2. For an ν, λ ∈ h∗, we have
(i) Qν+λν ∈ (Dν ,mχ)-mod is a Cohen-Macaulay left Dν+λ-module and there is anM×C
×-
equivariant isomorphism grK Q
ν+λ
ν = p qOΣ(λ).
(ii) If λ ∈ X+, then we have Hj(B,Qν+λν ) = 0 for any j > 0; moreover, the projection
Dν+λν ։ Q
ν+λ
ν induces an isomorphism
Γ(B,Dν+λν )/Γ(B,D
ν+λ
ν )mχ
∼→ Γ(B,Qν+λν ) = Q
ν+λ
ν .
Recall that the Cohen-Macaulay property claimed in part (i) of the corollay says that the
sheaves E xt
q
Dν+λ
(Qν+λν ,Dν+λ) vanish in all degrees but one.
Proof. We view V := Dν+λν as a Dν+λ,µ-module as explained above. Applying Proposition
5.4.1, we deduce the isomorphisms grK Q
ν+λ
ν
∼= grK D
ν+λ
ν /(grK D
ν+λ
ν )mχ
∼= p qOΣ(λ). In
addition, we deduce that the Chevalley-Eilenberg complex Dν+λν ⊗∧
q
mχ is acyclic in positive
degrees. Thus, forgetting the right action, we see that the Chevalley-Eilenberg complex
provides a resolution of Qν+λν by locally free left Dν+λ-modules.
To prove the Cohen-Macaulay property, we use the Chevalley-Eilenberg complex as a
resolution of Qν+λν . Thus, the sheaves E xt
q
Dν+λ
(Qν+λν ,Dν+λ) may be obtained as cohomology
groups of the complex
H omDν+λ(D
ν+λ
ν ⊗ ∧
q
mχ, Dν+λ) = H omDν+λ(O(λ)⊗Dν , Dν+λ)⊗ (∧
q
mχ)
∗. (5.4.3)
Recall that the functor O(λ) ⊗ (−) is an equivalence and Dν+λ = O(λ) ⊗ Dν ⊗ O(−λ).
Hence, we get an isomorphism
H omDν+λ(O(λ)⊗Dν , Dν+λ) = H omDν (Dν , Dν ⊗O(−λ)) = O(−λ)⊗ (Dν)
op.
Put m := dimmχ and recall that one has a canonical isomorphism (Dν)
op = Dµ where
µ = −w0(ν) + 2ρ. For any j ≥ 0, we deduce
H omDν+λ(D
ν+λ
ν ⊗ ∧
jmχ, Dν+λ) = O(−λ)⊗ (Dν)
op ⊗ ∧jm∗χ = [D
µ−λ
µ ⊗ ∧
m−jmχ]⊗ ∧
mm∗χ.
The Lie algebra mχ being nilpotent, one has an isomorphism ∧
mm∗χ
∼= C, of mχ-modules.
We see that the complex on the right of (5.4.3) may be identified, up to degree shift, with
the Chevalley-Eilenberg complex Dµ−λµ ⊗∧
q
mχ. But the latter complex is a resolution of the
Dµ−λ-module Qµ−λ, by the first paragraph of the proof. Therefore, the complex (5.4.3) has
a single nonvanishing cohomology group which is isomorphic to Qµ−λ. This completes the
proof of part (i).
To prove part (ii) we recall that, for λ ∈ X+ and any j > 0, one has the cohomology
vanishing Hj(T ∗B, OT ∗B(λ)) = 0, cf. [Br]. Using that g˜rD
ν+λ
ν = OT ∗B(λ), by a standard
spectral sequence argument, we deduce Hj(B,Dν+λν ) = 0 for all j > 0. Thus, the Chevalley-
Eilenberg complex Dν+λν ⊗ ∧
q
mχ yields a Γ-acyclic resolution of Q
ν+λ
ν , the latter being
viewed as a sheaf on B. We conclude that the sheaf cohomology groups Hj(B,Qν+λν ) may
be computed as the cohomology groups of the complex
. . .→ Γ(B, Dν+λν ⊗ ∧
3mχ)→ Γ(B, D
ν+λ
ν ⊗ ∧
2mχ)→ Γ(B, D
ν+λ
ν ⊗mχ)→ Γ(B, D
ν+λ
ν ).
(5.4.4)
Next we apply Lemma 4.4.1 to K := Γ(B, Dν+λν ), a Harish-Chandra (Uν+λ,Uµ)-bimodule.
We conclude that the complex (5.4.4) is acyclic in positive degrees and, in degree 0, we have
H0(B,Qν+λν ) = K/Kmχ. This proves part (ii) of the corollary. 
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Proof of Proposition 5.2.1(iii). For any weights ν, λ, we have
Q
ν+λ
ν = O(λ)⊗OB Dν/(O(λ)⊗OB Dν)mχ = O(λ)⊗OB (Dν/Dνmχ). (5.4.5)
We apply Lemma 5.3.1 to the Dν -module V = WhmDν := Dν/Dνmχ. The lemma says
that, for all sufficiently dominant λ ∈ X+, one has
grKWh
mΓ
(
B, O(λ)⊗OB (Dν/Dνmχ)
)
= Γ
(
S˜, O eS(λ)⊗O eS (g˜rKWhmDν)| eS)
)
. (5.4.6)
On the other hand, Corollary 5.4.2 yields g˜rKWhmDν = OΣ, hence (g˜rKWhmDν)| eS = O eS .
Thus, using (5.4.5)-(5.4.6), we get
grKA
ν+λ
ν = grKWh
mΓ
(
B,Qν+λν ) = Γ(S˜, O eS(λ)⊗O eS O eS) = Γ(S˜, O eS(λ)).
The verification of compatibilities with the pairings is left for the reader. 
6. Noncommutative resolutions of Slodowy slices
6.1. Directed algebras. Let Λ be a torsion free abelian group, and Λ+ ⊂ Λ a subsemigroup
such that Λ+ ∩ (−Λ+) = {0}. Given a pair µ, ν ∈ Λ, we write µ<ν whenever µ − ν ∈ Λ+.
This gives a partial order on Λ.
A directed algebra is a vector space B :=
⊕
µ<ν Bµν , graded by pairs µ, ν ∈ Λ such that
µ<ν, and equipped, for each triple µ<ν<λ, with a bilinear multiplication pairing Bµν ⊗
Bνλ → Bµλ. These pairings are required to satisfy, for each quadruple µ<ν<λ<̺, a natural
associativity condition, cf. [Mu]. In the special case where the group Λ = Z is equipped with
the usual order, our definition reduces to the notion of Z-algebra used in [GS], and [Bo].
In general, for any directed algebra B, the multiplication pairings give each of the spaces
Bµµ an associative algebra structure. Similarly, for each pair µ<ν, the space Bµν acquires a
(Bµµ, Bνν)-bimodule structure. Note that, for any µ<ν<λ, the mutiplication pairing descends
to a well defined map Bµν ⊗Bνν Bνλ → Bµλ.
Example 6.1.1. Let B =
⊕
λ∈Λ Bλ be an ordinary Λ-graded associative algebra. For any pair
µ<ν, put Bµν := Bµ−ν . Then, the bigraded space
♯B =
⊕
µ<ν Bµν has a natural structure
of directed algebra. It is called the directed algebra associated with the graded algebra B.
We say that a directed algebra B is filtered provided, for each pair µ ≻ ν, one has an ascend-
ing Z-filtration F qBµ,ν , on the corresponding component Bµ,ν , and multiplication pairings
Bµ,ν ⊗ Bν,λ → Bµ,λ respect the filtrations. There is an associated graded directed algebra
grB, with components (grB)µν :=
⊕
i∈Z FiBµν/Fi−1Bµν .
Given a directed algebra B =
⊕
µ<ν Bµν , one has the notion of an Λ-graded B-module.
Such a module is, by definition, an Λ-graded vector space M =
⊕
ν∈ΛMν equipped, for each
pair µ<ν, with an ‘action map’ actµ,ν : Bµν⊗Mν →Mµ, that satisfies a natural associativity
condition for each triple µ<ν<λ. Such a module M is said to be finitely generated if there
exists a finite collection of elements m1 ∈Mν1 , . . . ,mp ∈Mνp such that, one has
Mµ =
p∑
i=1
actµ,νi(Bµ,νi , mi), ∀µ ∈ Λ. (6.1.2)
We let grmod(B) denote the category of finitely generated Λ-graded left B-modules.
Given a Λ-graded B-module M , we put SpecM := {ν ∈ Λ | Mν 6= 0}. It is clear that, for
any M ∈ grmod(B), there exists a finite subset S ⊂ Λ such that we have SpecM ⊂ S + Λ+.
We say that M is negligible if there exists ν ∈ Λ such that (ν + Λ+) ∩ SpecM = ∅. Let
tails(B) be the full subcategory of grmod(B) whose objects are negligible B-modules.
An directed algebra B is said to be noetherian if, for each λ ∈ Λ, the algebra Bλ is left
noetherian and, moreover, Bλν is a finitely generated left Bλ-module, for any λ<ν. It is
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known, see Boyarchenko [Bo, Theorem 4.4(1)], that, for a noetherian directed algebra B, the
category grmod(B) is an abelian category, and tails(B) is its Serre subcategory. Thus, one
can define Qgrmod(B) := grmod(B)/tails(B), a Serre quotient category.
Fix α ∈ Λ. Given a directed algebra B =
⊕
µ<ν Bµν , resp. a Λ-graded B-module M =⊕
µMµ, put B
<α =
⊕
µ<ν<αBµν , resp. M
<α =
⊕
µ<αMµ. Thus, B
<α may be viewed as a
directed subalgebra of B which has zero homogeneous components (B<α)µν unless µ<ν<α.
Similarly, M<α may be viewed as a B-submodule in M . If B is noetherian then B<α is
clearly noetherian as well.
One easily proves the following result
Proposition 6.1.3. Assume that the pair (Λ,Λ+) satisfies the following two conditions:
• The semi-group Λ+ is finitely generated.
• For any µ, ν ∈ Λ the set (µ+ Λ+) ∩ (ν + Λ+) is nonempty.
Then, for any noetherian directed algebra B and any α ∈ Λ, restriction of scalars gives a well
defined functor grmod(B)→ grmod(B<α). Furthermore, this functor induces an equivalence
Qgrmod(B) ∼→ Qgrmod(B<α). 
6.2. Geometric example. Let X be a quasi-projective algebraic variety, and write CohX
for the abelian category of coherent sheaves on X. Given an ample line bundle L on X,
one defines B(X,L ) :=
⊕
n≥0 Γ(X,L
⊗n), a homogeneous coordinate ring of X. For the
corresponding Proj-scheme, we have ProjB(X,L ) ∼= X.
Following Example 6.1.1 in the special case where Λ = Z and Λ+ = Z≥0, we may form the
directed algebra ♯B(X,L ) associated with B(X,L ), the latter being viewed as a Λ-graded
algebra. Then, one can construct a natural equivalence of categories
CohX ∼= Qgrmod(♯B(X,L )). (6.2.1)
We return to the setting of §1.1. Let h be the Cartan subalgebra for the semisimple
Lie algebra g, and fix X+ ⊂ h∗, the subsemigroup of integral dominant weights. For each
λ ∈ X+, we have the line bundle O eS(λ) on the Slodowy variety S˜. The direct sum A (e) =⊕
λ∈X+ Γ
(
S˜, O eS(λ)
)
has a natural structure of X+-graded algebra. For the corresponding
multi-homogeneous Proj-scheme, one has S˜ ∼= ProjA (e).
Now, in the setting of §6.1, we put Λ := h∗, resp Λ+ := X+, and let ♯A (e) be the directed
algebra associated to the X+-graded algebra A (e). One can show that ♯A (e) is a noetherian
directed algebra and the following multi-homogeneous analogue of the equivalence (6.2.1)
holds
Coh S˜ ∼= Qgrmod(♯A (e)). (6.2.2)
6.3. We are going to produce a family of quantizations of the directed algebra ♯A (e). To
this end, we exploit translation bimodules Aν+λν introduced in §5.2.
Given ν ∈ h∗, we associate to our nilpotent element e ∈ g a directed algebra A(e, ν) :=⊕
µ,λ∈X+ A
µ+λ+ν
λ+ν , i.e., using directed algebra notation, for any α<β<0, we put Aαβ := A
α+ν
β+ν .
The resulting directed algebra A(e, ν) has the following properties:
(i) Each homogeneous component Aµ+νλ+ν , of A(e, ν), comes equipped with a Kazhdan
filtration K qAµ+νλ+ν , by nonnegative integers, such that the multiplication pairings respect the
filtrations.
(ii) For all λ ∈ X+, one has Aλλ = Aλ+ν is the Premet algebra associated to the central
character that corresponds to the weight λ+ ν via the Harish-Chandra isomorphism.
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In addition, for a regular dominant ν and any µ, λ ∈ X+, part (iv), resp. part (ii), of
Proposition 5.2.1, implies the following:
(iii) The (Aλ+ν , Aν)-bimodule A
λ+ν
ν yields an equivalence modAν
∼→ modAλ+ν .
(iv) The multiplication in A(e, ν) induces an isomorphism Aµ+λ+νλ+ν ⊗Aλ+νA
λ+ν
ν
∼→ Aµ+λ+νν .
We make A(e, ν) a filtered directed algebra by using the Kazhdan filtrations on each
homogeneous component Aµ+λ+νλ+ν , cf. (i) above.
Note that, by construction, for each λ ∈ X+, the space Aλ0 = A
ν+λ
ν has a structure of
right Aν-module. Thus, one can introduce a functor
Loc : modAν → Qgrmod(A(e, ν)), M 7→ LocM :=
⊕
λ∈X+ A
λ+ν
ν ⊗Aν M. (6.3.1)
Theorem 6.3.2. For any ν ∈ h∗, we have that A(e, ν) is a noetherian, filtered directed
algebra. If ν is dominant and regular then grK A(e, ν)
∼= ♯A (e)<ν, and the functor (6.3.1) is
an equivalence.
The equivalence of the theorem may be thought of as some sort of the Beilinson-Bernstein
localization theorem for Slodowy slices, cf. Introduction to [GS] for more discussions con-
cerning this analogy.
A different approach to a result closely related to Theorem 6.3.2 was also proposed by
Losev in an unpublished manuscript.
Proof of Theorem 6.3.2. The noetherian property is immediate from Proposition 5.2.1, and
the isomorphism grKA(e, ν)
∼= ♯A (e)<ν follows from Proposition 5.2.1(iii).
The equivalence statement in the theorem is a consequence of properties (iii)-(iv) above,
thanks to Gordon and Stafford [GS, Lemma 5.5], and Boyarchenko [Bo, Theorem 4.4]. 
Remark 6.3.3. Theorem 6.3.2 applies also to enveloping algebras. This corresponds, at least
formally, to the case of the zero nilpotent element although the case e = 0 was not considered
in this paper. Specifically, introduce a filtered directed algebra U(ν) :=
⊕
µ,λ∈X+ U
µ+λ+ν
λ+ν ,
where Uν+λν := Γ(B, O(λ) ⊗OB Dν). Then, arguing as in the proof of Theorem 6.3.2, one
obtains, for any dominant regular ν, an equivalence modUν
∼→ Qgrmod(U(ν)).
Remark 6.3.4. One can show that for a dominant, but not necessarily regular ν, the functor
M 7→ LocM is exact and, moreover, one has M 6= 0 ⇒ LocM 6= 0.
6.4. Characteristic varieties for A(e, ν)-modules. Fix Λ as in §6.1 and let B be a filtered
directed algebra. A Λ-graded B-moduleM =
⊕
ν∈Λ Mν is said to be filtered provided each of
the spacesMν is equipped with an ascending Z-filtration F qMν such that, for any i, j ∈ Z and
µ, ν ∈ Λ, we have FiBµν · FjMν ⊂ Fi+jMµ. In such a case, there is a well defined associated
graded Λ-module grM , over grB. Thus grM has an additional Z-grading.
A filtration on M is called good if grM is a finitely generated grB-module in the sense of
(6.1.2).
Now let (Λ,Λ+) = (h∗,X+). This pair satisfies the conditions of Proposition 6.1.3. Thus,
for any ν ∈ h∗, combining the proposition and (6.2.2), we get a category equivalence Φ :
Qgrmod(♯A (e)<ν) ∼→ Coh S˜.
Assume first that ν ∈ h∗ is a dominant and regular weight. Then, we have grKA(e, ν)
∼=
♯A (e)<ν , by Theorem 6.3.2. Therefore, for any Λ-graded A(e, ν)-module M equipped with
a good filtration, we may view grM as a finitely generated graded ♯A (e)<ν-module and put
qgrM := Φ(grM). This is a coherent sheaf on S˜. The additional Z-grading on grM gives
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that sheaf a C×-equivariant structure. Thus, VarM := Supp(qgrM) is a •-stable closed
algebraic subset in S˜.
Now, let ν be an arbitrary, not necessarily dominant and regular, weight. Then, we find
a sufficiently dominant integral weight µ such that ν + µ is a dominant and regular weight.
Given a Λ-graded A(e, ν)-module M , we may view M<ν+µ as a Λ-graded A(e, ν+µ)-module.
A good filtration on M induces one on M<ν+µ, and we have gr(M<ν+µ) = (grM)<ν+µ.
Thus, one may apply all the above constructions to the A(e, ν + µ)-module M<ν+µ. This
way, one defines the set VarM in the general case where ν is an arbitrary weight.
One has the following standard result
Proposition 6.4.1. (i) The set VarM is a coisotropic subset in S˜ which is independent of
the choice of a good filtration on M .
(ii) For any finitely generated Aν-module N , we have π(VarLocN) ⊂ VarN .
(iii) Let ν be a dominant and regular weight and V ∈ (Dν ,mχ)-mod. Then, a good filtration
on V induces a good filtration on LocWhmΓ(B,V) such that one has
g˜rKV| eS
∼= qgr(LocWhmΓ(B,V)) (isomorphism in Coh S˜).
Sketch of Proof. The coisotropicness statement in part (i) is a special case of Gabber’s ”in-
tegrability of characteristics” result [Ga]. Part (ii) is an analogous to a well known result of
Borho-Brylinski (cf. [BoBr], proof of Proposition 4.3). A key point is that the map π : S˜ → S
is proper.
To prove part (iii), let λ ∈ X+. Lemma 5.2.4 yields an isomorphismAν+λν ⊗AνWh
mΓ(B,V) =
WhmΓ(B, O(λ)⊗OB V). Thus, by definition of the functor Loc, we obtain
qgr(LocWhmΓ(B,V)) = qgr
(⊕
λ∈X+ Wh
mΓ(B, O(λ)⊗OB V)
)
. (6.4.2)
Recall the equivalence Φ : Qgrmod(♯A (e)<ν) ∼→ Coh S˜ considered earlier in this subsec-
tion. The object on the right hand side of (6.4.2) equals Φ
(⊕
λ∈X+ g˜rWh
mΓ(B, O(λ)⊗OBV)
)
,
by definition of the functor qgr. Further, for λ sufficiently dominant, we have an isomorphism
g˜rWhmΓ(B, O(λ)⊗OB V) = Γ
(
S˜, O eS(λ)⊗O eS (g˜rKV| eS)
)
, by Lemma 5.3.1. Therefore, we de-
duce an isomorphism
Φ
(⊕
λ∈X+ g˜rWh
mΓ(B, O(λ)⊗OB V)
)
= Φ
(⊕
λ∈X+ Γ
(
S˜, O eS(λ)⊗O eS (g˜rKV| eS)
))
. (6.4.3)
In general, let F be an arbitrary coherent sheaf on S˜. By definition of the equivalence
(6.2.2), in Coh S˜, one has an isomorphism Φ
(⊕
λ∈X+ Γ(S˜, O eS(λ)⊗O eS F)
)
= F . Applying
this observation to the sheaf F := g˜rKV| eS , and using isomorphisms (6.4.2)-(6.4.3), we deduce
part (iii) of Proposition 6.4.1. 
To proceed further, we introduce the following terminology. A coherent sheaf F , on a
reduced scheme X, is said to be reduced if the annihilator of F is a radical ideal in OX .
Definition 6.4.4. An object V ∈ Qgrmod(A(e, ν)) is said to have regular singularities if there
exists a representative M ∈ grmod(A(e, ν)), of V , and a good filtration on M such that the
corresponding sheaf qgrM ∈ Coh S˜ is reduced and, moreover, Supp(qgrM) is a Lagrangian
subvariety in S˜.
6.5. Definition of Harish-Chandra (Ac′ , Ac)-bimodules. We fix a pair of weights β, γ ∈
h∗ and specialize the general setting at the begginning of section 6.4 to B = A(e, β)⊗A(e, γ)op ,
a filtered Λ×Λ-graded directed algebra. By Theorem 6.3.2, we have grK(A(e, β)⊗A(e, γ)
op) =
♯(A (e)⊗A (e))<β×γ . Hence, there is a category equivalence Qgrmod(grK(A(e, β)⊗A(e, γ)
op)) ∼=
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Coh(S˜ × S˜). Therefore, associated with any Λ×Λ-graded (A(e, β),A(e, γ))-bimodule M with
a good filtration, there is a C×-equivariant coherent sheaf qgrM , on S˜ × S˜.
One proves the following analogue of Theorem 6.3.2 for bimodules.
Proposition 6.5.1. For dominant regular β, γ ∈ h∗, there is a canonical equivalence
M 7−→ LocM :=
⊕
λ,µ∈X+ (A
λ+β
β ⊗Aβ M ⊗Aγ A
µ+γ
µ ),
between the category mod (Aβ ⊗A
op
γ ), of finitely generated (Aβ , Aγ)-bimodules, and category
Qgrmod(A(e, β) ⊗ A(e, γ)op). 
Next, recall the Steinberg variety Z and observe that Z∩(S˜×S˜) is a Lagrangian subvariety
in S˜ × S˜. An analogue of Proposition 6.4.1 for bimodules yields the following result.
Proposition 6.5.2. Let β, γ ∈ h∗ be dominant weights. Then,
(i) For any wHC (Aβ, Aγ)-bimodule N , we have Var(LocN) ⊂ Z ∩ (S˜ × S˜).
(ii) Let β and γ be dominant, and let V be a G-monodromic Dβ,γ-module. Then, a good
filtration on V induces a good filtration on LocWhmmΓ(B × B,V) such that one has
g˜rKV| eS× eS
∼= qgrLocWhmmΓ(B × B,V). ✷
In part (ii) above, we have abused the notation Whmm and, given a left (Uβ ⊗ Uγ)-module
N , write WhmmN for (mχ ⊗ 1)-invariants in N/(1 ⊗mχ)N.
Transition from left Dβ,γ-modules to (Ug,Ug)-bimodules can be carried out as explained
eg. in [BG, §5], esp. Lemma 5.4 and formula (5.5).
Proof of Theorem 4.2.2(i). Fix a wHC (Ac′ , Ac)-bimodule N and choose a good filtration on
LocN . We know that Var(LocN) ⊂ Z ∩ (S˜ × S˜), by the proposition above, and that
Z ∩ (S˜ × S˜) is a Lagrangian variety. Therefore, Gabber’s theorem (cf. Proposition 6.4.1(i)),
implies that any irreducible component of the scheme Supp(LocN) is Lagrangian, moreover,
it is an irreducible component of Z ∩ (S˜ × S˜).
We define CC(LocN), the characteristic cycle of LocN , to be a Lagrangian cycle in S˜ ×S˜
equal to the linear combination of the irreducible components of the scheme Supp(LocN),
counted with multiplicities. A standard argument shows that the cycle CC(LocN) is in-
dependent of the choice of good filtration. Further, an analogue of Remark 6.3.4 for bi-
modules implies the exactness of the functor N 7→ LocN . It follows that the assignment
N 7→ CC(LocN) is additive on short exact sequences.
Now, let N = N0 ⊃ N1 ⊃ N2 ⊃ . . . be a descending chain of sub-bimodules of N such that
N i/N i+1 6= 0 for any i. Thus, we have LocN i/LocN i+1 = LocN i/N i+1 6= 0, cf. Remark
6.3.4. It follows that the total multiplicity in the cycle CC(LocN i), i = 0, 1, . . . , gives a
strictly decreasing sequence of natural numbers. Therefore, this sequence terminates. We
conclude that N i = 0 for i≫ 0, hence N has finite length. 
Further, it is clear that Definition 6.4.4 of ‘regular singularities’ may be adapted to objects
of Qgrmod(A(e, β) ⊗ A(e, γ)op) in an obvious way. The following definition is motivated by
Corollary 6.6.2, to be discussed in section 6.6 below.
Definition 6.5.3. A weak Harish-Chandra (Aµ, Aν)-bimodule N is called a Harish-Chandra
bimodule if LocN ∈ Qgrmod(A(e, µ) ⊗ A(e, ν)op), the object corresponding to N via the
equivalence of Proposition 6.5.1, has regular singularities.
Part (ii) of Proposition 6.5.2, combined with Corollary 1.3.8(iii) and with Proposition 6.6.1
below, yields the following result.
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Proposition 6.5.4. If K ∈ H C (Uc,Uc′) then Wh
m
mK is a Harish-Chandra (Aµ, Aν)-bimo-
dule; furthermore, we have Var(LocWhmmK) = VarK ∩ (S˜ × S˜). 
6.6. Harish-Chandra Ug-bimodules vs regular singularities.
Proposition 6.6.1. Let µ, ν ∈ h∗ be dominant regular weights and let M be a Dµ,ν-module
such that, set-theoretically, one has VarM⊂ Z. Then, the following conditions are equivalent
(i) The D-module M has regular singularities in the sense of [KK];
(ii) There exists a good filtration on M such that g˜rM, the associated graded sheaf, is
reduced.
(iii) There exists a good filtration on Γ(B×B,M) such that gr Γ(B×B,M) is a symmetric
(C[g∗],C[g∗])-bimodule, i.e., such that one has a ·m = m ·a, ∀a ∈ C[g∗],m ∈ gr Γ(B×B,M).
(iv) The g-diagonal action on Γ(B × B,M) is locally finite.
Proof. The implication (i) ⇒ (ii) is a special case of a general result of Kashiwara-Kawai,
cf. also [Kas, Definition 5.2]. The corresponding filtration was defined in [KK, Theorem
5.1.6].
To prove (ii) ⇒ (iii) let F qM be a good filtration onM such that (ii) holds. Any element
x ∈ g gives rise to a linear function g∗ × g∗ → C, (α, β) 7→ 〈α+ β, x〉. Let x˜ denote the pull-
back of that function via the map π× (−π) : T ∗B×T ∗B → N ×N , u× v 7→ π(u)× (−π(v)).
Thus, we have Z = [π × (−π)]−1(N∆), where N∆ ⊂ N × N is the diagonal. Clearly, the
function x˜ vanishes on Z. Hence, we have x˜ · g˜rM = 0.
Observe next that x˜ is a homogeneous function, of degree 1, along the fibers of the cotangent
bundle T ∗(B × B). Thus, the equation x˜ · g˜rM = 0 implies that, for any j ∈ Z, the good
filtration onM satisfies x(FjM) ⊂ FjM, where x(−) stands for the g-diagonal action of x on
M. It follows that the filtration on Γ(B ×B,M) defined, for any j ∈ Z, by Γj(B ×B,M) :=
Γ(B × B, FjM) makes gr Γ(B × B,M) a symmetric (C[g
∗],C[g∗])-bimodule.
To prove the implication (iii) ⇒ (iv), let Γ q(B×B,M) be an arbitrary good filtration on
the bimodule Γ(B × B,M) that makes gr Γ(B × B,M) a symmetric (C[g∗],C[g∗])-bimodule.
The filtration being good, the vector space Γj(B×B,M) is finite dimensional for each j ∈ Z.
The symmetry of the bimodule gr Γ(B × B,M) implies, by an easy induction on j, that
the vector space Γj(B × B,M) is stable under the g-diagonal action. We conclude that the
g-diagonal action on Γ(B × B,M) = ∪j Γj(B × B,M) is locally finite.
To complete the proof of the theorem, let M be a D-module such that (iv) holds and put
M := Γ(B × B,M). It is clear that the g-diagonal action on M can be exponentiated to an
algebraic Gsc-action. It follows that Dµ,ν ⊗Uµ⊗Uν M is a G
sc-equivariant D-module. But,
B × B being a projective variety with finitely many Gsc-diagonal orbits, any Gsc-equivariant
D-module on B×B has regular singularities, see eg. [HTT, Theorem 11.6.1]. Finally, by the
Beilinson-Bernstein theorem, we haveM = Dµ,ν ⊗Uµ⊗Uν M , and the implication (iv) ⇒ (i)
follows. 
Using an analogue of the equivalence of Remark 6.3.3 for (Uµ,Uν)-bimodules, one can
reformulate Proposition 6.6.1 as follows
Corollary 6.6.2. Let µ, ν ∈ h∗ be dominant regular weights and let M be a wHC (Uµ,Uν)-
bimodule. Then, the following conditions are equivalent
(i) The adjoint g-action on M is locally finite, i.e., M ∈ H C (Uµ,Uν) is a Harish-Chandra
bimodule in the sense of §4.1.
(ii) The object LocM ∈ Qgrmod(U(µ)⊗ U(ν)op) has regular singularities. 
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