Abstract-In wireless sensor networks (WSNs), the field information (e.g., temperature, humidity, airflow) is acquired via several battery-equipped wireless sensors and is relayed toward a sink node. As the size of the WSNs increases, it becomes inefficient (in terms of power consumption) when gathering all information in a single sink. To tackle this problem, one can increase the number of sinks. The set of sensor nodes that are sending data to sink k is called commodity k. In this paper, we formulate the lexicographically optimal commodity lifetime (LOCL) routing problem. A stepwise centralized algorithm called the LOCL algorithm is proposed, which can obtain the optimal routing solution and lead to lexicographical fairness among commodity lifetimes. We then show that, under certain assumptions, the lexicographical optimality among commodity lifetimes can be achieved by providing lexicographical optimality among node lifetimes. This motivates us to propose our second algorithm, which is called the lexicographically optimal node lifetime (LONL) algorithm, which is suitable for practical implementation. Simulation results show that our proposed LOCL and LONL algorithms increase the normalized commodity and node lifetimes compared with the maximum lifetime with multiple sinks (MLMS) and lexicographical max-min fair (LMM) routing algorithms.
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I. INTRODUCTION

R
ECENT advances in low-power integrated circuits have sped up the development of various types of low-cost wireless sensors, which are the building blocks of the wireless sensor networks (WSNs). In WSNs, each sensor node has the capability to sense the environment (e.g., temperature, pressure, light, acoustic) and process the data. In general, WSNs have an ad hoc topology, and each node is capable of relaying the data toward the sink [3] . Since most of the sensor nodes are battery powered, one of the design objectives is to prolong the lifetime of the network [4] . There are various ways to define the lifetime of a WSN. It can be defined as the time at which the first node runs out of energy [5] . This time is equivalent to the time at which the first routing path is disconnected [6] . In [7] , the lifetime is defined as the time at which the maximum number of times a certain data-collection function can be carried out. In [8] and [9] , it is defined as the time at which a region within the WSN is not covered by any nodes. We now summarize some of the related works on lifetime maximization in WSNs. The maximum lifetime routing problem is formulated as a linear programming (LP) problem in [5] , [10] , and [11] . In [12] , a distributed algorithm based on dual decomposition is proposed to solve the linear maximum lifetime problem. In [13] , the maximum lifetime problem is extended by considering a variable-length, time-division multipleaccess (TDMA) frame in the medium-access control (MAC) layer. In [14] , the utility-lifetime tradeoff in the maximum lifetime problem is studied by considering the source rates as variables in the system. In [15] , the same problem is studied by considering the scheduling constraints of the link data rates. In [1] , the lifetime problem is formulated as an LP problem for multicommodity networks. In [2] , an iterative algorithm is proposed to obtain a lexicographic max-min node lifetime solution. In [16] , an iterative centralized algorithm is proposed to find a Pareto-optimal routing solution for WSNs.
As the size of the network increases, it becomes inefficient (in terms of power consumption) and sometimes impossible (in terms of network capacity) to gather all information in a single sink node. To tackle this problem, one can increase the number of sinks [17] - [22] . A sample WSN with two sinks is illustrated in Fig. 1 , with each source node sending data to the nearest sink. WSNs with multiple sinks have recently received increasing attention. In [17] , multisink WSN architecture is proposed where the network is partitioned into clusters. All the sources in a cluster are assigned to send data to the sink that is designated for that particular cluster. A multidrain sensor 0018-9545/$25.00 © 2008 IEEE network is considered in [18] . Data from each source are logged in two distinct drains to increase the resiliency of drain failure. In [19] , the upper and lower bounds for the optimal solution of the multiple sink problem are obtained. It is shown that the bounds are tight for networks with a large number of nodes. In [23] , we studied the problem of fair resource allocation among different commodities in multiple-sink WSNs.
The set of nodes sending data to a particular sink is called a commodity. The lifetimes of commodities in a network with multiple sinks are not independent. By changing the routing flows, we can increase or decrease the lifetime for each commodity. One important issue is how to obtain a routing solution that provides fairness among different commodity lifetimes. This is the main focus in this paper. To the best of our knowledge, there is no prior study on fair lifetime maximization for multicommodity WSNs with multiple sinks. Our proposed algorithms are based on lexicographic optimization (see Section II-A) to achieve fairness. The contributions of this paper are as follows.
• We consider the commodity lifetime problem in a WSN with multiple sinks. We formulate this problem as a sequence of optimization problems.
• We propose a stepwise centralized algorithm, called the lexicographically optimal commodity lifetime (LOCL) algorithm, which lexicographically maximizes the lifetime of commodities. By using the LOCL algorithm, the average normalized commodity lifetime increases by 100% and 35% compared with maximum lifetime with multiple sinks (MLMS) [1] and lexicographical max-min fair (LMM) [2] algorithms when there are four sinks in the network, respectively. • We show that, under certain assumptions, an LOCL problem can be reduced to a lexicographically optimal node lifetime (LONL) problem. This problem can be solved in polynomial time. We propose a distributed algorithm, which is called the LONL algorithm, to solve this problem using a dual decomposition technique. The LONL algorithm is simple to implement and is more interesting for practical deployment. The rest of this paper is organized as follows. In Section II, we present the problem formulation and describe our proposed LOCL algorithm. In Section III, we propose the LONL algorithm and provide its distributed implementation using the dual decomposition technique. The performance comparisons between LOCL, LONL, MLMS, and LMM algorithms are presented in Section IV. Conclusions are given in Section V.
II. LOCL ALGORITHM
In this section, we first introduce the notations. The lifetime of the commodity and the lexicographically ordered commodity lifetime vectors are defined. We then present the stepwise LOCL algorithm.
A. System Model
Consider a WSN where the sensor nodes are randomly scattered over the coverage area. Each sensor node has limited energy. Nodes can cooperate to relay data toward the sinks. The commodities and the nodes can be considered as the users and the resources of the system, respectively. Each sink uses the system resources to gather information within the sensing area. The source nodes in a commodity utilize the energy of the intermediate nodes in the network for a multihop transmission toward the sink. Since each node is battery powered, resources in the system are limited. Thus, fair resource allocation is needed. Our objective is to obtain a routing flow that fairly shares the system resources among commodities. The lexicographic optimality is used as the notion of fairness among the lifetimes of the commodities.
Let V denote the set of sensor nodes and C the set of sinks collecting information from the network. The data rate that is generated by source node i to sink k ∈ C is denoted by S k i . The total data rate that is generated by source node i is denoted by S i and is equal to k∈C S k i . Let N i be the set of neighbors of node i ∈ V. Let x k ij denote the data rate of commodity k ∈ C that is transmitted from node i to node j ∈ N i . The aggregate data rate for the unidirectional logical link from node i to j ∈ N i is denoted by x ij and is equal to k∈C x k ij . For notation simplicity, we stack up all x ij and denote it as vector x.
Let p ij denote the power that is consumed in node i ∈ V for the transmission of one bit information to node j ∈ N i . The maximum data rate between nodes i and j is denoted by R ij , depending on the capacity of the link and the MAC protocol being used. Let E i represent the initial energy of node i. The lifetime of sensor node i, i.e., T i (x), is defined as follows:
The lifetime of commodity k is defined as the time at which the first path is disconnected between one of the sources and sink k ∈ C. This time is equal to the time at which the first node carrying information for sink k runs out of its energy. The lifetime of commodity k ∈ C under data flow vector x is defined as follows:
A vector
That is, all the elements in the vector are sorted (or arranged) in an ascending order. Commodity lifetime vectorT is lexicographically greater than vectorT if and only if there exists i such thatT i >T i , and for all j < i, we haveT i =T j . As an example, ifT = (2, 2, 5, 8) andT = (2, 2, 4, 9), then T is lexicographically greater thanT. Two vectors are lexicographically equal if all of the elements of these two vectors are equal.
A vector is lexicographically optimal in a set if it is the lexicographically greatest vector in the set. As an example, for the set { (1, 3, 7, 8) , (2, 2, 5, 8) , (2, 2, 4, 9) , (2, 2, 3, 10)}, vector (2, 2, 5, 8) is the lexicographically optimal vector. Note that for any compact set of R m , there exists only one lexicographically optimal vector [24] .
B. Problem Formulation
In the LOCL algorithm, the objective is to determine the routing paths and the flow rates (i.e., data flow vector x), which lead to the lexicographically optimal feasible lifetime vector. The LOCL algorithm is a stepwise algorithm. In the first step, the minimum commodity lifetime in the network is maximized. This step may have an infinite number of optimal routing solutions. In the second step, among the solutions from the first step, the solution that maximizes the second minimum commodity lifetime is chosen. The second step may also have an infinite number of optimal solutions.
In general, in step n of the LOCL algorithm, among the solutions from step (n − 1), the solution that maximizes the nth minimum commodity lifetime is chosen. In other words, in step n, the nth minimum commodity lifetime is maximized, while all lower commodity lifetimes are being maximized. The routing solution in the last step lexicographically maximizes the lifetime of all commodities. Note that the number of steps is equal to or less than the number of commodities. The optimal routing solution in the last step is the LOCL routing (LOCLR) solution.
Definition 1: A routing flow is LOCLR if the vector of lifetimes of commodities under this routing flow is the lexicographically greatest feasible commodity lifetime vector.
LOCLR is the solution of the LOCL algorithm or, equivalently, the optimal solution of the last step of this algorithm. The last step of the LOCL algorithm may have more than one optimal solution, i.e., an infinite number of optimal solutions.
Proposition 1: The LOCL vector is unique, but the LOCLR solution is not necessarily unique.
As we mentioned earlier, the LOCL vector in a set is unique [24] . Results in [2] showed that in a lifetime maximization problem, it is possible to have an infinite number of optimal solutions. An example can be found in [25] . This example can be extended for networks with multiple sinks or commodities.
C. LOCL Algorithm: First Step
We now present the first step of the LOCL algorithm and describe how it can be converted to a linear mixed-integer programming problem. In the first step, the minimum commodity lifetime is maximized. The problem is as follows:
The first set of constraints is the flow conservation for each commodity in all the nodes. The second set of constraints is the data rate limits on each link. To obtain a linear objective function, we introduce an auxiliary scalar variable t, which is a lower bound for the lifetime of minimum commodity, i.e.,
The objective is to maximize t. Substituting (2) into (4) and (4) into (3), it becomes
The second constraint in problem (5) can be replaced by
We replace T k and t by their respective inverses:
The objective is changed from maximizing t to minimizing q. Problem (5) can now be written as
The second constraint in problem (7) is conditional. To obtain a closed form for this constraint, we multiply both sides of the inequality by
In ( (8) is equivalent to the second constraint in (7) . The constraint in (8) is a nonconvex constraint. We use a series of change of variables to replace this constraint with several linear constraints. We introduce an auxiliary Boolean variable, i.e.,
where b k i is equal to 1 when node i carries the information of commodity k. We can then map the new Boolean variable to rate variables as follows:
Constraint (8) can now be written as follows:
This constraint is still nonlinear. We use a linearization technique and convert this constraint to a set of linear constraints. Details of the linearization technique can be found in Appendix A. We define two new variables, i.e.,
Constraint (11) can be written as
A set of constraints is added for each new variable, node i, and commodity k, i.e.,
where P max i = j∈N i p ij R ij , and q k max is a loose upper bound for q k . We rewrite problem (7) with new variables. In this problem, the variables are q,
, and q k max are the constants, i.e., minimize q subject to
Because of the linearity of the objective function, it is possible to have an infinite number of optimal lifetime solutions. To obtain a unique set of commodities with minimum lifetime in this step and the subsequent steps, we use the regularization method. Details of the regularization method can be found in Appendix B. The regularization term that is used in problem (15) is the Euclidean norm of the commodity lifetime vector, which is k∈C (q k ) 2 . Therefore, the new objective of problem (15) is
where δ is the regularization parameter. The objective function is now quadratic. The work in [26] and [27] proved that when δ is less than a certain threshold, the optimal solutions of the regularized problem form a subset of the optimal solutions of the problem before regularization.
D. LOCL Algorithm: Subsequent Steps
The first step in the LOCL algorithm is a linear mixed-integer program (MIP). The feasible set in the second step of the LOCL algorithm is the optimal solution set of the first step. Similarly, the feasible set in the third step is the optimal solution of the second step, and so on. We call the mixed-integer programming problem in step n as MIP-n. The following lemma characterizes the feasible region for the problem in step n.
Lemma 1: The feasible region of problem MIP-n is nonempty if there exists at least one path between each source and its associated sink.
The proof of this lemma is presented in Appendix C. This lemma guarantees that the feasible region in each step, which is the optimal solution set in the previous step, is nonempty.
Assume that the minimum lifetime in the first step [see problem (15) ] is T 1 and that the optimal value (the inverse of the minimum commodity lifetime) is q 1 . Let P 1 be the set of commodities that the first constraint is active in problem (15) . In the second step, the minimum lifetime among all the commodities except the members of P 1 (i.e., C \ P 1 ) is maximized subject to the condition that the lifetime of the commodities in P 1 is also being maximized. The problem in the second step is similar to problem (3), whereas the objective is modified to be as follows:
Also, there is a constraint on the maximization of the minimum lifetime. The constraint is
The problem in the nth step can be formulated with similar changes in the objective function and by including the additional constraints. Let T h denote the maximum achievable value for the hth minimum commodity lifetime (obtained from the hth step). Let P h denote the set of commodities that their lifetimes are equal to T h in the hth step. We have
The problem in the nth step is as follows:
By letting q h = 1/T h , the same series of changes that are applied to problem (3) can be applied to problem (17) . The mixed-integer programming problem in step n (i.e., MIP-n) is as follows: minimize q subject to
Algorithm 1 shows the stepwise LOCL algorithm to determine the LOCLR solution.
Algorithm 1
Stepwise LOCL algorithm (Centralized) 1: Set n = 1 2: While
Solve MIP-n.
4:
Set q n := optimal value of MIP-n. 5:
Set n := n + 1.
7: End
The MIP-1 is problem (15) . The MIP-n (for n > 1) is problem (18) . The number of steps in the stepwise LOCL algorithm is less than or equal to the number of commodities.
Algorithm 1 is NP-hard in general. There are efficient commercial softwares (such as CPLEX [28] and MOSEK [29] ) in solving linear mixed-integer problems. Most of them use branch-and-bound algorithm [30] . The linear mixed-integer problem in the nth step of Algorithm 1 has |C V| binary variables, |C|(2|V| + |L|) real variables, |C|(8|V| + n) inequality constraints, and |C V| equality constraints, where L is the set of links in the network. Notice that the computational complexity of a linear mixed-integer problem depends only on the number of its integer (in our case, binary) variables, but not the number of real variables [31] . Thus, problem (18) can easily be solved in practice for small-and medium-scale WSNs. Next, we propose our second algorithm that is particularly useful for practical deployments of large-scale WSNs.
III. LONL ALGORITHM
In (2), we defined the lifetime of a commodity k to be the time at which the first node carrying information in commodity k runs out of its energy. In a WSN with a large number of sensor nodes, if the sensor nodes and the sinks are uniformly distributed in the coverage area, and all the sensor nodes have the same amount of initial energy, then the first node that runs out of its energy in commodity k is most likely to be one of those that are the neighbors of sink k. In the first stage, some sensor nodes that are closer to the sinks will most likely run out of energy. These nodes, which are in different commodities and most likely neighbors of the sinks, usually carry information belonging to their commodities. Therefore, their lifetimes are independent. If the above assumptions are valid, then the LOCL problem can be reduced to a lexicographical optimal node lifetime problem. In this section, we show how to solve the latter in a distributed manner. The proposed algorithm is called the LONL algorithm. Compared with the LOCL algorithm in Section II, the LONL algorithm is simple to implement and more practical to deploy. We call the inverse of the lifetime of each node the normalized power consumption of the node. Let g i denote the normalized power consumption of node i. The normalized power consumption of node i under data flow vector x = {x k ij } is as follows:
A. System Model
For simplicity, vector g = {g i } is used to denote the normalized power consumption of all the nodes. Definition 3: A routing flow is lexicographically optimal normalized power consumption routing (LONPR) flow if the normalized power consumption vector under this routing flow is the lexicographically smallest feasible normalized power consumption vector.
Using the concept of LONPR, we can express the following lemma.
Lemma 2: The nodes' lifetime vectors under the LONLR flow (Definition 2) and the LONPR flow (Definition 3) are lexicographically equal.
The proof of this lemma is provided in Appendix D. It shows that the ith minimum lifetime is equal to the inverse of the ith maximum normalized power consumption for all values of i = 1, . . . , |V|.
We now formulate a convex optimization problem, which leads to the LONPR solution. Consider the following problem:
where function f (g i ) is a convex function. Problem (20) has |V|(|C| + 1) (real) variables, |L|(|C| + 1) inequality constraints, and |V|(|C| + 1) equality constraints. Since all the constraints are linear and the objective function is convex, the optimization problem in (20) is a convex programming problem. There are several schemes that can be used in solving convex optimization problems. They include the gradient projection methods, the interior point method, and the primal-dual method [32] . Note that the convex programming algorithms have polynomial complexity. That is, the runtime is no greater than a polynomial function of problem size (2|V|+|L|)(|C|+ 1). The theorem below is related to problem (20) and the LONPR solution.
Theorem 1: If h(x)
is a differentiable increasing convex function, then the routing solution of problem (20) with f (x) = (h(x)) γ approaches the LONPR solution as γ → ∞.
The proof of this theorem is presented in Appendix E. It can be shown that the LONPR flow solution is not necessarily unique. However, all of the solutions lead to a unique lexicographically ordered node lifetime vector. Based on Theorem 1, the optimal solution of problem (20) is the LONPR solution. Based on Lemma 2, the LONPR and LONLR flow solutions lead to the same node lifetime vector. Therefore, the solution of problem (20) is indeed the LONLR solution. Problem (20) is a tractable convex problem that can be solved in polynomial time. We now propose a distributed solution for this problem.
B. Distributed Implementation
In this section, we present a distributed algorithm to solve the problem in (20) . The technique that we use is dual decomposition [32] , which has also been used in [12] and [33] . Problem (20) is referred as the primal problem. We first introduce Lagrange multipliers λ k i for the first equality constraints in (20) . The other constraints are local constraints in each node and do not need to be relaxed. Lagrangian function L(g, x, λ) is given by
From the Lagrangian, the dual function and the dual problem can be defined. A subgradient algorithm [32] can be used to solve the dual problem. The subgradient algorithm is an iterative algorithm. In iteration τ , given λ 
Algorithm 2 shows the distributed LONL algorithm that is performed in node i. 
Algorithm 2 LONL Algorithm in
Exchange the values of λ k i (τ + 1) with neighboring nodes j ∈ N i . 7: τ := τ + 1.
8: End
In the above algorithm, μ(τ ) is a positive diminishing step size and is chosen as 1/(τ + 1).
IV. PERFORMANCE EVALUATION
In this section, we evaluate the performance of our proposed LOCL and LONL algorithms. We assume a deterministic path loss model. The power that is consumed for the transmission of one bit from node i to node j (i.e., p ij ) is η 1 + η 2 d 
A. Performance of the LOCL Algorithm
In the first experiment, we show the performance of employing multiple sinks. There are 30 sensor nodes that are randomly deployed in a 50 × 50 m square field. The transmission range of each node is 10 m. Eight nodes are randomly chosen as the source nodes. Each source sends data to its (physically) closest sink. Fig. 2(a) shows the normalized minimum commodity lifetime in the network versus the number of sinks. Each sink is located in one of the four corners in the field. Results are averaged over 100 simulation runs. The values are normalized with respect to the lifetime of the network with only one sink. Simulation results depict that the lifetime increases almost linearly as the number of sinks is increased. It can be seen that the minimum commodity lifetime in the network when there are four sinks is almost 500% longer compared with the network with one sink. The benefit of increasing the number of sinks is evident. Fig. 2(b) shows the number of steps that are performed in the LOCL algorithm versus the number of sinks in the network. When there are four sinks in the network, the average number of steps is about 3.5.
Next, we investigate the performance of the LOCL algorithm with a different number of sources. The other simulation settings are the same as those in the previous experiment. Fig. 3 shows the average normalized commodity lifetime for the commodities under a different number of sources. When the number of sources increases, the lifetime of each commodity decreases. In this experiment, we assume that there are four different types of sources in the network, two sensors of each type. For example, there can be two temperature sensors, two pressure sensors, two humidity meter sensors, and two airflow sensors. One sink is assigned to gather information for each data type. Sensors are then required to send data to the corresponding sink. Fig. 4 shows the normalized lifetime of the commodities. We compare the results when there are different types of sensors and the case that each source sends data to the nearest sink. When there are different types of sources and all sources are randomly deployed in the sensor area, there are more common nodes among the commodities. The correlation between different commodities increases. Also, the data packets are traversed over longer paths. Therefore, the lifetime of the commodities decreases compared to the case where each node sends data to the nearest sink.
B. Performance Comparisons Between LOCL, LONL, MLMS, and LMM Algorithms
To perform the simulation for the LONL algorithm, we need to choose function h(g i ) and parameter γ. We set h(g i ) = g i . To choose γ, we set up an experiment. The network topology is similar to the network that is used in the first experiment with two sinks. We increment the value of γ starting from 1, and solve problem (20) . Fig. 5 shows the average normalized minimum lifetime in the network for 100 simulation runs versus different values of γ. It can be seen that when γ > 8, the difference between consecutive lifetime values is less than 1%. We choose γ = 10 for the subsequent simulation runs. The objective function in problem (20) 
To compare our LOCL and LONL algorithms with the existing algorithms in the literature, we implemented the algorithms that are proposed in [1] and [2] . We solve the corresponding mixed-integer programming problems by using the MOSEK [29] optimization toolbox. There are four sinks and eight sources in the network. In [1] , the problem of network lifetime maximization is modeled as a concurrent multicommodity flow optimization problem. The problem can be extended to consider the multisink case. We modify this algorithm and assume that each source sends data to the closest sink. Note that this makes the comparison with be fair as in all other cases for multisink WSNs. When there is one sink, this problem is equal to the maximum lifetime routing problem that is proposed in [5] . We call the modified algorithm the maximum lifetime routing for a network with multiple sinks (MLMS).
An LMM algorithm is proposed in [2] . This algorithm determines a schedule for the routing flows. We extend this algorithm for WSNs with multiple sinks. We compare the results of LOCL with the first routing flow of the LMM method. Notice that the LOCL algorithm provides one routing flow, but not a schedule of routing flows for the network. Since LOCL and LONL algorithms provide one routing flow, we compare these algorithms with the first routing flow in the schedule of LMM. Fig. 6 compares the lifetime of commodities between LOCL, LONL, MLMS, and LMM algorithms. Results show that for the minimum commodity lifetime, all four algorithms provide the same lifetime. For the other commodities, the LOCL algorithm provides a higher lifetime. The difference between LOCL and LONL algorithms is due to the fact that after the first node runs out of its energy, the LOCL algorithm tries to maximize the next commodity lifetime, while the LONL algorithm tries to maximize the second node lifetime. The second node does not necessarily belong to the second commodity. This happens for the subsequent commodities and leads to different results for LOCL and LONL algorithms. The difference increases as the commodity number increases.
The lifetimes for the commodities that are obtained from the MLMS algorithm are almost equal because this algorithm only maximizes the minimum lifetime in the network. For the LMM algorithm, the first routing flow from the schedule is compared. Fig. 7 compares the lifetime of nodes under LONL, MLMS, and LMM algorithms. The LONL algorithm maximizes the lifetime of all the nodes in the network and, consequently, has better performance. The LMM algorithm has better performance compared with the MLMS algorithm. In the MLMS algorithm, only the minimum lifetime is maximized, and therefore, the lifetimes of other nodes are almost equal.
V. CONCLUSION
Multiple sinks can be employed in a WSN to increase the lifetime of the network. In this paper, we have formulated two algorithms to fairly share the network resources among various commodities and nodes in the system using the concept of lexicographical fairness. We have first proposed the centralized LOCL algorithm to obtain the exact lexicographically optimal solution. LOCL is a stepwise algorithm. In each step, a linear mixed-integer programming problem is being solved. Our second algorithm, which is called the LONL algorithm, is distributed. It can obtain the optimal solution under certain assumptions and the suboptimal solutions in general. The LONL algorithm is easier to implement and is more practical for deployments. Simulation results have shown that LOCL and LONL algorithms have better performance compared with some existing schemes.
There are several directions for future work. The algorithm can be extended to enable the source nodes to select the appropriate sink. Alternatively, the problem can be formulated such that the optimal location for the sinks is determined while the network lifetime is being maximized.
APPENDIX A LINEARIZATION TECHNIQUE
Consider a nonnegative real variable x and a binary variable a. The product of these variables can be replaced by a new real variable z. The value of z corresponds to the value of x and a as follows:
Assume that x max is an upper bound for real variable x. The desired correspondence between x, a, and new variable z is obtained by requiring that [34] 
APPENDIX B REGULARIZATION TECHNIQUE
Consider the following convex optimization problem with variable x:
where f 0 and f i 's can be linear or nonlinear functions. The optimal value (i.e., the minimal value) is denoted by p and is achieved at an optimal solution x . That is, p = f 0 (x ). Now, consider the following optimization problem:
Mangasarian and Meyer [26] proved that if the problem is an LP problem, for all values of δ that are below some positive threshold, the optimal solutions of regularized problem (25) are also the optimal solutions in problem (24) . Recently, Friedlander and Tseng [27] extended this work and proved that when the problem is nonlinear, the result still holds. They showed that this threshold is the inverse of the Lagrange multiplier of the second inequality constraint in the following problem:
They proved that this problem always has a Karush-KuhnTucker point. Thus, the threshold always exists.
APPENDIX C PROOF OF LEMMA 1
We use mathematical induction to prove this lemma. If there is at least one path between each source and its associated sink, the feasible set of problem MIP-1 is nonempty. Consequently, the optimal set is also nonempty. If the feasible region of problem MIP-n is nonempty, then its optimal set is nonempty. Since the feasible set of problem MIP-(n + 1) is the optimal set in problem MIP-n, therefore, it is nonempty.
APPENDIX D PROOF OF LEMMA 2
We use mathematical induction to prove the following parts. 1) The inverse of the minimum lifetime is equal to the maximum normalized power consumption. 2) If the inverse of the ith minimum lifetime is equal to the ith maximum normalized power consumption, then the inverse of the (i + 1)th minimum lifetime is equal to the (i + 1)th maximum normalized power consumption. Both parts can be proved by contradiction. We only prove part one; the proof for the second part can be derived in a similar manner. Let T 1 denote the minimum lifetime (i.e., the maximum achievable value for the minimum lifetime) and g 1 the maximum normalized power consumption (i.e., the minimum achievable value for the maximum normalized power consumption). Now, assume that g 1 = (1/T 1 ). If g 1 > (1/T 1 ), it means that it is possible to reduce the maximum normalized power consumption to 1/T 1 , while we have assumed that g 1 is the minimum achievable value for the maximum normalized power consumption, which is a contradiction. If g 1 < (1/T 1 ), it means that it is possible to reduce the maximum normalized power consumption to 1/T 1 , while we have assumed that g 1 is the minimum achievable value for the maximum normalized power consumption, which is a contradiction. If g 1 > (1/T 1 ), it means that it is possible to increase the minimum lifetime to 1/g 1 , while we have assumed that T 1 is the maximum achievable value for the minimum lifetime. This is also a contradiction.
APPENDIX E PROOF OF THEOREM 1
The set of constraints in problem (20) constructs a closed convex set. Let g max i be a loose upper bound for the normalized power consumption of node i ∈ V. Let g denote the vector of the normalized power consumption, and let g γ represent the optimal value of problem (20) when f (x) = (h(x)) γ . The closed feasible set and the loose upper bound constraint construct a compact feasible set for g γ . Since g γ is a sequence in a compact set, there exists a subsequence of γ, {γ m , m ≥ 1}, such that g γ m converges to some g as m → ∞, where g is the limit point of g γ m . We prove that g is the lexicographically smallest normalized power consumption vector.
Proof by contradiction: Assume that g is not the lexicographically optimal solution, and g is the lexicographically optimal vector. g is lexicographically less than g . It means that there exists i such that g j = g j for all j < i and g i > g i . Let ξ = g i − g i . From the convergence of g γ m to g , there exists m 0 such that for all m ≥ m 0 , g γ m n is in the -neighborhood of g n for all n ∈ V, i.e.,
Consider expression A m , which is defined by
where f m (x) = (h(x)) γ m . From the optimality of g γ m , we have A m ≥ 0. Since, for the values of n < i, the members of two vectors are equal, we have
Since function f m (x) > 0, we have
Vector g is ordered lexicographically. Thus, for all n > i, g n < g i , we have
where M = |V| − i + 1. We know that g i = g i − ξ. We also use (27) to obtain
Since can be any number, we choose it such that < ξ. The last term is equal to
where h(x) is an increasing function. When γ m → ∞ (i.e., m → ∞), this term tends to zero. Therefore, A m ≤ −1, which is a contradiction. Note that our proof is related to that in [35, Lemma 3] . Mo and Walrand [35] considered utility maximization problems and proved a similar theorem for max-min fairness; however, here, we consider the normalized power consumption minimization problem, and the lexicographically optimal solution is the notion of fairness.
