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Cette thèse porte sur l’étude de la croissance auto-organisée de boîtes quantiques d’In(Ga)As sur 
substrat de silicium visant à l’intégration monolithique d’un émetteur de lumière sur silicium à 
base d’un matériau semiconducteur III-V.  
Le développement d’un tel système se heurte à deux verrous majeurs : le premier provient d’un 
très fort désaccord de maille qui rend difficile l’élaboration de boîtes quantiques d’In(Ga)As sur Si 
présentant de bonnes qualités structurales et optiques, et le second provient de la nature 
électronique de l’interface entre In(Ga)As et le Si dont il est prédit qu’elle est de type II et donc 
peu efficace pour l’émission de lumière.  
L’approche que nous avons proposée consiste à insérer des BQs d’In(Ga)As dans un puits 
quantique de silicium dans SiO2, fabriqué sur un substrat SOI. Les effets attendus de confinement 
quantique dans le puits de Si favoriseraient une interface In(Ga)As/Si de type I.  
D’un point de vue expérimental, nous avons donc étudié l’influence de différents paramètres de 
croissance (température de croissance, rapport V/III, quantité d’In(Ga)As déposé, teneur en indium 
des boîtes quantiques …) sur le mode de croissance et sur les propriétés structurales et optiques 
des BQs d’In(Ga)As épitaxiées sur substrat de Si(001). Nous avons proposé une interprétation des 
phénomènes microscopiques qui régissent la formation des boîtes quantiques d’In(Ga)As sur Si en 
fonction de la teneur en indium. Nous avons aussi montré qu’il est possible de fabriquer des boîtes 
quantiques d’In0,4Ga0,6As sur Si ne présentant pas de défauts structuraux liés à la relaxation 
plastique.  
La luminescence attendue des boîtes quantiques n’a pas pu être obtenue, probablement en raison 
de deux conditions requises mais antagonistes: la fabrication de boîtes quantiques de très haute 
qualité structurale (possible uniquement pour de l’In(Ga)As avec une teneur en In inférieure à 
50%) et un alignement de bandes à l’interface BQs In(Ga)As/Si de type I (possible théoriquement 
pour une teneur en In supérieure ou égale à 70%).  
Ce travail a permis d’enrichir la connaissance et le savoir-faire concernant l’élaboration de boîtes 
quantiques d’In(Ga)As sur substrat de Si(001) et l’encapsulation de ces boîtes quantiques par du 




This thesis focuses on the study of the self-organized growth of In(Ga)As quantum dots (QDs) on 
a silicon substrate. The purpose of this work is to pave the way for a monolithic integration of III-
V semiconductor-based light emitter on silicon.  
One of the big challenges of this project is to overcome the high lattice mismatch between InGaAs 
and Si which can induce structural defects in the QDs. Another key challenge comes from the 
expected type II In(Ga)As/Si interface that is detrimental for efficient light emission.  
In order to solve the “interface type” issue, we suggested to insert the In(Ga)As QD plane inside a 
thin silicon layer grown on a SOI substrate. Confinement effects of the Si/SiO2 quantum well are 
expected to raise the X-valley of the Si conduction band above the Γ-valley, leading to a type I 
interface in both direct and reciprocal space.  
The influence of different parameters (such as the amount of deposited In(Ga)As, the growth 
temperature, the V/III ratio and the gallium content...) on the growth mode and on the structural 
and optical properties of the In(Ga)As QDs grown on Si(001) are experimentally studied. We 
propose an interpretation of the microscopic phenomena governing the formation of the QDs as a 
function of gallium content. We finally show the possibility of making In0,4Ga0,6As QDs on 
Si(001) substrates, these QDs being free of ‘plastic relaxation’-related structural defects.  
The expected luminescence from the QDs was not obtained probably due to two incompatible 
conditions: the first, required for growing high structural quality QDs (possible only for In(Ga)As 
containing less than 50% of In) and the second, essential for maintaining a type I interface band 
alignment (theoretically possible for an In content greater than 50%).  
This work is contributing to the understanding of In(Ga)As QDs growth on Si(001) substrates and 
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De nos jours, l’industrie de la microélectronique basée sur le silicium (Si) a atteint sa maturité. 
Pour faire progresser le domaine, l’apport de nouvelles fonctionnalités au silicium semble être 
incontournable.  
 
Dans ce contexte, les semi-conducteurs III-V (GaAs, InAs, InP) présentent des propriétés 
électroniques et optoélectroniques qui leurs confèrent des avantages décisifs par rapport au Si : une 
forte mobilité des porteurs de charge, une structure de bandes électroniques à gap direct et donc 
avec des temps de recombinaisons très courts, des forces d’oscillateur élevées et un rendement 
d’absorption et d’émission de lumière important. Malheureusement, les substrats III-V sont 
couteux, fragiles et de taille limitée. Ainsi, l’intégration des semi-conducteurs III-V sur substrat de 
silicium constituerait un avantage économique évident et permettrait des applications dans le 
domaine actuellement très étudié de la « photonique sur silicium ». 
 
La réalisation de dispositifs optoélectroniques sur silicium a fait l’objet d’études intenses dès les 
années 70. Différentes approches ont été considérées pour la fabrication d’émetteurs et de 
détecteurs de lumière notamment par intégration hétérogène faisant intervenir le report (par 
collage) des semi-conducteurs III-V sur du Si [1-3] ou par intégration monolithique. L’intégration 
monolithique consiste à faire croître par épitaxie des semi-conducteurs III-V directement sur des 
substrats de Si [4-6]. 
 
C’est dans le cadre de l’intégration monolithique que s’inscrit le projet BIQUINIS (Boîtes 
quantiques d’In(Ga)As insérées dans une matrice de Silicium) dont l’objectif est d’ouvrir la voie 
au développement d’une filière optoélectronique à base de boîtes quantiques (BQs) de semi-
conducteurs III-V intégrées de façon monolithique sur Si. 
 
Le développement d’un tel système se heurte à deux verrous majeurs : le premier provient de la 
difficulté de l’élaboration de l’In(Ga)As sur du Si avec de bonnes qualités structurales, et le second 
dérive de la nature probable de type II de l’interface In(Ga)As/Si. Ce sont à ces verrous que ce 
travail de thèse a été consacré. 
 
Ce manuscrit est organisé en quatre chapitres : 
 
Dans le premier chapitre nous expliquons d’abord le problème lié à la nature électronique de 
l’interface In(Ga)As/Si et nous présentons les différentes simulations conduites par nos collègues 
du laboratoire FOTON de l’INSA de Rennes. Nous détaillerons ensuite les défis et l’état de l’art de 
l’intégration des semi-conducteurs III-V sur silicium. À la fin du chapitre, nous précisons les 




Le chapitre II sera consacré à la croissance épitaxiale. Nous présentons les différentes techniques 
d’élaboration des boîtes quantiques, les principes de la croissance épitaxiale et de la technique de 
l’épitaxie par jets moléculaires. Nous terminons le chapitre par une présentation de l’état de l’art 
de la croissance des BQs dans le système In(Ga)As/Si. 
 
Le chapitre III contient la partie du travail expérimental concernant la croissance des BQs 
d’In(Ga)As sur Si. Les méthodes de préparation de surface adaptée pour les substrats de Si massifs 
et de SOI amincis sont d’abord présentées. Les résultats sur l’étude de la croissance de l’InAs et de 
l’In(Ga)As en fonction des différents paramètres de croissance sont ensuite détaillés ainsi que 
l’étude des propriétés structurales des échantillons par microscopie TEM et diffraction RHEED. 
 
Le dernier chapitre concerne l’encapsulation in-situ des BQs d’In(Ga)As par une couche de Si 
dans le réacteur III-V. Les propriétés de photoluminescence des BQs et des mesures de 
photocourant réalisées sur des BQs encapsulées par du Si sont enfin présentées. 
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L’objectif du projet BIQUINIS est d’ouvrir la voie au développement d’une filière 
optoélectronique à base de boîtes quantiques d’In(Ga)As insérées dans une matrice de silicium 
(Si). 
 
Une des limitations possibles à un tel développement provient de la nature électronique de 
l’interface In(Ga)As/Si. La littérature présente peu de résultats et encore des incertitudes sur la 
nature de cette interface [7, 8]. Nous débutons donc ce premier chapitre par présenter les propriétés 
des matériaux concernés ainsi que les résultats des simulations numériques en tenant compte des 
spécificités engendrées par l’insertion d’un semi-conducteur (SC) III-V à gap direct dans une 
matrice de Si à gap indirect. 
 
Nous poursuivons le chapitre en expliquant les difficultés de l’élaboration des SCs III-V sur un 
substrat de Si, autre défi majeur du projet BIQUINIS. L’état de l’art de l’intégration des SCs III-V 
sur Si sera ensuite exposé. Nous terminerons le chapitre en montrant la solution que nous avons 
proposés pour contourner à la fois les problèmes de la nature possible de l’interface et de la 




I.2 Nature de l’interface III-V/Si et discontinuité des bandes électroniques 
 
Qu’elle soit hétérogène ou monolithique, l’intégration des SCs III-V sur Si est très étudiée pour 
contourner les limitations optoélectroniques du Si. Dans la majorité des cas, l’intégration repose 
sur la fabrication de structures entièrement en III-V reportée ensuite sur le Si. Dans cette 
configuration, par rapport à la fabrication du dispositif, le Si ne sert que de support mécanique.  
Par ailleurs, des études ont été menées sur d’autres architectures où le Si constitue une partie active 
du dispositif. Dans ce dernier cas, l’étude de l’interface III-V/Si devient essentielle pour évaluer 
les propriétés finales du dispositif. 
La structure proposée dans le cadre du projet BIQUINIS fait intervenir, au moins, une interface 
In1-xGaxAs/Si, d’où la nécessité d’une étude approfondie des propriétés de cette interface. 
Pour cela, je présenterai dans la suite : les propriétés des matériaux In1-xGaxAs et Si séparément, 
les méthodes utilisées pour prédire les propriétés électroniques de leur interface ainsi que les 
résultats obtenus par simulation numérique. 
 
 
I.2.A Propriétés du silicium 
 
I.2.A.a Propriétés structurales 
 
Le silicium est le SC le plus utilisé dans l’industrie, principalement à cause de son faible coût de 




fabrication et surtout des propriétés de son oxyde naturel et de la qualité électronique de l’interface 
qu’il forme avec le Si. Sur le marché standard de la microélectronique, le Si se trouve sous forme 
de wafers de tailles variées (25-450 mm) issues de lingots fabriqués suivant la méthode de tirage 
« Czochralski ». 
 
Le Si cristallise sous la forme diamant qui peut être décrite comme étant formée de deux structures 
cubiques à faces centrées (c.f.c.) décalées d’une translation a/4, a/4, a/4 suivant la diagonale du 
cube de côté a. La maille élémentaire du Si est présentée dans la figure I.2.1a. L’arête du cube est 







Chimiquement le Si est très stable. A l’air et à température ambiante, l’oxyde naturel SiO2 se 
forme sur une épaisseur voisine de 2 nm. Habituellement une oxydation thermique ou un dépôt de 
silice est pratiqué pour protéger le Si. Il faut noter que la forte adhésion de l’interface SiO2/Si et 
l’isolation électrique remarquable de la silice ont permis le développement de la technologie 
CMOS. Ceci représente un avantage majeur de la filière Si comparée à celles des SCs III-V. 
 
Figure  I.2.1: Maille élémentaire (a) et structure de bandes électroniques (b) du Si [9]. 
 
I.2.A.b Propriétés électroniques 
 
La périodicité du cristal mène à une distribution des états électroniques disponibles sous forme de 
bande. La figure I.2.1b présente la structure de bandes électroniques du Si. L’énergie est tracée en 
fonction du moment cristallin suivant des directions remarquables <100> et <111>. Nous voyons 
que le minimum absolu de la bande de conduction ne se trouve pas au-dessus du maximum de la 
bande de valence mais décalé dans les directions <100> : à ce minimum est associée la vallée X. 
Le silicium est donc un SC à gap indirect, ce qui signifie qu’une émission d’un photon par 
désexcitation d’un électron de la bande de conduction vers la bande de valence est toujours 




accompagnée d’une perte en énergie sous forme de phonon. Le silicium est donc un mauvais 
émetteur de lumière : les durées de vie radiative des électrons dans le Si sont 1000 fois plus 
longues que dans le cas des SCs III-V à gap direct. 
 
 
I.2.B Propriétés de l’InGaAs 
 
I.2.B.a Propriétés structurales 
 
L’InAs et le GaAs cristallisent dans la structure Zinc-Blende qui est semblable à la structure 
diamant du Si, la différence étant que l’un des deux sous réseaux c.f.c. est formé par les atomes 
d’éléments III et l’autre par les atomes d’éléments V. 
 
Les liaisons entre les atomes III et les atomes V sont essentiellement de nature covalente (donc 
faiblement ionique) et les orbitales sont hybridées de type sp
3
[10]. L’alliage ternaire In1-xGaxAs est 
réalisé par substitution aléatoire des atomes III (In et Ga) à l’intérieur du sous réseau d’éléments 
III. Ainsi la formation d’un tel alliage conserve la structure cristalline initiale Zinc-Blende. 
 
La figure I.2.2 montre l’évolution de l’énergie de gap et du paramètre de maille des SCs III-V en 
fonction de leur composition (courbe pleine). Le paramètre de maille de l’In1-xGaxAs varie 
linéairement en fonction de x suivant la loi de Vegard qui s’écrit dans notre cas (entre InAs et 
GaAs) : a(Å) = 6,0583 - 0,405x. Dans le tableau I.2.1, nous retrouvons les valeurs de gap et du 
paramètre de maille pour différentes compositions In1-xGaxAs à 300K. Les désaccords de maille 
avec le silicium en fonction de x sont aussi rappelés. 
 
Figure  I.2.2 : Energie de gap de différents SCs en fonction de leurs paramètres de maille a. 
Tableau  I.2.1 : a, Eg et λ pour différentes compositions In1-xGaxAs à 300K. 
 
 




I.2.B.b Propriétés électroniques 
 
La figure I.2.3 représente une maille élémentaire et la structure de bandes d’un alliage InGaAs. A 
la position Γ (K=0) sont placés les extrema absolus des bandes de valence et de conduction. Ainsi, 
l’InGaAs est un SC à gap direct. Dans ce matériau, les transitions entre bandes de valence et de 
conduction sont le plus souvent radiatives et donc bien adaptées pour l’émission de lumière. 
 
On peut remarquer sur la figure I.2.2 que l’In1-xGaxAs est le candidat à gap direct le plus 
intéressant pour l’intégration sur Si : alliage III-V dont le gap peut être inférieur à celui du Si et 
dont le paramètre de maille est le plus proche de celui du Si. La bande interdite de l’In1-xGaxAs 
non contraint suit une dépendance parabolique avec x suivant la relation : Eg(x)=A+B.x-C.x.(1-x). 
Nous trouvons dans la littérature plusieurs valeurs très proches de A, B et C calculées à l’aide des 
gaps de l’InAs, du GaAs et d’un ternaire connu. Je donne à titre d’exemple [9, 11]: 
Eg
4K




Figure  I.2.3 : Maille élémentaire (a) et structure de bandes électroniques (b) de l’InGaAs [9]. 
 
 
I.2.C Hétérostructures InGaAs/Si 
 
La fabrication de dispositifs électroniques très variés (transistor a effet de champs, transistor 
bipolaire, diode électroluminescente et laser) repose sur la création d’une structure de deux ou 
plusieurs SCs différents (à gap différent). Nous parlons alors d’hétérostructures semiconductrices. 
En général, l’élaboration d’une hétérostructure se fait par croissance continue d’un SC sur l’autre 
par des techniques de croissance en couches minces comme l’épitaxie par jets moléculaires (EJM) 
ou le dépôt chimique en phase vapeur (ou CVD pour chemical vapor deposition) [12]. La 
différence d’énergie de gap entre les deux matériaux se traduit par une discontinuité, aux 
interfaces, des bandes de conduction et de valence. 




I.2.C.a Type d’alignement aux interfaces 
 
Les hétérostructures peuvent être formellement classées en fonction de la manière dont les bandes 
s’alignent à l’interface. La figure I.2.4 représente les 3 types d’alignements possibles: 
 
- Interface de type I : dans l’interface de type I, la bande interdite du SC à grand gap englobe 
complètement la bande interdite de celui à petit gap. Le matériau 1 représente un puits de potentiel 
pour les électrons et les trous alors que le matériau 2 fait office de barrière. Par conséquent, les 
porteurs de charges excités, migrent vers le matériau à petit gap et y sont confinés. L’interface de 
type I est la plus recherchée pour la fabrication d’émetteurs de haute efficacité. Les 
hétérostructures GaAs/Al1-xGaxAs sont un exemple d’un tel alignement. 
- Interface de type II : quand les discontinuités des bandes de conduction et de valence vont dans le 
même sens, l’interface est de type II. Sur la figure I.2.4b, le matériau 1 représente un puits de 
potentiel pour les électrons et une barrière pour les trous et, le matériau 2 l’inverse. Ainsi les 
électrons et les trous sont séparés dans l’espace réel. L’interface de type II est exploitée pour la 
fabrication des détecteurs. Les systèmes In1-xGaxAs/In53Ga47As et In1-xGaxAs/GaAs1-ySby 
présentent un alignement de type II pour une large plage de composition (x et y). 
- Interface de type III : l’interface de type III est un cas extrême de celle de type II. Un exemple 
d’interface type III est celle engendrée par le couple InAs/GaSb. Ce genre d’interface présente peu 
d’applications pratiques. 
 
Figure  I.2.4 : Diagrammes représentant les trois types d’offset de bandes: type I (a), type II (b) et 
type III (c). 
 
Dans le cas qui nous intéresse particulièrement, à savoir InGaAs/Si, un schéma simplifié de la 
structure de bandes et des discontinuités de bandes est représenté dans la figure I.2.5. 
Plusieurs cas peuvent se présenter que l’on peut regrouper en deux parties : 
 
 Cas non favorable à l’émission de lumière : 
 
Dans le cas 1, les électrons sont confinés dans la vallée X du Si alors que les trous sont confinés à 
K=0 correspondant au centre de la vallée Γ de l’InGaAs. L’interface est donc de type II non 




seulement dans l’espace direct mais aussi dans l’espace réciproque et l’émission dans ce cas est de 
loin la moins favorable. 
 
Figure  I.2.5 : Cas possibles d’alignement dans une hétérostructure InGaAs/Si. 
 
 Cas favorables à l’émission : 
 
Dans le cas 2, la transition est aussi de type II dans l’espace direct mais elle est de type I dans 
l’espace réciproque (transition ΓInGaAs - ΓSi). Dans ce cas, il y a possibilité de création de dispositifs 
émetteurs mais l’efficacité reste très limitée. 
Le cas 3 est le plus favorable à l’émission : l’interface est de type I et les porteurs sont tous 
confinés dans l’InGaAs. Mais ceci implique une très faible valeur de Eg(InGaAs), donc une faible 
teneur en Ga. 
 
Depuis les années 60, il y a eu beaucoup d’études et de modèles pour calculer et pour prédire 
théoriquement le diagramme de bande complet d’une hétérostructure. (Anderson, Kroemer, Van 
de Walle, Tersoff…[13-16]). Chaque modèle repose sur l’utilisation d’une technique différente de 
calcul des structures de bandes dans les matériaux constituants pris d’abord séparément puis mis 
en contact dans l’hétérostructure en tenant compte de l’interface.  
 
I.2.C.b Modèle d’Anderson 
 
L’un des premiers modèles tenant compte de l’offset de bandes à l’interface est celui d’Anderson 
[13] (ou modèle de l’affinité électronique). Pour la plupart des SCs, à la surface, l’énergie de 
Fermi Ef est fixée non loin du milieu du gap. Dans la figure I.2.6a on donne l’exemple d’un SC 
dopé n. L’énergie d’ionisation est définie comme étant l’énergie nécessaire à extraire un électron 
du haut de la bande de valence vers le niveau du vide (en dehors du SC). Le travail d’extraction 
dans un SC est l’analogue de celui d’un métal, et est donc l’énergie nécessaire pour extraire un 
électron du niveau de Fermi vers le niveau du vide. Enfin, ce qui est pris en compte dans le modèle 




d’Anderson est l’affinité électronique qui est l’énergie nécessaire à extraire un électron du haut de 
la bande de conduction vers le niveau du vide. 
Quand on met en contact deux SCs de gap différent Eg1 et Eg2 et d’affinités électroniques 
différentes χ1 et χ2 (Fig.I.2.6c), une règle doit toujours être vérifiée : l’énergie nécessaire à faire 
rentrer un électron dans la bande de conduction du SC 1 depuis le vide puis de le faire déplacer 
dans le SC 2 et enfin de le renvoyer dans le vide, doit être nulle. 
On obtient alors: ΔEc = χ1 – χ2 et ΔEv = ΔEg – ΔEc 
Donc, connaissant l’affinité électronique des SCs pris séparément, on peut facilement calculer 
l’offset de bandes à l’interface. Il faut savoir que dans le modèle d’Anderson l’effet des dipôles de 
surface et d’interface est négligé. L’effet des dipôles de surface étant infime dans les systèmes à 
faible désaccord paramétrique et dans les systèmes non polaires (en d’autres termes, qui ont des 
très faibles dipôles d’interface) cette approximation semble adaptée. Ce modèle a permis d’estimer 
avec une précision correcte l’offset de différents systèmes comme InAs/GaSb, l’In(Ga)As/GaAs 
ou le Si/SixGe1-x. 
 
Figure  I.2.6 : Affinité χ, travail d’extraction W et énergie d’ionisation Ei dans un SC (a). Structure 
de bande de deux SCs séparés (b) et formant une hétérostructure (c). 
 
Pour d’autres systèmes (notamment ceux à fort désaccord paramétrique), la discontinuité des 
charges concentrées autour de l’interface entraine la création de dipôles électrostatiques 
d’interface. Dans le cas du système InGaAs/Si, le modèle d’Anderson ne s’applique plus et il faut 
avoir recours à d’autres modèles plus élaborés comme le modèle de Van de Walle et Martin. 
 
 




I.2.C.c Modèle de Van de Walle et Martin. 
 
Van de Walle et Martin (VdW&M) [14] ont tout d’abord calculé la variation du potentiel total 
‘senti par les électrons’ dans une hétérostructure de deux SCs différents (Si/Ge dans l’exemple de 
la figure I.2.7). Ils ont trouvé que loin de l’interface les potentiels des deux matériaux concernés 
sont identiques à ceux des matériaux massifs décalés l’un de l’autre de «  » par rapport à la 
moyenne respective de leur potentiel. Ils ont émis ainsi l’hypothèse qu’à l’équilibre, les potentiels 
et les densités électroniques dans les matériaux de l’hétérostructure sont égaux aux potentiels et 
aux densités électroniques dans les matériaux massifs. 
 
Il devient donc possible à partir de  et du calcul des bandes de valence et de conduction dans les 
matériaux massifs pris séparément, de remonter à l’alignement des bandes spécifique au système. 
Il faut noter que dans ce modèle les effets dus aux dipôles d’interface sont pris en compte. En 
effet, la présence de dipôles d’interface entraine une discontinuité dans le potentiel de Hartree qui 
fait partie du potentiel total V (en plus du potentiel ionique et d’échange-corrélation).  
 
Figure  I.2.7 : (a) Variation du potentiel total dans une structure Si/Ge(contraint); la ligne en 
pointillée représente le potentiel correspondant dans les matériaux massifs. (b) Alignement des 
bandes de conduction et de valence à partir de  et des calculs dans les matériaux massifs. 
 
Pour évaluer la possibilité de rencontrer un des trois cas d’alignement de bandes présentés plus 
haut (I.2.C.a) pour l’InGaAs et trouver la manière d’augmenter les chances d’avoir le cas 3, nos 
collaborateurs du laboratoire FOTON de l’INSA de Rennes, J. Evens, J.M. Jancu et al, ont 
développé différentes techniques de calcul et d’approximation. En plus des structures de bandes 
électroniques des matériaux prises séparément et l’offset d’interface, les contraintes dues à la 
différence de paramètre de maille entre les deux matériaux ont été pris en compte pour rapprocher 
au mieux les résultats théoriques de la réalité. 





I.2.D Modélisation de la structure de bandes du système In1-xGaxAs/Si/SiO2 
 
La description des propriétés électroniques de ces structures nanométriques repose sur une 
approche quantique. Dans le cadre de l’approximation de Born-Oppenheimer [17], pour laquelle 
les états des ions sont découplés de ceux des électrons, le système est décrit par l’équation de 
Schrödinger [18] : 
H.Ψ=E.Ψ 
Où H est l’Hamiltonien du système, Ψ représente les états propres ou fonctions d’onde et E les 
valeurs propres ou énergies du système.  
Les méthodes de calcul habituelles consistent à spécifier les caractéristiques du système en 
imposant un certain H et en calculant ces états propres. Connaissant les Ψ on peut calculer 
n’importe quelle observable de notre système (densité, énergie…). Pour un électron unique 
baignant dans le potentiel d’un réseau cristallin, l’équation de Schrödinger est relativement simple 
à résoudre. Dans le cas d’un système à plusieurs électrons, l’équation de Schrödinger à N variables 
reste soluble par différents moyens (perturbation basée sur les fonctions de Green ou les 
diagrammes de Feynman [19, 20] ) uniquement pour des systèmes réduits à quelques particules. 
Pour les systèmes réels, la résolution directe de l’équation devient quasi-impossible et il est 
nécessaire d’avoir recours à différentes techniques pour contourner le problème difficile du 
traitement d’un système à N particules en interaction. 
Dans la suite de ce paragraphe je vais présenter les résultats de simulation de ce système de 
matériaux qui ont été obtenus dans le cadre du projet BIQUINIS par J.Even et J.M.Jancu du 
laboratoire FOTON de Rennes. 
 
I.2.D.a Théorie de la fonctionnelle de la densité 
 
La théorie de la fonctionnelle de la densité (ou Density Functional Theory DFT) [21, 22] a déjà été 
utilisée avec succès pour calculer la densité électronique, la structure cristalline, la structure de 
bandes et les propriétés mécaniques de différents systèmes. La DFT se base sur deux théorèmes 
importants, le premier étant celui de Hohenberg-Kohn (HK) [23] et le second de Kohn-Sham (KS) 
[24]. Ces théorèmes permettent de réduire l’équation de Schrödinger à N variables en un système 
de 3 équations simples (équations de KS) pouvant être résolu par un calcul numérique 
autocohérent.  
En pratique, la DFT reste difficile à appliquer sans faire d’approximations pour simplifier le 
calcul. L’approximation de la densité locale LDA (Local Density Approximation) est la plus 
couramment utilisée. La LDA consiste à négliger l’influence des variations de densité de charge 
autour de la position (r), ce qui rend plus facile l’estimation, en particulier, du terme d’échange et 
de corrélation Vxc à partir de celui d’un gaz parfait d’électrons de densité équivalente. 
Dans les équations KS, les φi ne sont que des pseudo-fonctions d’onde et ne représentent donc pas 
les états du système réel. Elles ne servent que de moyen pour calculer la densité à l’état 
fondamental. La DFT-LDA a des difficultés à prédire les énergies des états excités du système et 




sous-estime donc la valeur du gap calculé. L’estimation par LDA du potentiel d’échange et de 
corrélation contribue largement à cet effet.  
Pour remédier à cela, il existe une correction des énergies propres KS, basée sur une théorie 
appelée Approximation GW. Dans l’Approximation GW, tous les phénomènes d’interaction à 
plusieurs corps (échange et corrélation compris) sont pris en compte dans un terme dit de self-
énergie . Le terme de self énergie est calculé numériquement par les équations couplées 
d’Hedin, ensuite il est utilisé pour corriger les énergies propres KS [25, 26]. 
Le mode opératoire utilisé pour la simulation complète d’une structure à deux SCs est résumé dans 
la figure I.2.8 (d’après J. Even, pour un travail équivalent voir [27, 28] ). L’étape 1 consiste à 
calculer par DFT-LDA les bandes dans chaque matériau pris séparément. 
 
Figure  I.2.8 : Schéma complet des étapes de calcul d’un super-réseau avec correction GW. 
 
En général, la dispersion du substrat (Si) est calculée avec le paramètre de maille d’origine alors 
que pour le matériau déposé (In(Ga)As), le calcul se fait avec un paramètre de maille contraint sur 
celui du substrat. A l’étape 2, la démarche VdW&M est suivie en calculant d’abord le décalage 
dans le potentiel (ici VH au lieu de Vtotal mais ceci n’a pas d’influence sur le résultat final) dû à la 
mise en contact des deux SCs et en alignant ensuite les bandes de valence et de conduction.  
Pour des raisons pratiques, le calcul du décalage du potentiel est fait sur un superréseau qui assure 
une certaine périodicité, ce qui permet le développement des solutions en série de Fourier. Enfin, 
dans l’étape 3 la valeur du gap est corrigée suivant la théorie GW dans chacun des matériaux pris 
séparément. 
 
Dans la figure I.2.9, nous retrouvons les résultats obtenus par calcul DFT-LDA et correction GW 
sur le Si(a), l’InAs(b) et le SiO2(c) massifs ainsi qu’une comparaison des valeurs obtenues avec les 
valeurs expérimentales (Tab.I.2.2). On constate que les énergies de gap par DFT, même avec une 




correction GW, sont sous-estimées par rapport aux valeurs expérimentales. Dans le cas de l’InAs 
ceci devient critique, la sous-estimation étant d’un facteur ‘2’. 
 
Figure  I.2.9: Structure de bandes calculée par DFT-LDA du Si, de l’InAs et du SiO2 β-cristobalite 
d’après le travail de J. Even et P.Y. Prodhomme [27, 28]. La correction GW est rajoutée sous 
forme de point rouge pour des valeurs de k remarquable. 
Tableau  I.2.2 : Comparaison des valeurs corrigées GW des gaps du Si (indirect), InAs et SiO2 aux 
valeurs trouvées expérimentalement. 
 
Etant donné le désaccord paramétrique élevé entre InAs et Si, il est nécessaire de prendre en 
compte l’effet de la contrainte. Des calculs ont finalement été réalisés pour une structure de 24 
atomes InAs-Si symétrisée, avec l’As à l’interface. Dans la figure I.2.10, est tracée la structure de 
bandes de l’InAs-Si avec l’InAs contraint sur le Si. Le gap (Egap = -0.3eV) de l’InAs se referme à 
cause des contraintes et nous retrouvons un comportement métallique de l’hétérostructure comme 
nous pouvons le remarquer sur la figure I.2.10 où à l’endroit supposé du gap, on continue à avoir 
une densité d’états non nulle.  
 
Une simulation de structure plus grande (32 atomes et plus) a été tentée mais, par la suite, la DFT a 
été abandonnée à cause des limitations technologiques des processeurs informatiques actuels 
(vitesse de calcul faible comparée à la quantité d’opérations demandées). Après avoir atteint les 
limitations de la méthode DFT, les efforts se sont concentrés sur deux autres méthodes : la 
méthode k.p, et la méthode de calcul par les liaisons fortes. 





Figure  I.2.10 : Dispersion et densité d’états de la structure InAs/Si(d’après le travail de J. Even). 
 
I.2.D.b Méthode k.p 
 
La méthode k.p est une méthode semi-empirique. Pour la mettre en œuvre, il faut en effet 
connaître préalablement un certain nombre d'informations sur les états du système et leur 
interaction en certains points de symétrie remarquable. La méthode k.p découle directement de 
l’équation de Schrödinger à un électron qui dans le formalisme k.p et en ayant recours au théorème 
de Bloch devient [10, 29-31]: 
 
Cette équation est résolue autour du centre de la zone de Brillouin par un calcul perturbatif. 
  
Avec : fonction de Bloch (ayant la périodicité du réseau cristallin) 
,    et   
La difficulté dans cette méthode revient à choisir une base adaptée pour représenter H. Pour les 
matériaux III-V, une base de 8 bandes (P liants + S antiliants) suffit pour pouvoir décrire dans une 
bonne approximation le système. Par contre dans le Si, pour prendre en compte les vallées X, il y a 
nécessité d’avoir recours à au moins 30 bandes. En ajustant les paramètres, les dispersions de 
l’InAs, du GaAs et du Si massifs ont été reproduites avec succès. Par contre, dans les 
hétérostructures, le problème se complique : les fonctions de Bloch des différents matériaux sont 
en réalité différentes (symétries, passage des interfaces etc…). 
 
I.2.D.c Méthode des liaisons fortes 
 




En 1954, J.C. Slater et G.F. Koster [32] introduisent la méthode des combinaisons linéaires 
d’orbitales atomiques (LCAO) simplifiée ou méthode des liaisons fortes. Dans la méthode LCAO, 
la distance interatomique est comparable à l’extension spatiale d’une fonction d’onde. 
Par exemple, dans la figure I.2.11 parmi les fonctions d’onde calculées des niveaux du sodium 
atomique autour de deux noyaux dans le cristal métallique, seules les courbes 3s se recouvrent 
d’une manière conséquente. Par suite, l’étude du système peut être simplifiée en considérant 
d’abord que les atomes sont libre (n’interagissent pas entre eux) puis en rajoutant une petite 
interaction liée aux orbitales (ici 3s uniquement) qui ce recouvrent. 
 
Dans ce cas, l’hamiltonien du système entier peut être écrit sous la forme :  
H = Hatomique + ΔU(r) où Hatomique est l’hamiltonien d’un atome isolé et ΔU(r) la correction requise 
pour reconstruire le potentiel périodique total du cristal.  
 
Figure  I.2.11 : Recouvrement des fonctions d’ondes dans le sodium métallique [10]. 
 
L’équation de Schrödinger s’écrit alors : H.Ψ(r) = [ Hatomique + ΔU(r) ]. Ψ(r) = E.Ψ(r). 
L’approximation LCAO se traduit par : ΔU(r).Ψ(r) extrêmement petit mais pas nul. Ce qui 
implique que Ψ peut être développée avec des fonctions d’ondes atomiques φ : 
 
 
Le modèle est d’autant plus précis que le nombre d’orbitales localisées pris en compte est élevé, 
mais les difficultés de calcul deviennent rapidement considérables. 
 
En 1975, Chadi et Cohen [33] réussissent à calculer la structure du GaAs avec des orbitales sp
3
 
avec 9 paramètres. Autour du gap direct, leurs estimations sont acceptables (Fig.I.2.12) mais elles 




s’écartent de la réalité dès que nous nous éloignons de la bande Γ. En 1983, Vogl et al. [34] se 
basent sur des orbitales sp
3
s* avec 13 paramètres et étendent un peu plus la validité des résultats. 
 
 
Figure  I.2.12 : Dispersions du GaAs calculées avec différents types d’orbitales. 
 
Il a fallu attendre 1998 pour que J.M. Jancu et al. [35] calculent la structure sur toute la zone de 




 avec 50 
paramètres. La validité et l’utilité de cette technique sont montrées dans les références [36, 37]. 
Dans la figure I.2.13, nous retrouvons les structures du Si et de l’InAs massifs calculées avec cette 
méthode. Les valeurs des niveaux d’énergie (valence et conduction) de l’InAs et du Si sont 
presque identiques à celles qui sont mesurées expérimentalement (voir tableau I.2.3). 
Figure  I.2.13 : Structures de bandes du Si et de l’InAs calculées avec la méthode des liaisons 
fortes (d’après le travail de J.M. Jancu). 
 Egap(eV) Δmin meff (m0) 
 Simul. Exp. Simul. Exp. Simul. Exp. 
Si 1,17 1,17 0,85X 0,85X mt : 0,19 / ml : 0,99 mt : 0,19 / ml : 0,98 




InAs 0,417 0,417 Γ Γ me(Γ) : 0,024 me(Γ) : 0,024 
Tableau  I.2.3 : Comparaison de quelques résultats calculés par la méthode des liaisons fortes à 
ceux mesurés expérimentalement pour le Si et l’InAs à une température théorique de 0K. 
La simulation d’une hétérostructure nécessite la prise en compte de l’offset de bandes d’interface. 
Dans la DFT, l’offset a été calculé à partir de la méthode VdW&M. Dans la méthode semi-
empirique des liaisons fortes, une valeur de l’offset déjà calculée par une autre méthode ou 
mesurée expérimentalement peut être utilisée (ex ΔEc=-0.35eV).  
 
Des simulations ont été faites sur un superréseau InAs/Si symétrisé (interface Si-In) pour 
différentes épaisseurs d’InAs et de Si. Quand l’épaisseur d’InAs est supérieure à 3 nm, la 
configuration est toujours de type I quelle que soit l’épaisseur du Si. Cette prédiction très 
importante, qui diverge par rapport aux simulations par DFT, semble être réaliste vue la solidité de 
la démarche et la précision des résultats qu’elle apporte comparée aux valeurs expérimentales.  
Malheureusement, même avec une interface de type I, ces structures ont un inconvénient majeur 
lié à l’absorption. La figure I.2.14a montre que le coefficient d’absorption optique est faible. Ceci 
est dû aux vallées X du Si qui ont un niveau proche de celui du niveau de conduction de l’InAs à 
gap direct, ce qui limite le nombre de vecteurs d’onde utiles au processus optique. 
 
Figure  I.2.14 : Dispersion et absorption des structures InAs/Si (a) et InAs/Si/SiO2 (b) (d’après le 
travail de J.M. Jancu) [38]. (A noter que pour les fines couches de Si, comme dans (b), les 
performances optiques sont améliorées.    
 
Pour surmonter ce problème, il a été proposé en début de projet d’avoir recours à des 
hétérostructures InAs/Si/SiO2. Le SiO2 ayant un gap largement plus grand que le Si forme une 
barrière de potentiel pour confiner les porteurs de charge dans le Si. Pour des épaisseurs très fines 
de silicium, des effets de confinement purement quantique sont attendus dans l’objectif de 
rehausser le niveau des états de conduction permis dans le silicium et en particulier le niveau des 
états de la bande X. 




Dans le puits quantique de silicium ainsi créé, le niveau des états de la bande X devient plus haut 
que celui de la bande de conduction de l’InAs qui forme éventuellement un puits de potentiel 
permettant l’augmentation significative des performances optiques (Fig.I.2.14b). Les calculs par la 
méthode des liaisons fortes ont montré que pour 2 nm de Si le confinement devient assez élevé 
pour observer le phénomène recherché.  
Dans le cas des structures In1-xGaxAs/Si/SiO2, la dépendance de l’offset a été étudiée en fonction 
de la concentration en Ga (Fig.I.2.15). Pour l’In0,5Ga0,5As, est attendue la limite supérieure à partir 
de laquelle l’interface InGaAs/Si devient de type II. Pour une concentration de Ga entre 30 % et 
50%, il est difficile d’obtenir un offset de type I. L’effet des interfaces est renforcé sur les 
propriétés électroniques en raison des faibles offsets en bandes de valence et de conduction. Pour 
les concentrations en Ga ≤ 30%, l’interface reste en type I. 
 
Figure  I.2.15: Eg et alignements de bandes dans le cas de l’hétérostructure In1-xGaxAs/Si, d’après 
les calculs par la méthode des liaisons fortes. 
 
Figure  I.2.16 : Alignement des bandes et absorption de la structure In0,7Ga0,3As/Si/SiO2. 
 
Comme attendu, les propriétés des structures In1-xGaxAs/Si/SiO2 sont plus intéressantes. Nous 
pouvons voir sur la figure I.2.16 que la transition fondamentale de l’In0,7Ga0,3As dans la structure 




est de type I. L’absorption est aussi fortement renforcée par la quantification des niveaux X du Si. 
Ceci apparait comme une configuration optimale. 
 
I.2.D.d Méthode hybride 
 
Dans le but de simuler un empilement, une nouvelle méthode hybride a été mise au point. Les états 
sont calculés d’abord avec la méthode k.p (full zone) sur toute la zone de Brillouin de chaque 
matériau massif pris séparément. Les solutions normalisées  forment 
alors une base complète du système : les états propres d’une hétérostructure formée par les 
matériaux impliqués, peuvent être développés sous forme de combinaison linéaire des états de ces 
derniers [39]:  
En insérant ces solutions dans l’équation de la structure complète et en résolvant cette équation, la 
solution finale est obtenue. Cette formulation est proche de celle de la méthode des liaisons fortes 
et les résultats obtenus le sont aussi. La méthode hybride a été validée sur le modèle de 
l’hétérostructure AlAs/GaAs. 
 
Figure  I.2.17 : Alignement des bandes dans le cas d’une structure simple Si/In0,7Ga0,3As/Si et 
d’une structure optimisée SiO2/Si(2nm)/In0,7Ga0,3As/Si(2nm)/SiO2. 
 
Pour l’empilement InAs/Si, les calculs montrent que les trous seraient confinés dans la bande de 
valence des trous lourds de l’InAs alors que les électrons seraient plutôt confinés dans la bande X 
du Si. 
 
Enfin, pour l’empilement complet InAs/Si/SiO2, un modèle simplifié a été utilisé dans l’hypothèse 
(fausse) que les fonctions de Bloch sont les mêmes dans le SiO2 et le Si. La densité électronique à 
tendance à se localiser dans l’InAs comme prédit par la méthode des liaisons fortes. 
 




Il a donc été prouvé théoriquement par deux méthodes différentes (liaisons fortes et k.p hybride) 
que la configuration InAs(>3nm)//Si(<2nm)//SiO2 constitue une structure dont les caractéristiques 
optiques sont adaptées à la fabrication d’un dispositif émetteur de lumière efficace. En s’appuyant 
sur les résultats de simulations numériques, il est donc envisageable théoriquement de pouvoir 
lever le défi physique posé par le système In(Ga)As/Si, afin d’obtenir une interface de type I entre 
ces deux matériaux aussi bien dans l’espace réel que dans l’espace réciproque, ainsi que 
schématisé dans la figure I.2.17. Il existe donc une fenêtre étroite, mais réelle, pour espérer réaliser 




I.3 Défis matériau 
 
Le défi physique étant analysé, passons maintenant à l’analyse du défi matériau. L’élaboration des 
SC III-V sur Si présente des difficultés sérieuses. Dans cette partie du chapitre, nous allons 
présenter les principaux obstacles à la réalisation pratique d’hétérostructures III-V/Si 
 
 
I.3.A Désaccord de paramètre de maille 
 
Le fort désaccord de paramètre de maille représente la difficulté majeure de l’intégration des III-V 
sur Si. Il est défini par :  où a est le paramètre de maille du matériau épitaxié et a0 celui 
du substrat. 
 
Selon la théorie de l’élasticité, si nous considérons qu’il n’y a pas de contrainte dans la direction 
de croissance et que la contrainte est uniforme dans le plan, la densité d’énergie élastique 
emmagasinée en déposant une épaisseur h s’écrit : 
   avec E module de Young et ν coefficient de Poisson.  
Pour une épaisseur donnée, l’énergie est proportionnelle au carré du désaccord paramétrique. En 
d’autres termes, l’énergie élastique croit très rapidement avec la contrainte. Quand cette énergie est 
supérieure à celle de formation de défauts, il est plus favorable énergétiquement que le système 
crée ces défauts, le plus souvent sous forme de dislocations, pour relaxer cet excès d’énergie. 
III-V GaAs In0,5Ga0,5As In0,7Ga0,3As InAs InP GaSb InSb 
(%) 4,1 7,8 9,3 11,5 8,1 12,2 19,3 
Tableau  I.3.1: Désaccord de paramètre de maille pour quelques composés III-V avec le Si. 
 
Nous pouvons voir dans le tableau I.3.1 que le désaccord de maille avec Si varie d’un minimum de 
4% pour le GaAs et atteint les 19% dans le cas de l’InSb. Pour l’In1-xGaxAs, x variant entre 0 et 
0,5, ԑ varie de 11,5% à 7,8%, des valeurs encore élevées, même si la dernière correspond à la 




valeur dans le système InAs/GaAs. Ainsi, pour la totalité de ces composés, l’épitaxie directe sur Si 
conduit à la formation de dislocations en très forte densité dans la couche III-V. A titre d’exemple, 
dans une couche épaisse (quelque µm) de GaAs (Fig.I.3.1) épitaxiée sur Si, il est mesuré une 
densité de dislocations de l’ordre de 109cm-2 [40]. 
Il existe certes des III-V mieux adaptés en maille au silicium que le GaAs, malheureusement ces 
composés sont tous à gap indirect. Le GaP dont le désaccord paramétrique est de 0,37% avec le Si 
est un exemple typique de ces matériaux [41]. Il faut souligner que la croissance de tels matériaux 
sur Si est étudiée pour différentes raisons telle que leur utilisation comme couche tampon. 
 
Selon le critère de Matthews [42], la croissance de GaAs sur Si commence à engendrer des 
dislocations dès le dépôt de la 4
ème
 monocouche (MC). Pour l’In 0,5Ga 0,5As, on peut estimer cette 
épaisseur critique à 1-2MC. Donc, même pour les faibles épaisseurs de couche d’In1-xGaxAs (3 
nm) à partir desquelles nous espérons avoir une interface de type I, le défi de ne pas créer des 
dislocations reste entier.  
 
Figure  I.3.1: Dislocations dans une couche de GaAs épitaxiée sur du Si(100)[43]. 
 
Les dislocations constituent des centres de recombinaison non radiative qui dégradent fortement 
les propriétés optoélectroniques des SCs III-V. Elles détériorent aussi d’autres propriétés 
électroniques comme la mobilité des porteurs de charge et peuvent être la cause d’un dopage 
indésirable en favorisant la diffusion d’impuretés [44].  
 
 
I.3.B Parois d’inversion (ou parois d’anti-phase) 
 
La croissance d’un matériau polaire comme les SCs III-V sur un matériau non-polaire comme le Si 
fait apparaitre le problème de discontinuité de phase cristalline. 
 
Dans le cas simplifié d’une surface idéale de Si, la première couche épitaxiée est formée d’une 
imbrication de zones d’éléments III et V. Aux frontières de ces zones, des liaisons III-III et V-V 
doivent se former dans les couches supérieures pour assurer la continuité du cristal. Comme 




illustré dans la figure I.3.2a, des plans, dit d’inversions (lignes pointillées), sont formés par ces 
mauvaises » liaisons. 
 
 
Figure  I.3.2: Parois d’inversion dans un SC III-V épitaxié sur une surface idéale de Si (a) et sur 
une surface de Si présentant des marches atomiques (b). 
 
Une manière de contourner ce problème consiste à passiver la surface du Si par un seul type 
d’élément (habituellement l’élément V) pour s’assurer que l’autre type (l’élément III) ne participe 
pas à la première couche épitaxiée [4, 44-46]. 
 
En réalité, la surface de substrat Si la plus parfaite présente toujours une grande densité de marches 
atomiques. Le saut d’une terrasse de Si à une autre fait basculer le SC III-V d’un sous réseau à un 
deuxième qui lui est perpendiculaire induisant une paroi d’inversion (Fig.I.3.2b). Les parois 
d’inversion délimitent des domaines d’inversion (ou domaines d’antiphase). Pour deux domaines 
adjacents, la structure cristalline est tournée de 90°.  
 
Les liaisons V-V et III-III se comportent respectivement comme des centres donneur et accepteur. 
Le résultat est que les parois d’inversion piègent les porteurs de charge. Ces ruptures de symétrie 




I.3.C Incompatibilité thermique 
 




 pour l’InP et 6.10-6K-1 





croissance par EJM des SC III-V se déroulant à des températures comprises entre 250°C et 600°C, 
le refroidissement final jusqu’à la température ambiante entraine une contraction beaucoup plus 
forte au niveau des SCs III-V que la contraction du substrat Si. Les déformations, en tension dans 




notre cas, peuvent engendrer des fissures énormes au niveau de la couche III-V contrainte et 
détériorer ainsi ses propriétés [47]. 
 
Figure  I.3.3 : Fissures dans du GaAs épitaxié sur Si causées par le désaccord thermique [47]. 
 
 
I.3.D Encapsulation des III-V 
 
L’encapsulation est un procédé développé pour améliorer les propriétés des SCs. Quand les SCs 
III-V sont exposés à l’air, se forme un oxyde naturel dont les propriétés sont indésirables. Des états 
de surface sont créés et dégradent les qualités du dispositif. Dans le cas de couches épaisses, ce 
problème est dérisoire, mais dans le cas de couches minces comme celles proposées dans la partie 
I.2, l’oxydation à l’air peut détruire entièrement la partie active du dispositif (Fig.I.3.4). 
 
Figure  I.3.4 : Images TEM de l’InGaAs épitaxié sur Si et oxydé à l’air (a), et protégée par 
l’encapsulation avec du Si amorphe (b). 
 
Pour le Si, nous avons déjà souligné que le SiO2, oxyde natif, est idéal comme couche protectrice. 
En revanche l’encapsulation avec de la silice n’est pas adaptée aux fines couches III-V. En effet, la 
présence d’oxygène dans la silice fait qu’au moins une partie surfacique du SC III-V est oxydé.  




Les autres possibilités envisageable pour la protection des fines couches III-V sont : 
l’encapsulation avec un autre III-V de plus grand gap ou l’encapsulation avec une fine couche de 
Si pour finaliser avec du SiO2.  
 
Pour les deux options que nous venons de mentionner, la difficulté provient du désaccord de 
paramètre de maille : 
 Pour l’encapsulation avec des couches III-V, en déposants le cap désaccordée en maille, 
l’énergie élastique emmagasinée augmente puis relaxe en créant plus de défauts dans le cap 
et dans la couche mince.  
 Pour l’encapsulation avec du Si, dans le cas idéal, la couche mince III-V à protéger est 
initialement contrainte sur le substrat et prend le paramètre de maille du Si. Le cap déposé 
sera accordé en maille et devrait être de parfaite qualité cristalline.  
Dans le cas de la croissance de boîtes quantiques, le problème se complique : le Si cap se 
trouvera contraint en extension au dessus des îlots III-V relaxés et des dislocations seront 




I.4 Etat de l’art de l’intégration des SCs III-V sur Si 
 
Dans cette partie, nous ferons une description succincte des techniques utilisées à l’état de l’art 
pour surmonter les difficultés d’élaboration des SCs III-V sur Si 
 
 
I.4.A Epitaxie directe 
 
L’épitaxie directe, si elle était maitrisée, présenterait des avantages importants sur les autres 
techniques tant sur le plan économique que sur le plan technologique. Plusieurs méthodes ont été 
employées jusqu'à présent, parmi lesquelles l’utilisation de substrat désorienté, les stratégies de 
recuit pour réduire les défauts, la structuration du substrat pour réduire les contraintes ou la 
croissance de nanostructures comme les fils et les boîtes quantiques. C’est cet aspect que nous 
allons décrire maintenant. 
 
I.4.A.a Nanostructures III-V 
 
Nous avons déjà noté qu’une couche très mince (4MC pour GaAs) de matériaux III-V peut être 
épitaxiée sur du Si selon une croissance dite pseudomorphique sans générer de dislocations. Dans 
certains modes de croissance (comme le mode Stranski-Krastanov), une partie de l’énergie 
élastique emmagasinée peut être libérée en maximisant la surface du matériau déposé. Il y a 
développement d’îlots tridimensionnels (3D) (Fig.I.4.1a). De même, dans d’autres conditions ou 




d’autres systèmes, des îlots 3D peuvent ce former sans passer par une couche bidimensionnelle 
(mode de croissance dit de Volmer-Weber).  
 
Figure  I.4.1: Exemples d’accommodation des contraintes à travers la surface libre d’une BQ (a), 
et d’un nanofil (b). 
 
Dans les deux cas le résultat est la possibilité d’épitaxier localement une plus grande épaisseur de 
matériau sans générer de dislocations [48]. C’est ce dernier aspect que nous allons mettre en œuvre 
lors de ce travail de thèse. 
Un cas particulier de l’accommodation de la contrainte à travers la surface se manifeste dans les 
nanofils (Fig.I.4.1b). Un modèle analytique équivalent à celui de Matthews a été établi pour les 
nanofils par E.Ertekin et al. [49]. Les résultats théoriques montrent qu’au dessous d’un certain 
diamètre critique des nanofils cohérents peuvent relaxer élastiquement les contraintes par leurs 
facettes libres sans génération de dislocations. 
Expérimentalement, en 2007, l’équipe de L.C.Chuang et al. [50] à élaborer des nanofils d’InAs/Si 
de diamètre 25 nm et des nanofils d’InP/Si de diamètre 36 nm parfaitement cohérents et sans 
dislocations confirmant ainsi le modèle proposé par E.Ertekin et al. Beaucoup d’applications 
potentielles des nanofils existent maintenant mais existent aussi de nombreux défis qu’il faut 
surmonter comme le contrôle de la phase cristalline et le dopage. La filière nanofils est cependant 
en période de pleine expansion.  
 
I.4.A.b Substrats désorientés 
 
L’utilisation de substrats désorientés a plusieurs conséquences sur les couches épitaxiées. Leur 
fonction principale est de favoriser la formation de dislocations de type I (dislocations d’interface) 
plutôt que celles de type II (dislocations montantes). 




Il a été démontré par Fischer et Otsuka [51-53] que les dislocations de type I sont générées aux 
bords de marches atomiques, donc plus les marches sont denses plus il est probable que la couche 
épitaxiée s’accommode à travers des dislocations de type I. Ces dernières étant plus efficaces pour 
la relaxation des contraintes, il en résulte une forte réduction de la densité totale des dislocations. 
Un autre avantage d’avoir des dislocations de type I réside dans le fait qu’elles restent confinées à 
l’interface contrairement à celles de type II qui se propagent dans la totalité de la couche épitaxiée. 
Il faut aussi souligner que dans les substrats désorientés, la présence des marches atomiques de 
hauteur égale à un nombre pair de monocouches entraine systématiquement une réduction de la 




Les recuits sont utilisés à plusieurs fins. Nous commencerons d’abord par le recuit à haute 
température (1000°C) pendant 30 min pour la préparation du substrat Si(001) avant la croissance. 
Ce recuit a pour but de former des marches atomiques doubles à la surface du Si(001) dont il 
résulte ainsi une réduction de la formation de parois d’inversion au début de la croissance [54, 55].  
 
Les recuits pendant ou après la croissance sont pratiqués pour réduire les défauts dans la couche 
III-V. Comme mentionné précédemment, les dislocations de type I sont plus favorables 
énergétiquement que celles de type II donc, en donnant plus d’énergie thermique au système il est 
attendu à ce que la couche III-V se réorganise pour former des dislocations de type I. En effet, à 
haute température, la mobilité des dislocations de type II est renforcée ce qui conduit à des 
mécanismes de coalescence ou d’annihilation créant des dislocations de type I et réduisant les 
autres [56-58].  
 
De nombreuses stratégies de recuits sont connues : 
Les recuits in-situ : 
 
1-Recuit statique (croissance interrompue et recuit à haute température sous flux d’élément V). 
2-Recuit dynamique (recuit pendant la croissance avec des variations de température modérées). 
3-Recuit cyclique (mélange de 1 et 2). 
 
Les recuits ex-situ : 
1-Recuit prolongé (équivalent au recuit in-situ 1 mais dans une autre chambre). 
2-Recuit rapide (recuit à très haute température (900°C -1000°C) pendant quelques secondes). 
 
Chacune de ces stratégies est plus ou moins adaptée selon le matériau et la structure envisagée. Par 
exemple, les recuits cycliques à très haut budget thermique sont utiles pour le traitement de 





Cependant, pour la fabrication de structures délicates (couches minces ou boîtes quantiques), cela 
peut entrainer la destruction complète de la partie ‘fragile’ utile de la structure. 




I.4.A.d Structuration du substrat 
 
Deux démarches existent dans la catégorie structuration du substrat : la gravure et le masquage. 
Dans la gravure, le substrat de Si est gravé par endroit. Ainsi, nous nous retrouvons avec un 
substrat qui peut se déformer localement. Lors de l’épitaxie du Ge (ou du III-V) sur le Si structuré, 
l’accommodation de la contrainte est beaucoup plus efficace. En effet, les deux matériaux 
changent un peu leur paramètre de maille pour s’adapter. 
 
En 2005, une équipe américaine (Vanamu et al [60]), réussit à faire du GaAs/Ge/Si(100) structuré 
(Fig.I.4.2) avec une densité de dislocations de l’ordre de 6.105cm-2. 
 
Une autre technique consiste à cacher certaines zones du substrat pour inhiber localement la 
croissance. Une croissance sélective peut en conséquence être réalisée. Si la surface où peut se 
dérouler l’épitaxie est assez petite, il y a une très forte réduction de la densité de dislocations. De 
plus, ces dislocations sont majoritairement de type I. Il faut noter aussi que la création de parois 
d’antiphase par croissance sur surface réduite est improbable. Récemment (2008), l’équipe de 
Zhao a publié des résultats intéressants sur la croissance de boîtes quantiques d’InAs sur un 
substrat Si(001) structuré par lithographie électronique avec du SiO2 [61]. Un Buffer de GaAs de 
400 nm suffit pour épitaxier des boîtes de bonne qualité. 
 
Figure  I.4.2: Image MEB d’un substrat Si structuré par gravure (a), cross-section MET d’une 
couche GaAs épitaxiée sur Ge/SixGe1-x/Si-structuré (b) [60] et images MEB d’un autre substrat 
de Si structuré avant (c) et après (b) croissance d’une structure GaAs/InAs/GaAs [61]. 








Dans un champ de contrainte compressive, il est connu, qu’une dislocation subit une force 
répulsive dite de Peach-Koehler [62]. Cette force a pour effet de courber la direction de la 
dislocation.  
 
Figure  I.4.3 : Répulsions d’une dislocation par un super-réseau. 
 
En insérant dans la structure III-V une couche intermédiaire proche du substrat pour générer des 
contraintes compressives, plusieurs cas se présentent. Comme on peut le voir sur la figure I.4.3, si 
la force est faible, la dislocation est un peu décalée mais continue son chemin à travers le reste du 
III-V (a). Si elle est un peu plus forte, sa direction est changée mais elle continue son chemin 
parallèlement au plan de croissance (b). Le cas le plus intéressant se présente quand la dislocation 
rebrousse chemin et retourne vers le substrat (c). Ainsi les dislocations restent confinées dans la 
zone entre le substrat et la couche compressive. 
En pratique, les couches compressives sont réalisées avec un super-réseau de SC III-V (InGaAs et 
GaAsP pour le GaAs [63, 64], InAsP pour l’InP [65]). Le désaccord de paramètre de maille entre 
les matériaux utilisés doit être bien choisi pour à la fois arrêter la propagation des dislocations et 
ne pas en créer de nouvelles dans la partie supérieure.  
 
I.4.B.b Pseudo substrat Ge/Si 
 
L’importance du Ge dans l’intégration des III-V sur Si peut sembler surprenante mais son atout 
provient de son paramètre de maille intermédiaire et de son coefficient de dilatation thermique 
proche de celui du GaAs. Par ailleurs, le Ge et le Si forment un alliage binaire GexSi1-x totalement 
miscible, d’où la possibilité de créer une couche de Ge pure sur Si par l’intermédiaire d’une 
couche tampon GexSi1-x avec un gradient facilitant l’accommodation de la contrainte due au 
désaccord de paramètre de maille du Ge avec le Si. 
Les études de Fitzgerald et al [66], publiées en 1992, ont contribué énormément à la 
compréhension de la croissance de GexSi1-x /Si. Le problème de « rugosification » dû à la haute 
température du substrat pendant la croissance et le problème de parois d’inversion ont été 
surmontés en utilisant des substrats désorientés et un arrêt à mi-croissance pour « relissage » de la 
surface. Depuis, des couches Ge/GexSi1-x /Si ont pu être élaborées avec des densités de dislocations 








 dans [67]). Des DELs, des lasers et des transistors à effet de champs ont 
ainsi été fabriqués sur des pseudosubstrats Ge/Si. 
Une des limitations sérieuses de cette technique provient de la grande épaisseur (10 µm) de GexSi1-
x (avec gradient) nécessaire pour atteindre la concentration voulue x=1 (Ge pur) sans générer plus 
de dislocations. Cette épaisseur qui séparera les SCs III-V du Si est incompatible avec la 
lithographie haute résolution utilisée pour faire les interconnexions nécessaires au fonctionnement 
d’un dispositif. Ce qui rend l’industrialisation d’un tel procédé non envisageable. 
  
I.4.B.c Substrat de GOI 
 
En 2001, Tezuka [68] propose une méthode pour la fabrication directe de substrat GOI. Le GOI 
(Germanium On Insulator) équivalent au SOI mais avec du Ge en surface active au lieu du 
silicium, est élaboré de la manière suivante (Fig. I.4.4) : 
Premièrement, du Ge0.1Si0.9 est épitaxié sur du SOI, suivi d’une oxydation contrôlée entamée à 
haute température (900°C -1050°C). Le résultat est que le Si est consommé par l’oxygène pour 
former du SiO2 alors que le Ge migre vers le bas pour former une couche cristalline qui remplace 
le Si du SOI de départ.  
 
 
Figure  I.4.4 : Etapes de la fabrication du GOI. 
 
Cette technique est prometteuse mais a besoin encore de beaucoup de développements pour 
réduire la formation de macles, de fautes d’empilements mais surtout pour trouver une solution à 
la faible adhésion du Ge sur le SiO2 du substrat. 
 
I.4.B.d Oxyde perovskite sur Si 
 
L’intégration de SC III-V sur Si via une couche tampon d’oxyde cristallin SrTiO3 fut introduite 
vers 2001 par une équipe de Motorola [69]. Leur étude prétendant la croissance de GaAs avec une 




) reste controversée. Les procédés de fabrication utilisés 
par cette équipe ont été gardés secrets. Plusieurs équipes ont travaillé sur le sujet, telles Dimoulas 
et al. [70] et Schroeder et al. [71] qui ont travaillé sur l’intégration de Ge sur Si. L’INL est l’un des 
laboratoires leader dans le domaine de l’épitaxie d’oxyde sur Si. Récemment, des études ont été 
menées pour l’intégration de SCs III-V sur Si (G.Saint-Girons et al. [72]), via un buffer de SrTiO3 
ou de Gd2O3. Des hétérostructures à base de puits quantiques d’InAsP/InP ont été élaborées selon 
cette voie pour conduire à des résultats très encourageants [73-76]. 




I.4.C Techniques de collage 
 
Nous pouvons diviser les techniques de collage en deux catégories : les collages directs et les 
collages via une couche intermédiaire. 
 
I.4.C.a Collage direct 
 
Le collage direct consiste à mettre en contact deux surfaces, de substrats différents, parfaitement 
polis pour les relier par les forces de Van der Waals [77]. L’étape 1 de la procédure est la 
préparation des deux substrats à coller. Les substrats sont traités chimiquement pour éliminer toute 
sorte de contamination qu’elle soit carbonée ou métallique. Ensuite, la surface est bombardée par 
des ions argon pour minimiser au mieux la rugosité. L’étape 2 consiste à rapprocher et à aligner les 
deux surfaces à coller tout en les gardant séparées mécaniquement sur les bords (Fig.I.4.5a). Puis 
(étape 3), une pression est appliquée pour mettre en contact le centre des deux surfaces. Des 
liaisons de type Van der Waals sont créées au point de contact. Enfin, les séparateurs mécaniques 
sont retirés pour que la formation de liaison se propage du milieu jusqu’au bord (Fig.I.4.5b). 
L’interface qui en résulte est généralement homogène, robuste et ne contient pas de poche de gaz. 
Pour certains substrats, des recuits plus ou moins hauts en température sont pratiqués pour changer 
le type de liaison et renforcer encore l’adhésion. 
 
Figure  I.4.5 : Etapes du processus de collage direct de substrat. 
 
I.4.C.b Le collage par couche intermédiaire 
 
Dans le collage par couche intermédiaire, un matériau métallique (Au) ou du verre est d’abord 
déposé à l’interface des deux substrats à coller. Le matériau utilisé comme adhésif doit être 
compatible chimiquement avec les deux surfaces et doit avoir une température de fusion inferieure 
à celles des deux substrats. Une pression est ensuite exercée tout en chauffant l’ensemble à une 
certaine température pour laquelle l’adhésif est ramolli et des liaisons chimiques sont créées [78]. 
Le point clé dans les techniques de collage n’est pas le collage en lui-même mais l’exfoliation de 
la partie non désirée du substrat donneur. 
Les premières solutions consistaient à inclure une couche d’arrêt au-dessous des parties à 
conserver et d’attaquer chimiquement le reste du substrat sachant que la partie utile est protégée. 




Le domaine d’application de cette technique est très étroit à cause de la nécessité de la présence de 
la couche d’arrêt. Le coût du procédé est très lourd, le reste du substrat donneur étant perdu. 
D’autres techniques plus élaborées surmontent ces limitations comme le Smart CutTM proposé par 
M.Bruel du LETI en 1995 [79]. 
La Smart Cut
TM 
se fait en 5 étapes (Fig. I.4.6): 
1- Encapsulation du substrat III-V par un diélectrique (habituellement le SiO2). 
2- Implantation du substrat donneur (III-V) avec de l’hydrogène. 
3- Collage du substrat III-V sur un substrat Si. 
4- Traitement thermique entre 200°C et 700°C conduisant l’hydrogène implanté à créer des 
microfissures ce qui engendre la séparation au niveau de la zone implantée. 
5- Lissage mécanique et chimique de la surface III-V fendue. 
 
Le grand avantage de la Smart Cut
TM 
est que la partie non utilisée du substrat donneur est 
conservée ce qui représente un gain en matériau utilisé. 
 
Les couches III-V obtenues par collage sont d’une très bonne qualité. Cependant la technologie est 
limitée par la petite taille des substrats donneurs (III-V), un coût élevé et une certaine complexité 
liée aux différentes étapes du procédé. 
 




I.5 Objectif de la Thèse 
 
Après avoir exposé l’intérêt de l’intégration des SCs III-V sur Si et décrit les principaux problèmes 
posés tant du point de vue de la physique que de l’élaboration, nous avons détaillé les différentes 
stratégies suivies depuis une vingtaine d’années pour contourner ces difficultés. Dans cette 
dernière partie, nous présentons l’approche choisie dans le cadre du projet BIQUINIS pour tenter 
de résoudre aussi bien les problèmes d’interface entre le SC III-V et Si que ceux de l’élaboration 








I.5.A Choix des BQs 
 
Nous avons vu dans la partie I.2 que les simulations prédisent une interface de type I entre       
l’In1-xGaxAs (0.3<x<1) et le Silicium si l’épaisseur de ce dernier ne dépasse pas 2 nm. 
Contrairement au Si, l’InGaAs doit être assez épais (au moins 3-4 nm) pour réduire au plus le 
confinement et garder le caractère visé de l’interface. 
D’un autre côté, l’épaisseur de l’InGaAs est beaucoup plus grande que l’épaisseur critique à partir 
de laquelle des dislocations sont générées. A partir de là, il est clair que le recours au mode de 
croissance 3D pour fabriquer des BQs d’InGaAs sur Si est nécessaire. 
A cause du fort désaccord de paramètre de maille, il est possible de fabriquer des BQs d’InGaAs 
sur Si sans passer par une couche de mouillage. Similairement au modèle de l’élasticité établi pour 
calculer l’épaisseur critique dans le cas d’une couche bidimensionnelle, nous pouvons estimer le 
diamètre maximal d’un îlot 3D non disloqué. Numériquement, la valeur trouvée pour le diamètre 
critique d’un îlot 3D d’InAs est voisin de 3-4 nm. 
Bien que les simulations numériques de la partie I.2 aient été établies pour une couche 2D 
d’InGaAs, nous considérons que l’augmentation de l’énergie de gap de l’InGaAs dûe au 
confinement latéral dans les BQs n’est pas assez forte pour changer la nature de l’offset. 
L’effet laser étant recherché, il faut souligner qu’une densité élevée de BQs (1011 /cm2) est 
nécessaire. Le phénomène d’amplification en dépend d’une manière critique. Nous visons donc a 
priori la structure suivante (Fig.I.5.1) : Des BQs d’In(Ga)As insérées dans un puits quantique de Si 
dans une barrière de SiO2, l’ensemble sur un support de Si.  
 
Figure  I.5.1 : Structure visée dans le projet BIQUINIS. 
 




I.5.B Choix du démonstrateur 
 
La structure visée (Fig.I.5.1) devant conduire à un effet laser, la technologie qui nous est apparue 
la plus adaptée est celle à base de microdisque. 
 
Figure  I.5.2 : Microdisque SiO2/Si/SiO2 gravé par lithographie par V.Calvo et al. au CEA-Leti 
(travail non publié, voir [80] des mêmes auteurs) et schéma du démonstrateur visé. 
 
Le microdisque (Fig.I.5.2) est une cavité optique bidimensionnelle à modes de galerie. Quand un 
émetteur de lumière est placé dans une cavité optique et que la longueur d’onde d’émission est 
accordée au mode propre de la cavité, il y a possibilité d’exalter le phénomène d’émission 
stimulée. En effet, si les porteurs de charges sont pompés (optiquement ou électriquement) de 
l’état fondamental jusqu’à un état excité, une désexcitation d’un porteur par émission spontanée à 
la bonne longueur d’onde dans le plan de la cavité va générer une lumière qui va perdurer dans la 
cavité, à la manière des ondes stationnaires, beaucoup plus de temps que n’importe quelle lumière 
émise dans une autre direction ou avec une autre longueur d’onde. Cette lumière résonnante aura 
une forte chance d’induire une émission stimulée par un autre porteur déjà en état excité. 
L’émission stimulée produit une lumière identique à celle qui l’induit et ainsi de suite. Ainsi, un 
régime d’amplification s’établit : c’est l’effet laser [81]. Contrairement au laser classique 
directionnel, le laser à microdisque fonctionne sur des modes de galerie qui possèdent un 
diagramme de rayonnement très peu directif, la lumière étant émise uniformément autour du 
disque. Une des manières d’exploiter de tels composants repose sur le couplage de la lumière vers 
des canaux tels que des guides d’ondes. 
 
 
I.5.C Etapes de réalisation et travail de thèse 
 
Partant d’un substrat de SOI standard, la procédure pour aboutir au laser final sera la suivante : 
 
Etape 1 : oxydation contrôlée du SOI standard et gravure de cet oxyde pour obtenir une couche de 
Si de 2 nm. 




La technique utilisée pour obtenir du Si d’épaisseur 2 nm est l’amincissement par oxydation 
thermique contrôlée et gravure. La procédure consiste à oxyder par étape la couche superficielle 
(100-200 nm de Si) d’un substrat industriel de SOI dans un four sous flux d’oxygène à 900°C. 
Après chaque étape, la silice formée en surface est gravée chimiquement (HF) et, l’épaisseur de la 
couche active est mesurée par ellipsométrie [82]. La vitesse d’oxydation est choisie très lente ce 
qui permet de contrôler précisément l’épaisseur oxydée (Fig.I.5.3). 
Figure  I.5.3 : Schémas et image TEM [38] d’un substrat SOI standard aminci par oxydation 
thermique. 
 
Etape 2 et 3 : préparation de la surface du SOI amincie pour qu’elle soit apte à l’épitaxie de BQs 
d’InGaAs de diamètre 3-4 nm (Fig.I.5.4). 
 
Pour fabriquer des BQs avec les caractéristiques requises, il faut contrôler la quantité de matière 
déposée à la monocouche près (épaisseur équivalente pour une couche 2D). L’EJM est une 
technique de croissance qui permet une telle précision. Avant de pouvoir utiliser l’EJM pour faire 
la croissance des BQs d’InGaAs dans l’étape 3, il faut a priori nettoyer le substrat de SOI aminci 
ayant une couche superficielle de SiO2 (étape 2).  
 
Figure  I.5.4 : Schéma simplifié des étapes pré-croissance des BQs d’In(Ga)As. 
 




Etape 4, 5 et 6 : encapsulation Si, dépôt de SiO2 et gravure d’un microdisque. 
 
Figure  I.5.5 : Schéma simplifié des étapes post-croissance des BQs d’In(Ga)As. 
 
Comme nous avons opté pour une structure symétrique, nous poursuivons l’élaboration par une 
encapsulation in-situ des BQs d’InGaAs par une couche de Si de 2 nm. Une couche de SiO2 est 
ensuite déposée dans un réacteur PCVD (Plasma assisted Chemical Vapor phase Deposition). 
La dernière étape d’élaboration consiste à réaliser une gravure lithographique sur la structure 
obtenue après l’étape 5. Cette procédure classique permet d’obtenir les microdisques désirés. 
Les étapes 1 et 6 sont maitrisées par V. CALVO du CEA-Leti-SINAPS (laboratoire partenaire 
dans le projet). Les autres étapes 2 à 5 ainsi que la caractérisation optique des structures élaborées 
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Ce chapitre est partagé en trois parties principales. La première partie est consacrée à la 
description des principes de la croissance épitaxiale qui permettra d’appréhender les différents 
mécanismes à prendre en compte pour l’élaboration de boîtes quantiques (BQs) selon un mode de 
croissance tridimensionnel (3D). La deuxième partie est consacrée à la présentation des techniques 
expérimentales que nous avons utilisées que sont, l’épitaxie par jets moléculaires (EJM) pour 
l’élaboration des BQs d’In(Ga)As/Si et la diffraction RHEED en particulier pour l’identification 
des modes de croissance. La troisième partie est consacrée à un rapide état de l’art des résultats 
déjà obtenus dans d’autres laboratoires au début de ce travail sur la croissance auto-organisée des 




II.2 La fabrication des boîtes quantiques 
 
Avant de présenter les principes et les techniques expérimentales de l’épitaxie, nous 
mentionnerons d’abord les différentes méthodes de fabrication des BQs qui ont été développées 
depuis les années quatre-vingt. 
 
Figure  II.2.1: Différentes techniques de fabrication de BQs : (a) épitaxie directe, (b) gravure 
lithographique de PQ, (c) épitaxie sur substrat structuré, (d) précipitation dans un substrat dopé 
après recuit, (e) confinement par modulation mécanique du gap et (f) épitaxie sur substrat à haut 
indice. 
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L’une des premières méthodes de fabrication de boîtes a été la gravure lithographique (une 
méthode dite descendante ou Top-down) (Fig.II.2.1b) [83]. Cette méthode consiste à fabriquer 
d’abord des puits quantiques par MBE ou par CVD. Les puits sont ensuite structurés latéralement 
et en profondeur, par lithographie et gravure. Cette méthode onéreuse fournit des BQs avec des 
dimensions latérales plutôt grandes (> 50 nm) qui souffrent de surfaces défectueuses causées par la 
gravure, ce qui dégrade leurs propriétés optiques. 
 
On peut citer également la croissance épitaxiale de BQs sur des surfaces de haut indice ( (311)B, 
(111)A, … etc.) (Fig.II.2.1f) [84] ou sur des substrats pré-structurés (surface gravée avec des trous 
sphériques, cubiques ou en tétraèdre) (Fig.II.2.1c) qui constituent des techniques alternatives qui 
font toujours l’objet de nouvelles études. Il faut souligner que ces substrats sont en général coûteux 
et de petite taille, ce qui limite leurs applications potentielles.  
 
Une autre méthode largement répandue dans la fabrication de BQs est le recuit de substrat en verre 
dopé aux constituants du SC voulu [85]. Cette technique utilisée industriellement pour la 
fabrication de filtres à base de SCs II-VI est intrinsèquement limitée par le type de matériaux 
concernés (uniquement pour les verres et leurs dopants II-VI). 
 
Des techniques plus originales, comme le confinement latéral par modulation locale du gap d’un 
puits quantique, à l’aide de contraintes mécaniques (par croissance de matériau désaccordé en 
maille sur la surface) [86] ou électrostatiques (par des grilles métalliques en surface), restent 
dédiées à la science. Les procédés de fabrication étant lourds à mettre en place. 
 
Enfin, la méthode de fabrication des boîtes quantiques la plus utilisée de nos jours est la croissance 
directe par MBE ou par CVD (Fig.II.2.1a). La technique de fabrication directe (méthode dite 
ascendante ou bottom-up) exploite la présence de contraintes imposées par le substrat sur la 
couche épitaxiée (à cause d’une différence de paramètre de maille). Le matériau déposé, afin de 
minimiser l’énergie, relaxe la contrainte par formation d’îlots 3D qui augmentent sa surface libre. 
Les îlots 3D se forment instantanément selon un mode de croissance Volmer-Weber, ou bien après 
le dépôt d’une couche de mouillage selon le mode Stranski-Krastanov. Dans les deux cas, ils 
peuvent s’auto-organiser en taille et en position sur la surface. C’est cette dernière méthode que 




II.3 Principe de la croissance épitaxiale 
 
L’épitaxie (du grec epi : sur et taxi : mise en ordre) exploite la propriété qu’un cristal ‘A’ déposé 
sur un autre cristal ‘B’ s’arrange de telle façon que leur réseau cristallin montre une certaine 
continuité. 
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Figure  II.3.1: Exemple d’épitaxie de deux cristaux ayant le même type de réseau (cubique à faces 
centrées) (a), et ayant deux structures différentes (cubique pour l’un et hexagonale pour 
l’autre)(b). 
 
Formellement on dit que deux cristaux A et B sont en relation d’épitaxie lorsqu’on peut définir un 
plan cristallographique commun à l’interface A/B et lorsqu’il existe dans ce plan deux directions 
cristallographiques communes. Cet énoncé établi par Royer [87] est schématisé dans la figure 
II.3.1. On retrouve une croissance épitaxiale lors de la transformation d’un état désordonné de la 
matière (liquide ou gaz) en un état cristallin, le procédé se déroulant sur une surface elle-même 
cristalline. 
Figure  II.3.2: Les trois modes de croissance : Frank-Van der Merwe F-VdM (a), Volmer-Weber 
VW (b) et Stranski-Krastanov SK. (c). 
 
Expérimentalement plusieurs modes de croissance on été observés. Les plus connus sont : 
Le mode de croissance bidimensionnel ‘2D’ (Fig.II.3.2a) ou couche par couche appelé Frank Van 
der Merwe (FVdM) [88]. Ce mode sert essentiellement à fabriquer des jonctions PN et des puits 
quantiques. 
Le mode de croissance 3D (Fig.II.3.2b) connu sous le nom de Volmer-Weber (VW) [89] sert à 
fabriquer des boîtes quantiques. 
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Le mode mixte Stranski-Krastanov (SK) (Fig.II.3.2c) qui débute par une croissance 2D et se 
poursuit en croissance 3D après une certaine épaisseur critique (H3D) [90]. 
 
On peut cerner deux approches physiques différentes et complémentaires pour décrire et modéliser 
les mécanismes de la croissance épitaxiale.  
 
La première, basée sur la cinétique, est essentiellement pédagogique et a aussi la capacité de 
décrire certains systèmes où les effets des sites d’incorporation préférentielle sur le substrat sont 
dominants. Cette approche, pour cause de complexité, ne prend pas en compte différents aspects 
importants de la croissance tels que les contraintes et les énergies d’interface. D’où la nécessité 
d’un autre moyen de description plus simple à mettre en œuvre (comme la méthode Monte-Carlo 
cinétique…). 
 
La deuxième approche est thermodynamique. C’est une adaptation des modèles décrivant la 
condensation d’un gaz sur une surface. La surface du substrat est considérée parfaite, sans sites de 
germination préférentielle. Cette méthode a l’avantage de pouvoir bien décrire les différents modes 
de croissance trouvés expérimentalement, par une simple démarche qui consiste à trouver la 
configuration minimisant l’énergie du système. 
 
 
II.3.A Cinétique de la croissance 
 
Quand les atomes d’une phase vapeur arrivent sur une surface, une multitude de phénomènes peut 
avoir lieu [91].  
 
II.3.A.a L’adsorption et la désorption 
 
Les atomes peuvent subir des chocs élastiques et rebrousser chemin, ou ils peuvent être capturés 
par la surface, on parle alors d’adsorption. Dans le cas général un atome adsorbé est au début, 
uniquement physisorbé. Un transfert électronique entre l’atome et la surface n’a pas lieu et cet 
atome bénéficie d’une mobilité. Après un certain temps, appelé durée de vie, l’atome physisorbé 
peut, soit trouver un site d’incorporation (bord ou coin de marche) où il peut être chimisorbé (un 
transfert de charge a lieu entre l’atome et la surface), soit désorber de la surface. Un autre 
phénomène peut aussi avoir lieu quand des atomes se retrouvent agglomérés sur une surface. Si 
leur quantité est assez élevée, ils peuvent former un centre de germination stable. 
Tous ces phénomènes représentés sur la figure II.3.3a sont facilement décrits qualitativement mais 
sont plus compliqués à traduire mathématiquement. Le cristal de Kossel montré dans la figure 
II.3.3b est une structure fictive qui simplifie la modélisation de la croissance épitaxiale. Chaque 
unité élémentaire possède au début (avant incorporation) 6 liaisons libres (suivant les 3 directions 
de l’espace). La force d’adhésion d’une unité sur le cristal est proportionnelle au nombre de 
liaisons formées, donc au nombre de proches voisins. Ainsi on distingue 3 faces principales du 
cristal de Kossel : 1- la face K, très rugueuse où toute unité y arrivant sera liée au moins par 3 
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liaisons. 2- la face F idéalement lisse avec une seule liaison possible pour les éventuelles unités 
arrivantes. 3- la face S présentant des marches. Les bords de marches offrent des sites ayant aux 
moins deux liaisons non saturées. 
 
Figure  II.3.3: Les différents mécanismes microscopiques se produisant à la surface pendant la 
croissance(a) et le cristal de Kossel [92] avec trois types de face (b). 
 
II.3.A.b La diffusion de surface 
 
Les atomes subissant un choc élastique avec la surface ne jouent aucun rôle dans la croissance. 
Pour un atome physisorbé, la durée de vie moyenne τa, avant qu’il ne soit désorbé, est liée à 
l’énergie de liaison de cet atome avec la surface [93]. On peut écrire τa sous la forme : 
 
Où Ea est l’énergie de liaison de l’atome à la surface, ν la fréquence de saut des barrières de 
diffusion.  
La distance quadratique moyenne parcourue par l’atome sur la surface durant le temps τa est 
donnée par la relation d’Einstein (dérivé de son étude sur le mouvement Brownien [94]) :  
 
Avec d le degré de liberté et D le coefficient de diffusion égal au produit de la fréquence de saut ν 







Deux cas se présentent selon qu’un atome donné a une distance de diffusion quadratique moyenne 
x inférieure ou supérieure à la distance jusqu'à un site préférentiel d’incorporation. Si l’atome est 
proche d’un site préférentiel (distance < x) il est fort probable qu’avec un mouvement aléatoire il 
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rencontre ce site et participe à la croissance. Les sites d’incorporation les plus fréquents sont les 
bords et les coins de marches [95]. 
 
Un cas extrême de l’incorporation sur site préférentiel est la croissance sur une face ‘K’ du modèle 
de Kossel [92]. La cinétique de la croissance se résume alors à la différence entre le nombre de 
particules arrivant sur la surface et le nombre de particules désorbées. Même pour les surfaces 
vicinales les plus rugueuses ce modèle reste loin de la réalité. 
 
La surface d’un substrat réel, même pour le plus lisse, est toujours formée d’une multitude de 
terrasses et de marches. Donc, quand la longueur de diffusion x des atomes est supérieure à la 
longueur moyenne des terrasses, une croissance par avancée de marche a lieu. 
Il faut souligner que la probabilité d’incorporation, sur une marche, d’un atome provenant de la 
terrasse inférieure n’est pas toujours identique à celle d’un atome venant de la terrasse supérieure. 
En effet un atome de la terrasse supérieure doit passer une certaine barrière de potentiel (barrière 
d’Ehrlich-Schwoebel [96, 97]) pour s’incruster dans le gradin, contrairement au cas d’un atome de 
la terrasse inférieure. 
Dans certain cas, les marches ne ce comportent plus comme des sites d’incorporation. La 
« transparence » des marches du Si à haute température est un exemple d’un tel comportement 
[98]. 
 
Si des atomes sont éloignés des sites préférentiels d’incorporation, ils vont diffuser sur la surface, 
se rencontrer et former des germes métastables. Quand un germe atteint une taille critique, il va se 
développer définitivement. La croissance sur une face F idéale du cristal de Kossel ne peut se 
dérouler que par ce mécanisme. 
 
Sur un substrat réel, si la longueur de diffusion des adatomes est inférieure à la taille des marches, 
les atomes qui sont loin des bords (distance>x) vont participer à la croissance par germination 
d’îlots.  
 
Dans ce qui suit, je vais décrire deux modèles cinétiques intéressants. Par le premier, on peut 
estimer des densités réalistes d’îlots dans le cas de plusieurs systèmes de matériaux. Par le 
deuxième, on peut décrire les trois modes de croissance rencontrés (VW, SK et F-VdM). 
 
II.3.A.d Modèle de Lewis-Campbell 
 
Dans le modèle de Lewis et Campbell [99], on divise la surface où se déroule la croissance par site 
discret d’adsorption. Pour cela, à l’aide de la distance quadratique moyenne , on définit une 
surface moyenne de diffusion . Si chaque unité de surface contient 
N0 site d’adsorption, la surface S contient S.N0 = m sites. (d’où  ). 
(Tous les paramètres sont déjà définis dans la partie « diffusion de surface » de ce paragraphe). 
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Figure  II.3.4: Schématisation des notions de surfaces de diffusion et de capture. 
 
Quand il y a plusieurs sites d’incorporation contenus dans la surface S, le temps de capture τc 
devient inferieur à la durée de vie moyenne τa. Pour un flux F d’atomes incidents, la densité 
d’atomes libres sur la surface est . Dans ce cas, on définit « mc » le nombre de sites 
parcourus par un atome avant d’être incorporé et on l’associe à une surface de capture (Fig.II.3.4). 
Un atome adsorbé sur la surface Sc est toujours incorporé d’où: 
  (avec  ) 
En comparant les deux relations de la diffusion  on obtient . 
Pour une croissance à relativement basse température on peut négliger la désorption. 
Au bout d’un certain temps les germes stables, qui servent comme sites d’incorporation pour les 
adatomes libres, atteignent une taille limite et une densité de saturation. Dans ces conditions, 
chaque nouvel atome libre sur la surface va être capturé par un seul site d’incorporation de taille 
proche de Sc. La densité d’atomes libres est dans ce cas égale à la densité de saturation : 
 
Cette même densité de saturation est la densité des germes (ou îlots) formés, qui est équivalente à 
1/ Sc. D’où on a 
 
Cette équivalence est plus connue sous sa forme générale  
La variation de la densité des îlots en fonction de la température et du flux d’éléments incidents 
(ou vitesse de croissance) suit bien cette relation pour différents systèmes de matériaux comme 
l’InAs/GaAs ou le Ge/Si. 
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II.3.A.e Modèle de Cohen 
 
Dans le modèle de Cohen et al. [100] une équation cinétique régit le recouvrement des couches 
successives de la surface. Ce modèle est développé à partir du bilan des flux des matériaux 
alimentant une couche ‘n’. L’équation s’écrit : 
 
avec θn le taux de recouvrement de la couche n, τ le temps pour compléter un plan en entier (donc 
une monocouche) et k une constante de diffusion de surface. 
Le premier terme de droite correspond à la partie du flux arrivant sur la couche n-1 et qui alimente 
directement la croissance de la couche n. le deuxième terme est la contribution des atomes libres 
de la couche n+1 (non recouverts par la couche n+2) qui peuvent diffuser jusqu’à la couche n. le 
dernier terme correspond aux atomes libres de la couche n (non recouverts par la couche n+1) qui 
s’échappent dans la couche n-1. 
Figure  II.3.5: Le recouvrement θ en fonction du nombre de couches déposées montrant différents 
modes de croissance. 
 
La résolution de cette équation (analytiquement pour certaines valeurs de k et numériquement pour 
les autres valeurs) fait apparaitre trois comportements différents du système. On retrouve une 
croissance de type 2D (F-VdM) pour k infini, une croissance en îlot 3D (VW) pour k nul et une 
croissance SK pour tout k intermédiaire (Fig.II.3.5). 
 
Dans certains cas de croissance, cette description peut sembler valide. Mais, comme elle est basée 
sur un nombre réduit d’hypothèses physiques, elle ne peut pas expliquer les situations où des 




II.3.B Approche thermodynamique 
 
Dans l’approche thermodynamique, comme déjà mentionné, on considère la croissance sur une 
face F du cristal de Kossel. La surface n’ayant pas de sites d’incorporation préférentielle, les 
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approches cinétiques décrites plus haut deviennent inadaptées.  
La force motrice de l’épitaxie, vue comme un processus de condensation d’une phase gazeuse en 
une phase cristalline, est la réduction d’énergie (ou d’énergie libre) du système qui va lui être 
associée pour atteindre son état d’équilibre [101]. Cette énergie libre peut être décomposée en 
plusieurs parties, chacune engendrée par un phénomène distinct. Dans le cadre de cette 
description, on limitera à trois le nombre de paramètres agissant sur l’énergie libre [102, 103] : 
 
Le premier terme ΔG1 correspond à l’influence de la différence de potentiel chimique entre le 
système contenant le gaz exerçant une certaine pression sur le substrat et le système à l’équilibre 
constitué du substrat et du dépôt avec sa vapeur saturante. 
Le second terme ΔG2 est relatif au changement d’énergie dû au remplacement de la surface du 
substrat par la surface du dépôt et une interface entre le substrat et le dépôt. 
Le dernier terme ΔG3 provient de l’énergie élastique accumulée lors de la création de plusieurs 
couches contraintes du dépôt sur le substrat. 
 
Nous allons exprimer les termes ΔG1, ΔG2 et ΔG3 en fonction des paramètres du système. 
 
II.3.B.a ΔG1 : Énergie de sursaturation 
 
La pression de vapeur saturante « Péq » est la pression à laquelle la phase gazeuse d'une substance 
est en équilibre avec sa phase solide (ou liquide). Si la pression partielle « P » de la phase gazeuse 
est inférieure à la pression de vapeur saturante, il y a sublimation. D’une manière opposée, si P 
dépasse Péq, il y a condensation, donc croissance homoépitaxiale. Le facteur  est appelé 
facteur de sursaturation [104]. 
Durant la condensation, il y a migration des atomes ou molécules de la région de la phase gazeuse 
vers le substrat. Ainsi en 1876, J.W. Gibbs [105] définit le potentiel chimique par analogie aux 
potentiels mécaniques. A température constante ce potentiel s’écrit :  
 
La différence entre le potentiel chimique du système à la pression P et son potentiel chimique à 
l’équilibre s’écrit : 
 
 
Dans le cas de l’homoépitaxie, où il n’y a création ni de surface différente ni d’interface et où le 
dépôt croit sans présence d’énergie élastique, la variation de l’énergie libre du système se réduit à 
l’influence de la différence de potentiel chimique Δμ (Δμ par unité de volume). 
 ΔG = ΔG1 = (Δμéq – Δμ).V = – Δμ.V (à l’équilibre S=1 et Δμéq = 0).  
Où V est le volume total de la partie déposée. 
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II.3.B.b ΔG2 : Énergies de surface et d’interface 
 
Dans le cas de l’hétéroépitaxie, il faut prendre en compte le travail de formation des surfaces et 
interfaces. La densité d’énergie de surface γA (abusivement appelée énergie de surface) d’un 
matériau A semi-infini est équivalente à la moitié de l’énergie nécessaire pour couper en deux le 
même matériau infini [106, 107]. Quand on met deux matériaux semi-infinis différents en contact, 
l’énergie d’adhésion β n’est pas égale à la somme des énergies de surface de A et de B. 
 β ≠ γA + γB (sauf si A et B sont identiques).  
On définit alors, l’énergie d’interface A/B (Fig.II.3.6) comme étant la différence entre la somme 
des énergies de création des deux matériaux d’une part et de leur énergie d’adhésion d’autre part :  
γAB =  γA + γB - β. Cette relation est connue sous le nom de relation de Dupré [108]. 
 
Figure  II.3.6: Processus fictif [106, 107] imaginé pour établir la relation liant les énergies de 
surface et d’interface. 
 
Dans le cas d’une hétéroépitaxie d’un matériau A sur un matériau B, une partie de la surface de B 
est remplacée par une interface A/B et une surface de A est créée. Le bilan énergétique de ce 
processus s’écrit : Φ = γA + γAB - γB = 2γA - β. 
 
En remarquant que 2γA est l’énergie de cohésion de A, et β l’énergie d’adhésion de A sur B, il en 
découle que Φ est le coefficient de mouillage (Fig.II.3.7a).  
Quand β est nul (Φ = 2γA), il n’y a pas d’adhésion entre A et B et le cristal A, condensé en phase 
gazeuse, est libre. 
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Pour Φ positif (0< Φ<2γA), la croissance est tridimensionnelle et l’angle de contact entre A et B 
varie en fonction de Φ. 
Enfin, pour Φ négatif (2γA < β), la croissance se déroule couche par couche.  
 
Pour le calcul de ΔG2, on considère une forme générale des germes, constituée de n couches 
bidimensionnelles de surface L
2
 et d’un îlot cubique 3D par-dessus, de taille latérale l et de hauteur 
h (Fig.II.3.7b). 
Le travail de formation des surfaces devient :  
 
 




 , S3D = l
2
 , γ’A l’énergie de surface des faces latérales du germe et S3D-latérale = 




Figure  II.3.7: Condensation d’un cristal en fonction du coefficient de mouillage Φ (a) et forme 
générale du germe utilisé dans notre étude (b). 
 
II.3.B.c ΔG3 : Énergie élastique 
 
Ce terme prend en compte l’énergie élastique induit par un désaccord de paramètre de maille entre 
le matériau déposé et le substrat : 
 
On a déjà vu, au chapitre I (I.3.A), que le désaccord de paramètre de maille entre le matériau 
déposé et le substrat est défini par :  
Au début de la croissance, le matériau déposé A prend le paramètre de maille du substrat B. 
La loi de Hooke de la force de rappel élastique appliquée au matériau A s’écrit : 
 (ainsi ) 
Avec ε le tenseur de déformations, σ le tenseur des contraintes, Y la matrice des modules de 
Young qui, analogiquement à la constante de ressort K, contient l’information sur la déformation 
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du matériau suite à une contrainte, et enfin ν la matrice des coefficients de Poisson qui relie la 
déformation dans une direction à la déformation dans une autre direction. 
 
En considérant que le matériau est isotrope, la densité volumique d’énergie élastique emmagasinée 
est donnée par [109] : 
 
Le facteur ½ disparaît à cause de la contrainte biaxiale. Le module d’Young et le coefficient de 
Poisson ne sont plus des matrices. 
 
Quand le matériau relaxe élastiquement, l’énergie emmagasinée diminue d’un facteur R qui 
dépend de la façon dont il relaxe : 
 avec 0<R<1.  
Enfin, pour le calcul de ΔG3, il faut tenir compte du volume de la couche 2D contrainte et de l’îlot 
3D relaxé élastiquement, d’où :  
 
 
II.3.B.d Énergie libre totale 
 





Pour trouver l’état d’équilibre du système, l’énergie libre ΔG doit être minimisée par rapport aux 
variables n, V et r, on résout :  
,  et  
 
Les résultats généraux sont résumés comme suit : 
 
 La croissance 2D est obtenue pour Φ<0. Dans ce cas, la croissance a lieu s’il y a 
sursaturation par rapport à l’énergie élastique E emmagasinée dans des couches bidimensionnelles 
(Δμ>E). La croissance 2D ne s’arrête qu’après la transformation totale du gaz en cristal. Le 
système aura une moindre énergie pour V3D=0, aucun îlot 3D ne sera formé : c’est le mode F-
VdM. Il faut savoir qu’après un nombre plus ou moins grand de monocouches, l’énergie élastique 
devient énorme et le système relaxe plastiquement en créant des défauts. 
 
 La croissance 3D est obtenue pour Φ>0. Dans ce cas, la croissance est possible s’il y a 
sursaturation par rapport à l’énergie du cristal relaxé. En effet ceci se traduit dans les équations par 
V>0 si Δμ>E.R.  
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L’énergie d’un îlot augmente dans un premier temps en fonction du volume (V3D), pour diminuer 
après avoir atteint un maximum pour V3D égal au volume critique des germes stables.  
 
 La croissance SK se déroule de la manière suivante :  
Au début, une croissance 2D est réalisée avec la condition . 
A chaque nouvelle couche déposée, l’énergie minimale de cristallisation augmente jusqu'à ce 
qu’elle devienne supérieure à  (énergie d’un îlot relaxé). La croissance se poursuit alors par la 





II.4 Techniques expérimentales 
 
 
II.4.A L’épitaxie par jets moléculaires 
 
L’épitaxie par jets moléculaires est parmi les méthodes les plus avancées et les plus précises pour 
la fabrication de structures nanométriques. Cette technique a été développée en 1970 par l’équipe 
d’A.Y.Cho et J.R. Arthur au sein du « Bell Telephone Laboratories » [110]. La chambre d’épitaxie 
est une enceinte où règne un vide très poussé voisin de 10
-10
 – 10-11 torr (appelé ultra-vide ou Ultra 
High Vacuum-UHV). Le substrat monocristallin, fixé au centre de l’enceinte, est porté à la 
température de croissance. Le substrat est ensuite exposé à différents flux d’éléments constituants. 
Ces éléments vont réagir et s’incorporer sur la surface du substrat. 
 
Les principaux avantages de l’EJM par rapport aux autres techniques sont : 
1- La précision sur la quantité de matière déposée. En effet les vitesses de croissance utilisées 
en EJM sont typiquement de l’ordre de 0.2MC.s-1 à 1MC.s-1. 
2- La propreté de la surface réactive dans l’enceinte qui est assurée par le vide extrême qui y 
règne.  
3- Les flux arrivant sur le substrat sont moléculaires ou atomiques et ont un comportement 
balistique à cause du vide poussé. Les molécules qui ne participent pas à la croissance 
sont rapidement capturées par les parois. D’où la possibilité de réaliser des couches de 
différents SCs avec des interfaces abruptes, en alternant l’ouverture et la fermeture de 
caches des différentes sources. 
4- L’UHV permet l’utilisation de différentes techniques d’observation et de caractérisation in-
situ. La plus utilisée est la diffraction d’électrons de haute énergie en incidence rasante ou 
RHEED (pour Reflexion High Energy Electron Diffraction) que je détaillerai dans la 
section suivante. Plusieurs techniques de spectrométrie de masse peuvent être utilisées 
pour connaître la composition chimique des espèces présentes dans l’enceinte pendant la 
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croissance. Les propriétés optiques de la surface épitaxiée sont parfois sondées par 
réflectométrie RDS (Reflectance Difference Spectroscopy). 
Le réacteur utilisé dans le cadre de cette thèse est de type Riber2300 destiné à la croissance des 
SCs III-V et doté (spécialement pour la thèse) d’un canon à électrons destiné a l’épitaxie du 
silicium. Dans ce qui suit, nous décrivons les différentes parties (Fig.II.4.1) de ce réacteur 
d’épitaxie en parcourant les étapes depuis l’introduction d’un substrat jusqu'à la croissance. 
 
SAS d’introduction : 
L’échantillon est fixé par des cavaliers sur un support en molybdène (couramment appelé 
molyblock) et mis dans un SAS équipé d’une pompe turbomoléculaire.  
 
Module de transfert : 
Dans le module de transfert, un four est utilisé pour dégazer l’échantillon et son support à une 
température proche de 200°C afin de réduire au maximum la présence d’espèces contaminantes et 
de vapeur d’eau dans le réacteur. Le module de transfert est équipé d’une pompe ionique qui 
maintient le vide à 10
-9
 torr. Un chariot glissant sert à acheminer les molyblocks vers le réacteur. 
Un réacteur plasma pour les dépôts chimiques et un spectromètre de photoélectrons X (XPS) sont 
aussi connectés au module de transfert. 
Figure  II.4.1: Le réacteur d’épitaxie RIBER2300 (R2) et l’ensemble UHV de l’INL sur lequel a été 
réalisé ce travail. 
 
Réacteur (ou chambre) d’épitaxie : 
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Dans la chambre d’épitaxie, le molyblock est fixé sur un manipulateur pouvant pivoter pour mettre 
la surface de l’échantillon en face des sources d’éléments. On peut également faire tourner le 
molyblock sur lui-même pour homogénéiser la croissance. Derrière le molyblock se trouve un four 
résistif qui sert à chauffer le substrat (il peut atteindre 850°C), et un thermocouple pour mesurer la 
température. Un pyromètre optique nous aide aussi à préciser la température du substrat pendant la 
croissance. 
Le vide dans la chambre d’épitaxie est encore plus poussé (10-10-10-11 torr) que dans le module de 
transfert. Ceci est possible grâce à des panneaux cryogéniques refroidis à l’azote liquide et à 
l’apport d’un sublimateur de titane, qui s’ajoutent au pompage ionique. 
Les sources d’éléments solides (In, Ga, Al) sont des cellules d’effusions de type Knudsen [111]. 
Un filament chauffe l’élément très pur placé dans un creuset en nitrure de bore. La température de 
la cellule est contrôlée très précisément à l’aide d’un régulateur et d’une sonde (thermocouple). Le 
flux est proportionnel à la température de la cellule et une jauge à ionisation Bayard-Alpert [112, 
113] sert à mesurer les pressions équivalentes dans les flux (PEF ou BEP en anglais pour Beam 
Equivalent Pressure) parvenant au substrat. 
La cellule d’arsenic est équipée d’un cracker qui chauffe les molécules As4 jusqu'à 720°C, pour les 
dissocier en deux molécules As2 qui sont plus réactives pour la croissance. 
 
L’épitaxie « classique » des SCs III-V est basée sur le principe proposé par K. Günther en 1958 
[114, 115]. La température d’évaporation des éléments III (TIII) étant supérieure à la température 
de sublimation des éléments V (TV) on peut choisir une température de substrat intermédiaire telle 
que : TV<TC<TIII . Dans ces conditions, tous les éléments III qui atteignent la surface y sont 
adsorbés, on dit que leur coefficient de collage est égal à 1. D’un autre côté, comme TV<TC, les 
éléments V ne peuvent s’incorporer que s’ils forment une liaison chimique avec des éléments III 
présents sur la surface. De cette manière, en imposant un rapport de flux V/III élevé (>>1) la 
stœchiométrie est assurée tout le long de la croissance. Une des conséquences de cette propriété est 
que la vitesse de croissance d’un composé III-V est fixée par le flux d’éléments III. 
 
La chambre est aussi équipée d’un canon à électrons qui peut facilement vaporiser le silicium 
fournissant ainsi des flux raisonnables permettant la croissance de couches assez épaisses 
(l’épitaxie du silicium sera discutée en détail dans la partie encapsulation). 
Enfin le flux de chaque cellule (par suite de l’alimentation de la croissance par un élément) peut 
être interrompu et relancé indépendamment à l’aide d’un système de caches rapides commandés 
par un contrôleur, lui même relié à un ordinateur pour l’automatisation de leurs ouvertures et 
fermetures. 
La chambre est équipée d’un système RHEED pour l’observation et le contrôle de l’épitaxie in-
situ. Dans la partie suivante, nous décrirons le principe de fonctionnement du RHEED ainsi que 








II.4.B Principe de la diffraction RHEED 
 
Le système de diffraction RHEED est composé d’un canon à électrons, d’un écran phosphorescent 
et d’une caméra CCD. Les électrons sont accélérés avec une tension proche de 30 kV. Le faisceau 
interagit avec la surface de l’échantillon avec un angle d’incidence rasant (1 à 3°) pour être en 
partie diffusé, le reste étant transmis, réfléchi ou diffracté. La figure de diffraction est la projection 
sur l’écran fluorescent de l’intersection du réseau réciproque de la structure cristalline étudiée avec 
la sphère d’Ewald associée aux électrons incidents. Les parties réfléchie et diffractée forment 
respectivement la tache spéculaire et la figure de diffraction sur l’écran fluorescent. La caméra 
CCD capture l’image et envoie le signal à l’ordinateur où il sera traité à l’aide d’un logiciel 
développé par C. Botella à l’INL. 
 
Figure  II.4.2: Schéma du système RHEED et principe de la diffraction de surface.  
 
La diffraction peut être intuitivement interprétée comme étant due à l’interaction entre les ondes 
monochromatiques réfléchies sur les plans atomiques d’un réseau cristallin [10]. Si la différence 
de marche, en un point de l’espace, entre deux chemins différents parcourus par une onde contient 
un nombre entier de longueurs d’onde, on a une interférence constructive. Et dans le cas d’un 
nombre impair de demi-longueurs d’onde, on se retrouve avec une interférence destructive. Ceci 
exprime la condition de diffraction de Bragg qui s’écrit : 2d.sin(θ)=n.λ 
Où d est la distance entre deux plans du réseau, θ l’angle d’incidence et λ la longueur d’onde. 
En réalité la diffraction en un point de l’espace résulte de l’interaction de toutes les ondes 
provenant de tous les atomes du cristal. Pour faciliter la tâche, la condition de Bragg a été 
généralisée dans l’espace réciproque des vecteurs d’onde. Cette reformulation est connue sous le 
nom d’équation de Laue : G = k’-k0 . 
La différence entre le vecteur d’onde du faisceau diffusé (k’) et celui du faisceau incident (k0) doit 
être égale à un vecteur du réseau réciproque pour qu’il y ait interférence constructive. Quand on ne 
considère que la diffusion élastique (diffusion Rayleigh), on a . Pour trouver les 
directions de diffraction il suffit de tracer la sphère centrée en un point du réseau réciproque et de 
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rayon  appelé sphère d’Ewald. A chaque intersection de cette sphère avec le réseau réciproque, 
la condition de Laue est vérifiée et une tache est formée dans la direction du vecteur k’ 
correspondant (Fig.II.4.2). 
L’incidence rasante du faisceau d’électrons dans la diffraction RHEED en fait une technique de 
diffraction par réflexion qui ne sonde que quelques monocouches à la surface. Le réseau de la 
partie sondée est assimilé à un réseau 2D. Le réseau réciproque est alors composé de tiges 
perpendiculaires à la surface de l’échantillon. Pour une surface réelle présentant une rugosité de 
surface, ces tiges présentent un certain diamètre. La sphère d’Ewald présente elle-même une 
certaine épaisseur associée à la dispersion en énergie des électrons incidents. Enfin, dans le cas de 
la diffraction d’électrons, le rayon de la sphère d’Ewald étant très grand comparé aux dimensions 
propres des tiges du réseau réciproque, l’intersection est composée de taches très allongées qui 
s’apparentent à des raies de diffraction. La diffraction RHEED est devenue un outil essentiel de 
l’épitaxie car elle fournit beaucoup d’informations sur la croissance et cela en temps réel [116]. 
 
II.4.B.a Qualité cristalline 
 
Le diagramme RHEED reflète l’état cristallin de la surface sondée. 
 
Figure  II.4.3: Diagramme RHEED d’une surface amorphe (a), polycristalline (b) [117], 
monocristalline lisse suivant [100] (c) et monocristalline rugueuse (d) suivant [100]. 
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Si la surface est monocristalline sur toute la section examinée et si cette surface est lisse (mais non 
idéalement plane), le diagramme RHEED présente des raies de diffraction comme sur la figure 
II.4.3c. Parfois on peut voir des raies obliques appelées lignes de Kikuchi [118]. Ces lignes sont 
dues à la canalisation des électrons dans le réseau direct de la surface reflétant une excellente 
planéité. 
Nous pouvons aussi avoir des informations sur la propreté de la surface. En effet les raies de 
reconstruction (2x1) présentes sur la figure II.4.3c indiquent que la surface du Si(100) est en 
moyenne exempte d’espèces chimiques étrangères. 
 
Quand la surface est rugueuse (ou quand il y a des îlots 3D) la diffraction se fait en transmission à 
travers les rugosités (ou les îlots 3D) et le diagramme RHEED est constitué de taches (dénommés 
taches de Bragg) correspondant aux différents plans du réseau 3D direct. Dans la figure II.4.3d 
nous pouvons voir un exemple de taches de Bragg relatives aux différents plans 
cristallographiques d’îlots d’InAs épitaxiés sur Si. 
 
Pour les surfaces poly-cristallines qui diffractent dans toutes les directions, des anneaux dits de 
Debye-Scherrer apparaissent. 
 
Enfin, si la surface est complètement amorphe, il n’y a pas de diffraction et il n’est observé qu’un 
fond continu diffus (Fig.II.4.3a). 
 
II.4.B.b Oscillations RHEED et vitesse de croissance 
 
Dans le cas de la croissance de type F-VdM (homoépitaxie de GaAs ou d’InP), l’intensité de la 
tache spéculaire oscille au début et s’amortit au bout d’un certain temps. 
 
Figure  II.4.4: Oscillation de l’intensité de la tache spéculaire due à la variation de la rugosité 
durant la formation d’une monocouche. 
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Effectivement, quand une monocouche est complète et parfaitement lisse la diffusion du faisceau à 
la surface est moindre et la réflexion est maximale. L’intensité de la tache spéculaire est donc 
maximale. Quand la monocouche suivante est à moitié complète, la rugosité, ainsi que la diffusion, 
sont maximales et la réflexion, ainsi que l’intensité de la tache spéculaire, sont à leur minimum 
(Fig.II.4.4). Une oscillation de l’intensité de la tache spéculaire s’observe donc au démarrage 
d’une croissance sur une surface lisse : ce sont les oscillations RHEED. Avec le temps de 
croissance, un régime stable de rugosité s’établit et l’oscillation s’amortie et disparait. 
 
Chaque période d’oscillation correspond à la croissance d’une monocouche du matériau déposé. 
Ainsi, il est possible de mesurer directement la vitesse de croissance de la couche épitaxiée. 
 
II.4.B.c Diagramme RHEED en fonction du mode de croissance 
 
Lors de la croissance en mode F-VdM, le diagramme RHEED conserve sa forme en raies jusqu'à 
la fin. Par contre dans certains cas, ces raies peuvent devenir de plus en plus diffuses, ce qui 
signifie que le dépôt perd sa qualité cristalline. Parfois les raies sont modulées par des surintensités 
ce qui reflète une transition vers un état plus rugueux de la surface. 
Figure  II.4.5: Principe de la méthode de mesure du temps d’apparition d’une tache de Bragg. 
 
Dans le cas d’une croissance VW le diagramme RHEED du substrat 2D, en forme de raies, se 
transforme très rapidement en taches de Bragg dès le début du dépôt. 
Pour une croissance SK les taches de Bragg apparaissent après le dépôt de quelques monocouches. 
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Un traitement a posteriori (après enregistrement d’un film) de l’augmentation de l’intensité dans 
« une fenêtre » appropriée du diagramme RHEED permet de mesurer le temps d’apparition des 
taches (t3D) et donc le temps correspondant à la transition 2D-3D du mode de croissance. Ceci 
permet de mesurer l’épaisseur critique H3D = Vc . t3D si on connaît la vitesse de croissance ‘Vc’ 
(Fig.II.4.5). 
 
II.4.B.d Evolution du paramètre de maille et relaxation 
 
Dans le paragraphe précédent nous avons déjà évoqué le fait que lors d’une croissance F-VdM le 
diagramme RHEED conserve des raies de diffraction. Si le dépôt est contraint sur le substrat, au 
début de la croissance le paramètre de maille du dépôt dans le plan prend celui du substrat. Au fur 
et à mesure que la croissance évolue il y a relaxation des contraintes. L’écart entre deux raies 
principales successives du RHEED est inversement proportionnel au paramètre de maille  dans 
le plan de la surface. En effet, on peut écrire [116] : 
  et pour un angle d’incidence très faible on peut approximer  
 
Avec :  paramètre de maille dans le plan de la surface,  paramètre du réseau réciproque, « d » 
écart mesuré entre deux raies successives, L distance de l’échantillon à l’écran phosphorescent. 
N’ayant pas assez de précision sur la valeur de  on préfère travailler sur les variations de l’écart 
entre les raies ou tâches de diffraction. Quand le paramètre de maille du matériau déposé varie 
dans le plan, l’écart d entre les raies ou tâches varie proportionnellement selon : 
 
Dans le cas de l’InAs épitaxié sur Si :  
 
 
Avec  et  les valeurs pour l’InAs massif.  est calculé à partir de la valeur  
mesurée sur le substrat de Si et pris comme référence. 





II.5 Etat de l’art sur la croissance des BQs d’In(Ga)As/Si 
 
Dans cette partie nous allons présenter les principaux résultats publiés au début de ce travail sur les 
boîtes quantiques d’In(Ga)As fabriquées par croissance auto-organisée sur un substrat de Si.  




Alors que le système de matériaux GaAs/Si a été considérablement étudié pour la fabrication de 
dispositifs divers [53, 119-121], la croissance de l’InAs sur Si est rarement mentionnée dans la 
littérature. En ce qui concerne l’InAs sur Si, le système a été étudié par quelques équipes pour 
fabriquer des BQs.  
L’un des premiers articles parlant de la croissance d’InAs sur Si est celui de D.J. Oostra et al. 
[122]. Dans cet article de 1989 les liaisons Si-As, Si-In et Si-As-In ont été étudiées in-situ par 
fluorescence et spectroscopie Auger. La croissance de l’In seul sur Si(100) se déroulant dans le 
mode SK, les auteurs ont trouvé que l’épaisseur critique, initialement à 0.5 MC, diminue d’une 
manière monotone avec le taux de recouvrement en As de la surface du Si. Ceci les conduit à 
penser que l’As bloque l’expansion de l’In en couche bidimensionnelle. Ils trouvent aussi que la 
croissance de l’In sur une surface totalement recouverte en As se déroule en mode VW : l’In forme 
des îlots 3D. Les énergies d’activation de désorption reportées dans le tableau (Tab.II.4.1) vont 
dans le même sens : l’activation moins forte de l’In sur Si-As que sur Si justifie l’observation du 
passage d’un mode SK a un mode VW. On remarque aussi que la présence d’un flux continu d’As 
fixe mieux l’In sur la surface ce qui constitue le stade initial de la croissance de l’InAs sur Si. 
Liaison étudiée In sur Si(100) In sur Si-As In sur Si-As + flux As2 
EActivation 1,9 ± 0,1 1,5 ± 0,1 1,7 ± 0,3 
Tableau  II.5.1: Energies d’activation de l’In/Si, de l’In/As/Si et de l’In/As/Si sous flux d’As2 
d’après [122] . 
 
Les études du système ont été reprises à partir de 1998 par différentes équipes. Comme les 
résultats de ces équipes divergent souvent, il a été décidé dans la suite de regrouper les 
informations comme suit : on reportera d’abord l’effet de la température et du rapport V/III sur le 
mode de croissance, puis on discutera de l’effet de ces deux paramètres sur la densité et la taille 
des boîtes et on parlera ensuite de l’effet de la quantité de matière déposée. Les qualités 
structurales et optiques seront commentées à la fin. 
 
Le changement du mode de croissance en fonction des conditions (température et rapport V/III) a 
été reporté par plusieurs équipes. Quatre équipes (Cirlin et al. [123-125]), deux russes et deux 
allemandes, ont travaillé ensemble sur le sujet. Dans la figure II.5.1 on peut voir leurs résultats sur 
l’évolution de H3D en fonction de la température, pour plusieurs valeurs du rapport V/III. Le 
comportement du système est très complexe à expliquer. Parfois la croissance se fait en mode SK, 
parfois en mode VW. La variation de H3D en fonction de la température à faible rapport V/III va 
dans le sens contraire de celui à haut rapport V/III. Il faut savoir aussi qu’une croissance 
bidimensionnelle a été reportée pour des températures de croissance supérieures à 450°C 
indépendamment du rapport V/III. 
 
Aucune autre étude n’a été faite pour une si large plage de conditions. Toutefois, nous avons 
reporté sur le même graphe de la figure II.5.1 les valeurs obtenues par l’équipe de Hansen et al. 
[126, 127] et de Zhao et al. [128, 129].  
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Pour la température de croissance Tc=370°C, la valeur de H3D obtenue par Hansen et al. est 
pratiquement constante en fonction du rapport V/III. Même si la valeur de H3D (1,7 MC) obtenue 
par cette équipe est supérieure à celle obtenue par Cirlin et al. (H3D≈1MC), il est remarquable que, 
à cette température (370-380°C), la variation de H3D est minime en fonction du rapport V/III pour 
les deux équipes.  
L’équipe de Zhao n’a pas observé de croissance en mode SK et cela pour toutes les conditions 
testées. L’épaisseur de transition 2D-3D obtenue par Zhao et al. est toujours inférieure à 0,3 MC 
synonyme d’un mode de croissance VW. Comme les conditions de croissance sont en dehors de la 
zone étudiée par les deux autres groupes, on ne peut pas comparer leurs résultats. Toutefois il reste 
des doutes sur la compatibilité de ces études. 
Figure  II.5.1: Trois études de H3D en fonction de TC pour différents rapports V/III (PEF) [123-
129]. 
 
En ce qui concerne la densité des îlots formés, Cirlin et al. ont trouvé qu’en diminuant Tc ou en 
augmentant le rapport V/III la densité des îlots augmentait. Leur explication pour ce comportement 
repose sur la diffusion de surface. Selon eux, la diminution de la température ainsi que 
l’augmentation de la quantité d’As en surface a pour effet de réduire la longueur de diffusion des 
adatomes d’In, ce qui conduit ainsi à un plus grand nombre de petits îlots. 
L’équipe de Hansen n’a pas étudié la densité des îlots en fonction de la température mais en 
fonction du rapport V/III et leur résultat paraît en opposition avec celui de Cirlin et al. . En effet 
pour Hansen et al., la réduction du rapport V/III entraîne une augmentation de la densité des îlots 
et ils attribuent cela à un phénomène d’homogénéisation des contraintes. La réduction de la 
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quantité d’As augmente la mobilité de l’In, ce dernier a alors plus de chance de trouver un site 
d’incorporation qui réduit au mieux les contraintes.  
La contradiction apparente de ces deux études peut provenir du mode de croissance étudié. Alors 
que l’équipe de Hansen a étudié la densité pour une croissance en mode SK (avec H3D=1,7 MC), 
Cirlin et al ont fait cette étude pour des croissances en mode VW.  
Sharma et al. [130] ont étudié la densité en fonction de la température pour le mode SK. Ils ont 
trouvé que la densité des îlots augmente quand la température diminue. Leur constat est conforme 
à l’étude de Cirlin et al. alors que leur croissance est en mode SK au lieu de VW. Mais il est 
difficile de comparer ces résultats en raison d’un manque d’information dans les articles de 
Sharma et al., notamment sur les conditions de croissance (comme le rapport V/III utilisé et la 
manière de déterminer le mode de croissance).  
L’étude de la densité par Zhao et al. montre à quel point le sujet reste mal compris. En effet pour 
cette équipe, à rapport V/III constant, la température peut faire apparaître une bimodalité dans la 
croissance. L’homogénéité des îlots est donc affectée mais cela n’a aucun effet sur la densité. D’un 
autre côté, la diminution du rapport V/III entraîne une augmentation presque exponentielle de la 
densité des îlots.  
 
Pour Cirlin et al. et Hansen et al., l’augmentation de la quantité de matière déposée a pour effet de 
réduire la densité des îlots tout en augmentant leur taille. Zhao et al., de leur côté, n’ont pas étudié 
la croissance pour différentes épaisseurs nominales déposées. 
Figure  II.5.2: BQ d’InAs/Si triangulaire (a) et en dôme (b) [131]. Solution solide d’InAsSi après 
recuit de BQs d’InAs encapsulées dans du Si (c) et PL correspondante (d) [132-134]. 
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Finalement, toutes les études convergent quand il s’agit de la qualité structurale des îlots. Pour des 
températures supérieures à 300°C, l’InAs cristallise sur le Si. Les îlots, même ceux de diamètre 
proche de 5 nm, contiennent des dislocations. L’équipe de Zhao a pu estimer par images HR-TEM 
à 2,1nm [131] la distance moyenne entre deux dislocations à 60°, ce qui est proche du calcul 
théorique. La relaxation de la contrainte dans les îlots n’est pas totale. Même en présence de 
dislocations, l’InAs reste contraint à 1% par rapport à son propre paramètre de maille.  
Les îlots de plus faible diamètre sont pyramidaux alors que les plus grands prennent la forme de 
dômes (Fig.II.5.2a et b). 
 
Les propriétés de photoluminescence de BQs d’InAs/Si ont été étudiées par Cirlin et al. [132-134]. 
Le groupe pensait au début que la PL (Fig.II.5.2d) provenait des BQs. Mais après des années 
d’études ils ont constaté que la procédure d’encapsulation jouait un grand rôle dans l’apparition du 
signal. Cette équipe utilise une procédure d’encapsulation en silicium à la température de 
croissance, suivie d’un traitement thermique pouvant atteindre 850°C. Ce traitement détruit la 
majorité des BQs et une solution solide d’InAsSi est formée dans la couche de Si d’encapsulation 
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L’élaboration d’îlots homogènes en taille avec le moins de défauts structuraux possibles et avec de 
très fortes densités, est nécessaire pour la fabrication d’un laser efficace sur silicium, but du projet 
ANR P3N « BIQUINIS ». 
Nous présenterons donc les études que nous avons menées pour la mise au point de la croissance 





. Pour la taille des BQs et la concentration en Ga, un compromis a du être recherché : les 
petites BQs et à forte concentration en Ga seraient certainement de meilleure qualité structurale 
mais elles risquent de conduire à une interface de type II. Les grandes boîtes et à faible 
concentration en Ga peuvent présenter beaucoup de défauts structuraux tels que des dislocations, 
des fautes d’empilement et des macles. 
Nous avons donc étudié l’influence de différents paramètres de croissance, comme la quantité de 
matière déposée, la température de croissance et le rapport V/III, sur les propriétés structurales des 
BQs d’In(Ga)As. Ces propriétés ont été évaluées par différentes techniques comme la diffraction 
RHEED, la microscopie à force atomique (AFM pour Atomic Force Microscopy), la microscopie 
électronique en transmission (ou TEM pour Transmission Electron Microscopy) en collaboration 
avec Gilles Patriarche du LPN et la spectroscopie RBS (Rutherford Backscattering Spectroscopy) 
dans le cadre de la thèse de D. Pelloux-Gervais (INL). 
 
III.2 Préparation de surface de silicium 
 
La qualité de la surface du substrat a une influence critique sur la croissance et sur les propriétés 
du matériau épitaxié. Depuis les années 50 des recherches ont été menées sur le nettoyage de la 
surface de silicium. En 1970, l’entreprise RCA (Radio Corporation of America) publie une 
méthode révolutionnaire capable d’enlever les principaux contaminants du silicium, à savoir les 
composés organiques, inorganiques et les métaux provenant du processus de fabrication et du 
stockage [135]. 
De nos jours, le perfectionnement de la fabrication des plaquettes (substrat) de silicium simplifie la 
tâche des épitaxieurs. En effet, seulement deux sortes de contamination persistent sur les substrats 
commercialisés : les contaminations carbonées provenant des boîtes de stockage en plastique et 
l’oxyde natif formé en surface dû à l’exposition du substrat à l’air. 
Afin d’obtenir des surfaces de Si(001) propres et lisses, nous avons étudié différents traitements 
simples dont certains se sont avérés efficaces. Les méthodes de traitement intéressantes sont 
ensuite étudiées pour le traitement du SOI-aminci, beaucoup plus fragile que le Si massif, ce qui 
rajoute un degré de difficulté. Nous avons principalement utilisé l’AFM et le RHEED comme 









III.2.A Méthode RCA de préparation du Si pour la microélectronique 
 
Nous rappelons cette méthode classique et efficace que nous avons testée sur un substrat. Elle sera 
prise comme référence pour la comparaison de la qualité de la surface obtenue avec les autres 
méthodes testées. Les étapes qui sont détaillées ne sont pas celles de l’article original mais celles 
développées et perfectionnées ultérieurement par la même équipe [136]. 
 
Etape 1 : Dans la première étape, le substrat à nettoyer est trempé sous ultrasons dans une solution 
(SC-1) à 80°C pendant 10 minutes. La solution SC-1 est la suivante : H2O : H2O2 : NH4OH avec 
les concentrations : (5 : 1 : 1). Cette étape a pour effet d’oxyder et de dissoudre les contaminants 
organiques et les éléments des groupes IB et IIB de la classification périodique ainsi que plusieurs 
métaux comme le cuivre, le nickel ou l’or. 
Etape 2 : Le substrat est rincé avec de l’eau désionisée (H2O DI) et attaqué pendant 15 secondes 
par une solution diluée à 1% d’acide fluorhydrique HF, ce qui enlève la couche formée d’oxyde 
natif et épaissie par l’étape 1. Cette couche d’oxyde contient cependant différentes espèces de 
contaminants. 
Etape 3 : Elle est similaire à l’étape 1 sauf pour la solution utilisée, SC-2 au lieu de SC-1. La 
solution SC-2 est la suivante : H2O : H2O2 : HCl avec des concentrations respectives de : (6 : 1 : 
1). Cette dernière étape permet l’élimination des métaux alcalins ainsi que des éléments tels que le 
fer ou l’aluminium qui forment des composés hydroxydes insolubles dans SC-1. 
L’oxydation induite par la solution SC-2 nous fournit une surface protégée avec une fine couche 
de SiO2 qui empêche une nouvelle contamination de la surface par les composés carbonés présents 
dans l’air. La couche d’oxyde n’est enlevée qu’après introduction de l’échantillon dans la chambre 
d’épitaxie où règne un vide très poussé et où toute possibilité de contamination devient 
improbable.  
Un traitement thermique à haute température (850~900°C) élimine le SiO2 du substrat sous forme 
de molécule volatile SiOx. La surface libre du Si(001) peut ainsi se reconstruire (Fig.III.2.1b). Les 
reconstructions présentes sur deux terrasses successives de la surface de Si(001) sont orientées à 
90° si la hauteur de la marche les séparant est de 1 MC (Fig.III.2.1c). 
 
Ces reconstructions (2x1) + (1x2) se traduisent sur le diagramme RHEED (Fig.III.2.2b) par 
l’équivalent d’une reconstruction (2x2) selon les azimuths [  et . 
 
On remarque aussi sur le diagramme RHEED, la présence de lignes de Kikuchi révélant la bonne 
planéité et la propreté de la surface. L’image (Fig.III.2.2a) obtenue par microscopie à force 
atomique (AFM) montre des marches atomiques caractéristiques des surfaces réelles de Si(001) les 
plus lisses possibles. La rugosité moyenne de cette surface (RMS) est de l’ordre de l’angström. 
Il faut noter que des traces de carbone persistent sur la surface, même avec ce genre de traitement 
radical. Le carbone cristallise à haute température pour former des cristallites de SiC dont certaines 
sont visibles sur l’image AFM (points blancs). 
 






igure  III.2.1: Schéma de la surface de Si(100) non reconstruite (a), présentant une reconstruction 
(2x1)(b) [137], et image réelle STM de deux terrasses successives du Si(001) présentant des 
reconstructions orientées à 90° [138] (c). 
 
 
Figure  III.2.2: Image AFM (a) et diagramme RHEED selon [110] (b) d’une surface Si(001) 
reconstruite (2x1) obtenue après RCA. 
 
 
III.2.B Etude de méthodes de préparation simplifiée 
 
III.2.B.a Traitement de Surface 1 (TS1) 
 
Le premier traitement de surface (TS1) étudié consiste à graver l’oxyde natif formé sur le substrat 
par une solution BOE (pour Buffered Oxyde Etch) pour une durée de 30 secondes. La solution 
BOE est composée de fluorure d’ammonium NH4F dilué à 40% (dans l’eau), et d’acide 
fluorhydrique HF dilué à 50% avec un rapport de concentration respectif (7 :1). Le BOE 
consomme la silice avec une vitesse de 2 nm par seconde à 20°C. 





Les substrats utilisés étant censés être fournis très propres, l’élimination de la couche d’oxyde natif 
doit être suffisante pour dégager les résidus carbonés redéposés pendant la période de stockage et 
pouvoir procéder a l’épitaxie.  
Figure  III.2.3: Image AFM (a) et diagramme RHEED selon [110] (b) d’une surface de Si(001) 
obtenue après TS1. 
 
Après le TS1, on obtient une surface de Si(001) passivée à l’hydrogène qui ne s’oxyde pas 
facilement. L’échantillon traité est rapidement introduit dans l’enceinte sous vide afin de limiter la 
re-contamination par le carbone. L’épitaxie est conduite à la température de croissance sans 
traitement thermique préalable. 
Le diagramme RHEED d’un échantillon TS1 pris à 400°C selon l’azimut [110] est présenté dans 
la figure III.2.3b. On peut voir que la surface n’est pas reconstruite, ce qui prouve la présence 
d’hydrogène en surface, passivant les liaisons pendantes du Si. 
L’image AFM (Fig.III.2.3a) d’une surface obtenue par TS1 ne présente pas de marche et a une 
rugosité moyenne correcte, de l’ordre de 0,2-0,3 nm, mais elle reste relativement élevée par 
rapport aux rugosités de surface obtenues par le traitement classique RCA. 
 
III.2.B.b Traitement de surface 2 (TS2) 
 
Le traitement de surface TS2 débute par un traitement TS1 et se poursuit sous ultra-vide dans la 
chambre d’épitaxie par un traitement thermique à 720°C. Une variante du TS2, le TS2* consiste à 
faire le traitement thermique à 850°C au lieu de 720°C. 
A partir de 700°C, les liaisons Si-H sont complètement cassées et on retrouve une surface libre de 
Si(001) qui se reconstruit. Bien que ceci soit visible sur les diagrammes RHEED des deux 
traitements, TS2(Fig.III.2.4b) et TS2*(Fig.III.2.5b), le diagramme RHEED du TS2* est mieux 
résolu et montre des lignes de Kikuchi. D’un autre côté, le diagramme RHEED du TS2* présente 
une reconstruction (4x4) dont l’origine est probablement due à la présence d’espèces carbonées 





près de la surface. L’image AFM de la surface obtenue par TS2 (Fig.III.2.4a) montre une rugosité 
moyenne de 0.2-0.3 nm, identique à celle mesurée pour TS1. 
Figure  III.2.4: Image AFM (a) et diagramme RHEED selon [110] (b) d’une surface de Si(001) 
obtenue après TS2. 
 
La grande rugosité obtenue sur l’échantillon traité par le TS2* ne peut pas être comparée avec 
celle de l’échantillon traité par le TS2. En effet, on voit bien l’apparition de marches atomiques sur 
la surface de l’échantillon TS2* (Fig.III.2.5a), synonyme d’un meilleur état de surface et d’une 
plus grande planéité. Malheureusement on distingue aussi une grande quantité de cristallites de 
SiC de grandes tailles.  
Le SiC formé à haute température sur les échantillons traités par TS2* témoigne de la présence de 
très grandes quantités de contaminations carbonées. Ces contaminations sont sûrement présentes 
aussi sur la surface des substrats traités avec TS1 et TS2, mais elles ne sont pas visibles 




Figure  III.2.5: Image AFM (a) et diagramme RHEED selon [110] (b) d’une surface de Si(001) 
obtenue après TS2*. 





III.2.B.c Traitement de surface 3 (TS3) 
 
Le traitement de surface TS3 a été mis au point afin de réduire au maximum la présence de 
carbone sur la surface de l’échantillon dans l’intention de procéder avec un traitement thermique à 
haute température (850°C-900°C) qui garantit une surface lisse présentant des marches atomiques, 
mais sans former de SiC. 
Pour cela, le substrat est d’abord introduit dans une enceinte d’oxydation sous ultra-violet (UV) 
pendant 20 minutes. Le rayonnement UV transforme l’oxygène de l’air en ozone (O3) très réactif. 
En même temps, les UV renforcent la réaction entre l’O3 et les espèces carbonées à la surface. La 
majeure partie du carbone est ainsi arrachée de la surface sous forme de CO2. 
La présence de l’O3 a aussi pour effet d’oxyder la surface du substrat augmentant ainsi l’épaisseur 
d’oxyde déjà formé (oxyde natif). 
Après cette première étape, la surface est attaquée par une solution BOE pendant 30 secondes 
(comme avec le TS1) pour enlever la couche d’oxyde et avec elle les impuretés qui auraient été 
piégées à l’intérieur. 
Le substrat est ensuite remis dans l’enceinte UV/O3 pendant 2 minutes. Ce temps est suffisant pour 
éliminer les traces de carbone résiduelles tout en oxydant la surface sur une épaisseur d’à peu près 
2 nm. Cette couche d’oxyde protégera la surface d’une éventuelle re-contamination avant 
l’introduction sous vide.  
La dernière étape du TS3 est réalisée dans la chambre d’épitaxie. Elle consiste à chauffer le 
substrat à 850°C pendant 45 minutes. A cette température, la silice présente en surface n’est plus 
stable et désorbe. 
 
Figure  III.2.6: Image AFM (a) et diagramme RHEED selon [110] (b) d’une surface de Si(001) 
obtenue après TS3. 
 
La surface de Si(001) obtenue présente un diagramme RHEED reconstruit (2x1) avec des lignes de 
Kikuchi (Fig.III.2.6b). Sur l’image AFM (Fig.III.2.6a), on peut voir les marches atomiques et une 





rugosité moyenne de 0,11 nm. On peut toujours distinguer quelques cristallites de SiC mais leur 
densité est faible comparée à celle obtenue par TS2*. 
 











RCA RCA1H2OHFRCA2 850°C 0,09nm 
(RMS) 
Efficace mais mise en 
œuvre compliquée. 




et de liaisons hydrogène 
en surface. 
TS2 BOE 720°C 0,21nm Présence de 
contamination carbonée. 
TS2* BOE 850°C 0,72nm Présence de cristallites 
géants de SiC. 
TS3 UV/O3BOEUV/O3 850°C 0,11nm Traitement adapté. 
Tableau  III.2.1: Récapitulatif des différents traitements étudiés. 
 
Parmi les cinq traitements RCA, TS1, TS2, TS2* et TS3, il est clair que le RCA et le TS3 
fournissent les meilleures qualités de surface. D’un autre côté, le traitement RCA est beaucoup 
plus coûteux et compliqué à mettre en œuvre que le TS3 pour un gain minime au final. D’où, en 
considérant le rapport qualité/complexité, le TS3 s’avère être le traitement le plus adapté à nos 
besoins en termes de préparation reproductible de substrat de Si(001) massif. 
 
 
III.2.C Etude du traitement adapté au SOI aminci 
 
La dernière étape de cette étude est un essai de préparation d’une surface de SOI aminci avec le 
traitement qui a été jugé le plus efficace pour le substrat massif (à savoir le TS3). 
 
III.2.C.a Traitement TS3 appliqué sur SOI aminci 
 
La procédure de traitement TS3 a été appliquée sur un substrat de SOI aminci : SOI-11 nm (la 
couche superficielle de Si a une épaisseur de 11 nm). 
La surface du substrat de SOI-11nm fournie par nos collègues du CEA-INAC est initialement 
protégée par 20 nm de SiO2. Après la troisième étape du traitement TS3, deux nanomètres en plus 
sont enlevés des 11 nm du Si surfacique. 





Figure  III.2.7: Image AFM (a) et diagramme RHEED selon [110], (b) d’une surface de SOI 
aminci a 11nm, obtenue après TS3. 
 
Pendant le traitement thermique à 850°C, dernière étape du TS3, le diagramme RHEED diffus à 
cause de la silice, commence à devenir de plus en plus résolu et la reconstruction 2x1 commence à 
apparaître. Malheureusement, dès que la silice est désorbée, la surface relativement fragile du SOI 
évolue sous l’effet de la température. Le diagramme RHEED devient en quelques secondes tacheté 
(Fig.III.2.7b), synonyme d’une très grande « rugosification » de la surface. En réalité, comme le 
montre l’image AFM (Fig.III.2.7a), la couche de silicium est complètement transformée en nano-
cristaux indépendants, répartis d’une manière homogène sur la surface de SiO2 isolant. Le 
diamètre moyen de ces nano-cristaux de Si est de 250 nm et leur hauteur moyenne de 90 nm.  
 
Bien que ceci forme une méthode intéressante pour fabriquer des nano-cristaux de Si auto-
organisés, l’incompatibilité du TS3 avec le nettoyage des substrats de SOI aminci nous a conduit à 
revenir vers des traitements thermiques à plus basse température qui garantissent la non 
dégradation de la couche fine de Si, mais ceci aux dépens de la propreté de la surface. 
 
III.2.C.b Traitement TS4 appliqué sur SOI aminci 
 
Le traitement TS4 débute avec la première étape du TS3 (20 minutes UV/O3) afin de réduire le 
carbone à la surface. Ensuite le TS4 est poursuivi avec toutes les étapes du TS2 (30 secondes BOE 
+ traitement thermique sous ultra-vide à 720°C). 
 
Cette procédure (TS4) conduit à une surface avec une valeur de rms correcte de 0,14 nm 
(Fig.III.2.8a) et un diagramme RHEED avec des raies fines, une reconstruction (2x1) et des lignes 
de Kikuchi (Fig.III.2.8b). 
 





Figure  III.2.8: Image AFM (a) et diagramme RHEED selon [110] (b) d’une surface de SOI aminci 
à 11 nm, obtenue après TS4. 
  
III.2.C.c Choix des méthodes de traitement de surface 
 
Après avoir étudié plusieurs méthodes de traitement de surface, nous arrivons à la conclusion que 
le traitement TS3 est le plus adapté pour un substrat Si(001) massif alors que le TS4 est celui qui 
est le plus adapté pour traiter le SOI aminci dont la surface de silicium mince est fragile et ne 
supporte pas les hautes températures. 
Les essais de croissance devant être faits sur Si(001) massif à cause du coût et du temps de 
fabrication des SOI aminci, la première idée fut d’utiliser le traitement TS4 pour tous les substrats, 
pour garantir la concordance des résultats. 
Mais, il s’est avéré que le traitement TS4 fournit des surfaces de qualité médiocre quand il est 
appliqué aux substrats massifs. Ceci peut être expliqué par le fait que les substrats massifs de Si ne 
possèdent pas la couche de protection de silice (20 nm) en surface contrairement aux substrats 
amincis. En effet, cette couche de 20 nm empêche toute contamination de la surface pendant le 
stockage. Il faut noter, de plus, que la fabrication des substrats de SOI aminci par oxydation 
contrôlée a pour effet de lisser l’interface Si-SiO2 au fur et à mesure du procédé, ce qui nous 
procure au final une surface de silicium SOI meilleure que celle du substrat massif. 
 
Pour résumer, pour la majeure partie du travail nous avons choisi d’utiliser le traitement TS3 bien 










III.3 Etude de la croissance des îlots d’In(Ga)As sur substrat de Si(001) 
 
Les substrats massifs de Si(001) sont tout d’abord traités avec le traitement TS3, décrit dans la 
partie précédente, puis la température du substrat est réduite jusqu'à la température de croissance 
TC des îlots d’In(Ga)As. Les paramètres de croissance, choisis spécifiquement pour chaque 
échantillon d’une étude donnée, sont réglés et les étapes de la croissance sont programmées sous 
forme d’une recette dans un logiciel et exécutées par l’ordinateur. Les commandes sont ensuite 
relayées automatiquement à travers un contrôleur à la chambre d’épitaxie (séquence d’ouverture 
des caches et des vannes). 
Le déroulement d’une séquence de croissance standard pour la quasi-totalité de nos échantillons 
est la suivante : 
1- La première minute constitue un temps d’attente ou rien ne se déclenche. Ce temps mort 
est utile pour lancer manuellement l’acquisition d’un film RHEED, généralement 10 s 
avant le début de la croissance. 
2- L’arsenic seul est lancé pour une durée de 10 s. Cette démarche nous garantit une 
reproductibilité de l’état de la surface juste avant le début de la croissance. La cause étant 
qu’à la température de croissance TC, l’As a un coefficient de collage nul (sauf pour une 
seule monocouche qui se forme). 
3- Tout en gardant le même flux d’As, l’indium et le gallium sont envoyés sur la surface pour 
un certain temps tC qui détermine la quantité de matériau à déposer. 
4-  Les flux d’In et de Ga sont arrêtés et le flux d’As est maintenu pendant les 3 minutes de 
descente en température pour garantir la qualité structurale des îlots d’In(Ga)As.  
 
Après la fin de la croissance, les échantillons sont étudiés par plusieurs techniques comme l’AFM, 
le TEM, ou la RBS et les films RHEED sont traités pour en extraire les informations importantes 
acquises lors de la croissance. 
Dans ce qui suit nous présentons les résultats des études menées en fonction des différents 
paramètres de croissance : 1- La quantité d’In(Ga)As déposée 
    2- La température de croissance 
3- Le rapport des pressions équivalentes dans les flux (PEF) V/III :   
R(V/III) 
 
A chaque fois, nous avons d’abord étudié le cas d’InAs puis celui d’In1-xGaxAs. 
 
 
III.3.A Influence de la quantité d’In(Ga)As déposée 
 
Le premier paramètre que nous avons étudié est la quantité de matière déposée. Pour cette étude 
les autres paramètres ont été choisis en s’inspirant de la croissance classique de l’In(Ga)As sur 
InP. Donc la température du substrat durant la croissance a été fixée à TC = 400°C et le rapport 





V/III à 20. La vitesse de croissance a été choisie pour pouvoir bien contrôler la quantité de matière 
déposée, vC = 0,2 MC/s (≈ 0,216 μm/h pour InAs). 
 
III.3.A.a Sur les îlots d’InAs 
 
Des îlots d’InAs, avec différentes épaisseurs nominales de matière déposée, ont été épitaxiés dans 
les conditions « classiques » que nous venons de spécifier. Ces échantillons destinés à l’étude en 
AFM et en SEM n’ont pas été encapsulés. Les échantillons avec une épaisseur nominale de 
matière déposée inférieure à 3MC ont été étudiés par AFM et ceux avec une épaisseur nominale 
supérieure ou égale à 3MC ont été étudiés, en plus de l’AFM, avec le SEM à cause de la taille 
relativement grande des îlots qui rend difficile et non adaptée l’utilisation d’une pointe AFM. 
 
En figure III.3.1 sont reportées les variations de la densité (Fig.III.3.1a) et de la hauteur et diamètre 
moyens (Fig.III.3.1b) des îlots en fonction de l’épaisseur nominale d’InAs déposé. 
Figure  III.3.1: Densité des îlots (a), diamètre moyen ‘■’ et hauteur moyenne ‘●’ (b) en fonction de 
l’épaisseur d’InAs déposé. 
 
On peut voir que la densité augmente rapidement jusqu'à atteindre un maximum aux alentours de 
1,5-2MC puis diminue de façon monotone avec la quantité de matière déposée.  
Dans la première zone (montée de la densité de 0 à 2MC), on remarque que la taille des îlots ne 
varie pas significativement, le diamètre moyen reste autour de 10 nm et la hauteur moyenne 
n’augmente que de 3 à 5 nm. Ensuite, dans la zone de diminution de la densité en fonction de la 
quantité de matière déposée, on remarque que la taille (diamètre et hauteur) des îlots augmente 
fortement. La hauteur augmente progressivement et sature entre 10 et 12 nm alors que le diamètre 
moyen augmente rapidement jusqu'à recouvrement pratiquement complet de la surface. 
 





Les figures III.3.2 et III.3.3 montrent respectivement les images AFM de deux échantillons de 0,2 
et 1MC. Mis à part la bimodalité présente dans les deux échantillons, qui est probablement dû à la 
température de croissance utilisée (TC = 400°C), on peut voir la forte augmentation de la densité 
avec la quantité de matière déposée. 
Figure  III.3.2: Image AFM (a) et distribution des hauteurs des îlots (b) pour un échantillon de 
0,2MC d’épaisseur nominal d’InAs déposé. 
 
Figure  III.3.3: Image AFM (a) et distribution des hauteurs des îlots (b) pour un échantillon de 
1MC d’épaisseur nominal d’InAs déposé. 
 
La figure III.3.4 illustre la diminution de la densité et l’augmentation de la taille latérale des îlots 
avec l’augmentation de la quantité de matière déposée. On peut constater que le comportement du 
système InAs/Si(001) en fonction de la quantité de matière déposée est tout à fait classique. En 
effet, quand on dépose une petite quantité d’InAs, dans les conditions classiques, des îlots se 
forment instantanément indiquant un mode de croissance proche du Volmer Weber (VW). Plus on 





dépose d’InAs et plus on remplit les sites de germination préférentiels sans augmenter 
significativement la taille des îlots. Quand tous les sites sont remplis (1-2MC de dépôt), la densité 
maximale est atteinte et toute matière déposée en plus, participe à l’augmentation de la taille des 
îlots déjà formés [139]. Les îlots proches et atteignant une certaine taille commencent à coalescer, 
ce qui conduit à la baisse de la densité globale. 
Figure  III.3.4: Image MEB d’échantillon à 3MC (a) et à 7MC d’épaisseur nominale d’InAs 
déposé. 
 
III.3.A.b  Sur les îlots d’In1-xGaxAs  
 
La même étude a été conduite pour les îlots d’In1-xGaxAs avec plusieurs compositions en gallium. 
En comparaison avec les îlots d’InAs, aucune différence notable n’a été observée, ni sur le 
comportement de la densité ni sur celui des tailles moyennes des îlots. En effet, les différences que 
nous pouvons voir dans les données reportées dans le tableau III.3.1 ne sont pas significatives et 
sont du même ordre que les fluctuations des résultats de mesure obtenus sur un même échantillon. 
Ces densités sont de l’ordre de 1-2.1011 îlots/cm-2 pour des hauteurs moyennes de 3-4nm. 
 
La figure III.3.5 montre deux images AFM typiques prises sur un échantillon de 2MC 
d’In0,8Ga0,2As. 
 
En ajoutant du gallium nous pouvions prévoir un certain effet d’élargissement latéral des îlots dû à 
un plus faible désaccord de paramètre de maille et une plus faible contrainte. Ce phénomène 
n’apparaît cependant pas clairement dans les études. Les fluctuations dans les mesures peuvent en 











maille avec le 
Si(100)  (%) 
Densité des îlots 
(cm-2) 
Hauteur moyenne 
des îlots (nm) 
Diamètre moyen des 
îlots (nm) 
In0,8Ga0,2As 10 2.10
11 2.3   +/- 0.85 8.7   +/- 3.5 
In0,7Ga0,3As 9,3 1,6.10
11 3.54   +/- 1.35 7.9   +/- 2.5 
In0,5Ga0,5As 7,8 1,3.10
11 3.97   +/- 1.18 10.3   +/- 3.7 
In0,2Ga0,8As 5,6 2,1.10
11 3.4   +/- 1.4 10.1   +/- 3.1 
Tableau  III.3.1: Valeurs de la densité, de la hauteur moyenne et du diamètre moyen d’îlots     
d’In1-xGaxAs obtenus par des dépôts de 2MC d’épaisseur nominale de matière déposée. 
 
 
Figure  III.3.5: Image AFM de 1x1μm2 (a) et de 5x5μm2 (b) prise sur un échantillon In0,8Ga0,2As de 
2MC d’épaisseur nominale de matière déposée. 
 
Enfin, cette étude nous a fourni deux informations très importantes pour la suite du projet. La 
première est que la densité maximale est atteinte pour une épaisseur de matière déposée comprise 
entre 1 et 2 MC. Cette densité maximale de l’ordre de quelque 1011 îlots par cm2 est nécessaire 
pour la fabrication d’un dispositif émetteur de lumière efficace. 
La deuxième information importante est que, en diminuant la quantité de matière à des valeurs 
inférieures à la monocouche, c’est la densité qui va être réduite et la taille des îlots n’en sera donc 
pas pour autant réduite. Donc dans les limites de densité raisonnable, les plus petits îlots que nous 
pouvons réaliser sont obtenus pour un dépôt d’épaisseur nominal proche de 1 MC. Pour les raisons 
que nous venons de mentionner, le reste des études des différents paramètres de croissance sont 
conduites en fixant l’épaisseur nominale de matière déposée à 1MC. 
 





III.3.B Influence de la température de croissance 
 
L’étude de l’influence de la température de croissance (TC) sur les propriétés des îlots d’In(Ga)As 
sur Si(001) a été menée en se limitant à la condition classique d’un rapport V/III largement 
supérieur à 1 (V/III=20) utilisée pour la croissance sur des surfaces stabilisées arsenic. La quantité 
de matière déposée utilisée pour cette étude est de 1MC (choix établi à la fin du paragraphe 
précédent). Cette quantité est censée produire une forte densité d’îlots en gardant leur taille 
moyenne la plus faible possible. La gamme de température étudiée est comprise entre 300°C et 
500°C pour l’InAs et entre 300°C et 550°C pour l’In1-xGaxAs.  
La limite inférieure de Tc a été fixée à 300°C suite à quelques tests préliminaires qui ont montré 
une cristallisation partielle des îlots, voire même un dépôt complètement amorphe pour les faibles 
températures de croissance. Pour les hautes températures, supérieures à 500°C, l’InAs devient 
instable. Une forte désorption est constatée sur les échantillons élaborés dans de telles conditions 
(TC>500°C). En AFM (Fig.III.3.6a) aucun petit îlot n’est détecté, et seules des agglomérations 
d’InAs de grande taille (300 nm de diamètre pour 80 nm de hauteur) sont observés sur la surface. 
Pour vérifier que ce phénomène est uniquement dû à l’évaporation du matériau et non à un 
éventuel changement de mode de croissance, un échantillon épitaxié à Tc=530°C avec une 
épaisseur de 10 MC a été caractérisé par RBS. La figure III.3.6 montre l’image AFM (fig.III.3.6a) 
et un spectre RBS en géométrie aléatoire (fig.III.3.6b) de cet échantillon. Sur le spectre RBS on ne 
détecte que des traces d’In et d’As, en quantités négligeables par rapport à la quantité de matière 
déposée (Fig.III.3.6b), confirmant donc la désorption de l’InAs à cette température de croissance. 
Figure  III.3.6:Image AFM (a) et spectre RBS (b) d’un échantillon d’InAs épitaxié à Tc=530°C 
(dépôt de 10 MC). 
 
 





III.3.B.a Sur les îlots d’InAs/Si 
 
Dans toute la plage de température, 300°C<Tc<500°C, les films RHEED des échantillons ont été 
traités pour en extraire le temps d’apparition des tâches de Bragg qui est synonyme de la transition 
2D/3D du mode croissance et donc de la formation des îlots d’InAs (voir II.2C.b(3)). Connaissant 
la vitesse de croissance (vC=0.2MC/s), nous calculons ainsi l’épaisseur critique H3D de cette 
transition 2D-3D. La figure III.3.7 montre l’évolution de H3D en fonction de Tc. On remarque que 
H3D est toujours largement inférieure à 1MC. Ce résultat indique que pour ces conditions de 
croissance le mode de croissance de l’InAs sur Si(001) est de type VW (sans couche de 
mouillage). On peut cependant noter qu’il existe des systèmes pour lesquels la croissance se 
déroule dans un mode SK avec des H3D inférieures à l’unité. Un exemple d’un tel système est l’In 
sur Si(100) qui croît dans le mode SK avec H3D=0,5MC [140]. L’hypothèse sur le mode de 
croissance reste donc à confirmer. 
Figure  III.3.7: Epaisseur critique H3D pour l’InAs/Si en fonction de la température de croissance 
Tc. 
 
On peut remarquer sur la figure III.3.7 que les valeurs de H3D mesurées par RHEED pour des Tc 
supérieures à 470°C sont plus grandes que celles mesurées à des températures plus basses. Cet 
effet ne peut s’expliquer que comme étant dû à un début de désorption d’In à partir de 470°C. La 
vitesse de croissance à ces températures en est donc réduite ce qui conduit à une surestimation de 
la mesure de H3D.  
L’un des résultats qui nous surprend dans cette étude est l’invariance de la densité des îlots en 
fonction de Tc jusqu’à cette température de 470°C. En effet, pour tous les échantillons pour 
lesquels Tc est comprise entre 300°C et 470°C la densité D des îlots est constante et égale à 
environ 2 10
11
 îlots par cm
2
 (Fig.III.3.8). Ce comportement du système InAs/Si apparait contraire à 
ce qui est observé pour la plupart des systèmes, tel que par exemple le système InAs/GaAs, pour 





lesquels il existe une dépendance avec la température de la densité en  où F est le flux 
d’éléments III et D le coefficient de diffusion des adatomes sur la surface. La diffusion étant 
exponentiellement liée à la température (voir le paragraphe II.3.A.a ), la densité des îlots devrait 
donc diminuer avec Tc. Une description purement cinétique de la formation des îlots 
d’InAs/Si(001) apparait donc insuffisante et difficile à interpréter. 
De la valeur de la densité, on peut généralement extraire la longueur de diffusion λD des adatomes 
d’indium (dans nos conditions de croissance limitée par les éléments III, la cinétique est limitée 
par celle des adatomes d’éléments III) par la relation simple [141] :   (avec ρ densité des 
îlots). On obtiendrait ainsi une longueur de diffusion pour les adatomes d’indium égale à 11 nm 
pour cette gamme de températures allant de 300 à 470°C. 
 
Figure  III.3.8: Densité des îlots d’InAs (en îlots par cm2) en fonction de la température de 
croissance Tc. 
 
Le plan d’îlots obtenus pour toute la fenêtre de températures étudiées est plutôt homogène en 
taille. On peut néanmoins distinguer l’apparition d’une bimodalité pour les croissances réalisées 
aux Tc supérieures à 420°C (Fig.III.3.9). La quantité d’îlots de grande taille étant très faible par 
rapport aux petits, cette bimodalité n’affecte que légèrement la densité (comme nous l’avons 
mentionné plus haut). La distribution en taille des îlots reste aussi identique pour tous les 
échantillons allant de Tc=300°C jusqu'à 470°C. La hauteur moyenne des petits îlots fluctue entre 2 
et 4 nm et leur diamètre moyen entre 5 et 10 nm. A 500°C, la hauteur moyenne des îlots ne 
dépasse pas 4 nm mais leur diamètre atteint 15-20 nm. 
 






Figure  III.3.9: Images AFM d’îlots d’InAs épitaxiés à différentes températures de croissance. 
 
III.3.B.b Sur les îlots d’In1-xGaxAs/Si 
 
D’après les études RHEED et AFM menées sur les îlots d’In1-xGaxAs pour différentes valeurs de 
x, le comportement de leur croissance en fonction de la température est apparemment semblable à 
celui de l’InAs. En effet, l’apparition des taches de Bragg sur le diagramme RHEED est aussi 
observée pour des épaisseurs déposées inférieures à 1MC.  
La densité des îlots déduite des images AFM est toujours constante et de l’ordre de 1011 îlots/cm2. 
On peut remarquer qu’à 500°C, la densité des îlots augmente avec la diminution de la teneur en 
indium. 
 
Figure  III.3.10: Evolution de H3D (a) et de la densité des îlots d’In1-xGaxAs (b) en fonction de Tc 
(rapport V/III=20) pour différentes teneurs en Ga.  
 
La taille moyenne des îlots d’In1-xGaxAs sur Si(001), indépendamment de la concentration en Ga, 
est aussi très proche de celle des îlots d’InAs. La figure III.3.11 montre l’influence de Tc sur la 
croissance des îlots d’In0,5Ga0,5As. Comme pour les îlots d’InAs, on peut remarquer une 
bimodalité dans la taille des îlots d’In0,5Ga0,5As pour les Tc supérieures à 400°C. 









III.3.C Influence du rapport V/III 
 
Le rapport V/III utilisé dans les études précédentes a été fixé à 20 pour les raisons mentionnées 
plus haut. L’excès d’éléments V, proposé par Gunther, donne l’impression d’un rôle mineur joué 
par ces éléments sur le mode de croissance. Or, la quantité d’éléments V présents en surface, influe 
de manière radicale sur la mobilité des adatomes d’éléments III, ce qui influe donc également sur 
le mode de croissance. Dans ce paragraphe, l’étude est faite pour toute la plage des rapports V/III 
allant de 1 à 20. La température Tc est fixée à 350°C pour l’InAs et à 400°C pour l’InGaAs. La 
quantité de matière déposée est fixée à 1MC pour les forts rapports et modifiée au besoin pour les 
faibles rapports V/III. 
 
III.3.C.a Sur les îlots d’InAs/Si  
 
Nous avons vu dans le paragraphe précédent que dans les conditions de croissance classiques 
(V/III =20) l’apparition des îlots, mesurée par RHEED, se déroule avant même le dépôt d’une 
monocouche entière d’InAs. La figure III.3.12 montre l’influence du rapport V/III sur l’épaisseur 
critique H3D. On observe que H3D augmente quand le V/III diminue. Nous pouvons cependant 
remarquer que pour les rapports V/III supérieurs à 2,5 (zone I), elle reste toujours inférieure à la 
MC reflétant un mode de croissance de type VW. 
 
Dans la zone II (rapport V/III compris entre 1 et 2,5), on peut voir que l’apparition des îlots n’a 
lieu qu’après le dépôt d’au moins une monocouche entière ce qui indique un mode de croissance 
qui peut s’apparenter au mode SK.  
 
Pour le rapport V/III<1 (et voisin de 1), c'est-à-dire pour des conditions de croissance de l’InAs 
très riches en éléments III, la surface certainement « stabilisée In » doit forcer la croissance 2D de 
l’InAs dans un mode de croissance qui peut être associé au mode FVdM. Ce type de croissance en 
conditions riches en éléments III, est cependant connu pour conduire à des couches III-V 
défectueuses et souvent inexploitables. 





Figure  III.3.12: H3D en fonction du rapport V/III pour InAs/Si (Tc = 350°C). 
 
Concernant maintenant la taille et la densité des îlots, l’étude AFM (Fig.III.3.13) montre que, 
lorsque le rapport V/III diminue, la densité des îlots augmente dans le même temps que leur taille 
diminue (Fig.III.3.14).  
Remarque : Pour les très faibles rapports V/III (3 et 5), il semble qu’un phénomène de coalescence 
soit mis en jeu pour conduire à la formation d’îlots de plus grande taille et l’homogénéité en taille 
en est ainsi diminuée. 
Figure  III.3.13: Images AFM de 1x1μm2 d’îlots d’InAs épitaxiés pour des rapports V/III de 20 (a) 
10 (b) 5 (c) et 3 (d). Tc=350°C. 
 
Une interprétation purement cinétique pour expliquer l’augmentation de la densité des îlots lorsque 
le rapport V/III diminue, est à nouveau inadaptée comme pour le cas de la dépendance de la 
densité en fonction de Tc. En effet, il est généralement observé en mode de croissance SK ou VW 
que la diffusion des adatomes d’éléments III augmente lorsque le rapport V/III diminue, ce qui 
devrait donc conduire, dans notre cas, à une diminution de la densité des îlots. Pour comprendre ce 





résultat, il faut certainement mettre en cause, dans notre cas, le mode de croissance VW initié à 
basse température (350°C) qui privilégierait un mécanisme de murissement des îlots d’autant plus 
fort que le rapport V/III serait élevé [142], ce qui conduirait par conséquence à une diminution de 
leur densité. 
 
L’étude de la croissance pour les rapports V/III inférieurs à 2,5 (zone II et III) n’a pas été 
approfondie. Dans cette zone, la croissance de type SK renforcera la probabilité de la présence 
d’une couche de mouillage préjudiciable entre les îlots. Il est préférable en effet, dans le cas de ce 
système InAs/Si à fort désaccord paramétrique, d’éviter la présence d’une couche de mouillage qui 
contiendrait une très grande densité de dislocations néfastes pour l’émission de lumière. Une 
couche de mouillage est de plus une cause d’une perte de confinement dans les boîtes quantiques 
et donc de la diminution de l’efficacité de tels émetteurs de lumière. Pour cette raison, dans le 
cadre de ce projet, nous avons choisi d’exploiter les conditions de croissance de la zone I pour 
lesquelles la présence d’une couche de mouillage pouvait être évitée. 
Figure  III.3.14: Densité et diamètre moyen des îlots d’InAs en fonction du rapport V/III. 
Tc=350°C. 
 
III.3.C.b Sur les îlots d’In1-xGaxAs/Si 
 
L’évolution de l’épaisseur critique H3D de couches d’In1-xGaxAs en fonction du rapport V/III est 
présentée sur la figure III.3.15 pour différentes teneurs x en gallium. 
 
Comme pour l’InAs, l’épaisseur critique H3D pour les couches d’In1-xGaxAs augmente donc 
lorsque le rapport V/III diminue. L’augmentation de H3D avec la teneur en Ga est d’autant plus 
forte que le rapport V/III est faible. Ainsi, pour un très faible rapport V/III égal à 2, l’épaisseur 
critique est supérieure à 1MC et le mode de croissance est de type SK sur toute la gamme de 
teneurs en Ga. Par contre, pour les rapports V/III standard que nous avons généralement utilisés (5 





à 20), l’influence de la teneur en Ga reste négligeable puisque H3D reste toujours inférieure ou 
égale à 1MC.  
 




III.3.D  Etude de la relaxation des contraintes  
 
Après avoir étudié l’influence des paramètres de croissance (Tc, rapport V/III, épaisseur et 
composition d’In(Ga)As déposée) sur l’épaisseur critique H3D et sur les tailles et dimensions des 
îlots, nous allons maintenant présenter les propriétés structurales des îlots d’In(Ga)As qui ont été 
évaluées en s’appuyant sur l’étude de leur relaxation à partir des diagrammes de diffraction 
RHEED et sur leur caractérisation par microscopie TEM. 
 
III.3.D.a Relaxation des îlots d’InAs 
 
Dans le chapitre II (II.4.A.b) nous avons expliqué la manière de mesurer la variation de Δa/a de 
l’InAs lors de la croissance à partir de la variation de Δd/d mesurée entre les raies puis les taches 
de diffraction observées sur le diagramme RHEED au cours de cette croissance. 
 
Dans la figure III.3.16 nous montrons la variation de Δa/a en fonction du temps de croissance pour 
l’InAs épitaxié à différentes températures Tc. Au tout début de la croissance les raies de l’InAs 
sont confondues avec celles du Si. L’InAs est parfaitement contraint sur le Si. Ensuite, la 
relaxation intervient rapidement, typiquement après 1 s de croissance soit 0,2 MC d’InAs, et ce 
quelle que soit la température de croissance. Cette épaisseur correspond à l’épaisseur critique H3D. 
On peut donc supposer que c’est d’abord une relaxation élastique qui intervient dans les îlots. 





Après 2 à 2,5 secondes de croissance soit 0,4 MC d’InAs, la relaxation est totale et Δa/a ne varie 
plus. La contrainte ne pouvant être totalement relaxée élastiquement, on peut aussi supposer que la 
relaxation plastique des îlots d’InAs par des dislocations ou autres défauts intervient donc très 
rapidement voire en même temps que leur formation. 
Figure  III.3.16: Evolution de Δa/a avec le temps de croissance d’InAs pour différentes 
températures de croissance. Le rapport V/III est égal à 20. 
Figure  III.3.17: Evolution de Δa/a avec le temps de croissance d’InAs pour différents rapports 
V/III. Tc=400°C. 





Contrairement à l’invariance de la relaxation de l’InAs en fonction de Tc, on observe que la 
relaxation est accélérée lorsque le rapport V/III augmente (dans la gamme 5-20 que nous avons 
étudiée, Fig.III.3.17).  On note cependant que cette accélération est à associer à l’épaisseur critique 
H3D qui est plus faible lorsque le rapport V/III augmente. De la même manière que pour l’étude en 
Tc, la relaxation est très rapidement totale et laisse donc aussi présager d’une relaxation plastique 
immédiate des îlots formés et ce quel que soit le rapport V/III. Ce paramètre de croissance ne 
parait donc pas non plus pouvoir être utilisé pour repousser la relaxation plastique des îlots d’InAs.  
 
III.3.D.b Relaxation des îlots d’In1-xGaxAs 
 
L’évolution de l’épaisseur critique H3D de couches d’In1-xGaxAs en fonction de la composition en 
Ga est présentée sur la figure. III.3.18a pour différentes Tc et sur la figure III.3.18b pour différents 
rapports V/III. 
Figure  III.3.18: H3D en fonction de la teneur x en Ga dans In1-xGaxAs pour : (a) différentes Tc (à 
V/III=20) et (b) différents rapports V/III (à TC=450°C). 
 
Comme attendu, l’épaisseur critique H3D augmente avec la teneur en Ga du ternaire In1-xGaxAs qui 
diminue le désaccord de maille avec Si. L’étude de la relaxation des contraintes à partir des 
diagrammes de diffraction RHEED en fonction de la teneur en Ga est résumée sur la III.3.19 qui 
compare les relaxations des îlots d’InAs, de In0,7Ga0,3As et de In0,5Ga0,5As. Le désaccord 
paramétrique entre l’In0,7Ga0,3As et le Si est de 9,3% et celui de In0,5Ga0,5As est de 7,8%. Ces 
valeurs correspondent parfaitement aux valeurs mesurées expérimentalement à partir de la mesure 
de Δd/d. La relaxation des îlots de In0,7Ga0,3As est très similaire à celle des îlots d’InAs avec une 
relaxation très rapide après H3D. Par contre, pour les îlots de In0,5Ga0,5As, la relaxation apparait un 
peu plus lente, ce qui laisse présager une relaxation plastique retardée et moins rapide. On peut 
donc supposer pouvoir fabriquer des îlots de In0,5Ga0,5As qui soient exempts de dislocations de 
misfit. 






Figure  III.3.19: Evolution de Δa/a avec le temps de croissance d’In1-xGaxAs pour différentes 
teneurs en Ga. Tc=400°C, rapport V/III=20. 
 
 
III.3.E Caractérisation structurale des îlots d’InAs/Si et d’In1-xGaxAs/Si par TEM 
 
III.3.E.a Caractérisation structurale des îlots d’InAs 
 
Le premier résultat important apporté par les images TEM se trouve dans le fait que le réseau 
cristallin des îlots est bien une prolongation de celui du substrat. En d’autres termes, l’InAs est en 
relation d’épitaxie avec le silicium. L’analyse des images TEM par transformée de Fourier 
confirme cette  relation d’épitaxie. Elles montrent en effet que les taches de diffraction, en réseau 
hexagonal, de l’InAs ont la même orientation que celles du Si (Fig.III.3.20). 
 
En comparant les distances entre les taches de diffraction de l’InAs et celles du Si, on peut 
remonter au désaccord de paramètre de maille. On trouve que dans la direction de croissance le 
désaccord est de 11,6% et dans le plan parallèle à l’interface le désaccord est de 10% : on peut 
donc supposer que l’InAs est complètement relaxé dans la direction de croissance où la surface est 
libre alors qu’une contrainte résiduelle de 1,5% est observable dans le plan parallèle à l’interface. 
 
Comme attendu à partir des mesures RHEED, la relaxation presque totale de l’InAs est de nature 
plastique avec l’apparition de défauts structuraux. Dans la quasi-totalité des îlots d’InAs on 
observe en effet deux types de défauts, à savoir les dislocations de misfit et les macles. 
 





Figure  III.3.20: Image TEM en coupe transversale (a) et transformée de Fourier (b) d’un îlot 
d’InAs épitaxié dans les conditions standard (TC=420°C, V/III=20). 
 
 
Figure  III.3.21: Maclage (flèches jaunes) et dislocations (flèches rouges) dans un petit îlot d’InAs 
(diamètre égal à 5 nm) épitaxié à basse Tc (a) et dans un îlot plus grand (diamètre égal à 16 nm) 
épitaxié à haute Tc (b). 
 
On observe une ou plusieurs dislocations dans un îlot dès que son diamètre dépasse 4-5 nm, 
dimension la plus petite que nous ayons pu obtenir et qui était visée dans le cadre de ce travail. Les 
macles sont aussi présentes dans la plupart des échantillons mais leur densité en fonction de la 
température de croissance Tc va à l’inverse de celle des dislocations. A hautes Tc (Fig.III.3.21b), 
le ratio dislocations/macles est ainsi plus fort qu’à basses Tc (Fig.III.3.21a). Ceci est un 





comportement classique de la relaxation plastique pour laquelle une activation thermique est 
nécessaire pour la nucléation et le glissement vers l’interface des dislocations qui vont participer à 
cette relaxation. Ceci doit cependant être modéré par l’effet d’augmentation de taille des îlots qui 
accompagne l’augmentation de Tc. On observe aussi sur les plus gros îlots la tendance au 
développement de facettes faisant un angle de 55° avec la surface de Si(001) et qui seraient donc 
des facettes {111}. Enfin, on observe sur ces images l’absence de couche de mouillage qui 
confirme le mode de croissance VW pour les îlots d’InAs/Si. 
 
Cette étude TEM nous montre clairement que les îlots d’InAs ‘pur’ épitaxiés sur Si(001) relaxent 
toujours plastiquement et ce, quelle que soient les conditions de croissance et leur taille.  
Remarque : C’est sur la base de cette étude que nous avons été conduits à épitaxier des îlots  
d’In1-xGaxAs pour en diminuer le désaccord de maille avec le Si.  
 
III.3.E.b Caractérisation structurale des îlots d’In1-xGaxAs 
 
1- Conditions de croissance standard (Tc=350°C, V/III=20) 
 
La figure III.3.22 illustre l’étude TEM systématique que nous avons réalisée sur des îlots        
d’In1-xGaxAs (épitaxiés dans des conditions standard) en fonction de la concentration en Ga (10% 
à 60%). Les îlots ont été encapsulés par du Si amorphe Si:a (voir IV.2.B.a). Nous pouvons 
observer que les propriétés structurales des îlots pour les compositions les plus pauvres en Ga 

















Figure  III.3.22: Images TEM montrant des îlots d’In1-xGaxAs avec des teneurs x en Ga de : x=10% 
(a et b), x=20% (c et d), x=30% (e et f), x=40% (g et h), x=50% (i et j), épitaxiés dans des 
conditions standard (Tc=350°C, rapport V/III=20) et encapsulés par du Si:a à 250°C . 
 
Les mêmes types de défauts (macles, dislocations) et en proportion sensiblement égale que dans 
les îlots d’InAs sont présents dans ces îlots. Aussi, nous pouvons observer la présence, entre ces 
îlots, d’une couche de mouillage qui n’avait pas été détectée à partir des analyses RHEED 
(H3D<1MC). Son épaisseur semble d’autant plus grande que la teneur en Ga augmente, ce qui 
s’explique bien par la diminution de la contrainte associée à cette augmentation. 
 






Figure  III.3.23: Evaluation de la composition à travers une couche de mouillage (L1) et à travers 
deux îlots (L2 et L3) de l’échantillon d’In0,5Ga0,5As par mesures HAADF-STEM. 
 
Une analyse chimique par HAADF-STEM (Fig.III.3.23) montre que les îlots sont plus riches en 
indium que prévu (Fig.III.3.23b L2 et L3), sans doute au détriment d’un enrichissement en gallium 
de la couche de mouillage (Fig.III.3.23b L1). Plus la taille d’un îlot est grande plus 
l’enrichissement en indium semble important. On peut aussi observer une augmentation de la 
composition en indium au fur et à mesure que l’on se déplace vers le sommet de l’îlot 
(Fig.III.3.23b L2 et L3). Enfin, on trouve un excès d’arsenic au-dessus de la couche de mouillage 
et, à l’inverse, un excès d’éléments III est détecté au voisinage des îlots (Fig.III.3.23c). 
 
2- Conditions de croissance à haute température HT (Tc=500C, V/III=20) 
 
Le résultat marquant de cette étude a ensuite été obtenu pour des îlots d’In0,5Ga0,5As épitaxiés avec 
une température de croissance de 500°C (le rapport V/III était égal à 20). La figure III.3.24 montre 
une image TEM de ces îlots. On peut observer une grande dispersion en taille de ces îlots. Une 
analyse de la composition de ces îlots évaluée par une mesure HAADF-STEM montre que les gros 
îlots (D>15 nm) avaient typiquement une composition de In0,65Ga0,35As et les petits îlots (D<15 
nm) avaient une composition de  In0,4Ga0,6As. 
 






Figure  III.3.24: Image TEM des îlots d’In0,5Ga0,5As épitaxiés à HT (500°C et rapport V/III=20), 
montrant leur dispersion en taille. 
 
Alors que les gros îlots d’In0,65Ga0,35As présentaient, comme attendu, une ou quelques dislocations 
(Fig.III.3.25b), les petits îlots d’In0,4Ga0,6As étaient exempts de défauts structuraux dès lors que 
leur diamètre ne dépassait pas 5 nm (Fig.III.3.25a). 
 
 
Figure  III.3.25: Images TEM : (a) d’un îlot d’In0,4Ga0,6As sans défaut structural de relaxation 
plastique (D=5 nm), (b) d’un îlot d’In0,65Ga0,35As avec une dislocation (flèche rouge) (D=15 nm). 
L’échantillon a été épitaxié à : Tc=500°C, rapport V/III=20. 
 
Une analyse de phase ‘géométrique’ GPA (Geometric Phase Analysis) a été menée sur l'image 
HAADF de l’îlot de la figure III.3.25a pour en extraire une image des déformations du cristal. La 





GPA est une technique semblable à celle du filtrage de Bragg, à la différence que l’image est 
reconstruite à partir de la phase et non de l’amplitude [143]. En effet, une transformée de Fourier 
est tout d’abord conduite sur l’image originale. Les taches de Bragg principales apparaissant sur 
l’image de phase sont sélectionnées sans le nuage diffus les entourant, ce qui élimine le bruit. Une 
transformée de Fourier inverse est ensuite appliquée à l’image de phase ce qui engendre une 
nouvelle image directe adaptée à l’étude quantitative des déformations. 
 
 
Figure  III.3.26: Analyse GPA de l’îlot relaxé élastiquement (voir figure précédente) suivant les 
déformations Exx (a) et Eyy (b). 
 
 
L’analyse GPA de l’îlot de la figure III.3.25a donne les deux images du haut de la figure III.3.26. 
Ces images montrent une variation monotone des couleurs, donc des déformations, au sein de l’îlot 
et à l’interface îlot/substrat, ce qui indique que cette interface est exempte de dislocations et que la 
relaxation est purement élastique. La valeur de la déformation Exx décroit significativement vers le 





sommet de l'îlot en même temps que la déformation latérale Eyy augmente. Cela illustre l'effet de 
relaxation élastique par les surfaces libres du fait de la géométrie de l'îlot (et son facteur d'aspect). 
 
Après la présentation de ce résultat encourageant, nous finissons cependant cette partie en 
rappelant que les simulations théoriques prédisent que la quantité de In minimale permise dans les 
îlots pour aboutir à un confinement électronique dans la structure proposée est de 50 à 70%, alors 
que pour toutes les conditions de croissance sondées, la plus grande teneur en In qui a abouti à des 
îlots exempts de défauts structuraux de relaxation plastique est de 40%. Ces constatations mettent 
clairement en évidence la difficulté du challenge posé par le projet BIQUINIS. 
 
 
III.4 Discussion et conclusion 
 
Dans ce chapitre nous avons présenté les principales études menées sur la croissance et les 
propriétés structurales des îlots d’In(Ga)As épitaxiés sur Si(001).  
 
La première étude que nous avons entamée est celle menée en fonction de la quantité de matière 
déposée. Nous avons trouvé que la densité maximale atteinte correspond à une épaisseur nominale 
de matière déposé de l’ordre de 1 à 1,5MC. De plus, pour tout dépôt d’une épaisseur comprise 
entre 0,2 et 2MC, la taille moyenne des îlots ne varie pas significativement. Ce n’est que lorsque 
l’épaisseur dépasse les 2MC que la taille des îlots augmente significativement et qu’ils contiennent 
une grande densité de défauts structuraux.  
 
La deuxième étude est celle menée sur l’influence de la température de croissance (TC). Pour toute 
la plage de température étudiée l’évolution du diagramme RHEED montre que l’épaisseur critique 
de la transition 2D-3D du mode croissance est inférieure à la monocouche, ce qui est une donnée 
nécessaire mais non suffisante pour dire que la croissance se déroule en mode VW. D’autre part, la 
densité des îlots est constante sur une grande plage de Tc. Ceci met en défaut la théorie cinétique 
exposée dans le chapitre 2, qui prédit une diminution de la densité avec l’augmentation de TC. 
 
La troisième étude concerne l’influence du rapport V/III. Cette étude nous a amené à distinguer 
trois zones de comportements différents.  
Dans la première zone (zone I dans Fig.III.3.12), les conditions de croissance sont « standard » : le 
rapport V/III est supérieur à 2,5. La transition 2D-3D se produit avant le dépôt d’une monocouche 
et la densité des îlots varie de façon non traditionnelle puisqu’elle augmente lorsque le rapport 
V/III diminue. L’homogénéité est aussi minimale pour les faibles rapports V/III. 
Dans la zone II (1<V/III/2,5), les îlots apparaissent toujours pour des dépôts dépassant une 
monocouche entière. L’épaisseur critique H3D augmente inversement proportionnellement au 
rapport V/III. L’homogénéité des îlots dans cette zone, comme dans la zone I pour les faibles 
rapports V/III, est minimale. 





Dans la troisième et dernière zone (V/III<1), la croissance se déroule plan par plan (F-Vdm) avec 
un léger excès d’éléments III dans la stœchiométrie. 
Il faut noter aussi que le mode de croissance spécial à la frontière entre les zones II et III conduit à 
des petits îlots très homogènes en taille pour des épaisseurs déposées assez élevées. Ceci nous 
conduit à croire en la présence d’une couche de mouillage disloquée en dessous de ces îlots. 
 
Enfin, il faut noter que l’augmentation de la teneur en Ga dans les îlots d’In1-xGaxAs jusqu’à 
environ 50% ne change pas de façon significative le comportement global du système (seul H3D 
augmente légèrement avec la diminution de la contrainte lorsque la teneur en Ga augmente) et les 
propriétés structurales des îlots produits (des dislocations et macles sont générées quelles que 
soient les conditions de croissance et la taille des îlots). Ce n’est que pour une teneur en Ga de 
60% (désaccord de maille avec le Si de 7%) que des îlots de petites tailles exempts de défauts 
structuraux ont pu être produits. 
 
En analysant tous les résultats de ces études, en particulier ceux sur l’influence du rapport V/III sur 
l’épaisseur critique H3D, nous proposons les quelques conclusions suivantes pour interpréter le 
comportement de notre système :  
Pour les faibles rapports V/III (zone II), la croissance se déroule en mode SK. Ensuite, pour des 
plus forts rapports V/III se rapprochant des conditions standard de croissance (zone I), bien que 
H3D soit inférieure à la monocouche, le mode de croissance nous parait plutôt être de type SK 
(avec H3D < 1MC) que VW. Ceci implique que la nucléation débuterait avec la formation d’îlots 
bidimensionnels. Ces germes après avoir atteint une taille critique se transformeraient en îlots 3D. 
Ceci est cependant d’autant moins vrai que le rapport V/III augmente ou que la teneur en indium 
des îlots est forte. Dans ces conditions, nous pensons que le mode de croissance est de type VW. 
En ce qui concerne la dépendance de la densité des îlots en fonction du rapport V/III dans la zone I 
(diminution de la densité lorsque le rapport V/III augmente), nous pensons qu’il faut certainement 
mettre en cause un mode de croissance VW initié à basse température (350°C) qui privilégierait un 
mécanisme de murissement des îlots d’autant plus fort que le rapport V/III serait élevé, ce qui 
conduirait par conséquence à une diminution de leur densité. 
 
Rappelons enfin que l’étude du système In(Ga)As/Si(001) a été conduite dans deux buts 
principaux. 
Le premier but était l’élaboration de petits îlots d’In(Ga)As sur Si(001) exempts de défauts 
structuraux, permettant de conduire à une émission de lumière efficace sur substrat de silicium, tel 
que proposé dans le projet BIQUINIS. Malheureusement, la teneur maximale en indium trouvée 
pour aboutir à des îlots non disloqués (40% d’In), s’est révélée incompatible avec la teneur 
minimale déduite de l’étude théorique présentée dans le chapitre 1, pour conserver un confinement 
électronique dans la structure proposée (50-70% d’In).  
Nous avons quand même continué le travail (voir chapitre suivant) par la mise en œuvre et l’étude 
de l’encapsulation d’îlots de différentes compositions en In (principalement comprises entre 50 et 
70%) avec l’espoir : 1- que les calculs théoriques aient surestimé la teneur maximale en In et 2- 





que la présence de quelques dislocations ou macles dans les îlots ne les rendraient pas 
complètement inadaptés à l’émission de lumière. 
Le second but était d’approfondir les connaissances concernant les propriétés structurales des îlots 
d’In(Ga)As/Si. Nous avons ainsi apporté une contribution importante avec l’étude de l’influence 
de quatre paramètres importants (à savoir la quantité de matière déposée, la température de 
croissance, le rapport V/III et la teneur en In) qui régissent la croissance. Nous avons aussi sondé 
toutes les configurations susceptibles de fournir des îlots non défectueux. Nous avons ainsi pu 
fabriquer des îlots d’In0,4Ga0,6As exempts de défauts structuraux sur Si(001). 
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IV.1 Introduction   
 
Dans ce chapitre, nous présentons la procédure employée pour réaliser la structure finale envisagée 
dans le projet BIQUINIS. Je rappelle qu’il s’agit de placer les BOs d’In(Ga)As au sein d’une 
couche de Si d’épaisseur relativement faible (quelques nanomètres), elle-même placée au sein 
d’une couche de SiO2. Après avoir étudié la croissance des BQs d’In(Ga)As sur un substrat de 
silicium (ou de SOI), nous allons étudier dans ce chapitre leur encapsulation par une couche de Si 
afin d’évaluer leurs propriétés de photoluminescence. L’objectif ultime de faire croître cette 
structure sur un substrat SOI aminci, puis de l’encapsuler elle-même par une couche de SiO2 pour 
obtenir une possible transition de type I (voir Chapitre II), n’a pu être atteint dans le cadre de ce 
travail de thèse. Nous ne présenterons donc dans la première partie de ce chapitre que l’étude 
menée sur l’encapsulation des BQs d’In(Ga)As par une couche de Si. Cette encapsulation a 
nécessité la mise en place d’un canon à électrons pour l’évaporation du Si dans le réacteur 
d’épitaxie III-V. Je décrirai donc le principe de fonctionnement et la mise en œuvre du canon à 
électrons pour l’évaporation du Si. Dans une deuxième partie, je présenterai les propriétés 




IV.2 Encapsulation in-situ des BQs In(Ga)As par du silicium 
 
Nous avons déjà évoqué la nécessité d’encapsuler in-situ dans le réacteur III-V, les BQs 
d’In(Ga)As par du silicium afin de les protéger d’une possible pollution et/ou oxydation en les 
transférant dans un autre réacteur non connecté au réacteur III-V (notre cas). Pour l’étude des 
propriétés optiques proprement dites des BQs, il s’agit aussi de les éloigner de la surface par une 
couche de Si d’épaisseur suffisante pour limiter le piégeage des porteurs par les états de surface. 
Dans un réacteur EJM, la seule possibilité que nous avions (au lancement du projet BIQUINIS) 




IV.2.A Mise en œuvre de l’évaporation du silicium au canon à électrons 
 
IV.2.A.a Principe de fonctionnement 
 
La figure IV.2.1 montre une représentation schématique des différentes parties de l’unité 
principale de l’évaporateur. Un canon à électrons fournit un faisceau d’intensité ajustable (0-90 
mA) en accélérant des électrons à l’aide d’une anode sur laquelle est appliquée une tension de 
l’ordre de 10kV.  
Un aimant présent à la base de l’évaporateur modifie la trajectoire du faisceau d’électrons en le 
rendant « circulaire ». Les électrons viennent ainsi percuter la charge de Si placée dans un creuset 




en cuivre refroidi par une circulation d’eau. Le faisceau étant divergent à l’origine, des lentilles 
magnétiques (bobines) sont nécessaires pour le focaliser. Les lentilles magnétiques donnent aussi 
la possibilité de changer la position d’impact du faisceau sur la charge. D’une façon générale, nous 
procédons par balayage automatique sur une grande surface de la charge pour homogénéiser 
l’évaporation. Nous pouvons donc chauffer et faire fondre la charge de silicium se trouvant dans le 
creuset. A partir de 1400°C le silicium s’évapore et est projeté vers l’échantillon où il va se 
déposer. Pour contrôler la quantité de silicium déposé, nous disposons d’un cache situé devant 
l’évaporateur et d’une balance à quartz qui nous permet de mesurer l’épaisseur du dépôt réalisé. 
 
Figure  IV.2.1 : Schéma de l’unité principale de l’évaporateur du canon à électrons (modifié a 
partir de [144]). 
 
La figure IV.2.2 montre une photo de l’évaporateur avant l’installation dans la chambre d’épitaxie. 
Nous pouvons distinguer en particulier le creuset avec la charge (lingots de silicium) et le cache.  
 
Figure  IV.2.2: Photo de l’évaporateur avant son installation dans la chambre d’épitaxie. 




IV.2.A.b  Installation dans le réacteur III-V 
 
L’installation du canon à électrons dans un réacteur III-V présente plusieurs inconvénients et 
quelques problèmes techniques doivent être surmontés afin que le système puisse fonctionner 
normalement. 
 
Le problème principal provient du réchauffement de certaines parties de la chambre les moins 
refroidies par la circulation d’azote liquide dans les panneaux cryogéniques, sous l’effet du 
rayonnement qui accompagne l’échauffement de la charge de silicium. Dans le cas de notre 
réacteur III-V, des espèces d’éléments V (As en particulier) vont donc désorber de ces parties et se 
déposer sur la surface de l’échantillon et dans la couche de silicium en cours de croissance. 
Une solution consiste à faire fonctionner le canon sur la charge de Si pendant un certain temps en 
ouvrant le cache avant l’introduction de l’échantillon. Le silicium évaporé semble ainsi tapisser les 
parois de la chambre et recouvrir ces espèces volatiles. Des excellents vides de base (typiquement 
de l’ordre de quelques 10-10 torr) sont ainsi obtenus dans la chambre sans sublimation de titane. 
 
Figure  IV.2.3: Photo et schéma de la position relative de l’évaporateur dans la chambre 
d’épitaxie. Dans le cercle rouge nous retrouvons une grande quantité d’éléments III, l’écoulement 
de cette matière est schématisé par les flèches rouges. 
 
Un autre problème de contamination provient de l’écoulement d’une petite quantité d’éléments III 
(Ga et In) des creusets des cellules d’effusion qui se situent au-dessus du creuset de Si du canon 
(Fig.IV.2.3). Ces éléments peuvent tomber sur le cache quand il est fermé mais dans le creuset 
quand il est ouvert. Quand le canon est en fonctionnement et que la température du cache s’élève, 
ces éléments peuvent aussi couler dans le creuset. Ce problème nécessite alors une ouverture pour 
nettoyer le creuset et la charge de Si. 




Figure  IV.2.4: Diagrammes RHEED observés à des intervalles de 1/10 secondes montrant la 
perturbation induite par le fonctionnement du canon à électrons. 
 
Un problème, certes moins grave, lié à la présence du canon à électrons à l’intérieur de la chambre 
d’épitaxie est la génération, par son fonctionnement, de perturbations électromagnétiques 
importantes. Ces perturbations ont pour effet de faire disjoncter les jauges de pression Bayard-
Alpert ce qui rend ‘aveugle’ par rapport à d’éventuelles montées de pression dans la chambre. 
Le faisceau d’électrons du RHEED est aussi déstabilisé par les perturbations générées par les 
lentilles magnétiques du canon à électrons. Dans la figure IV.2.4 nous pouvons voir l’évolution 
d’un diagramme RHEED affecté par le fonctionnement du canon. Ce décalage vers la gauche que 
nous apercevons est en fait un mouvement périodique de va et vient qui a une période identique 
(en général de l’ordre de quelques dixièmes de seconde) à celle imposée aux bobines des lentilles 
magnétiques du canon.  
 
 
IV.2.B Encapsulation des îlots d’In(Ga)As par du silicium 
 
Après la croissance des îlots d’In(Ga)As sur le substrat de SOI aminci, nous rappelons que pour 
l’objectif visé, il faut les encapsuler par une couche de Si de l’ordre de 2 nm puis par la couche de 
SiO2. La façon idéale d’encapsuler les îlots est de les encapsuler par une couche de Si parfaitement 
cristalline. Sachant que les îlots d’In(Ga)As peuvent être en partie voire totalement relaxés, le 
grand désaccord paramétrique entre ces îlots et le Si du cap rend à nouveau la tâche 
particulièrement difficile. Nous avons donc mené une étude sur l’encapsulation des îlots 
d’In(Ga)As par du Si cristallin en fonction de la composition de ces îlots.  
 
IV.2.B.a Encapsulation d’ilots InGaAs par du Si à la température de croissance Tc des 
îlots : Si cristallin + Si:a 
 
La procédure d’encapsulation que nous avons utilisée est la suivante : après la croissance des îlots, 
la température du substrat est maintenue constante à la température de croissance TC (typiquement 
de 400°C avec un rapport V/III=20) pendant 1' 30" pour pomper l’arsenic dans le réacteur. Le Si 
est ensuite déposé à une vitesse de croissance de l’ordre de 1 nm/min. L’épaisseur de Si déposé 
était voisine de 20 nm.  







Figure  IV.2.5: Images TEM d’îlots d’In1-xGaxAs, encapsulés par du Si à Tc=400°C, avec x=10 (a), 
x=20 (b) et x=50 (c). 




Les images TEM de la figure IV.2.5 montrent des îlots d’In1-xGaxAs, respectivement avec x=10 
(a), x=20 (b) et x=50 (c), encapsulés avec du Si dans ces conditions. L’épaisseur d’InAs déposé est 
de 1MC. 
 
Deux observations peuvent être faites : 
 
1- A la différence de ce qui était observé avec les îlots d’InAs, une couche de mouillage est 
présente entre les îlots d’In1-xGaxAs (voir analyse STEM sur la figure IV.2.5c) et ce même pour 
une faible teneur en Ga, x=10. Cette couche de mouillage semble en grande partie ou 
complètement contrainte (peu ou pas de dislocations sont observées). Cette couche de mouillage 
n’est pas très bien définie et on peut certainement supposer l’existence d’interdiffusion entre   
l’In1-xGaxAs et le Si. 
2- Le Si est cristallin au-dessus de cette couche de mouillage. A cette température de croissance le 
Si s’épitaxie donc sur la couche de mouillage. Par contre, on observe que le Si est mal cristallisé 
voir amorphe à l’aplomb des îlots. Ainsi, en contact avec la couche de mouillage d’InGaAs en 
grande partie ou complètement contrainte, le cap de Si s’épitaxie sur celle-ci alors que sur les îlots 
relaxés l’épitaxie n’apparait pas possible. 
 
La figure IV.2.6a montre que le Si cristallin peut contenir une grande quantité de micro-macles qui 
sont générées au-dessus du silicium amorphe surplombant les îlots. 
 
Figure  IV.2.6: Images TEM d’îlots d’In1-xGaxAs encapsulés par du Si à TC : (a) avant et (b) après 
un recuit rapide RTA à 600°C. 
 
Pour tenter de guérir ces défauts (micro-macles) et/ou de recristalliser le Si amorphe, nous avons 
testé différentes procédures de recuit rapide RTA (pour Rapid Thermal Annealing) sous flux 
d’azote. Pour ce type de recuit, la température de l’échantillon passe en trente secondes de 




l’ambiante à 600°C, température à laquelle il est maintenu pendant 15 s, puis l’échantillon est 
refroidi à l’ambiante. Nous avons choisi une température de 600°C afin d’éviter de dégrader les 
îlots pendant le recuit. L’ambiance azote est présente pour empêcher l’oxydation de l’échantillon. 
Après la procédure de recuit rapide RTA, on observe que le cap Si est totalement recristallisé 
(image TEM de la figure IV.2.6b). Par contre, les macles ne sont pas éliminées par le recuit. Par 
ailleurs, on peut observer sur l’image TEM de grandes « trainées » blanches dans le cap de Si qui 
laisse penser à de la diffusion de certains éléments de l’In1-xGaxAs dans le cap Si. Le recuit à haute 
température, même rapide, ne semble donc pas être une procédure qui puisse être utilisée pour 
améliorer les propriétés structurales de ces structures. 
 
IV.2.B.b Encapsulation d’ilots InAs par du Si à Tc puis avec une rampe de 
température: Si cristallin et effet « montgolfières » 
 
Un résultat particulier a été obtenu lorsqu’une procédure particulière a été utilisée pour 
l’encapsulation d’îlots d’InAs (fabriqués à Tc=350°C). Pour cet échantillon, le silicium a d’abord 
été déposé à la température de croissance (20 nm) puis en utilisant une rampe de température allant 
de 350°C à 600°C (30 nm). Les images TEM réalisées sur cet échantillon (Fig.IV.2.7) ont alors 
montré qu’un grand nombre de ces îlots se sont détachés de la surface du substrat de Si pour se 
retrouver telles des montgolfières d’InAs flottant dans la matrice de Si cristallin. 
 
Figure  IV.2.7: Images TEM montrant des îlots d’InAs (fabriqués à 350°C) et encapsulés par du Si 
(épaisseur de 50 nm) d’abord à Tc (20 nm) puis avec une rampe de température allant de 350°C à 
600°C (30 nm). Les îlots d’InAs « flottent » dans la matrice de Si cristallin. 
 
La figure IV.2.8 montre des images HRTEM des îlots d’InAs. Ils sont cristallins, en relation 
d’épitaxie avec le Si. Des macles sont cependant aussi observées dans la plupart d’entre eux. 




   
 
 
Figure  IV.2.8: Images HRTEM de différents îlots d’InAs « flottants ». 
 
La figure IV.2.9 présente une représentation schématique du mécanisme que nous avons imaginé 
pour rendre compte d’un tel phénomène. 
 
En premier lieu, nous pensons que ce phénomène n’est possible que parce qu’il n’y a pas de 
couche de mouillage dans le cas des îlots d’InAs. Le Si évaporé du canon à électrons peut alors 
directement s’épitaxier sur le Si découvert entre les îlots d’InAs. Le mécanisme envisagé est le 
suivant : par des processus d’échange se mettant en place au pied des îlots entre, d’une part, les 
atomes d’In et d’As des îlots et, d’autre part, les atomes de Si du substrat, les îlots seraient 
progressivement « décollés » de la surface initiale du Si pour « flotter » à la surface de la couche 




de Si en croissance. Ce mécanisme se poursuit jusqu’à ce que l’épaisseur de Si entourant l’îlot soit 
telle que le mécanisme d’échange ne puisse plus se produire. L’îlot est alors figé dans la matrice 
de Si et se recouvre alors par du Si jusqu’à la fin de la croissance du cap. Les mécanismes 
élémentaires sont certes difficiles à imaginer mais nous n’avons pas trouvé d’autres hypothèses 
pour rendre compte de ce résultat. 
 
Figure  IV.2.9: Représentation schématique du mécanisme imaginé pour rendre compte du 
« flottement » des îlots d’InAs dans la couche de Si. 
 
 
IV.2.B.c Encapsulation d’ilots InGaAs par du Si à T=250°C : Si:a 
 
Devant les grandes difficultés rencontrées pour encapsuler les îlots par du silicium cristallin, nous 
avons décidé de tester l’encapsulation avec du silicium amorphe afin de conserver l’intégrité des 
îlots en espérant que cela ne soit pas trop néfaste pour leurs propriétés optiques. 
La procédure d’encapsulation par du silicium amorphe consiste à descendre la température de 
l’échantillon immédiatement après la croissance des îlots d’In(Ga)As. La température a ainsi été 
abaissée à 250°C, température à laquelle le silicium ne cristallise plus. Pendant la descente en 
température, le flux d’arsenic est maintenu pour garantir l’intégrité structurale des îlots. 
 
La figure IV.2.10 montre des images TEM d’îlots d’In0,6Ga0,4As encapsulés avec du silicium 
amorphe. Nous avons noté qu’avec cette encapsulation une grande proportion des îlots possédait 




une forme pointue (Fig.IV.2.10b) semblant indiquer qu’ils conservaient leur forme initiale. Ainsi, 
de très beaux îlots pyramidaux avec des facettes (111) ont pu être obtenus (Fig.IV.2.11). 
 
 
Figure  IV.2.10: Images TEM d’îlots d’In0,6Ga0,4As encapsulés par du Si amorphe. 
 
Figure  IV.2.11: Images TEM d’îlots d’In0,6Ga0,4As encapsulés par du Si amorphe et révélant leur 
forme pyramidale. 
 
Les différentes procédures d’encapsulation ont été testées pour évaluer les propriétés optiques des 
îlots que nous allons présenter maintenant.   
 
 






IV.3 Caractérisation optique des boîtes d’In(Ga)As 
  
Nous présentons en préambule l’état des lieux au démarrage de la thèse. Nous discutons ensuite le 
choix des structures caractérisées. Les résultats de la caractérisation optique de nos échantillons 
par photoluminescence sont ensuite exposés. Nous terminons le chapitre par la présentation des 
résultats de mesures du photocourant réalisées sur une structure optimisée. 
 
 
IV.3.A L’état des lieux au démarrage de la thèse 
 
Dans cette partie, nous montrons les résultats de caractérisation optique obtenus dans la littérature 
sur des BQs d’InAs/Si fabriqués de deux manières différentes : des BQs épitaxiés par EJM, puis 
des BQs élaborées par implantation ionique. Les résultats préliminaires au projet BIQUINIS 
obtenus à l’INL sur des BQs d’InAs sur silicium élaborées par EJM sont aussi présentés.  
 
IV.3.A.a Photoluminescence des BQs épitaxiées d’InAs/Si 
 
Comme nous l’avons détaillé dans le second chapitre de ce manuscrit (partie II.5), plusieurs 
équipes ont étudié la croissance d’îlots d’InAs sur substrat de Si(001). La majorité de ces équipes 
ont fourni des résultats de caractérisations structurales et morphologiques (TEM, AFM diffraction 
X, etc…). Nous rappelons parmi celles-ci, les résultats de Cirlin et al et de Zhao et al (avec 
lesquels nos résultats correspondent particulièrement), et les résultats de Hansen et al et de Sharma 
et al. Parmi toutes ces équipes, il n’y a que Cirlin et al qui ont publié des résultats portant sur la 
caractérisation optique des échantillons. Dans ce qui suit, je vais exposer leurs résultats et 
interprétations suivant l’ordre chronologique avec lequel ils ont été publiés. 
 
En 1998 [123] les premiers spectres de PL sont publiés (Fig.IV.3.1a). L’échantillon fournissant le 
signal est constitué, d’après les auteurs, d’îlots d’InAs épitaxiés sur Si(001) selon le mode 
Stranski-Krastanov (SK) avec 7 monocouches d’épaisseur nominale de matière déposée. Les îlots 
sont encapsulés avec 20 nm de Si, mais la procédure d’encapsulation n’est pas décrite. Le signal 
dont le pic émerge à 0,969 eV avec une largeur à mi-hauteur de 100 meV a été attribué aux BQs 
d’InAs. La manifestation de recombinaisons sur d’éventuels défauts dans le substrat, dans le cap 
ou à l’interface d’InAs/Si, a été écartée par les auteurs après avoir caractérisé un échantillon du 
même type mais avec seulement 3MC d’InAs conduisant à une couche 2D au lieu des BQs. Cet 
échantillon de référence n’ayant fourni aucun signal de PL, Cirlin et al ont conclu que le 
confinement quantique dans le puits de 3MC rend l’interface InAs/Si de type II dans l’espace 
direct et dans l’espace réciproque, suggérant ainsi d’une manière indirecte que l’interface des BQs 
(assez grandes en taille) avec le Si est de type I. 
 




Dans une publication de 1999 [124], le même groupe montre la photoluminescence d’un 
échantillon d’îlots identique à celui de 1998 mais avec une couche d’encapsulation plus épaisse 
(50 nm). En plus de l’étude en fonction de la température (identique à celle de 1998), une étude en 
fonction de la puissance d’excitation est exposée. Cette dernière étude montre un décalage de la 
bande d’émission, en fonction de la puissance d’excitation, vers les hautes énergies. Les auteurs 
n’ont pas été clairs sur l’interprétation de ce décalage, mais ils penchaient vers une cause liée à 
l’accumulation de charges électriques dans les BQs. 
 
Figure  IV.3.1: Etude de la photoluminescence en fonction de la température, reportée de [123] 
(a), et en fonction de la température (b) et de la puissance d’excitation (c), reportée de [124]. 
 
Un des articles publiés en 2000 [132] présente une étude approfondie de la photoluminescence de 
l’échantillon SK de 7MC. Des indices sur la procédure d’encapsulation sont pour la première fois 
dévoilés : un recuit de la couche cap de silicium de 20 nm est effectué à 870°C. Comme nous 
l’avons nous-mêmes constaté, les auteurs se sont rendu compte que la majorité de l’InAs est 
« évaporé » à cette température de recuit. 
 
Dans la figure IV.3.2 nous montrons les spectres de PL en fonction de la puissance d’excitation et 
de PL résolue en temps extraits du même article. Le signal présenté (Fig.IV.3.2a ‘7ML InAs’) est 
formé d’une bande assez large (s’étendant sur plus de 100 meV) centrée à 1 eV et de deux autres 
pics : la réplique phonon TO (Transverse Optique) du silicium à 1,1eV et un autre pic à 0,82 eV. 
Nous pouvons voir que le substrat de Si vierge sur lequel a été épitaxié l’échantillon (Fig.IV.3.2a 
‘substrate 7ML InAs’) présente un signal faible à 0,82 eV probablement lié à des défauts du 
substrat de Si.  
En ce qui concerne la bande à 1 eV, les variations du maximum d’énergie et de l’intensité intégrée 
en fonction de la puissance d’excitation, sont typiques d’un système de matériaux présentant une 
interface de type II. 
L’étude du déclin de photoluminescence de la bande à 1 eV montre une constante de temps 
relative de 440±40 ns. Cette valeur, très grande par rapport à celle obtenue dans le silicium, qui est 
lui-même à gap indirect, a conduit les auteurs à revoir leur interprétation quant à l’origine de la PL. 




Cette fois le signal de PL est associé à des recombinaisons à travers une interface de type II entre 
les BQs d’InAs et le Si. 
 
 
Figure  IV.3.2: Comparaison de la PL d’un échantillon de BQs avec celle de deux échantillons 
référence (a), étude en fonction de la puissance d’excitation de la bande à 1 eV (b) et comparaison 
entre le déclin de PL de la bande à 1 eV et celui du Si [132]. 
 
Figure  IV.3.3: (I): Etude TEM en coupe transverse (a), en vue plane de l’échantillon typique 
décrit dans la référence de 1998 (b), et diffraction de la région notée SAD (Selected Area 
Diffraction) (c) [133]. (II) : Etude HRTEM en coupe transverse d’une zone ‘B’ de (I). Un ordre 
2x1 entre InAs et Si est montré. (III) : Etude HRTEM en vue plane d’une zone ‘B’ de (I). Un ordre 
3x1 entre InAs et Si est montré. 
 
Un autre article de 2000 [133], montre une étude détaillée en TEM d’un échantillon typique qui 
fournit la photoluminescence montrée depuis 1998 par le groupe. Les auteurs ont constaté que la 
taille des agglomérats d’InAs pur ne dépasse pas 3 nm. De si petites structures ne peuvent être à 




l’origine du signal de PL tout comme la couche bidimensionnelle de 3 nm étudiée plus tôt. Par 
ailleurs, les images TEM montrent (Fig.IV.3.3) que la couche d’encapsulation s’est transformée à 
haute température en une solution solide d’InAs-Si. Des régions de la couche cap à forte 
concentration en InAs montrent des structures ordonnées (2X1 dans la Fig.IV.3.3II et 3X1 dans la 
Fig.IV.3.3III ) de taille supérieure à 6 nm. Ces régions ont le potentiel pour localiser les porteurs 
de charge et fournir les recombinaisons de type II pouvant expliquer la PL observée. 
 
C’est ainsi que le groupe a interrompu ses recherches sur le sujet, l’équipe de Y.H. Xie (Zhao et 
al.) à UCLA continuant à publier sur le sujet jusqu’en 2005 sans pour autant avoir présenté des 
résultats de photoluminescence. 
 
IV.3.A.b Photoluminescence des nanocristaux d’InAs/Si élaborés par implantation 
ionique 
 
En 2001, Tchebotareva et al publient un article [145] sur la formation de nanocristaux d’InAs par 
implantation séquentielle d’un substrat de silicium. Deux approches ont été testées : soit l’In est 
implanté en premier, soit l’As. Après implantation, les échantillons sont recuits à 800°C pendant 
une première heure puis à 900°C pendant une seconde heure. Le recuit sert à guérir les défauts 
engendrés par l’implantation et aide la diffusion de l’In et de l’As, ce qui permet de former l’InAs. 
Des résultats de photoluminescence issus des échantillons implantés à l’As en premier sont 
reportés pour différentes températures (Fig.IV.3.4a). Même si les auteurs attribuent le signal à des 
nanocristaux d’InAs, ils restent prudents quant à cette interprétation. Il faut noter que la séquence 
d’implantation inverse (In en premier) ne mène pas à un signal de PL. Les auteurs expliquent cela 
par la présence d’une densité de défauts plus importante dans ces derniers échantillons. 
 
Figure  IV.3.4: (a) : Etude en fonction de la température du signal de PL obtenu sur des 
nanocristaux d’InAs/Si élaborés par implantation ionique [145]. (b) : Comparaison entre la PL 
d’un échantillon recuit à haute température (2) et celle d’un échantillon non recuit (1) [146]. 





Kamarov et al publient en 2008 un article [146] dans lequel des substrats de Si sont implantés avec 
de l’As et de l’In (dans cet ordre) à une température de 500°C puis recuits pendant 45 minutes à 
900°C. 
 
Dans la figure IV.3.4b sont reportés les résultats de la caractérisation PL de ces échantillons : le 
spectre d’un échantillon avant recuit montre une bande centrée à 0,92 eV attribuée par les auteurs à 
des recombinaisons radiatives sur des défauts engendrés par l’implantation ionique. Après recuit, 
une nouvelle composante se rajoute au signal précédent, notamment à 0,988 eV. Les auteurs 
attribuent l’origine de ce dernier pic à la présence de cristaux d’InAs. Ils soutiennent leur propos 
par un calcul de l’énergie d’émission des excitons dans des BQs d’InAs de taille comprise entre 4 
et 5 nm qui coïncide avec l’énergie du pic observé. Il faut noter que le modèle théorique qu’ils ont 
utilisé est un modèle simplifié du premier ordre : les trois paramètres choisis pour calculer 
l’énergie d’émission du système confiné sont : l’énergie du gap de l’InAs massif relaxé (sans 
contrainte), l’énergie de confinement dans une barrière de potentiel infinie, et l’énergie de Rydberg 
(forces de Coulomb) de l’exciton. Nous avons déjà vu dans le premier chapitre que les contraintes 
ont une influence majeure sur le comportement électronique de l’InAs et que l’alignement de 
bandes entre l’InAs et le Si est tel que le silicium n’est pas toujours une barrière de potentiel pour 
les électrons (encore moins une barrière de potentiel infinie). 
 
Dans un article de 2010 [147], Prucnal et al étudient différentes stratégies de recuit pour des 
échantillons de Si implantés à l’As puis à l’In à 500°C. Ils publient que la meilleure stratégie est 
celle utilisant un recuit éclair FLA (Flash Lamp Annealing) de 1000 à 1200°C d’une durée de 20 
ms. Les auteurs trouvent une corrélation entre d’une part, l’apparition du signal Raman 
correspondant à l’InAs cristallin et, d’autre part, l’apparition d’un signal de photoluminescence à 
1,3 μm (Fig.IV.3.5). Ils en déduisent que la luminescence est potentiellement liée à la présence 
d’îlots d’InAs. Enfin ils établissent que la température idéale de recuit est de 1150°C. Au-dessus 
de cette température la diffusion devient très grande et les îlots perdent leur qualité. 





Figure  IV.3.5: Spectre Raman et spectre de PL d’échantillons d’InAs/Si recuits à différentes 
températures par FLA (Flash Lamp Annealing) [147]. 
Malheureusement, comme nous le verrons dans la suite, ces bandes de PL correspondent aussi aux 
bandes associées aux dislocations répertoriées dans la littérature pour le silicium. Il est donc en fait 
impossible de conclure au vu de ces seuls résultats sur l’origine précise de la PL. 
 
IV.3.A.c Etudes préliminaires menées à l’INL 
 
Au cours des années 1999 et 2000 des premiers essais de croissance et d’encapsulation d’îlots 
d’InAs sur substrat de Si(001) ont été réalisés à l’INL. 
 
Un des échantillons a fourni un signal de luminescence dont le comportement optique était 
prometteur. La croissance de cet échantillon s’est déroulée dans les conditions suivantes : une 
température de croissance de 400°C, un rapport V/III de 10 et une quantité de matière nominale 
déposée de 3MC. 
 
L’encapsulation des îlots d’InAs par du silicium a été réalisée dans un réacteur PCVD relié sous 
vide à la chambre d’épitaxie. Le dépôt de silicium a été réalisé dans un plasma de silane (SiH4) 
dilué dans de l’hydrogène, ce qui a conduit au fait que le silicium de la couche d’encapsulation 
contienne toujours une certaine quantité d’hydrogène. La température de l’échantillon pendant 
l’encapsulation était maintenue à 300°C, ce qui implique que la couche de silicium est cristalline 
sur de petites zones entre les îlots. Les images TEM montrent de grosses BQs d’InAs de diamètre 
supérieur à 10 nm. Ces BQs sont toutes défectueuses et contiennent soit des dislocations soit des 
macles (Fig.IV.3.6). 





Figure  IV.3.6: Image TEM d’un îlot d’InAs encapsulé avec du silicium amorphe dans un réacteur 
PCVD (conditions de croissance de l’InAs : e = 3MC, Tc = 400°C, V/III = 20). 
 
La figure IV.3.7 montre les spectres de PL de l’échantillon pour différentes puissances 
d’excitation. En dessous de la réplique phonon du gap du silicium à 1,03 eV, on observe une bande 
large dont le maximum, voisin de 0,95 eV, se décale vers les hautes énergies (blue shift) lorsque la 
puissance d’excitation augmente. Un tel blue-shift sous l’effet de l’augmentation de la puissance 
d’excitation est la signature de recombinaisons de type II. Ce comportement était attendu du fait de 
la probable nature de type II de l’interface InAs/Si, et était très comparable aux résultats décrits par 
Heitz dans le groupe de Ledenstsov (Cyrlin et al.). 
 
Ce sont ces résultats qui ont encouragé à poursuivre les études sur ce sujet, et en particulier à 
étudier plus systématiquement la nature de l’interface d’InAs/Si sur laquelle les publications 
étaient à l’époque contradictoires. 




Figure  IV.3.7 : Etude de la PL en fonction de la puissance d’excitation d’un échantillon d’InAs/Si 
élaboré à l’INL avant ce travail. 
 
 
IV.3.B Etude de la photoluminescence des structures à BQs d’In(Ga)As/Si 
 
IV.3.B.a Photoluminescence du substrat et de la couche silicium d’encapsulation  
 
La majorité des échantillons étudiés en spectroscopie de PL dans ce travail sont composés d'îlots 
d’In(Ga)As épitaxiés sur un substrat de Si(001) et encapsulés avec du silicium évaporé au canon à 
électrons. Nous avons en effet décidé de mener d’abord une étude de spectroscopie optique des 
échantillons de BQs élaborés sur les substrats de silicium : dans ce cas nous attendions la signature 
d’une interface de type II entre In(Ga)As et Si. L’objectif était ensuite de passer à l’étude de la 
structure optimisée élaborée sur les substrats de SOI aminci. Par ailleurs, les spectres de PL 
mesurés dans une structure réalisée sur un substrat de Si massif restent relativement difficiles à 
interpréter, car il faut éliminer la contribution éventuelle de signaux parasites provenant du 
substrat de Si et/ou de la couche de Si d’encapsulation (bandes de défauts). C’est pourquoi nous 
avons mesuré les spectres de référence des différentes composantes de la structure (sans les BQs) 
avant de l’étudier elle-même. Nous avons donc caractérisé le substrat de silicium massif et un 
substrat sur lequel nous avons déposé une couche de silicium amorphe selon la procédure utilisée 
pour l’encapsulation. Or, la couche d’encapsulation de silicium est différente selon qu’elle est 
déposée sur du silicium ou sur un plan de BQs. L’attribution formelle de l’origine des pics de PL 
reste donc toujours sujette à caution. 





Dans la figure IV.3.8 nous avons reporté les spectres de PL enregistrés à basse température (17K) 
sur deux substrats de silicium vierges, pris au hasard dans le stock utilisé pour les études de 
croissance. Le silicium, semi-conducteur à gap indirect, émet un faible signal de 
photoluminescence assisté par l’émission de phonons [148]. On distingue sur le spectre les 
différentes répliques phonons observées classiquement dans le silicium : le pic principal à 1,1eV 
lié aux répliques phonons transverse optique (TO), une réplique TO à 1,03eV, et la réplique liée 
aux phonons transverse acoustique (TA) à 1,14eV. 
Figure  IV.3.8: Spectres de photoluminescence de deux substrats différents de silicium pris au 
hasard dans le même stock utilisé pour nos études de croissance. 
 
En plus des pics principaux liés au gap du silicium, un très faible signal (x10 ou x100 sur la 
Fig.IV.3.8) est détecté à des énergies inférieures à 0,9eV. Ce signal augmente vers les plus basses 
énergies, et varie d’un échantillon à un autre (20 fois plus fort entre (a) et (b) en Fig.IV.3.8). Des 
défauts dans le substrat sont probablement la cause de cette bande de PL. Malheureusement, la 
gamme d’énergie d’un signal de PL qui proviendrait des BQs est attendue dans cette même zone 
spectrale. 
Sur les spectres de certains échantillons constitués d’un plan d’îlots d’In(Ga)As épitaxié dans les 
conditions standard (Tc≈400°C, V/III=20) et encapsulé par 60nm de Si, nous retrouvons parfois, et 
selon la zone de mesure, un signal caractéristique que nous pensons provenir du silicium. Les 
images TEM de ces échantillons, montrent que le Si est mal cristallisé à l’aplomb des îlots, (voir 
partie IV.2.B.a de ce chapitre, par exemple Fig.IV.2.6).  





Figure  IV.3.9: Spectres de photoluminescence engendrés par des défauts dans le silicium mesurés 
sur : (a) un échantillon d’îlots encapsulés, et (b) un substrat de SOI aminci. 
 
Sur la figure IV.3.9, nous avons reporté des spectres de PL typiques que nous avons obtenus au 
cours de ce travail, montrant une bande de PL dans la gamme spectrale attendue. Ces spectres ont 
été enregistrés à différentes puissances d’excitation, d’une part sur un échantillon comportant un 
plan d’îlots encapsulés (a) et d’autre part sur un substrat de SOI aminci (b). 
Concernant la Fig.IV.3.9a, le signal de PL observé est constitué, en plus de la contribution du 
substrat, de quatre pics (D1-D4) répartis sur la plage d’énergie allant de 0,8eV à 1,02eV. Le 
décalage vers les hautes énergies de ces bandes quand la puissance d’excitation augmente serait 
compatible avec l’hypothèse d’une interface de type II. En effet dans le cas d’un alignement de 
type II la séparation spatiale d’une paire électron-trou (électron dans le silicium et trou dans 
l‘InGaAs) crée un champ électrique local qui déforme les bandes à l’interface [149]. Un puits de 
potentiel triangulaire surgit à chaque interface. A cause de la taille spatiale très petite de ces puits, 
des effets de confinement quantique intense apparaissent. Il faut souligner que, plus la puissance 
d’excitation du LASER est élevée, plus ce phénomène devient intense. Ce qui implique un 
déplacement du signal de luminescence vers les plus hautes énergies avec l’augmentation de 
l’intensité de la lumière d’excitation. 
 
Nous pensons toutefois que cette photoluminescence n’est pas liée à la présence de BQs : ce signal 
est plutôt lié à des recombinaisons radiatives qui ont lieu sur les bandes de dislocations du silicium 
[150-152]. Nous pouvons remarquer que le décalage en fonction de la puissance d’excitation des 
pics D1 et D2 est plus marqué que le décalage des pics D3 et D4. Ceci reflète les origines 
différentes des émissions de ces deux groupes de bandes de PL (D1-D2 et D3-D4) [153, 154]. 
Alors que l’origine des pics D3-D4 dans le silicium est bien connue (recombinaisons radiatives sur 
des segments de dislocations à 60° pour D4 et sa réplique phonon pour D3 [155, 156]) l’origine 




exacte des pics D1-D2 reste mal connue, mais toujours caractéristique de défauts dans le silicium. 
Bien que le décalage en fonction de la puissance d’excitation soit souvent reporté pour ces bandes 
du Si, les interprétations sont rares et impliquent des processus plus ou moins compliqués comme 
la saturation de niveaux d’énergies profonds [157]. 
Concernant les spectres de la Fig.IV.3.9b provenant de substrats défectueux de SOI aminci, nous 
observons aussi une bande de PL dans la même plage de longueurs d’ondes, moins résolue 
spectralement. Comme la bande de PL a un comportement comparable à celui des dislocations D1-
D4 du Si en fonction de la puissance d’excitation, nous pensons que ce signal pourrait aussi être 
attribué à des dislocations dans le Si.  
  
Dans la figure IV.3.10 nous montrons le spectre d’un substrat de Si(100) sur lequel nous avons 
déposé 60nm de silicium amorphe.  
La partie du spectre acquise à l’aide du détecteur CCD ‘Si’ (entre 1,3 et 2,2 eV) montre une bande 
à 1,6eV caractéristique du silicium amorphe [158]. Encore une fois aux énergies plus basses que 
1eV, le signal du silicium n’est pas nul. 
 
 
Figure  IV.3.10: Spectres de photoluminescence d’un substrat de silicium avec une couche déposée 
de silicium amorphe (60nm). 
 
Nous avons ainsi repéré les signaux de PL provenant des différentes parties des structures sans 
BQs. Ces références nous serons utiles pour interpréter correctement les spectres de PL de la 
structure complète. 
 




IV.3.B.b Photoluminescence des structures à BQs d’In(Ga)As/Si 
 
Plusieurs structures encapsulées différemment (selon toutes les méthodes décrites dans la partie 
IV.2.B) ont été caractérisées en PL. 
Parmi ces structures, seules quelques une dont la couche d’encapsulation a été élaborée à la 
température de croissance et qui ont subi un recuit particulier, in-situ à 600°C ont fourni un signal 
qui pourrait être attribué aux BQs. 
 
Dans le cas d’une couche d’encapsulation déposée à Tc, l’absence de luminescence s’explique par 
l’observation de silicium amorphe à l’aplomb des îlots (voir § IV.2.B.a). L’interface Si-
amorphe/Si-cristallin, efficace pour piéger les porteurs, se trouve en contact avec les îlots ce qui 
empêche les recombinaisons dans l’In(Ga)As.  
Par ailleurs, après un recuit rapide ex-situ (RTA), la couche d’encapsulation devient totalement 
cristalline mais contient une densité énorme de macles (voir Fig.IV.2.6) en contact avec les boîtes. 
Ces macles canalisent vers l’extérieur tous les porteurs qui y parviennent, d’où l’impossibilité 
d’observer les recombinaisons radiatives recherchées. 
 
De même, les structures encapsulées par une couche complètement amorphe (§ IV.2.B.b, 
Fig.IV.2.10) n’ont fournis aucun signal de PL dans la gamme spectrale d’intérêt. Il faut souligner 
que ce genre d’encapsulation est survenu à la fin de la thèse ce qui ne nous a pas permis de 
conduire des études complémentaires comme l’effet d’un recuit sous hydrogène. Ce genre de 
recuit est connu pour passiver les liaisons pendantes dans une couche de Si amorphe. Les liaisons 
pendantes quand elles sont proches des boîtes peuvent en effet nuire à la PL.  
 
Dans la figure IV.3.11 nous présentons la structure des échantillons qui ont fourni les signaux de 
photoluminescence discutés dans la suite. Les îlots d’In(Ga)As (avec une épaisseur d’In(Ga)As 
nominale de 2MC) ont été épitaxiés dans les conditions standard (Tc≈400°C, V/III=20). Après une 
encapsulation avec 20 nm de Si à Tc, une rampe de température de 400°C à 600°C a été appliquée 
tout en poursuivant le dépôt de la couche d’encapsulation jusqu'à ce que son épaisseur totale 
atteigne 50 nm. Une étude en fonction de la composition en Ga (dans In1-xGaxAs avec x=0 / 0,15 / 
0,2 / 0,4) a été faite sur ce genre d’échantillon. 
On s’attend à ce que la procédure d’encapsulation utilisée, tenant compte du très grand budget 
thermique, conduise à une couche de Si totalement cristalline. Par contre, en raison de la présence 
d’une couche de mouillage pour les ilots d’In1-xGaxAs, nous pensons que le mécanisme conduisant 
aux ilots flottants (« montgolfières ») ne serait alors pas possible et donc que les îlots d’In1-xGaxAs 
ne devraient pas être détachés de la surface du Si. 
 





Figure  IV.3.11: Représentation en coupe transverse de la structure des échantillons comportant 
un plan d’îlots d’In1-xGaxAs encapsulés par du Si cristallin d’abord à Tc (20 nm) puis avec une 
rampe de température 400-600°C (30nm). 
En plus des pics du silicium (le TO et sa réplique) les spectres de tous ces échantillons sont 
composés d’une large bande couvrant une grande fenêtre d’énergies en dessous de 1,1eV 
(Fig.IV.3.12).  
Figure  IV.3.12: Spectres de photoluminescence d’échantillons comportant un plan d’îlots       
d’In1-xGaxAs encapsulés par du Si cristallin d’abord à Tc (20 nm) puis avec une rampe de 
température 400-600°C (30nm). 
La bande observée s’élargit et se décale en énergie avec la variation de la composition. 
Normalement, une plus forte teneur en Ga entrainerait un élargissement du gap de l’In(Ga)As donc 




un signal de PL à plus haute énergie ce qui, clairement, n’est pas le cas pour nos échantillons. Par 
ailleurs une étude AFM (voir § III.3.A.b) sur des îlots épitaxiés dans les mêmes conditions (mais 
sans encapsulation) montre une légère tendance à l’augmentation de la hauteur avec la teneur en 
Ga (pour x<0,5 dans In1-xGaxAs). Cette augmentation en taille ou un effet de contrainte différent 
selon la composition en Ga pourrait être responsable du décalage observé dans l’éventualité d’une 
émission provenant des boîtes.  
 
Pour déterminer l’origine de la photoluminescence observée, une étude en fonction de la puissance 
d’excitation a été conduite. Le résultat obtenu pour l’échantillon d’îlots d ’In0,8Ga0,2As est montré 
en Fig.IV.3.13. Ce comportement est similaire pour tous les échantillons à faible concentration de 
Ga.  
La position du maximum de luminescence de la bande varie très peu en fonction de la puissance 
d’excitation ce qui nous permet d’écarter l’hypothèse d’un signal provenant d’une recombinaison 
de type II. De plus, les images TEM (de l’échantillon InAs Fig.IV.2.8) montrent une couche 
d’encapsulation cristalline exempte de défauts ce qui indique que la bande de PL observée dans ce 
cas n’est peut-être pas le résultat d’une convolution des pics de défauts D1 à D4 comme observé 
précédemment.  
Figure  IV.3.13: Spectre de photoluminescence en fonction de la puissance d’excitation de 
l’échantillon comportant un plan d’îlots d’In0,8Ga0,2As encapsulés par du Si cristallin d’abord à 
Tc (20 nm) puis avec une rampe de température 400-600°C (30nm). 
 
Pour le même type d’encapsulation, Cyrlin et al. [132-134] ont montré un signal de PL qui se 
décale vers les plus hautes énergies avec la puissance et l’ont associé à une solution solide d’InAs-
Si formée dans la couche d’encapsulation (Voir § II.4.C). 




Pour notre échantillon d’In0,8Ga0,2As nous n’avons pas pu détecter en TEM de zone semblable à 
celle observée par Cyrlin et al.. Par ailleurs la majorité des îlots d’InAs observés présentent des 




IV.3.C Etude du photocourant dans les structures à BQs d’In(Ga)As/Si 
 
En parallèle avec les essais restés non concluants des mesures de photoluminescence, nous avons 
entrepris de caractériser les propriétés d’absorption des échantillons. Le but principal était de 
trouver le seuil d’absorption des boîtes afin de pouvoir les exciter en résonance pour s’affranchir 
des centres de recombinaison non-radiatives présents dans la couche barrière. En effet 
contrairement au cas de la PL classique où les porteurs sont générés à haute énergie dans la couche 
barrière et relaxent vers les boîtes, dans le cas de l’excitation en résonance, les porteurs sont créés 
directement et uniquement dans les îlots et ont ainsi moins de probabilité de rencontrer une voie de 
recombinaison non-radiative, fréquente dans les matériaux défectueux. 
 
La mesure directe de l’absorption sur un échantillon à un plan unique de BQs est très difficile car 
la contribution du plan de BQs est très faible par rapport au reste de la structure. Notre choix s’est 
donc naturellement orienté vers la spectroscopie de photocourant, qui utilise une technique de 
mesure modulée avec détection synchrone, augmentant ainsi grandement la sensibilité de la 
mesure. 
 
IV.3.C.a Principe et technique de la spectroscopie de photocourant 
 
La spectroscopie de photocourant (PC) consiste à générer des porteurs de charges (électrons et 
trous) à travers l’absorption de photons d’énergie supérieure ou égale au gap du matériau étudié. 
Un champ électrique, imposé à travers des électrodes de contact, sépare les "photo-porteurs" avant 
qu’ils n’aient le temps de se recombiner. Ces derniers sont ensuite collectés par les mêmes 
électrodes et constituent le photocourant. 
 
Dans la figure IV.3.14 nous présentons un schéma du banc de mesure de photocourant. Une lampe 
de tungstène sert de source lumineuse qui fournit une plage continue de longueurs d’onde. Une 
longueur d’onde spécifique issue de la source peut être sélectionnée grâce à un monochromateur 
(Jobin Yvon HR640, avec un réseau de 600 traits/mm blasé à 750nm). Le faisceau sortant du 
monochromateur est d’abord filtré (filtre RG830 pour la zone 0,75-1.49eV et RG550 pour la zone 
1,27-2,25eV) du second ordre du réseau puis focalisé sur l’échantillon à l’aide d’une lentille. 
 
Le photocourant généré dans l’échantillon est ensuite récupéré à travers les électrodes et amplifié 
puis converti en une tension à l’aide d’un convertisseur Courant/Tension (Keithley 428). Une 
amplification à détection synchrone est utilisée afin d’améliorer le rapport signal/bruit. 




Enfin, un ordinateur relié au monochromateur et à la détection synchrone permet de commander la 
sélection de la longueur d’onde excitatrice, et d’acquérir le signal correspondant. Nous pouvons 
ainsi obtenir des spectres d’intensité de photocourant en fonction de la longueur d’onde pour la 
fenêtre de mesures choisies (0,75 à 2,25eV reconstitué a partir des deux fenêtres correspondante 
aux deux filtres utilisés).  
Figure  IV.3.14: Schéma du banc de spectroscopie de photocourant et d’un échantillon typique. 
 
Comme le plan de BQs est situé au-dessus d’une couche de silice isolante, la configuration des 
électrodes de collection la mieux adaptée pour nos échantillons est une configuration coplanaire, le 
transport latéral ayant lieu dans le plan de la couche contenant les BQs. L’éclairage de 




l’échantillon et la collection du photocourant se font respectivement entre deux plots adjacents sur 
la surface de l’échantillon. 
 
Les structures étudiées ont été réalisées en déposant par évaporation, sur la surface de silicium de 
nos échantillons, des électrodes circulaires (500μm de diamètre) en or ‘Au’ de 40 nm d’épaisseur 
et distantes d’un millimètre. Une fine couche d’accroche en titane a été déposée avant l’or pour 
assurer une bonne adhésion des électrodes sur le silicium. 
 
IV.3.C.b Photocourant dans les structures à BQs d’In(Ga)As/Si 
 
Sur un échantillon de SOI-25 (SOI aminci à 25nm) nous avons épitaxié des BQs d’In0,65Ga0,35As 
dans des conditions classiques (Tc = 400°C, V/III = 20). Les BQs ont été encapsulées à Tc=250°C 
avec 25nm de silicium amorphe et des plots d’Or ont été déposés sur la surface de la structure 
(Fig.IV.3.15). Un échantillon avec une structure identique mais ne contenant pas de BQs a aussi 
été élaboré. Ce dernier nous sert de référence pour les mesures. 
 
Figure  IV.3.15: Représentation en coupe transverse de la structure dédiée aux mesures de 
photocourant. 
 
Les mesures du courant en fonction de la tension (I(V)) entre deux électrodes voisines et en 
absence de lumière sont présentées dans la figure IV.3.16. La linéarité de la courbe pour 
l’échantillon et la référence démontre la nature ohmique des contacts. 
 
Les mesures de photocourant prises avec une polarisation de 5 V entre les électrodes sur 
l’échantillon d’In0,65Ga0,35As et la référence à température ambiante sont représentées dans les 
figures IV.3.17 et IV.3.18. 
 
En premier lieu nous avons étudié les spectres sur une grande fenêtre d’énergie (de 1 à 1,9 eV) 
(Fig.IV.3.17). Mise à part l’intensité relative qui peut varier à cause de petits changements dans 
l’alignement du banc optique, le signal mesuré est semblable dans les deux échantillons. En effet 
nous avons trouvé les mêmes seuils d’énergie pour les deux courbes. Un seuil d’énergie dans le 








Figure  IV.3.16:Mesures du courant en fonction de la tension I(V) en obscurité entre deux 
électrodes voisines sur l’échantillon et la référence dédiée au photocourant. 
 
 
Figure  IV.3.17:Comparaison entre le photocourant d’une structure contenant des BQs 
d’In0,65Ga0,35As et celui d’un échantillon référence. 
 




Le seuil trouvé autour de 1,2eV correspond à l’absorption sur l’énergie de bande interdite du 
silicium à 300K. Par ailleurs nous pouvons observer un autre seuil à 1,6eV qui est probablement 
lié à l’absorption dans la couche de silicium amorphe la d’encapsulation (qui est aussi présente 
dans l’échantillon référence mais sans les BQs). 
 
Pour la zone d’énergie comprise entre 0,7 et 1eV, nous avons étudié le spectre en augmentant 
l’amplification du signal au détriment du rapport signal/bruit. La figure IV.3.18 montre les deux 
spectres après un lissage du type Savitsky-Golay. Nous distinguons cette fois une grande 
différence entre le signal de l’échantillon et celui de la référence. 
 
En effet, nous trouvons sur la référence un seuil unique aux alentours de 0.83eV. Pour comprendre 
l’origine de ce seuil nous avons comparé la photoluminescence (voir Fig.IV.3.9b) provenant de la 
référence au signal de photocourant : l’énergie de seuil à 0.83eV est proche de la 
photoluminescence des défauts du substrat. 
 
Figure  IV.3.18: Spectres lissés de photocourant d’un échantillon d’In0,65Ga0,35As et de sa 
référence. 
 
Dans l’échantillon contenant les boîtes, en plus du seuil attribué aux défauts à 0,83eV nous 
trouvons sur le signal deux autres seuils d’absorption : le premier vers 0,81eV et le second aux 
alentours de 0,87eV. 
Ces deux seuils sont de bons candidats pour être interprétés comme provenant de l’absorption dans 
deux familles de BQs ayant des tailles différentes. 
 




Malheureusement, bien que le signal de l’échantillon soit différent de celui de la référence, ces 
deux seuils coïncident aussi avec l’énergie de PL des dislocations D1 et D2 dans le silicium (voir 
Fig.IV.3.9a). 
Sans mesures complémentaires sur d’autres structures avec des boîtes d’In(Ga)As de différentes 






Les problèmes techniques et fondamentaux liés à l’encapsulation des îlots d’In(Ga)As par du Si se 
sont révélés également très ardus. Dans ce chapitre nous avons présenté les différentes études 
menées sur l’encapsulation des îlots d’In(Ga)As par du silicium dans le réacteur III-V. Cette 
encapsulation dans le réacteur III-V nous a rendu la tâche particulièrement difficile. Le silicium 
encapsulant est souvent défectueux (maclé ou mi-cristallin mi-amorphe) et enrichi en arsenic. 
Nous ne pouvons pas remédier à ces défauts sans une activation thermique importante, ce qui 
détruit ou transforme alors le plan d’îlots. Notre choix s’est ainsi orienté vers le silicium amorphe 
déposé à basse température. Bien que le silicium amorphe n’apparaissait pas être le meilleur 
encapsulant pour des structures optoélectroniques, il semblait le moins désavantageux dans notre 
cas. Des BQs d’In(Ga)As encapsulées par du Si amorphe ont été caractérisées en 
photoluminescence. La majorité des échantillons n’a cependant pas conduit à un signal détectable. 
Seuls les échantillons ayant un cap Si totalement cristallin, pour lesquels le Si cap était déposé 
avec une rampe de température allant jusqu’600°C, ont fourni un signal de photoluminescence 
dans la zone prévue pour des BQs d’In(Ga)As. 
L’étude de la PL des échantillons de BQs d’In(Ga)As avec différentes compositions en indium sur 
substrat de Si a conduit à l’observation d’une bande de PL dans la gamme spectrale où l’on attend 
l’émission de ces BQs. Or ces résultats se sont révélés assez difficiles à interpréter, d’une part car 
la bande de PL n’avait pas le comportement typique d’une recombinaison de type II comme 
attendu à l’interface InAs/Si. D’autre part, la PL générée par des dislocations ou par du dopage 
non intentionnel dans le silicium pourrait aussi donner lieu à une bande de PL dans la même 
gamme d’énergie que celle attendue pour les BQs d’In(Ga)As. 
Enfin, il faut souligner que la présence de défauts dans la grande majorité des îlots d’In(Ga)As 
riche en indium que nous avons élaborés a contribué certainement à la réduction de l’intensité 
d’une éventuelle photoluminescence.  
Pour contourner le problème de l’alignement de type II, quelques structures complètes 
(SiO2/Si/In(Ga)As/Si/SiO2) sur des substrats de SOI aminci ont été réalisées. L’étape 
supplémentaire du dépôt de la silice n’ayant pas pu être optimisée dans le temps imparti pour ce 
travail, les premières structures ont conduit à des îlots tout ou partie oxydés et aucun signal de PL 
n’a pu être mesuré dans ces structures. 
Devant les difficultés pour obtenir une émission de photoluminescence clairement attribuable aux 
boîtes quantiques d’In(Ga)As dans le silicium, nous avons orienté notre étude vers des mesures de 
photocourant susceptibles de renseigner sur les seuils d’absorption dans les îlots et de permettre 




ainsi la spectroscopie de photoluminescence sous excitation résonnante. Deux seuils d’absorption, 
pouvant être liés à la présence de deux familles d’îlots ayant différentes tailles, ont été mis en 
évidence. Mais, à nouveau, ces seuils coïncident avec l’énergie des dislocations D1 et D2 du 
silicium. N’ayant pas eu le temps d’élaborer de nouvelles structures avec différentes compositions 
en indium et dédiées à la caractérisation par photocourant, nous n’avons pas pu attribuer de façon 
certaine l’existence de ces seuils d’absorption à la présence de niveaux confinés dans les boîtes 






Ce travail de thèse a été conduit dans le cadre du projet ANR PNano BIQUINIS dont le but était 
de réaliser un émetteur de lumière à base de BQs d’In(Ga)As, intégré sur un substrat de silicium. 
Le projet BIQUINIS était un projet risqué qui comportait différents verrous scientifiques et 
technologiques.  
 
Notre tâche a été décomposée selon deux axes majeurs menés en parallèle, l’un concernant la 
croissance et l’encapsulation de BQs III-V sur un substrat de silicium, et l’autre la caractérisation 
optique de ces structures. Ce travail intégrait le développement d’une méthode permettant 
d’encapsuler les BQs d’In(Ga)As par une fine couche de silicium afin d’assurer le confinement 
électronique de la structure pour permettre une émission de lumière. L’utilisation nécessaire de 
substrats de SOI amincis (couche de Si de 2 à 3 nm d’épaisseur maximum) dans le but de forcer 
l’interface Si/In(Ga)As à être de type I, a représenté un défi supplémentaire à ce travail. 
 
Notre travail a ainsi débuté par l’étude de la croissance par épitaxie par jets moléculaires d’îlots 
d’InAs sur des substrats de Si d’orientation (001). Compte tenu du fort désaccord paramétrique 
entre InAs et Si, nous avons montré que le mode de croissance, ainsi que la densité des îlots sont 
fortement dépendants du rapport des flux d’éléments V / éléments III. Par exemple, le mode 
Stranski-Krastanov est observé pour les faibles rapports V/III compris entre 1 et 2,5 impliquant 
une surface très pauvre en arsenic, alors que le mode Volmer-Weber se manifeste pour des valeurs 
plus élevées (typiquement supérieur à 5) de ce rapport V/III. Nous avons aussi observé que la 
densité des îlots varie inversement proportionnellement au rapport V/III. Ce type de variation a été 
associé au mode de croissance Volmer-Weber initié à basse température qui privilégierait un 
mécanisme de murissement des îlots d’autant plus fort que le rapport V/III serait élevé. Par contre, 
pour des valeurs comprises entre 300°C et 500°C, la température du substrat a peu d’influence sur 
la densité et la taille des îlots. Ces études ont été également menées sur des substrats de SOI 
aminci, étape nécessaire à la réalisation du démonstrateur final. La difficulté a résidé notamment 
dans les procédés de préparation de la surface du substrat avant la croissance, en particulier ceux 
impliquant les traitements thermiques.  
 
Lors de la croissance des îlots d’In1-xGaxAs, la présence de Ga réduit le désaccord paramétrique, 
mais induit une séparation de phase au sein des îlots obtenus à basse température : on obtient ainsi 
des îlots riches en In associés à une couche de mouillage riche en Ga. Alors que les îlots         
d’In1-xGaxAs dont la composition en indium est supérieure à 40% contiennent toujours des 
dislocations ou des macles, ceux dont la composition est inférieure ou égale à 40% peuvent être 
épitaxiés dans un état cristallin exempt de défauts structuraux de relaxation plastique. Il s’agit là 




En ce qui concerne l’encapsulation des îlots d’In(Ga)As par une fine couche de silicium, nous 
avons mis en évidence que l’état cristallin du silicium encapsulant varie selon le bilan thermique 
du procédé. Plusieurs cas de figures sont observés depuis le dépôt d’une couche de Si amorphe à 
basse température, jusqu’au dépôt d’une couche totalement cristalline pour les hautes températures 
(> 600°C). Pour les températures intermédiaires (entre 300°C et 500°C) la couche est cristalline 
sauf à l’aplomb des îlots où elle reste amorphe. 
 
Afin de remédier aux défauts observés dans la couche de silicium, nous avons envisagé de recourir 
à l’utilisation d’un recuit thermique rapide (RTA) post-croissance. Nous avons ainsi montré qu’il 
est possible de recristalliser complètement la partie amorphe par RTA à 600°C, mais la couche de 
Si contient alors une grande densité de macles, et les îlots sont dégradés si une trop forte 
température de recuit est utilisée. 
 
Nous avons aussi mis en évidence la difficulté d’encapsuler des îlots III-V par du silicium dans un 
réacteur EJM III-V. Des quantités d’arsenic importantes ont été ainsi été mesurées par RBS dans 
les couches de silicium d’encapsulation si les procédures n’étaient pas adaptées. Ces teneurs en 
arsenic ont pu être minimisées par des procédures optimisées.  
Finalement, seuls les échantillons avec une couche d’encapsulation de Si totalement cristallin 
(recuits à 600°C), ont fourni un signal de photoluminescence autour de 0,9 eV dans la gamme 
spectrale attendue pour des BQs d’In(Ga)As dans Si.  
 
Les propriétés optiques des îlots ont été également caractérisées à l’aide de la technique de 
mesures du photocourant. Pour cela, quelques structures complètes SiO2/Si/BQs 
In0,65Ga0,35As/Si/SiO2 ont été réalisées sur des substrats de SOI aminci, dans le but de forcer 
l’interface à être de type I, selon les résultats de simulation numérique réalisés par nos partenaires 
au cours du projet. Deux seuils d’absorption, pouvant correspondre à deux familles d’îlots de 
hauteur différente ont été détectés sur une structure dédiée, élaborée spécifiquement pour ce type 
de mesures. Des études complémentaires seraient néanmoins nécessaires pour confirmer que le 
signal mesuré provient bien de l’absorption par le plan d’îlots d’In0,65Ga0,35As. 
 
En résumé, nous n’avons malheureusement pas pu observer clairement de signal de 
photoluminescence provenant des îlots d’In(Ga)As insérées dans une matrice de silicium. 
L’absence de luminescence est probablement le résultat de deux conditions requises mais 
antagonistes: la réalisation d’îlots de très haute qualité structurale (îlots sans défauts de relaxation 
plastique) possible uniquement pour de l’In(Ga)As avec une teneur maximale en indium de 40%, 
et un alignement de bandes à l’interface BQs/Si de type I nécessitant une teneur en indium 
minimale de 50 à 70%. 
 
Ce travail a permis d’enrichir le savoir-faire concernant l’élaboration d’îlots d’In(Ga)As sur 
substrat de Si(001) ainsi que la maîtrise d’un dépôt de silicium dans un réacteur EJM III-V. Nous 
avons entre autres proposé une description et une interprétation cohérente des phénomènes 
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microscopiques qui régissent la formation des îlots. Nous avons aussi trouvé les conditions 





Même si l’objectif initial de ce travail de thèse n’est pas complètement rempli, les avancées 
théoriques et technologiques sont réelles et significatives. Elles pourront être exploitées dans les 
perspectives de ce travail, afin d’ouvrir la voie à une véritable filière optoélectronique III-V 
intégrable sur substrat de silicium.  
Différentes possibilités peuvent être envisagées, avec des degrés de complexité technologique plus 
ou moins importants. Une des voies consisterait à inclure de l’azote dans les BQs d’In(Ga)As dans 
le but de réduire le gap du matériau pour favoriser une interface de type I avec les compositions en 
gallium pour lesquelles le désaccord paramétrique permet une croissance d’îlots exempts de 
défauts structuraux de relaxation plastique (typiquement supérieure à 50%). Cette possibilité a déjà 
été largement employée - avec succès - pour l’épitaxie de couches 2D. Néanmoins, il nous semble 
que cette solution introduirait, de façon rédhibitoire, une grosse difficulté « matériau » 
supplémentaire, dans un contexte déjà très contraint du point de vue épitaxie. 
Une voie très différente, sans doute plus prometteuse, consiste à exploiter la technologie « nanofils 
III-V » sur substrat de silicium, toujours dans l’objectif de réaliser des émetteurs de lumière sur ce 
substrat. Cette voie parallèle est actuellement en cours de développement à l’INL dans le cadre 
d’un projet P2N 2011 financé par l’ANR (projet INSCOOP). Les efficacités de recombinaison 
radiative sont en effet naturellement très élevées dans les nanofils III-V même sur substrat de Si, et 
donc bien plus prometteuses en terme de potentialité de réalisation d’un émetteur de lumière 
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