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1. Introduction
The Grassmann algebra E arises naturally in many fields of physical and mathematical sciences.
Mathematically speaking, it is the largest algebra that supports an alternating product on vectors, and
can be easily defined in terms of other known objects such as tensors. The definition of the Grassmann
algebra makes sense for spaces not just of geometric vectors, but of other vector-like objects such
as vector fields or functions. The Grassmann algebra is also important in the theory of algebras with
polynomial identities. More precisely, Kemer proved that any associative PI-algebra over a field F of
characteristic zero is PI-equivalent to the Grassmann envelope of a finite dimensional associative su-
peralgebra. Moreover, the matrix algebrasMn(F), Mn(E) over E and its subalgebrasMp,q(E) (p + q =
n), generate the only non-trivial prime varieties. Over a field of characteristic 0, the latter algebras
are the “building blocks” for the T-prime T-ideals (see [11]) and, when the base field is of positive
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characteristic, they turned out to be crucial too (see, for example, [12–14]). In [16], Latyshev dealt with
the identities for the Grassmann algebra in characteristic 0 but his proof uses only characteristic dif-
ferent from 2. In [15], Krakowski and Regev proved that the polynomial [x1, x2, x3] forms a basis of the
polynomial identities of E in the case that the ground field has characteristic 0. In [9], Giambruno and
Koshlukov established that the last result is also true in the case the ground field is infinite of positive
characteristic. In [17], Regev studied an analog of a problem of Procesi about matrices, i.e., if there are
non-trivial polynomials overZwhich become identities overZp for E. It turned out that such polyno-
mials do not exist if 1 ∈ E but if 1 /∈ E the answer is positive. In particular, xp is a polynomial identity
for the non-unitary Grassmann algebra E∗. In [4], Di Vincenzo gave a different proof of the result of
Krakovsky and Regev and he also exhibited, for any k, finite bases of the identities of the Grassmann
algebra of a k-dimensional vector space. The result of Di Vincenzo has been generalized in positive
characteristic in [9], where the authors put in evidence how the fact that p  k or p > k affects the
T-ideal of E.
In the light of this it seems an interesting problem to investigate more closely the structure of
the graded polynomial identities of the Grassmann algebra. We recall some results about the graded
identities of the Grassmann algebra in the case the ground field has characteristic 0. The structure of
theZ2-graded identities of E with respect to its naturalZ2-grading is well known (see [10]). Recently,
Di Vincenzo and Da Silva give in [6] a complete description of the Z2-graded polynomial identities
of E with respect to any Z2-grading such that the generating space is homogeneous, while da Silva
computed the exact values of theZ2-graded codimensions of E in [3].More generally, if E isZp-graded,
in [1] Anisimov made an algorithm to compute the exact value of the graded codimension of E for any
Zp-grading of E, where p is a prime number. In his Ph.D. thesis [2] the author gives a description of
the G-graded polynomial identities of E in the case G is a finite abelian group of odd order. Moreover
he reduces the study of the TG-ideal of E to some subgroups G
′ with |G′| < |G| in the case G is a finite
abelian group of any order.
In this paper, we shall study the analog of the problem studied by Di Vincenzo and Da Silva in
[6]. In particular, we give a description of the T2-ideal of E in the case the ground field is infinite of
characteristic p > 2 for anyZ2-grading such that the generating space is homogeneous of E. We shall
see that the tool of the representation theory of the symmetric group is no longer useful in this case,
thenwe are allowed to use themethod of representations of the general linear groupGLm. Surprisingly,
the generating polynomials of the T2-ideals depend on the number k of homogeneous elements of the
linear basis of E having homogeneous degree 0 or 1 and on the fact that p  k or p > k. In all of these
cases a crucial role is played by the graded identity zp.
2. Z2-graded structures
In this section, we recall the definition of Z2-graded algebras (also called superalgebras) and
Z2-graded polynomial identities. Moreover we recall the definition of Y-proper polynomials that are
the main tool for the study of graded identities of graded algebras over infinite fields.
Definition 2.1. We say that A is aZ2-graded algebra or a superalgebra if A = A0⊕A1, where A0, A1 ⊆ A
are subspaces and AgAh ⊆ Ag+h holds for g, h ∈ Z2. The subspace Ag is called the homogeneous
component of A of degree g. We say that the elements a ∈ Ag are homogeneous of degree g and we
denote their degrees as ‖a‖ = g.
One defines Z2-graded subspaces of A, Z2-graded A-modules, Z2-graded homomorphisms and so
on, in a standard way (see, for example, [8] or [5], for more details).
We denote by F〈Y, Z〉 the free associative algebra generated by X = Y ∪Z,where Y = {y1, y2, . . .}
and Z = {z1, z2, . . .} are two countable sets of disjoint variables. Given a map ‖ · ‖ : X → Z2,
we can define a Z2-grading on F〈Y, Z〉 if we set ‖w‖ = ‖xj1‖ + · · · + ‖xjn‖ for any monomial
w = xj1 · · · xjn ∈ F〈Y, Z〉. The homogeneous component F〈Y, Z〉g ⊆ F〈Y, Z〉 is the subspace spanned
by all monomials of degree g.
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Definition 2.2. If A is a Z2-graded algebra, we denote by TZ2(A) the intersection of the kernels of all
Z2-graded homomorphisms F〈Y, Z〉 → A. Then TZ2(A) is a graded two-sided ideal of F〈Y, Z〉 and its
elements are called Z2-graded polynomial identities of the algebra A.
Note that TZ2(A) is stable under the action of anyZ2-graded endomorphism of the algebra F〈Y, Z〉.
Any Z2-graded ideal of F〈Y, Z〉 which verifies such property is said to be a TZ2 -ideal (or briefly a T2-
ideal). Clearly, any T2-ideal I is the ideal of the Z2-graded polynomial identities of the graded algebra
F〈Y, Z〉/I. Note also that for aZ2-graded algebra A, the quotient algebra F〈Y, Z〉/T2(A) is the relatively
free algebra for the variety of graded algebras generated by A.
Let Hh(F, d) ⊆ F〈x1, . . . , xh〉 be the vector space of homogeneous polynomials in the h variables{x1, . . . , xh|xi ∈ {yi, zi}} of degree d. If the ground field is infinite, a standard Vandermonde argument
shows that T2(A) is generated, as a T2-ideal, by the subspaces T2(A) ∩ Hh(F, d). We define the factor
space
Hh(A, d) = Hh(F, d)(A) := Hh(F, d)/(Hh(F, d) ∩ T2(A)),
then we shall denote with the symbol c
Z2
d (A) its dimension that we shall call dth Z2-graded homo-
geneous codimension of A. A useful tool for the study of the structure of Hh(A, d) is provided by the
representation theory of the general linear group (see the book [7] of Drensky, for more details). No-
tice that Hh(F, d) is a GLd-module with respect to the natural left action and Hh(F, d) ∩ T2(A) is a
GLd-submodule, hence Hh(A, d) is a GLd-module, as well. The study of the structure of Hh(A, d) can
be simplified considering some “specialized” subspaces of homogeneous polynomials. More precisely,
we fix s, t ∈ N and we set
Hs,t :=spanF〈w monomials of Hs+t(A, d)|y1, . . . , ys, z1, . . . , zt occur in w〉.
We observe that if s + t = d, the space Hs,t is a GLs × GLt-module, and the subspace Hs,t ∩ T2(A) is a
GLs × GLt-submodule, too. Now we can form the factor space
Hs,t(A, d) := Hs,t/(Hs,t ∩ T2(A))
that is a GLs × GLt-module, as well, and we shall denote with the symbol cs,t(A) its dimension.
Consider [x1, x2] = x1x2 − x2x1, the commutator of x1 and x2. Inductively one defines left normed
higher commutators by
[x1, . . . , xn−1, xn] = [[x1, . . . , xn−1], xn], n = 2, 3, . . .
In the sequel, we shall use the word commutators for the words left normed higher commutators.
Definition 2.3. A polynomial f ∈ F〈X〉 is called a proper polynomial if it is a linear combination of
products of commutators
f (x1, . . . , xn) =
∑
αi,...,j[xi1 , . . . , xip ] · · · [xj1 , . . . , xjq ], αi,...,j ∈ F.
Suppose now that we are dealing with Z2-graded algebras and consider the free algebra F〈Y, Z〉.
The Y-proper polynomials (see [8, Section 2]; [5, Section 2]) are the elements of the unitary F subal-
gebra B(Y, Z) generated by the elements of Z and by all non-trivial commutators. Roughly speaking, a
polynomial f ∈ F〈Y, Z〉 is Y-proper if all the y ∈ Y occurring in f appear in commutators only. Notice
that if f ∈ F〈Z〉, then f is Y-proper. It is well known (see, for instance, [5, Lemma 1, Section 2]) that all
graded polynomial identities of a superalgebra A follow from the Y-proper ones. This means that the
set T2(A) ∩ B(Y, Z) generates the whole T2(A) as a T2-ideal.
LetΓh(F, d) ⊆ B(Y, Z)be the vector space ofY-proper homogeneous polynomials in theh variables{x1, . . . , xh|xi ∈ {yi, zi}} of degree d. We define the factor space
Γh(A, d) = Γh(F, d)(A) := Γh(F, d)/(Γh(F, d) ∩ T2(A)),
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then we shall denote with the symbol C
Z2
d (A) its dimension that we shall call dth Z2-graded proper
homogeneous codimension of A. Notice that Γh(F, d) is a GLd-module with respect to the natural left
action and Γh(F, d) ∩ T2(A) is a GLd-submodule, hence Γh(A, d) is a GLd-module, as well. The study
of the structure of Γh(A, d) can be simplified as in the previous case. We say that w ∈ Γh(F, d) is a
Y-proper monomial, or monomial, if it has the following form:
w = zi1 · · · zim [zj1 , . . . , zj2] · · · [zjl , . . . , zjt ][yr1 , . . . , yr2] · · · [yra , . . . , yrb ].
We fix s, t ∈ N and we set
Γs,t :=spanF〈w monomials of Γs+t(A, d)|y1, . . . , ys, z1, . . . , zt occur in w〉.
We observe that if s + t = d, the space Γs,t is a GLs × GLt-module, and the subspace Γs,t ∩ T2(A) is a
GLs × GLt-submodule, too. Now we can form the factor space
Γs,t(A, d) := Γs,t/(Γs,t ∩ T2(A))
that is a GLs × GLt-module, as well, and we shall denote with the symbol Cs,t(A) its dimension.
3. Z2-gradings on the Grassmann algebra E
All the fields we refer to are infinite of characteristic p = 2. Let V be a vector space over F of
countable infinite dimension with basis {e1, e2, . . . , } and denote by Vk the subspace spanned by
e1, e2, . . . , ek . The Grassmann algebra E of V is the associative algebra with F-basis consisting of 1 and
all products of the form ei1ei2 · · · eik such that i1 < i2 < · · · < ik = 1, 2, . . . and with multiplication
induced by e2i = 0, eiej = −ejei. Analogously, one defines the non-unitary Grassmann algebra E∗ as
the subalgebra of E generated by the products ei1ei2 · · · eik such that i1 < i2 < · · · < ik . Denote by E0
the subspace of E spanned by 1 and by all basic elements of the form ei1ei2 · · · ei2m , wherem > 1, and
let E1 be the subspace spanned by all elements of the form ei1ei2 · · · ei2m+1 , where m > 0. Then E0 is
the center of E, and ab = −ba for every a, b ∈ E1.
We recall some well-known results about the Grassmann algebra that we shall use later on.
Theorem 3.1. The infinite dimensional Grassmann algebra E over an infinite field satisfies the identity
[x1, x2, x3]. More precisely, the T-ideal of E, i.e., T(E), is generated by the polynomial [x1, x2, x3].
We want to mention that in [16] Latyshev proved that if F has characteristic 0, then the T-ideal of
F〈X〉 generated by the polynomial [x1, x2, x3] is finitely generated as a T-ideal. The previous theorem
has been proved by Krakovsky and Regev if the ground field has characteristic 0 (see [15]). In [9],
Giambruno and Koshlukov give a complete proof of the theorem in the case the ground field is infinite
with characteristic p > 2.
From now on we shall indicate with the symbol I the T-ideal 〈[x1, x2, x3]〉T generated by the triple
commutator. In particular, I = T(E).
Lemma 3.2. The polynomial [x1, x2][x1, x3] belongs to I.
Following word by word the work of Regev in [17], we have the following lemma:
Lemma 3.3. If char(F) = p > 0, then E∗ satisfies the graded identity xp.
In this paper, we study the graded polynomial identities of Ewith respect anyZ2-grading such that
the generating vector space V is a homogeneous subspace. This is equivalent to consider a map
ϕ : V → Z2
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Now if w = ei1ei2 · · · ein ∈ E then the set Supp(w) := {ei1 , ei2 , . . . , ein} is the support of w and we
define the Z2-grading of w by
‖ei1ei2 · · · ein‖ = ‖ei1‖ + · · · + ‖ein‖.
If, for all ei ∈ B, one has ‖ei‖ = |ei| = 1 ∈ Z2, then we obtain the natural Z2-grading on E, that is:
|ei1ei2 · · · ein | :=
⎧⎨⎩ 0 if n is even1 otherwise
In this case, let E0 be the homogeneous component ofZ2-degree 0 and let E
1 be the component of
degree 1. As we said above, E0 = Z(E) is the center of E and ab + ba = 0 for all a, b ∈ E1. This means
that E satisfies the following graded polynomial identities: [y1, y2], [y1, z1], z1z2 + z2z1. Now, let us
consider theZ2-gradings on E induced by themaps ‖ · ‖k∗, ‖ · ‖∞, and ‖ · ‖k, defined, respectively, by
‖ei‖k∗ =
⎧⎨⎩ 1 for i = 1, . . . , k0 otherwise,
‖ei‖∞ =
⎧⎨⎩ 1 for i odd0 otherwise,
‖ei‖k =
⎧⎨⎩ 0 for i = 1, . . . , k1 otherwise.
4. Graded identities of Ek∗
We start the study of theZ2-graded identities of the Grassmann algebra with the grading induced
by the map ‖ · ‖k∗ . We shall see how the characteristic of the ground field affects the form of the
T2-ideal of the Grassmann algebra.
We use Lemma 3.3 to obtain the following result:
Proposition 4.1. If char(F) = p > 0, then Ek∗ satisfies the identity zp.
Proof. It is sufficient to observe that for any w ∈ E1k∗ one has that w ∈ E∗, then the result follows in
the light of Lemma 3.3. 
Lemma 4.2. The monomial z1 · · · zk+1 is a Z2-graded identity of Ek∗ .
Proof. From the definition of Ek∗ it follows that if a ∈ E1k∗ then a contains one among e1, . . . , ek.
Hence if a1, . . . , ak+1 ∈ E1k∗ , the product a1 · · · ak+1 =
∑
αei1 · · · eik+1 that is 0 because one among
e1, . . . , ek repeats at least twice in each of the summands. 
The following statements will be crucial in what follows:
Lemma 4.3. The polynomials t2n = [y1, y2][y3, y4] · · · [y2n−1, y2n] are notZ2-graded identities of Ek∗,
n = 1, 2, . . .
Proof. It suffices to observe that t2n(ek+1, . . . , ek+2n) = 2nek+1 · · · ek+2n = 0. 
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Lemma 4.4. Consider the monomial t = zr11 · · · zrll such that
∑l
i=1 ri  k. Let r = maxi{ri} and suppose
that p > r. Then t is not a Z2-graded identity of Ek∗.
Proof. Consider the Z2-graded substitution ϕ : F〈Y, Z〉 → E such that:
z1 → e1ek+1 + e2ek+2 + · · · + er1ek+r1
z2 → er1+1ek+r1+1 + · · · + er1+r2ek+r1+r2
...
zi → er1+···+ri−1+1ek+r1+···+ri−1+1 + · · · + er1+···+ri ek+r1+···+ri
...
zl → er1+···+rl−1+1ek+r1+···+rl−1+1 + · · · + er1+···+rl ek+r1+···+rl .
Due to the parity of ϕ(zi), we have that for any i = 1, . . . , l
z
ri
i = ri!er1+···+ri−1+1ek+r1+···+ri−1+1 · · · er1+···+ri ek+r1+···+ri .
Finally we have that
ϕ
(
z
r1
1 · · · zrll
)
= ±
l∏
i=1
ri! · e1 · · · er1+···+rl ek+1 · · · ek+r1+···+rl .
Due to the fact that p > r, we have that p is not a factor of
∏l
i=1 ri!, then the latter is different from 0
and we are done. 
Remark 4.5. Notice that the previous lemma is true even in the general case in which degzi t = ri.
In fact, the parity of the various ϕ(zi) gives us the possibility to use (in the computation) the same
arguments used for t = zr11 · · · zrll . For example, if t = zs11 zr22 zs21 zr33 · · · zrll , such that s1 + s2 = r1, we
consider the substitution ϕ of the theorem. We have that ϕ(z1) commutes with ϕ(z2), then ϕ(t) =
ϕ(z
r1
1 · · · zrll ) and we are done. We can argue analogously for the general case.
We have all the necessary tools to state the main result of the section. In fact, we have that:
Theorem 4.6. Let p, k ∈ N, where p is prime. Over an infinite field F of characteristic p = 2 such that
p > k, all Z2-graded polynomial identities of Ek∗ are consequences of the graded identities:
[x1, x2, x3], z1 · · · zk+1.
On the other side, if p  k, all Z2-graded polynomial identities of Ek∗ are consequences of the graded
identities:
[x1, x2, x3], z1 · · · zk+1, zp.
Proof. Suppose firstly that p > k. Let f (x1, . . . , xn) ∈ B(X) = B(Y, Z) be an identity of E and write
f = ∑αuu1 · · · uk, where the uj ’s are Y-proper polynomials. Notice that the ground field is infinite,
then we can assume f multihomogeneous. Due to the identity [x1, x2, x3] we may assume that all
the commutators appearing in the uj ’s are of the form [xa, xb]. The identity z1 · · · zk+1 gives us the
possibility to consider only at most k variables ofZ2-degree 1 appearing in f . Hence f can be reduced
to the form∑
αzi1 · · · zil [y1, y2] · · · [ys−1, ys][zj1 , zj2 ] · · · [zjm−1 , zjm ]
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if s is even or∑
αzi1 · · · zil [y1, y2] · · · [ys−2, ys−1][ys, zj1 ][zj2 , zj3 ] · · · [zjm−1 , zjm ]
if s is odd, where l+m+ s = n, l+m  k and the indices are ordered. We shall work only in the case
s is even because the other case can be treated analogously. Let h be the number of different variables
of degree 1 appearing in f and suppose that for any i = 1, . . . , h, degzi f = ri. By Lemma 3.2 we have
that f must be multilinear in the commutators, i.e.,
z
d1
1 · · · zdhh [y1, y2] · · · [ys−1, ys][zj1 , zj2] · · · [zjm′−1 , zjm′ ],
where di ∈ {ri, ri−1},m′  m and the indices are ordered. Suppose on the contrary that the previous
polynomials are not linearly independent modulo TZ2(E), then there exist non-zero coefficients such
that ∑
αz
d1
1 · · · zdhh [y1, y2] · · · [ys−1, ys][zj1 , zj2 ] · · · [zjm′−1 , zj′m ] ∈ TZ2(E).
Consider now the following substitution
ϕ : F〈Y, Z〉 → E
such that:
yi → ek+i
z1 → e1ek+s+1 + e2ek+s+2 + · · · + er1ek+s+r1
z2 → er1+1ek+s+r1+1 + er1+2ek+s+r1+2 + · · · + er1+r2ek+s+r1+r2
...
zh → e∑h−1
j=1 rj+1ek+s+
∑h−1
j=1 rj+1 + · · · + e∑hj=1 rj ek+s+∑hj=1 rj
.
In the light of Lemmas 4.3 and 4.4, we have that the polynomial
f1 = zr11 · · · zrhh [y1, y2] · · · [ys−1, ys]
is the only non-vanishing summand of f under the valuation ϕ. Then ϕ(f ) = 0 if and only if the
coefficient of f1 is 0. Suppose now that the coefficient of f1 is 0 and consider the following substitution
ψa,b : F〈X〉 → E
such that:
yi → ek+i
z1 → e1ek+s+1 + e2ek+s+2 + · · · + er1ek+s+r1
z2 → er1+1ek+s+r1+1 + er1+2ek+s+r1+2 + · · · + er1+r2ek+s+r1+r2
...
za → e∑a−1
i=1 ri+1 + e∑a−1i=1 ri+2ek+s+∑a−1i=1 ri+2 + · · · + e∑ai=1 ri ek+s+∑ai=1
...
zb → e∑b−1
i=1 ri+1 + e∑b−1i=1 ri+2ek+s+∑b−1i=1 ri+2 + · · · + e∑bi=1 ri ek+s+∑bi=1
...
zh → e∑h−1
j=1 rj+1ek+s+
∑h−1
j=1 rj+1 + · · · + e∑hj=1 rj ek+s+∑hj=1 rj
.
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By Lemmas 4.3, 4.4 and their proofs we have that the evaluation under ψa,b of the polynomial
fa,b = zr11 · · · zra−1a · · · zrb−1b · · · zrhh [y1, y2] · · · [ys−1, ys][za, zb]
is
±2s+1 · ∏
i∈{1,...,̂a,...,̂b,...,}
ri! · (ra − 1)!(rb − 1)! · e1 · · · e∑h
i=1 ri ek+1 · · · ek+s
and that fa,b is the only non-vanishing summand of f under the valuation ψa,b. Then ψa,b(f ) = 0 if
and only if the coefficients of fa,b are 0. Arguing in the same way we are able to find substitutions φ
such that φ(f ) = 0 if and only if the coefficient of each of the summands of f is 0. This easily shows
the contradiction andwe are done. If p  k, Ek∗ satisfies the graded identity zp, then f can be reduced
to the form
z
d1
1 · · · zdhh [y1, y2] · · · [ys−1, ys][zj1 , zj2 ] · · · [zjm′−1 , zjm′ ],
where di ∈ {ri, ri − 1}, m′  m, di < p and the indices are ordered. We follow now word by word
the proof for the case p > k taking into account that di < pmake us able to use again Lemma 4.4. 
5. The natural grading and E∞
We shall exploit now the graded identities of the Grassmann algebra endowed with its natural
grading and with the grading induced by the map ‖ · ‖∞. In what follows we shall use the so called
Jordan product notation, i.e.,
x1 ◦ x2 := x1x2 + x2x1
We observe that the argument used in Lemma 4.4 and Proposition 4.1 apply also in the case E is
endowed with its natural grading and with the grading induced by the map ‖ · ‖∞, i.e., E∞. In fact, we
have that:
Lemma 5.1. Consider the monomial t = zr11 · · · zrll and let r = maxi{ri}. If p > r, then t is neither a
Z2-graded identity of E nor of E∞.
The previous result provides us a useful argument to establish the following theorem:
Theorem 5.2. Over an infinite field F of characteristic p > 2 all Z2-graded polynomial identities of E
endowed with the natural grading are consequences of the graded identities:
[y1, y2], [y1, z1], z1 ◦ z2, zp.
Proof. The fact that the polynomials
[y1, y2], [y1, z1], z1 ◦ z2
are graded identities of E is well known. Proposition 4.1 gives that zp is a graded identity of E. Since
1 ∈ E0 it is sufficient to prove that all Y-proper identities of E follow from the above identities. Let
f (x1, . . . , xn) ∈ B(Y, Z) be an identity of E and write f = ∑αuu1 · · · uk, where the uj ’s are Y-proper
polynomials. Notice that the ground field is infinite, then we can assume f multihomogeneous. Due
to the identities [y1, y2] and [y1, z1] we may assume that all the commutators appearing in the uj ’s
are of the form [xa, xb]. In the light of the graded identities [y1, y2] and [y1, z1] we have also that
f does not contain variables of Z2-degree 0. The graded identities z1 ◦ z2, zp and the fact that f is
multihomogeneous yield that f can be reduced to the form
f (x1, . . . , xn) = αzr11 · · · zrss ,
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where α ∈ F and ri < p. Hence if α = 0 in F , by Lemma 5.1 we have that f is not a graded identity of
E. Therefore α = 0, and we are done. 
We shall consider now the Grassmann algebra E∞ endowed with the grading induced by the map‖ · ‖∞. We have the following theorem:
Theorem 5.3. Over an infinite field F of characteristic p > 2 all Z2-graded polynomial identities of E∞
are consequences of the graded identities:
[x1, x2, x3], zp.
Proof. Let f (x1, . . . , xn) ∈ B(Y, Z) be a multihomogeneous graded identity of E∞ and write f =∑
αuu1 · · · uk, where the uj ’s are Y-proper polynomials. With the same notations of Theorem 4.6, it
follows that f can be reduced to the form∑
αz
d1
1 · · · zdhh [y1, y2] · · · [ys−1, ys][zj1 , zj2 ] · · ·
[
zjm′−1 , zj′m
]
if s is even or∑
αz
d1
1 · · · zdhh [y1, y2] · · · [ys−2, ys−1][ys, zj1][zj2 , zj3] · · ·
[
zjm′−1 , zj′m
]
if s is odd,where the indices are ordered.We shall work only in the case s is even because the other case
can be treated analogously. Suppose by contradiction that the previous polynomials are not linearly
independent modulo TZ2(E∞), then exist non-zero coefficients such that∑
αz
d1
1 · · · zdhh [y1, y2] · · · [ys−1, ys][zj1 , zj2 ] · · ·
[
zjm′−1 , zj′m
]
∈ TZ2(E∞).
We follow now word by word the arguments used in Theorem 4.6. In particular, we consider the
following substitution
ϕ : F〈Y, Z〉 → E
such that:
yi → e2i
z1 → e1e2(s+1) + e3e2(s+2) + · · · + e2r1−1e2(s+r1)
z2 → e2(r1+1)−1e2(s+r1+1) + e2(r1+2)−1e2(s+r1+2) + · · · + e2(r1+r2)−1e2(s+r1+r2)
...
zh → e2(∑h−1j=1 rj+1)−1e2(s+∑h−1j=1 rj+1) + · · · + e2∑hj=1 rj−1e2(s+∑hj=1 rj)
.
In the light of Lemmas 4.3 and 4.4, we have that the polynomial
f1 = zr11 · · · zrhh [y1, y2] · · · [ys−1, ys]
is the only non-vanishing summand of f under the substitution ϕ. Then ϕ(f ) = 0 if and only if the
coefficient of f1 is 0. Arguing in the same way we are able to find substitutions φ such that φ(f ) = 0 if
and only if the coefficient of each of the summands of f is 0. This easily shows the contradiction and
we are done. 
6. Graded identities of Ek: the structure of Γ0,m(Ek) and Γ1,m(Ek)
We start the study of the graded identities of Ek . Due to the fact that the elements of the homoge-
neous component E0k have a lot of elements of odd length, the computations are very complicated. For
this reason, it is desirable to study some special subspaces of homogeneous proper polynomials that
give information about the structure of the T2-ideal of Ek. We make use of the ideas developed by Di
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Vincenzo and Da Silva in [6] adapted to the case of homogeneous polynomials instead of multilinear
ones. We recall further that Proposition 4.1 gives us that the polynomial zp is also a graded identity
of Ek.
The following lemmas are well known:
Lemma 6.1. If l ≡ 0(mod 2), then Γl,m is spanned modulo I by the polynomials
z
ri1
i1
· · · zrisis [y1, y2] · · · [yl−1, yl],
where
∑s
j=1 rij = m. That is: for any f ∈ Γl,m there exists g ∈ Γ0,m such that
f (y1, . . . , yl, z1, . . . , zs) ≡ g(z1, . . . , zs)[y1, y2] · · · [yl−1, yl](mod I).
Lemma 6.2. If l ≡ 1(mod 2) and m  1, then Γl,m is spanned modulo I by the polynomials
z
ri1
i1
· · · zrisis [z, y1] · · · [yl−1, yl],
where
∑s
j=1 rij = m. That is: for any f ∈ Γl,m there exists g ∈ Γ1,m such that
f (y1, . . . , yl, z1, . . . , zs) ≡ g(z1, . . . , zs, y1)[y2, y3] · · · [yl−1, yl](mod I).
In the even case we also have that:
Lemma 6.3. If l ≡ 0(mod 2) and f ∈ Γl,m, then
(1) if l  k + 1 then f ∈ T2(Ek),
(2) if l  k then f ∈ T2(Ek) ⇔ g ∈ T2(Ek−l).
In the odd case we have an analog of the previous lemma:
Lemma 6.4. If l ≡ 1(mod 2), m  1 and f ∈ Γl,m, then
(1) if l  k + 1 then f ∈ T2(Ek),
(2) if l  k then f ∈ T2(Ek) ⇔ g ∈ T2(Ek−l+1).
The above lemmas lead us to study just Γ0,m ∩ T2(Ek) and Γ1,m ∩ T2(Ek) for all k.
We consider firstly Γ0,m, then it is easy to see that Γ0,m is generated, modulo I, by the polynomials
z
ri1
i1
· · · zrisis [zj1 , zj2 ] · · · [zjt−1 , zjt ],
where t is even,
∑s
j=1 rij = m− t and the ir ’s and the jr ’s are, respectively, ordered. Analogously, Γ0,m
is generated, modulo the T2 ideal generated by I and zp, by the polynomials
z
ri1
i1
· · · zrisis [zj1 , zj2 ] · · · [zjt−1 , zjt ],
where t is even,
∑s
j=1 rij = m− t and the ir ’s and the jr ’s are, respectively, ordered with the condition
rin < p. From now on we shall indicate with the symbol I(p) the T2-ideal generated by I and z
p.
Let f = zri1i1 · · · z
ris
is
[zj1 , zj2 ] · · · [zjt−1 , zjt ] and consider the set
S = {different homogeneous variables appearing in f } ⊆ {z1, . . . , zm}.
If h = |S|, then S = {zi1 , . . . , zih}. The polynomial f belongs now to the homogeneous component
Γ[h] = (0, . . . , 0,mi1 , 0, . . . , 0,mi2 , 0, . . . , 0,mih , 0, . . . , 0)
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of Γ0,m. With abuse of notation, sometimes we shall use the symbol (m1, . . . ,mh) to indicate the
homogeneous component
(0, . . . , 0,mi1 , 0, . . . , 0,mi2 , 0, . . . , 0,mih , 0, . . . , 0).
Notice also that f is linear in the commutators. We consider now
T = {j1, . . . , jt} ⊆ S
and let us denote the previous polynomial by
fT (zi1 , . . . , zih)
(respectively, fT (p)(zi1 , . . . , zih)). Therefore anyelement ofΓ[h] is,modulo I (I(p)), a linear combination
of polynomials fT (fT (p)), that is
f ≡ ∑
T
αT fT (mod I)
for some αT ∈ F.
Definition 6.5. Form  2 let
gm(zi1 , . . . , zih) =
∑
T
|T| even
(−2)− |T|2 fT ,
moreover put g1(z1) = z1.
We recall the following facts without proofs (see [6] for more details):
Proposition 6.6. The polynomial gk+2(z1, . . . , zk+2) is a Z2-graded polynomial identity of Ek.
Definition 6.7. Let Jk be the T2-ideal of the superalgebra F〈Y, Z〉 generated by I and the polyno-
mial gk+2(z1, . . . , zk+2) and Jk(p) be the T2-ideal of the superalgebra F〈Y, Z〉 generated by I(p) and
gk+2(z1, . . . , zk+2).
Lemma 6.8. In the free superalgebra F〈Y, Z〉 we have:
(1)
z1 · · · zk+2 ≡
∑
T =∅
|T| even
−(−2)− |T|2 fT (mod Jk)(Jk(p))
(2)
z2 · · · zk+2[z1, zk+3] ≡
∑
T ′
βT ′ fT ′ (mod Jk)(Jk(p))
for some βT ′ ∈ F and T ′ ⊆ {1, . . . , k + 3}, moreover if |T ′| = 2, then 1 /∈ T ′.
Remark 6.9. Under adequate substitution of the variables it is possible to obtain the analog of Lemma
6.8 for homogeneous polynomials. Suppose k = 1, and let F be a field of characteristic p > 3, then
we have
z1z2z3 ≡ 1
2
z1[z2, z3] + 1
2
z2[z1, z3] + 1
2
z3[z1, z2](mod Jk).
We consider now all the possible multihomogeneous components (m1,m2,m3) of total degree 3 and
we consider the substitutionϕ such thatϕ(zi) = Zj = zj and for any i = 1, 2, 3 one has that |Zi| = mi.
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Consider, for example, the multihomogeneous component (2, 1, 0), then in the light of Lemma 6.8,
we get the following equivalences modulo J1:
• z21z2 ≡ 12 z1[z1, z2] + 12 z1[z1, z2] = z1[z1, z2],• z1z2z1 ≡ − 12 z1[z1, z2] + 12 z1[z1, z2] = 0,• z2z21 ≡ − 12 z1[z1, z2] − 12 z1[z1, z2] = −z1[z1, z2].
We observe that if we consider the multihomogeneous component (3, 0, 0), we get z31 ≡ 0 and this
shows that the identity zp follows from g3(z1, z2, z3).
We have now the following proposition:
Proposition 6.10. For all m  1, Γ0,m is spanned modulo Jk by
∑
Γ[h]
h−1∑
s=m−(k+1)
(
h − 1
s
)
polynomials. On the other hand, for all m  1, Γ0,m is spanned modulo Jk(p) by
∑
Γ[h]
h−1∑
s=m−(k+1)
(
h − 1
s
)
polynomials, where the sum runs on all multihomogeneous components (m1, . . . ,mh) such that mi  p
for any i = 1, . . . , h.
Proof. First of all, we observe that Γ0,m is generated by its homogeneous components. Let Γ[h] be one
of those homogeneous components and, aswe said above,Γ[h] is spannedmodulo I by the polynomials
fT = zri1i1 · · · z
ris
is
[zj1 , zj2] · · · [zjt−1 , zjt ],where T = {j1, . . . , jt}, |T| = t is even and the indices ir ’s and
jr ’s are, respectively, ordered. By the previous lemma and the remark following it, if m  k + 2,
then modulo Jk, any polynomial fT is a linear combination of polynomials fS (belonging to the same
homogeneous component). Moreover, the polynomials fS are linear in the commutators. Then the total
number of the fS depends on the number of variables appearing in it, i.e., equals h. Let s = |S|, then
if m ≡ k + 1(mod 2) and m − s = k + 1, we can assume 1 /∈ S. Let us denote by d[h] = d[h](k) the
number of such polynomials fS. We get the following values for d[h]:
• ifm ≡ k (mod 2) then d[h] = ∑hs=2,s even,m−s(k+1) (hs) = ∑h−1s=m−(k+1) (h−1s )
• if m ≡ k + 1 (mod 2) then d[h] =
(
h−1
m−(k+1)
)
+∑hs=2,s even,m−sk (hs) = ( h−1m−(k+1)) +∑h−1s=m−k(
h−1
s
)
= ∑h−1s=m−(k+1) (h−1s ).
Clearly ifm  k + 1 we get the desired result because in this case we have
m∑
s=0,s even
(
h
s
)
=
m−1∑
s=0
(
h − 1
s
)
spanning polynomials and we are done because
(
h−1
s
)
= 0 for all s  h.
Moreover, modulo Jk(p), Γ[h] is spanned by the polynomials
fT = zri1i1 · · · z
ris
is
[zj1 , zj2 ] · · · [zjt−1 , zjt ],
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where T = {j1, . . . , jt}, |T| = t is even and the indices ir ’s and jr ’s are, respectively, ordered with the
additional condition that ri1 , . . . , ris are bounded by p − 1. Now we may observe that the number of
the generating polynomials depends again on the number of variables only and we are done. 
Consider now the following polynomials:
Definition 6.11. Let Γ[h] be a homogeneous component of Γ0,m and l  h  m. Let us define
tl(zi1 , . . . , zih) =
∑
σ
Sl(zσ−1(i1), zi2 , . . . , zil)zσ−1(il+1) · · · zσ−1(ih),
tl(p)(zi1 , . . . , zih) =
∑
σ
Sl(zσ−1(i1), zi2 , . . . , zil)zσ−1(il+1) · · · zσ−1(ih),
where Sl(u1, . . . , ul) denotes the standard polynomial of degree l and degzis tl(p) < p.
Remark 6.12. The polynomials tl, tl(p) correspond to the semi-standard Young tableau of the hook
partition (m − l + 1, 1l−1) = (1 + b, 1m−b−1).
Lemma 6.13. If b = m− l  k and p > k, then tl is not a graded identity of Ek. If p  k, then tl(p) is not
a graded identity of Ek.
Proof. Suppose firstly p > k. Since b  k, there exist at most b central elements of odd degree in Ek
with pairwise disjoint supports. More precisely, let us consider the sets
S1 = {distinct variables appearing in the leg of the hook} = {z1, . . . , zl−1},
S2 = {variables appearing only in the arm of the hook} = {zl, . . . , zh},
then we consider the substitution ϕ : F〈Y, Z〉 → E such that:
z1 → e1 + e2ek+2 + · · · + en1ek+n1
z2 → en1+1 + en1+2ek+n1+2 + · · · + en1+n2ek+n1+n2
...
zl−1 → e∑l−2
j=1 nj+1 + e∑l−2j=1 nj+2ek+∑l−2j=1 nj+2 + · · · + e∑l−1j=1 nj ek+∑l−1j=1 nj
zl → e∑l−1
j=1 nj+1 + e∑l−1j=1 nj+2ek+∑l−1j=1 nj+2 + · · · + e∑lj=1 nj ek+∑lj=1 nj
zl+1 → e∑l
j=1 nj+1ek+
∑l
j=1 nj+1 + · · · + e∑l+1j=1 nj ek+∑l+1j=1 nj
...
zh → e∑h−1
j=1 nj+1ek+
∑h−1
j=1 nj+1 + · · · + e∑hj=1 nj ek+∑hj=1 nj .
First we assume that l is even, then Sl(ϕ(zi), ϕ(z1), . . . , ϕ(zl−1)) = 0 for all i  l + 1 while
Sl(ϕ(zl), ϕ(z1), . . . , ϕ(zl−1)) = l!e1en1+1 · · · e∑l−1
j=1 nj+1. In this case we have that
tl(ϕ(zl), ϕ(z1), . . . , ϕ(zl−1), ϕ(zl+1), . . . , ϕ(zh))
= ±l! ·
h∏
i=1
n′i! · e1en1+1 · · · e∑l−1
j=1 nj+1e2ek+2 · · · e∑lj=1 nj+1 · · · ek+∑hj=1 nj = 0
because p does not appear as a factor of l! ·∏hi=1 n′i!, where n′i ∈ {ni, ni − 1}. If l is odd we have just
to observe that
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Sl(ϕ(zi), ϕ(z1), . . . , ϕ(zl−1)) = ϕ(zi)Sl−1(ϕ(z1), . . . , ϕ(zl−1))
= ϕ(zi)(l − 1)!e1en1+1 · · · e∑l−1
j=1 nj+1
for all i  l+1. Thenwe can argue as in the previous case andwe are done. If p  k the proof is similar.
In fact, we observe that for any i = 1, . . . , h, we have degzi = ni < p. Then the same substitution
gets l! ·∏hi=1 n′i!, where n′i < p for any i = 1, . . . , h, and the latter is different from 0. 
Notice that for any subset S1 ⊆ {z1, . . . , zm}of cardinality l, exist afinite set of polynomials, namely
tl(S1), tl(p)(S1) such that the variables in S1 are the only ones appearing in the leg of the hook of the
various tl ∈ tl(S1) or tl(p) ∈ tl(p)(S1). We consider now the polynomials
t∗l =
∑
S1⊆{z1,...,zm}
∑
tl∈tl(S1)
tl,
tl(p)
∗ = ∑
S1⊆{z1,...,zm}
∑
tl(p)∈tl(p)(S1)
tl(p).
We have the following lemma:
Lemma 6.14. Let m  1 and p > k, then t∗l is not a graded identity of Ek. If p  k, then tl(p)∗ is not a
graded identity of Ek.
Proof. Suppose firstly p > k. We fix the set of variables S = {z1, . . . , zh}, then we consider the
substitution ϕ such that ϕ maps the variables of S in the same elements as long as we presented in
the proof of Lemma 6.13. For each of the remaining variables {zh+1, . . . , zm} we can substitute the
homogeneous elements
zh+1 → ek+∑hj=1 nj+1 + · · · + ek+∑h+1j=1 nj ,
zh+2 → ek+∑h+1j=1 nj+1 + · · · + ek+∑h+2j=1 nj
and so on. With this in mind, it is easy to see that for each couple of distinct subsets of {z1, . . . , zm},
ϕ gives out different elements of the basis of E with some coefficients. Hence we have to handle only
with those hooks filled in with the same set of variables. Without loss of generality, we can work with
the set of variables {z1, . . . , zh}. Suppose that we fill the leg of the hook with a set of variables that
is different with respect to the one used in the previous lemma. This implies that one of the central
elements lies in the leg of the hook and the substitution vanishes. Then we restrict our problem to
those hooks filled inwith the same set of variables in the leg and fix two of them.We observe now that
if (n1, . . . , nh) and (m1, . . . ,mh) are the sequences of multiplicities of the variables {z1, . . . , zh} for
those two hooks, exists j ∈ {1, . . . , h} such that mj > nj and the substitution vanishes again. Hence
the substitution does not vanish if and only ifwe have the hook filled inwith variables of homogeneous
degree (n1, . . . , nh) and we are done. If p  k the proof is analogous. 
Remark 6.15. We recall from the standard theory of representation of the general linear group in
characteristic 0 that ifm ∈ N, there is a one-to-one correspondencebetween irreducibleGLm-modules
and partitions λ of m. In particular, if Lλ is an irreducible GLm-module, then L
λ = eTλW, where eTλ
is a semi idempotent element of F[Sm],W = V⊗m and V is a vector space of dimension k. Moreover,
Lλ = ⊕dLλ(d),where d = (d1, . . . , dk) and Lλ(d) is a semi-standard tableau of shape λ filled in with
letters from 1 to k. Due to this fact, we can observe that each of the Lλ corresponds in a natural way to
some homogeneous polynomial. If the ground field has characteristic p > 2, we can apply the same
machinery but p has to be larger than the degree of the polynomials corresponding to the partitions.
Otherwise our modules need not be irreducible, or we have no semisimplicity, or neither of these. In
the light of this, Lemma 6.14 says that the polynomial t∗l corresponds in a natural way to an irreducible
GLm-module.
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Now we have the following proposition:
Proposition 6.16. Let m  1 and p > k, then Γ0,m(Ek) = Γ0,m(Jk). If p  k, then Γ0,m(Ek) =
Γ0,m(Jk(p)).
Proof. Let p > k, then since Jk ⊆ T2(Ek), by Proposition 6.10 we have that
C0,m(Ek) 
∑
Γ[h]
d[h] =
∑
Γ[h]
h−1∑
s=m−(k+1)
(
h − 1
s
)
.
On the other hand, by Remark 6.15, the irreduciblemodule generated by the polynomial t∗l determines
a irreducible component of Γ0,m(Ek) of dimension
(
h−1
l−1
)
. Since these irreducible components are all
distinct for all l  m − k, i.e., l − 1  m − (k + 1), we obtain
∑
Γ[h]
h−1∑
s=m−(k+1)
(
h − 1
s
)
 C0,m(Ek)
and we are done. Let p  k then since Jk(p) ⊆ T2(Ek), by Proposition 6.10 we have that
C0,m(Ek) 
∑
Γ[h]
d[h] =
∑
Γ[h]
h−1∑
s=m−(k+1)
(
h − 1
s
)
.
On the other hand, by Remark 6.15, the irreducible module generated by the polynomial t∗l (p) deter-
mines a irreducible component of Γ0,m(Ek) of dimension
(
h−1
l−1
)
and we are done. 
We consider now Γ1,m. Similarly to the case of Γ0,m, we define the homogeneous components of
Γ1,m. In this case the superalgebra Ek satisfies the following graded identities:
• [gk+1(z1, . . . , zk+1), y]• gk+1(z1, . . . , zk+1)[zk+2, y].
Definition 6.17. We set J′k be the T2-ideal generated by I and the polynomials [gk+1(z1, . . . , zk+1), y]
and gk+1(z1, . . . , zk+1)[zk+2, y].On the other hand, we set J′k(p) be the T2-ideal generated by I(p) and
the polynomials [gk+1(z1, . . . , zk+1), y] and gk+1(z1, . . . , zk+1)[zk+2, y].
As a consequence of these graded polynomial identities of Ek , using similar arguments to those
given for the proof of Lemma 6.10, we obtain:
Proposition 6.18. For all m  1, Γ1,m is spanned modulo J′k (Jk(p)′) by
∑
Γ[h]
h−1∑
s=m−k
(
h − 1
s
)
polynomials. On the other hand, for all m  1, Γ0,m is spanned modulo Jk(p) by
∑
Γ[h]
h−1∑
s=m−k
(
h − 1
s
)
polynomials, where the sum runs on all multihomogeneous components (m1, . . . ,mh) such that mi  p
for any i = 1, . . . , h.
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Definition 6.19. Let Γ[h] be a homogeneous component of Γ1,m and l  h  m. Let us define
ql(y, zi1 , . . . , zil) =
∑
σ
(−1)σ [zσ(i1), y]zσ(i2) · · · zσ(il)
t′l (zi1 , . . . , zih) =
∑
σ
ql(y, zσ−1(i1), zi2 , . . . , zil)zσ−1(il+1) · · · zσ−1(ih)
and
t′l (p)(zi1 , . . . , zih) =
∑
σ
ql(y, zσ−1(i1), zi2 , . . . , zil)zσ−1(il+1) · · · zσ−1(ih),
where degzis t
′
l (p) < p.
Remark 6.20. The polynomial t′l corresponds to the pair of semi-standard Young tableaux (1, μm−l)
where μm−l is the hook partition (m − l + 1, 1l−1) ofm.
Lemma 6.21. If b = m − l  k and p > k, then t′l is not a graded identity of Ek. If p  k, then t′l (p) is
not a graded identity of Ek.
Notice that for any subset S1 ⊆ {z1, . . . , zm}of cardinality l, exist afinite set of polynomials, namely
t′l (S1), t′l (S1)(p), such that the variables in S1 are the only ones appearing in the leg of the hook of the
various t′l ∈ t′l (S1) or t′l (p) ∈ t′l (S1)(p). We consider now the polynomials
t′∗l =
∑
S1⊆{z1,...,zm}
∑
t′l∈t′l (S1)
t′l ,
t′l (p)∗ =
∑
S1⊆{z1,...,zm}
∑
t′l (p)∈t′l (S1)(p)
t′l (p).
We have the analog of Lemma 6.14:
Lemma 6.22. Let m  1 and p > k, then t′∗l is not a graded identity of Ek. If p  k, then t′l (p)∗ is not a
graded identity of Ek.
Finally we have the following proposition:
Proposition 6.23. Let m  1 and p > k, then Γ1,m(Ek) = Γ1,m(J′k). If p  k, then Γ1,m(Ek) =
Γ1,m(J
′
k(p)).
7. Graded identities of Ek: the main result
We use the results of the previous section to obtain a description of the T2-ideal of Ek. In what
follows we use substantially the proof used by Di Vincenzo and Da Silva [6].
Theorem 7.1. Let T2(Ek) be the T2-ideal of Ek. Put X = Y ∪ Z, then if p > k T2(Ek) is generated by the
set of the following polynomials:
• [x1, x2, x3],• [y1, y2] · · · [yk−1, yk][yk+1, x] (if k is even)• [y1, y2] · · · [yk, yk+1] (if k is odd)• gk−l+2(z1, . . . , zk−l+2)[y1, y2] · · · [yl−1, yl] (if l  k)• [gk−l+2(z1, . . . , zk−l+2), y1][y2, y3] · · · [yl−1, yl] (if l  k, l is odd)• gk−l+2(z1, . . . , zk−l+2)[z, y1][y2, y3] · · · [yl−1, yl] (if l  k, l is odd).
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If p  k we have to add to the list above the identity
• zp.
Proof. We can argue only for p > k because the case p  k can be treated similarly. Let Pk be the T2-
ideal of F〈Y, Z〉 generated by the polynomials listed above accordingly to the parity of k. Clearly I ⊆ Pk
and it is easy to verify that Pk ⊆ T2(Ek). Hence it is enough to show that Γl,m ∩ T2(Ek) ⊆ Γl,m ∩ Pk.
Assume first that k and l are both even and let f (y1, . . . , yl, z1, . . . , zt), where
∑t
i=1degzi f = m
be a Y-proper graded polynomial identity of Ek . Since l is even then, by Lemma 6.1, there exists
g(z1, . . . , zt) ∈ Γ0,m such that f ≡ g[y1, y2] · · · [yl−1, yl] (mod I). Since I ⊆ Pk the same conclu-
sion holds modulo Pk . Since [y1, y2] · · · [yk−1, yk][yk+1, x] ∈ Pk, we can assume that l  k and so by
Lemma 6.3 we obtain that g(z1, . . . , zt) is a graded polynomial identity of the superalgebra Ek−l . Put
h = k− l, then by Proposition 6.16 we have that g belongs to the T2-ideal Jh. Hence, there exist certain
monomials vi,wi ∈ F〈Y, Z〉 and some graded endomorphisms ϕi of the free superalgebra such that
g ≡ ∑i viϕi(gh+2)wi (mod I). Since the commutators [x1, x2] are central elements in the superalgebra
F〈Y, Z〉/I we obtain:
f ≡ g[y1, y2] · · · [yl−1, yl] ≡
∑
i
viϕi(gh+2)[y1, y2] · · · [yl−1, yl]wi (mod I).
Sincegh+2(z1, . . . , zt′), t′  h+2,and [y1, y2] · · · [yl−1, yl]arepolynomials indisjoint sets of indeter-
minatewe can assume thatϕi(yj) = yj for all i, j. This implies that each summand in the previous sum
is an element of the T2-ideal generated by the polynomial gk−l+2(z1, . . . , zk−l+2)[y1, y2] · · · [yl−1, yl]
which is one of the generators of Pk . Since I ⊆ Pk we have the desired conclusion f ∈ Pk . Similar argu-
ments hold for the remaining cases and we are done. 
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