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ABSTRACT: It is now more than fifty years that the Goodman paradox has been discussed, and many different solutions have been proposed. But so far no agreement has been reached about which is the correct solution to the paradox. In this paper, I present the naturalistic solutions to the paradox that were proposed in Quine (1969, 1974, ), Quine and Ullian (1970/1978), and Stemmer (1971, 1983). At the same time, I introduce a number of modifications and improvements that are needed for overcoming shortcomings of the solutions. The discussion of this improved version suggests that the Goodman paradox actually embodies three different problems; yet, one of them is not Goodman’s but Hume’s problem.  The discussion also suggests that the naturalistic approach is probably the best for basing on it a theory of confirmation. Finally, I analyze one of Hume’s insights that seems to have been largely ignored. This insight shows a surprising similarity to a central feature of the naturalistic solutions.
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It is now more than fifty years that the Goodman paradox has been discussed, and many different solutions have been proposed. But as can be clearly discerned from the impressive bibliography published by Stalker in his book Grue! (1994), and from further publications on this topic, no agreement has so far been reached about which is the correct solution to the paradox, a paradox that critically affects the formulation of adequate theories of confirmation.




Goodman proposed his paradox in the context of the project of formulating a theory about the confirmation of hypotheses by empirical evidence (see, e.g., Carnap, 1950). In elementary cases, the theory is supposed to deal with the confirmation that is given to a hypothesis of the form ‘All P are Q’ by the observation of a P that is Q. Although this type of confirmation seems to agree with our intuitions, Goodman shows that it has paradoxical consequences. Thus, let us define ‘grue’ as ‘green and the time is before the year 3000 A.D., or blue and the time is after this year’. Then the observation of an emerald that is presently green, i.e., presently grue, is supposed to confirm not only that all emeralds are green but also that all emeralds are grue, i.e., blue after 3000 AD.
In order to solve the paradox, Goodman suggests that we should allow confirmation only for so-called projectible hypotheses, i.e., the hypotheses that “are confirmed by, or which projections are validly made from, any given evidence” (Goodman, 1965, p. 84). And the underlying idea is that the hypothesis ‘All emeralds are grue’ is not projectible.  Quine (1969) expresses Goodman’s proposal in terms of the predicates that occur in the hypotheses, where projectible predicates “are predicates P and Q whose shared instances all do count, for whatever reason, toward the confirmation of  ‘All P are Q’” (p. 115). In this paper, I will follow Quine’s approach by applying the term ‘projectible’ to predicates but I will also apply it to the extensions of predicates, i.e., to classes.
In order to solve the paradox, we must thus find a method that allows us to specify the projectible predicates. But before dealing with this issue, let me point out that by characterizing projectibility in terms of confirmation we actually receive an ambiguous notion, since the notion of confirmation can be interpreted in at least two ways: as a subjective or as an objective notion. Thus, to use one of Hume’s examples, when we conclude that the observation of a hot candle flame confirms the hypothesis ‘All candle flames are hot’, we can interpret this conclusion as describing a psychological phenomenon, as the acquisition of an expectation, as when a child who, after touching the flame of a candle, will “be careful not to put his hand near any candle, but will expect a similar effect from a cause which is similar in its sensible qualities and appearance” (Hume, 1748/1975, p. 39). But we can also interpret the confirmation of ‘All candle flames are hot’ by a hot candle flame as stating something about the objective world, as that in our world all, or more prudently, many candle flames indeed are hot.




Distinguishing between subjective and objective confirmation, and therefore between subjective and objective projectibility, divides Goodman's project into two problems. We have to specify the predicates or classes that are subjectively projectible and those that are objectively projectible. I will begin with Quine’s (1969) treatment of the first issue. 
	Quine relies on experiments in conditioning and extinction in order to specify a child’s standards of similarity, and he then suggests that these standards determine a set of projectible predicates. In the case of emeralds, for example, Quine asks, why do we expect the next emerald to be green rather than grue? His reply: “The intuitive answer lies in similarity, however subjective. Two green emeralds are more similar than two grue ones would be if only one of the grue ones were green” (1969, p. 116; my italics). This suggests that the predicate ‘green’ is subjectively projectible, while the predicate ‘grue’ is not. 
Quine thus bases his criterion for selecting projectible predicates on standards of (subjective) similarity. But the connection between similarity standards and predicates is quite problematic, and Quine is the first to admit it. The extensions of projectible predicates are supposed to be kinds and kinds are classes whose members are similar, since “things are similar when they are two of a kind” (p. 117). But the similarity notion that is obtained from experiments on conditioning and extinction is the comparative notion of a being more similar to b than to c. Yet, even though Quine thinks that the “notion of a kind and the notion of similarity or resemblance seem to be variants or adaptations of a single notion” (p. 117), the comparative similarity notion does not lend itself easily to define a notion of kind. In order to overcome this problem, Quine examines various alternatives, but they are all affected by serious problems. Quine concludes that a “definition of kinds in terms of similarity is unknown” (p. 121). 
Quine might find a way out of these problems. But we need not enter into this issue, since by relying on experiments on stimulus generalization rather than on conditioning and extinction, we can characterize a set of predicates that closely correspond to the predicates Quine has in mind, while avoiding the problems he encountered. Consider the following experiment:
A lighted cigarette was held near the noses of young puppies. They sniffed at it once, turned tail, and nothing would induce them to come back to the source of the smell... A few days later, they reacted to the mere sight of a cigarette or even of a rolled piece of white paper, by bounding away and sneezing (Baege, 1933, p. 18).
The experiment, which is quoted by Popper (1963, p. 44), describes how, on the basis of certain evidence, the puppies acquired behavior that can be anthropomorphically described as the acquisition of an expectation, of a hypothesis, say, of the hypothesis ‘All W have an unpleasant smell’, where W is the class that contains the objects that afterwards elicited the avoidance behavior. 
The experiment shows several features of the acquired behavior. The first is the generalization feature. The puppies performed a generalization, since they learned to avoid not only the original cigarette but also other objects: the elements of class W. Classes such as W will be called generalization classes relative to the original entities. 
Second, the puppies’ generalization was specific. Although the original cigarette was an element of an indefinite number of classes, such as of the classes of non-ravens or non-emeralds, the puppies learned to avoid only the elements of class W. In other words, the disposition that induced the puppies to generalize from the original entity was biased; the generalization agreed with class W rather than with other classes. 
Third, the type of generalization performed by the puppies had a high degree of uniformity; their generalization classes were very similar. Admittedly, there probably were differences between the generalization classes of the different puppies. But Baege’s report suggests that the classes had a large intersection, the intersection I describe with ‘W’.1 Notice, however, that experiments on stimulus generalization suggest that for the uniformity to occur, the subjects must be relatively naive with respect to the particular generalization (see, e.g., Catania, 1998; Walker, 1987). But in order not to enter into too many technicalities, I will not always distinguish between naive and normal members of a species.
Fourth, it is likely that the puppies’ generalization classes had vague boundary regions, the regions that contained the objects that elicited increasingly weaker avoidance reactions. This feature is also shown by experiments on stimulus generalization since they usually give us so-called generalization gradients. But in order to avoid too many complexities, I will assume that the boundary region of a generalization class is divided in two sections, and only the elements of the inner section are supposed to be included in the class.2
With the help of the notion of generalization class, we can characterize a notion of similarity that closely corresponds to Quine’s notion. Thus, if G is a generalization class relative to entity e for subject s, we can say that e is subjectively similar to the elements of G for s. But since our criterion for selecting the subjectively projectible predicates and classes will be based on the notion of generalization class, we need not enter into this issue.
Let me return to the third feature: the high degree of uniformity of the generalizations performed by the puppies. This uniformity suggests that the generalization bias, which determined that the puppies’ generalization class from the original cigarette was W rather than any other class, was strongly determined by innate factors, by the specific nature of the puppies’ innate generalizing dispositions. Because of this specific nature, Baege’s puppies generalized according to W. I will call the generalization classes that derive from a subject’s innate generalizing dispositions, innate generalization classes relative to the original entities for the subject. (Quine speaks in this connection of innate standards of (perceptual) similarity, 1969, p. 123; 1974, p. 19.) 
Since the innate generalization classes of humans are determined by innate dispositions, it is very likely that the generalizations that agree with such classes are intuitively valid for us. This suggests the following criterion for subjective projectibility that holds for normal persons. But for the sake of generality, I will formulate it for subjects in general.
(C1) 	If G is an innate generalization class relative to entity e for subject s, then G is subjectively projectible for s relative to the positive instance e.
For Baege’s puppies, for example, class W was subjectively projectible relative to the original cigarette. Similarly, since experiments on stimulus generalization show that naive people generalize from green entities to other green entities, the class ‘green’ is subjectively projectible for naive humans, relative to green entities. We notice that (C1) closely corresponds to Quine’s criterion, which defines projectible predicates in terms of an organism’s innate standards of similarity, the standards that are determined in experiments on conditioning and extinction. 
Three issues have to be mentioned at this stage. First, the subjective projectibility that is specified in (C1) is a relative notion. Class G is subjectively projectible relative to a positive instance. A change in the positive instance, even a small one, may determine a different generalization class.3 It follows that subjectively projectible generalization classes have no autonomous status; they are not (autonomous) kinds.
Second, (C1) only gives a sufficient condition for subjective projectibility. The reason is that not only innate generalization classes but, as a consequence of certain experiences, other classes may also become subjectively projectible for a subject. Thus, Quine mentions the scientific class of fish (which excludes whales and porpoises) and the theoretical class of positively charged particles. These classes have indeed become subjectively projectible for scientists. But I will not discuss here these other classes.4 For the conclusions of this paper are supposed to be only a first step towards a more advanced theory of projectibility and confirmation, and the innate generalization classes mentioned in (C1) are those that enable children to acquire their first inductive knowledge about the world. Moreover, the classes that have been discussed in the framework of the Hempel and Goodman paradoxes are identical with, or very close to, the innate generalization classes mentioned in (C1).5 Finally, we will see that evolutionary theory suggests that a discussion of objective projectibility should begin with a study of these generalization classes.
For the third issue, let us consider in somewhat more detail the events that occurred in Baege's experiment. The puppies were exposed to the pairing of the sight of a cigarette with an unpleasant smell. So far, I have concentrated on the first stimulus, the cigarette, which determined the range of the generalization class W. What about the second aspect, the unpleasant smell? This aspect determined the nature of the behavior that was generated by the experiment. The puppies learned to avoid the elements of W. Had the sight of the cigarette been followed by, say, the reception of food, the resulting behavior would probably have been different. 
In order to express the third aspect, I said above that as a consequence of the experiment the puppies acquired the expectation or the hypothesis 'All W have an unpleasant smell'. Properties such as ‘to have an unpleasant smell’ will be called expected properties. By applying this terminology to Hume’s example, we can say that the child acquired the expectation ‘All C are hot’, where C is supposed to be the child’s generalization class from the candle flame and ‘to be hot’ is the expected property.
Expected properties are more difficult to specify than generalization classes. Very roughly, we can say that the extension of an expected property consists of those instances of the property that reinforce the response acquired by the organism when it observed the positive instance e. In Baege's experiment, for example, the extension of the property 'to have an unpleasant smell' consisted of the smell-instances that reinforced the avoidance reaction to the elements of W. 
In most discussions of the Goodman paradox, no difference is made between the predicates that occur in a hypothesis of the form 'All P are Q'. Yet, our analysis suggests that the second predicate may have a somewhat different character. But since reinforcement experiments often enable us to determine the extension of the second predicate, I will use both ways for speaking about the second predicate: either as referring to an expected property or to a class. The expected properties that occur in the generalizations of naive organisms will be called subjectively projectible properties. Usually, when I refer to expected properties, I will assume that they are subjectively projectible for the relevant organisms. 
The inductive generalizations of naive organisms with respect to subjectively projectible properties will be called elementary generalizations (or hypotheses or expectations), for these organisms. When the organisms are naive humans, I will generally speak of elementary generalizations simpliciter. 
Our analysis now suggests the following criterion for the subjective confirmation of the elementary hypotheses that have been discussed in the context of the Goodman paradox: 
(C2)	 If P is the innate generalization class from entity e for humans and Q is an expected property for humans, then the observation that e has property Q subjectively confirms the hypothesis 'All P are Q' for us, provided we have no special reasons for concluding otherwise; in particular, we know of no negative instances of the hypothesis. 
(C2) covers the examples that have been discussed in connection with the Goodman and Hempel paradoxes. Thus, according to (C2), the observation of a green emerald subjectively confirms  'All emeralds are green’, and of a black raven, 'All ravens are black'. And this agrees with Quine’s conclusion that the predicates of the above hypotheses are (subjectively) projectible (1969, pp. 115-116).
(C2) is supposed to hold for those cases where we have no special reasons for concluding otherwise. This restriction is obvious and I will not enter into this here. Let me only mention that experiments on discrimination show that if an organism detects a feature that distinguishes between a positive and a negative instance of a hypothesis, then the observation of the negative instance will often induce an organism to “replace” the falsified hypothesis by a restricted one. To use a very simplistic example, suppose a child has acquired the expectation ‘Al apples are sweet’ by eating a red sweet apple. If the child then eats a green apple that is sour, she may replace the falsified expectation by the restricted expectation ‘All red apples are sweet’ (see, e.g., Catania, 1998; Walker, 1987).




We saw above that the generalizations that derive from the innate generalizing dispositions of organisms are biased. They agree with specific generalization classes, the classes I have called innate generalization classes (relative to their original entities). This raises the following question. Why do these innate dispositions determine a particular set of generalization classes? Quine (1969) attributes this phenomenon to natural selection which has favored a bias that led to successful inductions:
If people’s innate spacing of qualities [i.e., innate standards of similarity] is a gene-linked trait, then the spacing that has made for the most successful inductions will have tended to predominate through natural selection (p. 126). 
And in a later publication, Quine writes:
…the innate sense of perceptual similarity has, for all its subjectivity, a degree of objective validity…Our innate standards of perceptual similarity show a gratifying tendency to run with the grain of nature. This concurrence is accountable, surely, to natural selection. Since good prediction has survival value, natural selection will have fostered perceptual similarity standards in us and in other animals that tend accordingly. Natural selection will have favored green and blue, as avenues of inductive generalization, and never grue (1974, p. 19).

Stemmer (1971) also attributes the biased character of the dispositions to natural selection:
Living beings which induce [i.e., generalize] are able to learn from experience; hence, their chances of survival increase. However, not every inductive behavior is useful; the behavior will be useful only if the induction has good changes of being ‘correct’. Learning from experience has survival value only if that which one learns has a high probability of being ‘true’ (pp. 294-295).
And this suggests that “the inductive classes of well-adapted organisms are classes whose use guarantees many correct inductions” (p. 295). In the present terminology: innate generalization classes are objectively projectible relative to their instances.
The above conclusions suggest the following criterion which connects subjective projectibility with objective projectibility. It is restricted to a terrestrial environment, which is where natural selection took place:
(C3) 	If, relative to entity e, G is an innate generalization class for well-adapted organisms, then G is objectively projectible relative to e, in the sense of leading to hypotheses that have a high degree of reliability in a terrestrial environment.
Applying (C3) to the confirmation of hypotheses we notice that, according to this criterion, a green emerald objectively confirms ‘All emeralds are green’ (in a terrestrial environment). 
Criterion (C3) is based on evolutionary theory. It could be argued that the argument in favor of (C3) is circular since it derives from a theory that is itself based on inductive conclusions. But this circularity argument does not affect naturalistic approaches to philosophy, since they admit all plausible scientific results. This position is eloquently expressed by Quine: 
There is no external vantage point, no first philosophy. All scientific findings, all scientific conjectures that are at present plausible, are therefore in my view as welcome for use in philosophy as elsewhere (1969, p. 127).
Similarly, Kitcher (1992) states that “a central naturalist thesis is that some parts of our current scientific beliefs must be assumed in criticizing or endorsing others” (p. 91).
So far, so good. But Goodman (1972), in his criticism of Quine and Ullian’s (1970/1978) conclusions, which basically repeat Quine’s (1969) results, shows that (C3) has a fatal defect:
…no appeal to survival of the fittest will explain why H  ['All emeralds are green'] but not K ['All emeralds are grue'] is projected or projectible. They have been, and until 2000 AD will be, equally useful for survival (p. 358). 
Goodman’s argument shows that since our reason for attributing objective probability to our innate generalization classes is the survival value of innate dispositions, we have to conclude that not only the innate generalization class ‘green’ is objectively projectible but also class ‘grue’ since, so far, the latter class has played the same evolutionary role as the former. Applying this to the objective confirmation of hypotheses, we obtain the result that a green emerald objectively confirms ‘All emeralds are green’ and also ‘All emeralds are grue’. And these hypotheses support conflicting predictions about emeralds.
What has gone wrong here? The evolutionary argument seems to be sound, and it gives us a criterion for objective projectibility that apparently agrees with our intuitions. But Goodman shows that we still face the paradoxical outcome. 
Quine and Ullian (1970/1978) acknowledge the validity of Goodman’s objection. But they don’t discuss the consequences of this objection for a theory of objective projectibility. They only suggest that our preference for green is probably a consequence of the fact that “there are limitations, however little understood, to the varieties of neural organizations that genetic mutations can render inheritable” (1978 edition, p. 88).
	Stemmer (1975, 1978) also acknowledges the validity of Goodman’s objection. But in these papers, its consequences for a theory of objective projectibility are also discussed (see also Stemmer, 1983, 1988). In the following section, I will briefly state the main conclusions of these publications while introducing several improvements and clarifications.

5. The futurity assumption

Why does (C3) fail? The reason is not difficult to discover. Evolutionary theory has an obvious limitation; it can only tell us something about the past. In the present case, it only tells us that innate dispositions usually had survival value. However, a hypothesis of the form ‘All P are Q’ is generally supposed to also hold in the future; in particular, it supports predictions about the future. It follows that the scope of (C3), which is based on evolutionary theory, is too wide. This theory only supports the conclusion that our innate generalization classes were objectively projectible.
The following is a more modest version of (C3). For simplicity, it is restricted to humans: 
(C4) 	If G is an innate generalization class relative to entity e for humans, then G was objectively projectible relative to e, in the sense of leading to hypotheses that were frequently correct in a terrestrial environment.
According to (C4), therefore, a green emerald objectively confirms ‘All emeralds were green’. Moreover, since the classes ‘green’ and ‘grue’ have so far been identical, a green emerald also objectively confirms ‘All emeralds were grue’. These hypotheses do not support conflicting predictions about emeralds. 
	So where do we go from here? Can we expand the scope of (C4)? Here it will be instructive to examine some of Hume’s conclusions, for they will indeed enable us to expand the scope of (C4) but at a price. Although we will no longer face Goodman’s problem, we will face one of Hume’s two problems of induction. But in this predicament we are not alone, because any solution of the Goodman paradox that intends to cover objective projectibility is affected by this Humean problem. Let me explain.
Hume treats our inductive generalizations as a psychological phenomenon, as an operation of the mind, which induces us to expect similar effects “from causes which appear similar” (Hume, 1748/1975, p. 36). We notice that these generalizations closely correspond to the generalizations that derive from our innate generalizing dispositions. In particular, the appearances of similarity which Hume mentions – Hume speaks of causes that appear similar -- are very close to the subjective similarities I characterized above in terms of our generalization classes. Thus, in the example of the candle, Hume speaks of a generalization from a candle to other candles rather than to, say, other non-ravens or non-emeralds.
But, argues Hume, these inductive generalizations cannot be logically justified. Their validity depends on assumptions that are not based on “demonstrative arguments”, that are not inferred “by a chain of reasoning” (Hume, 1748/1975, p. 35). Rather, as Hume notes on several occasions, their validity depends on two assumptions. For example, in the same section, Hume states that:
...all inferences from experience suppose, as their foundation, that the future will resemble the past and that similar powers will be conjoined with similar sensible qualities (p. 37),
and
 ...it is not reasoning which engages us to suppose the past resembling the future, and to expect similar effects from causes which are to appearance similar (p. 39). 
Hume speaks here of two assumptions that stand behind our inductive inferences. One assumes that the future will resemble the past. I will call it the futurity assumption. The second assumes that if certain entities have certain properties then similar entities have similar properties. Since this assumption stands behind our generalizations from certain phenomena to the elements of the corresponding innate generalization classes – the subjectively similar elements -- I will call it the generalization assumption. 
	Both assumptions play an important role in inductive inferences. But in this section, I am interested in the first one, the futurity assumption, since it points to the addition that has to be made in order to expand the scope of  (C4). (I will come back later to the generalization assumption.) Thus if we adopt an appropriate futurity assumption, then we can remove the restriction to the past of (C4). The following assumption, which refers to the evolutionarily selected bias of our innate generalizing dispositions, indeed achieves this purpose:
 (BF) 	In the future, the objective conditions of the world will continue to confer survival value to the particular bias of our innate generalizing dispositions.
Once we accept the biased futurity assumption (BF), then evolutionary theory allows us to remove the restriction to the past of (C4), and also to replace in (C2) the expression ‘subjectively confirms’ by ‘objectively confirms’.
Clearly, as Hume already observed, we cannot prove the logical validity of futurity assumptions including of the version (BF). (This point is also stressed by Konyndyk [1980] in his comment on Stemmer, 1975, 1978.) We cannot even prove the scientific validity of these assumptions. No evidence, evolutionary or other, can decide how the world will be in the future. However, and this is crucial, the justification of (BF) or of any other futurity assumption is no longer Goodman’s problem. It is Hume’s problem. 
	Goodman (1965) acknowledges the validity of Hume’s conclusions. (See, e.g., his analysis on pp. 59-62, and his opinion “that the problem of induction is still unresolved” p. 81.) Goodman’s new riddle of induction is “the crucial remaining question” of describing the hypotheses that “are confirmed by their positive instances” (p. 81, my italics). And the present conclusions give a satisfactory answer to this remaining question, for both subjective and objective projectibility. To be sure, with respect to objective projectibility, the answer is restricted to the past. But to do more requires us to solve Hume’s futurity problem. And everyone including Goodman admits that this problem is unsolvable. Consequently, it is not a real component of the Goodman paradox.
To summarize our present conclusions: It seems that one of the main reasons of why the Goodman paradox has been so difficult to solve is because it actually embodies three problems. The first is to select the predicates or classes that are subjectively projectible. This we have solved with the help of generalization experiments, which give us a basic set of classes that (relative to appropriate original entities) are subjectively projectible for humans. Admittedly, there also are other classes that are subjectively projectible for humans. But not only does this basic set contain the classes that enable children to acquire their first inductive knowledge, it also allows us to partially solve the second problem, namely, to say something about objective projectibility. For evolutionary theory suggests that our innate generalization classes are not only subjectively but also were objectively projectible. This now brings us to the third problem: To show that these classes will also be objectively projectible in the future. And here we can do no more than accept an appropriate version of Hume’s futurity assumption, where the most plausible candidate is the biased assumption (BF). 


6. Other solutions to the Goodman paradox

Several other criteria have been proposed for selecting projectible predicates (or classes). For example, some authors think that projectible predicates are sortals (Ackerman, 1969), qualitative (Carnap, 1947), simple (Harman, 1994), non-temporal (Lange, 1994), non-disjunctive (Sanford, 1994), or express subjective experiencing (Hetherington, 2001). But these proposals have at least one of the following shortcomings: 
     (a) It is very difficult, often even impossible, to give a precise characterization of these criteria. Goodman, for example, states, “I simply do not know how to tell whether a predicate is qualitative…except perhaps by completely begging the question at issue” (1965, p. 79).
      (b) There is no independent explanation of why many of the generalizations that agreed with the selected predicates were often highly successful in our world even though they were based on the observation of only a few positive instances. Why should the use of, say, qualitative predicates have been more appropriate for arriving at successful inductive inferences than the use of non-qualitative predicates?
Our naturalistic solution includes both aspects: A clear characterization of a basic set of classes that are subjectively projectible, and a scientific explanation of the past objective projectibility of these classes. It therefore seems reasonable to conclude that this solution is better than the above alternatives. 
Goodman selects projectible classes on the basis of the history of successful projections of the corresponding predicates. This proposal seems to account for the objective success of the projections, although in a somewhat circular way. There is no independent explanation of the success as in our naturalistic solution, where evolutionary theory gives such an explanation. But, more critical, Goodman does not explain the high degree of success of the elementary generalizations made by children and animals, such as by Baege's puppies. We can hardly attribute this success to a record of past successful projections, which would “entrench” the corresponding predicates. In particular, since Goodman thinks that “entrenchment derives from the use of language” (1965, p. 95), he cannot account for the success of the generalizations of non-verbal organisms including preverbal children. It appears, therefore, that the present solution is also better than Goodman's linguistic entrenchment solution.
We recall that in order to conclude that our innate generalization classes are objectively projectible, I had to assume the biased futurity assumption (BF). But this does not diminish the value of our solution vis-a-vis the other solutions because every solution to the Goodman paradox that intends to cover objective projectibility requires some kind of futurity assumption. For example, even if one could show that the classes denoted by non-disjunctive or by well-entrenched predicates have been objectively projectible, we have no reason to conclude that the classes will continue to be objectively projectible, unless we accept some futurity assumption.
The present solution of the Goodman paradox has other limitations. It only gives sufficient conditions for subjective and objective projectibility, and it only specifies a limited set of projectible classes. With respect to the subjective notion, further research may give us sufficient conditions with respect to other classes also, and perhaps even some necessary conditions. But this is basically a psychological enterprise. As to the objective notion, further studies in the Philosophy of Science may tell us why generalizations concerning other classes have been successful, and probably will continue to be successful (provided we accept some futurity assumption). But such further investigations lie beyond the scope of this paper, which is restricted to the elementary generalizations discussed in connection with the Hempel and Goodman paradoxes, and which reflect the most basic instances of inductive inferences.6

7. Probability theory and degrees of confirmation

Many scholars assign degrees of confirmation on the basis of probability considerations; in particular, they assume that the larger the number of positive instances of a hypothesis, the higher its degree of confirmation (see, e.g., Carnap, 1950; Earman, 1992; Jeffrey, 1965). It is easy to see, however, that this approach does not apply to the elementary generalizations with which the Hempel and Goodman paradoxes are concerned. Neither the subjective nor the objective confirmation of the hypotheses depends on the observation of a large number of positive instances. Baege's puppies arrived at the expectation 'All elements of W have an unpleasant smell' on the basis of a few positive instances. And as far as we know, this expectation also had a high degree of objective confirmation. A large proportion of the elements of W indeed had the expected property. This proportion is even more remarkable if we consider the alternative expectations at which the puppies could have arrived if, for example, they had generalized from the cigarette to the class of non-ravens or non-emeralds. As far as we know, the proportion of the elements of the latter classes that had the unpleasant smell of a lighted cigarette was extremely low. 




In an important paper on naturalist approaches to epistemology, Kitcher criticizes the evolutionary argument that attributes the success of our elementary generalizations to the survival value of our generalizing dispositions (1992). He thinks that “the invocation of natural selection will not do the intended job” since this process may have been insufficient to let us attain “accurate representations of nature” (pp. 91-92). Kitcher admits that the hominids on the savannah may have developed an accurate way to discern leopards, but this mechanism may be insufficient to recognize present predators. 
Kitcher is probably right about such representations, but this is irrelevant to the evolutionary argument. The phenomenon with which Kitcher is concerned, such as the innate capacity to recognize certain entities as predators, is about an organism’s innate set of reactions to certain stimulus configurations. Because of environmental changes, these innate reactions to the configurations may indeed have become useless and perhaps even detrimental. But the evolutionary argument behind (C3) and (C4) is not based on our innate reactions to configurations. It is based on the Humean mechanism that enables an organism to learn to react to configurations that do not innately elicit specific reactions, and it learns this by undergoing certain experiences. Baege's puppies were not born with the tendency to avoid rolled pieces of white paper -- in Kitcher’s terms, with a representation of cigarettes having an unpleasant smell. They acquired this representation, this expectation, by generalizing from the particular experience they underwent.
As just said, environmental changes may indeed have turned useless some of our innate reactions to certain stimulus configurations. It is unlikely, however, that such changes have turned useless an innate mechanism that has a much more extensive range of application -- the learning device that, by enabling us to learn from experience, is so vital for us and for other organisms. Notice the high degree of generality of the disposition; it enables organisms to generalize from all kinds of stimuli -- from a cigarette, from the flame of a candle, or, as in Pavlov's experiments, from the sound of a bell. Admittedly, some of the generalizations that derived from an organism’s experiences with such stimuli may have become useless or even detrimental for the relevant organism. It is unlikely, however, that this holds for most generalizations, for most representations of nature that were acquired with the help of the Humean mechanism. As Quine says: “Creatures inveterately wrong in their inductions have a pathetic but praiseworthy tendency to die before reproducing their kind” (1969, p. 126). Our analysis thus suggests that Kitcher's criticism of the naturalist’s appeal to natural selection is mistaken. His argument does not refute the evolutionary conclusion that the innate learning device that stands behind our elementary generalizations has indeed been highly successful.




Let me now point to a striking similarity between the naturalistic approach discussed in this paper and Hume’s insights. As mentioned earlier, Hume had argued that behind our inductive generalizations stand two assumptions that cannot be proven by demonstrative arguments. One of these assumptions, the futurity assumption, I discussed above, and I also concluded that we cannot prove its validity. But with respect to the other assumption, the generalization assumption, which stands behind the generalizations that agree with appearances of similarity, Hume does have something to say. He rightly points out that we cannot prove the validity of the assumption. But he still wonders about the high degree of success of our similarity-based generalizations. Why are they [almost] “infallible”? In order to explain this success, Hume proposes an empirical hypothesis:
As nature has taught us the use of our limbs without giving us the knowledge of the muscles and nerves by which they are actuated, so has she implanted in us an instinct which carries forward the thought [the operation of the mind by which we infer like effects from like causes] in a correspondent course to that which she has established among external objects (Hume, 1748/1975, p. 55).
Hume attributes here to nature the disposition which enables us to generalize in such a manner that it corresponds to what occurs in the external world or, as Hume states a couple of lines earlier, he conjectures that “the ordinary wisdom of nature” has created “a kind of pre-established harmony between the course of nature and the succession of our ideas ... the operation of the mind by which we infer like effects from like causes” (1748/1975, pp. 54-55). And this hypothesis is supported by the fact that nature has also implanted in us other successful dispositions such as the [successful] use of our limbs. 
We notice that the naturalistic conclusions discussed in the present paper are based on a strikingly similar reasoning. They do not prove that the generalizations that derive from our innate generalizing dispositions are reliable or will be reliable. But with the help of a scientific hypothesis, namely, evolutionary theory, the conclusions explain the past success of the dispositions, their near infallibility. To be sure, evolutionary theory is better supported than Hume's wisdom-of-nature hypothesis, which also explains this success. But Hume’s hypothesis was probably the best that could have been proposed in his time. Notice also the formal similarity between Hume's hypothesis and the naturalistic explanation. Hume attributes the success of our elementary generalizations to the wisdom of nature, which has established a harmony between the course of nature and our similarity-based generalizations, and we have attributed the success to natural selection. We just have to replace in Hume's hypothesis ‘wisdom of nature’ by ‘natural selection’ and we arrive at the conclusion that natural selection has established a harmony between the course of nature and our elementary generalizations.




One of the main features of naturalist approaches to the Goodman paradox is the distinction between subjective and objective notions of projectibility and confirmation. By making this distinction, and by fully acknowledging Goodman’s (1972) criticism, it becomes clear that the Goodman paradox embodies three different problems. The first is to select the classes (or predicates) that are subjectively projectible, the second, to select the classes that have been objectively projectible, and the third, to give reasons for concluding that these classes will continue to be objectively projectible. The first two problems have been solved here, within the limitations of a framework that intends to be a first step towards a full theory of projectibility and confirmation. For with the help of generalization experiments, we have been able to characterize a basic set of classes that (relative to appropriate original entities) are subjectively projectible for humans, and evolutionary theory suggests that these classes have also been objectively projectible. The third problem turns out to be Hume’s futurity problem, and this of course cannot be solved. The only thing I could do is to offer the biased futurity assumption (BF) as an instrument for describing the elementary generalizations that we intuitively expect to hold in the future. No evidence can confirm assumption (BF). But this limitation also affects any other futurity assumption, and this implies that all solutions to the Goodman paradox that intend to cover objective projectibility face Hume’s unsolvable futurity problem.
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   1 On the crucial role of this uniformity in human society and especially in verbal communication, see, Quine (1969), Stemmer (1983, p. 131; 2001). 
     2 This practice is also adopted on other occasions, e.g., when we describe the effects of the ostensive learning of words, say, of the word ‘giraffe’. Thus, we may conclude that as a consequence of hearing an utterance of the word ‘giraffe’ while looking at a (salient) giraffe, a child has learned to apply the word to the class of giraffes, or that for this child the extension of the word ‘giraffe’ is now the class of giraffes. Here we usually admit that the class of giraffes, i.e., the extension of ‘giraffe’, has vague boundaries for the child. (On ostensive learning, see, e.g., Quine, 1960, 1974.) 
    3 This also holds for the extensions of words learned in ostensive experiences. The range of these extensions is determined by, i.e., is relative to, the concrete examples that the person observed during the experiences.
       4 Quine (1974, p. 20) describes an experiment that shows how a class that is not an innate generalization class for normal dogs became a generalization class for a particular dog. As to the objective projectibility of such “acquired” generalization classes, see below fn. 6. 
       5 The Hempel paradox deals with the confirmation of hypotheses such as ‘All non-black entities are non-ravens’ by positive instances, e.g., by white swans. Since the above hypothesis is equivalent to ‘All ravens are black’. it follows that white swans confirm that all ravens are black. For more details see, e.g., Hempel (1965).
    6 In Stemmer (1983, pp. 80-87), some aspects of the scientific usefulness of classes such as those of mammals are examined. These classes have been successfully used in many generalizations, although they are not innate generalization classes. It is important to realize, however, that the scientific usefulness of these classes continues to depend strongly on the adaptive value of our innate generalizing dispositions. Consider the class of mammals. It is the union of classes that are identical with, or very close to, classes that (relative to certain “typical” entities) are innate generalization classes for humans, such as the classes of giraffes, whales, or bats. Since according to evolutionary theory the latter classes were objectively projectible, hypotheses about their elements -- e.g., 'All giraffes have a heart', 'All whales have a heart', ‘All bats have a heart’ -- were frequently highly reliable even if they were based on the observation of a few positive instances only. And it seems plausible that at least part of the reliability of ‘All mammals have a heart’ derives from the reliability of the underlying hypotheses. (In a criticism of Stemmer [1971], Konyndyk argues that “the classes edible and inedible” are innate generalization classes, 1980, p. 300. It is easy to see, however, that this is not the case. Rather, the classes are unions of innate generalization classes, just as the class mammal. Let me also point out that many of the classes that make up classes such as mammal, edible, or inedible are actually restricted subclasses of innate generalization classes, i.e., classes whose members have discriminative features that were present in the positive but not in the negative instances of the original hypothesis such as the features that separate whales from fish. On the objective projectibility of these classes, see Stemmer, 1983, pp. 67-68. )
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