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A SIMPLE MEASURE OF CONDITIONAL DEPENDENCE
MONA AZADKIA AND SOURAV CHATTERJEE
Abstract. We propose a coefficient of conditional dependence between
two random variables Y and Z given a set of other variables X1, . . . , Xp,
based on an i.i.d. sample. The coefficient has a long list of desirable
properties, the most important of which is that under absolutely no
distributional assumptions, it converges to a limit in [0, 1], where the
limit is 0 if and only if Y and Z are conditionally independent given
X1, . . . , Xp, and is 1 if and only if Y is equal to a measurable function of
Z given X1, . . . , Xp. Using this statistic, we devise a new variable selec-
tion algorithm, called Feature Ordering by Conditional Independence
(FOCI), which is model-free, has no tuning parameters, and is prov-
ably consistent under sparsity assumptions. A number of applications
to synthetic and real datasets are worked out.
1. Introduction
The problem of measuring the amount of dependence between two random
variables is an old problem in statistics. Numerous methods have been
proposed over the years. For recent surveys, see [13, 33]. The literature
on measures of conditional dependence, on the other hand, is not so large,
especially in the non-parametric setting.
The non-parametric conditional independence testing problem can be rel-
atively easily solved for discrete data using the classical Cochran–Mantel–
Haenszel test [15, 37]. This test can be adapted for continuous random
variables by binning the data [31] or using kernels [17, 27, 48, 51, 62].
Besides these, there are methods based on estimating conditional cumula-
tive distribution functions [36, 41], conditional characteristic functions [52],
conditional probability density functions [53], empirical likelihood [54], mu-
tual information and entropy [32, 43, 46], copulas [5, 50, 57], distance corre-
lation [23, 55, 59], and other approaches [47]. A number of interesting ideas
based on resampling and permutation tests have been proposed in recent
years [6, 11, 48].
The first contribution of this paper is a new coefficient of conditional
dependence between two random variables Y and Z given a set of other
variables X1, . . . ,Xp, based on i.i.d. data. The coefficient is inspired by a
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similar measure of univariate dependence recently proposed in [13]. The
main features of our coefficient are the following:
(1) it has a simple expression,
(2) it is fully non-parametric,
(3) it has no tuning parameters,
(4) there is no need for estimating conditional densities, conditional
characteristic functions, or mutual information,
(5) it can be estimated from data very quickly, in time O(n log n) where
n is the sample size,
(6) asymptotically, it converges to a limit in [0, 1], where the limit is 0 if
and only if Y and Z are conditionally independent given X1, . . . ,Xp,
and is 1 if and only if Y is equal to a measurable function of Z given
X1, . . . ,Xp, and
(7) all of the above hold under absolutely no assumptions on the laws
of the random variables.
The second contribution of this paper is a new variable selection algorithm
based on the above measure of conditional dependence, called Feature Or-
dering by Conditional Independence (FOCI), which is model-free, has no
tuning parameters, and is provably consistent under sparsity assumptions.
More importantly, it appears to perform very well in simulated and real
datasets. The development of FOCI and the proof of its consistency are the
major new contributions of this paper over [13]. It is not possible to devise
such an algorithm using the univariate coefficient from [13].
The paper is organized as follows. The definition and properties of our
coefficient are presented in Section 2. A theorem about rate of convergence
is presented in Section 3. Our variable selection method is introduced in
Section 4 and a theorem about its consistency is stated in Section 5. Ap-
plications to simulated and real datasets are presented in Section 6. The
remaining sections are devoted to proofs.
2. The coefficient
Let Y be a random variable and X = (X1, . . . ,Xp) and Z = (Z1, . . . , Zq)
be random vectors, all defined on the same probability space. Here q ≥ 1
and p ≥ 0. The value p = 0 means that X has no components at all. Let
µ be the law of Y . We propose the following quantity as a measure of the
degree of conditional dependence of Y and Z given X:
T = T (Y,Z|X) :=
∫
E(Var(P(Y ≥ t|Z,X)|X))dµ(t)∫
E(Var(1{Y≥t}|X))dµ(t)
. (2.1)
In the denominator, 1{Y≥t} is the indicator of the event {Y ≥ t}. If the
denominator equals zero, T is undefined. (We will see below that this hap-
pens if and only if Y is almost surely equal to a measurable function of X,
which is a degenerate case that we will ignore.) If p = 0, then X has no
components, and the conditional expectations and variances given X should
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be interpreted as unconditional expectations and variances. In this case we
will write T (Y,Z) instead of T (Y,Z|X).
Note that T is a non-random quantity that depends only the joint law
of (Y,X,Z). Before stating our theorem about T , let us first see why T is
a reasonable measure of conditional dependence. Since taking conditional
expectation decreases variance, we have that for any t,
Var(1{Y ≥t}|X) ≥ Var(P(Y ≥ t|Z,X)|X).
This shows that the numerator in (2.1) is less than or equal to the denomina-
tor, and so T is always between 0 and 1. Now, if Y and Z are conditionally
independent given X, then P(Y ≥ t|Z,X) is a function of X only, and hence
Var(P(Y ≥ t|Z,X)|X) = 0. Therefore in this situation, T = 0. We will show
later that the converse is also true. On the other hand, if Y is almost surely
equal to a measurable function of Z given X, then P(Y ≥ t|Z,X) = 1{Y ≥t}
for any t. Therefore in this case, T = 1. Again, we will prove later that the
converse is true. The following theorem summarizes these properties of T .
Theorem 2.1. Suppose that Y is not almost surely equal to a measurable
function of X (when p = 0, this means that Y is not almost surely a con-
stant). Then T is well-defined and 0 ≤ T ≤ 1. Moreover, T = 0 if and
only if Y and Z are conditionally independent given X, and T = 1 if and
only if Y is almost surely equal to a measurable function of Z given X.
When p = 0, conditional independence given X simply means unconditional
independence.
Having defined T , the main question is whether T can be efficiently esti-
mated from data. We will now present a consistent estimator of T , which is
our conditional dependence coefficient. Our data consists of n i.i.d. copies
(Y1,X1,Z1), . . . , (Yn,Xn,Zn) of the triple (Y,X,Z), where n ≥ 2. For each
i, let N(i) be the index j such that Xj is the nearest neighbor of Xi with
respect to the Euclidean metric on Rp, where ties are broken uniformly at
random. Let M(i) be the index j such that (Xj ,Zj) is the nearest neighbor
of (Xi,Zi) in R
p+q, again with ties broken uniformly at random. Let Ri be
the rank of Yi, that is, the number of j such that Yj ≤ Yi. If p ≥ 1, our
estimate of T is
Tn = Tn(Y,Z|X) :=
∑n
i=1(min{Ri, RM(i)} −min{Ri, RN(i)})∑n
i=1(Ri −min{Ri, RN(i)})
.
If p = 0, let Li be the number of j such that Yj ≥ Yi, let M(i) denote
the j such that Zj is the nearest neighbor of Zi (ties broken uniformly at
random), and let
Tn = Tn(Y,Z) :=
∑n
i=1(nmin{Ri, RM(i)} − L2i )∑n
i=1 Li(n− Li)
.
In both cases, Tn is undefined if the denominator is zero. The following
theorem proves that Tn is indeed a consistent estimator of T .
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Theorem 2.2. Suppose that Y is not almost surely equal to a measurable
function of X. Then as n→∞, Tn → T almost surely.
Remarks. (1) The statistic Tn can be computed in O(n log n) time because
nearest neighbors can be determined in O(n log n) time [26] and ranks can
also be calculated in O(n log n) time [34].
(2) No assumptions on the joint law of (Y,X,Z) are needed other than the
non-degeneracy condition that Y is not almost surely equal to a measurable
function of X. This condition is inevitable, because if this does not hold,
then given X, Y is a constant; in this circumstance, Y is both a function of
Z given X and independent of Z given X, and so there can be no reasonable
measure of the degree of conditional dependence of Y and Z given X.
(3) Although the limit of Tn is guaranteed to be in [0, 1], the actual value
of Tn for finite n may lie outside this interval.
(4) It is not easy to explain why Tn is a consistent estimator of T without
going into the details of the proof, so we will not make that attempt here.
(5) We have not given a name to Tn, but if an acronym is desired for easy
reference, one may call it CODEC, which is an acronym for Conditional
Dependence Coefficient. In fact, this is the acronym that we use in the R
code for computing Tn.
(6) We have prepared an R package, called FOCI, that has a function for
computing Tn and a function for executing the variable selection algorithm
FOCI presented in Section 4 below. The package is available for download
on CRAN [3].
(7) Besides variable selection, another natural area of applications of our
coefficient is graphical models. This is currently under investigation.
(8) The consistency of Tn raises the possibility of constructing a consistent
test for conditional independence based on Tn. However, it is known that this
is an impossible task, even for a single alternative hypothesis, if we demand
that the level of the test be asymptotically uniformly bounded by some
given α over the whole null hypothesis space [49]. This is why the problem
of nonparametric conditional independence testing for continuous random
variables is essentially unsolvable unless one is willing to impose unverifiable
assumptions. This contrasts starkly with the problem of nonparametric
testing of unconditional independence, for which there are many useful and
popular methods (see [13] for a survey).
(9) In view of Theorem 2.2, it is natural to be curious about the rate of
convergence of Tn to T . This is investigated in the next section.
3. Rate of convergence
Suppose that p ≥ 1, so that X has at least one component. (Recall that
q is always at least 1.) To obtain a rate of convergence of Tn to T , we
need to make some assumptions about the distribution of (Y,X,Z), because
otherwise, we believe that the convergence may be arbitrarily slow. The
main issue is that we need some kind of control on the sensitivity of the
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conditional distribution of Y given X and Z on the values of X and Z. This
is handled by the first assumption below. The second assumption is a matter
of technical convenience.
(A1) There are nonnegative real numbers β and C such that for any t ∈ R,
x,x′ ∈ Rp and z, z′ ∈ Rq,
|P (Y ≥ t|X = x,Z = z)− P (Y ≥ t|X = x′,Z = z′)|
≤ C(1 + ‖x‖β + ‖x′‖β + ‖z‖β + ‖z′‖β)(‖x− x′‖+ ‖z− z′‖),
and
|P (Y ≥ t|X = x)− P (Y ≥ t|X = x′)|
≤ C(1 + ‖x‖β + ‖x′‖β)‖x− x′‖.
(A2) There are positive numbers C1 and C2 such that for any t > 0,
P(‖X‖ ≥ t) and P(‖Z‖ ≥ t) are bounded by C1e−C2t.
Under the above assumptions, the following theorem shows that Tn con-
verges to T essentially at the rate n−1/(p+q), up to an extra logarithmic
term.
Theorem 3.1. Suppose that p ≥ 1 and that the assumptions (A1) and (A2)
hold with some β and C. Then, as n→∞,
Tn − T = OP
(
(log n)p+q+β+1
n1/(p+q)
)
.
We believe that the rate n−1/(p+q) in Theorem 3.1 is the true rate of
convergence of Tn to T when the variables are continuous. It is not clear
if there is some other statistic with the same properties as Tn but with a
better rate of convergence.
Conditions (A1) and (A2) are trivially satisfied if the support of (Y,X,Z)
is a finite set, by choosing β = 0 and a suitably large C. Another situation
where it is easy to see that (A1) and (A2) hold is when (Y,X,Z) is normal,
because then the conditional distribution of Y given (X,Z) is again normal
with a mean that is a linear function of X and Z, and a variance that does
not depend on X and Z.
More generally, the following result shows that (A1) is satisfied for a
large class of densities with certain regularity and decay properties (and
(A2) holds widely anyway).
Proposition 3.2. Let f(y|x) be the conditional probability density function
of Y given X = x, assuming it exists. Suppose that f is nonzero everywhere
and differentiable with respect to x, and for each i, the function∣∣∣∣ ∂∂xi log f(y|x)
∣∣∣∣
is bounded above by a polynomial in |y| and ‖x‖. Next, suppose that for any
compact set K ⊆ Rp, the function g(y) := maxx∈K f(y|x) is bounded and
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decays faster than any negative power of |y| as |y| → ∞. Lastly, assume
that for any k ≥ 1, E(Y 2k|X = x) is bounded above by a polynomial in ‖x‖.
Then the second inequality in assumption (A1) holds for some C and β. A
similar set of conditions on the conditional density of Y given X = x and
Z = z ensures that the first inequality in (A1) holds.
4. Feature Ordering by Conditional Independence (FOCI)
In this section we propose a new variable selection algorithm for multi-
variate regression using a forward stepwise algorithm based on our mea-
sure of conditional dependence. The commonly used variable selection
methods in the statistics literature use linear or additive models. This in-
cludes classical methods [7, 14, 21, 25, 28, 29, 40, 56] as well as modern
ones [12, 22, 44, 60, 63, 64]. These methods are powerful and widely used
in practice. However, they sometimes run into problems when significant
interaction effects or nonlinearities are present. We will later show an ex-
ample where methods based on linear and additive models fail to select any
of the relevant predictors, even in the complete absence of noise.
Such problems can sometimes be overcome by model-free methods [2, 4, 8–
11, 24, 29, 30, 58]. These, too, are powerful and widely used techniques, and
they perform better than model-based methods if interactions are present.
On the flip side, their theoretical foundations are usually weaker than those
of model-based methods.
The method that we are going to propose below, called Feature Ordering
by Conditional Independence (FOCI), attempts to combine the best of both
worlds by being fully model-free, as well as having a proof of consistency
under a set of assumptions.
The method is as follows. Let Y be the response variable and let X =
(Xj)1≤j≤p be the set of predictors. The data consists of n i.i.d. copies
of (Y,X). First, choose j1 to be the index j that maximizes Tn(Y,Xj).
Having obtained j1, . . . , jk, choose jk+1 to be the index j /∈ {j1, . . . , jk} that
maximizes Tn(Y,Xj |Xj1 , . . . ,Xjk). Continue like this until arriving at the
first k such that Tn(Y,Xjk+1 |Xj1 , . . . ,Xjk) ≤ 0, and then declare the chosen
subset to be Sˆ := {j1, . . . , jk}. If there is no such k, define Sˆ to be the
whole set of variables. It may also happen that Tn(Y,Xj1) ≤ 0. In that case
declare Sˆ to be empty.
Although it is not required theoretically, we recommend that the predictor
variables be standardized before running the algorithm. We will see later
that FOCI performs well in examples, even if the true dependence of Y
on X is nonlinear in a complicated way. In the next section we prove the
consistency of FOCI under a set of assumptions on the law of (Y,X).
If computational time is not an issue, one can try to add m ≥ 2 variables
at each step instead of just one. Although we do not explore this idea in this
paper, it is possible that this gives improved results in certain situations.
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Similarly, one can try a forward-backward version of FOCI, analogous to
the forward-backward version of ordinary stepwise selection.
One can also consider implementing a forward stepwise algorithm like
FOCI with other measures of conditional dependence. To the best of our
knowledge, that has not yet been done. The closest cousin in the literature
is an algorithm based on mutual information [4], but unlike FOCI, it does
not have a well-defined stopping rule.
One deficiency of FOCI is that it only selects a subset of predictors, with-
out actually fitting a predictive model. Following a suggestion from Rob
Tibshirani, we recommend doing the following: First select a subset using
FOCI, and then use random forests [9] to fit a predictive model with the se-
lected variables. This has two advantages over simply fitting random forests
with the full set of predictors: (1) It picks out a small set of ‘important’
variables, which may be useful for various reasons, and (2) it is computa-
tionally much less expensive. We saw that in real datasets, the prediction
error of FOCI followed by random forests is only slightly worse than fitting
random forests with the full set of predictors. On the other hand, the num-
ber of variables selected by FOCI is usually very small compared to the total
number of variables. Some examples are given in Section 6.
5. Consistency of FOCI
Let (Y,X) be as in the previous section. For any subset of indices S ⊆
{1, . . . , p}, let XS := (Xj)j∈S , and let Sc := {1, . . . , p} \ S. In the machine
learning literature, a subset S is sometimes called sufficient [58] if Y andXSc
are conditionally independent given XS . This includes the possibility that
S is the empty set, when it simply means that Y and X are independent.
Sufficient subsets are known asMarkov blankets in the literature on graphical
models [42, Section 3.2.1], and are closely related to the concept of sufficient
dimension reduction in classical statistics [1, 16, 35]. If we can find a small
subset of predictors that is sufficient, then our job is done, because these
predictors contain all the relevant predictive information about Y among the
given set of predictors, and the statistician can then fit a predictive model
based on this small subset of predictors.
For any subset S, let
Q(S) :=
∫
Var(P(Y ≥ t|XS))dµ(t), (5.1)
where µ is the law of Y . We will prove later (Lemma 9.2) that Q(S′) ≥ Q(S)
whenever S′ ⊇ S, with equality if and only Y and XS′\S are conditionally
independent given XS . Thus if S
′ ⊇ S, the difference Q(S′) − Q(S) is a
measure of how much extra predictive power is added by appending XS′\S
to the set of predictors XS .
Let δ be the smallest number such that for any insufficient subset S,
there is some j /∈ S such that Q(S ∪ {j}) ≥ Q(S) + δ. In other words, if
S is insufficient, there exists some index j /∈ S such that appending Xj to
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XS increases the predictive power by at least δ. The main result of this
section, stated below, says that if δ is not too close to zero, then under some
regularity assumptions on the law of (Y,X), the subset selected by FOCI is
sufficient with high probability. Note that a sparsity assumption is hidden
in the condition that δ is not very small, because the definition of δ ensures
that there is at least one sufficient subset of size ≤ 1/δ.
To prove our result, we need the following two technical assumptions on
the joint distribution of (Y,X). They are generalizations of the assumptions
(A1) and (A2) from Section 3.
(A1′) There are nonnegative real numbers β and C such that for any S of
size ≤ 1/δ + 2, any x,x′ ∈ RS and any t ∈ R,
|P (Y ≥ t|XS = x)− P (Y ≥ t|XS = x′)|
≤ C(1 + ‖x‖β + ‖x′‖β)‖x− x′‖.
(A2′) There are positive numbers C1 and C2 such that for any S of size
≤ 1/δ + 2 and any t > 0, P(‖XS‖ ≥ t) ≤ C1e−C2t.
Proposition 3.2 shows that the above assumptions are satisfied in a wide
variety of situations. The following theorem shows that under the above
assumptions, the subset chosen by FOCI is sufficient with high probability.
Theorem 5.1. Suppose that δ > 0, and that the assumptions (A1′) and
(A2′) hold. Let Sˆ be the subset selected by FOCI with a sample of size n.
There are positive real numbers L1, L2 and L3 depending only on C, β, C1,
C2 and δ such that P(Sˆ is sufficient) ≥ 1− L1pL2e−L3n.
The main implication of Theorem 5.1 is that if δ is not too close to zero,
and n ≫ log p, then with high probability, FOCI chooses a sufficient set of
predictors. In particular, this theorem allows p to be quite large compared
to n, as long as δ is not too small.
6. Examples
In this section we present some applications of our methods to simulated
examples and real datasets. In all examples, the covariates were standard-
ized prior to the analysis.
Example 6.1. Let X1 and X2 be independent Uniform[0, 1] random vari-
ables, and define
Y := X1 +X2 (mod 1).
The relationship between Y and (X1,X2) has three main features:
(1) Y is a function of (X1,X2),
(2) unconditionally, Y is independent of X2, and
(3) conditional on X1, Y is a function of X2.
Let n = 1000. In about 95 percent of our simulations, Tn(Y, (X1,X2)) took
values between 0.88 and 0.94, Tn(Y,X2|X1) was between 0.88 and 0.94,
and Tn(Y,X2) was between −0.07 and 0.07, in agreement with the above
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properties. Other measures of conditional dependence, such as conditional
distance correlation [59], were unable to gauge the strength of the conditional
dependency between Y and X2 given X1.
Example 6.2. Let X1 and X2 be independent N(0, 1) random variables,
and define
Y := X21 +X
2
2 , Z := arctan(X1/X2).
Then unconditionally, Y is independent of Z, and conditional on X1, Y is
a function of Z. Let n = 1000. In about 95 percent of our simulations,
Tn(Y,Z) took values between −0.06 and 0.05, and Tn(Y,Z|X1) was between
0.79 and 0.84, in agreement with the above properties. Again, other mea-
sures of conditional dependence were unable to capture the strength of the
conditional dependence between Y and Z given X1.
Example 6.3. Let X1, . . . ,X1000 be independent N(0, 1) random variables
and let
Y = X1X2 + sin(X1X3).
With a sample of size 2000 from the above model, FOCI was able to select
the correct subset {X1,X2,X3} more than 90 percent of the time. On the
other hand, popular variable selection algorithms based on linear models,
such as ordinary forward stepwise, Lasso [56], the Dantzig selector [12],
and SCAD [22] were essentially never able to pick out the correct subset.
(The tuning parameters for Lasso, Dantzig selector and SCAD were chosen
using 10-fold cross-validation, and the AIC criterion was used for stopping in
forward stepwise.) Even methods based on nonlinear additive models, such
as SPAM [44], were generally unable to find the correct subset. The only
other methods that successfully detected the importance of X1, X2 and X3
were random forests [9] and mutual information [4], but the computational
times for these methods were many times greater than that of FOCI.
Example 6.4. Again, let X1, . . . ,X1000 be independent N(0, 1) random
variables and let
Y = X1X2 +X1 −X3 + ε,
where ε ∼ N(0, 1) is a noise term that is independent of Xi’s. With a
sample of size 2000 from this model, FOCI was able to select the correct
subset {X1,X2,X3} in 99.5 percent of simulations. Methods based on linear
models were generally able to pick out X1 and X3 but almost never detected
the role of X2. SPAM was able to pick out all three variables in about a
quarter of the simulations. Again, the only other methods that successfully
detected the importance of X1, X2 and X3 were random forests and mutual
information, but at a far greater computational cost than FOCI.
Example 6.5. We tried out FOCI on the following three benchmark real
data examples, all from the UCI Machine Learning Repository [18]:
(1) Spambase data. Consists of 4601 observations, each corresponding
to one email, and 57 features for each observation. The response
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Table 1. Applications of FOCI to real data.
Spambase data Polish companies data Million song data
Method Subset size MSPE Subset size MSPE Subset size MSPE
FOCI 14 0.045 5 0.022 17 88.085
Forward stepwise 56 0.039 62 0.020 90 87.226
Lasso 55 0.041 48 0.021 86 87.260
Dantzig selector 53 0.041 7 0.023 90 87.226
SCAD 38 0.041 4 0.025 85 87.319
variable is binary, indicating whether the email is a spam email or
not.
(2) Polish companies bankruptcy data. Consists of 19967 observations
with 64 features. Each sample corresponds to a company in Poland.
The response variable is binary, indicating whether or not the com-
pany was bankrupted after a period of time.
(3) Million song data. Consists of 515345 observations with 90 features.
Each sample corresponds to the audio features of a song published
sometime ranging from 1922 to 2011. The response variable is the
year that the song was published.
FOCI was compared with forward stepwise, Lasso, Dantzig selector and
SCAD. For each method, after selecting the variables, a predictive model
was fitted to a training set using random forests. As before, the tuning
parameters for Lasso, Dantzig selector and SCAD were chosen using 10-fold
cross-validation, and the AIC criterion was used for stopping in forward
stepwise. Mean squared prediction errors (MSPE) were estimated using a
test set. The sizes of the selected subsets and the MSPEs are reported in
Table 1. In all three examples, FOCI attained similar prediction errors as
the other methods, but with a significantly fewer number of variables.
Example 6.6. In Section 4, we recommended fitting a predictive model
using random forests with the set of variables selected by FOCI. To test
the validity of this approach, we computed the prediction errors for random
forests with the full set of predictors versus FOCI followed by random forests,
in the three real datasets considered above. The results are displayed in
Table 2. We see that FOCI followed by random forests attains almost the
same MSPE as random forests with the full set of variables; but in each
case, the number of variables selected by FOCI is small compared to the
total number of variables.
7. Restatement of Theorems 2.1 and 2.2
Beginning with this section, the rest of the paper is devoted to proofs.
Throughout the rest of the manuscript, whenever we say that a random
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Table 2. Comparison with random forests.
Dataset FOCI subset size/Total set size MSPE FOCI MSPE random forest
Spambase 14/57 0.045 0.040
Polish companies 5/64 0.022 0.020
Million song 17/90 88.085 87.260
variable Y is a function of another variable X, we will mean that Y = f(X)
almost surely for some measurable function f .
First, we focus on Theorems 2.1 and 2.2. To prove these theorems, it
is convenient to break up the estimators into pieces. This gives certain
‘elaborate’ versions of Theorems 2.1 and 2.2, which are interesting in their
own right. First, suppose that p ≥ 1. Define
Qn(Y,Z|X) := 1
n2
n∑
i=1
(min{Ri, RM(i)} −min{Ri, RN(i)}) (7.1)
and
Sn(Y,X) :=
1
n2
n∑
i=1
(Ri −min{Ri, RN(i)}). (7.2)
Let µ denote the law of Y . We will see later that the following theorem
implies both Theorem 2.1 and Theorem 2.2 in the case p ≥ 1.
Theorem 7.1. Suppose that p ≥ 1. As n → ∞, the statistics Qn(Y,Z|X)
and Sn(Y,X) converge almost surely to deterministic limits. Call these limit
a and b, respectively. Then
(i) 0 ≤ a ≤ b.
(ii) Y is conditionally independent of Z given X if and only if a = 0.
(iii) Y is conditionally a function of Z given X if and only if a = b.
(iv) Y is not a function of X if and only if b > 0.
Explicitly, the values of a and b are given by
a =
∫
E(Var(P(Y ≥ t|Z,X)|X))dµ(t)
and
b =
∫
E(Var(1{Y ≥t}|X))dµ(t)
=
∫
E(P(Y ≥ t|X)(1− P(Y ≥ t|X)))dµ(t).
Next, suppose that p = 0. Define
Qn(Y,Z) :=
1
n2
n∑
i=1
(
min{Ri, RM(i)} −
L2i
n
)
(7.3)
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and
Sn(Y ) :=
1
n3
n∑
i=1
Li(n − Li). (7.4)
We will prove later that the following theorem implies Theorems 2.1 and 2.2
when p = 0.
Theorem 7.2. As n → ∞, Qn(Y,Z) and Sn(Y ) converge almost surely to
deterministic limits c and d, satisfying the following properties:
(i) 0 ≤ c ≤ d.
(ii) Y is independent of Z if and only if c = 0.
(iii) Y is a function of Z if and only if c = d.
(iv) d > 0 if and only if Y not a constant.
Explicitly,
c =
∫
Var(P(Y ≥ t|Z))dµ(t),
and
d =
∫
Var(1{Y≥t})dµ(t)
=
∫
P(Y ≥ t)(1− P(Y ≥ t))dµ(t).
It is not difficult to see that whenever Y has a continuous distribution,
d = 1/6. In this case, there is no need for estimating d using Sn(Y,Z).
On the other hand, the value of d may be dependent on the distribution
of Y when the distribution is not continuous. In such cases, d needs to be
estimated from the data using Sn(Y,Z).
8. Proofs of Theorems 2.1 and 2.2 using Theorems 7.1 and 7.2
Suppose that p ≥ 1. Recall the quantities a and b from the statement of
Theorem 7.1, and notice that T = a/b. Suppose that Y is not a function
of X. Then by conclusion (iv) of Theorem 7.1, b > 0, and hence T is well-
defined. Moreover, conclusion (i) implies that 0 ≤ T ≤ 1, conclusion (ii)
implies that T = 0 if and only if Y and Z are conditionally independent
given X, and conclusion (iii) implies that Y is a function of Z given X if
and only if T = 1. This proves Theorem 2.1 when p ≥ 1. Next, note that
Tn = Qn/Sn, where Qn = Qn(Y,Z|X) and Sn = Sn(Y,X), as defined in
(7.1) and (7.2). By Theorem 7.1, Qn → a and Sn → b in probability. Thus,
Tn → a/b = T in probability. This proves Theorem 2.2 when p ≥ 1.
Next, suppose that p = 0. The proof proceeds exactly as before, but
using Theorem 7.2. Here T = c/d, where c and d are the quantities from
Theorem 7.2. Suppose that Y is not a function of X, which in this case just
means that Y is not a constant. Then by conclusion (iv) of Theorem 7.2,
d > 0, and hence T is well-defined. Moreover, conclusion (i) implies that
0 ≤ T ≤ 1, conclusion (ii) implies that T = 0 if and only if Y and Z are
independent, and conclusion (iii) implies that Y is a function of Z if and
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only if T = 1. This proves Theorem 2.1 when p = 0. Next, note that
Tn = Qn/Sn, where Qn = Qn(Y,Z) and Sn = Sn(Y ), as defined in (7.3)
and (7.4). By Theorem 7.2, Qn → c and Sn → d in probability. Thus,
Tn → c/d = T in probability. This proves Theorem 2.2 when p = 0.
9. Preparation for the proofs of Theorems 7.1 and 7.2
In this section we prove some lemmas that are needed for the proofs of
Theorems 7.1 and 7.2. Let Y be a random variable and X be an Rp-valued
random vector, defined on the same probability space. Define
F (t) := P(Y ≤ t), G(t) := P(Y ≥ t).
By the existence of regular conditional probabilities on regular Borel spaces
(see for example [19, Theorem 2.1.15 and Exercise 5.1.16]), for each Borel
set A ⊆ R there is a measurable map x 7→ µx(A) from Rp into [0, 1], such
that
(i) for any A, µX(A) is a version of P(Y ∈ A|X), and
(ii) with probability one, µX is a probability measure on R.
In the above sense, µx is the conditional law of Y given X = x. For each t,
let
FX(t) := µX((−∞, t]), GX(t) := µX([t,∞)).
Define
Q(Y,X) :=
∫
Var(GX(t))dµ(t). (9.1)
Lemma 9.1. Let Q(Y,X) be as above. Then Q(Y,X) = 0 if and only if Y
and X are independent.
Proof. If Y and X are independent, then for any t, P(Y ≥ t|X) = P(Y ≥ t)
almost surely. Thus, GX(t) = G(t) almost surely, and so Var(GX(t)) = 0.
Consequently, Q(Y,X) = 0.
Conversely, suppose that Q(Y,X) = 0. Then there is a set A ⊆ R such
that µ(A) = 1 and Var(GX(t)) = 0 for every t ∈ A. Since E(GX(t)) = G(t),
GX(t) = G(t) almost surely for each t ∈ A. We claim that A = R.
To show this, take any t ∈ R. If µ({t}) > 0, then clearly t must be a
member of A and there is nothing more to prove. So assume that µ({t}) = 0.
This implies that G is right-continuous at t.
There are two possibilities. First, suppose that G(s) < G(t) for all s > t.
Then for each s > t, µ([t, s)) > 0, and hence A must intersect [t, s). This
shows that there is a sequence rn in A such that rn decreases to t. Since
GX(rn) = G(rn) almost surely for each n, this implies that with probability
one,
GX(t) ≥ lim
n→∞
GX(rn) = lim
n→∞
G(rn) = G(t).
But E(GX(t)) = G(t). Thus, GX(t) = G(t) almost surely.
The second possibility is that there is some s > t such that G(s) = G(t).
Take the largest such s, which exists because G is left-continuous. If s =
14 MONA AZADKIA AND SOURAV CHATTERJEE
∞, then G(t) = G(s) = 0, and hence GX(t) = 0 almost surely because
E(GX(t)) = G(t). Suppose that s < ∞. Then either µ({s}) > 0, which
implies that GX(s) = G(s) almost surely, or µ({s}) = 0 and G(r) < G(s)
for all r > s, which again implies that GX(s) = G(s) almost surely, by the
previous paragraph. Therefore in either case, with probability one,
GX(t) ≥ GX(s) = G(s) = G(t).
Since E(GX(t)) = G(t), this implies that GX(t) = G(t) almost surely.
This completes the proof of our claim that Var(GX(t)) = 0 for every
t ∈ R. In particular, for each t ∈ R, GX(t) = G(t) almost surely. Therefore,
for any t ∈ R and any Borel set B ⊆ Rp,
P({Y ≥ t} ∩ {X ∈ B}) = E(P(Y ≥ t|X)1{X∈B})
= G(t)P(X ∈ B) = P(Y ≥ t)P(X ∈ B).
This proves that Y and X are independent. 
Let Z be an Rq-valued random vector defined on the same probability
space as Y and X, and let W = (X,Z) be the concatenation of X and Z.
Lemma 9.2. Let W be as above. Then Q(Y,W) ≥ Q(Y,X), and equality
holds if and only if Y and Z are conditionally independent given X.
Proof. Since GX(t) = E(GW(t)|X), it follows that for each t,
Var(GX(t)) ≤ Var(GW(t)).
Consequently, Q(Y,W) ≥ Q(Y,X). If Y and Z are conditionally indepen-
dent given X, then for any t,
GW(t) = P(Y ≥ t|X,Z) = P(Y ≥ t|X) = GX(t).
Therefore, Q(Y,W) = Q(Y,X). Conversely, suppose that Q(Y,W) =
Q(Y,X). Notice that
Var(GW(t))−Var(GX(t)) = Var(GW(t))−Var(E(GW(t)|X))
= E(Var(GW(t)|X))
= E(GW(t)−GX(t))2.
Thus,
Q(Y,W) −Q(Y,X) =
∫
E(GW(t)−GX(t))2dµ(t).
So, if Q(Y,W) = Q(Y,X), then there is a Borel set A ⊆ R such that
µ(A) = 1 and GW(t) = GX(t) almost surely for every t ∈ A. We claim that
A = R. Let us now prove this claim. The proof is similar to the proof of
the analogous claim in Lemma 9.1, with a few additional complications.
Take any t ∈ R. If µ({t}) > 0, then clearly t must be a member of A. So
assume that µ({t}) = 0. As before, this implies that G is right-continuous
at t. Take any sequence tn decreasing to t. Then G(t)−G(tn)→ 0. But
G(t)−G(tn) = E(GX(t)−GX(tn)),
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and GX(t) − GX(tn) is a nonnegative random variable. Thus, GX(t) −
GX(tn) → 0 in probability, and therefore there is a subsequence nk such
that GX(tnk) converges to GX(t) almost surely. But from the properties of
the regular conditional probability µx we know that GX is a non-increasing
function almost surely. Thus, it follows that GX is right-continuous at t
almost surely.
Now, as before, there are two possibilities. First, suppose that G(s) <
G(t) for all s > t. Then for each s > t, µ([t, s)) > 0, and hence A must
intersect [t, s). This shows that there is a sequence rn in A such that rn
decreases to t. Since GW(rn) = GX(rn) almost surely for each n and GX is
right-continuous at t with probability one, this implies that with probability
one,
GW(t) ≥ lim
n→∞
GW(rn) = lim
n→∞
GX(rn) = GX(t).
But E(GW(t)|X) = GX(t). Thus, GW(t) = GX(t) almost surely.
The second possibility is that there is some s > t such that G(s) = G(t).
Take the largest such s, which exists because G is left-continuous. If s =∞,
then G(t) = G(s) = 0, and hence GW(t) = GX(t) = 0 almost surely
because E(GW(t)) = E(GX(t)) = G(t). Suppose that s < ∞. Then either
µ({s}) > 0, which implies that GW(s) = GX(s) almost surely (by the
previous step), or µ({s}) = 0 and G(r) < G(s) for all r > s, which again
implies that GW(s) = GX(s) almost surely (also by the previous step).
Therefore in either case, with probability one,
GW(t) ≥ GW(s) = GX(s).
Now, P(Y ∈ [t, s)) = 0, and hence P(Y ∈ [t, s)|X) = 0 almost surely. In
other words, GX(t) = GX(s) almost surely. Thus, GW(t) ≥ GX(t) almost
surely. Since E(GW(t)|X) = GX(t), this implies thatGW(t) = GX(t) almost
surely. This completes the proof of our claim that A = R.
Therefore, for any t ∈ R and any Borel set B ⊆ Rp′ ,
P({Y ≥ t} ∩ {Z ∈ B}|X) = E(P({Y ≥ t} ∩ {Z ∈ B}|W)|X)
= E(P(Y ≥ t|W)1{Z∈B}|X)
= E(GX(t)1{Z∈B}|X)
= P(Y ≥ t|X)P(Z ∈ B|X).
This proves that Y and Z are conditionally independent given X. 
Let X1,X2, . . . be an infinite sequence of i.i.d. copies of X. For each n ≥ 2
and each 1 ≤ i ≤ n, let Xn,i be the Euclidean nearest-neighbor of Xi among
{Xj : 1 ≤ j ≤ n, j 6= i}. Ties are broken at random.
Lemma 9.3. With probability one, Xn,1 → X1 as n→∞.
Proof. Let ν be the law ofX. Let A be the support of ν. Recall that A is the
set of all x ∈ Rp such that any open ball containing x has strictly positive
ν-measure. From this definition it follows easily that the complement of A
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is a countable union of open balls of ν-measure zero. Consequently, X ∈ A
with probability one.
Take any ε > 0. Let B be the ball of radius ε centered at X1. Then
P(‖X1 −Xn,1‖ ≥ ε|X1) ≤ (1− ν(B))n−1
Since X1 ∈ A almost surely, it follows that ν(B) > 0 almost surely. Thus,
lim
n→∞
P(‖X1 −Xn,1‖ ≥ ε|X1) = 0
almost surely, and hence
lim
n→∞
P(‖X1 −Xn,1‖ ≥ ε) = 0.
This proves that ‖X1 − Xn,1‖ → 0 in probability. But ‖X1 − Xn,1‖ is
decreasing in n. Therefore ‖X1 −Xn,1‖ → 0 almost surely. 
Take any particular realization of X1, . . . ,Xn. In this realization, for each
1 ≤ i ≤ n, let Kn,i be the number of j such that Xi is a nearest neighbor of
Xj (not necessarily the randomly chosen one) and Xj 6= Xi. The following
is a well-known geometric fact (see for example [61, page 102]).
Lemma 9.4. There is a deterministic constant C(p), depending only on the
dimension p, such that Kn,1 ≤ C(p) always.
Proof. Consider a triangle with vertices x, y and z in Rp, where y 6= x and
z 6= x. Suppose that the angle at x is strictly less than 60◦ and ‖x − y‖ ≤
‖x− z‖. Then
(y − x) · (z− x)
‖y − x‖‖z − x‖ > cos 60
◦ =
1
2
.
Consequently,
‖z− y‖2 = ‖z − x‖2 + ‖x− y‖2 + 2(z − x) · (x− y)
< ‖z − x‖2 + ‖x− y‖2 − ‖y − x‖‖z − x‖
≤ ‖z − x‖2,
where the last inequality holds because ‖x − y‖ ≤ ‖x− z‖. Thus, if K is a
cone at x of aperture less than 60◦, and x1, . . . ,xm is a finite list of points
in K \ {x} (not necessarily distinct), then there can be at most one i such
that the nearest neighbor of xi in {x,x1, . . . ,xm} is x.
Now, it is not difficult to see that there is a deterministic constant C(p)
depending only on p such that the whole of Rp can be covered by at most
C(p) cones of apertures less than 60◦ based at any given point. Take this
point to be X1. Then within each cone, there can be at most one Xj , which
is not equal to X1, and whose nearest neighbor is X1. This shows that there
can be at most C(p) points distinct from X1 whose nearest neighbor is X1,
completing the proof of the lemma. 
Lemma 9.5. There is a constant C(p) depending only on p, such that for
any measurable f : Rp → [0,∞) and any n, E(f(Xn,1)) ≤ C(p)E(f(X1)).
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Proof. Since f is nonnegative,
E(f(Xn,i)) ≤ E(f(Xi)) + E(f(Xn,i)1{Xn,i 6=Xi})
≤ E(f(Xi)) +
n∑
j=1
E(f(Xj)1{Xj=Xn,i,Xj 6=Xi}).
Therefore by symmetry,
E(f(Xn,1)) =
1
n
n∑
i=1
E(f(Xn,i))
≤ 1
n
n∑
i=1
E(f(Xi)) +
1
n
n∑
i=1
n∑
j=1
E(f(Xj)1{Xj=Xn,i,Xj 6=Xi})
= E(f(X1)) +
1
n
n∑
j=1
E
(
f(Xj)
n∑
i=1
1{Xj=Xn,i,Xj 6=Xi}
)
≤ E(f(X1)) + 1
n
n∑
j=1
E(f(Xj)Kn,j) = E(f(X1)(1 +Kn,1)).
By Lemma 9.4, this completes the proof. 
For the next result, we will need the following version of Lusin’s theorem
(proved, for example, by combining [45, Theorem 2.18 and Theorem 2.24]).
Lemma 9.6 (Special case of Lusin’s theorem). Let f : Rp → R be a measur-
able function and γ be a probability measure on Rp. Then, given any ε > 0,
there is a compactly supported continuous function g : Rp → R such that
γ({x : f(x) 6= g(x)}) < ε.
Lemma 9.7. For any measurable f : Rp → R, f(X1) − f(Xn,1) tends to 0
in probability as n→∞.
Proof. Fix some ε > 0. Let g be a function as in Lemma 9.6, for the given
f and ε, and γ = the law of X1. Then note that for any δ > 0,
P(|f(X1)− f(Xn,1)| > δ)
≤ P(|g(X1)− g(Xn,1)| > δ) + P(f(X1) 6= g(X1))
+ P(f(Xn,1) 6= g(Xn,1)).
By Lemma 9.3 and the continuity of g,
lim
n→∞
P(|g(X1)− g(Xn,1)| > δ) = 0.
By the construction of g,
P(f(X1) 6= g(X1)) < ε.
Finally, by Lemma 9.5,
P(f(Xn,1) 6= g(Xn,1)) ≤ C(p)P(f(X1) 6= g(X1)) ≤ C(p)ε.
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Putting it all together, we get
lim sup
n→∞
P(|f(X1)− f(Xn,1)| > δ) ≤ ε+C(p)ε.
Since ε and δ are arbitrary, this completes the proof of the lemma. 
Let (Y1,X1), . . . , (Yn,Xn) be i.i.d. copies of (Y,X). Let Fn be the empir-
ical distribution function of Y1, . . . , Yn, that is,
Fn(t) =
1
n
n∑
i=1
1{Yi≤t}.
Also let
Gn(t) =
1
n
n∑
i=1
1{Yi≥t}.
For each i, let N(i) be the index j such that Xj = Xn,i (ties broken at
random). Define
Qn = Qn(Y,X) :=
1
n
n∑
i=1
(min{Fn(Yi), Fn(YN(i))} −Gn(Yi)2). (9.2)
Note that this is exactly the statistic Qn(Y,X) defined in equation (7.3) of
Section 7.
Lemma 9.8. Let Qn be defined as above. Then
lim
n→∞
E(Qn(Y,X)) = Q(Y,X).
Proof. Let
Q′n :=
1
n
n∑
i=1
(min{F (Yi), F (YN(i))} −G(Yi)2). (9.3)
and let
∆n := sup
t∈R
|Fn(t)− F (t)|+ sup
t∈R
|Gn(t)−G(t)|.
Then by the triangle inequality,
|Q′n −Qn| ≤ 3∆n. (9.4)
On the other hand, by the Glivenko–Cantelli theorem, ∆n → 0 almost surely
as n→∞. Since ∆n is bounded by 2, this implies that
lim
n→∞
E|Q′n −Qn| = 0.
Thus, it suffices to show that E(Q′n) converges to Q(Y,X). First, notice that
min{F (Y1), F (YN(1))} =
∫
1{Y1≥t}1{YN(1)≥t}dµ(t).
Let F be the σ-algebra generated by X1, . . . ,Xn and the random variables
used for breaking ties in the selection of nearest neighbors. Then for any t,
E(1{Y1≥t}1{YN(1)≥t}|F) = GX1(t)GXN(1)(t).
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Note that XN(1) = Xn,1. Also, recall that by the properties of the regular
conditional probability µx, the map x 7→ Gx(t) is measurable. Therefore by
the above identity and Lemma 9.7, we have
lim
n→∞
E(1{Y1≥t}1{YN(1)≥t}) = E(GX(t)
2).
Thus,
lim
n→∞
E(Q′n) =
∫
(E(GX(t)
2)−G(t)2)dµ(t).
Since E(GX(t)) = G(t), this completes the proof of the lemma. 
Lemma 9.9. There are positive constants C1 and C2 depending only on the
dimension p such that for any n and any t ≥ 0,
P(|Qn − E(Qn)| ≥ t) ≤ C1e−C2nt2 .
Proof. Throughout this proof, C(p) will denote any constant that depends
only on p. The value of C(p) may change from line to line.
In addition to the variables Xi and Yi, in this proof we will make use of
i.i.d. Uniform[0, 1] random variables U1, . . . , Un, where Ui is used for break-
ing ties if Xi has multiple nearest neighbors.
Our plan is to use the bounded difference concentration inequality [39].
For that, we have to get a bound on the maximum possible change in Qn if
one (Yi,Xi, Ui) is replaced by some alternative value (Y
′
i ,X
′
i, U
′
i). We first
write Qn = An +Bn, where
An :=
1
n
n∑
i=1
min{Fn(Yi), Fn(YN(i))}, Bn :=
1
n
n∑
i=1
Gn(Yi)
2.
It is not hard to see that after the above replacement, each Gn(Yj) can
change by at most 1/n, and since these quantities are in [0, 1], Bn can
change by at most 2/n. Therefore the bounded difference inequality gives
P(|Bn − E(Bn)| ≥ t) ≤ 2e−nt2/8. (9.5)
Unfortunately, An is not well-behaved with respect to this kind of pertur-
bation, so we have to first replace An by some more manageable quantity.
Take a realization of (Y1,X1, U1), . . . , (Yn,Xn, Un). Define an equivalence
relation on {1, . . . , n} by declaring that i and j are equivalent if Xi = Xj.
Call an equivalence class a ‘cluster’ if its size is greater than one, and a
‘singleton’ otherwise. Note that if i belongs to a cluster C, then N(i) must
necessarily be also a member of the same cluster. In fact, N(i) would be
chosen uniformly at random (using Ui) from C \ {i}.
Let C denote the set of all clusters and S denote the set of all singletons.
For convenience, let us define
ai,j := min{Fn(Yi), Fn(Yj)},
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so that
An =
1
n
∑
C∈C
∑
i∈C
ai,N(i) +
1
n
∑
i∈S
ai,N(i).
Let G denote the σ-algebra generated by (Y1,X1), . . . , (Yn,Xn) and (Ui)i∈S.
Define A′n := E(An|G). Then it is clear that
A′n =
1
n
∑
C∈C
b(C) + 1
n
∑
i∈S
ai,N(i), (9.6)
where
b(C) := 1|C| − 1
∑
i∈C
∑
j∈C\{i}
ai,j.
We will now use the bounded difference inequality to get a tail bound for the
difference An−A′n. Conditional on G, An is a function of (Ui)i/∈S. If one such
Ui is replaced by some other value U
′
i , then only N(i) may be affected. Thus,
An changes by at most 1/n. Therefore, the bounded difference inequality
gives
P(|An −A′n| ≥ t|G) ≤ 2e−nt
2/2.
Since the right side is deterministic, we can remove the conditioning on the
left. But then the tail bound gives E|An −A′n| < 3n−1/2. Therefore,
P(|An − E(An)| ≥ 3n−1/2 + t)
≤ P(|An −A′n| ≥ t/2) + P(|A′n − E(A′n)| ≥ t/2)
≤ 2e−nt2/8 + P(|A′n − E(A′n)| ≥ t/2). (9.7)
So we now need to get a tail bound for A′n − E(A′n). Fortunately, A′n is
well-behaved with respect to perturbing one coordinate. Let us now try to
figure out the maximum possible change in A′n if some (Yi,Xi, Ui) is replaced
by an alternative value (Y ′i ,X
′
i, U
′
i). We will do this in stages. First, let us
replace Xi by X
′
i, keeping Yi and Ui fixed. We know by Lemma 9.4 that
in any configuration, for any i there can be at most C(p) singletons j such
that i is a nearest neighbor of j (not necessarily the chosen one). This fact
will be used many times in the following argument. There are several cases
to consider:
(1) Suppose that i is in some cluster C of size ≥ 3 in the original config-
uration, and lands up in some other cluster C′ in the new configura-
tion. Then the set of singletons is the same in the two configurations.
If j is a singleton, then N(j) can change only if i is a nearest neigh-
bor of j in either the original configuration or the final configuration.
As noted above, there can be at most C(p) such j. Therefore, due
to these changes, A′n can change by at most C(p)/n. On the other
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hand, b(C) changes by at most 2, as seen from the following compu-
tation:
|b(C) − b(C \ {i})|
=
∣∣∣∣ 1|C| − 1
∑
j∈C
∑
k∈C\{j}
aj,k − 1|C| − 2
∑
j∈C\{i}
∑
k∈C\{i,j}
aj,k
∣∣∣∣
=
∣∣∣∣ 1|C| − 1
∑
k∈C\{i}
ai,k +
1
|C| − 1
∑
j∈C\{i}
aj,i
− 1
(|C| − 1)(|C| − 2)
∑
j∈C\{i}
∑
k∈C\{i,j}
aj,k
∣∣∣∣ ≤ 2,
where the last inequality holds because the ai,j’s are in [0, 1]. A
similar calculation shows that b(C′) also changes by at most 1. Thus,
overall, A′n changes by at most C(p)/n.
(2) Suppose that i is in some cluster C of size ≥ 3 in the original config-
uration, and pairs up with a singleton to form a new cluster in the
new configuration. Again, b(C) changes by at most 2, and the con-
tributions from the singletons in (9.6) changes by at most C(p)/n,
by the same logic as in case (1). The formation of the new cluster
causes a change of at most 2/n. Therefore, again, the change in A′n
is at most C(p)/n.
(3) Suppose that i is in some cluster C of size ≥ 3 in the original con-
figuration, and becomes a singleton in the new configuration. Then
just as before, b(C) changes by at most 2, and the contributions from
singletons changes by at most C(p)/n.
(4) Suppose that i is in some cluster C of size 2 in the original config-
uration, and pairs up with a singleton to form a new cluster in the
new configuration. Again, the number of singletons j for which N(j)
changes due to this operation is bounded by C(p), and the contri-
butions from the clusters terms in (9.6) also changes by at most a
bounded amount. Thus, the change in A′n is at most C(p)/n.
(5) Suppose that i is in some cluster C of size 2 in the original configura-
tion, and becomes a singleton in the new configuration. Proceeding
as before, we see that A′n changes by at most C(p)/n.
(6) Suppose that i is a singleton in the original configuration and remains
so in the new configuration. Again, it is clear that the change in A′n
is at most C(p)/n.
(7) All other cases are just reverses of the situations considered above.
For example, if i is a singleton in the original configuration and
becomes part of a cluster of size ≥ 3 in the new configuration, that’s
just the reverse of case (3).
Thus, we conclude that changing Xi to X
′
i changes A
′
n by at most C(p)/n.
Next, let us change Yi to Y
′
i . Then Fn(Yj) changes by at most 1/n for each
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j 6= i, and Fn(Yi) changes by at most 1. Therefore each aj,k changes by at
most 1/n if j 6= i and k 6= i, and by at most 1 if either index equals i. From
this it is easy to see that A′n can change by at most 1/n. Finally, let us
replace Ui by U
′
i . Then only N(i) can change, and hence A
′
n can change by
at most 1/n. Combing all three steps, we get
P(|A′n − E(A′n)| ≥ t) ≤ 2e−C(p)nt
2
.
Therefore by (9.5) and (9.7), we get
P(|An − E(An)| ≥ 3n−1/2 + t) ≤ 6e−C(p)nt2 .
If t ≥ 3n−1/2, this bound holds for P(|An − E(An)| ≥ 2t). If t < 3n−1/2, we
can choose C1 ≥ 6 so that C1e−C(p)nt2 ≥ 1, so that it is trivially a bound
for P(|An − E(An)| ≥ 2t). This completes the proof. 
Combining Lemmas 9.8 and 9.9, we get the following corollary.
Corollary 9.10. As n→∞, Qn(Y,X)→ Q(Y,X) almost surely.
10. Proof of Theorem 7.2
Note that convergence of Qn(Y,Z) to the deterministic limit c is the result
of Corollary 9.10 (applied to the pair (Y,Z) instead of (Y,X)). Showing that
Sn(Y ) converges to d is easier. Let
S′n(Y ) =
1
n
n∑
i=1
G(Yi)(1 −G(Yi)),
and
∆n := sup
t∈R
|Gn(t)−G(t)|.
Then by triangle inequality |Sn(Y )− S′n(Y )| ≤ 4∆n, and by the Glivenko–
Cantelli theorem ∆n → 0 almost surely. So it is enough to show that S′n(Y )
converges almost surely to d. But that is a consequence of the strong law of
large numbers, since the Yi’s are i.i.d and
E(G(Yi)(1 −G(Yi))) =
∫
G(t)(1 −G(t))dµ(t) = d.
This completes the proof of the convergence claims in the theorem. Next,
by combining Corollary 9.10 and Lemma 9.1, we see that if Y and X are
independent, then c = 0. This proves claim (i) in the theorem. On the other
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hand, if Y is a function of Z, say Y = f(Z) almost surely, then
c =
∫
Var(P(Y ≥ t|Z))dµ(t)
=
∫
Var(E(1{Y ≥t}|Z))dµ(t)
=
∫
Var(1{f(Z)≥t})dµ(t)
=
∫
E(1{f(Z)≥t})(1− E(1{f(Z)≥t}))dµ(t) = d,
which proves claim (ii) in the theorem. Finally, by the law of total variance
we have
Var(1{Y≥t}) = E(Var(1{Y ≥t}|Z)) + Var(P(Y ≥ t|Z)),
therefore 0 ≤ c ≤ d. Note that by Lemma 9.1, c = 0 if and only if Y is
independent of Z. To complete the proof of claim (iii), we have to show that
if c = d then Y is almost surely a function of Z. If c = d, then∫
E(GZ(t)−GZ(t)2)dµ(t) = 0,
which implies that P(E) = 1, where E is the event∫
GZ(t)(1−GZ(t))dµ(t) = 0. (10.1)
Let A be the support of µ. Define
aZ := sup{t : GZ(t) = 1}, bZ := inf{t : GZ(t) = 0},
so that aZ ≤ bZ. Now suppose that the event {aZ < bZ} ∩ E takes
place. Since GZ(t) ∈ (0, 1) for all t ∈ (aZ, bZ), the condition (10.1) im-
plies that µ((aZ, bZ)) = 0. Since (aZ, bZ) is an open interval, this implies
that (aZ, bZ) ⊆ Ac. On the other hand, under the given circumstance, we
also have P(Y ∈ (aZ, bZ)|Z) > 0. Thus P(Y ∈ Ac|Z) > 0.
The above argument implies that if P({aZ < bZ} ∩ E) > 0, then P(Y ∈
Ac) > 0. But this is impossible, since A is the support of µ. Therefore
P({aZ < bZ} ∩ E) = 0. But P(E) = 1. Therefore P(aZ = bZ) = 1. This
implies that Y is almost surely a function of Z.
11. Proof of Theorem 7.1
For the proof of Theorem 7.1, we need some additional lemmas.
Lemma 11.1. Let Qn(Y,Z|X) be defined as in (7.1). Then Qn(Y,Z|X)
converges to Q(Y,Z|X) almost surely as n→∞, where
Q(Y,Z|X) :=
∫
E(Var(GW(t)|X))dµ(t),
where, as before, W = (X,Z).
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Proof. Note that Qn(Y,Z|X) = Qn(Y,W) −Qn(Y,X). Also,
E(GW(t)|X) = GX(t),
which, by the law of total variance, gives
Var(GW(t))−Var(GX(t)) = E(Var(GW(t)|X)).
Thus,
Q(Y,Z|X) = Q(Y,W)−Q(Y,X).
The result now follows by Corollary 9.10. 
Lemma 11.2. For Sn(Y,X) defined in (7.2),
lim
n→∞
E(Sn(Y,X)) = S(Y,X)
where S(Y,X) :=
∫
E(Var(1{Y ≥t}|X))dµ(t).
Proof. The proof uses techniques developed for the proof of Lemma 9.8. Let
S′n(Y,X) =
1
n
n∑
i=1
(F (Yi)−min{F (Yi), F (YN(i))}),
and
∆n := sup
t∈R
|Fn(t)− F (t)|.
By the triangle inequality,
|S′n(Y,X)− Sn(Y,X)| ≤ 4∆n.
By the Glivenko–Cantelli theorem, ∆n → 0 almost surely and since ∆n is
bounded by 1, we can conclude that,
lim
n→∞
E|S′n(Y,X) − Sn(Y,X)| = 0.
Then it is enough to show that E(S′n(Y,X)) converges to S(Y,X). Proceed-
ing as in the proof of Lemma 9.8, we get
lim
n→∞
E(S′n(Y,X)) =
∫
(G(t) − E(GX(t)2))dµ(t)
=
∫
E(GX(t)−GX(t)2)dµ(t) = S(Y,X),
which completes the proof. 
Lemma 11.3. There are positive constants C1 and C2 depending only on p
such that for any n and any t ≥ 0,
P(|Sn(Y,X)− E(Sn(Y,X))| ≥ t) ≤ C1e−C2nt2
Proof. The concentration for the second term in the definition (7.2) was
already argued in the proof of Lemma 9.9. For the first term, a simple
application of the bounded difference inequality suffices. 
Finally, we are ready to prove Theorem 7.1.
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Proof of Theorem 7.1. Convergence of Qn(Y,Z|X) almost surely to a =
Q(Y,Z|X) is the content of Lemma 11.1, and convergence of Sn(Y,X) to
b = S(Y,X) follows by Lemmas 11.2 and 11.3.
Let us now prove the claims (i), (ii) and (iii) of the theorem. First, let us
prove (i). It is not hard to see that a = Q(Y,W)−Q(Y,X). Thus if Y and
Z are conditionally independent given X, then by Lemma 9.2, a = 0. This
proves (i). Next, note that
b− a =
∫
E(Var(1{Y≥t}|X)−Var(E(1{Y ≥t}|Z,X)|X))dµ(t)
=
∫
E(E(Var(1{Y≥t}|Z,X)|X))dµ(t)
=
∫
E(Var(1{Y≥t}|Z,X))dµ(t).
Now, if with probability one Y is a function of Z conditional on X, then
Var(1{Y ≥t}|Z,X) = 0 almost surely. Thus, the above expression shows that
a = b in this situation.
Finally, let us prove claim (iii). Note that the above expression for b− a
also shows that 0 ≤ a ≤ b, since Var(1{Y≥t}|Z,X) ≥ 0. Thus, it suffices to
prove the opposite implications for (i) and (ii).
If a = 0, then again by Lemma 9.2, we get that Y and Z are conditionally
independent given X. If a = b, then there exists a set A ⊆ R such that
µ(A) = 1 and for any t ∈ A we have
Var(1{Y ≥t}|Z,X) = 0
almost surely. Proceeding as the last part of the proof of Theorem 7.2, we
can now conclude that Y is almost surely equal to a function of W. This
implies that Y is almost surely a function of Z conditional on X. 
12. Proof of Theorem 3.1
Throughout this section, we will assume that the assumptions (A1) and
(A2) from Section 3 hold. In the following lemma, Xn,1 is the nearest neigh-
bor of X1 among X2, . . . ,Xn (with ties broken at random), as in previous
sections.
Lemma 12.1. Let C1 and C2 be as in assumption (A2). Then there is some
C3 depending only on C1, C2 and p such that
E(min{‖X1 −Xn,1‖, 1}) ≤
{
C3n
−1(log n)3 if p = 1,
C3n
−1/p(log n)p+1 if p ≥ 2.
Proof. Throughout this proof, C will denote any constant that depends only
on C1, C2 and p. Take any t > 0 and ε ∈ (n−1/p, 1). Let B be the ball of
radius t in Rp centered at the origin. Partition B into at most Ctpε−p small
sets of diameter ≤ ε. Let S be the small set containing X1. Then
P(‖X1 −Xn,1‖ ≥ ε) ≤ P(X1 /∈ B) + P(X2 /∈ S, . . . ,Xn /∈ S).
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Now note that
P(X2 /∈ S, . . . ,Xn /∈ S|X1) = (1− P(X2 ∈ S|X1))n−1 = (1 − ν(S))n−1,
where ν is the law of X. Let A be the collection of all small sets with ν-mass
less than δ. Since there are at most Ctpε−p small sets, we get
E[(1− ν(S))n−1] ≤ (1− δ)n−1 + P(X1 ∈ A)
≤ (1− δ)n−1 + Ctpε−pδ.
Since P(X1 /∈ B) ≤ C1e−C2t, this gives
P(‖X1 −Xn,1‖ ≥ ε) ≤ C1e−C2t + (1− δ)n−1 + Ctpε−pδ.
Now choosing δ = Kn−1 log n and t = K log(nεp) for some large enough K,
we get
P(‖X1 −Xn,1‖ ≥ ε) ≤ C(log n)
p+1
nεp
.
Thus,
E(min{‖X1 −Xn,1‖, 1}) = n−1/p +
∫ 1
n−1/p
P(‖X1 −Xn,1‖ ≥ ε)dε
≤ n−1/p + C(log n)
p+1
n
∫ 1
n−1/p
ε−pdε.
This is bounded by Cn−1(log n)3 if p = 1, and Cn−1/p(log n)p+1 if p ≥ 2. 
In the next lemma, let Q = Q(Y,X) be defined as in equation (9.1) and
Qn = Qn(Y,X) be defined as in equation (7.3).
Lemma 12.2. Let C and β be as in assumption (A1) and C1 and C2 be as
in assumption (A2). Then there are K1, K2 and K3 depending only on C,
β, C1, C2 and p such that for any t ≥ 0,
P(|Qn −Q| ≥ K1n−min{1/p,1/2}(log n)p+β+1 + t) ≤ K2e−K3nt2 .
Proof. Let Q′n and ∆n be as in the proof of Lemma 9.8. By the Dvoretzky–
Kiefer–Wolfowitz inequality [20, 38], we know that for any x ≥ 0,
P(
√
n∆n ≥ x) ≤ 2e−2x2 .
From this it follows that E(∆n) ≤ n−1/2, and therefore by (9.4),
E|Q′n −Qn| ≤ 3n−1/2. (12.1)
Arguing as in the proof of Lemma 9.8, we get
E(Q′n) =
∫
(E(GX1(t)GXn,1(t))−G(t)2)dµ(t).
On the other hand,
Q =
∫
(E(GX(t)
2)−G(t)2)dµ(t).
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Since Gx(t) ∈ [0, 1] for all x and t, this gives
|E(Q′n)−Q| ≤
∫
E|GX1(t)−GXn,1(t)|dµ(t).
Now note that by assumption (A1),
|GXn,1(t)−GX1(t)| ≤ C(1 + ‖Xn,1‖β + ‖X1‖β)‖X1 −Xn,1‖.
Next, note that by assumption (A2), P(‖X1‖ ≥ t) ≤ C1e−C2t. Therefore
by Lemma 9.5, the law of ‖Xn,1‖ also has an exponentially decaying tail.
Lastly, note that |GXn,1(t) − GX1(t)| ≤ 1. So, letting E be the event that
the maximum of ‖X1‖ and ‖Xn,1‖ is bigger than K log n for some suitably
large K, we get
E|GXn,1(t)−GX1(t)| ≤ P(E) + E(|GXn,1(t)−GX1(t)|1Ec)
≤ n−1 + L(log n)βE(min{‖X1 −Xn,1‖, 1})
for some large constant L. It is now easy to complete the proof using
Lemma 12.1, inequality (12.1), and Lemma 9.9. 
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. Recall from Section 8 that
Tn(Y,Z|X) = Qn(Y,Z|X)
Sn(Y,X)
,
and
T (Y,Z|X) = Q(Y,Z|X)
S(Y,X)
,
where the quantity Q(Y,Z|X) is defined in Lemma 11.1 and S(Y,X) is
defined in Lemma 11.2. Now, as we observed in the proof of Lemma 11.1,
Qn(Y,Z|X) = Qn(Y,W) −Qn(Y,X),
where W = (X,Z). Therefore by Lemma 12.2,
Qn(Y,Z|X) −Q(Y,Z|X) = OP
(
(log n)p+q+β+1
n1/(p+q)
)
.
By an exactly similar argument,
Sn(Y,X) − S(Y,X) = OP
(
(log n)p+β+1
n1/p
)
.
Finally, by part (iv) of Theorem 7.1, S(Y,X) 6= 0. The proof is completed
by combining these observations. 
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13. Proof of Proposition 3.2
Take a bounded open ball B in Rp and let K be the closure of B. Let
g(y) := maxx∈K f(y|x). By assumption, g(y) is bounded and decays faster
than any negative power of |y| as |y| → ∞. Also, since K is bounded, the
assumption on the derivatives of log f(y|x) implies that
h(y) := max
x∈K
∣∣∣∣ ∂∂xi log f(y|x)
∣∣∣∣
is bounded above by a polynomial in |y|. Thus, for x ∈ K and y ∈ R,∣∣∣∣ ∂∂xi f(y|x)
∣∣∣∣ =
∣∣∣∣f(y|x) ∂∂xi log f(y|x)
∣∣∣∣
≤ g(y)h(y),
and g(y)h(y) is an integrable function of y. This allows us to apply the
dominated convergence theorem and conclude that for any x ∈ B (and
hence any x ∈ Rp),∣∣∣∣ ∂∂xiP(Y ≥ t|X = x)
∣∣∣∣ =
∣∣∣∣ ∂∂xi
∫ ∞
t
f(y|x)dy
∣∣∣∣
=
∣∣∣∣
∫ ∞
t
∂
∂xi
f(y|x)dy
∣∣∣∣
≤
∫ ∞
−∞
∣∣∣∣ ∂∂xi log f(y|x)
∣∣∣∣f(y|x)dy.
Now applying the assumption about the derivatives of log f(y|x), and the
condition that E(Y 2k|X = x) is bounded by a polynomial in ‖x‖ for any k,
it follows easily that ∣∣∣∣ ∂∂xiP(Y ≥ t|X = x)
∣∣∣∣
is bounded above by a polynomial in ‖x‖. The second inequality in (A1)
follows directly from this.
14. Proof of Theorem 5.1
Let j1, j2, . . . , jp be the complete ordering of all variables produced by
the stepwise algorithm in FOCI. Let S0 := ∅, and for each 1 ≤ k ≤ p, let
Sk := {j1, . . . , jk}. For k > p, let Sk := Sp. For any subset S, let Q(Y,XS)
be defined as in (9.1) and let Qn(Y,XS) be defined as in (7.3). Notice that
Q(Y,XS) is the same as the quantity Q(S) defined in (5.1). Define these
quantities to be zero if S = ∅. Let K be the integer part of 1/δ + 2. Let E′
be the event that |Qn(Y,XSk) − Q(Y,XSk)| ≤ δ/8 for all 1 ≤ k ≤ K, and
let E be the event that SK is sufficient.
Lemma 14.1. Suppose that E′ has happened, and also that
Qn(Y,XSk)−Qn(Y,XSk−1) ≤
δ
2
(14.1)
A SIMPLE MEASURE OF CONDITIONAL DEPENDENCE 29
for some 1 ≤ k ≤ K. Then Sk−1 is sufficient.
Proof. Take any k ≤ K such that (14.1) holds. If k > p there is nothing to
prove. So let us assume that k ≤ p. An examination of the formula for Tn
shows that for each k, jk is the index j that maximizes Qn(Y,XSk−1∪{j})
among all j /∈ Sk−1. Since E′ has happened, this implies that for any
j /∈ Sk−1,
Q(Y,XSk−1∪{j})−Q(Y,XSk−1) ≤ Qn(Y,XSk−1∪{j})−Qn(Y,XSk−1) +
δ
4
≤ Qn(Y,XSk)−Qn(Y,XSk−1) +
δ
4
≤ 3δ
4
.
Therefore since δ > 0, the definition of δ implies that Sk−1 must be a
sufficient subset of predictors. 
Lemma 14.2. The event E′ implies E.
Proof. Suppose that E′ has happened. Suppose also that (14.1) is violated
for every 1 ≤ k ≤ K. Since E′ has happened, this implies that for each
k ≤ K,
Q(Y,XSk)−Q(Y,XSk−1) ≥ Qn(Y,XSk)−Qn(Y,XSk−1)−
δ
4
≥ δ
4
.
This gives
Q(Y,XSK ) =
K∑
k=1
(Q(Y,XSk)−Q(Y,XSk−1))
≥ Kδ
4
≥
(
1
δ
+ 1
)
δ
4
>
1
4
.
But the variance of any [0, 1]-valued random variable is bounded by 1/4,
which implies that 1/4 is the maximum possible value of the statistic Q.
This yields a contradiction, proving that (14.1) must hold for some k ≤ K.
Therefore by Lemma 14.1, SK is sufficient. 
Lemma 14.3. There are positive constants L1, L2 and L3 depending only
on C, β, C1, C2 and K, such that
P(E′) ≥ 1− L1pL2e−L3n.
Proof. Throughout this proof, L1, L2, . . . will denote constants that de-
pend only on C, β, C1, C2 and K. By assumptions (A1
′) and (A2′), and
Lemma 12.2, there exist L1, L2 and L3 such that for any S of size ≤ K and
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any t ≥ 0,
P(|Qn(Y,XS)−Q(Y,XS)| ≥ L1n−min{1/K,1/2}(log n)K+β+1 + t)
≤ L2e−L3nt2 .
Call the event on the left AS,t. Let
At :=
⋃
|S|≤K
AS,t.
Then by a simple union bound,
P(At) ≤ L2pKe−L3nt2 .
Now choose t = δ/16. If n is so large that
L1n
−min{1/K,1/2}(log n)K+β+1 ≤ δ
16
, (14.2)
then the above bound implies that
P(E′) ≥ 1− L2pKe−L4n. (14.3)
Now, the condition (14.2) can be written as n ≥ L5. Choose a constant
L6 ≥ L2 so large that for any n < L5,
L6p
Ke−L3n ≥ 1.
Then if n < L5, we have P(E
′) ≥ 1 − L6pKe−L3n. Combining with (14.3),
we see that this inequality holds without any constraint on n. 
Lemma 14.4. The event E′ implies that Sˆ is sufficient.
Proof. Suppose that E′ has happened. Consider two cases. First, suppose
that FOCI has stopped at step K or later. Then SK ⊆ Sˆ. By Lemma 14.2,
E has also happened, and hence SK is sufficient. Therefore in this case, Sˆ
is sufficient. Next, suppose that FOCI has stopped at step k−1 < K. Then
by the definition of the stopping rule, we see that
Qn(Y,XSk) ≤ Qn(Y,XSk−1).
In particular, (14.1) holds. Since E′ has happened, Lemma 14.1 now implies
that Sˆ = Sk−1 is sufficient. 
It is clear that Lemmas 14.3 and 14.4 together imply Theorem 5.1.
Acknowledgments
We thank Mohsen Bayati, Persi Diaconis, Adityanand Guntuboyina, Su-
san Holmes, Bodhisattva Sen and Rob Tibshirani for helpful comments, and
Nima Hamidi and Balasubramanian Narasimhan for help with preparing the
R package FOCI.
A SIMPLE MEASURE OF CONDITIONAL DEPENDENCE 31
References
[1] Adragni, K. P. and Cook, R. D. (2009). Sufficient dimension reduc-
tion and prediction in regression. Philos. Trans. R. Soc. Lond. Ser. A,
367 no. 1906, 4385–4405.
[2] Amit, Y. and Geman, D. (1997). Shape quantization and recognition
with randomized trees. Neural Comput., 9, 1545–1588.
[3] Azadkia, M., Chatterjee, S. and Matloff, N. (2020).
FOCI: Feature Ordering by Conditional Independence. R package.
https://CRAN.R-project.org/package=FOCI.
[4] Battiti, R. (1994). Using mutual information for selecting features in
supervised neural net learning. IEEE Trans. Neural Networks, 5 no. 4,
537–550.
[5] Bergsma, W. P. (2004). Testing conditional indepen-
dence for continuous random variables. Preprint. Available at
https://www.researchgate.net/profile/Wicher_Bergsma/publication/251188458_Testing_conditional_independence_for_continuous_random_variables/links/5406eb460cf2bba34c1e760f.pdf.
[6] Berrett, T. B., Wang, Y., Barber, R. F. and Sam-
worth, R. J. (2019). The conditional permutation test for inde-
pendence while controlling for confounders. Preprint. Available at
https://arxiv.org/abs/1807.05405.
[7] Breiman, L. (1995). Better subset regression using the nonnegative
garrote. Technometrics, 37 no. 4, 373–384.
[8] Breiman, L. (1996). Bagging predictors. Machine Learning, 26 no. 2,
123–140.
[9] Breiman, L. (2001). Random forests. Machine Learning, 45 no. 1,
5–32.
[10] Breiman, L., Friedman, J. H., Olshen, R. A. and Stone, C. J.
(1984). Classification and regression trees. Wadsworth Advanced Books
and Software, Belmont, CA.
[11] Cande`s, E., Fan, Y., Janson, L. and Lv, J. (2018). Panning for gold:
‘model-X’ knockoffs for high-dimensional controlled variable selection.
J. Roy. Statist. Soc. Series B, 80 no. 3, 551–557.
[12] Cande`s, E. and Tao, T. (2007). The Dantzig selector: Statistical
estimation when p is much larger than n. Ann. Statist., 35 no. 6, 2313–
2351.
[13] Chatterjee, S. (2019). A new coefficient of correlation. Preprint.
Available at https://arxiv.org/abs/1909.10140.
[14] Chen, S. and Donoho, D. (1994). Basis pursuit. In Proc. of 28th
Asilomar Conf. on Signals, Systems and Computers, Vol. 1, pp. 41–44.
IEEE.
[15] Cochran, W. G. (1954). Some methods for strengthening the common
χ2 tests. Biometrics, 10, 417–451.
[16] Cook, R. D. (2007). Fisher lecture: Dimension reduction in regression.
Statist. Sci., 22 no. 1, 1–26.
[17] Doran, G., Muandet, K., Zhang, K. and Scho¨lkopf, B. (2014).
32 MONA AZADKIA AND SOURAV CHATTERJEE
A permutation-based kernel conditional independence test. Uncertainty
in Artificial Intelligence, 30, 132–141.
[18] Dua, D. and Graff, C. (2019). UCI Machine Learning Repository
[http://archive.ics.uci.edu/ml]. Irvine, CA: University of Califor-
nia, School of Information and Computer Science.
[19] Durrett, R. (2010). Probability: theory and examples. Fourth edition.
Cambridge University Press, Cambridge.
[20] Dvoretzky, A., Kiefer, J. and Wolfowitz, J. (1956). Asymp-
totic minimax character of the sample distribution function and of the
classical multinomial estimator. Ann. Math. Statist., 27, 642–669.
[21] Efron, B., Hastie, T., Johnstone, I. and Tibshirani, R. (2004).
Least angle regression. Ann. Statist., 32 no. 2, 407–499.
[22] Fan, J. and Li, R. (2001). Variable selection via nonconcave penalized
likelihood and its oracle properties. J. Amer. Statist. Assoc., 96 no.
456, 1348–1360.
[23] Fan, J., Feng, Y. and Xia, L. (2015). A projection based
conditional dependence measure with applications to high-
dimensional undirected graphical models. Preprint. Available at
https://arxiv.org/abs/1501.01617.
[24] Freund, Y. and Schapire, R. (1996). Experiments with a new boost-
ing algorithm. In Machine Learning: Proceedings of the Thirteenth In-
ternational Conference, pp. 148–156.
[25] Friedman, J. H. (1991). Multivariate adaptive regression splines.
With discussion and a rejoinder by the author. Ann. Statist., 19 no.
1, 1–141.
[26] Friedman, J. H., Bentley, J. L. and Finkel, R. A. (1977). An
algorithm for finding best matches in logarithmic expected time. ACM
Trans. Math. Software (TOMS), 3 no. 3, 209–226.
[27] Fukumizu, K., Gretton, A., Sun, X. and Scho¨lkopf, B. (2008).
Kernel Measures of Conditional Dependence. Adv. Neur. Inf. Proc.
Syst., 20, 489–496.
[28] George, E. I. and McCulloch, R. E. (1993). Variable selection via
Gibbs sampling. J. Amer. Statist. Assoc., 88 no. 423, 881–889.
[29] Hastie, T., Tibshirani, R. and Friedman, J. (2001). The elements
of statistical learning. Data mining, inference, and prediction. Springer-
Verlag, New York.
[30] Ho, T. K. (1998). The random subspace method for constructing deci-
sion forests. IEEE Trans. on Pattern Analysis and Machine Intelligence,
20 no. 8, 832–844.
[31] Huang, T. M. (2010). Testing conditional independence using maxi-
mal nonlinear conditional correlation. Ann. Statist., 38, 2047–2091.
[32] Joe, H.(1989). Relative entropy measures of multivariate dependence.
J. Amer. Statist. Assoc., 84 no. 405, 157–164.
[33] Josse, J. and Holmes, S. (2016). Measuring multivariate association
and beyond. Statistics Surveys, 10, 132–167.
A SIMPLE MEASURE OF CONDITIONAL DEPENDENCE 33
[34] Knuth, D. E. (1998). The art of computer programming. Vol. 3. Sort-
ing and searching. Second edition. Addison-Wesley, Reading, MA.
[35] Li, K.-C. (1991). Sliced inverse regression for dimension reduction. J.
Amer. Statist. Assoc., 86 no. 414, 316–342.
[36] Linton, O. and Gozalo, P. (1996). Conditional independence restric-
tions: Testing and estimation. Cowles Foundation Discussion Paper,
no. 1140.
[37] Mantel, N. and Haenszel, W. (1959). Statistical aspects of the anal-
ysis of data from retrospective studies of disease. J. Natl. Cancer Inst.,
22 no. 4, 719–748.
[38] Massart, P. (1990). The tight constant in the Dvoretzky-Kiefer-
Wolfowitz inequality. Ann. Probab., 18 no. 3, 1269–1283.
[39] McDiarmid, C. (1989). On the method of bounded differences. In
Surveys in combinatorics, 148–188, London Math. Soc. Lecture Note
Ser., 141, Cambridge Univ. Press, Cambridge.
[40] Miller, A. (2002). Subset selection in regression. Chapman and Hall.
[41] Patra, R. K., Sen, B. and Sze´kely, G. J. (2016). On a nonparamet-
ric notion of residual and its applications. Statist. Probab. Lett., 109,
208–213.
[42] Pearl, J. (1988). Probabilistic reasoning in intelligent systems: net-
works of plausible inference. Morgan Kaufmann, San Mateo, CA.
[43] Po´czos, B. and Schneider, J. (2012). Nonparametric Estimation
of Conditional Information and Divergences. Proc. Machine Learning
Research, 22, 914–923.
[44] Ravikumar, P., Lafferty, J., Liu, H. andWasserman, L. (2009).
Sparse additive models. J. Royal Statist. Soc. B, 71 no. 5, 1009–1030.
[45] Rudin, W. (1987). Real and complex analysis. Third edition. McGraw-
Hill Book Co., New York.
[46] Runge, J. (2018). Conditional independence testing based on a
nearest-neighbor estimator of conditional mutual information. Proc.
21st Internat. Conf. Artif. Intell. Statist., 84, 938–947.
[47] Seth, S. and Pr´ıncipe, J. C. (2012). Conditional Association. Neural
computation, 24 no. 7, 1882–1905.
[48] Sen, R., Suresh, A. T., Shanmugam, K., Dimakis, A. G. and
Shakkottai, S. (2017). Model-powered conditional independence test.
Adv. Neur. Inf. Proc. Sys., 31, 2955–2965.
[49] Shah, R. D. and Peters, J. (2018). The hardness of conditional in-
dependence testing and the generalised covariance measure. Preprint.
Available at https://arxiv.org/abs/1804.07203.
[50] Song, K. (2009). Testing conditional independence via Rosenblatt
transforms. Ann. Statist., 37 no. 6B, 4011–4045.
[51] Strobl, E. V., Zhang, K. and Visweswaran, S. (2019). Ap-
proximate kernel-based conditional independence tests for fast non-
parametric causal discovery. J. Causal Inf., 7 no. 1.
34 MONA AZADKIA AND SOURAV CHATTERJEE
[52] Su, L. and White, H. (2007). A consistent characteristic function-
based test for conditional independence. J. Econometrics, 141, 807–
834.
[53] Su, L. and White, H. (2008). A nonparametric Hellinger metric test
for conditional independence. Econ. Theory, 24, 829–864.
[54] Su, L. and White, H. (2014). Testing conditional independence via
empirical likelihood. J. Econometrics, 182 no. 1, 27–44.
[55] Sze´kely, G. J. and Rizzo, M. L. (2014). Partial distance correlation
with methods for dissimilarities. Ann. Statist., 42 no. 6, 2382–2412.
[56] Tibshirani, R. (1996). Regression shrinkage and selection via the lasso.
J. Royal Statist. Soc. B, 58 no. 1, 267–288.
[57] Veraverbeke, N., Omelka, M. and Gijbels, I. (2011). Estimation
of a conditional copula and association measures. Scand. J. Statist., 38
no. 4, 766–780.
[58] Vergara, J. R. and Este´vez, P. A. (2014). A review of feature
selection methods based on mutual information. Neural Comput. Appl.,
24 no. 1, 175–186.
[59] Wang, X., Pan, W., Hu, W., Tian, Y. and Zhang, H. (2015).
Conditional Distance Correlation. J. Amer. Statist. Assoc., 110 no.
512, 1726–1734.
[60] Yuan, M. and Lin, Y. (2006). Model selection and estimation in re-
gression with grouped variables. J. Royal Statist. Soc. B, 68 no. 1,
49–67.
[61] Yukich, J. E. (1998). Probability Theory of Classical Euclidean Opti-
mization Problems. Springer, Berlin.
[62] Zhang, K., Peters, J., Janzing, D. and Scho¨lkopf, B. (2011).
Kernel-based conditional independence test and application in causal
discovery. Uncertainty in Artificial Intelligence, 27, 804–813.
[63] Zou, H. (2006). The adaptive lasso and its oracle properties. J. Amer.
Statist. Assoc., 101 no. 476, 1418–1429.
[64] Zou, H. and Hastie, T. (2005). Regularization and variable selection
via the elastic net. J. Royal Statist. Soc. B, 67 no. 2, 301–320.
Department of Statistics, Stanford University, Sequoia Hall, 390 Jane
Stanford Way, Stanford, CA 94305
E-mail address: mazadkia@stanford.edu
E-mail address: souravc@stanford.edu
