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Abstrakt 
Práce je věnována tématu multimodálních databází se zaměřením na multimediální data. První část  
práce obsahuje výklad dnes nejpoužívanějších modelů pro ukládání dat. Další část pak shrnuje 
poznatky z oblasti podobnostního vyhledávání v multimediálním obsahu a indexace tohoto typu dat. 
Závěr je věnovaný implementaci systému pro správu a uchovávání multimediálního obsahu 
založeném na systémech Helix a PostgreSQL. 
 
 
Klíčová slova 
Multimediální databáze, model dat, vyhledávání podle podobnosti, Helix, PostgreSQL, indexování 
multimediálního obsahu 
 
 
Abstract 
This master‘s thesis is dedicated to theme of multimodal databases, especially multimedia databases. 
First part contains overview of today‘s most used data models. Next part summarizes information 
about content-based search in multimedia content and indexing this type of data. Final part is 
dedicated to implementation system for storing and managing of multimedia content based on Helix 
streaming system a PostgreSQL database system. 
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1 Úvod 
Databáze, v širším smyslu systémy pro ukládání a správu dat, se v průběhu minulého století staly pro 
moderní lidskou společnost nenahraditelnými. Počítače postupně pronikaly do nejrůznějších 
odvětvích a používají se zde pro mnoho různých účelů. Přirozeným důsledkem tohoto procesu bylo 
neustále rostoucí množství dat, které je třeba uchovávat a spravovat. To mělo za následek prudký 
rozvoj systémů pro jejich ukládání – tzv. databází. 
S postupným zaváděním databázových systémů v různých oborech rostly i požadavky na 
formát ukládaných dat. Prostý strukturovaný formát postupně přestal dostačovat a v dnešní době jsou 
na databázové systémy v tomto ohledu kladeny stále vyšší a vyšší nároky. 
Výsledkem tohoto vývoje byl vznik tzv. multimodálních databází. Tyto databázové systémy 
jsou schopné uchovávat a dotazovat data nejrůznějších formátů. Jde zejména o data multimediální, 
prostorová nebo například temporální (časový rozměr). 
Tato práce je pak věnována především databázím multimediálním – tedy systémům pracujícím 
nad vizuálními a zvukovými daty. 
Druhá kapitola se věnuje historii databázových systémů obecně. Mapuje začátky relačního 
modelu, pronikaní objektového přístupu do databázových systémů a v závěru přibližuje vznik a 
dosavadní vývoj v oblasti multimediálních databázových systémů. 
Třetí kapitola popisuje dva nejpoužívanější datové modely, se kterými pracují dnešní 
databázové systémy – relační model a objektový přístup. U relačního je zmíněn teoretický 
matematický základ, ze kterého tento model vychází a základní pojmy relačního vzoru. V případě 
objektového přístupu jsou vysvětleny nejdůležitější pojmy které se v tomto modelu vyskytují. Dále je 
nastíněn způsob realizace samotného databázového systému pracující s tímto přístupem (perzistence 
objektů apod.). 
Čtvrtá kapitola je již výhradně věnovaná multimediálním databázím. Vysvětluje pojem 
multimediálních dat a představuje jednotlivé způsoby předávání informace. Obsahuje popis 
nejpoužívanějších formátů dat pro vizuální a zvuková data. Věnuje se podobnostnímu vyhledávání 
v multimediálních datech, popisuje základní principy fungování tohoto vyhledávání. Na závěr 
kapitoly jsou vyloženy některé způsoby indexování multimediálních dat. 
V páté kapitole se nachází popis implementace samotného systému pro uchovávání a správu 
multimediálních dat. Tato část obsahuje stručný popis použitých technologií, dále vysvětluje 
architekturu systému a některé algoritmy použité především při extrakci rysů a vyhledávání. 
Šestá kapitola se zabývá několika experimenty s implementovaným systémem. Jde především o 
testy úspěšnosti a rychlosti vyhledávání. 
V závěru jsou shrnuty dosažené výsledky a navrženy některé možné rozšíření stávajícího 
systému. 
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2 Historie databázových systémů 
Za první systémy pro uchovávání většího objemu dat je možné považovány papírové kartotéky. 
Způsob správy a třídění informací byl v mnohém podobný dnešním databázím. Manipulaci s daty 
však zajišťovali lidé. 
První stroj na zpracovávání dat se objevil v roce 1890 u příležitosti sčítání lidu ve Spojených 
státech amerických. Jeho tvůrcem se stal Herman Hollerith. Pracoval na bázi děrných štítků, které 
uchovávaly potřebné informace. Jejich ukládání a třídění probíhalo mechanickou cestou. Tento 
způsob uchovávání dat byl následně používán několik desítek let. 
Další zlom přišel v roce 1935, kdy firma IBM sestrojila pro potřeby americké Správy 
sociálního zabezpečení první komerční digitální počítač UNIVAC I. Tento stroj však stále pracoval 
s děrnými štítky jako hlavním médiem pro udržování informací. Štítky však byly postupně nahrazeny 
magnetickými páskami. UNIVAC se stal poměrně úspěšný projektem a například americký Pentagon 
disponoval v roce 1959 již více než 200 těmito stroji [ZAK]. 
Postupně rostl tlak na sjednocení přístupu k uchovávání dat a vytvoření jednotného jazyka pro 
jejich dotazování a správu. V roce 1959 se konala konference zástupců firem, uživatelů a amerického 
ministerstva obrany s požadavkem na standardizaci databázového jazyka. Následně o rok později 
vzniklo seskupení CODASYL, které mělo za cíl standardizaci software aplikací. Výsledkem těchto 
snah byl jazyk COBOL, který se na dalších několik desítek let stal nejpoužívanějším jazykem pro 
hromadné zpracování dat. 
V tomto období také začaly magnetické disky postupně nahrazovat dosud používané 
magnetické pásky. Tento krok byl důležitý pro odstranění sériového přístupu k datům, což následně 
otevřelo cestu k vytvoření použitelnějšího modelu pro databázové systémy. 
V průběhu 60. let pak začaly vznikat první specifikace pro jazyky určené přímo pro práci 
s databázemi. V rámci seskupení CODASYL byla vytvořená samostatná skupina Database Task 
Group, která tento směr vývoje dále rozvíjela. V tomto období byly představeny i první produkty, 
které nesly znaky určitého DB managementu. 
2.1 Vznik relačního modelu 
Většina databázových systémů z tohoto období pracovala s tzv. síťový datový modele nebo 
hierarchický datový modele. Tyto se však dnes už kromě sálových počítačů takřka nepoužívají.  
Byly nahrazeny tzv. relačním modelem, který v roce 1970 představil ve svém článku „A 
Relational Model of Data for Large Shared Data Banks“ zaměstnanec firmy IBM Ted Codd. Tento 
model se postupně stal nejrozšířenějším systémem pro uchovávání a dotazování dat. Používá ho velká 
většina dnešních databázových systémů. 
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Z počátku bylo však na tento model pohlíženo spíše jako na jakýsi teoretický model, který 
nebude v praxi použitelný. Dokonce ani firma IBM neočekávala, že bude relační model nasazený a 
nechystala žádnou jeho implementaci. Trvalo to dalších několik let diskuzí a ověřování teoretického 
základu, než se relační model prosadil a oba starší zatlačil do pozadí. 
IBM začalo vyvíjet relační databázový systém v rámci projektu System-R. Druhým souběžně 
probíhajícím projektem byl projekt Ingres, který byl vyvíjen kalifornskou univerzitou v Berkeley.  
Ke konci roku 1976 byla v časopise IBM Journal of R&D představena verze dotazovacího 
jazyka SEQUEL2, který vycházel z původního SEQUEL (Structured English Query Language). 
SEQUEL2 byl posléze přejmenován na SQL a stal se základem SQL tak, jak ho známe dnes. 
Konkurenční projekt Intres nepoužíval SQL, ale velmi podobný vlastní jazyk QUEL. 
V roce 1980 byla dostupná první komerční verze systému Ingres. Lidé kolem projektu 
postupně zakládali vlastní společnosti a dále se věnovali vývoji databázové technologie v komerční 
sféře (např. Robert Epstein se stal spoluzakladatelem Sybase, Paula Hawthorn se podílel na založení 
Illustra Information Technologies Incorporated a další). 
V roce 1980 pak byla uvedena první databáze založená na jazyku SQL. Stala se jí databáze od 
firmy Oracle, která byla z části inspirována projektem Systém-R od IBM. IBM následně přišla se 
svým vlastním komerčním produktem založeným na SQL a relačním modelu – systémem DB2.  
V  80. létech pak pokračovalo další rozvoj SQL a databáze založené na relačním modelu se 
postupně stávají nejpoužívanějším systémem. Souběžně s tímto vývojem se však začaly objevovat i 
nové přístupy k ukládání dat v databázi. Např. databáze objektově orientované, prostorové, 
multimediální a další. Tyto souhrnně označujeme jako tzv. postrelační systémy. 
2.2 Objektové databáze 
Rozmach objektově orientovaného programování v posledních 20 letech měl za následek i vznik 
nového směru v databázových systémech. Vzrůstající potřeba persistentního uchovávání objektů 
inicializovala začátek vývoje databází schopné tyto datové typy uchovávat – objektové orientovaných 
databází. 
Původní projekt Ingres, který byl založen na relačním modelu, byl v roce 1985 přeměněn na 
projekt Postgres, jehož cílem bylo vytvořit objektové-relační databázi. Byl opět vyvíjen na univerzitě 
v Berkeley. V roce 1994 byl projekt ukončen. V roce 1995 však na základě kódu z tohoto projektu 
vzniká pod názvem Postgres95 projekt nový a je pokračováno v jeho vývoji. O rok později je 
převeden do open-source podoby a opět přejmenován, tentokrát na PostgreSQL. Pod tímto názvem je 
vyvíjen dodnes. Systém však stále spadá do skupiny relačních, obsahuje však již některé objektové 
rysy. 
Postupně však vzniklo několik databázových systémů, které už lze považovat za objektové 
(např. Caché od firmy InterSystems Corporation, systém O2 aj.). 
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2.3 Multimediální databáze 
První pokusy o uchovávání a správu většího množství multimediálních dat založené na počítačích 
byly zaznamenány už v průběhu druhé poloviny minulého století. Většinou se však nejednalo o pravé 
databázové systémy tak, jak je chápeme dnes. Data byla spravována i dotazována operačním 
systémem a nikoliv systémem řízení báze dat. Tyto systémy označujeme pojmem ad-hoc. Sloužily 
spíše jako datové sklady než plnohodnotné databáze .  
Multimediální data nejsou z podstaty vhodná pro uchovávání v relačních databázích (viz níže). 
Vetší rozvoj proto zaznamenávají až s nástupem postrelačních systémů v devadesátých letech. 
Toto období označujeme jako tzv. První vlnu. Zde již šlo o plnohodnotné a komplexní systémy. 
Poskytovaly podporu pro různé formáty dat a obsahovaly mechanismy pro dotazování, získávání, 
vkládání a aktualizaci uložených dat (např. Jasmine, Media Way aj.). 
Druhá vlna pak začíná v druhé polovině devadesátých let. Charakteristickým rysem této 
skupiny systémů je masivní nasazení objektového přístupu. Komplexní objekty konečně umožňují 
pracovat s mnoha různými formáty dat. Objektově orientovaný přístup poskytuje prostředky pro 
definování vhodných datových struktur, které umožňují uchovávání nových mediálních formátů, jako 
jsou video soubory apod. Díky tomuto přístupu je nově možné definovat i operace určené přímo pro 
multimediální formáty. Z toho je jasně vidět, jak spolu multimediální a objektové databáze úzce 
souvisí. Mezi typické zástupce této vlny patří například systém Informix, Oracle 10g, IBM DB2 a 
další. 
Třetí vlnu pak představují právě probíhající projekty nebo projekty nedávno dokončené. Hlavní 
důraz je v současnosti kladen na sémantický obsah a popis dat pomocí metadat. Většina dnešních 
projektů je založena na novém formátu pro popisování mediálních dat – MPEG-7 (tento formát bude 
představen v dalších kapitolách). Za představitele třetí generace je považován například projekt 
MARS (Multimedia Analysis and Retrieval System). 
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3 Modely pro ukládání dat 
Tato kapitola obsahuje stručný popis dvou dnes nejpoužívanějších modelů pro databázové systémy – 
relačního a objektového. 
3.1 Relační model dat 
Relační model dat se objevil v roce 1970 (viz kapitola 2.1). Jedním z hlavních důvodů vzniku tohoto 
modelu byla snaha o oddělení implementace logické struktury programu a dat, nad kterými program 
pracuje. Do té doby používaný síťový a hierarchický model toto neumožňovaly. 
Některé multimediální databáze sice s relačním schématem již přímo nepracují, avšak tento 
model je dnes v databázových technologiích stále široce uplatňovaný a i novější model objektový 
z něj do jisté míry vychází (některé dnešní systémy se dokonce označují relačně-objektové, protože 
vycházejí z obou modelů). Proto v následující kapitole zmíním základy této teorie a nastíním způsob 
ukládání dat v relačních databázích. 
Relační model má mezi ostatními systémy do jisté míry výjimečné postavení. Stojí totiž na 
formálním základu, který byl představen ještě před samotnou první implementací systému na bázi 
relací. 
3.1.1 Formální definice relace 
Následuje formální definice databázové relace. Definice byla převzata z [ZEN]. 
 
Nechť D1,D2, ... Dn jsou množiny atomických hodnot označované jako domény. Relace (databázová) 
na doménách D1, D2, ... Dn je dvojice *),( RRR = , kde ):,:,:( 2211 nn DADADARR K=  je 
schéma relace, kde jii AAA ≠( pro )ji ≠  značí jméno atributu definovaného na doméně iD a 
nDDDR ×××⊆ K21*  je tělo relace. Počet atributů n relace se označuje stupeň (řád) relace, 
kardinalita těla relace *Rm =  se označuje kardinalita relace. 
3.1.2 Struktura databáze 
Výše uvedená formální definice vymezuje pojem databázové relace. Tato relace je pak ve výsledné 
databázi reprezentována tabulkou. Sloupce, které tvoří tabulku se nazývají atributy. Množina všech 
možných hodnot, kterých může konkrétní atribut nabývat, se nazývá doména atributu. Trojice název 
relace (tabulky), počet a názvy jednotlivých atributů (sloupců) a jejich domény (množina přípustných 
hodnot) pak tvoří tak zvané schéma relace, které definuje strukturu tabulky. 
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Samotné tělo relace pak tvoří podmnožina kartézského součinu mezi množinami domén 
jednotlivých atributů. Tyto součiny označujeme jako n-tice a představují řádky dané tabulky (tělo 
relace). Tyto n-tice (řádky) sdružují skupiny hodnot, které k sobě na základě nějakého vztahu patří 
(např. charakterizují zákazníka banky skupinou atributů rodné číslo, jméno, číslo účtu, adresa ... 
apod.). 
Veškerá data v relačních databázích jsou na logické úrovni uchovávány v tabulkách. I výsledky 
dotazů nad těmito daty opět tvoří tabulky. 
Hlavní výhodu relačního modelu představuje především jednoduchost. V podstatě omezuje 
strukturu veškerých dat v databází na kolekci tabulek, které tvoří pouze hodnoty z několika mála 
předem předdefinovaných množin. Tato vlastnost však zároveň znamená i jeden z největších 
problémů relačních databází. Tou je neschopnost efektivně pracovat se složitějšími datovými typy, 
jako jsou geografická nebo multimediální data. 
S relačními databázemi úzce souvisí další pojmy, jako normalizace, primární a cizí klíče, 
integritní omezení a další. Vzhledem k tomu, že tato práce není věnována relačním databázím, 
nebudu se zmíněným termínům dále věnovat. Jejich definici a výklad lze nalézt v publikacích 
specializovaných na relační databáze (např. [ZEN]). 
3.2 Objektový model dat 
Relační model klade na strukturu uchovávaných data přísná omezení. Ne všechna data se však dají 
transformovat na množinu vzájemně propojených tabulek definovaných nad několika málo 
základními typy. Z toho vyplývá nutnost určitých kompromisů, pokud po databázi požadujeme, aby 
pracovala se složitějšími datovým typy. Tyto problémy časem vyústily ve vznik databázových 
systémů založených na objektovém modelu dat. 
Objektové orientované databáze pracující s objektovým modelem dat se začaly objevovat na 
přelomu 80. a 90. let minulého století (viz kapitola 2.2). Hlavním rysem tohoto modelu je snaha o 
zachování objektového pohledu na data a jejich následné perzistentního uložení v databázi. 
Celý přistup tohoto modelu dat je založen na známých zásadách objektového návrhu a 
objektově orientovaného programování. V případě objektového pohledu pro databázové použití se 
však objevují některé specifické problémy, které databázové systémy používající tento model musí 
řešit. Jde především o techniky zaručení persistence pro uchovávaná data, transakční přístup, 
representace vztahů apod. 
Objektový model dat nestojí - na rozdíl od relačního – na žádném formálním základě. Jde spíše 
o kolekci obecně přijatých pravidel, které vycházejí z podoby skutečného světa a nutnosti 
reprezentovat objekty z tohoto světa v softwarových aplikacích. Tyto pravidla pak tvoří jakousi 
koncepci objektového přístupu. Objektově orientované programování navíc představuje i určitý 
způsob uvažovaní, který je nutné aplikovat už ve fázi prvotního návrhu aplikace. 
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Následuje nastínění některých základních problémů, které je nutné řešit při použití objektového 
modelu v rámci databází. 
3.2.1 Perzistence dat v rámci objektového modelu 
Zachování perzistence dat představuje jeden z nejdůležitějších úkolů jakéhokoliv databázového 
systémů napříč modely dat. Perzistentní data jsou taková data, jejichž životnost překračuje běh 
aplikačního programu i vypnutí počítače, na kterém je databázový systém provozován. Tyto data 
musí být i v případě nečekaného restartování systému dostupná a nepoškozená. 
Běžné programovací jazyky většinou disponují širokými možnostmi jak spravovat data 
potřebná po dobu vykonávání programu (tyto data označujeme jako tzv. transientní). Nemají však 
žádné nástroje jak uchovávat data po ukončení běhu programu. Většinou spoléhají na služby 
operačního systému a data uchovávají ve formě běžného souboru uloženého na některém 
z dostupných paměťových médií. Tento přistup je však pro databázové systémy nevhodný. 
Kromě výše definovaného požadavku na zachování persistence dat musí databázový systém 
splňovat další dva základní předpoklady. (viz [SVE]). Perzistentní data i data v operační paměti 
počítače musí mít minimálně na logické úrovni stejnou strukturu. A dále libovolná data bez ohledu na 
typ musí být možné prohlásit za perzistentní i transientní. 
Při splnění všech těchto požadavků databázovým systémem mluvíme o tak zvané ortogonální 
perzistenci dat. Tento model persistence splňuje většinu nároků, které jsou na objektově orientované 
databázové systémy kladeny (uchovávání dat ve stejném formátu jako v paměti, transparentní 
ukládání a otevírání, postupné načítání dat po menších částech (on-demand) atd. Z toho vyplývá, že 
tento systém je v databázích založených na objektovém modelu dat široce používán. 
S otázkou perzistence úzce souvisí i způsoby ukládání aplikačního kódu dat. Obecně vzato 
existují čtyři základní přístupy k dané problematice. Prvním z nich je metoda používaná v klasický 
aplikacích, kdy jsou data i samotný kód programu uloženy nezávisle v systému souboru dat a 
spravovány příslušným operačním systémem. 
Dále se nabízí přistup, který je většinou uplatňován v dnešních databázových systémem, kdy 
jsou perzistentní data spravována samotným databázovým systémem a aplikační program se nachází 
vně systému. Tento přístup je v současnosti široce uplatňován a tvoří základ pro vícevrstvé 
architektury (model klient / server) 
Dalším, už méně aplikovaným přístupem, je model, kdy jsou perzistentní data i kód 
aplikačního programu spravována samotným databázovým systémem. V tom případě pak mluvíme o 
tzv. ortogonálně perzistentním jazyku. 
Tento přístup lze dále rozšířit o modifikaci, kdy databázový systém perzistentně uchovává 
pouze třídy, které již byly v průběhu běhu programu instanciované některými objekty a dále pak 
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samotný kód. Tento přístup asi nejlépe splňuje požadavky kladené na objektově orientované 
databázové systémy. 
3.2.2 Volba ukládaných dat 
V průběhu programu může vznikat velké množství pomocných objektů, které neslouží jako nositelé 
perzistentních dat, ale poskytují podporu pro běh celého systému (například provádějí některé 
výpočty, pomocné operace apod.). Z hlediska efektivnosti by bylo značně nevhodné uchovávat 
všechny tyto instance v perzistentní podobě přímo v databázovém systému. Je zde nutná určitá 
selekce, kdy systém (resp. programátor) určí, které objekty je nutné perzistentně uchovávat a které ne. 
Existuje několik přístupů k řešení této problematiky. Následující stručný přehled byl s drobnými 
úpravami převzatý z [SVE].  
První metoda vychází z přímé definice persistence třídy už při jejím vytvoření. Pokud je tato 
nově definovaná třída označena jako perzistentní, všechny objekty, které jsou instancemi této třídy, 
pak současně také získávají perzistentní povahu a budou uloženy v databázi. 
Další způsob funguje na podobném principu s rozdílem, že při vytvoření nové třídy zároveň 
vzniká i tzv. stínová třída (shadow class). Originální třída zůstává perzistentní a její stínová kopie 
naopak transientní. V případe, že je objekt instancí perzistentní verze, je uložen v databázi, pokud je 
naopak instanciován od stínové kopie, zůstává zachován pouze v operační paměti. 
Další přístup využívá definici tzv. perzistentní kořenové třídy. Všechny třídy, které jsou 
v hierarchii dědičnosti potomkem této kořenové třídy, zůstávají perzistentní (resp. objekty, které jsou 
instancemi těchto tříd). 
V metodě tzv. perzistence specifikované při vytváření objektu není persistence definovaná na 
úrovni tříd, ale až na úrovni jednotlivých instancí (objektů). Při vytvoření nového objektu je určeno, 
zda bude persistentní či nikoliv (např. v operátoru new). 
Další přístup vychází z klasických aplikací, kdy jsou data ukládána ve formě souborů. Objekt je 
určen jako persistentní explicitně některou ze svých metod. V tomto případě je tedy řízení ukládání 
objektů ponecháno plně na programátorovi, který sám označuje objekty k trvalému uchování. 
Další mechanismus pro určení trvanlivosti objektu vychází z myšlenky tzv. persistencích 
kořenů. Tyto kořeny mají obvykle podobu kontejnerů a je možné do nich vkládat objekty. Ty jsou 
následně označeny jako persistentní. Mezi kontejnerem a objektem je tedy vytvořena jakási vazba, na 
základě které je následně rozhodnuto o uložení či neuložení daného objektu. Tato vazba může být i 
nepřímá. 
Poslední technika pro určování perzistence objektů se nazývá pojmenované objekty jako 
perzistentní kořeny. Jde o podobný princip jako v předchozím případě, navíc však rozšířený o 
volitelnost perzistentních kořenů. Ty se považují za trvalé až v případě pojmenování objektů. 
Pojmenováním zde rozumíme přiřazení jména konkrétnímu objektu na úrovni schématu databáze. Za 
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perzistentní se pak považují, podobně jako v předchozím případě, objekty, které mají vazbu na 
některý perzistentní kořen. 
3.2.3 Rušení objektů 
U jakkoliv velké kapacity úložného prostoru musí s přibývajícími daty dřív nebo později dojít 
k situaci, kdy už pro uložení nových informací není dostatek místa. Situaci lze řešit buď zvýšením 
úložného prostoru systému, nebo smazáním nepotřebných dat uložených v databázi. V případě 
objektové orientované databáze tedy vlastně odstranit již nepotřebné objekty. Otázkou zůstává, jak 
tyto nepotřebné objekty najít a označit. V případě odstranění objektu, který se stále ještě nachází ve 
vztahu k objektům jiným můžeme způsobit vážné problémy s konzistencí dat. 
V podstatě existují dva základní přístupy, jak výše nastíněný problém řešit. Prvním z nich je 
přenesení zodpovědnosti na programátora, který je tak odpovědný za rušení již nepotřebných objektů. 
Tento způsob přináší výhodu v podobě přesného označení již nepotřebných dat. Na druhou stranu 
však vzniká velké riziko ztráty konzistence dat, pokud programátor označí stále potřebný objekt jako 
zbytečný a ten je následně smazán.  
V případě, že je daný objekt vázán ve vztazích k jiným objektům, je třeba specifikovat, jak 
s těmito vazbami naložit. Je možné tyto vztahy zrušit a objekt následně odstranit, nebo odstranit 
objekt a zároveň všechny objekty, které jsou s ním svázány, popřípadě může být celá operace  mazání 
prohlášena za sémanticky nepřípustnou. 
Druhý způsob jak zajistit odstraňování nepotřebných dat představuje technika zvaná garbage 
collecting. V tomto případě je zodpovědnost přenesena z programátora na samotný systém, který sám 
označuje data určená ke zrušení. Pro učení nepotřebných objektů existuje několik základních technik. 
První z nich je označována jako tak zvaný reference counting (počítání referencí). Tento 
systém pro každý objekt v databázi udržuje záznam o počtu odkazů, který se na tento objekt 
vyskytují. V případě, že u některého z objektů klesne počet referencí na nulu, tak je objekt odstraněn. 
Výhoda tohoto systému spočívá zejména v tom, že objekty jsou označeny jako zbytečné prakticky 
okamžitě po té, co dojde ke ztrátě poslední reference na objekt. Další výhodou je také vcelku 
jednoduchá implementace tohoto algoritmu.  
Na druhé straně však v sobě počítání referencí skrývá i některé nevýhody. První z nich 
představuje množství systémových prostředků, které tento systém vyžaduje. Zejména aktualizace 
referencí v průběhu vykonávání je systémově neúměrně náročná. Další z nevýhod pak spočívá 
v neschopnosti odhalit uzavřené smyčky objektů, které udržují reference sami na sebe, ale v podstatě 
už nejsou dosažitelné. Základní algoritmus (tzv. naivní přístup) musí být tedy rozšířen o detekci 
těchto smyček. 
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Počítání referencí byla první implementace garbage collectoru vůbec. V dnešních systémech se 
však už příliš nepoužívá a místo ní jsou uplatňovány přístupy modernější, pracující na odlišném 
principu. 
Jeden z nich představuje skupina algoritmů označovaných jako sledovací (tracing). Ty jsou 
dnes velice oblíbené. Pracují na principu procházení všech dostupných objektů z kořenové množiny 
programu. V průběhu provádění je program pozastaven, sledovací algoritmus začne procházet 
všechny objekty – začíná u kořenových a postupně se po referencích přesouvá na další a označuje je 
jako navštívené. Po skončení této fáze následuje rušení všech objektů, které nebyly označeny jako 
navštívené a program je opět spuštěn. Jedním z nejznámějších představitelů této skupiny algoritmů je 
Mark & Sweep, který je používán například platformou .NET. 
Kromě zmíněných dvou přístupů existují ještě další způsoby, jak řešit problém garbage 
collectingu (např. generační algoritmus). Jejich výklad však už přesahuje rámec této práce. Informace 
k nim je možné dohledat například na [WIL]. 
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4 Multimediální databáze 
Obdobím prudkého rozvojem multimédií v oblasti výpočetní techniky, které zaznamenáváme od 90. 
let minulého století mělo za následek vznik prvních databázových systémů, které byly přímo určeny 
pro uchovávání, správu a dotazování multimediálních dat (viz. kapitola 2.3).  
V posledních letech zažíváme překotný vývoj v oblasti zpracování multimediálních dat pomocí 
výpočetní techniky. Tento trend byl umožněn zejména stále se zvyšujícím výkonem počítačů na jedné 
straně a jejich klesající cenou na straně druhé. I relativně velmi levné počítače tak nyní mají 
schopnost v reálném čase zpracovávat velmi složitá data, kterými multimediální formáty bezesporu 
jsou. Mnoho nejrůznějších odvětví a oborů lidské činnosti (medicína, obchodní služby, průmysl a 
další) proto začalo využívat výpočetní techniku pro práci s těmito, dnes především audiovizuálními 
daty. Tento vývoj měl přirozeně za následek velmi rychlý růst množství digitalizovaných 
multimediálních dat, které bylo potřeba uchovávat a navíc s nimi dále pracovat. 
Zpočátku byly multimediální soubory ukládány vně databáze a samotný systém řízení báze dat 
nedisponoval žádnými prostředky, jak s těmito daty přímo manipulovat nebo nad nimi provádět 
dotazy. S rostoucím množství takto uložených informací však postupně vznikaly stále větší problémy 
s efektivitou a rychlostí při práci s těmito daty. 
Tento vývoj měl za následek vznik databázových systému, které byly nově obohaceny o 
schopnost přímo pracovat s multimediálními daty. Toto rozšíření je často realizováno ve formě 
doplňku k původnímu systému. Multimediální databáze musí obsahovat podobné nástroje a 
prostředky pro práci s daty, jako v případě tradičních systémů. Těmito nástroji rozumíme především 
možnosti pro definici multimediálních formátů dat, jejich modelování a pak všechny schopnosti pro 
manipulaci s daty, které známe z tradičních databázových systémů (přidávání, mazání, řízení přístupu 
apod.).  
Velmi vysoké požadavky jsou kladeny také na vyhledávání podle obsahu, které je v případě 
multimediálních dat mnohem náročnější než u klasických, strukturovaných informací (čísla, text, 
datum apod.). 
U tradičních databázových systémů je zkoumaný objekt buď uložen mimo databázi a ta 
obsahuje pouze odkaz na něj, nebo je soubor v databázi reprezentován ve formě binárního datového 
typu (BLOB), s jehož obsahem systém přímo nepracuje. V obou případech tedy systém neumí 
uložená data žádným způsobem interpretovat a tím pádem ani vykonávat dotazy nad těmito 
informacemi. V případě multimediálních databází bylo tedy třeba přijít s novými postupy a 
technologiemi, které by umožnily databázovému systému pracovat přímo s multimediálním obsahem. 
Tyto nové přístupy ke zpracování dat, které jsou typické pro multimediální databáze, jsou vysvětleny 
v následujících kapitolách. 
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4.1 Multimediální data 
Pojem multimediální vznikl spojením latinských slov multum a medium. Český ekvivalent by mohl 
znít například vícetvarý. Termín se pak často používá ke zdůraznění více informačních kanálů, které 
médium používá. Typicky jde o kombinaci textových, zvukových, obrazových a jiných dat. Toto 
dělení vychází ze způsobu, kterým je konkrétní informace předávána. Jednotlivé informační kanály 
lze mezi sebou kombinovat a pak mluvíme o tzv. audiovizuálních datech. Tyto hlavní způsoby 
předávání informace lze ještě dále dělit podle významu konkrétních dat, které jsou médiem 
předávána. U obrazových dat můžeme například použít dělení na 2D (plošné), 3D (prostorové) a 4D 
(s časovým rozměrem, typicky video) informace. 
V případě multimédií ve výpočetní technice se postupem času objevilo velké množství 
formátů, které slouží k uchovávání multimediálních dat. Typicky každý slouží pro jeden typ 
informace. Některé formáty však umožňují kombinaci i více forem dohromady (tzv. multimediální 
kontejnery – např. video obsahuje obrazová data a zvuková data, k těmto mohou být dále připojeny 
například textové informace jako titulky apod.).  
Vzhledem k velice silné redundanci (opakování) v multimediálních datech a jejich prostorové 
náročnosti také rychle začaly vznikat algoritmy pro odstranění tohoto problému s cílem úspory místa 
nutného pro uložení konkrétní multimediální informace. V tomto významu pak mluvíme o tzv. 
kompresi dat.  
Většinou jde o kompresi ztrátovou – tedy část informací z původního média je v průběhu 
převodu ztraceno. Vzhledem ke zmíněné vysoké redundanci informací v případě multimediálních dat 
to však většinou nepředstavuje vážný problém a při volbě rozumného způsobu komprimace je 
původní informace srozumitelná i po komprimaci. Velká část formátů pro uložení multimediálních 
dat používaná v dnešní době s nějakou formou komprese pracuje. 
4.1.1 Obrazová data 
V případě statických vizuálních dat rozlišujeme dva základní způsoby uložení obrázku – uložení 
pomocí rastru a uložení pomocí vektoru.  
V prvním případě je celý obrázek rozdělen na pixely pomocí mřížky, tzv. rastru. Každý pixel je 
poté popsán pomocí své barvy (například modelem RGB) a jasové složky. Rastrové uložení obrázků 
způsobuje velmi silnou redundanci dat. Je proto vhodné použít některý z kompresních algoritmů. 
Hlavní výhodou tohoto způsobu ukládání vizuálních dat spočívá v jednoduchém vytvoření cílového 
obrázku. Naopak velkou nevýhodu představuje citelná ztráta kvality při přibližování (zoom). 
Následující obrázek ukazuje postup převodu geometrického obrazce do rastru. 
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Obrázek 1 - převod na rastr - převzato z [WIKI4] 
Dalším způsobem ukládání vizuálních dat je tzv. vektorová grafika. V tomto případě je obraz 
složen z množiny geometrických objektů (body, přímky, křivky, polygony apod.). Tyto objekty jsou 
v souboru uloženy pomocí své matematické reprezentace. Výhodou vektorového uložení je možnost 
měnit měřítko obrázku bez ztráty kvality. Naopak nevýhodou je obtížnější pořízení obrázku, resp. 
jeho převod do vektorovém vyjádření. 
4.1.2 Zvuková data 
Z fyzikálního hlediska je zvuk vlnění definované pomocí frekvence (udává výšku tónu) a amplitudy 
(udává sílu zvuku). Pro převod zvuku do digitální podoby je třeba původní spojitý signál 
reprezentovat diskrétními vzorky. Tento proces se nazývá vzorkování. S určitou frekvencí probíhá 
snímání původní amplitudy, jejíž hodnoty jsou ukládány. Tímto vznikne digitální obdoba původního 
signálu, která aproximuje originální vlnění. 
Takto digitalizovaný signál obsahuje podobně jako v případě rastrové grafiky velké množství 
redundantních dat. V případě bezeztrátové komprese je možné dosáhnout kompresního poměru 
maximálně 1:2. Proto se většinou v případě delších záznamů používá některý ze způsobů ztrátové 
komprese.  
4.1.3 Video data 
Video data chápeme jako sekvenci obrázků, kde každý obrázek má definován svůj čas, ve kterém se 
má objevit. Existuje zde tedy určitý temporální charakter těchto informací [CHME]. V případě videa 
se často spojuje vizuální obsah se zvukovým. Někdy jsou navíc přiloženy další dodatečné informace 
ve formě například textových dat (titulky) apod. Proto někdy o formátech schopných uchovávat různé 
data v několika odlišných formách hovoříme jako o tzv. multimediálních kontejnerech [CHME]. 
Podobně jako zvuková, i video data obsahují obrovské množství redundantních informací, 
které je možné odstranit bez většího dopadu na kvalitu výsledného záznamu. Tyto kompresní 
algoritmy většinou pracují s jednotlivými snímky (framy) video souboru.  
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4.1.4 Metadata 
Metadata slouží pro popis již existujících dat. Tyto speciální informace jsou určeny pro snadnější 
správu, katalogizaci a vyhledávání samotných požadovaných dat. Obecně lze metadata rozdělit do 
několika skupin [CHME]: 
• Popisná – informace popisující zdroj, jsou viditelná uživateli a slouží především pro 
vyhledávání. Základní údaje vloží tvůrce obsahu (např. jméno autora, název, abstrakt apod.). 
Poskytovatel dat může přidat další informace (většinou usnadňující vyhledávání – klíčová 
slova, index, abstrakt). A přispět může i konečný uživatel dat (např. poznámky, komentáře). 
• Administrativní – jsou to metadata nezbytná pro uchovávání, správu a zobrazení obsahu. Jde 
například o způsob a čas pořízení, kódování a velikost obsahu, informace o zabezpečení a 
další. Tento typ informací je svázán se svým formátem nebo multimediálním kontejnerem. 
Databázový systém tento typ údajů používá spíše pro vlastní potřebu. Pro vyhledávání velký 
význam nemají. 
• Strukturální – popisují interakci objektů. Například do kterého videa patří daná stopa či 
snímek, stránka dokumentu (kompozice), jejich kategorické uspořádání (agregace), případně 
jejich provázání odkazy (asociace). 
V případě tradičních forem médií byly postupem času přijaty určité standardy, které jsou 
obecně uznávány. Například kniha má svého autora, byla vydána nějakým vydavatelstvím a je 
označena unikátním číslem (ISBN), pod kterým je vedena v různých databázích. Pomocí těchto údajů 
je pak snadné najít konkrétní požadovaný titul nebo v databázi knih klasifikovat uložené údaje. 
V případě digitálních multimediálních dat však žádný obecně přijatý a široce používaný 
standard zatím neexistuje. Místo toho jsou používány způsoby popisu vyvinuté speciálně pro 
konkrétní formát (např. standard Exif sloužící pro popis obrázků pořízeny digitálními fotoaparáty ve 
formátu TIFF nebo JPEG, nebo technologie ID3 tagů používaná pro charakteristiku souborů ve 
formátu MP3). 
V oblasti multimediálních databázích však v poslední době probíhá v problematice způsobů 
popisu dat značný rozvoj. Třetí generace databází pracující s multimediálním obsahem je již z velké 
části založena na meta datech (viz kapitola 2.3). 
4.1.4.1 Formát MPEG-7 
Formát MPEG-7 (celým názvem Multimedia Content Description Interface) byl vyvinut speciálně 
k popisu multimediálních dat a jejich obsahu. Jde o otevřený standard, které je možné použít pro 
různé formáty dat. Jedním z hlavních cílů při vývoji tohoto rozhraní byla snaha o konečnou 
standardizaci při popisu multimediálních dat. Byl vyvinut skupinou Motion Pictures Expert Group, 
která mimo jiné stojí za rodinou populárních komprimačních algoritmů MPEG. 
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Tento formát je založen na množině tzv. deskriptorů, které slouží pro popis samotných dat. Ty 
definují strukturu samotného popisu konkrétního média. Liší se podle formátu dat . MPEG-7 nabízí 
skupinu standardních deskriptorů určených pro nejběžnější formáty - obrázky, video, zvuk, řeč atd.. 
Samotný popis média nijak nesouvisí s jeho uložením. Může jít o tištěný obrázek, stream dat 
nebo klasický analogový film. 
Deskriptory jsou uchovávány ve formátu založeném na populárním značkovacím standardu 
XML. Tento textový formát lze převézt i do efektivnější binární podoby (BiM). 
Následuje přehled a popis nejdůležitějších komponent MPEG-7, které definuje norma tohoto 
formátu: 
• Deskriptory (Descriptors – D): deskriptory popisují vlastnosti zkoumaného 
multimediálního obsahu, jsou založeny na katalozích (např. informace jako název, 
autor, popis). Jejich další součástí jsou popisy sémantiky (např. informace o objektech 
a událostech), syntaxe média (například barva obrazu) a samotné technologii 
přenosového média (formát, rozlišení, vzorkovací frekvence aj.). 
• Schémata popisu (Description Schemes – DS): určují strukturu a sémantiku vztahů 
mezi komponentami (jak mezi deskriptory, tak mezi schématy popisu). Může jít 
například o původ média, jeho typ, vlastnosti, historii použití apod.. 
• Datové typy (Datatypes – D): nástroje pro definici nových datových typů. Původní 
schéma XML není určené pro popis multimedií. Proto norma MPEGu-7 mimo jiné 
zavádí některá rozšíření v oblasti datových typu (např. jednoduché pole, matice). 
Kromě toho umožňuje definovat uživateli vlastní odvozené datové typy.  
• Jazyk pro definici deskriptorů (Description Definition Language – DDL): tento jazyk 
umožňuje vytvoření nových schémat popisu nebo úpravu těch stávajících, definici 
nových deskriptorů, datových typů apod.. 
• Systémové nástroje (Systém tools): přináší podporu pro binární formu popisů, jejich 
synchronizaci, správu, ochranu autorských práv apod. 
Samotnou normu MPEGu-7 je možné podle tématu, kterému se věnuje, rozdělit na 8 hlavních 
částí (převzato z [CHME]): 
• Systém: poskytuje nástroje pro přípravu deskriptorů k přenosu, ukládání, kompresi a 
pro synchronizaci s obsahem. 
• DDL: určuje jazyk pro definování standardní množiny popisových nástrojů (DS, D, 
DT) a nových nástrojů, založeno na XML. 
• Vizuální: obsahuje nástroje pro popis vizuální složky, specifikuje základní kategorie – 
barva, textura, tvar, pohyb, pozice, rozpoznávání obličeje. 
• Audio: definuje nástroje pro popis zvukové složky jako spektrální, časové, dynamické 
vlastnosti (low-level) nebo rozpoznání hlasu, barva nástroje, melodie (high-level). 
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• Schémata popisující multimédia: nástroje pro popis multimediální části popis obsahu – 
audio i vizuální (video), použití obsahu, organizace, navigace, interaktivity. 
• Referenční software: implementace standardu se stále vyvíjí, protože norma popisuje 
způsob uložení popisu, nikoli způsob jeho získání. 
• Testování shody: poskytuje vodítka pro testování shody implementace deskriptorů. 
• Extrakce a použití MPEG-7 schémat: Pouze informativní, není součástí normy, 
například implementace experimentálního modelu. 
 
 
Obrázek 2 - hlavní elementy systému MPEG-7 (převzato z [MP7O]) 
4.1.4.2 Formát MPEG-21 
Tento nový formát představuje nástroj pro sjednocení přístupu k multimediálnímu obsahu, jeho 
doručení, správou a ochranou. Byl navržen jako otevřený framework, který umožňuje předávání 
informací mezi tvůrci obsahu, distributory i jeho konzumenty. Jeho hlavním úkolem je určení 
technologických prostředků pro podporu uživatelů, kteří manipulují s digitálním obsahem (většinou 
multimediálním). Touto manipulací je myšlena výměna, přístup, používání apod. Standart popisuje 
mechanismy důležité pro podporu celé distribuce digitálního obsahu. MPEG-21 pracuje s dvěmi 
základními entitami [MP21]: 
• Uživatel (User): představuje entitu, která manipuluje s digitálním obsahem. Tímto 
uživatelem může být individuálním konzument, ale také celá skupina, nebo organizace. 
Nerozlišuje se mezi tvůrcem obsahu, distributorem a konzumentem. Všichni jsou zde 
chápani jako uživatelé. Mají určené role, v rámci kterých mezi sebou vystupují. 
Manipulací s digitálním obsahem pak rozumíme nejenom jeho užívání, ale také 
distribuci nebo publikováni. Někteří z uživatelů mají přidělena zvláštní práva popř. i 
zodpovědnosti, které vycházejí z role, ve které vystupují. 
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• Digitální obsah (Digital Item): reprezentuje samotný obsah (content), se kterým 
uživatel pracuje. Snahou formátu MPEG-21 je vytvořit dostatečně flexibilní model pro 
popis širokého spektra nejrůznějšího obsahu (např. obrázky, zvuk, ale i webové stránky 
apod.). Pro tento účel je zaveden tzv. popis pro digitální obsah (Digital Item 
Declaration – DID), který tvoří samotný model pro popis obsahu. Nezavádí žádný 
přímo použitelný způsob popisu (např. jazyk), ale poskytuje základní koncept a 
množinu definic, na základě kterých bude možné takovýto nástroj v budoucnu vytvořit. 
(viz Obrázek 3 – Součásti pro popis digitálního obsahu). 
Důležitou součást standardu MPEG-21 tvoří nástroj pro definici a správu autorských práv a 
intelektuálního vlastnictví. Tento framework vychází z již uvedeného a schváleného standardu IPMP 
(Intellectual Property Management and Protection), který byl představen v rámci formátu MPEG-4. 
Důraz je kladen na větší spolupráci koncových zařízení (dnes se vyskytují  problémy s  vzájemnou 
kompatibilitou přístrojů používající IPMP – zejména mezi různými výrobci). Součástí standardu by 
měl být i jazyk pro definici práv a omezení (Rights Expression Language – REL). 
V současnosti (2008) se formát MPEG-21 nachází ve stádiu schvalovacího procesu. 
 
 
Obrázek 3 – Součásti pro popis digitálního obsahu (převzato z [MP21]) 
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4.2 Extrakce rysů a popis dat 
Popis dat, který je následně uložen ve formě metadat (viz předchozí kapitola) může být vytvořen buď 
manuálně, nebo získán pomocí automatizovaného procesu zvaného extrakce rysů. 
V případě manuálního popisu jde většinou o jednoduchou textovou charakteristiku daného 
média – např. název, obsah, klíčová slova, popis objektů apod. Může jít i o zařazení dat do určité 
kategorie podle obsahu a významu. 
Naproti tomu u automatizovaného procesu popisu média hovoříme o tzv. extrakci rysů. Jejím 
výsledkem je pak vektor rysů, který nese (pro uživatele) hlavní důležité charakteristiky a vlastnosti 
zkoumaného média. Tento vektor, kromě jiného, následně slouží i při vyhledávání podle podobnosti 
(viz kapitola 4.3) jako vstup porovnávací funkce, která vyhodnocuje míru shody dvou objektů. 
Důležitou součástí extrakce rysů je normalizace vstupu vzhledem k nějakému referenčnímu 
modelu. Jde například o potlačení šumu v obrázku, normalizace barev, jasu a kontrastu, normalizace 
vzdáleností, polohy kamery v případě rozpoznávání objektů na scéně apod.).  
Výsledné informace jsou pak uloženy ve formě metadat a slouží pro podobnostní vyhledávání 
podle obsahu, klasifikaci objektů do tříd, dolování dat atd. 
Při procesu extrakce rysů a vytváření popisu dat je možné rozlišit tři základní fáze [CHME]:  
• Nízká úroveň popisu: v této fázi jsou extrahovány základní fyzikální charakteristiky 
vstupních dat. Jde o poměrně jednoduchou fázi, kde metody pro její provedení jsou 
obvykle dobře algoritmicky proveditelné. V případě obrázků může být výsledkem 
extrakce například rozložení barev (histogram) apod. U zvukových dat pak výstupem 
často bývá frekvenční analýza, amplituda a další vlastnosti vlnění. 
• Střední úroveň popisu: za střední úroveň popisu se někdy považují statistické výpočty 
prováděné nad daty získanými na nízké úrovni. Často jde o statistiky, které je následně 
možné použít při podobnostním vyhledáváním (např. průměrná barva obrázku, 
dominantní barva střední frekvenční hodnota apod.). 
• Vysoká úroveň: na nejvyšší úrovni jsou data získaná v předchozích fázích podrobeny 
zkoumaní (většinou nějakým učícím se algoritmem – např. neuronové sítě při detekci a 
rozpoznávání obličeje, viz. [HIN]) za účelem určení jejich sémantických vlastností. 
Poslední krok extrakce rysů na nejvyšší úrovni často představuje klasifikace vzorku do 
některé z připravených kategorií podle zjištěných vlastností nebo sémantické 
charakteristiky. 
U obrazových dat jsou na základní (popř. střední úrovni) úrovni prováděny analýzy barevného 
spektra vstupního obrázku. Výstupem bývá histogram se zvolenou přesností, údaje o dominantní nebo 
průměrné barvě obrázku apod. Indexace podle barev poskytuje vcelku jednoduchou a implementačně 
snadnou metodou pro realizaci podobnostního vyhledávání. Bohužel však tento přístup nedokáže 
vystihnout identitu a sémantické vlastnosti vstupních dat. Důsledky této skutečnosti se mohou 
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projevit jako tzv. „falešné poplachy“ [UKR], kdy dva obrázky se sémanticky zcela odlišným obsahem 
jsou označeny jako podobné. Z tohoto omezení vyplývá nutnost kombinovat metody pro analýzu 
barev s dalšími přístupy, které dokáží lépe vyjádřit identitu vstupních dat. V této souvislosti jsou 
často zmiňovány metody analýzy tvarů a textur v obraze. Více o těchto metodách v kapitole 4.3 
věnované podobnostním vyhledávání. 
U dat obsahující zvukový záznam spočívá nízkoúrovňová analýza zejména ve zkoumání a 
určení frekvenčních charakteristik vlnění. Pro tyto účely se nejčastěji používá rychlá Fourierova 
transformace (FFT), jejíž algoritmus je dobře popsán už od roku 1965 (autoři J.W. Cooley a J.W. 
Tukey). Dalším krokem jsou pak již zmíněné statistické výpočty nad získanými daty – v případě 
audio dat může jít například o zjištění pravidelnosti melodie, detekce šumu atd. 
Úkol analýzy na vysoké úrovni obvykle spočívá v klasifikaci vzorku pomocí některého 
z klasifikačních výpočetních modelů (např. neuronová síť). V dnešní době probíhá výzkum zejména 
v oblasti rozpoznávání obsahu řeči nebo vývoje biometrických nástrojů založené na identifikaci podle 
hlasu. 
4.3 Vyhledávání 
Jak již bylo zmíněno dříve, vyhledávání v multimediálních datech podle obsahu je mnohem 
obtížnějších, než v klasických textových (popř. číselných) údajích. Tato náročnost vychází zejména 
z obtížné interpretace uložených informací. V případě strukturovaných údajů, systém snadno dokáže 
uchovávaným údajům porozumět a použít je při porovnávání mezi sebou. U multimediálních 
informací toho však klasické databázové systémy schopné nejsou. 
Při vyhledávání nad multimediálními daty se tedy musí používat jiný přístup. Ten je založen na 
popisu těchto informací pomocí metadat a následného porovnávání metadat mezi sebou pomocí 
podobnostní funkce. Ta dokáže na základě těchto informací určit míru podobnosti dvou 
porovnávaných objektů. 
Získávání bylo vysvětleno v kapitole 4.2 pojednávající o extrakci rysů. Provádět tento proces 
při každém vyhledávání by bylo časově velmi náročné. Proto většinou proběhne jenom jednou, 
typicky při ukládání média do databáze. Získaný vektor rysů je následně také uložen v systému a 
může být použit při vyhledávání nad daty. Ukládání byla věnována kapitole 4.1.4 a další informace se 
nacházejí v kapitole 4.4 o indexaci v multimediálních systémech. V této části se budu věnovat 
výkladu teorie vyhledávání. Vzhledem k praktické části projektu se zaměřím především na vizuální 
data a zpracování jejich obsahu. 
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4.3.1 Definice podobnosti 
Existuje několik definic podobnosti. Ta může být chápána například jako reflexivní, symetrická a 
tranzitivní relace mezi oběmi zkoumanými prvky. Tato relace (ekvivalence) nám dělí vstupní 
množinu na jednotlivé disjunktní třídy rozkladu, v našem případě prvky, které jsou si navzájem 
podobné.  
Nejpoužívanější definice podobnosti však vychází z určení „vzdálenosti“ zkoumaných prvků 
od sebe. Tuto vzdálenost určuje vzdálenostní funkce, která má obecně dva vstupy a jeden výstup. 
Vstup tvoří objekty, jejichž podobnost je předmětem zkoumání. Výstupem je pak vzdálenost, která 
vyjadřuje míru podobnost. Ta je například vyjádřena v intervalu 1,0=d . Pokud 0=d  objekty 
jsou si maximálně podobné (totožné). Pokud 1=d  míra jejich schody je teoreticky nulová.  
Vzdáleností funkce je definována na metrickém prostoru. Jde o matematickou strukturu, která 
je určena následující formální definicí [BYD]: 
 ( )dDM ,=  (1)
D  představuje definiční obor hodnot objektů, d pak značí podobnostní funkci (metriku). Tato 
totální (vzdálenostní) funkce RDD a×  udává vzdálenost mezi danými objekty. Platí pro ni 
následující pravidla: 
 ( ) 0,,, ≥∈∀ yxdDyx  Nezápornost (2)
 ( ) ( )xydyxdDyx ,,,, =∈∀  Symetrie (2)
 ( ) 0,,, =⇔=∈∀ yxdyxDyx  Identita (2)
 ( ) ( ) ( )zydyxdzxdDzyx ,,,,,, +≤∈∀  Trojúhelníková nerovnost (2)
Existuje mnoho různých metrik. Následující zápis představuje obecnou rovnici pro výpočet 
vzdálenosti (podobnosti) pomocí Euklidovské vzdálenosti [CHME]: 
 ∑
=
−=
N
i
i ivivvvd
1
2
1221 ])[][(),( α  (3)
Na dalším příkladu je ukázka metrika, která vyjadřuje Euklidovu vzdálenost mezi dvěmi 
trojrozměrnými vektory [UKR] (vektor RGB určující barvu). Vektory jsou definovány jako 
( )111 ,, BGR  a ( )222 ,, BGR . Jejich vzdálenost je pak určena jako: 
 ( ) ( ) ( )221221221 BBGGRRd −+−+−=  (4)
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4.3.2 Porovnávání podle barev 
Základní způsob podobnostního vyhledávání podle barev spočívá v určení průměrné barvy obrazu a 
porovnání objektů podle této hodnoty. V případě barevného modelu RGB jde tedy o podíl R-kanálu 
(červená), G-kanálu (zelená) a B-kanálu (modrá). U jiných barevných modelů je tento způsob 
přizpůsoben jednotlivým složkám vektoru, který reprezentující výslednou barvu. Princip je však 
podobný. 
V případě RGB je průměrná barva obrazu definována následovně [UKR]: 
 ( ) ( )∑=
p
avg pRPR /1  (5)
 ( ) ( )∑=
p
avg pGPG /1  (5)
 ( ) ( )∑=
p
avg pBPB /1  (5)
P zde představuje počet bodů v obrázku, ( )pR , resp. ( )pG , resp. ( )pB  jsou pak intenzity 
červeného, resp. zeleného, resp. modrého kanálu konkrétního bodu p . Tyto hodnoty se obvykle 
nacházejí v rozsahu ( )2550 − . Průměrná barvu obrázku je pak definována jako vektor v , jehož 
jednotlivé složky obsahují průměrnou intenzitu daného barevného kanálu: 
 ( )avgavgavg BGRv ,,=  (6)
Podobnost d  dvou vektorů, které určují průměrnou barvu obrázku, pak vychází ze vzorce pro 
určení Euklidovské vzdálenosti, který byl jako příklad metriky uveden v kapitole 4.3.1: 
 ( ) ( ) ( )221221221 avgavgavgavgavgavg BBGGRRd −+−+−=  (7)
4.3.3 Porovnávání podle histogramů 
Histogramy představují nástroj pro popis barevného (popř. odstínu šedi) rozložení obrázku. Barevné 
histogramy rozlišují jednotlivé barevné kanály podle zvoleného modelu (např. RGB). Obrázek lze 
také transformovat do odstínu šedi a pracovat pouze s rozložením intenzity podle jednotlivých 
jasových složek. Tato transformace je definována následujícím předpisem [BYD]: 
 
pppp BGRI 114,0587,0299,0 ++=  (8)
V této transformaci představuje pI  výslednou intenzitu jasu bodu p , a složky pR , pG  a pB  
složky intenzity daného barevného kanálu v bodě p . Koeficienty jednotlivých barevných kanálů jsou 
určeny tak, aby odpovídaly vnímání dané barvy lidským okem. 
Samotný histogram je pak definován jako vektor 
 ( )cncc hhhv ,,, 21 K= , (9)
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kde každý z prvků cih  pro ni ,1=  vyjadřuje počet bodů odpovídací dané ic  intenzitě barvy (jasu). 
Prvky cih  jsou někdy označovány jako tzv. biny. Rozsah histogramu n  se volí podle konkrétní 
potřeby. Nejčastěji jde však o interval rozsahu 255,0 . Pro obrázek obsahující N  bodů tedy platí 
 
Nh
n
i
ci =∑
=1
 (10)
Obrázek 4 obsahuje příklad histogramu pro přiložený vzor. Zdrojový obrázek je převeden do 
odstínu šedi. Osa x  na jeho histogramu obsahuje spektrum odstínu jasu. Osa y  pak počet 
obrazových bodů, které mají daný odstín. 
 
a) b) 
Obrázek 4 - příklad histogramu b) pro obrázek a) 
 
Vyhodnocování podobnosti obrázku založené na podobnosti histogramu skýtá jeden závažný 
problém. Dva obrázky, které lidské vnímání vyhodnotí jako velmi podobné, mohou mít značně 
rozdílné rozložení barev ve svých histogramech. Tento jev může být způsoben například rozdílným 
nasvícením scény, které má za následek posun v barevném spektru a tím pádem velmi kreslí výsledky 
porovnávání. 
Celou situaci ilustruje následující příklad. Obrázek 5 představuje dva histogramy IH ,  
s totožným rozložením. Druhý histogram I  je však v daném spektru posunut. Tento posuv způsobí 
vyhodnocení obou objektů jako značně rozdílných. Podle rovnice 11 při použití 1L  metriky (viz. 
níže) dostáváme hodnotu vzdálenosti ( ) NIHd 2, = . Tento příkladu ilustruje, že je rozdíl, zda 
použitá metrika pracuje s podobností barev, nebo testuje pouze jejich schodu. 
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Obrázek 5 – histogramy H a I 
Existuje celá řada metrik, které je možné použít pro porovnávání vzdálenosti histogramů. 
V následujících kapitolách zmíním několik nejznámějších. 
4.3.3.1 Minkowského vzdálenosti 
Minkowského vzdálenosti patří mezi nejznámější způsoby zjišťování podobnosti. Tvoří třídu tak 
zvaných pL  metrik. Jsou definované pro n-dimenzionální vektory reálných čísel. Obecný předpis 
vypadá následovně [BYD]: 
 ( ) ( )[ ] p n
i
p
iinnp yxyyxxL ∑
=
−=
1
11 ,,,,, LL  (11)
Nejznámějšími zástupci Minkowského metrik pak jsou: 
 
• Manhattanská metrika označující metriku 1L  
• Euklidovská metrika označující metriku 2L  
• Maximální vzdálenost, která je definována jako ii yxL −=∞ max  
4.3.3.2 Niblackova metrika 
Tato metrika, na rozdíl od Minkowského vzdáleností počítá i s podobnostní barev. Metrika je určena 
následujícím způsobem [UKR]: 
 ( ) ( ) ( )TA IHAIHIHd −⋅⋅−=, , (12)
kde IH ,  jsou dva porovnávané histogramy. A  je symetrická, pozitivně definitivní matice, jejíž 
prvek ija  vyjadřuje podobnost mezi i-tou a j-tou dvojicí. Matice A  může být pomocí základních 
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transformací diagonalizována. Touto operací vzniká nový prostor kd . Pak lze převézt původní vzorec 
pro výpočet Niblackovy metriky (rovnice 12) na výpočet vážené 2L  metriky ve vybraném barevném 
prostoru, kde kω  jsou vlastní hodnoty matice A : 
 ( ) ( )∑
=
−⋅=
n
k
ddkA kk
ihIHd
1
2, ω  (13)
4.3.3.3 Metrika Earth Mover’s Distance 
Metrika Earth Mover’s Distance (dále EMD) je schopná porovnávat vícerozměrné struktury. Z toho 
vyplívají její široké možnosti uplatnění, například i jako nástroj pro porovnávání histogramů. 
V porovnání s předchozími jde výpočetně o relativně náročný model, nicméně kvůli mnoha 
možnostem nasazením se v poslední době používá v  různých oborech. Výsledkem výpočtu je 
náročnost transformace jednoho histogramu na druhý. 
Metrika EMD je definována následujícím způsobem [BYD] – mějme histogramy 
( ) ( )
mama
wawaA ,,,,
11
L= , ( ) ( )
nnnb
wbwbB ,,,,
11
L= , kde nm,  je počet binů daného histogramu, 
ia  představuje konkrétní bin a aw  znamená jeho výšku (počet bodů odpovídající dané intenzitě). 
Dále mějme matici [ ]ijfC = , která obsahuje vzdálenosti, mezi prvky ia  a jb . Cílem je nalezení 
minimálního cenového toku [ ]ijfF =  mezi ia  a jb , tak aby celkový součet byl co nejmenší. 
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,,  (14)
Obecně pak musí být splněny následující pravidla: 
 0≥ijf  mi ≤≤1 , nj ≤≤1  (15)
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 mi ≤≤1  (15)
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Samotná hodnota EMD pak může být vyčíslena pomocí následujícího vztahu: 
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1,  (16)
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4.3.4 Porovnávání podle textury 
Jak již bylo zmíněno v kapitole 4.2, porovnávání obrázku založené pouze na srovnání barevných 
charakteristik, nemusí vždy poskytovat relevantní výsledky. Barva nevyjadřuje sémantické vlastnosti 
daného objektu. Proto je vhodné kombinovat různé druhy vizuálních informací, podle kterých jsou 
objekty indexovány. Jedním z možných přístupů je analýza textur, které se v daném obrázku 
vyskytují. 
Textura popisuje povrch každého reálného tělesa. Jde o vizuální vzor, který vystihuje 
strukturální, hmatové a barevné vlastnosti povrchu určitého objektu. Formálněji řečeno tedy jde o 
projekci povrchu třírozměrného tělesa do dvourozměrného povrchu [CHME2]. Jako příklad textury 
může posloužit například dřevo, beton, různé látky, kůže, kov apod. 
 
   
Obrázek 6 - příklady textur 
 
Analýzou a zpracováním texturních informací se zabývá disciplína zvaná texturní analýza. 
V případě zpracování textur počítačem se analýza skládá z několika dílčích úkolů, které je třeba při 
zpracování vykonat  [CHME2]: 
• Rozdělení obrazu do částí podle použitých textur lze realizovat hledáním hranic dvou 
odlišných textur (bounary-based) nebo hledáním částí tvořené homogenní texturou 
(region-based) 
• Vytvoření popisu textury, většinou formou vektorů rysů, které je možné následně 
uložit (např. MPEG-7) a použít při vzájemném porovnání 
• Klasifikace textur do kategorií podle zjištěných vlastností 
• Určení objektů na scéně zjištěním jejich texturních vlastností (určení obrysů objektů 
podle tvarových vlastností textur) 
Pro analýzu textur existuje několik různých technik, každá založená na jiném přístup. 
V následujících kapitolách zmíním některé z nejdůležitějších a stručně popíši jejich princip. Ve 
většině případů se pracuje s texturami ve smyslu mapy intenzity (jasu). Barevná složka je tedy 
zanedbána. 
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4.3.4.1 Statistické metody 
Tento přístup je založen na popisu textury pomocí číselné charakteristiky vypočtené z matice výskytu 
úrovní šedi. Tento přístup byl poprvé představen v roce 1973 (Harlick) spolu s prvním pokusem 
využití této metody ke klasifikaci textur. Statistické metody jsou často děleny na tři skupiny [LIVO]: 
• Statistiky prvního řádu – vztahují se k marginálnímu rozdělení úrovní šedi 
• Statistiky druhého řádu - charakterizují sdružené rozdělení úrovní šedi dvou pixelů 
• Statistiky vyššího řádu – analogicky se statistikami druhého řádu - statistiky vyšších 
řádů se týkají sdruženého rozdělení úrovní šedi tří a více pixelů 
Texturní statistiky prvního řádu jsou vypočteny zjištěním četností úrovní šedi v obraze 
{ } 10−=Giin . N  označuje celkový počet bodů v obraze, G  pak počet úrovní šedi. Dále označme N
np ii =
∧
 
relativní četnost úrovně šedi i . Potom 
1
0
−
=
∧
⎭⎬
⎫
⎩⎨
⎧ G
i
ip  představuje odhad pravděpodobnosti rozdělení 
úrovně šedi. Následuje několik odhadů texturních charakteristik prvního řádu [LIVO]: 
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ipiμ  Odhad střední úrovně šedi (17)
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Další odhady texturních charakteristik první úrovně se nacházejí například v [LIVO]. Všechny 
popisy prvního řádu jsou velmi závislé na světelných podmínkách, ve kterých byl daný snímek 
pořízen. Proto se často provádí transformace úrovní šedi do nového obrazu. 
Texturní statistiky druhého řádu jsou založeny na matici vzájemného výskytu úrovní šedi, 
která popisuje prostorové závislosti mezi těmito úrovněmi. Matice vzájemného výskytu 
( ){ }1,,0,1,,0, −=−= GjGihcij LL  je definována zhledem k danému posunutí ( )lkh ,=  a prvku 
( )ji, . Hodnota ijc  označuje kolikrát se objevuje úroveň šedi j  na pozici h  relativně k bodu, který 
má intenzitu i . Označíme-li hn  celkový počet dvojic s posunutím h , pak následující vztah 
 ( ) ( )
h
ij
ij n
hc
hC =  (18)
odhaduje sdružené rozdělení úrovní šedi v závislosti na daném posunutí h . Z matice výskytu 
úrovní šedi pak můžeme vypočítat texturní charakteristiky, které lze použít pro popis, porovnávání a 
klasifikaci textur. Příkladem mohou být následující vlastnosti [LIVO]: 
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Další příklady vlastností druhé úrovně lze dohledat například v [LIVO]. 
4.3.4.2 Zpracování signálu 
Tento směr analýzy textur vychází z psychologických výzkumů, které byly provedeny s cílem 
pochopit, jakým způsobem zpracovává a třídí textury lidský mozek. Obrázek je zde chápán jako 
dvojrozměrný signál, který má dvě závislé proměnné se spojitým časem [CHME2]. Nezávislé 
proměnné pak tvoří například jas, barevné kanály nebo šum v obraze. Rysy se počítají z filtrovaného 
obrázku. Filtry jsou často založeny na Fourierově transformaci. Další možností je použití vlnkové 
transformace, která pracuje na podobném principu, jako Fourierova transformace – aproximuje signál 
pomocí základních matematických funkcí. Spojitý signál je rozložen do množiny funkcí použitím 
základních vlnkových funkcí: 
 ( )( ) ( ) ( )∫= dxxxfffW baa *,ψ  (20)
Jednotlivé vlnkové funkce jsou pak získány změnou měřítka a posouváním mateřské funkce 
( )xψ  [UKR]: 
 ( ) ⎟⎠
⎞⎜⎝
⎛ −=
a
bx
a
xba
1
,ψ  (21)
Další možnost filtrace nabízí tzv. Gaborovy filtry, které se nejvíce přibližují lidskému vnímaní. 
Rovnice 22 obsahuje vztah pro výpočet Gaborova filtru v polárních souřadnicích [CHME2]: 
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Frekvenční prostor je tímto rozdělen na 6 pásem, každé o šířce 6/π  (30 stupňů), které 
zachycují směr energie. Každé pásmo je pak dále rozděleno na 5 částí, které po oktávách zachycují 
energii signálu. Toto rozdělení následně slouží jako vektor rysů. 
Další možnosti popis charakteristiku textury nabízejí například metody založené na modelech 
nebo geometrické modely. Jejich popis je možné dohledat v literatuře (např. [CHME2]). 
4.4 Indexace 
Indexování databáze umožňuje výrazně urychlit vyhledávání v uložených informacích. Indexy lze 
vytvářet nad samotnými daty i jejich popisy. V případě klasických dat je indexování usnadněno 
pevným počtem parametrů. V případě multimediálních dat však tento princip není možné použít 
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v důsledku velké rozmanitosti uchovávaných informací. Je tedy nutné použít struktury, které 
umožňují indexovat vícerozměrná data. V následujících kapitolách zmíním a vysvětlím některé 
z těchto metod. 
Při indexování dat se snažíme rozdělit daný metrický prostor na menší podprostory podle klíče, 
který vyhovuje naším konkrétním potřebám. Při vyhledávání pak algoritmus postupuje ve struktuře 
indexu a jako další podprostor vybere takový, který nejlépe vyhovuje zadání. V něm provede 
porovnání se vzorem a pokud není nalezen odpovídající výsledek, pokračuje v procházení „více do 
hloubky“. Algoritmus tak nemusí zbytečně hledat v datech, které nejsou dostatečně „kvalitní“ (mají 
velkou vzdálenost od vzoru).  
Například množina histogramů, které reprezentují vektory rysů obrázků, může být dělena do 
podprostorů podle intenzity jednotlivých odstínů (definuje se hraniční mez intenzity, histogramy 
s intenzitou daného odstínu menší než tato mez se vloží do jednoho podprostou, naopak histogramy 
s intenzitou větší se vloží do druhého).  
4.4.1 Point Quadtrees 
Strom Point Quadtrees se často používají pro reprezentaci dat dvourozměrného prostoru. V tomto 
případě algoritmus rozděluje vstupní data na menší části, které pak odpovídají následníkům uzlu, 
kterým je vedena dělicí linie. Dělící linie je buď vedena všemi osami (v případě 2D prostoru tedy dvě 
dělící linie), nebo pouze podél jedné z os a v následníku je pak pro rozdělení použita osa další. 
V případě dělení podle dvou os naráz jsou tedy vstupní data rozdělena na 4 menší oblasti (označované 
podle světových stran – severovýchod NE, severozápad NW, jihovýchod SE, jihozápad SW; viz 
Obrázek 7), které mohou být dále děleny. Struktura uzlu pak vypadá následovně [UKR]: 
Algoritmus 1 – kořen Quadtree 
 
Qtnode = record 
INFO: infotype; 
X: real; 
Y: real; 
NW, SW, NW, SE: *qtnode; 
XLB, YLB, XUB, YUB: real; 
End; 
 
 
Hodnoty X a Y udávají souřadnice bodu, kterým byly proloženy dělící linie. Proměnné XLB, YLB, 
XUB, YUB pak udávají velikost oblasti (ohraničení zleva, ohraničení zprava, ohraničení zespodu a 
ohraničení ze shora). 
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Obrázek 7 – Quadtree (převzato z [QTR]) 
 
Pří vyhledávání se algoritmus vyhýbá oblastem, které nemají žádný průnik s kružnicí definovanou 
dotazem na oblast. Pokud tedy hledáme v podstromu T všechny body v kružnici C se středem 
),( cc YX  a má poloměr R, potom algoritmus pracuje takto [UKR]: 
Algoritmus 2 – vyhledávání v Quadtree 
Proccedure RangeQueryPointQuadtree(Newqtnode T, Circle C) 
{ 
Jestliže oblast T průnik C = 0, potom skonči 
Jinak 
Jestliže (T.X, T.Y) leží v kružnici C potom vytiskni (T.X, T.Y) 
RangeQueryPointQuadtree(T.NW, C) 
RangeQueryPointQuadtree(T.SW, C) 
RangeQueryPointQuadtree(T.NE, C) 
RangeQueryPointQuadtree(T.SE, C) 
} 
 
4.4.2 R-stromy 
Tento algoritmus velmi připomíná tradiční B-strom, obsahuje však rozšíření pro práci nad 
multidimenzionálními daty. Prostorový objekt je zde reprezentován obdélníkem (tzv. minimální 
ohraničující obdélník, minimal bounding rectangle - MBR).  
Pro každý R-strom je definováno celé číslo K , ze kterého je odvozen maximální i minimální 
počet objektů v každém nekoncovém uzlu. Nejvyšší možný počet odpovídá číslu K . Naopak 
minimální zaplnění uzlu se definuje jako 2/K . Počet prvků tedy musí být ⎡ ⎤2/K . V případě, že je 
uzel plný, nastává operace dělení. Dva nové uzly, které z původního vzniknou, jsou potomky otce 
původního děleného uzlu. Pokud je tento otec plný, operace se rekurzivně provádí nad otcem, 
v případě potřeby nad jeho předchůdci. 
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V případě typické struktury R-stromu jsou uzly tvořeny odkazem na synovské uzly a MBR, 
který pokrývá všechny obdélníky v jeho podstromu. Koncové uzly pak kromě svého MBR obsahují 
ukazatele na samotná data. 
Algoritmus vyhledávání je podobný jako u M-stromů, viz. následující kapitola. 
 
 
Obrázek 8 - ukázka R-tree stromu (převzato z [RTR]) 
 
4.4.3 M-stromy 
Zajímavou strukturu pro indexaci multimediálních dat představují tzv. M-stromy. Ty rozdělují 
uchovávané objekty na základě jejich relativní vzdálenosti ve sledovaném multidimenzionálním 
prostoru. Vycházejí přitom z metrické funkce, kterou je definována vzdálenost mezi objekty (viz. 
kapitola 4.3.1).  
Strukturou se M-stromy řadí mezi tzv. vyvážené stromy. Indexované databázové objekty jsou 
uchovávány v listech stromu. Ty mohou být reprezentovány svými rysy, klíči nebo může list 
představovat datovou strukturu, která obsahuje celý objekt (tento přistup se však příliš nepoužívá). 
Nekoncové uzly stromu se nazývají směrové objekty. Každý takový uzel obsahuje několik 
záznamů. V první řadě jde o ukazatel ( )( )rOTptr , který odkazuje na kořen podstromu ( )rOT  
označovaný jako strom pokrývající rO . Objekty, které jsou umístěny v tomto podstromu, se 
nacházejí v maximální vzdálenosti ( )rOr  od uzlu rO . Poloměr ( )rOr  se nazývá poloměr pokrývající 
objekt rO . Dále směrový objekt obsahuje vzdálenost k otcovskému uzlu ( )rOP , v rámci jehož 
podstromu je samotný objekt uložen. Směrový objekt tedy může vypadat například takto [UKR]: 
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Algoritmus 3 – kořen M-tree 
 
Entry = record 
rO   
 
 
- ohodnocení směrového objektu 
( )( )rOTptr   - ukazatel na podstrom 
( )rOr   - pokrývající poloměr 
( )( )rr OPOd ,   - vzdálenost směrového objektu 
od jeho otcovského uzlu 
End;  
 
Koncové uzlu M-strom pak místo ukazatele na podstrom, který u nich již není potřebný, 
obsahují jednoznačnou identifikaci cílového objektu (OID). Listy také neuchovávají pokrývající 
poloměr. Koncový uzel tedy může být deklarován například následujícím způsobem [UKR]:  
Algoritmus 4 - list M-tree 
 
Entry = record 
rO   
 
 
- ohodnocení DB objektu 
( )rOOID  - identifikátor objektu 
( )( )rr OPOd ,  - vzdálenost objektu od jeho 
otcovského uzlu 
End;  
 
U M-stromu se rozlišují dva základní druhy vyhledávání – hledání množiny objektů, které jsou 
od sebe vzdáleny do dané maximální hranice (míry podobnosti) a hledání nejbližších sousedů daného 
objektu (nejpodobnějších). Následující algoritmus, převzatý z [UKR] (původní anglický text [MTR]), 
demonstruje princip fungování dotazu na nejbližšího souseda. 
Algoritmus k_NN_Search vybírá k  nejbližších sousedů objektu Q . V tomto případě se 
předpokládá, že ve stromu je indexováno nejméně k  objektů. Tato technika používá dvě globální 
struktury – prioritní frontu PR a pole NN o velikost k , které po skončení algoritmu obsahuje 
výsledky vyhledávání. 
PR je fronta ukazatelů na aktivní podstromy, to jsou stromy, kde může algoritmus nalézt 
objekty odpovídající zadání vyhledávání. Spolu s ukazateli na podstromy )( rOT  se uchovávají i 
spodní meze ))((min rOTd  - vzdálenosti ze všech objektů v )( rOT . Spodní mez je definována takto: 
 }0),(),(max{))((min rrr OrQOdOTd −=  (23)
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Žádný objekt v )( rOT  nemůže mít vzdálenost od Q  menší než )(),( rr OrQOd − . Tyto 
hranice jsou požity ve funkci pro výběr uzlu, který vybírá z fronty PR další uzel ke zkoumání.  
Vzhledem k tomu, že výběrové kritérium funkce k_NN_Search je dynamické, prohledávaný 
poloměr vzdálenost mezi Q  a jeho aktuálním k-tém nejbližším sousedem. Pořadí vybíraných uzlů 
může ovlivnit výkonnost. Funkce pro výběr dalšího uzlu proto vybírá uzel, který má nejmenší dolní 
ohraničení mind . Funkce pro výběr uzlu pak vypadá takto: 
Algoritmus 5 - výběr uzlu 
Function Uzel VyberUzel(PrioritniFronta PR) { 
Nechť ( )( ) ( )( ){ }rr OTdOTd min*min min= , uvažující všechny záznamy v PR; 
Odstraň záznam ( )( ) ( )( )⎣ ⎦*min* , rr OTdOTptr  z fronty PR; 
Vrať ( )( )** rOTptr ; 
} 
 
Po skončení bude i-tý záznam pole NN obsahovat hodnotu [ ] ( ) ( )⎣ ⎦QOdOoidiNN jj ,,=  s objektem 
jO , který je i-tým nejbližším sousedem objektu Q. Hodnota vzdálenosti v i-tém záznamu je označena 
jako id , takže kd je největší hodnota vzdálenosti v poli NN. Zřejmě kd hraje roli dynamického 
prohledávacího poloměru, takže každý podstrom, pro který platí, že ( )( ) kr dOTd >min , můžeme 
bezpečně vyřadit z prohledávání. 
Záznamy pole NN jsou na počátku inicializovány na tyto hodnoty [ ] ⎡ ⎤( )kiiNN ,...,1_, =∞= , 
tj. oid je nedefinováno a id =∞ . Princip prohledávání interních uzlů spočívá ve zjištění horní hranice 
( )( )rOTdmax  pro každý podstrom ( )( )rOT  ze všech objektů v ( )( )rOT  od objektu Q. Horní hranice 
je nastavena takto: ( )( ) ( ) ( )rrr OrQQdOTd += ,max . 
Uvažujme nejjednodušší situaci, kdy 1=k  a existují dva podstromy )( 1rOT , )( 2rOT . Dále 
předpokládejme, že ( )( ) 51max =rOTd  a ( )( ) 71max =rOTd . Protože ( )( ) 51max =rOTd  zaručuje, že 
objekt, jehož vzdálenost od Q je maximálně 5 existuje ve stromu )( 1rOT , můžeme strom )( 2rOT  při 
procházení vynechat. 
Hranice maxd  jsou vkládány na patřičné pozice v poli NN. Položku oid nechávají 
nedefinovanou. Algoritmus k_NN_Search vypadá potom takto: 
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Algoritmus 6 - algoritmus k_NN_Search 
k_NN_Search(KořenovýUzel T, VyhledávánýObjekt Q, integer k) { 
PR = [ ]_,T  
Pro i = 1 do i <= k dělej: [ ] [ ]∞= _,iNN ; 
Dokud 0≠PR  dělej: { 
dalšíUzel = VyberUzel(PR): 
k_NN_ProhledejUzel(dalšíUzel, k); 
} 
} 
 
Funkce k_NN_ProhledejUzel obsahuje většinu prohledávací logiky. Ve vnitřním uzlu 
nejdříve určí aktivní podstromy a vloží je do fronty PR. Potom, je-li to třeba, zavolá metodu 
NN_aktualizace (algoritmus zde není blíže specifikován), která slouží k uspořádanému vložení 
do pole NN a vrací novou hodnotu kd . Ta je poté použita k odstranění takových podstromů z PR, 
jejichž maxd  překračuje hranici kd . Podobné akce jsou prováděny v listech stromu. V obou případech 
se použije optimalizace k redukování počtu vyhodnocování vzdáleností prostřednictvím 
předpočítaných vzdáleností od otcovského objektu.  
Funkce k_NN_ProhledejUzel pak vypadá takto: 
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Algoritmus 7 - prohledání uzlu 
k_NN_ProhledejUzel(Uzel N, VyhledávanýObjekt Q, integer k) { 
nechť pO je otcovský objektu uzlu N 
jestliže N není list potom  
{pro každý rO v uzlu N dělej: 
Jestliže ( ) ( ) ( )rkprp OrdOOdQOd +≤− ,, , potom 
{Spočítej vzdálenost ( )QOd r , ; 
Jestliže  ( )( ) kr dOTd ≤min , potom { 
Přidej ( )( ) ( )( )[ ]rr OTdOTptr min,  do PR; 
Jestliže ( )( ) kr dOTd ≤max  potom { 
( )( )⎡ ⎤( )rk OTdeaktualizacNNd max_,_= ; 
Odstraň z PR všechny záznamy, které  
( )( ) kr dOTd ≥min  
    }}}}  
jinak /* uzel N je list */ 
 {pro každý jO  v uzlu N dělej: 
  Jestliže ( ) ( ) kpjp dOOdQOd ≤− ,, , potom { 
   Spočítej vzdálenost ( )QOd j , ; 
   Jestliže ( ) kj dQOd ≤, , potom { 
    ( ) ( )⎣ ⎦( )QOdOoideaktualizacNNd jjk ,,_= ; 
    Odstraň z PR všechny záznamy, pro které platí 
     ( )( ) kr dOTd >min ; 
   }}}} 
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5 Implementace 
Cílem implementace bylo vytvořit jednoduchý a zároveň dostatečně výkonný systém pro uchovávání 
a dotazování multimediálních dat. Pro realizaci systému byly vybrány technologie, které jsou pro 
nekomerční použití zdarma. Ty však vzhledem ke svému obecnému zaměření neobsahují žádné 
vnitřní mechanismy pro práci s multimediálním obsahem. Kromě samotného systému pro manipulaci 
s daty byla tedy implementovány i funkce spojené s extrakcí rysů a porovnávání výsledných vektorů 
(viz kapitola 4.2). 
Pro uchovávání dat a jejich přenos ke klientovi byla použita platforma Helix. Metadata 
k multimediálnímu obsahu (vektor rysů, textový popis) jsou uložena v relační databázi PostgreSQL. 
Klientská strana systému je rozdělena na dvě části – rozhraní pro administrátora a rozhraní pro 
uživatele. Administrátorská část je realizována jako desktopová aplikace. Uživatelská pak jako 
webová aplikace, ke které se přistupuje pomocí  internetového prohlížeče. 
Následuje stručný popis použitých technologií.  
5.1 Použité technologie 
5.1.1 Helix Server 
Helix Server představuje univerzální platformu pro přenos multimediálních dat mezi uživatelem a 
úložištěm obsahu. V závislosti na verzi podporuje celou řadu formátu [HEL]: 
• RealAudio (.rm, .ra), RealVideo (.rm, .rmvb), RealPix (.rp), RealText (.rt) 
• Flash (.swf) 
• Windows Media (.asf, .wma, .wmv) 
• QuickTime (.mov) 
• MPEG-4, MP3 
• GIF (.gif), JPEG (.jpg, jpeg), PNG (.png) 
Současně nabízí širokou paletu přenosových protokolů, které je možné použít k doručení 
obsahu ke klientovi [HEL]: 
• Real Time Streaming Protocol (RTSP) 
• Microsoft Media Services (MMS) 
• HyperText Transfer Protocol (HTTP) 
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Kromě samotného streamování obsahu nabízí Helix Server i řadu dalších, pokročilých funkcí a 
nastavení, které umožňují detailně přizpůsobit celou platformu konkrétním potřebám. Jde například o 
kontrolu šířky pásma použitého pro přenos dat, řízení přístupu klientů k datům pomocí různých 
způsobů autorizace (podle IP adresy, podle uživatelského jména a hesla apod.). Dále systém nabízí 
nástroje pro podrobné monitorování aktuálně i v minulosti připojených uživatelů. Obsahuje podporu i 
pro protokol SNMP (Simple Network Monitoring Protocol) umožňující sběr dat pro potřeby správy 
sítě. 
Platforma Helix Server je distribuována ve verzích jak pro operační systém Windows, tak pro 
systémy založené na UNIXu a to ve dvou variantách – verze Basic je dostupná zdarma. Obsahuje 
však výrazná omezení v množství podporovaných formátu (pouze RealAudio a ReadVideo) a 
v maximálním počtu připojených uživatelů (nejvýše 5). Vedle toho existuje verze Unlimited, která 
neobsahuje žádná omezení co se týče funkčnosti ani podporovaných formátů, je však placená.  
Při vývoji systému v rámci této diplomové práce byla použita verze Unlimited, kterou je možné 
po omezený čas používat zdarma. Pro samotné nasazení byla nainstalována verze pro systém Linux, 
která žádné omezení neobsahuje.  
 
 
Obrázek 9 – Schéma Helix Serveru (převzato z [HEL]) 
 
Kromě použitého systému Helix existují i další servery určené pro streamování multimediálních dat. 
Jde například o Apple Quicktime Streaming server (platforma Mac OS X Server), nebo Macromedia 
Communication Server (specializovaný zejména na video ve formátu FLASH). Oproti oběma těmto 
řešením disponuje Helix širšími možnostmi použití. 
5.1.2 Databáze PostgreSQL 
PostgreSQL patří spolu s MySQL a FireBirdem mezi nejznámější open source databázové projekty na 
světe. Systém je ve vývoji již více než 15 let (viz. kapitola 2). Mezi jeho největší výhody patří 
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zejména jednoduchá rozšiřitelnost, která umožnila jeho obohacení o nové datové typy, operátory, 
agregační funkce apod. nad rámec norem SQL. Právě bohatší nabídka datových typů představovala 
při vývoji této diplomové práce znatelnou výhodu, protože umožnila jednoduše ukládat vektory rysů 
získané extrakcí dat (viz kapitola 5.3.6.1). 
PostgreSQL umožňuje vytvářet a spouštět vestavěné procedury v mnoha různých jazycích a 
přenést tak větší část aplikační logiky na databázový server. Jde například o jazyky Java, Perl, 
Python, Ruby, Tcl nebo C/C++. Definuje také vlastní procedurální jazyk PL/pgSQL, který vychází 
z jazyka PL/SQL známého z databází Oracle. PL/pgSQL bylo použito i při vývoji systému v rámci 
této diplomové práce (viz kapitola 5.3.6) pro implementaci podobnostního vyhledávání v obrazových 
datech. 
5.1.2.1 Index GiST 
Databázový systém PostgreSQL nabízí několik způsobů pokročilé indexace dat. 
Nejzajímavějším z nich je indexová struktura GiST (Generalized Search Tree). Ta v sobě kombinuje 
různé vyhledávací algoritmy jako B-stromy, R-stromy, ohodnocené B+- stromy a další.  
Jeho hlavní výhoda však spočívá, podobně jako v případě celého systému PostgreSQL, 
v rozšiřitelnosti a flexibilitě. GiST index umožňuje definovat nové datové typy a nad těmito následně 
vybudovat metody pro vyhledávání. 
Základní princip GiST je podobný jako u R-stromu (viz. kapitola 4.4.2), ale rozšiřuje jejich 
možností. Jde o výškově vyvážený strom s uzly obsahující dvojici údajů (p, ptr), kde p je predikát, 
který je použit jako vyhledávací klíč. Ptr je v případě listu ukazatel na data, v případě uzlu ukazatel 
na další uzel ve struktuře. Index má následující vlastnosti [SLO], [SIG]: 
 
1. Každý uzel, který není kořen, obsahuje indexovanou položku v rozmezí min a max. 
2. Pro každou hodnotu indexu (p, ptr) vrací list hodnotu true, pokud obsahuje 
indexovanou položku v daném rozsahu. 
3. Pro každou hodnotu indexu (p, ptr) vrací kořen hodnotu true, pokud je indexovaná 
položka s hodnotou v rozmezí danou indexem dosažitelná z ptr. 
4. Kořen má minimálně dva potomky, pokud není listem. 
5. Všechny listy se nachází ve stejně výšce. 
 
Pro GiST index se dále definují následující operace [SLO], [SIG]: 
 
Operace nad klíči: 
 
1. Consistent - pokud je v záznamu indexu zaručeno, že tvrzení nevyhovuje dotazu s 
danou hodnotou, pak vrací logickou hodnotu nepravda. Pokud u prostorových dat 
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dochází k překrytu (dotaz spadá do oblasti indexované daným uzlem), vrací logickou 
hodnotu pravda. Ve všech dalších případech vrací logickou hodnotu nepravda. 
2. Union - pro danou množinu záznamů vrací indexu takové tvrzení, které je platné pro 
všechny záznamy v této množině. 
3. Compress - převádí data do vhodného formátu pro fyzické uložení na stránce indexu 
(například u prostorových dat určuje hraniční obdélník). 
4. Decompress – jde o protějšek metody Compress. Úkolem je převézt data zpět 
z fyzického uložení na logické (například u prostorových dat načte hraniční obdélník). 
5. Penalty - vrací hodnotu ve významu ceny za vložení nové položky do konkrétní části 
stromu. Položka je vložena do té části stromu, kde je tato hodnota (penalty) nejnižší. 
V případě prostorových dat se zjišťuje o kolik by se zvětšila plocha hraničního 
obdélníku. 
6. PickSplit – uplatní se v případě, kdy je nutné rozdělit stránku indexu. Tato funkce 
určuje, které položky zůstanou na původní stránce a které se přesunou na novou stranu 
indexu. 
7. Same – funkce vrací logickou hodnotu pravda pokud jsou dvě položky identické. 
 
Operace nad stromem: 
Jde o obecné operace, které následně volají operace nad klíči [SLO], [SIG]. 
 
1. Search – operace se uplatní při vyhledávání dat pomocí nějakého dotazu definovaného 
predikátem. Může být prohledáno i více stromů, než jsou odpovídající data nalezena. 
Obecný algoritmus vyhledávání je určen pomocí uživatelem definované metody 
Consistent (viz. výše). Ta je volána jak při vyhledávání na uzlu, tak i na listu. Nicméně 
často se podmínky pro uzel a podmínky pro list liší. Proto je potřeba provézt další 
kontrolu po nalezení odpovídajících dat. A to jak v případě hledání konkrétního 
objektu, tak při hledání objektu v daném rozsahu. Další omezení spočívá v možnosti 
provádět pouze jeden typ dotazu v jednom programu. 
2. Insert – funkce insert musí zaručit, že strom i po vložení nových dat zůstane vyvážený. 
Uživatelská funkce Penalty se použije k vybrání odpovídajícího podstromu pro vložení. 
Funkce PickSplit se uplatní při rozdělování uzlu. A konečně metoda Union zaručí 
změnu vlastností stromu ve směru od uzlu ke kořenu. 
3. Delete – funkce určí list s odpovídajícím klíčem a odstraní ho. V případě potřeby 
provede změny k zachování vyváženosti stromu metodou Union, podobně jako 
v případě vkládání nových dat. 
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5.1.3 Aplikační server Apache Tomcat 
Apache Tomcat je aplikační kontejner umožňující spouštět Java aplikace v prostředí webových 
stránek. Byl vyvinut neziskovou organizací Apache Software Foundation (ASF). Firma Sun 
Microsystems ho schválila jako typovou implementaci Java servletů a JavaServer Pages. Může být 
spuštěn samostatně, nebo jako součást webového serveru Apache. Kontejner je tvořen několika 
klíčovými moduly: 
 
1. Catalina – jde o kontejner určený pro spouštění servletů. Implementuje specifikace Java 
Servletů definované firmou Sun. 
2. Coyote – představuje most mezi aplikačním rozhraním Tomcatu a HTTP protokolem (tzv. 
connector). Naslouchá na určeném portu na straně serveru, překládá požadavky do vnitřní 
architektury Tomcatu a klientům zasílá zpět zpracované odpovědi. Podporuje protokol HTTP 
ve verzi 1.1. Umožňuje spolupráci Tomcatu a webového serveru Apache. Existuje více 
connectorů, které je možné použít. 
3. Jasper – komponenta Jasper zpracovává jazyk JSP. Parsuje JSP soubory a kompiluje je do 
nativní Javy ve formě servletů. Ty jsou následně předány k dalšímu zpracování Catalině.  
 
Při vývoji systému v rámci této diplomové práce byl použit server Apache Tomcat ve verzi 6.0.14, 
který implementuje specifikace Java servletů 2.5 a JSP 2.1. Následující obrázek demonstruje 
architekturu referenčního systému používajícího aplikační server Tomcat, webový server Apache a 
databázi Oracle. Místo connectoru Coyote je zde použita Jakarta označena na obrázku jako mod_jk. 
 
 
Obrázek 10 - schéma fungování Tomcatu – převzato z [APT] 
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5.2 Architektura aplikace 
Jak bylo zmíněno výše, aplikace je rozdělena na dvě části – část klientskou, která umožňuje prohlížet 
uložená data v systému a vyhledávat mezi nimi podle podobnosti nebo podle textového popisu 
formou zadání klíčových slov. 
Druhá část je určena pro administrátory systému a kromě prohlížení a vyhledávání umožňuje i 
manipulaci s daty – tedy přidávání nových záznamů a mazání těch stávajících. 
Vzhledem k odlišnému zaměření obou komponent systému byly zvoleny různé technologie pro 
jejich implementaci. Administrátorská část je implementována ve formě obvyklé desktopové 
aplikace, která je spouštěna na stanici a z bezpečnostních důvodů neumožňuje vzdálený přístup. 
Naproti tomu část klientská má podobu webové aplikace (tenký klient), kdy samotný kód programu je 
vykonáván na aplikačním serveru a uživatel k němu přistupuje vzdáleně přes webový prohlížeč. 
Následující schéma znázorňuje architekturu aplikace. 
 
 
Obrázek 11 - schéma systému 
 
Na obrázku je vyobrazena architektura systému. Šedým podkladem je vyznačena klientská část 
aplikace. Ta je tvořena aplikačním serverem Tomcat a webovým prohlížečem, který zasílá Tomcatu 
požadavky a přijímá odpovědi pomocí protokolu HTTP. Aplikace běžící na aplikačním kontejneru 
také komunikuje s databází PostgreSQL pomocí databázového rozhraní pro jazyk Java, JDBC, a 
zasílá odpovědi na klientské požadavky. Dále klient pomocí protokolu HTTP přistupuje 
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k multimediálnímu obsahu, který mu je zprostředkován ze serveru Helix ve formě streamingu na 
požádání (tzv. on demand). URL pro daný multimediální soubor klient obdrží od aplikace na 
Tomcatu. 
Součást systému určeného pro administrátora vystupuje jako samostatně spustitelná aplikace. 
Pomocí rozhraní JDBC komunikuje s databázovým serverem, přidává nebo maže záznamy o 
multimédiích v systému. Pomocí protokolu HTTP může - podobně jako klient - přistupovat k médiím 
zpřístupněným na serveru Helix. Vzhledem k tomu, že server Helix neobsahuje žádnou podporu, pro 
vzdálené přidávání, resp. mazání nabízeného obsahu, musí aplikace přistupovat k datům buď přímo 
pomocí souborového systému v daném prostředí, nebo distribuovaně, například přes protokol FTP. 
Následuje podrobný popis jednotlivých komponent systému a vysvětlení principu jejich 
fungování. 
5.3 Modul pro administrátora 
Modul pro administrátora je tvořen samostatně spustitelnou aplikací implementovanou pomocí 
programovacího jazyku Java. Při vývoji byl kladen důraz na to, aby program nebyl závislý na 
konkrétní platformě a byl použitelný napříč různými operačními systémy. Umožňuje prohlížet 
databázi uložených multimédií, vyhledávat podle podobnosti a textového popisu, přidávat nové 
záznamy a mazat ty stávající.  
5.3.1 Nastavení programu 
Před prvním použitím je potřeba programu zadat potřebná nastavení. Jde především o zadání adres 
jednotlivých serverů a určení datového úložiště pro samotný multimediální obsah. Dialog pro 
nastavení se vyvolá pomocí hlavního menu (Nastavení – položka Nastavení). Následující tabulka 
shrnuje jednotlivé položky, které je třeba vyplnit a vysvětluje jejich význam. 
Tabulka 1 - nastavení programu 
Položka Význam Příklad 
Adresář pro data Helixu 
Adresář pro ukládání multimediálních 
souborů. Server Helix musí mít tento 
adresář nastaven jako zdroj pro obsah 
(Base Path) 
Zadává se pomocí tlačítka 
Procházet. 
URL PostgreSQL: 
Adresa, na které běží databázový 
server PostgreSQL.  
localhost 
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Helix URL 
Adresa, na které běží server Helix. 
Součástí URL musí být protokol, 
pomocí kterého jsou data ze serveru 
přenášena. Může být uvedeno i číslo 
síťového portu, který se má použít. 
http://localhost:808 
Login 
Přihlašovací údaje k databázi – 
uživatelské jméno, které se má použít 
 
Heslo 
Přihlašovací údaje k databázi – heslo, 
které se má použít 
 
 
Po zadání všech nastavení se informace uloží do konfiguračního souboru setting.ini a při 
dalším spuštění už není třeba je znovu definovat. Při opětovném zadání se dosavadní nastavení smaže 
a je přepsáno novým. 
5.3.2 Prohlížení obsahu 
Obrázek 12 zachycuje grafické uživatelské rozhraní programu. V levé částí je formou stromu 
zobrazen aktuální obsah souborů v systému. Každý uzel představuje adresář, jednotlivé listy pak 
soubory v dané složce.  
Po zvýraznění souboru ve stromu se v pravé části zobrazují dostupné informace o záznamu 
(název, datum vložení, velikost, popis a MIME typ) a náhled souboru. Pokud je k dispozici náhled 
obsahu (například u obrázku zmenšená verze), je zobrazen. V opačném případě se použije ikona 
vyjadřující obecný multimediální obsah.  
V prostoru s náhledem souboru je umístěno tlačítko umožňující zobrazení originálního souboru 
v původní formě – v případě obrázku je ze serveru stažena původní nezmenšená verze souboru 
v jednoduchém prohlížeči obrázku, který umožňuje obraz přibližovat, oddalovat a uložit kopii na 
lokální disk. V případě multimediálního obsahu (video, zvuk) je spuštěn přehrávač, který se pokusí 
soubor přehrát. 
5.3.2.1 Java Media Framework 
Pro implementaci přehrávače bylo z důvodů přenositelnosti použito rozhraní JMF (Java Media 
Framework). Toto API umožňuje přehrávání audiovizuálních záznamů v desktopových aplikacích 
naprogramovaných v Jave. V dnešní době již však jde o velmi zastaralé rozhraní. Už v době svého 
vydání v roce 1999, bylo JMF terčem kritiky pro nedostatečnou podporu kodeků a různých formátů 
videa. Od té doby se bohužel nic nezměnilo a s pomocí samotného JMF se nedají přehrát mnohé, dnes 
naprosto běžné formáty. Firma Sun od roku 2004 toto API již dále nerozvíjí. Objevili se některé kusé 
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informace o úplně novém multimediálním frameworku, který by měl v budoucnu Javu obohatit. 
V době psaní této práce však žádná verze ještě nebyla k dispozici. 
 
 
Obrázek 12 - rozhraní pro administrátora 
 
Existují sice aplikace třetích stran, které dodatečně umožňují pomocí JMF přehrát i původně 
nepodporované formáty, jejich fungování však není bezproblémové. Pro potřeby aplikace vyvíjené 
v rámci této diplomové práce byl vyzkoušen balík jffmpeg, nicméně ani s jeho pomocí se mnohé 
formáty audia a videa nepodařilo korektně interpretovat. Dále byl vyzkoušen wrapper mezi Javou a 
multimediálním API DirectX - DirectShow. Výhoda tohoto řešení spočívá ve snadném přidání 
nových kodeků – stačí je nainstalovat do systému. Velkou nevýhodu ovšem představuje závislost na 
platformě, kdy se při použití DirectShow omezujeme pouze na operační systémy Windows. 
Pro testování aplikace byly tedy použity pouze formáty, které JMF oficiálně podporuje. 
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5.3.3 Přidání nového obsahu 
Pro přidání nového obsahu do systému slouží tlačítka, která jsou dostupná v hlavním panelu nástrojů. 
Obsah může být organizován do adresářů. Není však povoleno vytváření vnořených složek. Pro 
vytvoření nového adresáře stačí po vyvolání příslušného dialogu vložit jméno nové složky, které 
dosud v systému neexistuje. Složka je následně vytvořena, vložena do databáze a může být použita 
k uchování souborů. 
Pro přidání nového souboru je připraven další dialog. Do něho musí uživatel zadat některé 
informace popisující soubor (název, popis) a vybrat složku, do které se má soubor uložit. Následně je 
nutné určit cestu k souboru na lokálním disku. Poté je soubor nakopírován do adresáře určeného pro 
data Helixu (viz. kapitola 5.3.1) a záznam o něm je vložen do databáze. Tím je zpřístupněn 
uživatelům systému. U podporovaných formátů je provedena extrakce rysů (viz. kapitola 5.3.6.1) a 
vektor rysů je uložen do databáze. Tím je pro soubor zpřístupněna možnost vyhledávání podle 
obsahu.  
Při určení cesty k souboru je možné zadat na lokálním disku celý adresář. V takovém případě je 
do systému vložen obsah tohoto adresáře. Jako názvy jednotlivých souborů jsou použity názvy na 
disku a popis není vyplněn. Tento způsob je vhodný pro vkládání velkého množství dat najednou. 
5.3.4 Mazání obsahu 
Pro mazání dat ze systému je k dispozici tlačítko v hlavním panelu nástrojů. Po stisknutí tlačítka a 
odsouhlasení potvrzujícího dialogu je provedeno smazaní souboru. Maže se vždy soubor, který je 
označen buď ve stromu představující obsah databáze nebo v seznamu výsledků vyhledávání (viz 
kapitola 5.3.6.2). Je možné označit více souborů najednou včetně složek. V případě označení složky 
je smazán celý její obsah. 
Vzhledem k tomu, že aplikace si může udržovat zámky na některé soubory, které chce uživatel 
smazat (např. náhled apod.), je smazání souboru z disku provedeno až po ukončení programu. 
Všechny požadavky na smazání se ukládají do fronty, která je vykonána až po ukončení aplikace. 
5.3.5 Vyhledávání podle popisu 
Systém nabízí dva základní způsoby vyhledávání – podle obsahu a podle popisu. Vyhledávání podle 
popisu je založeno na obvyklém porovnání textových řetězců. V tomto případě jsou porovnány 
řetězce v dotazu a text, který popisuje uložené médium. Ten je vložen uživatelem při ukládání 
souboru do systému (jméno a textový popis).  
Databáze PostgreSQL obsahuje poměrně vyspělý systém fulltextového vyhledání. Dokument, 
nad kterým se vytváří možnost tohoto vyhledávání je dopředu zpracován a indexován. Vytvoření 
tohoto indexu jde obecně rozdělit na dvě fáze [PTG]: 
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• Identifikace tokenů v dokumentu – dokument je rozdělen na tzv. tokeny, které 
představují jednotlivé části textu. Jde například o čísla, slova, emailové adresy apod. 
Každý typ tokenu je v další fázi zpracováván odlišně. PostgreSQL obsahuje některé 
základní třídy tokenů, které obvykle dostačují pro většinu aplikací. V případě potřeby 
je možné definovat si jak vlastní typy tokenů, tak vlastní parser, který zpracovává 
vstupní dokument. 
• Převedení tokenů na lexemy – lexém představuje základní jednotku slovní zásoby 
jazyka. V kontextu fulltextového vyhledávání v PostgreSQL jde o normalizovaný 
token. Normalizací se rozumí převedení různých tvarů slova na tvar základní. Jde 
například o převedení podstatného jména do prvního pádu,   jednotného čísla apod. 
Tento princip značně zlehčuje následné vyhledávání, protože pro dané slova v dotazu 
není potřeba vyhledávat všechny různé kombinace. Podobně jako při zpracování 
dokumentu, dotaz je nejprve převeden na tokeny, ty následně na lexémy a tyto jsou pak 
porovnány se seznamem lexém v daném dokumentu. Normalizace tokenů na lexémy se 
provádí podle slovníků, které jsou specifické pro každý jazyk. Tyto slovníky lze do 
PostgreSQL doinstalovat, popř. si vytvořit slovníky vlastní. 
Pro fulltextové vyhledávání nabízí administrátorské rozhraní systému dialog, který se vyvolá 
příslušným tlačítkem na hlavním panelu nástrojů. Po zadání dotazu jsou zobrazeny výsledky 
vyhledávání v záložce „Výsledky vyhledávání“. Vyhledávání probíhá v názvech médií a v jejich 
textovém popisu. 
5.3.6 Vyhledávání podle obsahu 
Systém nabízí u podporovaných formátů i vyhledávání podle obsahu. V rámci diplomové práce bylo 
implementováno podobnostní vyhledávání u vizuálních dat (obraz). Algoritmus funguje na základě 
porovnání histogramů obrazů, jak bylo popsáno v kapitole 4.3.3. Následuje popis implementace 
jednotlivých fází podobnostního vyhledávání. 
5.3.6.1 Extrakce dat 
Extrakce dat se provádí při přidávání média do systému. Pokud je zjištěno, že jde o podporovaný 
formát, je extrakce provedena. Z média je zjištěn jeho vektor rysů a ten uložen v databázi. V případě 
obrazových dat jde o histogram. Ten ve výsledku obsahuje intenzity jednotlivých odstínu. Je 
reprezentován jako pole o 256 prvcích.  
Databáze PostgreSQL obsahuje podporu pro datový typ pole, histogram je tedy možné 
následně uložit jako typ integer[] přímo v databázi bez dalších úprav pomocí přikazu INSERT. 
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Systém extrahuje vektor rysů i v případě videa. Extrakce snímku z videa je realizována pomocí 
funkcí frameworku JMF, který byl popsán v kapitole 5.3.2.1. Je tedy značně závislá na dostupných 
kodecích. 
Zpracování dat je rozděleno do dvou fází. V první fázi je ze souboru získán frame číslo 100 
(původním záměrem bylo získávat náhodný frame, bohužel JMF nemá implementované některé 
klíčové metody, které by toto umožnily). Ve druhém je pak tento obraz předán výše popsanému 
algoritmu pro výpočet a uložení histogramu. 
Extrakce snímku probíhá v několika krocích: 
 
1. Nejprve je pro dané médium realizován tzv. processor, abstraktní objekt umožňující 
přistupovat k datům ve videu.  
2. Z toho procesoru je získána sada objektů TrackControl určená k získání 
jednotlivých datových stop v kontejneru.  
3. Následně je v poli objektů TrackControl nalezen objekt obsahující video data a je 
získána velikost videa. 
 
Algoritmus 8 - získání framu z videa 
Processor p = Manager.createProcessor(ml); //bod 1 
... 
TrackControl tc[] = p.getTrackControls(); //bod 2 
... 
for (int i = 0; i < tc.length; i++)  //bod 3 
if (tc[i].getFormat() instanceof VideoFormat) { 
TrackControl videoTrack = tc[i]; 
Dimension size = ((VideoFormat)(tc[i].getFormat())).getSize(); 
break; 
      } 
 
4. Dále je získán objekt pro manipulaci s pozicí videa a je použit k nastavení výchozí 
pozice v záznamu. 
5. Poté je z procesoru získán objekt pro extrakci snímků a z videa jsou zkopírována 
potřebná data do bufferu. Následně je buffer převeden na obrázek. 
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Algoritmus 9 - získání framu z videa 
FramePositioningControl fpc = (FramePositioningControl) //bod 4         
p.getControl("javax.media.control.FramePositioningControl");  
 
fpc.skip(100); 
 
FrameGrabbingControl frameGrabber = (FrameGrabbingControl) //bod 5 
p.getControl("javax.media.control.FrameGrabbingControl"); 
 
Buffer frame = frameGrabber.grabFrame(); 
 
BufferToImage stopBuffer = new BufferToImage((VideoFormat) 
frame.getFormat()); 
 
Image stopImage = stopBuffer.createImage(frame); 
 
BufferedImage outImage = new BufferedImage(size.width, size.height, 
BufferedImage.TYPE_INT_RGB); 
 
Graphics og = outImage.getGraphics(); 
og.drawImage(stopImage, 0, 0, size.width, size.height, null); 
 
Tím je extrakce snímku (outImage) z videa dokončena a snímek je předán k dalšímu 
zpracování algoritmu pro výpočet a uložení histogramu. Ten pak postupuje stejně jako u obyčejného 
obrázku jak bylo popsáno výše.  
5.3.6.2 Vyhledávání 
Vyhledávání podle obsahu je prováděno na straně databázového serveru. Klient pouze určí vzorový 
obraz, celý algoritmus je následně vykonán na straně PostgreSQL. Poté klient obdrží seznam 
databázových objektů, které nejlépe odpovídají danému vzoru. 
Podobnostní vyhledávání je implementováno pomocí metriky 1L , která byla popsána v kapitole 
4.3.3.1. Při vykonávání algoritmu jsou porovnány vektory představující histogramy uložených 
obrazů. Výsledkem je seřazená posloupnost jednotlivých záznamů podle podobnosti se vstupním 
vzorem. Počet prvků v této posloupnosti je omezen na 50. 
Algoritmus porovnání vektorů je implementován jazykem PL/pgSQL, který umožňuje vytvářet 
procedury uložené přímo v databázi PostgreSQL. Algoritmus pracuje podle principu popsaného 
v kapitole 4.3.3.1. Prochází celý vektor představující histogram obrazu a sčítá absolutní hodnoty 
rozdílů mezi intenzitami odpovídajících indexů. Výsledkem porovnání je pak součet těchto rozdílů. 
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Předpokládáme, že čím větší je rozdíl, tím menší je pravděpodobnost, že jsou si obrazy podobné. 
Následující kód obsahuje proceduru implementující výpočet rozdílu dvou histogramů. 
Algoritmus 10 - výpočet rozdílu dvou histogramů v PL/pgSQL 
array_diff (integer[], integer[]) 
 
DECLARE 
rozdil integer := 0; 
BEGIN 
FOR i IN 1..array_upper($1,1)  LOOP 
rozdil := rozdil + abs($1[i] - $2[i]);     
END LOOP;     
RETURN rozdil; 
END 
 
Díky tomu, že logika porovnání vektoru rysů se nachází na databázovém serveru, je možné pro 
výběr nejpodobnějších obrazů odpovídající vzoru použít přímo jazyk SQL a celý proces vyhledávání 
tak realizovat v jednom SQL dotazu. Následující kód obsahuje tento příkaz SQL, jehož výsledkem je 
50 obrazů (konstanta RESUL_LIMIT je nastavena na 50), které se nejvíce shodují s daným vzorem. 
Ten je v dotazu reprezentován svým identifikátorem vzor_id. Seznam výsledků je následně vrácen 
klientovi. Tím je proces vyhledávání ukončen. 
Algoritmus 11 - dotaz na podobnost 
SELECT  slozka.nazev AS slozka_nazev, medium.*, array_diff(h1.histogram, 
h2.histogram)  
FROM histogram h1, histogram h2, medium, slozka  
WHERE h1.id = vzor_id AND h2.id = medium.id AND medium.slozka_id = 
slozka.id  
ORDER BY array_diff  
LIMIT RESULT_LIMIT 
5.4 Modul pro klienta 
Modul pro klienta byl s ohledem na účel implementován jako webová aplikace, ke které uživatel 
přistupuje přes svůj prohlížeč Internetu. Pro tento typ aplikací nabízí Sun verzi Javy označovanou 
jako Enterprise Edition (Java EE, dříve J2EE apod.).  
Jde o nástavbu nad klasickou Java SE (Standard Edition), která obsahuje technologie 
umožňující běh programů napsaných v Javě v prostředí Internetu. Balík se skládá z celé řady součástí 
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(vývoj webových aplikací, podpora sdílení bussines logiky pomocí řízení přístupu k objektům, 
objektově-relační mapování a další) .  
Pro aplikaci vyvíjenou v rámci této diplomové práce byla použita zejména technologie JSP 
(Java Server Pages), resp. Java Servlets. Pomocí těchto nástrojů je implementována logika programu. 
Jako aplikační kontejner je použit server Apache Tomcat, který byl popsán v kapitole 5.1.3).  
5.4.1 Nastavení programu 
Před použitím programu je nejprve nutné určit některé základní parametry. Ty se, s výjimkou 
adresáře pro data Helixu, shodují s nastavením v modulu pro administrátora (viz. kapitola 5.3.1). 
Datové úložiště není třeba u klienta uvádět protože ten nemá možnost se soubory v systému 
manipulovat. 
U klienta se předpokládá delší trvalost těchto nastavení. Proto není připraven žádný standardní 
dialog určený k vložení informací a je nutné je zadat přímo ve zdrojovém kódu. Pro tyto účely je 
vytvořen soubor config.jsp, ve kterém v rámci inicializační metody jspInit probíhá vytváření 
objektu zodpovědného za přenos těchto nastavení do programu. V souboru jsou zavedeny čtyři 
konstanty, které určují jednotlivá nastavení. Jejich význam a ukázkové příklady jsou uvedeny 
v kapitole 5.3.1. 
5.4.2 Prohlížení obsahu 
Prohlížení obsahu představuje hlavní účel modulu pro klienta. Grafická úprava aplikace byla kvůli 
tomu vytvořena s důrazem na co největší přehlednost a intuitivnost ovládání. V pravé části je vypsán 
seznam adresářů vytvořených v systému. Po vybrání adresáře se ve střední části stránky zobrazí 
seznam jednotlivých médií, které se v dané složce nacházejí. Pokud je dostupná miniatura (například 
u obrázku jeho zmenšená verze), je použit pro náhled. V opačném případě je vložena ikona 
představující obecný multimediální obsah. 
Po kliknutí na konkrétní soubor je zobrazen jeho detail. Ten obsahuje informace, které jsou o 
médiu dostupné v databázi (název, datum vložení, MIME typ souboru, velikost a textový popis 
zadaný při vkládání do systému). Navíc je uvedena URL pro přímý přístup k souboru. 
Dále detail poskytuje pohled na obsah média. U obrázku je zobrazena jeho větší verze (z 
důvodu zachování layoutu stránky jsou obrázky normalizovány na šířku maximálně 500 pixelů). U 
videí a zvuků je spuštěn přehrávač médií Real Player. Ten je realizován jako vložený objekt přímo do 
kódu stránky. Pro přehrávání multimédií tedy uživatel musí mít na svém počítači tento přehrávač 
nainstalován. 
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Obrázek 13 - prohlížení obsahu v klientském modulu 
 
5.4.3 Vyhledávání podle popisu 
Hledání podle popisu funguje na principu fulltextového vyhledávání, které je implementováno přímo 
v databázi PostgreSQL. Způsob fungování byl vyložen v kapitole 5.3.5. Pro vložení klíčových slov je 
připraveno textové pole v horní částí stránky. Výsledky vyhledávání jsou uživateli zobrazeny stejným 
způsobem, jako výpis obsahu adresáře. 
5.4.4 Vyhledávání podle obsahu 
Vyhledávání podle popisu funguje na stejném principu jako u modulu pro administrátora (viz. 
kapitola 5.3.6). Typy médií, u kterých je podporováno vyhledávání podle obsahu, mají u sebe 
zobrazenu ikonu podobnostního vyhledávání. Po kliknutí na tuto ikonu je provedeno hledání a 
zobrazeny výsledky. Počet výsledků je opět omezen na 50. Ikona podobnostního vyhledávání je 
dostupná při výpisu obsahů složek, resp. výsledků hledání i v režimu detail média. 
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6 Experimenty 
Předmětem testování budou dva faktory ovlivňující kvalitu systému – úspěšnost vyhledávání podle 
obsahu a rychlost tohoto hledání. V prvním případě provedeme dvě série zkoušek. Nejprve 
otestujeme schopnost systému nalezení velmi podobných obrázků jak obsahem, tak i barevným 
rozložením a nasvícením. V druhé sérii pak předmětem hledání budou obrázky sice podobné 
obsahem, ale barevným rozložením velmi rozdílné. 
Pro testovací účely bylo do systému vloženo přes 350 různých vzorů, mezi kterými 
vyhledávání probíhá. 
6.1.1 Testy vyhledávání podle obsahu 
První série obrázků se vyznačuje velmi podobným rozložením histogramu. Systém by ji tedy měl bez 
problému vyhodnotit jako velmi podobné. 
 
Obrázek 14 - první série testovacích obrázků a jejich histogramy 
 
Následující tabulka shrnuje výsledky první série testů. Levý sloupec vyjadřuje, který obrázek 
byl v daném testu vzorem, vpravo jsou pak pozice testovaných obrázků ve výsledcích vyhledávání. 
Tabulka 2 - výsledky první série testů 
Vzor 
Pozice obrázku 1 ve 
výsledcích vyhled. 
Pozice obrázku 2 ve 
výsledcích vyhled. 
Pozice obrázku 3 ve 
výsledcích vyhled. 
Obrázek 1 1 2 4 
Obrázek 2 2 1 3 
Obrázek 3 4 2 1 
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Z tabulky vyplývá, že systém správně vyhodnotil obrázky jako podobné a ve výsledcích 
vyhledávání se nachází těsně za sebou. U obrázku 2 byla úspěšnost dokonce stoprocentní. Pouze k 
malé nepřesnosti došlo v případě obrázků 1 a 3, kdy se mezi ně dostal jiný obraz mylně vyhodnocený 
jako podobný. 
Druhá série obrázků, která je předmětem testování, se vyznačuje sice podobným obsahem, ale 
mezi jednotlivými obrázky panují značné rozdíly v histogramech. V tomto případě by systém měl mít 
problémy s vyhodnocením vzorů jako podobných (viz. popis použité metriky v kapitole 4.3.3.1). 
 
 
Obrázek 15 - druhá série testovacích obrázků a jejich histogramy 
 
Následující tabulka shrnuje výsledky druhé série testů: 
Tabulka 3 – výsledky druhé série testů 
Vzor 
Pozice obrázku 1 ve 
výsledcích vyhled. 
Pozice obrázku 1 ve 
výsledcích vyhled. 
Pozice obrázku 1 ve 
výsledcích vyhled. 
Obrázek 1 1 Nenalezen  31 
Obrázek 2 Nenalezen 1 10 
Obrázek 3 Nenalezen 12 1 
 
Výsledky testu dopadly podle očekávání. Vzhledem k odlišnosti histogramů obrázků nebyly 
systémem vyhodnoceny jako podobné. Nejlépe to demonstruje obrázek 1, v jehož případě nebyl 
obrázek 2 vůbec vyhodnocen jako podobný (nenacházel se mezi prvními padesáti) a obrázek tři se 
nacházel až na 31. místě v posloupnosti výsledků. U obrázků 2 a 3 dosáhl systém lepších výsledků. 
To je dáno větší mírou podobnosti jejich histogramů než v případě prvního obrázku. 
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6.1.2 Testy rychlosti vyhledávání 
Testy rychlosti vyhledávání mají za úkol zjistit závislost mezi časem potřebným k vyhodnocení 
podobnosti vzorů v databázi a jejich počtem. Postupně byly prováděny jednotlivá hledání s různým 
počtem uložených histogramů a byl zaznamenáván čas potřebný k vykonání dotazu databází. Hledání 
bylo vždy provedeno třikrát a výsledné časy byly zprůměrovány. 
Měření bylo provedeno se zapnutým indexováním i bez indexu. Jako index byla použita 
struktura GIN, která obsahuje ve výchozí implementaci podporu pro jednorozměrná pole. Bohužel 
tato podpora se týká pouze několika operátorů (overlaps, contains, contained) a nelze ji zobecnit. 
Z toho důvodu nemá indexování na výkonnost systému žádný vliv. 
Tabulka 4 - výsledky testů rychlosti vyhledávání 
Počet histogramů 100 200 300 400 500 600 700 800 900 1000
Čas (ms) GIN 45 66 83 101 123 140 153 175 193 216 
Čas (ms) NO INDEX 46 65 89 101 133 146 156 175 193 220 
 
Následující obrázek zachycuje výsledky testů ve formě grafu: 
 
 
Obrázek 16 - výsledky testů rychlosti vyhledávání 
 
Z grafu vyplývá, že čas potřebný pro porovnání podobnosti vzorů roste přibližně lineárně 
s počtem vzorů uložených v databázi. Doba vyhledávání je nejvíce ovlivněna rychlostí procházení 
polí, které reprezentují jednotlivé histogramy. 
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7 Závěr 
V této práci jsem nejprve stručně představil jednotlivé datové modely, na jejichž principech fungují 
současné databázové systémy (kapitoly 2 a 3). Dále jsem se zaměřil na databáze schopné ukládat a 
dotazovat multimediální obsah. Byl vyložen teoretický základ týkající se podobnostního vyhledávání 
v těchto systémech (kapitoly 4.2 a 4.3). Následně byly probrány některé vybrané metody indexace 
multimediálních dat 4.4). 
Kapitola 5 je věnována implementaci vlastního systému schopného uchovávání a dotazování 
multimediálních dat založeného na streamovacím serveru Helix a relační databázi PostgreSQL.  
V kapitole 6 byly provedeny experimenty týkající se úspěšnosti a rychlosti podobnostního 
vyhledávání implementované v tomto systému. 
Při implementaci samotného jádra systému jsem nenarazil na žádný závažný problém. 
K serveru Helix i k databázi PostgreSQL je dostupná rozsáhlá dokumentace, která obsahuje všechny 
potřebné informace k využití těchto technologií. Jediným problémem týkající se těchto technologií 
byla enormní zátěž procesoru, kterou Helix způsobuje na platformě Linux (konstantní zátěž 100%). 
Závadu se nepodařilo odstranit. Jde pravděpodobně o chybu v samotném Helixu. Při nasazení na 
platformě Windows k tomuto jevu nedochází. 
Při testech algoritmu podobnostního vyhledávání bylo dosaženo nejednoznačných výsledků. 
V některých případech systém dokáže podobné obrázky bezpečně rozeznat, jindy má však 
s vyhledáváním značné problémy. Tato vlastnost však byla vzhledem k použité metrice očekávána. 
Její nevýhoda spočívá v silné závislosti na podobnosti histogramů vzoru a porovnávaného obrázku. 
Na druhou stranu pro určitou třídu úloh je možné tento způsob porovnávání úspěšně použít – pokud 
například hledáme určitou sérii fotografií v rozsáhlé databázi, bude metrika vykazovat vysokou 
úspěšnost. Pro případ obecného porovnávání podobnosti ale nelze metriku 1L  doporučit. 
Co se týče rychlosti vyhledávání, z výsledku experimentů jasně vyplývá, že uchovávané 
vektory rysů je potřeba indexovat. Bez indexování těchto dat rychle roste doba potřebná ke 
zpracování dotazu. Při desetitisících záznamů v databázi by vykonání dotazu trvalo řádově sekundy a 
to již není únosné. Vzhledem ke struktuře uchovávaných dat se jako nejlepší varianta jeví 
implementace vlastního způsobu indexování založeného na některé obecnější metodě (např. struktura 
GiST popsaná v kapitole 5.1.2.1). 
Tímto směrem by se mohlo ubírat další rozšíření aplikace vytvořené v rámci této diplomové 
práce. Indexace uložených vektorů rysů by jistě významně urychlila samotný proces vyhledávání. 
Kromě indexace by aplikaci bylo možné obohatit o extrakci dat z dalších typů multimediálního 
obsahu – jde zejména o zvuková data, pro která systém v současnosti podporu vůbec nenabízí, a 
videa, která jsou zatím zpracovávána velmi jednoduše. Dále by bylo zajímavé v systému pro 
porovnání implementovat některou z dalších metod podobnostního vyhledávání v obrazových datech. 
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