Optimization of Clinical Decision Support Based on Pearson Correlation of Attributes.
Clinical decision support is very important especially in such a wide-spread disease as a coronary artery disease. A large variety of prediction methods can potentially solve the classification problem to support clinical decisions. However, not all of them provide similar efficiency for the classification of patients with coronary artery disease. We have analyzed prediction the efficiency of classifiers (Ridge Classifier, XGB Classifier and Logistic Regression) depending on the number and combination of features. We have tested 24 sets of features on 4 classifiers to proof the hypothesis that using optimized features sets with a higher Pearson ratio results in more efficient classifiers than using all available data.