In this paper, we study decentralized probabilistic job dispatching and load balancing strategies which optimize the performance of heterogeneous multiple computer systems. We present a model to study a heterogeneous multiple computer system with a decentralized stochastic job dispatching mechanism, where nodes are treated as M/G/1 servers. We discuss a way to implement a virtual centralized job dispatcher using a distributed control mechanism. We derive closed form solutions for optimal job dispatching probabilities which minimize the average job response time, when all nodes have an identical coefficient of variation for job execution times. We also generalize the results to the case where nodes have different coefficients of variation for job execution times.
INTRODUCTION
A multiple computer system (or distributed system) consists of a set of autonomous computers (sites, nodes) connected by a communication network. In general, a distributed computer system is heterogeneous, i.e. the computers in the system have different computing power, where the processing power of a node is represented by its computing speed and related memory capacity, I/O devices, and communication bandwidth. A special case is the class of homogeneous systems in which all sites have identical computing power.
It has long been recognized that the overall performance (e.g. average job response time) of a multiple computer system can be improved by appropriately balancing the workload over all the nodes in the system. Load balancing methods in a distributed systems are classified into two categories, i.e. static and dynamic load balancing [1] , depending on whether a method is independent of or dependent on system status. Static load balancing strategies use only information about the average behavior of systems, while dynamic strategies adapt their load balancing decisions based on the current state of the systems. Both static and dynamic load balancing strategies can be implemented in a centralized way (i.e. there is a central job dispatcher), or in a distributed fashion (i.e. processors decide to transfer jobs on their own). Rotithor [2] presents an excellent survey of dynamic load balancing techniques.
A static load balancing strategy can be either deterministic or probabilistic [3] . A deterministic algorithm assigns jobs to processors in a fixed pattern, while a probabilistic algorithm makes decisions using independent trials. Probabilistic load balancing algorithms are able to optimize the average system performance [3] [4] [5] [6] [7] . They are also easier to implement, incur less system and communication overheads, and are more mathematically tractable than dynamic load balancing algorithms. Figure 1 shows the classification of various approaches to job dispatching and load balancing. As a matter of fact, such a classification can be made finer. For instance, in the case of a central job scheduler (i.e. a centralized static load balancing scheme), there could be a central queue, or several parallel queues, one for each processor; there could also be one job arrival stream, or several independent job arrival streams. Other considerations include single or multiple classes of jobs, jobs with or without priorities, dedicated or generic jobs, various queueing disciplines, and performance measures, etc.
A number of results have been reported in the literature to find optimal load balancing in heterogeneous distributed computing systems using central job dispatchers. Chow and Kohler [4] studied several job routing policies that chose processors to which jobs are dispatched (routed) using certain system criterion functions. Policies are compared based on the resulting mean job turnaround times. Ni and Hwang [3] discussed optimal static load distributions which minimize the average job response time for multiple job classes, where nodes are M/M/1 servers. Bonomi and Kumar [5] considered the case where each server has its own dedicated jobs in addition to jobs from the central job scheduler. Li [8] dealt with optimal load distribution with dedicated and prioritized applications. Tantawi and Towsley [6] investigated distributed static load balancing strategies without central job dispatchers. Processors transfer jobs to other processors using fixed probability distributions. Job transfer causes communication delays, thus optimal splitting probabilities are sought to minimize mean response time which include node delay (queueing and processing delays) at the processing nodes and possible communication delays incurred due to job transfer. The model was later extended to multi-class jobs by Kim and Kameda [7] .
A slightly modified but substantially different model is to combine the parallel queues of the processors into a centralized queue. For a homogeneous distributed system, the model could be simply M/M/m, whose behavior is well understood [9] . It turns out that in heterogeneous multiple processor systems, queueing jobs is preferable when available servers are slow ones. Holding a job for a while, so that it can be processed later by a fast processor may reduce the processing time of the job. It is quite difficult to find sophisticated polices which balance the tradeoff between the extra time spent in the queue waiting for a faster server versus the extra time spent in service at a slower server. Lin and Kumar [10] derived solutions for two processor systems. Shenker and Weinrib [11] studied heuristic polices which are close-to-optimal. For a given set of jobs to be scheduled, Agrawala et al. [12] provided a threshold rule which minimizes the average response time, while Weiss and Pinedo [13] discussed pre-emptive scheduling rules.
Another more complicated model is to consider multipriority jobs. A job gets served only when there is no waiting job of higher priority. Xu et al. [14] studied the case where there are two heterogeneous processors. Nishida [15] conducted approximate analysis for N non-identical processors. Yet another variation is the class of closed queueing models, as reported by Karatza [16] for a two-
• Strategy: static job dispatching and load balancing.
• Algorithm: probabilistic.
• Job dispatcher: decentralized but virtually centralized.
• System: N heterogeneous M/G/1 servers.
• Queue: N parallel queues, one for each server.
• Job arrival stream: N independent job arrival streams.
• Job class: one job class.
• Priority: no priority.
• Dedicated jobs: none (all jobs are generic).
• Queueing discipline: FCFS (first-come-first-served).
• Performance measure: arithmetic average job response time to be minimized. processor system. It is clear that centralized job dispatchers are able to optimize global performance. However, they are likely to cause more system overheads and traffic bottlenecks. Therefore, it is interesting and important to implement a distributed mechanism which functions as a virtual centralized job dispatcher. In this paper, we study decentralized probabilistic job dispatching and load balancing strategies which optimize the performance of heterogeneous multiple computer systems. The purpose of the paper is two-fold. First, we discuss a way to implement a virtual centralized job dispatcher using a distributed control mechanism. Second, we derive closed form solutions for optimal job dispatching probabilities which minimize the average job response time. Our approach combines the advantages of centralized and decentralized job dispatchers (see Figure 1) ; namely, achieving global performance optimization with low costs. To the best of the author's knowledge, the performance measure optimized in this paper, i.e. the arithmetic average job response time, has not been touched before, and as shown in the rest of the paper, it turns out to be a non-trivial optimization problem. Based on the above literature survey, Figure 2 gives the classification of our model and approach.
In Section 2, we present our model for studying a heterogeneous multiple computer system with a decentralized stochastic job dispatching mechanism, where nodes are treated as M/G/1 servers. Then in Section 3, we discuss a way to implement a virtual centralized job dispatcher using a distributed control mechanism. In Section 4, we derive closed form solutions for optimal job dispatching probabilities which minimize the average job response time, when all nodes have an identical coefficient of variation for job execution times. In Section 5, we generalize the results in Section 4 to the case where nodes have different coefficients of variation for job execution times. Finally, we give a summary in Section 6.
THE MODEL
A heterogeneous multiple computer system with a decentralized job dispatcher is shown in Figure 3 . It is assumed that there are N computers C 1 , C 2 , . . . , C N connected through Figure 4 . Jobs arrive at the node C i according to a Poisson process with mean rate β * i λ, i.e. job interarrival times are independent identically distributed (i.i.d.) exponential random variables with a mean 1/(β * λ). It is assumed that
Upon arrival of a job, C i sends the job to site C j with probability γ i, j , 1 ≤ j ≤ N, such that
Therefore, the actual job arrival rate at node C i is
Such an N-tuple
where β i ≥ 0, and
Each computer C i is modeled as an M/G/1 server ( Figure 4 ). There is a queue of infinite capacity for each server. A job is put into one of the N queues according to a load distribution β. The first-come-first-served queueing discipline is assumed. The job execution (service) times on node C i are i.i.d. random variables with a probability distribution function b i (t), with meant i = 1/(α i µ), variance σ 2 i , and coefficient of variation c i = σ i /t i . Thus, node C i is able to process 1/(α i µ) jobs per unit of time. Without loss of generality, we assume that
It is well known (the Pollaczek-Khinchin mean-value formula [9] ) that the average number of jobs in a node C i with job arrival rate β i λ and service time distribution b i (t) is
where ρ i is the utilization of site C i , and
Since ρ i < 1, a load distribution β should satisfy
DECENTRALIZED JOB DISPATCHING
If there is one job arrival stream, then a load distribution β = (β 1 , β 2 , . . . , β N ) can be easily realized using a centralized job dispatcher which, upon arrival of a job, assigns the job immediately to a node C i with probability β i , based on the outcome of an independent trial. The centralized job dispatcher resides either in a node C i or in a dedicated server node, say C 0 . This node incurs more communication costs than other nodes, and hence becomes a traffic bottleneck in the network, which is not desirable in a distributed system. As a matter of fact, the centralized job scheduler is not necessary, which can be simulated by a decentralized control mechanism. In other words, all nodes C 1 , C 2 , . . . , C N are parts of a virtual centralized job scheduler. Let β * j λ be the job arrival rate at site C i , where
Consider a site C i . The job transfer probabilities are specified as a matrix
The solution to for the above equation is not unique. However, we seek a solution with a minimal amount of job transfer, i.e.
. This is realized only when the following conditions are satisfied:
• if β * i < β i , then γ i,i = 1, and γ i, j = 0 for all other j , i.e. if a node receives insufficient jobs, then it keeps all that it receives, and also accepts jobs transferred from other sites; In other words, either γ i, j or γ j,i is zero, i.e. if node C i sends (receives) jobs to (from) node C j , node C j does not send (receive) jobs to (from) node C i . Without loss of generality, we assume that β * i < β i for sites C 1 , C 2 , . . . , C k , and β * i > β i for sites C k+1 , C k+2 , . . . , C N . Thus, the job transfer probability matrix looks like 
Job transfer probabilities γ i, j from sites C k+1 , C k+2 , . . . , C N to sites C 1 , C 2 , . . . , C k are determined using the algorithm in Figure 5 .
With such a decentralized job dispatching mechanism, all the nodes in a distributed computer system seem equally weighted. Therefore, we propose a performance measure T a , the arithmetic average job response time, defined as
As we will see later, for nodes that are modeled as M/M/1 servers, T a is minimized when all active nodes (which actually process jobs) have the same response time. When a heterogeneous system is loaded to a high enough level (to be specified later), all nodes are active. In that case, jobs see no difference among C 1 , C 2 , . . . , C N since they have the same job response time. In other words, we turn a heterogeneous system into a homogeneous system.
MINIMIZING AVERAGE RESPONSE TIME
In this section, we assume that execution times of all sites have the same coefficient of variation, i.e. 
1.
γ i, j = 0 for all k + 1 ≤ i ≤ N, and 1 ≤ j ≤ k. variance of job execution time also changes in proportion to the square of the mean job execution time.
The average response time is represented as
To find a load distribution β which minimizes T a , we establish the Lagrange multiplier system [17] ,
that is, N equations
for all 1 ≤ j ≤ N, where F is the constraint
we obtain
Using the constraint F, we have
which gives
that is,
Notice that such a load distribution is possible to find only when λ > (α − Nα 1 )µ, which is a necessary and sufficient condition for all β j > 0, i.e. λ > (α − Nα j )µ, for all 1 ≤ j ≤ N. The above derivation essentially provides a proof of the following theorem.
The load distribution β given above yields the mean response time of site C j to be
and average response time
For M/M/1 servers, i.e. when c 2 b = 1, we have T 1 = T 2 = . . . = T N = N/(αµ − λ), i.e. all sites have the same mean job response time, and the whole system looks like an M/M/1 server with processing power αµ/N and arrival rate λ/N.
In general, especially when λ ≤ (α − Nα 1 )µ, we need other approaches to find the optimal β. To this end, let us rewrite T a as
where , β 2 , . . . , β i , . . . , β j , . . . , β N ) be a feasible load distribution, where α i < α j , and If β = (β 1 , β 2 , . . . , β j , . . . , β i , . . . , β N ), i.e. β  is obtained by switching β i and β j , then β is also feasible,  and T a (β ) < T a (β) .
Proof. The feasibility of β is verified easily:
.
Proposition 1 essentially states that an optimal load distribution β should give more jobs to a faster node than a slower node. For two nodes with the same speed, we should assign the same load to them, as stated in Proposition 2, whose proof is similar to that of Proposition 1. β = (β 1 , β 2 , . . . , β i , . . . , β j , . . . , β N ) be a feasible load distribution, where α i = α j and
PROPOSITION 2. Let
β i = β j . If β = (β 1 , β 2 , . . . , (β i + β j )/2, . . . , (β i + β j )/2, . . . , β N ), i.
e. β is obtained by setting β i and β j to their mean, then β is also feasible, and T a (β ) < T a (β).
Combining Propositions 1 and 2, we know that an optimal load distribution β should satisfy β 1 ≤ β 2 ≤ . . . ≤ β N , where β i = β i+1 if and only if α i = α i+1 . A feasible load distribution is reasonable if this condition is satisfied.
Then β is also a reasonable load distribution, and T a (β ) < T a (β).
K. LI
Proof. The reasonability of β can be verified easily. Now suppose that we move a fraction of δ job flow from node i to j . To have T a (β ) < T a (β), where
we need
which implies that
and hence, the proposition.
The following proposition can be proved similarly.
Propositions 3 and 4 imply that if β j − β i = (µ/λ)(α j − α i ), then there is no possibility of reducing T a by transferring flow between nodes i and j . We use R(β i , β j ), where i < j , to represent the relation β j −β i = (µ/λ)(α j −α i ). As shown in Proposition 5, relation R has a nice linearity.
Now we are ready to show optimal load distributions. Theorem 2 below gives an optimal load distribution which is essentially the same as that in Theorem 1.
is optimal, where Theorem 2 can be easily strengthened to the general case for arbitrary λ. β 1 , β 2 , . . . , β N ) is optimal, where β 1 = β 2 = . . . = β k−1 = 0, and
and β j is chosen such that R(β k , β j ) is true for all k + 1 ≤ j ≤ N; that is,
and
Proof. It should be noted that Propositions 1-5 hold for all job arrival rates λ. When λ is too small, we should use only a subset of C 1 , C 2 , . . . , C N , and the subset should be C k , C k+1 , . . . , C N for some k, i.e. the fastest nodes. The rest of the proof is similar to that of Theorem 2.
GENERALIZATION
It turns out that our approach can be easily extended to the case where processors exhibit different coefficients of variation for job execution times. We sketch the solution below. First, we have
where
To have β j > 0 for all j , we need
for all j . Such a load distribution gives
If λ is small, we cannot simply select the processors with larger computing power which do not guarantee shorter response times. Without loss of generality, assume that 
SUMMARY
We have studied decentralized probabilistic job dispatching strategies to optimize the average response times of heterogeneous multiple computer systems. We present a model for studying a heterogeneous multiple computer system where nodes are treated as M/G/1 servers. We discuss a way to implement a virtual centralized job dispatcher using a distributed control mechanism. We derive closed form solutions for optimal job dispatching probabilities as well as optimal average job response times.
