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Abstract 
The problem of determining the maximum number of node-disjoint subtrees of a tree T on PI, 
nodes isomorphic to a tree S on nc nodes is shown to be solvable in time O(nj”n,). The same 
asymptotic bounds are observed for the corresponding problems where topological imbedding 
and subgraph homeomorphism are respectively substituted for subgraph isomorphism. 
1. Introduction 
A mutching of a graph H is a set of disjoint edges of H. The disjoint edges can be 
seen as node-disjoint copies of the graph K2. This observation led Hell and Kirkpatrick 
to a natural generalization of matching where an arbitrary graph G is substituted for 
Kz [6]. Following [6], a G-pucking of a graph H is a set of node-disjoint subgraphs 
HI, Hz,. . . , H, of H such that each H; is isomorphic to G. In analogy to the problem of 
maximum matching in H, the problem of maximum G-packing in H is to determine 
the maximum cardinality of G-packing of H. Hell and Kirkpatrick proved this problem 
to be NP-complete in general [lo], and Berman et al. showed it to be NP-complete 
even when H is a planar graph [2]. 
In this paper we consider the maximum G-packing restricted to trees. Both the 
guest graph G and the host graph H are assumed to be arbitrary (connected) trees. 
In particular, the guest tree is of an arbitrary size. Further, we shall denote the guest 
tree by S and the host tree by T. The assumption on connectivity of S is important 
since even the problem of determining whether a forest is isomorphic to a subgraph 
of a tree is known to be NP-complete [3]. 
The problem of maximum S-packing in T can be seen as a natural generalization of 
the problem of determining whether 5’ is isomorphic to a subtree of 7’. The latter prob- 
lem is known in the literature as the suhtree isomorphism problem [15]. Edmonds and 
Matula independently provided polynomial time solutions to the subtree isomorphism 
problem by reduction to a collection of maximum bipartite matching problems [IS] ( In 
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fact, Edmonds considered a more general problem of determining the largest subtree 
of T isomorphic to a subtree of S and therefore used maximum weighted bipartite 
matching [15].) Presently, the best known upper time-bound for subtree isomorphism 
is due to Matula who showed the subtree isomorphism problem to be solvable in time 
O(n5’*) (Reyner has independently obtained this bound for the restricted case of rooted 
trees in [17, 181). 
In this paper, we generalize Matula’s method for subtree isomorphism to include the 
maximum tree-packing problem. In effect, for trees S, T on n, and n, nodes, respectively, 
we can solve the problem of maximum S-packing in 7’ in time needed to solve the 
maximum matching problem in a bipartite graph on II,~+~z~ nodes, i.e., in time O($*n,) 
[91' 
By a slight modification of our algorithm for maximum S-packing in T, we obtain 
the same asymptotic bound for the corresponding problem of determining the maximum 
number of node-disjoint subtrees of T in which S can be topologically imbedded 
Consequently, we also obtain the same bound for the problem of determining 
maximum number of node-disjoint subtrees of T homeomorphic to S. 
[41. 
the 
2. Preliminaries 
We shall adhere to standard notation for undirected graphs [5]. In particular, a graph 
is isomorphic to another graph if there is one-to-one correspondence between nodes of 
the two graphs preserving adjacency. Such a correspondence is called an isomorphism 
between the two graphs. A graph can be imbedded in another graph if it is isomorphic 
to a subgraph of the other graph. The isomorphism between the graph and a subgraph 
of the other graph is also called an imbedding of the graph in the other graph. 
For a graph G, we shall denote the set of nodes of G by V(G) and the set of edges 
of G by E(G). The degree of a node v of G will be denoted by deg(v). 
Following [15], for two adjacent nodes U,W, of a tree T, the limb T[u, w] is the 
maximal subtree of T containing the edge (u, w) and having u as a leaf. Clearly, a tree 
on n nodes has 2n - 2 limbs. A child limb of T[u,w] is a limb T[w,w’] of T where 
w’ # U. The edge (u,w) is called the root-edge of the limb T[u,w]. A limb is trivial 
if it has only two nodes, i.e., it is equivalent to its root-edge. A limb of T is complete 
if it covers the whole tree T. 
Let S[v,s] be a limb of a tree S. The limb S[v,s] can be root-imbedded in the limb 
T[u,w] if there is an isomorphism between S[v,s] and a subtree of T[u,w] that maps 
v on u and s on w, respectively. 
For limbs A,B of trees S, T, respectively, by GAJ we shall denote the bipartite 
graph with nodes corresponding to the child limbs of A and B respectively and edges 
’ The author of [15] seems to forget in Theorem 3.1 that the maximum matching problem for a bipartite 
graph on respectively p and q nodes can be solved in time O(p3i2q) even when p<q. see [9, p. 2311. 
Therefore, the weaker bound O(Q~?‘~) for subtree isomorphism is reported in [15]. 
connecting the node pairs whenever the corresponding child limb of A can be root- 
imbedded in the corresponding child limb of B. 
The following lemma lies in the heart of all known polynomial-time solutions to the 
subtree isomorphism problem. 
Lemma 2.1 (Matula [ 141). Let A and B he non-trick1 limbs of’tw trrrs respecticel~~. 
The limb A cun be root-irnbedded in the limb B !‘f’ and only if’ the c’urtfinulit~~ of 
ma.-cimum matchin~g of G A,B is eyuul to the number qf child limbs of’ A. 
Let the bright of a limb denote the maximum length of a path in the limb including 
its root edge. The above lemma enables us to determine in polynomial-time whether 
there is a root-imbedding between each pair of limbs of two trees S, T, by applying 
maximum bipartite matching in the order of non-decreasing height. The tree S is iso- 
morphic to the tree T if and only if a complete limb of 5’ can be root-imbedded in a 
limb of T. 
3. Maximum tree-packing in polynomial time 
By refining the idea of the polynomial-time solution to the subtree isomorphism 
problem we can also solve the problem of maximum S-packing in 7’ in polynomial 
time. To start with we need the following notation. 
For a limb B = T[u, MI] of i”, let N(B) be the cardinality of maximum S-packing in B 
disjoint from U, i.e., the maximum number of node-disjoint subtrees of B isomorphic 
to S and disjoint from U. Next, let L(B) be a list of all limbs A of S that can be 
root-imbedded in B so the part of B unmapped in the root-imbedding still contains 
N(B) subtrees isomorphic to S. 
Remark 1. If L(B) contains a complete limb of S then the maximum S-packing in B 
is equal to N(B) + 1 else it is equal to N(B). 
Further, let L,~J denote the bipartite graph with nodes corresponding to the child 
limbs of A and B respectively and edges connecting the node pairs whenever the 
corresponding child limb of A is in the L list of the corresponding child limb of B. 
Finally, for a node s of the tree S and a limb B of T, let L,$ = (4 U h, E) denote 
the bipartite graph with nodes in fl corresponding to the limbs of the form S[s, 1. and 
nodes in & corresponding to the child limbs of B, and edges connecting a E 6 with 
bE V, whenever the limb of the form S[s, ] corresponding to a is in the L list of the 
child limb of B corresponding to 6. 
The following lemmata enable us to recursively determine N(B) and L(B) in the 
order of non-decreasing height of limbs B of T. The first of them is an obvious gen- 
eralization of Lemma 2.1 and trivially follows from the definitions of the graphs L.,.H 
and LzB. 
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Lemma 3.1. Let A =S[v,s] andB = T[u, w] be limbs of the trees 5’ and T respectively, 
where neither s nor w is a leaj.~ 
The limb A can be root-imbedded in the limb B such that each child limb C 
of B admits an S-packing which has cardinality N(C) and is node-disjoint from the 
imbedding of A if’ and only $LA,B has a matching of cardinality equal to the number 
of child limbs of A. 
Also, there is an imbedding of S in B such that a non-leaf node s of S is mapped 
onto w, u is not an image of any node of S, and each child limb C of B admits an 
S-packing which has cardinality N(C) and is node-disjoint jrom the imbedding of S 
if and only tfL.z, has a matching of cardinality equal to deg(s). 
The next lemma de facto implies a polynomial-time algorithm for determining N(B) 
and L(B) for all limbs B of the host tree T. 
Lemma 3.2. Let B be a non-trivial limb of the tree T. If there is a child limb of B 
whose L list contains a complete limb of S or there is a non-leaf node s of’s such 
that the cardinality of maximum matching of LtB is equal to deg(s) then N(B) = 
’ + child limb C of E N(C) and L(B) is empty. Otherwise, N(B) = Cchild ,imb CofB N(C) 
and L(B) consists of all trivial limbs of S and all non-trivial limbs A of S for which 
LAJ has matching of curdinality equal to the number of child limbs of A. 
Proof. Let B = T[u, w]. Note that there are exactly xchild limb c of B N(C) node-disjoint 
subtrees of B isomorphic to S and not including w. Also, the node w can belong to at 
most one of the N(B) node-disjoint subtrees of T isomorphic to S. Hence, we obtain 
the inequality N(B) d I f C,-hitd llmb c of B N(C). To achieve the reverse inequality in 
case there is a child limb C’ of B whose L list contains a complete limb of S or there 
is a non-leaf node s of S such that the cardinality of maximum matching of LzB is 
equal to deg(s) we proceed without node conflicts as follows. We pack N(C) pairwise 
disjoint copies of S in each child limb C of B, and an additional single copy of S 
which is either 
1. the image of the root-imbedding of a complete limb of S in the child limb C’, or 
2. the union of the images of root-imbeddings of limbs S[s, v] in unique child limbs 
C, of B such that S[s, v] E L(C,), for all the neighbors v of s. 
By Lemma 3.1, the second case holds if and only if the cardinality of maximum 
matching of L.tB is equal to deg(s). In both cases, L(B) has to be empty since the 
node w is occupied by the additional copy. 
If neither of the two cases holds, it is impossible to pack such an additional copy 
of S without overlapping the node u or any of the Cchild timb CofB N(C) copies of 
S in the child limbs C of B. Hence, we can pack only Cchild ,imb c of B N(C) pair- 
wise disjoint copies of S not overlapping with u in the third case. By the definition 
of N(C), we don’t need use the node w in the latter packing. Hence, L(B) contains 
all trivial limbs of S in this case. Also, it contains all the non-trivial limbs A for 
which LA,J has matching of cardinality equal to the number of child limbs of A by 
Lemma 3.1. 0 
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The above lemma combined with a polynomial time algorithm for maximum bi- 
partite matching [9] and applied to limbs of T in non-decreasing height order yield 
a polynomial-time solution to the problem of maximum S-packing in all limbs of T 
by Remark 1. In Section 5, we shall present and analyze a more refined solution to 
the tree-packing problem using the idea of the so called rooted hipurtite mutchirzg 
[151. 
4. Rooted bipartite matching 
In [ 151, Matula has shown that all the maximum bipartite problems necessary to 
determine whether the limb S[U,S] can be root-imbedded in a limb of the form T[ ,MI] 
can be simultaneously solved in time proportional to that needed to solve such a single 
matching problem. The same idea can be used to solve all the root-imbedding problems 
between the limbs of the form S[ ,s] and the limb ~‘[u.w] simultaneously. The groups 
of related maximum bipartite matchings problems can be specified in terms of rooted 
bipartite matching [ 151. 
Let G = ( Vi U &,E) be a bipartite graph. For b E I$, the b-rooted matching problem 
is to determine the set &,(G) of all nodes a in V, such that there is a maximum 
matching of G including the edge (a, b) and #Vi - 1 other edges. 
Matula has shown that the rooted bipartite matching problem can be solved in time 
proportional to that taken by the maximum bipartite matching problem [15, Theo- 
rem 3.41. 
For positive integers p,q, let B,,, denote the class of bipartite graphs (Vi U I$. E) 
where # 6 = p and #V, = q. Next, let mb(p, q) denote the worst-case time in the form 
O(p”qfl). where r 3 1 and /la 1, needed to find a maximum matching in a graph in 
B,,,y. In terms of our notation we can express the fact due to Matula as follows. 
Lemma 4.1 (Matula [15]). For G=( 6 U l$,E) in BJl.y and b E V,. the b-rooted mut& 
ing problem cun be solved in time mh(p, q). 
For a node s of the tree S and a limb B of r, let Ls,~ = (Vi U I$,/?) denote the 
bipartite graph with nodes in Vi corresponding to the limbs of the form S[s. 1, and 
nodes in 6 corresponding to the child limbs of B and the root edge of B, and edges 
connecting a E 6 with b E Vz whenever the limb of the form S[s, ] corresponding to 
a is in the L list of the child limb of B corresponding to h or h corresponds to the root 
edge of B. We shall skip the index h in R,,(&J) whenever b is the root edge of B. 
By the above definitions and Lemma 3.1, we obtain the following useful lemma. 
Lemma 4.2. Let A = S[c,s] und B = T[ u, w] be limbs of the trees S und T, respec- 
tively. 
The limb A can be root-imbedded in the limb B .such that euch child limb C of 
B admits an S-packing which has cardinulity N(C) und is node-disjoint .fi-om the 
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imbedding of A if and only if the node of the graph LQ corresponding to S[s, v] 
(observe the reversed order of v,s) is in the set R(L,B). 
Proof. To prove the first part suppose first that there is such a root-imbedding of A 
in B. In Ls,B, we can match each node corresponding to a child limb A’ of A with 
the node corresponding to the child limb B’ of B where A’ is root-imbedded into B’ 
by the imbedding. It remains to match the node corresponding to the limb S[s, v] with 
the node corresponding to the root edge of B to obtain a matching of cardinality equal 
to the number of limbs of the form S[s, 1. We conclude that the node corresponding 
to S[S,V] is in R(LJ). Conversely, if the node corresponding to S[s,v] is in R(Ls,~) 
then there is a matching of Ls,~ incident in particular to all nodes corresponding to 
the child limbs of A and including the edge corresponding to the pair (S[S, v], the root 
edge (u, w) of B). Thus, we can map the root edge (v,s) of A onto the root edge (u, w) 
of B, and root-imbed each child limb A’ of A in the child limb B’ of B where the node 
corresponding to A’ is matched with the node corresponding to B’. By the definition 
of the graph Ls,~, the resulting root-imbedding satisfies the required properties. 0 
5. The algorithm for tree packing 
To specify our algorithm for tree-packing we need the following definition. 
For a limb T[x, v] of T, a proper limb of T[x, JJ] is T[x, y] or a limb of T[x, ~1 that 
do not contain the root edge (x, y) of T[x, y]. 
Our algorithm recursively determines the value N(B) and the list L(B) for all proper 
limbs B of a complete limb of T in the order of non-decreasing height. 
1. Pick a leaf x and its neighbor in T, determine the limb T[x, y] and order the 
proper limbs of T[x,y] by non-decreasing height; 
2. For each proper limb B of T[x, y] set N(B) to 0 and L(B) to an empty set; 
3. For each proper and trivial limb B of T[x,y] insert all trivial limbs of S into 
L(B); 
4. for h = 2,. , height( T) do 
for each proper limb B = T[u, W] of T[x, y] of height h do 
begin 
N(B) +- Cchild limb C of B N(C); 
if there is a child limb C of B s. t. L(C) contains a complete limb of S 
then 
begin 
N(B) + N(B) + 1; 
go to E 
end; 
for each non-leaf node s of S where deg(s) 6 deg(w) do 
begin 
if LfB , has matching of size deg(s) then 
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begin 
N(B) + N(B) + 1; 
go to E 
end; 
Compute the set R(&J); 
for each limb S[s,v] which corresponds to a node in R(L,J) do 
insert S[c,s] into L(B) 
end 
Insert all trivial limbs of S into L(B) 
E:end 
5. if L(T[s,J,]) contains a complete limb of S output N(T[x, y]) + 1 else output 
N( T[X. J] ) 
Theorem 5.1. For u tree T on n, nodes mnd u tree S on 11,~ nodes, the problem qfmcr.u- 
imum S-pocking in T ccln be solued in time O(mb(n,s, )I[)), hence. in time 0((n,)3 ‘n,). 
Proof. Our algorithm for computing N(B) and L(B) for all proper limbs B of a com- 
plete limb T[x, ~1 of T is correct by induction on the height h of B and Lemmata 3.2, 
4.2. It outputs the maximum number of node-disjoint subtrees of T isomorphic to S 
by Remark 1 
It remains to analyze the time complexity of the algorithm. We may assume w.1.o.g. 
H,~ <n,. To make possible constant time insertions in the lists L(B), we can represent 
them by linear integer tables of length O(n,). To be able to form the tables, we can 
number the edges of S, e.g., by depth-first search, and then number the limbs of S 
by using the numbers of their root edges (each edge yields two limbs). Clearly, this 
preprocessing can be done in time O(rz,n,) [ 11. Also, we can easily determine the height 
of proper limbs of T[x,,v] and order them by non-decreasing height in time O(n,n,) 
[I]. The second and third step of the algorithm can trivially be implemented in time 
O( nv17, ).
Let us estimate the time-performance of the block under the loop for B. It is dom- 
inated by the cost of the loop for s. The latter is in turn dominated by the cost of 
computing the size of maximum matching of L,EB and the set R(_&), and the cost of the 
loop for S[s. ~1. Recall that B = T[u, w]. The graphs LEB, Ls,~ can be computed in time 
proportional to their size, i.e., in time O(deeg(s)deg(w)). Then, the size of maximum 
matching of 15:~ and the set R(L,y~~) can be determined in time O(mb(dey(s), dq(~t’))) 
by Lemma 4.1. Since #I?(&) = 0(&~(s)), the loop for S[s,c] can be performed 
in time O(&~~(s)). We conclude that the block under the loop for B takes time 
O(C.,,U.Y, mb(dey(s),deey(w))). Each node of T can occur at most once as the sec- 
ond node of the root edge of a proper limb of T[x, y]. i.e., as I+‘. Consequently, the 
fourth step and the whole algorithm take time 0(~w~7.(sI x,vtV(S) mb(cke~~(.s),~~elrg(~2~))). 
Since x,sEli(S) deg(s) = 2#E(S) = 2n, - 2, we have O(C,~,Y,S)mb(deg(s),deg(~,))) = 
O(mb(n,,deg(w))). Analogously, we have CLIE,-(r, mb(n,,deg(w)) = O(mb(n,,n,)) 
which completes the proof. 0 
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6. Extensions 
We can easily extend our results on maximum tree-packing by replacing the concept 
of subgraph isomorphism with the more general concepts of topological imbedding [4] 
and subgraph homeomorphism [5]. 
A graph G can be topologically imbedded in a graph H if the latter contains a 
subgraph which after contracting some paths with internal nodes of degree two becomes 
isomorphic to G. The corresponding partial 1 - 1 mapping of V(G) into V(H) is called 
a topological imbedding of G into H. A topological G-packing of a graph H is a set of 
node-disjoint minimal subgraphs HI, Hz,. . . , H/ of H such that G can be topologically 
imbedded in each Hi. The problem of maximum topological G-packing in H is to 
determine the cardinality of maximum topological G-packing in H. 
To solve the problem of maximum topological S-packing in T for trees S and T, 
we need only to slightly modify our algorithm for maximum S-packing in T. For this 
purpose, we replace the notion of root-imbedding for limbs with that of topological 
root-embedding. A limb S[v,s] can be topoloyicaily root-imbedded in a limb T[u, w] 
if there is a topological imbedding of S[ZJ, S] in T[u, w] which maps u onto U. 
Now to obtain a lemma corresponding to Lemma 3.2, we need only to modify its 
second part as follows. 
. . . Otherwise, N(B) = Cct+td limb c or B iv(C) and L(B) consists of all trivial limbs 
of S and all non-trivial limbs A of S such that L A,J has a matching of cardinality 
equal to the number of child limbs of A or A is in the L list of a child limb oj 
B. 
The extension by the alternative condition corresponds to the fact that the root edge of 
A may be mapped onto a path in a topological root-imbedding of A in B. Thus, A is a 
member of L(B) if no additional copy of S can be added to the Cchild ,imb c ofB N(C) 
copies. In Lemma 4.2, we need to modify the first part analogously. 
. if and only if the node of the graph LQ corresponding to S[S,U] is in the set 
R(L,J) or S[v,s] is in the L list of a child limb of B. 
These slight lemma modifications cause a corresponding modification of our algorithm 
for S-packing in the condition of the last inner loop. 
for each limb S[s, v] such that S[s, v] corresponds to a node in R(LJ) or S[v,s] 
is in the L list of a child limb of B do 
Checking this modified condition takes time O(dey(w)). Hence, the whole loop for 
S[s,v] will take time O(deg(s)deg(w)). Consequently, the time performance of the 
block under the Loop for B will be dominated by the time needed to solve the rooted 
matching problems. Thus, we obtain the following extension of Theorem 5.1. 
Theorem 6.1. For a tree T on n, nodes and a tree S on n, nodes, the problem of 
maximum topological S-packing in T can be solved in time O(mb(n,,nt)), hence, in 
time O((PZ,)~~~~,). 
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Recall that two graphs G, H are homeomorphic to each other if and only if after 
contracting the paths in G and H with internal nodes of degree two to single edges. 
the resulting graphs are isomorphic. 
Note that if we preprocess S by replacing its paths with internal nodes of degree 
two by single edges, our modified algorithm will compute the maximum number of 
node-disjoint subtrees of T homeomorphic to S. The preprocessing can be easily done 
in linear time. Thus, we also have: 
Theorem 6.2. For u tree T on n, nodes and u tree S on n, nodes, the musimum 
number of’ node-disjoint subtrees qf T homeomorphic to S ccm br computed in timcl 
O(mb(n,,,n,)). hence, in time 0((n,)3:‘n,). 
7. Final remarks 
( 1) Our algorithm for maximum (maximum topological or maximum homeomorphic, 
respectively) S-packing in T can be also extended to produce the maximum number of 
node-disjoint subtrees of T isomorphic (homeomorphic, respectively) to S by retracing 
appropriate bipartite matchings in top-down fashion (see also [15, p. 981). 
(2) The related problems of maximum tree-packing where the subtrees are required 
to be only edge-disjoint seem much harder. Polynomial-time solutions seem obvious 
only when the guest tree is of constant size. 
(3) The problem of maximum tree-packing and its extensions seem to admit ran- 
domized NC algorithms like subtree isomorphism [12, 131. 
(4) Since the method for subtree-isomorphism can be generalized to include subgraph 
isomorphism for k-connected or bounded-degree partial k-trees [4, 161, it is likely that 
our method for maximum tree-packing could be also extended to include similarly 
restricted classes of partial k-trees. 
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