Abstract. Based on finite element discretization, two linearization approaches to the defect-correction method for the steady incompressible Navier-Stokes equations are discussed and investigated. By applying m times of Newton and Picard iterations to solve an artificial viscosity stabilized nonlinear Navier-Stokes problem, respectively, and then correcting the solution by solving a linear problem, two linearized defect-correction algorithms are proposed and analyzed. Error estimates with respect to the mesh size h, the kinematic viscosity ν, the stability factor α and the number of nonlinear iterations m for the discrete solution are derived for the linearized one-step defect-correction algorithms. Efficient stopping criteria for the nonlinear iterations are derived. The influence of the linearizations on the accuracy of the approximate solutions are also investigated. Finally, numerical experiments on a problem with known analytical solution, the lid-driven cavity flow, and the flow over a backwardfacing step are performed to verify the theoretical results and demonstrate the effectiveness of the proposed defect-correction algorithms.
Introduction
Let Ω be a bounded domain with Lipschitz-continuous boundary ∂Ω in R 2 . We consider the following steady incompressible Navier-Stokes problem:
−ν∆u + (u · ∇)u + ∇p = f in Ω, (1.1) div u = 0 in Ω, (1.2) u = g on ∂Ω, (1.3) where u : Ω → R 2 is the velocity, p : Ω → R the pressure, f : Ω → R 2 the prescribed body force, g : Ω → R 2 the boundary velocity satisfying ∂Ω g·ndx = 0 (here n denotes the unit outward normal vector to ∂Ω), and ν the kinematic viscosity. Given a characteristic length L and a characteristic velocity U , the Reynolds number is defined as Re = U L/ν.
If g = 0 in equations (1.1)-(1.3), according to Temam [25] and He [11] , we can introduce a vector function ψ satisfying divψ = 0 in Ω, ψ = g on ∂Ω,
and (ψ · ∇)v X ′ and (v · ∇)ψ X ′ are small, ∀x ∈ X, where X ′ is the dual space of X = H 1 0 (Ω) 2 . Then by setting u = u − ψ, (1.1)-(1.3) can be converted into a modified incompressible Navier-Stokes problem with new variables ( u, p) subject to homogeneous boundary conditions. Hence, for the sake of simplicity, we assume that g = 0 in (1.1)-(1.3). For the functional setting of the Navier-Stokes equations, we refer the readers to Section 2.
Among numerical methods for the Navier-Stokes equations, the finite element methods have been a class of popular methods (cf. [3, 9, 10] ). However, it is still challenging for the standard finite element method to simulate high Reynolds number flows. For high Reynolds number flows, due to the domination of the convection, spurious oscillations may occur in numerical simulations if the underlying mesh for the discretization of the equations is not fine enough. What is worse, the iterative method used to solve the nonlinear system may fail to converge (cf. [4, 19] ). To circumvent this difficulty, Layton et al. [18, 19] proposed a defect-correction method for the steady incompressible Navier-Stokes equations at high Reynolds numbers, in which an artificial viscosity term is added to the Navier-Stokes equations as a stability term. They first solve the artificial viscosity stabilized nonlinear Navier-Stokes equations on a relatively coarse mesh, and then correct the resultant residual by solving a linear problem on the same mesh. Numerical tests demonstrated the effectiveness of the defect-correction method. Subsequently, the method was combined with the adaptive technique [5] , the subgrid stabilization method [16] , and the twolevel method [21] . It was also applied to the viscoelastic fluid flow problems [20] , the time-dependent Navier-Stokes equations [17] , and the time-dependent conduction-convection problem [22, 23] . We refer to [16] and [22] for a literature review for the defect-correction method. However, on the issue that how to solve the artificial viscosity stabilized nonlinear Navier-Stokes problem, there are no any discussions in the above mentioned literature. All the numerical analyses and error estimates were based on the assumption that the artificial viscosity stabilized nonlinear problem is solved exactly (unfortunately, this is not the case in practical calculations). To the authors' knowledge, there is only one paper [26] that slightly involved this issue based on Oseen iterations for the nonlinear problem. However, it employed a partial linearization approach in the correction steps, which differs from our paper where a full linearization is used.
This paper concerns on the solving of the artificial viscosity stabilized nonlinear Navier-Stokes problem. Particularly, three issues are addressed: (i) what stability (and/or convergence) condition is needed when an iterative method such as Newton and Picard type iterations is applied to this continuous nonlinear system? (ii) what is the suitable and reliable stopping criterion when an iterative method is used to solve this nonlinear system? and (iii) what is the influence of the nonlinear iterations on the accuracy of the approximate solutions? By applying Newton and Picard iterations to the artificial viscosity stabilized nonlinear Navier-Stokes problem, respectively, we propose two linearized defect-correction algorithms based on finite element discretization. The key idea of the algorithms is to first solve an artificial viscosity stabilized nonlinear Navier-Stokes problem by applying m times of Newton or Picard iteration, and then correct the resultant residual in several steps where only a linear problem is solved at each step.
The developed numerical algorithms can be casted into the framework of defect-correct method of Layton [19] . However, as mentioned above, our emphasis is put on the linearization approaches to the defect-correction method, the convergence conditions and the stopping criteria for the nonlinear iterations (or linearizations) and their influence on the accuracy of the approximate solutions, which were not discussed in [19] . We analyze the stability and convergence of the developed algorithms, and provide error estimates with respect to the mesh size h, the kinematic viscosity ν, the stability factor α and the number of nonlinear iterations m for the discrete velocity and pressure for onestep defect-correction algorithms. Moreover, it was commonly believed that s-step corrections in the defect-correction method are enough from the optimally asymptotical error point of view (see, e.g., [16, 17] ), where s is the local polynomial degree of finite element subspace for the velocity. However, our present study shows that in small λ cases (see (2.5) for the definition of λ), a little more than s steps corrections are necessary for a good approximate solution (see Remark 4.5 and the numerical results in Section 5.3).
The paper is organized as follows. In the coming section, the functional setting of the Navier-Stokes problem and its finite element approximations are provided. In Section 3, based on finite element discretization, two linearization approaches to the defect-correction method for the Navier-Stokes equations are discussed and, subsequently, two linearized defect-correction algorithms are proposed. Stability analysis and error estimates are presented in Section 4. Section 5 is devoted to numerical experiments which verify the developed theory and demonstrate the effectiveness of the proposed algorithms. Finally, the article is concluded in Section 6.
Preliminaries
As usual, for a nonnegative integer l, we denote by H l (Ω) the Sobolev space of functions with square integrable derivatives up to order l in Ω, equipped with the standard norm · l ; while denote by H 1 0 (Ω) the closed subspace of H 1 (Ω) consisting of functions with zero trace on ∂Ω; see, e.g., [1] . Throughout this paper, we shall use the letter c or C to denote a generic positive constant which is independent of the mesh parameter and may stand for different values at its different occurrences.
Functional setting of the Navier-Stokes equations
To introduce the variational formulation of problem (1.1)-(1.3) with g = 0, we set
It is well known that the trilinear term b(·, ·, ·) has the following properties (cf. [9, 15] ):
where N is a positive constant only depending on Ω.
With the above notations, the variational formulation of (1.1)-(1.3) reads: find a pair (u, p) ∈ X × M such that
We make a regularity assumption on Ω and the following Stokes problem:
, we assume that the solution pair (v, q) of the Stokes problem (2.4) satisfies the following regularity result:
Under the above assumption, we have the following existence and uniqueness results (cf. [9, 13, 25] ).
, if assumption A0 and the following condition hold:
Finite element approximations
Assume T h (Ω) = {K} to be a uniformly regular triangulation (see, e.g., [9] ) of Ω with mesh size 0 < h < 1,
(Ω) two finite element spaces associated with T h (Ω) and satisfying the following assumptions.
A2. Inf-sup condition. There exists a constant β > 0 such that
We define
It is well known that [8, 9] inf
Now, we give two examples of finite element subspaces satisfying assumptions A1 and A2. For a nonnegative integer s, we denote by P s the space of polynomials of degree less than or equal to s. Example 2.1 (Mini elements [2] ).
where b(K), called a cubic bubble function on the triangle K, is a cubic polynomial that vanishes on the edges of K.
Example 2.2 (Taylor-Hood elements [24] ).
Under the above assumptions, the mixed finite element approximation of problem (2.3) reads: find a pair (
The following results on (u h , p h ) are classical (cf. [9, 13, 25] ). Theorem 2.2. Suppose that assumptions A1-A2 and the conditions of Theorem 2.1 hold. Then there exists a small h 0 > 0 such that for all h ∈ (0, h 0 ], problem (2.11) admits a unique solution (u h , p h ) satisfying
Throughout this paper, we assume that Theorems 2.1 and 2.2 hold.
Linearized defect-correction methods
In this section, we shall first briefly describe the defect-correction method for the steady Navier-Stokes equations, and then propose two linearized defectcorrection algorithms by applying Newton and Picard iterations to the nonlinear system, respectively.
The defect-correction method
The defect-correction method is an iterative improvement technique which consists of an initial defect step followed by s-correction steps, where s is the degree of local polynomials in finite element subspace for the velocity (see, e.g., [19] ). In the defect step, the nonlinear Navier-Stokes equations with an added artificial viscosity term are solved. The solution is then corrected in the following steps, where only a linear problem is solved at each correction step. It incorporates the artificial viscosity term as a stabilizing factor, making the nonlinear system easier to resolve.
where α < 1 is a user-selected stability parameter and typically, chosen as α = O(h).
The resulting defect or residual R(u
We compute the correction (ǫ 
and then update the solution (u
2) with (3.3), we get that the solution (u
Therefore, we have the following s-correction steps.
For the defect step, by a standard argument (cf. [9, 16, 19] ), we have the following results. 
Proof. The first result of (3.8) is obtained by taking v = u 0 h in (3.1) and applying (2.1). The second result of (3.8) follows from (3.1) with q = 0, the inf-sup condition and the uniqueness condition (2.5). While (3.9) and (3.10) can be obtained by a standard argument together with the uniqueness condition (2.5) and (2.10); see, e.g., [16, 19] .
Linearized defect-correction algorithms
By applying m times of Newton and Picard iterations to the nonlinear problem (3.1), respectively, we develop the following two linearized defect-correction algorithms.
Algorithm 1. Newton iterative defect-correction algorithm.
Step 1. Find a stabilized finite element iterative solution (u
Step 2.
Algorithm 2. Picard iterative defect-correction algorithm.
Step 1. Find a stabilized finite element solution (u m h0 , p m h0 ) ∈ X h × M h by the following iterative procedure:
Step 2. The same as Algorithm 1.
In the above algorithms, the initial guess u 0 h0 for the nonlinear iterations in the defect step can be defined by the following Stokes equations
the parameter m is the nonlinear iterations count satisfying a certain stopping criterion.
Error estimates
Note that the defect step of Algorithms 1 and 2 are just the Newton and Picard iterations applied to the artificial viscosity stabilized nonlinear NavierStokes equations (3.1). Following the framework of [12] where classical iterative methods for the 2D incompressible Navier-Stokes equations were analyzed, we can get the following Lemmas 4.1-4.2.
Lemma 4.1. Under the following condition
the iterative scheme (3.11) is stable and convergent. Moreover, the iterative
Lemma 4.2. Assume that the following condition hold:
Then the iterative scheme (3.13) is stable and convergent. Moreover, the iter-
Remark 4.1. From Lemmas 4.1-4.2, we can see that Algorithm 1 is of secondorder convergence rate with respect to the iterative step m. However, its stability condition is stricter than that of Algorithm 2. On the contrary, the stability condition of Algorithm 2 is weaker than the uniqueness condition (2.5), making it more applicable in the simulation of high Reynolds number flows.
), now we derive error estimates for the discrete velocity and pressure computed by the one-step defect-correction algorithms. 
Before giving the proof of Theorem 4.1, we make some remarks.
Remark 4.2. The estimators (4.13) and (4.14) consist of six terms. The first two terms relate to the usual finite element discretization error. The second two terms are the defect-correction method error introduced by the artificial viscosity stability term. While the last two terms are the nonlinear iteration (or linearization) error in solving the nonlinear system, which is an interesting result indicating the influence of the nonlinear iterations on the accuracy of the approximate solutions. It shows that the nonlinear solver should converge sufficiently for a good approximate solution.
Remark 4.3. The error factor 5N 4(α+ν) 2 f −1 in the estimators shows that for a given problem (i.e., when the Reynolds number is fixed), the bigger the artificial viscosity stability factor α is, the faster the nonlinear iterations converge. However, as the second two terms in the estimators shown, when α grows, the defect-correction error increases. Therefore, to ensure the effectiveness of the algorithm, the parameter α should be carefully chosen.
Proof of Theorem 4.1. Subtracting (3.12) with j = 1 from (2.3), we have
Due to the fact that
we get
It is noted that (4.16) is also valid for all (v, q) ∈ V h ×M h since V h ⊂ X h . Let (w h , q h ) be an arbitrary functions pair in V h × M h . By adding and subtracting appropriate terms in (4.16), we obtain
Taking (v, q) = (w h − u 1 mh , 0) in the above equality and applying (2.1), (2.2), we arrive at
From Theorem 3.1 and Lemma 4.1, we have
where the stability condition (4.1) is used.
Combining (4.17) with (4.18)-(4.21) and the triangle inequality, taking the infimum over w h ∈ V h , q h ∈ M h , and using (2.10), we get
Therefore, the applications of Theorem 2.2 and the uniqueness condition (2.5) yield
which, together with the inequalities (α + ν)
2 ≥ 4αν and
On the other hand, arbitrarily choosing q h ∈ M h , adding and subtracting appropriate terms in (4.16), we have
Taking q = 0 in the above equations, we deduce from the inf-sup condition (2.9), (2.2), (4.1)-(4.2) and (4.19)-(4.21) that
Thus, applying the triangle inequality, Theorem 2.2 and the uniqueness condition (2.5), we obtain
which completes the proof of Theorem 4.1. 
Proof. It is noted that (4.17) also holds for Algorithm 2. From Theorem 3.1 and Lemma 4.2, we have
Therefore, the triangle inequality, together with (4.17) and (4.25)-(4.28), implies
The applications of Theorem 2.2 and the uniqueness condition (2.5) lead to
Using again the inequalities (α + ν)
2 ≥ 4αν and 
Applying the triangle inequality, Theorem 2.2 and the uniqueness condition (2.
2 ≥ 4αν and as n tends to infinity). This is a very useful tool in practical calculations. In the next section, we shall give some numerical results to support this observation.
Remark 4.5. For the j-step corrected solution (j ≥ 2), it is cumbersome to derive the explicit dependence of the errors upon the parameters such as ν, α and λ. Define
Under the condition λ j−1 > 0 and using an analogous argument for Theorems 4.1-4.2, we can get the following result:
Therefore, provided that u j−1 mh is close enough to u (and hence λ j−1 > 0) and noting that ∇e j−1 2 0 is typically a higher order term compared to ∇e j−1 0 , by a heuristic analysis, we can see that each correction step improves the error in the previous step by one power of h (recall that typically α = O(h)) in the first s steps corrections. However, noting that there is a factor λ −1 in the error ∇e 1 || 0 (see Theorems 4.1-4.2), and consequently, (λ s−1 j=1 λ j ) −1 in the error ∇e s || 0 of the s-step corrected solution, to ensure that a good approximate solution can be obtained by the defect-correction algorithms in cases of small λ (see (2.5) for the definition of λ), a little more than s steps corrections may be necessary, where s is the degree of local polynomials in the finite element subspace X h of velocity.
Remark 4.6. From (4.38) we can see that each correction step improves the error in the previous step by one power of α. Therefore, for those high Reynolds number flows where the stabilization parameter α needs to be chosen as very big (say, 1 > α >> h) to make the stability conditions (4.1) or (4.7) hold for our algorithms, we can perform more correction steps to obtain a good approximate solution. The bigger the stabilization parameter α, the more the correction steps.
Numerical results
In this section, we shall present some numerical results to verify the theoretical results and demonstrate the effectiveness of the proposed algorithms. A simple problem with known analytical solution is first tested to verify the theoretical results, and then two benchmark fluid flow problems, namely, the lid-driven cavity flow and the flow over a backward-facing step are simulated to illustrate the effectiveness of the proposed algorithms.
Analytical solution
In this test case, Ω is the unit square [0, 1] × [0, 1]. The body force f and the boundary conditions are derived from the exact solution to the steady NavierStokes equations given by (5.1)
2 (x − 1) 2 y(y − 1)(2y − 1),
The uniform mesh consists of triangular elements which are obtained by dividing Ω into sub-squares of equal size and then drawing the diagonal in each sub-square. Firstly, to test the asymptotical errors provided by our algorithms with respect to the mesh parameter h, we set ν = 0.1, α = h and compute the finite element solutions by Algorithms 1-2 and the method of [26] on meshes . It is noted that this laminar case does not require defect-correction method. We just use this simple example to verify the theoretical results. Both the Mini elements and Taylor-Hood elements are used for the finite element discretization. For Mini elements, the theory predicts a convergence rate of O(h) in energy norm (i.e., H 1 -norm for the velocity and L 2 -norm for the pressure), while that of Taylor-Hood elements is O(h 2 ). Therefore, according to our theoretical predictions, we perform one and two-step corrections for Mini elements and Taylor-Hood elements, respectively. The public domain software FreeFem++ [14] is used. Motivated by Remark 4.4, we employ the following stopping criteria for the nonlinear iterations in the defect step:
for Algorithm 1 and
for Algorithm 2, where s = 1 for Mini elements and s = 2 for Taylor-Hood elements.
In this test case, the numerical results show that there is no difference in errors of the computed solutions between Algorithms 1 and 2. Hence we just Tables 1-2 , we can see that the numerical results support the theoretical predictions well. Actually, for the velocity both with Mini elements and Taylor-Hood elements and for the pressure with Mini elements, this numerical example shows a better order of convergence than our theory predicted. While compared to the method of [26] , the numerical results show that our method is better which yields a higher accurate solution (see Tables 1 and 2) .
To further compare our method with the method of [26] , we set h = 1/100, α = h and compute the finite element solutions with different values of viscosity ν by our Algorithms 1-2 and the method of [26] . The numerical results listed in Tables 3 and 4 show that our method is better than the method of [26] ; by our method, a better solution can be obtained.
As mentioned in Remark 4.4, the last two terms in the estimators (4.31) and (4.33) not only indicate how many contributions of the nonlinear iterations are made to error of the approximate solution, but also suggest a stopping criterion for the nonlinear iterations in the defect step. To attest this, we set h = 1/100 and compute the finite element solution by Algorithms 1-2 with different values of ν, different stability factor α and different finite elements pairs. For the sake of comparison, we also employ a commonly used stopping criterion, i.e., Figures 1-4 we can see that, at the beginning of the nonlinear iterations, the errors of the approximate solutions decrease sharply with the nonlinear iterations; however, after a certain number of steps, further iterating does not lead to apparent decrease in errors of the computed solutions. A possible explanation is that, in the starting nonlinear iterations, the summation of the last two terms in the estimators (4.31)-(4.34) is dominant, leading to a decrease in errors of the approximate solutions as the values of these two terms drop (in general, the values of these two terms decrease with the nonlinear iterations provided that the iterative method used is convergent); while after a certain number of steps, the last two terms become smaller than the summation of the first four terms, leading to a smaller contribution to the errors of the solutions. What is more, when the last two terms become small to the extent that they can be neglected compared to the summation of the first four terms, preserving the accuracy of the approximate solutions will be observed. From these numerical results, we can see that a suitable stopping criterion for the nonlinear iterations is of great importance in practical calculations which may avoid redundant computations. This test case confirms our 
Lid-driven cavity flow
The second example we consider here is the incompressible lid-driven cavity flow problem defined in the unit square, which was investigated by many researchers. In this problem, velocities are zero on all edges except the top one (the lid), which has a driving horizontal velocity of one; see Figure 5 for schematic diagram. The Reynolds number for this problem is defined as We compute an approximate solution at Re = 1000, 5000, 7500 and 10000 on a uniform mesh with size h = 1/100, and with the optimal artificial viscosity parameter α = 0.02h, which was found by various precomputations. The Taylor-Hood elements are used. It is well known that the Newton iterative method for nonlinear system is sensitive to the initial guess, i.e., to ensure the convergence of the Newton iterations, the initial guess for the iterations should be close enough to the solution. Therefore, we compute a solution at Re = 500 as the initial guess for Re = 1000, while the computed solution at Re = 1000 is used as the initial guess for Re = 5000, and so on. The stopping criteria (5.2) and (5.3) are employed for Algorithms 1 and 2, respectively.
We compute the x component of velocity along the vertical centerline and y component of velocity along the horizontal centerline by Algorithms 1 and 2, and compare our numerical results with those of Ghia, Ghia and Shin [7] where the computations were based on the vortcity-stream function form of the Navier-Stokes equations on much finer 129 × 129 (for Re = 1000) and 257 × 257 (for Re = 5000, 7500, 10000) grid meshes. Figures 6-9 show that the accuracy of our computed solutions are very comparable to those of [7] although much coarser grid is used. Of interest is that there is no obvious difference in the computed solutions between Algorithm 1 and Algorithm 2 although the number of nonlinear iterations in the defect step differs largely from each other, where Algorithm 1 converges much faster than Algorithm 2 (see Table 5 for details).
Figures 10-13 describe the computed streamlines and isobars, which are in good agreement with those of [7] .
Flow over a backward-facing step
In this example, we consider the 2D backward-facing step flow which is an important test problem for validating the robustness of a Navier-Stokes solver. The problem we consider here is defined on a long channel [0, 30] × [−0.5, 0.5], with no-slip conditions imposed on the top and bottom walls, as well as the lower half part of the left wall. At the inlet boundary, a fully developed parabolic velocity profile u 1 = 24y(0.5 − y) for 0 ≤ y ≤ 0.5 is specified, which leads to a maximum inflow velocity of u max = 1.5 and an average inflow velocity of u ave = 1.0. The outlet boundary condition is set as the free stream condition −p + ν The Taylor-Hood elements and the stopping criteria (5.2) and (5.3) are employed for Algorithms 1 and 2, respectively. Here the stability factor is set as α = 0.004h, and the uniform mesh with size h = 1/20 is adopted. In this test case, Algorithm 1 is only able to yield a numerical solution at Reynolds numbers up to 1000 due to its stricter stability condition, while Algorithm 2 works well at Reynolds numbers up to 1300. All the numerical results presented in this section were computed by Algorithm 2.
First, we compute the approximate solution at Re = 800 and compare the results with those of Gartling [6] . Figure 15 plots the computed velocity, vorticity and pressure across the channel at x = 7 and 15 compared with those of Gartling [6] . From Figure 15 , we can see that when two-step corrections are performed, the computed vertical velocity at x = 7 is not so accurate, while three-step corrections yield a much better accurate solution which is in perfect agreement with those of [6] . This test case verifies the analysis in Remark 4.5. Figure 16 describes the computed pressure and shear stress along the upper and lower channel walls, which also coincide well with those of Gartling [6] .
Figures 17 and 18 depict the computed streamlines and isobars at various Reynolds numbers, respectively, where the vertical y-scale is expanded to see the details. Figure 17 clearly shows that the length of the main recirculation region just after the step increases as the Reynolds number grows. At Re = 400, a second recirculation eddy forms on the upper wall, which becomes larger as the Reynolds number further grows.
Conclusions
Based on finite element discreziation, two linearized defect-correction algorithms for the steady incompressible Navier-Stokes equations are introduced and analyzed in this work. The algorithms consist of an initial stabilization step where an artificial viscosity stabilized nonlinear Navier-Stokes problem is solved approximately by applying m times of Newton or Picard iteration, and several-step corrections where only a linear problem is solved at each step. Error estimates with respect to the mesh size h, the kinematic viscosity ν, the stability factor α and the number of nonlinear iterations m for the discrete velocity and pressure are derived for the one-step defect-correction algorithms. Stopping criteria for the nonlinear iterations and their influence on the accuracy of the approximate solutions are also investigated. Numerical simulations of a simple problem with known analytical solution, the lid-driven cavity flow, and the flow over a backward-facing step verify the theoretical results and demonstrate the effectiveness of the algorithms. Between the two linearized defect-correction algorithms, the Newton iterative algorithm is of second-order convergence rate with respect to the iterative steps, while the Picard iterative algorithm is more applicable in the simulations of high Reynolds number flows due to its weaker stability condition.
