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A SPECTRAL METHOD TO INCIDENCE BALANCE OF
ORIENTED HYPERGRAPHS AND INDUCED SIGNED
HYPERGRAPHS
YI WANG, LE WANG, AND YI-ZHENG FAN*
Abstract. An oriented hypergraph is a hypergraph together with an inci-
dence orientation such that each edge-vertex incidence is given a label of +1
or −1. An oriented hypergraph is called incidence balanced if there exists
a bipartition of the vertex set such that every edge intersects one part of
the bipartition in positively incident vertices with the edge and other part in
negatively incident vertices with the edge. In this paper, we investigate the
incidence balance of oriented hypergraphs and induced signed hypergraphs by
means of the eigenvalues of associated matrices and tensors, and provide a
spectral method to characterize the incidence balanced oriented hypergraphs
and their induced signed hypergraphs.
1. Introduction
An oriented hypergraph is a hypergraph together with an oriented structure such
that each edge-vertex incidence is given a label of +1 or −1 [24, 26]. The sign of
the edges of an oriented hypergraphs is naturally induced by the oriented edge-
vertex incidence structure [35]. An oriented hypergraph is sometime called a signed
hypergraph if researchers focus on the sign of edges rather than the edge-vertex
incidence orientation [30, 31, 35]. Clearly, a signed graph can be regarded as an
oriented hypergraph in which each edge contains exactly two incidences [37]. So,
the research of oriented hypergraphs extends that of signed graphs, among of which
the matrices are used to investigate the oriented hypergraphs; see [4, 21, 22, 24, 25].
Recently, the spectral hypergraph theory has been an active topic in algebraic
graph theory; see e.g. [5, 6, 7, 16, 17, 18, 20]. The adjacency tensors [5] and
Laplacian tensors [20] of uniform hypergraphs were introduced to investigate the
structure of hypergraphs, just like adjacency matrices and Laplacian matrices to
simple graphs. In 2019, Yu et al. [35] extended some notions of the adjacency and
Laplacian tensor from uniform hypergraphs to uniform oriented hypergraphs, and
presented some spectral properties of the adjacency or Laplacian tensors of uniform
oriented hypergraphs.
A signed graph is said to be balanced if the product of the signs of all edges in
every cycle is positive. The balance is a global structural property of signed graphs,
which is critical to many problems on combinatorial optimization and programming
[27]. The signed graphs and their balance can be traced back to 1950s, which were
introduced by Harary [11] to treat a question in social psychology [2]. Harary’s
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Balance Theorem [11] tells us that a signed graph is balanced if and only if there
exists a (possibly trivial) bipartition {X,Y } of the vertex set such that an edge
is negative precisely when it has one endpoint in X and the other in Y . The
other characterizations for the balance of a signed graph were investigated from
the structural or algebraic aspects [11, 12, 13, 36]. The notion of balance was
generalized to oriented hypergraphs by Shi and Brzozowski [31] to model VLSI
optimization problems.
Definition 1.1. [31] An oriented hypergraph is called (incidence) balanced if there
exists a bipartition of its vertices that balances all of its edges, namely, every edge
intersects one part of the bipartition in positively incident vertices with the edge
and other part in negatively incident vertices with the edge.
It is shown that an oriented hypergraph is balanced if and only if the product
of the signs of all incidences contained in each cycle is positive [31], which can
be viewed as an incidence version of the balance of hypergraphs. Rusnak [26]
gives another version of balance from the adjacency viewpoint, where an oriented
hypergraph is called balanced if the product of the signs of all adjacencies contained
in each cycle is positive. To avoid confusions, we refer to the balance defined in
Definition 1.1 as incidence balance, and the balance defined in [26] as adjacency
balance. In past years, researchers have characterized the adjacency balance of
oriented hypergraphs by means of their structure [26] and associated matrices [4].
In this paper, we focus on the incidence balance of oriented hypergraphs and
attempt to characterize the incidence balanced oriented hypergraphs in terms of
the eigenvalues of their associated matrices and tensors. The rest of this paper is
organized as follows. In Section 2, some basic notions together with their properties
are introduced, as well as some equivalent conditions for incidence balanced oriented
hypergraphs are presented from the structural aspect. In Section 3, our main result
provides a spectral characterization of incidence balanced oriented hypergraphs by
using the adjacency or Laplacian matrices. In the final section, we characterize the
signed hypergraphs induced by the incidence balanced oriented hypergraphs whose
underlying hypergraph is connected and k-uniform with even k, by means of the
eigenvalues of their adjacency or Laplacian tensors.
2. Basic notions
2.1. Signed hypergraphs and oriented hypergraphs. For a positive integer n,
denote a set [n] := {1, . . . , n}. A hypergraph G = (V (G), E(G)) is a pair consisting
of a vertex set V (G) = {v1, . . . , vn} and an edge set E(G) = {e1, . . . , em}, where
ej ⊆ V (G) for each j ∈ [m]. If |ej | = k for all j ∈ [m], then G is called a k-uniform
hypergraph. A signed hypergraph Γ = (G, γ) is a hypergraph G together with a
sign γ of its edges, i.e. γ : E(G)→ {−1, 1}, where an edge e of Γ is called positive
(or negative) if its sign γ(e) = 1 (or −1).
An order pair (e, v) is called an incidence if v ∈ e. The degree of a vertex v,
denoted by dv, is defined to be the number of incidences containing v. Two vertices
u and v are said to be adjacent with respect to an edge e, if there exist incidences
(e, u) and (e, v). An adjacency is a triple (u, v; e) if u and v are adjacent with
respect to the edge e.
A walk is a sequence P = a0, i1, a1, i2, . . . , at−1, it, at, where {ak}t0 is an alternat-
ing sequence of vertices and edges, ij is an incidence consisting of aj−1 and aj for
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Figure 2.1. Two oriented edges
j ∈ [t]. The walk P is called a path if no vertices, edges, or incidences appeared in
P are repeated, and is called a cycle if no vertices, edges, or incidences appeared in
P are repeated, expect a0 = at. By symmetry we may assume a cycle starts from a
vertex. A hypergraph G is connected if any two distinct elements of V (G) ∪ E(G)
are connected by a walk in G.
Let I(G) denote the set of all incidences of G. An incidence orientation of G is a
map σ : I(G)→ {−1, 1}. The hypergraph G together with an incidence orientation
σ is called an oriented hypergraph, denoted by Gσ or (G, σ). If we draw edges of
Gσ as shaded regions in the plane whose incident vertices are arranged as points
on its boundary, an oriented incidence (e, v) can be viewed as an arrow existing v
when σ(e, v) = 1, or an arrow entering v when σ(e, v) = −1; see Fig. 2.1. It should
be noted that the signed graphs discussed in [37] can be regarded as a special case
of oriented k-uniform hypergraphs when k = 2.
The sign of an adjacency (u, v; e) in Gσ is defined as
sgnσ(u, v; e) = −σ(e, u)σ(e, v).
The sign of an edge e is defined as
sgnσ e = (−1)|e|−1σe,
where σe :=
∏
v∈e σ(e, v). Let P be path or a cycle of G
σ as follows:
(2.1) P = a0, i1, a1, i2, . . . , at−1, it, at.
The adjacency sign of P is defined as
σA(P ) := (−1)b t2 c
t∏
j=1
σ(ij),
which implies that the adjacency sign of a cycle is the product of the signs of all
adjacencies contained in the cycle. Similarly, the incidence sign of P is defined as
σI(P ) :=
t∏
j=1
σ(ij),
which is the product of the signs of all incidences contained in P .
For an oriented hypergraph Gσ, if we pay more attention to the sign of edges
rather than the edge-vertex incidence orientation, the oriented hypergraph Gσ
naturally induces a signed hypergraph Γ = (G, γ), denoted by ΓGσ, by defining
γ(e) := sgnσ e for each edge e ∈ E(G).
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2.2. Switching equivalence. Let Gσ be an oriented hypergraph. The edge-vertex
incidence matrix of Gσ, denoted by M(Gσ), is defined by M(Gσ)e,v = σ(e, v) if
v ∈ e and M(Gσ)e,v = 0 otherwise. A vertex switching Sv on Gσ at a vertex v
is an operation on Gσ which reverses the incidence orientation σ(e, v) by −σ(e, v)
for all edges e incident to v, and keep the other incidence orientation invariant.
Equivalently, if we consider Sv as a map Sv : V (G) → {−1, 1} such that Sv(u) =
−1 if u = v and Sv(u) = 1 otherwise, then σSv is the incidence orientation of
the resulting hypergraph by defining σSv(e, u) := σ(e, u)Sv(u) for each incidence
(e, u). From the viewpoint of the matrix, Sv can be considered as a signature
matrix, a diagonal matrix whose diagonal entries are taken from {1,−1}, such that
(Sv)uu = Sv(u) for all u ∈ V (G). Then M(GσSv ) = M(Gσ)Sv. Generally, for a
subset U of V (G), define a signature matrix SU :=
∏
v∈U Sv, which is a sequence
of vertex switchings taken at the vertices of U .
An edge switching Se at an edge e is an operation on G
σ which reverses the
incidence orientation σ(e, v) by −σ(e, v) for all vertices v incident with e, and
keep the other incidence orientation invariant. If we consider Se as a map Se :
E(G)→ {−1, 1} such that Se(f) = −1 if f = e and Se(f) = 1 otherwise, then σSe
is the incidence orientation of the resulting hypergraph by defining σSe(f, u) :=
σ(f, u)Se(f) for each incidence (f, u). Similarly, Se can be considered as a signature
matrix such that (Se)ff = Se(f) for all f ∈ E(G), and M(GσSe) = SeM(Gσ). For
a subset F of E, define SF :=
∏
e∈F Se, which is a sequence of edge switchings
taken at the edges of F . The vertex switching and edge switching were introduced
by Rusnak [26] to discuss the adjacency balance.
Two oriented hypergraphs Gσ and Gτ are called switching equivalent if one can
be obtained from another by a sequence of vertex switchings and/or edge switchings.
By the above discussion, we immediately obtain the following lemma.
Lemma 2.1. Two oriented hypergraphs Gσ and Gτ are switching equivalent if and
only if there exist signature matrices SF and SU such that M(G
σ) = SFM(G
τ )SU
for some subset F ⊆ E(G) and U ⊆ V (G).
Let Γ = (G, γ) be a signed hypergraph (or a signed graph). A vertex switching
Sv on Γ at a vertex v is an operation on Γ which negatives the sign of each edge e
incident to v, and keep the sign of other edges invariant. Two signed hypergraphs
are called switching equivalent if one can be obtained from another by a sequence
of vertex switchings.
2.3. The incidence balance of oriented hypergraphs. The (oriented, signed)
incidence graph of an oriented hypergraph (G, σ), denoted by IGσ, is the (ori-
ented, signed) bipartite graph with vertex set V (IGσ) = V (G) ∪ E(G), edge set
E(IGσ) = I(G) and (orientation, sign) σ. When IGσ is regarded as a signed graph,
an incidence (e, v) in Gσ will become an edge or an adjacency (e, v) in IGσ whose
sign is σ(e, v). Furthermore, a path or a cycle P of Gσ as in (2.1) is also a path or
cycle of IGσ by thinking incidence ij in G
σ as adjacency in IGσ, and vice versa. So
the paths or cycles of Gσ are bijectively corresponding to the those of IGσ, whose
signs are exactly the incidence signs of the corresponding paths or cycles in Gσ.
Denote by G+ an oriented hypergraph Gσ with σ > 0. By the above discussion, we
immediately get the following result, in which some partial equivalent statements
can be found in [31].
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Theorem 2.2. Let Gσ be an oriented hypergraph. Then the following are equiva-
lent.
(1) Gσ is incidence balanced.
(2) Each cycle of Gσ has a positive incidence sign.
(3) All ab paths of Gσ have the same incidence sign for any a, b in V (G)∪E(G).
(4) The signed incidence graph IGσ is balanced.
(5) Gσ is switching equivalent to G+.
Proof. The equivalence of (1) and (2) can be found in [31, Theorem 3.1].
By the Harary’s Balance Theorem, a signed graph is balanced if and only if each
cycles has a positive sign, which is also equivalent that all vw paths have the same
sign for any two given vertices v and w. By the correspondence of the cycles or
paths in IGσ and those in Gσ discussed prior this lemma, we get the equivalence
of (2) and (4), and also (3) and (4).
It was also known that a signed graph is balanced if and only if it is switching
equivalent to a signed graph with all positive signature [36, Corollary 3.3]. Note
that a vertex switching on IGσ is corresponding to a vertex switching or an edge
switching on Gσ. So, IGσ is switching to IG+ if and only if Gσ is switching to G+,
which yields the equivalence of (4) and (5). 
3. Matrix for oriented hypergraphs
For a real matrix M of size m × n, there exist two orthogonal matrices, U of
order m and W of order n, such that M = UΛW>, where Λ is a rectangular
diagonal matrix with nonnegative real numbers Λii =: λi for i = 1, . . . ,min{m,n}.
The numbers λi are called the singular values of M . We note that λ
2
i are the
eigenvalues of MM> or M>M , and the columns of U (columns of W , respectively)
are eigenvectors of MM> (M>M , respectively) corresponding to the eigenvalues
λ2i or zero eigenvalues. Denote by λmax(M) the maximum singular value of M .
The adjacency matrix of Gσ is defined to be A(Gσ) = (aσuv), where a
σ
uv =∑
u,v∈e σ(e, u)σ(e, v) if u, v are distinct and adjacent in G, and a
σ
uv = 0 otherwise.
The Laplacian matrix of Gσ is defined to be L(Gσ) = D(G)+A(Gσ), where D(G) =
diag{dv : v ∈ V (G)}, the degree matrix of G.
We note that A(G+) is exactly the adjacency matrix of the hypergraph G in-
troduced by Feng and Li [9] to study the the second largest eigenvalue. If G is
connected, then A(G+), as well as L(G+), is nonnegative and irreducible. There
are also other versions of adjacency matrix and Laplacian matrix of (oriented) hy-
pergraphs; see [1, 23, 24].
Observe that both A(Gσ) and L(Gσ) are real symmetric matrices. It is also easy
to show that
L(Gσ) = M(Gσ)>M(Gσ),
implying that L(Gσ) is positive semidefinite. The eigenvalues of L(Gσ) is the square
of the singular values of M(Gσ) or zeros. Denote by ρ(A) the spectral radius of a
square matrix A.
Lemma 3.1. Let G be a connected hypergraph. Oriented hypergraph Gσ is switching
equivalent to G+ if and only if λmax(M(G
+)) is a singular value of M(Gσ).
Proof. Necessity. If Gσ is switching equivalent to G+, it follows from Lemma 2.1
that M(Gσ) = SFM(G
+)SZ for some F ⊆ E(G) and Z ⊆ V (G). There exist
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two orthogonal matrices U and W , such that M(G+) = UΛW>, where ∆11 =
λmax(M(G
+)). So M(Gσ) = SFUΛW
>SZ . As SFU and SZW are also orthogonal,
λmax(M(G
+)) is a singular value of M(Gσ).
Sufficiency. Let λmax(M(G
+)) =: ρ. Then ρ2 is the largest eigenvalue (also
spectral radius) of M(G+)M(G+)>. By the assumption, ρ is a singular value
of Gσ, and hence ρ2 is an eigenvalue of M(Gσ)M(Gσ)> corresponding to a real
eigenvector x. As |M(Gσ)M(Gσ)>| ≤ M(G+)M(G+)>, by the Perron-Frobenius
theorem for nonnegative matrices (or the matrix version of Theorem 4.3 in Section
4), x contains no zero entries, and
S−1M(Gσ)M(Gσ)>S = M(G+)M(G+)>,
where S = diag{xe/|xe| : e ∈ E(G)}, a signature matrix. For any two edges
e, e′ ∈ E(G),
(S−1M(Gσ)M(Gσ)>S)e,e′ = (M(G+)M(G+)>)e,e′ .
Noting that S−1 = S, we have∑
v∈e∩e′
(Seσ(e, v)) · (Se′σ(e′, v)) =
∑
v∈e∩e′
1.
So, for all v ∈ e ∩ e′,
Seσ(e, v) = Se′σ(e
′, v).
Therefore, for any given vertex v, and for all edges e incident to v,
(SM(Gσ))e,v = Seσ(e, v),
which is a constant denoted by `v ∈ {−1, 1}. Let T = diag{`−1v : v ∈ V (G)}. Then
SM(Gσ)T = M(G+), and the result follows by Lemma 2.1. 
Remark 3.2. As |M(Gσ)M(Gσ)>| ≤ M(G+)M(G+)>, λmax(G+) is exactly the
maximum singular value of Gσ in Lemma 3.1.
By Lemma 3.1, we easily get the following corollary.
Corollary 3.3. Let G be a connected hypergraph. Oriented hypergraph Gσ is
switching equivalent to G+ if and only if ρ(L(G+)) is an eigenvalue of L(Gσ).
Corollary 3.4. Let G be a connected hypergraph. Oriented hypergraph Gσ is
switching equivalent to G+ if and only if ρ(A(G+)) is an eigenvalue of A(Gσ).
Proof. Necessity. By Lemma 2.1, we have M(G+) = SFM(G
σ)SZ for some signa-
ture matrices SF and SZ . So
L(G+) = M(G+)>M(G+) = SZM(Gσ)>M(Gσ)SZ = SZL(Gσ)SZ .
We will getD(G)+A(G+) = SZ(D(G)+A(G
σ))SZ , and henceA(G
+) = S−1Z A(G
σ)SZ
as SZ = S
−1
Z . The necessity follows.
Sufficiency. Let x be a real eigenvector of A(Gσ) associated with ρ(A(G+)).
Noting that |A(Gσ)| ≤ A(G+), by Perron-Frobenius theorem, x contains no zero
entries, and S−1A(Gσ)S = A(G+), where S = diag{xv/|xv| : v ∈ V (G)}. We have
S−1L(Gσ)S = S−1(D(G) +A(Gσ))S = D(G) +A(G+) = L(G+).
So ρ(L(G+)) is an eigenvalue of L(Gσ). The sufficiency follows by Corollary 3.3. 
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Combining Theorem 2.2, Lemma 3.1, Corollary 3.3 and Corollary 3.4, we get the
main result of this section, which provides a spectral characterization for incidence
balanced oriented hypergraphs.
Theorem 3.5. Let Gσ be a connected oriented hypergraph. Then the following
statements are equivalent.
(1) Gσ is incidence balanced.
(2) λmax(M(G
+)) is a singular value of M(Gσ).
(3) ρ(L(G+)) is an eigenvalue of L(Gσ).
(4) ρ(A(G+)) is an eigenvalue of A(Gσ).
4. Tensor for signed hypergraphs
Let G be a connected k-uniform hypergraph, where k is even. Let Gσ be an
oriented hypergraph, and let ΓGσ be the signed hypergraph induced by Gσ. Clearly,
a vertex switching on Gσ naturally gives rise to a vertex switching on ΓGσ, and any
edge switching on Gσ preserves the signs of edges of ΓGσ as k is even. So, if Gτ
and Gσ are switching equivalent in the setting of oriented hypergraphs, then ΓGσ
and ΓGτ are switching equivalent in the setting of signed hypergraphs. However,
the converse does not holds.
In this section we will discuss the signed hypergraphs induced by incidence bal-
anced oriented hypergraphs. We firstly introduce some knowledge about tensors
for preparation.
4.1. Tensors and eigenvalues. A real tensor A = (ai1i2...ik) of order k and di-
mension n is a multi-dimensional array with real entries ai1i2...ik for all ij ∈ [n]
and j ∈ [k]. The tensor A is called symmetric if its entries are invariant under any
permutation of their indices.
Given a vector x ∈ Cn, Axk ∈ C and Axk−1 ∈ Cn, which are defined as
Axk =
∑
i1,i2,...,ik∈[n]
ai1i2...ikxi1xi2 · · ·xik ,
(Axk−1)i =
∑
i2,...,ik∈[n]
aii2...ikxi2 · · ·xik , i ∈ [n].
In 2005, Lim [15] and Qi [19] independently introduced the eigenvalues of tensors.
Definition 4.1. [15, 19] Let A be a real tensor of order k and dimension n. For
some λ ∈ C, if the polynomial system Axk−1 = λx[k−1] has a solution x ∈ Cn\{0},
then λ is called an eigenvalue of A and x is an eigenvector of A associated with λ,
where x[k−1] := (xk−11 , x
k−1
2 , . . . , x
k−1
n ).
In the above definition, if x is a real eigenvector of A, surely the corresponding
eigenvalue λ is real. In this case, λ is called an H-eigenvalue of A. Furthermore, an
eigenvalue is called H+-eigenvalue (H++-eigenvalue, respectively) if it is associated
with a nonnegative (positive, respectively) eigenvector. The spectral radius of A is
defined as the maximum modulus of the eigenvalues of A, denoted by ρ(A).
Chang et al. [3] generalize the Perron-Frobenius theorem from nonnegative ma-
trices to nonnegative tensors. Friedland et al. [10] get some further results for
weakly irreducible nonnegative tensors.
Theorem 4.2. [10] If A is a weakly nonnegative irreducible tensor, then
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(1) ρ(A) is an H++-eigenvalue of A.
(2) If λ is an eigenvalue of A associated with a positive eigenvector, then λ =
ρ(A).
Let A = (ai1 . . .ik) be a tensor of order k and dimension n, and let P = diag{pi :
i ∈ [n]} and Q = diag{qi : i ∈ [n]} be two diagonal matrices. The product PAQ is
defined as a tensor of order k and dimension n [28], where
(PAQ)i1...ik = pi1ai1 . . .ik qi2 · · · qik .
If P = Q−(k−1), then A and PAQ are called diagonal similar, and have the same
spectrum [28]. Yang and Yang [32, 33, 34] get further results for Perron-Frobenius
theorem.
Theorem 4.3. [34] Let A and B be k-th order n-dimensional tensors with |B| ≤ A.
Then
(1) ρ(B) ≤ ρ(A).
(2) If A is weakly irreducible and ρ(B) = ρ(A), where λ = ρ(A)eiθ is an eigen-
value of B corresponding to an eigenvector y, then y = (y1, · · · , yn) contains
no zero entries, and A = e−iθD−(k−1)BD, where D = diag{yi/|yi| : i ∈
[n]}.
4.2. Spectral characterization of the signed hypergraphs. Let G be a k-
uniform hypergraph with vertex set [n]. The adjacency tensor [35] of a signed hy-
pergraph Γ = (G, γ) is defined as A(Γ) = (aγi1...ak), a k-th order and n-dimensional
symmetric tensor, where
aγi1...ik =
{
γ(e)
(k−1)! , if e = {i1, . . . , ik} ∈ E(G);
0, otherwise.
Let D(G) be a k-th order and n-dimensional diagonal tensor, called degree tensor
of G, where di...i is the degree of the vertex i for all i ∈ [n]. The Laplacian tensor
of Γ is defined to be L(Γ) = D(G) +A(Γ).
Note that for the signed hypergraph ΓGσ induced by oriented hypergraph Gσ,
the sign of each edge e is given by sgnσ e. If k is even, by the definition the adjacency
tensor A(ΓG+) = −A(G), where A(G) is the adjacency tensor of the hypergraph
G introduced in [5], and the Laplacian tensor L(ΓG+) = D(G) − A(G) which is
exactly the Laplacian tensor L(G) of G introduced in [20]. If k = 2, then A(G)
and L(G) are the usual adjacency matrix and Laplacian matrix of a simple graph
G respectively.
For a uniform hypergraph G, it is proved that A(G) is weakly irreducible if and
only if G is connected [18, 34]. The result also holds for L(G), and A(Γ),L(Γ) of
signed hypergraphs Γ.
Lemma 4.4. Let Gσ and Gτ be two k-uniform oriented hypergraphs. Signed hy-
pergraph ΓGτ is switching equivalent to ΓGσ if and only if A(ΓGτ ) = SA(ΓGσ)S
for some signature matrix S.
Proof. Necessity. Suppose ΓGτ is obtained from ΓGσ by making a sequence of
vertex switchings Sv in turn at each vertex v ∈ W . Recall the signature matrix
SW :=
∏
v∈W Sv defined in Section 2.2. For any edge e = {i1, . . . , ik},
(4.1) A(ΓGτ )i1...ik = A(ΓGσ)i1...ik
∏
ij∈e
Sijij = Si1i1A(ΓGσ)i1i2...ikSi2i2 . . . Sikik ,
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which is equivalent to A(ΓGτ ) = SA(ΓGσ)S by the definition.
Sufficiency. Suppose A(ΓGτ ) = SA(ΓGσ)S for some signature matrix S, where
Suu = −1 for all u ∈W , and Suu = 1 otherwise. It follows from (4.1) that making
vertex switchings for each vertex v ∈W on ΓGσ, we obtain a resultant hypergraph
whose adjacency tensor is the same as A(ΓGτ ). Note that two signed hypergraphs
with the same underlying hypergraph are same if and only if their adjacency tensors
are same (or the signs of corresponding edges are same). So ΓGτ can be obtained
from ΓGσ by a sequence of vertex switchings at each vertex of W . The sufficiency
follows. 
Theorem 4.5. Let Gσ be a connected k-uniform oriented hypergraph, where k
is even. Signed hypergraph ΓGσ is switching equivalent to ΓG+ if and only if
−ρ(A(G)) is an H-eigenvalue of A(ΓGσ).
Proof. Necessity. Suppose ΓGσ is switching equivalent to ΓG+. It follows from
Lemma 4.4 that for some signature matrix S,
A(ΓG+) = −A(G) = SA(ΓGσ)S = S−(k−1)A(ΓGσ)S,
where the third equality holds as Sk = I for even k. By Theorem 4.2, ρ(A(G)) is
an eigenvalue of A(G) associated with a positive eigenvector y. So −ρ(A(G)) is an
eigenvalue of A(ΓGσ) associated with a real eigenvector Sy.
Sufficiency. Let y be a real eigenvector of A(ΓGσ) associated with −ρ(A(G)),
namely
−A(ΓGσ)yk−1 = ρ(A(G))y[k−1].
Note that | − A(ΓGσ)| = A(G). It follows from Theorem 4.3 that y contains no
zero entry and
A(G) = D−(k−1)y (−A(ΓGσ))Dy,
where Dy = diag{yv/|yv| : v ∈ V (G)}. Note that Dy is a signature matrix as y is
real. As k is even, we have
A(ΓG+) = −A(G) = D−(k−1)y A(ΓGσ)Dy = DyA(ΓGσ)Dy.
The sufficiency follows by Lemma 4.4. 
Lemma 4.6. Let Gσ be a connected k-uniform oriented hypergraph, where k ≡ 2
mod 4. Then the following are equivalent.
(1) −ρ(A(G)) is an H-eigenvalue of A(ΓGσ).
(2) −ρ(A(G)) is an eigenvalue of A(ΓGσ).
Proof. It suffices to prove (2)⇒ (1). Let y be an eigenvector of A(ΓGσ) associated
with eigenvalue −ρ(A(G)). By a similar discussion to the sufficiency in the proof
of Theorem 4.5, we have that y contains no zero entry and
(4.2) A(G) = D−(k−1)y (−A(ΓGσ))Dy,
where Dy = diag{yv/|yv| : v ∈ V (G)} =: diag{dv : v ∈ V }. To complete the proof,
it is sufficient to find a signature matrix T such that
(4.3) −A(G) = T−(k−1)A(ΓGσ)T.
For any edge e = {i1, . . . , ik} ∈ E(G), by Eq. (4.2), we have
−ai1...ik = d−(k−1)i1 (−1)k−1σeai1...ikdi2 . . . dik = −
de
dki1
σeai1...ik ,
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where de :=
∏
ij∈e dij . So, we have
(4.4) σede = dkv , for any v ∈ e.
For a specified vertex v, we can normalize the eigenvector y such that dv =
yv
|yv| =
1. As G is connected, by Eq. (4.4) we have dku = 1 for all vertices u ∈ V (G), and
σede = 1 for all edges e ∈ E(G).
Write du = e
i2pi
k `u for each vertex u ∈ V (G), where i = √−1, `u ∈ [k]. If σe = 1,
then de = 1, namely,
de = e
i2pi
k
∑
u∈e `u = 1,
which implies that
(4.5)
∑
u∈e
`u ≡ 0 mod k.
If σe = −1, then de = −1, namely,
de = e
i2pi
k
∑
u∈e `u = −1,
which implies that
(4.6)
∑
u∈e
`u ≡ k
2
mod k.
Denote tu := (−1)`u for each vertex u ∈ V (G), and te :=
∏
u∈e tu. As k ≡ 2
mod 4, if Eq. (4.5) holds, then
∑
u∈e `u ≡ 0 mod 2, and te = de = 1. If Eq. (4.6)
holds, then
∑
u∈e `u ≡ 1 mod 2, and te = de = −1. So, in either case we have
te = de for each edge e ∈ E(G). Noting that tkv = dkv = 1, we have
σete = tkv
for any edge e and any vertex v ∈ e. Let T = diag{tv : v ∈ V (G)}, a signature
matrix. It is easy to verify −A(G) = T−(k−1)A(ΓGσ)T , and hence −ρ(A(G)) is an
H-eigenvalue of A(Gσ). 
Remark 4.7. By Lemma 4.6, we can replace the H-eigenvalue by eigenvalue in
Theorem 4.5 when k ≡ 2 mod 4. However, it does not hold when k ≡ 0 mod 4 as
evidenced by the following example.
Before we illustrate Remark 4.7 by an example, we need to introduce some
related knowledge. An even uniform hypergraph G is called odd-bipartite (or odd-
transversal) if V (G) has a bipartition {V1, V2} such that each edge intersections V1
(and V2) in an odd number of vertices; otherwise, G is called non-odd-bipartite.
Lemma 4.8. [8, 29] Let G be a connected k-uniform hypergraph. Then −ρ(A(G))
is an H-eigenvalue of A(G) if and only if k is even and G is odd-bipartite.
Example 4.9. Let Gσ be a 4-uniform oriented hypergraph with vertex set V = [6],
and edge set E = {e1 = {1, 2, 3, 4}, e2 = {1, 2, 5, 6}, e3 = {3, 4, 5, 6}}, and an
incidence orientation σ which gives all edge-vertex incidences positive orientations
except (e1, 2), (e2, 6), (e3, 3), as shown in Fig. 4.1. By using the terminology in [14],
the hypergraph G can also be denoted by C4,23 , which is obtained from a triangle
C3 (as a simple graph) by blowing up each vertex into a 2-set. It is known from [14,
Theorem 2.3, Lemma 3.12] that C4,23 is non-odd-bipartite as C3 is non-bipartite,
and ρ(A(C4,23 )) = ρ(A(C3)) = 2.
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e2
e3
Figure 4.1. A 4-uniform oriented hypergraph Gσ
Observe that A(ΓGσ) = A(G), and −2 is an eigenvalue of A(G) associated with
an eigenvector x = (i, 1, i, 1, i, 1). But −2 is not an H-eigenvalue of A(G); otherwise
G is odd-bipartite by Lemma 4.8 which yields a contradiction.
We assert that ΓGσ cannot be switching equivalent to ΓG+. Otherwise by
Lemma 4.4 A(ΓGσ) = SA(ΓG+)S for some signature matrix S. Then we have
A(G) = A(ΓGσ) = SA(ΓG+)S = S−3(−A(G))S,
which implies that −ρ(A(G)) is an H-eigenvalue of A(G), a contradiction.
Note that
L(ΓGσ)xk =
∑
e∈E
(xke + k(sgnσ e)x
e),
where xke :=
∑
v∈e x
k
v , and x
e :=
∏
v∈e xv. If k is even, by AM-GM inequality, for
any real vector x,
xke + k(sgnσ e)x
e ≥ 0,
implying that L(ΓGσ) is positive semidefinite with all H-eigenvalues nonnegative.
At the end of this paper, we get our main result of this section complementary to
Lemma 4.4 and Theorem 4.5, which provides a spectral characterization for signed
hypergraphs induced by the incidence balanced oriented hypergraphs.
Theorem 4.10. Let Gσ be a connected k-uniform oriented hypergraph, where k is
even. Then the following are equivalent.
(1) ΓGσ is switching equivalent to ΓG+.
(2) SA(ΓGσ)S = −A(G) for some signature matrix S.
(3) −ρ(A(G)) is an H-eigenvalue of A(ΓGσ).
(4) SL(ΓGσ)S = L(G) for some signature matrix S.
(5) 0 is an H-eigenvalues of L(ΓGσ).
(6) Gσ has an bipartition {V +, V −} such that each positive edge (respectively
negative edge) intersects V − in an odd number (respectively, even number)
of vertices.
Proof. It is clear that (1) ⇔ (2) ⇔ (3) by Lemma 4.4 and Theorem 4.5. We note
that
SL(ΓGσ)S = S(D(G) +A(ΓGσ))S = D(G) + S(A(ΓGσ))S.
So the equivalence of (2) and (4) follows.
(4) ⇒ (5). It follows from (4) that L(G) = SL(ΓGσ)S = S−(k−1)L(ΓGσ)S as
Sk = I for even k. So L(ΓGσ) and L(G) are diagonal similar, and hence have
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the same spectrum. Since L(G) always has a zero eigenvalue associated with the
all-ones vector as an eigenvector, the statement (5) follows.
(5)⇒ (6). If 0 is an H-eigenvalue of L(ΓGσ), then there exists a real eigenvector
x such that
L(ΓGσ)xk =
∑
e∈E
(xke + k(sgnσ e)x
e) = 0.
Noting that k is even, so for each edge e,
xke + k(sgnσ e)x
e = 0,
implying that for any two vertices v, v′ in e, |xv| = |xv′ | and (sgnσ e) sgnxe ≤ 0. As
x contains a nonzero entry, by the connectedness of G, |xv| is a non-zero constant
for all v. So we may assume xv ∈ {−1, 1}.
Let V + = {v ∈ V : xv = 1} and let V − = {v ∈ V : xv = −1}. Then V +, V −
consist of a (possibly trivial) bipartition of V (G). So for each positive edge e (with
sgnσ e > 0), sgnx
e = −1, and hence e intersects V − in an odd number of vertices.
Similarly, for each negative edge e (with sgnσ e < 0), sgnx
e = 1 and hence e
intersects V − in an even number of vertices.
(6) ⇒ (4). Define S to be a signature matrix such that Svv = 1 if v ∈ V + and
Svv = −1 otherwise. It is easy to verify that SL(ΓGσ)S = L(G). 
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