I. INTRODUCTION
Real-time computing has emerged as an important discipline in computer science and engineering. Many of the key issues identified in [95] have received widespread attention (e.g., scheduling), but there are still many (some old and some new) issues that need to be resolved. The main objective of this paper is to survey the state of the art in real-time computing and identify issues that warrant further investigation.
A . W h a t is Real-Time Computing?
There are three major components and their interplay that characterize real-time systems. First, 'lime" is the most precious resource to manage in real-time systems. Tasks must be assigned and scheduled to be completed before their deadlines. Messages are required to be sent and received in a timely manner between the interacting realtime tasks. The correctness of a computation depends not only on the logical correctness but also on the time at which the results are produced. Second, reliability is crucial, since failure of a real-time system could cause an economical disaster or loss of human lives. Third, the environment under which a computer operates is an active component of any real-time system. For example, for a drive-by-wire Manuscript received July 13, 1993. This work was supported in part by the Office of Naval Research under Grants N00014-92-5-1080 and N00014-91-J-1115, and by the National Science Foundation under Grants MIP-9203895 and MIP-9009154. Any opinions, findings, and conclusions or recommendations expressed in this paper are those of the authors and do not necessarily reflect the views of the funding agencies. system it is meaningless to consider on-board computers alone without the automobile itself.
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A real-time application is usually comprised of a set of cooperating tasks. The tasks are often invoked/activated at regular intervals and have deadlines by which they must complete their execution. In each invocation, a task senses the state of the system, performs certain computation (e.g., for derivation of a control law), and if necessary, sends commands to change and/or display the state of the system. For example, in an automobile application, a task may sense the pressure from the brake pedal and the speed of the individual wheels, perform computation to determine if a wheel is locked, and then activate antilock braking actions by changing the position of the valves in the system. Likewise, in an aircraft-control application, a task may monitor the current position of the throttle, perform computation based on the sensed position, and then change the thrust of an engine by altering the fuel injected to it.
These tasks are referred to as periodic tasks. A common feature of periodic tasks is that they are time-critical in the sense that the system cannot function without completing them in time. For instance, in the automobile application, if the task does not activate antilock braking within a short interval after a wheel is locked, the vehicle is likely to enter a spin which, in tum, could result in an accident. Similarly, in the aircraft application, if the thrust is not regulated in time, the plane may crash and result in loss of human lives. It is, therefore, very important for the computer system to ensure that the deadlines of the critical tasks are met regardless of the other conditions in the system.
Of course, not all tasks in a real-time application arrive at regular intervals. Some tasks are activated only when certain events occur, and they are commonly referred to as aperiodic tasks. For example, a system reconfiguration task may be activated only when an errodfault is detected by the system. Since the events may not always occur at regular intervals, the corresponding tasks also do not arrive at regular intervals. If the event is time-critical, then the corresponding aperiodic task will have a deadline by which it must complete its execution. On the other hand, if the event is not time-critical, then the corresponding aperiodic task will not have any deadline, but it must be serviced as soon as possible without jeopardizing the deadlines of the other tasks.
Based on the above discussion, deadlines of real-time tasks can be classified as either hard, firm, or soft. A deadline is said to be hard if the consequences of not meeting it can be catastrophic. Periodic tasks usually have deadlines which belong to this category. A deadline is said to be firm if the results produced by the corresponding task cease to be useful as soon as the deadline expires, but consequences of not meeting the deadline are not very severe. The deadlines of many aperiodic tasks belong to this category, e.g., transactions in a database system 1331. A deadline which is neither hard nor firm is said to be soft. The utility of results produced by a task with a soft deadline decreases over time after the deadline expires.
At this point, it is probably natural to ask where do the deadlines come from or how does one know whether a deadline is hard, firm, or soft. The deadlines come from the application. For example, consider an air-defense system that is monitoring the sky for incoming enemy missiles. Due to the nature of the application, the timing constraints are such that the incoming enemy missile must be destroyed within 15 s of detection [%I. This, in tum, imposes deadlines on other tasks which either detect, identify, engage, or launch an intercept missile. For instance, an incoming missile must be identified with 0.2 s of detection, and if necessary, an intercept missile must be engaged within 5 s after detection and launched within 0.5 s of engagement [58] . These task deadlines will in turn impose deadlines on their subtasks, which will then impose deadline on their subtasks, and so on.
The above example also highlights another important characteristic of real-time applications. Since every incoming enemy missile must be destroyed without fail, the behavior of the controlling real-time computing system must be predictable. That is, it should be possible to show at design time that all the timing constraints of the application will be met as long as certain system assumptions are satisfied. For example, suppose the only assumption about the system is that the total number of faults at any given time is less than or equal to a threshold f . Then, the system is predictable if one can demonstrate at design time that all the timing constraints will be satisfied as long as there are f or fewer faults. Since the need for predictability has significant impact on the design of real-time systems, it will be discussed at more length in Section I-B.
In addition to timing and predictability constraints, tasks in a real-time application also have other constraints one normally sees in traditional non-real-time applications. For example, the tasks may have: resource constraints: a task may require access to certain resources other than the processor, such as I/O devices, communication networks, data structures, files, and databases; precedence constraints: a task may require results from one or more other tasks before it can start its execution; and dependability/performance constraints: a task may have to meet certain reliability, availability, and/or performance requirements.
B . What is Predictability?
As indicated earlier, the notion of predictability is very important to real-time systems. However, the meaning of predictability may vary from one application to another or even from one task to another. In a simple system, predictability means that it is possible to demonstrate at design time that constraints of all tasks can be met with 100% certainty. This, however, requires one to know the exact characteristics of all tasks a priori. For example, one would have to know a priori the total number of tasks as well as the computation and resource requirements of all tasks at all time. Furthermore, one would have to know the expected changes in the environment over time because the environment can significantly affect the behavior of the system. Needless to say, it is unlikely that one would have all this information at design time.
For more complex systems, the semantics of predictability varies from one task to another. Some critical tasks may still require a 100% guarantee that their constraints will be satisfied. Periodic tasks with hard deadlines usually belong to this category. As discussed above, complete characteristics of these tasks would have to be known a priori. Other tasks may be satisfied with either probabilistic or run-time deterministic guarantees. The word "probabilistic guarantee" can also have multiple semantics.
In some cases, it means that a certain fraction of tasks are guaranteed to meet their constraints. In other cases, it means that a given task has a certain probability of meeting its constraints. Note that, in some cases, these two notions are equivalent.
In contrast, "run-time deterministic guarantee" means that when a task is activated the system determines whether or not the task's constraints can be satisfied without jeopardizing the guarantees provided to other tasks. If the constraints can be satisfied, then the task is accepted and the task is given a 100% guarantee of meeting the constraints. On the other hand, if the constraints cannot be satisfied, the task is not accepted by the system. Consequently, at design time, one cannot predict which task will meet all its constraints. However, while the system is in operation, each task knows whether its constraints can be satisfied. This type of guarantee is often used for dynamically arriving aperiodic tasks or dynamic load sharing.
It is important to note that deadline guarantees are possible only if task characteristics like the execution and amval times of tasks are given a priori. It is difficult in practice to obtain exact information of task characteristics, so the worst case values are assumed or derived from extensive simulations, testing, or other means. These values may not be "true" worst case values and the actual values may exceed them on some rare occasions. However, the All aspects of the system must be appropriately designed to provide any of the above guarantees. The architecture of each node, the communication subsystem, the operating system, and the programming languages have to support the notion of guarantee at all levels of abstraction. The rest of this paper outlines how the notion of guarantee is supported by various components of a real-time system.
SCHEDULING
Given a set of real-time tasks and the resources in the system, task assignment and scheduling is the process of determining where and when each task will execute. For example, consider a real-time application with six tasks a. b, . . . , f with precedence and timing constraints as shown in Fig. 1 . In this figure, the vertices represent the tasks and the directed arcs represent the precedence relation. For instance, tasks a and h must complete before task d can begin, because there are directed arcs from a to d and from b to d. Each vertex has a weight associated with it which represents the time required to execute the corresponding task. The timing constraints are such that tasks e and f must complete within 31 and 16 time units, respectively, assuming that all tasks are ready to execute at time 0 subject to their precedence constraints.
Figure 2(a) and (b) shows two possible schedules for this application on a system with two processors. In Fig.  2(a) , tasks b, c, and f are assigned to one processor and the remaining tasks are assigned to the other processor. On the first processor, task h executes from time 0 to 5 , task c executes from time 5 to IS, and so on. Likewise, on the second processor. Since, in this schedule, task f does not complete its execution by its deadline of 16, a key timing constraint of the application is not satisfied. However, the schedule shown in Fig. 2(b) satisfies the precedence and timing constraints of all tasks, and therefore, it is better suited for real-time applications. The problem of scheduling is to identify schedules like the one in Fig. 2(b) given the application as in Fig. 1 .
Although the problem of scheduling occurs in many other areas including parallel processing, factory floor management, and high-level synthesis, there are several key con- straints in real-time applications which make the problem substantially different. In most non-real-time applications, the main objective of scheduling is to minimize the total time required to execute all the tasks in the application; while in a real-time application, the objective is to meet the timing constraints of the individual tasks. For example, in Fig. 2 (a), all tasks complete their execution by time 26 as compared to time 3 1 in Fig. 2(b) . Hence, the first schedule is probably preferable in a non-real-time application, whereas only the second schedule is acceptable to the real-time application because some of the timing constraints are not satisfied in the first schedule. Scheduling algorithms for real-time applications can be classified along many dimensions. Some scheduling algorithms deal only with periodic tasks while others are intended only for aperiodic tasks. There are very few algorithms which deal with both types of tasks since the approach needed to deal with them differ considerably. Likewise, some scheduling algorithms can only handle preemptible tasks while others can handle nonpreemptible tasks. Criticality, independence, resource and placement constraints, and strictness of deadlines are examples of other characteristics of real-time tasks which affect the nature of the scheduling algorithm.
Scheduling algorithms also vary significantly depending on the type of computer system they are intended for. Some algorithms are for uniprocessors while others are for multiprocessor systems. Among multiprocessor systems, the scheduling algorithms can depend on whether it is a shared-memory or a message-passing system. The type of interconnection network can also affect the scheduling algorithm.
Finally, there can be difference in objectives of the scheduling algorithms. Most algorithms assume that tasks have either hard or firm deadlines. However, recently some algorithms have been proposed which assume that a task is composed of both a mandatory and an optional part [ 171. The mandatory part must be completed by the deadline while the optional part may or may not.
A . Scheduling for Uniprocessor Systems
The most notable work-In this area was done by Liu and Layland [51] . They proposed a static priority algorithm called Rate Monotonic Scheduling (RMS) and a dynamic priority algorithm called Earliest Deadline First (EDF) for scheduling a set of independent, preemptive, periodic tasks with hard deadlines on a uniprocessor system. They presented a simple characterization of the set of tasks schedulable by these two algorithms. They showed that RMS is optimal among all static priority algorithms in the sense that any task set schedulable by a static priority algorithm is also schedulable by RMS. Similarly, EDF was shown to be optimal among all algorithms (static or dynamic) for uniprocessor scheduling of real-time tasks with the above characteristics.
At first glance, it may seem that RMS and EDF operate on a fairly restrictive set of tasks. However, since the original work by Liu and Layland, these algorithms have been extended in various ways to deal with other constraints like dependency, periodicity, and deadline. For example, solutions have been proposed for controlled access to shared resources and also for handling aperiodic and sporadic tasks. It has been shown that the theory developed in the context of uniprocessor task scheduling is applicable in more general situations such as distributed scheduling of messages in a multiple access network like the FDDI. For a more detailed description of the extensions to deal with other constraints and the generalized theory of ratemonotonic scheduling refer to the articles by Sha et 
B . Scheduling for Multiple-Processor Systems
The issues in multiple-processor scheduling of real-time tasks are significantly different from that in uniprocessor scheduling. The problem in multiprocessor scheduling is not only to determine when a given task executes but also where it executes. That is, task assignment and scheduling must be dealt with. There are also issues related to availability of necessary resources at the processor at which a task is scheduled to execute, contention for communication across a network, etc. These issues make the problem substantially harder to solve.
As in the case of uniprocessor systems, scheduling in a multiple-processor system can be either static or dynamic. In static algorithms, the assignment of tasks to processors and the times at which a task executes are determined a priori [65] . Unfortunately, even the problem of assignment of tasks to processors is difficult with or without timing constraints. The problem is NP-hard in most cases, e.g., finding optimal assignment of tasks with an arbitrary communication graph to four or more processors with different speeds is known to be NP-hard [lo] . Therefore, most existing approaches try to find suboptimal solutions using some heuristics.
The most commonly used heuristics come under a category called list scheduling. A heuristic rule is used to first order all the tasks in the system. Tasks are considered for scheduling in this order and are often assigned and scheduled on a processor on which they can complete the earliest. For example, one can order the tasks in the increasing order of their laxities' and use this order for scheduling. If the deadlines of some tasks are not met using this approach, then some solutions use backtracking and rescheduling to find a feasible schedule [65] , [66] , [104] . Other approaches for static scheduling use optimization techniques like branch-and-bound, simulated annealing, and genetic algorithms to find a feasible schedule [56] , [loo] .
In spite of the difficulties in finding an optimal solution, static algorithms are often used to schedule periodic tasks with hard deadlines [65] . The main advantage is that if a solution is found, then one can be sure that all the deadlines can be guaranteed. However, this approach is not applicable to aperiodic tasks whose amval times and deadlines are usually not known a priori. Scheduling such tasks in a multiprocessor system requires dynamic algorithms. Dynamic scheduling algorithms can be either centralized or distributed. In the centralized scheme, all tasks arrive at a central processor from where they are distributed to other processors in the system [57] , [107] , [106] . The main advantage of a centralized scheme is that only the central processor needs to be aware of the load on the other processors to determine whether the deadline of an incoming task can be guaranteed.
In a distributed dynamic scheduling scheme, tasks arrive independently at each processor. When a task arrives at a processor, the local scheduler at that processor determines whether or not it can guarantee the constraints of the incoming task, which is termed the transfer policy. The task is accepted if the constraints can be guaranteed without jeopardizing the guarantees which have been provided earlier. If not, the local scheduler tries to find a processor which can guarantee the constraints of the task, which is called the location policy. The schemes in literature differ in the algorithms used to identify the processor to transfer a task [22] , [37] , [36] , [67] , [80] , which is based on how to collect and maintain the state information of other nodes, termed the information policy.
REAL-TIME ARCHITECTURES
Design of a real-time architecture involves issues at two levels: node and system levels. At the node level, each processor must provide speed and predictability in executing real-time tasks, handling interrupts, and interacting with extemal world. This can be accomplished by making operations like instruction execution, memory accesses, and context switching more predictable. To make these "small" operations more predictable, real-time systems seldom use virtual memory because page faults cause unpredictable or very long delays in accessing memories. Similarly, real-time systems also try to avoid the use of caches because uncertainty of cache hit/miss causes unpredictable memory access delays. However, it may be very difficult ' The laxity of a task is the latest time the task must begin its execution to meet its deadline.
to avoid caches because real-time systems are often built using contemporary off-the-shelf microprocessors which come with multilevel on-chip caches to optimize average performance. In fact, multiple instruction and data pipelines and branch prediction strategies commonly available in today's off-the-shelf microprocessors also make it very difficult to achieve predictability at the node level.
At the system level, intemode communication and fault tolerance are two main issues which make it difficult to achieve predictability. However, these issues are also unavoidable because the high performance and high reliability of distributed systems make them attractive for real-time applications. Therefore, presented below is a brief discussion on issues and solutions related to distributed real-time architectures.
A. High-Level Architectural Issues
At the highest level, a distributed system is comprised of a set of nodes communicating through an interconnection network. Each node may itself be a multiprocessor comprised of application, system, and network processors, shared memory segment, and I/O interfaces [191, [79] , [96] . Although the application processor may be an off-the-shelf product, the system and network processors usually have to be custom-designed because they provide the specialized support necessary for real-time applications [79] . Memory subsystem may also have to be carefully designed to provide fast and reliable communication between the processors at a node. For example, the memory subsystem may support a mailbox facility to support efficient inter-processor communication within a node of a distributed system.
The nodes of the system must be interconnected by a suitable communication network. For small and earlier systems, the network was a custom-designed broadcast bus with redundancy to meet the fault-tolerance requirements [ 191, [42] , [92] . More recently, however, the interconnection is either a high-speed token ring or a point-to-point network with a carefully chosen topology. For example, the Spring system at University of Massachusetts uses a high-speed optical interconnect called Scramnet 1941, whereas the HARTS project at University of Michigan uses a point-to-point interconnection network called C-wrapped hexagonal mesh topology [15] , [791.
Irrespective of the exact topology, the network should support scalability, ease of implementation, and reliability. It should also have support for efficient one-to-one as well as one-to-many communications. For instance, the Cwrapped hexagonal mesh topology used in HARTS has a d(1) algorithm for computing all the shortest paths between any two nodes in the system. The information about all shortest paths can also be easily encoded using three integers and included as part of each message so that the intermediate nodes need not do much computation. The routing algorithm can fully exploit advanced switching techniques like virtual cut-through and wormhole routing in which packets do not always have to be buffered at intermediate nodes before being forwarded to next node in the route. Broadcasting can also be done fairly efficiently and in a fault-tolerant manner using the multiple disjoint paths between any two nodes in the system [40] . Such capabilities are very important because reliable and timely exchange of information is crucial to distributed execution of any real-time application.
B . Low-Level Architectural Issues
Low-level architectural issues involve packet processing, routing, and errodflow control. In a distributed real-time system, there are additional issues related to support for meeting deadlines, time management, and housekeeping. Since support of these low-level issues impedes the execution of application tasks, nodes in a distributed realtime system usually have a custom-designed processor for handling these chores. In the description below, this special processor is referred to as the network processor (NP).
The main function of NP is to execute operations necessary to deliver a message from a source task to its intended recipient(s). In particular, when an application task wants to transmit a message, it provides the NP with information about the intended recipient(s) and the location of the message data and then relies on the NP to ensure that the information reaches the recipients in a reliable and timely fashion. The NP may also be responsible the functions in the transport, network, and the data link layers of the OS1 reference model [991.
More specifically, at the transport layer, the NP must establish connections between the source and destination nodes. It must also handle end-to-end error detection and message retransmission. At the network layer, the NP may have to select primary and alternate routes, allocate bandwidths necessary to guarantee timely delivery, packetize the information into smaller data blocks and segments, and reassembles packets at the destination node. In point-to-point interconnections, the NP must support and choose appropriate switching method like virtual cutthrough wormhole routing, store-and-forward, and circuit switching [791. In token rings, the NP must select suitable protocol parameters to guarantee the deadlines of all messages [2], [30] , [112] . At the data link layer, the NP must provide access to the network for the messages. It must perform framing and synchronization, as well as packet sequencing.
The NP must also have support for multiple levels of interrupts to manage messages with different priority levels. The hardware should provide the requisite number of levels of interrupts, so that urgent messages can be given higher priority over less urgent ones. The NP must implement buffer management policies that maximize utilization of buffer space, but guarantee the availability of buffers to the highest priority messages. Similarly, if noncritical messages hold other resources that are needed by more critical ones, NP must provide means for preemption of such resources for use by the critical messages.
The NP may also have to monitor the state of the network in terms of traffic load and link failures. The traffic load affects the ability of the NP to send real-time messages 
C. I10 Architecture
Most work on distributed computing systems has centered on interconnection networks, programming and communications paradigms, and algorithms. However, little has been done specifically about the 1/0 subsystem in a realtime environment, despite its obvious importance. Clearly, a real-time computer can process data no faster than it can acquire the data from sensors and operators. Note that 1/0 devices in a real-time environment are sensors, actuators, and displays, whereas they are magnetic disks and tapes for general-purpose systems. Due to the distinct timing and reliability requirements of the former, solutions to the latter are not usually applicable to the real-time environment.
To avoid the accessibility problems of nondistributed I/O, 1/0 devices need to be distributed and managed by relatively simple, and reliable, controllers. Moreover, to improve both accessibility (reliability) and performance, there must be multiple access paths (called multiaccessibility or multiownership) to these I/O devices.
One possible solution to provide multiaccessibility in HARTS is described in [82] . The I/O devices are clustered together and a controller is assigned to manage access to the devices in each cluster. The controller has a set of fullduplex links to certain nodes of the distributed system. In order to limit the number of links in each controller while providing multiaccessibility, a controller is connected to three nodes in the system as shown in the Fig. 3 . Since each controller can be accessed by three nodes, different management protocols are proposed for handling the I/O requests. In a static scheme, one node is assigned the primary responsibility of managing the controller with the proviso that the other nodes can take over control if the primary node becomes faulty. In a dynamic scheme, all three nodes connected to a controller manage the controller using a more complicated protocol [82] .
An alternative approach for connecting the I/O controllers to the nodes of the systems is described in [13], [69] . In this approach, an 1/0 controller is connected to only one node. However, the placement of the I/O controllers is done in such a way that a node is at most one hop away from a node which has an 1/0 controller connected to it. To achieve fault tolerance, schemes for placement of 1/0 controllers are also proposed in which a node is at most one hop away from j nodes with 1/0 controllers, where j is a design parameter.
Although the above solutions have some headway in dealing with the I/O architectural issue, there is a lot of work which needs to be done.
IV. REAL-TIME OPERATING SYSTEMS
Unlike the traditional operating systems, predictability is one of the main requirements of a real-time operating system (RTOS). Therefore, many of the basic paradigms found in today's general-purpose operating systems are not applicable to RTOS's. For example, it is not very important in a real-time operating system to provide extensive support for file systems, virtual memory, and security. However, it is crucial to provide support for fast context switching, quick and predictable handling of interrupts, and for scheduling with timing and dependability constraints.
Operating systems which provide such support can broadly classified into three categories: proprietary kemels, commercial operating systems with real-time extensions, and research-oriented operating systems. Proprietary kernels are small and fast. They achieve predictability by supporting only those primitives which can be shown to have a bounded execution time. They are mainly intended for small embedded applications such as instrumentation, intelligent peripherals, and simple process control. Commercial operating systems with real-time extensions, on the other hand, offer familiar interfaces with moderate support for real-time systems. They are generally slower and less predictable than the proprietary kemels. However, due to the familiarity of the interfaces, it is well-suited for software development and for large applications in which the consequences of missing a few deadlines is not very severe. In contrast to the above two categories, research-oriented operating systems focus on specific real-time issues. They are often weak on support for the issues which are not their focus. However, they play a key role in developing future operating systems. For more details on the various real-time operating systems refer to the article by Ramamritham et al. in Failure to complete the information exchange in time will delay the start (and hence the completion) of subsequent tasks and thus cause the application to miss its deadline. For instance, in the above example, an unacceptable delay in the delivery of information from TI to T2 will delay the start and completion of Tz and T3 and thus possibly result in T3 missing its deadline. Since the consequences of a task missing its deadline are severe in many of these applications, it is imperative to design the communication subsystem in such a way that all information exchange are completed within the deadline assigned to them.
Due to its importance, real-time communication has received considerable attention in literature. Presented below is a brief survey of existing work in real-time communication.
A. Multiple-Access Networks
In the traditional non-real-time Carrier Sense Multiple Access/Collision Detect (CSMA/CD) protocol, a node transmits its local messages using its own local scheduling policy. No effort is made to coordinate with other nodes to establish a network-wide policy. Even if all nodes use a First-In-First-Out (FIFO) policy for transmitting their local messages, the transmission on the network will not follow a network-wide FIFO policy due to collisions in the medium. To rectify this problem, Molle proposed a modification to the CSMA/CD protocol that implements a network-wide FIFO policy [59] . Each node has two clocks: real clock and a virtual clock. The real clock runs along the time axis and maintain elapsed time on each node. The virtual clock runs along the "amval time" axis. It runs only when the channel is idle and when it runs it does so at a faster rate than the real clock. When a message arrives it is timestamped with its time of arrival according to the local real clock. A message is transmitted only when its timestamp equals the time on the virtual clock. Molle proves that this scheme implements a global FIFO policy except for ties in amval time. The discrete nature of clocks also causes some ties which would not have occurred otherwise.
Zhao and Ramamritham extended Molle's scheme to real-time systems [ 1051. Instead of timestamping a message with its arrival time, it is stamped with a value which depends on the scheduling policy. For example, to implement a network-wide Minimum-Laxity-First policy, each message is stamped with its laxity when it arrives at a node. The message is then transmitted on the network only when the virtual clock reads the value stamped on the message. The authors of [IO51 compared four different network-wide scheduling policies: First-In-FirstOut, Earliest-Deadline-First, Minimum-Laxity-First, and Shortest-Length-First. Through simulation they conclude that the Earliest-Deadline-First and the Minimum-LaxityFirst policies perform the best in terms of certain key metrics such as the percentage of missed deadlines and effective channel utilization.
The main limitation of the virtual time protocols is that they do not account for the past history of the channel in selecting a message for transmission. To alleviate this limitation, window-based protocols were proposed for CSMA/CD networks [47], [108] . As in the case of virtual time protocols, a message is stamped with a value when it arrives at a node. However, instead of linearly searching for a message to transmit when the channel is idle, the windowbased protocols use a divide-and-conquer technique on the value axis to identify a message for transmission. That is, a message will be transmitted if its arrival time falls in the time window determined by the.divide-and-conquer technique. This greatly improves the performance of the scheduling policies.
Note that, due to intrinsic problems in the CSMA/CD protocol, the above schemes cannot provide a deterministic guarantee to any message. Therefore, they cannot be used for guaranteeing the deadlines of periodic messages. Token rings and/or token buses are better suited for such messages. Strosnider and Marchok extended the Rate Monotonic Algorithm (RMA) to schedule transmission of periodic messages on an IEEE 802.5 token ring network [98] . They used the priority mechanism of the IEEE 802.5 standard to implement the priority scheme of the RMA. However, since IEEE 802.5 does not provide extensive support for priorities, this scheme is limited to a maximum of four or five periodic messages.
Agrawal et al.
[2] use the timed-token protocol to guarantee the deadlines of periodic messages in token ring networks. In a timed-token protocol, each node is guaranteed a certain duration for transmitting messages each time it receives the token. As a result, a node can predict the minimum bandwidth available to it and thus guarantee the deadlines of periodic messages. Agrawal et al. compare several schemes for allocating the time guaranteed to each node and they show that a scheme called the normalized proportional allocation can guarantee all periodic requests as long as their total utilization is less than 33%. Since then, that scheme has been extended in various ways: the scheme in [112] requires local optimization as opposed to global optimization and allows message deadlines to be arbitrary and the schemes in [l], [30] can guarantee much higher utilizations.
The problem with multiple-access networks is that they are susceptible to single-point failures. For instance, a failure in the shared medium can completely disrupt communication between any two nodes in the system. This problem can be partly overcome using redundancy, as in the case of dual-token rings in FDDI [77] . However, the system incurs a severe performance penalty if one of these rings fails. This is in direct contrast to point-to-point interconnection networks where there are multiple disjoint routes between any two nodes in the system. Furthermore, failure of a few links or nodes has often only little impact on the performance of a point-to-point network [14] , [62] . Therefore, these networks have been receiving considerable attention.
B. Point-to-Point Interconnection Networks
Unlike in multiple-access networks, not all pairs of nodes in a point-to-point interconnection topology have a direct connection between them. As a result, messages may have to be relayed by one or more intermediate nodes before reaching their destinations. This complicates the problem of guaranteeing the deadlines of real-time messages.
In point-to-point networks, The concept of real-time channel uses two techniques to guarantee the end-to-end message delay bound: admission control via the channel establishment procedure and the deadline scheduling of message transmissions. So, real-time channels are realized with two protocols: a channel establishment protocol, and a message transmission protocol.
The channel establishment protocol handles requests for the establishment of real-time channels. The protocol first selects a route between the source and the destination according to the given criterion, e.g., traffic balancing [39] or use of minimum network resources [ 1 IO]. The protocol then checks whether the requested end-to-end message delivery delay bound D can be guaranteed for a realtime channel under the current network-load condition. The channel establishment request is granted only if the requested delay bound can be guaranteed and if there is enough space to buffer the messages of this channel. Note that the selection of a route affects the system in two ways. First, whether or not the given request can be established depends on the route, because it depends on the delays that each intermediate node can guarantee. Second, once a channel is established through a particular route, it reduces the likelihood of establishing future channels through any nodes in the route. Therefore, one has to be careful in selecting the route. A solution to the first problem is discussed in [40] . Regarding the second problem, Ferrari and Verma derive a simple solution under the assumption that the sum of the message transmission times over all the channels passing through a link is not larger than the minimum message interarrival times of these channels [23]. Kandlur et al. [40] improved this solution significantly by deriving a necessary condition for channel schedulability, i.e., delay guarantees are calculated using a prioity-based message scheduling scheme but on-line message transmissions are scheduled according to a multiclass EDD policy. More recently, Zheng and Shin have made further improvements by deriving a necessary and sufficient condition for the schedulability of a set of real-time channels over a link [ 11 11. The same authors have also enhanced real-time channels to tolerate certain types of component faults while retaining their timeliness properties [ I IO], [109] .
The message transmission protocol implements the deadline scheduling of message transmissions. It specifies how a message is divided into packets, and how deadlines of a packet over the links it traverses are calculated. These two parts are closely related. The calculation of the end-to-end message delivery delay bound depends on the transmission protocol used, and the transmission protocol must be designed such that the requested delay bound can be guaranteed and easily verified. For more details on message transmission and channel establishment protocols in pointto-point interconnection networks refer to the article by Aras et al. in this issue.
Unfortunately, the concept of real-time channel cannot be used to service those messages without information on T and C. Hence, it is very difficult to provide a run-time deterministic guarantee to these messages. Techniques designed to increase the probability of their timely delivery have been proposed [24] , [72] , 1731. These techniques are based on the existence of multiple disjoint paths between any two nodes in a point-to-point interconnection network. GarciaMolina et al. proposed sending two copies of all critical messages along two disjoint paths [24] . They also considered the possibility of splitting a large message into two and sending each half on different routes. In contrast to the above scheme, Ramanathan and Shin statically identified the optimal number of copies to send based on the criticality of the message, the number of hops it has to traverse, and the traffic intensity [72] , [73]. They did not account for deadlines. An extension of this approach which dynamically accounts for the deadlines and also deals with networks which support more sophisticated switching schemes like virtual cut-through have been proposed in [31] . An additional issue in servicing messages in point-topoint interconnection topology is how to schedule the multiple random requests at a given node in order to maximize the likelihood of timely delivery. In multiple access networks, scheduling policies such as Earliest-DeadlineFirst have been shown to work well. Unfortunately, these policies do not work well in point-to-point interconnection topologies [71] . A better scheduling policy that is based on the cost the system will incur if a message misses its deadline is proposed in [71] .
VI. FAULT TOLERANCE IN REAL-TIME SYSTEMS

A. Relationship Between Fault Tolerance and Real-Time Computing
Fault tolerance is informally defined as the ability of a system to deliver the expected service even in the presence of faults. A common misconception about realtime computing is that fault tolerance is orthogonal to realtime requirements. It is often assumed that the availability and reliability requirements of a system can be addressed independent of its timing constraints. This assumption, however, does not consider the distinguishing characteristic of real-time computing: the correctness of a system is dependent not only on the correctness of its result, but also on meeting stringent timing requirements. In other words, a real-time system may fail to function correctly either because of errors in its hardware and/or software or because of not responding in time to meet the timing requirements that are usually imposed by its "environment." Hence, a real-time system can be viewed as one that must deliver the expected service in a timely manner even in the presence of faults. A missed deadline can be potentially as disastrous as a system crash or an incorrect behavior of a critical task, e.g., a digital control system may lose stability.
In fact, if the logical correctness of a system may be dependent on the timing correctness of certain components, separating the functional specification from the timing specification is a very difficult task. Moreover, timeliness and fault tolerance could sometimes pull each other into opposite directions. For example, frequent extra checks and exotic error recovery routines will enhance fault tolerance but may increase the chance of missing the deadlines of application tasks.
When a system specification requires certain service in a timely manner, then the inability of the system to meet the specified timing constraint can be viewed as a failure. However, a simple approach of applying existing fault-tolerant system design methods by treating a missed deadline as a timing fault does not fully address the needs of real-time applications. The fundamental difference is that real-time systems must be predictable, even in the presence of faults. Hence, fault tolerance and real-time requirements must be considered jointly and simultaneously when designing such systems. The challenge is to include the timing and the fault-tolerance requirements in the specification of the system at every level of abstraction and to adopt a design methodology that considers system predictability even during fault detection, isolation, system reconfiguration, and recovery phases. Formal specification of the reliability requirements and their impact on meeting timing constraints is an area which requires further research. Determining the timing constraints on a system from its availability requirements is a very difficult problem.
B . Space and Time Tradeoff
The design methodologies for fault-tolerant systems have often been characterized by the tradeoff between time and space redundancy. In non-real-time systems, however, time is treated as a cheap resource and most methods concentrate on space optimization. In a real-time environment, the tendency would be to trade space for time since meeting the stringent timing constraints is essential in ensuring correct system behavior. Although time-space tradeoff forms the basis for most fault-tolerant system design methodologies, it is unclear whether it is an appropriate paradigm for characterizing fault tolerance in a real-time environment. In particular, redundancy must be considered in the context of achieving both predictability and dependability in a system. For example, tolerating transient faults by retrying a computation is an acceptable technique if the timing constraints can be met. The same assertion holds for techniques based on the notion of recovery blocks where a different version of the software module is used in the retry. However, altemative approaches must be considered when time is a scarce resource. In particular, the quality of the computation can become a third dimension in the design space. That is, in a new twist on the principle of graceful degradation, a fault in a real-time system could result in a (temporary) reduction in the quality of the services provided in order to allow the system to continue to meet critical task deadlines. Although general methods that delete or reduce the number of less critical tasks would certainly fall into this category, "quality" must ultimately be defined in terms of the detailed semantics of the application. Realtime control systems, for example, are characterized by continuous variables whose values can be approximated or estimated if time does not permit precise computation. The imprecise computation approach [52] is one technique that sacrifices accuracy for time in iteratively improving calculations. As discussed below, trading space for time also has potential limits since spatial redundancy introduces additional overhead (in time) for managing the redundancy (see [45] for an example).
C. Predictable Redundancy Management
Although advances in distributed and parallel systems provide the opportunities for achieving real-time performance while satisfying fault-tolerance requirements, using the inherent redundancy provided by these systems is not free. For example, the overhead associated with synchronization and the nondeterminism due to communication delay contribute to the complexity of building systems with predictable timing behavior. Predictable redundancy management remains an open research problem. For example, a set of identical servers on multiple processors provide fault tolerance in a system with crash or performance failures. However, predictable redundancy management requires to solve such issues as synchronization of servers, agreement on the order of request messages, and the cost of failure detection and recovery [45] . In this case, redundancy in space incurs additional cost in time. The overhead associated with managing redundancy must be quantified precisely so that certain guarantees about the real-time behavior of the system can be made.
Managing redundancy in a predictable fashion is related closely to the demands on real-time scheduling theory. Satisfying the timing requirements of a real-time system demands the scheduling of system resources such that the timing behavior of the system is "understandable, predictable, and maintainable." Most existing scheduling algorithms consider one resource at a time and ignore fault tolerance. The requirement for meeting timing constraints in the presence of faults imposes additional demands on the scheduling algorithms. New resource-allocation techniques are necessary to address the predictability and reliability requirements of complex real-time systems. A simple case of this was treated in [44] .
D. Run-Time Monitoring
In designing real-time systems, we often make assumptions about the behavior of the system and its environment. These assumptions take many forms: upper bounds on interprocess communication delay and task execution time, deadlines on the execution of tasks, or minimum separations between occurrences of two events. They are often made to deal with the unpredictability of the extemal environment or to simplify a problem that is otherwise intractable or very hard to solve. Such assumptions may be expressed as part of the formal specification of the system or as scheduling requirements on the real-time tasks. Despite the contribution of formal verification methods and recent advances in real-time scheduling, the need to perform runtime monitoring of these systems is not diminished for several reasons: the execution environment of most systems is imperfect and the interaction with the extemal world introduces additional unpredictability; design assumptions can be violated at run time due to unexpected conditions such as transient overload; application of formal techniques or scheduling algorithms in tum requires assumptions about the underlying system; and it may be infeasible (or impossible) to verify formally some properties at design time, thus further necessitating run-time checks [38] , [ 161.
Run-time monitoring of a system requires timestamping and recording of the relevant event occurrences, analyzing the past history as other events are recorded, and providing feedback to the rest of the system. The nonintrusiveness requirement of real-time monitoring often leads to use of special monitoring hardware [28] , [ 1021. Many important issues must be addressed before run-time monitoring is fully utilized in real-time systems. Some of these issues are:
Language support: What is an appropriate set of language constructs for the specification of run-time constraints? Should the specification language be tied closely to the underlying implementation language? Run-time system support: What level of support should be provided by the operating system? What intemal operating system events, such as task preemption, should be made visible to the monitoring facility? Scheduling support: How intrusive is run-time system monitoring on the critical tasks within a system? Is it possible to make the intrusiveness of run-time monitoring predictable? See [ l o l l for more on this. In addition to detecting violation of design assumptions, run-time monitoring can be used to detect applicationspecific exception conditions. One can envision a system in which specification-based fault detection is done by a monitoring facility [38] . Furthermore, beside detecting exception conditions, a run-time monitoring facility can provide feedback to the rest of the system. The information collected by the monitoring facility can be used to provide
Example of a Byzantine fault in clock synchronization. feedback to the system operator, the application tasks, or the scheduler [28] . For example, exceeding the maximum computation time estimated for a task can be reported by the monitoring facility. The feedback to the scheduler can be used to build a robust system that is capable of adapting to the changes in the environment and the system load. Investigating the utilities of monitoring application tasks and operating system events as a way of providing feedback to the rest of the system is an area of ongoing research. A related topic is scheduling run-time monitoring tasks with the real-time application tasks in a system.
VII. CLOCK SYNCHRONIZATION
A global time base has been widely recognized as an important requirement in distributed systems. It can simplify the design of many fault-tolerant algorithms used for interprocess communication, checkpointing and rollback recovery, resource allocation, and transaction processing. It can also facilitate the use of deadlines and timeouts that are essential for correct operation of any distributed real-time system.
A global time base can be established by synchronizing all the clocks in the system. This would not have been a serious problem had all the clocks including the faulty ones behaved consistently with one another. However, when some of the faulty clocks can behave in any arbitrary manner, synchronizing all the clocks can pose some serious problems. This problems is best illustrated by the example in Fig. 4 . Figure 4 shows a three-node system in which each node has a clock of its own. Clocks are synchronized by adjusting each to the median of the three clock values. This "intuitively correct" algorithm works fine as long as all the clocks are consistent in their behavior as illustrated in Fig.  4(a) . However, if one of the clocks is faulty and lies to the other two clocks, then the two nonfaulty clocks cannot be synchronized. For example, in Fig. 4(b) , the faulty clock B lies to clocks A and C. As a result, clocks A and C do not make any corrections because both think that each is the median clock.
Lamport and Melliar-Smith were the first to study the three-clock synchronization problem in the presence of arbitrary fault behavior [49] . They coined the term Byzantine fault to refer to the fault model in which a faulty clock can exhibit arbitrary behavior including, but not limited to, intentionally and maliciously lying about its value to other clocks in the system. They showed that in the presence of Byzantine faults there is no algorithm that can guarantee synchronization of the nonfaulty clocks in a three-node system. They also showed that 3m+l clocks are sufficient to ensure synchronization of the nonfaulty clocks in the presence of m Byzantine faults. This condition was later proved to be necessary as well as sufficient to ensure synchronization in the presence of Byzantine faults [20] .
Since the initial study by Lamport and Melliar-Smith, the problem of clock synchronization in the presence of Byzantine faults has been studied extensively by several researchers. A survey of these solutions can be found in [74] . The solutions proposed in literature can be categorized as either a software or a hardware approach. The software approach is flexible and economical but requires additional messages to be exchanged solely for synchronization [29] , [49] , [54] , [93] . The basic idea of software synchronization algorithms is as follows. Each node has a logical clock that provides a time base for all the activities on that node. This logical clock is derived from the hardware clock on that node, but it usually has a much larger granularity (than the hardware clock). The nodes periodically exchange their clock value and adjust their local clock based on the values of the other clocks. The software synchronization algorithms differ in the manner in which the nodes exchange their clock values and in the way they readjust their clocks.
In convergence-averaging algorithms, the nodes preagree on the times for resynchronization. When a node's clock reaches one of these resynchronization times, it broadcasts its clock value and then waits for a pre-agreed duration to receive clock values from other nodes. At the end of the waiting period, the node estimates its clock skew with respect to each of the other nodes based on the times at which its receives their clock values. The node then computes a fault-tolerant average of the estimated skews and uses this average to correct the local clock. For example in [49] , an arithmetic mean of the estimated skews is used to correct the clocks. To limit the impact of malicious clocks on the mean, the estimated skew with respect to each node is compared against a threshold and skews greater than the threshold are set to zero before computing the mean. In contrast, in [54] , each node limits the impact of malicious clocks by first discarding the m highest and the m lowest estimated skews and then uses the midpoint of the remaining skews as its correction, where m is the maximum number of faulty clocks to be tolerated.
On the other hand, a class of software synchronization algorithms called the convergence non-averaging do not use the principle of averaging to synchronize their clocks [29] , [93] . Instead, the nodes pre-agree on the times for resynchronization. When a node's local clock reaches one of these times, it tries to become the "synchronizer" of the entire system by sending a message to other nodes asking them to adjust their clocks. Upon receiving this message, other nodes check the validity of the message and then set their clocks to the pre-agreed resynchronization time if the message is deemed valid. The exact nature of the validity check depends on the algorithm.
A third class of software algorithms are often called the consistency-based algorithms. These algorithms treat clock values as data and try to ensure agreement among the clock values using an interactive consistency algorithm [49] . Unlike the convergence averaging and convergence non-averaging algorithms, these algorithms do not need initial synchronization among clocks to maintain synchronization. This is a major advantage, but the overhead of the consistency-based algorithms is very high as compared to the other algorithms.
The main problem with the software synchronization algorithms is that they rely on message exchanges for their synchronization. As a result, the worst case skews guaranteed by most of these algorithms are greater than the difference between the maximum and minimum message transit delay between any two nodes in the system [49] , [70] . Since, in general, the difference between the maximum and the minimum message transit delay can be very large, the corresponding worst case skews are also very large, i.e., the synchronization is not very tight.
This problem is not present in hardware synchronization algorithms [41] , [46] , [91] , [103] . These algorithms use special hardware at each node to achieve a very tight synchronization. The principle of hardware synchronization is that of a phase-locked loop. The hardware clock at each node is an output of a voltage-controlled oscillator. The voltage applied to the oscillator comes from a phase detector whose output is proportional to the phase error between the phase of its clock (i.e., the output of the voltage controlled oscillator it is controlling) and a reference signal generated by using the other clocks in the system. Thus by continuously adjusting the phase of each clock, all clocks are kept in lock-step. The key issue in hardware synchronization algorithms is the scheme used to select the reference signal. Care must be taken in selecting this reference signal because of the existence of faulty clocks. It can be shown that intuitive solutions like always selecting the median signal do not work in the presence of Byzantine faults.
One of the first hardware synchronizations that is resilient to Byzantine faults was proposed by Smith in [91] . The main problem with this scheme is that it can only synchronize a maximum of four clocks. This algorithm was later extended to any number of clocks by Krishna and Shin [46] , Kessel [41] , and also by Vasantavada and Marinos [103] . However, these algorithms had two major limitations. The first limitation is that they all assume a fully connected network of clocks, i.e., each clock sends its hardware clock signal to all other clocks. This is not a major problem in small systems. However, as systems get large, the total number of interconnections in a fully connected network will be so large that the reliability of synchronization will be determined by the failure rates of these interconnections rather than the failure rate of the clocks. Furthermore, there will be problems of fan-in and fan-out caused by the large number of interconnections. To alleviate this limitation Shin and Ramanathan proposed a clustering scheme which requires substantially fewer number of interconnections as compared to a fully connected network. The second limitation with the above mentioned hardware synchronization algorithms is that they assume negligible propagation delay in sending a clock signal from one node to the other. This can again be major problem in a large system where the physical separation between two clocks can be considerable enough to result in nonnegligible propagation delays. This limitation can be eliminated using the scheme proposed in [87] . When combined with the solutions in [86] , [87] , hardware synchronization algorithms can achieve a very tight synchronization even in large distributed system with very little overhead. However, the cost of additional hardware at each node precludes their use in large distributed systems unless a very tight synchronization is absolutely essential.
To overcome the cost limitation, a hybrid approach was proposed in [70] . This approach strikes a balance between the tightness of synchronization and the hardware requirement at each node. The basic idea is to augment the software algorithms with some hardware assistance. The hardware assist is used to estimate the message transit delays, which are then used to correct the estimate of skews made in the software algorithm. When the corrected skews are used in adjusting the local clock, reasonably tight skews can be achieved. In particular, the worst case skew achieved by the hybrid approach is much smaller than the difference between the maximum and minimum message transit delays between any two nodes.
Another approach for achieving a balance between tightness of synchronization and the cost of synchronization is referred to as probabilistic synchronization [ 181, [63] . Basically, this approach is to assume that the probability distribution function of message transit delay is known and let each node make several attempts to read the other clocks. At the end of each attempt, a node calculates the maximum error that might occur if the clock value obtained in that attempt is used to determine the correction. If the estimated maximum error is greater than a specified threshold, then the node makes another attempt to read the other node's clock. If one limits the maximum number of tries a node can make (to limit the message and the time overhead of synchronization), then there is a nonzero probability that a node cannot obtain another node's clock to a specified precision. This can lead to loss of synchronization. That is, unlike other schemes discussed above, in this approach, the worst case skews can be made as small as desired. However, depending on the desired worst case skew, there is a nonzero probability of loss of synchronization. Neither does it deal with fault tolerance as directly as the others.
VIII. APPLICATIONS
There are numerous real-time applications including almost all of defense systems, automated factories, industrial process control, life-support systems, utility distribution and monitoring, and so on. These applications can often require the computer system to close feedback control loops, be intelligent, and provide real-time access to databases. In this section, we will briefly sketch some of the important application-related subjects: real-time control, real-time artificial intelligence, and real-time databases.
A . Real-Time Control Systems
Digital computers are commonly used in real-time control systems due mainly to their improved performance and reliability in dealing with increasingly complex controlled processes. A digital computer in the feedback loop of such a control system calculates the control input by executing a sequence of instructions, thereby introducing an unavoidable delay-called the computation-time delay-to the controlled process. This is an extra delay in addition to the system delay commonly seen in the control literature. The computation-time delay is an important part of the delay in the feedback loop, which also includes the other parts of delay related to measurement or sensing, A/D and D/A conversion, and actuation. However, these other parts of delay are usually constant, and thus easy to deal with.
Due to data-dependent loops and conditional branches, and unpredictable delays in sharing resources during the execution of control programs (that implement control algorithms), the computation-time delay is a continuous random variable which is usually much smaller than one sampling period T, if no failure occurs in the controller computer. When a component failure or environmental disruption such as an electromagnetic interference (EMI) occurs, the time taken for error detection, fault location, and recovery must be added to the execution time of a control program, thus increasing the computation-time delay significantly. This in tum seriously degrades the system performance and may even lead to catastrophe, or a dynamicfailure if the delay exceeds a certain limit called the hard deadline [85] .
Several researchers attempted to analyze the effects of computation-time delay on the performance or stability of a control system. The sufficient (necessary) conditions of stability with a feedback delay and the delay effects on quadratic performance indices were presented for a linear control system [26] (for a nonlinear robot control system [Sl]). In [76] , a more detailed analysis of the stability of a digital control system with a feedback delay was carried out by modifying the state difference equation. However, all these analyses are based on the assumption that the feedback delay is fixed or constant. Although the stability problem with a variable-feedback delay was investigated in [34] , it was still based on a regular and periodic (i.e., thus deterministic) pattem of delay. In [8], a control system with a random time-varying delay in the feedback loop was modeled with a stochastic-delay differential equation, and sufficient conditions were derived for the almost-sure sample stability under which almost every possible differential equation in an ensemble of stochastic systems has a stable solution. However, this result did not give any explicit relation between the performance (or stability) and the magnitude of delay, but, instead, gave a condition of the coefficients of the state equations and the average rate-of-change of delay for sample stability. Furthermore, this work assumed a delay to be bounded by the "worst case" intersample period. In [85] , the hard deadline in controlling the elevator deflection of the aircraft landing problem was obtained numerically by using the concept of allowed state space.
Shin and Kim [84] proposed a method for analyzing computation-time delay effects on system stability and state constraints for linear, time-invariant control systems. Specifically, they derived the hard deadline for such control systems-the critical value of computation-time delay beyond which a dynamic failure occurs-under the assumption that the computation-time delay is stochastically stationary. This assumption corresponds to the characteristics of transient computer failures caused by, for example, electromagnetic interferences. The system dynamics are modified first according to the assumed maximum delay N T , and the probability distribution of delays whose occurrence periods 5 NT,, where N is changed from 1 to the actual maximum delay (or hard deadline), denoted by DT,. The pole positions of the modified state equation will then be tested to derive necessary conditions for (asymptotic) system stability. Moreover, the state and input constraints are used to derive the allowed state space from which the hard deadline is derived as a function of time and the system state. This analysis is useful for the one-shot delay model in [84] , where a single event-a long-lasting failure-may cause a dynamic failure. The authors of [84] used this approach to derive deadlines for numerous example control systems and then applied the knowledge of hard deadline to the design of error recovery in a triple-modular-redundant (TMR) controller computer [83] .
B. Real-Time Artificial Intelligence
As Artificial Intelligence (AI) techniques become mature, there has been growing interest in applying these techniques to controlling complex real-world systems which involve hard deadlines. In such systems, the controller is required to respond to certain inputs within rigid deadlines, or the system may fail catastrophically. Since the number of possible domain situations is too large to be fully enumerated, and the consequences of failure are so severe, testing alone is insufficient to guarantee the required real-time performance [48] , [97] . These control problems require systems which can be proven to meet the hard deadlines imposed by the environment. Unfortunately, many AI techniques and heuristics are not suited to analyses that would provide guaranteed response times [21] . Even when AI techniques can be shown to have predictable response times, the variance in these response times is typically so large that providing timeliness guarantees based on the worst case performance would result in severe underutilization of the computational resources during normal operations [64] .
Thus there is an apparent conflict between the nature of AI and the needs of real-world, real-time control systems. While AI methods are characterized by unpredictable or high-variance performance, real-time control systems require constant, predictable performance. Most research on "real-time AI" focuses either on restricted To combine unrestricted AI techniques with the ability to make hard performance guarantees, Musliner et al. [60] proposed a Cooperative Intelligent Real-time Control Architecture (CIRCA) (see Fig. 5 ). In this architecture, an AI subsystem reasons about task-level problems that require its powerful but unpredictable reasoning methods, while a separate real-time subsyste:,i uses its predictable performance characteristics to deal with control-level problems that require guaranteed response times. The key difficulty with this approach is allowing the subsystems to interact without compromising their respective performance goals.
CIRCA is based on a scheduling module and a structured interface that allow the unconstrained AI subsystem to asynchronously direct the real-time subsystem without violating any response-time guarantees. I ) Performance Tradeoffs and Bounded Reactivity: The responses of an intelligent control system can be rated along four dimensions: completeness, precision, confidence, and timeliness [50] . Completeness means that responses are produced for all possible inputs; timeliness means that the responses are produced before any associated deadlines. Precision and confidence together determine the "quality" of a solution, or how accurate the output is, to the best of the system's knowledge. An ideal intelligent control system could guarantee that any possible sequence of inputs would elicit optimal responses from the system, within all timing requirements.
Some systems strive for this ideal by assuming they have unlimited processing resources. For example, the subsumption architecture [ 1 11 assigns each reactive element to a separate processor. Such assumptions limit scalability: it would be highly impractical to build a subsumption system to control an oil drilling platform, which can make up to 20000 signals available to its operators [7] , [48] .
Other systems recognize that processor limitations make realistic control systems subject to the same "bounded rationality" [89] as humans, pushing ideal performance out of reach. To deal with bounded rationality, these systems provide differing levels of guarantees for the four performance dimensions. The guarantees that a system provides are often defined by the conditions that determine when its control algorithm retums a result. We call methods that halt when they reach a certain threshold along a dimension "any-<dimension>" algorithms [6 11. For example, "anytime" algc: l:hns can be terminated at any time, yielding some result, possibly with reduced precision, confidence, or completeness [9] , [ 177. [35] . If "any-time'' algorithms are intenupted before the deadline for every response, they guarantee timeliness and completeness. Many iterative numcrical methods [ 121 are "any-precision" algorithms that terminate when a result with a certain precision has been achieved. Similarly, algorithms that halt when the confidence in a solution rises above a threshold are examples of "any-confidence'' algorithms. These types of systems are inappropriate for hard realtime control tasks because they cannot guarantee acceptable results within a deadline. Even "any-time" systems are inappropriate, because they have no control over the degree of response quality degradation which may occur. A hard real-time control system might only guarantee a subset of tasks, but that subset requires guaranteed timeliness, precision, and confidence to ensure that the system does not fail catastrophically. Realistic systems must also recognize that, in addition to processor limitations, sensor and actuator limitations constrain intelligent control systems. Even if a system's processors are fast enough, its sensors and actuators might not be able to provide ideal performance. Thus a system must recognize its "bounded reactivity" as well as its bounded rationality.
CIRCA [60] was designed to meet these demands by guaranteeing that it will produce a precise, high-confidence response in a timely fashion to a limited set of inputs. In other words, the architecture can sacrifice completeness in order to achieve precision, confidence, and timeliness. CIRCA reasons about its bounded reactivity within the AI subsystem (AIS) and the Scheduler, which cooperate to decide which responses the real-time subsystem (RTS) can and should guarantee. The AIS and the Scheduler form an "any-completeness'' system, searching for a subset of guaranteed responses that will cover the inputs which are expected to occur in the domain at each moment. If the AIS can move the subset of guaranteed responses over the complete response set properly, CIRCA will provide guaranteed ideal performance.
2) Making Performance Guarantees: How can a realtime AI system provide any performance guarantees when its AIS uses high-variance or unpredictable computations? CIRCA answered this question based on the distinction we draw between task-level goals and control-level goals. This distinction is largely a functional one: in CIRCA, the RTS uses predictable methods to achieve control-level goals, while the AIS has unpredictable AI techniques to decompose task-level goals into control-level goals. CIRCA is designed to reason about guaranteeing its control-level goals, but not necessarily its task-level goals.
The choice of which specific goals are assigned to which category is largely up to the system designer: the "control-level'' and the "task-level'' are somewhat arbitrary divisions along a continuous range of problem complexities. However, since CIRCA'S guarantees are based on worst case performance assumptions, assigning goals which need high-variance algorithms to the RTS results in a decreased capacity to guarantee other control-level goals. Thus the system designer must decide which types of goals will require guarantees, and which can be left less predictable. Given that separation, the AIS and Scheduler attempt to guarantee the control-level goals. Figure 5 illustrates the CIRCA. The RTS is responsible for implementing the actual guaranteed responses; the AIS and the Scheduler cooperate to adjust the subset of responses that the RTS is supporting, attempting to ensure that the overall system meets hard deadlines and also achieves system goals as closely as possible.
The RTS executes a cyclic schedule of simple testaction pairs (TAP'S) with known worst case execution times. Since the RTS performs no other functions, it can guarantee that the scheduled tests and actions are performed within predictable time bounds. The AIS reasons about the RTS's bounded reactivity, attempting to find a subset of TAP's which can be guaranteed to meet the controllevel goals and make progress towards the task-level goals. In cooperation with the AIS, the Scheduler reasons about the limited execution resources available to the RTS, and builds the schedule of TAP's. Since the AIS and RTS run asynchronously, the AIS need not conform to the rigid performance restrictions which the RTS uses to guarantee meeting hard deadlines. Thus the AIS can utilize unpredictable, high-variance heuristics without compromising the overall system's ability to meet real-time deadlines.
C. Real-Time Databases
There are many real-time applications requiring database systems that support stringent timing constraints. Such database systems would facilitate the implementation of extensible and open software architectures for real-time systems and would help real-time applications manage large volumes of data and information sharing between tasks. These issues are fundamental to the goals of next generation real-time systems. Therefore, it is critical that databases capable of supporting real-time applications be developed.
The chief difficulty in applying database technology to real-time systems is that conventional database architectures are not designed to provide the performance levels or response time guarantees needed by real-time systems. Most conventional database systems are disk-based and use transaction logging and two-phase locking protocols to ensure transaction atomicity and serializability. These characteristics preserve data integrity, but they also result in relatively slow and unpredictable response times. Thus it is not feasible to simply connect a conventional multiuser database system, such as Oracle or Sybase, to a real-time manufacturing machine controller. The relatively slow and unpredictable database response times would cause timecritical tasks to miss deadlines [78] , [90] .
The inadequacy of conventional database systems for real-time applications has spawned the field of real-time database systems (RTDBS's) [25] , [27] , [531, [681, [751. For more detailed information on these and on other work in the area of real-time databases refer to the article by Yu et al. in this issue.
IX. CONCLUSION
The growing use of digital computers in a great number of applications has driven real-time computing to become one of important disciplines of computer science and engineering. We have thus far highlighted the various issues in this new area of real-time computing. Existing solutions to many of the issues were also discussed. In this section, we identify important research issues which warrant further investigation and present a few possible directions for the future.
Experimental prototyping: Although basic research has produced many significant results, not much work has been done to validate those results on a real application. Existing real-time applications may need to be re-engineered with state-of-the-art results to validate the underlying assumptions and feed back ideas and problems to basic research. The prototypes will enable researchers to compare different solutions in a "real" environment and identify truly promising solutions.
Formal specijication and venpcation: Specification and verification are other areas of research which need further investigation. At present, most of this work is still in preliminary stages. A few formal languages capable of dealing with timing constraints have been developed. These languages have been used to specify and verify small toy problems. There is, however, a serious need for better understanding of the fundamental problems in this area and their scalability. Such an understanding will lead to better specification languages. These languages must then be used to specify and verify real applications, not just a few toy problems.
Assignment of task and message deadlines: Although deadlines are crucial to most real-time systems, not much work has been done to formalize the assignment of deadlines to tasks and messages in a real-time application. Most task and message scheduling algorithms assume that the deadlines are given and they usually do not wony about how these deadlines were arrived at in the first place. However, in practice, task and message deadlines must be derived from the application under consideration. For example, an automotive company may set a goal to complete the assembly of a car in 20 h based on various reasons. Based on this deadline, one must derive individual station deadlines, operation deadlines, interstation transfer deadlines, etc. These subdeadlines may have to be further divided into task and message deadlines based on the capabilities of the stations in the system. Currently, derivation of such deadlines is done in an ad hoc fashion. It is essential to develop a systematic approach to the derivation of these deadlines in conjunction with specification of the application.
Characterization of task execution times: Similar to task and message deadlines, scheduling algorithms in real-time systems often assume knowledge of the task execution times. However, very little has been reported on how to determine the task execution times. There are several factors that make this problem very difficult: data-dependent loops, workload-dependent resource-sharing delays, conditional branches, and system dependency on hardware, operating systems, languages, and/or compilers. There is a need for tools which analyze the task description and determine the task execution times under different conditions.
Integration of fault-tolerance andlor security: Current real-time systems often treat fault-tolerance and security constraints in isolation. However, due to growing complexity of real-time systems, it is no longer possible to separate and treat timing, fault tolerance, and security as independent constraints. Therefore, there is a need to develop integrated approaches which systematically address the impact of fault-tolerance and security techniques on the timing constraints in a real-time system. Predictable error detection, location, and reconfiguration techniques need to be developed.
Real-time architectures: As discussed earlier, there are two levels of architecture that need to be considered for enhancing predictability: processor and system levels. At the single processor level, we need research into making interrupt handling and memory access predictable. However, contemporary processors are designed for high average performance using multiple pipelines and multilevel cache. At the system level, research is needed to make interprocessor communication predictable, help making multiprocessor scheduling feasible, and tolerate component failures using the component multiplicity as redundancy.
Real-time databases: This area is an important subdiscipline of real-time computing. One of the problems with RT databases is that databases by their very nature exhibit unpredictable response times. This arises from many sources like disk I/O, resource contention (blocking/aborts), and the inability to know exactly how many data objects a query will access. Important issues include transaction scheduling to meet deadlines, explicit semantics for specifying constraints (especially timing constraints), and checking the database system's ability of meeting transaction deadlines during application initialization.
Real-time communications: Gigabit networking technology is currently beginning to be embraced by industry in ATM switches. Real-time scheduling of packet/message transmissions for gigabit switches will allow us to dynamically select and correlate distributed sensor information on demand. Users of these systems can virtually visit different geographical locations, and get a "first-hand view" of the situation. Global assessment can be facilitated by gathering information from different points at a single decision point. Such capabilities can greatly enhance the functionality and flexibility of C31 systems, air-traffic control systems, modem mass-transportation systems, and automated factories. However, in order to fully utilize this potential, rapid strides need to made in the area of real-time communication.
Integration and scheduling of 110: A real-time system contains not only disks but also a large number of sensors, actuators, and display devices. These devices must be integrated and scheduled with the processors to meet all timing constraints.
Real-time artijicial intelligence: There is an inherent conflict between real-time computing and AI requirements. The former requires predictability and the latter requires "intelligence" by handling as much uncertainties as possible. Research is needed to integrate both RTC and AI by resolving this conflict.
In recent years, considerable research efforts have been directed towards real-time computing, especially because of the growing number of applications and the Office of Naval Research's five-year initiative on time-critical computing (which began in 1988). These efforts have resulted in significant progress in many of the subareas of real-time computing, yet the area is still young, exciting, and growing rapidly.
