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ON UPPER ESTIMATES FOR APPROXIMATION NUMBERS OF
A LAPLACE TYPE TRANSFORMATION
ELENA P. USHAKOVA
Abstract. We deal with a real valued integral operator L of Laplace trans-
formation type acting between Lebesgue spaces on the semi-axis. Sufficient
conditions for belonging L to Schatten type classes are obtained. Some upper
asymptotic estimates for the approximation numbers of L are also given.
1. Introduction and preliminaries
Given an operator T between arbitrary (quasi-)Banach spaces X and Y
an(T ) = inf{‖T −K‖X→Y : K : X → Y, rankK < n}
is called the n–th approximation number of T. In a case of Hilbert spaces
these numbers coincide with singular values of T. Compact operators T :
X → Y satisfying
(1.1) ‖T‖Sα =
( ∞∑
n=1
aαn(T )
)1/α
<∞, 0 < α <∞,
constitute Schatten-von Neumann classes Sα. Symbol Sα,weak stands for weak
Schatten-von Neumann classes consisting of all operators T such that
‖T‖Sα,weak = sup
t>0
(
t(♯{n ≥ 1: an(T ) > t}
)1/α)
<∞, 0 < α <∞.
Schatten-Lorentz classes Sα,β and Sα,∞ are defined by
(1.2) Sα,β =
{
T :
∞∑
n=1
aβn(T )n
β/α−1 <∞
}
0 < α, β <∞,
and
Sα,∞ =
{
T : an(T ) ≤ constn
−1/α
}
0 < α <∞.
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Let Lr(I) denote a space of all functions f measurable in the Lebesgue
sense on I ⊆ [0,+∞) =: R+ with ‖f‖r,I :=
(∫
I |f |
r
)1/r
< ∞. We study
sequences of approximation numbers of an integral operator
(1.3) L f(x) :=
∫
R+
e−xy
λ
f(y)v(y)dy, x ∈ R+, L : Lp → Lq,
when 1 ≤ p <∞, 0 < q <∞, λ > 0 and a non-negative weight function v is
locally integrable on R+.
Boundedness and compactness properties of the Laplace transform L in
the Lebesgue spaces were completely studied in [15] and [18].
Theorem 1.1. [15, Th.1],[18, Th.3.1]
(i) Let 1 < p ≤ q < ∞, p′ := p/(p − 1) and q′ := q/(q − 1). Denote κ1 :=
q−2/q[min{2, 2q−1}]1/q and κ¯1 :=


21/q(q′)1/p
′
(q − 1)−1/q , 1 < q ≤ 2
21/q
′
(q′)1/p
′
, q > 2
.
The operator L is Lp − Lq-bounded if and only if
AL := sup
t∈R+
AL (t) = sup
t∈R+
t−λ/q
(∫ t
0
vp
′
(y)dy
)1/p′
<∞,
where κ1AL ≤ ‖L ‖Lp→Lq ≤ κ¯1AL . L : L
p → Lq is compact if and only if
AL <∞ and
(1.4) (i) lim
t→0
AL (t) = 0, (ii) lim
t→∞
AL (t) = 0.
(ii) Let 1 ≤ q < p < ∞ and r := p q/(p − q). If q = 1 then L is bounded if
and only if ‖L ‖Lp→L1 = Bp :=
(∫
R+ y
−λp′vp
′
(y)dy
)1/p′
< ∞. If q > 1 then
L is bounded if and only if
BL :=
(∫
R+
t−λr/q
[∫ t
0
vp
′
(y)dy
]r/q′
vp
′
(t)dt
)1/r
<∞,
where κ2BL ≤ ‖L ‖Lp→Lq ≤ κ¯2BL with κ2 := [min{2, 2
q−1}/q]1/q(p′q/r)1/q
′
,
κ¯2 := 2
1/q(p′)1/q
′
(q − 1)−1/q if 1 < q ≤ 2 and κ¯2 := 2
1/q′(p′)1/q
′
for q > 2.
Moreover, since 1 ≤ q < p < ∞ then the boundedness of the operator
L : Lp → Lq is equivalent to the compactness of L from Lp to Lq.
(iii) If 0 < q < 1 < p <∞ then L is bounded if BL <∞. If L is bounded
then ‖Bq‖p′ :=
(∫
R+ y
−λp′/qvp
′
(y)dy
)1/p′
<∞. Besides,
q−1/q‖Bq‖p′ ≤ ‖L ‖Lp→Lq ≤ p
1/p(p′)1/q
′
q−2/qr1/rBL ,
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and the Lp − Lq- boundedness of L is equivalent to the compactness of L
from Lp to Lq provided q < p.
(iv) Let 0 < q < 1 = p. The transformation L is bounded if
Bq′ :=
(∫
R+
t−λ/(1−q)−1[ess sup
0<x<t
v(x)]q/(1−q)dt
)(1−q)/q
<∞.
If L is bounded then ess sup
t∈R+
Bq(t) := ess sup
t∈R+
t−λ/q ess sup
0<x<t
v(x) < ∞. We
have also
q−1/q ess sup
t∈R+
Bq(t) ≤ ‖L ‖L1→Lq ≤ λ
(1−q)/qq−2/q(1− q)−(1−q)/qBq′ .
Moreover, in view of q < p = 1 the L1 −Lq- boundedness of L is equivalent
to the L1 − Lq-compactness of L .
(v) If 1 = p ≤ q < ∞ then L bounded iff ess sup
t∈R+
Bq(t) < ∞. The oper-
ator is compact from L1 to Lq for 1 ≤ q < ∞ iff ess sup
t∈R+
Bq(t) < ∞ and
limt→0Bq(t) = limt→∞Bq(t) = 0.
(vi) Let p =∞. If 1 ≤ q <∞ then L is bounded if and only if
Cq :=
(∫
R+
t−λ
[∫ t
0
v(y)dy
]q−1
v(t)dt
)1/q
<∞.
For q < 1 the operator L is bounded if Cq < ∞. If L is bounded then∫
R+ t
−λ/qv(t)dt < ∞. Besides, for all 0 < q < ∞ the L∞ − Lq-boundedness
of the Laplace transformation L is equivalent to the compactness of L .
(vii) Let q = ∞. If 1 < p ≤ ∞ then L is bounded iff ‖v‖p′ < ∞ and
compact iff ‖v‖p′ < ∞. If p = 1 then L is never compact, but bounded iff
ess supt∈R+ B1(t) <∞.
Schatten-von Neumann norms of L : L2 → L2 were studied in [17] (see
also [16]).
Theorem 1.2. [17, Th.4], [16, Th.3] Suppose L is compact from L2 to L2.
(i) If L ∈ Sα with 2 ≤ α <∞ then
Xα :=
(∫
R+
x−(λα/2+1)
(∫ x
0
v2(y)dy
)α/2
dx
)1/α
<∞.
(ii) If L ∈ Sα for 0 < α ≤ 2 then X2 <∞.
(iii) If Xα <∞ for 0 < α <∞ then L ∈ Sα for all 0 < α <∞.
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Remark 1.3. The assertion (i) of the theorem can be improved to 1 ≤ α <∞.
Indeed, by [13, Lemma 2.11.12] we have for all orthonormal sequences {fk}
and {gk}
(1.5)
n∑
k=1
|(L fk, gk)|
α ≤
n∑
k=1
aαk (L ), n ≤ ∞,
where 1 ≤ α < ∞, L is compact on L2 and 〈·, ·〉 is the inner product.
Applying the functions
fk(y) = χ(2k−1,2k)(y)v(y)
(∫ 2k
2k−1
v2(z)dz
)−1/2
,
gk(x) =
2kλ/2+λ
2λ−1
χ(2−(k+1)λ,2−kλ)(x)
into the left-hand side of (1.5) we obtain
∑
k∈N
aαk ≥
1
2
∑
k∈Z
ταk ,
where τk = 2
−λk/2
(∫ 2k
2k−1 v
2(z)dz
)1/2
and
(∑
k∈Z τ
α
k
)1/α
≈ Xα, 0 < α <∞.
Thus, the parts (i) and (ii) of the theorem 1.2 have been changed as follows:
(i’) If L ∈ Sα, where 1 ≤ α <∞, then Xα <∞ for 1 ≤ α <∞.
(ii’) If L ∈ Sα for 0 < α ≤ 1, then X1 <∞.
This work is devoted to approximation numbers of the operator L in
(quasi-)Banach case of Lebesgue spaces. We obtain sufficient conditions for
the Laplace transformation to belong to weighted Schatten classes
Ss,u =
{
T :
( ∞∑
n=1
[
an(L )un
]s)1/s
<∞
}
,
when the operator is acting from Lp to Lq with 1 ≤ p <∞ and 0 < q <∞.
The results imply upper estimates either for the corresponding Schatten-
Lorentz norms (1.2) or for the Schatten-von Neumann classes (1.1). Some
upper asymptotic estimates for the sequences {an(L )} are also given in the
article.
Approximation numbers of integral operators have being intensively stud-
ied since late seventies of the last century. In particular, in some recent
papers (see e.g. [2] – [6], [8] – [12], [14]) authors deal with Volterra type inte-
gral operators. The results in [2], [6], [12] and [14] are even on the operators
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with non-factorised kernels. The purpose of our work is study approximation
numbers of an integral operator of such a type.
For achieving our results we mainly adapt remarkable methods which were
originated in [3], [4], [5] and continued in [11] for Hardy integral operator
HR+,v,w defined by (4.1). The transformation L and the Hardy operator
are related to each other by Lemma 1 from [15], which is true for subclasses
of non-negative functions from Lebesgue spaces only. By using this fact we
extract some upper estimates for approximation numbers of the operator L .
For our purposes Lemma 1 [15] has to be modified as follows.
Lemma 1.4. [15] Let 0 ≤ a < b ≤ ∞ and an operator L(a,b) be given by
(1.6) L(a,b)f(x) :=
∫ b
a
f(y)v(y)
[
e−xy
λ
− e−xb
λ]
dy, x > 0.
If f ≥ 0 and 1 < q <∞ then
α0
q
∫ b
a
(∫ z
a
f(y)v(y)dy
)q
d
[
−
(∫
R+
[
e−xz
λ
− e−xb
λ]q
dx
)]
≤ ‖L(a,b)f‖
q
q ≤
β0
q
∫ b
a
(∫ z
a
f(y)v(y)dy
)q
d
[
−(z−λ − b−λ)
]
,(1.7)
where α0 = max{2, 2
q−1} and β0 :=


2/(q − 1), 1 < q ≤ 2
2q−1, q > 2
.
The article is organised as follows. In Section 2 we obtain preliminary
estimates for a-numbers of L . Section 3 is devoted to the norms of Schatten
type (see Theorems 3.1 and 3.8). Section 4 is on asymptotic estimates (see
Theorem 4.1).
Throughout the article products of the form 0·∞ are supposed to be equal
to 0. We write A≪ B or A≫ B when A ≤ c1B or A ≥ c2B with constants
ci, i = 1, 2, depending on λ, p, q, s only. A ≈ B means A≪ B ≪ A. Symbols
Z and N denote integers {k} and naturals {n} respectively. χE stands for
a characteristic function of a subset E ⊂ R+. We also use =: and := for
marking new quantities.
2. Approximation numbers
Let (a, b) =: I ⊆ R+ and Lb be an operator given by
Lbf(x) := e
−xbλ
∫
R+
f(y)v(y)dy.
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Put
K(I) :=
{
sup ‖L (fχI)−Lb(fχI)‖q/‖f‖p,I : f ∈ L
p(I)
}
and notice that in view of the denotation (1.6)
K(I) =
{
sup ‖LIf‖q/‖f‖p,I : f ∈ L
p(I)
}
.
We start from
2.1. Case 1 ≤ p, q <∞. Following the classical scheme for the Hardy inte-
gral operator (see [3], [11]) we define quantities
A0,I := A0(δ)I = sup
t∈I
(∫ t
a
vp
′
(y)dy
)1/p′(∫
R+
[
e−xt
λ
− e−xb
λ]δ
dx
)1/q
,
B0,I := B0(δ)I =
(∫
I
(∫ t
a
vp
′
(y)dy
)r/p′
d
[
−
(∫
R+
[
e−xt
λ
−e−xb
λ]δ
dx
)r/q])1/r
,
A1,I = ess sup
t∈I
ess sup
a<y<t
v(y)
[
t−λ−b−λ
]1/q
, B1,I =
(∫
I
[
t−λ−b−λ
]p′
vp
′
(t)dt
)1/p′
with r = pq/(p − q), which sandwich the norm K(I) as follows.
Lemma 2.1. Let 1 ≤ p, q <∞. We have
γ0A0(q)I ≤ K(I) ≤ γ¯0A0(1)I , 1 < p ≤ q <∞,(2.1)
γ1A1,I ≤ K(I) ≤ γ¯1A1,I , 1 = p ≤ q <∞,(2.2)
γ2B0(q)I ≤ K(I) ≤ γ¯2B0(1)I , 1 < q < p <∞,(2.3)
K(I) = B1,I , 1 = q < p <∞,(2.4)
where γ0 = γ1 = α
1/q
0 q
−1/q, γ¯0 = β
1/q
0 (q
′)1/p
′
, γ¯1 = β
1/q
0 (q
′)−1/q, γ2 =
α
1/q
0 (qp
′/r)1/q
′
, γ¯2 = β
1/q
0 (p
′)1/q
′
.
Proof. Let 1 ≤ p ≤ q < ∞, Ai,I < ∞, i = 0, 1, and f ∈ L
p(I). By Lemma
1.4
‖LIf‖
q
q ≤
β0
q
∫
I
(∫ z
a
|f(y)|v(y)dy
)q
d
[
−(z−λ − b−λ)
]
≤ γ¯qiA
q
i,I‖f‖
q
p,I .(2.5)
For the reverse estimate we assume f ≥ 0 and pass from
‖LIf‖q ≤ K(I)‖f‖p,I
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to the inequality
α0
q
∫
I
(∫ z
a
f(y)v(y)dy
)q
d
[
−
(∫
R+
[
e−xz
λ
− e−xb
λ]q
dx
)]
≤ K(I)q‖f‖qp,I(2.6)
by using Lemma 1.4. Thus, K(I) ≥ γ0A0(q)I . We also have K(I) ≥ γ1A1,I
when p = 1.
If 1 < q < p <∞ then similar to (2.5)
‖LIf‖
q
q ≤ γ¯
q
2B0(1)
q
I‖f‖
q
p,I .(2.7)
Lemma 1.4 and arguments for the Hardy integral operator applied to the
left-hand side of the inequality (2.6) give us K(I) ≥ γ2B0(q)I , q > 1.
For 1 = q < p <∞ we obtain (2.4) by direct and reverse Ho¨lder’s inequal-
ities. 
Assume that L is compact. In view of local integrability of v, on the
strength of the conditions (1.4) and by Lemma 2.1 the quantity K(I) con-
tinuously depends on an interval I ⊆ R+. Thus, any given ε > 0 such that
0 < ε < ‖L ‖p→q we can find N = N(ε) and, therefore, points 0 = c0 < c1 <
. . . < cN+1 = ∞ to form intervals In = [cn, cn+1], k = 0, . . . , N, so that the
norm K(In) is equal to ε for all k = 0, . . . , N − 1 and K(IN ) ≤ ε.
Lemma 2.2. Let 1 ≤ p, q < ∞ and 0 < ε ≤ ‖L ‖p→q. Suppose there exists
N = N(ε) < ∞ and points 0 = c0 < c1 < . . . < cN+1 = ∞ such that
K(In) = ε for all In = (cn, cn+1), n = 0, . . . , N − 1, and K(IN ) ≤ ε. Then
(2.8) aN+1(L ) ≤


ε, p = 1,
ε(N + 1)1/p
′
, p > 1.
Proof. Let f ∈ Lp be such that ‖f‖p = 1, and define P : L
p → Lq by
(2.9) Pf(x) =
N∑
n=0
Lcn+1(fχIn)(x).
Since LcN+1(fχIn) ≡ 0 then rankP ≤ N. We have
‖L f − Pf‖q = ‖
N∑
n=0
[L (fχIn)−Lcn+1(fχIn)]‖q ≤
N∑
n=0
‖LIn(fχIn)‖q
≤
N∑
n=0
K(In)‖f‖p,In ≤ ε
N∑
n=0
‖f‖p,In.
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This immediately implies (2.8) for p = 1. If p > 1 then (2.8) follows by
Ho¨lder’s inequality. 
2.2. Case 0 < q < 1 ≤ p < ∞. In this part we operate with the constant
B0(δ)I , when δ = q, and quantities r = pq/(p− q),
B2,I =
(∫
I
vp
′
(y)
(∫
R+
[
e−xy
λ
− e−xb
λ]q
dx
)p′/q
dy
)1/p′
,
B3,I =
(∫
I
[ess sup
a<x<t
v(x)]q/(1−q)d
[
−
(∫
R+
[
e−xt
λ
−e−xb
λ]q
dx
)1/(1−q)])(1−q)/q
,
B4,I = ess sup
t∈I
[
ess sup
a<x<t
v(x)
(∫
R+
[
e−xt
λ
− e−xb
λ]q
dx
)1/q]
.
The analog of Lemma 2.1 for 0 < q < 1 ≤ p <∞ reads
Lemma 2.3. Let 0 < q < 1 ≤ p <∞. We have
B2,I ≤ K(I) ≤ γ¯3B0(q)I , 0 < q < 1 < p <∞,(2.10)
B4,I ≤ K(I) ≤ γ¯4B3,I , 0 < q < 1 = p,(2.11)
where γ¯3 = (r/q)
1/r−1p1/p(p′)1/p
′
q−1/q and γ¯4 = (1− q)
−(1−q)/q.
Proof. Since q < 1 we have by a monotonicity argument
‖LIf‖
q
q ≤
1
q
∫ c
a
(∫ z
a
|f(y)|v(y)dy
)q
d
[
−
(∫
R+
[
e−xz
λ
− e−xc
λ]q
dx
)]
(see [15, p. 1131] for details). Therefore,
K(I)q ≤


γ¯q3B
q
0(q)I‖f‖
q
p,I , p > 1
γ¯q4B
q
3,I‖f‖
q
1,I , p = 1
.
For the reverse estimate we assume f ≥ 0 and complete the proof of (2.10)
and (2.11) by using Minkovskii’s and Ho¨lder’s inequalities. 
If L is compact and 0 < ε < ‖L ‖p→q then by Lemma 2.3 the norm K(I),
as before, continuously depends on an interval I. Thus, for a sufficiently small
ε > 0 we can find points 0 = c0 < c1 < . . . < cN+1 = ∞, N = N(ε), with
K(In) = ε for n = 0, . . . , N − 1 and K(IN ) ≤ ε.
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Lemma 2.4. Let 0 < q < 1 ≤ p < ∞. Let 0 < ε ≤ ‖L ‖p→q and suppose
there exists N(ε) < ∞ and points 0 = c0 < c1 < . . . < cN+1 = ∞ such that
K(In) = ε for all In = (cn, cn+1), n = 1, . . . , N, but K(I0) ≤ ε. Then
(2.12) aN+1(L ) ≤


ε(N + 1)1/r , 1 < q < 1 < p <∞
ε(N + 1)(1−q)/q , 0 < q < 1 = p
.
Proof. Taking the operator (2.9) with rankP ≤ N we obtain provided q < 1
‖L f − Pf‖qq ≤
N∑
n=0
‖LIn |f |‖
q
q ≤
N∑
n=0
K(In)
q‖f‖qq,In ≤ ε
q
N∑
n=0
‖f‖qp,In.
The Holder’s inequality completes the proof of the theorem as follows
(2.13) ‖L f − Pf‖qq ≤


εq
(∑N
n=0 ‖f‖
p
p,In
)q/p
(N + 1)q/r, p > 1
εq
(∑N
n=0 ‖f‖1,In
)q
(N + 1)1−q , p = 1
.

3. Schatten type norm estimates
3.1. Case p > 1. Denote r := pq/(p− q), θ := p′q/(p′+ q), ∆k := [2
k−1, 2k],
Ω(l,m) :=
⋃
l≤k≤m−1∆k with integers l < m and
σk(δ) :=
(∫
R+
[e−x2
kλ
− e−x2
(k+1)λ
]δdx
)1/q(∫
∆k
vp
′
(y)dy
)1/p′
,
Js(l,m) : =
(∫
Ω(l,m)
(∫
R+
[e−xt
λ
− e−x2
mλ
]δdx
)s/q
×
[∫ t
0
χΩ(l,m)(y)v
p′(y)dy
]s/p′−1
vp
′
(t)dt
)1/s
, δ =


1, q ≥ 1
q, q < 1
,
Js(−∞,+∞) =: Js =
(∫
R+
t−λs/q
[∫ t
0
vp
′
(y)dy
]s/p′−1
vp
′
(t)dt
)1/s
,
Λs(δ)(l,m) :=
(m−1∑
k=l
σsk(δ)
)1/s
, Λs(δ) := Λs(δ)(−∞,+∞) :=
(∑
k∈Z
σsk(δ)
)1/s
.
The result of the section reads
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Theorem 3.1. Let the operator L : Lp → Lq be compact and s > θ.
(i) If 1 < p ≤ q <∞ then
(∑
n∈N
asn(L )n
−s/p′
)1/s
≤ const(p, q, s, λ) Js.
(ii) If 1 < q < p <∞ then
(∑
n∈N
asn(L )n
−s/p′
)1/s
≤ const(p, q, s, λ)


Js, θ < s ≤ r,
Jr, s > r.
(iii) If 0 < q < 1 < p <∞ then
(∑
n∈N
asn(L )n
s/p−s/q
)1/s
≤ const(p, q, s, λ)


Js, θ < s ≤ r,
Jr, s > r.
Proof of the results follows from (3.1) and Section 3.1.2, which needs
3.1.1. Technical lemmas. The first statement is similar to [11, Lemma 4.4].
Lemma 3.2. If 0 < s <∞, 1 < p <∞, 0 < q <∞ and l < m then
Λs(δ)≪ Js,(3.1)
Λs(δ)(l,m) ≫ Js(l,m).(3.2)
Proof. To prove (3.1) we put Ass :=
∑
k∈Z 2
−kλs/q
(∫ 2k
0 v
p′(y)dy
)s/p′
and
notice that
Λss(δ) =
∑
k∈Z
(∫
R+
[e−x2
kλ
− e−x2
(k+1)λ
]δdx
)s/q(∫ 2k
2k−1
vp
′
(y)dy
)s/p′
≤
∑
k∈Z
(∫
R+
e−δx2
kλ
dx
)s/q(∫ 2k
0
vp
′
(y)dy
)s/p′
= δ−s/qAss.
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We have
Jss =
∑
k∈Z
∫ 2k
2k−1
t−λs/q
(∫ t
0
vp
′
(y)dy
)s/p′−1
vp
′
(t)dt
≥
∑
k∈Z
2−kλs/q
∫ 2k
2k−1
(∫ t
0
vp
′
(y)dy
)s/p′−1
vp
′
(t)dt
=
p′
s
∑
k∈Z
2−kλs/q
([∫ 2k
0
vp
′
(y)dy
]s/p′
−
[∫ 2k−1
0
vp
′
(y)dy
]s/p′)
=
p′
s
[
Ass − 2
−λs/qAss
]
=
p′
s
[
1− 2−λs/q
]
Ass ≥
δs/qp′
s
[
1− 2−λs/q
]
Λss(δ).
Hence,
Λs(δ) ≤
[
δ1/q
p′
s
(1− 2−λs/q)
]−1/s
Js.
To prove (3.2) note first that
∫
R+
[e−x2
kλ
− e−x2
(k+1)λ
]δdx ≥
∫ 2−kλ
2−(k+1)λ+λ0
[e−x2
kλ
− e−x2
(k+1)λ
]δdx
≥
[
e−1 − e−2
λ0
]δ
2−kλ[1− 2λ0−λ] =: C12
−kλ(3.3)
for any 0 < λ0 < λ. Write
Jss (l,m) ≤
m−1∑
k=l
(∫
R+
[e−x2
(k−1)λ
− e−x2
mλ
]δdx
)s/q
×
∫ 2k
2k−1
(∫ t
0
χΩ(l,m)(y)v
p′(y)dy
)s/p′−1
vp
′
(t)dt
≤
p′
s
2sλ/q
δs/q
m−1∑
k=l
2−skλ/q
(∫ 2k
0
χΩ(l,m)(y)v
p′(y)dy
)s/p′
.
By [7, Proposition 2.1]
m−1∑
k=l
2−skλ/q
(∫ 2k
0
χΩ(l,m)(y)v
p′(y)dy
)s/p′
=
m−1∑
k=l
2−skλ/q
( ∑
l≤j≤k
∫ 2j
2j−1
vp
′
(y)dy
)s/p′
≪
m−1∑
k=l
2−skλ/q
(∫ 2k
2k−1
vp
′
(y)dy
)s/p′
.
Thus, we obtain (3.2) with help of (3.3). 
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Corollary 3.3. We have Λs(δ) ≈ Js.
The next two lemmas are also analogous to some statements from [11].
We will apply them when 1 < p ≤ q <∞. Therefore, we actually need δ = 1
and σk(1) =
[
1− 2−λ
]1/q
2−kλ/q
(∫
∆k
vp
′
(y)dy
)1/p′
.
Lemma 3.4. Let k1, k2, k3 ∈ Z, k1 < k3, k1 ≤ k2 ≤ k3 and z1 ∈ ∆k1 ,
z0 ∈ ∆k2 , z2 ∈ ∆k3 . Then
[
z−λ0 − z
−λ
2
]1/q(∫ z0
z1
vp
′
(y)dy
)1/p′
≪ max
k1≤k≤k2
σk(1).
Proof.
[
z−λ0 − z
−λ
2
]1/q(∫ z0
z1
vp
′
(y)dy
)1/p′
≤ 2−(k2−1)λ/q
(∫ 2k2
2k1−1
vp
′
(y)dy
)1/p′
≤
[
1− 2−λ
]−1/q
2−(k2−1)λ/q
[
2p
′k1λ/qσp
′
k1
(1) + . . .+ 2p
′k2λ/qσp
′
k2
(1)
]1/p′
≤
2λ/q
[
1− 2−λ
]−1/q
(1− 2−p′λ/q)1/p′
max
k1≤k≤k2
σk(1).

Lemma 3.5. Let θ = p′q/(p′+ q), In = (cn, cn+1), zn ∈ In and 2
k−1 < c1 <
. . . < cl+1 < 2
k. Then
l∑
n=1
[
z−λn − c
−λ
n+1
]θ/q(∫ zn
cn
vp
′
(y)dy
)θ/p′
≪ σθk(1).
Proof. By Ho¨lder’s inequality with (p′ + q)/q and (p′ + q)/p′ we obtain
l∑
n=1
[
z−λn − c
−λ
n+1
]θ/q(∫ zn
cn
vp
′
(y)dy
)θ/p′
≤
l∑
n=1
[
c−λn − c
−λ
n+1
]p′/(p′+q)(∫ cn+1
cn
vp
′
(y)dy
)q/(p′+q)
≤
( l∑
n=1
[
c−λn − c
−λ
n+1
])θ/q( l∑
n=1
∫ cn+1
cn
vp
′
(y)dy
)θ/p′
≪ σθk(1).

The next statement is an analog of the previous Lemma but working in
the case 0 < q < p <∞.
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Lemma 3.6. Let θ = p′q/(p′ + q), In = (cn, cn+1) and 2
k−1 < c1 < . . . <
cl+1 < 2
k. Then
l∑
n=1
(∫ cn+1
cn
[∫ t
cn
vp
′
(y)dy
]r/p′
d
[
−
(∫
R+
[
e−xt
λ
− e−xc
λ
n+1
]δ
dx
)r/q])θ/r
≪ [2λ − 1]θ/qσθk(δ).
Proof. We have by Ho¨lder’s inequality
l∑
n=1
(∫ cn+1
cn
[∫ t
cn
vp
′
(y)dy
]r/p′
d
[
−
(∫
R+
[
e−xt
λ
− e−xc
λ
n+1
]δ
dx
)r/q])θ/r
≤
l∑
n=1
(∫ cn+1
cn
vp
′
(y)dy
)θ/p′(∫ cn+1
cn
d
[
−
(∫
R+
[
e−xt
λ
− e−xc
λ
n+1
]δ
dx
)r/q])θ/r
=
l∑
n=1
(∫ cn+1
cn
vp
′
(y)dy
)θ/p′(∫
R+
[
e−xc
λ
n − e−xc
λ
n+1
]δ
dx
)θ/q
≪ σθk(δ).

3.1.2. Upper estimates for Schatten type norms.
Theorem 3.7. Let 1 < p, q < ∞, θ = p′q/(p′ + q) and r = pq/(p − q).
Assume L : Lp → Lq is compact and s > θ.
(i) If either 1 < p ≤ q <∞, s > θ or 1 < q < p <∞, θ < s ≤ r then(∑
n∈N
[
an(L )n
−1/p′
]s)1/s
≤ C(p, q, s, λ)Λs(1).
(ii) If 1 < q < p <∞ and s > r then(∑
n∈N
[
an(L )n
−1/p′
]s)1/s
≤ C(p, q, s, λ)Λr(1).
(iii) If 0 < q < 1 < p <∞ then
(∑
n∈N
[
an(L )n
1/p−1/q
]s)1/s
≤ C(p, q, s, λ)


Λs(q), θ < s ≤ r
Λr(q), s > r
.
Proof. Let 0 < ε < ‖L ‖p→q and points 0 = c0 < c1 < . . . < cN+1 = ∞,
N = N(ε) be chosen so that K(In) = ε if In := (cn, cn+1), n = 0, . . . , N − 1,
and K(IN ) ≤ ε. Then for any cn with n = 1, . . . , N there exists an integer
k(n) such that cn ⊂ ∆k(n) = [2
k(n)−1, 2k(n)].
For all intervals In from n = 1 to n = N − 1 we have two only choices:
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(∗) two neighbour points, say, cn0 and cn0+1, have different k(n0) and
k(n0 + 1), that is k(n0) < k(n0 + 1) for some n0;
(∗∗) two or more neighbour points, say cn1 , . . . , cn1+ln1−1 with ln1 > 1, are
in the same interval ∆k = [2
k−1, 2k], that is k(n1) = k(n1+1) = . . . =
k(n1 + ln1 − 1) and Ii ⊂ [2
k(n1)−1, 2k(n1)] with n1 ≤ i ≤ n1 + ln1 − 1
and ln1 > 1.
Let 1 < p ≤ q <∞. Using Lemmas 2.1 and either 3.4 or 3.5 we obtain
ε = K(In) ≤ γ¯0A0(1)In ≤ C2 sup
k(n)≤k≤k(n+1)
σk(1) =: C2σkn(1) if n ∈ (∗)
and
εθln =
n+ln−1∑
i=n
K(Ii)
θ ≤ C3σ
θ
kn(1) if n ∈ (∗∗).
As for the interval I0 = [c0, c1], the estimate (2.1) yields
ε
γ¯0
≤ sup
0<t<c1
t−λp
′/q
∫ t
0
vp
′
(y)dy
≤ sup
−∞<k≤k(1)
sup
2k−1<t<2k
t−λp
′/q
∫ t
0
vp
′
(y)dy
≤ 2λp
′/q sup
−∞<k≤k(1)
2−λp
′k/q
∑
−∞<m≤k
∫ 2m
2m−1
vp
′
(y)dy
= 2λp
′/q[1− 2−λ]−p
′/q sup
−∞<k≤k(1)
2−λp
′k/q
∑
−∞<m≤k
2λp
′m/qσp
′
m(1)
≤ 2λp
′/q[1− 2−λ]−p
′/q sup
−∞<m≤k(1)
σp
′
m(1) sup
−∞<k≤k(1)
∑
−∞<m≤k
2λp
′(m−k)/q
≤ 22λp
′/q[1− 2−λ]−2p
′/q sup
−∞<m≤k(1)
σp
′
m(1) =: σk(0)(1).
Thus,
N(ε) = ♯ {n ∈ N : σk(n) ≫ ε}+
∑
n : ln>1
♯ {n ∈ N : σk(n) ≫ εl
1/θ
n }
≤
∞∑
n=1
♯ {n ∈ N : σk(n) ≫ n
1/θε} ≤
∞∑
n=1
♯ {k ∈ Z : σk ≫ n
1/θε}.
On the other side we have from Lemma 2.2
♯ {n ∈ N : an(L )n
−1/p′ > ε} ≤ N(ε).
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Thus, we have by [1, Proposition II.1.8] and in view of θ < s
∑
n∈N
[
an(L )n
−1/p′
]s
= s
∫ ∞
0
ts−1♯ {n ∈ N : an(L )n
−1/p′ > t}dt
≤ s
∫ ∞
0
ts−1N(t)dt ≤ s
∫ ∞
0
∞∑
n=1
ts−1♯ {k ∈ Z : σk ≥
n1/θt
C4
}dt
= sCs4
∫ ∞
0
τ s−1
∞∑
n=1
n−s/θ♯ {k ∈ Z : σk ≥ τ}dτ
= Cs4
∞∑
n=1
n−s/θ
∑
k∈Z
σsk(1) ≤ C
s
5Λ
s
s(1).
Now let 0 < q < p < ∞, p > 1 and consider the cases (∗) and (∗∗) for
n = 1, . . . , N − 1. If n ∈ (∗) then we have by (2.3), (2.10) and (3.2) from
Lemma 3.2
ε = K(In)≪ B0(δ)In ≤ C6
( ∑
k(n)≤k≤k(n+1)
σrk(δ)
)1/r
≪ C6Λr(δ)(k(n),k(n+1)) =: C6Σk(n).
If n ∈ (∗∗) then Lemma 3.6 implies
εθln =
n+ln−1∑
i=n
K(Ii)
θ ≤ C7σ
θ
k(n)(δ).
If n = 0 then combination (2.3) or (2.10) with (3.2) gives
ε = K(I0) ≤ C6B0(δ)I0 ≤ C6
( ∑
−∞<k≤k1
σrk(δ)
)1/r
≪ C6Λr(δ)(k(0),k(1)) =: C6Σk(0),
where k(0) = −∞. Now put Z∗ := {k(n) ∈ Z : n ∈ (∗)} and arrange sets Z∗1
and Z∗2 as follows:
Z∗1 := {k(n) ∈ Z
∗, n = 0, 2, 4, . . .}, Z∗2 := {k(n) ∈ Z
∗, n = 1, 3, . . .}.
Therefore,
N(ε) =
∑
n : ln>1
♯ {n ∈ N : σk(n) ≥
εl
1/θ
n
C7
}+ ♯ { n ∈ N : Λr(δ)(k(n),k(n+1)) ≥
ε
C6
}
≤
∞∑
n=1
♯ {k ∈ Z : σk ≥
n1/θε
C7
}+
2∑
i=1
♯ {k ∈ Z∗i : Σk(n) ≥
ε
C6
}.
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Note that for a fixed i = 1, 2 we have Σl ∩ Σm = ∅ when l 6= m.
Besides, Lemmas 2.2 and 2.4 yield
(3.4) ♯ {n ∈ N : an(L )un > ε} ≤ N(ε), un =


n−1/p
′
, q ≥ 1
n−1/r, q < 1
.
This implies
∑
n∈N
[
an(L )un
]s
= s
∫ ∞
0
ts−1♯ {n ∈ N : an(L )un > t}dt
≤ s
∫ ∞
0
ts−1N(t)dt ≤ s
∫ ∞
0
∞∑
n=1
ts−1♯ {k ∈ Z : σk ≥
n1/θt
C7
}dt
+s
2∑
i=1
∫ ∞
0
ts−1♯ {k ∈ Z∗i : Σk ≥
t
C6
}dt
= sCs8
∫ ∞
0
τ s−1
∞∑
n=1
n−s/θ♯ {k ∈ Z : σk ≥ τ}dτ
+sCs9
2∑
i=1
∫ ∞
0
τ s−1♯ {k ∈ Z∗i : Σk ≥ τ}dτ
= sCs8ζ(s/θ)
∑
k∈Z
σsk(δ) + sC
s
9
2∑
i=1
∑
k∈Z∗i
Σsk.
If s ≤ r then
∑
k∈Z∗i
( ∑
kn≤k≤kn+1
σrk(δ)
)s/r
≤
∑
k∈Z∗i
∑
kn≤k≤kn+1
σsk(δ) ≤ 2
∑
k∈Z
σsk(δ).
In the case s > r we have
∑
k∈Z∗i
( ∑
kn≤k≤kn+1
σrk(δ)
)s/r
≤
(∑
k∈Z∗i
∑
kn≤k≤kn+1
σrk(δ)
)s/r
≤
(
2
∑
k∈Z
σrk(δ)
)s/r
and ∑
k∈Z
σsk(δ) ≤
(∑
k∈Z
σrk(δ)
)s/r
.
Thus, (∑
n∈N
[
an(L )un
]s)1/s
≤ C10
(∑
k∈Z
σsk(δ)
)1/s
, θ < s ≤ r,
(∑
n∈N
[
an(L )un
]s)1/s
≤ C10
(∑
k∈Z
σrk(δ)
)1/r
, s > r.
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
3.2. Case p = 1. Denote as before∆k = [2
k−1, 2k] and Ω(l,m) =
⋃
l≤k≤m−1∆k
with integers l < m. Put also v¯a(t) := ess supa<x<t v(x), v¯∆k := ess supx∈∆k v(x)
and
σ¯k(δ) := v¯∆k
(∫
R+
[e−x2
kλ
− e−x2
(k+1)λ
]δdx
)1/q
, δ =


1, q ≥ 1
q, q < 1
,
J¯s(l,m) : =
(∫
Ω(l,m)
[
ess sup
0<y<t
χΩ(l,m)(y)v(y)
]s
×d
[
−
(∫
R+
[e−xt
λ
− e−x2
mλ
]δdx
)s/q])1/s
,
J¯s(−∞,+∞) =: J¯s =
(∫
R+
v¯s0(t)t
−λs/q−1dt
)1/s
,
Λ¯s(δ)(l,m) :=
(m−1∑
k=l
σ¯sk(δ)
)1/s
, Λ¯s(δ) :=
(∑
k∈Z
σ¯sk(δ)
)1/s
.
The result of the section reads
Theorem 3.8. Let operator L : L1 → Lq be compact.
(i) If 1 = p ≤ q < s <∞ then
(∑
n∈N
asn(L )
)1/s
≤ const(q, s, λ) J¯s.
(ii) If 0 < q < 1 = p then
(∑
n∈N
asn(L )n
s−s/q
)1/s
≤ const(q, s, λ)


J¯s, q < s ≤ q/(1 − q),
J¯q/(1−q), s > q/(1 − q).
Proof of the theorem follows very similar to Section 3.1.2 by using technical
statements below instead of Lemmas 3.2 and 3.4 – 3.6 respectively.
Lemma 3.9. If 0 < q < s <∞ and l < m then
Λ¯s(δ)≪ J¯s(3.5)
and
Λ¯s(q)(l,m) ≫ J¯s(l,m), 0 < q ≤ 1.(3.6)
Proof is analogous to the proof of Lemma 3.2. 
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Remark 3.10. Formulas (3.5) and (3.6) are true for all 0 < s, q < ∞. More-
over, similar to Collorary 3.3 we have
Λ¯s(δ) ≈ J¯s.
The following two Lemmas are concerned the case 1 = p ≤ q < ∞. This
means that we need δ = 1 and σ¯k(1) =
[
1 − 2−λ
]1/q
2−kλ/qv¯∆k . Proofs of
these lemmas are similar to 3.4, 3.5.
Lemma 3.11. Let k1, k2, k3 ∈ Z, k1 < k3, k1 ≤ k2 ≤ k3 and z1 ∈ ∆k1 ,
z0 ∈ ∆k2 , z2 ∈ ∆k3 . Then[
z−λ0 − z
−λ
2
]1/q
ess sup
z1≤y≤z0
v(y)≪ max
k1≤k≤k2
σ¯k(1).
Lemma 3.12. Let In = (cn, cn+1), zn ∈ In and 2
k−1 < c1 < . . . < cl+1 < 2
k.
Then
l∑
n=1
[
z−λn − c
−λ
n+1
][
ess sup
cn≤y≤zn
v(y)
]q
≪ σ¯qk(1).
We complete the row of technical lemmas and the section by a statement
which is working when 0 < q < 1 = p.
Lemma 3.13. Let In = (cn, cn+1) and 2
k−1 < c1 < . . . < cl+1 < 2
k. Then
we have for 0 < q < 1
l∑
n=1
(∫ cn+1
cn
[
ess sup
cn≤y≤t
v(y)
]q/(1−q)
×d
[
−
(∫
R+
[
e−xt
λ
− e−xc
λ
n+1
]q
dx
)1/(1−q)])1−q
≪ σ¯qk(q).
4. Asymptotic estimates
Put 1 ≤ p ≤ q <∞, θ = p′q/(p′+ q) and define a Hardy integral operator
(4.1) HI;v,wf(t) := w(t)
∫ t
a
f(y)v(y)dy, t ∈ I,
with weight function w(t) = t−(λ+1)/q. In the case q ≥ 1 Lemma 1.4 implies
(4.2) K(I) = ‖LI‖Lp(I)→Lq ≪ ‖HI;v,w‖Lp(I)→Lq(I).
If we take non-negative constants ξ and ζ instead of weights v,w ≥ 0 then
we obtain for the norm ‖HI;1,1‖Lp(I)→Lq(I) by changing variables:
‖HI;ξ,ζ‖Lp(I)→Lq(I) = αpq ξ ζ
∣∣b− a∣∣1−1/p+1/q,(4.3)
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where
αpq = sup
‖fχ[0,1]‖p≤1
(∫ 1
0
∣∣∣∣
∫ t
0
f(s)ds
∣∣∣∣
q
dt
)1/q
.
If 1 < p ≤ q < ∞ then αp,q = (θ/p
′)1/p
′
(θ/q)1/q. For 1 = p ≤ q < ∞ we
have α1,q = 1. The next statement easy follows from triangle inequality for
all 1 < p ≤ q <∞:
(4.4) ‖HI;v1,w1−HI;v2,w2‖p→q ≤ ‖w1‖q,I‖v1−v2‖p′,I+‖v2‖p′,I‖w1−w2‖q,I .
If 1 = p ≤ q <∞ then
(4.5) ‖HI;v,w1 −HI;v,w2‖1→q ≤ ‖v‖∞,I‖w1 − w2‖q,I .
The result of the section reads
Theorem 4.1. Let 1 ≤ p ≤ q < ∞, θ := p′q/(p′ + q) and suppose the
operator L : Lp → Lq is compact.
(i) If p > 1 and
∑
k∈Z σ
θ
k <∞ then
lim sup
n→∞
n1/qan(L )≪
(∫
R+
t−(λ+1)θ/qvθ(t)dt
)1/θ
.
(ii) If p = 1, vǫ(t) = limǫ→0 ‖v‖L∞(t−ǫ,t+ǫ) and
∑
k∈Z σ¯
q
k <∞ then we have
lim sup
n→∞
n1/qan(L )≪
(∫
R+
t−λ−1vqǫ (t)dt
)1/q
.
Proof. (i) Fix a large M > 0. Since the set of step functions is dense in a
Lebesgue space then for any η > 0 there exist simple functions vη, wη on
[1/M,M ] =
⋃mη
j=1Uj such that
‖v − vη‖p′,[1/M,M ] ≤ η, ‖w − wη‖q,[1/M,M ] ≤ η.
We may assume vη =
∑mη
j=1 ξjχUj and wη =
∑mη
j=1 ζjχUj with disjoint Uj.
Now given 0 < ε < ‖L ‖p→q consider a finite sequence 0 = c0 < c1 <
. . . < cN < cN+1 =∞, N = N(ε), of cn chosen as follows:
K(cn, cn+1) = K(In) = ε, n = 0, 1, . . . , N − 1; K(IN ) ≤ ε.
Denote
N(M,ε) = max{n ∈ N : 1/M < cn ≤M},
N(1/M, ε) = min{n ∈ N : 1/M ≤ cn < M}
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and
In(M) =


[cn,M ], n = N(M,ε)
[1/M, cn], n = N(1/M, ε)
.
It was shown in [4, p.67] and in [11] that if Uj is contained in some In
for all ε > 0 then K(Uj) = 0, and, therefore, vw = 0 a.e. on Uj. So,
fixed η > 0 let εj = inf{ε > 0: there exists n such that In ⊃ Uj} and put
ǫ = min{εj : εj > 0}. Then if 0 < ε < ǫ it follows that Uj * In for all n, j.
Now we estimate the difference
∣∣∣∣
∫ M
1/M
vθ(t)wθ(t)dt−
∫ M
1/M
mη∑
j=1
ξθj ζ
θ
j χUj(t)dt
∣∣∣∣ =
∣∣∣∣
∫ M
1/M
[
v(t)w(t)−vη(t)wη(t)
]
dt
∣∣∣∣
with the sum over those j ∈ {1, . . . ,mη} for which
∫
Uj
v(t)w(t)dt 6= 0. If
1 < p = q <∞ then θ = 1 and we have from [4, p.67] that
∣∣∣∣
∫ M
1/M
[
v(t)w(t) − vη(t)wη(t)
]
dt
∣∣∣∣ ≤
(
‖v‖p′,[1/M,M ] + ‖w‖q,[1/M,M ] + η
)
η.
If 1 < p < q <∞ then θ > 1 and we have from [11] that
∣∣∣∣
∫ M
1/M
[
vθ(t)wθ(t)− vθη(t)w
θ
η(t)
]
dt
∣∣∣∣
≤ η
(
θ‖w‖θq,[1/M,M ]‖v + vη‖
θ−1
p′,[1/M,M ] + θ‖vη‖
θ
p′,[1/M,M ]‖w + wη‖
θ−1
q,[1/M,M ]
)
.
Therefore, for all 1 ≤ θ <∞
(4.6)
∣∣∣∣
∫ M
1/M
vθ(t)wθ(t)dt−
∫ M
1/M
mη∑
j=1
ξθj ζ
θ
jχUj(t)dt
∣∣∣∣ ≤ O(η).
Since
∫
Uj
v(t)w(t)dt 6= 0 then εj > 0. Thus, we may let 0 < ε < ǫ and
put K =
{
n : there exists j such that In ⊂ Uj
}
. Then ♯K ≥ N(M,ε) −
N(1/M, ε) − 2mη and we obtain with help of (4.2)– (4.4) that
(
N(M,ε) −N(1/M, ε) − 2mη
)
εθ ≤
∑
n∈K
‖LIn‖
θ
p→q ≪
∑
n∈K
‖HIn;v,w‖
θ
p→q
≪
∑
n∈K
‖HIn;vη ,wη‖
θ
p→q +
mη∑
j=1
∑
In⊂Uj
‖HUj ;ξj ,ζj −HUj ;v,w‖
θ
p→q
≪ αθp,q
∫ M
1/M
vθη(t)w
θ
η(t)dt+O(η
θ).
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Applying (4.6) we write
(
N(M,ε)−N(1/M, ε) − 2mη
)
εθ ≪ αθp,q
∫ M
1/M
vθ(t)wθ(t)dt+O(ηθ),
which shows
lim sup
ε→0
εθ
[
N(M,ε) −N(1/M, ε)
]
≪ αθp,q
∫ M
1/M
vθ(t)wθ(t)dt+O(ηθ).(4.7)
Now set
k1/M = min{k ∈ Z : 2
k > N(1/M, ε) and K(0, 2k) ≥ ε},
kM = max{k ∈ Z : 2
k < N(M,ε) and K(2k,∞) ≥ ε}
and let N = N(ε) = N(∞, ε) be the total number of intervals In. Obviously,
k1/M → −∞, kM → +∞ as M → +∞.
Since 1 < p ≤ q <∞ we find from (2.1) and Lemmas 3.4, 3.5 that
(4.8) [N(∞, ε) −N(M,ε)] εθ ≪
∑
k≥kM
σθk, N(1/M, ε) ε
θ ≪
∑
k≤k1/M
σθk.
Thus and by (4.7)
lim sup
ε→0
εθN(ε)≪ αθp,q
∫ M
1/M
vθ(t)wθ(t)dt+
∑
|k|≥min{|k1/M |,|kM |}
σθk +O(η
θ),
where the middle term is vanishing as M → +∞ provided
∑
k∈Z σ
θ
k < ∞.
Therefore, letting η → 0 and M → +∞ we establish
lim sup
ε→0
εθN(ε)≪ αθp,q
∫
R+
vθ(t)wθ(t)dt.(4.9)
Further, from Lemma 2.2 we have aN+1(L )[N + 1]
−1/p′ ≤ ε. This gives
lim sup
N→∞
N1/qaN (L )≪ αp,q
(∫
R+
vθ(t)wθ(t)dt
)1/θ
.
(ii) Put vǫ(t) = limǫ→0 ‖v‖L∞(t−ǫ,t+ǫ) and notice that by duality argument
‖HI,v,w‖L1(I)→Lq(I) = ‖HI,vǫ,w‖L1(I)→Lq(I) (see [5, Lemma 4.1] for details).
Now fix a large M > 0. On the strength of [5, Lemma 4.2] for each η > 0
there exist step functions wη, vη on [1/M,M ] =
⋃mη
j=1 Uj such that
‖w −wη‖q,[1/M,M ] < η,
∫
[1/M,M ]
wq(t)[vqη(t)− v
q
ǫ (t)]dt < η
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and
‖vǫ‖∞,[1/M,M ] ≥ vη(t) ≥ vǫ(t), t ∈ [1/M,M ].
We assume that vη =
∑mη
j=1 ξjχUj and wη =
∑mη
j=1 ζjχUj with disjoint Uj.
Now let ε > 0, N = N(∞, ε) = N(ε) and {cn}
N+1
0 be the endpoints of
the intervals In = [cn, cn+1] with 0 = c0 < c1 < . . . < cN+1 =∞ and
K(In) ≤ ε, n = 0, . . . , N ; K(In, In+1) > ε, n = 0, . . . , N − 1.
If q = 1 we have from [5, p. 183]
∣∣∣∣
∫
[1/M,M ]
w(t)vǫ(t)dt−
∫
[1/M,M ]
wη(t)vη(t)dt
∣∣∣∣
< η
[
1 + ‖vǫ‖∞,[1/M,M ]
]
.(4.10)
If q > 1 we obtain with help of [11, (3.5)]
∣∣∣∣
∫
[1/M,M ]
wq(t)vqǫ (t)dt−
∫
[1/M,M ]
wqη(t)v
q
η(t)dt
∣∣∣∣
< η
[
1 + q‖vǫ‖∞,[1/M,M ]‖w + wη‖q,[1/M,M ]
]
.(4.11)
Let an operator H∗I,v,wg(y) = v(y)
∫ b
y g(t)w(t)dt, y ∈ I, be adjoint to
HI,v,w. Similar to [5, Lemma 4.5] we have for q = 1 with ξ ≥ vǫ(t) ≥ 0 on U
‖HU,ξ,ζ‖1→1 = ‖H
∗
U,ξ,ζ‖∞→∞ ≥ ‖H
∗
U,ξ,vǫ‖∞→∞
= ‖HU,ξ,vǫ‖1→1 ≥
ξ
2
‖(vǫχU )
∗(t)t‖∞,(0,|U |),(4.12)
where g∗ denotes the non-increasing rearrangement of a function g and |U | =
mesU. If q > 1 then an analog of the statement [5, Lemma 4.5] for the
operator H∗ has to be modified as follows.
Lemma 4.2. Let mesU <∞ and ζ, ξ ∈ R+ with ξ ≥ vǫ(t) ≥ 0 on U. Then
‖HU,ξ,ζ‖1→q = ‖H
∗
U,ξ,ζ‖q′→∞ ≥ ‖H
∗
U,vǫ,ζ‖q′→∞
≥ sup
f∈L∞(U), f 6=0
inf
ϑ∈R
‖H∗U,vǫ,ζ − ϑvǫ‖q′→∞
≥
ζ
2
‖(vǫχU )
∗(t)t1/q‖∞,(0,|U |).
ON UPPER ESTIMATES FOR APPROXIMATION NUMBERS 23
From this and (4.12) we obtain for all q ≥ 1 that
0 ≤ ‖HU,ξ,ζ‖1→q − ‖HU,ξ,vǫ‖1→q ≤ ξ ζ|U |
1/q −
ζ
2
‖(vǫχU )
∗(t)t1/q‖∞,(0,|U |)
≤ ξ ζ|U |1/q −
ζ
2
max
0<y<|U |1/q/2
[
y
(
ξ −
2
∫
U ζ[ξ
q − vqǫ (t)]dt
ζ|U |1/q
)]
= ξ ζ|U |1/q −
ζ
2
(
ξ −
2
∫
U ζ[ξ
q − vqǫ (t)]dt
ζ|U |1/q
)
|U |1/q
2
=
1
2
∫
U
ζ[ξq − vqǫ (t)]dt+
3
4
ξ ζ |U |1/q(4.13)
(see (4.3) and the proof of [5, Lemma 4.6] for details).
Next, let K =
{
n : there exists j such that I2n−1 ∪ I2n ⊂ Uj
}
(see [5,
Lemma 2.3] for details). Then ♯K ≥ N/2− 1− 2mη and we obtain by (4.2),
(4.3), (4.5) and (4.13)
[N(M,ε)/2 −N(1/M, ε)/2 − 2mη]ε
q ≤
∑
n∈K
Kq(I2n−1 ∪ I2n)
≪
∑
n∈K
‖HI2n−1∪I2n,v,w‖
q
1→q ≤ 3
q−1
∑
n∈K
[
‖HI2n−1∪I2n,ξ,ζ‖
q
1→q +
∣∣‖HI2n−1∪I2n,vǫ,w‖1→q − ‖HI2n−1∪I2n,vǫ,ζ‖1→q∣∣q
+
∣∣‖HI2n−1∪I2n,ξ,ζ‖1→q − ‖HI2n−1∪I2n,vǫ,ζ‖1→q∣∣q]
≪
mη∑
j=1
ξqj ζ
q
j |Uj |+
mη∑
j=1
[
‖w − ζ‖qq,Uj‖vǫ‖
q
∞,Uj
+
(∫
Uj
ζ[ξq − vqǫ (t)]dt
)q]
≤
∫ M
1/M
vqη(t)w
q
η(t)dt+O(η
q).
With help of (4.10) and (4.11) this gives
[N(M,ε)/2 −N(1/M, ε)/2 − 2mη]ε
q ≪
∫ M
1/M
vqǫ (t)w
q(t)dt+O(ηq).
Thus,
lim sup
ε→0
εq
[
N(M,ε) −N(1/M, ε)
]
≪
∫ M
1/M
vqǫ (t)w
q(t)dt+O(ηq).
Further, similar to the proof of the part (i) we obtain
lim sup
ε→0
εqN(∞, ε)≪
∫
R+
vqǫ (t)w
q(t)dt.
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Finally, we have by the inequality aN+1(L ) ≤ ε from Lemma 2.2 that
lim sup
N→∞
N1/qaN (L )≪
(∫
R+
vqǫ (t)w
q(t)dt
)1/q
.

References
[1] C. Bennett, R. Sharpley, Interpolation of operators. Pure Appl. Math. 129, Academic
Press, New York, 1988.
[2] M.S. Birman, M.Z. Solomjak, Estimates for the singular numbers of integral operators,
Uspehi Mat. Nauk, (1) 32 (1977) 17-82 (in Russian); English trans.: Russian Math. Surveys,
(1) 32 (1977) 15-89.
[3] D.E. Edmunds, W.D. Evans, D.J. Harris, Approximation numbers of certain Volterra
integral operators, J. London Math. Soc., (2) 37 (1988) 471-489.
[4] D.E. Edmunds, W.D. Evans, D.J. Harris, Two-sided estimates for the approximation
numbers of certain Volterra integral operators, Stud. Math., (1) 124 (1997) 59-80.
[5] W.D. Evans, D.J. Harris, J. Lang, Two-sided estimates for the approximation numbers
of Hardy-type operators in L∞ and L1, Stud. Math., (2) 130 (1998) 171-192.
[6] D.E. Edmunds, V.D. Stepanov, The measure of non-compactness and approximation num-
bers of certain Volterra integral operators, Math. Ann., 298 (1994) 41-66.
[7] M.L. Goldman, H.P. Heinig, V.D. Stepanov, On the principle of duality in Lorentz
spaces, Can. J. Math. 48 (1996) 959–979.
[8] M.A. Lifshits, W. Linde, Approximation and entropy numbers of Volterra operators with
Applications to Brownian motion, Mem. Amer. Math Soc., (745) 157 (2002) viii+87 pp.
[9] E.N. Lomakina, Estimates for the approximation numbers of one class of integral operators
I, Sib. Math. J., (1) 44 (2003) 147-159.
[10] E.N. Lomakina, Estimates for the approximation numbers of one class of integral operators
II, Sib. Math. J., (2) 44 (2003) 298-310.
[11] E.N. Lomakina, V.D. Stepanov, On asymptotic behaviour of the approximation numbers
and estimates of Schatten-von Neumann norms of the Hardy-type integral operators, Function
spaces and applications (Delhi, 1997), 153–187, Narosa, New Delhi, 2000.
[12] E.N. Lomakina, V.D. Stepanov, Asymptotic estimates for the approximation and entropy
numbers of a one-weight Riemann-Liouville operator, Siberian Adv. Math., (1) 17 (2007)
1–36.
[13] A. Pietsch, Eigenvalues and s-numbers. Cambridge Studies in Advanced Mathematics, 13.
Cambridge University Press, Cambridge, 1987. 360 pp.
[14] V.D. Stepanov, On the lower bounds fro Schatten-von Neumann norms of certain Volterra
integral operators, J. London Math. Soc., 61(2000), 905-922.
[15] V.D. Stepanov, E.P. Ushakova, Weighted estimates for the integral operators with mono-
tone kernels on a half-axis, Sib. Math. J., 45(2004), 1124-1134.
[16] E.P. Ushakova, On singular numbers of generalized Stieltjes transformation, Doklady Math-
ematics, 81(2010), 214-215.
[17] E.P. Ushakova, Estimates for the singular values of transformations of Stieltjes type, Siber.
Math. J., (1)52(2010), 159-166.
ON UPPER ESTIMATES FOR APPROXIMATION NUMBERS 25
[18] E.P. Ushakova, On compactness of Laplace and Stieltjes type transformations in Lebesgue
spaces, submitted.
Current address: Department of Mathematics, University of York, York, YO10 5DD, UK.
E-mail address: elena.ushakova@york.ac.uk
Computing Centre of the Far-Eastern Branch of the Russian Academy of Sci-
ences, Khabarovsk, 680000, RUSSIA.
E-mail address: elenau@inbox.ru
