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ABSTRACT
In the first chapter, we derive a precise asymptotic expansion of the complete
Ka¨hler-Einstein metric on the punctured Riemann sphere with three or more omit-
ting points. This new technique is at the intersection of analysis and algebra. By
using Schwarzian derivative, we prove that the coefficients of the expansion are poly-
nomials on the two parameters which are uniquely determined by the omitting points.
Futhermore, we use the modular form and Schwarzian derivative to explicitly deter-
mine the coefficients in the expansion of the complete Ka¨hler-Einstein metric for
punctured Riemann sphere with 3, 4, 6 or 12 omitting points.
The second chapter gives an explicit formula of the asymptotic expansion of the
Kobayashi-Royden metric on the punctured sphere CP1\{0, 1,∞} in terms of the ex-
ponential Bell polynomials. We prove a local quantitative version of the Little Picard’s
theorem as an application of the asymptotic expansion. Furthermore, the explicit for-
mula of the metric and the conclusion regarding the coefficients apply to more general
cases of CP1\{a1, . . . , an}, n ≥ 3 as well, and the metric on CP1\{0, 13 ,−16 ±
√
3
6
i} will
be given as a concrete example of our results.
Modular Functions and Asymptotic
Geometry on Punctured Riemann Spheres
Junqing Qian
M.S., University of Connecticut, 2015
B.A., University of Science and Technology of China, 2014
A Dissertation
Submitted in Partial Fulfillment of the
Requirements for the Degree of
Doctor of Philosophy
at the
University of Connecticut
2020
Copyright by
Junqing Qian
2020
ii
APPROVAL PAGE
Doctor of Philosophy Dissertation
Modular Functions and Asymptotic
Geometry on Punctured Riemann Spheres
Presented by
Junqing Qian, B.A., M.S.
Major Advisor
Damin Wu
Associate Advisor
Liang Xiao
Associate Advisor
Guozhen Lu
Associate Advisor
Maria Gordina
University of Connecticut
2020
iii
ACKNOWLEDGMENTS
Firstly, I would like to express my sincere gratitude to my advisor Prof. Damin Wu
for his continuous support of my Ph.D study and related research, for his patience,
motivation, and immense knowledge. His guidance helped me in all the time of
research and writing of this thesis. I could not have imagined having a better advisor
and mentor for my Ph.D study.
The past 6 years have been exciting, challenging, difficult, rewarding, fun and
filled with many emotions. I want to thank everyone who have impacted and guided
me through this journey. There have been many people who have helped me along
the way. The friendships and the companionship I’ve made at UConn will forever
impact my life.
I would also like to thank the rest of my thesis committee: Prof. Liang Xiao,
Prof. Guozhen Lu and Prof. Maria(Masha) Gordina, for their insightful comments
and encouragement, for their valuable and constructive suggestions. Their willingness
to give their time so generously has been very much appreciated.
I would like to thank Prof. Keith Conrad, Prof. Lan-Hsuan Huang and Prof.
Ovidiu Munteanu for all of their helps and advices over the years. My mathematics
will always be shaped by the courses I have taken with them and all the insightful
conversations we’ve had. I want to thank Prof. Anthony Rizzie for his supporting in
teaching over the years. I would also like to thank our department chair Prof. Ambar
Sengupta for always supporting the graduate students in the department. I’m also
iv
grateful for Prof. Xiaodong Yan, Prof. Reed Solomon and Prof. Yung-Sze Choi for
their great work as graduate directors while I was at UConn.
I would also like to thank Monique Roy, Prof. David Gross, Rachel D’Antonio
and Tammy Prentice for all of the administrative support for the past 6 years. In
particular, Monique has always been a strong advocate for all of the TAs in the
department. Thank you Monique for always going out of your way to help with any
problem I had.
I’m also blessed for the community of graduate students at UConn. I want to
give my appreciation to all of the graduate students for making me feel like home
at the department; Lisa Naples, Jieun Lee, Ximo Zhang, Qintian Sun, Gunhee Cho,
Hyun-Chul Jang and many others. I want to thank my husband Phanuel Mariano,
who was a graduate student in the department, for all of his support, encouragement
and smiles.
Special thanks are due to my parents, Xiaohong Song and Haocheng Qian; and
also Wagner and Valeria Mariano, Samela and Chris Brown, Landon and Levi Brown.
Last, but not least, thank my dog Puffy for her emotional support during my difficult
times.
I would also like to acknowledge partial support of the NSF through grants DMS-
1611745.
v
Contents
Ch. 1. Hyperbolic Metric, punctured Riemann sphere and Modular
functions 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Construction of Universal Covering Space . . . . . . . . . . . . . . . . 8
1.3 Deck Transformation Group and Expansion in q
k
. . . . . . . . . . . 10
1.3.1 Deck Transformation Group and Generators . . . . . . . . . . 10
1.3.2 The Expansion and Metric Formula . . . . . . . . . . . . . . . 19
1.4 Schwarzian Derivative . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.4.2 Differential Equation . . . . . . . . . . . . . . . . . . . . . . . 29
1.5 Ramification Point . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1.5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1.5.2 Discrete Group, Quotient Space and Ramification Point . . . . 37
1.6 Modular Group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
1.6.1 The Full Modular Group Γ(1) . . . . . . . . . . . . . . . . . . 42
1.6.2 Genus Formula for Subgroups of Modular Group . . . . . . . . 45
1.6.3 Principle Congruence Subgroups . . . . . . . . . . . . . . . . . 50
1.7 Modular Forms and Modular Functions . . . . . . . . . . . . . . . . . 59
1.7.1 Schwarzian Derivative and Modular Function and Modular Form 60
1.8 Main Result and Examples . . . . . . . . . . . . . . . . . . . . . . . . 64
1.8.1 Main Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
1.8.2 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Ch. 2. The Kobayashi-Royden metric on punctured spheres 77
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
2.2 The Kobayashi-Royden metric on punctured spheres . . . . . . . . . . 81
2.3 An application of the Kobayashi-Royden metric on CP1\{0, 1,∞} . . 88
vi
2.4 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
vii
Chapter 1
Hyperbolic Metric, punctured
Riemann sphere and Modular
functions
1.1 Introduction
The main object in this paper is the punctured Riemann sphere CP1\{a1 = 0, . . . , an},
where CP1 is the projective space over C of dimension one, and {a1, . . . , an} are n
different points that are omitting from CP1. It is well-known that there exists a unique
complete Ka¨hler-Einstein metric on CP1 \{a1, . . . , an}, n ≥ 3, with negative constant
Gauss curvature. However, an explicit asymptotic expansion of the metric near aj,
j = 1, . . . , n, remains unknown. More precisely, the coefficients in the expansion
are difficult to determine. In this article, we derive a precise asymptotic formula
for the Ka¨hler-Einstein metric whose coefficients are polynomials on the first two
parameters, which are determined by the punctures {a1, . . . , an}. Furhtermore, all
1
coefficient polynomials can be explicitly written down when n = 3, 4, 6, 12.
The asymptotic expansion of the complete Ka¨hler-Einstein metric on the quasi-
projective manifold M = M \D was proposed by Yau [Yau00, p. 377], where D is a
normal crossing divisor in the project manifold M such that KM+D > 0. The leading
order term has been known to him since the late 1970s (see [Yau78]). Several people
have worked on the asymptotic expansion, see for example [Sch98,Wu06,RZ12], using
techniques from partial differential equations. Another important class of the quasi-
projective manifolds is that M is the quotient of Siegel space Sg/Γ by an arithmetic
subgroup Γ, g ≥ 2, and M is Mumford’s toroidal compactification. In this case
KM + D is big and nef. The complete Ka¨hler-Einstein volume form on M has been
written down in [Wan93,YZ14].
The open Riemann surface CP1 \ {a1, . . . , an}, n ≥ 3, is only a one-dimensional
example of M \D with KM +[D] > 0. It is nevertheless the building block of a general
complete quasi-projective manifold with negative holomorphic sectional curvature.
Indeed, given a projective manifold X, for any point x ∈ X, there exists a Zariski
neighborhood U = X \Z (where Z is an algebraic subvariety of X) of x such that U
can be embedded into the product
S1 × · · · × SN
as a closed algebraic submanifold, in which N is some positive integer, and each Sj
is of the form CP1 \ {a1, . . . , an} for n ≥ 3 (see [Gri71, p. 25, Lemma 2.3]). Take
the complete Ka¨hler-Einstein metric on each Sj. Then, the product metric restricted
to U gives a complete Ka¨hler metric ω on U of finite volume and negatively pinched
holomorphic sectional curvature. Furthermore, by a recent result [WY20, Theorem
2
3], the quasi-projective manifold U possesses a complete Ka¨hler-Einstein metric which
is uniformly equivalent to the metric ω; see also [WY18, Example 5.4].
To derive the expansion of Ka¨hler-Einstein metric on CP1 \ {a1, . . . , an}, we make
use of the modular forms in number theory. This technique enables us to obtain the
precise expansion with explicit coefficients, which were obscure in the literature by the
abstract series expansion or the kernel of local linear operators. Recall the well-known
uniformization theorem (see [Hub06]) which indicates that the punctured Riemann
sphere has the unit disk D as its universal covering space, or equivalently, the upper
half plane H. The idea is to find this covering map, then induce the Poincare´ metric
from H to our object.
F. Klein and R. Fricke had included classic theories regard automorphic function in
their lecture notes (see [FKRF17]). Later, the Teichmu¨ller space was introduced by O.
Teichmu¨ller and developed by L. Ahlfors and L. Bers (see [Ber70,Ber73,Ahl80]). One
of the methods that turns out very useful is the application of Schwarzian derivative.
Let f be a covering map for the universal covering space H→ CP1\{a1 = 0, . . . , an},
then f uniquely determines its Schwarzian derivative
{f, τ} = 2(fττ/fτ )τ − (fττ/fτ )2, where f = f(τ), τ ∈ H.
On the other hand, the Schwarzian derivative of the inverse of f is well-defined and
uniquely determined by the following equation
{τ, f} =
n∑
j=1
(
1
(f − aj)2 +
2βj
αj
1
f − aj
)
, (1.1.1)
where all aj are the omitting points from the punctured Riemann sphere, and βj, αj
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are some constants, j = 1, . . . , n, which will be discussed in section 1.4. By an argu-
ment from its geometric property, there are (n − 3) ratios from the set { β1
α1
, . . . , βn
αn
}
that are independent to each other, these constants are often called the accessory
parameters. Determining the accessory parameters is a way to figure out the au-
tomorphic function. This approach has been studied by I. Kra in [Kra89] and A.
B. Venkov in [Ven83]. However, despite the results from automorphic function and
Teichmu¨ller theory, such covering map f : H → CP1\{a1 = 0, . . . , an} is still quite
difficult to write out.
On the other hand, the congruence subgroup in SL2(Z) is a great collection of
Fuchsian groups with nice properties. J. McKay and A. Sebbar discovered a con-
nection between modular forms and Schwarzian derivative of automorphic functions
in [MS00], which will be mentioned in section 1.7. Furthermore, there are several in-
teresting connections between modular curve, Schwarzian derivative and graph theory
that are mentioned by A. Sebbar in [Seb01,Seb02].
The main result of this article is given by the following theorem.
Theorem 1. A universal covering map f : H → CP1 \ {a1 = 0, a2, . . . , an} which
vanishes at infinity can be given by the following expansion
f = f(τ) = A
(
q
k
+
B
A
q2
k
+ C3(A,
B
A
)q3
k
+
∞∑
m=4
Cm(A,
B
A
)qm
k
)
in q
k
= exp{2pii
k
τ}, τ ∈ H, for some real number k, where A,B are constants de-
pending only on a2, . . . , an, and the coefficient term Cm(A,
B
A
) is a polynomial on
A and B
A
for m ≥ 3. In particular, C3(A, BA ) = 116
[
19B
2
A2
− A2∑nj=2 ( 1a2j − 1aj 2βjαj )],
where αj, βj are the constants in equation (1.1.1). Consequently, the complete Ka¨hler-
4
Einstein metric can be given by the following asymptotic expansion
|ds| = 1|f | log | f
A
|
∣∣∣∣∣1−
(
B
A
f
A
− Re(
B
A
f
A
)
log | f
A
|
)
+
∞∑
m=2
Rm(A,
B
A
,
f
A
,
f sfm−s
AsAm−s logj | f
A
|)
∣∣∣∣∣ |df |
(1.1.2)
at the cusp 0, where f ∈ CP1 \ {a1 = 0, a2, . . . , an} and Rm(A, BA , fA , f
sfm−s
AsAm−s logj | f
A
|)
is a polynomial in A, B
A
, f
A
, f
sfm−s
AsAm−s logj | f
A
| , s, j = 0, 1, . . . ,m, with constant coefficients
for m ≥ 2.
To illustrate the second result, we define the following values for n(N),
n(2) = 3, n(3) = 4, n(4) = 6, n(5) = 12. (1.1.3)
The second result is given by the following theorem and corollary.
Theorem 2. Let n(N) be the values in equation (1.1.3), and let fN : H → CP1 \
{a1 = 0, a2, . . . , an(N)} be a universal covering space with deck transformation group
Aut(fN) = Γ(N)-the principal congruence subgroup-which vanishes at infinity, N =
2, 3, 4, 5. Then the map fN can be given as the following expansion
fN = fN(τ) = A
(
q
N
+
B
A
q2
N
+
∞∑
m=3
Cm(
B
A
)qm
N
)
(1.1.4)
in q
N
= exp{2pi
N
iτ}, τ ∈ H, where the constants A,B ∈ C are uniquely determined by
the set of values of the punctured points {a1 = 0, a2, . . . , an(N)}, and the coefficient
term Cm(
B
A
) is a polynomial in B
A
with constant coefficients for m ≥ 3.
Remark 1. Explicit formulas of Cm(A,
B
A
) are given in [CQ20] in terms of Bell poly-
nomials.
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In particular, when n = 2, n(2) = 3, it is a triple punctured Riemann sphere, the
covering map H→ CP1 \ {a1 = 0, a2, a3} for arbitrary a2, a3 is given in the following
example.
Example 1.1.1. The covering map f2 : H → CP1 \ {a1 = 0, a2, a3} which vanishes
at infinity has the following expansion
f2(τ) =
16a2a3
a3 − a2
[
q2 −
(
8 +
16a2a3
a3 − a2
)
q2
2
+
∞∑
m=3
Cm
(
8 +
16a2a3
a3 − a2
)
qm
2
]
,
in q2 = exp{piiτ}, τ ∈ H, where Cm
(
−8− 16a2a3
a3−a2
)
is a polynomial in the term(
−8− 16a2a3
a3−a2
)
for m ≥ 3. In particular, C3 =
(
−8− 16a2a3
a3−a2
)2
− 20. In this case, the
constants A,B in Theorem 2 are given by the following
A =
16a2a3
a3 − a2 , B =
(
16a2a3
a3 − a2
)
·
[
−
(
8 +
16a2a3
a3 − a2
)]
.
Corollary 3. As a consequence of Theorem 2, the complete Ka¨hler-Einstein metric
on CP1 \ {a1 = 0, a2, . . . , an(N)} has the following asymptotic expansion
|ds| = 1|f | log | f
A
|
∣∣∣∣∣1−
(
B
A
f
A
− Re(
B
A
f
A
)
log | f
A
|
)
+
∞∑
m=2
Rm(
B
A
,
f
A
,
f sfm−s
AsAm−s logj | f
A
|)
∣∣∣∣∣ |df |
(1.1.5)
at the cusp a1 = 0, where Rm(
B
A
, f
A
, f
sfm−s
AsAm−s logj | f
A
|) is a polynomial in
B
A
, f
A
, f
sfm−s
AsAm−s logj | f
A
| ,
s, j = 0, 1, . . . ,m, with constant coefficients for m ≥ 2.
As an application of our result, several examples are given in the section 1.8.2.
For example, we give the complete Ka¨hler-Einstein metric of CP1 \ {0, 1,∞} in the
following example.
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Example 1.1.2. The covering map f2 : H → CP1 \ {0, 1,∞} has the following
expansion
f = f2(τ) = 16q2 − 128q22 + 704q32 − 3072q42 + 11488q52 +O(q62 ) (1.1.6)
in q2 = exp{piiτ}, τ ∈ H, and we write f = f2 for convenience. In this case,
the constants A,B in Theorem 2 take values A = 16, B = −128. Therefore the
coefficients of f = f2 in equation (1.1.4) are givien by B/A =
−128
16
= −8, C3 =
(B/A)2 − 20 = (−8)2 − 20 = 44. From Corollary 3, the complete Ka¨hler-Einstein
metric has the following explicit expansion
|ds| = 1|f | log |f/16|
∣∣∣∣1 + 12
(
f − Re f
log |f/16|
)
−
[
51
32
f 2 − 1
4
f Re f
log |f/16| +
51
64
Re(f 2)
log |f/16| +
1
4
(Re f)2
log2 |f/16|
]
+O(f 3)
∣∣∣∣ |df |
at the cusp 0, where f ∈ CP1 \ {0, 1,∞}.
Remark 2. The Ka¨hler-Einstein metric on CP1\{0, 1,∞} was known by S. Agard.
He gave a globle explicit formula in terms of a double integral (see equation (2.6)
in [Aga68]).
Remark 3. The argument of this article can derive a general case of a1, a2, a3, please
see Corollaries 1.8.8 and 1.8.9.
In this article, we start with studying the fundamental group pi1 of the punc-
tured Riemann sphere, its topology indicates that every element from pi1(CP1\{a1 =
0, . . . , an}) corresponds to an automorphism of its universal cover, more precisely an
element in SL2(R). Two similar arguments from its monodromy action imply Theo-
rem 1.3.9, which indicates that each generator is of parabolic type. This fact allows
7
us to interpret the covering map f as an expansion at the corresponding cusp, so as
the complete Ka¨hler-Einstein metric. In the next section, section 1.4, we introduce
and discuss the Schwarzian derivative in the analytic sense, and derive Theorem 1.4.5
at the end, which plays an important role to our main result. In section 1.5, we will
focus on the action of a discrete group on H. Couple propositions are introduced in
section 1.6 in order to target the congruence subgroups that are of genus zero without
elliptic point. In section 1.7, we introduce the modular forms and discuss its relation
with the Schwarzian derivative. The main results and couple examples are provided
in the last section.
1.2 Construction of Universal Covering Space
We will sketch the process of the universal covering from H to CP1\{a1 = 0, . . . , an} in
the graphic way. The general procedure of constructing the universal covering space
is mentioned in [Nev70, p. 8-12, section 2]. I will describe the most straightforward
case in this article, which will be sufficient and helpful for readers to understand the
topic. To cover the punctured Riemann sphere CP1\{a1 = 0, . . . , an} from the unit
disk D, or equivalently, the upper half plane H, we first connect the n punctures
such that it is a polygon without self-crossing, rename the vertexes as a1, a2, . . . , an
counter-clockwisely. Then, let us pick n points randomly on the unit circle, and name
them c1, . . . , cn counter-clockwisely which correspond to a1, . . . , an respectively, and
let c1 = 1, cn = −1. The collection of the n points all lie on the upper half unit circle.
Connecting the two points that are right next to each other by arcs. In particular,
c1 and cn are connected by the diameter, and we denote this circular polygon as
8
cn
cn−1
cn+1
cn−2
cn+2
c2
c2n−2
c1
· · ·
· · ·
P1
P2
Figure 1.1: Polygon on Disk
P1. Reflect P1 with respect to the side c1cn, it will result in (n − 2) points from the
reflections of {c2, . . . , cn−1} on the lower half circle, we mark those points counter-
clockwisely by cn+1, . . . , c2n−2, and mark the reflected polygon by P2. Then we call
the combined polygon P = P1 +P2 a fundamental polygon of this covering (see Figure
1.1).
Next we construct the reproduction of the covering process. Let V be the set of
vertexes with either only odd index or even index. For a vertex cm ∈ V , reflect P
with respect to an adjacent side cm−1cm, it results in a new polygon P˜ = P˜1 + P˜2,
where P˜i is the reflecting image of Pi, i = 1, 2. Notice that P˜1 is the image of P1 from
reflections of odd times. P˜2 is the image of P1 from reflections of even times since P˜2
is the reflection of P2 and P2 is the reflection of P1. Next we reflect P with respect
to cmcm+1, which is the other adjacent side of cm. We replicate such reflections on
both sides of each vertex in the set V , it will result in a new polygon P (1) on D,
where P (1) is composed by 2 × (n − 1) + 1 = 2n − 1 copies of P (0) = P , and it has
9
xy
t−1(c1) =∞
t−1(cn) t−1(cn−1)t−1(cn+1) · · · t−1(c2)· · ·t−1(c2n−2)
· · ·
t−1(P1)t−1(P2)
Figure 1.2: Polygon on H
2× (2n− 3)× (n− 1) sides and vertexes. Keep repeating this process on every P (i),
it will cover the unit disk D as i approaches ∞.
If we change the universal covering space to the upper half plane H, the construc-
tion will be the same through the Cayley transformation,
t : H→ D, z 7→ t(z) = z − i
z + i
. (1.2.1)
For example, Figure 1.2 shows the corresponding fundamental polygon on H.
1.3 Deck Transformation Group and Expansion in
q
k
1.3.1 Deck Transformation Group and Generators
Let x ∈ CP1\{a1 = 0, . . . , an} be a base point and γ : [0, 1] → CP1\{a1 = 0, . . . , an}
be a non-trivial loop with γ(0) = γ(1) = x. Assume f : H→ CP1\{a1 = 0, . . . , an} is
10
a universal covering map. For an arbitrary pre-image τ1 ∈ f−1(x) ⊆ H, the end point
τ2 of the lift γ˜ with initial point τ1 is uniquely determined by γ and the choice of τ1.
The uniqueness implies that the non-trivial loop γ induces a permutation on points
of f−1(x), and such permutation induces an isomorphism of its covering space H.
Definition 1.3.1. We use Aut(f) to denote the deck transformation group of the
universal covering f : H → CP1\{a1 = 0, . . . , an}. Equivalently, we have f ◦ γ(τ) =
f(τ) for every element γ ∈ Aut(f) ⊆ Aut(H) and every point τ ∈ H.
There is a one-to-one correspondence between the deck transformation group
Aut(f) and its fundamental group:
Aut(f) ↔ pi1(CP1\{a1 = 0, . . . , an}), h ↔ loop.
Notice that the fundamental group pi1(CP1\{a1 = 0, . . . , an}) is a free group generated
by the (n − 1) loops, each of which circles around only one punctured point a ∈
{a1, · · · , an}. Therefore the corresponding relation implies that Aut(f) is generated
by (n−1) elements from Aut(H). We state the conclusion as the following statement.
Theorem 1.3.2. The deck transformation group Aut(f) of the universal covering f :
H→ CP1\{a1 = 0, . . . , an} is a free group generated by (n−1) elements from Aut(H),
where each generator corresponds to a single loop in pi1(CP1\{a1 = 0, . . . , an}).
Next we will discuss the properties of Aut(f). Let us recall some elementary
definitions.
Definition 1.3.3. An element γ =
 a b
c d
 ∈ GL2(C) acts on [z0 : z1] ∈ CP1 in
11
the following sense
γ([z0 : z1]) =
 a b
c d

 z0
z1
 =
 az0 + b
cz1 + d
 = [az0 + b : cz1 + d].
Remark 4. Let γ, γ1, γ2 ∈ GL2(C), and [z0 : z1] ∈ CP1.
1. γ2(γ1([z0 : z1])) = (γ2 · γ1)([z0 : z1]) because of the associativity of matrix
multiplication.
2. If we consider z = z0
z1
when z1 6= 0, and z = ∞ when z1 = 0, then we have
γ(z) = az+b
cz+d
and γ(∞) = a
c
.
Definition 1.3.4. Let z ∈ CP1 and an element γ ∈ GL2(C) such that γ(z) = z, we
say that z is fixed under the action of γ, or, equivalently, z is invariant under γ.
Elements in Aut(H) are the ones that we are interested in. On one side, we know
that Aut(CP1) ⊆ SL2(C), therefore we have Aut(H) ⊆ SL2(C). On the other side, the
isomorphism of H keeps its boundary R invariant, this implies that Aut(H) = SL2(R).
We will focus on the group SL2(R) from now on.
Proposition 1.3.5. Let ω be a linear transformation in SL2(R), and τ ∈ H.
1. If 0,∞ are invariant under the action of ω, i.e., ω(0) = 0 and ω(∞) =∞, then
ω(τ) = λτ for some 0 < λ ∈ R.
2. If ω has only one invariant point ∞, i.e., ω(∞) = ∞, then ω(τ) = τ + k for
some k ∈ R.
3. If ω has only one invariant point i =
√−1, i.e., ω(i) = i, then ω(τ)−i
ω(τ)+i
= eiθ τ−i
τ+i
for some θ ∈ R.
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Proof. Assume ω =
 a b
c d
 ∈ SL2(R). The condition ω(∞) = ∞ implies that
a
c
=∞, so we get c = 0 and a 6= 0 since ad− bc = 1. And ω(0) = 0 implies b
d
= 0, so
b = 0 and d 6= 0.
1. If both of 0 and∞ are invariant under ω, we have ω =
 a 0
0 d
 and ω(z) = adz,
specially λ = a
d
> 0 since ad = 1 > 0.
2. If ∞ is the only invariant point under the action of ω, we have ω =
 a b
0 d

where b 6= 0. Any point other than ∞ are not invariant means that the equa-
tion ω(z) = a
d
z + b
d
= z has no solution, so a
d
= 1. Let b
d
= k, we conclude
ω(z) = z + k.
3. For the last case, the composition t ◦ ω ◦ t−1 is an automorphism of the unit
disk D with 0 being fixed, where t denotes the Cayley transformation (1.2.1).
Therefore we have relation t ◦ ω ◦ t−1(z˜) = eiθz˜ for z˜ ∈ D. Let z˜ = t(z), the
following equation
t ◦ ω ◦ t−1(z˜) = t ◦ ω ◦ t−1 ◦ t(z) = t ◦ ω(z) = etθt(z)
holds, where the last equality implies ω(τ)−i
ω(τ)+i
= eiθ τ−i
τ+i
.
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Proposition 1.3.6. For an element ω ∈ SL2(C), it fits in one of the following three
situations.
1. If ω has two different invariant points on the boundary R ∪ {∞}, it is called of
hyperbolic type. Furthermore, if r1 < r2 ∈ R are the two invariant points, then
the transformation has expression
ω(z)− r2
ω(z)− r1 = λ
z − r2
z − r1 , for some 0 < λ ∈ R.
2. If ω has only one invariant point on the boundary R ∪ {∞}, it is called of
parabolic type. Furthermore, when the invariant point r 6=∞, it has expression
− 1
ω(z)− r = −
1
z − r + k, for some k ∈ R.
3. If ω has only one invariant point r ∈ H in the interior of H, it is called of
elliptic type. It has expression
ω(z)− r
ω(z)− r = e
iθ z − r
z − r , for some θ ∈ R.
Proof. Assume ω =
 a b
c d
 ∈ SL2(R), if z ∈ C is invariant under ω, i.e., ω(z) = z,
we have the following equation:
z =
az + b
cz + d
implies cz2 + (d− a)z − b = 0.
Its determinant ∆ = (d − a)2 + 4bc shows that when ∆ > 0, there are two real
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solutions, it is of hyperbolic type; when ∆ = 0, it has one and only real solution, it
is of parabolic type; and when ∆ < 0, it has two non-real solutions, we say it is of
elliptic type. We consider them separately.
1. Hyperbolic type. ∆ > 0, we assume the two different real solutions are r1 and
r2, without loss of generality, let us also assume r1 < r2 ∈ R. Consider the map 1 −r1
1 −r2
 ∈ GL2(R) ⊆ Aut(H) which maps the following way
z 7→ z − r2
z − r1 , r2 7→ 0, r1 7→ ∞,
it shows that the transformation between ω(z)−r2
ω(z)−r1 and
z−r2
z−r1 is an automorphism
of H that keeps 0 and∞ invariant. From Proposition 1.3.5, this automorphism
has the form • 7→ a
d
• = λ · • for some λ ∈ R+. Therefore, if ω fixes two points
r1 < r2 on the real line R, there is a positive real number λ such that should
have the following relation:
ω(z)− r2
ω(z)− r1 = λ
z − r2
z − r1 , for some λ ∈ R
+. (1.3.1)
2. Parabolic type. ∆ = 0, we assume r ∈ R is the only invariant point under
ω. Consider the map z 7→ − 1
z−r in Aut(H) which sends r to ∞. Similarly,
the transformation between − 1
ω(z)−r and − 1z−r is an automorphism of H that
only fixes ∞. Proposition 1.3.5 implies that such transformation has the form
• 7→ •+ b
d
= •+ k for some k ∈ R. We conclude the following relation:
− 1
ω(z)− r = −
1
z − r + k, for some k ∈ R. (1.3.2)
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3. Elliptic type. If ∆ < 0, the equation cz2 + (d − a)z − b = 0 has two non-
real solutions that are conjugate to each other, assume they are r ∈ H and r.
The transformation z−r
z−r maps H → D with r 7→ 0. By a similar argument,
Proposition 1.3.5 implies the relation
ω(z)− r
ω(z)− r = e
iθ z − r
z − r , for some θ ∈ R. (1.3.3)
Remark 1.3.1. The proof directly follows from Proposition 1.3.5. Also see [Shi71, p.
7, Proposition 1.13] and [Nev70, p. 8, section 1.6].
Next, we will show that each generator in Theorem 1.3.2 has to be of parabolic
type. For a universal covering space f : H → CP1\{a1 = 0, . . . , an}, it is equivalent
to say that f is biholomorphic. Suppose an element γ ∈ Aut(f) corresponds to a
generating loop l in pi1(CP1\{a1 = 0, . . . , an}), where l : [0, 1]→ CP1\{a1 = 0, . . . , an}
and l isolates only one puncture a ∈ {a1, . . . , an}. Fix a point τ0 in the fiber f−1(l(0)),
the lift l˜(t) of l(t) with initial point τ0 is uniquely determined and so as its terminal
point l˜(1) = τ1. Similarly, the lift l˜n of l
n = l ∗ · · · ∗ l, is uniquely determined by the
fixed initial point τ0, where ∗ means (l ∗ l)(t) =
 l(2t), 0 ≤ t <
1
2
,
l(2t− 1), 1
2
≤ t ≤ 1.
Denote the
terminal point τn = l˜n(1), meanwhile τn ∈ f−1(l(0)). By the corresponding relation
between l and γ, we have τn = (l ∗ · · · ∗ l)∼(1) = γ ◦ · · · ◦ γ(τ0) = γn(τ0). We will
prove that this γ can not be of hyperbolic type by analyzing its monodormy behavior.
Similarly, we can conclude that γ can not be of elliptic type either. The proofs of the
following propositions are elementary, but it is helpful to understand the uniformizing
function at singularities. For this purpose, I will include one of the proofs.
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Proposition 1.3.7. The generator is not of hyperbolic type.
Proof. Suppose l is a loop in CP1\{a1 = 0, . . . , an} which isolates a puncture a ∈
{a1, . . . , an}. γ is the corresponding element in Aut(f), where f is the universal
covering map. If γ is of hyperbolic type, then there exists r1 < r2 ∈ R which are the
two invariant points of γ, and let λ ∈ R+ be the constant in Proposition 1.3.6 such
that the relation
γ(τ)− r2
γ(τ)− r1 = λ
τ − r2
τ − r1 , τ ∈ H
is satisfied. Therefore the following equality
τn+1 − r2
τn+1 − r1 =
γ(τn)− r2
γ(τn)− r1 = λ
τn − r2
τn − r1
implies relation
l˜n+1(1)− r2
l˜n+1(1)− r1
= λ
l˜n(1)− r2
l˜n(1)− r1
= λn
l˜(1)− r2
l˜(1)− r1
,
which leads to the following equation
τn − r2
τn − r1 = λ
n τ0 − r2
τ0 − r1 . (1.3.4)
On the branch 0 < arg
(
τ−r2
τ−r1
)
< pi, the following calculation
exp{ 2pii
log λ
· log τn − r2
τn − r1} = exp{
2pii
log λ
· log
(
λn · τ0 − r2
τ0 − r1
)
},
= exp{ 2pii
log λ
· n log λ} · exp{ 2pii
log λ
· log τ0 − r2
τ0 − r1},
= exp{ 2pii
log λ
· log τ0 − r2
τ0 − r1} (1.3.5)
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holds since λ ∈ R+. Define a function
Φ(x) = exp
{
2pii
log λ
· log
(
f−1(x)− r2
f−1(x)− r1
)}
, Ul − {a} → C,
where Ul is the open set bounded by l with a inside. Notice that the value defined
by the expression exp
{
2pii
log λ
· log
(
f−1◦l(0)−r2
f−1◦l(0)−r1
)}
is single valued over the fiber of l(0)
due to equation (1.3.5). Applying the same argument on every point x ∈ Ul − {a},
we conclude that Φ(x) is a well-defined single valued function on Ul − {a} over the
branch 0 < arg f
−1(x)−r2
f−1(x)−r1 < pi. We estimate |Φ(x)| in Ul − {a} as the following,
|Φ(x)| =
∣∣∣∣exp{ 2piilog λ · log
(
f−1(x)− r2
f−1(x)− r1
)}∣∣∣∣ ,
=
∣∣∣∣exp{ 2piilog λ
}
· log
∣∣∣∣f−1(x)− r2f−1(x)− r2
∣∣∣∣∣∣∣∣ · exp{− 2pilog λ · arg f−1(x)− r2f−1(x)− r1
}
,
= exp
{
− 2pi
log λ
· arg f
−1(x)− r2
f−1(x)− r1
}
. (1.3.6)
Over the branch 0 < arg f
−1(x)−r2
f−1(x)−r1 < pi, equation (1.3.6) implies that |Φ(x)| is bounded
between two positive values exp
{
− 2pi2
log λ
}
and 1 = exp{− 2pi
log λ
·0}. By Cauchy-Riemann
theorem, a is a removable singularity and Φ(a) 6= 0, thus the exponential of Φ(x) will
be regular at x = a, as well as f−1(x). This contradicts with the fact that a is an
essential singularity.
Proposition 1.3.8. The generator is not of elliptic type.
Proof. It is similar to the proof of Proposition 1.3.7 (see [Nev70, p. 16-17, section
3.2]).
From Propositions 1.3.7 and 1.3.8, we have the following conclusion.
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Theorem 1.3.9. The deck transformation group Aut(f) of a universal covering space
f : H→ CP1\{a1 = 0, . . . , an} is generated by (n− 1) parabolic elements in SL2(R).
1.3.2 The Expansion and Metric Formula
Suppose γ1, . . . , γn−1 are the (n−1) parabolic generators corresponding to the (n−1)
generating loops of pi1(CP1\{a1 = 0, . . . , an}). Theorem 1.3.9 shows that each of them
satisfies the following relation
− 1
γj(τ)− rj = −
1
τ − rj + kj, when rj 6=∞,
or
γj(τ) = τ + kj, when rj =∞,
where rj and kj are the constants corresponding to γj, j = 1, . . . , n−1, in Proposition
1.3.6. Let aj be the singularity that corresponds to γj, the function
Φj(x) =
 e
− 2pii
kj
1
f−1(x)−rj , when rj 6=∞,
e
2pii
kj
f−1(x)
, when rj =∞,
Ul − {aj} → CP1\{a1 = 0, . . . , an}
is biholomorphic, where Ul−{aj} is a punctured neighborhood that is defined similar
to the one in Proposition 1.3.7. Such function Φj(x) is single valued on the neigh-
borhood Ul − {aj} around the singularity aj. We call this function a uniformizing
function at aj.
Without loss of generality, we will focus on the situation ∞ ∈ {r1, . . . , rn−1} for
convenience. Let f : H→ CP1\{a1 = 0, . . . , an} be a universal covering map, assume
r1 = ∞, and let γ1 be the corresponding generator and a1 be the corresponding
19
singularity. The uniformizing function Φ1(x) is defined as the following
Φ1(x) = e
2pii
k1
f−1(x)
, Ul − {a1} → CP1\{a1 = 0, . . . , an}.
If γ1 ∈ SL2(R) is a generator of Aut(f) that corresponds to r1, so γ1 fixes∞, we have
the following periodic property,
f(x) = f ◦ γ1(x) = f(x+ k1).
Fundamental Fourier analysis implies the following proposition.
Proposition 1.3.10. Let f be a covering map f : H → CP1\{a1 = 0, . . . , an} such
that a generator of Aut(f) fixes∞. Then the map f has the following global expansion
f(τ) = f(q
k
) = c0 + Aqk +Bq
2
k
+
∞∑
m=3
cmq
m
k
(1.3.7)
in q
k
= q
k
(τ) = exp{2pii
k
τ} for any τ ∈ H, where k ∈ R is the constant that corresponds
to the generator in Proposition 1.3.6, and the constant A 6= 0.
Proof. If∞ is invariant under a generator γ ∈ Aut(f), then there is a constant k ∈ R
such that γ(τ) = τ + k, which implies that f has the following periodic property
f(τ + k) = f(τ), for any τ ∈ H.
Consider f(τ) = f(x+ iy) = fy(x) as a function of x on R. Its Fourier series
f(x+ iy) = fy(x) =
∞∑
n=−∞
cn(y)e
2pi
k
inx, (1.3.8)
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converges uniformly on x due to Corollaries 2.3 and 2.4 in [SS03, p. 41-42], where
the coefficients are given by the following equation
cn(y) =
1
k
∫ k
0
fy(x)e
− 2pi
k
inxdx.
The Cauchy-Riemann equation implies the following equation
i
∂f
∂x
=
∂f
∂y
(1.3.9)
holds since f(τ) is holomorphic. Calculating the left hand side, due to the uniform
convergence on x, we have equation
i
∂f
∂x
= i
∂
∂x
( ∞∑
n=−∞
cn(y)e
2pi
k
inx
)
= i
( ∞∑
n=−∞
cn(y)e
2pi
k1
inx · 2pi
k
in
)
,
=
∞∑
n=−∞
−2npi
k
cn(y)e
2pi
k
inx.
Also calculating the right hand side, we have equation
∂f
∂y
=
∞∑
n=−∞
c′n(y)e
2pi
k
inx.
Matching the coefficients, the differential equation
2npi
k
cn(y) + c
′
n(y) = 0
holds, which has solution
cn(y) = Cne
− 2pi
k
ny, for some constant Cn ∈ C.
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Substituting the solution set in equation (1.3.8), we have equation
f(τ) = f(x+ iy) =
+∞∑
n=−∞
Cne
− 2pi
k
nye
2pi
k
inx =
+∞∑
n=−∞
Cne
2pi
k
inτ ,
the last equality holds because inx − ny = in(x + iy) = inτ . On the other hand,
the uniformizing function q
k
= e
2pii
k
τ is a local coordinate on a neighborhood of the
corresponding singularity a ∈ {a1, . . . , an} on CP1\{a1 = 0, . . . , an}, so f has a Taylor
expansion
f(τ) = c0 + c1qk + c2q
2
k
+
∞∑
m=3
cmq
m
k
(1.3.10)
in q
k
on a neighborhood of a, which will coincide with its Fourier series, thus equation
(1.3.10) holds globally. For convenience in later sections, we write A = c1, B = c2,
f(τ) = c0 + Aqk +Bq
2
k
+
∞∑
j=3
cjq
j
k
.
To see A 6= 0, remember that f(τ) is a covering map without ramification point, this
implies that fq
k
|q
k
=0 6= 0, so A 6= 0.
The condition A 6= 0 in equation (1.3.7) allows us to find an inversion series q
k
(f)
in f such that q
k
(f(q
k
)) = q
k
. We assume the inversion series q
k
(f) has expression
q
k
(f) = c˜0 + A˜f + B˜f
2 +
∞∑
j=3
c˜jf
j. (1.3.11)
Theorem 1.3.11. Let f : H → CP1\{a1 = 0, . . . , an} is a covering map for the
universal covering space, and Aut(f) has a generator γ which fixes infinity, then there
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exists a positive constant k ∈ R such that f can be given as the following expansion
f(τ) = f(q
k
) = c0 + Aqk +Bq
2
k
+ c3q
3
k
+
∞∑
m=4
cmq
m
k
in q
k
= exp{2pii
k
τ}, τ ∈ H and A 6= 0. Furthermore, such covering map induces a
complete Ka¨hler-Einstein metric on CP1\{a1 = 0, . . . , an} from H, it can be given by
the following equation
ds2 =
|q′
k
(f)|2
|q
k
(f)|2 log2 |q
k
(f)| |df |
2, f ∈ CP1\{a1 = 0, . . . , an}, (1.3.12)
where q
k
(f) is the inversion series (1.3.11).
Proof. The first statement is directly from Proposition 1.3.10, we only need to show
the second part. For any point x0 ∈ CP1\{a1 = 0, . . . , an}, there is an evenly covered
neighborhood U of x0 that is simply connected. Let U˜ and U˜
′ are two different pre-
images of U , i.e., U˜ 6= U˜ ′ ∈ f−1(U). Notice that U˜ and U˜ ′ are both in H, we can
define logarithms of exp{2pii
k
τ} = q
k
= q
k
(f) on different branches as the following
τ = τ(f) =
k
2pii
log q
k
(f), on U˜ ,
τ ′ = τ ′(f) =
k
2pii
log q
k
(f), on U˜ ′.
Recall that U˜ and U˜ ′ are homeomorphic through a cover transformation h ∈ Aut(f) ⊆
SL2(R), i.e., h ◦ τ(f) = τ ′(f). Since the Poincare´ metric is invariant under actions of
GL2(R), therefore we have equality
ds2 =
−4
(τ − τ)2 |dτ |
2 =
−4
(τ ′ − τ ′)2 |dτ
′|2, (1.3.13)
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Thus the general logarithm property
d
df
(log q
k
(f)) = q′
k
(f)/q
k
(f)df
holds since log q
k
(f) is biholomorphic on the branch U˜ , . The metric can be induced
on U˜ by the following calculation
ds2 =
−4
(τ − τ)2 |dτ |
2,
=
−4
(( k
2pii
log q
k
(f)− k
2pii
log q
k
(f))2
|d( k
2pii
log q
k
(f))|2,
=
−4 · (2pii)2
k2(log q
k
(f) + log q
k
(f))2
(
k
2pi
)2
∣∣∣∣q′k(f)q
k
(f)
df
∣∣∣∣2 ,
=
|q′
k
(f)|2
|q
k
(f)|2 log2 |q
k
(f)| |df |
2. (1.3.14)
Furthermore, the invariant property in equation (1.3.13) implies that the expression
(1.3.14) is independent of the choice of branches. Therefore the complete Ka¨hler-
Einstein metric ds2 can be defined globally by equation (1.3.14) on CP1\{a1 =
0, . . . , an}.
One thing that is worth to mention is that Theorems 1.3.11 and 1.4.5, which will
be included in the later section, together imply the main result Theorem 1.
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1.4 Schwarzian Derivative
1.4.1 Introduction
The Schwarzian derivative is invariant under linear transformations, let τ = τ(f) =
f−1 be the inverse of the covering map f : H→ CP1\{a1 = 0, . . . , an}, the Schwarzian
derivative {τ, f} is actually well-defined due to the invariance. This fact builds a
connection between {f, τ} and {τ, f}, which will lead to the main result of this
article.
Definition 1.4.1. If a function f is locally biholomorphically defined on the complex
z−plane, the Schwarzian derivative of f with respect to z is defined as the following:
{f, z} = 2
(
fzz
fz
)
z
−
(
fzz
fz
)2
,
where we write fz = df/dz for convenience.
In Definition 1.4.1, we require f being locally biholomorphic so that we are able
to talk about the Schwarzian derivative of its inverse function z = f−1. We simply
write {z, f} to denote the Schwarzian derivative of z = z(f) with respect to f . If w is
also a locally biholomorphic function defined on the complex plane, then it allows us
to consider the Schwarzian derivative of the composition f ◦w(z). Since the functions
f, w are biholomorphic, we will simply write the inverse f−1 as z(f) and the inverse
w−1 = z(w).
Proposition 1.4.2. Assume f, w are two locally biholomorphic functions defined on
the complex complex plane, then we have the following properties:
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1. {af+b
cf+d
, z} = {f, z} for any
 a b
c d
 ∈ SL2(C),
2. {f, z} = {f, w}w2z + {w, z} if f = f ◦ w(z). In particular, {z, f} = −{f, z}z2f .
Proof. The proof is obvious.
Recall Theorem 1.3.11 in section 1.3.2, the covering map f can be expressed as an
expansion in q
k
, let us denote this expansion as f(q
k
). Notice that the three functions
f(τ) and f(q
k
) and q
k
(τ) are all locally biholomorphic, it makes sense to consider the
relation of the Schwarzian derivatives among the three of them.
Proposition 1.4.3. Let f : H→ CP1\{a1 = 0, . . . , an}, τ 7→ f(τ) be a covering map
and q
k
(τ) = exp{2pii
k
τ}, then we have the following relation
{f, τ} = 4pi
2
k2
(1− q2
k
{f, q
k
}). (1.4.1)
Proof. Assume w = q
k
= e
2pi
k
iτ in Proposition 1.4.2, we have equalities
(q
k
)τ =
2pii
k
q
k
, (q
k
)ττ = −(2pi
k
)2q
k
, (q
k
)2τ = −(
2pi
k
)2q2
k
,
and
{q
k
, τ} = 0− (2pii
k
)2 =
4pi2
k2
.
Direct calculation leads to the conclusion of this proposition,
{f, τ} = −(2pi
k
)2q2
k
{f, q
k
}+ (2pi
k
)2 =
4pi2
k2
(1− q2
k
{f, q
k
}).
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It is beneficial to have a closer look at the expansion of {f, q
k
} in q
k
.
Proposition 1.4.4. If a covering map f : H→ CP1\{a1 = 0, . . . , an} has the follow-
ing expansion
f(τ) = f(q
k
) = Aq
k
+Bq2
k
+ c3q
3
k
+ c4q
4
k
+
∞∑
m=5
cmq
m
k
(1.4.2)
in q
k
= exp{2pii
k
τ}, where τ ∈ H. Then the Schwarzian derivative of f(q
k
) with respect
to q
k
has the following expansion
{f, q
k
} = P0(B,C3) +
∞∑
m=1
Pm(B,C3, . . . ,Cm+3)q
m
k
(1.4.3)
in q
k
, where B = B
A
, Cm+3 =
cm+3
A
and the coefficient term Pm(B,C3, . . . ,Cm+3) is a
polynomial in B,C3, . . . ,Cm+3 with degree 1 in Cm+3, and degree m+ 2 in B, m ≥ 0.
Specially P0(B,C3) = 12(C3 − B2).
Proof. We will write f ′(q
k
) =
d f(q
k
)
d q
k
and f ′′(q
k
) = d
d q
k
(
d f
d q
k
)
for convenience. Direct
calculation gives the following equations
f ′(q
k
) = A+ 2Bq
k
+ 3c3q
2
k
+
∞∑
m=4
mcmq
m−1
k
= A+ A ·
(
2Bq
k
+
∞∑
m=2
Q(1)m (Cm+1)q
m
k
)
,
f ′′(q
k
) = 2B + 6c3qk +
∞∑
m=4
m(m− 1)cmqm−2k = A
(
2B +
∞∑
m=1
Q(2)m (Cm+2)q
m
k
)
,
where Q
(1)
m (Cm+1) is a polynomial in Cm+1 with degree 1, and Q
(2)
m (Cm+2) is a poly-
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nomial in Cm+2 with degree 1 as well. We have the following calculation
1/f ′(q
k
) =
1
A
· 1
1 +
(
2Bq
k
+
∑∞
m=2Q
(1)
m (Cm+1)qmk
) ,
=
1
A
·
[
1− 2Bq
k
+
(
4B2 − 3C3
)
q2
k
+
∞∑
m=3
Q(3)m (B,C3, . . . ,Cm+1)q
m
k
]
,
(1.4.4)
where the coefficientsQ
(3)
m (B,C3, . . . ,Cm+1) are polynomials in B,C3, . . . ,Cm+1, which
has degree 1 in Cm+1 with constant coefficient. We applied the expansion
1
1−z =
1 +z+ z2 +
∑∞
m=3 z
m in the above calculation. The series (1.4.4) converges since that
f ′(q
k
) is still analytic on the unit disk D (see [Ahl78, p. 179-182]). Then we have the
following equation
f ′′(q
k
)/f ′(q
k
) = 2B + (6C3 − 4B2)qk +
∞∑
m=2
Q(4)m (B,C3, . . . ,Cm+2)q
2
k
,
where Q
(4)
m are polynomials in B,C3, . . . ,Cm+2 with degree 1 in Cm+2 with constant
coefficient. Continue computing the terms in {f, q
k
} = 2
(
f ′′(q
k
)
f ′(q
k
)
)′
−
(
f ′′(q
k
)
f ′(q
k
)
)2
, the
Schwarzian derivative can be given by the following expansion
{f, q
k
} =
∞∑
m=0
Q(5)m (B,C3, . . . ,Cm+3)q
m
k
−
∞∑
m=0
Q(6)m (B,C3, . . . ,Cm+2)q
m
k
,
= 12(C3 − B2) +
∞∑
m=1
Pm(B,C3, . . . ,Cm+3)q
m
k
in q
k
, where Q
(5)
m is a polynomial in B,C3, . . . ,Cm+3 which has degree 1 in Cm+3 with
constant coefficient; Q
(6)
m is a polynomial in B,C3, . . . ,Cm+2 that has degree 1 in Cm+2
but with coefficient in terms of B. Therefore the coefficient Pm(B,C3, . . . ,Cm+2) =
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Q
(5)
m −Q(6)m of qm
k
is a polynomial in B,C3, . . . ,Cm+2, which has degree 1 in Cm+3 with
constant coefficient.
1.4.2 Differential Equation
Recall section 1.3.1, the branches of the inverse τ(f) are related by linear transfor-
mations, Proposition 1.4.2 implies that {τ(f), f} = {τ, f} is well-defined. In order
to discuss its analytic property, we consider the following uniformizing function near
each singularity a ∈ {a1, . . . , an},
Φ(f) = exp{−2pii
k
1
τ(f)− r}, when r 6=∞, (1.4.5)
or
Φ(f) = exp{2pii
k
τ(f)}, when r =∞, (1.4.6)
where r and k are the constants with respect to the parabolic transformation γ in
Propositions 1.3.5 and 1.3.6, and γ is the generator corresponding to the singularity a.
On the other side, from section 1.3.1, the uniformizing functions are single valued in
a neighborhood of a. So the uniformizing function Φ(f) has the following expansion
near a,
Φ(f) = αa(f − a) + βa(f − a)2 + (f − a)2φ(f), a 6=∞, αa 6= 0, (1.4.7)
Φ(f) = α∞f + β∞ + ϕ(
1
f
), a =∞, α∞ 6= 0, (1.4.8)
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where φ(f) and ϕ( 1
f
) are regular at a and satisfying
φ(a) = 0, when a 6=∞,
ϕ(
1
a
) = ϕ(0) = 0, when a =∞.
Assume one of the singularities is 0, and the parabolic transformation γ that associates
to this singularity a = 0 fixes r =∞, and k is the constnat in Proposition 1.3.6, then
we have the following analytic expansion of the uniformizing function Φ(f):
exp{2pii
k
τ(f)} = α(a=0)f + β(a=0)f 2 + f 2φ(f). (1.4.9)
We use equation (1.4.9) to calculate its Schwarzian derivative {τ, f}. Notice that dif-
ferentiation will make the branch problem no longer an issue if we take the derivative
of its logarithm, we write α = α(a=0) and β = β(a=0) for convenience,
2pii
k
τ(f) = logα + log f + log(1 +
β
α
f +
1
α
fφ(f)),
2pii
k
τf =
1
f
+
β
α
+ 1
α
(φ(f) + fφ′(f))
1 + β
α
f + 1
α
fφ(f)
=
1
f
+
β
α
+ φ1(f),
log
2pii
k
+ log τf = log
1
f
+ log
(
1 +
β
α
f + fφ1(f)
)
,
τff
τf
= − 1
f
+
β
α
+ φ2(f)
1 + β
α
f + fφ1(f)
= − 1
f
+
β
α
+ φ3(f),
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where each φl(f), l = 1, 2, 3, is regular at a = 0, and φl(0) = 0. Therefore the
Schwarzian derivative has expansion around a = 0 as the following equation
{τ, f} = 2
(
τff
τf
)
f
−
(
τff
τf
)2
,
=
1
f 2
+
2β
α
1
f
+ φ4(f), (1.4.10)
where φ4(f) is regular at a = 0. Recall that {τ, f} is invariant under any linear
transformation on τ , so we have the following equality
{τ(f), f} = { 1
τ(f)− r , f}.
For the special case a = ∞, equation (1.4.8) implies that {τ, f} does not have a
singularity at a = ∞. Therefore, due to Liouville’s theorem, we have the following
conclusion from equation (1.4.10) (see [Neh75, p. 201]),
{τ, f} =

n∑
j=1
1
(f − aj)2 +
2βj/αj
f − aj , if ∞ /∈ {a1, . . . , an},
n−1∑
j=1
1
(f − aj)2 +
2βj/αj
f − aj , if an =∞.
(1.4.11)
From now on, we will fix one of the singularities to be 0. Assume f : H→ CP1\{a1 =
0, a2, . . . , an}, τ 7→ f(τ) is a covering map, then we have the following equation
{τ, f} = 1
f 2
+
2β
α
1
f
+
n∑
j=2
[
1
(f − aj)2 +
2βj
αj
1
f − aj
]
, (1.4.12)
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where α = α(a1=0), β = β(a1=0), and αj = αaj , βj = βaj , j = 2, . . . , n, are the coeffi-
cients of the first and second order leading terms in the analytic expansion (1.4.5) of
the unifomizing function at the singularity aj. It is worth to mention that αj, βj are
uniquely determined by the given covering map f due to its analytic property.
Let us recall Propositions 1.4.2 and 1.4.3, we have the following equation
{τ, f} = −4pi
2
k2
(1− q2
k
{f, q
k
})τ 2f
and equation
{τ, f} = 1
f 2q
k
(
1
q2
k
− {f, q
k
}) (1.4.13)
due to τf =
k
2pii
q−1
k
f−1q
k
from chain rule. Therefore, we have the following relation that
is connected by {τ, f},
1
f 2q
k
(
1
q2
k
− {f, q
k
}) = 1
f 2
+
2β
α
1
f
+
n∑
j=2
[
1
(f − aj)2 +
2βj
αj
1
f − aj
]
. (1.4.14)
From equations (1.4.3) and (1.4.4), we have the following expansion of the left hand
side of equation (1.4.14),
1
A2
[
1
q2k
− 4B 1
qk
+ (24B2 − 18C3) +
∞∑
m=1
P˜m(B,C3, . . . ,Cm+3)q
m
k
]
, (1.4.15)
where the coefficient term P˜m(B,C3, . . . ,Cm+3) is a polynomial in B,C3, . . . ,Cm+3
which has degree 1 in Cm+3 for m ≥ 1. For convenience, we denote the constant term
P˜0(B,C3) = (24B
2 − 18C3).
On the punctured sphere CP1 \ {a1 = 0, a2, . . . , an}, the singularities are discrete
since it is a set of finite points. Take a neighborhood U which contains the one and
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only singularity a1 = 0, then we have the following expansion in U ,
1
f
=
1
A
1
q
k
[1− Bq
k
+
∞∑
m=2
Q(7)m (B,C3, . . . ,Cm+1)q
m
k
], (1.4.16)
where Q
(7)
m is a polynomial in B,C3, . . . ,Cm+1 which has degree 1 in Cm+1 with con-
stant coefficient. And for other terms 1
f−aj , j = 2, . . . , n, it has expansion
1
f − aj = −
1
aj
·
[
1 +
A
aj
q
k
+
∞∑
m=2
Q(8)m (
A
aj
,
c2
aj
, . . . ,
cm
aj
)qm
k
]
, (1.4.17)
where c2 = B, Q
(8)
m is a polynomial in Aaj ,
c2
aj
, . . . , cm
aj
which has degree 1 in cm
aj
with
constant coefficient. Therefore equation (1.4.12) on the right hand side of equation
(1.4.14) has expansion in q
k
as the following
1
A2
{
1
q2
k
− 4B 1
q
k
+
[
5B2 − 2C3 + A2
n∑
j=2
(
1
a2j
− 1
aj
2βj
αj
)]
+
∞∑
m=1
[
Q(9)m (B,C3, . . . ,Cm+3) +
n∑
j=2
Q
(10)
jm
(
1
aj
, c1, . . . , cm)
]
qm
k
}
,
(1.4.18)
where c1 = A, c2 = B, and Q
(9)
m (B,C3, . . . ,Cm+3) is a polynomial in B,C3, . . . ,Cm+3
that has degree 1 in Cm+3 with constant coefficient; Q
(10)
jm
( 1
aj
, c1, . . . , cm) is a polyno-
mial in 1
aj
, c1, . . . , cm which has degree 1 in cm with constant coefficient. If we consider
each cm = Cm · A for m ≥ 1, then Q(10)jm is a polynomial Q(10)
′
jm
in A,B,C3, . . . ,Cm.
We identify equation (1.4.18) with equation (1.4.15) to get a set of equations
P˜m(B,C3, . . . ,Cm+3) = Q
(9)
m (B,C3, . . . ,Cm+3) +
n∑
j=2
Q
(10)′
jm
(A,B,C3, . . . ,Cm),
(1.4.19)
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where m ≥ 1. And the constant term gives equation
24B2 − 18C3 = 5B2 − 2C3 + A2
n∑
j=2
(
1
a2j
− 1
aj
2βj
αj
)
, (1.4.20)
thus the solution for C3 is given by the following equation
C3 = C3(A,B) =
1
16
[
19B2 − A2
n∑
j=2
(
1
a2j
− 1
aj
2βj
αj
)]
. (1.4.21)
Notice that the left hand side of equation (1.4.19) is a polynomial in B,C3, . . . ,Cm+3
that has degree 1 in Cm+3 with constant coefficient, and the right hand side of equation
(1.4.19) is a polynomial in A,B,C3, . . . ,Cm+3 that also has degree 1 in Cm+3 with
constant coefficient. Let us start with m = 1, equation (1.4.19) has one and the only
one unknown term C4, we can solve for C4 and the solution is a polynomial in C3, A
and B. The solution C4(C3, A,B) can be expressed as a polynomial C4(A,B) in A,B
with constant coefficients since C3 = C3(A,B). By induction, it is easy to conclude
that Cm can be solved as a polynomial Cm(A,B) in A,B with constant coefficients
for m ≥ 3, i.e.,
Cm = Cm(A,B, a2, . . . , an) = Cm(A,B), (1.4.22)
where a2, . . . , an are the singularities. Therefore we can conclude the following theo-
rem.
Theorem 1.4.5. Let f : H → CP1 \ {a1 = 0, a2, . . . , an} be a covering map, and
the parabolic generator corresponding to a1 = 0 fixes infinity, then the map f can be
uniquely determined up to the coefficients A,B of the first two order leading terms of
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its expansion (1.4.2), i.e.,
f/A = q
k
+ Bq2
k
+ C3(A,B)q
3
k
+
∞∑
m=4
Cm(A,B)q
m
k
, (1.4.23)
where q
k
= exp{2pii
k
τ}, and Cm(A,B) are polynomials in A,B = BA with constant
coefficients for m ≥ 3.
Recall Theorem 1.3.11 in section 1.3.2 and Theorem 1.4.5, they together imply
our main result Theorem 1, which will be concluded in the last section.
1.5 Ramification Point
1.5.1 Introduction
In section 1.3.1, we concluded that the deck transformation group Aut(f) is generated
by (n−1) parabolic transformations from Aut(H). On the other hand, we will discover
properties of such subgroups of GL2(R). Notice that γ(τ) = ( γdet γ )(τ), so we will only
consider SL2(R) from now. Consider SL2(R) with the normal R4 topology. The
general matrix multiplication
SL2(R)× SL2(R)→ SL2(R), (γ1, γ2) 7→ γ1γ2
and inversion
SL2(R)→ SL2(R), γ 7→ γ−1
are continuous maps.
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Definition 1.5.1. We say that SL2(R) acts on H continuously if the following map
SL2(R)×H→ H, (γ, τ) 7→ γ(τ)
is continuous.
In general, if G is a subgroup of SL2(R). An orbit of a point τ ∈ H is the set of
images of τ under actions in G, i.e.,
OrbitG(τ) = {g(τ) | g ∈ G}.
The stabilizer of a point τ ∈ H are the elements in G that fixes τ , i.e.,
StabG(τ) = {g | g(τ) = τ, g ∈ G}.
We say that two points τ, τ ′ ∈ H are equivalent under the action of G if τ ′ ∈
OrbitG(τ)τ , i.e.,
τ ∼ τ ′ if and only if τ ′ = g(τ), for some g ∈ G.
The set OrbitG(τ) is the set of points that are equivalent to τ under the action of G.
Definition 1.5.2. If G is a discrete subgroup of SL2(R), define the quotient space
H/G to be the space of equivalent classes of H under the action of G, i.e.,
H/G = H/ ∼,
equipped the induced topology through the quotient map.
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Let SL2(R)/G to be the left cosets of G in SL2(R), i.e.,
SL2(R)/G =
⋃
h∈H
hG,
where H is the left coset representation of G in SL2(R). The topology on SL2(R)/G
is induced from the left group action.
Definition 1.5.3. A point P ∈ H is elliptic of a discrete subgroup G ⊂ SL2(R) if it
is invariant under the action of an elliptic element in G.
The goal for this section is to show that a point P ∈ H/G is elliptic if and only if
the point P ∈ H/G is a ramification point.
1.5.2 Discrete Group, Quotient Space and Ramification Point
All the conclusions can be found in [Shi71, p. 2-20, Chapter 1]. For the completion
of this article, I still state them.
Lemma 1.5.4. SO2(R) is compact in SL2(R). Furthermore, the map
α˜ : SL2(R)/SO2(R)→ H, [γ] 7→ α˜([γ]) = γ(i) (1.5.1)
is a homeomorphism.
Proof. To show the compactness, define a map
ϕ : S1 → SL2(R),
eiθ 7→ ϕ(eiθ) =
 cos θ sin θ
− sin θ cos θ
 .
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Notice that ϕ is continuous and S1 is compact, so its image ϕ(S1) = SO2(R) is also
compact. To show α˜ is a homeomorphism, it is equivalent to show that it is bijective
and continuous and open. We define a map α on SL2(R) as the following,
α : SL2(R)→ H, γ 7→ α(γ) = γ(i).
Since SL2(R) acts transitively on H, i.e., OrbitSL2(R)(τ) = H for any τ ∈ H, so
the map α is onto, which implies that α˜ is surjective. For any γ1, γ2 ∈ SL2(R), the
condition α˜([γ1]) = α˜([γ2]) holds if and only if the equation γ1(i) = γ2(i) holds. If
γ1(i) = γ2(i) is true, then we have equality
γ−12 (γ1(i)) = (γ
−1
2 γ1)(i) = i,
which implies the following relation
(γ−12 γ1) ∈ StabSL1(R)(i) = SO2(R), equivalently [γ1] = [γ2],
thus α is injective. Therefore α˜ is a bijection. The continuity of α˜ follows from the
continuity of α.
Now we only need to show it is open. Observe that if x+yi ∈ H such that α(γ) = x+yi
for some γ =
 a b
c d
 ∈ SL2(R), then we have the following conclusion
ad− bc = 1, ai+ b
ci+ d
= x+ yi, implies (x2 + y2)d− bx− ay = 0,
since y 6= 0, c = dx−b
y
. Suppose Ω ⊆ SL2(R)/SO2(R) is open, we will show that
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any point x0 + y0i ∈ α˜(Ω) is an interior point. Notice that x0 + y0i is in the image
α˜(Ω), so there exists an element γ0 =
 a0 b0
c0 d0
 ∈ SL2(R) such that [γ0] ∈ Ω and
γ0(i) = x0 + y0i, we have the following equation
(x20 + y
2
0)d0 − b0x0 − a0y0 = 0.
Define a function
s : R4 × R → R,
(x, y, a, b, d) 7→ (x2 + y2)d− bx− ay.
Notice that ∂s/∂d = x2 + y2 > 0 since y > 0. By implicit function theorem,
there is a continuous differentiable function g(x, y, a, b) = d on a neighborhood Ω0 of
(x0, y0, a0, b0) in R4 with s(x, y, a, b, d) = 0. Notice that d = g(x0, y0, a, b0) = y0x20+y20 a+
x0
x20+y
2
0
b0 is linearly dependent on a, thus there is {x0}×{y0}×(a0−ε, a0+ε)×{b0} ⊆ Ω0
for some ε > 0 such that (d0 − ε′, d0 + ε′) = Ud0 ⊆ g(Ω0) for some ε′ > 0. Recall
the fact that Ω ⊆ SL2(R)/SO2(R) is open, without loss of generality, we assume
{a0} × {b0} × {c0} × Ud0 ⊆ Ω. Therefore the solution set g−1(Ud0) ⊆ R4 is open, so
there is an neighborhood Ux0 × Uy0 × {a0} × {b0} ⊆ g−1(Ud0) such that Ux0 × Uy0 is
an open neighborhood of (x0, y0), thus it is an interior point. We can conclude that
α is a homeomorphism.
Remark 1.5.1. Other proofs see [Shi71, p. 2, Theorem 1.1] or [Mil17, p. 25, Propo-
sition 2.1 (d)].
Lemma 1.5.5. Assume Γ is a discrete subgroup of SL2(R), if V1, V2 are any compact
subsets in H, then the set {γ ∈ Γ|γ(V1) ∩ V2 6= ∅} is finite.
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Proof. Assume V1 ⊆ H is compact, we will show that α−1(V1) is also compact in
SL2(R), where α is the same map defined in lemma 1.5.4. Since SL2(R) has the normal
topology in R4, we can consider the collection of balls Bi = {(a, b, c, d) | |(a, b, c, d)| <
i} ⊆ SL2(R) which forms an open cover of R4, we have the following conclusion
SL2(R) ⊆ ∪∞i=1Bi implies V1 ⊆ ∪∞i=1α(Bi).
Thus there exists a finite number m ∈ Z such that V1 ⊆ α(Bm) since V1 is compact.
Therefore the image of the closure Bm of Bm covers V1, i.e., V1 ⊆ α(Bm) ⊆ H.
Consider the composition with the inverse of α,
α−1(V1) ⊆ α−1(α(Bm)),
we conclude that α−1(V1) is closed because α is continuous and V1 is compact so
it is closed. Consider the right hand side α−1(α(Bm)) = α˜−1(α(Bm)) × SO2(R),
α(Bm) is compact since Bm is compact, and α˜
−1(α(Bm)) is compact since α˜ is a
homeomorphism. Therefore the set α˜−1(α(Bm)) × SO2(R) is compact since SO2(R)
is compact. The pre-image α−1(V1) of V1 is a closed subset in a compact subset, so
it is also compact. Similarly, α−1(V2) is also compact. The fact that the intersection
of a discrete set with a compact set Γ ∩ (α−1(V1) ∪ α−1(V2)) is finite, so there is only
finitely γ such that γ(V1) ∩ V2 6= ∅.
Remark 1.5.2. See [Shi71, p. 3, Proposition 1.6] or [Mil17, p. 26, Proposition 2.4]
for other proofs.
Proposition 1.5.6. If Γ ∈ SL2(R) is a discrete subgroup, then for any τ ∈ H, there
is a neighborhood U of τ such that if γ ∈ Γ and U ∩ γ(U) 6= ∅, then γ(τ) = τ .
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Proof. For any τ ∈ H, let V be a compact neighborhood of τ in H. By lemma
1.5.5, we assume there is a finite subset {γ1, . . . , γl} ⊆ Γ such that γ(V ) ∩ V 6= ∅.
Suppose {γ1, . . . , γs} are the ones that fixes τ , i.e., γi(τ) = τ for 1 ≤ i ≤ s. And
for any element γi which is from the rest of the set {γs+1, . . . , γl} does not fix τ , i.e.,
γi(τ) 6= τ(s + 1 ≤ i ≤ l). Take some disjoint neighborhoods U (1)i of τ and U (2)i of
γi(τ) in V , consider the intersection
U = ∩li=s+1(U1i ∩ γ−1i (U2i )),
then U is the neighborhood we are looking for.
Remark 1.5.3. Also see [Shi71, p. 3, Proposition 1.7] or [Mil17, p. 27, Proposition
2.5 (b)].
Next, we are able to show that if Γ is a discrete subgroup of SL2(R), a point
[τ ] = [τ0] ∈ H/Γ is ramified if and only if following condition
StabΓ(τ)− {I} 6= ∅ (1.5.2)
holds, for any τ ∈ [τ0] ⊂ H. Recall Definition 1.5.3, a point P satisfying condition
(1.5.2) if and only if P is an elliptic point. The following proposition can be concluded
from [Shi71, p. 8, Proposition 1.18], we will present proof here since it is not obvious.
Proposition 1.5.7. Let Γ be a discrete subgroup of SL2(R). Then on the quotient
space H/Γ, a point τ ∈ H is ramified if and only if it is an elliptic point of Γ.
Proof. If τ ∈ H is not an elliptic point, then by Proposition 1.5.6, there is a neigh-
borhood U of τ such that γ(U) ∩ U = ∅, for any γ ∈ Γ. It implies that τ is not
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ramified. If τ ∈ H is an elliptic point of Γ, assume there is an elliptic element γ ∈ Γ
such that γ(τ) = τ . Let σ ∈ SL2(R) such that σ(i) = τ , then the composition
σ−1 ◦ γ ◦ σ ∈ Stab(i) = SO2(R), so < σ−1 ◦ γ ◦ σ >= σ−1◦ < γ > ◦σ is a subgroup of
the conjugate σ−1Γσ, which is still a discrete subgroup of SL2(R). Also we have the
following correspondence relation
< γ >∼= σ−1 < γ > σ = SO2(R)
⋂
σ−1Γσ,
the right hand side is an intersection of a compact set and a discrete set, so it has to
be finite. Therefore if m = #StabΓ(τ), τ is a ramification point of index m.
1.6 Modular Group
1.6.1 The Full Modular Group Γ(1)
In this section, we will start with introducing the full modular group.
Definition 1.6.1. The full modular group Γ(1) is defined to be the image of SL2(Z)
by identifying +γ and −γ for any element γ ∈ SL2(R). Equivalently, it is the same
as the following definition:
Γ(1) = PSL2(Z) = SL2(Z)/± I.
In this article, we focus on the principal congruence subgroups of Γ(1).
Definition 1.6.2. The principle congruence subgroup of level N is defined as the
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following:
Γ(N) =

 a b
c d
 ∈ SL2(Z)
∣∣∣∣∣∣∣
 a b
c d
 ≡ ±
 1 0
0 1
 (modN)
 /± I.
The goal is to determine all the principal congruence subgroups Γ(N) such that
they are candidates for Aut(f), i.e., H/Aut(f) = H/Γ(N) ∼= CP1\{a1 = 0, . . . , an}
for some n ≥ 3. Notice that CP1\{a1 = 0, . . . , an} does not have any ramification
point, and the compactification of CP1\{a1 = 0, . . . , an} is the Riemann sphere, which
is of genus zero. We will use these two properties to determine all suitable Γ(N).
First, we will use the fundamental domain of Γ(1) to locate all ramification points of
H/Γ(1).
Definition 1.6.3. The fundamental domain for a discrete subgroup Γ ⊆ SL2(R) is
a connected open subset D of H such that every pair of points in D are inequivalent
under Γ, and meanwhile H ⊆ ⋃γ∈Γ[γ(D)].
These conditions are equivalent to D → H/Γ is injective and D → H/Γ is surjec-
tive. Now we recall the fundamental domain of Γ(1) (see [Shi71, p. 16], [Bum97, p.
19, Proposition 1.2.2] or [Ser73, p. 78-79]).
Theorem 1.6.4. The fundamental domain of Γ(1) is the set
D = {z = x+ yi | |z| > 1, |x| < 1
2
, y > 0}. (1.6.1)
Proposition 1.6.5. Let p be the quotient map
p : H→ H/Γ(1), τ 7→ [p(τ)].
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The elliptic points in H/Γ(1) are either [i] or [ρ], i.e.,
{ramification points of H→ H/Γ(1)} = p−1(i)
⋃
p−1(ρ),
where ρ = e
pi
3
i = 1+
√
3i
2
, the root of 1 of order 6.
Proof. Assume
 a b
c d
 is an elliptic element in Γ(1), so a + d = 0 or ±1. By
solving a quadratic equation, an elliptic point z0 satisfies the following equation
z0 =
a− d
2c
+
√
(a+ d)2 − 4
2c
, we assume c > 0 from now on.
Therefore z0 takes values from the following choices
1. z0 =
a
c
+ i
c
, or
2. z0 =
2a±1
2c
+ 1
c
√
3i
2
,
where c ∈ Z+, a ∈ Z. On the other side, consider the fundamental domain D of
Γ(1) in theorem 1.6.4 and property in remark ??. It implies that D contains all
representative points of equivalent classes of elliptic points, so we only need to identity
the elliptic points in D. If it is case (1), Im(z0) =
i
c
∈ {i, i
2
, i
3
, · · · }, the only choice
for z0 ∈ D is Im(z0) = i, c = 1, and accordingly a = 0. Take b = −1, d = 0, the
point z0 = i is invariant under the elliptic matrix
 0 −1
1 0
. For case (2), Im(z0) =
{
√
3i
2
,
√
3i
4
,
√
3i
6
, · · · }, the only choice is Im(z0) =
√
3i
2
when c = 1, then a = 0, z0 = ρ
or ρ2. ρ = 1+
√
3i
2
is invariant under
 0 −1
1 −1
, and ρ2 = −1+√3i2 is invariant under
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 0 −1
1 1
. Notice that ρ and ρ2 are equivalent in Γ(1) by
 1 1
0 1
. Therefore
we can conclude that every elliptic point of Γ(1) is either equivalent to i or ρ.
Remark 1.6.1. See [Shi71, p. 14-15, section 1.4].
1.6.2 Genus Formula for Subgroups of Modular Group
We consider a subgroup Γ of Γ(1) with finite index, then the quotient space H/Γ is
composed by copies of H/Γ(1). The genus of H/Γ can be computed by applying the
Riemann-Roch Theorem and the Riemann-Hurwitz Formula.
Proposition 1.6.6. If Γ is a subgroup of Γ(1) with finite index m, then the genus g
of H/Γ is given by the following formula
g = 1 +m/12− ν2/4− ν3/3− ν∞/2, (1.6.2)
where ν2 is the number of ramification points of order 2, ν3 is the number of ramifi-
cation points of order 3, ν∞ is the number of cusps and m = [Γ(1) : Γ].
Remark 1.6.2. See [Shi71, p. 23, Proposition 1.40] or [Mil17, p. 37-38, Theorem
2.22] for further references.
we need the following conclusions. (see [?])
Theorem 1.6.7 (Riemann-Roch Theorem). If X is a compact Riemann surface, K
is a canonical divisor, define g =genus(X). The following equality
l(D) = 1− g + deg(D) + l(K −D), (1.6.3)
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holds for any divisor D on X,
Corollary 1.6.8. If K is a canonical divisor on X, then the following equalities
1. l(K) = g,
2. deg(K) = 2g − 2,
are true.
Proof. For case 1, let D = 0. then l(D) = 0, deg(D) = 0 and l(K −D) = l(K), by
theorem 1.6.7 we have equation
l(K) = g − 1 + l(D) + deg(D) = g.
To prove case 2, let D = K, apply theorem 1.6.7 again, we have l(K) = g and
l(K−D) = l(0) = 1, therefore l(K) = 1−g+deg(K)+ l(0) holds, we have conclusion
deg(K) = 2g − 2.
Theorem 1.6.9 (Riemann-Hurwitz Formula). Let X, Y be Riemann surfaces, assume
s : Y → X is a biholomorphic covering map of degree m with finite ramification points.
Let R be the set of ramification points on Y , eP be the ramification index at P ∈ R,
then the following formula
2g(Y )− 2 = m(2g(X)− 2) +
∑
P∈R
(eP − 1), (1.6.4)
holds.
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Proof. Let ω be a canonical divisor on X such that it does not have zeros or poles at
any ramification point P ∈ R. On X, we have equation
deg(ω) = 2g(X)− 2.
Consider the pull-back 1−form s∗ω on Y , we will calculate its degree. On un-ramified
points, the degree satisfies relation
m · deg(ω) = m · (2g(X)− 2)
since it is m : 1 on un-ramified points. On a ramified point P ∈ R, let eP be the
multiplicity of P in the fiber of s, then locally we have coordinate
X → Y, z 7→ zeP = z′.
so we have dz′ = d(zeP ) = eP zeP−1dz, therefore the total degree on R is given by the
summation
ΣP∈R(eP − 1).
Therefore we conclude the formula
deg(s∗ω) = 2g(Y )− 2 = m(2g(X)− 2) +
∑
P∈R
(eP − 1).
Now, we are able to prove proposition 1.6.6.
Proof of Proposition 1.6.6. Let Y = H∗/Γ and X = H∗/Γ(1) in theorem 1.6.9. Since
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g(X) = g(H∗/Γ(1)) = 0, we have following equation
g(H∗/Γ) = g(Y ) =
1
2
m(0− 2) + 1
2
∑
P∈R
(eP − 1) = 1−m+ 1
2
∑
P∈R
(eP − 1).
We will count eP for each P ∈ R. Write the maps s, s0, f in the following chart
H∗ H∗/Γ ⊇ R
H∗/Γ(1)
f
s0
s
Q P
[Q]
f
s0
s
Let es(P/[Q]) be the ramification index of P in s, and let es0(Q/[Q]) and ef (Q/P )
be the index of Q in s0 and f respectively. Since above diagram commute, we have
relation
es0(Q/[Q]) = ef (Q/P ) · es(P/[Q]).
Since [i], [ρ] are the only ramification points of s0, so R ⊆ s−1([i])∪ s−1([ρ]). For any
P ∈ R, s(P ) is either [i], [ρ] or [∞], consider each case separately
1. s(P ) = [i], ef (Q/P ) · es(P/[i]) = es0(Q/[i]) = 2, so es(P/[i]) = 1 or 2.
(a) es(P/[i]) = 1, ef (Q/P ) = 2. P is not ramified in s, but P is ramified in f ,
let ν2 be the number of this kind points in H∗/Γ.
(b) es(P/[i]) = 2, ef (Q/P ) = 1. P is ramified with index 2 in s, but P is not
ramified in f . #(s−1([i])) = m since s is (m : 1), so there are a number of
1
2
(m− ν2) for this type of points.
2. s(P ) = [ρ], ef (Q/P ) · es(P/[ρ]) = es0(Q/[ρ]) = 3, thus es(P/[ρ]) = 1 or 3.
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(a) es(P/[ρ]) = 1, ef (Q/P ) = 3. P is not ramified in s, but P is ramified in
f , let ν3 be the number of this kind points in H∗/Γ.
(b) es(P/[ρ]) = 3, ef (Q/P ) = 1. P is ramified with index 3 in s, there are
1
3
(m− ν3) points of this kind.
3. s(P ) = [∞], ef (Q/P ) = es0(Q/[∞]) = ∞, if P is ramified, then by definition
we have the following equation
∑
P∈s−1([∞])
es(P/[∞]) = m.
Let ν∞ be the number of cusps of H∗/Γ, i.e., the number of points P such that
es(P/[∞]) > 1.
Therefore the sum is given by the following calculation
∑
P∈R
(es(P )− 1) =
∑
es(P/[i])=2
(2− 1) +
∑
es(P )/[ρ]
(3− 1) +
∑
es(P/[∞])=m
(es(P/[∞])− 1),
=
1
2
(m− ν2) + 2
3
(m− ν3) + (m− ν∞),
=
11
6
m− 1
2
ν2 − 2
3
ν3 − ν∞.
The genus formula is completed as the following
g(Y ) = 1−m+ 1
2
[
11
6
m− 1
2
ν2 − 2
3
ν3 − ν∞],
= 1 +
1
12
m− 1
4
ν2 − 1
3
ν3 − 1
2
ν∞.
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1.6.3 Principle Congruence Subgroups
Recall that our subject is the finitely punctured Riemann sphere, if we consider it
as a quotient space H/Γ(N) for some suitable N ∈ Z, the fact that the punctured
Riemann sphere has genus zero implies g(Γ(N)) = 0 < 1. The following theorem will
show that N = 2, 3, 4, 5 are the only values such that g(Γ(N)) = 0.
Theorem 1.6.10. The genus of H/Γ(N) is given by the following formula:
g(Γ(N)) =
 0, N = 2,1 + N−6
24
·N2∏p|N(1− p−2), N ≥ 3. (1.6.5)
Recall that if N > 1, Γ(N) does not have elliptic element, which is equivalent
to the fact that H/Γ(N) does not contain any elliptic point, so it does not have any
ramification point as well. Therefore ν2 = ν3 = 0 in equation (1.6.2), the genus is
given by the following simplified formula
g(Γ(N)) = 1 +m/12− ν∞/2, n ≥ 2. (1.6.6)
By the properties of elements in Γ(N), the index m of Γ(N) in Γ(1) is given by
the following proposition.
Proposition 1.6.11. The index m of a principle congruence group Γ(N) in the full
modular group is given by the formula
m = (Γ(1) : Γ(N)) =
 6, N = 2,1
2
#(SL2(Z/NZ)) = 12N
3
∏
p|N(1− p−2), N ≥ 3,
(1.6.7)
where p are the prime divisors of N .
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Proof. See [Shi71, p. 22, Equation (1.62)] (where Γ˜(N) is in our notation Γ(N)).
Consider the stabilizer of ∞ in Γ(1) and the stabilizer of ∞ in Γ(N), we have the
following proposition.
Proposition 1.6.12. The number of cusps of Γ(N) is ν∞ = m/N , where N ≥ 2.
Proof. See [Shi71, p. 22-23].
Therefore equation (1.6.6) becomes
g(Γ(N)) = 1 +
m
12N
(N − 6), (1.6.8)
equation (1.6.8) and (1.6.10) imply equation (1.6.5). Therefore the number of cusps
of Γ(N) is given by the formula:
ν∞(Γ(N)) = m/N =
 3, N = 2,1
2
N2Πp|N(1− p−2), N ≥ 3.
We list the number of cusps for each Γ(N), N = 2, 3, 4, 5,
ν∞(Γ(2)) =
m(Γ(2))
2
=
6
2
= 3, ν∞(Γ(3)) =
1
2
· 9 · 8
9
= 4,
ν∞(Γ(4)) =
1
2
· 16 · 3
4
= 6, ν∞(Γ(5)) =
1
2
· 25 · 24
25
= 12.
From now on, we will use n(N) to denote the number of cusps of Γ(N). More precisely,
n(2) = 3, n(3) = 4, n(4) = 6, n(5) = 12. (1.6.9)
Let us conclude the following theorem.
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Theorem 1.6.13. Let us define n(N), N = 2, 3, 4, 5, as above. If we have a covering
space
f : H→ CP1\{a1, a2, . . . , an(N)} = H/Γ(N)
for approporiate choices of {a1, a2, . . . , an(N)} ⊂ CP1, then Aut(f) = Γ(N).
Proof. The definition of Γ(N) implies that Γ(N) does not contain elliptic elements.
From Propositions 1.5.6 and 1.5.7, for an arbitrary point x ∈ H, there exists a neigh-
borhood x ∈ U such that γ1(U)∩ γ2(U) = ∅ for any γ1 6= γ2 ∈ Γ(N). The conclusion
directly follows from [Hat02, p. 72, Proposition 1.40 (b)].
Proposition 1.6.14. The number of cusps of Γ(N) is ν∞ = m/N (N ≥ 2).
Proof. Let Q∗ = Q∪{∞}, and Q∗/Γ(N) is the quotient space of Q∗ under the action
of Γ(N). The quotient space Γ(1)/Γ(N) is well defined since Γ(N) is normal in Γ(1).
We define the following short exact sequence,
0 StabΓ(1)(∞)/StabΓ(N)(∞) Γ(1)/Γ(N) Q∗/Γ(N) 0
σ1 σ2 σ3 σ4
[γ∞] [γ∞]
σ2
[γ] [γ(∞)]σ3
which satisfies the following properties and facts
1. σ1, σ4 are trivial maps;
2. σ2 is well-defined. If [γ
∞
1 ] = [γ
∞
2 ] in StabΓ(1)(∞)/StabΓ(N)(∞) for some γ∞1 6=
γ∞2 ∈ StabΓ(1)(∞), then (γ∞2 ) ◦ γ∞1 ∈ StabΓ(N)(∞) ⊆ Γ(N). It implies that
σ2([γ
∞
1 ]) = σ2([γ
∞
2 ]) in Γ(1)/Γ(N);
3. (Q∗/Γ(N),) is a group with identity [∞]. The fact that Γ(1) acts transitively
on Q∗ allows us to find γi ∈ Γ(1) for any bi ∈ Q∗(i = 1, 2) such that bi = γi(∞).
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For [b1], [b2] ∈ Q∗/Γ(N) and γ2 ∈ Γ(1) such that b2 = γ2(∞). We define
operation :
[b1] [b2] = [γ1 ◦ γ2(∞)] on Q∗/Γ(N).
If [b1] = [b
′
1], there is γN ∈ Γ(N) such that γN(b′1) = b1, and an element γ′1 ∈ Γ(1)
such that γ′1(∞) = b′1, so b1 = γN ◦γ′1(∞) = γ1(∞), then the following equation
[b′1] [b2] = [γ′1 ◦ γ2(∞)] = [γN ◦ γ′1 ◦ γ2(∞)] = [b1] · [b2],
holds. If [b2] = [b
′
2], there is γN ∈ Γ(N) such that γN(b′2) = b2, and γ′2 ∈ Γ(1)
such that γ′2(∞) = b′2, we have γ2(∞) = γN ◦ γ′2(∞). On the other hand Γ(N)
is normal in Γ(1), there is γ′N ∈ Γ(N) such that γ′N ◦ γ1 = γ1 ◦ γN , therefore the
following equation
[b1] [b′2] = [γ1 ◦ γ′2(∞)] = [γ1 ◦ γN ◦ γ2(∞)]
= [γ′N ◦ γ1 ◦ γ2(∞)] = [b1] [b2],
holds. The associativity, identity and inverse conditions are trivial.
4. σ2, σ3 are group homomorphisms;
5. imσ2 = ker σ3. For [γ] ∈ Γ(1)/Γ(N), we have the following equivalent relations
σ3([γ]) = [γ(∞)] = [∞] ∈ Q∗/Γ(N),
if and only if γ(∞) = γN(∞),
if and only if γ−1N ◦ γ(∞) =∞, exists γN ∈ Γ(N),
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the last equation implies relation
γ−1N ◦ γ ∈ StabΓ(1)(∞) ⊆ Γ(1),
which is equivalent to [γ−1N ◦γ] ∈ StabΓ(1)(∞)/StabΓ(N)(∞), thus imσ2 = ker σ3.
This exact short sequence implies relation
Q∗/Γ(N) ∼= (Γ(1)/Γ(N))/ kerσ3 =(Γ(1)/Γ(N))/imσ2,
=(Γ(1)/Γ(N))/(StabΓ(1)(∞)/StabΓ(N)(∞)).
Counting their cardinalities,
ν∞(Γ(N)) = #(Q∗/Γ(N)) =#
(
(Γ(1)/Γ(N))/(StabΓ(1)(∞)/StabΓ(N)(∞))
)
=#(Γ(1)/Γ(N))/#(StabΓ(1)(∞)/StabΓ(N)(∞)),
where (Γ(1) : Γ(N)) = #(Γ(1)/Γ(N)) = m. Direct calculation shows the following
facts
StabΓ(1)(∞) =<
 1 1
0 1
 >, StabΓ(N)(∞) =<
 1 N
0 1
 >,
therefore #(StabΓ(1)(∞)/StabΓ(N)(∞)) = N . We proved the conclusion
ν∞(Γ(N)) = m/N.
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Proposition 1.6.15. The index m of principle congruence group in the full modular
group is given by the formula
m = (Γ(1) : Γ(N)) =
 6, N = 2,1
2
#(SL2(Z/NZ)) = 12N
3
∏
p|N(1− p−2), N ≥ 3,
(1.6.10)
where p are the prime divisors of N .
Proof. First we show the equation on the left in equation (1.6.10). Consider the
following group homomorphism
φ : SL2(Z) → SL2(Z/NZ), a b
c d
 7→
 a b
c d
 ,
where a is the image of a in Z/NZ, so as b, c and d. The identity in SL2(Z/NZ) is 1 0
0 1
, recall the fact
Γ(N) ∼= φ−1
 1 0
0 1
 = kerφ.
On the other hand,
SL2(Z)/ kerφ ∼= SL2(Z/NZ),
therefore the following relation
Γ(1)/Γ(N) ∼= (SL2(Z)/± I)/ kerφ ∼= SL2(Z/NZ)/± I,
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holds, which implies equation
(Γ(1) : Γ(N)) = #(PSL2(Z))/ kerφ =
1
2
#(SL2(Z/NZ)), N ≥ 3,
and equation
(Γ(1) : Γ(2)) = #(PSL2(Z))/ kerφ = #(SL2(Z/2Z),
since I = −I in SL2(Z/2Z).
Claim 1. We have the following
#SL2(Z/NZ) = Πmi=1p3i (1− p−2r ) = N3Πp|N(1− p−2).
With the help of Claim 1, we conclude 1.6.10.
Proof of Claim 1. Write the integer N as the following
N = pr11 . . . p
rm
m ,
where pi(i = 1, . . . ,m) are different prime numbers. By Chinese remainder theorem,
we have the following isomorphism
GL2(Z/NZ) ∼= GL2(Z/pr11 Z)× . . .×GL2((Z/prmm Z)),
and isomorphism
SL2(Z/NZ) ∼= SL2(Z/pr11 Z)× . . .× SL2((Z/prmm Z)).
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The first one holds because of the following equivalent relations
 a b
c d
 ∈ GL2(Z/NZ)
if and only if det
 a b
c d
 ∈ (Z/NZ)×
if and only if det
 a b
c d
 ∈ (Z/prii Z)×
if and only if
 a b
c d
 ∈ GL2(Z/prii Z), i = 1, . . . ,m.
The second one holds because of the equivalence relation
a ≡ 1 ∈ (Z/NZ)× if and only if a ≡ 1 ∈ (Z/prii Z)× i = 1, . . . ,m.
It will be enough to calculate #(SL2(Z/prii Z)). Claim
#(SL2(Z/prii Z)) = #(GL2(Z/p
ri
i Z))/#(Z/p
ri
i Z)×. (1.6.11)
To show the claim, consider the homomorphism map det:
det : GL2(Z/prii Z)→ (Z/prii Z)×, a b
c d
 7→ det
 a b
c d
 = ad− bc.
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The kernel is det−1(1) = SL2(Z/prii Z), it induces an isomorphism
GL2(Z/prii Z)/SL2(Z/p
ri
i Z) ∼= (Z/prii Z)×,
which implies the claim. We have #(Z/prii Z)× = ϕ(p
ri
i ) = p
ri
i − pri−1i . Now let us
compute the order of GL2(Z/prii Z). Consider the natural homomorphism
h : GL2(Z/prii Z)→ GL2(Z/piZ).
It is an onto map, so #GL2(Z/prii Z) = #GL2(Z/piZ) ·# kerh. Claim the following
equation
#GL2(Z/piZ) = (p2i − 1)(p2i − pi).
Because pi is prime, we only need the first and second row to be linearly independent.
There are p2i − 1 choices for first row, and then p2i − pi choices for the second row,
so the claim holds. For kerh, the pre-image of
 1 0
0 1
 ∈ GL2(Z/piZ) has the
following form  1 0
0 1
+ pi
 ∗ ∗
∗ ∗
 ,
where
 ∗ ∗
∗ ∗
 is any matrix with elements in Z/pri−1i Z. The cardinality is (pri−1i )4 =
# kerh. Therefore we have the following calculations
#GL2(Z/prii Z) = (p2i − 1)(p2i − pi)(pri−1i )4,
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#SL2(Z/prii Z) = (p2i − 1)(p2i − pi)(pri−1i )4/(prii − pri−1i ),
= (p2i − 1)p3ri−2i = p3i (1− p−2r ),
and we conclude the claim
#SL2(Z/NZ) = Πmi=1p3i (1− p−2r ) = N3Πp|N(1− p−2).
1.7 Modular Forms and Modular Functions
Definition 1.7.1. A function f : H→ C is called a modular function of weight k if
f satisfies the following properties:
1. The function f is meromorphic on H;
2. The equation f ◦ γ(τ) = (cτ + d)kf(τ) holds for any τ ∈ H and any γ = a b
c d
 ∈ Γ(1), where Γ(1) is the modular group;
3. The function f is meromorphic at infinity.
Furthermore, if f is a modular function of weight k and holomorphic on H ∪ {∞},
we call f a modular form of weight k.
As a matter of fact, the space of weight 4 modular form for Γ(1) is one dimensional
and generated by the Eisenstein series E4(τ). This is a classic result, see [Ser73, p.
88, Theorem 4 (ii) and p. 93, Examples] (where E2 is in our notation E4).
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Theorem 1.7.2. The weight 4 modular form is a dimension one vector space gener-
ated by the Eisenstein series E4(τ). E4(τ) has the following expansion
E4(τ) = 1 + 240
∞∑
m=1
σ3(m)q
m (1.7.1)
in q = exp{2piiτ}, τ ∈ H, where σ3(m) =
∑
d|m d
3-the sum of the cubes of all positive
divisors of m.
1.7.1 Schwarzian Derivative and Modular Function and Mod-
ular Form
For convenience, we introduce the following definition.
Definition 1.7.3. We say that a function f : H→ C is an automorphic function for
a discrete group Γ′ ⊆ SL2(R) if f is meromorphic on H ∪ {∞} and satisfies property
f ◦ γ(τ) = f(τ), for all τ ∈ H and γ ∈ Γ′.
Remark 5. Modular functions and modular forms are automorphic functions and
automorphic forms of weight zero for the modular group Γ(1), respectively. Notice
that the covering map f : H → CP1\{a1 = 0, . . . , an} is an automorphic function,
it is a generator of the function field over H/Aut(f) which has a traditional name
Hauptmodul. We shall refer the covering map f : H → CP1\{a1 = 0, . . . , an} as a
Hauptmodul for the group Aut(f) in the future.
The following lemma is mentioned in [MS00, Proposition 3.2], for the completion
of this article, I will restate and proof it.
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Lemma 1.7.4. Let f be a Hauptmodul for a genus zero discrete group Aut(f) ⊂
SL2(R). For every γ that normalizes Aut(f) in SL2(R), there exists a corresponding
matrix η =
 η1 η2
η3 η4
 ∈ SL2(C) such that the following equation
f ◦ γ(τ) = η ◦ f(τ)
is true for any τ ∈ H.
Proof. Notice that γ normalizes Aut(f) in SL2(R), i.e., γ ∈ H = SL2(R). Therefore
the composition f ◦ γ(τ) is also an automorphic function for Aut(f). The compact-
ification of CP1\{a1 = 0, . . . , an} ∼= H/Aut(f) is the Riemann sphere CP1 which
has genus zero, which implies that H∗/Aut(f) has transcendental degree zero. Thus
f ◦γ(τ) and f(τ) are related by an automorphism of CP1, i.e., an element η in SL2(C).
More precisely, assume γ =
 a b
c d
 ∈ SL2(R) and η =
 η1 η2
η3 η4
 ∈ SL2(C), we
have the conclusion
f
(
aτ + b
cτ + d
)
=
η1f(τ) + η2
η3f(τ) + η4
holds for every τ ∈ H ∪ {∞}.
The following theorem plays an important role in determining the automorphic
function for Γ(N), N = 2, 3, 4, 5, it is also mentioned in [MS00, Proposition 3.1], I
restate and proof it here for the completion of this article. We will apply Proposition
1.4.2 and Lemma 1.7.4 to prove the following theorem.
Theorem 1.7.5. Let f be a Hauptmodul for a genus zero discrete group Γ′ ⊆ SL2(R),
then {f, τ} is a weight 4 automorphic form for Γ′.
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Proof. First we show that {f, τ} is holomorphic on H and also holomorphic at infinity.
From the assumption that f(τ) is a covering map, f(τ) is locally biholomorphic at
any point τ0 ∈ H with f ′(τ0) 6= 0. The definition of Schwarzian derivate
{f, τ} = 2
(
fττ
fτ
)
τ
−
(
fττ
fτ
)2
shows the analyticity of {f, τ} at τ0. Recall equations (1.4.1) and (1.4.3), the following
equation
{f, τ} = 4pi
2
k2
(1− q2
k
{f, q
k
}),
=
4pi2
k2
(1−
∞∑
m=0
Pm(B,C3, . . . ,Cm+3)q
m+2
k
),
implies that {f, τ} is analytic at τ =∞. Therefore, {f, τ} is holomorphic on H∪{∞}.
To show {f, τ} is a weight 4 modular form for Γ′ we only need to show equation
{f(γ(τ)), γ(τ)} = (cτ + d)4{f(τ), τ} (1.7.2)
holds for every element γ =
 a b
c d
 ∈ Γ′. On one hand, we know that f ◦ γ(τ)
and f(τ) are related by a linear transformation from Lemma 1.7.4, and Proposition
1.4.2 implies equation
{f(τ), τ} = {f(τ), γ(τ)}(γτ )2 + {γ(τ), τ} = {f(τ), γ(τ)}(γτ )2 + {τ, τ},
= {f(τ), γ(τ)} · (cτ + d)4, (1.7.3)
where {τ, τ} = 0 since τττ = (1)τ = 0. Therefore equation (1.7.2) holds, i.e., {f, τ} is
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a weight 4 modular form for Γ′.
Next we have the following conclusion as a corollary of Theorem 1.7.5.
Corollary 1.7.6. ILet f be a Hauptmodul for a genus zero discrete group Γ′ ⊆
SL2(R). Then {f, τ} is a weight 4 automorphic form for the normalizer of Γ′ in
SL2(R).
Proof. Assume µ ∈ SL2(R) normalizes Γ′. By Lemma 1.7.4, there exists an matrix
η =
 η1 η2
η3 η4
 ∈ SL2(C) such that f(τ) = η◦f(τ). Therefore we have the following
equalities
{f(µ(τ)), µ(τ)} = {η1f(τ) + η2
η3f(τ) + η4
, µ(τ)} = {f(τ), µ(τ)},
= (cτ + d)4{f, τ},
where µ =
 a b
c d
 ∈ Aut(f), and the last equation comes from direct calculation.
This shows that {f, τ} is a weight 4 auromorphic form for the normalizer of Γ′ in
SL2(R).
Lemma 1.7.7. Γ(1) normalizes Γ(N) in SL2(R). Consequently, Γ(N) is normal in
Γ(1).
Proof. The proof is elementary.
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1.8 Main Result and Examples
1.8.1 Main Result
In section 1.3.2, we mentioned the inversion series (1.3.11). Now let us consider
the situation that one of the singularities is a1 = 0, and the corresponding parabolic
generator fixes infinity. It is equivalent to say that a covering map f : H→ CP1\{a1 =
0, . . . , an} has expansion
f = Aq
k
+Bq2
k
+ c3q
3
k
+
∞∑
m=4
cmq
m
k
in q
k
= exp{2pii
k
τ}, τ ∈ H, for some real constant k with A 6= 0. Let us denote f = f
A
,
f ∈ CP1\{a1 = 0, . . . , an}, for convenience, recall equation (1.4.23) in Theorem 1.4.5,
f = f/A = q
k
+ Bq2
k
+ C3(A,B)q
3
k
+
∞∑
m=4
Cm(A,B)q
m
k
,
where B = B
A
, Cm =
cm
A
for m ≥ 3. It is not hard to see that q
k
has the following
expansion
q
k
(f) = f + B˜(B)f2 + c˜3(B,C3)f
3 +
∞∑
m=4
c˜m(B,C3, . . . ,Cm)f
m (1.8.1)
in f , where B˜(B) = −B and c˜m(B,C3, . . . ,Cm) are polynomials in B,C3, . . . ,Cm
which has degree 1 in Cm with constant coefficient. Let us restate the main result,
Theorem 1, and proof it here.
Theorem 1.8.1. Let f : H → CP1 \ {a1 = 0, a2, . . . , an} be a covering map with
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expression
f = f(τ) = Aq
k
+Bq2
k
+ c3q
3
k
+
∞∑
m=4
cmq
m
k
.
Then the complete Ka¨hler-Einstein metric has asymptotic expansion
|ds| = 1|A||f | log |f |
∣∣∣∣∣1−
(
Bf − Re(Bf)
log |f |
)
+
∞∑
m=2
Rm(A,B, f ,
f sfm−s
logj |f |)
∣∣∣∣∣ |df | (1.8.2)
at the cusp 0, where f = f
A
for f ∈ CP1 \ {a1 = 0, a2, . . . , an}, B = BA , and
Rm(A,B, f ,
fsfm−s
logj |f | ) is a polynomial in A,B, f ,
fsfm−s
logj |f | , s, j = 0, 1, . . . ,m, with constant
coefficients for m ≥ 2.
Proof. For convenience, we will simply write q = q
k
in this proof. Recall the proof of
Theorem 1.3.11, we apply the substitution f = f
A
,
ds2 =
−4(
k
2pii
log q(f)− k
2pii
log q(f)
)2 ∣∣∣∣d( k2pii
)
log q(f)
∣∣∣∣2 ,
=
|qf (f)|2
|q(f)|2 log2 |q(f)|
∣∣∣∣dfdf
∣∣∣∣ |df |2,
=
|qf (f)|2
A2|q(f)|2 log2 |q(f)| |df |
2. (1.8.3)
We calculate the expansion of each terms in equation (1.8.3) by (1.8.1),
q
f
(f)
q(f)
= (log |q(f)|)f = (log |f |+ log |1 + B˜f +
∞∑
m=2
c˜m+1f
m|)
f
,
=
1
f
+ B˜ +
∞∑
m=1
Q˜(11)m (B˜, c˜3, . . . , c˜m+2)f
m, (1.8.4)
where Q˜
(11)
m (B˜, c˜3, . . . , c˜m+2) is a polynomial in B˜, c˜3, . . . , c˜m+2 which has degree 1 in
c˜m+2 with constant coefficients for m ≥ 1. Next we calculate the expansion of 1log |q(f)|
65
in f and log |f |,
1
log |q(f)| =
1
log |f |
(
1 +
log |1 + B˜f +∑∞m=2 c˜m+1fm|
log |f |
)−1
,
=
1
log |f |
1− log |1 + B˜f +∑∞m=2 c˜m+1fm|
log |f | +
∞∑
l=2
(−1)l
(
log |1 + B˜f +∑∞m=2 c˜m+1fm|
log |f |
)l .
(1.8.5)
Let us use the expansion log(1 +x) = x− x2
2
+ x
3
3
+
∑
n≥4(−1)n+1 x
n
n
and write c˜1 = 1
and c˜2 = B˜ for convenience,
log |1 + B˜f +
∞∑
m=2
c˜m+1f
m| = 1
2
log |1 + B˜f + c˜3f2 +
∞∑
m=2
c˜m+1f
m|2,
=
1
2
log
[
1 + 2 Re(B˜f) +
∞∑
m=2
( ∑
s+j=m,s,j≥0
c˜s+1c˜j+1f
sf j
)]
,
=
1
2
{[
2 Re(B˜f) +
∞∑
m=2
( ∑
s+j=m,s,j≥0
c˜s+1c˜j+1f
sf j
)]
+
∞∑
l=2
(−1)l+1 1
l
[
2 Re(B˜f) +
∞∑
m=2
( ∑
s+j=m,s,j≥0
c˜s+1c˜j+1f
sf j
)]l ,
=
1
2
[
2 Re(B˜f) +
∞∑
m=2
R(1)m (f
m, fm−1f , . . . , ffm−1, fm)
]
,
where R
(1)
m (fm, fm−1f , . . . , ffm−1, fm) is a polynomial in fm, fm−1f , . . . , ffm−1, fm with
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coefficients in B˜, c˜3, . . . , c˜m+1. Therefore equation (1.8.5) has expansion
1
log |q(f)| =
1
log |f |
(
1− 1
2
1
log |f |
[
2 Re(B˜f) +
∞∑
m=2
R(1)m (f
m, fm−1f , . . . , ffm−1, fm)
]
+
∞∑
l=2
(−1)l
2l logl |f |
[
2 Re(B˜f) +
∞∑
m=2
R(1)m (f
m, fm−1f , . . . , ffm−1, fm)
]l ,
=
1
log |f |
[
1− Re(B˜f)
log |f | +
∞∑
m=2
R(2)m (
f sfm−s
logj |f |)
]
, (1.8.6)
where R
(2)
m ( f
sfm−s
logj |f | ) is a polynomial in
fsfm−s
logj |f | , s = 0, 1, . . . ,m and j = 1, . . . ,m, which
has coefficients in B˜, c˜3, . . . , c˜m+1 for m ≥ 2. Therefore equation (1.8.4) and (1.8.6)
implies that the metric |ds| defined by equation (1.8.3) has expression
|ds| = 1|A||f | log |f |
∣∣∣∣∣1 + B˜f +
∞∑
m=1
Q˜(11)(B˜, c˜3, . . . , c˜m+2)f
m+1
∣∣∣∣∣ ·
[
1− Re(B˜f)
log |f | +
∞∑
m=2
R(2)m (
f sfm−s
logj |f |)
]
,
=
1
|A||f | log |f |
∣∣∣∣∣1 +
(
B˜f − Re(B˜f)
log |f |
)
+
∞∑
m=2
R˜m(f ,
f sfm−s
logj |f |)
∣∣∣∣∣ |df |, (1.8.7)
where R˜m(f ,
fsfm−s
logj |f | ) is a polynomial in the variable set
fsfm−s
logj |f | , s, j = 0, 1, . . . ,m,
with coefficients in B˜, c˜2, . . . , c˜m+1 for m ≥ 2. Due to equation (1.8.1) and Theo-
rem 1.4.5, each term B˜, c˜2, . . . , c˜m+1 can be solved as a polynomial in A,B, so the
coefficients in R˜m(f ,
fsfm−s
logj |f | ) are polynomials in A,B. Let us write R˜m(f ,
fsfm−s
logj |f | ) as
Rm(A,B, f ,
fsfm−s
logj |f | ), which denotes a polynomial in A,B, f ,
fsfm−s
logj |f | with constant coef-
ficients. Recall that B˜ = −B, we have conclusion that the metric |ds| is given by the
following expression
|ds| = 1|A||f | log |f |
∣∣∣∣∣1−
(
Bf − Re(Bf)
log |f |
)
+
∞∑
m=2
Rm(A,B, f ,
f sfm−s
logj |f |)
∣∣∣∣∣ |df |, (1.8.8)
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and, consequently, |ds| is uniquely determined up to a choice of A,B.
Recall Theorem 1.6.13, now let us focus on the case that the deck transformation
group is Γ(N), N = 2, 3, 4, 5.
Theorem 1.8.2. Let n(N) be the numbers that is defined by equation (1.1.3), and
let fN : H→ CP1 \ {a1 = 0, a2, . . . , an(N)} be a universal covering with deck transfor-
mation group Aut(fN) = Γ(N), N = 2, 3, 4, 5, satisfying that fN vanishes at infinity,
i.e., fN(∞) = 0. Then fN can be given by the following expansion
fN(τ) = AqN +Bq
2
N
+
∞∑
m=3
A · Cm(B)qmN (1.8.9)
in q
N
= exp{2pi
N
iτ}, τ ∈ H, where the constants A,B ∈ C are uniquely determined by
the set of values of the punctured points {a1 = 0, a2, . . . , an(N)}, and the term Cm(B)
in the coefficient is a polynomial in B with constant coefficients for m ≥ 3.
Proof. By Proposition 1.4.3, the following identity
{fN , τ} = 4pi
2
N2
(1− q2
N
{fN , qN})
holds. Corollary 1.7.6 and Lemma 1.7.7 imply that {fN , τ} is a weight 4 modular
form for Γ(1). Recall Theorem 1.7.2, there is a constant κ such that the following
equation
E4(τ) = κ{fN , τ} = κ4pi
2
N2
(1− q2
N
{fN , qN}) (1.8.10)
holds. Equations (1.7.1) and (1.4.3) imply the following identity
1 + 240
∞∑
m=1
σ3(m)q
m =
4pi2
N2
κ[1−
∞∑
m=0
Pm(B,C3, . . . ,Cm+3)q
m+2
N
]. (1.8.11)
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Matching the constant terms in equation (1.8.11),
1 =
4pi2
N2
κ implies κ =
N2
4pi2
.
Therefore we have the following identity
1 + 240
∞∑
m=1
σ3(m)q
m = 1− P0(B,C3)q2N −
∞∑
m=1
Pm(B,C3, . . . ,Cm+3)q
m+2
N
holds. Notice the identity qN
N
= q by their definitions, we match the coefficient of
qlN
N
in equation (1.8.11) with the coefficient of ql in equation (1.7.1), and let other
coefficients in equation (1.8.11) be 0. We get the following set of equations,
Pm(B,C3, . . . ,Cm+3) =
 240σ3(l), if m = lN − 2 for l = 1, 2, . . . ,0, otherwise, (1.8.12)
where m ≥ 0. Therefore C3 can be solved in terms of B when m = 0, and notice
that every coefficient Pm(B,C3, . . . ,Cm+3) is a polynomial of degree 1 in Cm+3 with
constant coefficient. By induction, we can conclude that Cm can be solved as a
polynomial in B. Equation (1.8.9) holds since cm = A · Cm, m ≥ 3.
Corollary 1.8.3. Under the same assumption in Theorem 1.8.2, the complete Ka¨hler-
Einstein metric has asymptotic expansion
|ds| = 1|A||f | log |f |
∣∣∣∣∣1−
(
Bf − Re(Bf)
log |f |
)
+
∞∑
m=2
Rm(B, f ,
f sfm−s
logj |f |)
∣∣∣∣∣ |df | (1.8.13)
at the cusp 0, where Rm(B, f ,
fsfm−s
logj |f | ) is a polynomial in B, f ,
fsfm−s
logj |f | , s, j = 0, 1, . . . ,m,
with constant coefficients for m ≥ 2.
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Proof. It directly follows from Theorems 1.8.1 and 1.8.2.
1.8.2 Examples
We will see some examples by applying the main theorems.
Example 1.8.4 (The covering space CP1 \ {a1 = 0, a2, . . . , a12} ∼= H/Γ(5)). In this
case, N = 5, q5
5
= q, so the coefficients of q2
5
, q3
5
, q4
5
are all 0. We have the following,

12(C3 − B2) = 0,
48(C4 − 2C3B + B3) = 0,
24(5C5 − 10C4B + 17C3B2 − 6C23 − 6B4) = 0,
. . . ,
implies

C3 = B
2,
C4 = B
3,
C5 = B
4,
. . . .
Therefore the covering map f5 : H → CP1 \ {a1 = 0, a2, . . . , a12} with deck transfor-
mation group Γ(5) can be given by the following expansion
f5 =
f5(τ)
A
= q5 + Bq
2
5
+ B2q3
5
+ B3q4
5
+ B4q5
5
+
∞∑
m=6
Pm(B)q
m
5
, (1.8.14)
where the value of B is up to the collection of punctures {a1 = 0, a2, . . . , a12}. There-
fore the complete Ka¨hler-Einstein metric at the cusp a1 = 0 is given by the following
equation
|ds| = 1|A||f | log |f |
∣∣∣∣∣1−
(
Bf − Re(Bf)
log |f |
)
+
∞∑
m=2
Rm(B, f ,
f sfm−s
logj |f |)
∣∣∣∣∣ |df |,
where f = f5 =
f5
A
for convenience, f5 ∈ CP1 \ {a1 = 0, a2, . . . , a12}.
The following example is the case of the triple punctured Riemann sphere, which
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was mentioned in Example 1.1.1.
Example 1.8.5 (The covering space of H/Γ(2) ∼= CP1 \ {a1 = 0, a2, a3}). In this
example, N = 2, q2
2
= q, we have the following,

12(C3 − B2) = −240,
48(C4 − 2C3B + B3) = 0,
24(5C5 − 10C4B + 17C3B2 − 6C23 − 6B4) = −2160,
. . . ,
implies

C3 = B
2 − 20,
C4 = B
3 − 40B,
C5 = B
4 − 60B2 + 462,
. . . .
Consequently, the covering map f2 : H → CP1 \ {a1 = 0, a2, a3} with deck transfor-
mation group Γ(2) has expression
f2 =
f2(τ)
A
= q2 + Bq
2
2
+ (B2 − 20)q3
2
+
∞∑
m=4
Pm(B)q
m
2
. (1.8.15)
The metric equation (1.8.2) have the following expression
|ds| = 1|A||f | log |f |
∣∣∣∣∣1−
(
Bf − Re(Bf)
log |f |
)
+
∞∑
m=2
Rm(B, f ,
f sfm−s
logj |f |)
∣∣∣∣∣ |df |,
where f = f2 =
f2
A
, f2 ∈ CP1 \ {0, a2, a3}, for convenience, and B = BA is the only free
parameter which is uniquely determined by the two punctures a2 and a3.
Next example is a special case of the triple punctured Riemann sphere, which was
mentioned as Example 1.1.2 in section 1.1. The explicit metric formula is also given
by S. Agard from a different approach in [Aga68].
Example 1.8.6 (The quotient space H/Γ(2) ∼= CP1 \ {0, 1,∞}). When A = 16, B =
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−128, equation (1.8.15) is the covering map given by the modular lambda function
f2 = f2(τ) = λ(τ) = 16q2 − 128q22 + 704q32 − 3072q42 +O(q52 ), (1.8.16)
where f2 = λ(τ) is the covering map of H→ CP1 \ {0,∞, 1} with values at the cusps
as below
∞ 7→ 0, 0 7→ 1, 1 7→ ∞.
In this case, B = −128
16
= −8, C3 = 70416 = 44 = (−8)2 − 20, the metric is given by the
following
|ds| = 1|16||f | log |f |
∣∣∣∣1 + 8(f − Re flog |f |
)
−
[
(2 · 44 + 5 · 64)f2 − 64 f Re f
log |f | + (44 +
5
2
· 64)Re(f
2)
log |f | + 64
(Re f)2
log2 |f |
]
+O(f3)
∣∣∣∣ |df |,
=
1
|f | log |f/16|
∣∣∣∣1 + 12
(
f − Re f
log |f/16|
)
−
[
51
32
f 2 − 1
4
f Re f
log |f/16| +
51
64
Re(f 2)
log |f/16| +
1
4
(Re f)2
log2 |f/16|
]
+O(f 3)
∣∣∣∣ |df |,
where f = f2 and f = f2 =
f2
16
, f = f2 ∈ CP1 \ {0, 1,∞}.
Example 1.8.7 (The punctured Riemann sphere CP1 \ {a1, a2, a3} for arbitrary
a1, a2, a3). Assume a1, a2 and a3 are three different points on CP1, the Mo¨bius trans-
formation
λ 7→ a1(a2 − a3)− a3(a2 − a1)λ
(a2 − a3)− (a2 − a1)λ = λ˜
maps {0, 1,∞} to {a2, a3, a1} respectively. Direct calculation indicates the following
conclusion.
Corollary 1.8.8. A covering map f : H → CP1 \ {a1, a2, a3} for any three different
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points a1, a2, a3 can be uniquely determined by the following equation
f(τ) =
a1(a2 − a3)− a3(a2 − a1)λ(τ)
(a2 − a3)− (a2 − a1)λ(τ) . (1.8.17)
Furthermore, f(τ) = λ˜(τ) can be given by the following expansion,
f(τ) = a1 +16
(a1 − a3)(a2 − a1)
a2 − a3 q2 +128(a1−a3)
[
2
(a2 − a1)2
(a2 − a3)2 −
a2 − a1
a2 − a3
]
q2
2
+O(q3
2
).
Therefore the metric expansion at a1 can be given by the following corollary.
Corollary 1.8.9. The complete Ka¨hler-Einstein metric on CP1 \ {a1, a2, a3} at cusp
a1 has the following asymptotic expansion
|ds| = |a2 − a3|
16|a1 − a3||a2 − a1|
1
f log |f|
{
1− 8
[
(2
a2 − a1
a2 − a3 − 1)f−
Re((2a2−a1
a2−a3 − 1)f)
log |f|
]
+O(f2)
}
|df |
in f = (a2−a3)
16(a1−a3)(a2−a1)(f − a1), f ∈ CP1 \ {a1, a2, a3}.
Proof. Direct calculation gives the value of coefficients A,B,
A = 16
(a1 − a3)(a2 − a1)
a2 − a3 , B = 128(a1 − a3)
[
2
(a2 − a1)2
(a2 − a3)2 −
a2 − a1
a2 − a3
]
.
It implies the following value
B =
B
A
= 8
(
2
a2 − a1
a2 − a3 − 1
)
.
Then the result follows directly from Corollary 1.8.3.
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Chapter 2
The Kobayashi-Royden metric on
punctured spheres
2.1 Introduction
In this paper, we investigate the explicit formula of the Kobayashi-Royden metric on
the one-dimensional open Riemann surface CP1\{a1, . . . , an}, n ≥ 3 and its applica-
tion. Especially, we provide an explicit formula of the Kobayashi-Royden metric on
CP1\{0, 1,∞} by using the exponential Bell polynomials. Furthermore, the result
will also apply to general cases and we prove a local quantitative version of the Little
Picard’s theorem as an application.
In a broader point of view, given any projective manifold X, for any point x ∈ X,
there exists a Zariski neighborhood U = X\Z of x such that U can be embedded into
the product
M1 × · · · ×Mk
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as a closed algebraic submanifold, where k is some positive integer and each Mr =
CP1\{a1, . . . , anr}, nr ≥ 3 (see [Gri71, p. 25, Lemma 2.3]). Hence the Kobayashi-
Royden metric on CP1\{a1, . . . , anr} combining with the well-known formula of the
Kobayashi-Royden metric on product manifolds provides the lower bound of the
Kobayashi-Royden metric on U .
On the other side, a recent result shows that a complete Ka¨hler manifold (M,ω)
with negatively pinched holomorphic sectional curvature range, the base Ka¨hler met-
ric ω is uniformly equivalent to the complete Ka¨hler-Einstein metric and the Kobayashi-
Royden metric (see [WY20, Theorems 2 and 3]). Hence it is interesting to ask the
class of Ka¨hler manifolds on which the two metrics exactly coincide as Finsler metrics
(for example, see [Cho19]). We will show that the two metrics coincide on puncture
spheres while other classical invariant metrics like the Carathe´odory-Reiffen metric
and the Bergman metric vanish everywhere.
A lower bound of the Kobayashi-Royden metric on CP1\{a1, a2, a3} can be estab-
lished by constructing a volume form (see [CG72]). In [KLZ14], H. Kang, L. Lee and
C. Zeager estimated the derivative of the modular lambda function λ(τ) to obtain the
boundary behavior of the Kobayashi-Royden metric on CP1\{0, 1,∞}. Specifically,
the Kobayashi-Royden metric at the point p in the direction v = 1 has the following
estimate
χ
CP1\{∞,0,1}(p; v) ≈
1
δ log(1/δ)
as δ → 0+,
where δ = dist(p, 0). As an improvement of the above estimate, we derive a precise
asymptotic expansion of the Kobayashi-Royden metric on CP1\{a1 = 0, a2, . . . , an}
from the asymptotic expansion of the complete Ka¨hler-Einstein metric in [Qia19].
Furthermore, we enhance the formula in [Qia19] by using the exponential Bell poly-
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nomials.
Let us denote the Kobayashi-Royden metric on a complex manifold N at p ∈ N
in the direction v ∈ TpN by χN (p; v), and sometime we will write M = CP1\{a1 =
0, a2, . . . , an} for convenience. Let f : H → CP1\{a1 = 0, a2, . . . , an} be a covering
map with f(∞) = 0, where H is the upper half plane in C, then we have the following
expansion of f
f(q
k
) =
∞∑
m=1
cmq
m
k
, (2.1.1)
and the inversion series q
k
= q
k
(f) around f = 0,
q
k
(f) =
∞∑
m=1
bmf
m, (2.1.2)
where q
k
= exp{2pii
k
τ}, τ ∈ H. The exponential Bell polynomial is defined as the
following
Bn,k(t1, t2, . . . , tn−k+1) =
∑ n!tr11 · · · trn−k+1n−k+1
r1! · · · rn−k+1!(1!)r1 · · · ((n− k + 1)!)rn−k+1 ,
here, the summation takes place over all integers r1, . . . , rn−k+1 ≥ 0 such that
r1 + r2 + · · ·+ rn−k+1 = k,
r1 + 2r2 + · · ·+ (n− k + 1)rn−k+1 = n.
The followings are the results of this paper.
Theorem 2.1.1. For a covering space H→ CP1\{a1 = 0, a2, . . . , an}, let f(τ) be the
universal covering map given by equation (2.1.1). Then the Kobayashi-Royden metric
at point p ∈ CP1\{a1 = 0, a2, . . . , an} near the boundary 0 in the direction v has the
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following asymptotic expansion
χ
M
(p; v) =
1
|p|| log |b1p|| ·
∣∣∣∣∣1 +
∞∑
m=1
(
m∑
k=1
lkCm−k(p)pk
(k − 1)!(m− k)! +
Cm(p)
m!
)∣∣∣∣∣ · ||v||, (2.1.3)
where
C0(p) = 0,
Cm(p) =
m∑
k=1
(−1)kk!
logk |b1p|
Bm,k(Re(l1p), . . . ,Re(lm−k+1pm−k+1)), for m ≥ 1,
lm =
m∑
k=1
(−1)k−1(k − 1)!
bk1
Bm,k(1!b2, 2!b3, . . . , (m− k + 1)!bn−k+2), for m ≥ 1,
and b1, b2, . . . , are the coefficients in equation (2.1.2).
Consequently, we show the the following local quantitative version of the Little
Picard’s theorem as an application of Theorem 2.1.1.
Theorem 2.1.2. Let R > 0 be the maximal radius of the existence of a holomorphic
map ϕ : DR → CP1\{0, 1,∞} satisfying ϕ(0) = p and ϕ′(0) = 1, i.e.,
R = sup{R0 : ϕ ∈ Hol(DR0 ,CP1\{0, 1,∞}), ϕ(0) = p, ϕ′(0) = 1},
where p ∈ CP1\{0, 1,∞} is a point near 0, and DR is the disk {z ∈ C : |z| < R}.
Then the maximal radius R satisfies
R <
∣∣∣∣p log |p/16|+ 12pRe(p)− p2 log |p/16|+O(|p|3)
∣∣∣∣ , as p→ 0. (2.1.4)
Specially, such R→ 0 when p→ 0.
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2.2 The Kobayashi-Royden metric on punctured
spheres
Let N be a complex manifold and let D be the unit disk in C. For any point z ∈ N
and a tangent vector v ∈ TzN , the Kobayashi-Royden metric is defined as
χ
N
(z; v) = inf{ 1
α
: α > 0, f ∈ Hol(D, N), f(0) = z, f ′(0) = αv}. (2.2.1)
The Kobayashi-Royden metric χ
N
is one of the effective invariant metrics to the
study of holomorphic maps; however, it is not easy to compute for arbitrary complex
manifolds (see [Wu93]). One natural way to compute χ
N
is to consider the case
when N admits a holomorphic covering pi : N˜ → N , where N˜ is a complex manifold.
Actually, the holomorphic covering pi becomes an isometry between N˜ and N with
respect to the Kobayashi-Royden metric due to the standard lifting argument of the
covering map pi (see Theorem 7.3.1 in [GKK11] and Exercise 3.9.8 in [JP13]). We
have the following theorem which shows the relation between the Kobayashi-Royden
metric and the Ka¨hler-Einstein metric.
Proposition 2.2.1. Let pi : N˜ → N be a holomorphic covering between two complex
manifolds N˜ and N . Assume N˜ possesses the Ka¨hler-Einstein metric ω
N˜
of negative
Ricci curvature, the Kobayashi-Royden metric χ
N˜
, and these two metrics coincide in
the following sense
√
ω
N˜
(v, v) = χ
N˜
(p; v), for any v ∈ Tp˜N˜ , p˜ ∈ N˜ .
Then N also possesses the Ka¨hler-Einstein metric ω
N
and the Kobayashi-Royden
metric χ
N
. Furthermore, the two metrics coincide on N as well, and they satisfy the
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following relation
√
ω
N
(v, v) = χ
N
(p; v) = χ
N˜
(p˜; v)
||v||
|pi′(p˜)| , v ∈ TpN,
where pi(p˜) = p, ||v|| denotes the Euclidean norm of the vector v, and pi′ is the
differential map of pi.
Proof. For dimCN ≥ 2, it follows directly from [GKK11, p.207, Corollary 7.6.4].
For the case of dimCN = 1, it follows from [JP13, p.122, Theorem 3.3.7] (see, also
[KLZ14, Lemma 1]).
Let f be a covering map from H to CP1\{a1 = 0, a2, . . . , an} with f(∞) = 0, then
f can be written as the following expansion
f(τ) = f(q
k
) = c1qk + c2q
2
k
+
∞∑
m=3
cmq
m
k
, (2.2.2)
where q
k
= exp{2pii
k
τ}, τ ∈ H, k is a real constant and it holds for any τ ∈ H
( [Qia19, Proposition 3.10]). Let us write q
k
as a series in f ,
q
k
(f) = b1f + b2f
2 +
∞∑
m=3
bmf
m, (2.2.3)
where b1 = 1/c1 and
bm =
1
m!
m−1∑
k=1
(−1)k
cm+k1
Bm+k−1,k(0, 2!c2, 3!c3, . . . ,m!cm), m ≥ 2, (2.2.4)
where Bn,k is the exponential Bell polynomial (see [Com74, p. 134 and p. 151]
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and [Bel34]) defined as the following
Bn,k(t1, t2, . . . , tn−k+1) =
∑ n!tr11 · · · trn−k+1n−k+1
r1! · · · rn−k+1!(1!)r1 · · · ((n− k + 1)!)rn−k+1 , (2.2.5)
the summation takes place over all integers r1, . . . , rn−k+1 ≥ 0 such that
r1 + r2 + · · ·+ rn−k+1 = k,
r1 + 2r2 + · · ·+ (n− k + 1)rn−k+1 = n.
Theorem 2.2.1. For a covering space H→ CP1\{a1 = 0, a2, . . . , an}, let f(τ) be the
universal covering map given by equation (2.2.2). Then the Kobayashi-Royden metric
at p ∈ CP1\{a1 = 0, a2, . . . , an} near 0 in the direction v is given as the following
χ
M
(p; v) =
1
|p|| log |b1p|| ·
∣∣∣∣∣1 +
∞∑
m=1
(
m∑
k=1
lkCm−k(p)pk
(k − 1)!(m− k)! +
Cm(p)
m!
)∣∣∣∣∣ · ||v||, (2.2.6)
where
Cm(p) =
m∑
k=1
(−1)kk!
logk |b1p|
Bm,k(Re(l1p), . . . ,Re(lm−k+1pm−k+1)), C0(p) = 0,
lm =
m∑
k=1
(−1)k−1(k − 1)!
bk1
Bm,k(1!b2, 2!b3, . . . , (m− k + 1)!bm−k+2).
Proof. From Theorem 2.2.1 and [Qia19, Theorem 3.11], we have
χ
M
(p; v) = |ds| = |q
′(p)|
|q(p)| log |q(p)| ||v||. (2.2.7)
Let us consider q
f
/q as (log q)
f
, which is well-defined due to the differentiation. Let
us fix a branch and use equation (2.2.3), we have the following logarithm expansion
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( [Com74, p. 141])
log q = log(b1f) + log
(
1 +
∞∑
m=1
bm+1
b1
fm
)
= log(b1f) +
∞∑
m=1
lm
m!
fm, (2.2.8)
where
lm =
m∑
k=1
(−1)k−1(k − 1)!
bk1
Bm,k(1!b2, 2!b3, . . . , (m− k + 1)!bm−k+2). (2.2.9)
Therefore we have
(log q(f))′ =
1
f
+
∞∑
m=1
lm
(m− 1)!f
m−1 =
1
f
+
b2
b1
+
∞∑
m=1
lm+1
m!
fm.
On the other side, we have
log |1 + z| = 1
2
log |1 + z|2 = 1
2
log(1 + z)(1 + z),
let us consider both of log(1 + z) and log(1 + z) on the principal branch,
2 log |1 + z| = log(1 + z) + log(1 + z)
=
∞∑
m=1
(−1)m+1 z
m
m
+
∞∑
m=1
(−1)m+1 z
m
m
= 2
∞∑
m=1
(−1)m+1 Re(z
m)
m
.
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The asymptotic expansion of the metric can be given as the following
|q′|
|q|| log |q|| = |(log(q))
′| · | log |q||−1
= |(log(q))′| · | log |b1f ||−1 ·
∣∣∣∣∣1 +
∞∑
m=1
1
m! log |b1f | Re (lmf
m)
∣∣∣∣∣
−1
=
∣∣∣∣ (log q)′log |b1f |
∣∣∣∣ ·
∣∣∣∣∣1 +
∞∑
m=1
1
m!
Cm(f)
∣∣∣∣∣
=
1
|f || log |b1f || ·
∣∣∣∣∣1 +
∞∑
m=1
mlm
m!
fm
∣∣∣∣∣ ·
∣∣∣∣∣1 +
∞∑
m=1
Cm(f)
m!
∣∣∣∣∣
=
1
|f || log |b1f || ·
∣∣∣∣∣1 +
∞∑
m=1
Rm(f)
∣∣∣∣∣ , (2.2.10)
where Cm(f) and Rm(f) are defined as
Cm(f) =
m∑
k=1
(−1)kk!
logk |b1f |
Bm,k(Re(l1f), . . . ,Re(lm−k+1fm−k+1)), C0(f) = 0,
Rm(f) =
m∑
k=1
lkCm−k(f)fk
(k − 1)!(m− k)! +
Cm(f)
m!
. (2.2.11)
For some special cases, we are able to obtain more information on the coefficients
of the metric expansion.
Theorem 2.2.2. The Kobayashi-Royden metric on CP1\{a1 = 0, a2, . . . , an}, n =
3, 4, 6, 12, has the following asymptotic expansion
χ
M
(p; v) =
1
|p|| log |b1p|| ·
∣∣∣∣∣1 +
∞∑
m=1
Rm(p)
∣∣∣∣∣ · ||v||, (2.2.12)
where Rm is defined by equation (2.2.11), and the coefficients lm in Rm(p) satisfy
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lm ∈ Q(c1, c2).
Proof. Notice that we have the following relation
1 + 240
∞∑
m=1
σ3(m)q
m = 1− q2
N
{f, q
N
}, N = 2, 3, 4, 5, (2.2.13)
where σ3(m) =
∑
d|m d
3 ( [Qia19, Theorem 8.2]), and {f, q
N
} is the Schwarzian deriva-
tive defined as the following
{f, q
N
} = 2
(
fq
N
q
N
fq
N
)
q
N
−
(
fq
N
q
N
fq
N
)2
. (2.2.14)
We write q = q
N
for convenience. Let us calculate fqq/fq by finding the series expan-
sion of (log fq)q, the branch choice is no longer an issue due to the differentiation,
(log(fq))q =
[
log
(
c1 +
∞∑
m=1
(m+ 1)!cm+1
m!
qm
)]
q
=
(
log(c1) +
∞∑
m=1
l˜m
m!
qm
)
q
= l˜1 +
∞∑
m=1
l˜m+1
m!
qm,
where
l˜m =
m∑
k=1
(−1)k−1(k − 1)!
ck1
Bm,k(2!c2, . . . , (m− k + 2)!cm−k+2). (2.2.15)
We have the following series expansion
{f, q} =
∞∑
m=0
(
2l˜m+2
m!
−
m∑
k=0
l˜k+1l˜m−k+1
k!(m− k)!
)
qm (2.2.16)
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for the Schwarzian derivative. We can solve for each cm from the following relation
1 + 240
∞∑
m=1
σ3(m)q
m
N
= 1−
∞∑
m=0
(
2l˜m+2
m!
−
m∑
k=0
l˜k+1l˜m−k+1
k!(m− k)!
)
qm+2
N
. (2.2.17)
Specifically, for m ≥ 0, we have equations

2l˜m+2
m!
−
m∑
k=0
l˜k+1l˜m−k+1
k!(m− k)! = −240σ3(
m+ 2
N
), if N |m+ 2,
2l˜m+2
m!
−
m∑
k=0
l˜k+1l˜m−k+1
k!(m− k)! = 0, otherwise.
(2.2.18)
Each cm+2 can be solved from l˜m+2, and l˜m+2 can be solved in terms of l˜1, . . . , l˜m+1.
Relation (2.2.18) implies that cm+2 ∈ Q(c1, c2), consequently, bm ∈ Q(c1, c2) due to
equation (2.2.4), so as lm ∈ Q(c1, c2) due to equation (2.2.9).
Corollary 2.2.2. The Kobayashi-Royden metric on CP1\{0, 1,∞} has the following
asymptotic expansion
χ
M
(p, v) =
1
|p| log | p
16
|
{
1 +
1
2
(
p− Re p
log | p
16
|
)
+O(|p|2)
}
||v||, as p→ 0.
Proof. It directly follows from Theorem 2.2.2, and the fact that c1 = 16, c2 = −128
in equation (2.2.2).
Remark 2.2.3. For M = CP1\{a1 = 0, a2, . . . , an = ∞}, n ≥ 3, we can identify
M with C1\{a1 = 0, a2, . . . , an−1}. Hence M is a quasi-projective algebraic manifold
which is biholomorphic to
{(x, y) ∈ C2 : y(x− a1) · · · (x− an−1)− 1 = 0}.
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Therefore our result is a concrete example of the Kobayashi-Royden pseudometric on
a quasi-projective algebraic manifold Z which satisfies
χ
Z
(p; v) = inf
C
χ
C
(p; v),
where C runs over all (possibly singular) closed algebraic curves in Z that is tangent
to v (see Corollary 1.3 in [DLS94]).
2.3 An application of the Kobayashi-Royden met-
ric on CP1\{0, 1,∞}
The Little Picard’s theorem is one of the classic theorems in complex analysis, it states
that there is no non-trivial holomorphic map from C to CP1\{0, 1,∞}. Hence it is
natural to ask the maximal radius R > 0 of the existence of a non-trivial holomorphic
function ϕ : DR → CP1\{0, 1,∞}, where DR = {z ∈ C : |z| < R}. For this question,
the Kobayashi-Royden metric gives a local quantitative information which can be
used to determine R. Recall the definition of the Kobayashi-Royden metric at a
point p ∈ N in the direction of v ∈ TpN in equation (2.2.1),
χ
N
(p; v) = inf{ 1
α
: α > 0, f ∈ Hol(D, N), f(0) = p, f ′(0) = αv}.
Let us consider the collection of holomorphic maps defined on DR instead of the maps
defined on the unit disk D, and take the tangent vector v = 1, we have the following
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alternative definition
χ
N
(p; 1) = inf{ 1
R
: α > 0, g ∈ Hol(DR, N), g(0) = 0, g′(0) = 1}. (2.3.1)
We use the asymptotic expansion of the Kobayashi-Royden metric on CP1\{∞, 0, 1}
to obtain the following local quantitative version of the Little Picard’s theorem.
Theorem 2.3.1. Let R > 0 be the maximal radius of the existence of a holomorphic
map ϕ : DR → CP1\{0, 1,∞} satisfying ϕ(0) = p and ϕ′(0) = 1, i.e.,
R = sup{R0 : ϕ ∈ Hol(DR0 ,CP1\{0, 1,∞}), ϕ(0) = p, ϕ′(0) = 1},
where p ∈ CP1\{0, 1,∞} is a point near 0. Then the maximal radius R satisfies
R <
∣∣∣∣p log |p/16|+ 12pRe(p)− p2 log |p/16|+O(|p|3)
∣∣∣∣ , as p→ 0. (2.3.2)
Specially, such R→ 0 when p→ 0.
Proof. Let us take v = 1, equations (2.2.7) and (2.3.1) imply the following equation
χ
CP1\{∞,0,1}(p; 1) = inf
1
R0
= R.
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More precisely, the upper bound of the radius can be approximated as the following
R <
1
χ
CP1\{∞,0,1}(p; 1)
(2.3.3)
=
| log |q||
|(log q)′|
= | log |q|| · |f | ·
∣∣∣∣∣1 +
∞∑
m=1
mlm
m!
fm
∣∣∣∣∣
−1
= | log |q|| · |f | ·
∣∣∣∣∣1 +
∞∑
m=1
c˜m
m!
fm
∣∣∣∣∣
= |f || log |b1f || ·
∣∣∣∣∣1 +
∞∑
m=1
1
m! log |b1f | Re (lmf
m)
∣∣∣∣∣ ·
∣∣∣∣∣1 +
∞∑
m=1
c˜m
m!
fm
∣∣∣∣∣
= |f || log |b1f || ·
∣∣∣∣∣1 +
∞∑
m=1
(
c˜mf
m
m!
+
m∑
k=1
c˜m−kfm−k Re(lkfk)
(m− k)!k! log |b1f |
)∣∣∣∣∣ , (2.3.4)
where
c˜m =
m∑
k=1
(−1)kk!Bm,k(l1, 2l2, . . . , (m− k + 1)lm−k+1),
lm =
m∑
k=1
(−1)k−1(k − 1)!
bk1
Bm,k(1!b2, 2!b3, . . . , (m− k + 1)!bm−k+2).
Notice that b1 =
1
16
and b2 =
1
32
. For m = 1, we have
c˜1f
1
1!
+
1∑
k=1
c˜1−kf 1−k Re(lkfk)
(1− k)!k! log |f/16| =
1
2
(
f Re f − f 2 log |f/16|) .
For m ≥ 2, we have
c˜mf
m
m!
+
m∑
k=1
c˜m−kfm−k Re(lkfk)
(m− k)!k! log |f/16| = O(f
2) as f → 0.
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The conclusion follows directly.
Remark 2.3.2. The estimation of the maximal radius R is sharp when the point
p is close to 0. It does not work for a point p if |p| is large. The reason is that
the asymptotic expansion of the Kobayashi-Royden metric works locally since the
inversion series (2.2.3) converges locally.
2.4 Example
Examples 2.4.1. For the punctured sphere CP1\{0, 1
3
,−1
6
±
√
3
6
i}, a universal cov-
ering map can be given by
f(τ) =
(
η(3τ)
η( τ
3
)
)3
= q3 + 3q
2
3
+
∞∑
m=3
cmq
m
3
,
and the corresponding deck transformation group is Γ(3) (see [Seb02]), where η(τ) =
q
1
24
∏∞
n=1(1 − qn) is the Dedekind eta function, here q = exp{2piiτ} and τ ∈ H. In
this case, we have
c1 = 1 and c2 = 3.
The first couple of coefficients in q =
∑∞
m=1 bmf follows from Theorems 2.2.1 and
2.2.2,
c3 = 9, b1 = 1, b2 = −3, b3 = 9,
so we have
χ
M
(p; v) =
1
|p| log |p|
∣∣∣∣1− 3(p− Re plog |p|
)
+9
(
p2 − pRe p
log |p| −
1
2
Re(p2)
log |p| +
(Re p)2
log2 |p|
)
+O(|p|3)
∣∣∣∣ ||v||,
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as p→ 0, where M = CP1\{0, 1
3
,−1
6
±
√
3
6
i}, p ∈M and v ∈ TpM .
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