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Abstract 
 
Crystallization is a key unit operation used for obtaining purified products by many process 
industries. The key properties of the crystalline products, such as size and shape distribution, 
purity and polymorphic form are controlled by the crystallization process. All these properties 
impact significantly the downstream operations such as drying or filtration. Therefore, 
monitoring and controlling this process is fundamental to ensure the quality of the final product. 
Process analytical technology (PAT) brings numerous new methods and opportunities in the 
process analytics and real time process monitoring systems, which can be integrated into the 
control algorithm and provide high level optimal control strategies as well as deeper 
understanding of the process. Process monitoring helps develop mathematical models which can, 
in one hand, help in better understanding the processes and consecvently the development and 
application of advanced control methods in order to achieve better product quality.  
In this work, image processing and image analysis based direct nucleation control (IA-DNC) is 
developed in order to investigate the evolution of the crystal properties, such as crystal size, and 
crystal shape distribution. The IA-DNC approach is also compared to alternative DNC 
techniques, in which particle number were measured by Focused Beam Reflectance 
Measurement (FBRM) in order to control crystal size. A control approach is introduced that 
control the nucleation and disappearance of crystals during cooling and heating segments related 
to the changes of the number of counts (measured by Particle Vision Measurment, so called 
PVM or combination of FBRM and PVM). The approach was applied to investigate 
crystallization of compounds with different behavior: potassium dihydrogen phosphate (KDP) –
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water, contaminated KDP -water and Ascorbic acid –water systems. The results demonstrate the 
application of imaging technique for model-free feedback control for tailoring crystal product 
properties. 
The second main aim of the thesis is to investigate and control crystallization processes in 
impure media in the presence of multiple impurities, with an impact on the crystal shape via 
growth kinetics. The broad impact of the crystal growth modifiers (impurities) on the growth 
kinetics is observed in real time by using in situ video imaging probe and real-time image 
analysis. A morphological population balance model is developed, which incorporates a multi-
site, competitive adsorption mechanism of the impurities on the crystal faces. The kinetic 
parameters of primary nucleation, growth and impurity adsorption for a model system of 
potassium dihydrogen phosphate crystallization in water in the presence of two impurities, were 
estimated and validated with experimental results. It was demonstrated that the model can be 
used to describe the dynamic evolution of crystal properties, such as size and aspect ratio during 
crystallization for different impurity profiles in the system. Manual, feedback and hybrid 
feedback-feedforward control techniques are developed and investigated numerically for 
continuous processes, while model-based and model-free control approach for crystal shape are 
developed for batch processes. The developed morphological population balance model is 
implemented and applied in the model-based control approaches, which are suitable to describe 
multicomponent adsorption processes and their influence on the crystal shape. Case studies show 
the effectiveness of crystal growth modifiers based shape control techniques. Comparison of 
different control approaches shows the effectiveness of the techniques. 
The third part of the thesis deals with purification of crystals when adsorption of impurities on 
crystal surfaces and its incorporation into crystals are considered. A purification method, called 
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competitive purity control (CPC) is proposed and investigated. A morphological population 
balance model, including nucleation, growth and competitive impurity adsorption kinetics is 
developed to describe the case when multiple impurities can adsorb competitively on the crystal 
surface. The model is also combined with liquid phase chemical reaction model, in order to 
investigate the purity control case when an additive is introduced in the system that reacts with 
the impurity forming a non-adsorbing reaction product. Both competitive purity control 
approaches proposed: the adsorption based competitive purity control (A-CPC) and the reaction 
based competitive purity control (R-CPC); are investigated using detailed numerical simulations 
then compared with the alternative widely used purification method, called recrystallization. 
In the last contribution chapter, an integrated process optimization of a continuous chemical 
reactor and crystallizer is performed and studied numerically. The purpose of this study is to 
show the way in which the byproduct produced in the chemical reactor may affect the 
crystallization process and how its negative effect can be reduced by applying integrated process 
optimization. Sensitivity analysis of the system was performed by considering the flow rate and 
the concentration of substances in the input stream of the chemical reactor as manipulated 
process variables. Model based integrated process optimization and the sensitivity analysis in 
order to obtain improved quality product in terms of crystal size, shape and purity. 
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1 Introduction 
 
1.1 Background 
 
Crystallization is a key separation process used by many process industries, including food, 
pharmaceutical and fine chemicals. The key crystalline product properties that are controlled by 
the crystallization process are purity, polymorphic form, size and shape distribution, which all 
have significant effect on the efficiency of downstream operations and on the product 
effectiveness, such as bioavailability or tablet stability for pharmaceutical compounds. From the 
pharmaceutical industrie’s perspectives, impurity can carry significant health risks; strict 
regulations related to the quality of active pharmaceutical ingredients (API) are put in place by 
regulatory agencies such as Food and Drug Administration (FDA) in USA or European 
Medicines Agency (EMA) in Europe (Gorog, 2006; Robinson, 2010; Saleemi et al., 2012). 
Hence quality aspects of product/API, such as bioavailability, toxicity, and stability, which can 
be influenced by impurities, additives and excipients that can be present in the system, are 
required to be considered in the study of industrial crystallization. While excipients in same 
cases can be added in order to improve the API behavior (Majerik et al., 2006; Goole et al., 
2010; Garcia-Arieta, 2014), impurities can be incorporated in the API and lead to undesired 
product properties, especially when they are toxic or genotoxic impurities (GTI), when impurity 
limits (purity) at ppm level are required. In these cases, reducing impurity concentration is 
challenging and multiple crystallization steps are often necessary to achieve the desired purity, 
which inevitably leads to decrease in yield. Impurity can also appear during the crystallization 
process when for example polymorphic transformation occurs. Depending on the sources of 
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impurities their concentration in the crystallization process can change in a broad range, from 
trace amount to comparable magnitude to the solute concentration. Different monitoring 
techniques have been developed according to the concentration level and/or chemical properties 
of impurities, such as Raman spectroscopy, fluorescence measurement and high performance 
liquid chromatography (HPLC), (Derdour et al., 2003; Fevotte, 2003; Gherras et al., 2012; 
Simone et al., 2014; Nagy et al., 2013). These process analytical technology (PAT) tools are 
useful not only for process monitoring but also for developing accurate models as well as model-
based and model-free control approaches. These appropriate monitoring techniques and suitable 
process design are required for proper process control in order to avoid undesired transformation 
(Szamos et al., 2011; Simone et al., 2014; Saleemi et al., 2012; Azzimonti et al., 2003; Abu 
Bakar et al., 2009). While polymorphic impurity typically forms during the process, chemical 
impurity in most cases comes from upstream operations (reaction by-products) or from raw 
materials from supplier. Different purification techniques are used on the basis of the possible 
interactions and behavior of the compounds in the system in order to eliminate or lower the 
concentration of undesired impurities in the product. Recrystallization is an effective tool for 
product purification, but it reduces the final productivity (Nara, 1997; 2011; Gao et al., 1999; 
McQueen, 2003; Morito et al., 2013). An alternative, or additional purification unit operation can 
be membrane filtration, which helps to purify the product (Peeva et al., 2014) as well as recovers 
the solute, e.g. API, from the solvent (Szekely et al., 2011; Martinez et al., 2012; 2014; Drioli et 
al., 2012). Chromatography-based purification is also an effective and often used technique in 
the industry (Szekely et al., 2012; Hanke and Ottens, 2014). Hybrid techniques can be also used 
when the disadvantages of the chromatography (such us difficulties of handling large amount of 
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solvents) need to be compensated (Lim et al., 1995; Fung, 2005; Liu et al., 2006; Amanullah and 
Mazzotti, 2006). 
Although the key objective of crystallization is purification, only case studies were reported in 
the literature dealing with quantitative models able to describe the effect of impurities in the 
solution on the purity of the crystal lattice together with their influence on crystal size and shape. 
Additionally, quantitative description of the interplay between crystal purity, size and shape 
distribution is important to exploit the potential that growth modifiers may offer for shape 
control (Lovette and Doherty, 2012; Nagy, 2009; Nagy and Braatz, 2012; Laarsen et al., 2006). 
Effective monitoring techniques are required in order to attain proper shape control of 
crystallization as well as to determine kinetic parameters and product properties. Most of these 
techniques and sensors for particle shape characterization are imaging and video microscopy 
tools coupled with image analysis. An early work of image analysis based process monitoring 
and optical imaging was developed and applied by Patience and Rawlings, (2001). There are 
numerous commercially available in situ imaging sensors (e.g., DuPont, USA; Perdix, The 
Netherlands; Mettler-Toledo, Switzerland) as well as flow-through cell imaging devices 
(Malvern, U.K.; Sympatec, U.K.) (Nagy and Braatz, 2012; Lovette et al., 2008; Nagy et al., 
2013; Wang et al., 2005). Low-cost, endoscope based systems were also integrated into process 
monitoring system (Simon et al., 2009). Different image analysis strategies have been developed 
in order to obtain information about the crystallization process, including the detection of 
nucleation or metastable zone width, particle size and crystal polymorphs (Lovette et al., 2008; 
Wang et al., 2005; Simon et al., 2010; Presles et al., 2009; Wang et al., 2007 and De Anda et al., 
2005a, 2005b). The image analysis based process monitoring can provide data for model 
development, validation and process control (Nagy and Braatz, 2012; Ma and Wang, 2012a, 
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2012b). Population balance modeling is widely used in order to describe the evolution of crystal 
properties such as size and shape distribution (Randolph and Larson, 1965; Ramkrishna, 2000). 
Multidimensional population balance models are suitable for investigation and simulation of 
crystal morphology when the shape of the particles is described by the sizes of the characteristic 
crystal faces (Acevedo and Nagy, 2015; Puel et al., 2003a, 2003b; Gunawan et al., 2004; Zhang 
et al., 2004; Ma et al., 2004; Borsos and Lakatos, 2012; Borchert and Sundmacher, 2012; Kwon 
et al., 2013; Van Enckevort et al., 1980).  
Controlling crystal shape distribution can be achieved by using different operational 
procedures. One approach consists in combining crystallization with other unit operations such 
as milling as a post process treatment (Ho et al., 2012). Shape control is also possible by 
manipulating the operating parameters during crystallization. The control of supersaturation is 
the most common way to manipulate crystal shape (Yang et al., 2006; Bajcinca et al., 2010; 
Lovette et al., 2008), although it provides a very narrow window for shape manipulation 
(Acevedo and Nagy, 2014). Induced crystal breakage can also be used for shape manipulation, 
typically for decreasing aspect ratio of needle shaped crystals. Breakage and attrition of the 
particles caused by stirring has been studied experimentally as well as theoretically by numerous 
researchers (Biscans et al., 1996; Lovette et al., 2008; Acevedo and Nagy, 2014, Szilagy et al., 
2015).  
The effect of impurities on the crystal shape is an area of increasing interest in crystallization 
with considerable amount of experimental work looking into shape changes and purity of the 
product (Prasad et al., 2001; Plomp et al., 2003; Shan’gin, 2013; Fu et al., 1999; Variankaval et 
al., 2008). Several mathematical models, including nucleation and growth kinetics for 
crystallization in the presence of impurities were proposed in the past (Nagy et al., 2013; 
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Myerson, 2001), which considered only the effect of a single impurity in the system. Rosenberg 
and Riveros, (1974) developed a mathematical model and investigated the effects of impurity, 
based on the heat of mixing terms, while Cabrera and Vermilyea, (1958); Davey and Sizemore et 
al., (2009) developed mathematical models based on adsorption theorems. Kubota and Mullin, 
(2009); Kubota, (2001); and Kubota et al., (2004) developed a model, using Langmuir’s 
adsorption isotherm. This model was further improved and combined with population balance 
modelling and mass balance to describe the dynamic variation of crystal purity as well as shape 
distribution by Majumder and Nagy, (2013) in order to investigate and control the shape 
evolution of KDP crystals. The aforementioned models only consider the effect of a single 
impurity, although crystallization often occurs in impure media with multiple impurity species 
acting simultaneously. In other areas of chemical processes, such as chromatography, extended 
Langmuir adsorption models have been developed in order to describe multi-component 
adsorption mechanisms (Ruthven, 1985; Rabe et al., 2011). Furthermore, Lim et al., (1995) 
investigated competitive adsorption of enantiomers on dual-site adsorbent, while different 
adsorption mechanisms were described and investigated by Gu et al., (1991).  
Mathematical models describing the effect of additives on the crystallization process have been 
developed in the recent decades (Myerson, 2002; Rosenberg and Riveros, 1974; Cabrera and 
Vermelyea, 1958; Davey, 1976; Sizemore et al., 2009; Kubota and Mullin, 1995; Kubota et al., 
2004). Majumder and Nagy, (2013) have developed a single additive-based crystallization model 
using morphological population balance equation, which was used in a shape control approach. 
Several mathematical models have been developed that describe the impurity concentration and 
its distribution in the crystal product (Kim and Ulrich, 2002; Fukui and Maeda, 2002; Maeda et 
al., 2006; Asakuma et al., 2009; Fevotte et al., 2013). However model-based investigation of the 
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effects of multiple impurities on crystal purity distribution and purity control approaches have 
not been performed. 
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1.2 Aims and objectives of the research 
 
The main aims and objectives of the research are as follows:  
• To investigate the capability of real-time image processing techniques for quantitative 
monitoring and control of crystallization. 
• To apply real-time quantitative image processing for model based and model free 
control of batch and continuous crystallization processes. 
• To develop an indirect kinetic parameter estimation technique for estimation of 
kinetics parameters of nucleation and growth kinetics of multiple crystal facets. 
• To develop a mathematical model that describes multi-impurity/additive effects on 
the crystallization and crystal properties. 
• To develop novel control method for crystal size and shape distribution in the 
presence of impurities by applying the developed Multi-Impurity Adsorption Model. 
• To develop novel control methods for purity of crystal products 
• To implement and perform an integrated model-based multi-objective process 
optimization for a chemical reactor and crystallizer in the presence of impurity. 
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1.3 Research Contributions 
 
A summary of the major contributions of the research are as follows:  
• Extension of the DNC approach is presented, where on-line imaging based real time 
image processing data provides particle count, size, and aspect ratio for the controller. 
PVM is used for on-line image acquisition and FBRM is used to monitor the process 
and compare the results. Comparison of the recently published FBRM based DNC 
and image processing based DNC is performed in order to investigate the benefits and 
limitations of both systems.  
 
• A novel multi-impurity adsorption model (MIAM) is proposed and used to describe 
crystal growth in impure media. The MIAM model can capture the different effects of 
multiple impurities or impurity mixtures with components having different effects on 
the growth of certain characteristic sizes of crystals, using a mechanism of multi-
component and multi-site adsorption. The parameters of the primary nucleation and 
growth kinetics, including the effect of a mixture of two impurities, were estimated 
by using least square method and validated by physical experiments. The developed 
and validated simulator is suitable to make dynamic observations of the kinetics and 
the evolution of the crystal properties such as size, shape, and purity, during the 
crystallization process in impure media, making the proposed model an effective tool 
for process and product design as well as for process optimization or control. 
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• Different control approaches for continuous MSMPR crystallizer as well as batch 
crystallization process in the presence of impurity with effect on the crystal shape are 
developed and investigated. Manually maintained, feedback and combined feedback 
–feed forward control strategies of continuous crystallization are developed and 
investigated numerically. Model-free and model-based control strategies that utilize 
growth modifiers for batch processes are also developed in order to produce crystals 
with desired shape properties. Batch crystallization was also investigated. The results 
show significant effect of the crystal growth modifiers on the shape control, which 
may be an alternative technique in addition to shape control by supersaturation 
control of crystal shape. The experimental and simulation based results show, that 
shape control by using tailored mixture of growth modifiers can be an effective tool 
in industrial production. 
 
• Novel methods of crystal purification strategies based on multicomponent impurity 
effects are developed. Population balance model including mass balances of 
multicomponent impurities was developed in order to describe competitive adsorption 
based purity control. Reaction based competitive purity control strategy is also 
investigated numerically.  Results show two effective, adsorption based competitive 
purity control methods, which can be cost effective alternatives of using 
recrystallization or chromatographic methods. 
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• Process optimization is carried out for multiple unit operations in order to improve 
product quality. Effect of the process properties, such as flow rate and concentration 
of the reagents in the input, are examined as controlled variables on a continuous 
stirred tank reactor and crystallizer. The effect of by-product on the crystal product 
purity and shape is investigated and optimization was performed by using different 
objectives.  
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1.4 Structure of the thesis 
 
The thesis comprises of eight chapters:  
• Chapter 1 describes the aims of the research and the structure and contributions of the 
thesis.  
• Chapter 2 reviews and discusses the relevant literature and concepts of crystallization 
processes, such as solubility, supersaturation, and kinetics of crystallization including 
the effect of impurities. Various PAT tools and their applications for monitoring and 
control of crystallization processes are also discussed.   
• Chapter 3 presents image processing based automated control of crystallization. 
Monitoring of particle number is used for model-free control of crystallization 
processes.  
• Chapter 4 presents an application of real-time image processing based quantitative 
monitoring of crystal shape. A multi impurity adsorption model is introduced, which 
explains the types of interactions between the crystals and impurities. 
• Chapter 5 proposes a novel control approach by using crystal growth modifiers in 
order to control crystallization in the presence of impurities with effect on growth. 
Both continuous and batch processes are studied while model-based and model-free 
control strategies are applied. 
• Chapter 6 introduces novel control techniques for purity of crystal products. The 
chapter is divided into two sections. The first presents the competitive adsorption 
based purity control, while the second part presents a study of reaction based 
competitive purity control. 
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• Chapter 7 presents a study of multiple process optimizations. Integrated optimization 
of a continuous chemical reactor and crystallizer is performed. The effect of the 
impurity, resulting sourced from the chemical reactor as a by-product is considered.  
• Chapter 8 concludes the research presented and highlights some recommendations for 
future work. 
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2 Literature Review  
2.1 Solubility and supersaturation 
 
Crystallization may be defined as a phase change, in which a crystalline product is obtained from 
a solution. A solution is a mixture of two or more species that form a homogeneous single phase. 
A solution is formed by the addition of a solid solute to the solvent. The solid dissolves, forming 
a homogeneous solution. At a given temperature there is a maximum amount of solute that can 
dissolve in a given amount of solvent. When this maximum is reached, the solution is said to be 
saturated. The amount of solute required to make a saturated solution at a given condition is 
called the solubility. The solubility of solute in solvent increases with increasing temperature in 
most cases. Hence solubility is often considered as a function of temperature (Mullin, 2001; 
Myerson; 2002). Typmically presented in a solubility curve as depicted in figure 2.1. 
 
Figure 2.1 Phase diagram of a crystallization process. 
Solubility is the concentration at which the solid solute and the liquid solution are at equilibrium. 
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When the system state changes from one set of concentration to another, crystals form. However, 
crystallization is a rate process and time is required to obtain the amount of solid crystals at 
equilibrium. Until the system does not achieve the equilibrium, it is in metastable or unstable 
state where the solute concentration is different from the saturation concentration. 
Supersaturation is the driving force of crystallization.  
Davey and Garside (2000) explained the crystallization process based on chemical potentials. 
When a solution is in equilibrium with solid solution, the chemical potentials of the solute in 
solution, μsolution and the solid phase, μsolid, are equal. The fundamental driving force for 
crystallization is the difference of the chemical potential at the substance in solution and solid 
states (Davey and Garside, 2000) 
∆𝜇𝜇 = 𝜇𝜇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝜇𝜇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  2.1 
The chemical potential is defined in terms of the standard potential and the activity, a 
aRT ln0 += µµ    2.2 
The dimensionless driving force may be defined as: 





 ∆=
RT
S µexp   2.3 
A simple and widely used expression of the driving force is based on the difference of the actual 
and saturation concentration: 
*ccc −=∆   2.4 
where c∆  means the concentration driving force, c  is the solution concentration and *c  denotes 
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the equilibrium saturation at the given temperature. 
The different regions of the phase diagram are presented in Figure 2.1. The area below the 
solubility curve is the undersaturated region where crystals cannot exist in equilibrium, while the 
area between the solubility curve and labile region (below the metastable limit) is the metastable 
zone. In this area crystal growth takes place without significant spontaneous nucleation.  
As it was mentioned earlier, the solubility of materials depends on temperature. In most cases the 
solubility increases with increasing temperature, although the rate of the increase varies. Because 
of the temperature dependence at the solubility, different techniques can be applied for 
crystallization, such as cooling crystallization, evaporation (Mullin, 2001).   
 
2.2 Nucleation 
 
Before crystals can develop a number of small particles (nuclei of seeds) must exist in the 
solution that act as centers of the crystallization (Mullin, 2001). When crystallization is unseeded, 
the first step of the crystal formation is the birth of the crystals called nucleation. As it was 
mentioned, supersaturated solution which is not at equilibrium is required for crystallization to 
occur. In order to relieve the supersaturation and move towards equilibrium, the solution 
crystallizes (Myerson, 2002).  
Nucleation may occur in different ways as shown in figure 2.2: 
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Figure 2.2 Mechanisms of nucleation (Myerson, 2002). 
Primary nucleation occurs in the system that does not contain crystal. Nucleation, which occurs 
spontaneously in the pure solution, is homogeneous nucleation.  
 
 
Figure 2.3 Free energy curves of nucleation (Davey and Garside, 2000). 
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The two commonly used theories of primary homogeneous nucleation are classic nucleation 
theory (CNT) and the two step nucleation theory, which are both based on activation energy. The 
classical nucleation theory states that within saturated solution clusters of solute molecules are 
continuously forming and dissolving as a reversible process. The thermodynamic explanation of 
the theory is given by Gibbs. Formation of clusters effectively creates a surface which has energy 
penalty. Forming stable clusters is governed by the energy associated with its formation and 
growth. As it is shown on Figure 2.3, the overall free energy difference between the solid particle 
and the solute in solution is the summation of the surface excess free energy and the volume 
excess free energy (Davey and Garside, 2000):  
∆𝐺𝐺 = ∆𝐺𝐺𝑉𝑉 + ∆𝐺𝐺𝑠𝑠  2.5 
The volume excess free energy can be written as: 
𝐺𝐺𝑉𝑉 = −4𝜋𝜋𝑟𝑟3∆𝜇𝜇3𝑉𝑉    2.6 
while the surface excess free energy takes the form of: 
𝐺𝐺𝑠𝑠 = 4𝜋𝜋𝑟𝑟2𝛾𝛾  2.7 
where r is the radius of particles, V is the molecular volume, and 𝛾𝛾 defines the interfacial surface 
tension. 
The rate of nucleation for the CNT can be defined as the rate at which clusters grow to the 
critical nuclei size and become a stable crystal. A semi empirical equation can be derived from 
an energy balance on a critical nucleus (Mullin, 2001):  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




 ∆−=
kT
GAJ exp   2.8 
where the rate constant is A, k is the Boltzmann constant (1.3805e-23 J/K) and the temperature is 
T. 
The two-step nucleation theory also explains homogeneous primary nucleation. According to the 
theory, formation of the nucleus is assumed to occur by the formation of a stable liquid cluster at 
higher density than the solution. The high concentration of molecules in this cluster favors the 
formation of the solid nuclei which then can grow in ordered crystalline structures (Davey et al. 
2013, Vekilov, 2010; Bernstein, 2011).  
The rate of nucleation can be affected considerably by the presence of foreign particles 
(heterogeneous nucleation). The surface of the foreign particles allows adsorption of solute 
reducing the energy penalty associated with forming an effective surface, which means the value 
of the critical free energy difference presented on Figure 2.3 can be lowered (Mullin, 2001). 
Secondary nucleation results from the presence of crystals in the supersaturated solution. These 
parent crystals have a catalyzing effect on the nucleation phenomena, thus, nucleation occurs at a 
lower supersaturation than needed for spontaneous nucleation. Figure 2.2 presented a list of the 
possible ways how secondary nucleation can be facilitated (Myerson, 2002). 
The simplest and widely used kinetic model for secondary nucleation is the power low model 
given by:  
𝐵𝐵 = 𝑘𝑘𝐵𝐵∆𝐶𝐶𝑏𝑏  2.9 
An example of expressing secondary nucleation including effect of agitation can be written as 
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below: 
𝐵𝐵 = 𝑘𝑘𝐵𝐵𝑁𝑁𝑘𝑘∆𝐶𝐶𝑏𝑏  2.10 
where 𝑘𝑘𝐵𝐵  stands for nucleation coefficient,  𝑁𝑁𝑘𝑘  is the agitation rate, and ∆𝐶𝐶𝑏𝑏  is the 
supersaturation (Myerson, 2002).  
 
2.3 Growth 
 
 As soon as stable nuclei have formed in a supersaturated system, they begin to grow into visibly 
detectable crystals. It should be noted that there are many theories for crystal growth.  
A group of growth theories assumes that growth occurs by an adsorbed layer of solute atoms on 
the crystal surface. The Gibbs-Volmer theory is based on thermodynamic considerations. When 
the crystallizing molecule (unit) reaches the crystal face, it is not immediately integrated into the 
lattice, but a dynamic equilibrium can be established between the layer and the bulk solution. 
The substances link to the lattice in positions, called active sites/centers, where the attractive 
forces are the largest. When the state of the system is ideal, a step-wise built-up will continue 
until the plane face is completed.  
Burton, Cabrera and Frank developed a kinetic theory (Burton-Cabrera-Frank or BCF model), in 
which the spiral growth curvatures and dislocations were considered (Burton et al., 1951). 
Growth kinetics based on the BCF model can be written as: 
𝐺𝐺 = 𝐴𝐴𝜎𝜎2𝑡𝑡𝑡𝑡𝑡𝑡ℎ �𝐵𝐵
𝜎𝜎
�   2.11 
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where G is the growth rate, supersaturation is described as 𝜎𝜎 = 𝑐𝑐/𝑐𝑐∗ − 1, while A and B are 
temperature dependent constants including effect of step spacing. 
Based on the kinematic theories, two processes are involved in the layer growth of the crystal. 
The generation of steps at some source on the crystal face, followed by the movement of layers 
across the face. The theory considers that the step velocity depends on the proximity of the other 
steps, since all steps are competing units. 
The third group of theories are called diffusion-reaction theories. It is assumed that 
crystallization and dissolution and the rates of those processes are governed by the difference 
between the concentration at the solid surface and the bulk of the solution.  Berthoud, (1914) 
suggested two steps in the mass deposition. The first is a diffusion process when solute 
molecules are transported to the solid surface, then in a first order reaction mechanism, solute 
molecules arrange into the crystal lattice. An overall driving force can be determined based on 
the two steps (Myerson, 2002): 
( )gG ccAKdt
dm *−=   2.12 
where m is the mass of deposited solid, 𝐾𝐾𝐺𝐺 = 𝑘𝑘𝑠𝑠𝑘𝑘𝑟𝑟/(𝑘𝑘𝑠𝑠 + 𝑘𝑘𝑟𝑟) is an overall growth coefficient 
including the coefficient of mass transfer (𝑘𝑘𝑠𝑠) and the rate constant for the surface reaction (𝑘𝑘𝑟𝑟), 
while the exponent g is referred to the order of the growth process. 
The growth theories provide theoretical basis of the experimental crystal growth data. In the 
models of crystallization processes, the following expression is commonly used to determine the 
relation between growth and supersaturation: 
g
g CkG ∆=    2.13 
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where 𝑘𝑘𝑔𝑔 can be written as Arrhenius type, temperature dependent equation: 
/gE RT
gk Ae
−= . In 
this equation, A is constant and GE denotes the activation energy of growth. 
 
2.4 Additives and impurities 
 
The influence of impurities/additives on the crystal formation, such as nucleation, growth or 
polymorphic transformation is known and a number of publications dealt with the subject.  
Regarding nucleation, the presence of impurity or additive means that nucleation is 
heterogeneous. The effect of foreign substances in the solution is system dependent. An impurity 
that acts as a nucleation inhibitor in one case may not necessarily be effective in another; or it 
may even act as an accelerator. No general rule applies and each case must be considered 
separately as impurity effect can be rationalized in terms of intermolecular interactions (Mullin, 
2001).  
Volmer explained mathematically the case when foreign nuclei appear in the system and it 
reduces the free energy of nucleation (Volmer, 1939): 
∆𝐺𝐺ℎ𝑒𝑒𝑠𝑠 = 𝜙𝜙𝐺𝐺ℎ𝑠𝑠𝑜𝑜  2.14 
where 𝜙𝜙 factor depends on the contact angle of wetting, 𝜃𝜃 of the solid phase (Mullin, 2001; 
Myerson, 2002): 
𝜙𝜙 = 0.25(2 + 𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃)(1− 𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃)2  2.15 
Sangwal, (2007) also studied and discussed the effect of impurities on the solid-liquid interfacial 
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energy, which could be reduced by impurity adsorption at the crystal surface and finally 
increases the nucleation rate.Another mechanism is also proposed, which results in inhibition 
effect on nucleation. It is also based on impurity adsorption, but in this case at relevant growth 
sites, which leads to inhibition or blockage and to a change in the rate of the growth of the nuclei. 
While the first type of mechanism has effect on the free energy, the second type results in 
changes in the nucleation kinetic parameter, A in the Eq. 2.8. 
Another possible reason of changing the nucleation kinetics can be the indirect effect of the 
modified solubility and supersaturation level (Mullin, 2001). 
In terms of crystal growth rate, different theories of impurity effect were considered in the last 
decades. The impurity effect on growth in most cases is inhibition and it is explained as a result 
of surface adsorption mechanism. Growth rate reduction is caused and affected by reducing or 
hindering the movement of steps on the crystal surface, depending on the amount and strength of 
adsorption. The strength of bonds between the lattice molecules and impurity determines the 
relative mobility of the impurity (Myerson, 2002).  
Cabrera and Vermilyea (1958) hypothesized that strongly adsorbing impurities can adsorb on 
terraces of crystal surfaces and drastically inhibit the step movement relative to that expected in 
the pure system. With the assumption that the source of new steps on the crystal surface is a 
spiral defect, they developed an approximate expression for the reduction in step velocity in the 
presence of immobile impurities: 
𝑣𝑣𝑠𝑠 = 𝑣𝑣𝑝𝑝�1 − 2𝜌𝜌𝑐𝑐𝑑𝑑1/2 2.16 
where 𝑣𝑣𝑠𝑠 and 𝑣𝑣𝑝𝑝 are the step velocities with and without impurity present, respectively, while the 
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average density of impurities on the ledge ahead of the step is expressed by 𝑑𝑑1/2. 
Another method explains the impurity effect on growth through adsorption isotherms. The most 
commonly used method that describes adsorption isotherms as functions of the amount of 
impurities adsorbed on the crystal. The Langmuir isotherm is a commonly used and 
experimentally validated (Myerson, 2002): 
𝑞𝑞𝑠𝑠
𝑎𝑎𝑠𝑠𝑠𝑠 = 𝑞𝑞𝑠𝑠𝑜𝑜𝑠𝑠𝑠𝑠𝑠𝑠 � 𝐾𝐾𝑐𝑐𝑖𝑖,𝑙𝑙𝑖𝑖𝑙𝑙1+𝐾𝐾𝑐𝑐𝑖𝑖,𝑙𝑙𝑖𝑖𝑙𝑙�  2.17 
where 𝑞𝑞𝑠𝑠𝑜𝑜𝑠𝑠𝑠𝑠𝑠𝑠  is the surface concentration of adsorbed impurities at monolayer coverage, and 
𝑞𝑞𝑠𝑠
𝑎𝑎𝑠𝑠𝑠𝑠 stands for the concentration of adsorbed impurities.  The mole fraction of the impurities in 
the liquid phase is 𝑐𝑐𝑠𝑠,𝑠𝑠𝑠𝑠𝑙𝑙, while the K is termed the Langmuir constant, which can be defined by 
the expression 𝐾𝐾 = 𝑒𝑒𝑒𝑒𝑒𝑒(−∆𝐺𝐺𝑎𝑎𝑠𝑠𝑠𝑠/𝑅𝑅𝑅𝑅). The 𝐺𝐺𝑎𝑎𝑠𝑠𝑠𝑠 is the adsorption free energy. 
Growth kinetic models are developed based on adsorption isotherms. Davey, (1976) and Kubota 
and Mullin (1995) introduced a model related to the ledge adsorption, assuming that impurities 
reduce the surface growth: 
𝑣𝑣𝑠𝑠 = 𝑣𝑣𝑝𝑝�1 − 𝜃𝜃𝑒𝑒𝑙𝑙� = 𝑣𝑣𝑝𝑝 �1 − 𝐾𝐾𝑐𝑐𝑖𝑖,𝑙𝑙𝑖𝑖𝑙𝑙1+𝐾𝐾𝑐𝑐𝑖𝑖,𝑙𝑙𝑖𝑖𝑙𝑙�  2.18 
where 𝜃𝜃𝑒𝑒𝑙𝑙 is the equal coverage factor. The model was extended by introducing another 
parameter, called impurity effectiveness factor (𝛼𝛼). Impurity effectiveness factor stands for the 
quality of the effect caused by an impurity (Kubota and Mullin, 1995): 
𝑣𝑣𝑠𝑠 = 𝑣𝑣𝑝𝑝�1 − 𝛼𝛼𝜃𝜃𝑒𝑒𝑙𝑙�   2.19 
When 𝛼𝛼 = 0, there is no impurity effect on crystal growth, while 𝛼𝛼 = 1 means the growth rate 
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becomes zero asymptotically with increasing impurity concentration. When 𝛼𝛼 > 1, impurity has 
a strong impact on growth and low amount of impurity could result in blockage of surface 
growth. 
 
2.5 Modelling crystallization 
 
Because of the large number of particles in crystallizers, population balance may be an effective 
and widely used tool for describing crystallization processes. Population balance was introduced 
by Hulbert and Katz, (1964) and further formulated by Randolph and Larson, (1988).  
Ramkrishna, (2000) extended and generalized the population balances and Mersmann, (2001) 
summarized the definition and applications of the theory. 
The formulation of population balance is based on particle number distribution and particle 
number. First of all, continuous particle phase variables (e.g. size) may be defined. It can be 
assumed that the particle state is determined by finite number of variables needed to specify the 
rate of change and the birth and death processes (Ramkrishna, 2000). The particle state vector 
contains two parts, the external and the internal coordinates: 
- External coordinates may be used to denote the position vector of particle: r = (r1, r2, 
r3…). 
- Internal coordinates representing different quantities associated with the particle: x = (x1, 
x2, x3…) 
The continuous phase vector contains a finite number of phase variables. It is a function of the 
external coordinates and time: 
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( ) ( ) ( ) ( )[ ]trYtrYtrYtrY c ,,...,,,,, 21=   2.20 
The evolution of this field in time and space is governed by the laws of transport and interaction 
with particles. The average number density function is defined on the particle state space 
(Ramkrishna, 2000): 
( )[ ] ( )trxftrxnE ,,,, 1≡   2.21 
where ( )[ ]trxnE ,,   is the expectation or average of the actual number density ( )trxn ,, , while 
( )trxf ,,1  denotes to average number density.  
The domains of the internal and external coordinates are: rΩ  and xΩ . 
The total number of particles in physical space is determined as follows: 
( ) ( )∫
Ω
=
x
trxfdVtrN x ,,, 1   2.22 
The definition of the particle state space continuum is convenient, which provides the space of 
internal and external coordinates. 
( )tYRXX
dt
dX ,,,=  and ( )tYRXR
dt
dR ,,,=   2.23 
( ) 000 ,,0 xrxX =  and ( ) 000 ,,0 rrxR =    2.24 
The Reynolds transport theorem was used as a device to derive conservation equations in 
continuum mechanics. Using the Reynolds transport theorem, it is possible to write a general 
balance equation for  f1: 
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hfRfXf
t yx
=∇+∇+
∂
∂
111
   2.25 
where h is the particle generation rate (e.g. nucleation, breakage, etc.). The initial and boundary 
conditions are respectively: 
( ) 00 =− xxδ  and 0xx ≠   2.26 
( ) ( ) ( )00 xfdVxxxf x
x
=−∫
Ξ
δ   2.27 
The crystal product often expressed by one size, L. In this case, the growth rate of the crystal is 
determined as 
),( tLL
dt
dLG ==   2.28 
The particle number density is n(L,t). While the one dimensional population balance equation 
expressed as follows: 
( ) ( ) ( )[ ] 0,,, =
∂
∂
+
∂
∂ tLntLG
t
tLn
t
  2.29a 
( ) ( ) BtntG =,0,0   2.29b 
( ) ( ) 0,, =∞∞ tntG   2.29c 
In many cases, particles cannot be described properly by one size (e.g. needle-like crystals) but 
two or more characteristic sizes provide better approximation. The multidimensional models are 
required to describe the morphology of the crystals and these models are called morphological 
(or multidimensional) population balance models (Zhang and Doherty, 2004). 
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Ma and Wang, (2012) developed and applied a two-dimensional population balance model 
which was used to describe needle-like crystals by two characteristic sizes. 
( )[ ] ( ) ( )[ ] ( ) ( )[ ]
( ) ( ) ( )tLLRtLLDtLLB
tLLntLG
L
tLLntLG
L
tLLn
t
,,,,,,
,,,,,,,,
212121
2122
2
2111
1
21
+−=
∂
∂
+
∂
∂
+
∂
∂
  2.30 
where ii qi
g
igi LkG σ,= , i=1,2 are the growth kinetic equations. The ( )tLLB ,, 21  and ( )tLLD ,, 21  
are the birth and death terms of the population, while ( )tLLR ,, 21  is the nucleation term of the 
population balance. 
The solution of the population balance equation is usually computationally expensive and time 
consuming process. Several numerical methods have been developed in order to solve the 
population balance (Ramkrishna, 2000). 
The standard moment method is the most widely used method of solving population balance 
equation applied first by Hulbert and Katz, (1964). The moment is defined as, 
( ) ( )∫
∞
=
0
, dLtLnLt jjµ  where j=0,1,2,… 2.31 
Applying the method, the moments are related to the crystal properties. In the case of modelling 
nucleation and size independent growth, the method is usable. However, in the case of size 
dependent growth or other mechanisms, such as breakage the method is not applicable. 
The closure problem with standard Method of Moments can be eliminated by using quadrature 
method of moments (McGraw, 1997; Nagy, 2009) or other closure techniques. 
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The method of moments describes properties of the crystals on the macro scale. This means that 
only mean crystal size is calculated and information about size distribution is not provided. 
The quadrature method of moment (QMOM) is a generic weighted residual approach, which 
uses a particular form for the basis function that allows an explicit calculation of the weights of 
the moments. The product difference algorithm (PD) is suitable to calculate the weights and the 
abscissas from the moments by applying the quadrature approximation (McGraw, 1997): 
( ) ∑∫
=
∞
≈=
N
i
k
ii
k
k LwdLLnL
10
µ   2.32 
where, w are the weights and L is the abscissas, while N denotes to the number of quadrature 
points.  
Finite-difference (FD), finite-element (FE) and finite-volume (FV) methods are direct numerical 
approaches for the solution of the population balance. The FV scheme was applied to solve 
population balance equation by Gunawan et al., (2004) and Ma et al., (2002). The method 
involves discretization of the spatial domains and uses piecewise functions in order to 
approximate the derivatives of the distribution function. 
The following example of finite volume scheme is given by Gunawan et al. (2004). If the size 
intervals are denoted as k and h, and mnf  denotes an approximation of the average population 
density: 
( )
( )
∫
−∆
≈
nh
hn
m
n dxmkxfx
f
1
,1   2.33 
In the case of size independent growth, the population balance equation can take the form 
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0=
∂
∂
+
∂
∂
L
fg
t
f    2.34 
A class of high resolution finite volume algorithms that is second order almost everywhere has 
the form (LeVeque et al, 2002) 
( )
( ) ( )[ ]111
1
1 1
2
−−+
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−−−×



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
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  2.35 
where the flux limiter nf  depends on the degree of smoothness of the distribution.  
Another effective generic solution technique is the Monte Carlo or Dynamic Monte Carlo 
method. However, these methods are computationally expensive. The most important advantage 
of the method is that historical information of each particle is provided by the model. (Lin et al, 
2002) 
Further solution techniques have been developed, but these methods are not discussed here: 
- Method of characteristic (MOC) 
- Method of moments with interpolative closure (MOMIC) 
- Lattice-Boltzmann method 
 
2.6 Process Analytical Technologies used for monitoring crystallization 
 
Process analytical technology (PAT) brings numerous new methods and opportunities in the 
process analytics and real time process monitoring systems, which can be integrated into the 
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control algorithm and provide high level optimal control strategies as well as deeper 
understanding of the process (Nagy et al., 2013). PAT provides information about processes at 
different stages of product development, which includes solubility and metastable zone width 
measurement, supersaturation and concentration measurement of compounds, polymorphic 
forms as well as impurities, and also enables the monitoring of crystal size and shape distribution. 
Different techniques are available for in situ solid and solute concentration measurment 
during crystallization. Attenuated total reflection ultraviolet/visible (ATR-UV/vis) and 
attenuated total reflection Fourier transformation infrared (ATR-FTIR) spectroscopies are often 
used for measurment of liquid phase composition and monitoring solution controntration (Nagy 
et al., 2013; Simone et al., 2014; Cornel et al., 2008; Zhang et al., 2017). Raman spectroscopy 
has also been used in crystallization for monitoring solute and solid concentration of single and 
multiple component suspensions such as polymorphic forms of crystals (Cornel et al., 2008; 
Simone et al., 2014). In the recent decade, High/ultra-performacne liquid chromatography 
(HPLC/UPLC) is also available for accurate online monitoring of multiple component liquid 
concentration (Yang et al., 2016).  
Particle size disctibution can be measured online by using different techniques. Focused 
Beam Reflectance Measurement is a technique that provides information related to size and 
number of particles in suspensions (Nagy et al., 2013; Saleemi et al., 2012; ). Acoustic 
spectroscopy is also available for monitoringparticle size distribution: ultrasonic attenuation may 
strongly be affected by particle size distribution. According to that, accoustic sensors may be 
able to monitor the evolution of crystal size distribution real time (Shukla et al., 2010; Pertig et 
al., 2015; Wang et al., 2015). Imaging techniques are also available for monitoring crystal size 
and shape distribution and number of commecial tool are available which may be used for real 
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time monitoring of crystallization processes. Different image processing techniques are used for 
calculation of particle size distribution and/or reconstruction of crystal morphology (Nagy et al., 
2013; Zhang et al., 2015; Zhang et al., 2017). 
In the present research, crystal size and shape distributions were monitored by using FBRM 
and Particle vision measurment (PVM), while ATR-UV/vis was used to monitor the evolution of 
solute concentration during crystallization.    
2.6.1 Focused Beam Reflectance Measurement (FBRM) 
 
Focused Beam Reflectance Measurement (FBRM) as an in situ, on line measurement tool is 
widely used for real time process monitoring of the crystallization.  
The tool is based on a laser backscattering monitoring technique. The sensor measures chord 
length of the particles by moving a laser beam at high velocity through the sample and recording 
the crossing time. The chord length of each particle traversed by the laser is calculated from the 
crossing time of the particle (Larsen et al., 2006). 
  
Figure 2.4 FBRM Probe (Uduman et al., 2010). 
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The chord length distribution (CLD) is different from the particle size distribution (PSD), but 
several methods to transform CLD to PSD were developed (Wynn, 2003; Li and Wilkinson, 
2005).   
FBRM provides information about crystallization kinetics such as nucleation, growth, dissolution 
or size distribution (Saleemi et al., 2012a). Combination of FBRM with other PAT tools is often 
used for obtaining variety of information about the process. Saleemi et al. (2012b) combined 
FBRM with ATR-UV/VIS in order to observe crystallization of isomers. Simon et al., (2009) 
also used FBRM, ATR-UV/VIS and bulk video imaging (BVI) simultaneously, while 
polymorphic transformation in crystallization process was investigated in real time by using 
FBRM, particle vision and measurement (PVM), ATR and Raman in situ measurement tools 
(Simone et al., 2014). Kougoulos et al., (2005) applied FBRM and process video imaging (PVI) 
in a modified mixed suspension mixed product removal (MSMPR) crystallizer in order to control 
crystal size distribution (CSD). Aamir et al., (2010) used FBRM, Malvern Mastersizer and ATR-
UV/VIS probes for modifying the CSD. Nagy, (2009) developed a model based control approach 
for batch crystallization processes, which is based on the determination of the metastable zone 
and particle number detection by using FBRM. Feedback control of crystallization processes 
based on particle number measurement is also investigated and several studies have been 
published. Fujiwara et al. (2005) introduced first-principles and direct design approaches based 
on FBRM particle number counting and concentration measurements, while automated direct 
nucleation control (ADNC) using FBRM was developed and applied in order to obtain desired 
crystal size distribution by Salemi et al., (2012c, 2012d) and Abu Bakar et al., (2009). 
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2.6.2 Imaging sensors and PVM 
 
Several image processing techniques have been developed recently. These imaging 
techniques can be suitable tools for monitoring and controlling crystal size and 
shape/morphology. An early work of image analysis based process monitoring and optical 
imaging was developed and applied by Patience et al., (2001). However, a number in situ 
imaging sensors has been developed, such as DuPont, USA; Perdix, The Netherlands; Mettler 
Toledo, Switzerland, as well as flow-through cell imaging devices from Malvern, U.K. or 
Sympatec, U.K. (Wang et al., 2005; Lovette et l., 2008; Nagy and Braatz, 2012; Nagy et al., 
2013). Endoscope based systems were also integrated into process monitoring systems (Simon et 
al., 2009). Different image analysis strategies have been developed in order to obtain information 
about the crystallization process. These strategies can be classified in two classes: (i) the blob 
analysis, which is based on particle boundary detection and (ii) based on texture analysis, which 
monitors the change of image descriptors (Nagy et al., 2013). These techniques have been 
applied for detecting nucleation or metastable zone width (Simon et al., 2010), particle size 
(Presles et al., 2009) and shape/morphology (Eggers et al., 2009; Kempkes et al., 2010; Schorsch 
et al., 2014; Wang et al., 2016) as well as crystal polymorphs (Wang et al., 2007; Lovette et al., 
2008; De Anda et al., 2005; Wang et al., 2005). The image analysis based process monitoring is 
suitable to provide data for model development, validation, as well as process control (Nagy and 
Braatz, 2012). Ma and Wang, (2012a, 2012b) applied closed loop control of crystal shape by 
modifying the temperature profile.  
Particle Vision and Measurement (PVM) from Mettler Toledo is an often used imaging probe 
in the pharmaceutical industry. The probe consists of a high resolution in-situ video microscope, 
which images of the slurry and the particles. Quantitative information, such as particle size 
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distribution, aspect ratio distribution and count number (related to the particle number) can be 
extracted from the PVM images. The commercial software from Mettler Toledo (PVM Image 
Acquisition) applies the Blob method for image processing, which uses two steps for object 
(particle) identification: segmentation and edge detection (Figure 2.5). 
 
 
Figure 2.5 PVM images before and after image processing procedure.  
2.6.3 ATR-UV/Vis spectroscopy  
Attenuated total reflection (ATR) -UV/Vis spectroscopy enables the monitoring of the solute 
concentration during crystallization. The technique measures the absorbance in the 190-800 nm 
wavelength region of the electromagnetic spectrum. The absorbance of energy causes transitions 
between electronic energy levels, which leads to shifting of electrons within the molecules. This 
shifting effect plays an important role in the creation of the UV/Vis spectra. Based on the 
Lambert-Beer law, the absorbance depends on the concentration of a compound (Billot et al., 
2010): 
𝐴𝐴 = 𝑙𝑙𝑐𝑐𝑙𝑙 �𝐼𝐼0
𝐼𝐼
� = 𝜀𝜀𝑐𝑐𝜀𝜀′  2.36 
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where A is the absorbance, 𝐼𝐼0  and 𝐼𝐼  stand for the incident and the leaving light intensities 
respectively. The c is the molar concentration of the solute, 𝜀𝜀 is the molar absorption coefficient 
and 𝜀𝜀′ is the path length. The ATR probe is based on the difference in refractive indices of the 
ATR crystal and solution. The presence of the ATR crystal allows measuring only the sample 
which is in close contact with the ATR crystal, since the penetration depth of the laser beam is in 
the micron range.  
Billotet al. (2010) published the description of the technique and its application for the 
crystallization process. ATR-UV/Vis spectroscopy was used to apply supersaturation control by 
Simone et al. (2014).  
 
2.7 Optimization and control of crystallization 
 
Crystallization is a complex process including kinetics of nucleation, multidimensional growth, 
fragmentation, agglomeration, and polymorphic transformation. The quality of the crystal 
products such as purity, stability, etc. plays a crucial role in industrial production, especially in 
the pharmaceutical industry, where strict regulations are applied by the Food and Drug 
Administration (FDA) or other regulation bodies such as European Medicines Agency (EMA). 
With the development of measurement and computing technologies new control approaches have 
been developed in order to improve product quality. The key crystalline product properties that 
are controlled by the crystallization process are  
- purity,  
- polymorphic form,  
- size and shape distributions,  
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which all have a significant effect on the efficiency of downstream operations and on the product 
efficacy, such as tablet stability. 
Controlling crystal size and shape distribution can be achieved by using different operational 
procedures. Improving product quality by combining crystallization with additional unit 
operations, such as milling as post process treatment is commonly used (Ho et al., 2012). Shape 
control is also possible by manipulating the operating parameters during crystallization. The 
control of supersaturation is the most common way to manipulate crystal shape (Yang et al., 
2006), although it provides a very narrow window for shape manipulation (Acevedo and Nagy, 
2014). Induced crystal breakage can also be used for shape manipulation, typically for 
decreasing aspect ratio of needle shaped crystals. Breakage and attrition of the particles caused 
by stirring has been studied experimentally as well as theoretically by numerous researchers 
(Biscans et al., 1996; Sato et al., 2008; Borsos and Lakatos, 2013). The effect of impurities on 
the crystal shape can also be considered. Majumder and Nagy, (2013) developed a strategy for 
shape control in a batch cooling crystallizer. Monitoring techniques of crystal size and shape 
were discussed earlier. 
Impurities, resulting from different sources (e.g. from the raw material, solvent, seed or as 
reaction or crystallization by-products), occur almost in all industrial crystallization processes. In 
the case of crystallization, nucleation behavior and therefore metastable zone width could be 
modified by the impurities. Impurities can also have a strong effect on growth kinetics, which 
impacts both the product size and shape distribution. The effect has been widely investigated in a 
number of papers (Maeda et al., 2006; Chaleepa et al., 2010; Song and Colfen, 2011; Remedios 
et al., 2010; Prasad et al., 2001; Plomp et al., 2003; Shan’gin, 2013; Fu et al., 1999; Variankaval 
et al., 2008).  
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Impurities can be built in the crystal and change product properties (Majerik et al., 2006; Goole 
et al., 2010; Garcia-Arieta, 2014). In pharmaceutical formulation it can be a toxic or genotoxic 
impurity (GTI), when impurity limits at ppm level are required. In these cases, often multiple 
crystallization steps are necessary to achieve the desired purity, which results decreased yield.  
Impurity can also form during the crystallization process when for example polymorphic 
transformation occurs. Appropriate monitoring system and process design is required for proper 
process control in order to avoid undesired transformation (Szamos et al., 2011; Simone et al., 
2014; Saleemi et al., 2012; Azzimonti et al., 2003; Abu Bakar et al., 2009). While polymorphic 
impurity typically forms during the crystalization process, chemical impurity in most of the cases 
comes from upstream operations (reaction by-products) or from raw materials from supplier. 
Different purification techniques are used based on the possible interactions and behavior of the 
compounds in the system, in order to eliminate or lower the concentration of undesired 
impurities in the product. Recrystallization, for example, is an effective tool for product 
purification, but it reduces the final productivity (Nara, 1997; 2011; Gao et al., 1999; McQueen, 
2003; Morito et al., 2013). An alternative or addition purification unit operation can be 
membrane filtration, which helps to purify the product (Peeva et al., 2014) as well as recovers 
the solute, e.g. API, from the solvent (Szekely et al., 2011; Martinez et al., 2012; 2014; Drioli et 
al., 2012). Chromatography based purification is also an effective and commonly used technique 
in the industry (Szekely et al., 2012; Hanke and Ottens, 2014). Hybrid techniques can be also 
used when the disadvantages of the chromatography (such us difficulties of handling large 
amount of solvents) need to be compensated (Lim et al., 1995; Fung, 2005; Liu et al., 2006; 
Amanullah and Mazzotti, 2006). 
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The concentration of impurities in the crystallization process can change in a broad range, from 
trace amount to comparable magnitude to the solute concentration. Different monitoring 
techniques have been developed according to the concentration level and/or chemical properties 
of impurities, such as Raman spectroscopy, fluorescence measurement, and high pressure liquid 
chromatography (HPLC), (Derdour et al., 2003; Fevotte, 2003; Gherras et al., 2012; Simone et 
al., 2014; Nagy et al., 2013, Yang et al., 2016b). These process analytical technology (PAT) 
tools are necessary not only for process monitoring but also for developing accurate models and 
model-based and model-free control approaches.  
2.7.1.1 Model free (direct design) approaches for crystallization 
 
The most common objective of all crystallization processes is to obtain crystals with desired size 
and/or shape distributions. For this, the desired operation window of solute concentration is kept 
within the metastable zone. The direct-design approach uses feedback control to follow a 
supersaturation trajectory in the metastable zone (Fujiwara et al. 2005). Figure 2.6 presents an 
example of a direct design approach, called supersaturation control. 
 
Figure 2.6 Scheme of supersaturation control (Fujiwara et al., 2005). 
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The direct design approach works without the need of first-principle models and characterization 
of kinetics (Zhou et al. 2006).  
Another model free control approach in crystallization is the direct nucleation control, used to 
control the size distribution in crystallization. In this case, the particle number/count is a 
measured property as well as the setpoint while the controlled process property is temperature. 
The temperature profile is changed between heating and cooling profiles in order to maintain the 
count number (Yang et al. 2016).  
A number of research papers related to direct design approaches have been published in the 
recent years. For instance, Zhou et al, (2006) applied supersaturation control for antisolvent 
crystallization by using AFT-FTIR spectroscopy for concentration measurement. Saleemi et al., 
(2013) studied crystallization in the presence of structurally related substances and applied SSC 
approach for controling the product quality. Abu Bakar and colleagues, (2009) used DNC 
approach to the control of the CSD.  
2.7.1.2 Model-based optimization and control of crystallization 
 
The model-based approaches for controlling and optimizing a crystallization process are widely 
used and typically consider properties of the CSD or purity, as the control objectives. Material 
and energy balances are used to obtain the best operating conditions which optimize the chosen 
property. The population balance equation describes the material balance in the crystallizer. A 
data-efficient method for model identification is an iterative procedure, involving optimal 
experimental design, automated batch experiments, parameter estimation, and model selection, 
and the procedure is repeated until the model parameters are suitable to use for dynamic 
optimization and control (Fujiwara et al, 2005). 
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Numerous papers dealing with model-based optimization and control approaches have been 
published. Some of the papers were referenced in sections 2.7. Fujiwara et al., (2005) discussed 
both the first-principles and direct-design approaches for the control pharmaceutical 
crystallization. Ma et al., (2002) implemented a model-based control approach including two 
dimensional growths of KDP crystals. Nagy and Braatz, (2003) proposed a nonlinear model 
predictive control approach for batch crystallization. 
 
2.8 Summary 
 
The chapter discussed the basics of crystallization from the principles of kinetics and solubility 
to the modeling techniques and control approaches. The review highlights the complexity of 
crystallization and the importance of accurate monitoring and modeling techniques: controlling 
crystal size and shape is one of the key objectives in the industrial crystallization; however it is 
often a challenge. Another important property in accordance with crystallization is the purity of 
the crystal product. Numerous purification methods are developed and used, but these methods 
have impact on other process properties such as productivity or batch run/residence time.    
PAT tools including imaging sensors have been used to monitor crystallization processes. An 
aim of the research was to use PVM based imaging technique for control and quantitative 
analysis, to obtain information about of the crystals shape. Crystallization in the presence of 
impurities and additives was also studied in the thesis. Its effect on the crystallization was 
experimentally and numerically investigated. Another aim of the thesis was to propose novel 
concepts to control the crystal size and shape distribution and also the purity by using process 
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analytical techniques. A model for multiple impurity adsorptions was developed and used for 
dealing with different challenges in crystallization from shape to purity control.  
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3 Real time image processing based automated Direct Nucleation feedback 
control in crystallization 
 
3.1 Introduction  
The direct nucleation control (DNC) is a process analytical technique (PAT) based model-
free on-line feedback control strategy for crystallization processes which has been successfully 
applied to solve various problems. The DNC strategy is based on the idea that the fine particles 
are dissolved during the crystallization by applying cooling-heating cycles. In this context, the 
manipulated variable is the relative particle number which is measured with focused beam 
reflectance measurement (FBRM) device and is kept constant during the batch (Salemi et al., 
2012c, 2012d; Abu Bakar et al., 2009). In the current study, we propose a novel setup for the 
DNC, in which the real time captured images are processed and analysed simultaneously. The 
relative particle number, size and aspect ratio distributions, requiredto the DNC algorithm are 
measured. The approach is called image analysis based direct nucleation control (IA-DNC). In 
order to evaluate the performance of this novel method, measurements with Focused Beam 
Reflectance Measurement (FBRM) system are also carried out. The robustness of the approach is 
presented via three case studies with materials having different crystallization properties. The 
approach demonstrated is stable and accurate in most cases and after comparing the PVM and 
FBRM data it is obvious that the - image analysis based DNC has several advantages and it has 
potential to be applied in real time shape control. 
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3.2 Image analysis based automated direct nucleation control IA – DNC 
 
Direct nucleation control (DNC) is a model-free control approach in which the number of 
counts is controlled using feedback control strategy. The total counts detected by a sensor such 
as FBRM or imaging probes (e.g. PVM) is approximately proportional to the nucleation rate, 
which is the predominant mechanism in changing the number of particles (Abu Bakaer et al., 
2009).  
In recent years, various image processing techniques have been developed changing from 
offline to in-situ online imaging techniques. As it was discussed in section 2.6.2, techniques were 
used to investigate and control crystallization processes: detection of nucleation, particle 
size/shape or control of the process. In the present work, IA-DNC control approach is 
investigated and compared with DNC, which uses FBRM. The IA-DNC is an image analysis 
based, model-free feedback control approach which, in this work uses PVM in order to capture 
images of the crystals in the suspension. The shape distribution, mean aspect ratio and captured 
particle number are monitored real time. The total count of particles at a given time (#/s) is the 
controlled property (output) of the system. The total count is proportional to the crystal particle 
number and its increase may be the result of primary and/or secondary nucleation, while 
decrease of particle number comes from dissolution or agglomeration.  
The cooling rate and supersaturation level has a significant impact on the dominance of 
nucleation against growth. Thus, more intensive cooling rate leads to larger number of particles 
with smaller mean crystal size. Cyclic temperature profile and dissolution lead to disappearance 
of small particles and finally result in larger mean particle size. The classical DNC is suitable to 
control the mean crystal size in most of the cases, but the image analysis based approach can 
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extend the DNC technique to control crystal shape. Fig 3.1 presents an example of image 
processing, which is based on blob analysis. The raw image is analyzed numerically when 
segmentation and edge detection are applied accordingly.  
 
 
Figure 3.1 Real time PVM image processing.  
   
Fig 3.2 presents the block diagram of the IA-DNC approach starts with the manipulation of 
the temperature. In the first step, cooling and heating rates, which have impact of the nucleation 
and growth rates need to be determined as well as lower and upper limits of the number of counts 
by PVM. These parameters are necessary for the IA-DNC approach and can be determined by 
preliminary experimental investigations. In situ measurements are obtained using the PVM, 
which captures up to 10 images per second. The images are displayed at the same time in the 
Lasentec Particle Vision Microscope Image Acquisition V8.3.0.55 software. Then the raw 
images are analysed by applying segmentation and edge detection (blob analysis) technique in 
order to determine rectangles around the detected particles, which is suitable to determine the 
particle size and the aspect ratio of crystals. The image analysis tool allows to set for instance the 
threshold limits, the minimum of the accepted pixel sizes or the decimal factor, which impacts 
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the resolution of the processed image. In the following step, the crystal size distribution (CSD) or 
aspect ratio distribution (ARD) is calculated. The total count and mean crystal size or mean 
aspect ratio are forwarded to the crystallization process informatics system (CryPRINS) software. 
CryPRINS is an in house built, commercially available software which collects data from sensors 
and/or software, controls process and communicates with control units such as termoregulator, 
pump, etc. CrysPRINS includes a DNC toolbox for automated DNC control purpose. CryPRINS 
controls the temperature in order to hold the value of the number of counts obtained from image 
analysis between the limits.  
  
Figure 3.2 Working principle of the IA – DNC system. 
   
The IA-DNC approach switches cooling and heating to maintain directly the number of 
counts which impacts both the shape and size distributions. This can lead to indirect crystal size 
and shape control.  
The schematic representation of the experimental setup of the IA-DNC system used in the 
experiments is presented in Fig 3.3. The CryPRINS collects all data from the probes (FBRM, 
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PVM) and also from the thermocouple, while it has two-way communication with the thermostat 
in order to maintain the temperature.  
  
Figure 3.3 Scheme of experimental device and IA - DNC system. 
 
3.3 Results and discussion  
Experiments were carried out by using different chemicals with different behaviors during 
crystallization, such as inclination of nucleation, growth of agglomeration or crystal morphology.  
Table 3.1 summarises materials used in the experimental work. Crystallization of potassium 
dihydrogene phosphate (KDP) from water is widely studied and often leads to needle-like 
crystals. The effect of IA-DNC method on the behavior of crystallization of needle like KDP 
crystals are investigated in pure water solution (Exp. 1) and also in impure media (Exp. 2). In 
this case, the trace amount of the unknown impurity in the solution, which is originated from the 
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upstream process leads only slightly higher aspect ratio of the produced crystals, however 
significantly changed kinetic behavior of the crystallization process. An active pharmaceutical 
ingredient (API) is also investigated, L-ascorbic acid (vitamin C). In the case of KDP 
crystallization, growth can be the dominant while L-ascorbic acid has an extremely broad 
metastable zone width (MSZW) even if slow cooling rate is applied, thus seeded crystallization 
of vitamin C was investigated.  Table 3.1 Composition of the used solutions.  
 Chemical compounds Investigated properties 
 
Chemical(s) m [g] Solvent 
m 
[g] 
PVM 
# 
FBRM 
# 
FBRM 
CLD 
PVM 
CSD 
PVM 
AR Exp. 1 KDP + Imp. 94 H2O 250 + + + +  Exp. 2 KDP 94 H2O 250 + + +  + Exp. 3 L-Ascorbic Acid 100 H2O 250 + + +  + 
 
As it is shown in the Fig 3.3, different measurement tools were integrated into the control 
approach. Chord length distribution, which can be related to the size distribution and particle 
counts were measured in real time by using FBRM (Mettler Toledo, Lasentec FBRM D600VL). 
PVM (Mettler Toledo, PVM V819) is able to measure crystal size and shape distribution as well 
as particle counts. PVM was used during the experiments as monitoring and controling tool in 
the IA-DNC. A thermocouple and thermostat (Huber Ministat cc3) were also used in order to 
measure and control the temperature in the vessel.  
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In the next sections, the three case studies are presented and discussed (Table 3.1), applying the 
IA-DNC strategy to crystallize materials with different crystallization properties. The FBRM 
data is used to monitor the process and to compare its results with those provided by the PVM. 
In default, FBRM D600VL applies 2m/s scanning speed and 30s sampling time. The 
measurment range is 0.5-2000µm. However the accuracy under 10µm decreases and the largest 
chord length displayed and considered in the software is 1000 µm. PVM V819 and the belonging 
software is able to captures image for analysis at up to 10fps. The field of nominal view is 
1075mm x 825mm and the resolution is 2µm. Calculation of the size distribution by using PVM 
is based on the projection of the detected object (particles). The accuracy is strongly system 
specific and influenced by number of parameters such as physical properties of the particles and 
particle population (e.g. shape/morpholgy, transparency, agglomeration, shape of distribution, 
solid density) or image quality (e.g. resolution, light intensity, etc.), (Zhou et al., 2009 and 2011; 
Eggers et al., 2008). The PVM software calsulates the size distribution for each images and then, 
in default, the average distribution is calculated in every 30 second. Thus, 300 images are 
analysed for each displayed distribution under default settings. 
According to the nature of image analysis, the accuracy for count detection , measurement of 
size and shape distributions are different. Count detection can be directly used for Direct 
nucleation control, while calcualtion of the size and shape distributions needs to be calibrated. 
For calibration purpose, off-line size measurment such as micloscopy imging of the solid phase 
may be a useful technique. 
In order to apply the IA-DNC concept, upper and lower limits of the number of counts and also 
the heating and cooling rates were set in the controller module in the CryPRINS according to the 
system specifications (all the settings are system specific and discussed in the following sections). 
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In the first step of each experiments, the system is cooled down with a certain cooling rate until it 
nucleated and count number detected by using PVM (or FBRM) achieves the upper limit. After 
count number approaches the upper limit, controller starts heating the system up in order to 
decrease the count by dissolving crystal particles. When lower limit of count number is achieved, 
the DNC controller switches to temperature cooling again. Then the process is repetated and 
temperature in optimal case converge to the end temperature which is set in the DNC toolbox. 
 
3.3.1 Crystallization of KDP from water solution in the presence of impurity 
 
The KDP crystallization has well-known crystallization kinetics (e.g. Gunawan et al., 2002) 
making it a suitable model system for developing and testing new methods. Borsos et al., (2014) 
studied the effect of impurities on kinetics and crystal shape of KDP crystallization, while Sun 
and Xue, (2014) presented a theoretical investigation to predict the growth rate of different facets.  
Aqueous solution of KDP is prepared and used in experiments by dissolving 94 g KDP in 
250 g distilled water which corresponds to the KDP solubility at 40 oC . 
As demonstrated in recent studies, KDP in the presence of impurities shows different 
crystallization kinetics compared to the pure KDP, even if the impurities are present only in trace 
amount (e.g. Salter et al., 2005).  
The experiments are carried out applying low cooling and heating rates (0.15 oC/min for 
cooling and 0.2 oC/min for heating) and high gain factor for heating and cooling rates (3 for 
cooling and 2 for heating). The lower limit of counts is set to 10, while the upper limit is 12. This 
setup results in a very slow IA-DNC. 
By applying the IA-DNC algorithm a stable, accurate control is achieved. Figure 3.4a 
presents the time evolution of FBRM and PVM counts during the IA-DNC loops, which show 
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similar trends. When switching to heating, the increasing FBRM count indicates the 
disintegration of agglomerates, which tendency is not present in the PVM count trajectory. This 
can be caused by the capability of the imaging sensors or setup. The image quality is limited, 
thus size of the particles can be below the limits of the measurement. In this case, small particles 
under the limit are not detected. The nature of the investigated system (defects on the surface, 
effect of the different grey intensity of the different surfaces on the picture, etc.) may lead to 
required compromise in the measurement accuracy such as the reduced size range caused by the 
modified pixel sizes (larger pixels enables detection of the larger images but poor capability of 
detecting small particles). Hence, it is possible to parameters that distinguish daughter particles 
in the agglomerates. It can be seen that the detected number of particles by PVM and FBRM are 
in different orders of magnitude. This is because PVM is able to capture images with maximum 
rate of 10 fps while FBRM frequency is higher. The small number of detected particles can lead 
to less accurate and/or noisy measurement results. It can be seen, that the IA-DNC kept the 
number of counts between the predefined limits. 
The robustness of the IA-DNC is presented on Figure 3.4 a), where it seems that after 
each DNC loop the temperature is lower compared to the previous cycle. The FBRM square 
weighted mean chord length presents a continuous increase with the number of DNC loops but 
the PVM-based mean diameter slightly decreases, which suggests that the largest crystals are out 
of range of the PVM image processing setup. PVM images of crystals at the end of each IA-
DNC loop also marked on Figure 3.4 b), are presented on Figure 3.4 c) where we can observe 
that the initially produced agglomerates gradually disappear and are replaced by individual 
crystals. 
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Figure 3.4 a) IA-DNC cycles of KDP crystallization with impurities: FBRM and PVM counts 
b) IA-DNC cycles of KDP crystallization with impurities: particle sizes provided by FBRM and 
PVM); and c) PVM images of crystals in moments indicated on Figure 3.4 b). 
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In order to get deeper insight of the process, the time evolution of the chord length 
distribution is presented in Figure 3.5. Figure 3.5 a) shows that after nucleation a high particle 
number is generated, which are in a relative narrow chord length distribution. The upper view of 
the same surface image shown on Figure 3.5 b) indicates that the particles are not completely 
dissolved at the heating cycle, as well as that each loop results in higher particle counts and 
wider distributions. 
A faster IA-DNC experiment is also successfully carried out with 0.3 oC/min cooling rate and 
0.7 oC/min experiment is also stable and needs 3 DNC loops to converge, however, the product 
is more agglomerated. Similar behavior is observed in the case of pure KDP crystallization. 
These results are not presented. 
Based on the presented experiments the IA-DNC is able to control the crystallization of 
materials having increased agglomeration tendency. Comparing the particle counts provided by 
the FBRM and PVM it is observable that the daughter particle sizes after disintegration of the 
agglomerates are under the lower detection limit of the PVM. As the crystallization is evolving 
the particles can grow out from the upper detection limit of PVM counts. These observations 
indicate that the configuration of image processing is crucial and the IA-DNC can be applied 
reliably only in limited particle size range. 
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 a) 
 b) 
Figure 3.5 a) Time evolution of chord length distribution during the IA-DNC of KDP + impurities and b) Upper view of the chord length distribution. 
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3.3.2 KDP crystallization from water solution 
 
Two IA-DNC experiments are carried out applying different cooling and heating rates (0.3 oC 
/min for cooling and heating, and 0.5 oC /min for both respectively) and the same gain factor of 2 
for the heating and cooling rates.  
Figure 3.6 a) presents the results of the “fast” IA-DNC using 0.5 oC/min. After 3 DNC loops 
the desired temperature is achieved and the FBRM and PVM provided particle counts show 
similar trends but with a three order of magnitude difference between their values. This 
difference can be explained in a similar way as the previously described different underlying 
measuring principles of FBRM and PVM.  
Figure 3.6 b) presents the time evolution of mean particulate properties related to size and 
shape of KDP crystals during the crystallization. The FBRM provided square weighted mean 
chord length indicates that the particles are growing with each IA-DNC loop during the process. 
In these experiments the PVM recorded the “mean aspect ratio” of particles, a quantity computed 
by the image processing algorithm applying blob image analysis, which is proportional to the 
classical “mean aspect ratio” used in crystallization based on the ratio of the two characteristic 
sizes of crystals. Comparing the PVM images with the recorded aspect ratio, a simple correlation 
can be established. It can be observed that the aspect ratio increased during the heating and 
slightly decreased during the cooling stages. 
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 a) 
 b)  
Figure 3.6 a) IA-DNC of KDP: FBRM and PVM particle counts and temperature diagram b) KDP crystallization with IA-DNC: particle sizes and shapes during the crystallization.  
For brevity, the result of slower DNC is not presented. In this experiment, the desired final 
temperature, which is set in the toolbox as the stop criteria is achieved after 5 DNC loops and 
results in a higher, mean aspect ratio (close to 3).  
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Figure 3.7 presents PVM images of products obtained in the two DNC experiments. The 
“slow” IA-DNC produced less agglomerated crystals, but this run is also longer (350 min vs. 220 
min). An explanation for the higher agglomeration is the too fast cooling causes high 
supersaturation, which produces strong bridges between the particles of the agglomerates, which 
cannot be destroyed with the applied heating cycles. Based on the PVM images, it is evident that 
the aspect ratio of particles (the agglomerates are handled as single particles by the image 
processing software) obtained from the slower IA-DNC is higher. These experimental results 
indicate that the IA-DNC could be directly applied for real-time shape control.  
  
Figure 3.7 PVM images of KDP crystal product obtained from “Slow” and “Fast” IA-DNC 
experiments. 
For the measurement accuracy, sticking on the probes can often occur during nucleation. 
These particles worsen the accuracy of the measurements in both cases (FBRM, PVM), however 
image processing provides opportunity to hide the pixels where particles are stacked on the probe 
digitally: The algorithm identifies crystals continuously apperas on multiple images (previous 
images) and crystals with multiple appearance can be ignored which can lead to the change of 
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the region of interest in image analysis. Figure 3.8 presents an example of the image sequence 
with detected sticking particles. 
 
Figure 3.8 PVM image series during nucleation and growth with sticking particles on the 
PVM sensor. 
 
3.3.3 L-ascorbic acid crystallization from water 
 
Eggers et al. (2009) monitored the shape and size during seeded cooling batch crystallization 
of L-ascorbic acid. Other studies investigated the crystallization kinetics from ethanol-methanol-
water system reporting some correlations between the fundamental phenomenon of solubility, 
nucleation, growth and the system properties such as solvent composition and temperature 
(Wierzbowska et al. 2007, 2008a, 2008b).  
Aqueous solution of L-ascorbic acid is prepared dissolving 100 g acid in 250 g distilled water 
to obtain saturated solution at 40 oC. During the IA-DNC run, 0.2 oC/min cooling and heating 
rate and gain factor of 2 for heating and cooling rate is applied. The lower temperature limit is 
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set to 15 oC. As primary nucleation does not occur in the used temperature range, in order to 
generate nucleation seed crystals are added to the supersaturated solution.  
Figure 3.9 a) presents the PVM and FBRM counts: similar tendencies are observed and the 
IA-DNC kept the number of particles between the predefined limits. However, the control does 
not converge, between 15 and 20 oC sustained oscillations appear.  
The oscillations are related to the crystallization and dissolution kinetics: the growth is 
relativly slow and the secondary nucleation becomes intensive at higher supersaturation. After 
the longer cooling periods the FBRM counts are increasing but the PVM do not counts indicating 
that, the particles are in the 1-20 µm range. This difference in the lower detection limits between 
FBRM and PVM introduce considerable dead time. The controllability of high dead time 
systems is complicated. Generally two options exist: (i) slowing down the process to reduce the 
time constant/dead time ratio i.e. by applying slower heating/cooling rates which lead to over 
dimensioned batch times or (ii) applying some predictive control techniques. 
Figure 3.9b indicate that despite the fact that the control does not converge, the mean aspect 
ratio is sensitive; it decreases with the nucleation and increases with the dissolution of fines. 
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a) 
 
b) 
 
Figure 3.9 a) PVM and FBRM count during IA-DNC of L-ascorbic acid from water. Sustained 
oscillations are generated; b) Shape and size during IA-DNC of ascorbic acid: the aspect ratio is 
sensitive to the nucleation. 
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Figure 3.10 presents the phase diagram of nucleation and the first four IA-DNC loops. The 
rest of the DNC loops are not plotted to avoid the figure overloading. It turns out that the first 
loop is very large; the solution is cooled almost to the end temperature despite the fact that the 
seed crystals were added, which generates high number of crystals which should be dissolved. 
After the first loop, the IA-DNC produces smaller cycles. 
 
 
Figure 3.10 IA-DNC in phase diagram: a large nucleation loop followed by small loops. 
 
Figure 3.11 presents images captured by the PVM in different stages of the crystallization: 
the newly appeared crystals, after the heating stage, and when secondary nucleation occurs and 
large particles are in the solution at the same time. It can be seen that the small crystals show an 
AR close to 1, while large particles are plate-like crystals. As PVM captures two dimensional 
mapping of the real crystal, the plate like crystals result in increased aspect ratio.  
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Figure 3.11 PVM images a) during the first nucleation process, b) after dissolution and c) during 
re-cooling stage of L-ascorbic acid crystallization. 
 
 Based on the presented results, the IA-DNC is not a suitable and efficient approach for 
crystallization of L-ascorbic acid. However, as the mean aspect ratio is sensitive to the nucleation, 
applying it as part of a more sophisticated control strategy could enable, in addition to the size 
control, real time shape control. 
 
3.4 Conclusions 
 
In the current chapter, an extension of the DNC is presented and discussed, where on-line 
imaging based real time image processing data provides the particulate properties as the particle 
count, size and aspect ratio for the controller. PVM is used for on-line image taking and FBRM 
to monitor the process and compare the results. It showed in the presented three experimental 
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studies that real time image analysis tools can successfully be applied in DNC approach and it is 
in some cases, beneficial to be combined with FBRM based DNC methods. After comparing the 
FBRM and PVM data it is obvious that the agreement between the FBRM and PVM particle 
count trends is achieved. A crucial point in system efficiency is the image processing part: the 1-
1000 µm scale of PVM could not be efficiently used in terms of accuracy, as the particle 
identification only in limited size range depending on the setting of image analysis such as gray 
scale intensity treshold, or for instance the focal length from the optical window of the imaging 
probe. It works better when the crystal/particle size distribution is narrow and user can set more 
preciselly the image analysis according to the size of the crystals. Developing more sophisticated 
image processing algorithms and on-line measuring tools would considerably enhance the 
quality of the IA-DNC concept, while the existing and presented PVM based IA-DNC requires 
careful considerations of the settings of the image processing in order to achieve the best 
attainable results. For the reason of limited range the IA-DNC is not completely suitable for 
monitoring and control of crystallization of agglomerating materials which during the dissolution 
form smaller daughter particles than the measuring limit and the biggest agglomerates can grow 
out from the measuring range. It is found that the image processing could be feasible for 
materials with high tendency of heterogeneous nucleation which occurs on the PAT sensors as 
the particles growing on the PVM can easily be filtered. Some hybrid techniques are also 
suggested but in order to clarify the applicability and performance of those approaches further 
investigations are needed. 
The case studies presented in this chapter show that image analysis tools can be applied in 
control as a measuring instrument. Comparing the PVM and FBRM data gathered during the IA-
DNC runs it is evident that in some cases the correlation is very good, in other experiments 
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differences are observed: in the case of agglomerating materials and slow growth rates the 
FBRM data seem to be more reliable. However, if heterogeneous nucleation appears, the image 
processing tools could be useful to exclude the signal of crystals growing on sensor. An 
attractive feature of PVM is the potential of applicability in on-line shape control. 
A hybrid control system could simultaneously benefit from the advantages of PVM and 
FBRM: an intelligent decision system could be developed which would decide if the PVM or 
FBRM signal is the suitable for the control and would adaptively switch between them. For 
instance, the FBRM based DNC is not suitable for control of crystallization of high aspect ratio 
crystals as the growing needle like crystals are detected by FBRM as more crystals which leads 
to increase in FBRM count and the consequence of this measuring failure is that the control 
system generates sustained oscillations. For these systems, the DNC could be started up with the 
more sensitive FBRM and after the first loops could be switched to the PVM. However, further 
investigations are needed to clarify the applicability and robustness of these hybrid systems.  
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4 Multi-impurity adsorption model (MIAM) for crystallization 
 
4.1 Introduction 
 
The effects of impurities oncrystal properties, such as particle size and shape distribution, is 
significant, which in turn have significant impact on the downstream processes as well as 
product quality. Currently very few studies exist that provide a quantitative model to describe 
crystal purity resulting from crystallization processes in impure media and none to take into 
account the simultaneous effect of multiple impurities. Several mathematical models including 
nucleation and growth kinetics for crystallization in the presence of impurities were proposed in 
the past (Nagy et al., 2013; Myerson, 2002), but considered the effect of only one single impurity 
in the system. Rosenberg and Riveros, (1974) developed a mathematical model and investigated 
the effects of impurity based on the heat of mixing terms, while Cabrera and Vermilyea, (1958); 
Davey, (1976) and Sizemore et al., (2009) developed mathematical models based on adsorption 
theorems. Kubota and Mullin, (1995); Kubota, (2001) and Kubota et al., (2004) developed a 
model, using Langmuir’s adsorption isotherm. This model was further improved and combined 
with population balance modelling and mass balance to describe the dynamic variation of crystal 
purity as well as shape distribution by Majumder and Nagy, (2013) in order to investigate and 
control the shape evolution of KDP crystals. 
The aforementioned models only consider the effect of a single impurity, although 
crystallization often occurs in impure media with multiple impurity species acting 
simultaneously. In other areas of chemical processes, such as chromatography, extended 
Langmuir adsorption models have been developed in order to describe multi-component 
adsorption mechanisms (Ruthven, 1985; Rabe et al., 2011). Furthermore, Lim et al., (1995) 
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investigated competitive adsorption of enantiomers on dual-site adsorbent, while different 
adsorption mechanisms were described and investigated by Gu et al., (1991). Understanding the 
effect of multiple impurities on the crystallization process is important in order to obtain the 
desired product properties. Batch crystallization of potassium dihydrogen phosphate (KDP) from 
aqueous solution in the presence of impurities was investigated experimentally by using online 
Particle Vision and Measurement (PVM) tool with real-time image analysis. A mathematical 
model to describe crystal purity and aspect ratio is proposed, based on a morphological 
population balance equation, including primary nucleation, growth of characteristic faces and 
multi-site, competitive adsorption of impurities. The model parameters were identified and 
validated using crystallization experiments in mixtures of two impurities with variable 
composition. The developed and validated model can be an efficient tool for the investigation of 
crystallization processes in impure media with multiple impurities. The model can also serve as 
an effective tool for process and product design or optimization. 
 
4.2 Materials and experimental setup 
 
Pure potassium dihydrogen phosphate (KDP) provided by Fisher Scientific (Purity: >99.5%), 
aluminium sulphate as crystal growth modifier (CGM1) from Sigma-Aldrich (Purity: >98%), 
sodium hexametaphosphate (CGM2) from Fisher Scientific (Purity: >99%) and deionized water 
of laboratory grade were used in all experiments. The physical experiments were performed in a 
1000 ml jacketed glass vessel. The temperature was measured by a PT100 thermocouple, 
recorded and controlled by Crystallization Process Informatics System (CryPRINS) software via 
a Huber Ministat 230 thermostat. The process was monitored in situ using a Lasentec Particle 
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Vision and Measurement V819 (PVM) probe which was set up to capture 6 images in a second. 
Images were simultaneously acquired and analyzed by Lasentec PVM On-Line Image 
Acquisition and the Lasentec PVM Stat Acquisition software.  
Initially, the crystallizer was heated up and temperature was held at 50 °C until all solids 
dissolved. Subsequently the temperature was lowered to 45 °C, which was slightly above the 
equilibrium temperature at the solute concentration used. Finally, linear cooling rate was applied 
from 45 °C to 20 °C in 180 min. The same temperature profile was used in each experiment. 
Table 4.1 shows the amounts of substances used in all experiments. The first three experiments 
were used for parameter estimation of the primary nucleation and growth kinetics, while the last 
two were used for validation of the model predictions.  
 
Table 4.3. Materials with amounts used in each experiment. 
Materials [g] Exp1 Exp2 Exp3 Exp4 Exp5 
H2O 400 400 400 400 400 
KDP 150 150 150 150 150 
CGM1 - 0.005 - 0.007 0.005 
CGM2 - - 0.002 - 0.003 
 
The effect of growth modifiers on the shape is closely linked to the molecular arrangement in 
the crystal lattice. Different crystal faces often exhibit different charges, hence impurities with 
positive or negative charges will adsorb preferentially on different faces of the crystal (Fu et al., 
1999; Kubota and Mullin, 1995; Majumder and Nagy, 2013; Ding et al., 2010; Rak et al., 2005; 
Eremina et al., 2005; Fevotte and Fevotte, 2010; Salter et al., 2005; Dam et al., 1984; 
Rashkovich and Kronsky, 1997; Van Enckevort et al., 1980). In the case of the current work, 
divalent and trivalent metal ions preferably adsorb on the {100} face of KDP crystal, which 
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leads to decreased growth rate of the corresponding characteristic length. Anionic growth 
modifiers preferentially adsorb on the {101} face, resulting in growth rate inhibition for the 
corresponding characteristic length. Therefore the presence of CGM1 in the crystallization media 
results in increased aspect ratio (AR) of the crystal, while CGM2 has the opposite effect of 
decreasing the aspect ratio. 
 
4.3 Observation, image analysis 
 
Generally, imaging sensors such as PVM, generate images or image sequences during the 
process, which can be used to obtain quantitative information about crystal properties. The image 
analysis techniques applied in the crystallization literature, can be divided in two main classes 
(Nagy et al., 2013). The first category includes strategies which are based on using texture 
analysis to detect changes in the image descriptors (Bharati et al., 2004; Zhang et al., 2012; 
Simon et al., 2012; Schorsch et al., 2012). The second type of technique is based on image 
segmentation and detection. This method detects the boundary of the crystals using blob 
analysis. Numerous studies use the blob analysis technique in order to obtain information about 
particle number and particle size or shape distribution (Larsen et al., 2006; De Anda et al., 2005a 
and 2005b; Zhou et al., 2007, 2011). The online image analysis methodology applied here is 
similar to the work of Zhou et al., (2007), and contains the following steps based on the generic 
blob analysis strategy:  
(1) Imaging/selection,  
(2) Image enhancement,  
(3) Edge detection,  
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(4) Morphology operation,  
(5) Calculation of the rate of changes of the edges. 
Many of these studies have discussed the difficulties of the image analysis, which cause errors 
and/or noise in the detected property. It is notable that the monitoring conditions, such as 
imaging frequency, particle number density, and particle size ranges, can have significant impact 
on the quality of the detection and the accuracy of the results. Several different strategies were 
developed to decrease measurement error, for example due to particle overlapping, or orientation 
of the crystal and distance from probe (Schorsch et al., 2012, 2014; Zhou et al., 2007 and 2011; 
Larson and Rawlings, 2008).   
Although PVM probes are extensively used for qualitative in situ visualization of crystals 
during crystallization, it is very seldom used for quantitative image analysis (IA). This work 
demonstrates that the PVM probe connected to the image analysis software is a suitable tool for 
automated insitu and real-time measurement of the crystal size and shape distribution by using 
blob analysis. Fig. 4.1a presents a sample raw picture with crystals captured by the PVM probe, 
whereas Fig. 4.1b shows the crystal with detected box representing the minimum and maximum 
Ferret sizes of the 2D projection of crystals after enhancement as shown in the real-time on-line 
image acquisition software. The images were simultaneously analyzed and data of shape/aspect 
ratio distribution was recorded by the Lasentec PVM Stat Acquisition software. According to the 
difference between the real crystal size and its 2D projection on the optical sensor, the data is 
needed to be calibrated (e.g.: Schorsch et al., 2012). The preliminary calibration was performed 
by using off-line optical microscop images in order to be able to do real-time monitoring of size 
and shape distributions.. Fig 4.2 shows the aspect ratio distribution during the process provided 
by the tool. The measurements provide real-time monitoring of the crystal shape changes in time. 
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The spread of the aspect ratio distribution at the end of the process shows that the aspect ratios of 
the crystals are non-uniform. The real-time measurement of the AR distribution provides the 
opportunity to fit growth kinetics required for 2D morphological population balance based 
modeling. 
 
 
Figure 4.1 Raw PVM image captured (left) and treatened image (right) in the on-line image 
acquisition software using blob analysis (Borsos et al., 2014). 
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Figure 4.2 Evolution of the aspect ratio distribution during a crystallization process, measured 
and computed in real-time using the PVM probe with on-line image analysis. 
 
4.4 Multi-dimensional PBM with multi-impurity adsorption model (MIAM) for 
crystallization processes 
 
There are considerable numbers of papers reporting on investigations of the effects of 
adsorption mechanism of crystal growth modifiers on the growth kinetics during crystallization. 
Despite the fact that most industrial crystallization processes occur in impure media where 
multiple impurities can have simultaneous effect on the crystallization process, in general all 
published literature focuses on the growth mechanisms influenced by a single impurity at a time 
(Cabrera and Vermilyea, 1958; Davey, 1976; Sizemore and Doherty, 2009; Sangwal, 1996). 
Kubota and Mullin, (1995) and Kubota et al., (2004) developed a growth kinetic model based on 
the Langmuir adsorption isotherms, considering only single CGM, which was used for the 
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modeling of shape evolution of potassium dihydrogen phosphate (KDP) crystals in the presence 
of different type of impurities that selectively influence the growth of a particular crystal face.  
Multi-component adsorption models have been used in the generic adsorption literature.  
Ruthven, (1985) and Gu et al., (1991) provided an overview of the theories and models of 
adsorption. Extended Langmuir adsorption models were developed by Rabe et al., (2011) for 
protein adsorption on solid surfaces, whereas Lim et al., (1995) proposed a competitive 
adsorption model of enantiomers on dual site adsorbent. Sitprasert et al., (2013) investigated a 
similar competitive adsorption model on dual site adsorbent in heterogeneous carbonaceous 
porous media. Recently the competitive adsorption of multi-component CGMs on the growth 
mechanism was studied for the first time by Ferreira et al., (2013).  
In the present work, a multi-impurity adsorption model (MIAM) is developed based on a 
multi-component, multi-site, multi-facet adsorption mechanism. The key steps of this 
mechanisms are shown schematically in Fig. 4.3 where k = k1, k2, …, kn are the different types of 
adsorption sites, j = j1, j2, …, jn are the various crystal growth modifiers (impurities) and i = i1,i2, 
…,in  are the different type of crystal facets present in the system.  In the case of multi-site 
adsorption, a CGM can adsorb on different types of sites. When the different CGMs can compete 
with each other for the same site, the mechanism is called competitive adsorption. In the case of 
multi-facet adsorption, active sites with the same adsorptive behavior are located on different 
faces; however their properties such as the site density or the effectiveness can be different. 
Thus, multi-surface adsorption means that a CGM is suitable to connect to sites which can be 
found on different facets. 
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Figure 4.3 Schematic representation of the competitive multi-component multi-site and multi-
face adsorption mechanism in the case of three components (j = 3) and three sites (k = 3) as well 
as three different types of faces (i = 3). 
Figure 4.4 represents a schematic image of a needle like crystal, which can be described by 
two characteristic size dimension. According to the multiple size, a morphological population 
balance model is suitalbe to decribe the impurity effect on the different surfaces.  
 
 
Figure 4.4 Molecular arrangement and morphology of the KDP crystal (Ding et al. 2010). 
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In accordance with the competitive, multi-site, multi-facet adsorption mechanism on a 
particular face i of the crystal, the modified growth kinetics is described by the following 
equation: 
, ,
ig
sat
i g i imp i
sat
c cG k p
c
 −
=  
 
 4.1 
where 
i
G  is the growth rate of the thi  characteristic crystal face, c  and 
sat
c  are the 
concentration of the solute in the solution and the saturation concentration, respectively. The ig , 
,g ik  are the growth exponent and kinetic coefficient. The power law type growth rate expression 
is used here arbitrarily as a generic empirical growth rate model. Growth mechanism, hence rate 
expressions/constants can change with supersaturation. However, the proposed MIAM model 
that modifies the nominal growth rate expression would be the same and is not directly 
dependent on the supersaturation. The model could be easily extended to use more mechanistic, 
supersaturation dependent nominal growth rate expressions. The term
,imp i
p  is the impurity 
coefficient on the thi face, which describes the combined effect of all CGMs on the crystal growth 
of the thi characteristic crystal face. The extended Langmuir adsorption isotherm model can be 
used to describe competitive adsorption on a multiple site adsorbent. According to this 
mechanism the iimpp ,  is described by the following equation: 
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where the right hand side of the equation represents the coverage on the thi crystal face by the 
thj CGM, when competitive adsorption is possible on multiple sites, with k being the number of 
different types of sites, jη is the time spent by a particle in the solution in the presence of 
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impurities, and τ  is the adsorption time constant. When the impurity is present in the solution 
from the beginning of the crystallization (e.g., originated from upstream processes) the contact 
time does not depend on the different additives, only on the ages of the particles. The ,i kα  
denotes the effectiveness factor of the adsorption on the thk site on thi characteristic face, similarly 
to the Kubota’s model (Kubota, 2001): 
,
,
,
i ki i
i k
B i k
a
k T L T
βγ
α
σ σ
= =  4.3 
where  iγ  is the edge free energy on the thi crystal face per unit length, ia  denotes the area per 
growth unit appearing on the crystal surface, Bk  is the Boltzmann constant ( 1.3806e-23 m
2 kg s-2 
K-1), T  is temperature (K), σ  denotes the relative supersaturation, ( ) satsat ccc −=σ  while kiL ,
is the average distance between thk type of sites.  
The equilibrium coverage, , , ,eq i j kq  provides the connection between the concentration of the 
CGMs in the solution and the growth rate: 
𝜃𝜃𝑒𝑒𝑙𝑙,𝑠𝑠,𝑗𝑗,𝑘𝑘 = 𝐾𝐾𝑖𝑖,𝑗𝑗,𝑘𝑘𝑐𝑐𝐶𝐶𝐶𝐶𝐶𝐶,𝑖𝑖1+∑𝐾𝐾𝑖𝑖,𝑗𝑗,𝑘𝑘𝑐𝑐𝐶𝐶𝐶𝐶𝐶𝐶,𝑖𝑖 4.4 
The Langmuir constant, , ,i j kK , of the thj CGM on the thk active site on thi characteristic crystal 
face described by the adsorption and desorption rate coefficients, may be expressed by (Sangwal, 
1996): 
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where kjiadsk ,,,  and kjidesk ,,,  denote the adsorption and desorption rate coefficients, respectively; 
which can be expressed by the Arrhenius type forms including kinetic energies of adsorption and 
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desorption. kjiadsG ,,,∆ , kjidesG ,,,∆  are the free energies of the thj CGM adsorption and desorption 
on the thk sites at thi characteristic surface. 
The adsorption time constant, τ , is defined by Kubota and Mullin as (Kubota and Mulllin, 
2004): 
kjidesCGMkjiads
kji kck
i ,,,,,,
,,
1
+
=τ  4.6 
Eq. 4.5 represents a non-equilibrium Langmuir adsorption model. However, high adsorption 
and/or desorption rates lead to fast approximation of the equilibrium. In this case, the exponential 
part of the equation can be neglected and equilibrium coverage may be considered (Kubota and 
Mulllin, 2004). The simplified growth kinetic model takes the form: 
( ), , , , ,1imp i i k eq i j k
j k
p α q= −∑∑  4.7 
The population balance equation (PBE), in which two characteristic lengths { }1 2,x x=x  are 
considered to describe the evolution of the crystal shape distribution can be written as: 
( ) ( ) ( ) ( ) ( )1 2 1 1,0 2 2,0
1 2
, , , pn t G n t G n t B x x x xt x x
δ δ∂ ∂ ∂+ + = − −      ∂ ∂ ∂
x x x  4.8 
where ( ),n t x  is the distribution function, ( )0x xδ −  is the delta distribution which determines 
the appearance of the nuclei and pB  is the primary nucleation rate defined as (Lenka and Sarkar, 
2014): 
2
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The ,0pk  and  ek  are kinetic constants of primary nucleation. The initial and boundary 
conditions of the PBE take the form of: 
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( ) ( )00,n n=x x  4.10a 
( ), 0iG n t =x , x∈∂Ωx      4.10b 
where x∂Ω  is the boundary of the size space. The mass balance is also required for the 
solution of the PBE. Concentration of solute is expressed as follows: 
( ) 1,2
c
ddc t
dt dt
µ
ρ= −  4.11 
where cρ  is the density of the solute crystals. The mass balance for the impurity concentration 
in the solution is (Majumder and Nagy, 2013): 
dt
dc
M
M
dt
dc
C
jCGM
j
jc
jcjCGM ,
,
,,
1 ∑−
=
c
c
 4.12 
where 
,CGM j
M  and cM  are the molecular weights of the impurities/CGMs and solute. The ,c jc  
is the mole fraction of the thj CGM in the crystal phase, which can be written as the mole fraction 
of the thj  CGM in the solution multiplied by its interfacial distribution coefficient,  , ,d i jK . Thus 
the mole fraction can be given by: 
1
,
,
,
,
,,,
−








+= ∑∑
j jCGM
jCGM
cjCGM
jCGM
i
jidjc M
c
M
c
M
c
Kc  4.13 
The 
,CGM j
c  and c   are the concentrations of the thj CGM and solute, jM  and cM  are the molar 
weights of the thj CGM and the solute, while the distribution coefficient, 
, ,d i j
K is: 
( )
jii
jimi
jejid kG
kG
KK
,min,
,,min,
,,, 11 −−=  4.14 
In this equation, , ,d i jK is thermodynamic distribution coefficient of the thj CGM, the ,m jk  and 
min, jk  are the mass transfer coefficients with crystal growth at the actual growth rate and at the 
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,miniG  which is the specific growth rate when impurity distribution does not occur (Maeda et al., 
2006): 
1
min,
min, , min,
0,
1 exp ii j i
m j
G
k G
k
−
  
= − −      
 4.15a 
1
, ,
0,
1 exp im i j i
m j
Gk G
k
−
  
= − −      
 4.15b 
where jmk ,0  is mass transfer coefficients without crystal growth. 
The solution of multidimensional PBE is computationally expensive. However, since only 
average properties are needed to calculate the mean aspect ratio (AR) of the crystals, the method 
of moments (MOM) can be used for efficient solution of the resulting multi-dimensional PBE 
(Hulbert and Katz, 1964).:The cross-moments in the two dimensional cases are calculated as the 
follows, 
, 1 2 1 2
0 0
( ) ( , )m nm n t x x n t dx dxµ
∞ ∞
= ∫ ∫ x , m, n = 0,1 ,2… 4.16 
Using this moment definition the PBE is transformed in a set of ordinary differential equations. 
The general form of the moment equation system based on joint moments is: 
pBdt
d
=0,0
µ
 4.17 
,
1 1, 2 , 1
m r
m r m r
d
mG rG
dt
µ
µ µ− −= + ,   m = 1, 2, … and  r = 1, 2,… 4.18 
The closed set of the ordinary differential equation (ODE) system including moment equations 
and mass balances for the solute and impurities provides a detailed moment model of 
crystallization process in impure media. These moments determine parameters of the crystal 
population. The evolution of the particle number is calculated by the differential equation of the 
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zeroth order joint moment, 0,0µ . The 1,2µ  moment is related to the crystal volume in a unit 
volume of the suspension. Moments are also suitable to determine indirectly the mean crystal 
sizes of the characteristic lengths, while the mean aspect ratio of the crystals can be calculated 
from the mean crystal sizes: 
0,1
1
0,0
x
µ
µ
=  4.19a 
1,0
2
0,0
x
µ
µ
=  4.19b 
1
2
x
AR
x
=  4.20 
The model presented in this section that combines the multi-impurity adsorption model 
(MIAM) with multi-dimensional population balance equation and mass balances for solute and 
all impurities, provides a general modelling framework for crystallization in impure media. This 
model is the first one is able to describe the effect of multiple impurities, simultaneously present 
in the crystallization media, on the crystal size and shape distribution as well as on the evolution 
of crystal lattice composition and purity. 
4.5 Model identification, validation and sensitivity study 
 
The crystallization of KDP (potassium dihydrogen phosphate) from solution was taken as the 
model system, for which multidimensional kinetic parameters are available in the literature (Sato 
et al., 2008; Gunawan et al., 2004; Ma et al., 2002 and 2007; Borsos and Lakatos, 2012; Briesen, 
2006). As it is shown on Fig 4.4, the shape of KDP crystal can be described by two characteristic 
sizes (x1, x2).  The applied growth modifiers, which are used in the experimental and simulation 
studies, have different impact on the KDP crystal. The CGM1 is aluminum sulphate dissociates 
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into trivalent Al3+ metal ions can adsorb on the {100} face. This adsorption mechanism leads to 
more needle-like crystals. Sodium hexametaphosphate is considered as CGM2, which preferably 
adsorbs on the {101} face. Hence, metaphosphate can result in opposite impact on the crystal 
shape (decrease the aspect ratio). 
In the case of the investigated processes, the kinetic model can be reduced by taking the 
following assumptions into account in accordance of the behavior of KDP crystals and the two 
CGMs considered: 
1. Two impurities (j = 2) and two different types of active sites are considered (k = 2), 
which are located on two different crystal faces. On the {100} face of the crystal, the 
effect of the negatively charged active sites is the dominant, which leads to preferential 
adsorption of CGM1. After experimental investigations, the effect of the positively 
charged active sites and adsorption of the CGM2 are neglected on this face. 
2. The behavior of the {101} face is opposite to the {100} face. Thus, impact of the 
CGM1 is neglected here. 
3. There is no interaction between the active sites (rare sites). 
4. Impurity effect on the nucleation in this case is insignificant and neglected in the 
model. 
5. Equilibrium adsorption model is considered 
Based on the previous assumptions, the growth kinetic models described in Eq. 4.1 and Eq. 4.2 
can be reduced to the following forms: 
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1
1, 1,1 1,1
1 ,1 1,1
1, 1,1 1,1
1
1
g
CGM CGMsat
g
sat CGM CGM
K cc cG k
c K c
α
   −  = −      +     
 4.21a 
2
2, 2,2 2,2
2 ,2 2,2
2, 2,2 2,2
1
1
g
CGM CGMsat
g
sat CGM CGM
K cc cG k
c K c
α
   −  = −      +     
 4.21b 
where 1, 1,1CGMK  and 2, 2,2CGMK  are the langmuir constants of the CGM1 and CGM2 and can be 
calculated according to the Eq. 4.5, while the 1,1α  and 2,2α are the effectiveness factors (Eq. 4.3) 
for the CGM1 on surface type 1 and CGM2 on surface type 2, respectively. 
The power law growth expressions and/or growth rate parameters may be dependent on the 
supersaturation range in which the crystallization is operated. The effect of the transient 
supesaturation on the growth rate expression can be included easily in these equations. 
 
The solubility [g/g solvent] of anhydrous KDP in water is given by (Majumder and Nagy, 
2013), 
20.2087 9.7629 5 9.3027 5satc E T E T= − − ⋅ + − ⋅  4.22 
where the temperature, T  is in °C. Three of the five experiments presented in Table 4.1 (Exp1, 
Exp2, Exp3), were used for parameter estimation. To minimize the difficulty associated with the 
simultaneous estimation of multiple, highly correlated kinetic parameters, the experiments were 
designed to decouple mechanisms and allow sequential parameter estimation. First, the kinetics 
of primary nucleation was investigated and fitted to experimental data by using the mathematical 
model in the case of KDP crystallization from pure aqueous solution (Exp1). The impurity 
parameters of CGM1 included in the growth rate equation are estimated by fitting data to Exp3. 
Finally, the parameters of the effect of CGM2 impurity on the growth kinetics are obtained by 
fitting the model to Exp2. The non-estimated kinetic parameters, which are used in the model 
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were previously determined by Gunawan et al., (2004); Kubota et al., (2004) and Maeda et al., 
(2006). Parameter estimation was carried out in Matlab based on a standard nonlinear least 
square method. The estimation problem is defined as 
( )∑ −
Θ l
ll yy
2~min  4.23 
[ ]eppB kEkp ,,0,=Θ  4.24a 
1 1, ,0 1, ,0 1 min,1 1, , 1, 1, 1,, , , , , , ,CGM CGM ads CGM des CGM m o CGM e CGM ads CGM desk k G k k G Gβ Θ = ∆ ∆   4.24b 
2 2, ,0 2, ,0 2 min,2 2, , 2, 2, 2,, , , , , , ,CGM CGM ads CGM des CGM m o CGM e CGM ads CGM desk k G k k G Gβ Θ = ∆ ∆   4.24c 
where ly  and ly  are measured and calculated values of the mean aspect ratio in the lth 
sampling point in time. The Θ  vectors are the various subsets of the vectors of the estimated 
model parameters. The results of the parameter estimation are presented in Table 4.2. 
 
Table 4.4. Estimated values of the kinetic parameters. 
 1CGMΘ  2CGMΘ                      
pB
Θ  
kads,0 27.2559 ± 13.862 11.2365 ± 1.503 kp0 5.01785 ± 1.474 
kdes,0 0.56562 ± 1.7e-5 0.49127 ± 1.2e-5 Ep 2814.48 ± 4.83e-3 
β  4.59604 ± 1.4422 5.15264 ± 0.493 ke 0.12121 ± 2.64e-2 
Gmin 4.511e-4 ± 0.130 246.952 ± 2.8e-6   
km,o 389.348 ± 2.1e-5 61.1286 ± 6.6e-4   
Ke 0.99864 ± 0.137 0.99377 ± 0.021   
ΔGads 2436.48 ± 0.123 5301.48 ± 0.011   
ΔGdes 22994.9 ± 0.274 24181.6 ± 0.099   
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The confidence intervals of the estimated parameters are acceptable, indicating a robust and 
predictive model. Using further experimental data the confidence intervals could be improved 
further. 
The process and other kinetic parameters are presented in the Table 4.3 and Table 4.4. 
 
Table 4.3. Process parameters and physical properties. 
T0 [°C] Tend [°C] Time [sec] cρ  [kg/m
3] OHm 2  [g] KDPm [g] 
45 20  10800 2338  400 150 
 
Table 4.4. Kinetic and other parameters are used in the model. 
kg1 g1 kg2 g2 R MKDP MH2O MCGM1 MCGM2 
12.21 1.478 100.75 1.741 8.314 136.1 18.00 26.98 97.98 
 
The mean AR trends from simulation and experiments for the three experiments used in the 
parameter estimation are shown on Fig. 4.5. The experimental data during the initial part of the 
process were not used in the identification to avoid the non-reliable measurements due to the 
small number of captured particles after the nucleation. The AR measurement is relatively noisy 
due to the relatively lower number of captured particles and changing orientation of the crystals; 
however the simulated trends are in very good correlation with the experimental data.  
Experiments Exp4 (with different amount of CGM1) and Exp5 (with a mixture of CGM1 and 
CGM2) were used for validation of the estimated kinetic parameters. Fig. 4.6 indicates very good 
correlation between the experiments and simulation in both cases when the impurities have 
independent effect (Exp4) as well as when they act simultaneously (Exp5) suggesting that the 
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MIAM proposed with the assumptions applied for the KDP-Al3+-metaphosphate system are 
valid. 
 
Figure 4.5 Comparison between the experimental and simulated mean aspect ratio evolution 
(and PVM images at the end of each experiment) for the data used in the identification of (a) 
nucleation kinetic and (b) parameters of impurity term (Table 4.2). 
 
Figure 4.6 Comparison between the experimental and simulated mean aspect ratio evolution 
(and PVM images at the end of each experiment) for the validation experiments. 
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4.6 Sensitivity study of the effect of impurities on crystal shape and purity 
 
The validated model is suitable to study the crystallization process in impure media by 
investigating the effect of the concentrations of the impurities (or mixtures of impurities) on the 
crystallization process and crystal properties, such as mean size and shape. By using the 
validated model, the effect of impurity concentrations on the crystallization behavior and crystal 
properties can be investigated using numerical simulations. Fig. 4.7 represents the simulation-
based study of the evolution of supersaturation and the concentrations of the impurities (growth 
modifiers) in the case of different amounts of (a) CGM1 or (b) CGM2 in the initial solution. The 
results indicate that the lowest supersaturation values are achieved in the case of crystallization 
from pure solution. The impurities have inhibition effect on the phase transformation and on the 
crystallization process via growth inhibition, thus the depletion of supersaturation is slower in the 
presence of impurities. The concentration of the CGMs is presented in ppm per total amount of 
solvent. Figure also shows the dynamics of impurity concentration changes in the solution as 
they are integrated in the crystal lattice. It can be seen that the higher the initial impurity 
concentration the faster they integrate into the crystal lattice, leading to more impure product. 
 
Fig. 4.8 presents the changes in the kinetics of primary nucleation and growth rates during the 
crystallization process in the presence of different amounts of impurities. The CGM’s inhibition 
effect on the growth of a specific characteristic crystal size can be observed. Since the inhibition 
slows down the supersaturation depletion, it influences the growth in the other direction as well 
as the primary nucleation indirectly via the changed supersaturation. Hence, the addition of the 
CGM1 into the system results in decreased growth rate of width (x2) and increased growth rate of 
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length (x1), while CGM2 causes higher growth rate of width and lower rate of length. The 
primary nucleation rates are increased in both cases since the supersaturation overall is kept 
higher in the system. 
 
Figure 4.7 Evolution of supersaturation, liquid concentration of CGM1 and CGM2 in the 
presence of different amounts of (a) CGM1 and (b) CGM2 (concentration of other CGM is zero; 
concentration units are in ppm of CGM). 
Fig. 4.9 presents the product properties at the end of the crystallization process, such as particle 
number, mean crystal length, and mean crystal width. It can be seen that not only the particle 
sizes but the particle number of the product also changes with the amount of CGMs. As 
expected, the product particle number is the smallest when there is no impurity in the system, to 
inhibit growth, as it could also be considered by investigation of the primary nucleation kinetics 
in Fig. 4.8. 
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Figure 4.8 Evolution of the crystallization kinetics in the presence of different amounts of (a) 
CGM1 and (b) CGM2. 
 
Figure 4.9 Effect of the impurity concentration (CGM1 and CGM2) on (a) particle number (# m-
3); (b) mean crystal length (µm); and (c) mean crystal width (µm) of the crystal product at the 
end of the batch. The dots in the figure correspond to the product with no impurities at all. 
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Fig. 4.9a shows that mixtures of CGMs, which inhibit growth in both directions, result in 
increased number of particles. Furthermore, Fig. 4.9b and Fig. 4.9b represent the effect of the 
impurities on the mean crystal length and width at the end of the processes. The results show that 
since CGM1 decreases the growth of the characteristic length x2 (width), increasing the 
concentration of CGM1 in the initial mixture leads to larger x1, and smaller x2. Contrary, 
increasing the concentration of the other impurity (CGM2) decreases x1, and increases x2. The 
resulting increase in a characteristic size of the crystals in the presence of a particular impurity is 
also due to the increased supersaturation in the system when the growth is partially inhibited for 
the other characteristic dimension.  
Fig. 4.10 indicates the effect of the impurity concentration in the solutionon the amount of 
crystals produced and purity of product. Fig. 4.10a shows the concentration of the solid KDP 
crystal in unit of solvent, obtained from the mass balance: 
( ) ( )solid initalc t c c t= -  4.25 
It can be seen that the impurity addition will influence the yield of the process. The red square 
represents the achievable maximum solid concentration of product, corresponding to the case of 
pure solution. Fig. 4.10b and Fig. 4.10c indicate the influence of the impurity concentrations of 
CGM1 and CGM2 on the purity of solid crystals with respect to each impurity, while Fig. 4.10d 
represents the total impurity concentration in the solid phase at the end of the processes when 
different mixtures of CGMs were added. It is shown that crystal impurity varies according to 
changes of both CGMs. 
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Figure 4.10 Influence of the concentration of two impurities in the initial solution on a) crystal 
concentration at the end of the process and purity of product crystals with respect to b) CGM1 c) 
CGM2 and d) total impurity at the end of the process. The impurity concentrations for b), c) and 
d) are presented in ppm based on unit solid crystals. The square on a) represents the maximum 
solid concentration corresponding to clear solution. 
 
This work illustrates how trace amounts of impurity can have significant effect on the crystal 
product property such as size and shape. The concept is generally validated as long as suitable 
crystallization additives are identified that have opposite effect on crystal shape, compared to the 
impurities. Suitable additives can be found considering the different mechanisms of the 
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adsorption and the potential chemical interactions at the surface of the crystal due to the 
arrangements of the molecules within the crystal lattice, or based on the general hydrophilic or 
hydrophobic nature of the crystal faces, which can be determined experimentally. While 
generally introducing additives in the crystallization system was not a preferred approach in the 
pharmaceutical industries, using approved hydrophilic/hydrophobic excipients and very low 
concentration of additives are gaining increasing applicability and interest. As in the case of the 
current study, total impurity levels of the product often remain at the ppm range, which is 
acceptable in most of the cases.   
 
4.7 Conclusions 
 
Physical experiments of batch KDP crystallization from aqueous solution, in the presence of 
mixtures of crystal growth modifiers were carried out in order to investigate the impurity effect 
on the growth and the morphology changes of the crystal. In situ, real time measurement of 
shape distribution by using Particle Vision and Measurement (PVM) was used and the image 
sequences were analyzed simultaneously in real time based on blob analysis technique. This 
automated optical monitoring system provided reliable data of shape distribution and mean 
aspect ratio. A multi-dimensional morphological population balance model was developed that 
included primary nucleation and growth of two characteristic crystal sizes in order to describe 
the shape of KDP crystals. A novel multi-impurity adsorption model (MIAM) is proposed and 
used to describe crystal growth in impure media. The MIAM model can describe the different 
effects of multiple impurities or impurity mixtures with components having different effects on 
the growth of certain characteristic sizes of crystals, using a mechanism of multi-component and 
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multi-site adsorption. The parameters of the primary nucleation and growth kinetics, including 
the effect of a mixture of two impurities, were estimated by using least square method and 
validated against experimental data. The developed and validated simulator is suitable to make 
dynamic observations of the kinetics and the evolution of the crystal properties such as size, 
shape and purity, during the crystallization process in impure media making the proposed model 
an effective tool for process and product design as well as for process optimization or control.  
4.8 Notation 
 
a   - Area of the crystal per unit [m2] 
p
B   - Primary nucleation [#/s] 
c   - Concentration of KDP crystals in the solution [g/g solvent] 
jCGMc ,  - Concentration of the jth crystal growth modifier [g/g solvent] 
sat
c   - Saturation concentration of KDP crystals in solution [g/g solvent] 
pE    -  Kinetic energy of primary nucleation [kJ/mol] 
kjiadsG ,,,∆  - Adsorption energy [kJ/mol] 
kjidesG ,,,∆  - Desorption energy [kJ/mol] 
ig   - Exponent of growth kinetic equitation of the thi characteristic facet [-] 
iG   - Crystal growth rate of the thi characteristic facet [m/s] 
iGmin,  - Specific growth rate when distribution does not occur [m/s] 
Bk   - Boltzmann factor [m2 kg s-2 K-1] 
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jidK ,,  - Distribution coefficient [-]  
,0, , ,ads i j kk  - Adsorption rate constant of the thj crystal growth modifier on the 
thk type 
site at thi characteristic crystal facet [-]  
,0, , ,ads i j kk  - Desorption rate constant of the 
thj crystal growth modifier on the thk type 
site at thi characteristic crystal facet [-]  
ek   - Kinetic constant of Primary nucleation [-] 
jeK ,  - Thermodynamic distribution coefficient [-] 
gik   - Growth kinetic constant [m/s] 
kjiK ,,  - Langmuir constant of 
thj CGM on the thk active site on thi characteristic facet  
jimk ,,  - Mass transfer coefficient with crystal growth [m/s] 
0mk   - Mass transfer coefficient without crystal growth [m/s] 
,0pk   - Coefficient of primary nucleation [m-3 s-1] 
kiL ,   - Average distance between thk type of sites [m] 
jCGMM ,  - Molecular weight of CGM [g] 
cM   - Molecular weight of KDP [g] 
n   - Size and shape distribution [#/m2] 
iimpp ,  - Impurity factor of the growth rate of thi characteristic facet  
R   - Ideal gas constant [Pa m3 mol-1 K-1] 
t   - Time [s] 
T   - Temperature [K] 
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ix   - Size of ith characteristic crystal facet [m] 
ly   - Numerically calculated aspect ratio at thk point in time [-] 
l
y   - Measured aspect ratio at thk point in time [-] 
 
Greek letters 
 
ki,α   - Effectiveness factor of the adsorption on the thk site on thi characteristic facet  
,i k
b   - Constant of the effectiveness factor [m/K] 
i
g   - Edge free energy on the thi crystal face per unit length [J/m] 
n   - Size and shape distribution [# m-2 s-1] 
jη   - Time spent by a particle in the presence of impurities [s] 
rm,µ  - m,r order of joint moment  
σ   - Relative supersaturation [-] 
cρ   - Density of the KDP crystals, 2.338 [kg/m3]  
q     -  Angle between {101} and {100} surfaces (Majumder and Nagy, 2013) 
Θ   - Vector of estimated parameters 
kjieq ,,,q  - Equilibrium coverage  
jc,c   - Mole fraction of the CGM in the crystal phase 
, j,i kτ  - Adsorption time constant [s] 
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5 Control of crystallization by using growth modifiers 
 
5.1 Introduction 
 
The effect of crystal growth modifiers (CGM) were particularly discussed and investigated in the 
previous chapter. The MIAM model was developed and presented and the chapter 5 focuses on 
the application of the model in different control concepts. 
The wok presented in the chapter studies the effect of multicomponent growth modifiers on 
continuous and batch crystallization processes in order to control crystal shape. Population 
balance based mathematical model for batch and continuous crystallization including nucleation, 
2D growth and the MIAM model for the impurity adsorption is used for simulation.  Manual and 
automated feedback control as well as combined feedback-feedforward control strategies for 
continuous crystallization are developed, studied and compared. Batch to batch control of 
crystallization is also developed, investigated and experimentally validated. 
The presented concepts focus on using growth modifier as a control additive in order to control 
and compensate the impurity’s undesired effect on the product shape. 
 
5.2 Mathematical model 
 
Development of the mathematical model helps to understand and numerically study crystallization 
processes. An accurate model can be an effective tool for design and development of model based control. 
Population balance models are widely used to describe particle populations in the recent decades. 
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Morphological population balance models are able to represent the particle shape evolution of the crystal 
population (Nagy et al., 2013, Borsos et al., 2016). 
Then the population balance equation, in which two characteristic sizes { },1 2x x=x are considered to 
describe the evolution of the crystal shape distribution in a continuous crystallizer, can be written as 
( ) ( ) ( ) ( ) ( )0
1, , , ,in pn t n t n t n t Bt
∂ δ
∂ ξ
+∇ = − + −      xx G x x x x x . 5.1 
where n  is the population density function, G  means vector of the growth kinetic rates of the two 
characteristic sizes. ξ is the mean residence time, inn  is the population density function in the input. pB  
is the primary nucleation rate while δ  is the Dirac-delta function defines the appearance of the nucleons. 
The left side of the equation describes the evolution of the population density function in time, by the 
characteristic sizes respectively. The first term on the right side including the mean residence time is the 
input and output of the continuous crystallizer, while the last term presents the primary nucleation as 
source. The initial and boundary conditions of the PBE take the form of 
( ) ( )00,n n=x x  5.2a 
( ), 0n t =G x , ∈∂Ωxx  5.2b 
The pB  means the primary nucleation and defined in eq.4.9. 
Mathematical model of batch crystallization in the presence of multicomponent crystal growth modifiers 
was presented in the previous chapter. The following growth kinetic equation is based on Langmuir 
adsorption model and it is derived from eqs4.1-4.4 in order to describe crystal growth when multi-
component, multi-site and competitive adsorption can occur (Borsos at al., 2016) 
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∑∑  5.3 
In this section,  the coverage is assimmed to be equal to the equilibrium coverage. 
Mass balance of the system is also important for the better understanding and calculation of the process 
and product properties as well as the impurity changes during the process. Mass balance is also required 
for the solution of PBE. The solute concentration is function of the difference of input concentration and 
the actual concentration of solute. The second term of the right is about the loss of the solute according to 
the liquid-solid phase transfer during crystallization. The volume based solid fraction is calculated by the 
third order moment and it is multiplied by the density of KDP in order to get mass of transformation in dt  
( ) ( ) ( ) 1,21 in c
ddc t
c t c t
dt dt
µ
ρ
ξ
= − −    5.4 
where ρ  is the density of KDP crystals and 1,2µ  is the third order joint moment which is proportional to 
the crystal volume in a unit volume when it is approximated by a rectangle with characteristic sizes of x1 
and x2. The mass balance for the impurity concentration in the solution is 
,0
,
,
1
1
j j
j j
CGM CGMc j
CGM CGM
c j c
j
dc M dcc c
dt M dt
c
cξ
 = − +  −∑  5.5 
where CGMjM  and cM  are the molecular weights of the CGM and crystal. The jc,c  is the mole fraction 
of the jth CGM in the crystal phase (Maeda et al., 2006).  
Standard method of moments (MOM) was chosen for calculation of the two dimensional mean particle 
size and mean aspect ratio (AR). The moments in two dimensional cases are calculated according to Eq. 
4.16 in Chapter 4. 
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Population balance equation for continuous cooling crystallization is solved by using definition of the 
moments according to Eq. 4.16. The general form of the moment equation system based on joint moments 
is 
0,0
0,0, 0,0
1
in p
d
B
dt
µ
µ µ
ξ
 = − +   5.6a 
,
, , , 1 1, 2 , 1
1m r
m r in m r m r m r
d
mG nG
dt
µ
µ µ µ µ
ξ − −
 = − + +   5.6b 
As it was discussed in Chapter 4, the closed set of the ordinary differential equations system, including 
moment equations and mass balances, provide a detailed moment equation model of batch and continuous 
cooling crystallizers.  
In the case of batch crystallization, the first term which describes the input and output on the right in Eq. 
5.6 is not considered. 
5.3 Shape control 
 
In order to control the crystal shape by CGMs, different control methods can be applied. 
Majumder and Nagy, (2013) used a control setup adopted from Patience and Rawlings, (2001). 
In that study, the crystallizer is handled as a batch cooling crystallizer while the solid free CGM 
contaminated solution was added in determined concentration and also solid free solution was 
removed from the crystallizer in order to hold desired level of CGM in the crystallizer. However, 
classical control strategies such as feedback or feed forward control are also suitable in order to 
achieve desired crystal shape based on impurity control.   
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In most of industrials cases, raw materials from the upstream processes are contaminated by 
impurity. Some of these substances are growth modifiers. Borsos at al., (2016) investigated how 
the presence of multicomponent CGMs influences on the crystal shape. That work inspired the 
work presented below, which deals with control approaches in order to prepare crystal products 
with desired shape in batch and continuous crystallizers.  
Solution crystallization of KDP is a well-studied system and suitable for simulation and 
experimental investigations of   the effect of additives on the crystal size and shape. Thus, KDP-
water system is investigated in this work. Multidimensional population balances are widely used 
for describing the particle shape and size distribution. Numerous investigation dealt with KDP 
crystallization (Ma et al., 2002; Gunawan et al., 2004; Briesen, 2006; Sato et al., 2009; Borsos 
and Lakatos, 2013).  
In accordance with the previous work of Borsos et al., (2016), Potassium dihydrogen phoshpate 
(KDP), aluminium sulphate (Impurity, I), Sodium hexametaphosphate (Control additive, CA) 
and water (solvent) were used in all experiments and simulations. The process was observed in 
situ by using Lesantec Particle Vision and Measurement (PVM) tool in order to obtain 
information about mean crystal aspect ratio which is namely the controlled parameter in this 
work.  
The quantity of the water and the KDP are 400 g and 150 g in every experiment and simulation, 
while the concentrations of the CGMs changes in every experiments and simulations. 
The temperature is set to 20°C in the continuous crystallizer, while the feed temperature is 45°C 
which means the feed flow is under saturated. In the case of batch crystallization, the crystallizer 
was heated up gradually then the temperature was held at 50°C until the solid phase was 
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dissolved. After that, temperature was lowered to 45°C which is slightly higher than the 
saturation temperature. Finally, linear cooling rate was applied between 45°C and 20°C in 180 
min. 
The presented system is implemented in a multidimensional model-based simulator in 
Matlab/Simulink environment. The kinetic parameters of the system were estimated and 
validated by in the previous chapter (Tables 4.2 and 4.4). Other parameters are also based on the 
previous work of Borsos et al., (2016), which are extended to continuous operation. We assume that the 
solute concentration in the input flow is the same as the initial concentration in the crystallization, while 
the impurity concentration changes randomly. 
Table 5.1 Process parameters of Continuous crystallization. 
Tin [°C] T [°C] Fin and Fout [L/s] tSample [s] 0,2OHm [g] 0,KDPm  [g] 
45 20  1e-4 300 400 150 
 
Different control strategies such as feedback, feed forward and combination of the two are investigated in 
continuous operation mode by using the previously described mathematical model, while open loop, 
model based, and model free adaptive growth additive control approach is also developed for batch 
crystallization processes. 
5.3.1 Open loop investigations 
 
It is widely accepted that impurity always exists in the solution which comes from the upstream processes 
in the most cases. Fig. 5.1 presents a schematic image of a continuous crystallization process in which the 
feed is a KDP-water solution, while crystal growth modifiers with opposite effect on the shape were 
added to the system continuously.  In a separate inlet, one of the CGM is considered as an impurity while 
the other one is the control additive in as it is used in order to maintain the undesired effect of impurity. In 
the open loop simulation, the aspect ratio at steady state was investigated in each experiment when 
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different mixtures of the impurity and control additives were considered. Inlets 2 and 3 contain valves 
which allow the user for tailoring the addition of the two additives. 
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Figure 5.1 Schematic image of the crystallizer for open loop investigations. 
 
Fig 5.2 presents the aspect ratio at steady state at different impurity and control additive concentrations 
obtained by model based simulation. The surface shows strong nonlinearity along the axis of control 
additive concentration.  The surface can be used for determination of the required amount of control 
additives at certain aspect ratio when the impurity concentration is known. That can be beneficial for 
operaton when no automatic control is developed or the model is not available. 
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Figure 5.2 Simulated mean aspect ratio at steady state as a function of the control additive and impurity 
concentrations. 
 
 The nonlinearity effect suggests the control strategy requires linearization. Hence, the control contains a 
linearization block in order to improve the accuracy of the closed loop control strategies presented below. 
A limiter is also included in the controller in order to simulate reality while the maximum impurity 
concentration is often limited by regulations in real processes. 
In the following studies different cases are investigated. First of all, a continuous crystallization is 
considered which contains the impurity with randomly changed concentration. This change can come 
from the change of the upstream properties. In reality it easily occurs when for example a batch process is 
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used with a buffer tank. It is assumed that the concentration of impurity changes randomly between 45-
75ppm in every 24 hours. The impurity in this case leads to higher aspect ratio of the product crystals 
when it is adsorbed on the {100} surface by inhibiting the growth.  
Figure 5.3a shows the evolution of the aspect ratio during the continuous process when the impurity 
concentration changes according to the trend depicted fig 5.3b, and the control is not applied. 
 
Figure 5.3 a) aspect ratio profileand b) impurity concentration profile. 
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5.3.2 Manual controlled, Continuous crystallization 
 
In this session, two manual control cases are investigated: one is when concentration measurement is not 
considered; only the mean impurity concentration is known from e.g. based on occasionally lab tests. In 
this case, only the mean AR is controlled, but perturbation in the impurity feed leads disturbances in the 
crystals AR. 
In the other case, the impurity concentration in the inlet is measured and the required control additive in 
the input is calculated according to the surfacepresented in Figure 5.4. 
Figure 5.4a shows how the mean AR evolution in the two cases while Figure 5.4b presents the trends of 
calculated amount of control additive in the simulation. The first case of manual control strategies shows 
the system behaviour when the impurity concentration is considered as constant (e.g. when concentration 
data is provided by the supplier as an average) and control is applied only for setpoint changes. Hence the 
product purity changes according to the purity of the feed while the second type of manual control 
considers the dynamic change of the impurity concentration of the input and the necessary amount of CA 
based on the actual impurity concentration level is recalculated frequently. As it can be seen, the trends 
contain constant difference between the setpoint and the actual AR is observed. This is due to the fact that 
the calculation is based on the surface (as model free control) and it can be only an approximation of the 
closest point to the measured impurity concentration in every 5 minutes. The accuracy of the manual 
control strongly depend on the system behavior (sensitivity of the adsorption, nonlinearity), the number of 
experiments and also the accuracy of the measurement.  
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Figure 5.4 a) Simulated mean AR trends of the two manual control cases and b) control signals. 
 
If model based calculation is applied for the required amount of control additive, the error , which is 
resulted by using the discrete mesh of the surface (fig 5.2) can be minimized. Furthermore, the  time until 
the controlled variable aproaches the setpoint can be improved by using different type of control 
algorithms, which is presented in the next sessions.  
 
5.3.3 Feedback control, Continuous crystallization 
 
Feedback control is a black box, model free control approach, which requires process measurment in 
order to obtain desired output. The measured property is compared to the desired value and then the 
controlled variable is maintained in order to reduce the difference between the actual and the desired 
values. In the case of shape control, PVM is a suitable monitoring tool for monitoring the crystal aspect 
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ratio and its distribution real time. Fig. 5.5 shows a schematic image of the set up when crystallizer is 
considered as a continuous MSMPR crystallizer. There are two feed streams where the water-KDP-
impurity mixture is fed continuously from the upstream process. The product, which is a two phase 
system, flows out with the same feed rate as the input.  The mean aspect ratio of the particle population is 
measured by using the in situ PVM probe. Aspect ratio data is forwarded to the PID controller in every 5 
minutes and it calculates the required amount of control additives. 
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(PID)
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Linearization
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Measured AR PV
M
Input 2.: Control additive
Input 1.: KDP + Water + Impurity
Output
Setpoint (AR)
Continuous 
Crystallizer
 
Figure 5.5 Structure of feedback control approach for continuous crystallization. 
 
The mathematical model and the effect of impurity concentration on the kinetics is nonlinear, thus 
linearization could make the PID controller more effective. A limiter is also implemented in the controller 
in order to avoid to large amount of added control additive. It is limited to 200ppm in the simulation 
based study. PID parameters were tuned by calculating the values numerically based on the objective 
function that was defined as the absolute difference between real time measured and desired (called as 
setpoint; Sp) values of the AR: 
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min
Ic
J AR Sp= −  5.7 
The optimal PID parameters are presented below in the table.  
Table 5.2 PID parameters of FB controller. 
P 2.028 × 10−3 
I 3.225 × 108 
D 0 
 
Figure 5.6.a presents the time evolution of the setpoint and aspect ratio as the controlled variable by PID 
controller presented above. . It can be seen that feedback control achieves the set point and holds the AR 
around it despite feedback control works in servo mode. 
Figure 5.6.b presents the temporal evolution of the control signal during the crystallization process which 
was maintained by the feedback controller.  
  
Figure 5.6 a) Temporal evolution of mean AR by feedback controller; b) Control signal of the feedback 
controller (concentration of the control additive). 
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The control signal is presented on Figure 5.6b is limited which is practical consideration in accordance 
with possible regulations requirements of the substance/impurity concentration, such as FDA regulations. 
It helps handling the total impurity concentration in the system. 
 
5.3.4 Combined feed forward-feedback control, Continuous crystallization 
 
Feed forward control is generally used in order to compensate the measured noise of the system. In our 
case it works based on real time measurement of the impurity in the inlet flow, which causes unwanted 
discrepancy on the aspect ratio of the product crystals. The feed forward (FF) controller works by using 
the experimentally determined surface presented in Figure 5.7. Hence this, the simulator is considered as 
a model free combined FB-FF controller. Because of the strong nonlinearity of the system, model based 
predictor is applied. The feed forward controller is based on an automatic controller which calculates the 
necessary amount of the CA in order to maintain the AR around the set point and reject the effect of the 
fluctuating level of the impurity in the inlet. 
Figure 5.7 shows the setup of feed forward-feedback control approach. FF-FB control requires 
information about the actual impurity concentration. It can be a second control loop integrated in the 
system. In both control loops, controller has to calculate the necessary amount of control additives in 
every sampling time. Model free control can be implemented. However, model based control can also be 
done which is based on the presented mathematical model in order to maintain the AR on a real system.  
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Figure 5.7 Structure of the feed forward -feedback control approach. 
 
When the regulatory control mode is applied, a curve of the control additive (CA)-impurity(I) rate (I/CA) 
can be determined experimentally as it is shown on Figure 5.8. It represents an example of a determined 
set of I/CA rate when the desired AR=1.5 which makes the controller suitable to calculate the necessary 
amount of control additive in order to hold the AR around the set point. While in the case of servo control, 
the controller has to work by using multi-AR points.  
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Figure 5.8 Experimental determination of the impurity-control additive rate at steady state [AR=1.5]. 
 
The PID parameters of the controller in feedback loop were calculated by using the objective function in 
Eq. 5.7. 
Table 5.3 PID parameters. 
P 5.9619 × 10−5 
I 7.4425 × 105 
D 0 
 
Figure 5.9 shows the time evolution of the process. Figure 5.9a show the simulated trends of the mean AR 
when FB-FF control strategies were applied. FF control is presented here by a straight line 
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Figure 5.9 Evolution of the AR and the control signal when FB-FF control strategy is applied. 
 
Fig 5.9b shows the control signal of FB-FF control approach. The different control approaches are 
compared in this case study. Comparison is based on the difference of the AR trends and the set points in 
every step as the following equation represents: 
100
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 
∑  5.8 
Table 5.4 presents the results of the cumulative error for each cases. It can be seen that application of a 
control approach, even if it is the less accurate manual control without measurement of impurity 
concentration, leads to improved product shape. Control approach, which applies process monitoring of 
the impurity concentration results doubled accuracy. Both of the FB and FB-FF control show less than 5% 
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“mean” error on the signal and the combined FB-FF could obtain less than 10% increase on the accuracy 
compared to FB control. 
Table 5.4 Cumulative dynamic error (%). 
NO control 269.89 
Manual 
control (NO 
measurement) 
25.72 
Manual 
control 
12.29 
FB control 4.29 
FB-FF 
(Model free) 
3.93 
 
Based on these results, we can state that measurement of the impurity concentration can lead to higher 
accuracy, but a well-tuned FB controller, which based on only AR measurement can also be suitable to 
achieve similar results to FF control. Application the measuemrnt of the impurity concentration could 
inclrease the installation costand, the required accuracy should be considered for the design of process 
control,  
 
5.3.5 Open loop, adaptive growth additive crystal shape control for batch operation 
 
Batch crystallization is often applied in pharmaceutical technologies. The following figure shows the 
setup and the control structure of batch crystallizer. The presented structure was also built up for the 
experimental work presented here.  
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Figure 5.10 Set up of batch crystallization control by using CGMs. 
 
The quality of the raw materials produced in upstream processes or by chemical companies can present 
batch-to-batch variation, which means that the concentration of the impurity changes in every steps.  The 
total amount of the control additive can be introduced into the system at the beginning of the process and 
does not need more addition during crystallization. The investigated system contains the same chemical 
ingredients as in the previous studies which means KDP crystallization from water is investigated when 
preset mixture of two CGMs with opposite effect on the shape are used. The implementation of the 
experimental series is closely related to our recently presented work (Borsos et al., 2014). Same 
temperature profiles were applied in every experiment. The initial temperature, 50ºC was lowered linearly 
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to 20ºC in 180 minutes in order to produce KDP crystals from the initially saturated solution. Different 
mixtures of CGMs were added into the system at the beginning of every each trial. The processes were 
monitored by in situ Lasentec Particle Vision Measurement V819 probe and mean AR trends were 
determined real time by image analysis of the PVM images. The temperature was monitored and 
maintained by the CryPRINS software which was connected to Huber Ministat 230 thermostat and a 
PT100 thermocouple. 
For batch processes, model free control can be developed by following the idea presented in the section of 
FF control. The influence of the impurity and the control additive can be investigated experimentally by a 
series of experiments when different mixtures of the additives are used. Figure 5.11 is similar to Figure 
5.3 and it shows how impurity and control additive concentrations influence the mean aspect ratio of the 
crystal product while Fig. 5.3 presented the mean AR at the steady state of continuous crystallization. The 
blue point in the figures represent an example of the experimental results, while the surface can be 
calculated for instance by fitting a bivariate polynomial to the experimental data.  This surface provides 
us opportunity to calculate the necessary amount of control additive by every value of impurity 
concentration in order to achieve a desired mean aspect ratio. This information can be integrated into the 
model free control approach. 
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Figure 5.11 Influence of the impurity (I) and control additives (CA) on the aspect ratio at the end of the 
process. 
 
Model based control is also available for batch processes. When model based control is considered for 
batch crystallization, we assumed that the input and output terms of the presented population balance 
model is zero (Eq. 5.1-5.6). When model based control is applied, the required amount of control additive 
is calculated by using the following objective function. 
( )2
i
end endc
J min y y= −   5.9 
where  endy and  endy are the desired and the calculated AR at the actual CA concentrations respectively.  
Figure 5.12 presents three examples of the dynamic evolution of the process (colored with black) when 
different mixture of impurity and control additive were added to the system. The lines show the results of 
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the simulation by using the same conditions as in the experimental work. The trends of experimental 
measured aspect ratio are noisy because of the uncertainty of the image analysis technique (Borsos et al., 
2016), but it is still suitable to make observation and comparison.  
   
Figure 5.12 Evolution of the aspect ratio during the processes when different CGM concentrations are 
applied measured experimentally and calculated by using simulation. 
 
Red circles and line on the figures show experimental and numerical study of the control when desired 
AR is 1.5. The blue dashed line represents the exact level of the desired AR, while the acceptable range 
can be found between the two green dotted lines which were determined as a range of 0.5AR around “set 
point”. Images of the crystals captured by PVM at the end of the processes are also presented on Fig 5.12. 
It can be seen that the shape of the crystals are changing regarding to the AR trends. 
The quality of the raw materials can change duebatch-to-batch variations as it was mentioned earlier. 
Figure 5.13 presents a simulation based case study of 30 batches when the initial concentration of the 
impurity randomly changes in every batch (Fig. 5.13a). Figure 5.13a shows the mean AR of the final 
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products when control additive was not used, while Fig. 5.13b shows the same sequence when the 
adaptive growth additive control approach were applied. Model based control approach was simulated 
and limitation of the accuracy CA concentration measurement was also calculated in order to provide 
more realistic results. Figure 5.13d represents the batch-tobacth variation in the concentration. 
 
Figure 5.13 AR of the products in every batch without control, with model based control and manual 
control. 
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5.4 Conclusion 
 
Control of crystal shape by using multicomponent crystal growth modifiers was investigated 
experimentally and numerically. Different control approaches for continuous MSMPR crystallizer as well 
as batch crystallization process in the presence of impurity with effect on the crystal shape are 
investigated. Manual, feedback and combined feedback –feed forward control strategies of continuous 
crystallization of KDP-water system is developed and investigated numerically. Morphological 
population balance model including primary nucleation and growth of characteristic crystal sizes is 
developed in order to describe continuous as well as batch KDP crystallization in the presence of impurity 
and additive. Model free and model based control strategies that utilize growth modifiers for batch 
processes are also developed in order to produce crystals with desired shape properties. Batch 
crystallization was investigated experimentally and numerically as well. The results show significant 
effect of the crystal growth modifiers on the shape control which may be an alternative technique to shape 
control by supersaturation control of crystal shape. 
The results of the different control techniques for continuous operations presented here show increasing 
accuracy regarding to the complexity and PAT approach requirements. In the case study, there was only a 
slight difference between FB and FB-FF control approaches, but it can change in different processes 
especially when the impurity adsorption results faster response to the AR. The decision of which 
approach can be better strongly depends on the behavior of the process related to the accuracy of the 
control approach, and  the cost of building a proper monitoring system may be considered as well. 
Different types of controlled systems were presented here, but variation of the model based-model free, 
regulatory and servo modes, feed forward and feedback controls can be considered and developed.  
As the crystallization is mainly used for purification or separation, the impurity concentration is an 
important aspect of the process design. While control additive does also increase the impurity 
concentration in the product, the necessary amount is in ppm range. Thus a well-chosen control additive 
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which does not influence the critical properties such us toxicity can be negligible beside the total impurity 
concentration. 
As the experimental and simulation based results show, shape control by using tailored mixture of growth 
modifiers can be an effective tool for industrial production. 
 
5.5 Notation 
 
a   - Area of the crystal per unit [m2] 
AR  - Aspect ratio [-] 
pB   - Primary nucleation [#/s] 
c   - Concentration of KDP crystals in the solution [g/g solvent] 
jCGMc ,  - Concentration of the jth crystal growth modifier [g/g solvent] 
satc   - Saturation concentration of KSP crystals in solution [g/g solvent] 
kjiadsG ,,,∆  - Adsorption energy [kJ/mol] 
kjidesG ,,,∆  - Desorption energy [kJ/mol] 
i
g   - Exponent of growth kinetic equitation of the ith characteristic facet [-] 
i
G   - Crystal growth rate of the ith characteristic facet [m/s] 
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k   - Boltzmann constant [J/K] 
kjiadsk ,,,  - Adsorption rate of the jth crystal growth modifier on the kth type site at ith 
characteristic crystal facet  
kjidesk ,,,  - Desorption rate of the jth crystal growth modifier on the kth type site at ith 
characteristic crystal facet  
ek   - Kinetic constant of Primary nucleation [-] 
gik   - Growth kinetic constant [-] 
kjiK ,,  - Langmuir constant of jth CGM on the kth active site on ith characteristic facet  
pk   - Coefficient of primary nucleation [m-3 s-1] 
kiL ,   - Average distance between kth type of sites [m] 
CGMj
M  - Molecular weight of CGM [g] 
cM   - Molecular weight of KDP [g] 
n  - Size and shape distribution [#/m2] 
R   - Ideal gas constant [Pa m3 mol-1 K-1] 
t   - Time [s] 
T   - Temperature [K] 
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ix   - Size of ith characteristic crystal facet [m] 
ki,α   - Effectiveness factor of the adsorption on the kth site on ith characteristic facet  
ki,β   - Constant of the effectiveness factor [m/K] 
iγ   - Edge free energy on the ith crystal face per unit length [J/m] 
δ   - Delta function 
rm,µ   - m,r order joint moment 
σ   - Relative supersaturation [-] 
cρ   - Density of the KDP crystals, 2.338 [kg/m3]   
kjieq ,,,q  - Equilibrium coverage 
jc,c   - Mole fraction of the CGM in the crystal phase 
,j k
t   - Adsorption time constant [s] 
ξ   - Mean residence time [s] 
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6 Competitive purity control in crystallization 
 
6.1 Introduction 
 
The quality of the end-use product indirectly depends on the properties of crystallized active 
pharmaceutical ingredients (API) such as particle size- and shape distribution or purity, especially in the 
pharmaceutical industry. From the pharmaceutical industries point of view, impurity can carry significant 
health risks; hence strict regulations related to the quality of API are put in place by regulatory agencies 
such as Food and Drug Administration (FDA) in USA or European Medicines Agency (EMA) in Europe 
(Gorog, 2006; Robinson, 2010; Saleemi et al., 2012).  
The present chapter deals with purification of crystals when impurities can adsorb on the crystal surface 
and can be built in the particle. A purification method, the so called competitive purity control (CPC) is 
proposed and investigated. A morphological population balance model including nucleation growth and 
competitive impurity adsorption kinetics is developed to describe the case when multiple impurities can 
adsorb competitively on the crystal surface. Additionally, the model is also combined with liquid phase 
chemical reaction model, to investigate the purity control case when an additive is introduced in the 
system that reacts with the impurity forming a non-adsorbing reaction product. Both competitive purity 
control approaches proposed, (i) the adsorption based competitive purity control (A-CPC) and (ii) the 
reaction based competitive purity control (R-CPC) are investigated using detailed numerical simulations 
and are compared with recrystallization.  
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6.2 Competitive purity control (CPC) 
The proposed competitive purity control (CPC) is a method, which helps lowering the undesired impurity 
concentration in the crystal product, based on either competitive adsorption (A-CPC) or chemical 
interaction (R-CPC) between the undesired impurity and a harmless additive.  
Considering a system, with one of the impurities (I1) being the harmful impurity, and the other (I2) is a 
harmless additive, Figure 6.1 shows a schematic representation of the mechanisms of the two proposed 
CPC approaches. The R-CPC includes different liquid phase molecular interactions, such as chemical 
reaction or molecular bounding, which then blocks or weakens the active groups of the undesired 
impurity molecules (I1), which then cannot adsorb to the active sites on the crystal surface. Thus, the 
available amount of the active I1 in the solution is reduced, which results in a shift in the equilibrium of 
the Langmuir adsorption isotherm. The lowered impurity concentration in the solution causes a decreased 
level of impurity in the solid phase, too. This liquid phase interaction could be acid-base type reaction, 
complex formation, or other chemical reactions, but also simple hydrogen bounding. 
 
Figure 6.1 Two possible mechanisms for the proposed competitive purity control (CPC) approach: 
adsorption-based (A-CPC) and reaction-based (R-CPC). 
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In the case of adsorption-based competitive purity control (A-CPC), competitive adsorption occurs 
between the harmful impurity (I1) and the harmless additive (I2) onto the same active sites on the crystal 
surface. Competitive adsorption results in lower level of harmful impurity concentration (I1) in the solid 
phase, even if the purity of the crystal may not increase, and in some cases may even decrease, depending 
on the structure and adsorption mechanisms of the impurity versus the additive.  R-CPC reduces the 
concentration of active impurity in the solution which results in reduced level of impurities in the crystal, 
whereas A-CPC modifies the equilibrium coverage via the competitive adsorption effect of the impurity 
and additive which will be influenced by the relative ratio of the Langmuir adsorption constants. In this 
case, effectiveness of CPC is proportional with the affinity of the additive to adsorb on the crystal surface.  
Both the A-CPC and R-CPC methods are described and studied through the developed mathematical 
model and model based simulation. 
 
6.3 Multi-impurity absorption model (MIAM) 
 
Impurities exist in most industrial crystallization processes. A number of papers deal with investigation of 
the adsorption effect of CGMs on the growth kinetics. The effect of single component impurity is widely 
investigated in the crystallization literature e.g. Fu et al., (1999); Prasad et al., (2001); Plomp et al., (2003); 
Maeda et al., (2006); Variankaval et al., (2008); Chaleepa et al., (2010); Song and Colfen, (2011); 
Remedios et al., (2010); Shan’gin, (2013). Multi-component adsorption models have been used in the 
generic adsorption literature, especially in wastewater cleaning or solvent purification cases. However, 
only limited numbers of publications exist considering multi-adsorption models related to crystallization 
(Ruthven, 1984; Tiller, 1986; Gu et al., 1991; Lim et al., 1995; Sitprasert et al., 2013). Ferreira et al. 
(2013) recently studied the effect of competitive adsorption of multi-component CGMs on the growth 
mechanism for the first time, while multi-site, multi-component adsorption model so called, multi-
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impurity adsorption model (MIAM) for shape control is developed and investigated by Borsos et al. 
(2016). 
In the present work, morphological population balance based competitive multi-impurity adsorption 
model is developed in order to describe competitive adsorption mechanisms. The key aspect of the 
mechanisms of the CPC is that the different impurities and additives can compete with each other for the 
same site which is called as competitive adsorption. 
The population balance equation with multiple characteristic lengths can be written as in the eq4.8 and 
eq4.10. 
In accordance with the competitive adsorption mechanism on a particular face i  of the crystal, growth 
kinetics is written as the simplification of the eq5.3 (when k=1) 
( ),1
ig
sat
i gi i i j
jsat
c cG k
c
α q
  −
= −  
   
∑  6.1 
It is assumed that the equilibrium coverage is suitable to describe the adsorption ( , , ,i j eq i jq q= ).  
Standard method of moments is for the calculation of the two dimensional mean particle sizes and 
evolution of the substance concentrations during the phase transformation. The two dimensional cross-
moments are calculated as it is described by eqs4.16-4.18, while the mass balance is calculated by using 
Equations 4.11 and 4.12. In the case of R-CPC, when chemical interaction occurs in the solution the mass 
balance equation related to the reagents need to be considered. However, due to the large variations of 
possible chemical interactions, the specified mathematical model considering a particular chemical 
interaction will be presented in the next section. 
The combination of the competitive adsorption or reaction model with morphological population balance 
equation, mass balances for solute and all impurities/additives, provides a comprehensive mathematical 
model for crystallization systems in impure media. This model extended with the reaction kinetics is able 
124 
 
to describe the effect of multiple impurities on crystal purity when competitive adsorption and/or 
chemical interactions occur. 
 
6.4 Simulation results 
The cooling crystallization of Potassium dihydrogen phosphate (KDP) from water was considered as the 
model system. Multi-impurity adsorption on KDP crystallization in order to control crystal shape was 
experimentally and numerically studied in our previous work (Borsos et al., 2014a,b) and the kinetic 
parameters were identified using real-time in situ image analysis.  
The kinetic parameters used in the simulation studies are presented in Table 6.1 (Chapter 4, Tables 4.1-
4.3). The parameters of the primary nucleation kinetics were determined in previous chapters, while 
parameters of the impurity model are taken arbitrary guess, but using representative values that indicate 
the possible benefits of the CPC methods. Table 6.2 presents the reaction kinetic parameters, which are 
used in the numerical study of reactive competitive purity control (R-CPC). 
 
Table 6.1 Kinetic parameters used in the multi impurity adsorption model (MIAM)  
 
1cG
Θ  
2cG
Θ  
pB
Θ  
kads,0 5.93e-2 1582.49 kp0 5.361607 
kdes,0 2.95e-1 3082.49 Ep 1042.577 
β   1.05 0.91 ke 1.214e-4 
Gmin 9.068e-3 8.069e-3   
km,o 4.151e-3 9.515e-3   
Ke 5.724e-2 2.882e-4   
ΔGads 5550.07 0.3274   
ΔGdes 3960.12 4267.4   
kg1 g1 kg2 g2 R MKDP MH2O MCGM1 MCGM2 
12,21 1.478 100.75 1.741 8.314 136.1 18.00 26.98 97.98 
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Table 6.2 Reaction kinetic parameters used for the reactive competitive purity control (R-CPC) 
1,rk  2,rk  1,rG∆  2,rG∆  
6.351e4 4.351e-4 2650 2550 
 
In the simulation, batch cooling crystallization of KDP in water solution is studied. Process parameters 
are presented in Table 6.3. Linear cooling profile is applied in all each simulations. 
Table 6.3 Process parameters of the batch crystallization 
T0 [°C] Tend [°C] Time [h] cρ  [kg/m
3] OHm 2  [g] KDPm  [g] 
45 20  3 2.338e3  400 150 
 
The schematic representation of the investigated process is presented in Fig. 6.2. The parameter Input2i 
represents batch initial concentration from upstream processes and it contains the solvent, API and the 
undesired impurity. Concentration of impurity is measured before the batch starts and the necessary 
amount of control additives (CA), which is, in this case added to the system initially; Input1i, is calculated 
in every batch with respect to the desired purity level of the crystal product (Upurity). Calculation of the 
desired required amount of control additive in the “controller” modul can be model-free and model based 
approach, which is discussed below. 
The following assumptions are considered in the study of A-CPC: (i) CGM1 is considered as impurity 
(e.g. a GTI) in the case study, (ii) CGM2 is the control additive, (iii) both substances adsorb to the same 
site on the same surface, and (iv) the effect of impurities/additives on the primary nucleation is negligible. 
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Figure 6.2 Schematic representation of the CPC approach for batch crystallization processes. 
 
Determination of the required amount of control additives can be done by model free technique based on 
well-designed experimental series. For model-free purity control of crystal product, a surface of product 
purity at different impurity and control additive concentration levels can be determined, similar to the one 
represented for example on Fig. 6.3a, by using appropriate experimental design techniques. Model-based 
calculation is also possible when a model with suitable parameters is available to be used in a model-
based optimization approach. Using the model presented in the previous section the model-based CPC 
approach is exemplified in this work. In the case of model-based design typically smaller number of 
experiments is required as those are performed to determine the kinetic parameters only, using the model 
subsequently to calculate the amount of control additive required for any measure impurity, as opposed to 
the model-free approach which requires larger number of experiments to generate the response surface. 
Fig. 6.3 represents the sensitivity of the system to variations in the impurity and control additive 
concentrations. The figure on the right show how the impurity concentration depends on the concentration 
of control additive regarding to the competitive adsorption mechanism. Figure 6.3b shows the effect on 
control additive concentration, while the fig 6.3c shows the total impurity concentration at certain level of 
impurity and CA concentration in solid product. It can be seen, that there is a minimum of the total 
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impurity amount in the crystal. That can occur when the adsorption of CA have strong inhibition on the 
adsorption of impurity. 
 
 
Figure 6.3 Combined effect of additive concentration on a) impurity in the crystal product, b) 
concentration of CA in the crystal and c) total impurity in the crystal product. 
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Regarding to the industrial purposes of the crystal products, the objective function of I-CPC method is 
defined as a weighted combination of impurity concentration and purity in the crystal product as the 
following equation describes 
,
, ,min min
I init I
p q
cont I prod Total prodC c
J Z C C= =  6.2 
where prodIC ,  and prodTotalC ,  are the impurity and the sum of impurity and additive concentration in the 
crystal product, while p and q are the weighting coefficients. 
Fig. 6.4 shows that the value of the objective function strongly depends on the initial concentration of 
impurity and control additive amount and rate at higher concentration level. Objective function will be 
used for the optimization of the process in the following presented simulations.  
 
Figure 6.4 Effect of the additive concentration on the objective function. 
 
Based on the presented objective function, optimization of the process can be done. The following figure 
(Fig. 6.5) presents dynamic evolution of different properties of the system in the case of applying A-CPC 
and non-controlled process is also shown in order to compare those. Fig. 6.5a presents the evolution of 
the concentration of solute (dotted line) and solid crystal (solid line). There can be only two curves seen 
because the concentration profiles in the two cases re the same. However, impurity concentration in the 
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case of A-CPC (solid line) is significantly lowered against the non-treated process. The optimization 
which was based on the presented objective function results ~45% reduced level of impurity 
concentration. Fig. 6.5c shows the trend of CA concentration during the process. 
 
Figure 6.5 Dynamic evolution of the a) KDP concentration in solution and solid phase KDP; b) impurity 
concentration in the crystal with and without CPC and c) concentration of control additive in the solid 
phase. 
 
Figure 6.6 presents numerical study of a batch to batch sequence when impurity concentration changes 
randomly in every batch. The blue circles show the impurity concentration in the crystal products when 
impurity was not controlled, while the red crosses present the concentration level when A-CPC is used. 
As it can be seen, there is no significant difference between the treated and the non-controlled system. 
This is because the minimum at small impurity level is not as sharp as it is at higher concentration level 
which is shown on Fig. 6.4. However controlling lover impurity concentration is not as important as high 
concentration. The Fig. 6.5b show the applied concentration of control additives batch to batch while Fig. 
6.6c presents the numerically calculated optimal values of the objective function. In the case study, 
optimal level of control additive concentration is calculated by using the developed model. 
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Figure 6.6 Case study of a model based control of purity batch to batch (A-CPC): a) variation of the 
impurity concentration in the crystal product with and without CPC; b) optimal amounts of control 
additives and c) the value of the objective function at the optimum. 
 
Recrystallization as an alternative method of product purification, it is compared presented in the Fig. 6.7. 
Solid line on the Figure 6.7a represents the process when recrystallization of a batch is done twenty times. 
In the case of the simulated system, the product purity is significantly better than using A-CPC, however 
the productivity is reduced around 30% in every step. A combination of the A-CPC and recrystallization 
may lead more effective than only recrystallization which could reduce the necessary number 
recrystallization. It is presented with dashed line on Fig. 6.7a. As it can be seen on the logarithmic scale, 
combined technique leads to increasing efficiency of purification step by step due to the changed 
coefficient of adsorption rate. Figure 6.7b presents the productivity of recrystallization. In the case study, 
6 times recrystallization leads to 90% loss of the product which is the significant disadvantage of this 
technique. 
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Figure 6.7 a) Impurity concentration in the crystal product when recrystallization used with and without 
A-CPC; b) Productivity of the recrystallization. 
 
As it is presented, CPC can be done by not only using additives for competitive adsorption, but a well-
chosen additive may inhibit the adsorption rate of impurity based on chemical reaction or bounding to the 
active group of impurity molecule. The reaction leads to changed adsorption equilibrium (Eq. 6.3) due to 
the lowered level of impurity concentration in the solution and also in the solid phase. Figure 6.8 presents 
a study of R-CPC method in which the impurity molecules are involved to the following reversible 
chemical reaction.  
PRODCAI ↔+  6.3 
The reaction Arrhenius type kinetic equation is determined:  
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where irk ,0  is the kinetic constants of the reversible reaction, irG ,∆  means the free energy of the reaction 
in the forward or backward direction of reaction kinetics. Regarding to the presented chemical reaction 
(Eq. 6.3), the mass balance of the impurity, reactive control additive, and product of the reaction can be 
written as the follows, 
PRODr
c
CGM
j
jc
jcI ck
dt
dc
M
M
dt
dc j
2,
,
,
1
−
−
=
∑c
c
 6.5 
PRODrCAIr
CA ckcck
dt
dc
2,1, +−=  6.6 
PRODrCAIr
c
CGM
j
jc
jcPROD ckcck
dt
dc
M
M
dt
dc j
2,1,
,
,
1
−+
−
−=
∑c
c
 6.7 
It is assumed that the control additive, CA and the product, PROD are not able to interact with the solid 
phase in the case study.  
This simple example shows that R-CPC can be an effective purification tool and effectiveness of it is 
comparable with the recrystallization and additionally it ignores the previously presented 
recrystallizations disadvantage from the productivity point of view. However, effectiveness of the R-CPC 
depends on the balance of reaction and adsorption kinetics. 
Figure 6.8a presents the temporal evolution of the KDP concentration in solution and solid KDP as well 
when different concentration of control additive were used. Different concentrations results changed 
equilibrium of the reaction, but it has not perceptible impact on the productivity. Fig. 6.8b Show the 
changes of the impurity in the solution in time. Concentration decreases at every initial impurity 
concentration and by using different amount of control additives. However, the impurity which is 
disappeared from the solution is not fully integrated into the crystal phase. Figure 6.8c shows the 
concentration change of the control additive in the solution which is proportional to the impurity level 
which is reacted. The reaction product concentration is presented on the Fig. 6.8d. The concentration 
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increases in every case regarding to the reaction kinetic rate as it can be seen on the figure. Figure 8e 
shows the impurity evolution of the impurity concentration in the solid phase. It can be seen that 
increased amount of the control additive may approach similar effectiveness like recrystallization, but 
without reduced productivity.  
 
Figure 6.8 Sensitivity analysis of R-CPC: a) KDP concentration at different amount of reagent, b) impurity 
concentration in solvent, c) reagent concentration in solvent, d) amount of reaction product and e) 
impurity concentration in crystal at different concentration of impurity and reagent. 
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Fig. 6.9a. As it has previously mentioned, R-CPC method showed high effectiveness of purification of 
product. Fig. 6.9b is about concentration of the control additive in solution at the end of crystallization, 
while Fig. 6.9c show the product of the reaction in the liquid phase at the end of the process.  
 
Figure 6.9 Sensitivity analysis of the product properties: a) impurity concentration in crystal product, b) 
reagent concentration in solvent and c) concentration of the product of reaction in solution. 
 
Figure 6.10 shows a surface which represents the impurity concentrations in the solid phase at different 
efficiency factor of impurity integration. The efficiency factor can change from 0 to 100%. When it is 
100%, all of the impurity integrates into the solid phase, while 0% means there is no impurity adsorption. 
Based on this efficiency, the remaining impurity in the crystal changes batch to batch as it is shown on 
figure. In the case of 100% efficiency, recrystallization does not work, while around 0% leads to effective 
recrystallization. Based on this, decision of which method would be used can be predicted. At low 
efficiency, recrystallization can be used, while A-CPC would be useful at high efficiency factor. However, 
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combination of recrystallization and A-CPC recommended to be applied. R-CPC can be used in the entire 
range of the efficiency factor when ideal reaction partner is available. 
 
Figure 6.10 Effect of the impurity adsorption rate coefficient on the crystal purity during recrystallization. 
 
6.5 Conclusion 
 
In the present work, new method of crystal purification based on multicomponent impurity effects is 
presented. Morphological population balance model including primary nucleation and growth of 
characteristic crystal sizes is developed in the presence of impurities and additives. A growth model was 
developed according to describe the competitive adsorption on multi-surface. The developed population 
balance model including mass balances of multicomponent impurities with same behavior in the 
adsorption point of view (A-CPC) was investigated numerically. It was compared with recrystallization as 
alternative method for crystal purification. The efficiency of A-CPC compared to recrystallization was 
less effective, however A-CPC does not results reduced productivity. 
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Reaction based competitive purity control method is also investigated and presented. Modified 
mathematical model of R-CPC based on A-CPC model is also considered and the method was studied 
numerically. Results of the study show that a well-chosen control additive of R-CPC can be as effective 
as the recrystallization with no product loss. 
Finally, an illustrated guide for process design is presented in order to help the decision between the 
presented methods and combinations of these. 
As a conclusion, present work show an effective adsorption based competitive purity control method 
which can modify the balance of non-desired impurity concentration between the solution and solid phase. 
It can be a cost reducing technique by eliminating further purification steps from the downstream process.  
 
6.6 Notation 
a   - Area of the crystal per unit growth [m2] 
pB   - Primary nucleation [#/s] 
c   - Concentration of solute in the solution [g/g solvent] 
jCGMc ,   - Concentration of the jth crystal growth modifier [g/g solvent] 
PRODc   - Concentration of the product from reaction [g/g solvent] 
satc   - Saturation concentration of KSP crystals in solution [g/g solvent] 
objf   - Objective function for optimization 
jiadsG ,,∆  - Adsorption energy [kJ/mol] 
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jidesG ,,∆  - Desorption energy [kJ/mol] 
irG ,∆   - Reaction kinetic energy [kJ/g] 
i
g   - Exponent of growth kinetic equitation of the ith characteristic facet [-] 
i
G   - Crystal growth rate of the ith characteristic facet [m/s] 
iGmin,   - Specific growth rate when distribution does not occur [m/s] 
jidK ,,   - Distribution coefficient  
jiadsk ,,   - Adsorption rate of the jth crystal growth modifier at ith characteristic crystal facet 
jidesk ,,   - Desorption rate of the jth crystal growth modifier at ith characteristic crystal facet 
ek   - Kinetic constant of Primary nucleation [-] 
jeK ,   - Thermodynamic distribution coefficient [m/s] 
gik   - Growth kinetic constant [-] 
jiK ,   - Langmuir constant of jth CGM on ith characteristic facet (Eq7) 
jimk ,,   - Mass transfer coefficient with crystal growth [m/s] 
omk ,   - Mass transfer coefficient without crystal growth [m/s] 
pk   - Coefficient of primary nucleation [m
-3 s-1] 
irk ,    - Reaction kinetic coefficient [g/s] 
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irk ,0   - Reaction kinetic constant [m-3 s-1] 
vk   - Shape factor [-] 
iL   - Average distance between the active sites [m] 
CGMj
M   - Molecular weight of CGM [g] 
cM   - Molecular weight of KDP [g] 
n   - Size and shape distribution [#/m2] 
R   - Ideal gas constant [Pa m3 mol-1 K-1] 
t   - Time [s] 
T   - Temperature [K] 
ix   - Size of i
th characteristic crystal facet [m] 
Greek letters 
iα   - Effectiveness factor of the adsorption on i
th characteristic facet 
iβ   - Constant of the effectiveness factor [m/K] 
iγ   - Edge free energy on the i
th crystal face per unit length [J/m] 
f   - Size and shape distribution [# m-2 s-1] 
jη   - Time spent by a particle in the presence of impurities [s] 
rm,µ   - m,r order joint moment  
139 
 
σ   - Relative supersaturation [-] 
cρ   - Density of the KDP crystals, 2.338 [kg/m
3]   
Θ   - Vector of kinetic parameters 
,i jq   - Coverage factor 
jieq ,,q   - Equilibrium coverage 
jc,c   - Mole fraction of the CGM in the crystal phase 
ji,τ   - Adsorption time constant [s] 
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7 Optimization for crystal shape and purity in the presence of growth 
modifiers: Integrated process optimization of chemical reactor and 
crystallizer 
 
7.1 Introduction 
 
As it is discussed in the precious chapters, the impurity effect on the crystal properties, such as 
particle size and shape distribution is significant, having significant impact on the downstream 
processes as well as on the product effectiveness. Impurity in the process can be sourced by 
using contaminated row materials or as a byproduct which produced in the upstream during API 
formulation. A continuous manufacturing process including chemical reactor and crystallizer 
was numerically studied in the chapter. A mathematical model to describe parallel residual 
chemical reactions and thereafter crystallization in the presence of growth modifier originated 
from the reactor is proposed. The mathematical model of the crystallization is based on a 
morphological population balance equation including primary nucleation, growth of 
characteristic faces and adsorption of impurity. The model based simulator was developed in 
Matlab in order to study the manufacturing process of solid crystals through chemical reaction 
and crystallization. Optimization of the continuous process was carried out by investigation 
different objectives focusing on the productivity, shape and purity of the crystal product. 
7.2 Process description and challenges 
 
There are considerable number of papers deal with plant wide investigation and control of 
pharmaceutical manufacturing including crystallization. Ward et al., (2007, 2010) investigated 
plant wide dynamics and controlled processes including reactor, crystallizer and filter. Later, 
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they extended the investigations with recycling (Ward et al., 2011). Mascia et al., (2013); 
Benyahia et al., (2012); Lekervald et al., (2013) and also Heider et al., (2014) published a 
research about investigation and optimization of continuous manufacturing of pharmaceuticals 
while Zhang et al., (2014) and also Sahlodin and Barton, (2015) performed optimization and 
control of plantwide continuous manufacturing. 
However, origin and effect of impurities on the size and shape distribution of API is not 
investigated yet. The present work focuses on the effect of growth modifiers -sourced from the 
chemical reactor- on the crystal products. Figure 7.1 shows the schematic of the process flow for 
reactor and crystallizer. A continuous stirred tank reactor is considered with an input and output. 
The output is fed into the continuous cooling crystallizer. 
 
Figure 7.1 Process flow diagram including chemical reactor and crystallizer. 
 
Two parallel residual chemical reactions occur in the reactor: 
,1
,2
a
a
k
k
A B C+ 
  
,1
,2
b
b
k
k
C A D+ 
  
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Where A and B are the reagents, C is the desired product (API) and D is an undesired byproduct 
in the reactor. Based on the reaction scheme and molecular similarity (C produced from an A and 
B while D is from 2A and B indirectly), it is assumed that D can interact with the C product as a 
crystal growth modifier during crystallization process. Hence, the D, byproducts have impact on 
the crystal product properties such as crystal size, shape and purity. It is assumed that the 
impurity can adsorb to the surface presented on Figure 7.2 and inhibits the growth along the 
length. It can lead to lower AR or plate like crystals while the purity of the solid product is 
decreasing. 
 
Figure 7.2 Adsorption of impurity adsorption and a crystalline formed in the presence of 
impurity. 
 
Effect of the flow rate/residence time and also the concentration of A and B in the input of the 
reactor are considered as control values and investigated in the next section. The aim is to reduce 
the undesired effect of the presence of impurity while undesired change in productivity has to be 
minimized. 
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7.3 Reaction and multi-dimensional population balance models for the continuous 
process 
 
In the present work, the explained parallel chemical reaction is considered in the chemical 
reactor. The following differential equation system describes the mass balance in the continuous 
stirred tank reactor based on the presented reactions: 
( ) 2, 2 2 1 1systA A in A a A C b D a A B b A C
reactor
Fdc c c k c c k c k c c k c c
dt V
= − + + − −  7.1 
( ) 2, 2 1systB B in B a A C a A B
reactor
Fdc c c k c c k c c
dt V
= − + −  7.2 
( ) 2, 1 2 2 1systC C in C a A B b D a A C b A C
reactor
Fdc c c k c c k c k c c k c c
dt V
= − + + − −  7.3 
( ), 1 2systD D in D b A C b D
reactor
Fdc c c k c c k c
dt V
= − + −  7.4 
Where Ac , Bc , Cc  and Dc  are the concentration of A,B,C and D respectively, while reactorV
stands for the reactor volume. systF  is the flow rate in the system. The 1ak , 2ak , 1bk , 2bk are the 
reaction rates described by the Arrhenius type equation: 
,
, , ,0 exp
n m
n m n m
reactor
G
k k
RT
∆ 
= − 
 
 where n=[a,b] and m=[1,2].  7.5 
Where , ,0n mk  is the reaction kinetic rate constant, ,n mG∆  means the reaction free energy, R is 
the Boltzmann constant.  
The energy balance in the reactor is described by the following equation 
( ) ( ), ,systRreactor p R in R R C R reaction
reactor reactor
FdT UAC T T T T R
dt V V
ρ = − + − +  7.6 
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Where reactorρ is the average density of the substances, pC is the specific heat for the solution in 
the reactor, RT  means the reactor temperature, while ,R CT is the temperature of cooling media. 
The A  is the surface area of the reactor, while U is the overall heat transfer coefficient. The 
reactionR  stands for temperature change resulted by the reaction kinetics. 
The crystallization is described by a morphological population balance model and the 
simplification of the MIAM model presented in the previous chapters. In accordance with single 
impurity adsorption mechanism on a particular face i=1 of the crystal, the growth kinetics is 
described by the following equations: 
( )
1
1 ,1 1
g
sat
g
sat
c cG k
c
αq
 −
= − 
 
 7.7 
2
2 ,2
g
sat
g
sat
c cG k
c
 −
=  
 
 7.8 
where 
i
G  is the growth rate of the thi  characteristic crystal face, c  and 
sat
c  are the 
concentration of the solute in the solution and the saturation concentration, respectively. The ig , 
,g ik  are the growth exponent and kinetic coefficient. The impurity term in the growth rate 
equation of the second characteristic size describe the adsorption of the impurity on the site.  The 
α  denotes the effectiveness factor of the adsorption on the 2nd characteristic face similarly to the 
equations in the Chapter 4. 
T
βα
σ
=  7.9 
The coverage is which provides the connection between the concentration of the CGMs in the 
solution and the growth rate takes the form 
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1
CGM
CGM
Kc
Kc
q =
+
 7.10 
The Langmuir constant, K , of the CGM on the 2nd characteristic crystal face described by the 
adsorption and desorption rate coefficients. It can be written as 
,0
,0
expadsads des ads
des des
kk G GK
k k RT
∆ −∆ = =  
 
 7.11 
where adsk  and desk  denote the adsorption and desorption rate coefficients, respectively. The 
adsG∆ , desG∆  are the free energies of the CGM adsorption and desorption on the 2
nd 
characteristic surface. 
The population balance equation (PBE), in which two characteristic lengths { }1 2,x x=x  are 
considered to describe the evolution of the crystal shape distribution can be written as 
( ) ( ) ( ) ( ) ( )0, , , ,systi in p
cryst
F
n t G n t n t n t B
t V
δ∂ ∂+ = − + −      ∂ ∂
x x x x x x
x
 7.12 
where ( ),n t x  is the distribution function, crystV  is the volume of crystallizer and ( )0x xδ −  is 
the delta distribution which determines the appearance of the nuclei. The primary nucleation rate, 
pB is defined as 
bp
sat
p p
sat
c cB k
c
 −
=  
 
 7.13 
The pk  and  bp  are kinetic constants and exponent of primary nucleation, respectively. The 
initial and boundary conditions of the PBE take the form of 
( ) ( )00,n n=x x  7.14a 
( ), 0iG n t =x , x∈∂Ωx      7.14b 
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where x∂Ω  is the boundary of the size space. The mass balance is also required for the 
solution of PBE. Concentration of solute is expressed as follows 
( ) ( ) ( ) 1,2syst in c
cryst
F ddc t
c t c t
dt V dt
µ
ρ= − −    7.15 
where cρ  is the density of the solute crystals. The mass balance for the impurity concentration 
in the solution is 
( ) ,,
,1
syst c CGMCGM CGM
CGM in CGM
cryst c CGM C
Fdc M dcc c
dt V M dt
c
c
= − +
−
 7.16 
where 
CGM
M  and cM  are the molecular weights of the impurities/CGMs and solute. The cc  is 
the mole fraction of the CGM in the crystal phase, which can be written as the mole fraction of 
the CGM in the solution multiplied by its interfacial distribution coefficient,  , ,d i jK . Thus the 
mole fraction can be given by 
1
,
CGM CGM
c CGM d
CGM c CGM
c ccK
M M M
c
−
 
= + 
 
 7.17 
The 
CGM
c  and c   are the concentrations of the CGM and solute respectively. CGMM  and cM  are 
the molar weights of CGM and the solute, while the distribution coefficient, 
d
K is 
( ) ,min
min
1 1 i md e
i
G k
K K
G k
= − −  7.18 
In this equation, dK  is thermodynamic distribution coefficient of the CGM, the mk  and mink  
are the mass transfer coefficients with crystal growth at the actual growth rate and at the ,miniG  
which is the specific growth rate when impurity distribution does not occur (Eq. 4.14 and 4.15), 
The model can be completed by describing the energy balance for crystallizer: 
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( ) ( )syst cryst crystcryst p in C cryst
cryst cryst
F U AdTC T T T T R
dt V V
ρ = − + − +  7.20 
Where crystρ  density in crystallizer, while the energy sourced from crystallization is crystR . 
The method of moments was be used for solution of the resulting multi-dimensional PBE. The 
cross-moments in the two dimensional case is described in the Eq. 4.16, 
Using this moment definition, the PBE is transformed in a set of ordinary differential 
equations. The general form of the moment equation system is 
( )0,0 0,0, 0,0syst in p
cryst
Fd
B
dt V
µ
µ µ= − +  7.22a 
( ), , , , 1 1, 2 , 1systm r m r in m r m r m r
cryst
Fd
mG nG
dt V
µ
µ µ µ µ− −= − + ,   m = 1, 2, … and  n = 1, 2,… 7.22b 
The closed set of the ordinary differential equation (ODE) system including moment equations 
and mass balances for the solute and impurities provides a detailed moment model of 
crystallization process in impure media. The evolution of the particle number is calculated by the 
differential equation of the zeroth order joint moment, 0,0µ . The 1,2µ  moment is related to the 
crystal volume in a unit volume of the suspension. Moments are also suitable to determine the 
mean crystal sizes of the characteristic lengths, while the mean aspect ratio of the crystals can be 
calculated from the mean crystal sizes: 
0,1
1,0
AR
m
m
=  7.23 
The model presented in this section that combines the reactor model and crystallization in the 
presence of impurity with multi-dimensional population balance equation, mass and energy 
balances for reaction, solute and all impurities in crystallizer, provides a modelling framework 
for API production and crystallization in impure media.  
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7.4 Results and discussion 
 
In the present work, the system was numerically studied. The kinetic and process parameters 
which were used in the simulation are presented in the Table 7.1. Sensitivity studies were 
separated to two parts. In the first step, effect of flow rate which is a function of the residence 
time was investigated on the API properties such as size, shape and purity. 
Figure 7.3 presents the steady state concentration levels of each compound in the output of the 
CSTR. As it was expected, the concentrations of A and B (which are fed into the reactor) 
increase by increasing flow rate, while the concentration of the desired product decreases in the 
reactor output. The important aspect of it is the decreasing yield on compound C (desired 
product). In the pharmaceutical industry, the price of the compounds or the API is often 
expensive and thus yield may be one of the most important properties. In the simulation, it can 
be seen on the bottom left figure that there is significant impact on the concentration. 
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Table 7.1 Kinetic and process parameters for the simulation of chemical reactor and crystallizer. 
Reactor Crystallizer 
1,0ak [-] 9.351e2 ,0adsk [-] 57.26 
2,0ak [-] 2.351e-2 ,0desk [-] 0.57 
1,0bk [-] 6.351e-4 desG∆ [kJ/mol] 2436.48 
2,0bk [-] 8.351e-1 adsG∆ [kJ/mol] 22994.9 
1aG∆ [kJ/mol] 2650 0,1gk [m/s] 100.75 
2aG∆ [kJ/mol] 2550 1g [-] 1.74 
1bG∆ [kJ/mol] 2650 α  4.5960 
2bG∆ [kJ/mol] 2550 minG [m/s] 4.511e-4 
UA  [w/K] 2 0mk [m/s] 389.35 
1aH∆  [kJ] 44.5e-4 eK [-] 0.999 
2aH∆  [kJ] -44.5e-3 cryst crystU A [w/K] 271.44 
1bH∆  [kJ] 44.5e-3 crystV  [l] 50 
2bH∆  [kJ] -44.5e-3 cryst pCρ [kJ/Km
3] 1963.9 
reactorV [ml] 5 pk [#/s] 
165.23 
 
reactorρ pC  [kJ/Km
3] 1963.9 bp [-] 1.02 
Re ,actor SpT  [C] 65 0,2gk [m/s] 10.21 
AM  [g/mol] 60 2g [-] 1.74 
BM  [g/mol] 80 CrystH∆ [kJ] -44.5 
CM  [g/mol] 140 SpT [C] 10 
DM  [g/mol] 200 SolventM  [g/mol] 18 
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Figure 7.3 Steady state concentration levels of the substances at different flow rates in the 
reactor outputs. 
 
Fig. 7.4 presents the key properties of the crystallization at steady state in the output of the 
crystallizer. Two cases are investigated and presented on this section in order to highlight the 
effect of impurity on the product priorities: when impurity appears in the crystallizer; impurity 
does not appear in the crystallizer. The second case requires additional unit operation as 
preprocess treatment such as chromatographic or membrane separation.  In the studied cases, 
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crystallization could occur up to 5ml/second flow rate according to the results on the top right 
figure. The concentrations of solute and solid have same trends because system is balanced by 
the different kinetic events (e.g. nucleation and growth) at steady state. The green and the dotted 
lines show the solute concentration of API with and without impurity, while the solid red and 
blue lines present the solid concentrations in the crystallizer in the two cases. By applying higher 
flow rate, the concentration of the C/API in the reactor’s output flow lead to under saturated 
solution in the crystallizer and crystallization does not occur. Hence, slow feed rate lead to 
higher yield, while the process intensity in terms of produced amount of solid in time decreases. 
Figure 7.4b also shows that flow rate has strong impact on the product properties too. These 
values are resulted from the dynamics of the complex crystallization kinetics including different 
growth rates on the surfaces, nucleation and the impurity adsorption. By comparing the red and 
blue lines on the Figure 7.4a,c-f the strong impact of the impurity is obvious. While needles are 
produced in pure system, the impurity’s growth inhibition effect results plate like crystals. We 
assumed that AR or 1/AR is the best at 1 when crystal shape is close to sphere or cuboid. The 
best result in terms of AR can be achieved when the flow rate is 3.7ml/s. However, solid 
concentration in the crystallizer’s output at this state is almost halved compared to value at 2ml/s. 
The number of particles in the system decreases according to the increasing flow rate, while 
more particles appear in the crystallizer when impurity is existing. This is because the growth is 
inhibited and so the driving force of crystallization has stronger impact on the growth of other 
sides and nucleation in order to achieve the balance in the system. 
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Figure 7.4 steady state properties of the crystallization at different flow rates: particle number, 
solid and solute concentration, shape, purity and crystal size. 
 
In the second part of the open loop sensitivity studies, concentration of the reagents (in the input 
of reactor) is investigated at a constant flow rate (1,5ml/sec). Figure 7.5 presents the steady state 
investigation of the concentration of substances in the output at different concentration levels of 
A and B in the reactor input. The obtained surfaces describe the system behavior at different 
concentrations of A, B in the input. Based on the kinetic properties, the D (undesired byproduct 
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or impurity) appeared in trace amount in the reactor. However, some of the impurities have 
strong impact on the crystallization properties even at ppm level of impurities. This was 
particularly discussed in the previous chapters. The figure also shows that higher yield of C/API 
can be achieved when equal and larger amount of A and B were fed into the reactor. 
 
 
Figure 7.5 Sensitivity analysis of the steady state concentrations of compounds in the reactor for 
the concentration of reactants in the reactor input; optimal concentrations at different objectives. 
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Figure 7.6 presents the results of open loop investigations on crystallization in pure solution at 
steady state in the crystallizer while Figure 7.7 shows the same investigation in impure system 
(Purity in the solid phase is expressed on the Fig. 7.6d and Fig. 7.7d). The changes in input 
concentration of the reactor also lead changed values of all investigated properties except the 
concentration of solid product. It is shown that the concentration of the A and B compounds are 
critical in terms of yield and also have impact on the purity and shape properties. In the studied 
case, the 1:1 ratio of A, B results the highest yield. However, it can change when the kinetic rate 
of the byproduct formation is more intensive or dominant.  
In purity point of view (Figure 7.6 and 7.7 d), higher impurity level in the solid API product can 
occur when more A compound is added to the input of reactor than B. The reason of it is that the 
impurity (D) production requires an additional A molecule to the C form during formulation. 
Hence, changed A-B ratio to higher B concentration could help to avoid or decrease the amount 
of impurity in the product crystal. 
Growth kinetics of the two characteristic faces shows different behavior on Figures 7.6 e,f and 
Figure 7.7 e,f. It is shown that the maximum size of L1 can be at around 300µm in pure media 
while the maximum value can be double in impure solution. This intensity change in growth 
along the width occurred because of the indirect effect of inhibited growth along the length. 
Based on the results, the maximum length changed from ~800µm to 200µm. Furthermore, the 
particle number in the system is also doubled as well as the shape changed from needle to plate 
like by the indirect effect of the existing growth modifier. 
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Figure 7.6 Sensitivity analysis of the steady state properties of the crystallization for the 
concentration of reactants in the reactor input; in pure solution. 
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Figure 7.7 Sensitivity analysis of the steady state properties of the crystallization for the 
concentration of reactants in the reactor input; in impure solution according to the concentration 
of byproduct in reactor. 
 
Based on the open loop studies, optimization can be performed in order to improve the quality of 
crystal product. 
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Two cases were considered for integrated optimization of the processes. Optimization is based 
on minimization of the objectives. In the first instance, yield and the AR at steady state were the 
optimized values. The objective function in this case is the following: 
1 , 2min ( ) 1/ ( )C solidw c StSt w AR StStΘ  − −   7.23 
, ,,A in B inc c Θ =    7.24 
where iw are the weights for the different properties. The weights give opportunity to the user to 
make one of the properties dominant against the other(s) in the optimization. The values of the 
weights can be change between 0 and 1.  The results of the optimization are presented by red 
stars on the Figures 7.5 and 7.7 when the w1 was changed from 0 to 1 and w2 was calculated as 
w2=1-w1. The optimum for the best AR value was found when w1 was 0. By changing the 
weights the optimal amount of A and B changed from 74g to 100g for A and it remains 100g for 
every case in terms of B compound. The difference of the product AR is 14.1% , while the 
concentration of the solid decreases by 35.2% when AR is preferred in the objective function. 
The second instance for optimization is when yield and purity are the controlled properties. 
1 , 2 ,min ( ) ( )C solid I solidw c StSt w c StStΘ  − −   7.25 
, ,,A in B inc c Θ =    7.26 
Results of the optimization are presented by the green circles on the Figures 7.5 and 7.7. In this 
case, weights have to be chosen carefully. As it is shown, badly chosen values can lead under 
saturated solution in the output of the crystallizer by finding the optimal concentration value for 
A on the scale of 0 to 100g (maximum). The optimal concentration of B is always remains the 
100g which was determined as the maximum. By changing the weights, the impurity 
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concentration in the solid phase can change between 9 and 52ppm. While solid concentration in 
the output can go from 0.18 to 0g/g solvent. 
In the following, dynamic evolution of the properties was investigated in pure and impure media 
in order to compare the progression of the process in time. In this part of the study investigation 
was performed at the optimum of the first objective function, when w1 and w2 were 0.1 and 0.9 
respectively. Figure 7.8 presents the evolution of the particle number, solid concentration and 
purity of the products. Significant difference in particle number is presented, while the solid 
concentration had just slight change. 
 
Figure 7.8 Temporal evolutions of a) particle number, b) solute concentration and c) impurity 
concentration with- and without impurity in the crystallizer. 
 
Change of the mean crystal sizes and the mean aspect ratio trends are presented on Fig. 7.9. It is 
presented well when on both figures that the crystal shape in the two cases has different shape. 
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The direct inhibition effect on the length (L2) is presented by green lines on the Fig. 7.9b, and 
indirect effect of the growth inhibition can be seen on the Fig x7.9a as well as the blue lines on 
Figure 7.9b.  
Based on the previous investigation, we can say that integrated process optimization can help to 
improve the product quality without additional processes. However, consideration of pre or post 
process treatment may be considered and decision can be done based on cost and requirements.  
 
Figure 7.9 Dynamic evolution of mean a) AR and b) mean crystal sizes of L1 and L2 with and 
without impurity in crystallizer. 
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7.5 Conclusions 
 
Effect of impurities appears in the process flow is investigated by modeling and analyzing a 
continuous chemical reactor and crystallizer. Mathematical model of the chemical reactor is 
developed including mass and energy balances of parallel residual chemical reactions. A 
population balance based mathematical model for continuous crystallization from solution 
including nucleation, growth of the characteristic sizes in the presence of crystal growth modifier 
is developed. The effect of the byproduct from the reaction which is a crystal growth modifier 
was investigated focusing on the properties of the product in the output of the crystallizer.  
Sensitivity studies were performed in order to investigate the system at changed flow rates and 
different concentration of the reactants in the input of the chemical reactor. The investigation 
shows that the impurity can lead to significant changes of the product properties and thus, 
optimization may be beneficial. The main objectives of crystallization such as the yield, purity of 
the solid product and the shape are considered for optimization. Two objective function were 
determined (yield and shape; yield and purity) and applied with different weights on the 
objectives while reactant concentrations in the input of the reactor were chosen as control 
variables. Results show that integrated process optimization of the processes could lead 
improved product quality in terms of purity and shape of the crystals.  Dynamic evolution of the 
process is also investigated at under optimal conditions. Both the dynamic and steady state 
investigation of the system in the presence of impurities were compared to the case when 
impurity is separated before crystallization. Not only the significantly changed shape, but the 
other investigated properties of the crystallization presents that the impurities may be critical in 
the product quality point of view however different control strategies are available.  
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The presented concept for optimization and control of reactor and crystallization from impure 
solution together can be a tool to improve the quality of the product however, efficiency of the 
optimization strongly depends on the investigated system such as the reactions and reaction 
kinetics and alternative and effective purification methods may be considered.  
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8 Conclusions and future Work 
 
An extension of the direct nucleation control is presented, where on-line imaging based real 
time image processing data for feedback control. It showed in the experimental studies that real 
time image analysis tools can successfully be applied in DNC approach and in some cases it is 
beneficial against the recently presented FBRM based DNC methods. Comparison of the PVM 
and FBRM data gathered during the IA-DNC runs makes it clear that in the case of 
agglomerating materials and slow growth rates the FBRM data seem to be more reliable however 
if heterogeneous nucleation appears, the image processing tools could be useful to subtract the 
signal of crystals growing on sensor. The studies presented in this Chapter 3 show that image 
analysis tools can be applied for control as a measuring instrument. 
It was mentioned in the Chapter 3 that hybrid DNC techniques of FBRM and PVM (imaging 
technique in general) may be the best choice in some cases. Development of that technique and 
investigation of the applicability and performance of those approaches are going to be performed. 
Furthermore, an intelligent decision system could be developed which would automatically 
decide if the PVM or FBRM signal is the suitable for the control and would adaptively switch 
between them. During the study of image processing based real time feedback control 
experiments, we found that the image processing could be feasible for materials with high 
tendency of heterogeneous nucleation which occurs on the PAT sensors can easily be filtered. 
Developing the algorithm for the filter would lead to an advantageous improvement of in situ 
imaging techniques. 
Physical experiments of batch KDP crystallization from aqueous solution, in the presence of 
mixtures of crystal growth modifiers were carried out and presented in Chapter 4 in order to 
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investigate the impurity effect on the growth and the morphology changes of the crystal. In situ, 
real time measurement and image analysis of shape distribution by using PVM was used. The 
optical monitoring system provided data of AR distribution.  
A multi-dimensional morphological population balance model was developed that included 
primary nucleation and growth of two characteristic crystal sizes including novel multi-impurity 
adsorption model (MIAM) in order to describe the shape of KDP crystals in the presence of 
multiple impurities. The MIAM model can describe the different effects of multiple impurities or 
impurity mixtures with components having different effects on the growth of certain 
characteristic sizes of crystals, using a mechanism of multi-component and multi-site adsorption. 
The developed model is suitable to make dynamic observations of the kinetics and the evolution 
of the crystal properties such as size, shape and purity, during the crystallization process in 
impure media.  
Control of crystal shape by using multicomponent crystal growth modifiers was presented in 
Chapter 5. Different control approaches for batch and continuous MSMPR crystallizations in the 
presence of impurity are investigated. Manual, feedback and combined feedback –feed forward 
control strategies of continuous crystallization was developed. Model free and model based 
control strategies that utilize growth modifiers for batch processes were also developed. The 
results show significant effect of the crystal growth modifiers on the shape control which 
provides opportunity to use crystal growth modifiers as additives in order to control shape of 
crystals instead of using for instance supersaturation control of crystal shape of post process 
treatment by additional unit operation.  
New methods of crystal purification based on multicomponent impurity effects are presented 
in Chapter 6. Morphological population balance model including primary nucleation and growth 
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of characteristic crystal sizes is developed in the presence of impurities and additives. The 
developed population balance model including mass balances of multicomponent impurities with 
possibility for competitive adsorption (A-CPC) was investigated. Comparison of the concept 
with recrystallization shows the efficiency of A-CPC can be less effective in terms of 
purification; however yield when A-CPC is used does not change. 
Reaction based competitive purity control method is also presented and the results show that a well-
chosen control additive of R-CPC can be as effective as the recrystallization with no product loss. 
In terms of MIAM model with the control of crystal shape and purity, direct measurement of the 
impurity concentration and thus experimental investigation of both CPC concepts may be an 
interesting work in pharmaceutical crystallization point of view.  
Effect of impurities appears in the process flow is investigated by modeling and analyzing a 
continuous chemical reactor and crystallizer. The effect of the byproduct from the reaction which 
is a crystal growth modifier was studied focusing on the properties of the product in the output of 
the crystallizer.  
Sensitivity studies and model based optimization were performed in order to investigate the 
processes and control the product quality. The investigation shows that the impurity can lead to 
significant changes of the product properties. Two objective functions were used: yield and 
shape; yield and purity. Results show that integrated process optimization of the processes could 
lead improved product quality in terms of purity and shape of the crystals.  Concept for 
optimization and control of reactor and crystallization together can be a tool to improve the 
quality. 
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Multi-objective optimization and model based control of multiple processes in the presence 
of impurities would be an effective tool to produce quality crystal products.  
The work presented in the thesis draws up some options and needs for future work in order to 
do advanced, robust size-shape and purity control in crystallization.  
An application, which is suitalbe for accurate, qualitative and real-time measurments would 
lead to significant improvement in crystalization process control: image processing may be an 
effective tool for monitoring and analysing crystal size/morphology/shape, detection and 
monitoring agglomeration or breakage. Polymorphic transformation can also be detected by 
using image anaylisis techniques.  
The effect of control additive on the crystal shape is studied in the presented work.  This 
effect would be useful to control solute mediated polymorphic transformation by taking 
advantage of the effect of inhibition on the growth of undesired form. 
Two types of competitive purity control concepts were developed and numerically studied in 
the thesis. Further investigation and experimental validation should be done. Applications for 
pharmaceutical and biochemical compounds  would be beneficial. Based on the numerical 
studies, CPC concepts, especially R-CPC may be a cost-effective option for purification of 
crystalline product against the available methods such as membran separation, recrystallization 
or chromatographic separation methods. 
It is studied that appearance of an undesired by-product influences the downstream processes 
and also the final product quality. Consideration of the impurities in plant wide design and 
control is often crutial. Hence, modeling and integrated optimization of multiple unit operations 
166 
 
may lead to inproved product quality. An application of the model based optimization and plant 
wide control should be performed.  
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