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SUMMARY
On 2010 March 11, a sequence of large, shallow continental crust earthquakes shook central
Chile. Two normal faulting events with magnitudes around Mw 7.0 and Mw 6.9 occurred just
15 min apart, located near the town of Pichilemu. These kinds of large intraplate, inland
crustal earthquakes are rare above the Chilean subduction zone, and it is important to better
understand their relationship with the 2010 February 27, Mw 8.8, Maule earthquake, which
ruptured the adjacent megathrust plate boundary. We present a broad seismological analysis of
these earthquakes by using both teleseismic and regional data. We compute seismic moment
tensors for both events via a W-phase inversion, and test sensitivities to various inversion
parameters in order to assess the stability of the solutions. The first event, at 14 hr 39 min
GMT, is well constrained, displaying a fault plane with strike of N145◦E, and a preferred dip
angle of 55◦SW, consistent with the trend of aftershock locations and other published results.
Teleseismic finite-fault inversions for this event show a large slip zone along the southern
part of the fault, correlating well with the reported spatial density of aftershocks. The second
earthquake (14 hr 55 min GMT) appears to have ruptured a fault branching southward from the
previous ruptured fault, within the hanging wall of the first event. Modelling seismograms at
regional to teleseismic distances (> 10◦) is quite challenging because the observed seismic
wave fields of both events overlap, increasing apparent complexity for the second earthquake.
We perform both point- and extended-source inversions at regional and teleseismic distances,
assessing model sensitivities resulting from variations in fault orientation, dimension, and
hypocentre location. Results show that the focal mechanism for the second event features a
steeper dip angle and a strike rotated slightly clockwise with respect to the previous event.
This kind of geological fault configuration, with secondary rupture in the hanging wall of a
large normal fault, is commonly observed in extensional geological regimes. We propose that
both earthquakes form part of a typical normal fault diverging splay, where the secondary fault
connects to the main fault at depth. To ascertain more information on the spatial and temporal
details of slip for both events, we gathered near-fault seismological and geodetic data. Through
forward modelling of near-fault synthetic seismograms we build a kinematic k−2 earthquake
source model with spatially distributed slip on the fault that, to first-order, explains both
coseismic static displacement GPS vectors and short-period seismometer observations at the
closest sites. As expected, the results for the first event agree with the focal mechanism derived
from teleseismic modelling, with a magnitudeMw 6.97. Similarly, near-fault modelling for the
second event suggests rupture along a normal fault, Mw 6.90, characterized by a steeper dip
angle (dip = 74◦) and a strike clockwise rotated (strike = 155◦) with respect to the previous
event.
Key words: Earthquake source observations; Seismicity and tectonics; Continental margins:
convergent.
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1 INTRODUCTION
On 2010 February 27, a Mw 8.8 megathrust earthquake occurred
along the subduction zone in south-central Chile, rupturing the plate
interface of the convergent margin between the Nazca and South
America plates. The rupture area extended in length over about
450 km (e.g. Lay et al. 2010; Vigny et al. 2011; Hayes et al. 2013),
generating a tsunami which propagated across the Pacific Ocean
and devastated a broad zone of the Chilean coast. Aftershock ac-
tivity over the following year has been located (Lange et al. 2012;
Rietbrock et al. 2012; Hayes et al. 2013) and, in addition to mag-
nitude and focal mechanism diversity, it has been observed that
much of the aftershock seismicity was spatially concentrated in the
northern part of the rupture area.
On 2010 March 11, approximately two weeks after and 230 km
north of the main shock, a sequence of large, shallow continental
crust earthquakes shook Central Chile. Two normal faulting events
located near the town of Pichilemu, andwithmagnitudesMw 7.0 and
6.9,were separated by just 15min. The rare occurrence of such large,
shallow coastal intraplate events in Chile, and their implications
for seismic hazard, motivates further study of these earthquakes
in order to understand their relationship to the February 27 main
shock.
These two shallow, coastal, intraplate aftershocks at the northern
edge of the rupture area of the 2010 Maule mega-thrust earthquake
are the first ever instrumentally recorded by local networks among
normal faulting events occurring along the Chilean coastal zone.
Few shallow crustal recorded earthquakes have occurred along the
main Andes Cordillera in Chile; that includes, the 2001, Mw 6.3,
Aroma or Chusmiza earthquake (Legrand et al. 2007; Farı´as et al.
2010) located in northern Chile, and the 2004,Mw 6.4, Curico´ event
in south-central Chile (Farı´as et al. 2010). On 2007 April, the seis-
mic crisis of Ayse´n Fjord, that took place in southern Chile, was
characterized by a Mw 6.2 earthquake followed by a local tsunami
caused by a triggered landslide (Naranjo et al. 2009). Other impor-
tant shallow crustal events that caused damage during the 20th cen-
tury include the 1949, ML 7.5, Punta Arenas earthquake (Lomnitz
1970) along the Magallanes fault near the Froward Cape, and the
Las Melosas earthquake, which occurred in the Andes Cordillera
near Santiago of Chile in 1958, and has been re-estimated to have a
magnitude Mw 6.3 (Alvarado et al. 2009).
If one considers the long-term seismic cycle of subduction zones,
elastic shortening and subsidence is expected in the crustal forearc
region of the overriding plate during the interseismic period of strain
accumulation. In contrast, as a result of rapid coseismic strain re-
lease during large megathrust ruptures and the subsequent slower
deformation of the post-seismic period, relative elastic extension
and uplift is likely to occur (e.g. Savage 1983; Hyndman & Wang
1993). Several long-lived tectonic features (faults and folds, both
compressional and extensional in nature) have been observed in
the upper plate, coastal region above the Chilean subduction zone
(e.g. Corte´s et al. 2012), but the mechanisms responsible for their
creation are poorly understood. In addition, prior to the Maule
earthquake sequence, no historical crustal seismic activity has
been reported in this region. The Pichilemu earthquakes therefore
represent the first coincident seismological and geological records
of intra(upper) plate coastal faulting, establishing a causal relation-
ship between interplate ruptures and shallow earthquakes, which
had only been hypothetically suggested previously (e.g. Delouis
et al. 1998; Loveless et al. 2005, among others). To better under-
stand these events and their role in the seismic cycle of the Chilean
mega-thrust, particular attention must be paid to the geometry of
the faults involved in these ruptures, and whether they could cause
surface-breaking events in the future.
Published InSAR and coseismic GPS static displacement vector
observations and modelling show that the Pichilemu earthquakes
ruptured two shallow and previously unknown NW/SE-trending
faults within the South America Plate (Ryder et al. 2012). These
authors concluded that the earthquakes did not rupture the N/S-
trending Pichilemu-Vichuquen fault.
The source parameters and fault geometry of the first event (14 hr
39 min GMT, hereafter referred to as Event 1) are well constrained.
Ryder et al. (2012) proposed a fault plane with a strike of N144◦E,
and a dip angle of 53◦, very consistent with the trend of aftershock
locations (e.g. Ryder et al. 2012). This focal mechanism is also
reasonably consistent with the seismic moment tensor computed
by the Global Centroid-Moment Tensor (GCMT) group (strike, dip
and rake of 144◦, 55◦, –90◦ for one nodal plane), and with the
U.S. Geological Survey (USGS)W-phase CMT solution (143◦, 64◦,
–89◦), which exhibits a slightly higher dip angle. However, solutions
for the second event (14h 55 GMT, hereafter referred to as Event
2) show less consistency. The preferred fault plane from Ryder
et al. (2012) strikes N144◦S, with a dip of 60◦. On the other hand,
GCMT reports a best double-couple characterized by either a very
steep plane (159◦, 86◦, –93◦) or a subhorizontal fault (16◦, 6◦,
–53◦). A similar discrepancy is observed in the W-phase solution
computed by the USGS (nodal plane 1: 166◦, 84◦, –94◦, nodal
plane 2: 20◦, 7◦, –57◦). Better constraining the focal mechanism
and source parameters of Event 2 using teleseismic recordings is
complicated because the observed seismic wave field overlaps with
seismic waves radiated by the previous event.
In this study, we analyse teleseismic and regional seismologi-
cal recordings to better constrain the source parameters and focal
mechanisms of both events. We propose point-source and finite-
fault source models derived from teleseismic modelling. Regional
recordings of both events are analysed to retrieve seismic moment
tensors via a W-phase inversion.
Finally, by compiling all these results generated using a variety of
seismic wavelengths and frequency bands, we build a kinematic k−2
source model with spatially distributed slip over the most plausible
fault geometry and extent, which satisfactorily explains additional
data from a local short-period network and observed coseismic
GPS static displacement vectors at a station installed in the town of
Pichilemu.
2 DATA
This section describes the different kinds of seismological data
available, spanning regional and teleseismic distances. We also
briefly describe the local short-period data used for our forward
modelling.
2.1 Seismological recordings data set
Teleseismic broad-band data for both earthquakes were available
through the global seismographic network (GSN) and the Incorpo-
rated Research Institutions for Seismology (IRIS) Data Manage-
ment Center. The data set used consists of three component broad-
band waveforms that cover distances up to 90◦ from the source,
with a broad azimuthal coverage around the epicentre. The wave-
form data set was enlarged to include regional recordings from
the National Seismological Service (SSN) of the Universidad de
Chile (http://www.sismologia.cl/). Fig. 1 shows the broad-band,
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Figure 1. (a) Regional distribution of stations in Chile and (b) enlarged map showing the temporary local short-period network and the hypocentres by Farı´as
et al. (2011) of the two studied aftershocks (black star).
regional and local (temporary) station coverage; note that the ma-
jority of regional stations are located in central and northern Chile.
The northern seismological network is maintained by the SSN in
partnership with the Integrated Plate boundary Observatory Chile
(IPOC, http://www.ipoc-network.org/) team. Several stations are
available in central Chile, mainly around –34.5◦ latitude near the
city of Santiago. Among these are several strong motion and broad-
band stations that triggered and recorded both events. Fewer re-
ceivers are located in southern Chile. Data are also available from
a strong motion station in Concepcio´n, ∼300 km to the south of
Pichilemu.
2.2 Temporary short-period local network
After the 2010 Mw 8.8, Maule earthquake several seismological
stations and temporary networks were deployed over the rupture
area, following a huge international community effort for monitor-
ing the aftershock activity in the region, including Chilean, U.K.,
French, German and U.S. teams. In particular, a rapidly deployed lo-
cal short-period temporary network recorded both Pichilemu events
and a large number of other aftershocks in the weeks following the
Maule earthquake (Farı´as et al. 2011). These data are available
thanks to the team that installed and operated this network. The
station locations are shown in Fig. 1(b); the network covers an area
of about one degree squared around the town of Pichilemu. Most of
the seismographs were saturated during the strong shaking caused
by both events. Nonetheless, it is important to point out that station
PICD, located near Pichilemu and close to the two largest aftershock
epicentres, did not saturate. In this study, we attempt to exploit these
velocity recordings, in particular the closest station to the fault, in
order to better constrain the fault geometry and slip distribution for
both events.
The three component short-period sensors are I/O SM-6 geo-
phones, with a natural frequency of 4.5Hz. The instrument am-
plitude velocity response has a flat transfer function beyond this
frequency. Below 4.5Hz, the amplitude follows a variation of about
40 dB per decade, roughly proportional to f1.5, where f is frequency.
Two kinds of digitizers were used with a clipping amplitude level
of 8.3886 × 106 and 5.767 × 106 Count V–1, respectively.
Fig. 2(a) shows the raw ground-velocity seismograms (three com-
ponents) of Event 1 recorded at station PICD. The strongest ground
motion shaking duration is about 15 s, and the three component data
did not saturate. A comparison of signal and seismic noise Fourier
spectrum amplitudes shows their ratio is larger than approximately
104 in a broad frequency band (Fig. 2b).
As has been pointed out by Havskov (1998) and Aranda (written
communication, 2012), some experiments have been conducted in
order to compare short-period 4.5Hz exploration geophones and
1Hz geophones seismometers at ‘an average field site’, on the ver-
tical component. The sites tested correspond to a seismic vault in
the middle of Bergen City, and a field site on solid rock. These noise
studies clearly show that using a 4.5Hz geophone compared to a
1Hz geophone will give equal sensitivity for earthquake signals
down to 0.2Hz with systems that have equal gain at 4.5Hz. If the
aim is to record an earthquake signal above 0.2Hz, the study shows
there is little advantage to using a 1Hz geophone instead a 4.5Hz
sensor. Their study was conducted on instrument corrected signals.
Of course, seismic noise and the dynamic range of the sensors have
to be taken into account when making this comparison. Unfortu-
nately, for the Pichilemu aftershocks there is no broad-band station
located at the same site to enable such a comparison. In fact, there is
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Figure 2. Short-period recording of Event 1 at PICD. Left-hand panel: ground velocity (vertical, north and east components), and right–hand panel: comparison
of signal and noise Fourier spectrum amplitudes.
no colocated strong motion or broad-band station near the epicentre
of either event. In their absence, in this study we use short-period
4.5Hz geophones to constrain the source.
Fig. 3 shows an example of frequency domain instrument re-
sponse deconvolution, using seismic analysis code (SAC, Gold-
stein et al. 2003), applied to the PICD station velocity recording of
Event 1. The original and the unfiltered deconvolved ground ve-
locities are shown in Figs 3(a) and (b), respectively, for the ver-
tical component. For comparative purposes the raw seismogram
has been multiplied by a scaling factor to correct from counts to
physical amplitude. One can note three significant seismic energy
arrivals characterized by wavelengths of about 4 s. A very long
wavelength signal that contaminates the whole record is also ap-
parent, possibly related to instabilities of the deconvolution process
at very low frequencies. The velocity amplitude response transfer
function is plotted in Fig. 3(c) where the normalization frequency
used is 4.5Hz. The Fourier spectrum amplitude comparison shows
a perfect match for frequencies greater than 4.5Hz and a factor
of 5 × 103 at 0.1Hz, as one can expect (Fig. 3d). Other stations
are located farther than 20 km from Pichilemu, and some com-
ponents saturated in response to the strong shaking at these sites.
Table 1 summarizes the stations and components that did and did not
saturate.
2.3 Coseismic GPS static displacements
In addition to the seismological data set, data are available from sev-
eral continuous GPS (cGPS) sites in Chile. As reported by Ryder
et al. (2012), the closest cGPS sites to the epicentre of both events
are stations LEMU, NAVI and ILOC (Fig. 1b). Station LEMU is
particularly interesting because it is located in Pichilemu, so pro-
vides valuable information to constrain the source parameters of
both events. In this study, we used the coseismic GPS static dis-
placement vectors published by Ryder et al. (2012) as a constraint
in our analysis (see Table 1, Ryder et al. 2012).
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Figure 3. Example of the frequency domain deconvolution applied to the vertical component recording of Event 1, at PICD. (a) Original velocity waveform,
(b) unfiltered deconvolved signal, (c) instrument amplitude response, and (d) comparison of the original and deconvolved amplitude Fourier spectrum.
Table 1. Short-period stations list and components that
clipped when recording the two aftershocks analysed in
this study.
Station Event 1 Event 2
East North Up East North Up
BUCD – – – – – –
DUAD × × × × × ×
HUAD × × © © © ©
LOLD © × © × © ©
NAND © × × × × ©
NAVD © © © © × ©
PERD × × © × × ©
PICD © © © © © ©
–, None recording available; ×, saturated and ©, not
saturated.
As pointed out by Ryder et al. (2012), displacement vectors at
LEMU and ILOC show a reversed sense of motion for Event 2 with
respect to Event 1, though generally with smaller amplitude. Based
on these observations, the most likely rupture scenario, proposed
by Ryder et al. (2012), involves two different normal faults, with
the first dipping to the SW and a second, smaller and deeper fault
located farther to the SW such that LEMU is in the hanging wall of
the first event and the foot wall of the second. Their preferred model
uses two parallel faults, the second dipping at a slightly steeper angle
compared to the fault associated with Event 1.
3 EARTHQUAKE SOURCE PARAMETERS
AND KINEMATIC EARTHQUAKE
SOURCE MODELS
The following sections present a broad seismological analysis and
kinematic source modelling of both events.
3.1 Earthquake source parameters reported
It is well known that the hypocentral parameters of earthquakes (lo-
cation and origin time), like all quantitative data estimates, have un-
certainties due to different sources of error. Because seismic waves
from Event 1 overlap with those radiated by Event 2, the source pa-
rameters for the latter event are much harder to constrain. Nonethe-
less several seismological agencies reported earthquake source
parameters as summarized in Table 2.
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Table 2. Earthquake source parameters of the two Pichilemu earthquakes reported by different seismological agencies (GCMT,
USGS/NEIC and SSN).
Plane 1 Plane 2 Lon Lat Depth (km) M0 (N m) Mw Agency
Strike/dip/rake Strike/dip/rake
Event 1 144◦/55◦/–90◦ 324◦/35◦/–90◦ –34.54 –72.11 12.9 2.39 × 1019 6.9 GCMTa
Event 2 159◦/86◦/–93◦ 16◦/6◦/–53◦ –34.53 –72.13 16.3 3.49 × 1019 7.0 GCMTa
Event 1 143◦/64◦/–89◦ 320◦/26◦/–93◦ –34.337 –72.083 14 2.97 × 1019 6.9 USGS/NEICb
Event 2 166◦/84◦/–94◦ 20◦/7◦/–57◦ –34.388 –71.966 24 3.07 × 1019 6.9 USGS/NEICb
Event 1 – – –34.301 –72.129 33 – – SSNc
Event 2 – – –34.451 –72.206 31 – – SSNc
aCentroid location (Ekstro¨m et al. 2012).
bCentroid location and teleseismic W-phase moment tensor solution.
cCoordinates correspond to hypocentre location.
The SSN located both earthquakes offshore, at about 30 kmdepth,
with Event 2 located to the south of Event 1 (Fig. 4). In contrast, the
hypocentral locations from the USGS National Earthquake Infor-
mation Center (NEIC) placed Event 1 offshore and Event 2 inland,
with shallower hypocentral depths of 14 and 24 km, respectively.
Fig. 4 also displays the epicentres determined by Farı´as et al. (2011)
using a local short-period network, locating Events 1 and 2 offshore
and inland, 8 km NW and 10 km S of Pichilemu, respectively.
GCMT retrieved the centroid location of both events and located
them offshore, separated by just 2 km horizontally, with correspond-
ing centroid depths of 13 and 16 km for Events 1 and 2, respectively
(Fig. 4). The GCMT solution for Event 1 corresponds to a normal
fault with nodal planes of 144◦/55◦/–90◦ and 324◦/35◦/–90◦
(strike/dip/rake). The nodal planes for the second event are also
characterized by normal faulting, with a fault plane dipping either
very steeply (159◦/86◦/–93◦), or subhorizontally (016◦/06◦/–53◦).
GCMTestimates the seismicmoment for Event 1 as 2.39× 1019 Nm
and 3.49 × 1019 Nm for Event 2, corresponding to moment magni-
tudes of 6.86 and 6.97, respectively. TeleseismicW-phase inversions
from the NEIC suggest Event 1 was predominantly normal faulting,
with nodal planes of 320◦/26◦/–93◦ and 143◦/64◦/–89◦. The seismic
moment of 2.97 × 1019 Nm for this event corresponds to a moment
magnitude of 6.92. The best double-couple solution for Event 2
describes nodal planes of 020◦/07◦/–57◦ and 166◦/84◦/–94◦, and a
seismic moment of 3.07 × 1019 Nm (Mw 6.92). The centroid lo-
cation of Event 1 was 5 km to the SW of Event 2; depths for the
two solutions were 14 and 24 km, respectively. The NEIC W-phase
solution for Event 2 used a modified time window and bandpass
Figure 4. Hypocentre and centroid locations reported by different seismological agencies and published studies. Small rectangles indicate GMT origin times
(hour and minute) and the respective seismological agency of reference. Small grey circles show the aftershock seismicity (Farı´as et al. 2011). Grey triangles
are local short period stations. Black rectangles correspond to the best fault plane solutions of two events projected to the surface from Ryder et al. (2012).
Dashed lines are the fault traces.
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filter focused on surface waves rather than the traditional W-phase
window, to account for the difficulty of inverting noisy data, as
discussed in Hayes et al. (2009) and Duputel et al. (2012).
Overall, the magnitude estimates for Event 1 are quite consis-
tent between seismological agencies, whereas for Event 2 the mo-
ment magnitudes vary between agencies and methodologies used
to estimate it. This clearly illustrates the difficulty in estimating
earthquake source parameters when waveforms are disturbed by
a previous earthquake (e.g. Duputel et al. 2012). Fig. 4 summa-
rizes the event locations and focal mechanisms. For comparative
purposes, the best fault plane solutions of each event proposed by
Ryder et al. (2012) are also plotted.
3.2 Teleseismic body waves point-source modelling
We first invert broad-band waveforms recorded at teleseismic dis-
tances for earthquake source parameters. We first removed instru-
ment from the velocity records by deconvolution, integrated them to
ground displacement, and bandpass filtered. We inverted the band-
pass filtered teleseismic P- and SH-wave displacement records to
determine the earthquake point-source parameters (strike, dip and
rake angles; seismic moment; and source–time function) using an
iterative time-domain deconvolution inversion method (Kikuchi &
Kanamori 1991). Synthetic Green’s functions are computed for dis-
tinct source and receiver 1-D crustal velocity models. The inversion
technique is based on a least-squares minimization of the difference
between the data and synthetic seismograms.
For Event 1, a bandpass filter between 0.005 and 1Hz is applied
to both synthetics and observed data prior to an inversion for the
best focal parameters. In this case, 69 vertical and 25 transverse
components are used. The focal depth was fixed at 12 km, which
was determined with the local short-period network (Farı´as et al.
2011), and four elementary trapezoid source–time functions were
used in the inversion. Fig. 5(a) shows the best point-source solu-
tion for the focal mechanism and the final source–time function.
The total seismic moment retrieved is 1.91 × 1019 Nm, giving a
moment magnitude of 6.79. The focal mechanism nodal planes are
143◦/52◦/–92◦ and 326◦/38◦/–87◦. The total duration of the source–
time function is about 20–25 s, with a large moment rate over the
first 10–12 s.
Because Event 2 is much more difficult to model, we carefully
established a criterion for the signal to long period noise ratio to
search for a good data set of broad-bandwaveforms. In an attempt to
improve data selection, different filter frequency bands were tested
to reduce the influence of the seismic waves from Event 1.We tested
several frequency bands typically used for inversion of teleseismic
body waves (i.e. 0.005–1.0, 0.0075–1.0 and 0.010–1.0Hz). The
criterion used to select the frequency band and stations to be used
for inversion of Event 2 was to minimize rms. The upper cut-
off frequency does not significantly affect the waveforms, but the
lower cut-off frequency allows removal of the very long-period
waves originating from Event 1. We found that the frequency band,
0.0075–1Hz, is preferable because it removes the long-period noise
from Event 1, while keeping the important long-period information
from Event 2. We applied this bandpass filter to both synthetic and
observed seismograms. We selected 44 vertical and 24 transverse
components to be used for P and SH waves, respectively. The focal
depth was fixed at 23 km, which was determined with the local
network (Farı´as et al. 2011). Two elementary trapezoid source–
time functions were used for inversion. Fig. 5(b) shows the best
solution for the point-source parameters. The total seismic moment
Figure 5. Teleseismic point-source modelling obtained using the Kikuchi
& Kanamori (1991) inverse method. Each solution is obtained by jointly
inverting P and SH waveforms, and corresponds to (a) Event 1 and (b)
Event 2. The scalar seismic moment, source–time function, RMS value and
best double-couple focal mechanism solution are shown.
is 1.98 × 1019 Nm, giving a moment magnitude of 6.80. The focal
mechanism nodal planes are 158◦/80◦/–93◦ and 353◦/11◦/–75◦. The
source–time function has a total duration of about 10 s.
For Event 1, the focal mechanism retrieved by our teleseismic
body wave point-source modelling is in good agreement with the
best-fitting nodal planes of themoment tensor solutions estimated by
GCMTandNEIC. For Event 2, solutions are also in good agreement,
though the GCMT and NEICmoment tensors demonstrate a steeper
fault plane (a dip angle of 84–86◦ versus 80◦ in our analysis), and a
slightly greater seismic moment.
3.3 W-phase inversion
The W-phase moment tensor inversion (Kanamori & Rivera 2008)
was originally conceived to derive source parameters for very large
earthquakes, exploiting the long period content of broad-band seis-
mic recordings (200–1000 s) between the P and surface waves.
Hayes et al. (2009) assessed the performance of this method in
real-time and showed that W-phase not only provides rapid and
accurate results for large earthquakes, but that this inversion can
also be applied successfully to earthquakes as small asMw ∼ 5.8 at
teleseismic distances. Duputel et al. (2011) and Rivera et al. (2011)
have also been able to demonstrate the application of the inversion
at regional distances, exploiting dense networks of stations within
20◦ of the earthquake, where data are available. Such utility can help
the retrieval of source parameters of earthquakes for which data are
too noisy at teleseismic distances, as is often the case for events that
follow soon after larger shocks (e.g. Duputel et al. 2012).
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To assess the resolution of the source parameters of the two
Pichilemu aftershocks considered in this study, and to supplement
the NEIC’s teleseismic W-phase solutions described above, the
W-phase inversion is applied to retrieve the seismic moment tensor
of each event using regional ( < 12–20◦) broad-band recordings.
The determination of moment tensor for Event 1 with regional data
is straightforward, because no event preceded it, and the waveforms
were not disturbed. A comparison of the regionally and teleseismi-
cally derived solutions allows us to asses the quality of the moment
tensor solutions of other nearby regional solutions obtained by sim-
ilarly distributed data. Our best-fitting regional moment tensor for
this earthquake (Fig. 6b) yields a normal fault solution, with nodal
planes of 326◦/18◦/–85◦ and 141◦/73◦/–92◦. These planes are very
similar to those derived from the teleseismic W-phase inversion,
though the dips of each plane are respectively, 8◦ shallower and 9◦
steeper. The seismic moment of 4.41 × 1019 Nm for this event cor-
responds to a moment magnitude of 7.03, about 50 per cent larger
in seismic moment than the teleseismic solution. These differences
likely caused by the limited azimuthal coverage of regional data (the
azimuthal gap of this regional solution is 250◦), and the character of
the regional velocity structure in relation to a global average model
(e.g. Hayes et al. 2013).
For Event 2, we invert for the W-phase moment tensor solution
using the same modified time window and filter as those used for
the teleseismic inversion, but using only those stations at regional
distances. The resulting best double-couple (Fig. 6d) yields nodal
planes of 021◦/10◦/–56◦ and 166◦/82◦/–96◦, and a seismic moment
of 3.35 × 1019 Nm (Mw 6.95). These source parameters are very
similar to those recovered teleseismically; more similar in fact than
the regional and teleseismic solutions for Event 1. These results give
us confidence that despite the noisier data of Event 2, our source
parameters are well resolved and Event 2 ruptured a different, much
steeper, fault than did Event 1.
3.4 Teleseismic body waves finite-fault source inversion
Next, the source inversion method proposed by Kikuchi &
Kanamori (1991) is used to investigate the finite rupture process
for these two events using teleseismic body waves, in order to deter-
mine the spatial and temporal distribution of coseismic slip on their
inferred fault planes. In a similar manner to the teleseismic point-
sourcemodelling, synthetic Green’s functions were computed using
simplified crustal 1-D velocity models at the receiver and source. A
time window of 90 s was used for the inversion and the instrument
response was removed from the data before applying a time-domain
deconvolution inversion approach.
Several inversion tests were performed using different fault di-
mensions, grid sizes and rupture velocities. For each event, we
use the epicentre given by the regional network solution, and the
hypocentral depths determined by Farı´as et al. (2011). A minimum
RMS criterion was used to search for the best fault plane geom-
etry. In a first set of inversions, models were run while allowing
for changes in the fault plane orientation (strike and dip); once a
best-fitting geometry was found, a second set of inversions derived
our favoured slip distribution. Because both Event 1 and Event 2 are
moderate in size, and are imaged using only teleseismic body wave
data, we have also performed tests of the grid size for each solution.
This allows us to test both the resolvability of short-wavelength
features in the spatial distribution of slip, and the stability of the
moment rate time function and magnitude estimates. In this kine-
matic inversion, we assumed that the rupture propagates radially
from the hypocentre at a constant rupture velocity.
For Event 1, we jointly invert azimuthally distributed displace-
ment waveforms from teleseismic broad-band stations (30◦ <  <
90◦) for 69 vertical P waves and 25 SH waves. The deconvolved
data and synthetics seismograms were bandpass filtered between
0.005 and 1Hz. The best kinematic inversion was obtained for a
fault plane dipping 51◦ towards the southwest (strike 142◦), over a
fault plane 45 km × 24 km in size (Fig. 7). The moment-weighted
average rake angle over the fault is approximately –98◦. This model
assumes a rupture velocity of 2.5 km s−1. The total seismic moment
isM0 = 3.12 × 1019 Nm (Mw = 6.93).
Fig. 7(a) shows that the fit between observed and synthetic wave-
forms is good for both P and SH waves. Observed amplitudes are
well modelled, except for noisy stations located on Pacific islands,
such as PTCN, TRIS and RAO. The focal mechanism is well con-
strained by the good azimuthal coverage over the focal sphere, and
by the joint inversion of both P and SH waves. The moment rate
time function (Fig. 7c) has a total duration of about 18 s, though
the large moment rate is in the first 10 s. The centroid time shift
obtained is 9 s. The slip distribution is dominated by one large slip
patch in the southeastern region of the fault (with respect to the
hypocentre; Fig. 7d), where the maximum slip reaches about 2.5 m.
After the inversion tests we performed for different fault geome-
tries, constraining the fault orientation to a dip of about ∼48◦, we
found that the major slip patch shifted from the top of the fault
to a deeper location approximately half of the way along the fault
in the dip direction, while the moment rate function remained un-
changed. For such a shallow and moderate magnitude earthquake
(Mw ∼ 6.5–7.0), we are likely at the limit of the spatial resolution of
this teleseismic inversion technique, particularly for resolving the
spatial slip details along dip. To obtain a second independent slip
image we used a different teleseismic approach (below). The slip re-
trieved at the corners of the fault plane is likely an artefact produced
by slight misalignments of theoretical and observed S waveforms
(Fig. 7d).
Event 2 was modelled by jointly inverting 44 vertical P waves
and 24 SH waves, with the distance range and azimuthal coverage
similar to Event 1. Because Event 2 occurred just 15 min after
Event 1, the teleseismic records are much more difficult to invert.
The deconvolved data and synthetics were bandpass filtered be-
tween 0.0075 and 1Hz. Our inversion followed the same procedure
outlined above for Event 1. The best kinematic inversion results
suggest a steeper fault plane (dip = 78◦), rotated slightly clock-
wise (strike = 155◦) with respect to the best geometry of Event 1,
and is defined by a rectangular fault of dimensions 45 km × 25 km
(Fig. 8). The moment-weighted average rake angle over the fault is
–77◦. This model assumes a rupture velocity of 2.3 km s−1. The total
seismic moment estimated is M0 = 2.67 × 1019 Nm (Mw = 6.88).
Despite the noisier waveforms, the fits between the observed
and synthetic P waveforms are quite good (Fig. 8a), except for
island stations, which exhibit much more complexity (e.g. TAOE,
PPTF and ROSA). For some stations, there exists an overlapping
signal characterized by a very long wavelength (e.g. CASY, LBTB
and NIUE). At DBIC and SUR, one can also notice a baseline
offset. We relate these effects to long wavelength seismic waves
from Event 1 overlapping the P waveforms radiated by Event 2.
To reduce their influence on the model, these stations were down-
weighted during the inversion. Despite these difficulties, we find that
the focal mechanism is well constrained by the good coverage of
teleseismic stations over the focal sphere; in particular, XMAS,AFI,
PPTF, TAOE, SLBS and NIUE provide strong control on the strike
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Figure 6. Teleseismic (a, c) and Regional (b, d) W-phase solutions for Event 1 (a, b) and Event 2 (c, d), and examples of waveform fits at representative stations
(e–j). Plots (e) and (f) show waveform fits for (a), the teleseismic solution for Event 1; (g) shows a waveform fit for (b), the regional solution for Event 1; (h)
and (i) show waveform fits for (c), the teleseismic solution for Event 2; and (j) shows a waveform fit for (d), the regional solution for Event 2.
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Figure 7. Teleseismic finite source model for Event 1, obtained by jointly inverting P and SH waveforms. Comparison of observed (black line) and synthetic
(grey line) teleseismic waveforms for (a) P and (b) SHwaves. (c) Final slip distribution, moment rate source–time function, and corresponding focal mechanism.
The rupture speed was fixed to Vr = 2.5 km s−1, and the (0, 0) point along-dip and along-strike directions corresponds to the nucleation location. Arrows
represent the slip direction on the fault scaled to slip amplitude.
and dip angles of the vertical fault plane because of their location on
the focal sphere. In addition, CASY is a nodal station, evident from
the P-wave amplitude. After the test to determine fault geometry
and orientation, it was clear that SH-wave amplitudes are better
modelled with a steeper fault plane than when using a shallower
one. The SH waveforms selected are not affected by the very long
wavelength noise (Fig. 8b). This provides high confidence both in
the strike and the dip angles of the steeper fault plane. In Fig. 8(b),
SH waveform fits are compared. Again, the match is good, and only
minor amplitude mismatches are observed at LBTB and JUBA.
The moment rate time function for this solution is shown in
Fig. 8(c); it has a total duration of about 15 s, though significant
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Figure 8. Teleseismic finite source model for Event 2. See Fig. 7 caption for details.
moment rate is in the first 10 s. The centroid time shift obtained is
6.7 s. The slip distribution is dominated by one large circular patch
of motion in the northwestern part of the fault (with respect to the
hypocentre; Fig. 8d), reaching a maximum offset of about 3.5 m.
To complement and verify slip models obtained by our body
wave inversions, we perform a more detailed analysis of the slip
distribution for Event 1 following the approach of Ji et al. (2002),
which uses a wavelet-based approach to invert P, SH, Rayleigh and
Love waves using a variable rupture velocity over an assumed fault
plane. We analysed 39 teleseismic broad-band P waveforms, 22
broad-band SH waveforms and 55-long-period surface waves. Data
are chosen to obtain an azimuthally balanced data set, while avoid-
ing the inclusion of data with small signal-to-noise ratios. Body
waves are filtered between 0.005 and 1Hz; surface waves between
0.002 and 0.005Hz. We use the same regionally defined hypocen-
tre (longitude = –72.06◦; latitude = –34.36◦; depth = 12 km), and
a fault plane from our teleseismic point-source modelling above
(strike 145◦, dip 55◦). The conjugate plane to this solution was also
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tested, but was found to not fit the data as well as the chosen fault
plane.
Results (Fig. 9) show striking similarity to the body wave only
solution (Fig. 7), with slip dominated by a single patch southeast of
the hypocentre, reaching approximately 3 m, predominantly at shal-
low depths. The moment rate function indicates a source duration of
around 15 s, with the large moment rate in the first 10 s. Waveform
fits (Fig. 9b) are excellent, for both body and surface waves. Over
the patch of highest slip, rupture velocity varies between 1.5 and
2.5 km s–1. The total seismic moment is M0 = 3.10 × 1019 Nm
(Mw = 6.93), identical to the body wave solution for this event. The
similarity between these solutions lends further confidence in our
previous results for Event 2, which could not be modelled with this
approach due to the complex and noisier nature of the waveforms.
3.5 Near-fault ground motion modelling
This section focuses on building an earthquake source model using
a kinematic k−2 source approach and a forward modelling strategy,
whichwewill use to compute near-fault groundmotions that explain
Figure 9. Finite fault solution for Event 1 following the approach of Ji et al. (2002). Panel (a) shows a map view representation of the solution, indicating a
broad patch of slip reaching approximately 3 m along the shallow fault plane to the southeast of the hypocentre (star). Contours show the depth of the slab from
the USGS Slab1.0 model (Hayes et al. 2012), in 20 km increments. In (b), the moment rate function for this solution indicates that the majority of moment rate
occurred within the first 10 s after origin. Panel (c) shows a fault plane view of the inversion solution. The star indicates the location of the hypocentre, and
grey arrows represent the direction of slip in each subfault, scaled by slip. Rupture time contours are plotted every 5 s. Panels (d) and (e) show waveform fits
to representative body wave and surface wave records, respectively.
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to first-order near-field seismological and geodetic data. The basic
approach is to gather all types of data and source models available,
such as deconvolved short-period recordings, coseismic static GPS
displacements and inverted slip models, and to build a kinematic
source model able to explain all of this information.
3.5.1 Brief description of the kinematic k−2 source model
The near-fault ground motion modelling strategy relies on the basis
of the representation theorem of seismic sources (Aki & Richards
1980), which requires a detailed description of the spatial and
temporal evolution of the kinematic rupture process on the fault. At
close distances comparable with approximately two fault lengths,
finite-source effects such as rupture directivity, radiation patterns,
and the low-frequency pulse strongly control ground motions.
To model ground motion we follow the approach proposed by
Ruiz et al. (2007), which is based on a stochastic kinematic k−2
source model. The modelling assumes that the rupture front ex-
pands radially from the hypocentre at a constant rupture velocity,
Vr. The slip distribution is randomly generated by computing a 2-D
stochastic spatial random field, and by imposing in the wavenumber
domain a k−2 spectral decay of the 2-D Fourier amplitudes of slip at
high radial wavenumbers (e.g. Andrews 1980; Herrero & Bernard
1994). Andrews (1980) showed that a slip spectrum that decays as
k−2 in the wavenumber domain radiates far-field displacements that
follow the widely observed ω−2 spectral decay. The assumption in
this model is that the stress drop, σ , is scale-invariant. Based on
this concept, Herrero & Bernard (1994) introduced the ‘k-squared’
model in which the slip spectrum decays as k−2 beyond a corner
wavenumber, kc, which is related to a characteristic fault length.
The slip velocity functions are set up according to the kinematic
k−2 source model (Ruiz et al. 2007), where a k-dependent rise-
time is preserved following the approach of Bernard et al. (1996).
This kinematic rupture model allows us to control the rupture di-
rectivity effect in a broad frequency band. Synthetic seismograms
are computed by convolving the resulting slip-velocity function at
each point on the fault with the respective numerical point-source
Green’s function of the medium.
Several methods have been proposed to generate spatial random
k−2 slip distributions (e.g. Herrero & Bernard 1994; Mai & Beroza
2002; Gallovicˇ & Brokesˇova´ 2004), but most of these techniques
introduce random phases that do not allow control of the exact loca-
tion of the largest asperities over the fault. In this study, we propose
a methodology to built a stochastic k−2 slip distribution by control-
ling the location of elliptical-crack-like slips. We also introduce a
random phase at high wavenumbers to generate spatial heteroge-
neous k−2 slip, as described in Appendix A, while preserving the
location of the elliptical asperities.
3.5.2 Modelling ground displacements in the near-fault region
Here, we exploit data from the nearest stations to the fault, such as
the PICD short-period seismometer and the LEMU cGPS station.
At PICD, instrument response is deconvolved from short-period
velocity recordings and records are integrated into displacement; at
LEMU only coseismic static displacements are used. Both stations
are located just a couple of kilometres away from the inferred faults,
almost directly above both, making the modelling of ground motion
very sensitive to finite-source effects and fault geometry. Our aim
is to describe long and intermediate characteristic wavelengths of
slip; as such, this study focuses on frequencies below 1Hz.
The complete seismic wave field of Green’s functions is com-
puted in a layered medium at each subfault using the AXITRA
code (Coutant 1989), which is based on the discrete wave number
method (Bouchon & Aki 1977). The 1-D velocity crustal model
used is described in Mendoza et al. (1994). The numerical scheme
implemented on AXITRA allows the computation of Green’s func-
tions that capture both the dynamic and static displacement field at
the receiver.
To build an earthquake source model we generate random het-
erogeneous slip distributions and run a kinematic forward model
to compute the complete displacement (dynamic and static) wave
field at PICD and LEMU. The k−2 heterogeneous slip distribution is
generated following the methodology described in Appendix A. For
each simulation, we compare (1) the observed and synthetic ground
displacements at PICD filtered in the passband of 0.15–0.75Hz, and
(2) the observed and modelled coseismic static displacement vector
at LEMU.
For Event 1, a rectangular fault plane (L × W = 50 × 25 km2)
was subdivided onto a 128 × 64 regular grid mesh. The hypocen-
tre was buried at 12 km depth, and the fault plane constrained to
strike = 145◦, dip = 55◦ and rake = –90◦, which agrees well with
the fault mechanism obtained from teleseismic modelling, teleseis-
mic and regionalW-phase inversions, and the best fault plane model
from Ryder et al. (2012).
One can observe overall similarities in the slip distribution for
Event 1 obtained in this study from teleseismic data with that pro-
posed by Ryder et al. (2012). For example, the roughly elliptical
shape slip imaged by Ryder et al. (2012) and the slip distribution
(Fig. 9c) obtained with the Ji et al. (2002) approach, agrees well
in term of spatial distribution, though the details of slip differ at
intermediate and short wavelengths. The fault geometry and slip re-
trieved with jointly inverted P, SHwaves and surface waves (Fig. 9)
is used as a reference to construct a kinematic earthquake k−2 source
model in the near-fault region, because this better explains a larger
data set in comparison to other slip models. Instead of using these
slip models to compute ground displacements in the near-field, we
use them as reference slip distributions to build a heterogeneous
k−2 slip distribution following the method described in Appendix
A. We build the final slip model by summing the contributions
from several slip patches on the fault. Four slip patches were tested,
where the largest attempts to mimic the ellipse-like slip distribu-
tion from Ryder et al. (2012) and those derived in this study from
teleseismic data. The other three slip patches were located adja-
cent to the hypocentre—two to the right (southeast), and one to left
(northwest)—to mimic the observation of the largest amount of slip
being located along the southeast region of the fault. For simplicity,
these three patches were defined as roughly circular. Their locations,
along strike and dip, were tested after a comparison of the observed
and synthetic bandpassed ground displacements at PICD. The rel-
ative amplitude of each slip patch was adjusted by hand, in order
to match data and synthetics at PICD and LEMU simultaneously.
During this process, several random slip distributions were gener-
ated and tested. A second set of forward models was subsequently
tested by slightly changing the length and width of the patches, and
by varying their relative amplitudes. Improvements to the model,
resulting from adjusting the shapes of the slip patches, are not as
obvious because there are not enough data in the near-field to bet-
ter constrain the spatial slip distribution with forward modelling,
however the location of the largest asperities are consistent in the
different testing carried out. The rupture velocity was initially fixed
at Vr = 0.8 Vs; subsequently via tuning, the preferred final rupture
velocity value was held constant at 2.35 km s−1.
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Figure 10. Kinematic k−2 finite source model for Event 1. (a) Comparison of synthetic (grey traces) and observed (black traces) ground displacements
bandpass filtered between 0.15 and 0.75Hz. The centre map shows the station locations (grey triangles), and the comparison between the modelled (grey
arrow) and observed (black arrow) coseismic static displacement vector for the horizontal and vertical components. (c) The stochastic k−2 slip distribution and
(c) rupture times contours.
Our favored k−2 slip patch model is shown in Fig. 10. Wave-
form shape and amplitude are fit reasonably well at PICD, on all
three components. A strong S-wave phase is observed on the north
component at approximately 15 s, which was harder to model,
and could be associated with a stopping phase. At other stations
located farther than 20 km from the source, waveform fits dete-
riorate, in particular at LOLD (Z component). Nonetheless, the
observed and modelled coseismic static displacement vectors (hor-
izontal and vertical) match very well at LEMU. The ruptured fault
area extent in this model agrees well with the slip distribution
obtained teleseismically (Fig. 9c) using the approach of Ji et al.
(2002), and the overall elliptical-slip-like feature remains quite
similar in both slip models. However the k−2 kinematic forward
modelling introduces intermediate wavelengths of the spatial dis-
tribution of slip that are not clear in the slip imaged at teleseismic
distances. This is because waveforms recorded in the near-fault
region are more sensitive to these intermediate and short wave-
lengths. The k−2 slip distribution also reveals an elliptical-slip-like
distribution. Slip is distributed over a rectangular area of dimen-
sion, 40 × 15 km2. The seismic moment derived from this forward
modelling isM0 = 3.58× 1019 N.m (Mw 6.97), with an average slip
of 1.06 m.
For Event 2, the fault plane dimensions were fixed at
L × W = 40 × 25 km2, following the fault extent inferred from
the teleseismic finite-fault inversion (Fig. 8d). This fault was subdi-
vided into a 128 × 64 regular grid mesh, and the hypocentral depth
was fixed at 23 km. Since the fault plane geometry for this event was
more difficult to define, we began forward modelling with a focal
mechanism set to match the geometry obtained from our best tele-
seismic finite-fault inversion, 155◦/78◦/–90◦ (strike/dip/rake), and
adjusted as necessary to match the near-field data.
As an initial estimate of the slip distribution, we imposed a circu-
lar patch based on our teleseismic modelling results, with a radius
of about 7 km. This patch was located 5 km to left (northwest) and
5 km up dip from the hypocentre. Next, several random slip distribu-
tions were tested by slightly adjusting the patch size and its location.
Comparisons between synthetics and waveforms/displacement vec-
tors modelled at PICD and LEMU, respectively, show a systematic
polarity mismatch on the vertical component. By decreasing the
fault dip angle and shifting the hypocentre towards the SW, the
polarity of the Z component changed, and all three components
matched their synthetics much better. Notice that LEMU is located
near a nodal plane, so, the vertical static displacement is very sen-
sitive to the inferred dip.
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After these minor adjustments of fault geometry and epicentre,
the fault mechanism was fixed at 155◦/74◦/–90◦, which is closer
to the NEIC W-phase and GCMT solutions than to the shallower
fault plane geometry solution proposed by Ryder et al. (2012). This
adjusted fault mechanism also agrees with our teleseismic finite-
fault inversion. Next, we proceeded to improve the slip distribution
on the fault. In addition to the largest slip patch defined previ-
ously, two additional crack-like slip patches were added, one to the
right (southeast), and one to left (northwest) of the hypocentre. For
simplicity circular patches were used. Their locations along strike
and dip were tested by comparing observed and modelled band-
pass filtered ground displacement records at PICD. The relative
amplitudes of the slip patches were adjusted by hand; several ran-
dom slip distributions were generated and tested, and modified in
order to simultaneously match data and synthetics at PICD and
LEMU.
Waveform data were best fit by locating one of the two small
patches of slip in the shallow, northwest corner of the fault plane
near the largest slip patch, and the second in the deeper, southwest
quadrant near the hypocentre. The horizontal static displacement
vector at LEMU was better matched when slip was increased to the
left (northwest) side of the hypocentre. The initial rupture velocity
was fixed at Vr = 0.8 Vs, but ground displacements at PICD were
better matched by decreasing the rupture velocity to a preferred
final value of 1.95 km s−1.
Our favoured slip distribution is shown in Fig. 11. Fits between
data and synthetics at PICD are quite good, except for the north
component where modelled amplitude is too low, though there is
still good coherency to the waveforms. The seismograms modelled
at LOLD (vertical component) also agree well. The observed and
modelled coseismic static displacement vectors (horizontal and ver-
tical components) match quite well at LEMU, though the horizontal
component is rotated slightly counter-clockwise with respect to the
observation. The ruptured fault area extent in this model agrees
well with the slip distribution obtained teleseismically (Fig. 8d) us-
ing the approach of Kikuchi & Kanamori (1991), in that the main
slip feature is a roughly circular slip patch located up-dip and to left
of the hypocentre. As mentioned earlier, the stochastic k−2 source
model introduces intermediate wavelength to the slip distribution
that is not obvious in slip models imaged from teleseismic dis-
tances. The slip is distributed over a rectangular area of dimensions
25 × 12 km2, with a mean value of 0.9 m. The seismic moment
derived from this forward modelling is M0 = 2.81 × 1019 N m
(Mw 6.90).
Our results suggest that these two events were similar in size,
but it is worth noting that the effective ruptured area of Event 1
was double that of Event 2. This implies that the static stress drop
of Event 2 was at least twice as large, though our kinematic k−2
source model implies that its rupture velocity was slower. From the
standard scaling relation (Kanamori & Anderson 1975), for a given
seismic moment, stress drop is proportional to S−1.5, thus a factor
of 2 difference in S (rupture area) means a factor of approximately
3.0 difference in stress drop.
3.5.3 Final fault model proposed and geological interpretation
The preferred final fault plane geometry models are those generated
and tested via kinematic k−2 earthquake source modelling—Figs 10
and 11 for events 1 and 2, respectively. As pointed out earlier,
Figure 11. Kinematic k−2 finite source model for Event 2. See Fig. 10 caption for details.
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Figure 12. Final fault plane geometry models proposed in this study for the two aftershocks. (a) Map displaying the fault planes projected to the surface (black
rectangles) and their respective fault trace (dashed lines). The hypocentres of the local aftershock seismicity are represented by small grey circles. Stations
locations (grey squares) and the hypocentre (grey stars) locations linked to their focal mechanisms are also shown. (b) Model and slip distribution of two faults,
where the fault splay intersection is shown by the dashed dark line. Comparison of seismicity and fault dipping at depth are displayed along three profiles
(c) A–A′, (d) B–B′ and (e) C–C′.
fault geometry and slip extent is similar among all of the solutions
derived for Event 1 in this study, as well as with the model proposed
by Ryder et al. (2012). The preferred fault geometry for Event
2 is has been tuned using data from the near-fault region, which
better explain the closest displacements recorded at PICD, and the
coseismic static displacement vector at LEMU. This slip model
(Fig. 11b) preserves themajor longwavelength characteristics of the
slip imaged teleseismically using the Kikuchi & Kanamori (1991)
approach.
Fig. 12 shows our favoured fault plane geometries for each event.
The map view highlights the surface projections of the fault config-
urations, showing the second fault is rotated clockwise with respect
to the first (Fig. 12a). A 3-D view of the two faults model is shown
in Fig. 12(b), where we have mapped the fault intersection at depth.
Three cross-section profiles are shown perpendicular to the strike of
Event 1, to compare the seismicity (Farı´as et al. 2011) recorded over
the weeks following these earthquakes to the dipping fault planes
of each model (Figs 12c–e). These cross-sections show an agree-
ment between seismicity distributed at depth and the ruptured fault
planes. Event 2, with a steeper dip angle, connects with the first
fault plane near profile B–B′ at a depth of about 18–20 km. In our
favored model (Fig. 11), coseismic slip for Event 2 is distributed
in amplitude shallower than 20 km, consistent with this fault plane
configuration. The Event 1 structure is orientedN35◦Wand dips 55◦
to the SW. The second fault is located in the hanging wall of the first
fault, and is oriented N25◦W, dipping 74◦ to the SW. Together these
structures form a typical normal fault diverging splay (White et al.
1986; Withjack et al. 1995; Soliva et al. 2008), where the secondary
fault (Event 2) is connected to the main fault (Event 1) at depth. We
infer from Fig. 12(b) that the peak slip on second fault does not cross
the intersection of the two structures, indicating compatible kine-
matics for both faults—that is, the structures do not significantly
offset one another. This kind of extensional fault configuration, with
a secondary fault in the hanging wall of a main fault is commonly
observed along the Chilean coast (Armijo & Thiele 1990; Gonza´lez
et al. 2003; Gonza´lez & Carrizo 2003; Allmendinger & Gonza´lez
2010; Corte´s et al. 2012) and also in other extensional geologi-
cal environments (e.g. Koledoye et al. 2003; Kattenhorn & Pollard
2001; Soliva et al. 2008).
Some authors have suggested coastal faults can be loaded and ac-
tivated almost instantaneously during coseismic earthquake rupture,
accommodating trench-orthogonal extension (Delouis et al. 1998;
Loveless et al. 2005; Aron et al. 2013). Delouis et al. (1998) pro-
posed that the faults are instantaneously loaded (but not necessarily
ruptured) during the coseismic rupture of large subduction earth-
quakes, and partially unloaded in the interseismic period. Others
have shown that such coastal faults can also be activated during the
interseismic period, accommodating trench-orthogonal shortening
(Loveless et al. 2005; Farı´as et al. 2011). If one assumes that these
faults control long-term coastal uplift, this suggests that a weak
fault behaviour is unlikely. Recent palaeoseismological studies of
similar coastal faults in northern Chile (Corte´s et al. 2012) deter-
mined that upper plate fault activity (recurrence estimation in the
order of 5 ka forMw 6.5–7.0 intraplate coastal earthquakes) is not in
phase with the estimated occurrence of the largest mega-thrust sub-
duction earthquakes (∼0.12 ka; Comte & Pardo 1991), and suggest
that stress and strain on upper plate faults builds up slowly through
several ‘cycles’ of subduction zone earthquakes.
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In light of published geological and tectonic analysis for coastal
shallow faulting (e.g. Armijo & Thiele 1990; Gonza´lez & Carrizo
2003; Corte´s et al. 2012), we hypothesize that the loading mech-
anism of the upper plate coastal faults in Chile is controlled by
the long-term convergence of the subduction zone (over 103+ yr).
This dominant control is then overprinted by secondary processes
such as static and dynamic Coulomb stress changes and fault zone
fluid circulation related to large interplate earthquake ruptures. We
suspect this model is evidenced by the Pichilemu earthquakes of
2010 March 11; the 2010 February 27, Maule megathrust earth-
quake positively loaded these intraplate normal faults, triggering
their activation during the early post-seismic phase.
4 D ISCUSS ION AND CONCLUS IONS
We have presented a broad-band seismological analysis of two large
aftershocks of the 2010 February 27 Maule earthquake, triggered
on 2010 March 11, near the town of Pichilemu, and separated in
time by just 15 min. These two shallow crustal earthquakes oc-
curred within the overriding continental South America plate of
the Chilean subduction zone margin. We have investigated these
earthquakes using both teleseismic and regional data, and via both
point-source seismic moment tensor analyses and finite-fault source
inversion to better constrain their fault mechanisms and coseismic
slip distributions.
The first event, at 14 hr 39 min GMT, ruptured a fault plane
striking N145◦E, and dipping 55◦SW, consistent with the trend
of aftershock locations. Teleseismic finite-fault inversions for this
event show a large slip zone near the up-dip edge of the fault, also
correlating well with the spatial density of aftershocks reported.
Event 2 (14 hr 55 min GMT) appears to have ruptured a fault
branching deeper and southward from the fault ruptured by Event 1,
within the hanging wall of that first event. Modelling seismograms
at regional to teleseismic distances is quite challenging because the
observed seismic wavefield of Event 1 overlaps with that of Event 2,
increasing apparent complexity for the second event. Results from
point- and extended-source inversions at regional and teleseismic
distances show that the focal mechanism for the second event fea-
tures a steeper dip angle (74◦) and a strike rotated slightly clockwise
(10◦) with respect to the previous event. The slip from a teleseismic
finite-fault inversion is characterized by a nearly circular slip patch,
located slightly northward of and up-dip from the hypocentre.
To gain more insight into the spatial and temporal details of slip
for both events, we gathered a variety of near-fault seismological and
geodetic data. Through forward modelling of near-fault synthetic
seismograms with spatially distributed slip on each fault, we have
built kinematic k−2 earthquake source models that—to first-order—
explain both coseismic static displacement GPS vectors and short-
period seismic observations at the closest sites for both earthquakes.
The final preferred fault geometry for Event 1 is a normal fault
(rake = –90◦), striking 145◦ and dipping at 55◦, as inferred from
our teleseismic finite fault modelling. The total seismic moment,
M0 = 3.58 × 1019 N m, implies a magnitude ofMw 6.97. For Event
2, results from near-field modelling agree well with the finite-fault
model derived from teleseismic data, and suggest a normal faulting
plane (rake= –90◦) with a steeper dip angle (dip= 74◦) and a strike
rotated slightly clockwise (strike = 155◦) with respect to Event 1.
The seismic moment of M0 = 2.81 × 1019 N m gives a moment
magnitude of Mw 6.90. The static stress drop of Event 2 must be
approximately twice as large as for Event 1, because of the relative
sizes of the two major slip patches despite their similar moments.
Furthermore, the preferred rupture velocity for Event 2 is also much
slower.
We support the idea that the loading mechanism of upper plate
coastal faults, such as those active in these earthquakes, is mainly
controlled by the long-term convergence process of the Chilean
subduction zone over cycles of about 103 yr. However, the high
static Coulomb stress change generated by the 2010,Mw 8.8, Maule
earthquake at the northern end of the rupture area likely triggered
these events earlier than they would have otherwise occurred (Farı´as
et al. 2011). These earthquakes may also be influenced by fluid flow
along the fault system, as a consequence of accommodating the
changes to the regional stress–strain field, potentially an additional
mechanism to drive the nucleation of these events. The fault plane
of Event 2 is buried to a depth of ∼20–25 km, likely connecting
with the seismogenic contact zone of the Nazca and South America
plates (see Fig. 3, Farı´as et al. 2011). Fluids are present along the
subduction channel located at the plate interface (Contreras-Reyes
et al. 2010), and can flow upwards into the fractured zone and the
Pichilemu fault system. Farı´as et al. (2011) argued that the rupture
area coincides with a zone of high Vp/Vs ratio, suggesting weakness
in the fault and the presence of fluids. To our knowledge, there is
no evidence of fluid flow related to triggering these earthquakes,
though fluids and related fluid pressure variations can modify shear
stress and friction over the fault, creating the conditions necessary
to trigger these earthquakes. We suspect that Event 2 maybe trig-
gered as a consequence of dynamic stress transfer from Event 1 and
fluid circulation along the fault system. However, such a hypothesis
requires further work to be verified. The fault associated with Event
2 is interpreted as a branch of a primary fault (Event 1), and is
connected to the main fault at depth, where both structures form a
typical normal fault diverging splay.
Both events provide evidence that significant earthquakes may
occur on faults without any evidence of historical activity after
large- or mega-thrust earthquakes in subduction zones. Thus, from
a seismic hazard perspective, it is important to consider this type of
upper plate aftershock activity.
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APPENDIX A : A S IMPLE WAY TO
GENERATE k −2 SL IP DISTRIBUTIONS
A.1 Some background on basic source slip functions
We present a simple method to generate random k−2 heterogeneous
slip distributions. Let us start introducing the well-known circular
static crack-type slip solution obtained by Eshelby (1957),
u(r ) = 24
7π
σ
μ
√
a2 − r 2, r < a, (A1)
where σ is the static stress drop, a is the radius of the crack
and μ the rigidity of the medium. This expression can be used
straightforward to generate a crack-type slip distribution.
Dahlen (1974) built-up a source model based on the use of three-
dimensional dynamical shear fracture solutions (Kostrov 1964;
Burridge & Willis 1969; Richards 1973). The initial nucleation
is assumed to be self-similar and the rupture front spreads out uni-
formly from its centre preserving an elliptical shape. For t > 0, the
extent of the ruptured area is given by x2/u2 + y2/v2 ≤ t2, where
u and v are the velocities of crack propagation along the x and y
directions. In the self-similar problem, after the passage of the crack
tip the shear traction drops instantaneously an uniform stress, σ ,
for all points inside the crack.
Following the work by Burridge & Willis (1969), Dahlen (1974)
obtained an exact solution to this dynamic fracture problem by
guessing the form of the resulting slip, u(x, y, t), and then veri-
fying that the guessed form leaded to an uniform stress drop on the
fracture surface. The space-time slip function u(x, y, t) is,
u(x, y, t) = A
√
t2 − x
2
u2
− y
2
v2
H
(
t −
√
x2
u2
+ y
2
v2
)
, (A2)
where H (·) is the Heaviside step function. The constant A con-
tains most of the complexity of the dynamic problem and it has
been shown to be proportional to the stress drop σ through the
relationship,
A = C
(
u
β
,
v
β
,
α
β
)
σ
μ
β, (A3)
where α and β denote the P- and S-wave velocities, respectively.
C (·) is a dimensionless function given in the work by Burridge &
Willis (1969) through a complicated expression. In absence of either
friction or cohesion, the elliptical self-similar crack grows at a speed
u = cR and v = β, being cR the Rayleigh-wave velocity (Burridge
& Willis 1969; Richards 1973). These values can thus be taken
as upper bounds for the velocities at nucleation. A difficulty with
this source model is that it eventually grows to an infinite size. In
this study, we are mostly interested in defining a static slip function
having some physical basis, thus the mechanism that controls the
rupture to stop will not be discussed here.
After Dahlen (1974), the exact self-similar solution (A2) is used
for the initiation of the rupture, which will grow in a self-similar
manner and will terminate abruptly at a prescribed elliptical shape
barrier. Anderson & Richards (1975), for instance, introduced a tmax
parameter to define the rupture stopping time, in our description the
barrier is simply defined by its semi-major and -minor axis a and
b, respectively. Then, the rupture time tmax and the barrier must to
verify,
t2max =
a2
u2
+ b
2
v2
. (A4)
When the rupture stops, one get the final 2-D elliptical slip func-
tion defined by,
u(x, y) = C σ
μ
β
√
t2max −
x2
u2
− y
2
v2
for t2max ≥
x2
u2
+ y
2
v2
.
(A5)
A.2 Spectral characteristic of an elliptical crack-type slip
We focus on describing the spectral characteristics of the slip func-
tion eq. (A5) on the wavenumber domain, by computing its 2-D
Fourier transform. If a function η(x, y) is defined as,
η(x, y) =
(
1 − x
2
a2
− y
2
b2
)ν−1
H
(
1 − x
2
a2
− y
2
b2
)
, (A6)
using Fourier transform formulas (8) and (50) by Erde`lyi (1954) (ta-
ble 1.3 and 1.13, respectively), its 2-D Fourier Transform η˜(kx , ky)
is,
η˜(kx , ky) = πab2ν
(ν) Jν(k)
kν
, Re(ν) > −1, (A7)
where 
 (·) is the Gamma function, Jν (·) is the cylindrical Bessel
function of first kind and order ν, and the radial wavenumber is
defined as k =
√
a2k2x + b2k2y .
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Figure A1. Example of a stochastic numerical generation of a k−2 slip distribution using a single elliptical crack-type slip. Original coherent slip with their
corresponding (a) spatial and (b) spectral Fourier amplitude representations. Stochastic k−2 slip, (c) spatial distribution and (d) spectral Fourier amplitude.
Now it is straightforward to compute the 2-D Fourier transform
of eq. (A5) by using eqs (A6) and (A7), with ν = 3/2,
u˜(kx , ky) = C σ
μ
β t3maxu v π
√
2π
J3/2 (k)
k3/2
, (A8)
where in this case the radial wavenumber k is defined as, k =
tmax
√
u2k2x + v2k2y . Notice that the constants, tmax, u and v are simply
scaling factors of the wavenumber components, kx and ky. Using
asymptotic expressions of cylindrical Bessel function of first kind,
one can study the asymptotic spectral behaviour of u˜ for small
and large values of k. Let us examine when k → 0, in this case one
get,
u˜(kx , ky) ∝ C σ
μ
β t3max
2π
3
u v, (A9)
that is to say, a constant value. Whereas for large values of k, the
2-D Fourier spectrum of the slip behaves as,
u˜(kx , ky) ∝ C σ
μ
β t3max π u v
1
k2
∝ 1
k2
, (A10)
so, the spectral amplitude of the slip at high wavenumber is propor-
tional to k−2.
Eq. (A8) can be used directly to generate a stochastic spa-
tial random field for the slip. Notice that the spectral phase is
zero for all wavenumbers, so, introducing a random phase for
k > kc, in the wavenumber domain, one can built-up a heteroge-
neous spatial slip based on eq. (A8) by performing the inverse
2-D Fourier transform. The corner radial wavenumber, kc, is asso-
ciated with some correlation wavelength, λc, through the relation
kc = 2π/λc.
From a practical point of view, is more useful to look for a min-
imum set of parameters to define a slip distribution, so, further
approximations and additional hypotheses can be made in order
to simplify the description of the slip. Dahlen (1974), following
Kostrov (1964) results, gives a simplified expression for the con-
stant C under the assumption of an initial nucleation that is roughly
circular, u ≈ v, a Poisson solid and u  β. The constant is approx-
imately,
C ≈ 24
7π
u
β
. (A11)
At the elliptical barrier, u, v, a, b and tmax, verify, a = tmaxu, b =
tmaxv, then substituting these parameters and C in eq. (A5) one
finally gets,
u(x, y) = 24
7π
σ
μ
a
√
1 − x
2
a2
− y
2
b2
for 1 ≥ x
2
a2
+ y
2
b2
. (A12)
A.3 Numerical realization of a k−2 slip distribution
In practice, the random slip is constructed over a rectangular fault
plane subdivided onto a regular grid mesh. The first stage consists
of defining the semi-major and semi-minor axis of an elliptical slip
function (eq. A5) and the parameters that lead to defining the max-
imum slip amplitude at the centre of the elliptical crack. Then, it
can be located at any point over the fault plane. The function (A5)
is used to construct a discrete slip function over the whole fault.
Fig. A1(a) shows an example of a single elliptical crack of dimen-
sions, a= 20 km, b= 5 km andwith amaximum slip of 4.5m,which
is located over a rectangular fault plane (L × W = 50 × 25 km2).
The amplitude of the 2-D Fourier transform of the slip is shown in
Fig. A1(b), note the spectral amplitude decay at high wavenumber
that falls off as k−2.
To generate a stochastic random spatial slip while preserving a
roughly a coherent elliptical shape, a discrete 2-D Fourier trans-
form is applied. A correlation wavelength is defined, in this case
λc = 10 km, and a random phase is introduced for all k > kc,
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Figure A2. Example of a stochastic numerical generation of a k−2 slip distribution composed of five different elliptical crack-type slip. Original coherent
slip with their corresponding (a) spatial and (b) spectral Fourier amplitude representations. Stochastic k−2 slip, (c) spatial distribution and (d) spectral Fourier
amplitude.
otherwise, the phase is kept unchanged. The inverse 2-D Fourier
transformation is performed, after imposing in the wavenumber do-
main the constraint,
u˜(kx , ky) = u˜∗(−kx ,−ky), (A13)
where the asterisk denotes complex conjugate, so that the inverse
transform would be real. Because the phase is random for high
wavenumber, the final slip would have small negative values, thus
a positivity criterion is applied by setting to zero negative values of
the slip, as well as a tapering window function at the ends of the
fault plane. Afterwards, the final slip is renormalized to the final
seismic moment. Fig. A1(c) shows a random spatial heterogeneous
slip realization of the original one (Fig. A1a). Notice that overall
the elliptical shape is preserved, but the random phases introduce
heterogeneities at intermediate and short wavelengths. Fig. A1(d)
displays the spectral amplitude of the 2-D Fourier transform of the
random slip.
The same methodology can be applied by defining several ellip-
tical crack-type slip over the fault in order to locate asperities at
some specific locations on the fault plane. An example is shown
in Fig. A2, where five elliptical crack-type slips are located on the
fault at different locations.
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