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Введение 
Нефтяные месторождения часто находятся в труднодоступных местах. В настоящее время 
при каждой поломке нефтедобывающей установки требуется сформировать и отправить на объ-
ект ремонтную группу, которая на месте проводит анализ поломки и производит ремонт. Каждая 
поломка оборудования приводит к простою нефтедобывающей установки, что влечет за собой 
значительные убытки и нарушение поставок продукта. 
Для уменьшения простоев, вызванных поломкой оборудования, требуется непрерывный мо-
ниторинг состояния оборудования. Главной задачей является выявление неполадок в нефтедобы-
вающем оборудовании до момента аварии. Это позволит сэкономить время на отправку ремонт-
ной группы, которая сможет предотвратить будущую аварию. При этом важно сократить число 
ошибок, чтобы в будущем избегать ситуаций, при которых ремонтная группа была отправлена на 
объект, а оборудование работает исправно. 
Одной из главных частей нефтедобывающей установки является электроприводный центро-
бежный насос (ЭЦН). Ремонт ЭЦН – долгий процесс, который включает в себя поднятие насоса 
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Введение. Рассматривается задача прогнозирования состояния электроприводного цен-
тробежного насоса в процессе эксплуатации. Простои и недоборы, вызванные поломкой на-
соса, приводят к потерям при добыче нефти и требуют времени для замены оборудования. 
При помощи прогнозирования технического состояния появляется возможность минимизиро-
вать затраты на обслуживание насоса и сократить время простоя скважины. Для анализа со-
стояния систем используют экспертные системы, основанные на знаниях, и методы предиктив-
ной аналитики, основным из которых является использование моделей машинного обучения. 
В работе используются методы, основанные на искусственных нейронных сетях. Цель иссле-
дования. Проработка вопросов возможности прогнозирования технического состояния на-
соса за счет использования современных моделей машинного обучения. Материалы и ме-
тоды. Прогнозирование технического состояния оборудования осуществляется при помощи 
анализа временных рядов. Данные получены с телеметрических датчиков системы монито-
ринга, установленных на электроцентробежном насосе. Исходные данные снимались с интер-
валом в одну минуту. Была осуществлена предобработка исходных данных. Данные были 
очищены от пиков, которые явно выбиваются из нормального режима работы, и убраны пе-
риоды простоя скважины, на которых фазное напряжение равнялось нулю. Для прогнозиро-
вания временных рядов используется искусственная нейронная сеть с типом нейронов LSTM. 
Прогнозирование временного ряда осуществлялось на пять дней. Оценка параметров системы 
на длительные периоды времени позволяет оценить состояние ее компонентов и предотвра-
щать поломку оборудования. Результаты. Исследованы возможности нейросетей, обученных 
на основе данных телеметрических датчиков системы мониторинга, предсказывать значения 
вертикальной вибрации насоса. Обосновано применение нейросетевой модели в виде LSTM, 
показавшей хорошие результаты при анализе временных рядов. Выявлено, что нейросети хо-
рошо улавливают тренд внутри временного ряда, что говорит о возможности их применения 
совместно с экспертной системой. Заключение. Предложенные методы и модели апробиро-
ваны на реальных данных, что подтверждает возможность их использования при разработке 
интеллектуальной информационной системы управления техническим состоянием электро-
центробежного насоса в процессе эксплуатации. 
Ключевые слова: электроприводный центробежный насос, прогнозирование, временные 
ряды, искусственная нейронная сеть, оценка точности прогнозирования, LSTM сеть. 
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на поверхность, ремонт и погружение обратно в скважину. На каждом ЭЦН используются датчи-
ки контроля. Датчики снимают различные показатели, такие как давление, температура, вибра-
ция, сила тока и т. п. При анализе данных, полученных при помощи датчиков, можно спрогнози-
ровать состояние системы и диагностировать будущую поломку. Например, как отмечено в [1], 
на исследуемом месторождении производится круглосуточное наблюдение в режиме реального 
времени за работой ЭЦН, что способствует увеличению срока службы оборудования. Увеличе-
ние срока службы достигается за счет предотвращения неправильного использования насоса и 
отслеживания чрезмерных нагрузок.  
Для автоматизированной оценки состояния узлов ЭЦН используются экспертные системы 
основанные на знаниях и нечеткой логике [2–5]. Известные экспертные системы используют 
продукционную модель представления знаний, что позволяет прогнозировать отказ ЭЦН и опре-
делять причины, из-за которых произошла поломка, за счет получения и сопоставления трендов, 
полученных с участков временного ряда значений измеряемых параметров функционирования 
оборудования, с определенным набором правил для допустимых изменений этих параметров. Ос-
новной трудностью при разработке подобных информационных систем является формирование 
актуальной базы знаний, основанной на опыте экспертов и данных о прошедших поломках.  
В настоящее время в мире бурно развиваются методы ИИ, включая предиктивную аналитику 
[6, 7], основанную на глубокой обработке данных (data mining) с помощью машинного обучения 
и нейросетевых технологий. Однако известны лишь единичные случаи внедрения методов ИИ  
в нефтегазовой отрасли. Например, как отмечено в [8], норвежская нефтяная компания Equinor  
в 2018 г. сообщила о создании Центра сбора и обработки данных для улучшения процесса приня-
тия управленческих решений. 
В создании подобных интеллектуальных информационных систем (ИИС) заинтересованы и 
многие крупные российские нефтегазовые компании. Однако для разработки и внедрения ИИС в 
практику нефтедобычи необходимо проработать вопросы применимости существующих методов 
ИИ и, в случае положительного результата исследований, разработать на их базе модели, способ-
ные по информации, поступающей с оборудования в режиме реального времени, определять его 
техническое состояние и предсказывать возможные поломки узлов и отказы в ближайшем буду-
щем. Для построения подобных моделей, основанных, например, на нейросетевых технологиях, 
необходимы большие массивы данных, полученных с датчиков за длительный период времени 
эксплуатации, а также сведения о произошедших поломках и проведенных ремонтах оборудова-
ния. Кроме того, для выявления возможных аномалий в работе оборудования, необходимо с по-
мощью экспертов накопить необходимые знания, на основе которых можно сформировать кри-
терии наступления различных аномалий по многофакторному анализу данных, поступающих с 
датчиков за определенный период. 
Поэтому целью настоящей работы является проработка вопросов применения методов ис-
кусственного интеллекта для оценки технического состояния узлов электроцентробежных насо-
сов на основе глубокой обработки текущих данных с помощью нейросетевых технологий. 
 
Обработка исходных данных 
Для анализа состояния ЭЦН был получен массив данных с одной из нефтедобывающих 
платформ, расположенной на шельфе Печерского моря. Изучались данные, полученные с до-
бывающих скважин, каждая из которых характеризуется следующим набором технологиче-
ских параметров: значение (для каждой фазы) трехфазного напряжения электропитания, В; 
ток электродвигателя, А; забойное давление на кровлю пласта, МПа; давление на приеме на-
соса, МПа; давление на выкиде насоса, МПа; давление в затрубном пространстве, МПа; дав-
ление на устье скважины, МПа; температура на приеме насоса, °С; температура на выкиде 
насоса, °С; температура электродвигателя, °С; вибрация насоса по оси X, м/с²; вибрация насо-
са по оси Y, м/с². 
Источником информации по всем перечисленным параметрам являются телеметрические 
датчики системы мониторинга, сигналы от которых фиксируются в виде поминутных значений. 
В качестве примера анализа временных рядов рассмотрим данные вибрации насоса по оси Y. 
На рис. 1 представлен временной ряд, по оси абсцисс которого размещены даты получения дан-
ных, а по оси ординат – значения показателя вибрации. 
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Рис. 1. График вибрации насоса по оси Y (поминутные данные) 
Fig. 1. Y-axis pump vibration graph (minute data) 
 
Анализируя исходные данные, можно сделать вывод, что насос выключали на месяц в 2016 г., 
на полтора месяца в 2017 г. и на неделю в конце 2018 г. Факт выключения также подтверждают 
данные, отображающие напряжение сети с аналогичных участков времени. Можно заметить, что 
после включения ЭЦН имеет другой режим работы, что обусловлено пиками в значениях вибра-
ции, сразу после моментов выключения. 
 
 
Рис. 2. Обработанный временной ряд данных вибрации насоса по оси Y (почасовые данные) 
Fig. 2. Processed time series of pump vibration data in Y-axis (hourly data) 
 
В процессе исследования исходных данных было принято решение убрать из обучающей вы-
борки места, где фазное напряжение равнялось нулю, и очистить выборку от пиков, которые явно 
выбиваются из нормального режима работы. Одним из преобразований данных было уменьшение 
Управление в технических системах 
Bulletin of the South Ural State University. Ser. Computer Technologies, Automatic Control, Radio Electronics. 
2020, vol. 20, no. 4, pp. 37–46 
40
размерности выборки за счет усреднения значений по часам. При получении значений, которые 
описывали работу насоса за следующие сутки, требовалось предсказать 1440 значений, а при ус-
реднении данных по часам требовалось найти 24 значения. Уменьшение количества предсказан-
ных значений позволит уменьшить ошибку на длительные промежутки времени. Результаты пре-
образований представлены на рис. 2.  
 
Нейросетевое моделирование 
По оценке автора работы [9] наиболее популярными и широко используемыми являются 
классы авторегрессионных и нейросетевых моделей прогнозирования. Авторегрессионные мето-
ды наподобие ARIMA [10] и его модификаций требуют определения множества подгоночных 
параметров, процедура определения которых не является однозначной. Кроме того, данные ме-
тоды не обладают нужной степенью гибкости. 
Наиболее гибкими к характеру временных рядов являются модели, основанные на ИНС. Среди 
моделей данного типа в приложениях к задачам прогноза выделяют глубокие сети LSTM. В рабо-
тах [11–14] показана эффективность сети LSTM в задаче прогнозирования добычи нефти по срав-
нению с традиционными методами. LSTM оказалась точнее модели ARIMA на 8–37 % на разных 
месторождениях в Китае и Индии. По сравнению с модификацией метода анализа кривой спада 
(DCA), широко используемого в нефтяной промышленности, LSTM оказалась точнее на 17–29 %. 
Поэтому в настоящей работе в качестве основного метода прогнозирования состояния ЭЦН был 
выбран метод нейросетевого моделирования. Причем в качестве искусственной нейронной сети 
(ИНС) была выбрана сеть LSTM. Данная сеть – современная рекуррентная ИНС, способная обучаться 
долговременным зависимостям и длительное время сохранять контекст исторических данных [15,16].  
Были проведены исследования возможности прогнозирования нейросетей LSTM на короткий 
период времени (до 3 сут). Для обучения нейросети использовались данные вибрации насоса по 
оси Y в период с 24.09.2016 по 11.03.2019. Размер обучающего множества равнялся 18 425 эле-
ментам. Точность нейросетевой модели оценивалась при помощи показателя «Средняя абсолют-
ная ошибка в процентах», формула для вычисления которого имеет вид 
= ∑ | ( ) ( )|
( )
∙ 100 % , 




Рис. 3. Прогнозирование временного ряда на следующие 135 значений 
Fig. 3. Forecasting a time series for the next 135 values 
 
На рис. 3 приведен предсказанный временной ряд из значений вибрации насоса примерно на 
5 сут (с 11.03.2019 по 17.03.2019). Для предсказания использовались 12 значений из исходных 
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данных в виде временного окна, которое сдвигалось на каждом шаге на одно значение, при этом 
каждый раз добавлялось значение, предсказанное нейронной сетью. Прогнозировались сле-
дующие 135 почасовых значений вибрации насоса. Процент средней ошибки обученной сети на 
всем исследованном интервале времени (MAPE) составил 11,23 %. На рис. 3 обозначены: input 
data – реальные данные о вибрации, полученные с датчика, а predictions – данные, предсказан-
ные сетью. Видно, что с ростом интервала предсказания ошибка растет и в конце интервала 
достигает 30 %. 
Для повышения точности прогноза было увеличено количества эпох в полтора раза и коли-
чество итераций в одной эпохе при обучении нейросети, таким образом количество эпох соста-
вило 1500, а количество итераций в каждой эпохе – 500. Для обучения также использовалось 
скользящее окно в 12 значений, выход у сети равнялся одному значению. Для предсказания 
использовались 12 значений из исходных данных, временное окно сдвигалась на каждом шаге 
на одно значение, при этом каждый раз добавлялось значение, полученное нейронной сетью. 
Прогнозировались следующие 135 значений. Процент средней ошибки при тестировании 
(MAPE) составил 10,34 %. На рис. 4 обозначения: input data – исходные данные, predictions – 
данные, предсказанные сетью. 
 
 
Рис. 4. Прогнозирование временного ряда на следующие 135 значений 
Fig. 4. Forecasting a time series for the next 135 values 
 
Из рис. 4 видно, что на всем интервале прогноза точность повысилась, но максимальные от-
клонения результатов могли достигать 20 %, что вряд ли допустимо при прогнозировании поло-
мок в реальном времени. 
Поэтому были проведены дополнительные исследования по обучению нейросетей и повы-
шению точности прогноза. Для этого была изменена архитектура нейросети и уменьшен период 
прогноза до 3 сут. Рассматривались 2 варианта обучения. Обучение в обоих случаях производи-
лось на видеокарте nvidia gtx 1080 ti, процессор Intel Core i7, оперативной памяти 16gb. Для пер-
вого варианта обучение заняло 4 ч (12 с на одну эпоху). Для второго варианта время обучения 
составило 11 ч (26 с на эпоху). 
При первом варианте обучение осуществлялось на 1100 эпохах, а количество итераций в од-
ной эпохе – 200. Получили следующую функцию обратного распространения ошибки (рис. 5), 
где по оси абсцисс показан номер эпохи, а по оси ординат – значение функции ошибки. Для обу-
чения также использовалось скользящее окно в 12 значений, выход у сети равнялся одному поча-
совому значению вибрации насоса. На рис. 5 синим цветом показан график ошибки при обуче-
нии, а красным – при валидации. 
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Рис. 5. Функция обратного распространения ошибки 
Fig. 5. Backpropagation function 
 
На рис. 6 представлен предсказанный временной ряд. Процент средней ошибки на всем вре-
менном интервале (MAPE) составил 2,79 %. На рис. 6 приняты следующие обозначения: input 
data – исходные данные, predictions – данные, предсказанные сетью. На рис. 6 также показаны 
предсказанные тренды (линейный – сиреневый цвет и нелинейный – зеленый цвет).  
 
 
Рис. 6. Прогнозирование временного ряда на следующие 84 значения 
Fig. 6. Forecasting the time series for the next 84 values 
 
Из рис. 6 видно, что нелинейный тренд предсказан достаточно точно, но предсказанные зна-
чения вибрации в некоторых точках сильно отличаются от реальных.  
Поэтому был рассмотрен второй вариант обучения с увеличенным числом итераций до 500 
на каждой эпохе, количество которых также было увеличено до 1500.  
Обученная нейросеть показывает неплохие результаты прогноза, приведенные на рис. 7. 
Процент средней по всему временному интервалу ошибки (Test MAPE) составил всего 2,54 %.  
На рис. 7: input data – исходные данные, predictions – данные, полученные сетью. Также на рис. 7 
приведены графики линейного и нелинейного трендов.  
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Рис. 7. Прогнозирование временного ряда на 3 суток
Fig. 7. Forecasting the time series for 3 days
 
Из рис. 8 видно, обученная нейросеть
первые 12 ч времени (среднее отклонение прогнозного значения от реального составляет менее 
0,5 %), что является очень хорошим результатом для нейросети. 
 
Рис. 8. Изменение средней ошибки на временном 
Fig. 8. Change in the average error over the forecast time interval
 
Дальше погрешность растет и достигает 4
Данный результат можно считать приемлемым по точности прогноза на первые 
ние сети требует больших затрат времени.
 
Заключение 
В результате проведенных исследований был опробован метод прогнозирования вибрации 
электроцентробежного насоса при помощи искусственных нейронных сетей. Анализ результатов 
показал, что процент ошибки довольно высок для точного прогнозирования значений, но 
нейросети хорошо улавливают тренд внутри временного ряда, что говорит о возможности прим
нения нейросетей совместно с экспертной системой, основанной на знаниях экспертов, предста
ленных в виде набора правил. Определение тренда позволит экспертной
спрогнозировать поведение оборудования и за счет этого уменьшить затраты на его обслуживание
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Introduction. The problem of predicting the state of an Electric Submersible Pump during  
operation is considered. Downtime and shortages caused by pump failure lead to losses in oil pro-
duction and require time to replace equipment. By predicting the condition of the equipment, it is 
possible to minimize pump maintenance costs and reduce well downtime. Expert systems and pre-
dictive analytics methods are used to analyze the state of systems. The scientific work uses methods 
that are based on artificial neural networks. Purpose of research. Elaboration of the issues of fore-
casting the technical condition of the pump through by using machine-learning models. Materials 
and methods. Equipment failure forecasting is carried out using time series analysis. The data was 
obtained from telemetric sensors of the monitoring system installed on an electric submersible pump. 
The initial data were taken at one-minute intervals. Initial data preprocessing was carried out.  
The data was cleared of values (peaks) that are clearly got out of normal operation and places where 
the phase voltage was equal to zero were removed. An artificial neural network with the LSTM  
neuron type is used to predict time series. Time series forecasting was carried out for five days. 
Evaluating system parameters over long periods allows you to assess the condition of its components 
and prevent equipment failure. Results. The possibilities of neural networks trained on the basis of 
data from telemetric sensors of the monitoring system for predicting the values of vertical vibration 
of the pump are investigated. The use of a neural network model in the form of LSTM, which has 
shown good results in the analysis of time series, is justified. It was found that neural networks cap-
ture the trend well within the time series, which indicates the possibility of using it together with the 
expert system. Conclusion. The proposed methods and models are tested on real data, which con-
firms the possibility of their use in the development of an intelligent information system for managing 
the technical condition of an Electric Submersible Pump during operation. 
Keywords: Electric Submersible Pump, forecasting, time series, artificial neural network, esti-
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