The paper investigates the structure of the self-consistent estimators Ž . Ž . SCE and the nonparametric maximum likelihood estimator NPMLE for doubly censored data. An explicit sufficient and necessary condition for an SCE to be the NPMLE is given. Based on this, algorithms for computing the SCE and the NPMLE are provided. The relation between our algorithms and the EM algorithm is studied.
1. Introduction. In medical follow-up studies and in biometry and reliability studies, incomplete data are frequently encountered. Examples of the lifetime samples' being censored either from above or below, called doubly Ž . Ž . censored samples, have been given by Gehan 1965 , Mantel 1967 , Peto Ž . Ž . 1973 , Turnbull 1974 and others. For doubly censored samples, Turnbull Ž . Ž . 1974 and Tsai and Crowley 1985 have given the self-consistent estimators Ž . SCE for the survival function S with grouped data and ungrouped data, X respectively. The asymptotic properties of the self-consistent estimators, such as strong consistency and weak convergence, have been studied by Chang Ž . Ž . Ž . and Yang 1987 , Chang 1990 and Gu and Zhang 1993 However, a satisfying procedure to find these self-consistent estimators Ž . and the nonparametric maximum likelihood estimator NPMLE of S for X Ž . doubly censored data is not available. For grouped data, Turnbull 1974 gave an algorithm to compute the SCE and showed that in his case, the SCE is the NPMLE. However, Turnbull's method has its limitations, because a natural discrete time scale, which is used in Turnbull's method, may not exist for some data. For instance, an example occurred in a recent study of age-dependent growth rate of primary breast cancer by Peer, Van Dijck, Hendricks, Ž . Holland and Verbeek 1993 , where the doubly censored data are clearly not ''grouped.'' For ungrouped data, the problem is more complicated. In such a case, it is shown that an SCE is not unique and is not necessarily the NPMLE w Ž .x see examples given by Gu and Zhang 1993 , and it is not clear how the SCE are related to the NPMLE. All these situations can also happen in the grouped data case if there are groups that contain censored observations only.
In this paper, we give a simple algorithm, which is shown in Theorem 6 to be the EM algorithm with restrictions on the initial point, to compute a particular SCE for ungrouped doubly censored data. Our Theorem 6 and the principle of the EM algorithm imply that SCE yield the local maxima of the Ž . ''likelihood function'' 2.1 . Our Theorem 1 shows that the global maximum of Ž . the likelihood function 2.1 ᎏthe NPMLEᎏexists uniquely for ungrouped doubly censored data. In Theorem 2, we give a set of sufficient and necessary conditions to characterize the relation between the SCE and the NPMLE, which shows that the NPMLE is an SCE for ungrouped doubly censored data. Based on these conditions, a simple algorithm for searching for the NPMLE is given. Ž . Theorem 3 by Gu and Zhang 1993 along with our Theorem 2 implies that the SCE and NPMLE are asymptotically equivalent. This means that searching for the NPMLE for a large sample may not be necessary. However, since SCE are the local maxima of the likelihood function, the difference between SCE and the NPMLE may not be negligible for a sample with moderate size. We present some simulation results at the end of Section 2 to illustrate this point. The simulation results suggest that the NPMLE is a better estimator than an arbitrary SCE for a moderate sample size.
Another aspect of the SCE and the NPMLE for doubly censored data that is worth investigating is the structure of the estimators. Since the SCE are given implicitly through some estimating equations, the structure of the estimators is not clear. Based on the SCE for doubly censored data, some statistical inference problems, such as estimation, hypothesis testing and Ž . density estimation, have been studied by Ren and Zhou 1993 and Ren Ž . 1994 , 1995 . In these studies, the structure of the SCE plays a very impor-Ž . tant role. For right censored data, Efron 1967 gave the clear structure of the Ž . Ž . SCE NPMLE . In this paper, we give the version of a particular SCE for doubly censored data. We also give the structure of the NPMLE for doubly censored data in some special situations.
We present our main results in Section 2, and give the proofs in Sections 3 and 4.
Ž .
2. Nonparametric MLE. Let X be a random variable r.v. with a survival function S and let X , i s 1, . . . , n, be n independent observations X i Ä 4 on X. In this research, one observes not X , but a doubly censored sample,
. 
Ä 4 where P s 1 and P s P X ) W . The NPMLE S of S is the estimator
the Appendix, the following theorem shows that the NPMLE is unique.
Ž . THEOREM 1. The likelihood, or log L S , is strictly concave on the set of P 's satisfying:
One may note that Theorem 1 considers a more general case than the one Ž . studied by Turnbull 1974 , who required ␣ ) 0 for all 1 F k F m. However, k it is not easy to directly study the structure of the NPMLE through the Ž . likelihood L и . In this paper, we give an algorithm to compute the NPMLE, from which the structure of the estimator follows in some situations.
Ž .
Ž . Ž .
We observe that a naive and simple algorithm for computing S Ž n. can be X Ž . given based on 2.4 as follows:
Nq 1 N Ä 4 where x g E . Any limit point of x should give a self-consistent estima-1 m N Ž . tor. This algorithm 2.5 is evidently quite appealing because it is simple and easy to understand. Naturally, a few questions need to be answered.
Ž . 1. Does algorithm 2.5 converge?
Ž . 2. Does algorithm 2.5 converge to the NPMLE? Ž . 3. How is algorithm 2.5 related to the EM algorithm?
Ž . In Theorem 6, we show that algorithm 2.5 is in fact the EM algorithm. From our simulation study, we find that the algorithm may converge to Ž . different points depending on the initial point x . Hence, algorithm 2.5 does 1 not always give the NPMLE, even when it converges.
Ž . Ž . To search for the NPMLE using algorithm 2.5 , from the likelihood L S we observe that the following facts should be satisfied by the NPMLE:
Ž n. Ž .
for L s A, B, C. We also observe that A is the first jump point of the n Ž n.ˆŽ n.
NPMLE S and that B or C is the last jump point of S when ␤ s 0
or B -W . In Section 3, we will show that all these jumps sizes are no n m less than 1rn. Based on these observations, we restrict the selection of the Ž . initial point x for algorithm 2.5 on the space
where:
The proof of Theorem 2 is given in Section 3. Clearly, Theorem 2 implies that the NPMLE is self-consistent and that from the structure of the spacê
⍀ , the NPMLE S is a nonincreasing step function.
n X From the proof of Theorem 2, we find that if we impose the following additional condition on the initial point x g ⍀ , then the detailed structure
of a particular self-consistent estimator S can be obtained.
We denote ⍀ s x g ⍀ x satisfies A5 and state the results in the next n n corollary with the proof deferred to Section 3.
Let S t s P Y ) t and S t s P Z ) t . Chang and Yang 1987 gave
0 . They showed that S and S have strong consistency under regularity
Ž . Ž . ⍀ , and for the corresponding S and S given by 2.7 and 2.8 , respec-
tively, S can be expressed as Ž . the self-consistent estimator NPMLE . Our 2.9 is the version for doubly Ž . censored data. The computation method for obtaining 2.9 is given in our Theorem 6. Ž . However, 2.9 is not necessarily the NPMLE. For example, with five
is given by XP s P s P s P s 2r5, P s 0, but the NPMLE is given by P s P s 1r2, 1 2 3 4 5 1 2ˆˆŽ
. P s P s 1r3, P s 0. Nevertheless, when data fit a certain pattern, 2.9 is The proofs of Corollaries 4 and 5 are given in Section 3.
Ž . Our next theorem ensures that the algorithm 2.5 converges to a selfconsistent estimator of S in ⍀ when the initial point x is selected in the X n 1 space ⍀ . The proof is given in Section 4.
ii For x g ⍀ , all the limit points of x from algorithm 2.5 are
Ž . estimator S of S given by 2.9 .
X X
In general, the EM algorithm does not do the job to find the NPMLE. As shown in Section 4, the algorithm can converge to any fixed point of ⌿ and the fixed point of ⌿ is not unique in ⍀ . Our Theorems 2 and 6 provide a 0 method to search for the NPMLE. The search consists of the following steps:
use algorithm 2.5 to find a self-consistent estimator S .
Ž n.
STEP c If condition 2 of Theorem 2 is satisfied, S is the NPMLE;
Step a with a different initial point in ⍀ . n Ž .
Ž . REMARK 1. In Step a , one should avoid the condition A5 for x g ⍀ if 1 n the data do not have the pattern described in Corollary 4. Also, when there Simulation results. Based on the algorithms for computing SCE and the NPMLE studied above, we conducted a small simulation study to compare SCE and the NPMLE with moderate sample sizes. In Table 1 , for 1000 generated doubly censored samples, we find the NPMLE and an SCE which is not the NPMLE, and we compute the distance, in uniform norm, between S and NPMLE, and the distance between S and SCE, respectively. The X X simulation variances are displayed in the parentheses next to the simulation means in Table 1 . The results indicate that for a sample with moderate size, there is a difference between the NPMLE and SCE and the NPMLE is better.
Proofs of Theorem 2 and Corollaries.
Before proving Theorem 2, Ž . we first observe the following facts. Let y s ⌿ x for x g ⍀ . Then, for each
and moreover:
which implies y G y . as the components corresponding to B X for x and y, respectively, by the n definition of B , we have
When B -W and ␤ ) 0, denoting x and y as the components
corresponding to B for x and y, respectively, by the definition of B , we 
Ž . ii Sufficiency. To show that a fixed point of ⌿ in ⍀ is the NPMLE, from n the uniqueness of the NPMLE, we just need to show that a fixed point of ⌿ in ⍀ is an optimal point of the system n m max ␣ log P y P q ␤ log P q ␥ log 1 y P 1 y P Ä 4
Ž . Since all constraints of 3.5 are linear functions and since the log L S is wŽ . x concave, by Theorem 2.15 of Zangwill 1967 , page 43 , it suffices to shoŵˆŽ . that a fixed point of ⌿ in ⍀ , P , P , . . . , P , satisfies the following
where k s 1, 2, . . . , m y 1 and P s 1; 
where ⌿ s log L q 1 y P q P y P q иии q P y P q
where W s yϱ. Since P , P , . . . , P g ⍀ , we must have
Ž . and P -1 if ␥ ) 0. Hence, 3.7 is well defined for each k and 3.2 holds for
1 yy 1 y P 1 y ⌬ Ž .
Ž .
1 1 n n n ␣ 1ŝ 1 y y 1 y P 1 y ⌬ , Ž .
1 1 n which implies3
.10 ␣ s 1 y P n⌬ and ⌬ G 0.
Next, we show that the following give a solution of the system 3.6 :f s 0 and P y P s 0.
, we have that by 3.8 and 3.11 ,
/ 0, for s 0, we have that by 3.8 and 3.11 ,
. Ž . Case 2. If ␣ s 0, for s n⌬ , by 3.9 we have P y P s 0. If
, we have that by 3.11 ,
Consider k s 1. We need to show Ѩ ⌿ŝ 0 and 1 y P s 0.
Ž . Consider k s m. We need to show This completes the proof of sufficiency.
Necessity. To show that the NPMLE S must be a fixed point of ⌿ in ⍀ X n Ž . wŽ . satisfying condition 2 , we see that by Theorem 2.14 of Zangwill 1967 , pagê x Ä 4 Ž . 40 , it suffices to prove that a solution P ; 1 F k F m of 3.6 is a fixed point Ý Ý 1 mq1d
and when ␣ s 0,
Using the derivation of 3.2 , from 3.19 and 3.18 , we know that for any 
Ž . 2 of Theorem 2 ii holds for S . Moreover, if D s n, we know that from X Ž n.
3.2 , S is a fixed point and that the facts listed before the proof of Theorem 
Ž . the self-consistent estimator S only has jumps when ␣ ) 0 and, by 3.2 , X k the jump size is given by
Next, we consider the jump sizes at A and J .
n n Ž . Case 1. The jump size at A s W with ␣ q ␥ ) 0 is given by Ž .
Case 3 Ž .
Case 4. If ␤ s 0 and
Let J s W . When ␤ s ␤ s 0, the jump size is given by
When ␤ ) 0, we have W s B , W s C , and the jump size is given by
because P ) 0 and
and, thus,
Ž . Ž . Ž . Therefore, 2.9 follows from 3.21 ᎐ 3.26 .
The uniqueness of S simply follows from observing that in fact we group X the observations with zero ␣ with the closest ␣-type observation on the left and that the problem becomes equivalent to the NPMLE problem with only Ž . ␣-type points. One should note that in 2.1 , we only need to consider the case Hence, for all the distinct points w , . . . , w of the set v , . . . , v with where s ␣ q ␤ q ␥ for k s 1, . . . , m and ␣ s 0, s 1.
Ž < . To find the M-step S , that is, the S which maximizes Q S S , we need Ž . we know that Q is concave. Let ⌽ s Ý logиииy 1 ,
where is the Lagrangian multiplier. For now, we assume that all ) 0. Ž . By a calculation similar to the above one, an optimal point of 4.8 is given by q s c rn. Clearly, we have
Ž . This contradicts the assumption that S is a solution of 4.3 . Hence, the Ž < . Ž . maximum of Q S S must have q s 0 if s 0. Therefore, 4.3 is equiva- 
