Abstract: Unmanned combat air vehicle (UCAV) path planning aims to calculate the optimal or suboptimal flight path considering the different threats and constraints under the complex battlefield environment. This flight path can help the UCAV avoid enemy threats and improve the efficiency of the investigation. This paper presents a new quantum wind driven optimization (QWDO) for the path planning of UCAV. QWDO algorithm uses quantum rotation gate strategy on population evolution and the quantum non-gate strategy to realize the individual variation of population. These operations improve the diversity of population and avoid premature convergence. This paper tests this optimization in two instances. The experimental results show that the proposed algorithm is feasible in these two cases. Compared to quantum bat algorithm (QBA), quantum particle swarm optimization (QPSO), wind driven optimization (WDO), bat algorithm (BA), particle swarm optimization (PSO), and differential evolution (DE), the QWDO algorithm exhibited better performance. The simulation results demonstrate that the QWDO algorithm is an effective and feasible method for solving UCAV path planning.
Introduction
In recent years, with the rapid development of science and technology, modern battlefield military equipment has shown a clear trend toward unmanned operation. As an important means of airborne reconnaissance, surveillance and combat, the aircraft is increasingly a primary concerned of militaries around the world. However, with the increasing complexity of the modern battlefield environment and the continuous expansion of the scope of operation, UCAV not only need to avoid or reduce the probability of detection, but also avoid many adverse factors that may affect the flight in no-fly zones and barrier regions, which have brought serious challenges to the implementation of aerial reconnaissance, surveillance, combat and other missions to the UCAV. Therefore, in order to improve the operational efficiency and the survival probability, path planning must take into account the requirements of the task, the threat distribution, the fuel restriction and other constraints, when producing a global optimal or sub-optimal route that can effectively avoid the threat of an enemy and protect the UCAV. Furthermore, a path-planning algorithm must be able to adjust and modify the route according to changes in the battlefield.
At present, in military and civilian fields, the UCAV path-planning problem has been widely studied. Many heuristic authors have proposed algorithms have been used to solve the problem, which have achieved good results Ma et al. proposed a particle swarm optimization based on second-order oscillating (SOPSO) to solve the problem [1] . Ma et al. proposed the path planning method based on artificial fish school algorithm (AFSA) to solve UCAV path-planning problem [2] . Duan et al. applied differential evolution (DE) to solve the problem [3] . Wang et al. proposed a bat algorithm with mutation (BAM) for solving the UCAV path-planning problem [4] . Wang et al. proposed a new modified firefly algorithm (MFA) based on a modification in exchange information to solve the UCAV path planning problem [5] . Li et al. proposed a novel artificial bee colony algorithm (ABC) improved by a balance-evolution strategy to solve the problem [6] . Zhou et al. proposed a wolf colony search algorithm (WCA) based on the complex method to solve the UCAV path planning problem [7] . Zhu et al. proposed a novel Chaotic Predator-Prey Biogeography-Based Optimization (CPPBBO) approach based on the chaos theory and the concept of predator-prey for solving UCAV path planning problem [8] .
The wind driven optimization (WDO) is a novel nature-inspired technique that was proposed by Bayraktar et al. in 2010 [9, 10] . In the atmosphere, wind balances atmospheric pressure through flow. Wind flows from high pressure to low pressure at a certain speed until a balance point is reached. Because the WDO algorithm has only a few parameters that need to be controlled, and it is very easy to implement, it has received much attention by various scholars since it was put forward. In recent years, the WDO algorithm has also been applied in many fields, for instance, in satellite image segmentation for multilevel thresholding [11] , cloud resource allocation scheme [12] , collision avoidance for dynamic environments [13] , design of two-channel filter bank [14] , synthesis of linear array antenna [15] , and so on.
In the classical natural heuristic algorithm, the population an individual uses is the real number encoding or the binary encoding [16] . In the quantum-inspired algorithm, the individual is represented by a quantum bit. The probability amplitude of the qubit should be used for the individual, so that each individual can be represented by a superposition of multiple states [17] . As a result, quantum-inspired algorithms have better population diversity, faster convergence speed, and better global optimization ability than traditional heuristic algorithms.
It is easy for the WDO algorithm to fall into a local optimal solution in the early stage of solving an optimization problem, which will lead to the loss of diversity of population [10] . In order to overcome this shortcoming, we apply the quantum encoding theory to the WDO algorithm, and propose a new algorithm called quantum wind driven optimization (QWDO).
To verify the feasibility and effectiveness of the QWDO algorithm, this paper uses the proposed algorithm to solve the problem of UCAV path planning. In this paper, two sets of test cases are utilized to test the performance of the algorithm, and a comparative analysis of the WDO algorithm and several common intelligent algorithms is carried out. The experimental results demonstrate that the QWDO algorithm is an effective and stable method for solving the UCAV path-planning problem, and has a better search performance than other algorithms.
Mathematical Modeling for UCAV Path Planning

Threat Resource Model in UCAV Path Planning
Modeling of threat resources is key for solving the UCAV path-planning problem. In this model, S is defined as the starting point, and T is the target point ( Figure 1 ) [18, 19] . There are some threat resources in UCAV battlefield, for example, radars, missiles, and artillery, the effects of which all are shown in the form of a circle. The extent to which UCAV is threatened is proportional to the fourth power of the distance from the threat center. The flight task is to generate an optimal or suboptimal path, so that the UCAV can avoid the threat area from starting point S to the destination T. There are three main steps in the path planning. First, connect the starting point Sand the target point T into a line segment ST. Second, divide the line segment ST into D + 1 equal parts. At each segment point, draw the vertical line of ST, denoted as L1, L2,…,Lk,…LD. Third, take a discrete point in each vertical section Lk, these points constitute a collection of discrete points [19, 20] 
these discrete points in order to form a path. In this way, the path-planning problem is transformed into the optimal orthogonal coordinate system to achieve the optimization of the objective function. In order to speed up the search speed of the algorithm, we can take line segment ST as the x-axis and carry on the coordinate transformation on each discrete point (x(k),y(k)) according to Equation (1), where  is the angle between the original x-axis and the line segment ST, while (xs,ys) represents the coordinates of the original coordinate system.
Thus, the x coordinates of each discrete point can be calculated by a simple formula
. The set of discrete points C can be simplified to C′ = {0,L1(y)′(1)),L2(y′(2)),…,Lk(y′(k)),…LD(y′(D)),0}, which can greatly reduce the cost of computation.
Evaluation Function
Evaluation of path planning for UCAV mainly consists of the threat cost Jt and the fuel cost Jf, the formula for calculation is as follows:
where wt is the threat cost of each point on the flight path, wf is the fuel cost for each point on the route, and L is the total length of the route. In order to improve the computational efficiency, a more accurate approximation strategy can be used. In this work, the threat cost of the route between two discrete points was calculated. It is approximately equal to the sum of the threat cost of five points, as shown in Figure 2 [18, 19] . 1 1 (x , y ) If the i th edge is within the effect range, the calculation formula of the threat cost is as follows: 
where, Nt is the number of threatening areas, Li is the i th sub-path length, d0.1,i,k is the distance from the 1/10 point on the i th edge to the k th threat, and tk is the threat level of k th threat.
Assuming the speed of a UCAV is a constant, the fuel cost Jf can be equivalent to the total length L of the flight path.
Therefore, the total cost comes from a weighted sum of the threat and fuel cost. It can be defined as Equation (5).
The Basic Wind Driven Optimization
The inspiration of the proposed WDO derives from the atmosphere. In the atmosphere, wind blows from high-pressure areas to low-pressure areas until the air pressure is balanced. The beginning of WDO algorithm is Newton's second law of motion [21, 22] .
where, ω  is the acceleration, ρ is the air density for an infinitesimal air parcel, and i F  are all the forces acting on the air parcel. The cause of the air movement is due to the combination of many forces, mainly including gravitational force ( G F  ), pressure gradient force ( PG F  ), Coriolis force ( C F  ) and friction force ( F F  ).
The physical equations of the abovementioned forces are as follows:
where δV is finite volume of the air, g  represents the gravitational acceleration, P ∇ represents the pressure gradient, Ω is rotation of the earth, u  represents the velocity vector of the wind and α is the friction coefficient. The forces mentioned above can be added to the Equation (6) . The equation can be described as Equation (11):
where the acceleration α  in Equation (11) is rewritten as u t α = Δ Δ   . For simplicity, set Δt = 1, for an infinitesimal air parcel and set δV = 1, which simplifies Equation (11) to
On the basis of the ideal gas law, Equation (13), the density ρ can be written in terms of the pressure, thus Equation (12) can be rewritten as
where, P is the pressure, R is the universal gas constant, T is the temperature, and Pcur is the pressure of current location. It is assumed in the WDO algorithm that velocity and position of the air parcel are changing at each iteration. Thus, u Δ  can be written as 
Popt is the optimum pressure point that has been found so far, xopt is the optimum location that has been found so far, and xcur is the current location, thus updating Equation (14) with the new equations, so that Equation (14) can be rewritten as:
Finally, there are three additional substitutions needed. First, the influence of the Coriolis force
 is replaced by the velocity influence from another dimension dim other cur u  ; second, all the coefficients are combined together, i.e., c = −2RT; and third, in some cases where the pressure is extremely large, the updated velocities are too large to become meaningless, the efficiency of the WDO algorithm will be reduced. Thus, the actual pressure value is replaced by rank among all air parcels based on their pressure values, the resulting equation of updating the velocity can be described as in Equation (16), and the equation of updating the location can be described as in Equation (17).
where i is the ranking among all air parcels, new x  represents the new location for the next iteration. WDO is similar to other nature-inspired optimization algorithms, but compared to other optimization algorithms, the code of WDO is more simple and easy to implement, as it has less control variables that need to be adjusted.
Quantum Computing
In quantum computing, the smallest information unit is a quantum bit, also called a qubit. It uses "0" and "1" to represent the two basic states. The difference between qubit and classical bit is that the qubit not only can be in a state of "0" or "1", qubit can also be in a state between "0" and "1". That is, "0" and "1" states exist in a certain probability. The state of a qubit can be described as [23] .
where, α and β are a pair of complex numbers. They are called the probability amplitude of qubit. α 2 and β 2 represent the probability that the quantum bits are in "0" and "1", respectively, and satisfy the equation 2 2
x represents a quantum state.
An n-qubits representation can be defined as
Quantum Wind Driven Optimization
This paper proposed a new quantum-inspired meta-heuristic algorithm, namely quantum wind driven optimization (QWDO). The QWDO uses probability amplitude of qubit to represent the particle's position. The movement of position can be realized by the quantum rotation gate strategy. Position realizes the mutation using quantum non-gate strategy. This operation can improve the population diversity and avoid premature convergence. Because each qubit has two probability amplitudes, each particle can also represent the two positions of the optimization space. In the case of the same number of particles, the search process can be accelerated.
Generate Initial Population
Because the probability amplitude satisfies the equation 2 2 α β 1 + = , we let α cos(θ) = , and β sin(θ) = [17] . Where,  is a rotation angle. The coding scheme is as following:
where, ij = 2π × rand, rand is a random number between 0 and 1, i = 1,2,…,m; j = 1,2,…,n; m is the size of the population, and n is the space dimension. Each individual corresponds to the two position of the problem space. That is, the probability amplitude of quantum state 0 and 1 : 1 2 (cos(θ ),cos(θ ), ,cos(θ ))
(sin(θ ),sin(θ ), ,sin(θ ))
where Pic is a cosine position and Pis is a sinusoidal position.
Transformation of the Solution Space
In order to calculate the current position of the particle, there is a need to carry out the transformation of the space. We need to map the two positions of the particles from the unit space 
where, j ic X is calculated by the probability amplitude 
Updating Process
In order to prevent the algorithm from falling into local optimum, in this paper, two quantum gate strategies are applied. The movement of position can be realized by the quantum rotation gate strategy, and position realizes the mutation using quantum non-gate strategy.
Updating Formulas of Phase Angle Increment and Phase Angle
In quantum wind driven optimization (QWDO), updating formulas of phase angle increment and phase angle are as following:
where, Δij and ij are the j th dimension of the i th phase angle increment and phase angle, respectively.
Quantum Rotation Gate Strategy
This paper uses quantum rotation gate strategy to update the probability amplitude. 
Two updated positions are as follows:
Quantum Non-Gate Strategy
This paper uses quantum non-gate strategy to make the position mutation. This operation can increase the population diversity and avoid premature convergence. randi is a random number between 0 and 1. If randi < Pm, where Pm is the mutation rate, it will exchange two probability amplitudes. The exchange formula is as follows: Step 2. Generate Initial Population.
Step 3. Transform the solution space according to Equations (23) and (24).
Step 4. Evaluate fitness of each air parcel.
Step 5. Identify the best solution among all air parcels.
Step 6. While stopping criterion is not satisfied
Step 6.1. Update phase angle increment and phase angle by Equations (25) and (26) Step 6.2. Update the probability amplitude by using quantum rotation gate strategy according to Equation (27).
Step 6.3. If rand  Pm then Implement quantum non-gate strategy by Equation (30).
End if
Step 6.4. Transform the solution space according to Equations (23) and (24) .
Step 6.5. Evaluate fitness of each air parcel.
Step 6.6. Identify the best solution among all air parcels.
Step 6.7. Increment the generation count G = G + 1. Step 2. Build the UCAV battlefield model.
Step 3. Transform coordinate system according to Equation (1).
Step 4. Generate Initial Population according to Equation (20) .
Step 5. Transform the solution space according to Equations (23) and (24) .
Step 6. Evaluate the cost of each flight path by Equation (5).
Step 7. Get the best path.
Step 8. While stopping criterion is not satisfied
Step 8.1. Update phase angle increment and phase angle by Equation (25) and (26).
Step 8.2. Update the probability amplitude by using quantum rotation gate strategy according to Equation (27).
Step 8.3. If rand < Pm then Implement quantum non-gate strategy by Equation (30).
Step 8.4. Transform the solution space according to Equations (23) and (24) .
Step 8.5. Evaluate the cost of each flight path by Equation (5).
Step 8.6 . Get the best path.
Step 8.7 . Increment the generation count G = G + 1.
Step 9. End while
Experimental Results
Experimental Setup
All algorithms are implemented in MATLAB R2012a (MathWorks, New York, USA, 2012), and experiments are performed on a Pentium 3.00 GHz Processor (Intel, New York, NY, USA, 2004), with 4.0 GB of memory, Windows 7 operating system.
Parameters Setting
In this section, the parameters setting are presented. Tables 1-7 represent the necessary parameters used for QWDO, QBA, QPSO, WDO, BA, PSO and DE algorithms, respectively. Bayraktar et al. did a lot of research for the parameters setting of WDO algorithm [10] . The parameters for the set of quantum algorithms are the same as the original algorithm. The parameters set for some algorithms are based on the practical experience to take the appropriate value. In all trials, the population size is 30 (Popsize = 30). 
Experimental Results
This section is mainly to test the performance of the QWDO algorithm for solving the problem of UCAV path planning. In this section, a total of two test instances were carried out. In the simulation experiment, the dimension D and the maximum number of iterations Maxgen are used as the two control variables. We look at the performance of QWDO algorithm as compared with other optimization algorithms, for instance, quantum bat algorithm (QBA) [24] , quantum particle swarm optimization (QPSO) [25] , wind driven optimization (WDO), bat algorithm (BA), particle swarm optimization (PSO), and differential evolution (DE). All of the test cases are carried out with 50 independent experiments.
We use the battlefield environment parameters described in [5] . UCAV starts at (10,10) and the destination is (55,100). In this battlefield environment, there are five threat centers. Table 8 presents information about known threats for the first test instance. Unmanned combat air vehicle (UCAV) path planning aims to calculate the optimal or suboptimal flight path. When the dimension of the algorithm is not the same, the results will be different. Table 9 shows the mean results, the best fitness value and the worst fitness value between the algorithms of 50 independent runs. In the following tables, bold results indicate that the algorithm performed the best.
From Table 9 , we see that the mean normalized optimization results of DE algorithm performed the best in D = 5 and D = 10. In the rest of the cases, the mean normalized optimization results of QWDO algorithm performed best. We can see that the best-normalized optimization results of DE algorithm performed the best in D = 5, and in the rest of the cases, the best normalized optimization results of QWDO algorithm performed best. As can be seen in Table 9 , the worst normalized optimization results of QWDO algorithm is the best, except in D = 15 and D = 25. In summary, the performance of QWDO algorithm is better than other optimization algorithms. When the maximum number of iterations is not the same, the results will also be different. Table 10 shows the mean results, the best fitness value and the worst fitness value between the algorithms of 50 independent runs. In the following tables, bold results indicate that the algorithm performed the best. In Table 10 , we can see that the mean normalized optimization results of QWDO algorithm on UCAV path planning problem performs the best, except in Maxgen = 250. We can see in Table 10 , in all different Maxgen, the best-normalized optimization results of QWDO algorithm on UCAV path planning problem are the best. As can be seen in the Table 10 , although the worst normalized optimization results of QWDO algorithm in Maxgen = 50 and Maxgen = 100 is not the best, in the rest of the cases, QWDO algorithm performed best. Through the above data we can find QWDO algorithm is very efficient in solving the UCAV path-planning problem. The performance of QWDO is better than other optimization algorithms.
The experimental results of the first test instance show that the QWDO algorithm has fast convergence rate, high convergence precision, and it is an effective and feasible solution in solving the UCAV path-planning problem. In order to verify the performance of the QWDO algorithm for solving the problem of UCAV path planning more fully, in this section, all the algorithms are applied to the second test instance. Similarly, the dimension D and the maximum number of iterations Maxgen are used as the two control variables. We look at the performance of QWDO algorithm as compared with other optimization algorithms, such as, quantum bat algorithm (QBA), quantum particle swarm optimization (QPSO), wind driven optimization (WDO), bat algorithm (BA), particle swarm optimization (PSO), and differential evolution (DE).
In the second test instance, UCAV starts at (10, 15) and finishes at (80,75). In this battlefield environment, there are eight threat centers. Table 11 shows information about known threats for the second test instance. First, the performance of each algorithm is tested in different D. The mean results, the best fitness value and the worst fitness value between the algorithms of 50 independent runs are shown in Table 12 . In the following table, bold results indicate that the algorithm performed the best.
According to Table 12 , we can see that the mean normalized optimization results of QPSO algorithm on UCAV path planning problem is the best in D = 5 and D = 10. However, in the rest of the cases, QWDO algorithm performed best. We can see that the best-normalized optimization results of QWDO algorithm on UCAV path planning problem are all the best. What is more, the worst normalized optimization results of QWDO algorithm are all the best. As we can see from Table 12 , in all cases, the presented global optimization algorithm QWDO algorithm is better than the original WDO algorithm. It shows that the QWDO algorithm is effective in improving the WDO algorithm.
When the maximum number of iterations is different, the results will also be different. Second, the performance of each algorithm is tested in different Maxgen, and the results of the simulation experiment are shown in Table 13 . In the following table, bold results indicate that the algorithm performed the best.
From Table 13 , we can see that the mean normalized optimization results of QWDO algorithm on the UCAV path-planning problem is always the best. In all different Maxgen cases, the best-normalized optimization results of QWDO algorithm on the UCAV path-planning problem are also the best. As can be seen in Table 13 , the worst normalized optimization results of QWDO algorithm also performed best. Through the above data we can find QWDO algorithm is better than other intelligent algorithms in global search and local search. QWDO algorithm is very efficient in solving the UCAV path-planning problem. Figures 13-17 show the UCAV flight path obtained by the QWDO algorithm testing the second test instance on different Maxgen. For all cases in the second test instance, the QWDO algorithm can find the flight path that avoids the threat areas with the smallest threat cost. Figures 18-22 show the evolutionary process of fitness value on different Maxgen. As can be seen in Figures 18-22 , QWDO algorithm has the fastest convergence speed and the highest convergence precision in all of these tests. It shows the QWDO algorithm has a strong ability to find the optimal solutions. 
Conclusion and Future Research
In this paper, we present a new global optimization algorithm called quantum wind driven optimization (QWDO), which is based on the wind driven optimization (WDO) and quantum behavior for solving optimization problems. In order to evaluate the performance of the QWDO algorithm for solving the UCAV path-planning problem, we choose two test instances for testing. The simulation results show that the QWDO algorithm has a faster convergence rate and higher convergence precision in most cases. In comparison with QBA, QPSO, WDO, BA, PSO and DE algorithms, the QWDO algorithm is more effective in finding better solutions. QWDO is a reliable and feasible solution in solving the UCAV path-planning problem.
In this paper, the proposed QWDO algorithm was only implemented for the UCAV path-planning problem in two-dimensional space. Thus, our future work will concentrate on applying the QWDO algorithm in solving the UCAV path-planning problem in three-dimensional space. In the field of optimization, there are still many aspects worthy of study. In the future, we want to apply this algorithm to practical applications in other fields.
