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This paper introduces three new operators and presents some of their properties. It defines
a new class of variational problems (called Generalized Variational Problems, or GVPs) in
terms of these operators and derives Euler–Lagrange equations for this class of problems.
It is demonstrated that the left and the right fractional Riemann–Liouville integrals, and
the left and the right fractional Riemann–Liouville, Caputo, Riesz–Riemann–Liouville and
Riesz–Caputo derivatives are special cases of these operators, and they are obtained
by considering a special kernel. Further, the Euler–Lagrange equations developed for
functional defined in terms of the left and the right fractional Riemann–Liouville,
Caputo, Riesz–Riemann–Liouville and Riesz–Caputo derivatives are special cases of the
Euler–Lagrange equations developed here. Examples are considered to demonstrate the
applications of the new operators and the new Euler–Lagrange equations. The concepts
of adjoint differential operators and adjoint differential equations defined in terms of
the new operators are introduced. A new class of generalized Lagrangian, Hamiltonian,
and action principles are presented. In special cases, these formulations lead to fractional
adjoint differential operators and adjoint differential equations, and fractional Lagrangian,
Hamiltonian, and action principle. Thus, the new operators introduce a generalized
approach to many problems in classical mechanics in general and variational calculus in
particular. Possible extensions of the subject and the concepts discussed here are also
outlined.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Over centuries philosophers and scientists have attempted to reduce the laws and the principles of nature to a minimum
[1]. Among all laws and principles of nature, the principle that could be elevated to the universal law/principle level is the
minimum action principle which in an extended sense can be stated as follows: The nature always tries to minimize some
action variables or functionals. The subject that deals with these functionals is known as the Calculus of variations. Several
excellent books have been written on this subject, and the theories and formulations developed in these books have been
applied to many areas including classical and quantum mechanics, and electro- and hydrodynamics (see, e.g. [2,1]). 1
In spite of its great success, the classical variational calculus has one major short coming; it deals with functionals
containing derivatives of integer orders only. Recent developments in the fields of science, engineering, economics,
bioengineering and appliedmathematics have demonstrated thatmany phenomena in nature aremodelledmore accurately
using fractional derivatives (see, e.g. [3,4]). To overcome this situation, several investigators have developed a new Fractional
Variational Calculus (see, e.g. [5,6]), and it has been used to develop FractionalMechanics (see, e.g. [7,8]) and Fractional Optimal
Control [9] fields. A brief survey of research in this area could be found in [6]. For brevity, we omit this survey here.
E-mail address: om@engr.siu.edu.
1 The paper does not provide a comprehensive review on any topic. In view of brevity, herewe give only some representative references. Other references
could be found in the references cited here.
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The fractional variational calculus proposed above overcomes the shortcoming of the classical variational calculus
only partially. From close examination of definitions of many of the fractional derivatives, it becomes clear that these
derivatives are nothing but a combination of fractional integral and integer order differential operators applied on functions
whose fractional derivative is desired. Here, the fractional integrals of a function are defined as convolution of the kernel
kα(t, τ ) = (t−τ)α−1/0(α) (or kα(τ , t)) with the function. However, the fractional power kernel need not be the only kernel
to describe the phenomena of the nature. For example, some researchers have used stretched exponentials to fit Nuclear
Magnetic Resonance (NMR) and Magnetic Resonance Imaging data and model human brains (see [10]). It soon becomes
obvious that this kernel can be replaced with other kernels, and the entire theories of classical and fractional variational
calculus can be redeveloped. In such a case, the theories of classical and fractional variational calculus and other formulations
resulting from them would be special cases of this more general variational calculus.
In this paper, we initiate this general variational calculus.We define three new operators which in special cases reduce to
the left and the right fractional Riemann–Liouville integral, and the left and the right fractional Riemann–Liouville, Caputo,
Riesz–Riemann–Liouville, Riesz–Caputo differential operators. By proper choice of limits, it can be shown that these new
operators can also represent other fractional operators such asWeyl fractional operators. We define some simple functional
in terms of these new operators, and develop necessary conditions for extremum of these functionals. We show that in
special cases these conditions reduce to the necessary conditions for fractional variational problems discussed elsewhere
(see [6] and the references cited therein). We consider examples where the kernels considered are different from that
given in the preceding paragraph. We demonstrate that the necessary conditions for these examples developed using the
formulations presentedhere agreewith those obtainedusing someother techniques.Wealso develop the concepts of adjoint
differential operators and adjoint differential equations, and generalized Lagrangian, Hamiltonian, and action principle.
Finally, we briefly discuss possible extensions of this field.
We begin with the definitions and some basic properties of these operators.
2. New operators and their properties
Let us first consider operator KαP of order α, which we define as
Kα〈a,t,b,p,q〉f (t) = p
∫ t
a
kα(t, τ )f (τ )dτ + q
∫ b
t
kα(τ , t)f (τ )dτ
= KαP f (t), α > 0, (1)
where a < t < b, P = 〈a, t, b, p, q〉 is a parameter set (called p-set), kα(t, τ ) is a kernel which may depend on a parameter
α, and the parameters p and q are two real numbers. The integration limits a and b could extend to−∞ and∞, respectively.
Due to a lack of a terminology, we call KαP as K-op (or operator K) of order α and p-set (or parameter set) P , and K
α
P f (t) as
K-opn (or operation K) of f (t) (or function f (t)) of order α and p-set P . This operator is a linear operator, i.e. if f1(t) and f2(t)
are two functions, then
KαP (f1(t)+ f2(t)) = KαP f1(t)+ KαP f2(t), (2)
and it satisfies the following properties:
Theorem 1. Operator KαP satisfies the following formula,
KαP f (t) = pKαP1 f (t)+ qKαP2 f (t) (3)
where P = 〈a, t, b, p, q〉, P1 = 〈a, t, b, 1, 0〉 and P2 = 〈a, t, b, 0, 1〉.
Proof. Eq. (3) follows from the definition of KαP . 
Theorem 2. Operator KαP satisfies the following integration by parts formula,∫ b
a
g(t)KαP f (t)dt =
∫ b
a
f (t)KαP∗g(t)dt, (4)
where P = 〈a, t, b, p, q〉 and P∗ = 〈a, t, b, q, p〉.
Proof. The above identity follows by using the definition of KαP and changing the order of the integrations. 
Define the ‘‘reflection operator ’’ Q such that (Qf )(t) = f (a+ b− t).
Theorem 3. If kα(t, τ ) = kα(t − τ), the operators KαP and Q satisfy the following identity,
QKαP f (t) = KαP∗Qf (t) (5)
where P = 〈a, t, b, p, q〉 and P∗ = 〈a, t, b, q, p〉.
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Proof. Eq. (5) follows from the definitions of KαP and Q . 
We now consider several special cases of KαP . For kα(t, τ ) = (t − τ)α−1/0(α), operator KαP , P = 〈a, t, b, p, q〉 leads to
the following fractional integral formulas:
Case 1: For P = P1 = 〈a, t, b, 1, 0〉,
KαP1 f (t) =
1
0(α)
∫ t
a
(t − τ)α−1f (τ )dτ = aIαt f (t)
is the left Riemann–Liouville fractional integrals of f (t) of order α.
Case 2: For P = P2 = 〈a, t, b, 0, 1〉,
KαP2 f (t) =
1
0(α)
∫ b
t
(τ − t)α−1f (τ )dτ = t Iαb f (t)
is the right Riemann–Liouville fractional integrals of f (t) of order α.
Case 3: For P = P3 = 〈a, t, b, 1/2, 1/2〉,
KαP3f (t) =
1
2
[
KαP1 f (t)+ KαP2 f (t)
]
= 1
2
[
aIαt f (t)+ t Iαb f (t)
] = Ra Iαb f (t)
is the Riesz fractional integrals of f (t) of order α.
We now define the operators AαP and B
α
P as
Aα〈a,t,b,p,q〉f (t) = DnK n−αP f (t) = AαP f (t), (6)
Bα〈a,t,b,p,q〉f (t) = K n−αP Dnf (t) = BαP f (t), (7)
where n− 1 < α < n and P = 〈a, t, b, p, q〉. Here n is an integer. We call AαP (BαP ) as A-op or operator A (B-op or operator B)
of order α and p-set P , and AαP f (t) (B
α
P f (t)) as A-opn or operation A (B-opn or operation B) of order α and p-set P . Note that
the orders n and n−α could be replaced with a positive integer number and a positive real number, respectively. However,
here we will restrict to the above definitions.
Both operators are linear, i.e. if f1(t) and f2(t) are two functions, then
AαP (f1(t)+ f2(t)) = AαP f1(t)+ AαP f2(t),
BαP (f1(t)+ f2(t)) = BαP f1(t)+ BαP f2(t).
Theorem 4. If kα(t, τ ) = kα(t − τ), the operators AαP , BαP and Q satisfy the following identities,
QAαP f (t) = (−1)nAαP∗Qf (t), (8)
QBαP f (t) = (−1)nBαP∗Qf (t), (9)
where P = 〈a, t, b, p, q〉 and P∗ = 〈a, t, b, q, p〉.
Proof. This identity follows from the definitions of AαP , B
α
P and Q , Theorem 3, and the fact that QDf (t) = (−D)Qf (t). 
For kα(t, τ ) = (t − τ)α−1/0(α), operators AαP and BαP , P = 〈a, t, b, p, q〉 lead to the following fractional derivative
formulas:
Case 1: For P = P1 = 〈a, t, b, 1, 0〉,
AαP1 f (t) =
1
0(n− α)D
n
∫ t
a
(t − τ)n−α−1f (τ )dτ = aDαt f (t)
is the left Riemann–Liouville fractional derivative of f (t) of order α, and
BαP1 f (t) =
1
0(n− α)
∫ t
a
(t − τ)n−α−1Dnf (τ )dτ = CaDαt f (t)
is the left Caputo fractional derivative of f (t) of order α.
Case 2: For P = P2 = 〈a, t, b, 0, 1〉,
AαP2 f (t) =
1
0(n− α)D
n
∫ b
t
(t − τ)n−α−1f (τ )dτ
= (−1)naDαt f (t)
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is the right Riemann–Liouville fractional derivative of f (t) of order α, and
BαP2 f (t) =
1
0(n− α)
∫ b
t
(t − τ)n−α−1Dnf (τ )dτ
= (−1)nCt Dαb f (t)
is the right Caputo fractional derivative of f (t) of order α.
Case 3: For P = P3 = 〈a, t, b, 1/2, 1/2〉,
AαP3f (t) =
1
2
[
AαP1 f (t)+ AαP2 f (t)
] = RaDαb f (t)
is the Riesz–Riemann–Liouville fractional derivative of f (t) of order α, and
BαP3f (t) =
1
2
[
BαP1 f (t)+ BαP2 f (t)
] = RCa Dαb f (t)
is the Riesz–Caputo fractional derivative of f (t) of order α.
Theorem 5. Operators AαP and B
α
P satisfy the following formulas for integration by parts,∫ b
a
g(t)AαP f (t)dt = (−1)n
∫ b
a
f (t)BαP∗g(t)dt +
n−1∑
j=0
(−D)jg(t)Aα−1−jP f (t)
∣∣∣∣∣
b
a
, (10)
∫ b
a
g(t)BαP f (t)dt = (−1)n
∫ b
a
f (t)AαP∗g(t)dt +
n−1∑
j=0
(−1)jAα+j−n
P¯
g(t)Dn−1−jf (t)
∣∣∣∣∣
b
a
, (11)
where f (t) and g(t) are sufficiently smooth functions, P = 〈a, t, b, p, q〉, P∗ = 〈a, t, b, q, p〉 and n− 1 < α < n.
For kα(t, τ ) = (t − τ)α−1/0(α) and different cases, the above formulas lead to the following identities:
Case 1: For P = P1 = 〈a, t, b, 1, 0〉, we have∫ b
a
g(t)aDαt f (t)dt =
∫ b
a
f (t)Ct D
α
b g(t)dt +
n−1∑
j=0
aD
j+α−n
t f (t)(−D)n−1−jg(t)
∣∣∣∣∣
b
a
,
∫ b
a
g(t)CaD
α
t f (t)dt =
∫ b
a
f (t)tDαb g(t)dt +
n−1∑
j=0
tD
j+α−n
b g(t)(D)
n−1−jf (t)
∣∣∣∣∣
b
a
.
Case 2: For P = P2 = 〈a, t, b, 0, 1〉, we have∫ b
a
g(t)tDαb f (t)dt =
∫ b
a
f (t)CaD
α
t g(t)dt −
n−1∑
j=0
tD
j+α−n
b f (t)(D)
n−1−jg(t)
∣∣∣∣∣
b
a
,
∫ b
a
g(t)Ct D
α
b f (t)dt =
∫ b
a
f (t)aDαt g(t)dt −
n−1∑
j=0
aD
j+α−n
t g(t)(−D)n−1−jf (t)
∣∣∣∣∣
b
a
.
Case 3: For P = P3 = 〈a, t, b, 1/2, 1/2〉, we have∫ b
a
g(t)RaD
α
b f (t)dt = (−1)n
∫ b
a
f (t)RCa D
α
b g(t)dt −
n−1∑
j=0
(−1)n+jRaDj+α−nb f (t)(D)n−1−jg(t)
∣∣∣∣∣
b
a
,
∫ b
a
g(t)RCa D
α
b f (t)dt = (−1)n
∫ b
a
f (t)RaD
α
b g(t)dt −
n−1∑
j=0
(−1)jRaDj+α−nb g(t)(D)n−1−jf (t)
∣∣∣∣∣
b
a
.
Theorem 6. If kα(t, τ ) = kα(t − τ), the operators AαP f (t), BαP f (t) and Q satisfy the following identities:
QAαP f (t) = (−1)nAαP∗Qf (t), (12)
and
QBαP f (t) = (−1)nBαP∗Qf (t). (13)
Proof. The above identities follow using the definitions of AαP f (t) and B
α
P f (t), and Eq. (5). 
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At this point, it should be emphasized that [11] presents several fractional operators and their generalizations. The
relationships between the new operators presented here and those in [11] will be examined in the future.
In the following sections, these formulas are used to develop the necessary conditions for some variational problems.
3. Euler–Lagrange equations for some variational problems
In this section, we develop Euler–Lagrange equations for some simple variational problems with fixed and free end
conditions. We first consider a variational problem with fixed ends.
A simple variational problem with fixed ends: This problem is defined as follows: Among all functions y(t) which satisfy the
terminal conditions
y(a) = ya, and y(b) = yb (14)
find the function for which the functional
J[y] =
∫ b
a
F(t, y, BαP y)dt (15)
is an extremum, where 0 < α < 1 and P =< a, t, b, p, q >.
The Euler–Lagrange equation for this problem is given as
∂F
∂y
− AαP∗
∂F
∂BαP y
= 0 (16)
where P∗ = 〈a, t, b, q, p〉.
Eq. (16) can be derived using the techniques presented in standard books on variational calculus and the identities
presented above. For completeness, this derivation is briefly given below. To accomplish this, we define
y(t) = y∗(t)+ η(t) (17)
where y∗(t) is the desired optimum solution,  is an arbitrary number, and η(t) is an arbitrary function except that it satisfies
η(a) = η(b) = 0. (18)
Now if we substitute Eq. (17) in Eq. (15), and fix η(t), then J becomes a function of . This J is extremum at  = 0.
Differentiating this J with respect to  and setting the result to zero, we obtain∫ b
a
[
∂F
∂y
− AαP∗
∂F
∂BαP y
]
ηdt + K 1−αP∗
∂F
∂BαP y
η
∣∣∣∣b
a
= 0. (19)
Using Eqs. (18) and (19) and a lemma from calculus of variations, we get the desired Euler–Lagrange equation.
If the functional is defined as
J[y] =
∫ b
a
F(t, y, BβP2y, K
γ
P3
y)dt, (20)
where 0 < α, β < 1 and Pj = 〈a, t, b, pj, qj〉, j = 2, 3, we obtain the following Euler–Lagrange equation,
∂F
∂y
− AβP∗2
∂F
∂BβP2y
+ KαP∗3
∂F
∂KαP3y
= 0, (21)
where P∗j = 〈a, t, b, qj, pj〉, j = 2, 3.
We now consider the necessary conditions for a simple variational problem with a free end.
A simple variational problem with free ends: This problem is defined as follows: Among all functions y(t), find the function
for which the functional
J[y] =
∫ b
a
F(t, y, BαP y)dt (22)
is an extremum, where 0 < α < 1 and P = 〈a, t, b, p, q〉. The terminal conditions at t = a and/or at t = b may not be
specified.
For this case, following the above approach, we obtain the Euler–Lagrange equation given by Eq. (16), and the following
transversality condition,
K 1−αP∗
∂F
∂BαP y
∣∣∣∣
t=a
= 0, if y(a) is not specified, and (23)
K 1−αP∗
∂F
∂BαP y
∣∣∣∣
t=b
= 0, if y(b) is not specified. (24)
Here P∗ = 〈a, t, b, q, p〉.
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As an example, consider the following functional,
J[y] = 1
2
∫ b
a
[
c(BαP y)
2 − dy2] dt.
The J[y] considered here could be thought of as a functional of a generalized harmonic oscillator. For this example, the
Euler–Lagrange equation is given as
cAαP∗B
α
P y+ dy = 0.
It could be shown that for kα(t, τ ) = (t − τ)α−1/0(α) and for different values of p and q, the above equation results in
fractional differential equations of different fractional harmonic oscillators.
Up to this point, we have deliberately not included AαP y term in the functional, because it requires some special care
which has been neglected in the past. This issue is now considered next.
Functional containing AαP y term. We now consider the following variational problem: Among all functions y(t), find the
function for which the functional
J[y] =
∫ b
a
F(t, y, AαP y)dt (25)
is an extremum, where 0 < α < 1 and P = 〈a, t, b, p, q〉.
To find the necessary condition for this problem, we define y(t) using Eq. (17), substitute it in Eq. (25), differentiate the
result with respect to , and set the final result to zero. This, after some manipulation, gives∫ b
a
[
∂F
∂y
− BαP∗
∂F
∂AαP y
]
ηdt + ∂F
∂AαP y
K 1−αP η
∣∣∣∣b
a
= 0. (26)
Note that K 1−αP η(t) is given as
KαP η(t) = p
∫ t
a
kα(t, τ )η(τ )dτ + q
∫ b
t
kα(τ , t)η(τ )dτ . (27)
Thus, the last term of Eq. (26) reduces to
∂F
∂AαP y
K 1−αP η
∣∣∣∣b
a
= p∂F(b)
∂AαP y
∫ b
a
kα(b, τ )η(τ )dτ − ∂F(a)
∂AαP y
q
∫ b
a
kα(τ , a)η(τ )dτ . (28)
Here ∂F(∗)/AαP y, ∗ = a, b, indicates that ∂F/AαP y is computed at ′′∗′′.
Substituting Eq. (28) into Eq. (26), and setting the coefficient of η(t) equal to zero, we obtain
∂F
∂y
− BαP∗
∂F
∂AαP y
+ p∂F(b)
∂AαP y
kα(b, t)− q∂F(a)
∂AαP y
kα(t, a) = 0. (29)
Note that this equation contains some extra terms which where not included in the previous work. In the next section,
an example is considered to demonstrate that these extra terms are necessary for accurate formulation of the necessary
conditions for extremum.
The problems considered above were defined over one dimensional domain, the order of the operators were kept
between 0 and 1, and no constraints were considered. However, the approach presented here could be applied to problems
defined over multidimensional domains, problems containing higher order operators, and problems containing constraints.
As an example, consider the following functional
J[y] =
∫ bx
s=ax
∫ bt
τ=at
F(s, τ , y, BαPxy, B
β
Pt y)dτds, (30)
where y(x, t) is a function defined over a two dimensional domain, Px = 〈ax, x, bx, px, qx〉, and Pt = 〈at , t, bt , pt , qt〉. It could
be demonstrated that the Euler–Lagrange equation for this problem is
∂F
∂y
− AαP∗x
∂F
∂BαPxy
− AβP∗t
∂F
∂BαPt y
= 0, (31)
where P∗x = 〈ax, x, bx, qx, px〉, and P∗t = 〈at , t, bt , qt , pt〉. The Euler–Lagrange equations for other cases could be derived
using a similar approach.
Note that in the formulations developed here one can take an arbitrary kernel. However, for demonstration purpose, we
always considered kα(t, τ ) = (t − τ)α−1/0(α), which leads to formulations for fractional derivatives. In the next sections
we consider kernels which are different from the one defined in this paragraph.
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4. Examples of variational problems with different kernels
Let us now consider the following variational problem: Find the extremum of the functional
J[y] =
∫ b
a
F(t, y, y˙, z)dt (32)
where
z(t) = g(t)+ KαP y(t), (33)
P = 〈a, t, b, p, q〉 and y˙ = dy/dt . The terminal conditions may or may not be specified. Later, the results of this problem
will be used to solve other specific problems where the kernels are different from those considered above. To obtain the
Euler–Lagrange equation and the terminal conditions for this problem, define
y(t) = y∗(t)+ η(t) (34)
where the meanings of y∗(t),  and η(t) are the same as those defined above. Using Eqs. (33) and (34), we obtain
z(t) = g(t)+ KαP y∗(t)+ KαP η(t) = z∗(t)+ KαP η(t) (35)
where z∗(t) = g(t)+ KαP y∗(t).
To obtain the necessary conditions for this problem, we substitute Eqs. (34) and (35) into Eq. (32), differentiate the
resulting J[y]with respect to  and set the result to zero. After some manipulations of this equation, we obtain∫ b
a
[
∂F
∂y
− d
dt
∂F
∂ y˙
+ KαP∗
∂F
∂z
]
ηdt + ∂F
∂ y˙
η
∣∣∣∣b
a
= 0, (36)
where P∗ = 〈a, t, b, q, p〉. Using a fundamental lemma of variational calculus, we obtain
∂F
∂y
− d
dt
∂F
∂ y˙
+ KαP∗
∂F
∂z
= 0, (37)
∂F
∂ y˙
∣∣∣∣
t=a
= 0, if y(a) is not specified, and (38)
∂F
∂ y˙
∣∣∣∣
t=b
= 0, if y(b) is not specified. (39)
To demonstrate applications of this formulation, we consider four examples given below.
Example 1. First, consider the following trivial problem: Find the extremum of
J[x] =
∫ b
a
F(t, x, x˙)dt, (40)
subjected to x(a) = xa and x(b) unspecified. This is one of the simplest classical variational problem for which the necessary
and the terminal conditions are given as
∂F
∂x
− d
dt
∂F
∂ x˙
= 0, (41)
and
∂F
∂ x˙
∣∣∣∣
t=b
= 0. (42)
This problem can be restated as follows: Find the extremum of
J[x] =
∫ b
a
F(t, z, y)dt, (43)
where y = x˙, and
x = z = xa +
∫ t
a
ydt = xa + KαP y. (44)
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Note that in this case, x(a) = xa. Further, g(t) = xa, P = 〈a, t, b, 1, 0〉, and kα(t, τ ) = 1. Using Eq. (37), we obtain
∂F
∂y
+ KαP∗
∂F
∂z
= ∂F
∂ x˙
+
∫ b
t
∂F
∂x
dt = 0. (45)
Differentiating Eq. (45) with respect to time, we obtain Eq. (41), and setting t = b in Eq. (45), we obtain the terminal
condition Eq. (42). Thus, both the current and the standard schemes give the same necessary and the terminal conditions.
Example 2. As a second example, consider the following problem: Find the extremum of
J[u] =
∫ 1
0
[x2 + u2]dt, (46)
which satisfies the following differential equation and the initial condition,
x˙ = −x+ u, x(0) = 1. (47)
This is a simple optimal control problem for which solutions could be found in many textbooks.
One of the traditional approaches to solve this problem is to define
F(t, x, x˙, u, λ) = 1
2
(x2 + u2)+ λ(x˙+ x− u),
where λ is the Lagrange multiplier, and use the Euler–Lagrange equations to obtain
∂F
∂λ
= 0⇒ x˙ = −x+ u
∂F
∂u
= 0⇒ u− λ = 0⇒ u = λ
and
∂F
∂x
− d
dt
∂F
∂ x˙
= 0⇒ x+ λ− λ˙ = 0.
These equations lead to
u˙ = x+ u. (48)
Further, the terminal condition leads to
λ(t)η(t) |10 = 0⇒ λ(1) = 0 = u(1). (49)
Reformulation of Example 1. The solution of x˙ = −x+ u, x(0) = 1 can be written as
x(t) = e−t +
∫ t
0
e−(t−τ)u(τ )dτ . (50)
The above problem can now be restated as: Find the extremum of the functional given by Eq. (46) where x(t) is defined by
Eq. (50). This problem is the same as that defined by Eqs. (32) and (33). In this case, y(t) = u(t), z(t) = x(t), g(t) = e−t ,
P = 〈0, t, 1, 1, 0〉, kα(t, τ ) = e−(t−τ), and x˙ term does not appear. For this case, Eq. (36) leads to
u(t) = −KαP∗x(t) = −
∫ 1
t
e−(τ−t)x(τ )dτ (51)
where P∗ = 〈0, t, 1, 0, 1〉. The time derivative of Eq. (51) leads to Eq. (48). Further, for t = 1, Eq. (51) leads to Eq. (49).
Note that for this example, the necessary conditions obtained using the new formulation agree with those obtained using a
standard approach.
Example 3. As a third example, consider the following problem: Find the extremum of the functional defined by Eq. (46)
which satisfies the following differential equation and the initial condition,
C
0D
α
t x = −x+ u, x(0) = 1. (52)
This is a simple fractional optimal control problem, the necessary conditions forwhich could be found in [9] and the approach
presented above. To demonstrate the procedure, we define
F(t, x, C0D
α
t x, u, λ) =
1
2
(x2 + u2)+ λ(C0Dαt x+ x− u),
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where λ is again the Lagrange multiplier. In this case, the functional contains three functions. Furthermore, for P1 =
〈0, t, 1, 1, 0〉, BαP1x(t) reduces to CaDαt x(t). Thus, using a vector version of Eqs. (16) and (24), we obtain the following
Euler–Lagrange equations
∂F
∂λ
= 0⇒ CaDαt x = −x+ u,
∂F
∂u
= 0⇒ u− λ = 0⇒ u = λ,
∂F
∂x
+ tDαb
∂F
∂CaD
α
t x
= 0⇒ x+ λ+ tDαbλ = 0,
and the following terminal condition,
tDα−1b λ(t)η(t) |10 = 0⇒ tDα−1b λ(1) = 0.
These equations lead to
tDαb u = −x− u, (53)
and
tDα−1b u(1) = 0. (54)
The solution of Eq. (52) can be written as [12]
x(t) = Eα,1(−tα)+
∫ t
0
(t − τ)α−1Eα,α[−(t − τ)α]u(τ )dτ (55)
where Eα,β is the generalized Mittag–Leffler function.
The problem defined in this example can be restated as follows: Find the extremum of the functional defined by Eq. (46)
where x(t) is given by Eq. (55). This problem is also the same as that defined by Eqs. (32) and (33). In this case, g(t) =
Eα,1(−tα), P = 〈0, t, 1, 1, 0〉, kα(t, τ ) = (t − τ)α−1Eα,α[−(t − τ)α], and x˙ does not appear. For this problem, Eq. (37) leads
to
u(t)+
∫ 1
t
kα(τ , t)x(τ )dτ = 0,
and after substituting the expression for the kernel, we obtain,
u(t)+
∫ 1
t
(τ − t)α−1Eα,α[−(τ − t)α]x(τ )dτ = 0. (56)
Using the technique presented in [12], it can be demonstrated that Eq. (56) is indeed the solution to the problem defined
by Eqs. (53) and (54). Thus, for example 2 also, the solution obtained using the technique presented here agrees with that
presented in [9].
Example 4. As a fourth example, consider the following problem: Find the extremum of the functional defined by Eq. (46)
where x(t) is given by
x(t) = g(t)+
∫ t
0
e−(t−τ)
α
u(τ )dτ = g(t)+ KαP u(t). (57)
Note that in this case, P = 〈a, t, b, 1, 0〉 and kα(t, τ ) = e−(t−τ)α , i.e. the kernel is a stretched exponential function. Also note
that the initial condition x(a) = g(a) is imbedded in the formulation. For this problem, we obtain the following necessary
conditions:
KαP∗x(t)+ u(t) =
∫ 1
t
e−(τ−t)
α
x(τ )dτ + u(t) = 0, (58)
which leads to the condition u(1) = 0. Note that the kernel is a stretched exponential function. However, any arbitrary
kernel could have been considered. To the author’s knowledge, no problem of this kind for arbitrary value of parameters
appears in the literature. Numerical schemes and results for this kind of examples will be considered in a future paper.
Example 5. As a fifth example, consider the following problem: Find the extremum of the functional defined by
J[u] =
∫ 1
0
[v2 + u2]dt, (59)
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which satisfies the following differential equation and the initial conditions
x¨+ w2x = u, x(0) = x0, v(0) = v0, (60)
where
v = x˙. (61)
Using the Lagrangemultiplier technique, it can be demonstrated that the necessary conditions for extremumof this problem
are Eq. (60) and
u¨+ w2u = v˙, (62)
and the terminal conditions
u(1) = 0, u˙(1)− x˙(1) = 0. (63)
Reformulation of Example 5. To reformulate Example 5, note that the solution of Eq. (60) can be written as
x(t) = v0
w
sin(wt)+ x0 cos(wt)+ 1
w
∫ t
0
sin(w(t − τ))u(τ )dτ
= g(t)+ KPu(t). (64)
In this case, the kernel is
kα(t, τ ) = 1
w
sin(w(t − τ)), (65)
and g(t) and KP are defined as
g(t) = v0
w
sin(wt)+ x0 cos(wt) (66)
and
KPu(t) = 1
w
∫ t
0
sin(w(t − τ))u(τ )dτ . (67)
Taking time derivative of Eq. (64), we obtain
v(t) = g˙(t)+ DKPu(t). (68)
The reformulated problem can now be stated as follows: Find the extremum of the functional defined by Eq. (59)
subjected to the constraint given by Eq. (68).
Using Eq. (29) it can be demonstrated that the necessary conditions for the extremum of this problem is
u(t) = K ∗P v˙ −
1
w
sin(w(1− t))
= 1
w
∫ 1
t
sin(w(τ − t))v˙dτ − 1
w
sin(w(1− t)). (69)
It can be shown that this equation leads to the differential equation given by Eq. (62) and the terminal conditions given by
Eq. (63). Accuracy of the previous formulations will be examined in a future paper.
5. Adjoint differential operators
We now briefly discuss the concept of adjoint differential operators and adjoint problems for operators and problems
involving AαP and B
α
P . Adjoint differential operator theories for ordinary differential equations could be found in [13,14]. The
presentation here is based on the adjoint fractional differential expressions and operators discussed in [15]. In the future,
this and similar concepts will allow us to solve adjoint problems and find weak solutions where original problems would be
difficult to solve. To accomplish this, consider an operator l defined as
l(f ) = AαP f (t)+ (λ+ w(t))f (t) (70)
where 0 < α < 1, λ is a number, andw(t) is a time dependent function. Theories for α ∈ R+ could be developed in a similar
fashion.
For sufficiently smooth f and g , we have,∫ b
a
l(f )gdt =
∫ b
a
l∗(g)f dt + gK 1−αP f
∣∣∣∣b
a
(71)
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where
l∗(g) = −BαP∗g(t)+ (λ+ w(t))g(t). (72)
Here, the differential expression l∗(g) is the adjoint to the differential expression l(f ). For l(f ) and l∗(g) to be true adjoint
operators, gK 1−αP f |ba must be zero. We consider g(a) = g(b) = 0 as the adjoint boundary conditions. Following the
discussion above, the initial value problems
AαP f (t)+ (λ+ w(t))f (t) = h(t), (73)
and
−BαP∗g(t)+ (λ+ w(t))g(t) = h(t),
g(a) = g(b) = 0 a < t < b, (74)
are the adjoint initial value problems. The differential operator L∗ defined by the differential expression l∗(g) and the
terminal condition g(b) = 0 is the adjoint differential operator to the differential operator L defined by the differential
expression l(f ) and the terminal condition K 1−αP f |t=a = 0.
The differential operator L and L∗ satisfy the following identities,∫ b
a
L(f )gdt =
∫ b
a
L∗(g)f dt ⇒ (Lf , g) = (L∗g, f ),
and L∗∗ = L. Here, (·, ·) represents the dot product.
6. Generalized Lagrangian, Hamiltonian, and action principle
A substantial portion of classical mechanics deals with Lagrangian, Hamiltonian, Action Principles and the theories
resulting from them. In this section, we discuss a generalization of some of those concepts.
Definition. If L(t, x, BβP x) is the generalized Lagrangian of a system, then the functional
S(x) =
∫ b
a
L(t, x, BβP2x)dt (75)
is called the generalized action functional. Function L(t, x, BβP x) and the functional S(x) are called the generalized Lagrangian
and the generalized action functional because they have beendefined in terms ofAαP x andB
β
P xwhich, depending on the values
of α, β , p and q can represent different derivatives, including ordinary and fractional derivatives. Note that in amore general
case, the generalized Lagrangian may contain other terms.
Following the formulation presented above, we state the generalized action principle as: The true trajectory of a dynamic
system described by x(t) which passes through x(a) = xa and x(b) = xb is an extremum of the generalized action functional.
Mathematically, this condition is stated as
δS
δx(t)
= 0, (76)
which, for 0 < α, β < 1, leads to
∂L
∂x
− AβP∗2
∂L
∂BβP2x
= 0, (77)
where P∗2 = 〈a, t, b, p2, q2〉.
The generalized momentum pβ , and the generalized Hamiltonian are defined as
pβ = ∂L
∂BβP2x
(78)
and
H(t, x, pβ) = −L(t, x, BβP x)+ pβBβP2x. (79)
Following a standard approach, it can be demonstrated that the generalized Hamiltonian equations are
BβP2x =
∂H
∂pβ
,
∂H
∂x
= AβP∗2 pβ ,
∂H
∂t
= −∂L
∂t
. (80)
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When L depends on both the space and the time parameters, then L is denoted as the Lagrangian density function. Here
we denote the Lagrangian density function asL, and action functional S as
S(y) =
∫ bs
s=as
∫ bt
t=at
L(s, t, y, BαPs , B
β
Pt )dtds, (81)
where s and t are the space and the time parameters, α and β , 0 < α, β < 1, are the order of the operators, Ps =
〈as, s, bs, ps, qs〉, Pt = 〈at , t, bt , pt , qt〉, and y(s, t) is the field variable. Here we consider time t and one dimensional space
parameter s for simplicity. Higher dimensional space can be considered in a similar fashion.
It can be demonstrated that for this functional, the Euler–Lagrange equation is
∂L
∂y
− AαP∗s
∂L
∂BαPsy
− AβP∗t
∂L
∂BβPt y
= 0. (82)
If we define the generalized momenta pα and pβ as
pα = ∂L
∂BαPsy
, pβ = ∂L
∂BβPt y
, (83)
then the Hamiltonian density functionH is written as
H(s, t, y, pα, pβ) = pαBαPsy+ pβBβPt y−L (84)
and the Hamilton equation of motion are given as
BαPsy =
∂H
∂pα
, BβPt y =
∂H
∂pβ
,
∂H
∂y
= AαP∗s pα + A
β
P∗t
pβ ,
∂H
∂s
= −∂L
∂s
,
∂H
∂t
= −∂L
∂t
. (85)
It could be demonstrated that for special kernels, the Lagrangians, Hamiltonians, and action principles developed here agree
with those obtained using other schemes. In the above formulations, the operator AαP was considered only few times to
simplify the presentation. However, this operator could be included in the formulations by carefully following the above
approach.
The entire subject will be developed further elsewhere.
7. Additional remarks
The proposed theories and formulations could be extended in many directions. Here, some of the simplest generalized
variational problems were considered. These theories and formulations could be extended to multidimensional and
constrained problems with mixed essential and natural boundary conditions, unspecified boundary conditions which must
lie on curve trajectory, field problems and problemswithmultiple integrals, and second variations for sufficiency conditions.
It could be used to develop the concepts of generalized Lagrangian, Hamiltonian, Action principle, Poisson brackets and
canonical transformations, Hamilton–Jacobi theory, and Noether’s theorem, and thus to develop generalized mechanics.
Another direction would be the generalized optimal control. As a matter of fact, considerable effort has already been made
to develop fractional classical mechanics and fractional optimal control. Note that many fractional integral and derivative
operators could be thought of as a subset of the operators presented here.
The new operators and the generalized variational calculus proposed here will lead to a new class of deterministic
and stochastic differential equations. Further research is necessary to develop analytical and numerical schemes for these
equations. Existence, uniqueness, stability, convergence of these schemes also need to be examined. Similarly, the research
reported here could be extended in many directions. Most importantly, it is necessary to identify the physical problems,
which fit in the current setting, and solve them to find the response of the system.
8. Conclusions
Three new operators, namely KαP , A
α
P and B
α
P have been introduced and some of their properties have been investigated.
It has been demonstrated that for a special kernel these operators reduce to fractional integral and differential operators.
Some generalized variational problems have been defined, and Euler–Lagrange equations and transversality conditions for
these problems have been obtained. It is demonstrated that the necessary conditions obtained for some problem obtained
using the approach presented here agree with those obtained using other techniques. Adjoint operators, adjoint differential
equations, generalized Lagrangian, Hamiltonian and action principles have been developed in terms of these new operators.
This research is in its beginning phase, and it will be developed further in the future.
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