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PATH ALGEBRAS OF QUIVERS AND REPRESENTATIONS OF LOCALLY FINITE
LIE ALGEBRAS
J. M. HENNIG AND S. J. SIERRA
Abstract. We explore the (noncommutative) geometry of locally simple representations of the diagonal
locally finite Lie algebras sl(n∞), o(n∞), and sp(n∞). Let g∞ be one of these Lie algebras, and let I ⊆ U(g∞)
be the nonzero annihilator of a locally simple g∞-module. We show that for each such I, there is a quiver Q
so that locally simple g∞-modules with annihilator I are parameterised by “points” in the “noncommutative
space” corresponding to the path algebra of Q. Methods of noncommutative algebraic geometry are key to
this correspondence. We classify the quivers that arise and relate them to characters of symmetric groups.
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1. Introduction
Throughout, we work over a fixed algebraically closed field F of characteristic 0.
We begin with an example. The Lie algebra sl(n∞) is the direct limit
sl(n)→ sl(n2)→ sl(n3)→ · · · ,
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where the maps at each stage send M to diag(M, . . . ,M︸ ︷︷ ︸
n
). A natural representation of sl(n∞) is a direct limit
of the natural representations of each sl(nk). It is a direct limit of finite dimensional simple representations
and so is locally simple.
For the Lie algebra sl(∞), defined as the limit of the “top left corner” maps
sl(k)→ sl(k + 1)→ sl(k + 2)→ · · · ,
there is a unique natural representation, which is F∞, regarded as an infinite column [13]. However, for
sl(n∞) the situation is more interesting. In fact, we have:
Proposition 1.1. Let n ∈ Zn≥2 and let W = Fn. Natural representations of sl(n∞) are parameterised by
tails of sequences of points p1, p2, · · · ∈ P(W ) — that is, by equivalence classes of sequences of points under
the relation (p•) ∼ (q•) if pk = qk for k  0.
In noncommutative algebraic geometry, it is well-known that tails of point sequences in P(W ) parameterise
point modules over the tensor (free) algebra T (W ∗). Recall that if R is an N-graded F-algebra, a point module
for R is a graded cyclic R-module M =
⊕
k≥0Mk with dimMk = 1 for all k. Let Qgr(R) be the quotient
category
{ graded left R-modules }/{ finite dimensional modules }.
The precise statement is that tails of point sequences in P(W ) parameterise isomorphism classes of point
modules in Qgr(T (W ∗)).
Proposition 1.1 and the discussion above suggest a functorial relationship between Qgr(T (W ∗)) and a
subcategory of Rep(sl(n∞)) = U(sl(n∞))-Mod. We show that there is such a relationship, and generalize it
to other locally simple representations. Our results apply to representations of the Lie algebras sp(n∞) and
so(n∞) as well (these Lie algebras are defined similarly to sl(n∞)).
Our main theorem is:
Theorem 1.2. Let g∞ be one of the Lie algebras sl(n∞), sp(n∞), or so(n∞), and let I be a nonzero
annihilator of a locally simple g∞-module. Then there is a finite quiver Q so that the categories U(g∞)/I-Mod
and Qgr(FQ) are equivalent, where FQ is the path algebra of Q with the path length grading. This category
is also equivalent to the graded module category of the Leavitt path algebra of Q. Moreover, under this
equivalence locally simple representations of g∞ with annihilator I are in bijection with point modules in
Qgr(FQ).
If g∞ = sl(n∞) and I is the annihilator of a natural representation, then Q is the 1-vertex n-loop quiver
•
n
.
Thus FQ ∼= F〈x1, . . . , xn〉 ∼= T (W ∗). Since all natural representations have the same annihilator, we recover
Proposition 1.1. In the body of the paper, we also give a version of Proposition 1.1 for more general locally
simple representations.
For each of the Lie algebras above, we give explicit formulæ for the quivers Q which occur; they come
in finitely many infinite families. There is a beautiful combinatorics associated to one of these infinite
families, which we call the “Type I” quivers. These quivers arise from branching laws involving Littlewood-
Richardson coefficients, and can be interpreted entirely in terms of the symmetric group Sn. Using induction
and restriction functors in the representation theory of Sn, we are able to provide a closed-form description
of the Type I quivers in terms of the character table of the symmetric group Sn.
For example, one of the Type I quivers for sl(n∞) is the following:
(1.3)
(2) (1, 1)
a
a
b b
, where a =
(
n−1
2
)
, b =
(
n+1
2
)
.
The adjacency matrix of this quiver is(
n2+n
2
n2−n
2
n2−n
2
n2+n
2
)
=
(
1 1
1 −1
)(
n2 0
0 n
)(
1 1
1 −1
)−1
.
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Note that
(
1 1
1 −1
)
is the character table for S2.
We use the Type I quivers to give a new proof of simplicity of many factors of U(sl(n∞)). We also
show that the remaining quivers for sl(n∞), as well as the quivers associated to sp(n∞) and so(n∞), can be
described in terms of the Type I quivers.
We were initially motivated to study diagonal locally finite Lie algebras, as opposed to the finitary Lie
algebras such as sl(∞), because diagonal Lie algebras have infinitely many non-isomorphic natural represen-
tations which are parameterized by a noncommutative space, while sl(∞) has only one natural representation,
as explained above. Our work relies on results of Penkov and Petukhov in [12], which shows (counter to
intuition) that the ideal structure of the universal enveloping algebras of diagonal Lie algebras is simpler to
understand than in the finitary case. We explain the relevant results in Section 2. Therefore, while the ideal
lattice of the universal enveloping algebra U(g∞) is simpler when g∞ is diagonal and not finitary, the set
of modules which have the same annihilator I, given by the category U(g∞)/I-Mod, is more interesting in
terms of geometry.
The paper is organised as follows. In Part 1 (Sections 2–5) we give background on locally finite Lie
algebras and their representation theory. We relate this representation theory to quivers in Section 5. In
Part 2 (Sections 6–8) we construct category equivalences between representations of a locally finite Lie algebra
and quiver representations. We prove most of Theorem 1.2 in Section 7 and generalise Proposition 1.1 to
complete the proof of Theorem 1.2 in Section 8. Finally, in Part 3 (Sections 9–11) we analyze the particular
quivers that occur.
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Part 1. Irreducible representations of diagonal locally finite Lie algebras
2. Background
A Lie algebra is locally finite dimensional, or locally finite, if every finitely generated subalgebra is finite
dimensional. A locally finite Lie algebra L is called locally simple if L is the direct limit of finite dimensional
simple subalgebras. The Lie algebras that we will consider are all locally simple. In this section, g∞ = lim−→ gk
will denote a locally simple Lie algebra. Note that a locally simple Lie algebra is automatically simple.
A key tool in the representation theory of locally finite Lie algebras is Zhilinskii’s technique of coherent
local systems. A coherent local system of modules (shortened as c.l.s.) for g∞ = lim−→ gk is a collection of sets{Ck}k∈N where each Ck consists of isomorphism classes of finite dimensional irreducible modules of gk. We
require that a c.l.s. is stable under restriction: that is, the modules in Ck are the irreducible summands of
the restrictions of the modules in Cl to gk for each l ≥ k.
If C is a c.l.s., then ∩z∈Ck AnnU(gk)(z) ⊆ ∩z∈Cl AnnU(gl)(z) for any l ≥ k. Therefore setting Ik =
∩z∈Ck AnnU(gk)(z), we obtain an ideal associated to C by setting I(C) = ∪kIk. This ideal, if non-zero, will
be integrable, meaning for any k, I ∩ U(gk) = Ik is the intersection of ideals of finite codimension in U(gk).
For any ideal I ⊆ U(g∞), we can associate to I a coherent local system C(I) by setting
C(I)k = {z ∈ Irr(gk) : I ∩ U(gk) ⊆ AnnU(gk)(z)}.
Note that if I is integrable, then I is the annihilator of C(I), that is, I(C(I)) = I ([12]). A c.l.s. C
is of finite type if |Ck| < ∞ for all k. If C has finite type, then I(C) is of locally finite codimension,
3
meaning I ∩U(gk) = Ik is of finite codimension in U(gk) for all k. Any ideal of locally finite codimension is
automatically integrable.
Proposition 2.1. There is a 1-1 correspondence between non-zero ideals I ⊆ U(g∞) of locally finite codi-
mension and coherent local systems C of finite type.
Proof. Suppose we begin with a c.l.s. C. We wish to show that C(I(C)) = C. Set I = I(C) and recall
that Ik = ∩z∈Ck AnnU(gk)(z). For each z ∈ Ck, we have that Ik ⊆ AnnU(gk)(z), thus Ck ⊆ C(I)k. On
the other hand, suppose y ∈ C(I)k. Then Ik = ∩z∈Ck AnnU(gk)(z) ⊆ AnnU(gk)(y). Since AnnU(gk)(y) is
a primitive, hence prime, ideal of U(gk), we have that AnnU(gk)(z) ⊆ AnnU(gk)(y) for some z ∈ Ck. But
this implies AnnU(gk)(z) = AnnU(gk)(y), since AnnU(gk)(z) and AnnU(gk)(y) are both maximal ideals. Since
each primitive ideal is the annihilator of a unique finite dimensional irreducible gk−module, we have that
y = z ∈ Ck.
This correspondence is reminiscent of the correspondence in algebraic geometry between algebraic sets
and radical ideals. Note that if C is the empty c.l.s., that is, Ck = ∅ for all k, then I(C) = U(g∞).
The representation theory of locally finite Lie algebras is quite complicated, and it is natural to restrict
one’s attention to integrable modules. A module M over g∞ is integrable if for any m ∈M and x ∈ g∞, dim
SpanF{m,xm, x2m, . . . } <∞. Any integrable module determines a c.l.s. C by setting
Ck = {z ∈ Irr(gk) : Homgk(z,M
∣∣
gk
) 6= 0}.
An integrable module M over g∞ = lim−→ gk is locally simple if M = lim−→Mk, where each Mk is a simple
finite dimensional module over gk; such a module is also simple. These modules are related to coherent local
systems which are irreducible: A coherent local system C is irreducible if C cannot be written as C ′ ∪ C ′′
where C ′ 6⊆ C ′′ and C ′′ 6⊆ C ′. The following result of Zhilinskii [17, Lemma 1.1.2 ] (see [12, Proposition 7.3]
for translation) relates irreducible coherent local systems to prime ideals in U(g∞).
Lemma 2.2. (Zhilinskii) If C is an irreducible coherent local system, then I(C) is the annihilator of some
locally simple integrable g∞-module. In particular, I(C) is primitive and hence prime.
In [17], Zhilinskii also showed that any c.l.s. C can be written as a finite union C =
⋃r
i=1 Ci, where
each Ci is maximal among the irreducible c.l.s’s contained in C. We say that C1, . . . , Cr are the irreducible
components of C. From this we have the following:
Lemma 2.3. ([12, Proposition 7.7]) Let g∞ be a locally simple Lie algebra. An integrable ideal of U(g∞) is
prime if and only if it is primitive.
(Note that while this proposition is stated in [12] as holding only for the finitary case, the same proof
works for an arbitrary locally simple Lie algebra.)
We now restrict our attention to diagonal locally simple Lie algebras. A locally simple Lie algebra
g∞ = lim−→ gk is diagonal if each embedding gk ↪→ gk+1 is a diagonal embedding, meaning when one considers
gk+1 as a module over gk, the only possible irreducible submodules which appear are the standard gk-module,
its dual, and the trivial 1-dimensional gk-module. For example, any diagonal embedding φ : sln → slm is of
the form:
φ(A) = diag(A,A, . . . , A︸ ︷︷ ︸
l
,−AT , . . . ,−AT︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
z
)
where (l+ r)n+ z = m. The triple (l, r, z) is called the signature of the embedding. Locally simple, diagonal
Lie algebras have been classified by Baranov and Zhilinskii in [1].
Much of the literature on representation theory of locally finite Lie algebras have focused on the three
finitary Lie algebras sl(∞), sp(∞), and so(∞), which result from embeddings of signature (1, 0, 1). In
particular, Penkov, Serganova, and collaborators have explored integrable and tensor representations of
finitary Lie algebras in [3], [13], [14], and [15].
In contrast, the Lie algebras we study will be g∞ = sl(n∞), sp(n∞) or so(n∞), which all result from
embeddings of signature (n, 0, 0), where n ≥ 2 is a positive integer. (Note that n must be even in the
symplectic case.) They are examples of diagonal, non-finitary Lie algebras. When g∞ = sl(n∞), sp(n∞)
or so(n∞), it is shown in [12, Corollary 3.2] that every ideal of U(g∞) is of locally finite codimension and
therefore integrable. It follows from Lemma 2.3 that every prime ideal of U(g∞) is primitive.
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Lemma 2.4. Suppose g∞ is a diagonal, non-finitary Lie algebra. Suppose C is a c.l.s. of infinite type.
Then I(C) = (0).
Proof. Suppose I(C) 6= (0). Then by [12, Corollary 3.2], I(C) is an ideal of locally finite codimension in
U(g∞). By Proposition 2.1, C(I(C)) = C is a c.l.s. of finite type, which is a contradiction. Therefore,
I(C) = (0).
We therefore have the following:
Proposition 2.5. Suppose g∞ is a diagonal, non-finitary Lie algebra. There is a 1-1 correspondence between
non-zero prime ideals of U(g∞) and irreducible coherent local systems of finite type.
Proof. If C is an irreducible c.l.s. of finite type, then I(C) is prime by Lemma 2.2. If I(C) = (0), then
C(I(C)) = C is the coherent local system with Ck = Irr(gk), the full set of finite dimensional irreducible
representations of gk. This c.l.s. has infinite type, therefore I(C) 6= (0).
On the other hand, suppose I is a prime ideal. Then I has locally finite codimension by [12] and thus
C = C(I) is a c.l.s. of finite type. By [17], we can write C = C1 ∪ · · · ∪ Cr for maximal, irreducible c.l.s.
Ci. It follows that I = I(C) ⊆ ∩iI(Ci) and I(C1) · · · I(Cr) ⊆ I(C) = I. Since I is prime, I(Ci) ⊆ I for
some i, in which case I = I(Ci). Therefore, C(I) = C(I(Ci)) = Ci is irreducible. This shows that the
1-1 correspondence in Proposition 2.1 restricts to a 1-1 correspondence between non-zero prime ideals and
irreducible c.l.s. of finite type.
Thus, in order to classify the prime ideals of U(g∞), one must classify the irreducible coherent local
systems of finite type. This was completed by Zhilinskii in [18], and we describe the relevant results in
Section 4.
To end this section, we recall some basic background from representation theory. Recall (see [5]) that
every finite dimensional irreducible gl(k)-module is determined by a nonincreasing sequence of k complex
numbers α1 ≥ α2 ≥ · · · ≥ αk where αi − αi+1 ∈ Z for i = 1, 2, . . . , k − 1. Because we are ultimately
concerned with representations of sl(k), we will only consider highest weight modules where each αi is an
integer. We use V kα to denote this module, which is the unique finite dimensional irreducible module of gl(k)
with highest weight α = (α1, . . . , αk). Choose p, q ≥ 0 with p + q ≤ k such that αi ≥ 0 for 1 ≤ i ≤ p and
αj ≤ 0 for k − q + 1 ≤ j ≤ k. Set λi = αi for 1 ≤ i ≤ p and µk−j+1 = −αj for k − q + 1 ≤ j ≤ k so −µ1 =
αk and −µq = αk−q+1. Then we can rewrite α = (α1, . . . , αk) = (λ1, λ2, . . . , λp, 0, . . . , 0,−µq, . . . ,−µ1).
Therefore, each α is determined by a pair of partitions λ and µ of length p and q, respectively, where
λ : λ1 ≥ λ2 ≥ · · · ≥ λp ≥ 0 and µ : µ1 ≥ µ2 ≥ · · · ≥ µq ≥ 0. We use V kλ,µ to denote the finite dimensional
irreducible module of gl(k) determined by the partitions λ and µ. By restriction, V kα and V
k
λ,µ will also
be an irreducible highest weight representation of sl(k), although two different representations of gl(k) may
restrict to isomorphic representations of sl(k): two gl(k)-modules of highest weights α and β will restrict to
isomorphic sl(k)-modules if and only if αi − βi is some constant independent of i.
Remark 2.6. The Lie algebra sl(k) has two non-isomorphic k-dimensional irreducible representations, each
of which can be realized by considering sl(k) as a subset of k×k matrices. We fix the “natural representation”
to be the module given by the action of sl(k) via left multiplication on the set of column vectors of dimension
k, which has highest weight corresponding to the partition (1).
For sp(2k), every finite dimensional irreducible module is determined by a nonincreasing sequence of
nonnegative integers. We denote by U2kλ the irreducible finite dimensional module of sp(2k) of highest
weight λ = (λ1, λ2, . . . , λp, 0, . . . , 0), or equivalently, determined by the partition λ : λ1 ≥ λ2 ≥ · · · ≥ λp ≥ 0.
For so(k), the finite dimensional irreducible modules are determined by highest weight vectors which may
be half-integers. However, there is a parameterization of finite dimensional irreducible modules over so(k) by
partitions λ, where the sum of the first two columns of the Young diagram for λ is at most k. We denote by
W kλ the irreducible finite dimensional module of so(k) determined by the partition λ in this way, consistent
with the notation of branching laws in [9].
We will sometimes use uniform notation for the three types of Lie algebras. Let g be one of gl, sl, sp, so
and let λ be an integral dominant weight for g(k); so if g = gl then λ = (λ, µ) for partitions λ, µ. By Vkλ,
we denote the corresponding representation of g(k), which may be Ukλ or W
k
λ if g = sp or so.
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3. Branching laws
To understand representations of our diagonal Lie algebras, it is important to understand the relationships
between representations of g(nk) and g(nk+1). These are given by branching laws, and in this section we
give laws which we will use for the rest of the paper. The material in this section is drawn from [10, 9].
Appendix A of [10] provides a condensed summary of branching laws.
Note that all of the branching laws for gl(k), sl(k), sp(2k), and so(k) only hold for k sufficiently large;
that is, we give stable branching laws. Precise conditions on k are provided in [9], but for our purposes it
will not matter, since we can always choose k arbitrarily large.
We first give branching laws for gl(k). Let cγα,β denote the Littlewood-Richardson coefficient determined
by partitions α, β, and γ.
Proposition 3.1. Let gl(k) ↪→ gl(2k) be an embedding of signature (2, 0, 0) and fix partitions λ, µ. Then
for k  0:
V 2kλ,µ
∣∣
gl(k)
∼=
⊕
α+,α−,β+,β−
λ′,µ′
c
(λ,µ)
(α+,α−),(β+,β−)d
(λ′,µ′)
(α+,α−),(β+,β−)V
k
λ′,µ′ ,
where
c
(λ,µ)
(α+,α−),(β+,β−) =
∑
γ+,γ−,δ
cλγ+,δc
µ
γ−,δc
γ+
α+,β+c
γ−
α−,β−
and
d
(λ′,µ′)
(α+,α−),(β+,β−) =
∑
α1,α2,β1,β2
γ1,γ2
cα
+
α1,γ1c
β−
γ1,β2
cα
−
β1,γ2c
β+
γ2,α2c
λ′
α1,α2c
µ′
β1,β2
.
Proof. Combine Theorems 2.1.1 and 2.2.1 from [9].
It follows from properties of Littlewood-Richardson coefficients that if V kλ′,µ′ appears in this decomposition
with nonzero multiplicity, then |λ′| ≤ |λ|, |µ′| ≤ |µ|, and |λ| − |µ| = |λ′| − |µ′|.
Note that when µ = 0, Proposition 3.1 reduces to:
V 2kλ,0
∣∣
gl(k)
∼=
⊕
β1,β2,λ′
cλβ1,β2c
λ′
β1,β2V
k
λ′,0.(3.2)
In this case, if V kλ′,0 appears with nonzero multiplicity, then |λ| = |λ′|.
We now provide the general branching law for gl(k) ↪→ gl(nk).
Proposition 3.3. ([10, Proposition 2.4]) Let gl(k) ↪→ gl(nk) be an embedding of signature (n, 0, 0) where
n > 2, and fix partitions λ, µ. For k  0 we have:
V nkλ,µ
∣∣
gl(k)
∼=
⊕
β+1 ,β
+
2 ,...,β
+
n
β−1 ,β
−
2 ,...,β
−
n
λ′,µ′
C
(λ,µ)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
D
(λ′,µ′)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
V kλ′,µ′
where
C
(λ,µ)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
=∑
α+1 ,α
+
2 ,...,α
+
n−2
α−1 ,α
−
2 ,...,α
−
n−2
c
(λ,µ)
(α+1 ,α
−
1 ),(β
+
1 ,β
−
1 )
c
(α+1 ,α
−
1 )
(α+2 ,α
−
2 ),(β
+
2 ,β
−
2 )
· · · c(α
+
n−3,α
−
n−3)
(α+n−2,α
−
n−2),(β
+
n−2,β
−
n−2)
c
(α+n−2,α
−
n−2)
(β+n−1,β
−
n−1),(β
+
n ,β
−
n )
6
and
D
(λ′,µ′)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
=∑
α+1 ,α
+
2 ,...,α
+
n−2
α−1 ,α
−
2 ,...,α
−
n−2
d
(α+1 ,α
−
1 )
(β+1 ,β
−
1 ),(β
+
2 ,β
−
2 )
d
(α+2 ,α
−
2 )
(α+1 ,α
−
1 ),(β
+
3 ,β
−
3 )
· · · d(α
+
n−2,α
−
n−2)
(α+n−3,α
−
n−3),(β
+
n−1,β
−
n−1)
dλ
′,µ′
(α+n−2,α
−
n−2),(β
+
n ,β
−
n )
.
(Both c
(λ,µ)
(α+,α−),(β+,β−) and d
(λ′,µ′)
(α+,α−),(β+,β−) are defined in the statement of Proposition 3.1.)
If both C
(λ,µ)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
6= 0 and D(λ′,µ′)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
6= 0, then:
|λ′| ≤ |β+1 |+ |β+2 |+ · · ·+ |β+n | ≤ |λ|,
|µ′| ≤ |β−1 |+ |β−2 |+ · · ·+ |β−n | ≤ |µ|.
We can calculate that |λ|−|µ| = (|β+1 |+ |β+2 |+ · · ·+ |β+n |)−(|β−1 |+ |β−2 |+ · · ·+ |β−n |) = |λ′|−|µ′|. Therefore, if
V kλ′,µ′ appears in the decomposition of V
nk
λ,µ with nonzero multiplicity, we again have that |λ′| ≤ |λ|, |µ′| ≤ |µ|,
and |λ| − |µ| = |λ′| − |µ′|.
Note that when µ = 0, Proposition 3.3 reduces to the following well-known branching rule:
V nkλ,0
∣∣
gl(k)
∼=
⊕
β1,β2,...,βn,λ′
cλβ1,β2,...,βnc
λ′
β1,β2,...,βnV
k
λ′,0.(3.4)
Here the coefficients cλβ1,β2,...,βn are the generalized Littlewood Richardson coefficients, defined as:
cλβ1,β2,...,βn =
∑
α1,...,αn−2
cλα1,β1c
α1
α2,β2
. . . c
αn−3
αn−2,βn−2c
αn−2
βn−1,βn .
In this case, if V kλ′,0 appears in the decomposition of V
nk
λ,0 with nonzero multiplicity, then |λ′| = |λ|.
We have given branching laws for embeddings gl(nk) ↪→ gl(nk+1). We are more interested, however, in
the embeddings sl(nk) ↪→ sl(nk+1). The following lemma states that embeddings from sl(nk) ↪→ sl(nk+1)
will follow the same branching laws as those for gl.
Lemma 3.5. Let sl(k) ↪→ sl(nk) be an embedding of signature (n, 0, 0), and let λ, µ be partitions. For k  0
the branching law given in Proposition 3.3 (for n > 2) or Proposition 3.1 (for n = 2) holds for V nkλ,µ
∣∣∣
sl(k)
.
Proof. We only need to prove that the distinct modules which appear with nonzero multiplicity in the
decomposition of Proposition 3.3 do not become isomorphic as sl(k)-modules. Suppose V kλ′,µ′ and V
k
λ′′,µ′′
appear with nonzero multiplicity, where V kλ′,µ′ is the gl(k)-module of highest weight
(λ′1, λ
′
2, . . . , λ
′
p′ , 0, . . . , 0,−µ′q′ , . . . ,−µ′1)
and V kλ′′,µ′′ is the gl(k)-module of highest weight (λ
′′
1 , λ
′′
2 , . . . , λ
′′
p′′ , 0, . . . , 0,−µ′′q′′ , . . . ,−µ′′1). If V kλ′,µ′ and
V kλ′′,µ′′ are isomorphic as sl(k)-modules, then (λ
′′
1 , λ
′′
2 , . . . , λ
′′
p′′ , 0, . . . , 0,−µ′′q′′ , . . . ,−µ′′1) = (λ′1 + c, λ′2 +
c, . . . , λ′p′ + c, c, . . . , c,−µ′q′ + c, . . . ,−µ′1 + c) for some constant c. Then |λ′′| − |µ′′| = |λ′| − |µ′| + kc.
However, since V kλ′,µ′ and V
k
λ′′,µ′′ both appear in with nonzero multiplicity, we have |λ′′| − |µ′′| = |λ′| − |µ′|,
and therefore c = 0.
We next derive analogous branching rules for sp(n∞). Recall that if λ is a partition, then U2kλ denotes
the irreducible representation of sp(2k) with highest weight λ. If δ is a partition, we denote its conjugate
partition by δT .
Proposition 3.6. Let sp(2k) ↪→ sp(4k) be an embedding of signature (2, 0, 0), and fix a partition λ. For
k  0 we have:
U4kλ
∣∣
sp(2k)
∼=
⊕
µ,ν,λ′
eλµ,νf
λ′
µ,νU
2k
λ′ ,
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where
eλµ,ν =
∑
δ,γ
cγµ,νc
λ
γ,(2δ)T and f
λ′
µ,ν =
∑
α,β,γ′
cλ
′
α,βc
µ
α,γ′c
ν
β,γ′ .
Proof. Combine Theorems 2.1.3 and 2.2.3 from [9].
From properties of Littlewood-Richardson coefficients, it follows that if U2kλ′ appears in the above decom-
position of U4kλ with nonzero multiplicity, then |λ′| ≤ |λ| and |λ| and |λ′| have the same parity.
Proposition 3.7. Let sp(2k) ↪→ sp(2nk) be an embedding of signature (n, 0, 0), and fix a partition λ. Then
for k  0:
U2nkλ
∣∣
sp(2k)
∼=
⊕
β1,β2,...,βn,λ′
Eλβ1,β2,...,βnF
λ′
β1,β2,...,βnU
2k
λ′
where
Eλβ1,β2,...,βn =
∑
α1,α2,...,αn−2
eλα1,β1e
α1
β2,α2
· · · eαn−3βn−2,αn−2e
αn−2
βn−1,βn
and
Fλ
′
β1,β2,...,βn =
∑
α1,α2,...,αn−2
fα1β1,β2f
α2
α1,β3
· · · fαn−2αn−3,βn−1fλ
′
αn−2,βn .
(Both eλµ,ν and f
λ′
µ,ν are defined in the statement of Proposition 3.6.)
Proof. Iterate the branching law from Proposition 3.6 using Theorem 2.1.3 and 2.2.3 from [9].
From properties of Littlewood-Richardson coefficients, if U2kλ′ appears in the above decomposition of U
2nk
λ
with nonzero multiplicity, then |λ′| ≤ |λ| and |λ| and |λ′| have the same parity.
We derive the branching laws for sok ↪→ sonk via similar calculations. Recall that W kλ denotes the
irreducible representation for so(k) with highest weight λ.
Proposition 3.8. Let sok ↪→ so2k be an embedding of signature (2, 0, 0), and fix a partition λ. Then for
k  0:
W 2kλ
∣∣
sok
∼=
⊕
µ,ν,λ′
gλµ,νf
λ′
µ,νW
k
λ′
where fλ
′
µ,ν is defined as before and
gλµ,ν =
∑
δ,γ
cγµ,νc
λ
γ,(2δ).
Proof. Follows from Theorems 2.1.2 and 2.2.2 from [9].
Proposition 3.9. Let sok ↪→ sonk be an embedding of signature (n, 0, 0), and fix a partition λ. Then for
k  0:
Wnkλ
∣∣
sok
∼=
⊕
β1,β2,...,βn,λ′
Gλβ1,β2,...,βnF
λ′
β1,β2,...,βnW
k
λ′
where Fλ
′
β1,β2,...,βn
is defined as before and
Gλβ1,β2,...,βn =
∑
α1,α2,...,αn−2
gλα1,β1g
α1
β2,α2
· · · gαn−3βn−2,αn−2g
αn−2
βn−1,βn .
Proof. Iterate the branching law from Proposition 3.6 using Theorems 2.1.2 and 2.2.2 from [9].
If W kλ′ appears in the above decomposition of W
nk
λ for n ≥ 2 with nonzero multiplicity, then |λ′| ≤ |λ|
and |λ| and |λ′| have the same parity.
Lastly, we will use the following result:
Lemma 3.10. Let g = sl, so, sp. Let λ be a dominant integral weight for g. Then Homg(nk)(V
nk
λ ,V
nk+1
λ
∣∣∣
g(nk)
) 6=
0 for k  0.
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Proof. Let v ∈ Vnk+1λ be a highest weight vector of weight λ. Then v remains a highest weight vector of
weight λ when restricted to g(nk).
4. Classification of finite type irreducible coherent local systems
Let g∞ be a locally simple, diagonal Lie algebra. Zhilinskii has classified the finite type coherent local
systems for g∞ in [18], which provides a description of ideals in U(g∞) of locally finite codimension. By
[17], this provides a complete description of the ideals of U(g∞) when g∞ is non-finitary. In this section, we
reproduce Zhilinskii’s relevant results using our notation.
Proposition 4.1 ([18]). The irreducible coherent local systems of finite type for gl(n∞) are the following:
(1) Anp for p > 0, given by Ck = {V n
k
λ,(0) : |λ| = p} for all but finitely many k ∈ N
(2) Bnq for q > 0, given by Ck = {V n
k
(0),µ : |µ| = q} for all but finitely many k ∈ N
(3) Cnp,q for p, q > 0, given by Ck = {V n
k
λ,µ : |λ| ≤ p, |µ| ≤ q, |λ| − |µ| = p − q} for all but finitely many
k ∈ N
We can relate representations of gl(n∞) to those of sl(n∞) by Lemma 3.5. Therefore, the coherent local
systems for sl(n∞) and gl(n∞) will be the same.
Corollary 4.2. The irreducible c.l.s’s for sl(n∞) are the same as those for gl(n∞) given in Proposition 4.1.
Proof. This follows directly from Lemma 3.5.
Proposition 4.3 ([18]). The irreducible coherent local systems of finite type for sp(n∞) are:
• Dnp for p > 0, given by Ck = {Un
k
λ : |λ| ≤ p, |λ| ≡ p mod 2} for all but finitely many k ∈ N.
The irreducible coherent local systems of finite type for so(n∞) are:
• Enp for p > 0, given by Ck = {Wn
k
λ : |λ| ≤ p, |λ| ≡ p mod 2} for all but finitely many k ∈ N.
5. The quiver of a coherent local system
In this short section, we show that a c.l.s. for sl(n∞), so(n∞), or sp(n∞) can be encoded in a quiver. To
do this, we first note that the branching laws from Section 3 give:
Proposition 5.1. Let g be one of sl, so, or sp. Let C be an irreducible finite type c.l.s. for g(n∞). For all
k  0 there is a natural bijection αk : Ck → Ck+1, and this bijection can be chosen to be functorial in the
sense that
Homgk(V
nk
λ ,V
nk+1
µ
∣∣∣
gk
) ∼= Homgk+1(αk(Vn
k
λ ), αk+1(V
nk+1
µ )
∣∣∣
gk+1
)
for all Vn
k
λ ∈ Ck and Vn
k+1
µ ∈ Ck+1.
Proof. We provide a proof for g = sl and note that the proof for g = sp and g = so is analogous. It is enough
to prove for a c.l.s. of type Cp,q: so let C be the c.l.s. with Ck = {V nkλ,µ : |λ| ≤ p, |µ| ≤ q} for all k  0.
We let αk : Ck → Ck+1 be the obvious map, so αk(V nkλ,µ) = V n
k+1
λ,µ . Then αk is clearly bijective. Note that
the branching laws in section 3 (Proposition 3.3, 3.7, and 3.9) depend on the choice of n but do not depend
on the choice of k. From this it follows that Homgk(V
nk
λ,µ, V
nk+1
λ′,µ′
∣∣∣
gk
) ∼= Homgk+1(V n
k+1
λ,µ , V
nk+2
λ′,µ′
∣∣∣
gk+1
), which
proves functoriality of αk.
For each irreducible finite type c.l.s. C there is a natural set of partitions (or pairs of partitions) Λ that is
in bijection with Ck for all k  0. Going forward, we write C = C(Λ), and for the remainder of the section,
we will write Ck = {Vnkλ }λ∈Λ.
Let g be one of sl, so, sp, and let C be a c.l.s. for g. We associate to C a quiver Q = Q(C), which
we construct as follows. The vertex set Q0 is Λ, and the number of arrows between vertices λ and µ is
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dimF Homgk(V
nk
λ ,V
nk+1
µ
∣∣∣
gk
). For example, for sl(2∞) four of the quivers that occur are:
(5.2)
(1)
2
(2) (1, 1)
3 3
(3) (2, 1) (1, 1, 1)
2
2 2
2
4 6 4
((1), (1)) ((), ())
3
4
.
The quivers are a way to encode the branching laws, but they also give another way to analyse locally
simple representations of g∞ = g(n∞). Let V = limVk be such a representation, and let I := AnnU(g∞)(V ).
Let Q := Q(C(I)) be the quiver associated to the c.l.s. C(I). In Section 7, we will show that the category
of left modules over U(g∞)/I is equivalent to a category of representations of Q.
Part 2. Noncommutative geometry and category equivalences
6. Ultramatricial algebras and Bratteli diagrams
An ultramatricial algebra is a direct limit
R = lim−→( R1
φ1 // R2
φ2 // R3
φ3 // · · · ),
where the Ri are finite dimensional semisimple algebras and the φi are (unital) algebra homomorphisms. We
will see that ultramatricial algebras play a crucial role in our analysis of the representations of U(g(n∞)).
We collect the results we will need on ultramatricial algebras here.
Let R = lim−→φi Ri be an ultramatricial algebra. To R, we can associate a combinatorial object, its Bratteli
diagram. The Bratteli diagram is an infinite graph which determines theK-theory and the Morita equivalence
class of R.
To construct the Bratteli diagram of R, write each Ri as R
1
i ⊕ · · · ⊕Rpii , where the Rji are simple. Since
the base field F is algebraically closed, each Rji is a matrix ring over F. For each i, j, let M
j
i be the natural
Rji -module. For each k ∈ {1, . . . , pi+1}, write
Mki+1
∣∣
Rji
∼=
pi⊕
j=1
(M ji )
ajki .
The non-negative integers ajk are recorded in the Bratteli diagram for R. This is a graph with a vertex
vji for each M
j
i , and an edge of multiplicity a
jk
i between v
j
i and v
k
i+1. We typically write a Bratteli diagram
as a horizontal strip with the vertices vji for fixed i drawn one above the other, and a multiplicity label on
each edge.
The ajki also appear in the maps φi. Let k ∈ {1, . . . , pi+1}. Then φi determines a map from Ri → Rki+1
which sends
(A1, . . . , Api) 7→ diag(A1, . . . , A1︸ ︷︷ ︸
a1ki
, A2, . . . , A2︸ ︷︷ ︸
a2ki
, . . . , Api , . . . , Api︸ ︷︷ ︸
a
pik
i
).
Note that given a Bratteli diagram for R, together with the degrees of the Rji for some i, we may recover R
up to isomorphism.
Most Bratteli diagrams we will see will all look the same after a certain point. More formally, suppose
that for all i ≥ i0 we have pi = pi+1 = . . . , and that ajki = ajki+1 = . . . for all j, k ∈ {1, . . . , pi0}. Such a
diagram is called stationary. In a stationary Bratteli diagram we define p = pi0 and a
jk = ajki0 . If R is an
ultramatricial algebra with a stationary Bratteli diagram, we say that R itself is stationary.
A stationary Bratteli diagram can be “rolled up” to give a quiver Q. This quiver has p vertices, and ajk
edges from vertex j to vertex k. If R is a stationary ultramatricial algebra whose Bratteli diagram gives the
quiver Q, we say that Q is the quiver of R.
Example 6.1. Suppose that Ri = M2i(F) and that the map Ri → Ri+1 is A 7→
[
A
A
]
. The associated
Bratteli diagram is
• • • . . .2 2
10
and the quiver of R = lim−→Ri is
•
2
.
Example 6.2. The Bratteli diagram
•
•
•
•
•
•
. . .
. . .
3
3
3
3
is associated to the quiver
• •
3 3
.
Note that this quiver and the previous one appear in (5.2).
Since the algebra R depends both on the Bratteli diagram and on degree data for the Rji , the isomorphism
class of a stationary ultramatricial algebra is not determined by the associated quiver. However, we do have
the following result of Goodearl:
Proposition 6.3. ([16, Proposition 7.4]) Let R,S be stationary ultramatricial F-algebras with isomorphic
associated quivers. Then R is Morita equivalent to S.
We give a few details of the proof of Proposition 6.3. If R and S are ultramatricial algebras, then by
results of Elliot [4], if φ : (K0(R),K0(R)+) → (K0(S),K0(S)+) is an isomorphism of ordered groups, then
any M ∈ S-Mod with φ([R]) = [M ] gives a Morita equivalence between R and S that induces φ at the level
of K-theory. Note that there may be several isoclasses of modules M that induce the same action on K0.
The precise statement is that an isomorphism φ determines a Morita equivalence between the two algebras
only up to locally inner automorphism [2, Proposition 3.1]. (An automorphism α of an ultramatricial algebra
R = lim−→Rk is locally inner if any finite subset of R is contained in some Rk on which α restricts to an inner
automorphism.)
To use Elliot’s result, we must understand K0 of R and S. Write R = lim−→Ri; then
(6.4) (K0(R),K0(R)+) = lim−→(K0(Ri),K0(Ri)+)
as ordered groups. For simplicity, we suppose that R is stationary, with associated quiver Q. Then for i 0,
we have (K0(Ri),K0(Ri)+) ∼= (Zp,Zp+), and the map K0(Ri)→ K0(Ri+1) induced by φi can be seen to be
right multiplication by the matrix A = (ajk). Note that A is the adjacency matrix of Q.
For example, suppose that the associated quiver of R is
• •3
4
.
The adjacency matrix is
[
4 0
3 1
]
. Thus the map Ri → Ri+1 sends
(M,N) 7→
(
diag(M,M,M,M,N,N,N), N
)
.
We see that Ri+1 ⊗Ri V 1i ∼= (V 1i+1)4 and Ri+1 ⊗Ri V 2i ∼= (V 1i+1)⊕3 ⊕ V 2i+1, and the map from K0(Ri) →
K0(Ri+1) is given by right multiplication by A.
Now let QR, QS be the quivers associated respectively to the stationary ultramatricial algebras R = lim−→Ri
and S = lim−→Si. Suppose that QR and QS are isomorphic. The isomorphism between the quivers determines
a bijection of the vertices, and thus isomorphisms between K0(Ri) and K0(Si) for all i  0. We further
have that the diagrams
K0(Ri)
A //

K0(Ri+1)

K0(Si)
A
// K0(Si+1)
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commute, and there is therefore an isomorphism of ordered groups between K0(R) and K0(S). By Elliot’s
result, R and S are Morita equivalent.
We will also use Goodearl’s characterization of simplicity of ultramatricial algebras via K-theory. Recall
that an order-unit in a partially ordered abelian group (K,K+) is an element u ∈ K+ so that for any x ∈ K,
there exists a positive integer N with x ≤ Nu. Goodearl’s result is:
Theorem 6.5. ( [6, Proposition 15.14]) Let R be an ultramatricial algebra. Then R is a simple ring if and
only if every nonzero element of K0(R)+ is an order-unit in K0(R).
We use this result to give a sufficient condition for simplicity of a stationary ultramatricial algebra R.
Recall that a quiver Q is strongly connected if for each i, j ∈ Q0, there is a path beginning at i and ending
at j. We say that a strongly connected Q is primitive if the greatest common divisor of the lengths of cycles
in Q is 1, although we note that the more usual terminology for this is that the adjacency matrix of Q is
primitive. We say Q is symmetric if the adjacency matrix of Q is symmetric. Then we have:
Proposition 6.6. Let R = lim−→Ri be a stationary ultramatricial algebra, with associated quiver Q. If Q is
strongly connected, primitive, and symmetric, then R is simple.
In particular, the proposition shows that the algebras associated to the first three quivers of (5.2) are
simple.
Proof. Let K = K0(R). We will apply Theorem 6.5; so we claim that any nonzero element of K+ is an
order-unit. To do this, we first characterise K+, using the fact (6.4) that K+ = lim−→K0(Ri)+. For any
u ∈ K0(Ri) we denote the image of u under the natural map to K by (u).
Let A be the adjacency matrix of Q; it is p× p, where p = #Q0. We have seen that K = lim−→K0(Ri) may
be written as the injective limit
K = lim−→( K0(Ri)
A // K0(Ri+1)
A // . . . ).
Here we identify K0(Ri) with Zp, and A acts by right multiplication on Zp, as above. We make this
identification in such a way that K0(Ri)+ is identified with Zp+, and thus K+ = lim−→K0(Ri)+ = lim−→A(Z
p
+).
Let y ∈ K with y 6= 0, and write y = (u) for some u ∈ K0(Ri). By the Perron-Frobenius theorem,
the maximum modulus eigenvalue λ1 of A is in R+ and has multiplicity 1; further, it has an eigenvector
w1 ∈ K0(R) ⊗ R all of whose entries are positive. Since A is symmetric, it is diagonalizable with real
eigenvalues. Perron-Frobenius thus implies that any eigenvector of any other eigenvalue of A has a negative
entry.
We can if needed replace A by A2 to obtain without loss of generality that all eigenvalues of A are
nonnegative. Let the other eigenvalues of A be λ2, . . . , λp, with λ1 > λ2 ≥ · · · ≥ λp, and let {w1, . . . , wp} be
a basis of eigenvectors for Rp = K0(Ri)⊗R, where the eigenvalue of wk is λk. Then we have u =
∑
k αkwk,
for some αk ∈ R. We claim that y ∈ K+ if and only if α1 > 0.
To prove the claim, first suppose that α1 > 0. Then for j  0, Aju is dominated by α1(λ1)jw1, and since
Aju ∈ K0(Rj+k) = Zp we can choose j  0 so that Aju ∈ Zp+. Thus y = (φju) ∈ K+.
Similarly, if α1 < 0 then we also see no A
ju will be positive, and thus y 6∈ K+.
If α1 = 0 then let k be minimal with αk 6= 0 (thus λk is maximal). Again, for j  0, the class Aju ∈ Zp
will be dominated by (λi)
jw′i, where w
′
i is a nonzero vector in the λi-eigenspace of A. Since some of the
components of w′i are negative, this will force some components of A
ju to be negative. As K+ = lim−→K0(Ri)+
we see that y 6∈ K+.
Now let y = (u) ∈ K+. We will show that y is an order-unit. Let z = (v) ∈ K. (Here we have
u, v ∈ K0(Ri) for some i.) Let the λ1-eigenspace components of u, v be respectively αw1 and βw1 for some
α, β ∈ R. By the characterisation of K+, we have α > 0. Choose an integer N > β/α, so Nα−β > 0. Again
by the characterisation of K+, we have Ny − z ∈ K+. Thus Ny > z and y is an order-unit as claimed.
By Theorem 6.5, R is simple.
We will apply Proposition 6.6 later in the paper.
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7. Coherent local systems, quivers, and path algebras
In this section, we apply the machinery of Section 6 to prove Theorem 1.2. To do so, we use results of S.
Paul Smith [16] on module categories associated to path algebras of quivers. We will follow Smith’s notation.
Let Q be a finite quiver; the path algebra FQ is naturally graded by path length. Our convention is that the
path λ
p
// µ
q
// ν is written qp, and that the vertex idempotents are written eλ. The set of arrows
from λ to µ is thus eµQ1eλ.
Denote the category of Z-graded left FQ-modules by Gr(FQ); homomorphisms in Gr(FQ) preserve degree.
Let Fdim(FQ) be the full subcategory of Gr(FQ) consisting of locally finite-dimensional modules: i.e. graded
modules that are sums of their finite-dimensional submodules. Then Fdim(FQ) is a localising subcategory
of Gr(FQ), and we may form the quotient category
Qgr(FQ) := Gr(FQ)/Fdim(FQ).
The construction of the category Qgr(FQ) is a standard technique in noncommutative algebraic geometry.
For example, if R = F[x0, . . . , xn] then it is a theorem of Serre that Qgr(R) ' Qcoh(Pn), the category of
quasicoherent sheaves on Pn = PnF . Because of this, the category Qgr(FQ) may be thought of as a “category
of sheaves on a noncommutative space,” although we caution the reader that in the setting of FQ, this
noncommutative space does not actually exist!
Let pi∗ : Gr(FQ) → Qgr(FQ) be the natural quotient functor, and let O := pi∗(FQ). If we think of
Qgr(FQ) as sheaves on a nonexistent space, then O plays the role of the structure sheaf. One of the main
results of [16] is:
Theorem 7.1. ([16, Theorem 1.1]) Let S(Q) := EndQgr(FQ)(O)op. Then S(Q) is an ultramatricial algebra
and HomQgr(FQ)(O, ) gives a category equivalence from Qgr(FQ) to S(Q)-Mod, the category of left S(Q)-
modules. Further, if Q has no sources or sinks then S(Q)-Mod ' Gr(L(Q)), where L(Q) is the Leavitt path
algebra of Q.
(For information about Leavitt path algebras, see [7].)
Smith also shows [16, Section 5] that the Bratteli diagram of S(Q) is stationary with associated quiver
Q. We give a summary of the construction. Let the vertex set of Q be Λ. Smith shows that S(Q) ∼= lim−→Sk,
where
(7.2) Sk = EndGr(FQ)(FQ≥k)op ∼= EndFΛ(FQk)op.
Clearly Sk is semisimple, with a matrix ring of size #eλQk = #{ paths of length k ending at λ } associated
to each λ ∈ Λ. That is,
Sk ∼=
∏
λ∈Λ
M#eλQk(F).
Smith shows that the natural map from Sk to Sk+1 is given by the adjacency matrix of Q.
We use Smith’s result to show:
Theorem 7.3. Let g∞ = sl(n∞), sp(n∞), or so(n∞). Let I ⊆ U(g∞) be the nonzero annihilator of a
locally simple module and let Q = Q(C(I)) be the associated quiver, as in Section 5. Then U(g∞)/I is
Morita equivalent to S(Q). In consequence, there is a fully faithful functor from Qgr(FQ) → U(g∞)-Mod,
which gives an equivalence from Qgr(FQ) to the subcategory of representations of g∞ annihilated by I. This
category is also equivalent to Gr(L(Q)), where L(Q) is the Leavitt path algebra of Q.
Proof. Let C = C(I) and let Λ be an index set for C, as above. Fix k0 so that #Ck = #Λ for k ≥ k0. For
k ≥ k0 and λ ∈ Λ, let Ik(λ) := Anngk(V kλ ). Let Ik :=
⋂{Ik(λ) : λ ∈ Λ}. Then U(g∞)/I = lim−→U(gk)/Ik.
Now, each Ik(λ) is a maximal ideal of U(gk). It follows that
(7.4) U(gk)/Ik ∼=
⊕
λ∈Λ
U(gk)/Ik(λ).
Each U(gk)/Ik(λ) is a matrix ring of size dimF V kλ .
We need to understand the maps from U(gk)/Ik → U(gk+1)/Ik+1. By (7.4), it suffices to understand the
maps U(gk)/Ik(λ) → U(gk+1)/Ik+1(µ) for all λ, µ ∈ Λ. So let x ∈ U(gk), and assume that x annihilates
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all elements of Ck except for V
k
λ . The image of x in U(gk+1)/Ik+1(µ) is determined by the action of x on
V k+1µ
∣∣
gk
. Now we have
V k+1µ
∣∣
gk
∼=
⊕
ν∈Λ
(V kν )
#eµQ1eν .
We see that x acts trivially on the summands with ν 6= λ, and diagonally on (V kλ )#eµQ1eλ . If we view
U(gk)/Ik(λ) and U(gk+1)/Ik+1(µ) as matrix rings, the induced ring homomorphism sends
x 7→
x . . .
x
 ,
where there are #eµQ1eλ copies. Note that the number of copies of x depends only on λ and µ, and not on
k.
The algebra U(g∞)/I = lim−→U(gk)/Ik is associated to a Bratteli diagram given by “unrolling” Q, as
described in Section 6. By the comment after Theorem 7.1, the same Bratteli diagram is also associated to
the algebra S(Q). By Proposition 6.3, S(Q) and U(g∞)/I are Morita equivalent. It follows from Theorem 7.1
that
Qgr(FQ) ' S(Q)-Mod ' U(g∞)/I-Mod .
By Lemma 3.10, there is a loop at each vertex of Q, so Q has no sources or sinks. By Theorem 7.1, the
categories above are also equivalent to Gr(L(Q)).
All of Theorem 1.2 except the final sentence follows from Theorem 7.3.
To end the section, we give several remarks.
Remark 7.5. In the situation of Theorem 7.3, U(g∞)/I is almost never semisimple. Fix a nonzero ideal I
that annihilates a locally simple module, and define Q = Q(C(I)) and S(Q) as in the theorem. Note that
S(Q) = lim−→Ri is a stationary ultramatricial algebra. As in (6.4), we have K0(S(Q)) ∼= lim−→K0(Ri), where
there exists p so that each K0(Ri) ∼= Zp. The maps in the direct limit are given by right multiplication by
the adjacency matrix of Q. For S(Q) to be semisimple, we would have to have K0(S(Q)) ∼= Zn for some n.
This only happens if the adjacency matrix of Q is the identity. 1
We will see in Part 3 that if n ≥ 2, the adjacency matrix of Q is not the identity for any nontrivial
representation of sl(n∞), sp(n∞), or so(n∞).
Remark 7.6. Let
(7.7) Θ : U(g∞)/I-Mod
∼ // Qgr(FQ)
be the category equivalence of Theorem 7.3. The construction gives Θ as a composition of equivalences
(7.8) Θ : U(g∞)/I-Mod
Φ // S(Q)-Mod
Ψ // Qgr(FQ),
and we briefly discuss Φ and Ψ. First, Ψ is canonical, the quasi-inverse of HomQgr(FQ)(O, ). On the
other hand, Φ is induced by identifying the quivers of U(g∞)/I and S(Q), as in Proposition 6.3, and
thus inducing an isomorphism of ordered groups between K0(U(g∞)/I) and K0(S(Q)). As discussed in
Section 6, this isomorphism determines a Morita equivalence between the two algebras only up to locally
inner automorphism. Thus choosing an equivalence Θ in (7.7) involves a choice of Φ in (7.8).
Remark 7.9. We note that the conclusions of Theorem 7.3 will hold whenever g∞ is a locally finite Lie
algebra and I ⊆ U(g∞) is a locally primitive ideal whose associated coherent local system C(I) is of finite
type and stabilizes: i.e. there is a bijection from Ck to Ck+1, for all k  0, which is functorial in the sense
of Proposition 5.1. When g∞ is diagonal and non-finitary, it follows from Section 2 that any prime ideal
I ⊆ U(g∞) will satisfy these conditions. When g∞ is finitary, not every prime ideal will have an associated
c.l.s. of finite type. In particular, our results hold for the three simple finitary Lie algebras sl(∞), sp(∞),
and o(∞) only when we consider ideals I ⊆ U(g∞) which satisfy the conditions above.
1We thank Ken Goodearl for this argument.
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8. Locally simple modules, point data sequences, and point representations of Q
In this section, let g∞ = sl(n∞), sp(n∞), or so(n∞). We write g∞ = lim−→ gk, where gk = sl(n
k), sp(nk),
or so(nk), respectively.
Let X = lim−→xk Xk be a locally simple representation of g∞; we further assume that AnnU(g∞)(X) 6= 0.
When writing X in this way, we will assume that each Xk is a (finite-dimensional) simple representation
of gk and that xk ∈ Homgk(Xk, Xk+1). We also assume that the xk are nonzero. To X is associated both
discrete data, namely the isomorphism class of each Xk, and continuous data, the maps xk. In this section,
we explore how the isomorphism class of X depends on this data, and prove a more general version of
Proposition 1.1.
We first establish notation for the discrete invariant of X. If I = AnnU(g∞)(X) is the nonzero annihilator
of a locally simple X, then I is the ideal associated to a c.l.s. C = C(Λ): thus for k  0, there is λk ∈ Λ
with Xk ∼= Vkλk . We refer to the sequence (λ•) as the Λ-sequence of X.
We begin with two trivial but useful observations.
Lemma 8.1. Suppose V = lim−→vk Vk and W = lim−→wkWk are g∞-modules. Then V ∼= W if and only if
there exist subsequences i1 < i2 < i3 < . . . and j1 < j2 < j3 < . . . , with i1 ≤ j1 ≤ i2 ≤ j2 . . . , and
φ` ∈ Homgi` (Vi` ,Wj`) and φ′` ∈ Homgj` (Wj` , Vi`+1) for all ` such that the following diagram commutes:
Vi1
φ1

f1 // Vi2
φ2

f2 // Vi3
φ3

f3 // . . .
Wji g1
//
φ′1
77
Wj2
φ′2
77
g2
// Wj3 g3
//
φ′3
77
. . . .
(Here the horizontal maps are induced from the vk and wk.)
The Λ-sequence of a locally simple U(g∞)-module X is not an isomorphism invariant, but we have:
Corollary 8.2. Let V ∼= W be locally simple g∞-modules, and let (λ•), (µ•) be their respective Λ-sequences.
Then λk = µk for k  0.
Proof. Let i1 ≤ j1 be as in Lemma 8.1, and let ` ≥ j1. We will show that V` ∼= W`. Let n be such that
jn ≥ `. From the commutative diagram in Lemma 8.1, there is a commutative diagram
Vi1
φ1

φ
$$
f
// Vin+1
Wji
// W`
φ′
44
// Wjn
φ′n
99
,
where the horizontal maps are induced from the vk and wk, and all maps are homomorphisms over the
appropriate gk. By assumption, f factors as the composition
Vi1
f ′
//
f
22V`
f ′′
// Vin+1 .
Since f ′′f ′ = f = φ′φ, there are g`-maps
V` ∼= f ′′(V`) = f ′′(g` · f ′(Vi1)) = g` · f ′′f ′(Vi1) = g` · φ′φ(Vi1) = φ′(W`) ∼= W`,
as needed.
Let X = lim−→xk Xk be a locally simple g(n
∞)-module, and for each k let Hk = Homgk(Xk, Xk+1). By
Schur’s lemma, each Hk is a finite-dimensional vector space. Thus to X we associate a sequence of points
(xk ∈ Hk r {0}). The sequence (λ•, x•), where (λ•) is the Λ-sequence of X, is the point data sequence of X.
We define an equivalence relation ∼ on point data sequences. Given nonzero xk ∈ Hk, let [xk] denote the
associated point in P(Hk). We say that
(8.3) (λ•, x•) ∼ (µ•, y•) if λk = µk and [xk] = [yk] for all k  0.
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We next show this equivalence relation characterizes isomorphism of locally simple modules. This result was
proved independently by Cody Holdaway [8].
Proposition 8.4. Let X and Y be locally simple g∞-modules with associated point data sequences (λ•, x•)
and (µ•, y•), respectively. Then X ∼= Y ⇐⇒ (λ•, x•) ∼ (µ•, y•).
Proof. By Corollary 8.2, we can assume without loss of generality that Xk ∼= Yk (so λk = µk) for all k.
(=⇒). By assumption, there are ak ∈ F∗ so that akxk = yk for each k ≥ k0. Consider the diagram:
X1
1

x1 // X2
a1

x2 // X3
a1a2

x3 // X4 //
a1a2a3

. . .
X1 y1
//
x1
77
X2
x2/a1
77
y2
// X3
x3/a1a2
77
y3
// X4 // . . .
where the maps Xi → Xi are given by multiplying by the scalar indicated. This diagram trivially commutes,
and by Lemma 8.1 we have X ∼= Y .
Before we prove the other direction, consider the map
ι : P(Homgi(Xi, Xj
∣∣
gi
))× P(Homgj (Xj , Xk
∣∣
gj
))→ P(Homgi(Xi, Xk
∣∣
gi
))
induced by composition of functions. If the multiplicity of Xj in Xk
∣∣
gj
is b and the multiplicity of Xi in
Xj
∣∣
gi
is a, then the multiplicity of Xi in Xk
∣∣
gi
is at least ab. Let φ = (φ1, . . . , φa) ∈ Homgi(Xi, Xj
∣∣
gi
) and
ψ = (ψ1, . . . , ψb) ∈ Homgj (Xj , Xk
∣∣
gj
), where ψs, φr ∈ F. Then
ψ ◦ φ = (ψ1φ1, . . . , ψ1φa, ψ2φ1, . . . , ψ2φa, . . . , ψbφ1, . . . , ψbφa),
in an appropriate choice of coordinates. Thus ι may be given in coordinates as the Segre´ embedding Pa−1×
Pb−1 → Pab−1 ⊆ P(Homgi(Xi, Xk
∣∣
gi
)) and, in particular, ι is injective.
(⇐=). Assume that X ∼= Y . By Corollary 8.2, Xk ∼= Yk for k  0. By Lemma 8.1 there is a commutative
diagram
Xi1
φ1

// Xi2
φ2

//
3

// . . .
Xji
//
φ′1
77
Xj2
φ′2
77
////
3
77
. . .
,
where the top maps are compositions of the relevant xk’s, and the bottom maps are compositions of the
relevant yk’s. Thus φ
′
1φ1 = xi2−1 · · ·xi1 , and injectivity of ι implies that φ′1 = xi2−1 . . . xj1 up to scalar.
Likewise, since φ2φ
′
1 = yj2−1 · · · yj1 , we have that φ′1 = yi2−1 . . . yj1 up to scalar. Injectivity of ι and induction
gives that the natural map
P(Hi1)× P(Hi1+1)× · · · × P(Hi2−1)→ P(Homgi1 (Xi1 , Xi2
∣∣
gi1
))
is injective, and so [xk] = [yk] for k ∈ {j1, . . . , i2−1}. We can repeat this argument to obtain that [xk] = [yk]
for all k ≥ j1.
Proposition 1.1 is the special case of Proposition 8.4 where g = sl and λk = (1) for all k.
Our goal for the rest of the section is to obtain Proposition 8.4 from Theorem 7.3 and complete the
proof of Theorem 1.2. We fix a c.l.s C = C(Λ) for g∞ and let I = I(C) and Q = Q(Λ). By Theorem 7.3
the categories U(g∞)/I-Mod and Qgr(FQ) are equivalent, as in (7.7). As discussed in Remark 7.6, there
are many choices of the category equivalence Θ from (7.7), and the image of a particular locally simple
U(g∞)/I-module of course depends on that choice. However, regardless of the choice of Θ, the image of a
locally simple U(g∞)/I-module is a special kind of representation of Q.
Definition 8.5. A point representation of Q is a cyclic graded FQ-module M with dimFMk = 1 for k  0.
If M is a point representation then for k  0 we have Mk ∼= Feλk for some λk ∈ Λ. We refer to (λ•) as
the Λ-sequence of M .
We also abuse notation and refer to the equivalence class pi∗M in Qgr(FQ) as a point representation of
Q.
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We first discuss the equivalence Ψ from (7.8). Define Sk = EndFΛ(FQk)op as in (7.2), so FQk gives a
Morita equivalence between Sk and FΛ. For each k ∈ N there is a natural identification of Λ with the set of
simple left Sk-modules: let
Ukλ = HomFΛ(FQk,Feλ).
Since there is a loop at each vertex of Q by Lemma 3.10, each Ukλ is nonzero and we further have
Feλ ∼= FQk ⊗Sk Ukλ
for all λ, k.
Lemma 8.6. For all λ, µ ∈ Λ there is an isomorphism
θk : HomFΛ(FQ1 ⊗FΛ Feλ,Feµ)→ HomSk(Ukλ , Uk+1µ )
given by
θk(t)(α)(ap) = t(a⊗ α(p))
for all t ∈ HomFΛ(FQ1 ⊗FΛ Feλ,Feµ), α ∈ Ukλ , a ∈ Q1, p ∈ Qk.
Proof. We have
HomFΛ(FQ1 ⊗FΛ Feλ,Feµ) ∼= HomFΛ(FQ1 ⊗FΛ FQk ⊗Sk Ukλ ,FQk+1 ⊗Sk+1 Uk+1µ )
∼= HomSk+1(Sk+1 ⊗Sk Ukλ , Uk+1µ )
∼= HomSk(Ukλ , Uk+1µ ).
Thus both have the same (finite) dimension.
We claim that θk is injective. So let t ∈ HomFΛ(FQ1 ⊗FΛ Feλ,Feµ) be nonzero, and choose a ∈ Q1 so
that t(a ⊗ eλ) 6= 0. Then for any α ∈ Ukλ and p ∈ Qk we have that t(a ⊗ α(p)) = 0 if and only if α(p) = 0,
since a⊗α(p) is a scalar multiple of a⊗ eλ. Thus θk(t)(α) = 0 if and only if α = 0 and θk(t) is injective. As
Ukλ 6= 0, this says that θk(t) 6= 0, as we needed.
By dimension count θk is an isomorphism.
It is straightforward that HomFΛ(FQ1 ⊗FΛ Feλ,Feµ) may be identified with (eµFQ1eλ)∗, using eλ and eµ
as basis elements, and we will sometimes refer to the pairing
〈 , 〉 : HomSk(Ukλ , Uk+1µ )× eµFQ1eλ → F
induced by θk.
We use the maps θk to define a point module associated to any locally simple S(Q)-module. Let U =
lim−→uk U
k
λk
be such a module, where we take k ≥ k0. We define a graded FQ-representation M(λ•, u•) by:
M(λ•, u•) =
⊕
k≥k0
Mk, where Mk = Feλk .
The FQ-action is given by:
a · eλk = θ−1k (uk)(a⊗ eλk)
for any a ∈ Q1. In terms of the pairing above, we write
(8.7) a · eλk = 〈uk, a〉eλk+1 .
We next show that this construction gives us the functor Ψ.
Proposition 8.8. Let U = lim−→uk U
k
λk
be a locally simple S(Q)-module. Then Ψ(U) ∼= pi∗M(λ•, u•).
Proof. The equivalence Ψ was defined in terms of its quasi-inverse
(8.9) Ψ−1 = HomQgr(FQ)(O, ) = lim−→
k
HomGr(FQ)(FQ≥k, ) ∼= lim−→
k
HomFΛ(FQk, ( )k).
Let N be a point representation of FQ with associated Λ-sequence (λ•). We write the Q-action on N as
maps t : FQ` ⊗Nk → Nk+`. Note also that we can identify HomFΛ(FQk, Nk) with Ukλk .
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To compute Ψ−1(N), we must understand the induced maps from Ukλk → Uk+1λk+1 in (8.9). Following the
isomorphisms, we see each such map is given as the composition
Uk
η
// HomGr(FQ)(FQ≥k, N≥k)
restr // HomFΛ(FQk+1, Nk+1),
where here η(α) sends a path qp (where p ∈ Qk) to t(q⊗α(p)). That is, the induced map from Ukλk → Uk+1λk+1
is given by applying θk to the Q-action. From (8.7), Ψ
−1(pi∗M(λ•, u•)) ∼= lim−→uk U
k
λk
= U as needed.
Proposition 8.8 shows that Ψ is defined canonically; in contrast, we have seen that Φ depends on a choice.
Fix an equivalence
Φ : U(g∞)/I-Mod
∼ // S(Q)-Mod
as in (7.8). Recall that U(g∞)/I = lim−→U(gk)/Ik. For any Λ-sequence (λ•), the equivalence Φ induces
isomorphisms
(8.10) HomU(gk)/Ik(V
k
λk
,Vk+1λk+1)
∼ // HomSk(U
k
λk
, Uk+1λk+1)
for k  0. Let us denote the isomorphisms in (8.10) by φ (or by φk if we want to keep track of the subscripts).
Thus
(8.11) Φ(lim−→
vk
Vkλk) = lim−→
φk(vk)
Ukλk .
Given this notation, we have:
Corollary 8.12. Choose Φ as in (7.8) and define Θ as in (7.7). Then
Θ(lim−→
vk
Vkλk)
∼= pi∗M(λ•, φ(v•))
and in particular is a point representation.
Proof. Combine (8.11) and Proposition 8.8.
Crollary 8.12 completes the proof of Theorem 1.2.
We now give the promised alternate proof of Proposition 8.4. In fact, we prove:
Theorem 8.13. Choose Φ as in (7.8) and define Θ as in (7.7). Let V = lim−→vk Vk and W = lim−→wkWk be
locally simple U(g∞)/I-modules, with associated Λ-sequences (λ•) and (µ•), respectively. The following are
equivalent:
(1) V ∼= W
(2) pi∗M(λ•, φ(v•)) ∼= pi∗M(µ•, φ(w•)) in Qgr(FQ).
(3) (λ•, v•) ∼ (µ•, w•) in the sense of (8.3).
Proof. By Corollary 8.12 we have Θ(V ) ∼= pi∗M(λ•, φ(v•)) and Θ(W ) ∼= pi∗M(µ•, φ(w•)). Thus (1) ⇐⇒
(2) follows from Theorem 7.3.
For (2) ⇐⇒ (3), let x• = φ(v•) and y• = φ(w•). If λk 6= µk for arbitrarily large k, then clearly
pi∗M(λ•, x•) 6∼= pi∗M(µ•, y•). So assume that λk = µk for k ≥ k0 and let {mk = eλk} be the fixed basis for
M(λ•, x•). By (8.7), pi∗M(λ•, x•) ∼= pi∗M(λ•, y•) if and only if there are m′k ∈Mk with a ·m′k = 〈yk, a〉m′k+1
for all k  0 and for all a ∈ eλk+1Q1eλk . Since the Mk are all one-dimensional, this happens if and only if
(x•) ∼ (y•) in the sense of (8.3).
Remark 8.14. We note that for the n-loop one-vertex quiver
•
n
the category of point representations in Qgr(FQ) is wild in the sense of having subsets parameterised by
varieties of arbitrarily large dimension. In this setting, by Theorem 8.13 we know that point representations
of F(Q) are parameterised by sequences of points in Pn−1, up to the equivalence relation ∼ defined in (8.3).
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Let n ≥ 2, and fix d ∈ Z≥1. For any x = (x1, . . . , xd) ∈ (Pn−1)×d, define a point representation M(x)
corresponding to the point sequence
x = (x1, . . . , xd, x1, . . . , xd, x1, . . . ).
It is clear that if x 6= y then x 6∼ y and so the M(x) form a set of (distinct) isomorphism classes of
point representations of F(Q) that is parameterised by (Pn−1)×d. It follows that the category of natural
representations of sl(n∞) is wild in this geometric sense.
A similar argument, with more notational complexity, shows that Qgr(FQ) is wild in the sense above if
Q is any quiver with at least two oriented cycles based at a single vertex. It follows from Theorem 8.13 and
the results in Part 3 that the category of locally finite representations of sp(n∞) or of so(n∞) is wild for any
n ≥ 2.
Part 3. Combinatorics of quivers
Below we compute the adjacency matrices associated to each irreducible coherent local system. Fix a
positive integer n. For sl(n∞), we say that the the quivers and their adjacency matrices which are associated
to the coherent local systems Anp and Bnq are of “Type I.” The quivers and the adjacency matrices associated
to Cnp,q are of “Type II”.
9. Type I quivers and characters of the symmetric group Sd
In order to compute the adjacency matrices, and hence the quivers, for the Type I case, we only need to do
the calculations for A since the matrices for B will be the same. We use the branching law for gl(k) ↪→ gl(nk)
(which follows from Proposition 3.3) to define coefficients anλ,µ:
V nkλ,0
∣∣
gl(k)
∼=
⊕
β1,β2,...,βn,µ
cλβ1,β2,...,βnc
µ
β1,β2,...,βn
V kµ,0 =
⊕
µ
anλ,µV
k
µ,0.(9.1)
In particular, if V kµ,0 appears in the decomposition for V
nk
λ,0 , then |λ| = |µ|.
We define a matrix And for the coherent local system And in the following way: For each d, we order
the partitions of d in reverse lexicographical order (as in [11]) so that the partition (d) comes first and the
partition (1, 1, . . . , 1) comes last. The entries And are given by (a
n
λ,µ) where λ and µ run over all partitions
of d in the order given.
For example, suppose that n = 2. Then the entries of the matrices A2d are given by the branching law
(3.2):
V 2kλ,0
∣∣
gl(k)
∼=
⊕
β1,β2,µ
cλβ1,β2c
µ
β1,β2
V kµ,0.
It is easy to see that A21 = (2). We can also calculate that A
2
2 =
(
3 1
1 3
)
, A23 =
 4 2 02 6 2
0 2 4
, and
A24 =

5 3 1 0 0
3 9 3 4 0
1 3 6 3 1
0 4 3 9 3
0 0 1 3 5
 .
From the branching law, we already have some basic information about Q. In particular, Q satisfies the
hypotheses of Proposition 6.6:
Proposition 9.2. Let n ∈ Z≥1 and d ∈ Z≥0. Let Q be a quiver of type And or Bnd . Then Q is strongly
connected, primitive, and symmetric. As a result, if C is a Type I c.l.s. for sl(n∞), then U(sl(n∞))/I(C) is
simple.
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Proof. It suffices to give a proof for And . The entries anλµ of the adjacency matrix And of Q are non-negative by
(9.1) The matrix And is symmetric, since a
n
λ,µ = a
n
µ,λ because these entries are defined in terms of Littlewood-
Richardson coefficients. That Q is strongly connected follows from the irreducibility of the c.l.s. And , and
Q is primitive since by Lemma 3.10 Q contains loops. Thus Proposition 6.6 applies, and S(Q) is simple.
Simplicity of U(sl(n∞))/I(C) follows by Theorem 7.3.
From this result, if C is a Type I irreducible c.l.s. for U(sl(n∞)), that is, C = Anp or C = Bnp for some
p ≥ 0, the ideal I(C) is maximal. Therefore, U(sl(n∞)) has infinitely many maximal integrable ideals which
arise from the Type I irreducible coherent local systems. This is in contrast to the finitary Lie algebra sl(∞),
since in [12] it is shown that U(sl(∞)) has a unique maximal integrable ideal.
The proof of Proposition 6.6 applies the Perron-Frobenius theorem to And . This gives some information
about the eigenvalues and eigenvectors of Type I matrices: each Type I matrix has a unique positive eigen-
vector (i.e. an eigenvector all of whose entries are positive). The associated eigenvalue is positive and of
maximal modulus. All other eigenvectors contain a negative entry. In the next few results, we will improve
this by completely describing the eigenvalues and eigenvectors of Type I matrices.
First, we need a combinatorial result.
Lemma 9.3. Let d be a positive integer. Then∑
k1,k2,...kn
k1+k2+···+kn=d
(
d
k1
)(
d− k1
k2
)
. . .
(
d− (k1 + k2 + . . . kn−2)
kn−1
)
= nd.
Proof. We give a combinatorial proof. Suppose we want to count the number of ways to distribute d elements
into n subsets. We could proceed by going through the list of elements and assigning a subset to each–there
will be n choices for each element, hence we obtain the right hand side, nd. On the other hand, we could
first determine the size of each subset, say subset i will have size ki, and then choose k1 elements to be in the
first subset, k2 elements to be in the second subset, etc. This yields the left hand side of the above equation
and completes the proof.
The next result uses representation theory to compute the largest eigenvalue of the Type I matrix And . If
λ is a partition of d, let Hλ denote the corresponding irreducible representation of the symmetric group Sd.
Lemma 9.4. And has eigenvalue n
d with a positive eigenvector.
Proof. Suppose V nk is the standard representation for gl(nk) and recall that Schur-Weyl duality gives the
decomposition:
(V nk)⊗d ∼=
⊕
|λ|=d
Hλ ⊗ V nkλ .
Let mλ = dimHλ and let vd = (mλ)|λ|=d. Then vd is a positive vector whose entries consist of the coefficients
mλ for |λ| = d, written in reverse lexicographical order as before. We will show that Andvd = ndvd. We will
do this by calculating the restriction of (V nk)⊗d to gl(k) in two different ways.
First, we have:
(V nk)⊗d
∣∣
gl(k)
∼=
⊕
|λ|=d
mλV
nk
λ
∣∣
gl(k)
∼=
⊕
|λ|=d
mλ(
⊕
|µ|=d
anλ,µV
k
µ ).
Therefore, the coefficient of V kµ in this decomposition is
∑
|λ|=d a
n
µ,λmλ. On the other hand, since V
nk ∼=
V k ⊕ V k ⊕ · · · ⊕ V k︸ ︷︷ ︸
n
as a gl(k) module, we have:
(V nk)⊗d
∣∣
gl(k)
∼= (V k ⊕ V k ⊕ · · · ⊕ V k︸ ︷︷ ︸
n
)⊗d
∼=
∑
k1,k2,...kn
k1+k2+···+kn=d
(
d
k1
)(
d− k1
k2
)
. . .
(
d− (k1 + k2 + . . . kn−2)
kn−1
)
(V k)⊗k1 ⊗ (V k)⊗k2 · · · ⊗ (V k)⊗kn
= nd(V k)⊗d.
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(The last equality follows from Lemma 9.3.) Thus we obtain:
(V nk)⊗d
∣∣
gl(k)
∼= nd(V k)⊗d ∼=
⊕
|µ|=d
ndmµV
k
µ .
Comparing the coefficients of V kµ , we see that
∑
|λ|=d a
n
µ,λmλ = n
dmµ. The left hand side is the µ-entry
of Andvd, and so vd is a positive eigenvector for the eigenvalue n
d.
For example, the matrix A22 =
(
3 1
1 3
)
has eigenvalue 22 = 4 with eigenvector (1, 1), which corre-
sponds to the well-known decomposition (V 2k)⊗2 ∼= Sym2(V 2k) ⊕ ∧2(V 2k) = V 2k(2) ⊕ V 2k(1,1). The matrix
A23 =
 4 2 02 6 2
0 2 4
 has eigenvalue 23 = 8 with eigenvector (1, 2, 1), which results from the decomposition
(V 2k)⊗3 ∼= Sym3(V 2k)⊕ (V 2k(2,1,0))⊕2 ⊕
∧3
(V 2k) = V 2k(3,0,0) ⊕ V 2k(2,1,0) ⊕ V 2k(2,1,0) ⊕ V 2k(1,1,1).
There is another interpretation of the Type I matrices And . If we restrict the representation Hλ of Sn to
a module over the subgroup Sl × Sd−l for some 0 ≤ l ≤ d (where Sl × Sd−l ⊆ Sd in the canonical way), we
obtain:
ResSdSl×Sd−l(Hλ)
∼=
⊕
β1,β2
cλβ1,β2Hβ1 ⊗Hβ2
where the sum is over all partitions β1 of l and β2 of d− l. We can iterate this formula, and see that if we
restrict Hλ to a module over the subgroup Sl1 × Sl2 × · · · × Sln , where l1 + l2 + . . . ln = d we obtain:
ResSdSl1×Sl2×···×Sln (Hλ)
∼=
⊕
β1,...,βn
cλβ1,β2,...,βn(Hβ1 ⊗Hβ2 ⊗ · · · ⊗Hβn)
where each βi is a partition of li. Then we can induce back up to a module over Sd by using the following
formula for modules over Sd:
IndSdSl×Sd−l(Hβ1 ⊗Hβ2) ∼=
⊕
µ
cµβ1,β2Hµ.
Iterating this formula, we see how to induce a module over Sl1 ×Sl2 ×· · ·×Sln back to a module over Sd:
IndSdSl1×Sl2×···×Sln (Hβ1 ⊗Hβ2 ⊗ · · · ⊗Hβn) ∼=
⊕
µ
cµβ1,β2,...,βnHµ.
Let Fl1,...,ln denote the functor that applies restriction then induction, i.e.
Fl1,...,ln(Hλ) = IndSdSl1×Sl2×···×Sln (Res
Sd
Sl1×Sl2×···×Sln (Hλ)).
If we sum over all functors Fl1,...,ln and apply (9.1), we obtain familiar coefficients:∑
l1,...,ln
Fl1,...,ln(Hλ) =
⊕
β1,β2,...,βn,µ
cλβ1,β2,...,βnc
µ
β1,β2,...,βn
Hµ =
⊕
µ
anλ,µHµ.(9.5)
We will use (9.5) to show that the eigenvectors of the matrix And are given by the character table of Sd.
For example, for A22 =
(
3 1
1 3
)
, we can choose a basis of eigenvectors to be (1, 1) and (1,−1), which are
exactly the column vectors in the character table for S2.
We first need a definition: Given σ ∈ Sd and nonnegative integers l1, . . . , ln with
∑
li = d, an (l1, . . . , ln)-
realization of σ is an ordered choice of n disjoint subsets Xi ⊆ {1, 2, . . . , d} with |Xi| = li such that each
disjoint cycle of σ is contained in SXi for some 1 ≤ i ≤ n. For example, there are two different (2, 2)-
realizations of σ = (12)(34): σ ∈ S{1,2} × S{3,4} and σ ∈ S{3,4} × S{1,2}. Note that a realization contains
more information than fixing a subgroup of Sd since the order of the SXi matters.
We can count the total number of realizations of any σ for all possible (l1, l2, . . . , ln) with l1+l2+· · ·+ln = d.
Suppose σ is the product of p disjoint cycles. Then any realization is obtained by assigning an element of
{1, 2, . . . , n} to each cycle. Therefore, there are np realizations of σ ∈ Sd.
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For example, if σ = (12)(34) ∈ S4 and n = 2, we may assign the elements of each disjoint cycle to
either X1 or X2. Thus there are 2
2 = 4 realizations of σ for all possible l1 and l2: σ ∈ S∅ × S{1,2,3,4},
σ ∈ S{1,2}×S{3,4}, σ ∈ S{3,4}×S{1,2}, and σ ∈ S{1,2,3,4}×S∅. If σ = (12)(34) ∈ S4 and n = 3, then we have
3 choices for each disjoint cycle, so there will be 32 = 9 different (l1, l2, l3)-realizations of σ for all possible
l1, l2, l3.
Lemma 9.6. Let G = Sl1 × Sl2 × · · · × Sln ⊆ Sd and fix σ ∈ Sd. Then the number of cosets of G fixed by σ
is the number of (l1, . . . ln)-realizations of σ.
Proof. We identify G with S{1,2,...,l1}×S{l1+1,...,l1+l2}× · · · ×S{(l1+l2+···+ln−1)+1,...,d}. First suppose sG is a
coset of G fixed by σ, that is, σsG = sG. Then σ ∈ sGs−1, and so s induces a permutation on the subscripts
of S{1,2,...,l1} × S{l1+1,...,l1+l2} × · · · × S{(l1+l2+···+ln−1)+1,...,d} and gives an (l1, . . . ln)-realization of σ. This
realization is independent of coset representative: if sG = tG, then sGs−1 = tGt−1 and so s, t give the
same (l1, . . . , ln)-realization of σ. Conversely, given some realization σ ∈ SX1 ×SX2 × · · · ×SXn , we can find
some element s ∈ Sd which permutes the subscripts of S{1,2,...,l1} × S{l1+1,...,l1+l2} × S{(l1+l2+···+ln−1)+1,...,d}
to obtain SX1 × SX2 × · · · × SXn . Then σ ∈ sGs−1 and so σsG = sG. If two permutations s, t ∈ Sd
give the same realization, then st−1G(ts−1) = st−1S{1,2,...,l1}(ts
−1) × st−1S{l1+1,...,l1+l2}(ts−1) × · · · ×
st−1S{(l1+l2+···+ln−1)+1,...,d}(ts
−1) = S{1,2,...,l1}×S{l1+1,...,l1+l2}×· · ·×S{(l1+l2+···+ln−1)+1,...,d}, which implies
that st−1 ∈ G since the only elements which enact the trivial permutation on subscripts (taking order into
account) are contained in G itself. Therefore sG = tG. This shows that there is a one-to-one correspondence
between realizations and cosets fixed by σ.
Recall that Hλ is the irreducible finite dimensional representation of Sd determined by the partition λ of
d. Let χλ(σ) denote the associated character of Sd. We now prove the main result of this section.
Theorem 9.7. Suppose σ = σ1 . . . σp ∈ Sd is a product of p disjoint cycles, and let χλ denote the character
of the irreducible representation Hλ. Then the vector (χλ(σ))|λ|=d is an eigenvector for And with eigenvalue
np.
Proof. Fix σ = σ1 . . . σp ∈ Sd such that σ is the product of p disjoint cycles. We compute the character of σ
on M =
⊕
l1,...,ln
Fl1,...,ln(Hλ) in two different ways. First, from (9.5) we see that the character of σ on M
is
∑
|µ|=d a
n
λ,µχµ(σ).
We now compute the character in another way, using the formula for characters of induced modules. Let
G = Sl1 × Sl2 × · · · × Sln . Using the formula for induced characters, the character of σ on Fl1,...,ln(Hλ) is:
χl1,...,lnInd (σ) =
∑
σC=C
χλ(sσs
−1) = (number of cosets of G fixed by σ)χλ(σ),
where the sum is over cosets C = sG. By Lemma 9.6, the number of cosets of G fixed by σ is the number of
(l1, . . . , ln)-realizations of σ. (In particular, if no such realizations exist, the character of σ on the induced
module is zero.) Therefore, the character of σ on
∑
l1,...,ln
Fl1,...,ln(Hλ) is:∑
l1,...,ln
χl1,...,lnInd (σ) = (
∑
l1,...,ln
number of (l1, . . . , ln)-realizations of σ)χλ(σ).
Write this as N(χλ(σ)).
We can count the number N in another way. Any realization of σ is obtained by distributing the p disjoint
cycles of σ into n subsets. Therefore, by Lemma 9.3, we conclude that N = np.
Remark 9.8. Fix k, n ∈ Z≥1 and let V be the natural representation of gl(nk). The module
V ⊗d ∼=
⊕
|λ|=d
Hλ ⊗ V nkλ ∼=
⊕
|λ|=d
χλ(1)V
nk
λ
is, of course, an important representation of gl(nk). If σ ∈ Sd, we may consider
(9.9)
∑
|λ|=d
χλ(σ)
[
V nkλ
]
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as a class in K0(gl(nk)); this class is non-effective if σ 6= 1. For example, if σ = (12) ∈ S2, then
(9.9) =
[
V nk(2)
]
−
[
V nk(1,1)
]
.
By Theorem 9.7, (9.9) is an eigenvector of the map induced by restriction to K0(gl(k)), using the diagonal
embedding of signature (n, 0, 0). It would be interesting to see if the “virtual representation” (9.9) has other
pleasing representation-theoretic properties.
We now have a complete description of all eigenvalues and eigenvectors of And : the eigenvalues are {np(σ) :
[σ] ∈ Cl(Sd)}, where σ consists of p(σ) disjoint cycles and Cl(Sd) denotes the set of conjugacy classes in Sd.
Since there are P (d) conjugacy classes in Sd and A
n
d is a P (d)×P (d) matrix, we have constructed a full set
of eigenvalues and eigenvectors.
For example, consider A22 =
(
3 1
1 3
)
, that is, n = d = 2. We know there are two elements (and two con-
jugacy classes) of S2 given by the identity, id = (1)(2), and the transposition (12). Therefore the eigenvalues
of A22 will be 2
2 with eigenvector (χλ(id))|λ|=2 = (1, 1) and 21 = 2 with eigenvector (χλ(12))|λ|=2 = (1,−1).
As another example, consider the matrix A23 =
 4 2 02 6 2
0 2 4
 where n = 2 and d = 3. There are
3 conjugacy classes in S3 with representatives given by the identity, 1, σ1 = (12)(3), and σ2 = (123).
Therefore, the eigenvalues for A23 will be 2
3 = 8 with eigenvector (χλ(1))|λ|=3 = (1, 2, 1), 22 = 4 with
eigenvector (χλ((12)(3))|λ|=3 = (1, 0,−1), and 21 = 2 with eigenvector (χλ(123))|λ|=3 = (1,−1, 1).
Note that Theorem 9.7 provides a new proof of Lemma 9.4: there is only one σ ∈ Sd which is the product
of d disjoint cycles, that is, σ = 1. Then the eigenvalue nd will occur with multiplicity 1 with positive
eigenvector (χλ(1))|λ|=d = (dimHλ)|λ|=d = (mλ)|λ|=d. Using the orthogonality relations in the character
table of Sd, it is also clear that all other eigenvectors will have at least one nonpositive entry, and that the
matrix And is diagonalizable. This agrees with the remarks after Proposition 9.2.
Since the eigenvalues and eigenvectors of And are now determined, we obtain a nice closed form for A
n
d .
List the partitions of d in reverse lexicographical order, as before. There is a bijection between partitions of
d and conjugacy classes of Sd: a partition λ = (λ1, λ2, . . . , λp, 0, . . . , 0) is associated to the conjugacy class
of σλ = σ1σ2 · · ·σp, where the σi are disjoint cycles and σi is a cycle of length λi. There is also a bijection
between partitions of d and irreducible representations of Sd, given by λ 7→ Hλ. We define a P (d) × P (d)
matrix X in the following way: the entry belonging to row λ and column µ will be χλ(σµ), the character of
σµ on the irreducible representation Hλ. The column of X associated to σµ will be (χλ(σµ))|λ|=d, which is
an eigenvector of And . Therefore, we have the following:
Corollary 9.10. Fix d and let X be the P (d)× P (d) matrix described above, which is the character table of
Sd. Then A
n
d = XDX
−1, where D is a diagonal matrix whose diagonal entries are powers of n.
The entries of D are given explictly by the eigenvalues in Theorem 9.7.
For example, for d = 2 we have X =
(
1 1
1 −1
)
. This gives that
An2 = X
(
n2
n
)
X−1 =
(
n2+n
2
n2−n
2
n2−n
2
n2+n
2
)
,
and we obtain the quivers in (1.3).
10. Type II quivers
In this section, we compute the eigenvalues of the Type II matrices for sl(n∞) and the eigenvector with
maximal eigenvalue, although our results are not as complete as those for Type I matrices. Let Cnp,q denote
the matrix for the coherent local system Cnp,q of gl(n∞), where the entry belonging to row (λ, µ) and column
(λ′, µ′) is the multiplicity of V n
k
λ,µ in V
nk+1
λ′,µ′ for k  0.
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We begin with an example: we have C21,1 =
(
4 0
3 1
)
. This follows from the following calculations.
When we restrict the adjoint representation of gl(2k) to gl(k), we obtain:
V 2k(1),(1)
∼= 4V k(1),(1) ⊕ 3V k(0),(0).
Further, the trivial representation of gl(2k) remains trivial when we restrict to gl(k), and we obtain that
V 2k(0),(0)
∼= V k(0),(0).
To translate this from gl(k) to sl(k), we note that the weight (1), (1) = (1, 0, . . . , 0,−1) becomes (2, 1, 1, . . . , 1, 0)
over sl(k) and (0), (0) = (0, 0, . . . , 0) remains the same.
As another example,
C22,2 =

9 3 3 1 0 0
3 9 1 3 0 0
3 1 9 3 0 0
1 3 3 9 0 0
12 12 12 12 4 0
6 3 3 6 3 1
 .
This matrix is no longer symmetric as in the Type I case. Each column gives the decomposition of V 2kλ,µ into
glk modules where the weights are ordered as follows: {(2), (2)}, {(2), (1, 1)}, {(1, 1), (2)}, {(1, 1), (1, 1)},
{(1), (1)}, {(0), (0)}. For example, the entries in the first column follow from the decomposition:
V 2k(2),(2)
∼= 9V k(2),(2) ⊕ 3V k(2),(1,1) ⊕ 3V k(1,1),(2) ⊕ V k(1,1),(1,1) ⊕ 12V k(1),(1) ⊕ 6V k(0),(0).
Also note that C21,1 is contained in the lower right corner of C
2
2,2. This will always be the case: namely,
Cnp,q will always contain C
n
p−1,q−1 in its lower right corner, and the entries of C
n
p,q in the rows above C
n
p−1,q−1
will all be zero. We also note that for Type II matrices, the length of the sl weights which will appear are
unbounded.
It is easy to see from the branching laws in Section 3 that the Type II matrices are all block lower
triangular. Write Cnp,q as a matrix of blocks as follows:
Cnp,q =

(Cnp,q)
p,q 0 0 . . . 0
B2,1 (C
n
p,q)
p−1,q−1 0 . . . 0
B3,1 B3,2 (C
n
p,q)
p−2,q−2 . . . 0
...
...
...
. . .
...
Bl,1 Bl,2 Bl,3 . . . (C
n
p,q)
p−l+1,q−l+1
 .(10.1)
where l = min{p, q}. The diagonal block (Cnp,q)p
′,q′ gives branching multiplicities for pairs of partitions (λ, µ)
and (λ′, µ′) with |λ| = |λ′| = p′ ≤ p and |µ| = |µ′| = q′ ≤ q, where p′ − q′ = p − q. For example, C22,2 has
three diagonal blocks: (C22,2)
0,0 = (1), (C22,2)
1,1 = (4), and
(C22,2)
2,2 =

9 3 3 1
3 9 1 3
3 1 9 3
1 3 3 9
 .
The next proposition calculates the diagonal blocks of Cnp,q.
Proposition 10.2. We have (Cnp,q)
p′,q′ = Anp′ ⊗Anq′ , where ⊗ denotes the Kronecker product of matrices.
Proof. Recall the following branching rule for gl(k) ↪→ gl(nk) given by Proposition 3.3:
V nkλ,µ
∣∣
gl(k)
∼=
⊕
β+1 ,β
+
2 ,...,β
+
n
β−1 ,β
−
2 ,...,β
−
n
λ′,µ′
C
(λ,µ)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
D
(λ′,µ′)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
V kλ′,µ′ ,
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where C
(λ,µ)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
and D
(λ′,µ′)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
are defined in that result.
Recall that if C
(λ,µ)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
6= 0 and D(λ′,µ′)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
6= 0 we have:
|λ′| ≤ |β+1 |+ |β+2 |+ · · ·+ |β+n | ≤ |λ| and
|µ′| ≤ |β−1 |+ |β−2 |+ · · ·+ |β−n | ≤ |µ|.
We wish to compute the multiplicity of V k(λ′,µ′) in V
nk
(λ,µ) where |λ| = |λ′| = p′ and |µ| = |µ′| = q′.
Therefore, |λ′| = |β+1 |+ |β+2 |+ · · ·+ |β+n | = |λ| and |µ′| = |β−1 |+ |β−2 |+ · · ·+ |β−n | = |µ|. Recall:
C
(λ,µ)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
=∑
α+1 ,α
+
2 ,...,α
+
n−2
α−1 ,α
−
2 ,...,α
−
n−2
c
(λ,µ)
(α+1 ,α
−
1 ),(β
+
1 ,β
−
1 )
c
(α+1 ,α
−
1 )
(α+2 ,α
−
2 ),(β
+
2 ,β
−
2 )
· · · c(α
+
n−3,α
−
n−3)
(α+n−2,α
−
n−2),(β
+
n−2,β
−
n−2)
c
(α+n−2,α
−
n−2)
(β+n−1,β
−
n−1),(β
+
n ,β
−
n )
Since |λ| = |β+1 |+ |β+2 |+ · · ·+ |β+n | we have that |λ| = |α+1 |+ |β+1 | and
|α+1 | = |α+2 |+ |β+2 |, . . . , |α+n−3| = |α+n−2|+ |β+n−2|, |α+n−2| = |β+n−1|+ |β+n |.
Similarly, since |µ| = |β−1 |+ |β−2 |+ · · ·+ |β−n |, we have that
|µ| = |α−1 |+ |β−1 |, . . . , |α−n−2| = |β−n−1|+ |β−n |.
Recall the definition of c
(λ,µ)
(α+,α−),(β+,β−):
c
(λ,µ)
(α+,α−),(β+,β−) =
∑
γ+,γ−,δ
cλγ+,δc
µ
γ−,δc
γ+
α+,β+c
γ−
α−,β− .
When |λ| = |α+| + |β+| and |µ| = |α−| + |β−|, it must be that δ = 0, γ+ = λ and γ− = µ. In this case
c
(λ,µ)
(α+,α−),(β+,β−) = c
λ
α+,β+c
µ
α−,β− .
Therefore, C
(λ,µ)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
reduces to:
∑
α+1 ,α
+
2 ,...,α
+
n−2
α−1 ,α
−
2 ,...,α
−
n−2
cλ
α+1 ,β
+
1
cµ
α−1 ,β
−
1
c
α+1
α+2 ,β
+
2
c
α−1
α−2 ,β
−
2
· · · cα
+
n−2
β+n−1,β
+
n
c
α−n−2
β−n−1,β
−
n
= cλ
β+1 ,β
+
2 ,...,β
+
n
cµ
β−1 ,β
−
2 ,...,β
−
n
.
Similarly, recall that:
d
(λ′,µ′)
(α+,α−),(β+,β−) =
∑
α1,α2,β1,β2
γ1,γ2
cα
+
α1,γ1c
β−
γ1,β2
cα
−
β1,γ2c
β+
γ2,α2c
λ′
α1,α2c
µ′
β1,β2
.
When |λ′| = |α+| + |β+| and |µ′| = |α−| + |β−|, d(λ′,µ′)(α+,α−),(β+,β−) = cλ
′
α+,β+c
µ′
α−,β− . Therefore, since
|λ′| = |β+1 |+ |β+2 |+ · · ·+ |β+n | and |µ′| = |β−1 |+ |β−2 |+ · · ·+ |β−n |, the coefficient D(λ
′,µ′)
(β+1 ,β
+
2 ,...,β
+
n ),(β
−
1 ,β
−
2 ,...,β
−
n )
reduces to:∑
α+1 ,α
+
2 ,...,α
+
n−2
α−1 ,α
−
2 ,...,α
−
n−2
c
α+1
β+1 ,β
+
2
c
α−1
β−1 ,β
−
2
c
α+2
α+1 ,β
+
3
c
α−2
α−1 ,β
−
3
· · · cλ′
α+n−2,β
+
n
cµ
′
α−n−2,β
−
n
= cλ
′
β+n ,β
+
n−1,...,β
+
1
cµ
′
β−n ,β
−
n−1,...,β
−
1
.
Note that the order of the subscripts in the generalized Littlewood Richardson coefficients does not matter;
that is, cλ
′
β+n ,β
+
n−1,...,β
+
1
= cλ
′
β+1 ,β
+
2 ,...,β
+
n
and cµ
′
β−n ,β
−
n−1,...,β
−
1
= cµ
′
β−1 ,β
−
2 ,...,β
−
n
. This follows from the interpretation
of these coefficients in terms of induction and restriction functors in Section 9.
Therefore the multiplicity of V k(λ′,µ′) in V
nk
(λ,µ) is:
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∑
β+1 ,β
+
2 ,...,β
+
n
β−1 ,β
−
2 ,...,β
−
n
cλ
β+1 ,β
+
2 ,...,β
+
n
cµ
β−1 ,β
−
2 ,...,β
−
n
cλ
′
β+1 ,β
+
2 ,...,β
+
n
cµ
′
β−1 ,β
−
2 ,...,β
−
n
= (
∑
β+1 ,β
+
2 ,...,β
+
n
cλ
β+1 ,β
+
2 ,...,β
+
n
cλ
′
β+1 ,β
+
2 ,...,β
+
n
)(
∑
β−1 ,β
−
2 ,...,β
−
n
cµ
β−1 ,β
−
2 ,...,β
−
n
cµ
′
β−1 ,β
−
2 ,...,β
−
n
)
= anλ,λ′a
n
µ,µ′ .
This is the entry in (Cnp,q)
p′,q′ belonging to row (λ, µ) and column (λ′, µ′), but we also see this is the
corresponding entry in the product Anp′ ⊗Anq′ .
This allows us to compute the eigenvalues of Cnp,q using the results of Section 9. We use the following
well-known results about eigenvalues of matrices.
Lemma 10.3. Suppose C is an d × d block lower triangular matrix with diagonal blocks C1, . . . , Cl. Then
the eigenvalues of C are the combined eigenvalues from all of the blocks C1, . . . , Cl.
Lemma 10.4. Suppose A and B are square matrices. Suppose λ is an eigenvalue of A with eigenvector x
and µ is an eigenvalue of B with eigenvector y. Then λµ is an eigenvalue of the Kronecker product A⊗ B
with eigenvector x⊗ y.
Theorem 10.5. The eigenvalues of Cnp,q are {1, n, . . . , np+q}, and np+q has multiplicity 1.
Proof. Since Cnp,q is block lower triangular, by Lemma 10.3 its eigenvalues will be the set of eigenvalues
which appear in all of its diagonal blocks, i.e. {eigenvalues of (Cnp,q)p
′,q′ : p′ ≤ p, q′ ≤ q, p − q = p′ − q′}.
Since (Cnp,q)
p′,q′ = Anp′ ⊗ Anq′ , its set of eigenvalues will be {λiµj}, where λ1, λ2, . . . , λM are the eigenvalues
of Anp′ and µ1, µ2, . . . , µN are the eigenvalues of A
n
q′ . From section 9, we know that the eigenvalues of A
n
d
(with multiplicity) are {np(σ) : [σ] ∈ Cl(Sd)}, and nd is the unique maximal eigenvalue of And . Thus, the
eigenvalues of Cnp,q are all powers of n, and n
p+q is the maximal eigenvalue of Cnp,q. It is also clear that the
multiplicity of np+q is 1.
While we have a complete description of the eigenvalues for the Type II matrices, we do not have a
classification of the eigenvectors. We conjecture that each Type II matrix is diagonalizable. We do have the
following result, which we state without proof:
Proposition 10.6. The eigenvalue np+q of Cnp,q has an eigenvector consisting of positive entries, and it is
the only positive eigenvector of Cnp,q.
While each Cnp,q will have a unique positive eigenvector, it is also apparent that there will be other
eigenvectors with non-negative entries, and therefore not all of the associated ideals will be maximal. This
is also clear from Proposition 4.1: The irreducible c.l.s. Cnp,q can be partitioned into sets, Cnm, indexed by the
integers, where Cnm = {Cnp,q : p− q = m}. Each Cnm gives a proper ascending chain of irreducible c.l.s. with a
unique minimal element. For example, Cn0 will consist of the proper ascending chain Cn0,0 ⊆ Cn1,1 ⊆ Cn2,2 ⊆ . . . .
Taking annihilators I(C) for C ∈ Cnm, we obtain a proper descending chain of prime ideals. This shows that
only the annihilator of the minimal c.l.s. in Cnm can be maximal. For m ≥ 0, the minimal c.l.s. in Cnm is
Cnm,0 = Anm. For m < 0, the minimal c.l.s. in Cnm is Cn0,m = Bnm. In both cases, we know the associated ideal
is maximal by our analysis of Type I matrices in the previous section. Therefore, we see that the prime ideal
I(C) associated to a Type II c.l.s. C will be maximal only when the c.l.s. C is minimal, which occurs only
when the c.l.s. C is of Type I.
11. Quivers for sp(n∞) and so(n∞)
The matrices for the irreducible coherent local systems of sp(n∞) and so(n∞) exhibit behavior similar
to the Type II matrices of sl(n∞). Let Dnp denote the matrix for the coherent local system Dnp of sp(n∞)
(which is only defined if n is even). Let Enp denote the matrix for the coherent local system Enp of so(n∞).
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For example, D22 =
 3 1 01 3 0
1 2 1
 and D23 =

4 2 0 0
2 6 2 0
0 2 4 0
2 6 4 2
. The matrices for so(n∞) are similar:
E22 =
 3 1 01 3 0
2 1 1
 and E23 =

4 2 0 0
2 6 2 0
0 2 4 0
4 6 2 2
. From the examples above, the diagonal blocks of Dnp and
Enp seem to be Type I matrices. We will see this is in fact true.
Note that by the branching laws in Section 3, both Dnp and E
n
p are block lower triangular. Suppose
X ∈ {D,E}. We can write Xnp as a matrix of blocks as follows:
Xnp =

(Xnp )
p 0 0 . . . 0
X2,1 (X
n
p )
p−2 0 . . . 0
X3,1 X3,2 (X
n
p )
p−4 . . . 0
...
...
...
. . .
...
Xl,1 Xl,2 Xl,3 . . . (X
n
p )
p−2l
(11.1)
where l = bp2c. Each diagonal block (Xnp )p
′
is a square matrix which gives the branching multiplicities for
partitions λ and λ′ with |λ| = |λ′| = p′, where p′ ≤ p and p′ ≡ p mod 2. We call such a block (Dnp )p
′
for
sp(n∞) (respectively, (Enp )
p′ for so(n∞)).
Lemma 11.2. The diagonal block (Enp )
p′ = Anp′ . This is further equal to (D
n
p )
p′ if n is even.
Proof. We provide a proof for (Dnp )
p′ and note that the proof for (Enp )
p′ is exactly the same. Fix partitions
λ and λ′ with |λ| = |λ′| = p′. The entry of (Dnp )p
′
corresponding to row λ′ and column λ will be the
multiplicity of Un
k
λ′ in U
nk+1
λ for k  0. Recall the following branching rule (Proposition 3.7):
U2nkλ
∣∣
sp(2k)
∼=
⊕
β1,β2,...,βn,λ′
Eλβ1,β2,...,βnF
λ′
β1,β2,...,βnU
2k
λ′
where:
Eλβ1,β2,...,βn =
∑
α1,α2,...,αn−2
eλα1,β1e
α1
β2,α2
· · · eαn−3βn−2,αn−2e
αn−2
βn−1,βn and
Fλ
′
β1,β2,...,βn =
∑
α1,α2,...,αn−2
fα1β1,β2f
α2
α1,β3
· · · fαn−2αn−3,βn−1fλ
′
αn−2,βn .
Since |λ′| = |β1| + |β2| + · · · + |βn| = |λ|, we must have that |λ| = |α1| + |β1|, |α1| = |α2| + |β2|, . . . ,
|αn−2| = |βn−1| + |βn| in Eλβ1,β2,...,βn and |α1| = |β1| + |β2|, |α2| = |α1| + |β3|, . . . , |λ′| = |αn − 2| + |βn| in
Fλ
′
β1,β2,...,βn
.
Recall the following definitions:
eλµ,ν =
∑
δ,γ
cγµ,νc
λ
γ,(2δ)T , f
λ′
µ,ν =
∑
α,β,γ′
cλ
′
α,βc
µ
α,γ′c
ν
β,γ′ .
If |λ′| = |µ| + |ν| = |λ′|, then eλµ,ν = cλµ,ν and fλ
′
µ,ν = c
λ′
µ,ν . Therefore, the entry of (D
n
p )
p′ in row λ′ and
column λ is:
Eλβ1,β2,...,βnF
λ′
β1,β2,...,βn =
(
∑
α1,α2,...,αn−2
cλα1,β1c
α1
β2,α2
· · · cαn−3βn−2,αn−2c
αn−2
βn−1,βn)(
∑
α1,α2,...,αn−2
cα1β1,β2c
α2
α1,β3
· · · cαn−2αn−3,βn−1cλ
′
αn−2,βn) =
(cλβ1,β2,...,βn)(c
λ′
βn,βn−1,...,β1) = (c
λ
β1,β2,...,βn)(c
λ′
β1,β2,...,βn) = a
n
λ,λ′ .
This proves that (Dnp )
p′ = Anp′ .
27
As with Type II matrices, we have:
Theorem 11.3. The eigenvalues for Enp and D
n
p (n even) are {1, n, . . . , np}. The eigenvalue np has multi-
plicity 1.
Proof. This follows from Lemmas 10.3 and 11.2.
We now have a description of the eigenvalues of the matrices associated to irreducible coherent local
systems for sp(n∞) and so(n∞), but again we do not have a classification of the eigenvectors. Similarly to
the situation for Type II matrices, we do know that the following is true:
Proposition 11.4. Suppose X ∈ {D,E}. The eigenvalue np of Xnp has an eigenvector consisting of positive
entries, and it is the only positive eigenvector of Xnp .
As in the Type II case, while there is only one positive eigenvector, there is not a unique eigenvector
consisting of nonnegative entries, and therefore we know that the associated ideals will not be maximal.
More precisely, suppose X = D or E . From Proposition 4.3, the irreducible c.l.s. Xnp can be partitioned
into two disjoint sets Xn0 , consisting of Xnp for p even, and Xn1 , consisting of Xnp for p odd. In each case we
have a proper ascending chain of irreducible c.l.s. with unique minimal element, and therefore we have a
proper descending chain of prime ideals with unique maximal element. The minimal c.l.s. of Xn0 is the c.l.s.
consisting only of trivial modules. Its associated ideal is the augmentation ideal, which is clearly maximal.
The minimal c.l.s. of Xn1 is the c.l.s. obtained from any natural module, and its associated ideal will be
maximal by Proposition 2.1. Therefore, U(sp(n∞)) and U(so(n∞)) each will have two maximal ideals. This
is in contrast to the finitary case: from [12], we know that U(sp(∞)) has only one integrable maximal ideal,
the augmentation ideal.
12. Appendix: Examples
In this appendix we provide examples of the adjacency matrices of the quivers corresponding to the
irreducible coherent local systems for sl(n∞), sp(n∞), and so(n∞) when n = 2.
Table 1. Type I matrices for sl(2∞)
A20 = (1)
A21 = (2)
A22 =
(
3 1
1 3
)
A23 =
 4 2 02 6 2
0 2 4

A24 =

5 3 1 0 0
3 9 3 4 0
1 3 6 3 1
0 4 3 9 3
0 0 1 3 5

A25 =

6 4 2 0 0 0 0
4 12 6 6 2 0 0
2 6 12 6 6 2 0
0 6 6 14 6 6 0
0 2 6 6 12 6 2
0 0 2 6 6 12 4
0 0 0 0 2 4 6

In Tables 2 and 3 the blocks, as defined in Sections 10 and 11, are outlined.
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Table 2. Type II matrices for sl(2∞)
C20,0 = (1)
C21,1 =
(
4 0
3 1
)
C22,2 =

9 3 3 1 0 0
3 9 1 3 0 0
3 1 9 3 0 0
1 3 3 9 0 0
12 12 12 12 4 0
6 3 3 6 3 1

C21,0 = (2)
C22,1 =
 6 2 02 6 0
6 6 2

C23,1 =

8 4 0 0 0
4 12 4 0 0
0 4 8 0 0
9 12 3 3 1
3 12 9 1 3

C24,1 =

10 6 2 0 0 0 0 0
6 18 6 8 0 0 0 0
2 6 12 6 2 0 0 0
0 8 6 18 6 0 0 0
0 0 2 6 10 0 0 0
12 18 6 6 0 4 2 0
6 24 18 24 6 2 6 2
0 6 6 18 12 0 2 4

Table 3.
Matrices for sp(2∞)
D20 = (1)
D21 = (2)
D22 =
 3 1 01 3 0
1 2 1

D23 =

4 2 0 0
2 6 2 0
0 2 4 0
2 6 4 2

D24 =

5 3 1 0 0 0 0 0
3 9 3 4 0 0 0 0
1 3 6 3 1 0 0 0
0 4 3 9 3 0 0 0
0 0 1 3 5 0 0 0
3 10 5 9 2 3 1 0
1 6 7 11 6 1 3 0
1 2 4 3 3 1 2 1

Matrices for so(2∞)
E20 = (1)
E21 = (2)
E22 =
 3 1 01 3 0
2 1 1

E23 =

4 2 0 0
2 6 2 0
0 2 4 0
4 6 2 2

E24 =

5 3 1 0 0 0 0 0
3 9 3 4 0 0 0 0
1 3 6 3 1 0 0 0
0 4 3 9 3 0 0 0
0 0 1 3 5 0 0 0
6 11 7 6 1 3 1 0
2 9 5 10 3 1 3 0
3 3 4 2 1 1 2 1

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