Modelo biofísico para la estimación de las frecuencias naturales de una cápside viral by Restrepo Castillo, Santiago
 MODELO BIOFÍSICO PARA LA ESTIMACIÓN DE LAS 
FRECUENCIAS NATURALES DE UNA CÁPSIDE VIRAL 
 
 
 
SANTIAGO RESTREPO CASTILLO 
 
 
 
Trabajo de grado para optar al título de  
INGENIERO BIOMÉDICO 
 
 
 
Dra. Juliana Restrepo 
Universidad EIA 
Grupo de Física Teórica y 
Aplicada 
Docente investigadora 
 
Dra. Pilar Cossio 
Max Planck Institute of 
Biophysics 
Biophysics of Tropical 
Diseases Group Leader 
 
 
 
 
 
 
UNIVERSIDAD EIA – UNIVERSIDAD CES 
INGENIERÍA BIOMÉDICA 
MEDELLÍN 
2018
2 
 
DEDICATORIA 
A mi papá, John Jairo Restrepo Betancur. 
A mi mamá, Claudia Patricia Castillo Parra. 
 
  
3 
 
AGRADECIMIENTOS 
A mi familia por su apoyo inconcidional e interés en mi vida académica. 
A la Dra. Juliana Restrepo por su acompañamiento y mentoría. 
A la Dra. Pilar Cossio por su disposición y exigencia. 
A la Universidad EIA y la Universidad CES. 
 
  
4 
 
CONTENIDO 
pág. 
INTRODUCCIÓN ............................................................................................................. 15 
1 PRELIMINARES ....................................................................................................... 17 
1.1 Planteamiento del problema .............................................................................. 17 
1.2 Objetivos del proyecto ....................................................................................... 18 
1.2.1 Objetivo general ......................................................................................... 18 
1.2.2 Objetivos específicos .................................................................................. 18 
1.3 Marco de referencia ........................................................................................... 18 
1.3.1 Antecedentes ............................................................................................. 18 
1.3.1.1 Estudios teóricos ................................................................................. 18 
1.3.1.2 Estudios experimentales ...................................................................... 19 
1.3.2 Marco teórico .............................................................................................. 20 
1.3.2.1 Conceptos biológicos .......................................................................... 20 
1.3.2.1.1 Aminoácidos ..................................................................................... 20 
1.3.2.1.2 Proteínas .......................................................................................... 20 
1.3.2.1.3 Virus ................................................................................................. 21 
1.3.2.2 Mecánica de Lagrange ........................................................................ 23 
1.3.2.3 Pequeñas oscilaciones ........................................................................ 25 
1.3.2.3.1 Ecuación matricial modificada .......................................................... 30 
1.3.2.3.2 Autovalores degenerados ................................................................. 31 
1.3.2.3.3 Relación entre autovalor y número de onda ..................................... 31 
1.3.2.4 Análisis de modos normales ................................................................ 32 
1.3.2.4.1 Modo normal .................................................................................... 32 
5 
 
1.3.2.4.2 Modelos de red elástica .................................................................... 33 
1.3.2.4.2.1 Método del carbono alfa............................................................. 34 
2 METODOLOGÍA ....................................................................................................... 35 
2.1 Especificación de la cápside viral ...................................................................... 35 
2.1.1 Categorías de información .......................................................................... 35 
2.1.2 Criterios de selección ................................................................................. 39 
2.2 Identificación del modelo físico .......................................................................... 40 
2.3 Selección de software ........................................................................................ 40 
2.4 Implementación del modelo biofísico ................................................................. 41 
3 PRESENTACIÓN Y DISCUSIÓN DE RESULTADOS ............................................... 42 
3.1 Especificación de la cápside viral ...................................................................... 42 
3.1.1 Información detallada de estructuras cristalográficas ................................. 42 
3.1.2 Puntajes globales y selección final ............................................................. 42 
3.2 Identificación e implementación del modelo biofísico ......................................... 42 
3.2.1 Casos analíticos ......................................................................................... 42 
3.2.1.1 Moléculas lineales ............................................................................... 43 
3.2.1.1.1 Molécula lineal triatómica ................................................................. 44 
3.2.1.1.2 Molécula lineal pentatómica ............................................................. 46 
3.2.1.2 Más allá de las moléculas lineales ....................................................... 49 
3.2.1.2.1 Molécula planar tetratómica.............................................................. 52 
3.2.1.2.1.1 Primeros vecinos ....................................................................... 52 
3.2.1.2.1.2 Segundos vecinos ...................................................................... 55 
3.2.2 Soluciónes numéricas en análisis de modos normales ............................... 58 
3.2.2.1 Constante elástica ............................................................................... 58 
6 
 
3.2.2.2 Entradas y salidas ............................................................................... 60 
3.2.2.3 Fulereno 𝑪𝟔𝟎 ....................................................................................... 61 
3.2.2.3.1 Comparación de resultados .............................................................. 64 
3.2.2.4 Virus satélite de la necrosis del tabaco ................................................ 65 
3.2.2.4.1 Comparación de resultados .............................................................. 70 
3.2.2.5 Virus satélite del mosaico del tabaco ................................................... 70 
3.2.2.5.1 Comparación de resultados .............................................................. 75 
4 CONCLUSIONES Y CONSIDERACIONES FINALES .............................................. 77 
REFERENCIAS ............................................................................................................... 80 
7 
 
LISTA DE TABLAS 
pág. 
Tabla 1. Puntajes mínimos y máximos de cada criterio de selección. .............................. 40 
Tabla 2. Virus satélite del mosaico del tabaco (STMV). ................................................... 42 
Tabla 3. Virus satélite de la necrosis del tabaco (STNV). ................................................ 66 
 
  
8 
 
LISTA DE FIGURAS 
pág. 
Figura 1. Estructura general de un α-aminoácido. ........................................................... 20 
Figura 2. Virus de la Inmunodeficiencia Humana (Karp, 2010). ....................................... 22 
Figura 3. Curva de energía potencial en equilibrio estable e inestable (Goldstein et al., 
2000). .............................................................................................................................. 26 
Figura 4. Molécula lineal N-atómica. ............................................................................... 27 
Figura 5. Deformación elástica lineal. ............................................................................. 43 
Figura 6. Molécula lineal triatómica. ................................................................................ 44 
Figura 7. Modos normales de una molécula lineal triatómica. ......................................... 46 
Figura 8. Molécula lineal pentatómica. ............................................................................ 46 
Figura 9. Movimiento traslacional de una molécula lineal pentatómica. .......................... 48 
Figura 10. Segundo modo normal de una molécula lineal pentatómica. .......................... 49 
Figura 11. Deformación elástica planar. .......................................................................... 50 
Figura 12. Molécula planar tetratómica en el modelo de los primeros vecinos. ............... 53 
Figura 13. Quinto modo normal de una molécula planar tetratómica, primeros vecinos. . 55 
Figura 14. Molécula planar tetratómica en el modelo de los segundos vecinos............... 56 
Figura 15. Modo respiratorio de una molécula planar tetratómica de carbono, segundos 
vecinos. ........................................................................................................................... 57 
Figura 16. Modelos de constante elástica en el método 𝐶𝛼. ........................................... 59 
Figura 17. Fulereno 𝐶60. ................................................................................................. 62 
Figura 18. Espectro completo de frecuencias del fulereno 𝐶60. ...................................... 63 
Figura 19. Modo respiratorio del fulereno 𝐶60. ................................................................ 64 
Figura 20. Comparación de las seis frecuencias más bajas diferentes de cero del 𝐶60. . 65 
9 
 
Figura 21. Cápside completa y esqueleto 𝐶𝛼 del STNV. ................................................. 66 
Figura 22. Cincuenta frecuencias naturales más bajas de la cápside del STNV. ............ 67 
Figura 23. Degeneraciones de los cuarenta y ocho autovalores más bajos de la cápside del 
STNV. .............................................................................................................................. 67 
Figura 24. Algunos modos normales de la cápside del STNV, constante elástica 
exponencial. .................................................................................................................... 69 
Figura 25. Complejo cápside/ARN y esqueleto 𝐶𝛼 del STMV. ........................................ 70 
Figura 26. Cincuenta frecuencias naturales más bajas de la cápside del STMV. ............ 71 
Figura 27. Degeneraciones de los cuarenta y ocho autovalores más bajos de la cápside del 
STMV. ............................................................................................................................. 71 
Figura 28. Algunos modos normales de la cápside del STMV, constante elástica 
exponencial. .................................................................................................................... 74 
Figura 29. Modo cincuenta de la cápside del STMV. ...................................................... 75 
Figura 30. Comparación de los treinta y ocho autovalores más bajos diferentes de cero de 
la cápside del STMV. ....................................................................................................... 76 
 
  
10 
 
LISTA DE ECUACIONES 
pág. 
Ecuación 1. Número de grados de libertad de un sistema. ............................................. 24 
Ecuación 2. Lagrangiano de un sistema. ........................................................................ 24 
Ecuación 3. Ecuaciones de Lagrange. ............................................................................ 24 
Ecuación 4. Sistema en equilibrio. .................................................................................. 25 
Ecuación 5. Coordenadas normales en problemas de pequeñas oscilaciones. .............. 26 
Ecuación 6. Aproximación cuadrática de la energía potencial de un sistema oscilante... 27 
Ecuación 7. Aproximación cuadrática de la energía cinética de un sistema oscilante. .... 28 
Ecuación 8. Ecuación de autovalores y autovectores de un sistema oscilante. .............. 29 
Ecuación 9. Condición algebraica para soluciones no triviales. ...................................... 29 
Ecuación 10. Ecuación matricial para la generación de los espacios nulos. ................... 30 
Ecuación 11. Condición de normalización en notación indicial. ...................................... 30 
Ecuación 12. Matriz de autovectores. ............................................................................. 30 
Ecuación 13. Problema de autovalores de una matriz simétrica estándar. ..................... 31 
Ecuación 14. Relación entre autovalor y número de onda. ............................................. 31 
Ecuación 15. Energía potencial de un sistema oscilante lineal. ...................................... 43 
Ecuación 16. Energía cinética de un sistema oscilante lineal. ........................................ 44 
Ecuación 17. Polinomio característico de una molécula lineal triatómica. ....................... 45 
Ecuación 18. Polinomio característico de una molécula lineal pentatómica. ................... 47 
Ecuación 19. Forma indicial de la matriz dinámica de un sistema oscilante según la 
aproximación armónica (Eric C Dykeman & Sankey, 2010). ............................................ 51 
Ecuación 20. Función escalón unitario en dependencia de una distancia de corte. ........ 51 
Ecuación 21. Posición de equilibrio del átomo 𝑖 en coordenadas rectangulares. ............ 51 
11 
 
Ecuación 22. Forma indicial de la matriz de distancias interatómicas en equilibrio. ........ 52 
Ecuación 23. Forma indicial de la matriz dinámica de un sistema oscilante, según la 
aproximación armónica y en el método del carbono alfa. ................................................. 52 
Ecuación 24. Polinomio característico de una molécula planar tetratómica, primeros 
vecinos. ........................................................................................................................... 54 
Ecuación 25. Determinante de una molécula tetratómica planar, segundos vecinos. ..... 56 
Ecuación 26. Forma indicial de la matriz de constantes elásticas. .................................. 58 
 
  
12 
 
LISTA DE ANEXOS 
pág. 
ANEXO 1: ESTRUCTURAS CRISTALOGRÁFICAS DE INTERÉS .................................. 85 
ANEXO 2: PUNTAJES DE ESTRUCTURAS CRISTALOGRÁFICAS CONSIDERADAS . 88 
ANEXO 3: FORMA GENERAL DE LA MATRIZ DINÁMICA DE UN SISTEMA OSCILANTE 
SEGÚN LA APROXIMACIÓN ARMÓNICA ...................................................................... 90 
ANEXO 4: CÓDIGO PARA EL ANÁLISIS DE MODOS NORMALES DE UNA 
BIOMOLÉCULA DE UN SOLO TIPO DE ÁTOMO O CON ESQUELETO DE CARBONOS 
ALFA ............................................................................................................................... 91 
ANEXO 5: CÓDIGO PARA EL CÁLCULO DE LA MASA PROMEDIO DE LOS 
AMINOÁCIDOS DE UNA BIOMOLÉCULA .................................................................... 103 
ANEXO 6: GRAFICADOR DE MODOS NORMALES .................................................... 105 
  
13 
 
RESUMEN 
Los fármacos actualmente disponibles para el tratamiento de infecciones virales presentan 
las siguientes limitaciones: i) la dependencia del fármaco al metabolismo y el estado del 
sistema inmune del paciente, ii) la ineficacia del fármaco ante cepas mutadas del virus para 
el cual fue diseñado, y iii) la selectividad imperfecta del fármaco, lo cual puede ocasionar 
efectos secundarios indeseados en el paciente. Es evidente la necesidad de un método 
novedoso que se sobreponga a las limitaciones de los tratamientos antivirales basados en 
fármacos. 
En años recientes, se han llevado a cabo investigaciones teóricas para la estimación de las 
frecuencias naturales más bajas de las cápsides de una gran variedad de agentes virales. 
Estos estudios giran en torno a la idea de lograr, experimentalmente, acceder a los modos 
de resonancia de cápsides virales previamente caracterizadas mediante el uso de modelos 
físicos, con el fin de inducir desplazamientos atómicos en sus estructuras, con suficiente 
amplitud como para lograr el rompimiento de enlaces intermoleculares, desensamblando 
así las cápsides virales e inactivando los virus. Estudios experimentales basados en 
resultados teóricos han verificado la factibilidad de la inactivación viral inducida por medio 
de resonancia mecánica, lo cual es un método novedoso que podría sobreponerse a las 
limitaciones principales de los tratamientos antivirales convencionales. 
Investigaciones en biofísica computacional centradas en la estimación del espectro de bajas 
frecuencias de cápsides virales, le otorga a Colombia empoderamiento sobre la aplicación 
novedosa del conocimiento y técnicas de vanguardia para el tratamiento de infecciones 
virales, además de otro tipo de posibles aplicaciones técnicas y teóricas, como la 
esterilización de bancos de sangre o el análisis de los cambios conformacionales de una 
biomolécula. 
La investigación es teórica, enmarcada en el campo de la biofísica computacional. Se lleva 
a cabo en cuatro etapas: i) especificación de un virus de referencia, ii) identificación del 
modelo físico idóneo para la representación de la cápside del virus especificado y la 
estimación de su espectro de bajas frecuencias, iii) selección de software adecuado para el 
desarrollo del modelo y iv) la implementación del modelo biofísico. Se llevan a cabo 
extensas revisiones bibliográficas y se emplea software disponible para el análisis y la 
visualización de moléculas biológicas. 
El resultado esperado del proyecto es el espectro estimado de bajas frecuencias de la 
cápside viral especificada, obtenido a partir de una herramienta computacional desarrollada 
durante la investigación. Este resultado es un primer acercamiento al análisis de modos 
normales de cápsides virales, será útil en la creación y continuación de una línea 
investigativa enfocada en tratamientos antivirales basados en métodos físicos que se 
sobreponen a las limitaciones principales de los tratamientos farmacológicos. 
Palabras clave: Análisis de modos normales, biofísica computacional, frecuencias 
naturales, virus.  
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Abstract 
Currently available antiviral drugs have the following limitations: i) dependency of the drug 
on the metabolic activity and the state of the immune system of the patient, ii) the 
uselessness of the drug towards mutated strains of the virus for which it was designed, and 
iii) the imperfect selectivity of the drug, which can cause undesired side effects in the patient. 
It is evident that there is a need for a novel method that overcomes the limitations of the 
drug-based antiviral treatments. 
In recent years, theoretical research has been carried out to estimate the lowest natural 
frequencies of the capsids of a great variety of viruses. These studies revolve around the 
idea of experimentally accessing the resonant modes of viral capsids previously 
characterized via physical models, in order to induce atomic displacements in their 
structures, with such amplitudes that intermolecular bonds break; ergo, disassembling the 
viral capsids and inactivating the viruses. Experimental studies based on theoretical results 
have verified the feasibility of mechanical resonance induced viral inactivation, which 
represents a novel method that could overcome the main limitations of drug-based antiviral 
treatments. 
Computational biophysics research that is focused on the estimation of the low-frequency 
spectrum of viral capsids empowers the region on the novel application of knowledge and 
cutting-edge techniques for treatments against viral infections, besides other possible 
technical and theoretical applications, like the sterilization of blood banks or the analyses of 
the functional motions of a biomolecule. This enhances fields such as biophysical modeling 
and health biotechnology in Colombia. 
This research is theoretical, framed in the field of computational biophysics. It is carried out 
in four stages: i) specifying a reference virus, ii) identifying an appropriate physical model 
for the modeling of the capsid of the specified virus and the estimation of its low-frequency 
spectrum, iii) selecting the most adequate software for the development of the model and 
iv) implementing the biophysical model. An extensive review of available literature is carried 
out, and available software for the analysis and visualization of biological molecules is used. 
The expected result of the project is the low-frequency spectrum of the specified viral capsid, 
obtained from an in-house program. This result is a first approach to the normal mode 
analysis of viral capsids, it will be useful in the creation and continuity of a research field 
focused on physical methods based antiviral treatments that overcome the main limitations 
of pharmacological treatments. 
Keywords: Computational biophysics, Natural frequencies, Normal mode analysis, 
Viruses.
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INTRODUCCIÓN 
Los tratamientos antivirales basados en fármacos tienen como objetivos principales atenuar 
los síntomas debidos a la infección viral y disminuir la tasa de transmisión del virus. Estos 
objetivos se logran, en términos generales, mediante la detención del ciclo viral en alguna 
de sus etapas (recepción, fusión, liberación, replicación de material genético viral, síntesis 
de proteínas virales, ensamblaje o gemación), mas no por medio de la destrucción o 
inactivación mecánicas del patógeno viral (Balfour Jr, 1999).  
Los tratamientos antivirales basados en fármacos presentan tres problemas principales: i) 
dependencia de la efectividad del fármaco al estado del sistema inmune del paciente 
(Balfour Jr, 1999), ii) usualmente el fármaco es efectivo sólo contra cepas específicas del 
virus para el que fue diseñado, en otras palabras, el fármaco es incapaz de responder ante 
mutaciones específicas que conllevan la formación de nuevas cepas virales (Balfour Jr, 
1999); iii) muchos fármacos antivirales tienen efectos secundarios importantes, un ejemplo 
de este fenómeno es la toxicidad mitocondrial generada por medicamentos antirretrovirales, 
como los análogos de nucleósidos empleados en tratamientos contra el virus de la 
inmunodeficiencia humana (VIH) (Lewis & Dalakas, 1995). 
En años recientes, se ha explorado un novedoso método de inactivación viral basado en el 
fenómeno físico de oscilaciones forzadas. Este procedimiento se sobrepone a las 
limitaciones de los tratamientos antivirales convencionales, dado que se pueden destruir 
mecánicamente patógenos virales de manera selectiva, es decir, sin dañar células 
mamíferas, sin importar las mutaciones específicas que se dan entre cepas (K.-T. Tsen et 
al., 2009) y de una forma completamente independiente al estado de inmunosupresión de 
un paciente infectado. 
Actualmente, una de las hipótesis más aceptadas acerca de la vía por la que estos posibles 
tratamientos antivirales (aún en fases teóricas y experimentales) logran la inactivación del 
patógeno, dicta que al irradiar el virus con ondas con frecuencias correspondientes a las 
frecuencias naturales más bajas de su cápside (cuerpo proteico que contiene el material 
genético infeccioso), se da un fenómeno de resonancia en el que sus átomos se desplazan 
con amplitudes tales que se da la ruptura de una gran cantidad de enlaces intermoleculares, 
lo cual conlleva el desensamble del agente patológico, inactivándolo e imposibilitando la 
ejecución del ciclo viral (S. W. D. Tsen et al., 2014). 
En este proyecto se desarrolló una herramienta computacional para el análisis de modos 
normales de cápsides virales, con el fin de calcular sus espectros de baja frecuencia 
mediante un modelo de red elástica. Con este propósito, se eligió el virus satélite mosaico 
del tabaco (STMV por sus siglas en inglés, satellite tobacco mosaic virus) como biomolécula 
de referencia, dado que cuenta con antecedentes en análisis de modos normales, es 
pequeña en comparación con otros virus y no tiene bicapa lipídica, lo que simplifica su 
modelación. 
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Tras la selección de una molécula de referencia, se implementó el modelo biofísico 
seleccionado utilizando Python 3.6.4 (https://www.python.org/) (Rossum, 1995) en la 
aplicación de código abierto The Jupyter Notebook (http://jupyter.org/) (Kluyver et al., 2016). 
Se propusieron dos modelos de constante elástica (un parámetro de suma importancia en 
los modelos de red elástica) y se llevaron a cabo comparaciones entre resultados con 
ambos modelos. 
Las frecuencias naturales obtenidas con la herramienta computacional aquí desarrollada se 
compararon con resultados de un reporte científico en el que se utiliza un modelo de mayor 
resolución al modelo de red elástica. Adicionalmente, no sólo se analizó el espectro de 
bajas frecuencias del STMV sino que, además, se examinaron sus modos normales 
correspondientes, logrando así la identificación de modos dipolares, tripolares, un modo 
respiratorio, entre otros. Además, se estudiaron el fulereno 𝐶଺଴ y el Virus Satélite de la 
Necrosis del Tabaco (STNV por sus siglas en inglés, Satellite Tobacco Necrosis Virus), 
calculando sus frecuencias naturales, comparando los resultados obtenidos con los de otros 
autores y visualizando sus respectivos modos normales de baja frecuencia. 
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1 PRELIMINARES 
1.1 PLANTEAMIENTO DEL PROBLEMA 
En la literatura se distinguen dos tipos de infecciones virales: agudas y crónicas. Ambos 
tipos se tratan con fármacos antivirales, siendo distintos los objetivos de cada uno de los 
tratamientos. Los propósitos del tratamiento para infecciones virales agudas son (Balfour 
Jr, 1999):  
 Reducir la severidad de las enfermedades ocasionadas por la infección, así como sus 
complicaciones derivadas. 
 Disminuir la tasa de transmisión del virus. 
Por otro lado, el objetivo de la terapia antiviral en pacientes con infecciones virales crónicas 
consiste en prevenir el daño a órganos viscerales, especialmente el hígado, los pulmones 
y el tracto gastrointestinal, así como al sistema nervioso central (Balfour Jr, 1999). 
Los fármacos antivirales pueden ser usadas para la profilaxis (prevención de la infección) o 
para la supresión, en la cual se trata de mantener la replicación viral por debajo de la tasa 
que causa daño tisular en pacientes asintomáticos pero infectados (Balfour Jr, 1999). 
En general, los fármacos antivirales funcionan con una misma intención: detener la 
replicación del material genético viral. Un tratamiento antiviral combinado con hábitos de 
vida saludables y otros medicamentos que mantengan o mejoren el estado del sistema 
inmune de un paciente, pueden lograr de manera exitosa la disminución de los síntomas 
ocasionados por una infección viral aguda, así como prevenir el daño a órganos viscerales 
en pacientes con infecciones crónicas (Balfour Jr, 1999). 
Muchos fármacos antivirales, especialmente los antivirales análogos de nucleósidos, entre 
los cuales se encuentra el aciclovir, generan toxicidad mitocondrial, debido a que, a pesar 
de haber sido diseñados para ser selectivos con el material genético viral, su selectividad 
no es perfecta, por lo cual, en tratamientos en los que la dosificación continua es necesaria, 
a largo plazo se termina afectando el material genético mitocondrial del paciente, 
induciendo así una gran cantidad de efectos adversos característicos de enfermedades 
genéticas, como la diabetes, las deficiencias cardiacas, las neuropatías periféricas, entre 
otras (Lewis & Dalakas, 1995). 
Los fármacos antivirales no buscan la destrucción de los agentes infecciosos, sino la 
prevención de que más agentes de este tipo se sigan produciendo en un cuerpo infectado. 
Debido a esto, es importante que el organismo en tratamiento antiviral no se encuentre 
significativamente inmunosuprimido, dado que de lo contrario el régimen farmacológico no 
lograría sus objetivos (Balfour Jr, 1999). 
Otro aspecto de los tratamientos farmacológicos para las infecciones virales de cualquier 
tipo, consiste en la incapacidad de los medicamentos para responder ante mutaciones 
puntuales del virus para el que fueron diseñados. Existen registros de líneas de influenza A 
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que, tras algunas mutaciones, se hicieron resistentes a la amantadina y a la rimantadina, 
fármacos antivirales convencionalmente utilizados en el tratamiento de este virus. También 
se han estudiado líneas mutadas de herpes que se han hecho resistentes a los antivirales 
con los que se suelen tratar los herpesvirus, lo cual ha dado paso a enfermedades serias 
en pacientes inmunocomprometidos (Balfour Jr, 1999). 
En conclusión, es requerido el desarrollo de nuevos métodos para el tratamiento de 
infecciones patológicas de carácter viral, los cuales permitan sobrepasar las limitaciones de 
los métodos farmacológicos actuales, tales como la selectividad no efectiva, la dependencia 
al estado del sistema inmune del paciente infectado y la incapacidad del fármaco para 
responder a mutaciones virales. 
1.2 OBJETIVOS DEL PROYECTO 
1.2.1 Objetivo general 
Desarrollar un modelo biofísico para la estimación de las frecuencias naturales de una 
cápside viral. 
1.2.2 Objetivos específicos 
 
 Definir la cápside viral del modelo biofísico. 
 Identificar el modelo físico idóneo para la representación de la cápside viral. 
 Seleccionar la herramienta computacional adecuada para la resolución del modelo 
físico seleccionado. 
 Implementar el modelo biofísico para la resolución del problema de las frecuencias 
naturales. 
1.3 MARCO DE REFERENCIA 
1.3.1 Antecedentes 
1.3.1.1 Estudios teóricos 
En las últimas décadas, el interés por los modos propios de virus ha incrementado debido 
a las razones ya mencionadas. A continuación, se resumen algunos estudios teóricos en 
los que se han logrado calcular las frecuencias naturales y respectivos modos normales de 
diferentes tipos de virus. 
Mediante la aplicación de un modelo en el que se asume la cápside de un virus como un 
medio continuo, se halla el espectro vibracional de baja frecuencia de la cápside del 
bacteriófago M13, el cual es comparado con datos experimentales observados mediante 
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espectroscopía, obteniéndose una correlación adecuada entre ambos conjuntos de datos 
(Eric C. Dykeman, Sankey, & Tsen, 2007). 
En otro estudio se desarrolla un modelo de resolución atómica para el análisis de modos 
normales de cápsides virales con simetría icosaédrica, mediante el cual se hallan los modos 
normales y las frecuencias naturales del STNV (Eric C Dykeman & Sankey, 2008). 
Posteriormente, se generalizó el modelo para su aplicación a virus de otras simetrías, como 
el bacteriófago M13, y se obtuvo el espectro de baja frecuencia de dicho virus, 
observándose una pequeña diferencia entre datos teóricos y experimentales (Eric C 
Dykeman & Sankey, 2009). 
En otra investigación, se lleva a cabo un extenso trabajo de revisión en el que se recopilan 
los aspectos más relevantes del análisis de modos normales de cápsides virales de distintas 
geometrías y composiciones químicas. En este trabajo se explican los modelos principales 
utilizados en el cálculo de las frecuencias naturales de cápsides virales: i) teoría de elásticos 
continuos, ii) modelos de grano grueso y iii) métodos atomísticos (Eric C Dykeman & 
Sankey, 2010). 
En otro estudio, se llevan a cabo simulaciones de dinámica molecular, con resolución 
atómica, basadas en la recientemente desarrollada tecnología de pulsos de láser de 
electrones libres para la disociación de virus, logrando observar que el proceso de 
inactivación viral se desencadena gracias a la fuerte resonancia entre los modos 
vibracionales del virus y las frecuencias ajustadas del láser previamente mencionado 
(Hoang Man et al., 2016). 
1.3.1.2 Estudios experimentales 
El desarrollo teórico ha ido de la mano del desarrollo experimental, de hecho, en el 2009, 
K.-T. Tsen et al., mediante la aplicación de la teoría de la excitación resonante de 
biomoléculas, logran la inactivación mecánica del bacteriófago M13, el virus del papiloma 
humano, el virus del mosaico del tabaco y el VIH. Se demuestra además que el mecanismo 
de inactivación aplicado es selectivo y no afecta células mamíferas. Se comprueba también 
que la tecnología de inactivación por láser se enfoca en las propiedades mecánicas globales 
de las cápsides virales, por lo que es relativamente insensible a mutaciones genéticas 
locales de los virus objetivo. 
Por otro lado, en el 2015, S.-C. Yang et al. demuestran que el efecto de la transferencia de 
energía de resonancia estructural desde microondas a virus puede ser lo suficientemente 
eficiente como para inactivar virus aerotransmitidos con una densidad de poder de 
microondas segura para el público. Esto se logra mediante la medición de la infectividad 
viral residual del virus de la influenza A después de ser irradiado con microondas a 
diferentes frecuencias y potencias. Se verifica además que la inactivación inducida por la 
transferencia de energía de resonancia estructural se debe principalmente a fracturas 
físicas en la cápside del virus. 
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1.3.2 Marco teórico 
Primero, se explican tres conceptos biológicos clave para el entendimiento de este trabajo 
de grado: i) aminoácidos, ii) proteínas y iii) virus. Luego, se explican los conceptos físicos 
esenciales para el desarrollo de la herramienta computacional para el análisis de modos 
normales de cápsides virales. 
1.3.2.1 Conceptos biológicos 
1.3.2.1.1 Aminoácidos 
Los aminoácidos son los constituyentes de las proteínas. Existen veinte aminoácidos 
estándares, denominados 𝛼-aminoácidos, caracterizados por tener un grupo amino 
primario (– 𝑁𝐻2) como sustituyente del átomo de carbono alfa (𝐶ఈ). Además, cuentan con 
un grupo ácido carboxílico (– 𝐶𝑂𝑂𝐻). Lo que diferencia a los aminoácidos estándares entre 
sí es la estructura de sus cadenas laterales o grupos 𝑅, como se muestra en la Figura 1 
(Voet, Voet, & Pratt, 2009a). 
 
Figura 1. Estructura general de un α-aminoácido. 
1.3.2.1.2 Proteínas  
Las proteínas son moléculas que contienen una o más cadenas polipeptídicas (uniones de 
cinco o más aminoácidos). Son macromoléculas esenciales para la vida, gracias a ellas se 
lleva a cabo un gran número de funciones básicas en el cuerpo humano, sin ellas no 
existiríamos. Se estima que una célula mamífera posee alrededor de mil proteínas 
diferentes con diversas funciones (Voet, Voet, & Pratt, 2009b). 
Entre las variadas funciones de las proteínas, se encuentran (Voet et al., 2009b): 
 Receptores de membranas y transportadores de otras biomoléculas, determinan qué 
sustancias entran o salen de la célula. 
 Cables estructurales, proveen apoyo mecánico tanto intracelular como 
extracelularmente. 
 Catalizadores, aceleran la velocidad de las reacciones metabólicas. 
 Hormonas, factores de crecimiento y activadores de genes. 
 Anticuerpos y toxinas. 
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A pesar del hecho de que, como grupo, las proteínas pueden poseer estructuras 
moleculares casi ilimitadas, cada una es única y tiene un alto grado de especificidad. Una 
buena parte de las características de una proteína puede comprenderse al analizar las 
propiedades de los aminoácidos que la conforman (Voet et al., 2009b). 
Las proteínas son macromoléculas complejas, sin embargo, sus estructuras en cualquier 
entorno son completamente predecibles: 
 Estructura primaria, se refiere a la secuencia lineal de aminoácidos de la proteína. 
Mediante la utilización de técnicas de secuenciación rápida del ácido 
desoxirribonucleico (ADN), puede deducirse la estructura primaria de las proteínas a 
partir de la secuencia nucleótida del gen que las codifica (Voet et al., 2009b) 
 Estructura secundaria, describe la distribución espacial de los átomos de la cadena 
polipeptídica. En general, las proteínas pueden tener conformación cilíndrica de hélice 
alfa (𝛼) o plegada de hoja beta (𝛽) (Voet, Voet, & Pratt, 2009c). 
 Estructura terciaria, describe totalmente la conformación de la proteína, consiste en una 
estructura secundaria estabilizada por los puentes de hidrógeno que se forman entre 
los átomos de los enlaces peptídicos del esqueleto de la macromolécula. Esta estructura 
se suele obtener mediante cristalografía de rayos X (Voet et al., 2009c). 
 
 Estructura cuaternaria, se da en las proteínas que se forman por la unión de más de 
una cadena polipeptídica, denominada subunidad. Las subunidades pueden ser 
idénticas o diferentes, dependiendo de la proteína. Una proteína conformada por dos 
subunidades idénticas se conoce como un homodímero, si está constituida por 
subunidades diferentes se le llama heterodímero (Voet et al., 2009c) 
1.3.2.1.3 Virus 
Los virus son parásitos intracelulares obligados, debido a que no pueden reproducirse por 
sí mismos, requieren del mecanismo de una célula huésped para tal fin. No se consideran 
organismos ni se describen como seres vivos, dado que por sí solos no cuentan con la 
capacidad de metabolizar o llevar a cabo cualquiera de las actividades relacionadas con la 
vida (Karp, 2010). 
Fuera de las células, los virus existen como viriones. Un virión consiste en una cápsula 
proteica (conocida como cápside), la cual rodea material genético viral, el cual puede ser 
ADN o ácido ribonucleico (ARN) de distintas configuraciones. Las cápsides suelen estar 
conformadas por un determinado número de subunidades proteicas, generalmente con un 
bajo grado de heterogeneidad, lo cual resulta económico para el virus en términos de 
reproducción en una célula huésped (Karp, 2010). 
Muchos virus animales poseen una bicapa lipídica que rodea la cápside. Dicha bicapa o 
envoltura lipídica proviene de la membrana plasmática modificada de la célula huésped, la 
cual es obtenida por el virus cuando éste egresa por gemación (proceso de liberación de la 
progenie viral) de la superficie celular (Karp, 2010). 
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Los virus poseen proteínas específicas en sus superficies, las cuales les permiten 
interactuar con proteínas de la superficie celular de la/s célula/s que estos pueden infectar. 
Algunos virus cuentan con un amplio espectro de huéspedes, lo cual quiere decir que sus 
proteínas de superficie cuentan con la capacidad de interactuar con las proteínas de 
superficie de un gran número de células, lo cual aumenta sus tasas de transmisión, así 
como la tasa de infección cuando ingresan a un organismo complejo (Karp, 2010). 
Como ejemplo de estructura viral, la Figura 2 presenta un esquema del VIH, en el cual se 
pueden ver la bicapa lipídica, las proteínas de superficie (adheridas a la envoltura lipídica), 
la cápside y el material genético (Karp, 2010). 
 
Figura 2. Virus de la Inmunodeficiencia Humana (Karp, 2010). 
Existen dos tipos básicos de infección viral (Karp, 2010): 
 El virus toma el control de la síntesis celular con el fin de producir ácidos nucleicos 
virales y proteínas que forman la progenie viral, es decir, la infección conlleva el 
ensamblaje de más partículas virales en su forma madura. Finalmente, la célula 
infectada se lisa (muere y explota), liberando así una gran carga viral en el interior del 
organismo infectado. 
 El virus no ocasiona la muerte de la célula infectada, en lugar de esto, integra su material 
genético al de la célula huésped (en su núcleo). El material genético integrado se 
conoce como provirus. 
El segundo tipo de infección viral puede presentar tres tipos de efectos, los cuales dependen 
de la célula huésped y del tipo de virus en cuestión (Karp, 2010): 
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 El provirus permanece inactivo hasta la presencia de un estímulo (como radiación 
ultravioleta), luego del cual el material genético integrado toma el control de la capacidad 
de síntesis proteica en la célula, se ensamblan nuevos viriones, la célula se lisa y se 
libera la progenie viral. 
 La célula infectada genera nuevas partículas virales, las cuales se liberan por gemación. 
Esta progenie viral se libera continuamente de forma paralela al funcionamiento normal 
de la célula huésped, sin lisis celular. El VIH funciona de esta manera. 
 La célula huésped pierde el control de su propio crecimiento y división, por lo que 
experimenta una conversión a célula maligna. 
Tras haber explicado los conceptos biológicos clave para el entendimiento de este trabajo 
de grado, se procede a explicar los conceptos físicos esenciales para el desarrollo de la 
herramienta computacional para el análisis de modos normales de cápsides virales. 
1.3.2.2 Mecánica de Lagrange 
La mecánica de Lagrange es una forma de la mecánica de Newton especialmente útil en la 
solución de problemas con un gran número de grados de libertad (conjunto de coordenadas 
que definen el movimiento de todas las partículas de un sistema) (Goldstein, Poole, & Safko, 
1980). 
Para entender la mecánica de Lagrange, es necesario definir un conjunto específico de 
conceptos (Goldstein et al., 1980): 
 Ligaduras: una ligadura es una condición que limita el movimiento de un sistema. Por 
ejemplo, un cuerpo rígido posee ligaduras según las cuales las distancias entre sus 
partículas se mantienen constantes en el tiempo. Otro ejemplo es el análisis planar del 
desplazamiento de una partícula, la partícula sólo tiene acceso a las coordenadas que 
definen el plano, mas no a una tercera coordenada espacial. Toda ligadura puede 
representarse como una ecuación, la cual puede ser empleada para la simplificación de 
problemas físicos. 
Las ligaduras de un sistema pueden clasificarse de varias maneras, los tipos 
particulares de ligadura que resultan de interés para el desarrollo de este trabajo de 
grado son: 
o Ligaduras holónomas: la condición de ligadura puede expresarse en función 
de las coordenadas 𝒓 y, posiblemente, el tiempo 𝑡. También son llamadas 
integrables o geométricas, se representan por 𝑓(𝒓, 𝑡) = 0. 
o Ligaduras esclerónomas: la condición de ligadura no depende explícitamente 
del tiempo, es decir, డ௙
డ௧
= 0. 
 Grados de libertad: los grados de libertad de un sistema son el número de 
coordenadas que describen su dinámica. Por ejemplo, los grados de libertad de una 
partícula libre en el espacio, sin movimiento rotacional, son tres, debido a que el 
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movimiento de la partícula puede describirse con tres coordenadas, por ejemplo 𝑥, 𝑦 y 
𝑧. Los grados de libertad de un sistema se calculan de la siguiente manera (Goldstein 
et al., 1980): 
𝑛 = 3𝑁 − 𝑘 
Ecuación 1. Número de grados de libertad de un sistema. 
Donde 𝑁 es el número de partículas del sistema y 𝑘 el número de ligaduras del mismo. 
 
 Espacio de configuración: es el espacio en el que existe un sistema, antes de una 
transformación de coordenadas mediante el uso de sus ligaduras. 
 Espacio de configuración accesible: es el espacio en el que existe un sistema, 
después de una transformación de coordenadas mediante el uso de sus ligaduras. 
 Coordenadas generalizadas: es el conjunto de coordenadas del espacio de 
configuración accesible. Estas coordenadas suelen representarse como 𝑞௝, donde el 
subíndice 𝑗 se refiere a la partícula 𝑗 de un sistema. 
 Lagrangiano: es una función que contiene toda la dinámica de un sistema, se define 
como la resta entre las energías cinética (𝑇) y potencial (𝑉), es decir (Goldstein et al., 
1980): 
𝐿 = 𝑇 − 𝑉 
Ecuación 2. Lagrangiano de un sistema. 
 
 Ecuaciones de Lagrange: conjunto de ecuaciones diferenciales que dependen del 
Lagrangiano del sistema bajo análisis, sus soluciones son las trayectorias de las 
partículas en el espacio de configuración accesible. Estas ecuaciones se obtienen a 
partir de la forma covariante de la segunda ley de Newton, usando el hecho de que la 
energía potencial 𝑉 no depende de las velocidades y haciendo el cambio de variable 
𝑇 − 𝑉 = 𝐿 (de ahí el Lagrangiano). Estas ecuaciones están dadas por (Goldstein et al., 
1980):  
𝑑
𝑑𝑡 ቆ
𝜕𝐿
𝜕?̇?௝
ቇ −
𝜕𝐿
𝜕𝑞௝
= 0 
Ecuación 3. Ecuaciones de Lagrange. 
En general, un problema mecánico puede abordarse mediante la mecánica de Lagrange de 
la siguiente manera (Goldstein et al., 1980): 
1. Definir las ligaduras del sistema a analizar. 
2. Calcular los grados de libertad del sistema. 
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3. Definir un conjunto de coordenadas generalizadas. 
4. Expresar las coordenadas del espacio de configuración en términos de las coordenadas 
del espacio de configuración accesible. 
5. Expresar las energías cinética y potencial del sistema en términos de las coordenadas 
del espacio de configuración accesible. 
6. Definir el Lagrangiano. 
7. Resolver las ecuaciones de Lagrange. 
La mecánica de Lagrange es una herramienta considerablemente poderosa y versátil, a 
partir de ella es posible la obtención de parámetros específicos de problemas determinados, 
como lo son la frecuencia colectiva y las amplitudes relativas del movimiento de las 
partículas de un sistema cuando éste presenta pequeñas oscilaciones alrededor de una 
configuración de equilibrio. 
1.3.2.3 Pequeñas oscilaciones 
Una oscilación es un desplazamiento periódico de las partículas de un sistema alrededor 
de su configuración de equilibrio. El problema de pequeñas oscilaciones se centra en cómo 
encontrar las trayectorias de dichas oscilaciones. Para hacer esto, se parte de tres 
consideraciones básicas (Goldstein, Poole, & Safko, 2000): 
 Sólo se consideran sistemas conservativos, es decir, en los que la energía potencial es 
función de la posición únicamente. 
 Las ligaduras del sistema no contienen el tiempo de manera explícita, esto es, el sistema 
tiene ligaduras esclerónomas, que son también holónomas. 
 El sistema se encuentra en equilibrio cuando las fuerzas generalizadas que actúan 
sobre éste se cancelan, es decir (Goldstein et al., 2000): 
𝑄௜ = − ൬
𝜕𝑉
𝜕𝑞௜
൰
଴
= 0 
Ecuación 4. Sistema en equilibrio. 
Donde 𝑄௜ representa la fuerza generalizada total sobre la partícula 𝑖, 𝑉 representa la energía 
potencial del sistema y 𝑞௜ la coordenada generalizada de la partícula 𝑖. Esta consideración 
se hace necesaria en la primera aproximación de la energía potencial (Goldstein et al., 
2000). 
En la Figura 3 se ilustran los dos tipos de equilibrio que puede presentar un sistema 
(Goldstein et al., 2000): 
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 Equilibrio estable: al imprimirle al sistema un diferencial de energía que hace que su 
energía total pase de 𝐸଴ a 𝐸଴ + 𝑑𝐸, se da un movimiento limitado alrededor de la 
posición de equilibrio. Un ejemplo de este tipo de equilibrio es el que se da en un 
péndulo.  
 Equilibrio inestable: un cambio infinitesimal de la energía del sistema da lugar a un 
movimiento ilimitado. Por ejemplo, una roca en la cima de un precipicio cuando ésta es 
perturbada y cae cuesta abajo. 
 
Figura 3. Curva de energía potencial en equilibrio estable e inestable (Goldstein et al., 
2000). 
La configuración o posición de equilibrio de un sistema es aquella en la que éste se 
encuentra en un extremo de energía, dicho extremo es un mínimo si el equilibrio es estable 
y es un máximo si el equilibrio es inestable (Goldstein et al., 2000). 
En problemas de pequeñas oscilaciones, suelen utilizarse las desviaciones de las partículas 
con respecto a sus posiciones de equilibrio estable como coordenadas generalizadas. Las 
desviaciones se representan como 𝜂௜, donde 𝑖 se refiere a la partícula 𝑖 del sistema. La 
desviación se define matemáticamente como (Goldstein et al., 2000): 
𝑞௜ = 𝑞଴௜ + 𝜂௜ ⇒ ?̇?௜ = ?̇?௜ 
Ecuación 5. Coordenadas normales en problemas de pequeñas oscilaciones. 
Donde 𝑞଴௜ es la posición de equilibrio de la partícula 𝑖. 
Considérese una molécula lineal de 𝑁 átomos de masas 𝑚௜, donde 𝑖 se refiere al i-ésimo 
átomo de la molécula (1 ≤ 𝑖 ≤ 𝑁). Las masas están unidas por resortes de constantes 
elásticas 𝑘௝ (1 ≤ 𝑗 ≤ 𝑁 − 1). Los desplazamientos de los átomos se definen mediante las 
coordenadas 𝑥௜, sus posiciones de equilibrio se denotan como 𝑥଴௜. Las coordenadas 
generalizadas (desviaciones con respecto a las posiciones de equilibrio) de este sistema 
son 𝜂௜ (Goldstein et al., 2000). La Figura 4, elaborada en Microsfot Office Powerpoint, ilustra 
el sistema descrito. 
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Figura 4. Molécula lineal N-atómica. 
Para hallar las trayectorias 𝜂௜ se procede de la siguiente manera (Goldstein et al., 2000): 
 
1. Se halla el Lagrangiano del sistema (ver Ecuación 2): 
𝐿 = 𝑇 − 𝑉 
La energía potencial 𝑉 se aproxima mediante una expansión polinomial en series de Taylor 
alrededor de la posición de equilibrio del sistema (Goldstein et al., 2000): 
𝑉(𝑞ଵ, 𝑞ଶ, … , 𝑞௡) = 𝑉൫𝑞଴ଵ,𝑞଴ଶ, … , 𝑞଴௡൯ + ൬
𝜕𝑉
𝜕𝑞௜
൰
଴
𝜂௜ +
1
2 ቆ
𝜕ଶ𝑉
𝜕𝑞௜𝜕𝑞௝
ቇ
଴
𝜂௜𝜂௝ + ⋯ 
El primer término representa la energía potencial del sistema en su posición de equilibrio, 
este término puede despreciarse cambiando el nivel arbitrario de potencial cero del sistema 
para que coincida con dicha energía de equilibrio. El segundo término es cero por las 
consideraciones iniciales (ver Ecuación 4). Los términos de orden superior a dos se 
desprecian, así que la primera aproximación de la energía potencial en problemas de 
pequeñas oscilaciones es (Goldstein et al., 2000): 
𝑉 =
1
2
𝑉௜௝𝜂௜𝜂௝ 
Donde 𝑉௜௝ representa las segundas derivadas de la energía potencial con respecto a las 
coordenadas del espacio de configuración del sistema. En modelos de red elástica, 
modelos en los que se asume que las partículas de un sistema están unidas por resortes, 
estas segundas derivadas son las constantes elásticas de los resortes, es decir: 
𝑉 =
1
2
𝑘௜௝𝜂௜𝜂௝ 
Ecuación 6. Aproximación cuadrática de la energía potencial de un sistema oscilante. 
Para hallar la energía cinética se procede de la siguiente manera: 
𝑇 =
1
2
𝑚௜௝?̇?௜?̇?௝ 
Según la Ecuación 5: 
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𝑇 =
1
2
𝑚௜௝?̇?௜?̇?௝ 
𝑚௜௝ representa las masas del sistema en su configuración de equilibrio. Es necesario que 
la energía cinética sea una función únicamente de las coordenadas del sistema, de lo 
contrario no es posible resolver las ecuaciones de Lagrange (ver Ecuación 3). Se considera 
la posibilidad de que las masas de las partículas del sistema cambien dependiendo del 
estado del mismo, por lo que se halla una expresión para 𝑚௜௝ mediante una expansión 
polinomial en series de Taylor alrededor de la posición de equilibrio del sistema (Goldstein 
et al., 2000): 
𝑚௜௝(𝑞ଵ, 𝑞ଶ, … , 𝑞௡) = 𝑚௜௝(𝑞଴ଵ, 𝑞଴ଶ, … , 𝑞଴௡) + ቆ
𝜕𝑚௜௝
𝜕𝑞௞
ቇ
଴
𝜂௞ + ⋯ 
Dado que la energía cinética ya es cuadrática, se deben anular todos los términos de la 
expansión que no sean constantes, es decir, sólo el primer término a la derecha en la 
expansión de 𝑚௜௝ es tenido en cuenta; este término se refiere a las masas del sistema en 
su configuración de equilibrio. La aproximación de la energía cinética en problemas de 
pequeñas oscilaciones es (Goldstein et al., 2000): 
𝑇 =
1
2
𝑇௜௝?̇?௜?̇?௝ 
Ecuación 7. Aproximación cuadrática de la energía cinética de un sistema oscilante. 
Donde 𝑇௜௝ representa las masas de cada partícula del sistema en equilibrio. 
Es necesario que las energías cinética y potencial sean polinomios cuadráticos para la 
construcción de la matriz dinámica del sistema, expuesta más adelante. 
Reemplazando las Ecuaciones 6 y 7 en la Ecuación 2, se llega al Lagrangiano de un sistema 
oscilante (Goldstein et al., 2000): 
𝐿 =
1
2 ൫
𝑇௜௝?̇?௜?̇?௝ − 𝑉௜௝𝜂௜𝜂௝൯ 
2. Se resuelven las ecuaciones de Lagrange para obtener las ecuaciones de movimiento 
del sistema. Según la Ecuación 3, asumiendo ?̇?௝ y 𝜂௝ como las coordenadas 
generalizadas del sistema, las ecuaciones de Lagrange toman la forma (Goldstein et 
al., 2000): 
𝑑
𝑑𝑡 ቆ
𝜕𝐿
𝜕?̇?௝
ቇ −
𝜕𝐿
𝜕𝜂௝
= 0 
⇒
𝑑
𝑑𝑡 ቊ
𝜕
𝜕?̇?௝
൤
1
2 ൫
𝑇௜௝?̇?௜?̇?௝ − 𝑉௜௝𝜂௜𝜂௝൯൨ቋ −
𝜕
𝜕𝜂௝
൤
1
2 ൫
𝑇௜௝?̇?௜?̇?௝ − 𝑉௜௝𝜂௜𝜂௝൯൨ = 0 
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∴ 𝑇௜௝?̈?௜௝ + 𝑉௜௝𝜂௝ = 0 
Una posible solución a esta ecuación diferencial es una función exponencial de la forma 
(Goldstein et al., 2000): 
𝜂௜ = 𝐶𝑎௜𝑒ି௜ఠ௧ 
En esta ecuación, que es lo que se estaba buscando (una función para la trayectoria de las 
desviaciones de las partículas del sistema), 𝐶 es un factor de proporcionalidad, 𝑎௜ es la 
amplitud de la desviación de la partícula 𝑖 (distíngase entre el subíndice 𝑖 y la unidad 
imaginaria 𝑖 = √−1 en la función exponencial), 𝜔 representa la frecuencia natural del 
sistema y 𝑡 el tiempo. 
3. A partir de la solución propuesta y las ecuaciones de movimiento del sistema, se formula 
la siguiente ecuación matricial de autovalores y autovectores (Goldstein et al., 2000): 
𝑉௜௝𝑎௝ − 𝜔ଶ𝑇௜௝𝑎௝ = 0 
Ecuación 8. Ecuación de autovalores y autovectores de un sistema oscilante. 
Donde 𝑉௜௝ es la matriz de energía y 𝑇௜௝ la matriz de masas. Se puede demostrar que, para 
que esta ecuación matricial tenga solución no trivial (para que 𝑎௝ ≠ 0), la matriz 𝑉௜௝ − 𝜔ଶ𝑇௜௝ 
debe ser no invertible, es decir (Goldstein et al., 2000): 
ห𝑉௜௝ − 𝜔ଶ𝑇௜௝ห = 0 
Ecuación 9. Condición algebraica para soluciones no triviales. 
A partir de esta condición se formula un polinomio de la forma (Goldstein et al., 2000): 
𝑃(𝜔ଶ) = ෍ 𝑏௜(𝜔ଶ)௜
ே
௜ୀ଴
= ෍ 𝑏௜𝜆௜
ே
௜ୀ଴
= 0 
El determinante de la matriz 𝑉௜௝ − 𝜔ଶ𝑇௜௝ es un polinomio de grado 𝑁 en 𝜆 (el cuadrado de la 
frecuencia natural 𝜔), el cual se conoce como polinomio característico del sistema 
(Goldstein et al., 2000). 
4. Se hallan los autovalores, es decir, las raíces del polinomio característico. Las 
frecuencias naturales del sistema son las raíces cuadradas positivas de los autovalores. 
5. Se hallan los autovectores correspondientes a cada autovalor, generando el espacio 
nulo de la matriz del sistema para cada autovalor hallado (Goldstein et al., 2000): 
𝑁𝑢𝑙൫𝑉𝒊𝒋 − 𝜆௞𝑇𝒊𝒋൯ = ൛𝑎௝௞: 𝑐𝑜𝑛𝑑𝑖𝑐𝑖ó𝑛ൟ 
Que en notación matricial es: 
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(𝑽 − 𝜆𝑻)𝒂𝒌 = 0 
Ecuación 10. Ecuación matricial para la generación de los espacios nulos. 
Donde 𝒂𝒌 representa el 𝑘-ésimo autovector, correspondiente al 𝑘-ésimo autovalor. 
Asimismo, debe usarse la condición de normalización (Goldstein et al., 2000): 
𝒂෥𝑻𝒂 = 1 
Esta condición de normalización es equivalente a: 
෍ 𝑎௝௞ଶ𝑚௝ = 1
ே
௜ୀଵ
 
Ecuación 11. Condición de normalización en notación indicial. 
Donde 𝑎௝௞ representa la entrada 𝑗 del autovector 𝑘. 
El autovector 𝑘 contiene las amplitudes relativas de las desviaciones de cada átomo del 
sistema cuando éste oscila de manera colectiva con la frecuencia 𝜔௞ . En general, el 
subíndice 𝑘 va de 1 al número de grados de libertad del sistema, es decir, un sistema tiene 
tantas frecuencias naturales como grados de libertad. 
Resulta útil plantear una matriz de autovectores de la forma: 
𝑨 =
⎝
⎜
⎛
𝑎ଵଵ 𝑎ଵଶ 𝑎ଵଷ ⋯ 𝑎ଵ௞
𝑎ଶଵ 𝑎ଶଶ 𝑎ଶଷ ⋯ 𝑎ଶ௞
𝑎ଷଵ 𝑎ଷଶ 𝑎ଷଷ ⋯ 𝑎ଷ௞
⋮ ⋮ ⋮ ⋱ ⋮
𝑎௞ଵ 𝑎௞ଶ 𝑎௞ଷ ⋯ 𝑎௞௞  ⎠
⎟
⎞
 
Ecuación 12. Matriz de autovectores. 
Esto es, cada columna es un autovector del sistema analizado, desde el autovector del 
primer autovalor (𝑎௝ଵ) hasta el autovector del 𝑘-ésimo autovalor (𝑎௝௞). 
1.3.2.3.1 Ecuación matricial modificada 
La ecuación matricial de los problemas de pequeñas oscilaciones (ver Ecuación 10) puede 
ser manipulada para la obtención de un problema particular de autovalores: 
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𝑽𝑻ିଵ𝒂𝒌 = 𝜆𝒂𝒌 
Escribiendo 𝑽𝑻ିଵ = 𝑫 esta ecuación se reescribe como: 
𝑫𝒂𝒌 = 𝜆𝒂𝒌 
Ecuación 13. Problema de autovalores de una matriz simétrica estándar. 
La matriz 𝑫 = 𝑽𝑻ିଵ se denomina matriz dinámica, la cual es una matriz simétrica (lo cual 
se debe a la simetría de las matrices de energía y masa 𝑽 y 𝑻). En términos 
computacionales, suele resultar más eficiente diagonalizar la matriz dinámica que resolver 
el problema generalizado de autovalores descrito por la Ecuación 10: 𝑽𝒂𝒌 = 𝜆𝑻𝒂𝒌 (Eric C 
Dykeman & Sankey, 2010). 
1.3.2.3.2 Autovalores degenerados 
En la solución de problemas de autovalores, es normal encontrarse con autovalores 
degenerados: raíces de un polinomio característico con una multiplicidad algebraica 
diferente a la unidad. Para hallar los autovectores correspondientes a autovalores 
degenerados, se eligen vectores que cumplan con una ecuación matricial del tipo de la  
Ecuación 10 y se ortogonalizan mediante el proceso de Gram-Schmidt (“Matrix with 
Degenerate Eigenvalues,” 2000). 
1.3.2.3.3 Relación entre autovalor y número de onda 
En artículos científicos que tratan el análisis de modos normales de biomoléculas, es normal 
ver un conjunto de frecuencias naturales representado como números de onda (Eric C 
Dykeman & Sankey, 2008), frecuencias lineales (Sun et al., 2017), frecuencias angulares 
(S.-C. Yang et al., 2015) o inclusive autovalores (Z. Yang, Bahar, & Widom, 2009), razón 
por la cual es importante aclarar las relaciones entre estas cantidades (Hughbanks 
Research Group, 2016): 
𝜈෤ =
𝜈
𝑐
,   𝜈 =
𝜔
2𝜋
,   𝜔 = √𝜆 
∴ 𝜈෤ =
√𝜆
2𝜋𝑐
 
Ecuación 14. Relación entre autovalor y número de onda. 
Donde: 
 𝜈෤ es número de onda, es una unidad de frecuencia generalmente utilizada en 
espectroscopía molecular, atómica y nuclear. Es el número de ondas en una unidad de 
distancia. Se calcula como la frecuencia lineal 𝜈 dividida por la velocidad de la luz (The 
Editors of the Encyclopaedia Britannica, 1998b). Sus unidades son 𝑐𝑚ିଵ. 
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 𝜈 es frecuencia lineal, es el número de ciclos o vibraciones dadas por unidad de tiempo 
por un cuerpo en movimiento periódico. Un cuerpo en movimiento periódico 
experimenta un ciclo o una vibración tras haber pasado por una serie de eventos o 
posiciones y haber regresado a su estado original (The Editors of the Encyclopaedia 
Britannica, 1998a). Sus unidades son 𝑠ିଵ. 
 𝜔 es frecuencia angular, también conocida como frequencia circular o radial, mide el 
desplazamiento angular de un objeto por unidades de tiempo (“Angular frequency,” 
2017). Sus unidades son 𝑟𝑎𝑑 𝑠ିଵ. 
 𝜆 es el cuadrado de la frecuencia angular, en el contexto del problema de pequeñas 
oscilaciones, 𝜆 es un autovalor. Sus unidades son (𝑟𝑎𝑑 𝑠ିଵ)ଶ. 
 𝑐 es la velocidad de la luz, dada por 2.99 × 10ଵ଴ 𝑐𝑚 𝑠ିଵ. 
Estas relaciones se usan en el código para el análisis de modos normales desarrollado en 
este trabajo de grado. Además, cabe mencionar que, a lo largo de este informe, se hace 
referencia a las frecuencias naturales de manera indistinta con el uso de la letra griega 𝜔, 
aclarando las unidades en las que se están representando sus valores según corresponda. 
1.3.2.4 Análisis de modos normales 
Uno de los paradigmas más importantes de la física biológica consiste en la relación entre 
la estructura y la función de proteínas, ensamblajes proteicos o enzimas. Bajo este 
paradigma, la función de una biomolécula es determinada por su estructura. El método 
tradicional para el estudio de la función de una biomolécula en función de su estructura 
consiste en simulaciones de dinámica molecular, aun así, existen otros métodos que se 
basan en el paradigma de la estrecha relación entre estructura y función para estudiar 
diferentes características de una biomolécula (como sus cambios conformacionales, 
frecuencias de resonancia, entre otros), siendo uno de ellos el análisis de modos normales 
(E C. Dykeman & Sankey, 2010). 
En el ámbito biológico, el análisis de modos normales se centra en encontrar los 
movimientos naturales de una biomolécula, lo cual se lleva a cabo investigando los modos 
normales determinados por su estructura y por las interacciones entre sus partes (E C. 
Dykeman & Sankey, 2010). 
1.3.2.4.1 Modo normal 
Un modo normal es un movimiento en el que todas las partes de un sistema se desplazan 
sinusoidalmente a la misma frecuencia y en fase. Todas las configuraciones posibles de un 
sistema pueden ser generadas a partir de combinaciones de sus modos normales. Cada 
modo normal tiene una frecuencia característica específica (Rensselaer Polytechnic 
Institute, 2014). 
En el ámbito biofísico, los modos normales de una molécula pueden dividirse en (Lezon, 
Shrivastava, Yang, & Bahar, 2009): 
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 Modos torsionales, en los que las deformaciones que se dan en la molécula no tienen 
componentes radiales, sólo componentes tangenciales. 
 Modos esferoidales, en los que las deformaciones que se dan en la molécula tienen 
tanto componentes tangenciales como radiales. 
En los modos esferoidales hay un tipo particular de modo: el modo de simetría esférica. 
Este modo sobresale entre los demás debido a que es un modo no degenerado, es decir, 
su frecuencia natural tiene una multiplicidad algebraica igual a la unidad. En este modo, las 
deformaciones del sistema tienen únicamente componentes radiales, por lo que se 
mantiene la simetría de la biomolécula (Lezon et al., 2009). 
En este trabajo de grado se la da especial atención a los modos normales de simetría 
esférica, también conocidos como modos respiratorios (Lezon et al., 2009), debido a que 
son fáciles de identificar en un espectro de frecuencias y representan una herramienta útil 
para la comparación de los resultados del modelo aquí desarrollado con los de otros 
modelos con resultados disponibles en documentos de divulgación científica. 
1.3.2.4.2 Modelos de red elástica 
Estos modelos son los más utilizados hoy en día para el cálculo de los modos normales de 
estructuras proteicas, debido a su simplicidad y precisión. La idea central de los modelos 
de red elástica consiste en la reducción del número de grados de libertad de la molécula, lo 
cual minimiza el tamaño de la matriz dinámica, lo que a su vez permite la diagonalización 
matricial mediante métodos computacionales convencionales (Eric C Dykeman & Sankey, 
2010). 
El modelo energético de los modelos de red elástica consiste en un potencial hookeano 
entre todos los pares de átomos separados por una distancia menor a un cierto parámetro 
del modelo (distancia de corte). Cabe aclarar que, en estos modelos, un átomo no 
necesariamente debe ser un átomo en el sentido estrictamente físico del término, se 
entiende por átomo cada uno de los objetos conectados por resortes, los cuales pueden ser 
átomos individuales o colecciones de estos (Eric C Dykeman & Sankey, 2010). 
En estos modelos suele utilizarse una función de energía potencial correspondiente al 
modelo de red anisotrópica, dada por (Eric C Dykeman & Sankey, 2010): 
𝑉 =
1
2
𝑘௘(𝑑 − 𝑑௘)ଶ,   𝑑 = ห𝑟పሬ⃗ − 𝑟ఫሬ⃗ ห 
Donde 𝑘௘ es la constante elástica universal en los modelos de red elástica, 𝑑 es la distancia 
entre el par de átomos 𝑖 y 𝑗, y 𝑑௘ es la distancia entre dichos átomos en la configuración de 
equilibrio del sistema (Eric C Dykeman & Sankey, 2010). 
Los modelos de red elástica buscan el coarse graining de la molécula bajo análisis, 
literalmente su granulado grueso, es decir, la disminución de sus grados de libertad y, por 
ende, la disminución de la resolución y la complejidad del modelo. El granulado grueso de 
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una molécula puede lograrse de dos maneras ignorando los movimientos de ciertos átomos 
o reuniendo colecciones de átomos (Eric C Dykeman & Sankey, 2010). 
1.3.2.4.2.1 Método del carbono alfa 
En el método del carbono alfa (𝐶ఈ) se consideran únicamente los movimientos del carbono 
𝐶ఈ de cada aminoácido de la proteína. El aminoácido promedio contiene veinte átomos, por 
lo que este método de grano grueso puede reducir el número de átomos de una molécula 
por un factor de veinte, por lo que disminuye el tamaño de la matriz dinámica por un factor 
de tres mil seiscientos. Cada átomo 𝐶ఈ es conectado a otro por un resorte si y sólo si el par 
de átomos están separados por una distancia menor a una cierta distancia de corte (Eric C 
Dykeman & Sankey, 2010). 
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2 METODOLOGÍA 
El planteamiento del modelo biofísico para la estimación de las frecuencias naturales de 
una cápside viral está fundamentado en cuatro etapas, cada una de ellas con una serie de 
actividades necesarias para la culminación de este trabajo de grado. 
2.1 ESPECIFICACIÓN DE LA CÁPSIDE VIRAL 
La especificación de la cápside viral se refiere a la selección de un patógeno viral que 
cumpla con ciertas características que se adecúen al desarrollo de esta investigación, 
según las limitaciones temporales y computacionales de la misma. Esta especificación se 
hace a partir de información disponible tanto para el virus como para su estructura 
cristalográfica (estructura de resolución atómica), por lo que elegir el virus se reduce a 
seleccionar una estructura cristalográfica específica cuyo agente biológico relacionado 
cumpla con ciertos criterios de selección. 
2.1.1 Categorías de información 
Se definieron las siguientes categorías de información para cada estructura cristalográfica 
considerada: 
 Nombre y abreviación del virus al que corresponde la estructura. 
 Clasificación del virus, esto agilizó el proceso de recopilación de la información, dado 
que muchos virus pertenecen a la misma familia o género, por lo que comparten ciertas 
características. 
 Huésped natural del virus, es decir, animal, insecto, humano, etc. En un principio se 
pretendió darle preferencia a virus humanos. 
 Ecología y enfermedad del virus. 
o Geografía, era importante considerar en qué regiones del mundo el virus es un 
problema de salud pública, debido a que en un principio hubo preferencia por 
virus tropicales. 
o Modo de transmisión, es decir, aerotransportado, transmitido por la sangre, de 
transmisión vertical, etc. Esto resulta relevante para posibles aplicaciones 
futuras de un método de inactivación viral por oscilaciones forzadas, el modo de 
transmisión puede proveer información sobre el medio en el que el virus se 
traslada de persona a persona, lo cual puede extrapolarse a un modelo de 
oscilaciones forzadas amortiguadas. Este criterio fue registrado únicamente 
para virus humanos. 
o Síntomas, el abanico de síntomas que pueden desencadenar una infección viral 
es bastante amplio, desde un resfriado común hasta el síndrome de 
inmunodeficiencia adquirida. En un principio, se pretendió darle prioridad a 
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aquellos virus con una sintomatología grave con la capacidad de poner en riesgo 
la vida de una persona infectada. Este criterio fue registrado únicamente para 
virus humanos. 
 Existencia o ausencia de bicapa lipídica en el virus, se determinó que este criterio era 
de gran importancia debido a la complejidad de un modelo biofísico que reproduzca 
fielmente los movimientos oscilatorios de un virus que, además de cápside, posea una 
envoltura lipídica, la cual no puede ser modelada como cuerpo rígido debido a que las 
bicapas lipídicas son fluidos flexibles con una gran variedad de moléculas no 
estacionarias (Khan, Dosoky, & Williams, 2013). Por lo tanto, hubo preferencia por virus 
no envueltos. 
 Información geométrica del virión. 
o Forma, es decir, cilíndrica, esférica, etc. Esto se determinó como relevante 
dados los diversos modelos físicos que se consideraron en un principio para el 
desarrollo de la herramienta computacional. Por ejemplo, un virus cilíndrico 
puede analizarse de manera eficiente mediante el uso de coordenadas 
cilíndricas, mientras que un virus esférico puede analizarse de forma eficaz 
empleando coordenadas esféricas. 
o Tamaño, este parámetro se refiere a la dimensión máxima del virus. Por ejemplo, 
para virus cilíndricos se registró la longitud. El tamaño del virus es un indicador 
del costo computacional de la ejecución del modelo biofísico: a mayor tamaño, 
mayor tiempo de computación. 
 Información geométrica y estructural de la cápside. Cabe aclarar que, para virus no 
envueltos, la información geométrica del virión es idéntica a la información geométrica 
de la cápside, dado que en estos casos la cápside es el virión; por otro lado, para virus 
envueltos, la información geométrica del virión difiere de la de la cápside. 
o Forma. 
o Tamaño. 
o Número de triangulación, es un número característico de virus icosaédricos, 
define la triangulación de la cápside viral, una operación que permite aumentar 
el tamaño de la cápside aumentando el número de unidades triangulares que 
conforman cada cara del icosaedro (Prasad & Schmid, 2012). En un principio se 
pensó que este factor sería importante, debido a que los archivos de estructuras 
cristalográficas de virus disponibles en bases de datos corresponden a la celda 
unitaria del virus (unidad que, al ser replicada un determinado número de veces, 
con orientaciones específicas, genera la cápside completa). Se pretendía utilizar 
el número de triangulación para generar la estructura completa del virus a partir 
de la información de la celda unitaria. Este criterio fue registrado únicamente 
para virus icosaédricos, dado que virus de otras geometrías no poseen número 
de triangulación. 
37 
 
o Número de cadenas proteicas únicas, se refiere al número de proteínas distintas 
que componen la cápside. Por ejemplo, la cápside del VIH-1 está compuesta 
enteramente por la proteína de cápside (CA por sus siglas en inglés, capsid 
protein), por lo que el número de cadenas proteicas únicas del VIH-1 es uno 
(Zhao et al., 2013). Este factor se consideró en un principio como un indicador 
de la posible complejidad de un modelo biofísico que tuviera en cuenta la 
diversidad proteica de la cápside. 
o Número de subunidades, es el número de protómeros que conforman la cápside 
viral. Un protómero es una cadena polipeptídica, en la que los péptidos pueden 
ser proteínas individuales o subunidades de una proteína (Biology Online 
Dictionary, 2009). Por ejemplo, el rinovirus humano 16 (HRV16) posee sesenta 
subunidades, cada una compuesta por cuatro cadenas proteicas únicas, por lo 
que el HRV16 tiene un total de doscientos cuarenta proteínas individuales de 
cápside (Swiss Institute of Bioinformatics, 2013). En un principio, se pensó en 
usar esta información, junto con el número de triangulación de la cápside del 
virus, para la construcción de su estructura completa a partir de la estructura 
cristalográfica de su celda unitaria (unidad que se resuelve por cristalografía de 
rayos X y que no corresponde a la biomolécula completa, sino a una parte de la 
misma a partir de la cual la molécula completa puede ser obtenida, mediante 
operaciones simétricas (Berman et al., 1998)). 
 Material genético del virus, a pesar de que en el alcance de este trabajo de grado no se 
incluye la modelación del material genético del virus seleccionado, esta investigación 
hace parte de un proyecto conjunto con el Max-Planck-Institut für Biophysik, cuyo 
objetivo general es desarrollar un modelo que permita predecir la estructura 
tridimensional del ARN de un virus y la dinámica vibracional del mismo, teniendo en 
cuenta tanto su cápside como su material genético. Por lo tanto, se sesgó la población 
de virus pertinentes desde este trabajo de grado a virus de ARN. 
o Tipo, es decir, ARN monocatenario de sentido positivo, ADN bicatenario, etc. Se 
le dio prioridad a virus con material genético de una sola hebra, específicamente 
ARN. Hay dos razones para esto: i) la complejidad de un modelo de una cadena 
polimérica de una sola hebra es menor que la de un modelo de una cadena 
polimérica doble y ii) en la literatura existe un mayor número de artículos 
científicos sobre modelos biofísicos de cadenas de ARN que de modelos de 
cadenas de ADN. 
o Longitud (en kilobases), a mayor cantidad de bases de material genético, mayor 
tiempo de computación, por lo que se le dio preferencia a virus con un genomas 
cortos. 
La información de las siguientes categorías fue obtenida a partir de los archivos de las 
estructuras cristalográficas de cada virus bajo consideración, utilizando el software de 
distribución libre Visual Molecular Dynamics (VMD, http://www.ks.uiuc.edu/Research/vmd/) 
(Humphrey, Dalke, & Schulten, 1996), la base de datos de estructuras de cápsides de virus 
icosaédricos Virus Particle Explorer (VIPERdb, http://viperdb.scripps.edu/) (Carrillo-Tripp et 
al., 2009), la base de datos cristalográfica Protein Data Bank (PDB, 
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http://www.rcsb.org/pdb/) (Berman et al., 2000) y el lenguaje de programación Python 
versión 3.6.4 (https://www.python.org/) (Rossum, 1995) en la aplicación de código abierto 
The Jupyter Notebook (http://jupyter.org/) (Kluyver et al., 2016): 
 
 Número de átomos, cabe aclarar que este no es necesariamente el número real de 
átomos del virus, sino el número de átomos de la estructura cristalográfica del virus, la 
cual tiene una cierta resolución y representa una de las posibles configuraciones 
estables del virión. 
o Número de átomos de la celda unitaria. Se pensó en un principio en la posibilidad 
de crear un modelo biofísico con resolución atomística, el número de átomos de 
la celda unitaria sería utilizado junto con el número de triangulación y el número 
de subunidades para obtener el número total de átomos del sistema.  
o Número total de átomos. Conocer el número total de átomos de la estructura 
cristalográfica de la cápside viral es de suma importancia, dado que a mayor 
número de átomos mayor tiempo de computación, por lo que se le dio 
preferencia a virus con poca cantidad de átomos. 
 Número de carbonos alfa (𝐶ఈ), sabiendo que las cápsides virales están compuestas por 
proteínas, que las proteínas a su vez están compuestas por aminoácidos y que cada 
aminoácido posee un carbono alfa, el número de carbonos alfa es en realidad el número 
de aminoácidos de la cápside viral.  
o Número de carbonos alfa de la celda unitaria, este dato se obtuvo debido a que 
se pensó en obtener el número total de carbonos alfa a partir del número de los 
de la celda unitaria, el número de triangulación y el número de subunidades de 
la cápside. 
o Número total de carbonos alfa, este terminó por ser el criterio de mayor peso en 
la selección del virus, debido a la naturaleza del modelo físico finalmente 
seleccionado, el cual sólo considera los carbonos alfa de una estructura proteica, 
por lo que no se tiene una resolución atomística sino una resolución a nivel de 
aminoácidos. 
 Estructura cristalográfica, información específica del archivo PDB. Un archivo PDB es 
un archivo que provee una representación estándar de datos de estructuras 
macromoleculares, derivados de difracción de rayos X u otras técnicas que permitan la 
obtención de modelos atomísticos o cuasi-atomísticos de este tipo de estructuras 
(Berman et al., 1998).  
o Detalles, la estructura cristalográfica puede ser de una partícula viral purificada, 
madura, inmadura, a temperatura corporal, a temperatura ambiente, con 
mutaciones específicas, quimérica, conjugada con anticuerpos, etc. Se 
revisaron los detalles de cada estructura hallada para virus con antecedentes en 
análisis de modos normales, teniéndose en cuenta para el proceso de selección 
únicamente aquellas correspondientes a partículas virales purificadas, maduras 
o nativas, al igual que estructuras refinadas de modelos atomísticos previos. 
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o Resolución, a mayor resolución mayor fidelidad de la estructura cristalográfica 
con respecto a la partícula viral real, por ende, hubo preferencia por estructuras 
de alta resolución. 
o Año de publicación, hubo preferencia por estructuras recientemente publicadas, 
dado que las técnicas de cristalografía han avanzado en complejidad y fidelidad 
a lo largo del tiempo (Zheng et al., 2015). 
2.1.2 Criterios de selección 
A pesar de la gran cantidad de información recolectada para cada estructura cristalográfica 
disponible de virus con antecedentes en análisis de modos normales, los criterios de 
selección fueron reducidos a seis, en orden de importancia estos son: 
1. Número total de carbonos alfa. 
2. Existencia o ausencia de envoltura lipídica. 
3. Resolución de la estructura cristalográfica. 
4. Año de publicación de la estructura cristalográfica. 
5. Tipo de material genético del virus. 
6. Longitud del material genético del virus. 
Es evidente que algunos de estos parámetros de selección corresponden a la estructura 
cristalográfica (a saber, los criterios 1, 3 y 4), mientras que otros están relacionados a la 
biomolécula per se (los criterios 2, 5 y 6). Debido a esto, el proceso de selección fue de un 
PDB específico, el cual está directamente relacionado a una cápside viral en concreto, la 
cual a su vez corresponde a un agente viral determinado.  
Para elegir la estructura cristalográfica más adecuada, se definió un sistema de puntos 
según la importancia de cada criterio, en el cual el virus con el mayor puntaje se percibe 
como el más adecuado para el desarrollo de esta investigación. 
Los criterios numéricos (número total de carbonos alfa, resolución de la estructura 
cristalográfica, año de publicación y longitud del material genético del virus) fueron 
normalizados desde un valor mínimo hasta cien y luego escalados según su importancia.  
Los puntajes del número de carbonos alfa fueron escalados por un factor de dos, los de la 
resolución no fueron escalados, los del año de publicación fueron reducidos a un setenta y 
cinco por ciento de sus valores iniciales, y los de la longitud del genoma viral fueron 
reducidos a un veinticinco por ciento de sus valores iniciales. 
En cuanto a los criterios no numéricos, la existencia o ausencia de una bicapa lipídica se 
relacionó con un puntaje de cero (existencia) o ciento cincuenta (ausencia), y el tipo de 
genoma viral se relacionó con un puntaje de cero si no era ARN o veinticinco si era ARN. 
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Con la normalización, escalado y asignación de puntajes específicos para cada criterio de 
cada estructura cristalográfica disponible que fue tenida en consideración, se seleccionó el 
virus más pertinente para el desarrollo de este trabajo de grado (ver Sección 3.1 
Especificación de la cápside viral). 
En la Tabla 1 se presentan los puntajes mínimos y máximos otorgados a cada criterio de 
selección. 
Tabla 1. Puntajes mínimos y máximos de cada criterio de selección. 
Puntaje Bicapa lipídica 
Material genético 
Cα totales 
Estructura cristalográfica 
Tipo Longitud Resolutción Año de publicación 
Mínimo 0.0 0.0 1.4 5.0 0.0 0.0 
Máximo 150.0 25.0 25.0 200.0 100.0 75.0 
 
2.2 IDENTIFICACIÓN DEL MODELO FÍSICO 
Como modelo principal se seleccionó el método del carbono alfa, un modelo de red elástica. 
A continuación, se explican las principales ventajas de este método:  
 
 En el método 𝐶ఈ las coordenadas cristalográficas de la cápside viral pueden ser 
utilizadas para el análisis de modos normales (Eric C Dykeman & Sankey, 2010). Filtrar 
el PDB para tener en consideración únicamente los carbonos alfa de la estructura 
biológica es fácil y representa un costo computacional despreciable. 
 El método 𝐶ఈ conlleva un costo computacional mucho menor que el de otros modelos 
en los que se considera el conjunto completo de átomos de la estructura cristalográfica 
de resolución atómica de la cápside viral (Eric C Dykeman & Sankey, 2010). 
 El método 𝐶ఈ es considerado como un buen punto de inicio en el estudio de los modos 
vibracionales de cápsides virales (Eric C Dykeman & Sankey, 2010). 
En conclusión, este método es una muy buena opción por dos razones: i) se requieren 
parámetros conocidos (estructuras cristalográficas y masas de aminoácidos) y ii) a pesar 
de requerir una entrada de resolución reducida (lo cual probablemente reduce la exactitud 
de los valores obtenidos), es un primer acercamiento al análisis de modos normales de 
cápsides virales y, en general, de biomoléculas con esqueletos de carbono o compuestas 
enteramente por un solo tipo de átomo, como los fulerenos (Bakry et al., 2007). 
2.3 SELECCIÓN DE SOFTWARE 
Como lenguaje de programación se seleccionó Python (https://www.python.org/) (Rossum, 
1995), debido a que es un lenguaje de distribución gratuita, se requieren pocas líneas de 
código en comparación con otros lenguajes para la realización de tareas específicas 
(McLoone, 2012) y, además, cuenta con un vasto número de subrutinas para el análisis de 
modos normales. La distribución específica seleccionada fue Python 3.6.4 para Windows 
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(arquitectura de 64 bits), en la aplicación de código abierto The Jupyter Notebook 
(http://jupyter.org/) (Kluyver et al., 2016). 
2.4 IMPLEMENTACIÓN DEL MODELO BIOFÍSICO 
Como primer acercamiento a problemas de análisis de modos normales, se hallaron, de 
manera analítica, las frecuencias naturales y modos correspondientes de moléculas lineales 
y planares. No se analizaron moléculas espaciales de manera analítica debido a la creciente 
dificultad algebraica de estos análisis en función de los grados de libertad del sistema, 
además del hecho de que no todos los problemas de pequeñas oscilaciones tienen solución 
analítica, precisamente por la cantidad de grados de libertad del sistema. Se procedió 
entonces a la escritura de un código para la obtención de soluciones numéricas. Resultados 
numéricos fueron comparados con resultados analíticos, observándose la concordancia 
esperada. Resultados numéricos fueron también comparados con resultados publicados en 
revistas científicas. 
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3 Presentación y discusión de resultados 
3.1 ESPECIFICACIÓN DE LA CÁPSIDE VIRAL 
3.1.1 Información detallada de estructuras cristalográficas 
El Anexo 1 expone la información recopilada para todas las estructuras cristalográficas 
consideradas, organizadas en orden alfabético según el nombre del virus al que 
corresponden, el cual es mostrado en inglés junto con su abreviación correspondiente. 
Gran parte de la información contenida en el Anexo 1 fue obtenida a partir de las fuentes 
mencionadas en la metodología (ver Sección 2.1.1 Categorías de información), y de 
ViralZone (https://viralzone.expasy.org/), un recurso web para todas las familias y géneros 
virales que provee información molecular y epidemiológica, junto con figuras del genoma y 
del virión (Hulo et al., 2011). 
3.1.2 Puntajes globales y selección final 
El Anexo 2 muestra los puntajes asignados a cada criterio y el puntaje global por estructura 
cristalográfica, ordenadas de mayor a menor puntaje global. Según esta información, se 
seleccionó el virus satélite del mosaico del tabaco (STMV) para la realización de este trabajo 
de grado. La Tabla 2 presenta información relevante de este virus (Larson, Day, & 
McPherson, 2014): 
Tabla 2. Virus satélite del mosaico del tabaco (STMV). 
Virus Bicapa lipídica 
Material genético 
𝑪𝜶 
totales 
Estructura cristalográfica 
Tipo Longitud Resolución Año PDB ID 
Virus Satélite del 
Mosaico del Tabaco  No (+)ssRNA 1.058 kb 9240 1.40 Å 2014 4OQ8 
3.2 IDENTIFICACIÓN E IMPLEMENTACIÓN DEL MODELO BIOFÍSICO 
3.2.1 Casos analíticos 
Las moléculas que pueden ser analizadas mediante la teoría de pequeñas oscilaciones 
pueden ser divididas en: i) moléculas lineales, ii) moléculas planares y iii) moléculas 
espaciales. Existe un procedimiento general para hallar los modos normales de una 
molécula de cualquier dimensión, sin embargo, durante el desarrollo de este trabajo de 
grado se siguió un proceso que fue de lo más simple a lo más complejo, por lo que se inició 
con el planteamiento de las ecuaciones necesarias para el análisis de modos normales de 
moléculas lineales. Posteriormente, se plantearon las ecuaciones correspondientes al 
análisis de moléculas con cualquier número de dimensiones espaciales. Es importante 
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mencionar que no todos los problemas tienen solución analítica, de ahí la necesidad de 
buscar soluciones numéricas. 
3.2.1.1 Moléculas lineales 
Considérese el par de átomos 𝑖 y 𝑗, con posiciones de equilibrio 𝑥଴௜ y 𝑥଴௝ y masas 𝑚௜ y 𝑚௝, 
respectivamente, unidos por un resorte de constante elástica 𝑘௜௝. El resorte sufre una 
deformación longitudinal arbitraria, la cual puede ser descrita en términos de las 
coordenadas iniciales y finales de sus extremos, es decir, en términos de las coordenadas 
de los átomos del sistema, ilustrado en la Figura 5 (elaborada en Microsoft Office 
Powerpoint): 
 
Figura 5. Deformación elástica lineal. 
La deformación ∆𝑙 del resorte está dada por: 
∆𝑙 = ൫𝑥௝ − 𝑥௜൯ − ൫𝑥଴௝ − 𝑥଴௜൯ 
Mediante la Ecuación 5, se puede expresar esta deformación en términos de las 
desviaciones de los átomos del sistema alrededor de sus respectivas posiciones de 
equilibrio: 
∴ ∆𝑙 = 𝜂௝ − 𝜂௜ 
La energía potencial del sistema toma entonces la forma (ver Ecuación 6): 
𝑉 =
1
2
𝑘௜௝൫𝜂௜ − 𝜂௝൯
ଶ 
Ecuación 15. Energía potencial de un sistema oscilante lineal. 
La energía cinética en términos de las coordenadas del espacio de configuración está dada 
por (ver Ecuación 7): 
𝑇 =  
1
2
𝑚௜௝൫?̇?௜ଶ + ?̇?௝ଶ൯ 
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Haciendo uso de la Ecuación 5, se expresa la energía cinética en términos de las 
coordenadas del espacio de configuración accesible: 
𝑇 =
1
2
𝑚௜௝൫?̇?௜ଶ + ?̇?௝ଶ൯ 
Ecuación 16. Energía cinética de un sistema oscilante lineal. 
Las Ecuaciones 15 y 16 se emplean para el planteamiento de la matriz dinámica de una 
molécula lineal. El trabajo realizado en las secciones 3.2.1.1.1 Molécula lineal triatómica y 
3.2.1.1.2 Molécula lineal pentatómica, se basa en el trabajo realizado por Rodríguez Rey, 
2012 y en la teoría explicada por Goldstein et al., 2000. 
3.2.1.1.1 Molécula lineal triatómica 
Dos átomos de masa 𝑚 están ubicados simétricamente a cada lado de un átomo de masa 
𝑀, los complicados potenciales interatómicos se aproximan por dos resortes de longitud 
natural 𝑏 y constante elástica 𝑘 que unen a los átomos entre sí. La Figura 6 ilustra el sistema 
(elaborada en Microsfot Office Powerpoint). 
 
Figura 6. Molécula lineal triatómica. 
La energía potencial en términos de las coordenadas generalizadas está dada por (ver 
Ecuación 15): 
𝑉 =
1
2
𝑘(𝜂ଶ − 𝜂ଵ)ଶ +
1
2
𝑘(𝜂ଷ − 𝜂ଶ)ଶ 
A partir de esta expresión, se obtiene la matriz de energía en la base de las coordenadas 
generalizadas (𝜂ଵ, 𝜂ଶ, 𝜂ଷ): 
∴ 𝑽 = ൭
𝑘 −𝑘 0
−𝑘 2𝑘 −𝑘
0 −𝑘 𝑘
൱ 
La energía cinética en términos de las coordenadas generalizadas es (ver Ecuación 16): 
𝑇 =
1
2 ൫
𝑚𝜂ଵ̇ଶ + 𝑀𝜂ଶ̇ଶ + 𝑚𝜂ଷ̇ଶ൯ 
A partir de esta expresión, se obtiene la matriz de masas en la base de las velocidades 
generalizadas (?̇?ଵ, ?̇?ଶ, ?̇?ଷ): 
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∴ 𝑻 = ൭
𝑚 0 0
0 𝑀 0
0 0 𝑚
൱ 
El polinomio característico del sistema es entonces (ver Ecuación 9): 
∴ (−𝑚ଶ𝑀)𝜆ଷ + (2𝑘𝑚𝑀 + 2𝑘𝑚ଶ)𝜆ଶ + (−𝑘ଶ𝑀 − 2𝑘ଶ𝑚)𝜆 = 0 
Ecuación 17. Polinomio característico de una molécula lineal triatómica. 
La ecuación matricial para hallar los autovectores del sistema corresponde al siguiente 
sistema de ecuaciones lineales (ver Ecuación 10): 
ቐ
(𝑘 − 𝜆𝑚)𝑎ଵ௟ − 𝑘𝑎ଶ௟ + 0𝑎ଷ௟ = 0
−𝑘𝑎ଵ௟ + (2𝑘 − 𝜆𝑀)𝑎ଶ௟ − 𝑘𝑎ଷ௟ = 0
0𝑎ଵ௟ − 𝑘𝑎ଶ௟ + (𝑘 − 𝜆𝑚)𝑎ଷ௟ = 0
 
La condición de normalización es (ver Ecuación 11): 
𝑚(𝑎ଵ௟ଶ + 𝑎ଷ௟ଶ) + 𝑀𝑎ଶ௟ଶ = 1 
Donde 𝑙 se refiere al 𝑙-ésimo autovector del sistema. Resolviendo la Ecuación 17 para 𝜆, 
sabiendo que 𝜆 = 𝜔ଶ y que se consideran únicamente las raíces positivas, se determina 
que las frecuencias natural de la molécula son: 
𝜔ଵ = 0,   𝜔ଶ = ඨ
𝑘
𝑚
,   𝜔ଷ = ඨ
𝑘
𝑚
൬1 +
2𝑚
𝑀
൰ 
La frecuencia natural cero corresponde a un movimiento de traslación pura, es decir, no 
hay vibración. La matriz de modos normales es (ver Ecuación 12): 
𝑨 =
⎝
⎜
⎜
⎜
⎜
⎜
⎜
⎛
1
√2𝑚 + 𝑀
1
√2𝑚
1
ට2𝑚 ቀ1 + 2𝑚𝑀 ቁ
1
√2𝑚 + 𝑀
0 −
2
ට2𝑀 ቀ2 + 𝑀𝑚ቁ
1
√2𝑚 + 𝑀
−
1
√2𝑚
1
ට2𝑚 ቀ1 + 2𝑚𝑀 ቁ ⎠
⎟
⎟
⎟
⎟
⎟
⎟
⎞
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Donde la primera columna corresponde al primer modo (𝜔 = 0), la segunda columna 
corresponde al segundo modo (𝜔 = ට ௞
௠
) y la tercera columna corresponde al tercer modo 
(𝜔 = ට ௞
௠
ቀ1 + ଶ௠
ெ
ቁ). 
Nótese que todas las entradas del primer autovector son iguales, lo cual se debe a que la 
frecuencia natural correspondiente a este modo es cero, por lo que el movimiento es de 
traslación pura, no sólo las desviaciones van todas en el mismo sentido, sino que tienen 
además la misma magnitud. El segundo autovector corresponde a un movimiento altamente 
simétrico, en el cual la partícula central del sistema permanece estática, mientras que las 
partículas de los extremos se desplazan en sentidos opuestos, aunque con igual magnitud. 
El tercer autovector corresponde a un movimiento menos simétrico que el del segundo 
modo. 
La Figura 7, elaborada en Microsoft Office Powerpoint, es una representación del 
desplazamiento de las partículas de la molécula lineal triatómica, de arriba abajo las 
frecuencias correspondientes son 𝜔ଵ, 𝜔ଶ y 𝜔ଷ: 
 
Figura 7. Modos normales de una molécula lineal triatómica. 
3.2.1.1.2 Molécula lineal pentatómica 
Cinco átomos de masas 𝑚 y 𝑀 componen una molécula lineal pentatómica en la que los 
potenciales interatómicas se aproximan por cuatro resortes de igual longitud natural y 
constante elástica 𝑘, los cuales unen a los átomos entre sí. La Figura 8 ilustra el sistema: 
 
Figura 8. Molécula lineal pentatómica. 
La energía potencial en términos de las coordenadas generalizadas está dada por (ver 
Ecuación 15): 
𝑉 =
1
2
𝑘(𝜂ଶ − 𝜂ଵ)ଶ +
1
2
𝑘(𝜂ଷ − 𝜂ଶ)ଶ +
1
2
𝑘(𝜂ସ − 𝜂ଷ)ଶ +
1
2
𝑘(𝜂ହ − 𝜂ସ)ଶ 
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A partir de esta expresión, se obtiene la matriz de energía en la base de las coordenadas 
generalizadas (𝜂ଵ, 𝜂ଶ, 𝜂ଷ, 𝜂ସ, 𝜂ହ): 
∴ 𝑽 =
⎝
⎜
⎛
𝑘 −𝑘 0 0 0
−𝑘 2𝑘 −𝑘 0 0
0 −𝑘 2𝑘 −𝑘 0
0 0 −𝑘 2𝑘 −𝑘
0 0 0 −𝑘 𝑘 ⎠
⎟
⎞
 
La energía cinética en términos de las coordenadas generalizadas es (ver Ecuación 16): 
𝑇 =
1
2 ൫
𝑚𝜂ଵ̇ଶ + 𝑀𝜂ଶ̇ଶ + 𝑚𝜂ଷ̇ଶ + 𝑀𝜂ସ̇ଶ + 𝑚𝜂ହ̇ଶ൯ 
A partir de esta expresión, se obtiene la matriz de energía en la base de las coordenadas 
generalizadas (?̇?ଵ, ?̇?ଶ, ?̇?ଷ, ?̇?ସ, ?̇?ହ): 
∴ 𝑻 =
⎝
⎜
⎛
𝑚 0 0 0 0
0 𝑀 0 0 0
0 0 𝑚 0 0
0 0 0 𝑀 0
0 0 0 0 𝑚⎠
⎟
⎞
 
El polinomio característico del sistema es entonces (ver Ecuación 9): 
(−𝑀ଶ𝑚ଷ)𝜆ହ + (4𝑀𝑘𝑚ଷ + 4𝑀ଶ𝑘𝑚ଶ)𝜆ସ + (−5𝑀ଶ𝑘ଶ𝑚 − 12𝑀𝑘ଶ𝑚ଶ − 4𝑘ଶ𝑚ଶ)𝜆ଷ
+ (8𝑘ଷ𝑚ଶ + 10𝑀𝑘ଷ𝑚 + 2𝑀ଶ𝑘ଷ)𝜆ଶ + (−3𝑘ସ𝑚 − 2𝑀𝑘ସ)𝜆 = 0 
Ecuación 18. Polinomio característico de una molécula lineal pentatómica. 
La ecuación matricial para hallar los autovectores del sistema corresponde al siguiente 
sistema de ecuaciones lineales (ver Ecuación 10): 
⎩
⎪
⎨
⎪
⎧
(𝑘 − 𝜆𝑚)𝑎ଵ௟ − 𝑘𝑎ଶ௟ + 0𝑎ଷ௟ + 0𝑎ସ௟ + 0𝑎ହ௟ = 0
−𝑘𝑎ଵ௟ + (2𝑘 − 𝜆𝑀)𝑎ଶ௟ − 𝑘𝑎ଷ௟ + 0𝑎ସ௟ + 0𝑎ହ௟ = 0
0𝑎ଵ௟ − 𝑘𝑎ଶ௟ + (𝑘 − 𝜆𝑚)𝑎ଷ௟ + 0𝑎ସ௟ + 0𝑎ହ௟ = 0
0𝑎ଵ௟ + 0𝑎ଶ௟ − 𝑘𝑎ଷ௟ + (2𝑘 − 𝜆𝑀)𝑎ସ௟ − 𝑘𝑎ହ௟ = 0
0𝑎ଵ௟ + 0𝑎ଶ௟ + 0𝑎ଷ௟ − 𝑘𝑎ସ௟ + (𝑘 − 𝜆𝑚)𝑎ହ௟ = 0
 
La condición de normalización es (ver Ecuación 11). 
𝑚(𝑎ଵ௟ଶ + 𝑎ଷ௟ଶ + 𝑎ହ௟ଶ) + 𝑀(𝑎ଶ௟ଶ + 𝑎ସ௟ଶ) = 1 
Donde 𝑙 se refiere al 𝑙-ésimo autovector. Resolviendo la Ecuación 18 para 𝜆, sabiendo que 
𝜆 = 𝜔ଶ y que sólo se consideran las raíces positivas, se hallan las siguientes frecuencias 
naturales: 
𝜔ଵ = 0 
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𝜔ଶ,ଷ =
√2
2
ඨ 1
𝑀𝑚
ቀ𝑀𝑘 + 2𝑘𝑚 ∓ 𝑘ඥ𝑀ଶ + 4𝑚ଶቁ 
 
𝜔ସ,ହ =
√2
2
ඨ 1
𝑀𝑚
ቀ3𝑀𝑘 + 2𝑘𝑚 ∓ 𝑘ඥ𝑀ଶ + 4𝑚ଶቁ 
El trabajo algebraico necesario para hallar los modos normales correspondientes a cada 
frecuencia natural no es trivial, desde este punto se hace evidente la creciente complejidad 
de este tipo de problemas en términos analíticos con respecto al número de grados de 
libertad del sistema bajo análisis. 
Lógicamente, el primer autovector (correspondiente a un movimiento de traslación pura) es 
el más fácil de calcular. Este vector está dado por: 
𝒂𝟏 =
1
√3𝑚 + 2𝑀
⎝
⎜
⎛
1
1
1
1
1⎠
⎟
⎞
 
La Figura 9, elaborada en Microsfot Office Powerpoint, es una representación del 
movimiento de las partículas de la molécula lineal pentatómica en el primer modo. 
 
Figura 9. Movimiento traslacional de una molécula lineal pentatómica. 
Si se considera el caso especial en el que 𝑚 = 𝑀, se tiene: 
𝜔ଶ = ඨ
3 − √5
2
𝑘
𝑚
 
Esta es la frecuencia fundamental del sistema, es decir, frecuencia mínima diferente de 
cero (Nave, 2000), a la cual le corresponde un modo normal altamente simétrico dado por: 
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𝒂𝟐 = ඨ
2
𝑚
√5 + 3
√5 + 5
  
⎝
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛
−
1
2.
1
√5 + 1.
0
.
1
2.
1
√5 + 1⎠
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞
 
La Figura 10, elaborada en Microsfot Office Powerpoint, es una representación de este 
modo. 
 
Figura 10. Segundo modo normal de una molécula lineal pentatómica. 
Los otros modos normales 𝒂ଷ, 𝒂ସ y 𝒂ହ se calculan de forma análoga. 
3.2.1.2 Más allá de las moléculas lineales 
Para el caso planar se intentó, inicialmente, seguir la misma lógica del caso lineal, es decir, 
plantear una expresión para las energías potencial y cinética en términos de las 
coordenadas del espacio de configuración, luego transformarlas a un espacio de 
configuración accesible en términos de las desviaciones de los átomos del sistema 
alrededor de sus configuraciones de equilibrio, para así poder hallar, de manera analítica 
para casos particulares de pocos grados de libertad, una forma concisa de las matrices de 
energía y masas. A continuación, se detalla el procedimiento llevado a cabo en un primer 
acercamiento. 
Considérense un par de átomos 𝑖 y 𝑗 con posiciones de equilibrio (𝑥଴௜ , 𝑦଴௜) y (𝑥଴௝ , 𝑦଴௝), y 
masas 𝑚௜ y 𝑚௝, respectivamente, unidos por un resorte de constante elástica 𝑘௜௝. El resorte 
sufre una deformación arbitraria en el plano, la cual puede ser descrita en términos de las 
coordenadas iniciales y finales de sus extremos, es decir, en términos de las coordenadas 
de los átomos del sistema, ilustrado en la Figura 11 (elaborada en Microsfot Office 
Powerpoint). 
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Figura 11. Deformación elástica planar. 
Al igual que en el caso lineal, la deformación ∆𝑙 del resorte está dada por la longitud final 
del resorte menos su longitud inicial: 
∆𝑙௜௝ = 𝑙௜௝ − 𝑙଴,௜௝ 
En el caso planar, la longitud del resorte es una función de las coordenadas rectangulares 
𝑥 y 𝑦: 
𝑙௜௝ = ට൫𝑥௜ − 𝑥௝൯
ଶ + ൫𝑦௜ − 𝑦௝൯
ଶ 
∴ ∆𝑙௜௝ = ට൫𝑥௜ − 𝑥௝൯
ଶ + ൫𝑦௜ − 𝑦௝൯
ଶ − ට൫𝑥଴௜ − 𝑥଴௝൯
ଶ + ൫𝑦଴௜ − 𝑦଴௝൯
ଶ 
La energía potencial puede escribirse entonces como (ver Ecuación 6): 
𝑉 =
1
2
𝑉௜௝൫∆𝑙௜௝൯
ଶ 
∴ 𝑉 =
1
2
𝑘௜௝ ቆට൫𝑥௜ − 𝑥௝൯
ଶ + ൫𝑦௜ − 𝑦௝൯
ଶ − ට൫𝑥଴௜ − 𝑥଴௝൯
ଶ + ൫𝑦଴௜ − 𝑦଴௝൯
ଶቇ
ଶ
 
Desafortunadamente, llevar a 𝑉 a depender únicamente de las coordenadas generalizadas 
consideradas en el caso lineal (desviaciones 𝜂) no es trivial. 
Es necesario recordar el por qué son tan importantes las energías potencial y cinética: a 
partir de sus expresiones algebraicas expandidas es posible obtener expresiones 
cuadráticas aproximadas, de las cuales se infieren las matrices de energía y masas de un 
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sistema específico; a su vez, a partir de las matrices de energía y masas se obtiene la matriz 
dinámica 𝑫 = 𝑽𝑻ି𝟏 (ver Ecuación 13), cuya diagonalización permite hallar las frecuencias 
naturales y los modos normales correspondientes de un sistema oscilante. Es claro 
entonces que el elemento matricial más importante en el análisis de modos normales es la 
matriz dinámica. 
En el modelo de red elástica presentado en el artículo de revisión de Eric C Dykeman & 
Sankey, 2010, se ilustra la forma indicial de la matriz dinámica de un sistema oscilante de 
cualquier dimensionalidad espacial, dada por el siguiente conjunto de expresiones en 
términos de los cosenos directores del enlace entre pares de átomos 𝑖𝑗, según la 
aproximación armónica (solución armónica a la ecuación diferencial de problemas de 
pequeñas oscilaciones, ver Sección 1.3.2.3 Pequeñas oscilaciones): 
𝐷௜ఈ,௜ఉ =
𝑘௘
𝑚௜
෍
𝑟௜ఈ − 𝑟௝ఈ
ห𝑟௜ − 𝑟௝ห
𝑟௜ఉ − 𝑟௝ఉ
ห𝑟௜ − 𝑟௝ห
ᇱ
௝
Δ௜௝ ,   𝐷௜ఈ,௝ఉ = −
𝑘௘
ඥ𝑚௜𝑚௝
𝑟௜ఈ − 𝑟௝ఈ
ห𝑟௜ − 𝑟௝ห
𝑟௜ఉ − 𝑟௝ఉ
ห𝑟௜ − 𝑟௝ห
Δ௜௝ ,    
Ecuación 19. Forma indicial de la matriz dinámica de un sistema oscilante según la 
aproximación armónica (Eric C Dykeman & Sankey, 2010). 
𝛼 o 𝛽 representan una de las coordenadas rectangulares 𝑥, 𝑦 o 𝑧 (en el caso planar se 
omite 𝑧). 𝑖 y 𝑗 representan uno de los 𝑁 átomos del sistema. 𝑘௘ es la constante de resorte 
universal en el modelo de red elástica. El símbolo prima en la sumatoria en 𝐷௜ఈ,௜ఉ indica que 
la suma es sobre todos los átomos 𝑗 excepto el caso 𝑖 = 𝑗. 𝑚௜ es la masa del átomo 𝑖. 
ห𝑟௜ − 𝑟௝ห es la distancia entre el par de átomos 𝑖 y 𝑗. 𝑟௜ఈ es la componente 𝛼 de la posición 
de equilibrio del átomo 𝑖. Δ௜௝ es una función escalón unitario que depende de una distancia 
de corte 𝑟௖, la cual limita las contribuciones a la matriz dinámica: sólo pares de átomos 
separados por una distancia menor a la distancia de corte contribuyen un elemento diferente 
de cero a la matriz dinámica (Eric C Dykeman & Sankey, 2010).  
La función escalón unitario está dada por (Eric C Dykeman & Sankey, 2010): 
Δ௜௝ = ቊ
1, ห𝑟௜ − 𝑟௝ห < 𝑟௖
0, ห𝑟௜ − 𝑟௝ห ≥ 𝑟௖
 
Ecuación 20. Función escalón unitario en dependencia de una distancia de corte. 
La posición de equilibrio del átomo 𝑖 en coordenadas rectangulares es: 
𝑟௜ = 𝑥௜𝚤̂ + 𝑦௜𝚥̂ + 𝑧௜𝑘෠ 
Ecuación 21. Posición de equilibrio del átomo 𝑖 en coordenadas rectangulares. 
Es necesario adecuar la Ecuación 19 al método del carbono alfa, modelo elegido para la 
estimación de las frecuencias naturales de una cápside viral en este trabajo de grado. Para 
tal fin es necesario considerar lo siguiente: 
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 La constante elástica no necesariamente debe ser uniforme, por lo que se puede definir 
una matriz simétrica de constantes elásticas 𝑘௜௝ = 𝑘௝௜, en donde la entrada 𝑖𝑗 es la 
constante elástica del resorte que une el par de átomos 𝑖𝑗. 
 Se define la matriz simétrica de distancias interatómicas en equilibrio 𝑟௜௝ = 𝑟௝௜, dada por: 
𝑟௜௝ = 𝑟௝௜ = ห𝑟௜ − 𝑟௝ห 
Ecuación 22. Forma indicial de la matriz de distancias interatómicas en equilibrio. 
 Las entradas 𝐷௜ఈ,௜ఉ pueden escribirse en términos de las entradas 𝐷௜ఈ,௝ఉ.  
 Se asume la masa 𝑚 como un parámetro constante.  
Bajo estas consideraciones, el conjunto de ecuaciones que definen las entradas de la matriz 
dinámica de un sistema oscilante, según la aproximación armónica y en el método del 
carbono alfa, pueden escribirse como (deducción propia a partir del trabajo de Eric C 
Dykeman & Sankey, 2010): 
𝐷௜ఈ,௜ఉ = − ෍ 𝐷௜ఈ,௝ఉ
ᇱ
௝
,   𝐷௜ఈ,௝ఉ = −
𝑘௜௝
𝑚
൫𝑟௜ఈ − 𝑟௝ఈ൯൫𝑟௜ఉ − 𝑟௝ఉ൯
𝑟௜௝ଶ
Δ௜௝ 
Ecuación 23. Forma indicial de la matriz dinámica de un sistema oscilante, según la 
aproximación armónica y en el método del carbono alfa. 
Haciendo uso de la Ecuación 23, es posible hallar las frecuencias naturales y modos 
normales de un sistema oscilante lineal, planar o espacial. En general, para un sistema de 
𝑁 átomos, la matriz dinámica toma la forma: 
𝑫 = 𝑫[1 … 3𝑁;  1 … 𝑁] ∪ 𝑫[1 … 3𝑁;  𝑁 + 1 … 2𝑁] ∪ 𝑫[1 … 3𝑁;  2𝑁 + 1 … 3𝑁] 
La forma expandida de la matriz dinámica se encuentra en el Anexo 3, en ella se evidencia 
la base utilizada para los cálculos presentados a continuación. 
3.2.1.2.1 Molécula planar tetratómica 
Considérese una molécula planar tetratómica cuadrada de masas 𝑚 y parámetro de red 𝑑, 
los potenciales interatómicos se aproximan por resortes de constantes elásticas 𝑘௜௝ = 𝑘௝௜, 
donde 𝑖 y 𝑗 son índices atómicos. 
3.2.1.2.1.1 Primeros vecinos 
En este modelo se consideran uniones interatómicas ortogonales contiguas. La Figura 12, 
elaborada en Microsoft Office Powerpoint, ilustra el sistema. 
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Figura 12. Molécula planar tetratómica en el modelo de los primeros vecinos. 
Se realiza un análisis de modos normales de este sistema mediante el planteamiento de su 
matriz dinámica a partir de la Ecuación 23. Primero, se definen los vectores de posición de 
equilibrio de cada átomo (ver Ecuación 21): 
𝑟ଵ = 0𝚤̂ + 0𝚥,̂   𝑟ଶ = 𝑑𝚤̂ + 0𝚥,̂   𝑟ଷ = 0𝚤̂ + 𝑑𝚥̂,   𝑟ସ = 𝑑𝚤̂ + 𝑑𝚥 ̂
Con estos vectores posición se halla la matriz de distancias interatómicas (ver Ecuación 
22): 
𝒓 =
⎝
⎜
⎛
0 𝑑 𝑑 √2𝑑
𝑑 0 √2𝑑 𝑑
𝑑 √2𝑑 0 𝑑
√2𝑑 𝑑 𝑑 0 ⎠
⎟
⎞
 
Es importante notar que, según la función escalón unitario (ver Ecuación 20), lo que define 
un modelo como de primeros, segundos, terceros o, en general, enésimos vecinos, es la 
distancia de corte 𝑟௖. En un modelo de primeros vecinos en una membrana discreta 
ortogonalmente espaciada, la distancia de corte es: 
𝑟௖ = √2𝑑 
De esta manera, pares de átomos separados diagonalmente no interactúan entre sí. 
Asimismo, en moléculas de un gran número de filas y columnas de átomos, sólo átomos 
contiguos interactúan entre sí, pues 2𝑑 > √2𝑑, por lo que 𝑘௜௝ para pares de átomos no 
contiguos es cero: 
𝒌 = ൮
0 𝑘ଵଶ 𝑘ଵଷ 0
𝑘ଵଶ 0 0 𝑘ଶସ
𝑘ଵଷ 0 0 𝑘ଷସ
0 𝑘ଶସ 𝑘ଷସ 0
൲ 
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A partir de los vectores posición, la matriz de distancias interatómicas, la matriz de 
constantes elásticas y la Ecuación 23 se halla la matriz dinámica del sistema y se procede 
a su diagonalización: 
|𝑫 − 𝜆𝑰| =
ተ
ተ
ተ
ተ
ተ
𝑘ଵଶ
𝑚
− 𝜆 −
𝑘ଵଶ
𝑚
0 0 0 0 0 0
−
𝑘ଵଶ
𝑚
𝑘ଵଶ
𝑚
− 𝜆 0 0 0 0 0 0
0 0
𝑘ଷସ
𝑚
− 𝜆 −
𝑘ଷସ
𝑚
0 0 0 0
0 0 −
𝑘ଷସ
𝑚
𝑘ଷସ
𝑚
− 𝜆 0 0 0 0
0 0 0 0
𝑘ଵଷ
𝑚
− 𝜆 0 −
𝑘ଵଷ
𝑚
0
0 0 0 0 0
𝑘ଶସ
𝑚
− 𝜆 0 −
𝑘ଶସ
𝑚
0 0 0 0 −
𝑘ଵଷ
𝑚
0
𝑘ଵଷ
𝑚
− 𝜆 0
0 0 0 0 0 −
𝑘ଶସ
𝑚
0
𝑘ଶସ
𝑚
− 𝜆
ተ
ተ
ተ
ተ
ተ
= 0 
En el caso en el que 𝑘௜௝ = 𝑘, el polinomio característico del sistema toma la siguiente forma: 
(𝑚ସ)𝜆଼ + (−8𝑘𝑚ଷ)𝜆଻ + (24𝑘ଶ𝑚ଶ)𝜆଺ + (−32𝑘ଷ𝑚)𝜆ହ + (16𝑘ସ)𝜆ସ = 0 
Ecuación 24. Polinomio característico de una molécula planar tetratómica, primeros 
vecinos. 
Las raíces positivas de este polinomio son las frecuencias naturales del sistema. Los modos 
normales correspondientes se hallan generando el espacio nulo de la matriz dinámica para 
cada autovalor hallado y utilizando la condición de normalización correspondiente (ver 
Ecuación 11). 
Resolviendo la Ecuación 24 mediante la librería simbólica SymPy de Python se obtienen 
las frecuencias naturales del sistema: 
𝜔ଵ = 𝜔ଶ = 𝜔ଷ = 𝜔ସ = 0,  
𝜔ହ = 𝜔଺ = 𝜔଻ = 𝜔଼ = ඨ
2𝑘
𝑚
 
Mediante el uso de SymPy se obtiene la matriz de modos normales (ver Ecuación 12): 
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𝑨 =
⎝
⎜
⎜
⎜
⎜
⎛
1 0 0 0 −1 0 0 0
1 0 0 0 1 0 0 0
0 1 0 0 0 −1 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 −1 0
0 0 0 1 0 0 0 −1
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1 ⎠
⎟
⎟
⎟
⎟
⎞
 
La Figura 13, elaborada en Microsoft Office Powerpoint, ilustra el quinto modo normal de 
una molécula cuadrada planar tetratómica según el modelo de los primeros vecinos. 
 
Figura 13. Quinto modo normal de una molécula planar tetratómica, primeros vecinos. 
De la primera a la cuarta frecuencia natural, los modos corresponden a un mismo tipo de 
movimiento de la molécula, lo mismo pasa de la quinta a la octava frecuencia natural. Esto 
se debe a la degeneración de las frecuencias naturales y la ortogonalidad de los modos 
normales (Lezon et al., 2009). Desde el punto de vista de procesos de resonancia de 
forzada, la degeneración matemática de los modos normales parece no tener mucha 
relevancia, dado que para la inducción de movimientos resonantes puede emplearse una 
onda con una frecuencia correspondiente a alguna de las frecuencias naturales del sistema 
que se desea perturbar. 
3.2.1.2.1.2 Segundos vecinos 
En este modelo se consideran uniones interatómicas ortogonales y diagonales contiguas. 
La Figura 14, elaborada en Microsfot Office Powerpoint, ilustra el sistema. Por claridad, no 
se muestran todas las constantes elásticas 𝑘௜௝. 
 
56 
 
Figura 14. Molécula planar tetratómica en el modelo de los segundos vecinos. 
Se realiza un análisis de modos normales de este sistema mediante la aplicación de la 
Ecuación 23. Es útil notar que entre este modelo y el de los primeros vecinos, las 
coordenadas de equilibrio y la matriz de distancias interatómicas no cambian, sin embargo, 
la distancia de corte está dada por: 
𝑟௖ = 2𝑑 
Por lo que están permitidas interacciones entre átomos separados diagonalmente, razón 
por la cual la matriz de constantes elásticas es diferente a la del modelo de los primeros 
vecinos: 
𝒌 = ൮
0 𝑘ଵଶ 𝑘ଵଷ 𝑘ଵସ
𝑘ଵଶ 0 𝑘ଶଷ 𝑘ଶସ
𝑘ଵଷ 𝑘ଶଷ 0 𝑘ଷସ
𝑘ଵସ 𝑘ଶସ 𝑘ଷସ 0
൲ 
A partir de los vectores posición, la matriz de distancias interatómicas, la matriz de 
constantes elásticas y la Ecuación 23 se halla la matriz dinámica del sistema, cuyo 
determinante en el caso en el que 𝑘௜௝ = 𝑘 es: 
|𝑫 − 𝜆𝑰| =
ተ
ተ
ተ
ተ
ተ
3𝑘
2𝑚
− 𝜆 −
𝑘
𝑚
0 −
𝑘
2𝑚
𝑘
2𝑚
0 0 −
𝑘
2𝑚
−
𝑘
𝑚
3𝑘
2𝑚
− 𝜆 −
𝑘
2𝑚
0 0 −
𝑘
2𝑚
𝑘
2𝑚
0
0 −
𝑘
2𝑚
3𝑘
2𝑚
− 𝜆 −
𝑘
𝑚
0
𝑘
2𝑚
−
𝑘
2𝑚
0
−
𝑘
2𝑚
0 −
𝑘
𝑚
3𝑘
2𝑚
− 𝜆 −
𝑘
2𝑚
0 0
𝑘
2𝑚
𝑘
2𝑚
0 0 −
𝑘
2𝑚
3𝑘
2𝑚
− 𝜆 0 −
𝑘
𝑚
−
𝑘
2𝑚
0 −
𝑘
2𝑚
𝑘
2𝑚
0 0
3𝑘
2𝑚
− 𝜆 −
𝑘
2𝑚
−
𝑘
𝑚
0
𝑘
2𝑚
−
𝑘
2𝑚
0 −
𝑘
𝑚
−
𝑘
2𝑚
3𝑘
2𝑚
− 𝜆 0
−
𝑘
2𝑚
0 0
𝑘
2𝑚
−
𝑘
2𝑚
−
𝑘
𝑚
0
3𝑘
2𝑚
− 𝜆
ተ
ተ
ተ
ተ
ተ
= 0 
Ecuación 25. Determinante de una molécula tetratómica planar, segundos vecinos. 
El cálculo simbólico de este determinante no es trivial, inclusive haciendo uso de la librería 
simbólico SymPy de Python, el cálculo puede tomar una cantidad considerable de tiempo. 
Sin embargo, al asumir valores numéricos para los parámetros del sistema (𝑘 y 𝑚), la 
diagonalización puede tomar menos de un segundo haciendo uso de la librería numérica 
NumPy de Python.  
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Asumiendo 𝑘 = 1190 𝑁𝑚ିଵ, la constante de fuerza de enlace de una molécula diatómica 
de carbono en equilibrio (Hermann & Frenking, 2016), y 𝑚 = 1.9945 × 10ିଶ଺ 𝑘𝑔, la masa de 
un átomo de carbono (Wolfram Alpha LLC, n.d.), de la diagonalización de la matriz dinámica 
del sistema (ver Ecuación 25) se obtienen sus frecuencias naturales y modos normales 
correspondientes (desarrollo propio apoyado en la librería de álgebra numérica de Python, 
NumPy): 
𝜔ଵ = 𝜔ଶ = 𝜔ଷ = 0 
𝜔ସ = 𝜔ହ = 𝜔଺ = 𝜔଻ ≅ 1839 𝑐𝑚ିଵ 
𝜔଼ ≅ 2600 𝑐𝑚ିଵ 
𝑨 ≅
⎝
⎜
⎜
⎜
⎜
⎛
0 0 −0.61 0 0 0 0.71 −0.35
0 0 −0.61 −0.05 0.16 0.59 −0.35 0.35
−0.55 −0.16 −0.20 0.58 −0.14 −0.12 −0.35 −0.35
−0.55 −0.16 −0.20 −0.53 −0.01 −0.47 0 0.35
−0.14 −0.56 0.20 −0.23 0.63 0.24 0 −0.35
0.42 −0.40 −0.20 −0.36 −0.48 −0.12 −0.35 −0.35
−0.14 −0.56 0.20 0.17 −0.47 −0.35 0.35 0.35
0.42 −0.40 −0.20 0.41 0.33 0.47 0 0.35 ⎠
⎟
⎟
⎟
⎟
⎞
 
La Figura 15, elaborada en Microsoft Office Powerpoint, ilustra el octavo modo normal de 
la molécula caracterizada según el modelo de los segundos vecinos. Este modo es un modo 
respiratorio: sólo hay desplazamientos radiales, lo cual se debe a la multiplicidad algebraica 
de la frecuencia natural correspondiente a este modo, el cual es no degenerado, por lo que 
se mantiene la simetría de la molécula (Lezon et al., 2009). Esto podría tener implicaciones 
relevantes en el contexto de la inactivación de una cápside viral, dado que un patrón de 
desplazamiento colectivo en el que se den movimientos radiales podría ser de especial 
importancia en la inducción de perturbaciones destructivas, debido a las amplitudes del 
desplazamiento. 
 
Figura 15. Modo respiratorio de una molécula planar tetratómica de carbono, segundos 
vecinos. 
Lógicamente, el modelo de los segundos vecinos genera resultados más complejos que el 
de los primeros vecinos, dado que hay cambios de posición en 𝑥 y 𝑦 de manera simultánea 
en todos los modos normales. Se espera que entre más interacciones se tengan en cuenta 
en una red de átomos, mejor será la aproximación de sus frecuencias naturales y modos 
normales a los valores reales, sin embargo, puede resultar computacionalmente ineficiente 
el considerar todas las conexiones posibles, razón por la cual es de crucial importancia el 
elegir una distancia de corte adecuada para cada caso. 
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3.2.2 Soluciónes numéricas en análisis de modos normales 
Hallar las frecuencias naturales de sistemas con un gran número de grados de libertad de 
manera analítica no es posible, dado que los polinomios característicos de estos sistemas 
son de grados muy altos. 
Para una molécula espacial de 𝑁 átomos, el polinomio característico que permite hallar sus 
frecuencias naturales es de grado 3𝑁. Considerando que las biomoléculas de interés en 
este trabajo de grado, pequeñas cápsides virales, tienen miles de carbonos alfa (Jones & 
Liljas, 1984) (Larson et al., 2014), es necesario el desarrollo de una herramienta 
computacional que permita hallar soluciones numéricas. 
Es importante mencionar que para biomoléculas de muchos grados de libertad, como las 
cápsides virales, se calcula sólo el espectro de bajas frecuencias en lugar del espectro 
completo, debido a dos razones: 
 Limitaciones computacionales. 
 Las frecuencias más bajas de una biomolécula son las de mayor interés en el 
estudio de sus modos normales (Hsieh, Poitevin, Delarue, & Koehl, 2016), la función 
de una nanomáquina puede ser estudiada con exactitud mediante el uso de sus 
modos normales más bajos (E C. Dykeman & Sankey, 2010). 
3.2.2.1 Constante elástica 
En el método del carbono alfa suele utilizarse un modelo de constante elástica uniforme de 
la forma 𝑘௜௝ = 𝑘Δ௜௝ (Eric C Dykeman & Sankey, 2010) (Lezon et al., 2009) (Tirion, 1996), 
donde Δ௜௝ es una función escalón unitario (ver Ecuación 20). Sin embargo, modelos un poco 
más complejos han sido propuestos con el fin de reproducir con mayor fidelidad el 
comportamiento de los potenciales interatómicos. Por ejemplo, existen modelos en los que 
la constante elástica varía en función de la distancia interatómica de manera lineal (Riccardi, 
Cui, & Phillips, 2009) (Hinsen, 2008) o exponencial (Hinsen, Petrescu, Dellerue, Bellissent-
Funel, & Kneller, 2000) (L. Yang, Song, & Jernigan, 2009). 
Se propone el uso de un modelo de decaimiento exponencial en función de la distancia para 
las constantes elásticas que unen los pares atómicos 𝑖𝑗, basado en el trabajo realizado por 
Hinsen et al., 2000. Se define una matriz simétrica 𝑘௜௝ = 𝑘௝௜, dada por: 
𝑘௜௝ = 𝑘௝௜ = 𝑒
ିቀ
௥೔ೕ
଻ Å
ቁ
మ
Δ௜௝ 
Ecuación 26. Forma indicial de la matriz de constantes elásticas. 
Donde 7 Å es un parámetro arbitrario (Hinsen et al., 2000) que disminuye la tasa de cambio 
de la constante elástica con respecto a la distancia interatómica 𝑟௜௝, lo cual permite 
aumentar las distancias de corte del modelo. Nótese que, en lugar de incluir la función 
escalón unitario de manera explícita en la forma indicial de la matriz dinámica (ver Ecuación 
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23), esta función se incluye en la forma indicial de la matriz de constantes elásticas, 
otorgándole las unidades 𝑁 𝑚ିଵ (ver Ecuación 20): 
Δ௜௝ = ቊ
1 𝑁 𝑚ିଵ, 𝑟௜௝ < 𝑟௖
0 𝑁 𝑚ିଵ, 𝑟௜௝ ≥ 𝑟௖
 
La razón para esto tiene que ver con eficiencia computacional: Δ௜௝ puede ser implementada 
como un condicional, evitando así el cálculo innecesario de constantes elásticas entre pares 
de átomos separados por una distancia mayor a la distancia de corte establecida. 
Consecuentemente, si el elemento 𝑘௜௝ es cero (no hay interacción entre los átomos 𝑖 y 𝑗), 
el elemento 𝐷௜ఈ,௝ఉ también lo es. Por el resto de este informe se hace referencia al modelo 
exponencial de la constante elástica simplemente como 𝑘 = 𝑒ିቀ
ೝ
ళ Åቁ
మ
. La Figura 16, 
elaborada en GraphPad Prism versión 7.04 para Windows, GraphPad Software, La Jolla 
California EUA, www.graphpad.com, ilustra el comportamiento de la constante elástica 
según el modelo exponencial, originalmente propuesto por Hinsen et al., 2000, en contraste 
con el comportamiento de la constante elástica uniforme generalmente utilizado en el 
modelo de red elástica (Hinsen et al., 2000) (E C. Dykeman & Sankey, 2010). 
 
Figura 16. Modelos de constante elástica en el método 𝐶ఈ. 
A partir del comportamiento de la constante elástica exponencial, puede inferirse una 
distancia de corte práctica para cualquier biomolécula: cuando la distancia interatómica es 
20 Å, la constante elástica es ~ 0.0003 𝑁 𝑚ିଵ, apenas el 0.03% de 𝑘(0) = 1 𝑁 𝑚ିଵ, razón 
por la cual 20 Å se asume como una distancia de corte adecuada para cualquier biomolécula 
analizada haciendo uso del modelo de decaimiento exponencial de la constante elástica. 
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3.2.2.2 Entradas y salidas 
El algoritmo completo para el análisis de modos normales de biomoléculas de un solo tipo 
de átomo o con esqueleto de carbonos alfa se encuentra en el Anexo 4. Las entradas de 
este algoritmo son, en orden:  
 Archivo PDB con la estructura cristalográfica a analizar. 
 Modelo de constante elástica, puede ser variable o uniforme. Si es variable, se utiliza 
el modelo de decaimiento exponencial; si es uniforme, debe ingresarse un valor 
específico para 𝑘, en 𝑁 𝑚ିଵ. 
 Distancia de corte, en Å. 
 La masa de un nodo de la red elástica equivalente a dicha estructura, en 𝐷𝑎. 
 Número de frecuencias naturales deseadas, desde la más baja (incluidas las 
frecuencias cero). 
 Factor de escalado de la gráfica de la biomolécula. 
 Variable booleana para mostrar o no los ejes de la gráfica de la biomolécula y 
variable booleana para dibujar o no los “enlaces” entre átomos. 
Las salidas son, en orden: 
 Número de nodos de la red elástica. En moléculas compuestas únicamente por 
carbonos, esta cantidad es equivalente al número de átomos del sistema; en 
moléculas compuestas por proteínas, esta cantidad es equivalente al número de 
carbonos alfa del sistema, lo cual a su vez es equivalente al número de aminoácidos. 
 Distancia interatómica mínima, promedio y máxima, en Å. 
 Tiempo de computación, en 𝑠. 
 Gráfica de la biomolécula y gráfica de frecuencias naturales en el eje vertical, en 
𝑐𝑚ିଵ, contra número de modo en el eje horizontal. 
Además, se pueden almacenar en la memoria local los siguientes archivos CSV: las 
coordenadas de la estructura cristalográfica, las frecuencias naturales halladas (expresadas 
como autovalores en 𝑟𝑎𝑑ଶ 𝑠ିଶ, frecuencias angulares en 𝑟𝑎𝑑 𝑠ିଵ, frecuencias lineales en 
𝑠ିଵ y números de onda en 𝑐𝑚ିଵ), la matriz de autovectores correspondientes a cada 
frecuencia encontrada, y los parámetros utilizados. 
Se escribió también un algoritmo que calcula la masa promedio de los aminoácidos 
presentes en una biomolécula con esqueleto de carbonos alfa, adjunto en el Anexo 5. Para 
la escritura de este código se utilizó la información disponible en el sitio web de PPMAL 
(Protein/Peptide MicroAnalytical Laboratory) sobre la masa promedio de cada uno de los 
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veinte 𝛼-aminoácidos que existen (California Institute of Technology, 2005). Esto fue 
necesario debido a que usar el método 𝐶ఈ es equivalente a asumir que las coordenadas del 
centro de masa de cada aminoácido son equivalentes a las coordenadas de su carbono 
alfa; sin embargo, no sería correcto asumir que la masa del centro de masa de cada 
aminoácido es la masa de un carbono alfa, dado que estarían ignorándose las masas del 
resto de átomos que componen la biomolécula, por lo que se halla la masa promedio de los 
aminoácidos de la biomolécula, lográndose además mantener esta cantidad como un 
parámetro constante (Lezon et al., 2009). 
Otro algoritmo desarrollado en este trabajo de grado permite generar representaciones 
gráficas de los modos normales de una biomolécula, se encuentra disponible en el Anexo 
6. Este algoritmo toma los elementos de la matriz de autovectores, los escala según un 
parámetro arbitrario de entrada y genera gráficos dinámicos de dispersión en tres 
dimensiones, en los cuales se evidencia la naturaleza oscilatoria de los movimientos de una 
biomolécula en resonancia. 
Es importante mencionar que, en general, una molécula espacial de 𝑁 átomos tiene 3𝑁 
modos normales, seis de los cuales corresponden a tres rotaciones y tres traslaciones 
moleculares, dado que son movimientos con frecuencias naturales cero y no son en realidad 
oscilaciones (Goldstein et al., 2000), por lo que una molécula espacial de 𝑁 átomos tiene 
un total de 3𝑁 − 6 modos normales con frecuencias naturales diferentes de cero (Dunn, 
2010). 
3.2.2.3 Fulereno 𝑪𝟔𝟎 
Los fulerenos son estructuras huecas compuestas únicamente por átomos de carbono, 
pueden tener geometrías esféricas, tubulares o elipsoidales. Se representan en general 
como 𝐶௡, donde 𝑛 es el número de carbonos de la molécula. Desde su descubrimiento en 
1985, los fulerenos han sido objetos de estudio en la química medicinal: se ha propuesto 
una amplia gama de terapias basadas en ellos, entre las cuales resaltan la prevención de 
la transmisión del VIH, su uso como agentes antioxidantes o como vehículos de liberación 
de medicinas, entre otros (Bakry et al., 2007). 
La Figura 17, elaborada con Python 3.6.4 (https://www.python.org/) (Rossum, 1995) en la 
aplicación de código abierto The Jupyter Notebook (http://jupyter.org/), muestra: a la 
izquierda, una representación del 𝐶଺଴, obtenida con VMD (Humphrey et al., 1996) a partir 
de un archivo PDB disponible en The Nanotube Site (http://www.nanotube.msu.edu/) 
(Frederick & Tomanek, 2017), la barra de escala mide 1 Å; a la derecha, las conexiones de 
la red elástica entre los carbonos del 𝐶଺଴, pares de átomos separados por una distancia 
menor a 20 Å se muestran conectados por un “enlace”. 
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Figura 17. Fulereno 𝐶଺଴. 
La Figura 18, elaborada en GraphPad Prism versión 7.04 para Windows, GraphPad 
Software, La Jolla California EUA, www.graphpad.com, muestra el espectro completo de 
frecuencias del fulereno 𝐶଺଴ según el modelo exponencial (en verde) y el modelo uniforme 
(en azul). En el modelo uniforme se utilizó 𝑘 = 1 𝑁 𝑚ିଵ, valor frecuentemente empleado en 
modelos de red elástica con constantes elásticas uniformes (Lezon et al., 2009) (Z. Yang et 
al., 2009). La distancia de corte utilizada para ambos casos fue de 20 Å. Además, dado que 
el 𝐶଺଴ está compuesto únicamente por átomos de carbono, a la masa de cada nodo de la 
red elástica del modelo se le asignó la masa atómica del carbono: 12.011 𝐷𝑎 (Wolfram Alpha 
LLC, n.d.). 
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Figura 18. Espectro completo de frecuencias del fulereno 𝐶଺଴. 
Las seis primeras frecuencias naturales, visibles en la primera región de las curvas de la 
Figura 18, corresponden a frecuencias naturales cero, en donde los movimientos son 
exclusivamente traslacionales o rotacionales (Dunn, 2010). Seis es la máxima 
degeneración que se da a lo largo de la curva de frecuencias, exactamente en el primer 
nivel (frecuencias cero); otras degeneraciones corresponden a multiplicidades algebraicas 
de dos, tres, cuatro y cinco. 
Se usó GraphPad Prism versión 7.04 para Windows, GraphPad Software, La Jolla California 
EUA, www.graphpad.com, para realizar una prueba de Mann-Whitney de dos colas que 
determinó, con un nivel de confianza del 95%, que hay diferencias estadísticamente 
significativas entre las frecuencias obtenidas mediante el modelo de constante elástica 
uniforme y el modelo de constante elástica exponencial (𝑝 < 0.0001), a pesar de sus claras 
similitudes visuales. Los datos comparados son los correspondientes a cada curva 
presentada en la Figura 18. 
Adicionalmente, hay correspondencia entre la naturaleza de los modos normales obtenidos 
tanto con el modelo de constante elástica exponencial como con el modelo uniforme. Para 
ambos modelos: los primeros seis modos (modos de frecuencia cero) corresponden a tres 
traslaciones y tres rotaciones, las frecuencias siete a once corresponden a modos 
esferoidales, las frecuencias doce a quince a modos torsionales, las frecuencias dieciséis 
a dieciocho corresponden a modos esferoidales. La equivalencia entre modos parece darse 
hasta el modo de más alta energía de la biomolécula. 
La Figura 19, elaborada con Python 3.6.4 (https://www.python.org/) (Rossum, 1995) en la 
aplicación de código abierto The Jupyter Notebook (http://jupyter.org/), representa el modo 
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número ciento ochenta del fulereno 𝐶଺଴, el cual es el único modo no degenerado (su 
multiplicidad algebraica es uno) del espectro completo de frecuencias de esta biomolécula, 
tanto para el modelo exponencial como para el modelo uniforme de constante elástica (ver 
Figura 18), razón por la cual el modo es respiratorio, dado que se dan desplazamientos 
radiales únicamente, por lo que se mantiene la simetría de la biomolécula (ver Sección 
1.3.2.4.1 Modo normal). Se le otorga especial atención a este modo debido a que 
representa una herramienta de comparación entre resultados, tanto propios como 
reportados por otros investigadores. 
En el centro de la Figura 19 se encuentra el fulereno 𝐶଺଴ en su posición de equilibrio estable, 
a la izquierda y a la derecha se encuentran configuraciones extremas dadas en el modo 
respiratorio. Este movimiento es oscilatorio, los átomos van de sus posiciones de equilibrio 
a las posiciones que les corresponden en alguna de las configuraciones extremas, luego 
regresan a sus posiciones de equilibrio y se desplazan hacia la configuración de extrema 
opuesta, para luego volver al equilibrio y continuar con el movimiento oscilatorio (Goldstein 
et al., 2000). 
 
Figura 19. Modo respiratorio del fulereno 𝐶଺଴. 
La presencia del modo respiratorio del fulereno 𝐶଺଴ en su frecuencia natural más lejana a 
la frecuencia fundamental, indica que esta biomolécula exhibe una fuerte resistencia ante 
este tipo de deformación (Lezon et al., 2009). 
3.2.2.3.1 Comparación de resultados 
La Figura 20 muestra una comparación de las primeras seis frecuencias naturales (en 𝑇𝐻𝑧) 
diferentes de cero entre los resultados ilustrados en la Figura 18 y resultados obtenidos por 
Sakhaee-Pour & Vafai, 2010. Cabe aclarar que, en los resultados arrojados por la 
herramienta computacional aquí desarrollada, se modificaron los números de los modos 
para que estos correspondieran con la convención utilizada por Sakhaee-Pour & Vafai, 
2010, es decir, se ignoran los seis autovalores iniciales correspondientes a modos 
puramente traslacionales o rotacionales, empezando a contar los modos por el 
correspondiente a la frecuencia fundamental del fulereno 𝐶଺଴. 
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Figura 20. Comparación de las seis frecuencias más bajas diferentes de cero del 𝐶଺଴. 
Entre todos los conjuntos de datos presentados en esta figura hay diferencias 
estadísticamente significativas, lo cual es especialmente evidente entre los conjuntos de 
datos obtenidos con el algoritmo desarrollado en este trabajo de grado (ver Anexo 4) y el 
conjunto de datos publicados por Sakhaee-Pour & Vafai, 2010. Sin embargo, las 
degeneraciones de las frecuencias son las mismas. Además, cabe resaltar que todos los 
valores de los diferentes conjuntos pertenecen al mismo orden de magnitud. 
Las diferencias cuantitativas entre los conjuntos de datos correspondientes a 𝑘 = 1 𝑁 𝑚ିଵ 
y a 𝑘 = 𝑒ିቀ
ೝ
ళ Åቁ
మ
pueden deberse a diferencias entre la rigidez que se le otorga a la 
biomolécula con cada uno de estos modelos de constante elástica. Los resultados 
presentados por Sakahee-Pour & Vafai, 2010, difieren cuantitativamente de aquellos 
obtenidos con la herramienta computacional aquí desarrollada, posiblemente debido a 
diferencias significativas entre los sencillos modelos de constante elástica implementados 
en este trabajo de grado y el respectivo modelo adoptado por Sakhee-Pour & Vafia, 2010, 
en el que para la representación de las propiedades elásticas de una biomolécula se 
consideran constantes de estiramiento de los enlaces, constantes de flexión de ángulos 
entre enlaces y constantes de rigidez torsional, es decir, dos parámetros adicionales en 
comparación con los empleados en el modelo aquí desarrollado. 
3.2.2.4 Virus satélite de la necrosis del tabaco 
Además de caracterizar el virus satélite del mosaico del tabaco (resultados presentados 
más adelante), se realizó análisis de mdos normales sobre el virus satélite de la necrosis 
del tabaco (STNV), con el fin de obtener conclusiones más robustas sobre la herramienta 
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computacional aquí desarrollada para el cálculo de los modos normales de moléculas 
biológicas. La Tabla 3 muestra información relevante de este virus (Jones & Liljas, 1984). 
Tabla 3. Virus satélite de la necrosis del tabaco (STNV). 
Virus Bicapa lipídica 
Material genético 
𝑪𝜶 
totales 
Estructura cristalográfica 
Tipo Longitud Resolución Año PDB ID 
Virus Satélite de la 
Necrosis del Tabaco  No (+)ssRNA 1.2 kb 11040 2.45 Å 1984 2BUK 
La Figura 21 muestra, a la izquierda, la cápside completa del STNV, representación gráfica 
obtenida mediante VMD (Humphrey et al., 1996) a partir del PDB 2BUK (Jones & Liljas, 
1984). El número de átomos es 95280, para un total de 285840 grados de libertad. A la 
derecha se ilustra el esqueleto de carbonos alfa de la cápside completa del virus. El número 
de carbonos alfa es 11040, para un total de 33120 grados de libertad, aproximadamente el 
11.59% del número de grados de libertad de la cápside completa. A pesar de esta drástica 
simplificación, los modelos de red elástica son una herramienta útil en la elucidación de los 
modos normales más colectivos de una biomolécula (E C. Dykeman & Sankey, 2010). 
 
Figura 21. Cápside completa y esqueleto 𝐶ఈ del STNV. 
Para hallar las frecuencias naturales de la cápside de este virus, se empleó una distancia 
de corte de 20 Å. La masa de cada nodo de la red elástica es la masa promedio de los 
aminoácidos presentes en la biomolécula: ~106.4741 𝐷𝑎 (ver Anexo 5). La Figura 22 
muestra las cincuenta frecuencias naturales más bajas de la cápside (ver Anexo 4). La 
Figura 23 es una comparación entre la degeneración de los niveles de autovalores de los 
cuarenta y ocho autovalores más bajos de la cápside viral según ambos modelos de 
constante elástica. 
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Figura 22. Cincuenta frecuencias naturales más bajas de la cápside del STNV. 
 
Figura 23. Degeneraciones de los cuarenta y ocho autovalores más bajos de la cápside 
del STNV. 
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En esta figura, no se incluye el nivel de degeneración de los autovalores cuarenta y nueve, 
y cincuenta debido a que en realidad este no se conoce (podría ser dos, podría no serlo). 
En la Figura 23, se resalta el nivel del único autovalor no degenerado en este conjunto de 
datos, correspondiente al modo número treinta y tres para ambos modelos de constante 
elástica; este modo es un modo respiratorio de la cápside viral, dado que se dan 
movimientos radiales únicamente, lo cual mantiene la simetría de la molécula (ver Sección 
1.3.2.4.1 Modo normal). 
Es evidente que los niveles de degeneración para ambos espectros de frecuencias son 
exactamente iguales, lo cual indica que ambos modelos considerados para la constante 
elástica predicen la distribución de las frecuencias naturales de una biomolécula con 
disimilitudes considerables únicamente en los valores de dichas cantidades. 
Adicionalmente, hay correspondencia entre la naturaleza de los modos normales obtenidos 
tanto con el modelo de constante elástica exponencial como con el modelo uniforme. Para 
ambos modelos: los primeros seis modos (modos de frecuencia cero) corresponden a tres 
traslaciones y tres rotaciones; en los modos siete a once la biomolécula se deforma a lo 
largo de un eje, adoptando una forma alargada de dos polos; en los modos doce a dieciocho 
la molécula se deforma a lo largo de dos ejes, adoptando la forma de una estrella de tres 
puntas en los modos doce a catorce y una forma similar en los modos quince a dieciocho; 
esta equivalencia entre tipos de modos se mantiene a lo largo de todo el espectro de las 
primeras cincuenta frecuencias naturales de la cápside de este virus. Sobresale la 
correspondencia entre los modos número treinta y tres de la cápside del STNV con ambos 
modelos de la constate elástica. 
La Figura 24 muestra algunos modos normales de la cápside del STNV según el PDB 2BUK 
(Jones & Liljas, 1984), los valores de frecuencia corresponden al modelo de constante 
elástica exponencial. Nótese el modo respiratorio en 𝜔 = 𝜔ଷଷ = 1.56 𝑐𝑚ିଵ, frecuencia 
correspondiente al único autovalor no degenerado del espectro de bajas frecuencias de 
esta biomolécula (ver Figura 23). Los otros modos ilustrados en esta figura, corresponden 
a movimientos colectivos que pueden ser visualizados, cada uno, en todo el nivel de 
autovalores al que sus correspondientes frecuencias naturales pertenecen, con la única 
diferencia de que el o los ejes alrededor del cual o los cuales se deforma la biomolécula 
tienen direcciones ortogonales entre sí, dada la ortogonalidad de los modos normales 
degenerados (ver Sección 1.3.2.3.2 Autovalores degenerados) (Lezon et al., 2009). En el 
centro de la figura se encuentra la cápside del STNV en su posición de equilibrio estable, a 
la izquierda y a la derecha se encuentran las configuraciones extremas de cada modo 
ilustrado.  
69 
 
 
Figura 24. Algunos modos normales de la cápside del STNV, constante elástica 
exponencial. 
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3.2.2.4.1 Comparación de resultados 
Dykeman & Sankey, 2008, usando un modelo basado en la teoría de la estructura 
electrónica y estados de Fermi, realizan análisis de modos normales sobre la cápside del 
STNV, a partir del archivo PDB 2BUK (Jones & Liljas, 1984), logrando hallar el primer modo 
respiratorio de esta biomolécula en 𝜔 = 2.4 𝑐𝑚ିଵ.  
Asumiendo el valor reportado por Dykeman & Sankey, 2008, como exacto, y los valores 
obtenidos en este trabajo de grado como aproximados, los errores absolutos y porcentuales 
son: 
𝑘 = 1 𝑁 𝑚ିଵ ⟶ 𝐸௔ = 9.65 𝑐𝑚ିଵ ⟶ 𝐸% = 402.08% 
𝑘 = 𝑒ିቀ
௥
଻Å
ቁ
మ
⟶ 𝐸௔ = 0.84 𝑐𝑚ିଵ ⟶ 𝐸% = 35% 
Claramente, el valor obtenido mediante el modelo exponencial de la constante elástica es 
mucho más cercano al reportado por Dykeman & Sankey, 2008, que el obtenido mediante 
el modelo uniforme. 
3.2.2.5 Virus satélite del mosaico del tabaco 
La Figura 25 muestra, a la izquierda, el complejo cápside/ARN del STMV, obtenido 
mediante VMD (Humphrey et al., 1996) a partir del PDB 4OQ8 (Larson et al., 2014). El 
número de átomos es 99180, para un total de 297540 grados de libertad. A la derecha, se 
ilustra el esqueleto 𝐶ఈ de la cápside completa del virus. El número de carbonos alfa es 9240, 
para un total de 27720 grados de libertad, aproximadamente el 9.32% del número de grados 
de libertad del complejo cápside/ARN (Larson et al., 2014). 
  
Figura 25. Complejo cápside/ARN y esqueleto 𝐶ఈ del STMV. 
La Figura 26 muestran las cincuenta frecuencias naturales más bajas de la cápside del 
STMV, la Figura 27 es una comparación de degeneraciones. 
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Figura 26. Cincuenta frecuencias naturales más bajas de la cápside del STMV. 
 
Figura 27. Degeneraciones de los cuarenta y ocho autovalores más bajos de la cápside 
del STMV. 
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Para hallar las frecuencias naturales de la cápside de este virus (ver Figura 26), se empleó 
una distancia de corte de 20 Å. La masa de cada nodo de la red elástica es la masa 
promedio de los aminoácidos presentes en la biomolécula: ~108.9941 𝐷𝑎 (ver Anexo 5).   
Como se mencionó anteriormente, la Figura 27 es una comparación de degeneraciones, 
específicamente entre la degeneración de los niveles de autovalores de los cuarenta y ocho 
autovalores más bajos de la cápside viral según los dos modelos de constante elástica 
empleados. En esta figura, no se incluye el nivel de degeneración de los autovalores 
cuarenta y nueve, y cincuenta debido a que en realidad este no se conoce (podría ser dos, 
podría no serlo). Se resalta el único autovalor no degenerado en este conjunto de datos, 
correspondiente al modo número treinta y tres para ambos modelos de constante elástica; 
este modo es un modo respiratorio de la cápside viral, dado que se dan movimientos 
radiales únicamente, por lo que se mantiene la simetría icosaédrica de la cápside (ver 
Sección 1.3.2.4.2 Modo normal). 
Adicionalmente, hay correspondencia entre la naturaleza de los modos normales obtenidos 
tanto con el modelo de constante elástica exponencial como con el modelo uniforme. Para 
ambos modelos: los primeros seis modos (modos de frecuencia cero) corresponden a tres 
traslaciones y tres rotaciones; en los modos siete a once la biomolécula se deforma a lo 
largo de un eje, adoptando una forma alargada de dos polos; en los modos doce a dieciocho 
la molécula se deforma a lo largo de dos ejes, adoptando la forma de una estrella de tres 
puntas; esta equivalencia entre tipos de modos se mantiene hasta el modo respiratorio, 
ubicado en el octavo nivel de autovalores (teniendo en cuenta las frecuencias cero) (Lezon 
et al., 2009). 
Después del modo respiratorio, el cual se da en el modo número treinta y tres según los 
dos modelos de constante elástica empleados, a pesar de la discrepancia entre la 
degeneración de los niveles nueve y diez, en todos los modos comprendidos en estos dos 
niveles (modos treinta y cuatro a cuarenta y uno) la cápside se deforma a lo largo de cuatro 
ejes, adoptando la forma de una estrella de cinco puntas (en el nivel de frecuencias más 
bajo la estrella es más simétrica que en el nivel de frecuencias más alto). En los modos 
cuarenta y dos a cuarenta y cuatro, la deformación también se da a lo largo de cuatro ejes, 
sin embargo, en las configuraciones extremas la cápside adopta la forma de una estrella 
asimétrica de cinco puntas, en la que se presentan deformaciones mucho mayores a lo 
largo de un eje en específico que en los otros. En los modos cuarenta y nueve, y cincuenta 
se da una deformación bastante particular: en las configuraciones extremas de estos modos 
la biomolécula adopta una forma cuasi-cilíndrica.  
La Figura 28 muestra algunos modos normales de la cápside del STMV según el PDB 4OQ8 
(Larson et al., 2014), los valores de frecuencia corresponden al modelo de constante 
elástica exponencial. Nótese el modo respiratorio en 𝜔 = 𝜔ଷଷ = 2.02 𝑐𝑚ିଵ, frecuencia 
correspondiente al único autovalor no degenerado del espectro en la Figura 27. Los otros 
modos ilustrados en esta figura, corresponden a movimientos colectivos que pueden ser 
visualizados, cada uno, en todo el nivel de autovalores al que sus correspondientes 
frecuencias naturales pertenecen, con la única diferencia de que el o los ejes alrededor del 
cual o los cuales se deforma la biomolécula tienen direcciones ortogonales entre sí, dada 
la ortogonalidad de los modos normales degenerados. En el centro de la figura se encuentra 
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la cápside del STMV en su posición de equilibrio estable, a la izquierda y a la derecha se 
encuentran las configuraciones extremas de cada modo ilustrado. 
74 
 
 
Figura 28. Algunos modos normales de la cápside del STMV, constante elástica 
exponencial. 
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La Figura 29 ilustra el modo número cincuenta en dos vistas diferentes, el cual se da en 
𝜔 = 2.44 𝑐𝑚ିଵ según el modelo de constante elástica exponencial y en 𝜔 = 18.68 𝑐𝑚ିଵ 
según el modelo de constante elástica uniforme con 𝑘 = 1 𝑁 𝑚ିଵ. 
 
Figura 29. Modo cincuenta de la cápside del STMV. 
En el panel A, las configuraciones extremas se muestran en una vista en la que se aprecia 
la forma tubular que adopta la cápside viral en este modo. En el panel B las configuraciones 
extremas se muestran en una vista frontal con respecto a un eje central que pasa por el 
centro del cuasi-cilindro, logrando apreciarse el vacío alrededor del centro de masa de la 
biomolécula en este modo. 
A pesar de poseer amplitudes relativas que ocasionan que la biomolécula se deforme a tal 
punto, los modos normales número cuarenta y nueve y cincuenta (modos ortogonales) son 
modos de alta energía, dado que la frecuencia natural de un sistema y su energía mecánica 
son cantidades directamente proporcionales, lo cual implica que esta cápside viral exhibe 
una resistencia relativamente fuerte contra deformaciones de este tipo (Lezon et al., 2009). 
3.2.2.5.1 Comparación de resultados 
Lezon et al., 2009, calcularon las frecuencias naturales del STMV teniendo en cuenta: i) 
sólo la cápside y ii) el complejo cápside/ARN, a partir del PDB 1A34 (Larson, Day, 
Greenwood, & Mcpherson, 1998), una estructura cristalográfica de menor resolución (1.81 
Å) que la del PDB 4OQ8 (1.4 Å) (Larson et al., 2014). Los cálculos fueron llevados a cabo 
mediante un modelo de red elástica, usando una masa nodal (masa de nodo de res elástica) 
108 𝐷𝑎, valor cercano a la masa promedio de los aminoácidos de la cápside del STMV 
según calculado mediante la herramienta computacional aquí desarrollada (ver Anexo 5), 
una constante elástica uniforme de 1 𝑁 𝑚ିଵ y una distancia de corte de 15 Å. 
Para fines de comparación, se calcularon las frecuencias naturales del STMV a partir del 
PDB 1A34 (Larson et al., 1998), mediante el código aquí desarrollado (ver Anexo 4), usando 
los mismos parámetros empleados por Lezon et al., 2009. La Figura 30 muestra los 
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resultados de Lezon et al., 2009, para el análisis de modos normales de la cápside del 
STMV, y aquellos obtenidos con el código disponible en el Anexo 4. Se exponen los treinta 
y ocho autovalores (eigenvalues) más bajos diferentes de cero de la cápside viral (Larson 
et al., 1998), en 𝑝𝑠ିଶ. Se ignoran los autovalores correspondientes a modos puramente 
traslacionales o rotacionales, convención que difiere de la utilizada en la mayoría de las 
figuras anteriores, en las que los primeros seis modos de una biomolécula hacen parte del 
conjunto de modos normales, por lo que la primera frecuencia natural diferente de cero 
corresponde al modo número siete, a diferencia de esta convención, en la que la frecuencia 
fundamental corresponde al modo número uno. 
 
Figura 30. Comparación de los treinta y ocho autovalores más bajos diferentes de cero de 
la cápside del STMV. 
Se usó GraphPad Prism versión 7.04 para Windows, GraphPad Software, La Jolla California 
EUA, www.graphpad.com, para realizar una prueba de Mann-Whitney de dos colas que 
determinó, con un nivel de confianza del 99%, que no hay diferencias estadísticamente 
significativas entre las frecuencias obtenidas por Lezon et al., 2009, y aquellas arrojadas 
por el código desarrollado en este trabajo de grado (𝑝 = 0.3580). 
Entre los resultados reportados por Lezon et al., 2009, y los resultados obtenidos mediante 
la herramienta comptuacional aquí desarrollada, no sólo las frecuencias son 
estadísticamente idénticas, sino que además los modos normales correspondientes a cada 
frecuencia natural presentan el mismo tipo de comportamiento: del modo uno al modo cinco, 
se dan deformaciones de la biomolécula a lo largo de un solo eje, por lo que la cápside 
adopta una forma alargada de dos polos; en los modos seis a nueve, se dan deformaciones 
de la biomolécula a lo largo de dos ejes, por lo que la cápside adopta una forma triangular; 
los modos trece a diecisiete son modos torsionales (ver Sección 1.3.2.4.1 Modo normal). 
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4 CONCLUSIONES Y CONSIDERACIONES FINALES 
Se desarrolló con éxito una herramienta computacional para el análisis de modos normales 
de biomoléculas de muchos grados de libertad, según un modelo de red elástica en el que 
se considera únicamente el esqueleto de carbonos alfa del sistema a analizar y se asumen 
potenciales elásticos entre pares atómicos separados por una distancia menor a una 
distancia de corte determinada. Hubo énfasis en virus sin bicapa lipídica y de ácido 
ribonucleico, lográndose predecir con una cierta exactitud el espectro de bajas frecuencias 
del STNV y el STMV. 
La herramienta desarrollada en este trabajo de grado puede ser utilizada para el análisis de 
modos normales de cualquier biomolécula compuesta por un solo tipo de átomo o por 
muchos tipos de átomos, por ejemplo enzimas, hormonas, anticuerpos, proteínas 
estructurales, proteínas virales, etc. Además, esta herramienta no sólo es útil para la 
estimación del espectro de frecuencias de una biomolécula, también es apropiada para la 
visualización dinámica de los modos a los que la molécula puede acceder, lo cual es 
importante en el análisis de espectros vibracionales (Dunn, 2010).  
Por otro lado, las frecuencias naturales y modos normales podrían ser utilizados para el 
análisis de los cambios conformacionales de una biomolécula (Eric C Dykeman & Sankey, 
2010), por lo que la gama de aplicaciones de esta herramienta computacional no se limita 
sólo al cálculo de frecuencias de resonancia. 
Se evidenció que los modelos de red elástica son altamente versátiles en cuanto a la 
geometría de la biomolécula a analizar, sólo basta con conocer las coordenadas 
cartesianas del sistema en cuestión, en una de sus configuraciones de equilibrio estable, 
para obtener su espectro de frecuencias y modos normales correspondientes según 
parámetros como la distancia de corte y la masa nodal de la red elástica, los cuales pueden 
ser fácilmente ajustados. 
Se observó también que el método del carbono alfa, a pesar de estar basado en lo que 
parece ser una sobresimplificación de la realidad (se aproximan los complicados 
potenciales interatómicos que se dan entre todos los átomos de una biomolécula por 
potenciales elásticos que se dan únicamente entre ciertos carbonos alfa de la misma), logra 
predecir la distribución de las frecuencias naturales de un sistema biológico, con una 
exactitud comparable a la de métodos de resoluciones mucho mayores, como aquellos en 
los que se considera el conjunto completo de átomos de un sistema y no se utilizan 
potenciales elásticos (Eric Charles Dykeman, 2008).  
Lo anterior se verificó, para la herramienta computacional aquí desarrollada, mediante la 
comparación de la frecuencia natural más baja correspondiente a un modo respiratorio del 
STNV, con la misma variable según la tesis doctoral de Eric Charles Dykeman, quien utilizó 
un modelo completamente diferente al método del carbono alfa, con resolución atomística. 
Las cantidades comparadas pertenecen al mismo orden de magnitud, siendo la obtenida 
con el modelo de constante elástica exponencial la más cercana a la frecuencia calculada 
por Eric Charles Dykeman, 2008. 
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Se concluye que el modelo de constante elástica exponencial genera resultados más 
exactos que el modelo uniforme. Sin embargo, se vio que el uso de un modelo u otro en el 
método del carbono alfa modifica muy poco, o nada, los niveles de degeneración de las 
frecuencias naturales de una biomolécula. La diferencia significativa entre los resultados 
obtenidos con ambos modelos yace en los rangos de los espectros de frecuencias de una 
biomolécula; por lo general, cuando las distancias de corte y masas nodales son iguales 
para ambos modelos, las frecuencias obtenidas mediante el modelo de constante elástica 
uniforme son mayores a aquellas obtenidas mediante el modelo exponencial. Esto tiene 
sentido, dado que, al usar el modelo uniforme, se le atribuye a la biomolécula mayor rigidez 
que con el modelo exponencial; entre más rígida es una molécula, mayores son sus 
frecuencias naturales. La frecuencia natural y los niveles de energía mecánica de un 
sistema son cantidades directamente proporcionales (Lezon et al., 2009), por lo que esta 
observación puede entenderse como que a medida que el cuerpo es más o menos rígido, 
la energía necesaria para acceder a sus modos normales de movimiento cambia en la 
misma medida. 
Mediante la comparación del espectro de bajas frecuencias naturales STMV, según la 
herramienta computacional aquí desarrollada y según resultados de Lezon et al., 2009, se 
concluye que el modelo fue construido correctamente. Las diferencias entre modelos de 
mayor resolución y el método del carbono alfa se atribuyen, precisamente, a las diferencias 
entre las resoluciones. No obstante, es evidente que la exactitud de los resultados depende 
en gran medida del modelo de constante elástica empleado, es decir, del modelo de la 
energía potencial elástica del sistema; por ende, parece necesario revisar esta cantidad, 
con el fin de una posible corrección para mejorar la fidelidad del modelo. 
Los modos normales obtenidos mediante los dos modelos de constante elástica aquí 
empleados (exponencial y uniforme), a pesar de corresponder a valores dispares de 
frecuencias naturales y de no ser numéricamente iguales, muestran los mismos patrones 
de desplazamiento, inclusive cuando hay pequeñas desigualdades en los perfiles de 
degeneración de los autovalores del sistema analizado. Esto indica que los modos 
normales, al igual que los niveles de degeneración, son relativamente insensibles a los 
modelos de constante elástica aplicados. Aún así, si se busca conocer un valor realista de 
las frecuencias naturales de una biomolécula, es necesario utilizar un modelo adecuado de 
constante elástica. Sin embargo, si lo que se desea es simplemente estudiar los niveles de 
degeneración y los modos normales de una biomolécula, los cuales pueden otorgar 
información valiosa acerca de la función de la misma (E C. Dykeman & Sankey, 2010), 
utilizar un modelo de constante uniforme puede ser suficiente. 
La similitud entre los espectros de baja frecuencia, los niveles de degeneración y los modos 
normales de las cápsides del STMV y el STNV (ver Figuras 22 y 26, Figuras 23 y 27, y 
Figuras 24 y 28) indican similitudes relevantes entre sus estructuras. A pesar de algunas 
diferencias perceptibles entre las configuraciones extremas en los modos normales de baja 
frecuencia de estas biomoléculas, resulta interesante que en los primeros dieciocho modos 
normales se generen el mismo tipo de deformaciones en ambas cápsides; asimismo, 
aunque algunos modos de mayor energía presentan diferencias evidentes, el modo 
respiratorio de menor energía de ambas cápsides virales se localiza en el modo número 
treinta y tres. De acuerdo a esta información, se concluye que según el paradigma biofísico 
de la relación intrínseca entre estructura y función, según las similitudes observadas en los 
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modos normales de dos biomoléculas distintas es posible elucidar semejanzas relevantes 
entre sus estructuras. De hecho, las semejanzas encontradas entre las frecuencias 
naturales, los niveles de degeneración y los modos normales de vibración del STMV y el 
STNV eran esperadas, dado que ambos virus tienen dimensiones similares, son de simetría 
icosaédrica y son virus satélite (Larson et al., 2014) (Jones & Liljas, 1984). 
Este trabajo de grado es la primera etapa de un proyecto de investigación entre la 
Universidad EIA y el Biophysics of Tropical Diseases Group del Instituto Max Planck de 
Biofísica, denominado “Caracterización de los modos propios de un virus con material 
genético”. Para etapas posteriores el trabajo aquí presentado se propone: 
 Modificar el código para considerar la masa nodal como una cantidad variable. Esto 
mejoraría la exactitud de los resultados, dado que no sería necesario utilizar una masa 
promedio de los aminoácidos de una biomolécula, sino que se tendrían en cuenta todas 
las diferentes masas de los aminoácidos de la misma. Además, esto es necesario para 
la consideración del material genético en el cálculo de los modos propios de un virus. 
 Crear una herramienta computacional que permita modelar el material genético de un 
virus según parámetros definidos, como longitud de la cadena de ácidos ribonucleicos, 
volumen máximo que ésta puede ocupar, entre otros. 
 Analizar la posibilidad de modificar el modelo de la energía potencial elástica con el fin 
de obtener resultados más exactos. Por ejemplo, en la comparación de resultados 
llevada a cabo en la Sección 3.2.2.3.1 Comparación de resultados, para el fulereno 𝐶଺଴, 
se evidencia que las frecuencias naturales reportadas por Sakhaee-Pour & Vafai, 2010, 
son mayores que aquellas obtenidas mediante la herramienta computacional aquí 
desarrollada, lo cual se atribuye al modelo de energía potencial elástica empleado por 
dichos autores, el cual difiere del relativamente sencillo modelo utilizado en este trabajo 
de grado. 
Resultados parciales de este proyecto fueron presentados por el autor en un seminario 
titulado “Biofísica experimental y teórica en virología” ante el Grupo de Física Atómica y 
Molecular del Instituto de Física de la Universidad de Antioquia. 
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ANEXO 1: ESTRUCTURAS CRISTALOGRÁFICAS DE INTERÉS 
A continuación, se definen los siguientes términos encontrados en este anexo: 
 Archivo PDB: este tipo de archivo, creado en la década de 1970, recibe su nombre 
gracias al Protein Data Bank (http://www.rcsb.org/pdb/) (Berman et al., 2000). Un 
archivo PDB provee una representación estandarizada para estructuras 
macromoleculares derivadas de técnicas cristalográficas (Swiss Institute of 
Bioinformatics, 1998). 
 dsDNA: double-stranded DNA, ADN bicatenario, es una molécula de ácido 
desoxirribonucleico conformada por dos hebras de bases nitrogenadas, que forman una 
estructura en doble hélice (Farlex Partner Medical Dictionary, 2012). 
 (+)ssRNA: positive-sense single-stranded RNA, ARN monocatenario de sentido 
positivo. Cadena de ácido ribonucleico de sentido positivo, es decir, codifica ARN 
mensajero y proteínas (WebMD, 2017). 
 dsDNA-RT: reverse transcribing double-stranded DNA, ADN bicatenario retrotranscrito. 
Material genético de virus que se replican mediante un ARN intermediario (Wikimedia 
Foundation, 2010a). 
 ssRNA-RT: reverse transcribing single-stranded RNA, ARN monocatenario 
retrotranscrito. Material genético de virus que se replican mediante un ARN 
intermediario (Wikimedia Foundation, 2010b). 
 Kilobase (kb): medida de longitud de material genético. Si el genoma es bicatenario, 
una kilobase es igual a dos mil nucleótidos o mil pares de bases nitrogenadas; si el 
genoma es monocatenario, una kilobase es igual a mil nucleótidos (Biology Online 
Dictionary, 2005). 
PDB 
ID Virus 
Bicapa 
lipídica 
Material genético 
𝑪𝜶 
totales 
Estructura 
cristalográfica 
Tipo Longitud (kb) 
Resolución 
(Å) Año 
1OHG Bacteriophage Hong Kong 97 (HK97) No dsDNA 48.000 117600 3.45 2003 
1JS9 Brome mosaic virus (BMV) No (+)ssRNA 9.200 30180 3.40 2001 
3J7L Brome mosaic virus (BMV) No (+)ssRNA 9.200 28620 3.80 2014 
3J2W Chikungunya virus (CHIKV) Sí (+)ssRNA 11.826 241200 5.30 2013 
1CWP Cowpea chlorotic mottle virus (CCMV) No (+)ssRNA 9.200 28620 3.20 1995 
4CCT Dengue virus serotype 1 (DENV1) Sí (+)ssRNA 10.700 102420 4.50 2013 
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3J27 Dengue virus serotype 2 (DENV2) Sí (+)ssRNA 10.700 102060 3.60 2012 
3ZKO Dengue virus serotype 2 (DENV2) Sí (+)ssRNA 10.700 70920 13.70 2013 
3J35 Dengue virus serotype 2 (DENV2) Sí (+)ssRNA 10.700 70740 35.00 2013 
1K4R Dengue virus serotype 2 (DENV2) Sí (+)ssRNA 10.700 71100 24.00 2002 
3J6S Dengue virus serotype 3 (DENV3) Sí (+)ssRNA 10.700 101700 6.00 2015 
3J6T Dengue virus serotype 3 (DENV3) Sí (+)ssRNA 10.700 101700 7.00 2015 
4CBF Dengue virus serotype 4 (DENV4) Sí (+)ssRNA 10.700 102420 4.10 2014 
1EV1 
Enteric cytopathic 
human orphan virus 1 
(echovirus 1, EV1) 
No (+)ssRNA 7.850 50160 3.55 1997 
3VBS Enterovirus 71 (EV71) No (+)ssRNA 7.850 50520 3.00 2012 
4AED Enterovirus 71 (EV71) No (+)ssRNA 7.850 49860 3.80 2012 
1QGT Hepatitis B virus (HBV) Sí dsDNA-RT 3.200 34200 3.30 1999 
2G33 Hepatitis B virus (HBV) Sí dsDNA-RT 3.200 35280 3.96 2006 
6B1T Human adenovirus type 5 (Ad5) No dsDNA 35.500 752640 3.20 2017 
3J3Q 
Human 
immunodeficiency virus 
type 1 (HIV-1) 
Sí ssRNA-RT 9.750 313236 8.00 2013 
1AYN Human rhinovirus 16 (HRV16) No (+)ssRNA 7.850 48240 2.90 1997 
1AYM Human rhinovirus 16 (HRV16) No (+)ssRNA 7.850 48900 2.15 1997 
1R1A Human rhinovirus 1A (HRV1A) No (+)ssRNA 7.850 47580 3.20 1989 
1FPN Human rhinovirus 2 (HRV2) No (+)ssRNA 7.850 46860 2.60 2000 
1RHI Human rhinovirus 3 (HRV3) No (+)ssRNA 7.850 48480 3.00 1996 
2MJZ M13 bacteriophage (M13) No ss DNA (+) 6.400 107362 NA 2014 
1IHM Norwalk virus (NV) No (+)ssRNA 7.700 89700 3.40 2001 
1OHF Nudaurelia capensis virus (NωV) No (+)ssRNA 3.900 135780 2.80 2003 
1F8V Pariacoto virus (PaV) No (+)ssRNA 4.322 62760 3.00 2000 
1HXS Poliovirus type 1 (PV1) No (+)ssRNA 7.850 51540 2.20 2001 
2PLV Poliovirus type 3 (PV3) No (+)ssRNA 7.850 51180 2.88 1989 
5O5B Poliovirus type 3 (PV3) No (+)ssRNA 7.850 44820 3.60 2017 
1F2N Rice yellow mottle virus (RYMV) No (+)ssRNA 4.000 35400 2.80 2000 
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4OQ8 Satellite tobacco mosaic virus (STMV) No (+)ssRNA 1.058 9240 1.40 2014 
1A34 Satellite tobacco mosaic virus (STMV) No (+)ssRNA 1.000 8820 1.81 1998 
1SMV Sesbania mosaic virus (SeMV) No (+)ssRNA 4.000 36840 3.00 1995 
1SVA Simian virus 40 (SV40) No dsDNA 5.000 123420 3.10 1995 
4SBV Southern bean mosaic virus (SBMV) No (+)ssRNA 4.000 37200 2.80 1985 
2OM
3 
Tobacco mosaic virus 
(TMV) No (+)ssRNA 6.400 6243 4.40 2007 
2XEA Tobacco mosaic virus (TMV) No (+)ssRNA 6.400 6243 4.60 2010 
4UDV Tobacco mosaic virus (TMV) No (+)ssRNA 6.400 6203 3.35 2014 
3J06 Tobacco mosaic virus (TMV) No (+)ssRNA 6.400 6324 3.30 2011 
2TBV Tomato bushy stunt virus (TBSV) No (+)ssRNA 4.700 53340 2.90 1984 
5IRE Zika virus (ZIKV) Sí (+)ssRNA 10.800 103680 3.80 2016 
5IZ7 Zika virus (ZIKV) Sí (+)ssRNA 10.800 104220 3.70 2016 
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ANEXO 2: PUNTAJES DE ESTRUCTURAS 
CRISTALOGRÁFICAS CONSIDERADAS 
PDB ID 𝑪𝜶 totales Envoltura Resolución 
Año de 
publicación 
Tipo de 
genoma 
Longitud 
del genoma Puntaje 
4OQ8 175.00 150.00 100.00 54.55 25.00 23.61 528.16 
1A34 180.00 150.00 96.77 13.64 25.00 25.00 490.41 
4UDV 200.00 150.00 41.94 54.55 25.00 16.67 488.15 
3J06 185.00 150.00 45.16 40.91 25.00 15.28 461.35 
3J7L 170.00 150.00 29.03 61.36 25.00 12.50 447.90 
2OM3 195.00 150.00 22.58 34.09 25.00 18.06 444.73 
2XEA 190.00 150.00 19.35 37.50 25.00 18.06 439.91 
1F2N 150.00 150.00 80.65 13.64 25.00 19.44 438.73 
5O5B 140.00 150.00 32.26 71.59 25.00 13.89 432.74 
1FPN 135.00 150.00 87.10 17.05 25.00 13.89 428.03 
4SBV 145.00 150.00 77.42 3.41 25.00 18.06 418.88 
1CWP 165.00 150.00 54.84 10.23 25.00 11.11 416.18 
1JS9 160.00 150.00 41.94 20.45 25.00 13.89 411.28 
1AYM 115.00 150.00 93.55 10.23 25.00 13.89 407.66 
1SMV 145.00 150.00 58.06 10.23 25.00 18.06 406.35 
1AYN 125.00 150.00 70.97 10.23 25.00 13.89 395.08 
3VBS 100.00 150.00 64.52 40.91 25.00 13.89 394.31 
1HXS 90.00 150.00 90.32 17.05 25.00 13.89 386.26 
1RHI 120.00 150.00 61.29 10.23 25.00 13.89 380.41 
1R1A 130.00 150.00 51.61 6.82 25.00 13.89 377.32 
4AED 110.00 150.00 25.81 40.91 25.00 13.89 365.60 
2PLV 95.00 150.00 74.19 3.41 25.00 13.89 361.49 
2TBV 85.00 150.00 67.74 0.00 25.00 18.06 345.80 
1F8V 80.00 150.00 58.06 13.64 25.00 18.06 344.76 
1EV1 105.00 150.00 35.48 13.64 25.00 15.28 344.40 
1OHF 10.00 150.00 83.87 27.27 25.00 19.44 315.59 
1IHM 60.00 150.00 38.71 17.05 25.00 15.28 306.03 
6B1T 5.00 150.00 51.61 75.00 0.00 2.78 284.39 
2MJZ 25.00 150.00 0.00 57.95 0.00 18.06 251.01 
1SVA 15.00 150.00 58.06 6.82 0.00 18.06 247.94 
1QGT 155.00 0.00 48.39 13.64 0.00 22.22 239.25 
1OHG 20.00 150.00 35.48 30.68 0.00 1.39 237.55 
2G33 155.00 0.00 25.81 34.09 0.00 20.83 235.73 
3J6S 55.00 0.00 16.13 64.77 25.00 6.94 167.85 
3ZKO 70.00 0.00 9.68 47.73 25.00 11.11 163.52 
3J6T 50.00 0.00 16.13 61.36 25.00 5.56 158.05 
3J27 45.00 0.00 32.26 44.32 25.00 11.11 157.69 
3J35 75.00 0.00 3.23 44.32 25.00 9.72 157.27 
5IRE 30.00 0.00 25.81 68.18 25.00 5.56 154.54 
4CBF 35.00 0.00 25.81 61.36 25.00 5.56 152.73 
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5IZ7 25.00 0.00 32.26 64.77 25.00 4.17 151.20 
4CCT 40.00 0.00 22.58 51.14 25.00 11.11 149.83 
1K4R 65.00 0.00 6.45 23.86 25.00 8.33 128.65 
3J2W 5.00 0.00 16.13 54.55 25.00 2.78 103.45 
3J3Q 5.00 0.00 12.90 44.32 25.00 11.11 98.33 
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ANEXO 3: FORMA GENERAL DE LA MATRIZ DINÁMICA DE UN 
SISTEMA OSCILANTE SEGÚN LA APROXIMACIÓN ARMÓNICA 
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ANEXO 4: CÓDIGO PARA EL ANÁLISIS DE MODOS 
NORMALES DE UNA BIOMOLÉCULA DE UN SOLO TIPO DE 
ÁTOMO O CON ESQUELETO DE CARBONOS ALFA 
1. # Libraries.   
2. from mpl_toolkits.mplot3d import Axes3D   
3. import matplotlib.pyplot as plt   
4. import scipy.linalg as la   
5. import matplotlib as mp   
6. import pandas as pd   
7. import numpy as np   
8. import time   
9. import os   
10.    
11. # Integer validation function.   
12. def is_number(s):   
13.     try:   
14.         float(s)   
15.         return True   
16.     except ValueError:   
17.         pass   
18.     try:   
19.         import unicodedata   
20.         unicodedata.numeric(s)   
21.         return True   
22.     except (TypeError, ValueError):   
23.         pass   
24.     return False   
25.    
26. # String substraction function.   
27. def substract(a, b):                                 
28.     return "".join(a.rsplit(b))   
29.    
30. # Enable dynamic graphs mode.   
31. %matplotlib nbagg   
32.    
33. # PDB file directory.   
34. FileName = 0   
35. numbers = [1, 2, 3, 4, 5, 6, 7, 8, 9]   
36. boolx = False   
37. while FileName == 0:   
38.     FileName = input('\033[1m' + 'PDB file: ' + '\033[0')   
39.     if type(FileName) != str:   
40.         FileName = 0   
41.         print('PDB file must be a string.')   
42.     elif type(FileName) == str:   
43.         for i in range(0, len(numbers)):   
44.             if FileName.startswith('C' + str(numbers[i])) == True:   
45.                 boolx = True   
46.         if boolx == True:   
47.             MolChem = 'homogeneous'   
48.         elif boolx == False:   
49.             MolChem = 'heterogeneous'   
50.         FileName = FileName + '.pdb'   
51. MoleculeName = substract(FileName,'.pdb')   
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52. path  = os.path.join(r'C:\Users\santi\Desktop\Santiago\Academia\EIA\2018\2018-
1\TG\PDBs', FileName)   
53.    
54. # Number of carbon atoms.   
55. N = 0   
56. with open(path) as pdb:   
57.     for line in pdb:   
58.         if line[:4] == 'ATOM':   
59.             if MolChem == 'homogeneous':   
60.                 N += 1    
61.             elif MolChem == 'heterogeneous':   
62.                 if line[13:15] == "CA":   
63.                     N += 1   
64. pdb.closed   
65. N = int(N)       
66. if MolChem == 'heterogeneous':   
67.     print('')   
68.     print('Number of nodes:', N)   
69.     print('')   
70. elif MolChem == 'homogeneous':   
71.     print('')   
72.     print('Number of carbon atoms:', N)   
73.    
74. # Coarse graining level.     
75. if MolChem == 'homogeneous':     
76.     CoarseLevel = 'basic'     
77. elif MolChem == 'heterogeneous':     
78.     CoarseLevel = 0     
79.     while CoarseLevel == 0:     
80.         CoarseLevel = input('\033[1m' + 'Coarse graining level (basic or ultra): '
 + '\033[0')     
81.         if CoarseLevel not in {'basic', 'ultra'}:     
82.             CoarseLevel = 0     
83.             print('Elastic constant model must be either by carbos only (basic) or
 by clumped carbons (ultra).')     
84. print('')   
85.        
86. # Computation time.   
87. start_time = time.time()   
88.    
89. # First level coarse graining.   
90. x0 = np.zeros((N))   
91. y0 = np.zeros((N))   
92. z0 = np.zeros((N))   
93. counter = 0   
94. with open(path) as pdb:   
95.     for line in pdb:   
96.         if line[:4] == 'ATOM':   
97.             if MolChem == 'homogeneous':   
98.                 counter += 1   
99.                 x0[counter-1] = line[30:38]   
100.                 y0[counter-1] = line[38:46]   
101.                 z0[counter-1] = line[46:54]   
102.             elif MolChem == 'heterogeneous':   
103.                 if line[13:15] == "CA":   
104.                     counter += 1   
105.                     x0[counter-1] = line[30:38]   
106.                     y0[counter-1] = line[38:46]   
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107.                     z0[counter-1] = line[46:54]   
108. pdb.closed   
109.    
110. # Second level coarse graining.   
111. if CoarseLevel == 'ultra':   
112.     # Create list with CA residue IDs.   
113.     ResidueID = []   
114.     with open(path) as pdb:   
115.         for line in pdb:   
116.             if line[:4] == 'ATOM':   
117.                 if line[13:15] == 'CA':   
118.                     ResidueID.append(line[23:26])   
119.     pdb.closed   
120.     # Create boolean array comparing difference between CA residue IDs.   
121.     BResidueID = [int(ResidueID[i+1]) < int(ResidueID[i]) for i in range(le
n(ResidueID)-1)]   
122.     # Create list with indices of chain switch (when next CA residue ID is 
less than the previous one).   
123.     ChainSwitchIndex = []   
124.     for i in range(0, len(BResidueID)):   
125.         if BResidueID[i] == True:   
126.             ChainSwitchIndex.append(i)   
127.     # Center of mass (mass and coordinates) of proteins in the biomolecule  
128.     CAList = []   
129.     for i in range(0, len(ChainSwitchIndex)):   
130.         # First protein.   
131.         if i == 0:   
132.             xCA = np.zeros((ChainSwitchIndex[i] + 1))   
133.             yCA = np.zeros((len(xCA)))   
134.             zCA = np.zeros((len(xCA)))   
135.             for j in range(0, ChainSwitchIndex[i] + 1):   
136.                 xCA[j] = x0[j]   
137.                 yCA[j] = y0[j]   
138.                 zCA[j] = z0[j]   
139.             # Calculate coordinates of center of mass.   
140.             xSum = 0   
141.             ySum = 0   
142.             zSum = 0   
143.             for j in range(0, ChainSwitchIndex[i] + 1):   
144.                 xSum = xSum + xCA[j]   
145.                 ySum = ySum + yCA[j]   
146.                 zSum = zSum + zCA[j]   
147.             xCM = xSum/(ChainSwitchIndex[i] + 1)   
148.             yCM = ySum/(ChainSwitchIndex[i] + 1)   
149.             zCM = zSum/(ChainSwitchIndex[i] + 1)   
150.             CAList.append([xCM, yCM, zCM])   
151.         # Other proteins (last one excluded).   
152.         elif i != 0:   
153.             xCA = np.zeros((ChainSwitchIndex[i] - ChainSwitchIndex[i-1]))   
154.             yCA = np.zeros((len(xCA)))   
155.             zCA = np.zeros((len(xCA)))   
156.             for j in range(0, ChainSwitchIndex[i] - ChainSwitchIndex[i-
1]):   
157.                 xCA[j] = x0[ChainSwitchIndex[i] - ChainSwitchIndex[0] + j]  
158.                 yCA[j] = y0[ChainSwitchIndex[i] - ChainSwitchIndex[0] + j]  
159.                 zCA[j] = z0[ChainSwitchIndex[i] - ChainSwitchIndex[0] + j]  
160.             # Calculate coordinates of center of mass.   
161.             xSum = 0   
94 
 
162.             ySum = 0   
163.             zSum = 0   
164.             for j in range(0, ChainSwitchIndex[i] - ChainSwitchIndex[i-
1]):   
165.                 xSum = xSum + xCA[j]   
166.                 ySum = ySum + yCA[j]   
167.                 zSum = zSum + zCA[j]   
168.             xCM = xSum/(ChainSwitchIndex[i] - ChainSwitchIndex[i-1])   
169.             yCM = ySum/(ChainSwitchIndex[i] - ChainSwitchIndex[i-1])   
170.             zCM = zSum/(ChainSwitchIndex[i] - ChainSwitchIndex[i-1])   
171.             CAList.append([xCM, yCM, zCM])   
172.     # Last protein.   
173.     xCA = np.zeros((len(x0) - ChainSwitchIndex[len(ChainSwitchIndex) - 1] -
 1))   
174.     yCA = np.zeros((len(xCA)))   
175.     zCA = np.zeros((len(xCA)))   
176.     for i in range(0, len(x0) - ChainSwitchIndex[len(ChainSwitchIndex) - 1]
 - 1):   
177.         xCA[i] = x0[ChainSwitchIndex[len(ChainSwitchIndex)-1] + 1 + i]   
178.         yCA[i] = y0[ChainSwitchIndex[len(ChainSwitchIndex)-1] + 1 + i]   
179.         zCA[i] = z0[ChainSwitchIndex[len(ChainSwitchIndex)-1] + 1 + i]   
180.     # Calculate coordinates of center of mass of last protein.   
181.     xSum = 0   
182.     ySum = 0   
183.     zSum = 0   
184.     for i in range(0, len(x0) - ChainSwitchIndex[len(ChainSwitchIndex) - 1]
 - 1):   
185.         xSum = xSum + xCA[i]   
186.         ySum = ySum + yCA[i]   
187.         zSum = zSum + zCA[i]   
188.     xCM = xSum/(len(x0) - ChainSwitchIndex[len(ChainSwitchIndex) - 1] - 1)  
189.     yCM = ySum/(len(x0) - ChainSwitchIndex[len(ChainSwitchIndex) - 1] - 1)  
190.     zCM = zSum/(len(x0) - ChainSwitchIndex[len(ChainSwitchIndex) - 1] - 1)  
191.     CAList.append([xCM, yCM, zCM])   
192.     N = len(CAList)   
193.     HowMany = 3*N # Force number of desired natural frequencies to the full
 spectrum of the ultra coarse-grained molecule.   
194.     # Fill up ultra coarse grained position vectors.   
195.     x0Protein = np.zeros((N))   
196.     y0Protein = np.zeros((N))   
197.     z0Protein = np.zeros((N))   
198.     for i in range(0, N):   
199.         x0Protein[i] = float(CAList[i][0])   
200.         y0Protein[i] = float(CAList[i][1])   
201.         z0Protein[i] = float(CAList[i][2])     
202.     print('Number of particles: ' + str(N))   
203.     print('')   
204.        
205. # Equillibrium interatomic distances matrix.   
206. d0 = np.zeros((N, N))   
207. for i in range(0, N):   
208.     for j in range(0, N):   
209.         if i-j < 0:   
210.             if CoarseLevel == 'basic':   
211.                 d0[i,j] = np.sqrt((x0[i] - x0[j])**2 + (y0[i] - y0[j])**2 +
 (z0[i] - z0[j])**2)   
212.             elif CoarseLevel == 'ultra':   
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213.                 d0[i,j] = np.sqrt((x0Protein[i] - x0Protein[j])**2 + (y0Pro
tein[i] - y0Protein[j])**2 + (z0Protein[i] - z0Protein[j])**2)   
214.             d0[j,i] = d0[i,j]   
215. d0Min = np.around(np.amin(d0[np.nonzero(d0)]), 3) # Calculate minimum inter
atomic distance ignoring zero values in d0.   
216. d0Sum = 0   
217. for i in range(0, len(d0)): # Calculate average interatomic distance ignori
ng zero values in d0.   
218.     for j in range(0, len(d0)):   
219.         d0Sum = d0Sum + d0[i,j]   
220. d0Average = np.around(d0Sum/np.count_nonzero(d0), 3)   
221. d0Max = np.around(np.amax(d0), 3)   
222. print('Minimum interatomic distance (in angstroms): ' + str(d0Min))   
223. print('')   
224. print('Average interatomic distance (in angstroms): ' + str(d0Average))   
225. print('')   
226. print('Maximum interatomic distance (in angstroms): ' + str(d0Max))   
227.    
228. t1 = time.time()   
229.    
230. # Elastic constant model.   
231. kModel = 0   
232. while kModel == 0:   
233.     print('')   
234.     kModel = input('\033[1m' + 'Elastic constant model (variable or uniform
): ' + '\033[0')   
235.     if kModel not in {'variable', 'uniform'}:   
236.         kModel = 0   
237.         print('Elastic constant model must be either variable or uniform.')
   
238. if kModel == 'uniform':   
239.     kValue = 0   
240.     while kValue == 0:   
241.         print('')   
242.         kValue = input('\033[1m' + 'Elastic constant (in N/m): ' + '\033[0'
)   
243.         if is_number(kValue) == True:   
244.             if float(kValue) < 0:   
245.                 kValue = 0   
246.                 print('Must be positive.')   
247.             elif float(kValue) == 0:   
248.                 print('Elastic constant cannot be 0.')   
249.             else:   
250.                 kValue = float(kValue)   
251.         else:   
252.             kValue = 0   
253.             print('Must be a number.')   
254.                
255. # Cutoff distance.   
256. CutoffDistance = 0   
257. while CutoffDistance == 0:   
258.     print('')   
259.     CutoffDistance = input('\033[1m' + 'Cutoff distance (in angstrom): ' + 
'\033[0')   
260.     if is_number(CutoffDistance) == True:   
261.         if float(CutoffDistance) < 0:   
262.             CutoffDistance = 0   
263.             print('Must be positive.')   
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264.         elif float(CutoffDistance) == 0:   
265.             print('Cutoff distance cannot be zero.')   
266.         else:   
267.             CutoffDistance = float(CutoffDistance)   
268.     else:   
269.         CutoffDistance = 0   
270.         print('Must be a number.')   
271. print('')   
272.    
273. mass = 0   
274. while mass == 0:   
275.     mass = input('\033[1m' + 'Basic coarse level single node masss (in Da):
 ' + '\033[0')   
276.     if is_number(mass) == True:   
277.         if float(mass) < 0:   
278.             mass = 0   
279.             print('Must be positive.')   
280.         elif float(mass) == 0:   
281.             print('Single node mass cannot be 0.')   
282.         else:   
283.             mass = float(mass)   
284.             print('')   
285.     else:   
286.         mass = 0   
287.         print('Must be a number.')   
288.    
289. # Number of desired natural frequencies (from the lowest).   
290. if CoarseLevel == 'basic':   
291.     HowMany = 0   
292.     while HowMany == 0:   
293.         HowMany = input('\033[1m' + 'Number of desired natural frequencies 
(from the lowest): ' + '\033[0')   
294.         if str(HowMany) == 'all':   
295.             HowMany = int(3*N)   
296.         elif is_number(HowMany) == True:   
297.             if float(HowMany) <= 0:   
298.                 HowMany = 0   
299.                 print('Must be positive.')   
300.             else:   
301.                 if (float(HowMany)).is_integer() == False:   
302.                     HowMany = 0   
303.                     print('Must be an integer.')   
304.                 elif int(HowMany) >= 3*N + 1:   
305.                     HowMany = 0   
306.                     print('Number of desired natural frequencies must be le
ss than',str(3*N + 1))   
307.                 else:   
308.                     HowMany = int(HowMany)   
309.         else:   
310.             HowMany = 0   
311.             print('Must be a number or <all>.')   
312.     print('')       
313.    
314. # Axes scaling factor.   
315. ScalingFactor = 0   
316. while ScalingFactor == 0:   
317.     ScalingFactor = input('\033[1m' + 'Graph scaling factor: ' + '\033[0')  
318.     if is_number(ScalingFactor) == True:   
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319.         if float(ScalingFactor) < 0:   
320.             ScalingFactor = 0   
321.             print('Must be positive.')   
322.         elif float(ScalingFactor) == 0:   
323.             print('Scaling factor cannot be zero.')   
324.         else:   
325.             ScalingFactor = float(ScalingFactor)   
326.     else:   
327.         ScalingFactor = 0   
328.         print('Must be a number.')   
329. print('')   
330.    
331. # Ask if axes should be shown.   
332. ShowAxes = 0   
333. while ShowAxes == 0:   
334.     ShowAxes = input('\033[1m' + 'Show axes? ' + '\033[0')   
335.     if ShowAxes not in ['yes', 'no']:   
336.         ShowAxes = 0   
337.         print('Answer must be yes or no.')   
338. print('')   
339.    
340. # Ask if bonds should be drawn.   
341. DrawBonds = 0   
342. while DrawBonds == 0:   
343.     DrawBonds = input('\033[1m' + 'Draw bonds? ' + '\033[0')   
344.     if DrawBonds not in {'yes', 'no'}:   
345.         DrawBonds = 0   
346.         print('Only allowed answers are yes or no')   
347.    
348. t2 = time.time()   
349.    
350. # Hessian matrix.   
351. k = np.zeros((N,N))   
352. for i in range(0,N):   
353.     for j in range(0,N):   
354.         if i-j<0:   
355.             if d0[i,j] < CutoffDistance:   
356.                 if kModel == 'variable':   
357.                     if CoarseLevel == 'basic':   
358.                         k[i,j] = np.exp(-
(d0[i,j]/7)**2) # Exponential decay model for small interatomic distances.   
359.                     elif CoarseLevel == 'ultra':   
360.                         k[i,j] = np.exp(-
(d0[i,j]/70)**2) # Exponential decay model for big interatomic distances.   
361.                 elif kModel == 'uniform':   
362.                     k[i,j] = kValue   
363.             k[j,i] = k[i,j]   
364.                
365. # Dynamic matrix.             
366. D = np.zeros((3*N,3*N))   
367. Dsum = np.zeros((N))   
368. if CoarseLevel == 'ultra':   
369.     mass =  len(xCA) * mass   
370. # I. Case alpha == beta and i, j < N.   
371. for i in range(0,N):   
372.     for j in range(0,N):   
373.         if i!=j:   
374.             D[i,j] = -k[i,j]*((x0[i]-x0[j])**2/(mass*(d0[i,j])**2))   
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375. for i in range(0,N):   
376.     for j in range(0,N):   
377.         Dsum[i] = Dsum[i] + D[i,j]   
378. for i in range(0,N):   
379.     for j in range(0,N):   
380.         if i==j:   
381.             D[i,j] = -Dsum[i]   
382. Dsum.fill(0)   
383. # II. Case alpha != beta, i < N and N < j < 2N.   
384. for i in range(0,N):   
385.     for j in range(N,2*N):   
386.         if j-i!=N:   
387.             D[i,j] = -k[i,j-N]*(((x0[i]-x0[j-N])*(y0[i]-y0[j-
N]))/(mass*(d0[i,j-N])**2))   
388. for i in range(0,N):   
389.     for j in range(N,2*N):   
390.         Dsum[i] = Dsum[i] + D[i,j]   
391. for i in range(0,N):   
392.     for j in range(N,2*N):   
393.         if j-i==N:   
394.             D[i,j] = -Dsum[i]   
395. Dsum.fill(0)   
396. # III. Case alpha != beta, i < N and j > 2N.   
397. for i in range(0,N):   
398.     for j in range(2*N,3*N):   
399.         if j-i!=2*N:   
400.            D[i,j] = -k[i,j-2*N]*(((x0[i]-x0[j-2*N])*(z0[i]-z0[j-
2*N]))/(mass*(d0[i,j-2*N])**2))   
401. for i in range(0,N):   
402.     for j in range(2*N,3*N):   
403.         Dsum[i] = Dsum[i] + D[i,j]   
404. for i in range(0,N):   
405.     for j in range(2*N,3*N):   
406.         if j-i==2*N:   
407.             D[i,j] = -Dsum[i]   
408. Dsum.fill(0)   
409. # IV. Case alpha != beta, N < i < 2N and j < N.   
410. for i in range(N,2*N):   
411.     for j in range(0,N):   
412.         D[i,j] = D[j,i]   
413. # V. Case alpha == beta and N < i, j < 2N.   
414. for i in range(N,2*N):   
415.     for j in range(N,2*N):   
416.         if i!=j:   
417.             D[i,j] = -k[i-N,j-N]*((y0[i-N]-y0[j-N])**2/(mass*(d0[i-N,j-
N])**2))   
418. for i in range(N,2*N):   
419.     for j in range(N,2*N):   
420.         Dsum[i-N] = Dsum[i-N] + D[i,j]   
421. for i in range(N,2*N):   
422.     for j in range(N,2*N):   
423.         if i==j:   
424.             D[i,j] = -Dsum[i-N]   
425. Dsum.fill(0)   
426. # VI. Case alpha != beta, N < i < 2N and j > 2N.   
427. for i in range(N,2*N):   
428.     for j in range(2*N,3*N):   
429.         if j-i!=N:   
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430.              D[i,j] = -k[i-N,j-2*N]*((y0[i-N]-y0[j-2*N])*((z0[i-N]-z0[j-
2*N])/(mass*(d0[i-N,j-2*N])**2)))   
431. for i in range(N,2*N):   
432.     for j in range(2*N,3*N):   
433.         Dsum[i-N] = Dsum[i-N] + D[i,j]   
434. for i in range(N,2*N):   
435.     for j in range(2*N,3*N):   
436.         if j-i==N:   
437.             D[i,j] = -Dsum[i-N]   
438. Dsum.fill(0)   
439. # VII. Case alpha != beta, i > 2N and j < N.   
440. for i in range(2*N,3*N):   
441.     for j in range(0,N):   
442.         D[i,j] = D[j,i]   
443. # VIII. Case alpha != beta, i > 2N and N < j < 2N.   
444. for i in range(2*N,3*N):   
445.     for j in range(N,2*N):   
446.         D[i,j] = D[j,i]   
447. # IX. Case alpha == beta, i > 2N and j > 2N.   
448. for i in range(2*N,3*N):   
449.     for j in range(2*N,3*N):   
450.         if i!=j:   
451.             D[i,j] = -k[i-2*N,j-2*N]*((z0[i-2*N]-z0[j-2*N])**2/(mass*(d0[i-
2*N,j-2*N])**2))   
452. for i in range(2*N,3*N):   
453.     for j in range(2*N,3*N):   
454.         Dsum[i-2*N] = Dsum[i-2*N] + D[i,j]   
455. for i in range(2*N,3*N):   
456.     for j in range(2*N,3*N):   
457.         if i==j:   
458.             D[i,j] = -Dsum[i-2*N]       
459.                
460. # Normal mode analysis   
461. NegEV = 0   
462. NegEigenSum = 0   
463. PosEigenSum = 0   
464. EigenRatio = 0   
465. NegEigenPercentage = 0   
466. Eigenvalues, Eigenvectors = la.eigh(D, eigvals = (0, HowMany-1))   
467. # Count number of negative eigenvalues encountered.   
468. for i in range(0, len(Eigenvalues)):   
469.     if Eigenvalues[i] < 0:   
470.         NegEV = NegEV + 1   
471. # Create an array containing the negative eigenvalues and erase them from o
riginal array.   
472. UnstableModes = np.zeros((NegEV))   
473. for i in range(0, NegEV):   
474.     UnstableModes[i] = Eigenvalues[i]   
475.     Eigenvalues[i] = 0   
476. # Calculate average of negative and positive eigenvalues for comparison pur
poses.   
477. if NegEV != 0:   
478.     for i in range(0, len(UnstableModes)):   
479.         NegEigenSum = NegEigenSum + np.abs(UnstableModes[i])   
480.     NegEigenAverage = NegEigenSum/len(UnstableModes)   
481.     for i in range(len(Eigenvalues)-NegEV):   
482.         PosEigenSum = PosEigenSum + Eigenvalues[NegEV+i]   
483.     PosEigenAverage = PosEigenSum/(len(Eigenvalues)-NegEV)   
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484.     EigenRatio = NegEigenAverage/PosEigenAverage   
485.     NegEigenPercentage = np.around(NegEV/len(Eigenvalues), 4)   
486. # Convert eigenvalues from (rad N m^-1 Da^-1)^2 to (rad s^-1)^2.   
487. for i in range(0, len(Eigenvalues)):   
488.     Eigenvalues[i] = Eigenvalues[i] / (1.660539*10**(-27))   
489. # Calculate equivalent angular frequencies, frequencies and wavenumbers fro
m positive eigenvalues.   
490. AngularFrequencies = np.sqrt(Eigenvalues)   
491. Frequencies = AngularFrequencies/(2*np.pi)   
492. Wavenumbers = Frequencies/(2.99*10**10)   
493.    
494. # Create list with basic results.   
495. List = []   
496. List.append(str(d0Min))   
497. List.append(d0Average)   
498. List.append(d0Max)   
499. List.append(np.around(EigenRatio, 4))   
500. List.append(str(NegEigenPercentage*100) + '%')   
501. List.append(np.around(UnstableModes, 4))   
502. List.append(NegEV)   
503. List.append(np.around((time.time() - (t2 - t1) - start_time), 4))   
504. # Create dataframe for basic results.   
505. df = pd.DataFrame({'Result': List})   
506. df.index = ['Minimun interatomic distance (angstrom)', 'Average interatomic
 distance (angstrom)', 'Maximum interatomic distance (angstrom)', 'Unstable to sta
ble modes average eigenvalue ratio', 'Unstable modes percentage (with respect to c
alculated modes)', 'Unstable eigenvalues array', 'Number of negative eigenvalues',
 'Computation time (s)']   
507. display(df)   
508.    
509. # Graphs' parameters.   
510. mp.rcParams.update({'font.size': 10})   
511. i = np.arange(1, len(Eigenvalues) + 1, 1)   
512.    
513. # CA backbone graph.   
514. fig1 = plt.figure(figsize = (9, 9))   
515. ax1 = fig1.add_subplot(111, projection = '3d')   
516. if DrawBonds == 'yes' and CoarseLevel == 'basic':   
517.     for u in range(0,N):   
518.         for j in range (0,N):   
519.             if k[u,j] != 0:   
520.                 ax1.plot3D([x0[j], x0[u]], [y0[j], y0[u]], [z0[j], z0[u]], 
c = 'gray', linewidth = 0.1, linestyle = '-')   
521. ax1.scatter(x0, y0, z0, c = 'black', s = 10, marker = 'o')   
522. ax1.view_init(0, 0) # Initial angle.   
523. if ShowAxes == 'no':   
524.     ax1.set_axis_off()   
525. # x-axis parameters.   
526. ax1.set_xlabel('x (angstrom)')   
527. xmin = np.amin(x0)   
528. xmax = np.amax(x0)   
529. if xmin < 0 and xmax < 0:   
530.     ax1.set_xlim(ScalingFactor*xmin, -ScalingFactor*xmax)   
531. if xmin < 0 and xmax > 0:   
532.     ax1.set_xlim(ScalingFactor*xmin, ScalingFactor*xmax)   
533. if xmin > 0 and xmax > 0:   
534.     ax1.set_xlim(-ScalingFactor*xmin, ScalingFactor*xmax)   
535. # y-axis parameters.   
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536. ax1.set_ylabel('y (angstrom)')   
537. ymin = np.amin(y0)   
538. ymax = np.amax(y0)   
539. if ymin < 0 and ymax < 0:   
540.     ax1.set_ylim(ScalingFactor*ymin, -ScalingFactor*ymax)   
541. if ymin < 0 and ymax > 0:   
542.     ax1.set_ylim(ScalingFactor*ymin, ScalingFactor*ymax)   
543. if ymin > 0 and ymax > 0:   
544.     ax1.set_ylim(-ScalingFactor*ymin, ScalingFactor*ymax)   
545. # z-axis parameters.   
546. ax1.set_zlabel('z (angstrom)')   
547. zmin = np.amin(z0)   
548. zmax = np.amax(z0)   
549. if zmin < 0 and zmax < 0:   
550.     ax1.set_zlim(ScalingFactor*zmin, -ScalingFactor*zmax)   
551. if zmin < 0 and zmax > 0:   
552.     ax1.set_zlim(ScalingFactor*zmin, ScalingFactor*zmax)   
553. if zmin > 0 and zmax > 0:   
554.     ax1.set_zlim(-ScalingFactor*zmin, ScalingFactor*zmax)   
555. plt.show()   
556.    
557. # Coarsed CA backbone graph.   
558. if CoarseLevel == 'ultra':   
559.     fig2 = plt.figure(figsize = (9, 9))   
560.     ax2 = fig2.add_subplot(111, projection = '3d')   
561.     if DrawBonds == 'yes':   
562.         for u in range(0,N):   
563.             for j in range (0,N):   
564.                 if k[u,j] != 0:   
565.                     ax2.plot3D([x0Protein[j], x0Protein[u]], [y0Protein[j],
 y0Protein[u]], [z0Protein[j], z0Protein[u]], c = 'gray', linewidth = 0.5, linesty
le = '-')   
566.     ax2.scatter(x0Protein, y0Protein, z0Protein, c = 'black', s = 30, marke
r = 'o')   
567.     ax2.view_init(0, 0) # Initial angle.   
568.     if ShowAxes == 'no':   
569.         ax2.set_axis_off()   
570.     # x-axis parameters.   
571.     ax2.set_xlabel('x (angstrom)')   
572.     xminProtein = np.amin(x0Protein)   
573.     xmaxProtein = np.amax(x0Protein)   
574.     if xmin < 0 and xmax < 0:   
575.         ax2.set_xlim(ScalingFactor*xminProtein, -
ScalingFactor*xmaxProtein)   
576.     if xmin < 0 and xmax > 0:   
577.         ax2.set_xlim(ScalingFactor*xminProtein, ScalingFactor*xmaxProtein) 
  
578.     if xmin > 0 and xmax > 0:   
579.         ax2.set_xlim(-
ScalingFactor*xminProtein, ScalingFactor*xmaxProtein)   
580.     # y-axis parameters.   
581.     ax2.set_ylabel('y (angstrom)')   
582.     yminProtein = np.amin(y0Protein)   
583.     ymaxProtein = np.amax(y0Protein)   
584.     if ymin < 0 and ymax < 0:   
585.         ax2.set_ylim(ScalingFactor*yminProtein, -
ScalingFactor*ymaxProtein)   
586.     if ymin < 0 and ymax > 0:   
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587.         ax2.set_ylim(ScalingFactor*yminProtein, ScalingFactor*ymaxProtein) 
  
588.     if ymin > 0 and ymax > 0:   
589.         ax2.set_ylim(-
ScalingFactor*yminProtein, ScalingFactor*ymaxProtein)   
590.     # z-axis parameters.   
591.     ax2.set_zlabel('z (angstrom)')   
592.     zminProtein = np.amin(z0Protein)   
593.     zmaxProtein = np.amax(z0Protein)   
594.     if zmin < 0 and zmax < 0:   
595.         ax2.set_zlim(ScalingFactor*zminProtein, -
ScalingFactor*zmaxProtein)   
596.     if zmin < 0 and zmax > 0:   
597.         ax2.set_zlim(ScalingFactor*zminProtein, ScalingFactor*zmaxProtein) 
  
598.     if zmin > 0 and zmax > 0:   
599.         ax2.set_zlim(-
ScalingFactor*zminProtein, ScalingFactor*zmaxProtein)   
600.     plt.show()   
601.    
602. # Wavenumbers graph.   
603. fig3_size = plt.rcParams["figure.figsize"]   
604. fig3_size[0] = 9   
605. fig3_size[1] = 5   
606. fig3, ax3 = plt.subplots()   
607. ax3.set(xlabel = 'Mode number', ylabel = 'Natural frequency (1/cm)')   
608. ax3.scatter(i, Wavenumbers, c = 'black', s = 5)   
609. plt.show()   
610.    
611. # Eigenvalues dataframe.   
612. df1 = pd.DataFrame({'Eigenvalues (rad Hz)^2':Eigenvalues,'Angular frequency
 (rad Hz)':AngularFrequencies,'Frequency (Hz)':Frequencies,'Wavenumber (1/cm)':Wav
enumbers})   
613. df1.index = np.arange(1, len(df1) + 1)   
614. df1.index.name = 'Mode number'   
615.    
616. # Normal modes dataframe.   
617. df2 = pd.DataFrame(Eigenvectors)   
618. df2.index = ['x' + str(i) for i in range(1, N + 1)] + ['y' + str(i) for i i
n range(1, N + 1)] + ['z' + str(i) for i in range(1, N + 1)]   
619. df2.index.name = 'Coordinate'   
620. df2.columns = np.arange(1, HowMany + 1)   
621. df2.columns.name = 'Mode number'   
622.    
623. # Coordinates dataframe.   
624. if CoarseLevel == 'basic':   
625.     df3 = pd.DataFrame({'x0': x0 ,'y0': y0, 'z0': z0})   
626. elif CoarseLevel == 'ultra':   
627.     df3 = pd.DataFrame({'x0': x0Protein ,'y0': y0Protein, 'z0': z0Protein}) 
628. df3.index = np.arange(1, len(df3) + 1)   
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ANEXO 5: CÓDIGO PARA EL CÁLCULO DE LA MASA 
PROMEDIO DE LOS AMINOÁCIDOS DE UNA BIOMOLÉCULA 
1. # Libraries.   
2. import pandas as pd   
3. import numpy as np   
4. import os   
5.    
6. # String substraction function.   
7. def substract(a, b):                                 
8.     return "".join(a.rsplit(b))   
9.    
10. # List of average mass residue, from smallest to largest.   
11. ResidueList = []   
12. ResidueList.append([57.052, 'GLY'])   
13. ResidueList.append([71.079, 'ALA'])   
14. ResidueList.append([87.078, 'SER'])   
15. ResidueList.append([97.117, 'PRO'])   
16. ResidueList.append([99.133, 'VAL'])   
17. ResidueList.append([101.105, 'THR'])   
18. ResidueList.append([103.144, 'CYS'])   
19. ResidueList.append([113.160, 'ILE'])   
20. ResidueList.append([113.160, 'LEU'])   
21. ResidueList.append([114.104, 'ASN'])   
22. ResidueList.append([115.089, 'ASP'])   
23. ResidueList.append([128.131, 'GLN'])   
24. ResidueList.append([128.174, 'LYS'])   
25. ResidueList.append([129.116, 'GLU'])   
26. ResidueList.append([131.198, 'MET'])   
27. ResidueList.append([137.142, 'HIS'])   
28. ResidueList.append([147.177, 'PHE'])   
29. ResidueList.append([156.188, 'ARG'])   
30. ResidueList.append([163.170, 'TYR'])   
31. ResidueList.append([186.213, 'TRP'])   
32.    
33. # Dataframe containing residues' masses and names.   
34. df = pd.DataFrame({'Mass': np.transpose(ResidueList)[0], 'Residue': np.transpose(R
esidueList)[1]})   
35.    
36. # PDB file directory.   
37. FileName = 0   
38. while FileName == 0:   
39.     FileName = input('\033[1m' + 'PDB file: ' + '\033[0')   
40.     if type(FileName) != str:   
41.         FileName = 0   
42.         print('PDB file must be a string.')   
43.     elif type(FileName) == str:         
44.         FileName = FileName + '.pdb'   
45. MoleculeName = substract(FileName,'.pdb')   
46. path  = os.path.join(r'C:\Users\santi\Desktop\Santiago\Academia\EIA\2018\2018-
1\TG\PDBs', FileName)   
47.    
48. # Number of residues.   
49. N = 0   
50. with open(path) as pdb:   
51.     for line in pdb:   
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52.         if line[:4] == 'ATOM':   
53.             if line[13:15] == "CA":   
54.                 N += 1   
55. pdb.closed   
56. N = int(N)       
57. print('')   
58. print('Number of residues:', N)   
59.    
60. # List with all residues of the biomolecule.   
61. ResiduesList = []   
62. with open(path) as pdb:   
63.     for line in pdb:   
64.         if line[:4] == 'ATOM':   
65.             if line[13:15] == "CA":   
66.                 ResiduesList.append(line[17:20])   
67.    
68. # Vector with all the corresponding masses for each residue in the biomolecule.   
69. MassVector = np.zeros((N))   
70. for i in range(0, len(df) - 1):   
71.     for j in range(0, N):   
72.         if ResiduesList[j] == df['Residue'][i]:   
73.             MassVector[j] = df['Mass'][i]   
74.    
75. MassSum = 0   
76. for i in range(0, N):   
77.     MassSum = MassSum + MassVector[i]   
78. AverageMass = MassSum/N   
79.    
80. print('')   
81. print('Residue average mass (in Da):', np.around(AverageMass,4))   
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ANEXO 6: GRAFICADOR DE MODOS NORMALES 
1. # Libraries.   
2. from mpl_toolkits.mplot3d import Axes3D   
3. import matplotlib.pyplot as plt   
4. import matplotlib.animation   
5. import matplotlib as mp   
6. import pandas as pd   
7. import numpy as np   
8. import os   
9.    
10. # Integer validation function.   
11. def is_number(s):   
12.     try:   
13.         float(s)   
14.         return True   
15.     except ValueError:   
16.         pass   
17.     try:   
18.         import unicodedata   
19.         unicodedata.numeric(s)   
20.         return True   
21.     except (TypeError, ValueError):   
22.         pass   
23.     return False   
24.    
25. # String substraction function.   
26. def substract(a, b):                                 
27.     return "".join(a.rsplit(b))   
28.    
29. # Enable dynamic graphs mode.   
30. %matplotlib nbagg   
31.    
32. # CSV coordinates file directory.   
33. CoordinatesFile = 0   
34. while CoordinatesFile == 0:   
35.     CoordinatesFile = input('\033[1m' + 'Coordinates file: ' + '\033[0')   
36.     if 'coordinates' not in CoordinatesFile:   
37.         CoordinatesFile = 0   
38.         print('This is not a coordinates file.')   
39.     elif 'coordinates' in CoordinatesFile:   
40.         CoordinatesFile = CoordinatesFile + '.csv'   
41.         CoordinatesPath  = os.path.join(r'C:\Users\santi\Desktop\Santiago\Academia
\EIA\2018\2018-1\TG\TG II\Code\Python\Jupyter', CoordinatesFile)   
42.         MoleculeName = substract(CoordinatesFile, '_coordinates.csv')   
43.         print('')   
44.    
45. # CSV normal modes file directory.   
46. NormalModesFile = 0   
47. while NormalModesFile == 0:   
48.     NormalModesFile = input('\033[1m' + 'Normal modes file: ' + '\033[0')   
49.     if 'normalmodes' not in NormalModesFile:   
50.         NormalModesFile = 0   
51.         print('This is not a normal modes file.')   
52.     elif 'normalmodes' in NormalModesFile:   
53.         NormalModesFile = NormalModesFile + '.csv'   
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54.         NormalModesPath  = os.path.join(r'C:\Users\santi\Desktop\Santiago\Academia
\EIA\2018\2018-1\TG\TG II\Code\Python\Jupyter', NormalModesFile)   
55.         print('')   
56.    
57. # Read coordinates file.   
58. df1 = pd.read_csv(CoordinatesPath)   
59. df1.index = np.arange(1, len(df1) + 1)   
60. df1.index.name = 'Atom'   
61. del df1['Unnamed: 0']   
62. N = int(df1.shape[0]) # Obtain number of atoms from coordinates file.   
63.    
64. # Obtain equilibrium positions from coordinates dataframe.   
65. x0 = np.zeros((N))   
66. y0 = np.zeros((N))   
67. z0 = np.zeros((N))   
68. for i in range(0, N):   
69.     x0[i] = df1['x0'][i+1]   
70.     y0[i] = df1['y0'][i+1]   
71.     z0[i] = df1['z0'][i+1]   
72.    
73. # Read normal modes file.   
74. df2 = pd.read_csv(NormalModesPath)   
75. df2.index = np.arange(1, len(df2) + 1)   
76. df2.index = ['x' + str(i) for i in range(1, N + 1)] + ['y' + str(i) for i in range
(1, N + 1)] + ['z' + str(i) for i in range(1, N + 1)]   
77. df2.index.name = 'Coordinate'   
78. del df2['Coordinate']   
79. HowMany = df2.shape[1] # Obtain number of modes from normal modes file.   
80. Eigenvectors = np.zeros((3*N, HowMany))   
81. Eigenvectors = df2.values # Obtain eigenmatrix from normal modes file.   
82. print('Available number of modes (from the lowest): ' + str(HowMany))   
83. print('')   
84.    
85. # Normal mode to animate.   
86. Mode = 0   
87. while Mode == 0:   
88.     Mode = input('\033[1m' + 'Which mode do you want to animate? ' + '\033[0')   
89.     if is_number(Mode) == True:   
90.         if float(Mode) <= 0:   
91.             Mode = 0   
92.             print('Must be between 1 and ' + str(HowMany) + '.')   
93.         elif float(Mode) > 3*N:   
94.             Mode = 0   
95.             print('Must be between 1 and ' + str(HowMany) + '.')   
96.         else:   
97.             if (float(Mode)).is_integer() == False:   
98.                 Mode = 0   
99.                 print('Must be an integer.')   
100.             else:   
101.                 Mode = int(Mode)   
102.     else:   
103.         Mode = 0   
104.         print('Must be a number.')   
105. Mode = Mode - 1   
106.    
107. # Axes scaling factor.   
108. ScalingFactor = 0   
109. while ScalingFactor == 0:   
107 
 
110.     print('')   
111.     ScalingFactor = input('\033[1m' + 'Graph scaling factor: ' + '\033[0')  
112.     if is_number(ScalingFactor) == True:   
113.         if float(ScalingFactor) < 0:   
114.             ScalingFactor = 0   
115.             print('Must be positive.')   
116.         elif float(ScalingFactor) == 0:   
117.             ScalingFactor = 0   
118.             print('Scaling factor cannot be zero.')   
119.         elif float(ScalingFactor) > 5:   
120.             ScalingFactor = 0   
121.             print('Scaling factor cannot be greater than 5.')   
122.         else:   
123.             ScalingFactor = float(ScalingFactor)   
124.     else:   
125.         ScalingFactor = 0   
126.         print('Must be a number.')   
127.    
128. # Maximum normalized value.   
129. MaxNormalizedValue = 0   
130. while MaxNormalizedValue == 0:   
131.     print('')   
132.     MaxNormalizedValue = input('\033[1m' + 'Maximum normalized value: ' + '
\033[0')   
133.     if is_number(MaxNormalizedValue) == True:   
134.         if float(MaxNormalizedValue) < 0:   
135.             MaxNormalizedValue = 0   
136.             print('Must be positive.')   
137.         elif float(MaxNormalizedValue) == 0:   
138.             print('Maximum normalized value cannot be zero.')   
139.         else:   
140.             MaxNormalizedValue = float(MaxNormalizedValue)   
141.     else:   
142.         MaxNormalizedValue = 0   
143.         print('Must be a number.')   
144.    
145. ShowAxes = 0   
146. while ShowAxes == 0:   
147.     print('')   
148.     ShowAxes = input('\033[1m' + 'Show axes?: ' + '\033[0')   
149.     if ShowAxes not in ['yes', 'no']:   
150.         ShowAxes = 0   
151.         print('Answer must be yes or no.')   
152.    
153. # Create noramlized eigenvectors matrix for displaying purposes.   
154. NormalizedEigenvectors = np.zeros((3*N, HowMany))   
155. Max = np.amax(Eigenvectors)   
156. for i in range(0, 3*N):   
157.     for j in range(0, HowMany):   
158.         NormalizedEigenvectors[i,j] = Eigenvectors[i,j]*(MaxNormalizedValue
/Max)   
159. df3 = pd.DataFrame(NormalizedEigenvectors)   
160. df3.index = ['x' + str(i) for i in range(1, N + 1)] + ['y' + str(i) for i i
n range(1, N + 1)] + ['z' + str(i) for i in range(1, N + 1)]   
161. df3.index.name = 'Coordinate'   
162. df3.columns = np.arange(1, HowMany + 1)   
163. df3.columns.name = 'Mode number'   
164.    
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165. # Auxiliary arrays to avoid repetition of transpose function.   
166. AuxiliaryX = NormalizedEigenvectors[0:N, Mode] # First mode's normalized re
lative amplitudes of motion for x.   
167. AuxiliaryY = NormalizedEigenvectors[N:2*N, Mode] # First mode's normalized 
relative amplitudes of motion for y.   
168. AuxiliaryZ = NormalizedEigenvectors[2*N:3*N, Mode] # First mode's normalize
d relative amplitudes of motion for z.   
169.    
170. # Create time array that counts from 0 to N, 5 times each (molecule goes fr
om origin to extreme to origin to extreme to origin).   
171. t = np.array([np.ones(N)*i for i in range(8)]).flatten()   
172.    
173. # Create vectors containing all the modified coordinates.   
174. x0Motion = np.zeros((8*N))   
175. y0Motion = np.zeros((8*N))   
176. z0Motion = np.zeros((8*N))   
177. for i in range(0, N):   
178.     x0Motion[i] = x0[i]   
179.     y0Motion[i] = y0[i]   
180.     z0Motion[i] = z0[i]   
181. for i in range(N, 2*N):   
182.     x0Motion[i] = x0[i-N] + (AuxiliaryX[i-N])/2   
183.     y0Motion[i] = y0[i-N] + (AuxiliaryY[i-N])/2   
184.     z0Motion[i] = z0[i-N] + (AuxiliaryZ[i-N])/2   
185. for i in range(2*N, 3*N):   
186.     x0Motion[i] = x0[i-2*N] + AuxiliaryX[i-2*N]   
187.     y0Motion[i] = y0[i-2*N] + AuxiliaryY[i-2*N]   
188.     z0Motion[i] = z0[i-2*N] + AuxiliaryZ[i-2*N]   
189. for i in range(3*N, 4*N):   
190.     x0Motion[i] = x0[i-3*N] + (AuxiliaryX[i-3*N])/2   
191.     y0Motion[i] = y0[i-3*N] + (AuxiliaryY[i-3*N])/2   
192.     z0Motion[i] = z0[i-3*N] + (AuxiliaryZ[i-3*N])/2   
193. for i in range(4*N, 5*N):   
194.     x0Motion[i] = x0[i-4*N]   
195.     y0Motion[i] = y0[i-4*N]   
196.     z0Motion[i] = z0[i-4*N]   
197. for i in range(5*N, 6*N):   
198.     x0Motion[i] = x0[i-5*N] - (AuxiliaryX[i-5*N])/2   
199.     y0Motion[i] = y0[i-5*N] - (AuxiliaryY[i-5*N])/2   
200.     z0Motion[i] = z0[i-5*N] - (AuxiliaryZ[i-5*N])/2   
201. for i in range(6*N, 7*N):   
202.     x0Motion[i] = x0[i-6*N] - AuxiliaryX[i-6*N]   
203.     y0Motion[i] = y0[i-6*N] - AuxiliaryY[i-6*N]   
204.     z0Motion[i] = z0[i-6*N] - AuxiliaryZ[i-6*N]   
205. for i in range(7*N, 8*N):   
206.     x0Motion[i] = x0[i-7*N] - (AuxiliaryX[i-7*N])/2   
207.     y0Motion[i] = y0[i-7*N] - (AuxiliaryY[i-7*N])/2   
208.     z0Motion[i] = z0[i-7*N] - (AuxiliaryZ[i-7*N])/2   
209.        
210. df4 = pd.DataFrame({'time': t ,'x' : x0Motion, 'y' : y0Motion, 'z' : z0Moti
on})   
211.    
212. # FuncAnimation function argument.   
213. def update_graph(num):   
214.     data = df4[df4['time'] == num]   
215.     graph.set_data (data.x, data.y)   
216.     graph.set_3d_properties(data.z)   
217.     return graph,    
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218.    
219. # Build graph object.   
220. fig = plt.figure(figsize = (9, 9))   
221. ax = fig.add_subplot(111, projection = '3d')   
222. ax.view_init(45, 45) # Initial angle.   
223. if ShowAxes == 'no':   
224.     ax.set_axis_off()   
225.    
226. # x-axis parameters.   
227. ax.set_xlabel('x (angstrom)')   
228. xmin = np.amin(x0)   
229. xmax = np.amax(x0)   
230. if xmin < 0 and xmax < 0:   
231.     ax.set_xlim(ScalingFactor*xmin, -ScalingFactor*xmax)   
232. if xmin < 0 and xmax > 0:   
233.     ax.set_xlim(ScalingFactor*xmin, ScalingFactor*xmax)   
234. if xmin > 0 and xmax > 0:   
235.     ax.set_xlim(-ScalingFactor*xmin, ScalingFactor*xmax)   
236.    
237. # y-axis parameters.   
238. ax.set_ylabel('y (angstrom)')   
239. ymin = np.amin(y0)   
240. ymax = np.amax(y0)   
241. if ymin < 0 and ymax < 0:   
242.     ax.set_ylim(ScalingFactor*ymin, -ScalingFactor*ymax)   
243. if ymin < 0 and ymax > 0:   
244.     ax.set_ylim(ScalingFactor*ymin, ScalingFactor*ymax)   
245. if ymin > 0 and ymax > 0:   
246.     ax.set_ylim(-ScalingFactor*ymin, ScalingFactor*ymax)   
247.    
248. # z-axis parameters.   
249. ax.set_zlabel('z (angstrom)')   
250. zmin = np.amin(z0)   
251. zmax = np.amax(z0)   
252. if zmin < 0 and zmax < 0:   
253.     ax.set_zlim(ScalingFactor*zmin, -ScalingFactor*zmax)   
254. if zmin < 0 and zmax > 0:   
255.     ax.set_zlim(ScalingFactor*zmin, ScalingFactor*zmax)   
256. if zmin > 0 and zmax > 0:   
257.     ax.set_zlim(-ScalingFactor*zmin, ScalingFactor*zmax)   
258.        
259. # Initial dataset for the animated graph.   
260. data = df4[df4['time'] == 0]   
261.    
262. # Graph's main parameters.   
263. graph, = ax.plot(data.x, data.y, data.z, linestyle = '', marker = 'o', colo
r = 'black', markersize = 2)   
264.    
265. # Generate animation.   
266. animation = matplotlib.animation.FuncAnimation(fig, update_graph, frames = 
8, blit = True, interval = 200)   
267. plt.show()   
268.    
269. # Save animation to MP4 file.   
270. animation.save(MoleculeName + '_mode' + str(Mode + 1) + '_scaled' + str(Max
NormalizedValue) + '.mp4', writer = 'ffmpeg', fps = 10)   
