Abstract-We study the localization prediction of membrane proteins for two families of medically important disease-causing bacteria, called Gram-Negative and Gram-Positive bacteria. Each such bacterium has its cell surrounded by several layers of membranes. Identifying where proteins are located in a bacterial cell is of primary research interest for antibiotic and vaccine drug design. This problem has three requirements: First, with any subsequence of amino acid residues being potentially a dimension, it has an extremely high dimensionality, few being irrelevant. Second, the prediction of a target localization site must have a high precision in order to be useful to biologists, i.e., at least 90 percent or even 95 percent, while recall is as high as possible. Achieving such a precision is made harder by the fact that target sequences are often much fewer than background sequences. Third, the rationale of prediction should be understandable to biologists for taking actions. Meeting all these requirements presents a significant challenge in that a high dimensionality requires a complex model that is often hard to understand. The support vector machine (SVM) model has an outstanding performance in a high-dimensional space, therefore, it addresses the first two requirements. However, the SVM model involves many features in a single kernel function, therefore, it does not address the third requirement. We address all three requirements by integrating the SVM model with a rule-based model, where the understandable if-then rules capture "major structures" and the elaborated SVM model captures "subtle structures." Importantly, the integrated model preserves the precision/ recall performance of SVM and, at the same time, exposes major structures in a form understandable to the human user. We focus on searching for high quality rules and partitioning the prediction between rules and SVM so as to achieve these properties. We evaluate our method on several membrane localization problems. The purpose of this paper is not improving the precision/recall of SVM, but is manifesting the rationale of a SVM classifier through partitioning the classification between if-then rules and the SVM classifier and preserving the precision/recall of SVM.
INTRODUCTION
I N the last decade, biologists have accumulated a huge amount of biological sequences thanks to the high throughput genome sequencing projects. Proteins are one kind of such sequences. Each protein is composed of a linear sequence of amino acid residues. The same 20 amino acid residues (i.e., 20-letter alphabet) are used virtually for all proteins on the earth. Though a protein molecule has 3D shape, amazingly, it is generally true that the 3D location of every atom of a protein molecule in a living organism is fully determined by this linear sequence over the 20-letter alphabet [5] . Since proteins play critical roles in determining the structures and functions of all living organisms [30] , classifying these sequences into corresponding functional families is an important task for biologists.
One of the most important protein classification problems is to predict the subcellular localization of proteins [12] . For proper functioning, a protein has to be transported to the correct intra or extra-cellular compartments in a soluble form or attached to a membrane that surrounds the cell; hence, the subcellular localization of a protein plays a key role with regard to its functions. In particular, the study of a family of disease-causing bacteria, collectively known as Gram-Negative bacteria, has shown that such bacteria have a distinct cell structure. In a Gram-Negative bacterial cell, a protein may be resident at one of five primary localization sites as illustrated in Fig. 1 . Proteins are synthesized in the cytoplasm and may remain there or be transported to the inner membrane, the periplasm, the outer membrane, or the extra-cellular environment. The ability to identify the localization site from the sequence information alone would allow researchers to quickly prioritize a list of proteins for potential drug and vaccine targets [29] .
The above problem can be summarized as predicting the localization site for a given protein from its amino acid sequence with the following requirements:
. High precision. The precision of predicting the target localization site must be "very high," in most cases at least 90 percent or even 95 percent, while the recall is as high as possible. This means that whenever a protein is predicted to be located at the target site, the biologist wants to be fairly sure that the prediction is correct [29] . This is in contrast to the rare-class classification in the data mining literature where a high recall is the priority, such as identifying buyers in direct marketing or intruders in intrusion detection. Achieving a high precision is made harder by the fact that the target examples are often much fewer than the examples in the contrasting class.
. Interpretability of models. Relevant patterns that summarize what triggers the prediction in a concise form are useful for the biologist to perform further analysis and devise actions. For example, as outermembrane proteins are exposed on the surface of the cell, they represent potential drug and vaccine targets, and the ability to identify and summarize such potential targets would allow researchers to quickly prioritize a list of proteins for further study.
To address this issue in a domain-independent manner, our notion of interpretability refers to the syntax simplicity of the model, such as the number and size of rules, not anything that requires intimate domain knowledge. . High dimensionality. With any subsequence of amino acids being potentially a feature, it is common to have tens or even hundreds of thousands of features that are necessarily relevant. Typically, combinations of features must be used to achieve a high precision because any individual feature tends to appear in both the target class and the contrasting class. Searching such combinations in a highdimensional space requires pruning a large portion of search space. Meeting all these requirements presents a significant challenge because an inherently high-dimensional problem requires a complex model that is hard to understand. Recent research progress shows that SVMs (Supper Vector Machines) [31] demonstrate superior performance gains and robustness in many applications over traditional methods. 1 One striking property of SVMs is the ability to produce the unique global minimum of the error function [9] . Another striking property is that its ability to learn is independent of the dimensionality of the feature space [17] because SVMs measure the complexity of hypotheses based on the margin with which they separate the data, not the number of features. These properties make the SVM model an ideal candidate for addressing the requirements on high precision and high dimensionality. However, the SVM model does not address the interpretability requirement: It involves thousands of features in a single kernel function, making it impossible to see a simple relationship between the prediction and features that trigger it. A rule-based model such as ID3 and C4.5, on the other hand, presents the logic of prediction in the user-friendly if-then rule format, but is inferior in performance for high-dimensional problems. For example, a length-2 rule Education = HĜ ender = M -> "Yes" says that if the education level is high and the gender is male, the class is "Yes."
Our Contributions
To address all the above requirements, we integrate the SVM model with the rule-based model. The idea is to partition the SVM classification so that a small number of rules capture "simple, major structures" and the SVM model captures "complex, subtle structures." The integrated model, called rule-SVM (rSVM), places the rules at the top and the SVM at the bottom: To classify a protein, the SVM classifier is applied only if there is no matching rule. Therefore, the rules steal classification from the SVM. The purpose of rSVM is to expose the rationale of (part of) the SVM classification through understandable if-then rules, while preserving the accuracy (i.e., recall and precision) of the SVM classifier. Importantly, our focus is not on improving the accuracy of SVM; we simply preserve it. Rather, our focus is on manifesting the rationale of SVM through extracting if-then rules and preserving the accuracy of SVM. To preserve the accuracy, it is important not to replace the SVM classifier entirely with rules, but to replace only the part of classification that can be expressed by simple rules accurately; the SVM still covers the remaining classification that is too complex for rules. In this sense, our approach combines SVM with rules.
The above focus differentiates our work from those in the literature. Yu et al. [46] uses a serial connection of a decision list and a linear separator to improve accuracy, where a decision list is a ranked list of features (not rules). In our terms, such features are length-1 rules. In our experiences, such features are too general to be accurate, especially in a high-dimensional space. We observed that a combination of several lower ranked features, i.e., a length-k rule for k > 1, often has a higher precision than a single highly ranked feature, as demonstrated by the fact that most quality rules extracted in our experiments have length longer than 1. She et al. [29] uses a 2-level rule-based classifier to improve recall at the expense of reduced precision. However, the performance is inferior to SVM. Neural network has the similar "black-box" problem as SVM, and there has been work on extracting if-then rules from neural network. Those works attempted to replace a neural network classifier entirely with rules [1] , which has to pay the cost of unmatched performance.
The Recursive Feature Elimination (RFE) technique [51] extracts meaningful features by using SVM to rank features and pruning lower ranked features iteratively. Two points should be noted about the RFE technique. First, extracted features still do not tell exactly what features are responsible for each class because the final SVM still involves all remaining features in a single kernel function. Second, RFE serves our purpose of exposing the rationale of classification only if extracted features are few enough for the human user to understand them easily, say a few dozens. This seems to be the case for the cancer data sets studied in [51] , where it was shown that 7,129 features could be reduced to 64 features without sacrificing the performance. Two points should be noted about this result. First, the remaining 64 features still do not tell exactly what features are responsible for each class. Second, as the authors pointed out, "both data sets proved to be relatively easy to separate" (quoted from the paper, Section 4.1). That is, these data sets inherently have very few relevant features. However, for the domain considered in our work, the number of features required is typically in the order of thousands to preserve the accuracy of SVM. In such cases, which we believe is more typical, it is not reasonable to expect the human user to understand the classification by examining a kernel function involving thousands of features. We deal with this problem by finding a small number of rules for the positive class, where each rule involves a small number (3 or 4) of features.
In the rest of the paper, we review related works in Section 2, present an overview of our approach in Section 3, and present the details of our approach in Sections 4, 5, and 6. In Section 7, we evaluate our approach on several localization prediction tasks. Finally, we conclude the paper.
RELATED WORK

Membrane Protein Localization
Membrane protein localization has been studied for many years in the biological domain. A simple method is calculating amino acid composition in proteins. Cedano et al. [10] used single-residue statistics and Nakashima and Nishikawa [23] used adjacent-pair-residue statistics. The reason that these algorithms work is that there are several relatively simple relationships between a protein's localization site and the frequency of occurrence of particular amino acids. However, these algorithms cannot achieve higher accuracy. Bairoch and Bucher [8] , Koza and Andre [18] , and Koza et al. [19] proposed a more general method that counts the frequency of short subsequence of consecutive amino acid residues (called motifs) defined by regular expressions, with a maximum length to restrict the search space. Such motifs represent patterns localized to a short region. Our study suggests that patterns could span a global region where pieces of patterns are separated by gaps of arbitrary length.
Other works on the localization problem include the neural network [11] , [15] , [27] , the Markov chain model [35] , the hidden Markov model [21] , the SVM [14] , [32] . PSORT-B in [13] combines several methods to improve the accuracy of prediction. Furthermore, the data set used in these researches, except for [13] , was extracted from entries in the well-known publicly accessible protein database SWIS-SPROT [38] with annotated localization information, and it has been known that many SWISSPROT annotations were not experimentally confirmed, but, rather, they were deduced through protein homology analysis or other protein localization prediction algorithms and have been found to contain incorrect entries. In all of these works, the prediction is a black-box because there was no attempt to make the prediction understandable.
A small amount of research has been done into the prediction of outer membrane proteins, including neural network-based methods [11] , [15] , hydrophobicity analysis [39] , and homology analysis and amino acid abundance [40] , [41] . The most recent approach, reported by Martelli et al. [42] is, to date, the most successful attempt. The only 12 nonredundant constitutive -barrel membrane proteins whose 3D structures have been resolved atomically were used to train the HMM and build a topological model of the outer membrane proteins. Once such topology is determined, classification is done by computing the probability of the protein sequence being emitted by this model. They achieved a fairly good recall of 84 percent and an overall accuracy of 89.4 percent on their testing data set (note that this is different from the precision on outer membrane proteins alone, see below).
Unfortunately, none of the above methods for outer membrane prediction are publicly available over the Web. Additionally, most were trained on small data sets, some of which may contain only putative outer membrane proteins and were not tested on a data set of known outer membrane proteins-rather, they were used to screen genomes and the number of outer membrane proteins found was reported. Thus, there is no way to critically evaluate any methods other than Martelli et al.'s HMM. Furthermore, all previous protein localization research evaluated the classification performance based on overall accuracy and weighted all locations equally. In our research, performance evaluation is based on the precision of predicting the target location. In terms of this measure, the method by Martelli et al. obtained a very low precision of 46 percent on their data set, as calculated through other measures reported in their publication.
The association rule method in [29] has shown some promising results on outer membrane localization prediction, but the performance is not as good as the SVM classifier, and a large number of rules are used. For example, the classifier that achieves the best result uses 77 association rules, whereas our method produces a better result with 15 rules. Also, the association rule approach depends on careful tuning of minimum support and minimum confidence for rule generation. The choices of these parameters are not always clear but affect the performance of prediction.
Sequence Mining
Most sequence mining algorithms find all patterns that pass a specified interestingness threshold and focus on the scalability issue for large databases [2] , [7] , [24] , [26] , [33] , [36] , [37] , [50] . Though we also face the scalability issue of finding quality rules, our primary concern is using such rules to preserve the accuracy of a SVM classifier and the interpretability of the resulting classifier. Instead of being interested in individual rules that pass a threshold, we are interested in several rules as a good collection for prediction, and we have to deal with the overfitting issue arising from the prediction problem.
Rule-Based Methods
Traditional rule-based classifiers, such as C4.5 and ID3, perform poorly on high-dimensional problems such as the one considered here, compared to the SVM model. The hybrid decision tree [43] builds an upper portion of the standard decision tree and embeds neural networks into some leaf nodes to accomplish the remaining prediction. Their work does not address the issue of preserving the performance of the neural network classifier. The perceptron decision tree generalizes the standard one-attribute split at each internal node by a hyperplane split. See [47] , for example. Hence, each conjunct in a rule is a multivariate linear inequality. Though perceptron decision trees have demonstrated good results for some real-world problems, they tend to overfit the data by involving many variables in a hyperplane split, due to the increased flexibility. Also, rules generated by such splits are less interpretable.
Recently, association rules have been used for classification for high-dimensional transactional data [4] , [20] , [34] and have shown promising results on outer membrane localization prediction [29] . However, this approach has several limitations: It depends on a carefully chosen minimum support; the performance is not as good as SVM; and the number of rules used is large, therefore, not easily understandable.
Extracting Rules from Neural Networks and SVMs
Extracting understandable rules has been intensively studied for neural network classification [1] . The decomposition method focuses on extracting rules at the level of individual components of neural networks, such as clustering the hidden unit activation, searching for weighted links that caused hidden, or output units to be active. The learningbased method extracts rules by using the neural network to generate examples for a rule-based method. The decomposition method can be used on the analysis of support vectors of the SVM [22] and the learning-based method learns what the SVM has learned [45] . All these works attempt to replace the neural network or SVM with the rules extracted, which often produces too many rules and unmatched performance. Our focus of preserving the performance of SVM, by employing only high-quality rules and replacing only part of the SVM classification, differs from these works.
OVERVIEW
This section presents an overview of our approach. The detailed steps are presented in subsequent sections.
Background
A sequence is a string of items chosen from a fixed alphabet. [31] from computational learning theory. The idea is finding a hyperplane that separates the positive examples from negative ones in the training set while maximizing the distance of them from the hyperplane. Fig. 2 illustrates the maximum margin separating hyperplane and the support vectors in the twodimensional space. The norm vectorw w represents the direction of the separating hyperplane, which is determined through a set of support vectors SV. To handle nonlinearly separable classes, a kernel function K is used to map the original data points into a higher-dimensional space in which data points are linearly separable. A new sequence d is classified by the sign of the following decision function:
where Kðd i ; dÞ is the kernel function, y i is the class label of the support vector d i , i is the weight of d i , and b is the bias. For a SVM with a linear kernel, (1) can be simplified as:
where d ¼< x 1 ; x 2 . . . x n > ,w w ¼< w 1 ; w 2 . . . ; w n > , and w i is the weight for the ith feature. d is classified as positive if fðdÞ > 0 and as negative otherwise. In this case, finding the SVM classifier is determining the weight w i and the bias b.
We consider SVMs with a linear kernel function. Our previous studies show that the linear kernel function achieves better or similar results on outer membrane proteins [29] . For the nonlinearly separable case, we can first use (1) to transform the problem into a linearly separable problem and apply the method presented in this paper.
Our Approach
We first map each sequence into a data point in a multidimensional space. Each dimension, also called a feature, is defined by a frequent segment, i.e., some consecutive items that occur in at least some minimum fraction of sequences specified by the minimum support. We find frequent segments only from positive sequences since we are interested in predicting the positive class. The details of finding frequent segments will be discussed in Section 4.
Compared to the spectrum kernel [44] that uses features of a fixed length, our approach allows features of flexible length. Suppose that we have n features. We map a sequence to a 1/0 vector < x 1 ; x 2 . . . x n > in the feature space: If the ith feature occurs in the sequence,
Alternatively, term frequency and inverse document frequency [28] can be used, in which case x i is a value between 0 and 1. To focus on the main ideas, we use the 1/0 vector representation for simplicity.
As in most cases, we consider only rules that predict the positive class (but, our work can be extended to rules for two classes). A rule is a set of features. A rule matches a sequence (or vice versa) if the sequence contains all the features in the rule. Given a set of sequences, the support of a rule is the percentage of matched sequences among all the sequences, and the confidence of a rule is the percentage of positive sequences among all matched sequences. A rule classifies a matched sequence as the positive class.
We are interested in a classification model that has the performance of SVM classifiers but expresses "major structures" in the form of rules. We propose such a mode called rSVM. . Performance: R(rSVM) has a precision similar to that of M on D(test). . Significance: R(rSVM) steals a large portion of classification from M. In other words, R(rSVM) shares a significant portion of recall. . Interpretability: R(rSVM) contains a small number of simple rules.
The intention is that the rule portion R(rSVM) captures simple and major structures, whereas M captures subtle structures that do not have simple rule representation. The performance requirement ensures that rSVM preserves the precision of the SVM, which also ensures that rSVM preserves the recall of the SVM because the sequences not covered by the rules are picked up by the SVM and those covered by the rules have a similar precision to the SVM. The significance and interpretability requirements ensure that the rules play active roles in manifesting a significant portion of classification. If the data does not have simple structures, R(rSVM) will be insignificant or empty and M will perform most or all classification. Our objective is to capture simple structures by rules whenever they exist. Likewise, if the structure is mostly simple, we expect R(rSVM) to steal most or all classification, in which case M becomes insignificant.
We find an rSVM classifier in three phases: SVM phase maps training sequences to the feature space and builds the SVM classifier M using the standard software. Rule phase generates a set of high-performance rules preserving the precision of M. Stealing phase determines the partition of classification between the rules and M. We explain each phase in detail.
SVM PHASE
First, we find a set of frequent segments as the feature space. Frequent segments are mined from the positive sequences in D(train). To count the support of segments, we implemented the generalized suffix tree (GST) [33] . GST is the standard suffix tree modified for multiple sequences. A unique sequence id is appended to the end of each sequence and the count stored at an internal node represents the number of distinct sequence ids in the subtree below the node, therefore, the support of the segment represented by the node. These counts can be obtained in a depth-first traversal of the standard suffix tree. The frequent segments are represented by the internal nodes having support above the minimum support.
To avoid losing useful features, a small minimum support should be used. We used the minimum support of 1 percent in all our experiments and it worked fine. SVM is quite robust in dealing with the high dimensionality and ignoring insignificant features (by assigning a small weight). In addition, our pruning strategies will prune insignificant features before the rule generation. Therefore, a small minimum support does not necessarily blow up the rule generation, but helps include potentially useful features.
Next, we map the sequences in D(train) to data points in the feature space, as described in Section 3.2, and apply the standard SVM software to produce the SVM classifier M, in particular, the weights w i and the bias b. We use the SVMlight 2 implementation of SVMs in [16] . [3] and [6] is the heavy dependency on user-specified thresholds (i.e., minimum support) to prune rules. It is often difficult for the user to decide appropriate values for such thresholds, while this decision significantly impacts the performance of resulting classifiers. Note that we use minimum support in the SVM phase for feature generation, not rule generation, where the suffix tree algorithm is very efficient, and generated features are subject to the weighting by the SVM model and further pruning by our method. Instead of depending on user-specified thresholds, we present several strategies for pruning the search space of rule generation by exploiting the information provided by the SVM classifier M. We are interested in a rule only if it has at least the same precision as the SVM classifier M.
RULE PHASE
Definition 2. A rule preserves the SVM M if the precision of the rule is not less than the precision of M on the sequences in D(build) that match the rule.
If a preserving rule is "statistically significant," it will preserve the SVM precision over unseen sequences. We will consider a measure of statistical significance shortly. Unlike support in other works, such as [3] , our statistical significance is determined automatically, not by a threshold specified by the user.
Rule generation. The task is to find all statistically significant, preserving rules. To reduce the database scan, we search rules in a level-wise manner starting from shortest rules. Let R 1 be the set of all size-1 rules ff i g over the features for which M has a nonzero weight w i . Next, we extend every rule ff i g in R 1 by adding one feature f j in R 1 to generate all size-2 statistically significant rules ff i ; f j g, where f i 6 ¼ f j , denoted R 2 . If a rule is not statistically significant, we will not include it in R 2 and not extend it further because any extended rule is not statistically significant. In general, at the kth iteration, we generate the size-(k+1) statistically significant rules, denoted R kþ1 , using two rules ff 1 ; . . . f kÀ1 ; f k g and ff 1 ; . . . ; f kÀ1 ; f kþ1 g in R k . One scan of D(build) would check the statistical significance of generated rules. We continue this process until no statistically significant rule is generated. Then, we scan D(build) once to filter out all rules that do not preserve M. This rule generation can be expensive if the number of features is large. Below, we consider several strategies to prune the search space. The first two strategies are aimed at pruning features before the rule generation. The last two strategies are aimed at pruning rules during the rule generation.
Pruning Redundant Features
Our first observation is that, if several features occur exactly in the same set of sequences in D(build), the rule generation is not able to distinguish them and we can remove all such features except one before the rule generation. A special case is that such features have substring/superstring relationships (e.g., "bc," "abc," "bcd," "abcd").
Strategy 1.
For all features that occur exactly in the same set of sequences in D(build), we keep only one of them for the rule generation.
Pruning Insignificant Features
If a feature does not have a significant contribution, it can be pruned before the rule generation. One approach is to discard the features below some threshold of contribution, but this will get us into the trouble of determining a cutoff threshold. A better approach is using the information provided by M to prune insignificant features without any threshold. Consider (2) . The further the weight w i is from zero, the more influential the ith feature f i is on the decision value fðxÞ. Therefore, we can sort the features f i having nonzero w i according to the influence jw i j into a list F and concentrate on the features in some prefix of F . (Other ranking criteria such as information gain can be used instead. But, we believe that w i is preferred because such weights are determined in the presence of all features.) To determine this prefix, for each prefix In other words, F 0 is selected to minimize the error of the simplified SVM on D(prune). The use of D(prune) instead of D(build) is to avoid the overfitting that tends to select the full list F . Table 1 to show Strategy 2. Ignore the last column at this moment. For simplicity, we show the features (i.e., f 1 ; f 2 ; . . . ; f 9 ) contained in each sequence instead of actual amino acids. Applying the software SVM-light to D(build), we obtain the SVM classifier M described by the weights w i and the bias b in Table 2 , sorted by jw i j. Consider the prefix F 0 ¼< f 1 > . All the sequences in D(prune) are predicted as negative by the simplified SVM M 0 because w 1 þ b < 0. So, E 0 ¼ 2. Similarly, we can compute the error for all other prefixes. The shortest prefix with the minimum error is < f 1 ; f 4 ; f 2 ; f 3 > , which has one error on d11. The remaining five features, i.e., f 5 À f 9 , are pruned from D(build) and D(prune). The classes predicted by this simplified SVM are listed in the column "Predicted class," which happens to be exactly the same as that of the original M based on all nine features.
Example 1. We use D(train), split into D(build) and D(prune), in
Pruning Redundant Rules
Consider two rules r 1 ¼ ff 1 ; f 2 . . . f k g and
where r 2 is obtained by extending r 1 with the feature f kþ1 . If f kþ1 is a substring of some feature in r 1 , e.g., r 1 ¼ f 00 abcd 00 g and r 2 ¼ f 00 abcd; 00 00 ab 00 g, the two rules will match exactly the same set of sequences, and we can keep the shorter rule r 1 and prune the longer rule r 2 . Now, consider the case that f kþ1 is a superstring of some feature in rule r 1 , say f 1 without loss of generality. From the above discussion, we only need to consider ff 2 ; . . . f k ; f kþ1 g instead of r 2 . We summarize these observations in the next strategy.
Strategy 3. If a feature f kþ1 has substring or superstring relationship with some feature in rule r 1 , stop extending r 1 with f kþ1 . 
Pruning Insignificant Rules
Now, we consider how to tell if a rule is statistically significant. A statistically significant rule should be accurate on the whole population, in addition to D(build). Suppose that a rule r 1 matches N 1 sequences in D(build), among which E 1 are classified wrongly. E 1 =N 1 measures the observed error rate of r 1 on the sample D(build). We adopt the pessimistic error estimation used in [25] to estimate the real error rate of r 1 on the whole population. The idea is to regard these E 1 errors as observing E 1 events in N 1 trials, assuming that such events follow the binomial distribution. Given a confidence level CF, the probability that the real error rate of r 1 in the whole population exceeds the upper limit U CF ðE 1 ; N 1 Þ is no more than CF/2. The exact computation of U CF ðE 1 ; N 1 Þ is less important and can be found in the C4.5 code [25] . Generally, a smaller sample size N 1 is penalized by a larger upper limit U CF ðE 1 ; N 1 Þ to guarantee the specified confidence level CF. We take U CF ðE 1 ; N 1 Þ as the estimated error rate of r 1 on the whole population. The default value of CF in C4.5 is 25 percent.
Suppose that we extend the rule r 
STEALING PHASE
Let R ¼ fr 1 ; r 2 . . . r k g be the set of statistically significant, preserving rules found in the rule phase. Now, we consider these rules collectively as a classifier. Some rules become redundant in the presence of other rules and can be pruned to improve the interpretability. Let us assume that the rules r 1 ; r 2 . . . r k are sorted by the confidence on D(build) and, in case of tie, sorted by support. To classify a sequence, the first matching rule in the list, if there is one, is applied because of higher confidence. Under this preference, rules toward the end of the list tend to classify fewer examples, therefore, they have less contribution. We select a prefix of R for building the rSVM classifier. Consider a prefix R 0 of R. Let EðR 0 Þ be the error of R 0 on the matching sequences in D(prune), and let EðM; R 0 Þ be the error of M on such sequences. EðM; R 0 Þ À EðR 0 Þ measures the (possibly negative) performance gain of replacing M with R 0 over such sequences. To ensure that as many sequences as possible are classified by rules, we select the longest prefix R 0 that maximizes EðM; R 0 Þ À EðR 0 Þ. Note that the selected prefix has a nonnegative performance gain EðM; R 0 Þ À EðR 0 Þ because the empty prefix gives the zero performance gain. We then remove all the rules in the selected R 0 that classify no sequence in D(prune). Finally, we put R 0 on top of the SVM to construct the rSVM classifier:
The ordering of rules in R 0 is no longer important because all rules predict the positive class. Comment 1. The above selection criterion favors precision over recall, as motivated by the localization site prediction, because it maximizes EðM; R 0 Þ À EðR 0 Þ. However, we can easily adopt it to other selection criteria. In general, a selection criterion is maximizing a function of EðM; R 0 Þ, EðR 0 Þ, and SupðR 0 Þ, where SupðR 0 Þ is the fraction of the sequences in D(prune) classified by R 0 , i.e., the recall of R 0 . The user can explore a trade-off between precision and recall through specifying this function.
Comment 2.
Another option is selecting a user-specified number of rules for building the rSVM. We did not consider this option because our primary goal is preserving the precision of the SVM classifier (while maximizing the recall). If the user selects too many rules, the claimed performance of SVMs will not be preserved. If the user selects too few rules, simple structures will not be fully extracted into if-then rules. Nevertheless, our method can be easily adapted to a specified number of rules if the user wishes to do so. Finally, our method may select more rules than what the user wants to see. But, this is not a problem because the selected rules are presented in the sorted order and the user can decide a top portion of the list for viewing.
Example 3. Continue on Example 2. Suppose that two rules, r 1 ¼ ff 1 ; f 3 g and r 2 ¼ ff 2 ; f 3 g, are found in the rule phase. They have the same confidence in D(build), but the first rule has higher support. So, R in the sorted order is ðr 1 ; r 2 Þ. Table 3 shows the classification of the examples in D(prune) by each prefix R 0 . The prefix R 0 ¼ ðr 1 Þ is selected because it is the longest prefix that maximizes EðM; R 0 Þ À EðR 0 Þ. The rSVM classifier is:
On D(prune), r 1 correctly classifies the two positive examples (i.e., d11 and d12) and classifies no negative example as positive. In comparison, M incorrectly classifies one of the two positive examples (i.e., d11) as negative. Therefore, the use of r 1 has actually improved the performance of the SVM classifier on D(prune). In terms of interpretability, r 1 presents a more understandable structure of positive sequences than the SVM kernel function that involves nine features.
EXPERIMENTS
The purpose of experiments is to evaluate the properties of rSVM classifiers and the effectiveness of various pruning strategies. We used the SVM-light 3 implementation [16] of SVMs and compared the interpretability of rSVMs against the C4.5 classifier 4 [25] , which is widely considered as accurate and understandable classifiers. For fair comparison, we chose the rule option C4.5 classifier that has fewer rules than the tree option. We used default settings in both systems and conducted experiments on a PC with 2.4G CPU and 1GB main memory.
The evaluation was conducted using two groups of membrane proteins from medically important diseasecausing bacteria, namely, Gram-Negative bacteria 5 and Gram-Positive bacteria. 6 All proteins included in these data sets have been experimentally verified for their localization sites. Each group has several primary localization sites. One data set can be created by taking each primary localization site as the positive class and taking the remaining sites as the negative class. We chose the five data sets on which SVMs have at least 90 percent precision and 30 percent recall. The feature set was mined with the minimum support of 1 percent or two positive sequences, whichever is larger, and features of length less than 3 were discarded because they tended to occur in every sequence. Table 4 describes the data sets based on the average of the 5-fold crossvalidation. For example, the data set named "NegInner" is from Gram-Negative bacteria and has "Inner membrane" as the positive class.
For comparison purpose, we considered several competing classifiers: SVM, Rule-alone, C4.5-prune, and C4.5-all. SVM is the standard SVM classifier. Rule-alone is the rule list produced in the rule phase but cut off by minimizing the error on D(prune), with the negative class being the default class. Rule-alone serves the baseline for our rules without integration with SVMs. C4.5-all is the standard C4.5 classifier (of the rule option). C4.5-prune is the standard C4.5 classifier built using the feature set produced after pruning redundant and insignificant features as described in Section 5. We also followed [17] and built the C4.5 classifier using the top p percent features (ranked by information gain), where p ¼ f1; 5; 10; 20; 50g. The results are either much worse or very close to C4.5-prune, so are not included here. Table 5 shows the precision/recall (in percentage) on D(test). rSVM preserves the precision and recall of SVM quite well. This is because the rule portion R(rSVM) has a precision comparable to the precision of SVM. Consequently, rSVM outperforms the C4.5 classifiers by a similar margin as SVM does. Rule-alone has a (slightly) higher precision than rSVM, i.e., 3 percent, because it was selected to minimize the error on the sequences it matches. However, this slight advantage is at the heavy expense of a much lower recall, i.e., 18 percent compared to 69 percent of rSVM. rSVM has at least as much recall as the SVM. This is a consequence of using positive rules only in rSVM: If a sequence is predicted as positive by the SVM, it will be predicted as positive by either R(rSVM) or the (same) SVM in the rSVM. Typically, the recall of rSVM is several percentage points higher than that of the SVM because additional structures were captured by rules. The significance of the rSVM is measured by the portion of classification performed by rules, i.e., the recall of R(rSVM). This is shown under the R(rSVM) column in Table 5 . The larger this recall is, the more classification is stolen by the rules and the more effective the rules are. Note that these rules are constrained to preserve the precision of SVM, so simply including more rules in R(rSVM) does not help. On average, the recall of R(rSVM) is 30 percent, compared to the 69 percent recall of the rSVM. This means that about 43 percent of the classification (of the positive class) done by the rSVM was performed by rules, therefore, was manifested to the human user. As we will show shortly, these rules are quite compact and are understandable to the human user.
Performance and Significance
Compared to the C4.5 classifiers, R(rSVM) is more than 36 percent more accurate in precision. This huge gain makes the rules of the rSVM more useful to the biologist, who wants to be damn sure that any prediction about the target localization is correct. Though the C4.5 classifiers have a larger recall, their quality is much less trusted because of the significantly lower precision (i.e., 36 percent lower). Compared to Rule-alone, R(rSVM) is preferred due to the much higher recall (i.e., 12 percent higher) with only slightly lower precision (i.e., 2 percent lower).
We also compare with publicly available software tools TMHMM [48] and Phobius [49] that are primarily used to identify the presence and location of transmembrane helices in a protein. The presence of transmembrane helices indicates inner membrane proteins (also called the cytoplasmic membrane), and three or more transmembrane helices is a more reliable indication [13] . Based on this property, TMHMM and Phobius produce Precision/Recall of 98/83 and 99/82 on the testing data of our 5-fold crossvalidation. While the precision is similar to that of rSVM and SVM, the recall is 3 percent to 6 percent lower. If we require only two or more transmembrane helices, these numbers are 94/91 and 95/88, and if we require only one or more transmembrane helices, these numbers are 66/96 and 87/96. Note that this method cannot predict the other localization sites where proteins do not necessarily contain transmembrane helices. Table 6 compares x/y/z in R(rSVM), Rule-alone, and C4.5-prune, where x is the number of rules, y is the average rule length, and z is the average feature length (C4.5-all has more rules than C4.5-prune, so is not included). The column "# Nonzero weight features in SVM" contains the number (and percentage) of nonzero weight features in the kernel function of the SVM classifier. R(rSVM) and Rule-alone have a rather small number of rules, i.e., 21 and 14, respectively, with short rules (i.e., average of 2.2 features per rule) and simple features (i.e., average of 5.5 amino acids per feature). Rule-alone has fewer rules than R(rSVM), but it comes with a much lower recall (see the above discussion). C4.5-prune uses much more rules, i.e., 50, and the features in these rules are much longer, i.e., the average of 25.8 amino acids per feature, than those in R(rSVM) and Rule-alone. These features were chosen by C4.5 because of high confidence in D(train), therefore, high information gain. But, since these features have very low support, they did not perform well on D(test), which explains why C4.5-prune has a low precision (see Table 5 ). Our rule generation prunes rules containing such features due to statistical insignificance. The SVM classifier has tens of thousands of features in its kernel function even after removing all zero weight features. A complexity of this scale would bury any useful and simple structures that the biologist could use for further analysis and actions.
Interpretability
Pruning Effectiveness
As shown in Table 4 , there are tens and even hundreds of thousands of features, and each sequence contains more than 3,000 features. Mining rules from such high-dimensional data is extremely expensive and must rely on strong pruning strategies to reduce the search space. The column "Features kept" in Table 7 shows the percentages of features remaining at different stages, with respect to the initial number of features. The first number is the percentage of features after pruning redundant features (Strategy 1). The second number is the percentage of features after pruning those with zero weight in the SVM model. The third number is the percentage of features after pruning insignificant features (Strategy 2). Roughly speaking, almost 2/3 of features are redundant, 1/3 of nonredundant features have zero weight, and 1/3 of the remaining nonzero weight features are further pruned due to insignificance. As a result, the rules of R(rSVM) are searched using no more than 11 percent of the features that are used for training SVM. The column "Features per seq." in Table 7 shows that, by feature pruning (Strategies 1 and 2) , the average number of features contained in a sequence is reduced to 2.1 percent of the number of features in a sequence before the pruning. This significantly reduces the data size, the search space, and the rules generated.
With only 10 percent (of the features in Table 4 ) remaining after the feature pruning, the number of features ranges from 10 3 to 10 4 . Without any rule pruning, the number of size-k rules is 10 3Ãk to 10 4Ãk . The maximum k for the rules in our rSVMs is 3. This amounts to the search space of 10 9 to 10 12 rules if no rule pruning is done. Table 8 presents the number of rules generated at different phases in our algorithm. Compared to the above search space without rule pruning, the number of rules generated (denoted "# Significant" for statistically significant rules) is significantly reduced. Among the rules generated, about 1 percent to 10 percent are preserving rules (denoted "# Preserving"), and only about 0.01 percent are included in the final rSVM (denoted "# Final"). Fig. 3 compares the average CPU time (seconds) for building rSVM and C4.5 classifiers. The time for generating the feature set is the same for all algorithms and is not included. For rSVM, the time includes building the SVM model, rule generation, and stealing phase. More than 70 percent of the time was spent on the rule phase. For this reason, the time for Rule-alone (not shown) is similar to the time for rSVM. For the C4.5 classifiers, the time includes building the decision tree and rule pruning. rSVM is more efficient than C4.5-prune. C4.5-all is too slow due to the high dimensionality of data.
CONCLUSION
Motivated by applications in antibiotic and vaccine drug design, we examined the subcellular protein localization problem for disease-causing bacteria. This problem has several demanding and conflicting requirements: high precision of prediction, interpretability of models, and high dimensionality of data. Our approach is integrating the precision-driven SVM model with the interpretable rulebased model, with each doing what they are best at. The SVM model focuses on classification involving subtle structures, whereas the rule-based model focuses on main structures that can be represented by concise if-then rules. The integrated model, called rSVM, preserves the performance of the SVM model and exposes simple structures in understandable rules. We addressed several technical issues in this integration: searching for precision-preserved rules, minimizing the dependency on user-specified thresholds or parameter tuning, and splitting the classification between rules and SVM. The experiments on real subcellular protein localization tasks have demonstrated the effectiveness of rSVMs.
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