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LIMIT THEOREMS FOR RANDOM WALKS THAT AVOID BOUNDED
SETS, WITH APPLICATIONS TO THE LARGEST GAP PROBLEM
VLADISLAV VYSOTSKY
Arizona State University, St.Petersburg Department of Steklov Mathematical Institute,
Chebyshev Laboratory at St.Petersburg State University
Abstract. Consider a centred random walk in dimension one with a positive finite variance
σ2, and let τB be the hitting time for a bounded Borel set B with a non-empty interior. We
prove the asymptotic Px(τB > n) ∼
√
2/piσ−1VB(x)n
−1/2 and provide an explicit formula
for the limit VB as a function of the initial position x of the walk. We also give a functional
limit theorem for the walk conditioned to avoid B by the time n. As a main application,
consider the case that B is an interval and study the size of the largest gap Gn (maximal
spacing) within the range of the walk by the time n. We prove a limit theorem for Gn,
which is shown to be of the constant order, and describe its limit distribution. In addition,
we prove an analogous result for the number of non-visited sites within the range of an
integer-valued random walk.
Key words: random walk, hitting time, limit theorem, conditional limit theorem, har-
monic function, killed random walk, largest gap, maximal spacing, number of non-visited
sites.
1. Introduction and results
1.1. Introduction. Let Sn = x+X1+ · · ·+Xn be a centred random walk in dimension one
with a positive finite variance σ2. Denote τB := min{k ≥ 0 : Sk ∈ B} the hitting time of a
Borel set B. The goal of this paper is to find the asymptotic of Px(τB > n) as n→∞ in the
case that B is bounded. Here Px denotes the distribution of the walk starting at S0 = x.
Recall that the distribution of X1 is called λ-arithmetic if λ > 0 is the maximal number
such that P(X1 ∈ λZ) = 1, and is called non-arithmetic if such a number does not exist. We
set the state space M of the walk to be λZ for λ-arithmetic walks and R for non-arithmetic
walks. We will consider the starting points x ∈ M only; we stress that this does not result
in any loss of generality. To avoid trivialities, we always assume that IntM(B) is non-empty,
where in the arithmetic case the interior is taken under the discrete topology.
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2 LIMIT THEOREMS FOR RANDOM WALKS THAT AVOID BOUNDED SETS
Kesten and Spitzer [11] (Theorem 4a) proved that for any 1-arithmetic random walk,
for any finite non-empty B ⊂ Z and x ∈ Z there exists the finite limit of the ratios
lim
n→∞
Px(τ˜B > n)
P0(τ˜{0} > n)
=: gB(x), (1)
where τ˜B := min{k ≥ 1 : Sk ∈ B} (of course τ˜B = τB for x /∈ B). This is true no matter if
the walk is transient or recurrent, and also holds in dimension two. Moreover, [11] gives a
formula for the limit function, which under our assumptions reads as
gB(x) = lim
y→∞
1
2
Ex
τ˜B∑
k=0
1{|Xk|=y}. (2)
The proof of (1) in [11] is by induction in the number of elements of B. Essentially, the
problem simplifies to the study of Px(τ˜{0} > n), which can be conducted using the theory
of recurrent events. In addition, the theory easily implies the asymptotic of P0(τ˜{0} > n).
Under our assumptions this gives the asymptotic
lim
n→∞
√
nPx(τB > n) =
√
2
π
σaB(x) (3)
with aB(x) := gB(x)1Bc(x), x ∈ Z.
Notice that the limit function aB(x) is harmonic for the random walk killed as it enters
B, in the sense that ExaB(S¯1) = aB(x) for any x, where S¯n := Sn∧τB denotes the killed
walk, which is a Markov chain. Since in this paper we do not need to consider x ∈ B, let us
rewrite the above as ExaB(S1) = aB(x) for x /∈ B and aB(x) = 0 on B. The latter “boundary
condition” is very unnatural for harmonic analysis, and for example, no uniqueness theorem
is proved for non-negative harmonic functions of this type.
Of course the approach of Kesten and Spitzer is helpless in the general case of non-
arithmetic walks, which is of the main interest for this paper. We will use an entirely
different approach that forces us to work in dimension one and assume the finiteness of
variance. Although we believe that the proposed methodology provides a right tool to study
the problem for random walks with infinite variance, this case is totally different from the
one presented here, and there is absolutely no universality as in the proof by Kesten and
Spitzer.
Our main result extends (3) from arithmetic to general random walks. Also we provide
an explicit expression for the limit function as opposed to the one in (2), which essentially
replaces one limit by other and from this perspective is very implicit. With no surprise, the
order of the tail asymptotic is the same.
Let us introduce the notation needed to define this limit. We will relate it to the well-
studied tail behaviour of the hitting times for half-lines. We start considering the basic case
that B = (−d, d) is an interval. Here we think of d > 0 as of a fixed parameter and introduce
the special notation
p(d)n (x) := pn(x) := Px(τ(−d,d) > n).
Define the moments Tk when the random walk jumps from B
c to B as follows: T0 := 0 and
Tk+1 := min{n > Tk : Sn−1 ≥ d, Sn < d} ∧ min{n > Tk : Sn−1 ≤ −d, Sn > −d}
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for k ≥ 0, and denote Hk := STk ; recall that here we consider only |x| ≥ d. Now τ(−d,d) = Tκ,
where κ := min(k ≥ 1 : |Hk| < d). In some cases it is easier to work under one probability
P rather than Px with varying x. For this purpose we consider a walk that starts at zero
and avoids the set B−x, while the variables introduced above are redefined accordingly and
denoted as T1(x), H1(x), etc. All the given definitions clearly depend on the specific choice
of B (i.e. d in the current case). Finally, put H± := Sτ±(0,∞).
If x ≥ d, then T1 clearly is the moment of the first entrance to the half-line (−∞, d).
Similarly, if x ≤ −d, then T1 is the time of the first entrance to (−d,∞). The tail of
the hitting time for a half-line is well understood and its asymptotic can be written in the
following form that conveniently puts together two options of starting to the right and to
the left of B = (−d, d): it holds that
Px(T1 > n) ∼
√
2|x− ExST1|
σ
√
πn
, n→∞, x ∈M \ Conv(B). (4)
Denote Ud(x) := |x−ExST1 | for |x| ≥ d, U+(y) := y−EyH− for y ≥ 0, U−(y) := EyH+−y
for y ≤ 0. Of course it holds that Ud(x) = Usgn(x)(x − sgn(x)d) for any |x| ≥ d. Since the
walk Sn is centred, the function U+(y) with y ≥ 0 is harmonic for the walk Sn killed as
it enters (−∞, 0), in the sense that it solves the equation U+(y) = EyU(S1)1{τ(−∞,0)>1} for
y ≥ 0. The analogous is true for U−(y). Since E|H±| < ∞, the Wald identity implies
that U+(x) and U−(x) are proportional to the renewal functions for the renewal processes
generated by the strictly ascending and descending ladder heights of Sn, respectively.
To our surprise and to the best of our knowledge, there is no appropriate reference for
(4). Moreover, it was never stated in such a comprehensive form. This is why we discuss (4)
here in detail. Feller [10] (Sec. XII.7, 8 and XVIII.5) is a classical source, which considers
positive and negative excursions that start at zero (x = d and x = −d, respectively, in
our setting). Note that from the standard approach of Sec. XII in [10] it is not clear how
to combine the tail asymptotics for positive and negative excursions into a single equation,
while (4) easily follows from the expressions for the constants (see Sec. XVIII) given in
terms of E0Sτ± . Further, Bingham et al. [6] (Theorem 8.9.12) states that (4) is true for any
continuity point x of Ud(x). This result and Lemma 2 by Bertoin and Doney [3] combined
with the right-continuity of Ud(x) and monotonicity in x of Px(T1 > n) easily imply (4)
for any x. Moreover, we will discuss a uniform version of (4) for x = o(
√
n), and provide
an analogous result for the hitting times of closed half-lines, see Lemmae 2 and 3 in Sec. 3
below.
1.2. Main results. Define
Vd(x) := Ex
κ∑
i=1
∣∣STi − STi−1∣∣ = Ex
κ∑
i=1
∣∣Hi −Hi−1∣∣,
where of course Vd(x) ≡ 0 on (−d, d). We are ready to state the first result of the paper.
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Theorem 1. Let Sn be a centred random walk with positive finite variance σ
2. Then for any
d > 0 and any x ∈M we have that
pn(x) ∼
√
2Vd(x)
σ
√
πn
, n→∞. (5)
The function Vd(x) is harmonic for the walk Sn killed as it enters (−d, d), that is Vd(x) =
ExVd(S1) for |x| ≥ d. It satisfies 0 < Ud(x) ≤ Vd(x) < ∞ for |x| ≥ d, Vd(x) ∼ |x| as
|x| → ∞, and Vd(±(d+ y))− Ud(±(d + y))→ 0 as d→∞ for any fixed y ≥ 0.
Moreover, (5) holds uniformly for x = o(
√
n), that is over x ∈ [−an
√
n, an
√
n] ∩M for
any fixed sequence an → 0 such that an
√
n→∞.
For an heuristic explanation, it is instructive to think that the walk that avoids an
interval may perform few jumps over the interval at the small values of time and then
typically stays to one side of (−d, d) up to time n.
Now let B is a general Borel bounded set. Denote
r := sup{x : x ∈ B}, l := inf{x : x ∈ B}, B− := (−∞, l] \B, B+ := [r,∞) \B.
We modify the definition of Tk as follows since here we need to consider all the moments
when the walk jumps over the edges l and r of B: put T ′0 := 0 and let
T ′k+1 := min{n > T ′k : Sn−1 ∈ Conv(B), Sn ∈ B+ ∪ B−}
∧min{n > T ′k : Sn−1 ∈ B+, Sn ∈ Bc+} ∧ min{n > T ′k : Sn−1 ∈ B−, Sn ∈ Bc−}
for k ≥ 0. Keep H ′k := ST ′k but put κ′ := max{k ≥ 0 : T ′k ≤ τB}. It is clear that if
B = (−d, d) and |x| ≥ d, then κ = κ′ and Tk∧κ = T ′k∧κ′, Hk∧κ = H ′k∧κ′ for any k ≥ 0.
If x ∈ B+, then T ′1 is the moment of the first entrance to the half-line (−∞, r) or (−∞, r]
if r /∈ B or r ∈ B, respectively. The analogous is true for x ∈ B−. Remarkably, (4) is still
valid with T1 replaced by T
′
1 regardless of whether the half-lines are open or closed; let us
refer to this new equation as to (4′). Since this fact is not immediate, we discuss (4′) in
Lemma 3 in Sec. 3 below.
Define
VB(x) := Ex
∞∑
i=1
∣∣ST ′i − ST ′i−1∣∣1{T ′i≤τB , ST ′
i−1
/∈Conv(B)} = Ex
κ′∑
i=1
∣∣H ′i −H ′i−1∣∣1{H′i−1 /∈Conv(B)},
where of course V(−d,d)(x) = Vd(x) and VB(x) ≡ 0 on B.
Theorem 2. Let Sn be a centred random walk with positive finite variance σ
2, and let B ⊂M
a bounded Borel set such that IntM(B) is non-empty. Then for any x ∈M ,
Px(τB > n) ∼
√
2VB(x)
σ
√
πn
, n→∞. (6)
The function VB(x) is harmonic for the walk Sn killed as it enters B, that is VB(x) =
ExVB(S1) for x /∈ B. It holds that 0 ≤ VB(x) < ∞ for x /∈ B and 0 < VB(x) for |x| /∈
Conv(B), and VB(x) ∼ |x| as |x| → ∞. Moreover, (6) is uniform in x = o(
√
n).
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It is unclear from the definition of VB(x) and (2) that VB(x) ≡ σ2aB(x) for integer-valued
walks.
The following result describes the behaviour of the walk conditioned to avoid B up
to time n. Essentially, here we rigorously state the heuristics mentioned to comment on
Theorem 1. Define Sˆn(t) as follows: for t = k/n with a positive integer k put Sˆn(k/n) :=
Sk/(σ
√
n), and define the other values by linear interpolation. Recall that for any x ∈ B+
that is either fixed or x = xn such that xn = o(
√
n),
Lawx(Sˆn(·)|T ′1 > n) D→ W+(·) in C[0, 1], (7)
where W+ is a standard Brownian meander. Let νn := max{k ≥ 0 : T ′k ≤ n} be the number
of jumps over the edges of B by the time n.
Theorem 3. Under assumptions of Theorem 2, for any x ∈M such that VB(x) > 0,
Lawx(Sˆn(·)|τB > n) D→ ρW+(·) in C[0, 1],
where the sign ρ of the meander is a random variable that is independent of W+, with the
distribution given by P(ρ = ±1) = 1
2
± x−ExSτB
2VB(x)
. Moreover, for any bn →∞, we have that
lim
n→∞
Px(T
′
νn ≤ bn|τB > n) = 1, (8)
and for any i ≥ 1,
lim
n→∞
Px(νn = i− 1|τB > n) = V −1B (x)Ex
∣∣H ′i −H ′i−1∣∣1{κ′≥i, H′i−1 /∈Conv(B)}. (9)
If x = xn and either xn →∞ or xn → −∞ such that xn = o(
√
n), then ρ = 1 or ρ = −1
a.s., respectively.
For arithmetic random walks, this result is covered by Belkin [2], to be precise, by his
Theorem 3.1, where the distribution of the limit process is stated incorrectly although the
correct limit for one-dimensional distributions is given in Theorem 1.1. Again, his method
can not be generalized for general walks. In the basic case that B is an interval, the distri-
bution of ρ can be easily expressed in terms of ExSτB . This is very different in the general
case, and we would not have provided a meaningful formula for P(ρ = 1) if we did not know
Belkin’s result.
1.3. Applications to the largest gap problem. Our original interest to the questions
presented above was motivated by the problem of estimating size of the largest gap within
the range of a random walk. Precisely, the largest gap Gn by the time n equals the maximal
spacing, i.e.
Gn := max
1≤k≤n−1
S(k+1,n) − S(k,n),
where mn := S(1,n) ≤ S(2,n) ≤ · · · ≤ S(n,n) =: Mn denote the elements of S1, . . . , Sn arranged
in the weakly ascending order. In particular, Gn appears in the study of probability that
the so-called iterated random walk X(|Sk|) stays positive by the time n, where X(t) is a
Le´vy processes independent with the walk Sk. For this problem it is crucial to understand
if the range of Sn is dense enough to have it replaced by the continuous interval [mn,Mn]. If
so, the problem reduces to a much more feasible consideration of the probability that X(t)
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stays above a negative level by the time max(|mn|,Mn). We refer to Baumgarten [1] and
Vysotsky [17] for details.
Surprisingly, the author has found no references to the problem of estimating Gn. The
closest result on sparseness of the range is of a rather different type and concerns the number
of non-visited sites. It easily follows from Theorem 1.1 of Borodin [5] (see his (2.1)) that for
any λ-arithmetic centred random walk with finite variance, the quantity
En := λ
−1(Mn −mn)− Card({Sk}nk=1) + 1,
which is the number of empty sites within the range, satisfies
En√
n
P−→ 0.
Clearly, the largest gap Gn exceeds some value h if and only if by the time n the walk
has avoided a randomly located interval of length h. This idea and the O(n−1/2) asymptotic
from Theorem 1 are used in the argument proposed by Jian Ding and Yuval Peres to prove
the following.
Proposition 1. If the random walk Sn is centred and has a finite variance, then the family
Law(Gn)n≥1 is tight.
Thus the largest gap is of the constant order. Actually, we can prove more than this.
Let S>n and S
<
n be independent Markov chains on [0,∞) and (−∞, 0), respectively, defined
by the transition probabilities Px(S
>
1 ∈ dy) = U+(y)U+(x)Px(S1 ∈ dy) for x, y ≥ 0 and Px(S<1 ∈
dy) =
U ′−(y)
U ′−(x)
Px(S1 ∈ dy) for x ≥ 0, y < 0, where U ′−(x) := ExSτ[0,∞) − x. The Markov chain
S>n is a Doob h-transform of the random walk Sn and equals the weak limit of the walk
conditioned to stay positive: by Bertoin and Doney [3], for any k ≥ 1 and any bounded
measurable f : Rk → R,
lim
n→∞
E0
(
f(S1, . . . , Sk)
∣∣τ(−∞,0) > n) = E0f(S>1 , . . . , S>k ). (10)
Analogously, the walk conditioned on τ ′[0,∞) > n converges to S
<
n .
Let G be a random variable distributed as the largest gap within the set {S>n ,−S<n }n≥0
under S>0 = S
<
0 = 0. Formally, this is the supremum of the spacings, which are well-defined
since the chains S>n and −S<n are known to be transient, i.e. tend to infinity almost surely.
If Sn is λ-arithmetic with some λ > 0, let E be a random variable distributed as the number
of elements in λN \ {S>n ,−S<n }n≥0 under S>0 = S<0 = 0. So far it is not clear if G and E are
proper random variables or they can be equal to infinity.
Theorem 4. Let Sn be a centred random walk with a positive finite variance. For any
sequence bn →∞ such that bn = o(n) it holds that
GIntn := max
bn≤k≤n−bn
S(k+1,n) − S(k,n) P−→ u, (11)
where u = λ if the walk is λ-arithmetic and u = 0 if the walk is non-arithmetic, and
GExtn := max
k∈[1,bn]∪[n−bn,n−1]
S(k+1,n) − S(k,n) D−→ max(G−, G+), (12)
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where G− and G+ are i.i.d. positive proper random variables distributed as G. Moreover, if
the walk is λ-arithmetic, then
En
D−→ E− + E+, (13)
where E− and E+ are i.i.d. proper random variables distributed as E.
Corollary. Gn
D−→ max(G−, G+).
Thus that the largest gap is attained near the extrema mn and Mn, and there are no
gaps in the bulk. The later is related to the fact that asymptotically, a centred random walk
has no points of increase, which itself is a discrete version a theorem by Dvoretzky, Erdo¨s
and Kakutani that a Brownian motion never increases. A heuristic explanation of (11) is
given in Sec. 4 just before the proof of Theorem 4. Since an arithmetic walk visits all the
points in the bulk, the non-visited sites are concentrated near the extrema, and the goal is
to show that their total number is finite.
The rest of the papers is organized as follows. The most important ideas and heuristics
of our proofs of limit theorems on random walks that avoid a bounded set are given in Sec. 2.
These theorems are proved in Sec. 3. The results on the largest gap are proved in Sec. 4.
2. Random walks that avoid a set: Ideas of proofs
In this section we give an informal explanation of our proofs of Theorems 1-3. Let us
start with Theorems 1 and 3. Consider the basic case. We want to argue that a typical
strategy for the walk to avoid the interval B = (−d, d) is to make few (possibly zero) jumps
over B within a short time and then stay on one side of B until the end.
First, we claim that there exists a constant γ(d) = γ ∈ (0, 1) such that for every |x| ≥ d,
Px(|H1| ≥ d) ≤ γ. (14)
This shows that each jump over B contributes to probability of the trajectory a multiplicative
factor that is bounded away from 1.
In fact, ES21 <∞ implies that EH± <∞. Assume first that the walk in non-arithmetic.
By the well-known result of renewal theory (Section XI.4 in Feller [10]), we get
lim
x→−∞
Px(|H1| < d) = 1
EH+
∫ 2d
0
P(H+ ≥ t)dt > 0, (15)
where the r.h.s. corresponds to the distribution of the overshoot over an “infinitely remote”
level. Thus (14) holds true for all x negatively large enough while for the “small” x ≤ −d we
simply force the walk to start with a sufficient (but uniformly bounded) number of negative
jumps and thus reach a level that is remote enough. The case that x ≥ d should be considered
in the same way. The λ-arithmetic case is completely analogous, with the only difference
that
lim
x→−∞
Px(|H1| < d) = 1
EH+
2λ⌈d/λ⌉−1∑
k=1
kP(H+ = k).
Hence (14) is proved.
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Since after each jump over the interval the walk starts afresh, we need to control the size
of the overshoot as seen from pn(x) ≥ Px(T1 > n) ≥ c|x|n−1/2 (which follows by (4)). For
this purpose we will use the following estimate. For any α ∈ (0, 1) there exists a constant
K(α) such that for every |x| ≥ d,
Ex|H1| ≤ α|x|+K(α). (16)
For large x, this is by Theorem 3.10.2 of Gut [9], which states that EH1(x) = o(|x|) at infinity
(and moreover, the family {H1(x)/x}|x|≥d is uniformly integrable, the fact to be used later).
In order to use this reference we consider the random walk formed by the ladder heights
of the walk Sn, with the integrable increments of the new walk distributed as Hsgn(x). For
small x, (16) is immediate by Ex|H1| ≤ Usgn(x)(x− sgn(x)d) and the monotonicity of U±.
Note that (16) actually gives a Lyapunov function for the Markov chain formed by the
overshoots over the level d from above, and the same is true for the chain over the overshoots
of −d from below.
Equation (16), combined with (4), ensures that for the random walk that avoids the
interval for a long time and at present is at a high level x, it is more efficient to stay at one
side of the interval rather than jumping over and starting from the new level that on average
is o(x). In order to use this intuition rigorously, we need to control pn(x) in terms of x. This
is done in Lemma 1, which states that pn(x) ≤ c|x|n−1/2.
Thus (14) and (16) describe the mechanisms of contraction that lead to a typical absence
of jumps over B for large values of time on the event {τB > n}. Having this idea understood,
it is not hard to generalize Theorem 1 and prove Theorem 2. Essentially, the difference
between τB and τConv(B) stems from the time spent by the walk by time τB in the “holes”
inside B, i.e. Conv(B) \ B. Importantly, the exit time from any bounded set has an
exponential tail, i.e. there exists constants β, c > 0 such that for any random walk, for any
d > 0 and |x| ≤ d,
Px(τ[−d,d]c > n) ≤ ce−βn; (17)
so the time spend in the holes typically is negligible.
Equation (16) extends without any difficulties to its complete analogue (to be denoted
as (16′)) that holds for any x. However, (14) can not be generalized so easily as it is not
sufficient to consider only one jump over the edges of B. This is readily seen from the
following example: it holds that P0(τ{−1,1} > T ′1) = 1 if X1 ∈ {−3, 2} a.s. We claim that for
any bounded Borel set B such that IntM(B) 6= ∅ there exists a γ′ = γ′(B) ∈ (0, 1) such
that for any x,
Px(τB > T
′
3) ≤ γ′. (18)
It suffices to show existence of γ′ such that Px(τB > T ′2) ≤ γ′ for any x /∈ Conv(B)
(because if x ∈ Conv(B), simply exit from Conv(B)). In the arithmetic case this follows
exactly as in the proof of (14) because at each jump the walk must avoid {l, r} ⊂ B. In
the non-arithmetic case a minor difficulty is that it may happen that the walk does not hit
B as it enters Conv(B), e.g. if B = (−1, 1) ∪ {−2, 2}, |X1| ≤ 1 a.s., and the distribution
of X1 is continuous. We resolve as follows: assume w.l.o.g. that x ∈ B− and denote
q := dist(Int(B), {l}) and h := sup{s ∈ supp(X1)}. Now choose an ε ∈ (0, ⌈q/h⌉h− q) such
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that (l + q, l + q + ε) ∈ Int(B). Then for k := ⌊q/h⌋ it holds that
lim inf
x→−∞
Px(ST ′1+k ∈ Int(B)) ≥ limx→−∞Px(ST ′1 ∈ (q−kh+ ε, q−kh+2ε)) ·P0(Sk ∈ [kh−ε, kh]),
where the r.h.s. is strictly positive by (15) and sup{s ∈ supp(H+)} = h. Thus if starting
from a distant x, the random walk hits B after hitting Conv(B) before exiting Conv(B).
For small x, argue as above for (14).
3. Random walks that avoid a set: proofs of Theorems 1-3
First note that there exists a constant c > 0 such that for any n ≥1 and |x| ≥ d,
Px(T1 > n) ≤ c|x|n−1/2 (19)
(confer with (4)). This follows, for example from Lemma 5 by Eppel [8], which gives a much
stronger local version
Px(T1 = n) ≤ cmin(|x|n−3/2, |x|−2). (20)
Now we prove the key estimate for pn(x).
Lemma 1. There exists a constant c ≥ 1 such that pn(x) ≤ c|x|n−1/2 for any x and n.
Proof. The case that |x| < d is trivial since pn(x) = 0 so assume that |x| ≥ d. Fix an
ε ∈ (0, 1) and let n be large enough. Since pn(x) is monotone in n, write
pn(x) ≤ Px(T1 > εn) + Ex p(1−ε)n(H1)1{|H1|≥d}.
With the notation Ix := −sgn(x)[d,∞), we have
pn(x) ≤ C|x|√
εn
+
∫
Ix
p(1−ε)n(y)Px(H1 ∈ dy). (21)
Now we estimate the integrand with (21) itself and use (16) to get that
pn(x) ≤ C|x|√
εn
+
∫
Ix
(
C|y|√
ε(1− ε)n +
∫
Iy
p(1−ε)2n(z)Py(H1 ∈ dz)
)
Px(H1 ∈ dy)
≤ C|x|√
εn
(
1 +
α +K(α)√
(1− ε)
)
+
∫
Ix
∫
Iy
p(1−ε)2n(z)Py(H1 ∈ dz)Px(H1 ∈ dy).
For the second iteration, use both (14) and (16) to obtain
pn(x) ≤ C|x|√
εn
(
1 +
α+K(α)√
(1− ε) +
α2 + αK(α) + γK(α)√
(1− ε)2
)
+ Exp(1−ε)3n(H3)1{|Hi|≥d, i=1,2,3}
Letting ε < 1−max(α2, γ2), we repeat the estimation recursively. We can make at least
k recursions if k satisfies (1 − ε)kεn − k ≥ 2, where the subtraction appears due to taking
integer parts. Then
pn(x) ≤ C|x|√
εn
(
1− α√
1− ε
)−1
+
CK(α)√
(1− ε)n
(
1− γ√
1− ε
)−1(
1− α√
1− ε
)−1
+ γk+1,
and by taking ε to be sufficiently small and such that ε < −2 log γ, we can choose k to be
large enough making the last term equal to o(n−1/2). 
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We now give a strengthening of (4), which is needed to prove the uniform version of
(5) as stated in Theorem 1. Note that Lemma 2 is not required to prove (5) itself. The
author thanks Ron Doney, who gave another proof of the missing part of the lemma, for the
profound discussion on this problem.
Lemma 2. For any centred random walk with a positive finite variance σ2, for any d > 0
(4) holds uniformly in x = o(
√
n).
Proof. For the walks that are not non-centred lattice, this follows immediately from Theo-
rem 2 in Doney [7], which gives the uniform asymptotic for the local probabilities Px(T1 = n).
Recall that the distribution of X1 is (h, a)-lattice with the span h > 0 if h is the maximal
number such that P(X1 ∈ b + hZ) = 1 for some b ∈ R and the shift a ∈ [0, h) is such that
P(X1 ∈ a+ hZ) = 1; the lattice is non-centred if a 6= 0.
The non-centred lattice case is very different as the local asymptotic does not match the
tail asymptotic: Theorem 20 of [7] states that there exists a non-negative function D(x) on
[0, h) such that
P−x(τ+ = n+ 1) ∼
√
2U−(x)D((n(h− a) + x)∗)
2σ
√
πn3/2
(22)
uniformly in x = o(
√
n), where y∗ := y − h⌊y/h⌋ denotes the h-fractional part of y ≥ 0.
Then the required statement easily follows by standard summation once we check that
lim
n→∞
sup
0≤y≤h
∣∣∣ 1
n
n∑
k=1
D((k(h− a) + y)∗)− D¯(y)
∣∣∣ = 0 (23)
for some function D¯(y); then necessarily D¯(y) ≡ 1 since we already know the coefficient in
(4). Under the supremum we made the change y = (l(h− a) + x)∗, where 0 ≤ x ≤ h, l ≥ n.
By (74) of [7] we have that
D(x) =
∞∑
m=0
V (x+ hm)F¯ (x+ hm), x ∈ [0, h], (24)
where F¯ (y) := P(X1 > y) and V (y) is the renewal function for weak descending ladder height
process. Since both functions are monotone, (73) of [7] implies that first, D(x) is bounded
away from infinity, and second, by the Weierstrass’ criterion, the series in (24) converges
uniformly. Importantly, V (x) and F¯ (x) are monotone and right-continuous. Then D(x) is a
cadlag function as a uniform limit of cadlag functions by the completeness of the Skorokhod
space under the metric d0, see Sec. 12 of Billingsley [4].
If a/h is rational and equals p/q for some positive integers p, q (so the distribution is
h/q-arithmetic), then (23) clearly holds true with D¯(x) = q−1
∑q−1
k=0D((k/q+x)
∗) since D(x)
is bounded.
For an irrational a/h, a classical result of H. Weyl states that the sequence (n(1−a)+y)∗
is uniformly distributed on [0, h] and that for any Riemann integrable D(y), the averages in
(23) converge to D¯(y) ≡ h−1 ∫ h
0
D(x)dx for any fixed y; see, e.g. Problems 162-166 in Part
II, Sec. 4 of Polya and Szego [14]. We only need to check the uniformity of this convergence.
By Lemma 1 in Sec. 12 of Billingsley [4], for any cadlag function D(x) there exists two step
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functions (finite linear combinations of indicator functions of intervals) D
(ε)
± (x) such that
D
(ε)
− (x) ≤ D(x) ≤ D(ε)+ (x) on [0, h] and D(ε)+ (x) − D(ε)− (x) ≤ ε. Hence it suffices to prove
(23) for any step function. This easily follows from the fact that the empirical distribution
functions #{1 ≤ k ≤ n : (k(1 − a))∗ ≤ x}/n converge to x/h not only point-wisely but
uniformly in x ∈ [0, h].

Proof of Theorem 1. Let us first show that
pn(x) ∼
√
2Ex|x−H1|
σ
√
πn
+ Expn(H1)1{|H1|≥d} (25)
uniformly in d ≤ |x| ≤ an
√
n.
We claim that for any sequence bn such that bn = o(n) and a
2
nn = o(bn) (note that
bn →∞),
pn(x) ∼ Px(T1 > n) + Px(T1 ≤ bn, τ > n). (26)
holds uniformly in d ≤ |x| ≤ an
√
n. Clearly, it suffices to check that
Px(bn < T1 ≤ n, τ > n) = o
( |x|√
n
)
(27)
uniformly. This means that conditioned on {τ > n}, the walk either jumps over the interval
“immediately” or stays to the same side of (−d, d) for the whole time.
For any δ ∈ (0, 1/2),
Px(bn < T1 ≤ n, τ > n) ≤ Px((1− δ)n < T1 ≤ n) + Px(bn < T1 ≤ (1− δ)n, τ > n)
≤ 2C
( 1√
1− δ − 1
) |x|√
n
+ Px(bn < T1 ≤ (1− δ)n, τ > n),
where we used (20). The contribution of the first term vanishes as δ → 0+. For the second,
by Lemma 1, it holds that
Px(bn < T1 ≤ (1− δ)n, τ > n) ≤
∫
Ix
pδn(y)Px(H1 ∈ dy, T1 > bn) (28)
≤ cEx|H1|1{T1>bn}√
δn
≤ c|x|√
δn
E
[ |H1(x)|
|x| 1{T1(sgn(x)an
√
n)>bn}
]
,
where the indicator tends to 0 a.s. Then the expectation converges to zero as n → ∞
uniformly in x by the uniform integrability of {H1(x)/x}|x|≥d. Thus (27) is true and (26)
follows.
By Lemma 2, the first term in the r.h.s. of (26) gives the corresponding one in (25), and
it remains to consider the second term. It is upper bounded by Expn−bn(H1)1{|H1|≥d} while
for a lower bound,
Px(T1 ≤ bn, τ > n) ≥ Expn(H1)1{|H1|≥d, T1≤bn}
= Expn(H1)1{|H1|≥d} − Expn(H1)1{|H1|≥d, T1>bn},
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where the subtracted term is dominated by the r.h.s. of (28) and thus its contribution
vanishes as n→∞. We estimate the difference of the main terms using (20) and get
Ex
(
pn−bn(H1)− pn(H1)
)
1{|H1|≥d} ≤
∫
Ix
Py(n− bn < T1 < n)Px(H1 ∈ dy) (29)
≤
∫
Ix
n∑
i=n−bn+1
C|y|
i−3/2
Px(H1 ∈ dy)
≤ 3CEx|H1||x| ·
bn
n
· |x|√
n
for n large enough, hence (25) follows from (26).
We now claim that
Expn(H1)1{|H1|≥d} ∼
√
2Ex|H2 −H1|1{|H1|≥d}
σ
√
πn
+ Expn(H2)1{|Hi|≥d, i=1,2} (30)
uniformly over d ≤ |x| ≤ an
√
n. Indeed, (25) can be applied on the set {d ≤ |H1| ≤ an
√
n}
and (30) follows if we show that the contribution of the expectations over the complement
set vanishes as n→∞. We have that
Expn(H1)1{|H1|>an
√
n} ≤
cEx|H1|1{|H1|>an√n}√
n
≤ c|x|√
n
E
[ |H1(x)|
|x| 1
{
|H1(x)|
|x| >
an
√
n
|x|
}] ,
and the expectation converges to 0 if x = o(an
√
n) by the uniform integrability while in the
zone |x| → ∞ we simply use that Ex|H1| = o(|x|). Since
Ex|H2|1{|H1|≥an√n} ≤ Excn|H1|1{|H1|≥an√n}
for some cn → 0 as n → ∞, the rest follows. Note that it suffices to use (4) rather than
Lemma 2 to prove (30) for a fixed x as follows from Lemma 1 and the dominated convergence
theorem.
We apply (25) to (30), and do so recursively to obtain that
pn(x) ∼
√
2Ex
∑min(k,κ)
i=1
∣∣Hi −Hi−1∣∣
σ
√
πn
+ Expn(Hk)1{κ≥k+1} (31)
holds uniformly for x = o(
√
n) for every fixed k ≥ 1. It remains to note that
Ex|Hi|1{κ≥i} ≤ αi|x|+K(α)(αi−1 + αi−2γ + · · ·+ γi−1), (32)
which is obtained by a recursive application of (14) and (16). Similarly, by Lemma 1
Expn(Hk)1{κ≥k+1} ≤ C√
n
(
αk|x|+K(α)(αk−1 + αk−2γ + · · ·+ γk−1)), (33)
thus this term vanishes as k →∞. A simple computation then gives
lim
k→∞
Ex
min(k,κ)∑
i=1
∣∣Hi −Hi−1∣∣ = V (x) ≤ 1 + α
1− α |x|+
2K(α)
(1− α)(1− γ) ,
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which is particular shows that V (x) is finite and V (x) ∼ |x| at infinity. The estimates above
and (31) conclude the proof of the uniform version of (5).
Further, since Vd(±(d + y)) = V±(−2d,0)(y) for any d > 0 and any fixed y ≥ 0, we have
that
Vd(±(d+ y))− Ud(±(d+ y)) = E±y
κ′∑
i=2
∣∣H ′i −H ′i−1∣∣,
where the random variables κ′ and H ′i are considered for the set B = ±(−2d, 0). The
integrand monotonously converges to 0 a.s. as d → ∞ because κ′ → 1 for almost every
trajectory of the walk, and hence the expectation tends to zero.
We will prove the harmonicity of V(−d,d)(x) in Theorem 2. 
Recall that Theorem 2, which generalizes Theorem 1, is stated for a set B regardless
whether it includes or does not include its boundary points l and r. As we mentioned in the
introduction, (4) is still valid with T1 replaced by T
′
1. Since this is not straightforward and
no reference is available, we state this relation separately:
Lemma 3. Let Sn be a centred random walk with a positive finite variance σ
2, and let B be
a non-empty bounded Borel set. For any fixed x ∈M \ Conv(B) we have that
Px(T
′
1 > n) ∼
√
2|x− ExST ′1 |
σ
√
πn
, n→∞. (4′)
Moreover, this holds uniformly in x = o(
√
n).
Proof. It suffices to consider only B = {0} since the case that the boundary points are not
included in B is already covered by (4) and Lemma 2. Denote H ′± := Sτ±[0,∞), U
′(x) :=
|x−ExST ′1 | for x 6= 0, U ′+(x) := x−ExH ′− for x ≥ 0, U ′−(x) := ExH ′+− x for x ≤ 0. W.l.o.g.
assume that the walk is non-arithmetic (otherwise simply use that τ{0} = τ(−λ,λ) for x ∈M).
Again, by Feller [10], it holds that P0(τ˜±[0,∞) > n) ∼
√
2
σ
√
πn
U ′±(0) so the coefficients for
positive and negative x match, and we can combine the tail asymptotics for the lengths
of negative and positive excursions into a single formula; here we used τ˜±[0,∞) rather than
τ±[0,∞) since the latter equals 0 under P0. Now w.l.o.g., consider x < 0. We claim that
U ′−(x) = U−(x+) for x < 0. We already know that (4) is true if x is a point of continuity of
U−(x), so assume that there is a discontinuity at x.
Clearly, it suffices to prove that
Px(τ(0,∞) > n)− Px(τ[0,∞) > n) ∼
√
2(U−(x)− U−(x+))
σ
√
πn
. (34)
Let Hk be the random walk of the strong ascending ladder heights, i.e. a walk with the
increments distributed as H+, and put H0 := 0. By the Wald identity, we have that U−(x) =
EH+
∑∞
k=0 P(Hk ≤ −x) for x ≤ 0, where the sum equals the renewal function. Then (34) is
equivalent to
lim
n→∞
n∑
i=1
Px(T
′
1 = i, ST ′1 = 0)
(√
nP0(τ(0,∞) > n− i)
)
=
√
2EH+
σ
√
π
∞∑
k=1
P(Hk = −x). (35)
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Let us split the l.h.s. in two parts Σ1 and Σ2 that correspond to i ≤ n/2 and i > n/2,
respectively. The summands of Σ1 are dominated term-wisely by the summable sequence
cPx(T
′
1 = i, ST ′1 = 0) for some c > 0. Since
∑∞
i=1 Px(T
′
1 = i, ST ′1 = 0) =
∑∞
k=1 P(Hk = −x),
the dominated convergence theorem and (4) imply that Σ1 converges to the r.h.s. of (35).
For the remaining term, for any R < 0 we have that
Σ2 ≤
√
nPx(ST ′1 = 0, T
′
1 > n/2)
≤ √nPx(T ′1 > n/2)
[∫ R
−∞
Py(ST ′1 = 0)Px(Sn/2 ∈ dy|T ′1 > n/2) + Px(Sn/2 > R|T ′1 > n/2)
]
.
For any fixed x, the factor in front of the brackets is bounded. The second term in the brackets
tends to zero for any fixed R < 0. The first term can be made as small as necessary by
choosing R to be negatively large enough. Indeed, limy→−∞ Py(ST ′1 = 0) = 0 as the overshoot
of a non-arithmetic walk over an infinitely remote level has a continuous distribution, cf. (15).
Thus (4′) is proved.
Now check that the convergence is uniform. First note that Lemma 2, (34) and the
monotonicity of Px(T
′
1 > n) in x imply that (4
′) holds uniformly over any compact set. The
rest follows by Lemma 2 and the fact that for non-arithmetic walks, U−(x) asymptotically
has no jumps, in the sense that lim
R→∞
sup
x≤−R
(U−(x)− U−(x+)) = 0. Again, this is true by the
absence of atoms in the distribution of the overshoot over an infinitely remote level. 
Proof of Theorem 2. The proof closely follows the one of Theorem 1. W.l.o.g., assume
that 0 ∈ Int(B). For p′n(x) := Px(τB > n), we show that
p′n(x) ∼
√
2Ex|x−H ′1|1{x/∈Conv(B)}
σ
√
πn
+ Exp
′
n(H
′
1)1{τB>T ′1} (36)
uniformly in x /∈ B and |x| ≤ an
√
n, which is analogous to (25). Indeed, if x ∈ Conv(B),
then (17) easily implies that p′n(x) ∼ Exp′n(H ′1)1{τB>T ′1}, otherwise we proceed using Lemma 3
exactly as in (25). The difference is that we use (16′) instead of (16) and get the estimate
p′n(x) ≤ C|x|/
√
n by applying Lemma 1 to an interval that is contained in Int(B).
Then we apply (25) recursively and see that
p′n(x) ∼
√
2Ex
∑min(k,κ′)
i=1
∣∣H ′i −H ′i−1∣∣1{H′i−1 /∈Conv(B)}
σ
√
πn
+ Exp
′
n(H
′
k)1{τB>T ′k}
holds uniformly in x = o(
√
n) for any k ≥ 1. By a recursive application of (16′) and (18),
we obtain
Ex|H ′3i|1{τB>T ′3i} ≤ αi|x|+K ′(α)(αi−1 + αi−2γ′ + · · ·+ (γ′)i−1), (37)
which is analogous to (32), while
Ex|H ′3i+j|1{τB>T ′3i+j} ≤ 2K ′(α) + αEx|H ′3i|1{τB>T ′3i}, j = 1, 2. (38)
Then we apply the estimate p′n(x) ≤ C|x|/
√
n to get an analogue of (33), and the rest
follows.
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All the stated properties of VB(x) except the harmonicity are straightforward. To prove
the latter, we note that for any x /∈ B and y ∈ R,
Px
(
ST ′1∧τB , ST ′2∧τB , . . .
∣∣S1 = y) = Py(ST ′1∧τB , ST ′2∧τB , . . . ),
which simply means that any trajectory of the walk shifted one step forward enters the fixed
sets B+, B− and Conv(B) at the same locations as the original trajectory.
The relation VB(x) = ExVB(S1) for x ∈ B+ follows from
VB(x)
= Ex
∞∑
i=1
|ST ′i∧τB − ST ′i−1∧τB |1{ST ′
i−1∧τB
/∈Conv(B)}
=
∫ ∞
−∞
Ex
[ ∞∑
i=2
|ST ′i∧τB − ST ′i−1∧τB |1{ST ′
i−1∧τB
/∈Conv(B)} + x− ST ′1∧τB
∣∣∣S1 = y]Px(S1 ∈ dy)
=
∞∫
−∞
x− y + Ex
[ ∞∑
i=2
|ST ′i∧τB − ST ′i−1∧τB |1{ST ′
i−1∧τB
/∈Conv(B)} + y − ST ′1∧τB
∣∣∣S1 = y]Px(S1 ∈ dy)
=
∫ ∞
−∞
(x− y + VB(y))Px(S1 ∈ dy),
where the last equation is valid because first, both the conditional expectation and VB(y)
equal 0 for y ∈ B and second, S1 ≥ ST ′i−1∧τB a.s. under Px with x ∈ B+ (since ST ′i−1∧τB ≤ r
suffices if S1 ∈ B+ and S1 = ST ′i−1∧τB if S1 /∈ B+). The case that x ∈ B− is analogous. The
remaining case that x ∈ Conv(B)\B is even simpler as the term in the sum for i = 1 equals
zero.

Proof of Theorem 3. First consider the case of a fixed x. W.l.o.g., assume that 0 ∈ Int(B)
and bn = o(n). As usual, we need to check convergence of finite-dimensional conditional
distributions and tightness.
Convergence of finite-dimensional distributions. The idea is straightforward so we check
only for one-dimensional distributions to avoid bulky notation. We claim that for any u ≥ 0
and 0 < t ≤ 1, p′′n(x) := Px(0 ≤ Sˆn(t) ≤ u, τB > n) satisfies
lim
n→∞
√
np′′n(x) =
√
2P(W+(t) ≤ u)
σ
√
π
Ex
κ′∑
i=1
∣∣H ′i −H ′i−1∣∣1{H′i−1∈B+}. (39)
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Fix a k ≥ 1 and define ℓn := min{j ≥ 1 : T ′j > jbn/(νn ∧ k)} if νn ≥ 1 and ℓn := 0 if
νn = 0. Clearly, ℓn ≤ νn ∧ k on the event {T ′νn∧k > bn}, hence{
T ′νn∧k > bn, τB > n
}
=
k⋃
j=1
{
ℓn = j, T
′
νn∧k > bn, τB > n
}
⊂
k⋃
j=1
{
T ′j − T ′j−1 >
bn
νn ∧ k , T
′
j−1 ≤
j − 1
νn ∧ kbn, j = ℓn ≤ νn, τB > n
}
⊂
k⋃
j=1
{
T ′j − T ′j−1 > bn/k, T ′j−1 ≤ bn, T ′j ≤ n < τB
}
.
Now argue by analogy with the proof of (27): for any δ ∈ (0, 1/2),
{
T ′νn∧k > bn, τB > n
}
≤
k⋃
j=1
{
(1− δ)n ≤ T ′j − T ′j−1 ≤ n, τB > T ′j−1
}
∪
{
T ′j − T ′j−1 > bn/k, T ′j < (1− δ)n + bn, τB > n
}
and by conditioning on H ′j−1, T
′
j−1 for the events in the r.h.s. of the first line and on
H ′j−1, T
′
j−1, T
′
j for the events in the second line, we obtain
Px
(
T ′νn∧k > bn, τB > n
) ≤ 2C√
n
( 1√
1− δ − 1
)
Ex
∞∑
j=1
|H ′j−1|1{τB>T ′j−1}
+
c√
δn
Ex
∞∑
j=1
|H ′j−1|1{τB>T ′j−1}1{ max1≤i≤k T ′i−T ′i−1>bn/k}.
The expectation of the sum is finite by (37) and (38), and the second indicator converges
to 0 a.s. for any fixed k, hence
lim
n→∞
√
nPx
(
T ′νn∧k > bn, τB > n
)
= 0.
Further,
Px
(
T ′νn∧k ≤ bn, νn ≥ k + 1, τB > n
) ≤ Px(T ′k ≤ bn, τB > n) = Exp′n−bn(H ′k)1{τB>T ′k},
Lemma 1 (recall that B contains a centred interval) and lim
k→∞
Ex|H ′k|1{τB>T ′k} = 0, which
follows by (37) and (38), imply that for any events An it holds that
lim
n→∞
Px
(
An|τB > n
)
= lim
k→∞
lim
n→∞
Px
(
An, T
′
νn ≤ bn, νn ≤ k|τB > n
)
(40)
given that the limits in n exist. Now (8) follows immediately, and we also see that the family
{Lawx(νn|τB > n)}n≥1 is tight.
In order to prove (39), we study the behaviour of
Px(0 ≤ Sˆn(t) ≤ u, T ′νn ≤ bn, νn = i− 1, τB > n)
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for i ≥ 1. Let us simplify this expression as we did in the proof of Theorem 1. The main
difference is that more effort is needed to get the analogue of (29). For any sequence an such
that an → 0 and an
√
n→∞ and any fixed i ≥ 1, it holds that
Px(|H ′i−1| > an
√
n, T ′i−1 ≤ bn, τB > n) ≤ Exp′n−bn(H ′i−1)1{|H′i−1|>an√n} = oi(n−1/2).
By (17), we have
Px(0 ≤ Sˆn(t) ≤ u, T ′νn ≤ bn, νn = i− 1, τB > n)
∼
bn∑
j=0
∫ an√n
r
Px(0 ≤ Sˆn(t) ≤ u, T ′i−1 = j,H ′i−1 ∈ dy, T ′i > n)
=
bn∑
j=0
∫ an√n
r
Py
(
0 ≤ Snt−j
σ
√
n
≤ u, T ′1 > n− j
)
Px(τB > T
′
i−1 = j,H
′
i−1 ∈ dy, )
≤
bn∑
j=0
∫ an√n
r
Py
(
min
nt−bn≤ℓ≤nt
Sℓ
σ
√
n
≤ u, T ′1 > n− bn
)
Px(τB > T
′
i−1 = j,H
′
i−1 ∈ dy),
for an upper bound, and the analogous expression for a lower bound with the integrand
replaced by Py
(
max
nt−bn≤ℓ≤nt
Sℓ
σ
√
n
≤ u, T ′1 > n
)
.
Now by (7), which holds uniformly in the given range of y, and Lemma 3 we get
Px(0 ≤ Sˆn(t) ≤ u, T ′νn ≤ bn, νn = i− 1, τB > n)
∼
√
2P(W+(t) ≤ u)
σ
√
πn
Ex(H
′
i −H ′i−1)1{κ′≥i,H′i−1∈B+}1{H′i−1≤an√n,T ′i−1≤bn}
where the second indicator tends to 1 a.s. It remains to sum over i from 1 to k. Then
(39) follows by (40), while (9) follows by adding up the remaining trajectories with negative
Sˆn(t).
Tightness. It suffices (see Billingsley [4, Sec. 7]) to check that for any ε > 0,
lim
δ→0
lim inf
n
Px(ωδ(Sˆn) ≤ ε|τB > n) = 1, (41)
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where ω·(f) is the modulus of continuity of a function f on [0, 1]. Analogously to the proof
of (39), for any i ≥ 1 and n large enough,
Px(ωδ(Sˆn) ≤ ε, T ′i−1 ≤ bn, τB ≥ T ′i > n)
≥
bn∑
j=0
∫ an√n
r
Px(ωδ(Sˆn) ≤ ε, T ′i−1 = j,H ′i−1 ∈ dy, T ′i > n)
≥
bn∑
j=0
an
√
n∫
r
Py
(
max
0≤ℓ<m≤n−j
m−ℓ≤δn
|Sm − Sℓ|
σ
√
n
≤ ε
2
, T ′1 > n− j
)
Px
(
max
0≤ℓ≤j
|Sℓ|
σ
√
n
≤ ε
4
, τB > T
′
i−1 = j,H
′
i−1 ∈ dy
)
≥
∫ an√n
r
Py(ωδ(Sˆn) ≤ ε/2, T ′1 > n)Px
(
max
0≤ℓ≤bn
|Sℓ|
σ
√
n
≤ ε
4
, τB > T
′
i−1, T
′
i−1 ≤ bn, H ′i−1 ∈ dy
)

√
2
σ
√
πn
inf
r≤y≤an√n
Py
(
ωδ(Sˆn) ≤ ε/2
∣∣T ′1 > n) · Ex(H ′i −H ′i−1)1{κ′≥i,H′i−1∈B+}.
The infimum vanishes since the family {Lawy(Sˆn(·)|T ′1 > n)}r≤y≤an√n, n≥1 is tight by (7),
hence summing over i from 1 to k and letting k →∞, we conclude (41) by (6) and (40).
Distribution of the sign ρ. We need to show that for x /∈ B,
VB(x) + x− ExSτB = 2Ex
κ′∑
i=1
∣∣H ′i −H ′i−1∣∣1{H′i−1∈B+}.
If B is an interval, this is immediate by
VB(x) = Ex
[ κ′∑
i=1
(H ′i−1 −H ′i)1{H′i−1∈B+} +
κ′∑
i=1
(H ′i −H ′i−1)1{H′i−1∈B−}
]
=: Ex[Σ+ + Σ−]
and Σ+ − Σ− = x − ST ′
κ′
= x − SτB . Neither of the two latter equations hold for a general
B, in which case it should be proved that for any x /∈ B,
Ex
[ κ′∑
i=1
(ST ′i−1 − ST ′i )1{ST ′
i−1
∈Conv(B)} + (ST ′
κ′
− SτB)
]
= 0.
Define ν(0) := 0 and ν(k + 1) := min{i > ν(k) : ST ′i ∈ Conv(B)} for k ≥ 0. By
conditioning on ST ′
ν(1)
if x /∈ Conv(B), the required follows once we check that for any
y ∈ Conv(B) \B,
Ey
[ ∞∑
k=0
ST ′
ν(k)
∧τB − ST ′ν(k)+1∧τB
]
= 0. (42)
Since all T ′ν(k) ∧ τB and T ′ν(k)+1 ∧ τB are stopping times, the expectation of each term equals
zero. Indeed, for the first term, EyST ′1∧τB = y by the optional stopping theorem, since
Ey|ST ′1∧τB | ≤ Ey(|ST ′1|+ |SτB |) <∞ and
|EySn1{T ′1∧τB>n}| ≤ (EyS2n · Py(T ′1 ∧ τB > n))1/2 ≤ σ
√
nP1/2y (T
′
1 > n)→ 0
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by (17). Then, conditioning on ST ′
ν(k)
∧τB for k ≥ 1, we see by induction that the expectations
of the other terms are zero.
Finally, we have that
Ey
∞∑
k=0
∣∣ST ′
ν(k)
∧τB − ST ′ν(k)+1∧τB
∣∣ ≤ (r − l + sup
l≤x≤r
Ex|ST ′1 |),Ey(κ′ + 1) <∞
where κ′ is integrable by the tail estimate Py(κ′ ≥ i) ≤ γ′⌊i/3⌋, see (18). This allows to
conclude the proof of (42) by taking the expectation inside the sum.
The remaining statements of Theorem 3 for the case that x = xn → ±∞ are clear by
Pxn(τB > n) ∼ Pxn(T ′1 > n). 
4. The largest gap: proofs
For any R ⊂ R, denote
G(R) := sup
{
h ≥ 0 : ∃ x ∈ R such that (x, x+ h) ∩R = ∅, x < sup{y : y ∈ R}
}
. (43)
It is readily seen that G(R) equals the largest spacing within the elements of at most count-
able R whenever its element admit ascending ordering, and in particular, Gn = G({Sk}nk≥1)
and G− = G
({
S>n ,−S<n
}
n≥0
)
. Indeed, the left end of the largest spacing is an element of R
while the condition x < sup{y : y ∈ R} ensures that (x, x+h) is within R (inside its convex
hull). Thus (43) can be taken as a definition of the largest gap, and it is the key formula to
work with.
Proof of Proposition 1. For any h > 0, we have
{Gn ≥ 2h} =
n⋃
k=1
{
Si − Sk /∈ (0, 2h), 1 ≤ i ≤ n
} ∩ {Sk < Mn}
=
n⋃
k=1
{
Sk−i − Sk /∈ (0, 2h), 1 ≤ i ≤ k − 1
} ∩ {Sk+i − Sk /∈ (0, 2h), 1 ≤ i ≤ n− k}
∩
({
max
1≤i≤k−1
(Sk−i − Sk) ≥ 2h
} ∪ { max
1≤i≤n−k
(Sk+i − Sk) ≥ 2h
})
.
Reversing the time and changing the sign to account the trajectory of the walk by the time
k, we obtain
P(Gn ≥ 2h) ≤
n∑
k=1
P0(τ(−2h,0) > k − 1, T1 ≤ k − 1)P0(τ(0,2h) > n− k)
+
n∑
k=1
P0(τ(−2h,0) > k − 1)P0(τ(0,2h) > n− k, T1 ≤ n− k).
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This implies that
P(Gn ≥ 2h) ≤
n∑
k=1
[
p
(h)
k−1(h)− Ph(T1 > k − 1)
]
p
(h)
n−k(−h) + p(h)k−1(h)
[
p
(h)
n−k(−h)− P−h(T1 > n− k)
]
=
2
σ2π
n∑
k=1
(
Vh(h)− Uh(h)
)
Vh(−h) +
(
Vh(−h)− Uh(−h)
)
Vh(h) + o(1)√
k(n− k + 1) , (44)
and we get
lim sup
n→∞
P(Gn ≥ 2h) ≤ 2
σ2
[(
Vh(h)− Uh(h)
)
V(0,2h)(0) +
(
Vh(−h)− Uh(−h)
)
V(−2h,0)(0)
]
.
Since V(0,2h)(0) and V(−2h,0)(0) are decreasing in h, the r.h.s. tends to zero as h → ∞ by
Theorem 1, and the required follows. 
Let us explain the proof of Theorem 4 given below. The key observation is (11), which
means that gaps in the bulk of the range vanish. This fact is explained by the following
heuristics. Suppose for some 1 ≤ k ≤ n and h > u, the interval (Sk, Sk + h) is not hit by
the walk by the time n and Sk is in the bulk of the range. Then k splits the trajectory in
two independent walks (one of them time-reversed) as used in the proof of Proposition 1.
Both trajectories avoid (0, h) and by Theorem 3, resemble Brownian meanders up to some
possible fluctuations near k. Note that the meanders have different signs otherwise Sk would
be near the global extrema of the walk. Thus k resembles a point of increase (or decrease)
of a random walk. It is known that a centred random walk asymptotically has no points
of increase, which contradicts our assumption on the existence of a gap in the bulk. The
author owes to Yuval Peres this idea of referring to points of increase.
Proof of Theorem 4. No gaps in the bulk of the range. Let us prove (11). For any ε > u,{
GIntn ≥ ε
}
=
n⋃
k=1
{ n∑
j=1
1{Sj≤Sk} ≥ bn;
n∑
j=1
1{Sj≥Sk} ≥ bn;Si /∈ (Sk, Sk + ε), 1 ≤ i ≤ n;Sk < Mn
}
⊂
n⋃
k=1
{k−1∑
j=1
1{Sk−j−Sk≤0} ≥ bn/2
∨ n−k∑
j=1
1{Sk+j−Sk≤0} ≥ bn/2;Sk−i − Sk /∈ (0, ε), 1 ≤ i ≤ k − 1;
k−1∑
j=1
1{Sk−j−Sk≥0} ≥ bn/2
∨ n−k∑
j=1
1{Sk+j−Sk≥0} ≥ bn/2;Sk+i − Sk /∈ (0, ε), 1 ≤ i ≤ n− k
}
.
Notice that
P
(k−1∑
j=1
1{Sk−j−Sk≤0} ≥ bn/2;
k−1∑
j=1
1{Sk−j−Sk≥0} ≥ bn/2;Sk−i−Sk /∈ (0, ε), 1 ≤ i ≤ k−1
)
= o(k−1/2)
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holds uniformly in k = kn such that bn = o(k). This follows by Theorem 3 applied to the
walk −Sn and the fact that
P
(k−1∑
j=1
1{Sj=0} ≥ bn/4;−Si /∈ (0, ε), 1 ≤ i ≤ k − 1
)
= o(k−1/2).
Then, using the analogous observation that the probability that the other two sums simul-
taneously exceed bn/2 equals o((n − k)−1/2) for k such that bn = o(n − k), we argue as in
(44) to obtain that
P(GIntn ≥ ε) ≤ P
( n⋃
k=1
{k−1∑
j=1
1{Sk−j−Sk≥0} +
n−k∑
j=1
1{Sk+j−Sk≤0} < bn
})
+ P
( n⋃
k=1
{k−1∑
j=1
1{Sk−j−Sk≤0} +
n−k∑
j=1
1{Sk+j−Sk≥0} < bn
})
+o(1).
The second probability in the r.h.s. equals the first one computed for the walk −Sn,
and thus (11) follows if we prove that
lim
n→∞
P
(
min
1≤k≤n
[ k∑
j=1
1{Sj>Sk} +
n∑
j=k
1{Sj<Sk}
]
< bn
)
= 0. (45)
Let f(t) be a continuous function on [0, 1]. Define
H [f ](t) :=
∫ t
0
1{f(s)>f(t)}ds+
∫ 1
t
1{f(s)<f(t)}ds, F [f ] := inf
0≤t≤1
H [f ](t).
The functions 1{a>f(t)} and 1{a<f(t)} are lower-semicontinuous for any fixed a. Then the Fatou
lemma implies that H [f ] is lower-semicontinuous; moreover, by the dominated convergence
theorem, the function H [f ] is continuous at any point of the set
Cf := {s ∈ [0, 1] : mes(u ∈ [0, 1] : f(u) = f(s)) = 0}.
Since H [f ] is lower-semicontinuous and [0, 1] is a compact set, the value F [f ] is attained at
some t∗ ∈ [0, 1]. In particular, this implies that F [f ] = 0 iff the function f has a point of
increase, i.e. a point t such that f(s) ≤ f(t) for any s ≤ t and f(s) ≥ f(t) for any s ≥ t.
We claim that F [f ] : C[0, 1] → [0, 1] is continuous at any f ∈ C[0, 1] such that Cf =
[0, 1]. Indeed, let fn → f in C[0, 1] and tn → t. Then fn(tn)→ f(t), andH [fn](tn)→ H [f ](t)
by the dominated convergence theorem since 1{fn(s)≷fn(tn)} → 1{f(s)≷f(t)} a.s. Now, if t∗n are
such that F [fn] = H [fn](t
∗
n), then for any converging subsequence t
∗
nk
, it is true that
lim
k→∞
F [fnk ] = lim
k→∞
H [fnk ](t
∗
nk
) = H [f ]( lim
k→∞
t∗nk) ≥ F [f ],
hence lim infn F [fn] ≥ F [f ]. On the other hand, F [f ] = H [f ](t∗) for some t∗, and
lim sup
n→∞
F [fn] ≤ lim
n→∞
H [fn](t
∗) = H [f ](t∗) = F [f ],
and the claim follows. Nota bene: the assumption Cf = [0, 1] is actually required only to
prove the last equation.
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Let W be a standard Brownian motion. Now since Sˆn
D→ W in C[0, 1] and P(CW =
[0, 1]) = 1, it holds that F [Sˆn]
D→ F [W ]. By the theorem of Dvoretzky, Erdo¨s and Kakutani,
W has no points of increase (see, e.g. Mo¨rters and Peres [12, Sec. 5.2]) so F [W ] has no atom
at zero. Then (45) follows since bn/n→ 0, and (11) is proved.
Gaps near the minimum of the range. For any b ≥ 1, denote
I>(b) :=
{
k ≥ 0 :
∞∑
i=0
1{S>i ≤S>k } + 1{−S<i ≤S>k } > b
}
,
and introduce I<(b) by analogy, replacing S
>
k by −S<k in the definition of I>(b). Recall that
by assumption, the Markov chains S>k and S
<
k are independent and start at 0. Let
G(b) := G
({S>k }k/∈I>(b) ∪ {−S<k }k/∈I<(b)), G−n (b) := max
1≤k≤b−1
S(k+1,n) − S(k,n)
be the largest gaps within the b smallest values among {S>k ,−S<k }n≥0 and {Sk}nk=1, respec-
tively. Notice that G(b) is a proper random variable by G(b) ≤ G({S>k }k<b).
Denote by µn the location of the first global minimum of the walk by the time n. It
follows from (4′) and (10) that for any ℓ ≥ 1 and any bounded measurable f : R2ℓ+1 → R,
lim
n→∞
E
(
f
(
Sµn−ℓ − Sµn , . . . , Sµn+ℓ − Sµn
)∣∣µn = kn) = E0f(−S<ℓ , . . . ,−S<1 , 0, S>1 , . . . , S>ℓ )
uniformly in kn such that kn ∧ n− kn →∞; we will need only the unconditioned version of
this equation, which is weaker. On the other hand, for any fixed b,
lim
ℓ→∞
P0
(
Ic>(b) ∪ Ic<(b) ⊂ [0, ℓ]
)
= 1, lim
ℓ→∞
lim inf
n→∞
P0
(
{S(i,n)}i≤b ⊂ {Sµn+i}|i|≤ℓ
)
= 1,
where the first equation follows by transience of the Markov chains S>n and −S<n , and the
second holds by a result of Ritter [15]: for any β ∈ (0, 1/2),
lim
δ→0
lim inf
n→∞
P0
(
Sk ≥ δkβ, 1 ≤ k ≤ n
∣∣τ(−∞,0] > n) = 1.
Recalling that G(b) is a proper random variable, we obtain that for any b ≥ 1,
G−n (b)
D−→ G(b). (46)
We claim that
lim
b→∞
lim inf
n→∞
P
(
G−n (b) = G
−
n (bn)
)
= 1. (47)
Assume the converse. Then there exist sequences b′i, ni →∞ such that
lim
i→∞
P
(
G−ni(b
′
i) ≥ max
b′i≤k≤bni
S(k,ni) − S(k−1,ni)
)
< 1. (48)
If the walk is λ-arithmetic, then (11), considered for the sequence b′i, implies
lim
i→∞
P
(
max
b′i≤k≤ni−b′ni
S(k,ni) − S(k−1,ni) = λ
)
= 1,
which contradicts (48) by P(G−ni(b
′
i) ≥ λ) = 1 − Pni(X1 = 0) → 1. If the walk is non-
arithmetic, it follows from (46) that for any b, ε > 0,
lim inf
i→∞
P(G−ni(b
′
i) > ε) ≥ lim inf
i→∞
P(G−ni(b) > ε) ≥ P(G(b) > ε).
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Combined with (11), this contradicts (48). Indeed, the later probability can be made arbi-
trarily close to 1 by choosing ε to be small enough and then choosing a large enough b. Here
we used that P(G > 0) = 1, which holds by transience of S>n and −S<n , and G(b)ր G a.s.
The family {G−n (bn)}n≥1 is tight by the fact that G−n (bn) ≤ Gn and Proposition 1. Then
there exists a weakly converging subsequence, and its weak limit is exactly G by (46), (47)
and the reverse of Theorem 3.2 by Billingsley [4]. Then G is a proper random variable, hence
G(b)
D−→ G, and thus G−n (bn) D−→ G by the direct theorem.
The limit distribution. An analogous consideration of gaps near the last global maximum
ηn implies that G
+
n (bn)
D−→ G, where G+n (b) := max1≤k≤b−1 S(k+1,n) − S(k,n). Now (12)
follows by GExtn = max(G
−
n (bn), G
+
n (bn)) and (47) if we show that G
−
n (b) and G
+
n (b) are
asymptotically independent for any fixed b ≥ 1.
Arguing analogously to the proof of (46), it suffices to check that for any ℓ ≥ 1 and any
bounded measurable f, g : R2ℓ+1 → R,
lim
n→∞
E
(
f
(
Sµn−ℓ − Sµn , . . . , Sµn+ℓ − Sµn
)
g
(
Sηn − Sηn−ℓ, . . . , Sηn − Sηn+ℓ
)∣∣µn = kn, ηn = mn)
= E0f
(−S<ℓ , . . . ,−S<1 , 0, S>1 , . . . , S>ℓ )E0g(S>ℓ , . . . , S>1 , 0,−S1 <, . . . ,−S<ℓ ) (49)
uniformly in kn and mn such that kn ∧mn ∧ n − kn ∧ n −mn ∧ |mn − kn| → ∞. W.l.o.g.,
assume that kn < mn.
For any 1 ≤ k ≤ n, denote
E−k :=
1√
k
max
1≤i≤k
Si − Sk, E+k :=
1√
n− k maxk≤i≤nSk − Si
(where E+n := 1) and for any 1 ≤ k < m ≤ n, denote
I−k,m :=
1√
(m− k)/2 maxk≤i≤⌊(m+k)/2⌋Si − Sk, I
+
k,m :=
1√
(m− k)/2 max⌊(m+k)/2⌋≤i≤m Sm − Si
and
D−k,m :=
S⌊(m+k)/2⌋ − Sk√
(m− k)/2 , D
+
k,m :=
Sm − S⌊(m+k)/2⌋√
(m− k)/2 .
We first study the probability of the condition in (49). By combining (4), (4′) and (7)
with the fact that E0H
′
+ · E0H− = σ2/2 (see Feller [10, Sec. XVIII.4]), we obtain
P(µn = kn, ηn = mn)×
(
π(mn − kn)
√
kn(n−mn)
)
∼ P
(
max
(√ 2kn
mn − knE
−
kn
, I−kn,mn, I
+
kn,mn
,
√
2(n−mn)
mn − kn E
+
mn
)
≤ D−kn,mn +D+kn,mn
)
∼ P
(
max
(√ 2kn
mn − knW
(1)
+ ,W
(2)
+ ,W
(3)
+ ,
√
2(n−mn)
mn − kn W
(4)
+
)
≤W (2)+ (1) +W (3)+ (1)
)
.(50)
whereW
(i)
+ (·) are independent standard Brownian meanders on [0, 1] andW (i)+ := max0≤t≤1W (i)+ .
Let us proceed analogously with the l.h.s. of (49). We start conditioning onXkn−ℓ+1, . . . , Xkn+ℓ,
Xmn−ℓ+1, . . . , Xmn+ℓ. We assume that n is large enough such that mn − kn > 2ℓ. Consider,
for example, the part of trajectory between mn and n, which forms a new random walk
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S˜i := Smn+i − Smn . The first ℓ steps are already negative by fixing appropriate values of
Xmn+1, . . . , Xmn+ℓ. The key observation is that by (7), the remaining part of the trajectory
of S˜i with ℓ+ 1 ≤ i ≤ n−mn conditioned on {τ ′[0,∞) > n−mn − ℓ} under PS˜ℓ , converges to
the same meander W
(4)
+ (·) as the whole trajectory of S˜i with 1 ≤ i ≤ n−mn conditioned on
{τ ′[0,∞) > n−mn} under P0. We conclude the proof of (49) by making analogous observations
for the other three parts of the trajectory of Sn and recalling (50).
Convergence of the number of non-visited sites. Here we prove (13).
W.l.o.g., assume that the random walk Sn is 1-arithmetic. By (11) and (12) it holds that
P(En ≤ 2bn(Gn−1))→ 1 for any bn →∞, hence En/b′n P→ 0 for any b′n →∞ by the tightness
of Law(Gn)n≥1. This implies that Law(En)n≥1 is tight. Indeed, assume the converse. Then
there exist increasing sequences nk, rk → ∞ such that lim infk P(Enk > rk) > 0, which
contradicts En/b
′
n
P→ 0 with the sequence b′n defined by b′n := rk for nk ≤ n < nk+1.
It remains to argue analogously to the proof of (12) to conclude (13). 
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