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Cette the`se porte sur le proble`me de la prise de de´cision se´quentielle multi-objectif. Les
algorithmes de la prise de de´cision se´quentielle, plus spe´ciquement fonde´s sur la recherche
Monte-Carlo arborescente (MCTS) [Kocsis and Szepesva´ri, 2006], ont e´te´ e´tendus au
cas multi-objectif en s’inspirant des indicateurs a` base de population propose´s dans la
litte´rature de l’optimisation multi-objectif, l’indicateur d’hyper-volume et la relation de
dominance.
0.1 Contexte / Motivation
0.1.1 De´cision se´quentielle
La prise de de´cision compose une partie importante de nos activite´s quotidiennes. La
prise de de´cision repose ge´ne´ralement sur une mesure d’ordre total (comme la fonction
de re´compense), indiquant la qualite´ des de´cisions a` optimiser. Le proble`me de la prise
de de´cision se´quentielle (SDM) est plus complexe en ce sens que les se´quences de de´cision
optimales, aussi appele´es politiques de de´cision ou strate´gies, ne sont ge´ne´ralement pas
forme´es en se´lectionnant la meilleure de´cision individuelle a` chaque e´tape : les de´cisions
qui composent la se´quence optimale ne sont pas inde´pendantes. Les applications typiques
de SDM incluent les jeux [Aliprantis and Chakrabarti, 2000], la programmation [Zhang
and Dietterich, 1995], et la robotique [Mahadevan and Connell, 1992].
Une des principales difficulte´s du proble`me SDM est la taille de l’espace de
recherche, exponentielle en fonction de la longueur des se´quences conside´re´es. Le but
de l’apprentissage par renforcement (RL), produire des se´quences de de´cisions optimales
a` l’e´chelle globale, proce`de dans le cas ge´ne´ral en identifiant la fonction de valeur attache´e
a` un e´tat ou une paire (e´tat,action), i.e. la somme des re´compenses que l’on peut espe´rer
recevoir apre`s avoir visite´ cet e´tat, ou apre`s avoir effectue´ cette action dans cet e´tat.
0.1.2 Optimisation multi-objectif
Inde´pendamment, de nombreux proble`mes de de´cision dans le monde re´el impliquent de
multiples objectifs ; par exemple, un processus de fabrication cherchera souvent a` min-
imiser simultane´ment le couˆt et le risque de la production. Ces proble`mes sont appele´s
optimisation multi-objectif (MOO). Pour un proble`me de MOO non trival, il n’existe pas
de solution unique qui optimise simultane´ment chaque objectif. Les fonctions objectifs
sont antagonistes. Deux solutions ne sont pas ne´cessairement comparables ; par exemple,
un plan de production pourrait eˆtre d’un couˆt e´leve´ et a` faible risque, et un autre de faible
couˆt et a` haut risque. Les solutions qui ne peuvent pas eˆtre ame´liore´es relativement a` un
objectif sans de´grader les autres objectifs sont appele´es les solutions Pareto optimales ;
leur ensemble forme le front de Pareto. L’optimisation multi-objectif est largement ap-
plique´e dans de nombreux domaines de la science, y compris en e´conomie, en finances et
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en inge´nierie.
0.1.3 La prise de de´cision se´quentielle multi-objectif
Cette the`se est au carrefour de l’apprentissage par renforcement (RL) et l’optimisation
multi-objectif (MOO). L’apprentissage par renforcement (RL) [Sutton and Barto, 1998;
Szepesva´ri, 2010] est un domaine mature ou` de nombreux algorithmes avec des garanties
d’optimalite´ ont e´te´ propose´s au prix d’un passage a` l’e´chelle quelque peu limite´. Il traite
des proble`mes SDM dans le cadre de processus de de´cision de Markov (MDP). La recherche
Monte-Carlo arborescente (MCTS), ancre´e sur le cadre de bandit manchot, ou bandit
a` bras multiples (MAB) [Robbins, 1985], re´sout le proble`me du passage a` l’e´chelle des
algorithmes RL standard, avec d’excellents re´sultats dans nombreux proble`mes de SDM
de taille moyenne, comme des jeux [Ciancarini and Favini, 2009] et la planification [Nakhost
and Mu¨ller, 2009]. Il proce`de par la construction ite´rative de l’arbre formalisant la se´quence
des de´cisions. Son efficacite´ algorithmique est notamment reconnue par son application
au jeu de Go ; le programme MoGo a e´te´ salue´ comme une avance´e fondamentale dans le
domaine du jeu de Go par ordinateur [Gelly and Silver, 2007].
Motive´e par le fait que de nombreuses applications dans le monde re´el sont naturelle-
ment formule´es dans le cadre de l’optimisation multi-objectif (MOO), cette the`se e´tudie le
proble`me de la prise de de´cision se´quentielle multi-objectif (MOSDM) ou` la re´compense as-
socie´e a` un e´tat donne´ dans le MDP est d-dimensionelle au lieu de scalaire. L’apprentissage
par renforcement multi-objectif (MORL) a e´te´ applique´ aux taˆches MOSDM telles que le
controˆle du niveau d’eau du lac [Castelletti et al., 2002], l’e´quilibre entre la consommation
d’e´nergie dans les serveurs web [Tesauro et al., 2007], planification de grille [Yu et al.,




Le pre´sent travail concerne la prise de de´cision multi-objectif dans le cadre de MCTS. Il
releve le de´fi de de´finir un re`gle de se´lection de nœud lorsque les re´compenses cumule´es
sont d-dimensionnelles, en s’appuyant sur des indicateurs bien e´tudie´s de la litte´rature
MOO. Les principales contributions sont les suivantes.
0.2.1 Algorithme MOMCTS
L’algorithme de la Recherche Monte-Carlo Arborescente Multi-Objectif (MOMCTS) a e´te´
propose´ dans ce travail, dans lequel l’exploration de l’arbre MCTS a e´te´ modifie´ pour tenir
compte de l’ordre partiel entre les nœuds dans l’espace d’objectif multidimensionnel, et le
fait que le re´sultat souhaite´ est un ensemble de solutions Pareto-optimales (par opposition
a` une solution optimale unique).
Dans chaque nœud l’arbre de recherche de MOMCTS, une re´compense vectorielle
rˆs,a = (rs,a;1, rs,a;2, · · · , rs,a;d) repre´sentant la re´compense moyenne dans chaque objectif
est maintenue, ainsi que le nombre ns,a de visites sur le nœud. Chaque arbre dans MOM-
CTS est construit en suivant les trois meˆmes phases que MCTS – la phase de se´lection, la
phase de construction de l’arbre et la phase ale´atoire. Afin de s’adapter a` la configuration
MOO, les modifications apporte´es dans les trois phases sont pre´sente´es dans les sections
suivantes.
La phase de se´lection
La se´lection de nœud MOMCTS de´pend d’un score scalaire, qui de´finit un ordre total entre
les nœuds avec des re´compenses multi-dimensionnelles. Dans ce travail, nous proposons
deux scores dans la phase de se´lection de MOMCTS – l’indicateur de hypervolume et
la re´compense de dominance Pareto. Les deux scores appartiennent a` la cate´gorie des
fonctions de scalarisation fonde´es sur la population (section 4.2.3). Ils s’appuient sur
l’archive P , qui maintient les re´compenses vectorielles recueillies pendant le processus de
recherche de MOMCTS.
La phase de construction de l’arbre
Dans la phase de construction de l’arbre, les heuristics d’e´largissement progressif (Pro-
gressif Widening, PW) et d’estimation rapide de la valeur d’action (RAVE) qui sont op-
tionellement utilise´s dans MCTS (section 2.6.2) sont re´gulie`rement inte´gre´es dans MOM-
CTS. PW limite le nombre d’actions admissibles d’un nœud a` une valeur entie`re ⌊n
1/b
s,a ⌋,
avec b ge´ne´ralement fixe´ a` 2 ou 4. La se´lection de l’action dans la phase de construction
de l’arbre repose sur l’heuristique RAVE.
La phase ale´atoire
La phase ale´atoire est re´alise´e de la meˆme manie`re que dans MCTS, sauf que a` la fin,
une re´compense vectorielle R est retourne´e. L’autre modification est que la fonction de
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scalarisation base´e sur la population qui maintient l’archive P des re´compenses vectorielles
rec¸ues durant la recherche de MOMCTS1 Sans perte de ge´ne´ralite´, les points domine´s sont
supprime´s de l’archive P .
MOMCTS
Par rapport a` MCTS, le modification principlale apporte´e dans MOMCTS concerne l’e´tape
de se´lection de nœud. Le de´fi est d’e´tendre le crite`re mono-objectif de se´lection de nœud au
contexte multi-objectif. Comme indique´, le noyau de la MOO est de re´cupe´rer l’ordre total
entre les points de l’espace d’objectif multi-dimensionnel. La fac¸on la plus simple de traiter
avec l’optimisation multi-objectif est de revenir a` l’optimisation mono-objectif, graˆce a`
l’utilisation de la fonction de scalarisation. MOMCTS est caracte´rise´ par la scalarisation
des re´compenses vectorielles base´e sur la population des solutions pre´ce´dentes, l’archive P .
Contrairement a` MCTS, qui estime la valeur de nœuds selon la distribution de re´compenses
fixe sur un seul objectif, MOMCTS estime la valeur de nœuds avec des re´compenses a`
plusieurs dimensions en fonction de leur contribution a` l’archive P . Notons que cette
archive e´volue au cours du processus, de´finissant un objectif non-stationnaire au long du
processus de recherche.
Graˆce a` l’utilisation de la fonction de scalarisation base´e sur la population, MOM-
CTS traite un proble`me d’optimisation mono-objectif dans chaque parcours d’arbre, dans
lequel la qualite´ de l’ensemble des solution sauvegarde´es dans l’archive P est ame´liore´e
par la recherche re´pe´titive de solutions simples. Plusieurs parcours d’arbres fournissent
un ensemble de solutions optimales au sens de dominance Pareto dans MOMCTS.
L’algorithme MOMCTS est re´sume´ par l’algorithme 0.1. Les hyper-parame`tres com-
muns a` tous les algorithmes MOMCTS comprennent le budget de calcul N , le parame`tre
B utilise´ dans l’heuristique d’e´largissement progressive PW, et le mode`le ge´ne´ratif MD
du proble`me MOSDM conside´re´. La valeur du nœud (s, a) note´ par gx(s, a) est une fonc-
tion de scalarization base´e sur la population, ou` x identifie le choix de la me´thode de
scalarisation.
Dans MOMCTS, l’estimation rapide de la valeur d’action (RAVE) prend une forme
vectorielle (RAVE(a) ∈ IRd, a ∈ A). Une fonction de scalarisation est donc ne´cessaire
pour de´finir un ordre total entre les actions en se fondant sur l’estimation RAVE. Dans
MOMCTS, la valeur scalarise´e des vecteurs RAVE gx;rave(a), a ∈ A se fonde sur la meˆme
fonction de scalarisation gx(s, a). La description des fonctions gx(s, a) et gx;rave(a) est
donne´e dans les sections 5.2 et 5.3.
Une proprie´te´ importante de MCTS est la proprie´te´ de consistance de´finie comme
la capacite´ de l’algorithme de converger vers la politique optimale lorsque le nombre de
parcours d’arbres N tend vers l’infini [Berthier et al., 2010]. La propie´te´ de consistance est
ve´rifie´e dans le cas stationnaire, i.e. lorsque la distribution de la fonction re´compense est
1Lorsque le nombre d’objectifs est faible (d ≤ 3), les ressources de calcul et de me´moire ne´cessaires
pour maintenir l’archive P sont limite´es. Certaines heuristiques supple´mentaires doivent eˆtre conc¸ues pour
pre´server le passage a` l’e´chelle de l’approche base´e sur la population scalarisation dans le cadre de proble`mes
MOO faisant intervenir de nombreux objectifs (many objective optimization, MaOO). L’extension de
MOMCTS au cas MaOO est une perspective de recherche future.
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0.2 Contributions Principales
Algorithm 0.1: Algorithme MOMCTS
MOMCTS
Entre´e: Nombre N de simulations
Sortie: Arbre de recherche T
Initializer T ← racine (e´tat initial), P ← {}
for t = 1 to N do




Entre´e: Arbre de recherche T , archive P , nœud s
Sortie: re´compense vectorielle ru
if s n’est pas une feuille, et ¬(⌊(ns + 1)
1/b⌋ > ⌊(ns)
1/b⌋) // (test PW non de´clenche´)
then
Selectionner a∗ = argmax{gx(s, a), (s, a) ∈ T }
ru ← Simulation(T , P, (s, a
∗))
else
As = { actions disponibles non-visite´es sous e´tat s}
Selectionner a∗ = argmax{gx;rave(a), a ∈ As}
Ajouter (s, a∗) comme fils de s
ru ← SimulationAleatoire(P, (s, a
∗))
end if




Entre´e: archive P , e´tat u
Sortie: re´compense vectorielle ru
Arnd ← {} //sauvegarder l’ensemble des actions visite´es durant la phase ale´atoire
while u n’est pas l’e´tat final do
Selectionner uniformement une action disponible a pour u
Arnd ← Arnd ∪ {a}
u← (u, a)
end while
ru ←Md(u) //obtenir la re´compense vectorielle de la simulation
if ru n’est pas domine´ pas les points dans P then
Eliminer tous les points domine´s par ru dans P
P ← P ∪ {ru}
end if
Mettre a` jour RAVE(a) pour a ∈ Arnd
retourner ru
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fixe au cours du temps. Dans le cas de MOMCTS, cependant, la fonction de scalarisation
base´e sur la population de´pend de l’archive de P , et donc elle est non-stationnaire. L’e´tude
de la consistance de l’approche propose´e est une perspective de recherche future.
0.2.2 Indicateurs de qualite´ de solution multi-objectif
Les approches existantes en MORL [Ga´bor et al., 1998; Castelletti et al., 2002; Mannor and
Shimkin, 2004; Natarajan and Tadepalli, 2005; Tesauro et al., 2007] sont pour la plupart
base´es sur la scalarisation line´aire de re´compenses multidimensionnelles, avec la limitation
qu’elle ne permet pas de de´couvrir des solutions sur les parties non-convexes du front
de Pareto. Ces approches n’utilisent pas les indicateurs de qualite´ qui ont e´te´ de´finis et
utilise´s dans le domaine des Algorithmes Evolutionaires Multi-Objectif (MOEA) [Zitzler
et al., 2003]. Ce travail e´tablit un pont entre les deux domaines de MORL et MOEA,
en introduisant deux de ces indicateurs d’e´valuation des performances des politiques dans
l’algorithme MOMCTS.
Spe´cifiquement, l’indicateur de hypervolume [Zitzler and Thiele, 1998] a e´te´ utilise´
pour de´finir la performance scalaire d’un nœud. Comme montre´ par [Fleischer, 2003],
l’indicateur de hypervolume est maximise´e si et seulement si les points dans P ∗ apparti-
ennent au front Pareto du proble`me MOO conside´re´. Auger et al. [2009] montrent que,
pour d = 2, pour un certain nombre K de points, l’indicateur hypervolume projecte un
proble`me d’optimisation multi-objectif de´fini dans IRd, sur un proble`me d’optimisation
mono-objectif dans IRd×K , dans le sens ou` il existe au moins un ensemble de K points
dans IRd qui maximise l’indicateur hypervolume. Le me´rite de cette approche est d’aller
au-dela` de la scalarisation line´aire standard. L’indicateur d’hyper-volume souffre toutefois
de deux limitations. D’une part, les couˆts de calcul d’indicateur de hypervolume aug-
mentent de fac¸on exponentielle avec le nombre d’objectifs. Deuxie`mement, l’indicateur
de hypervolume n’est pas invariant par la transformation monotone des objectifs. La
proprie´te´ d’invariance (satisfaite par exemple par les algorithmes d’optimisation a` base
de comparaison) donne des garanties de robustesse extreˆmement importantes pour les
proble`mes d’optimisation mal conditionne´s [Hansen, 2006].
Par conse´quent, un autre indicateur a e´te´ conside´re´ : la re´compense de dominance
Pareto. Cette re´compense peut eˆtre conside´ re´ comme un compteur du nombre de
de´couvertes de solutions non domine´es, qui est cumule´ de manie`re actualise´e. Par rapport
a` la premie`re approche − appele´e MOMCTS-hv dans le reste de cette the`se, la deuxie`me
approche − appele´e MOMCTS-dom − a une complexite´ line´aire de calcul par rapport
au nombre d’objectifs, et est invariante par rapport a` la transformation monotone des
objectifs. Le prix a` payer pour l’ame´lioration de l’e´volutivite´ de MOMCTS-dom est que
la re´compense de la dominance peut moins favoriser la diversite´ de l’archive Pareto, qui
est une mesure essentielle de la qualite´ de l’ensemble de solutions non-domine´s : un point
non-domine´ a la meˆme re´compense de dominance Pareto alors que l’indicateur de hyper-





Les deux algorithms MOMCTS-hv et MOMCTS-dom ont e´te´ valide´s expe´primentalement
sur quatre proble`mes : Deep Sea Treasure (DST) [Vamplew et al., 2010], Resources Gath-
ering (RG) [Barrett and Narayanan, 2008], Grid Scheduling [Yu et al., 2008] et Physical
Travelling Salesman Problem (PTSP) [Powley et al., 2012]. Les deux premie´rs proble`mes
artificiels sont conc¸us pour comparer les approches MOMCTS a` l’e´tat de l’art en MORL
(les me´thodes base´es sur la scalarisation line´ aire). Les deux dernie`rs proble`mes plus ap-
plicatifs sont utilise´ pour tester le passage a` l’e´chelle de MOMCTS. Les propriete´s des
proble`mes conside´re´s sont re´sume´es par la Table 1.











Deep Sea Treasure Non-convexe Deterministe et Non-
de´terministe
2 Non
Resource Gathering Convexe Non-de´terministe 3 Non
Grid Scheduling Inconnu Deterministe 2 Non
Physical Travelling Salesman Inconnu Deterministe 7 Oui
Les re´sultats expe´rimentaux sur le proble`me de Deep Sea Treasure confirment un me´rite
principal des approches propose´es, leur capcite´ de de´couvrir des politiques se trouvant dans
les re´gions non-convexes de front dePareto. A` notre connaissance, cette fonctionnalite´ est
unique dans la litte´rature MORL. Les expe´riences sur le proble´me de Resource Gathering
montrent que MOMCTS-dom be´ne´ficie d’un meilleur passage a` l’e´chelle que MOMCTS-
hv en raison du couˆt de calcul de test de dominance Pareto qui est line´aire par rapport
au nombre d’objectifs. Cette robustesse de MOMCTS-dom est en outre confirme´e par
les Physical Travelling Salesman Problem expe´riences, dont 7 objectifs sont optimise´s de
manie`re on-line.
En contrepartie, les approches MOMCTS souffrent de deux faiblesses principales. Tout
d’abord, comme indique´ sur le Grid Scheduling et Physical Travelling Salesman Prob-
lem, une certaine connaissance pre´alable est ne´cessaire pour appliquer une exploration
de MOMCTS avec efficacite´. Deuxie`mement, comme te´moigne´ par le proble`me de Re-
source Gathering, les approches pre´sente´es de´couvrent peu de politiques ”a` risque” qui
se trouvent dans une re´gion peu prometteuse (la de´couverte d’optima de type “chapeau
mexicain”).
En conclusion, ce travail peut eˆtre conside´re´ comme une preuve de concept de
l’application du cadre MOMCTS pour les proble`me MOO. Les re´sultats obtenus peuvent
eˆtre conside´re´s comme prometteurs : les performances sont de´centes comparativement a`
l’e´tat de l’art, en de´pit du fait qu’il s’agit d’approches beaucoup moins matures que les
approches RL standard.
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0.3 Les perspectives futures
Ce travail ouvre plusieurs perspectives de recherche, de type a` la fois the´orique et applicatif.
La perspective the´orique principale concerne l’analyse des proprie´te´s du me´canisme de
mise a` jour de la re´compense cumulable dans le contexte ge´ne´ral de l’optimisation (mono-
objectif) dynamique. En outre, l’analyse de la consistance des crite`res de se´lection de nœud
actuels (y compris l’indicateur d’hypervolume et la re´compense de dominance Pareto)
permettra de de´finir des lignes directrices pour la conception de nouvelles re´compenses
scalarise´es dans le cadre MOMCTS.
Du coˆte´ applicatif, d’une part, la fonction de pre´fe´rence de scalarization line´aire utilise´
dans les expe´rience de Physical Travelling Salesman Problem peut eˆtre e´tendue a` un
contexte plus ge´ne´ral (par exemple non-line´aire), ce qui peut permettre a` l’utilisateur
d’exprimer ses pre´fe´rences d’une fac¸on plus naturelle et interactive.
Un perspective algorithmique concerne l’ajustement du me´canisme de mise a` jour
cumulatif actualise´ de la re´compense de dominance Pareto (Equation (5.7)). Vu que
la de´couverte de solutions non-domine´es est de plus en plus rare au cours du temps,
l’ajustement du parame`tre d’actualisation δ devrait eˆtre dynamique pour compenser cet
effet de rarete´. Une approche serait de conside´rer la de´couverte de nouvelles solutions
non-domine´es dans le cadre de la the´orie de la valeur extreˆme [De Haan and Ferreira,
2007], et d’ajuster δ en conse´quence.
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