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PRESENTING HECKE ENDOMORPHISM ALGEBRAS BY HASSE
QUIVERS WITH RELATIONS
JIE DU, BERNT TORE JENSEN, AND XIUPING SU
Abstract. A Hecke endomorphism algebra is a natural generalisation of the q-
Schur algebra associated with the symmetric group to a Coxeter group. For Weyl
groups, B. Parshall, L. Scott and the first author [9, 10] investigated the stratifi-
cation structure of these algebras in order to seek applications to representations
of finite groups of Lie type. In this paper we investigate the presentation problem
for Hecke endomorphism algebras associated with arbitrary Coxeter groups. Our
approach is to present such algebras by quivers with relations. If R is the localisa-
tion of Z[q] at the polynomials with the constant term 1, the algebra can simply be
defined by the so-called idempotent, sandwich and extended braid relations. As ap-
plications of this result, we first obtain a presentation of the 0-Hecke endomorphism
algebra over Z and then develop an algorithm for presenting the Hecke endomor-
phism algebras over Z[q] by finding torsion relations. As examples, we determine
the torsion relations required for all rank 2 groups and the symmetric group S4.
1. Introduction
Since I. Schur first introduced Schur algebras for linking representations of the gen-
eral linear group GLn(C), a continuous group, with those of the symmetric group Sr,
a finite group, this class of algebras has been generalised to various objects in several
directions. For example, by the role they play in the Schur–Weyl duality, there are
affine and super generalisations and their quantum analogues, which are known as
(affine, super) q-Schur algebras (see, e.g., [20], [5], [15], [24]). As homomorphic im-
ages of a universal enveloping algebra, generalised Schur algebras and their quantum
analogues are investigated not only for type A but also for other types (see, e.g.,
[6], [11]). By their definition as endomorphism algebras of certain permutation mod-
ules of symmetric groups, they have a natural generalisation to Hecke endomorphism
algebras associated with finite Coxeter groups (see, e.g., [8], [9], [12]).
Recently, with a completely different motivation, advances have been made in cate-
gorifying Hecke endomorphism algebras. For example, M. Mackaay, et al, obtained a
diagrammatic categorification of the q-Schur algebra [22] and some affine counterpart
[23], while G. Williamson [28] investigated a more general class of Hecke categories
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associated with any Coxeter systems (W,S) (called Schur algebroids loc.cit.), and
categorified them in terms of singular Soergel bimodules. As seen from these works,
a presentation of an algebra by generators and relations is related to the categorifica-
tion of Hecke-endomorphism algebras. In fact, the question of presenting the Hecke
endomorphism algebras by generators and relations was raised in Remark 2.2 in [28].
Unlike the q-Schur algebras, Hecke endomorphism algebras do not have a direct
connection to Lie algebras and quantum groups and thus cannot be presented as a
quotient of a quantum group. However, by viewing them as enlarged Hecke alge-
bras, they can be presented with generators and relations, which are rooted in Hecke
(algebra) relations. This paper is going to tackle the presentation problem in this
direction.
Our approach is to present these algebras by quivers with relations, following closely
the idea of using Hecke relations. First, by assuming the invertibility of all Poincare´
polynomials in the ground ring R, we consider in Sections 3 and 4 a quiver Q′ with
loops and impose the Hecke relations directly on the loops. We then replace the
loops by cycles of length 2 to obtain a quiver Q with no loops and braid relations
are imposed explicitly again. Now, by thinking of the generators displayed in [28,
Cor. 2.12], we take a subset labelled by I, J ⊆ S satisfying I ⊏ J (see (2.5.1)) and
introduce in Section 5 a Hasse quiver Q˜ to replace Q. It turns out that the algebra over
R can simply be presented by Q˜ together with the so-called extended braid relations
and some obvious relations, called idempotent relations and sandwich relations (see
Theorem 5.1).
The first application of this result is to obtain a presentation of the 0-Hecke endo-
morphism algebras by specialising q to 0 in Section 6. These degenerate algebras have
attracted some attention (see, e.g., [25], [2], [13], [26],[18], [19], [17], [4]) and have also
nice applications. For instance, J. Stembridge [27] used the 0-Hecke algebra to give a
derivation of the Mo¨bius function of the Bruhat order, while X. He [16] gave a more
elementary construction of a monoid structure by A. Berenstein and D. Kazhdan [1].
We then investigate the integral case in Sections 7 and 8. We analyse the gap
between the presentation over R and a possible presentation over the polynomial ring
Z[q]. The idempotent relations can be replaced by the so-called quasi-idempotent
relations, the sandwich relations are unchanged. The challenge is how to replace
the extended braid relations by some torsion relations. We develop an algorithm and
compute the examples of rank 2 and of type A3. The rank 2 case is relatively easy, the
required torsion relations are simply the refined braid relations. Note that a recursive
version of this case is done by B. Elias [14, Prop. 2.20]. However, the A3 case is more
complicated. On top of the refined braid relations, there are two more sets of torsion
relations, see Theorem 8.3. We believe that the algorithm can be used to compute
the other lower rank cases.
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2. Hecke algebras and Kazhdan–Lusztig generators
Let (W,S) be a Coxeter system and let ℓ : W → N be the length function with
respect to S and ≤ the Bruhat order.
For I ⊆ S, let WI = 〈s | s ∈ I〉 be the parabolic subgroup generated by I. We say
I ⊆ S is finitary if WI is finite, and in this case we denote by wI the longest element
in WI . Let
Λ = Λ(W ) = {I ⊆ S | I is finitary} and Λ∗ = Λ \ ∅,
where ∅ ∈ Λ is the empty set.
For I ∈ Λ, we will also denote byDI := DWI the set of all distinguished (or shortest)
representatives of the right cosets of WI in W . Let DIJ = DI ∩D
−1
J , where I, J ∈ Λ.
Then DIJ is the set of shortest WI-WJ double coset representatives. Symmetrically,
let D+IJ be the set of longest representatives of WI-WJ double cosets.
For d ∈ DIJ , the subgroup W
d
I ∩ WJ = d
−1WId ∩ WJ is a parabolic subgroup
associated with an element in Λ, which will be denoted by Id ∩ J ∈ Λ. In other
words, we define
WId∩J = W
d
I ∩WJ . (2.0.1)
Moreover, the map
WI × (DId∩J ∩WJ) −→ WIdWJ , (w, y) 7−→ wdy
is a bijection.
The Hecke algebra Hq = Hq(W ) corresponding to W is a free Z[q]-module, with
basis {Tw | w ∈ W} and generators Ts, s ∈ S, subject to the relations (see, e.g., [3,
Ch. 7]):
(H1) T 2s = (q − 1)Ts + q for any s ∈ S;
(H2) TsTtTs . . .︸ ︷︷ ︸
ms,t
= TtTsTt . . .︸ ︷︷ ︸
ms,t
, where s 6= t and ms,t is the order of st in W .
Here Tw = Ts1Ts2 · · ·Tsl if w = s1s2 · · · sl is a reduced expression. The relations (H2)
are called braid relations associated with W and we call the relations (H1) and (H2)
Hecke relations. Note that Hq admits an anti-automorphism
ι : Hq −→ Hq, Tw 7−→ Tw−1 .
For y, w ∈ W , let Py,w ∈ Z[q] be the associated Kazhdan–Lusztig polynomial as
defined in [21]. Then, Pw,w = 1, Py,w = 0 unless y ≤ w, and Py,w for y < w has degree
≤ 1
2
(ℓ(w)− ℓ(y)− 1). Following [21] (cf. [9, p.189]), let
C+w =
∑
y≤w
Py,wTy. (2.0.2)
Then {C+w }w∈W is a new basis for Hq and the following multiplication formula holds:
C+s C
+
w =
{
(q + 1)C+w , if sw < w,
C+sw + q
∑
y<w,sy<y µ(y, w)q
1
2
(ℓ(w)−ℓ(y)−1)C+y , otherwise,
(2.0.3)
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where µ(y, w)q
1
2
(ℓ(w)−ℓ(y)−1) is the leading term of Py,w if µ(y, w) 6= 0.
For each w ∈ W , fix a reduced expression w = (s1, s2 . . . , sl) for w (thus, w =
s1s2 · · · sl and ℓ(w) = l). Let
C+w = C
+
s1
C+s2 · · ·C
+
sl
. (2.0.4)
Then (2.0.3) implies that there exist ay,w ∈ Z[q] such that
C+w = C
+
w + q
∑
y<w
ay,wC
+
y , (2.0.5)
where y < w denotes a subsequence of w obtained by removing some terms in the
sequence.
For each I ∈ Λ, write
xI := C
+
wI
=
∑
w∈WI
Tw. (2.0.6)
Definition 2.1. The Z[q]-algebra Eq = Eq(W ) = EndHq(
⊕
I∈Λ xIHq) is called the
Hecke endomorphism algebra associated to the Coxeter group W . Specialising q to
0, the resulting Z-algebra E0 = Eq ⊗ Z is called the 0-Hecke endomorphism algebra
associated with W .
Let
xs = C
+
s = Ts + 1.
The elements xs, s ∈ S, generate Hq. We now describe a presentation for Hq with
these Kazhdan–Lusztig generators.
For {s, t} ∈ Λ and m ≤ ms,t, let
T[m]t = · · ·TtTsTt︸ ︷︷ ︸
m
and Tt[m] = TtTsTt · · ·︸ ︷︷ ︸
m
,
and let
x
(m)
(s,t) =
{
1 + Tt, if m = 1;
1 +
∑m−1
i=1 (T[i]s + T[i]t) + T[m]t, if m ≥ 2.
Since the generating relations for any Hecke-algebra are determined by the gener-
ating relations of its rank 2 subalgebras, we have the following.
Lemma 2.2. The Hecke algebra Hq can be presented by generators xs, s ∈ S with
(a) Quasi-idempotent relations: (xs)
2 = (q + 1)xs and
(b) Braid relations: x
(ms,t)
(s,t) = x
(ms,t)
(t,s) for all s, t ∈ S.
We now write the elements x
(m)
(s,t) (m ≤ ms,t) as polynomials in xr. Assume first
that {s, t} = {1, 2} generates an infinite dihedral subgroup in the next two lemmas.
Thus, the condition m ≤ ms,t can be dropped.
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Lemma 2.3. We have the following recursive formulas for x
(m)
(2,1).
x
(m)
(2,1) =

x2x1, if m = 2;
x1x2x1 − qx1, if m = 3;
(x2x1)
2 − 2qx2x1, if m = 4;
x
(m−2)
(2,1) (x2x1 − 2q)− q
2x
(m−4)
(2,1) , if m ≥ 5.
Proof. Let
S[m]1 =
m∑
i=1
T[i]1 and S[m]2 =
m∑
i=1
T[i]2.
Then
x
(m)
(2,1) = 1 + S[m−1]2 + S[m]1.
Direct computation gives x
(2)
(2,1), x
(3)
(2,1), x
(4)
(2,1) and, for m ≥ 3,
x
(m)
(2,1)x2x1 = x
(m)
(2,1)(T2T1 + T2 + T1 + 1)
= x
(m+2)
(2,1) + 2qx
(m)
(2,1) + q
2x
(m−2)
(2,1) .
Hence, the required formula follows. 
By swapping the indices 1 and 2, we obtain an analogous version of Lemma 2.3
for x
(m)
(1,2). Consequently, x
(m)
(2,1) and x
(m)
(1,2) are polynomials in x1 and x2 without the
constant term. Next, based on Lemma 2.3, we will deduce an explicit formula for
x
(m)
(2,1) as a linear combination of monomials in x1 and x2,
x
(m)
(2,1) =
m∑
j=1
bmj x[j]1, (2.3.1)
where bms ∈ Z[q] and x[m]1 = . . . x2x1︸ ︷︷ ︸
m
. Similarly, x[m]2 = . . . x1x2︸ ︷︷ ︸
m
.
Lemma 2.4. The coefficient bmj is equal to
(
j + s− 1
j − 1
)
(−q)s if s = m−j
2
is an
integer, and 0 otherwise. Consequently,
x
(m)
(2,1) =
⌊m−1
2
⌋∑
i=0
(
m− i− 1
i
)
(−q)ix[m−2i]1.
Proof. Use induction on m. Observe from Lemma 2.3 that x
(m)
(2,1) has degree m and is
a linear combination of monomials with degrees of the same parity as m. So
bmj = 0 if
m− j
2
6∈ Z.
Further, by Lemma 2.3 and (2.3.1), bmm = 1, b
m
m−2 = −(m− 2)q and b
m
1 = (−q)
m−1
2
if m is odd (resp., bm2 =
m
2
(−q)
m−2
2 if m is even). In general, for 3 ≤ j ≤ m − 4, let
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s = m−j
2
, where j and m have the same parity. By Lemma 2.3 and induction,
bmj = b
m−2
j−2 − 2qb
m−2
j − q
2bm−4j
= (−q)s
(
j + s− 3
j − 3
)
− 2q(−q)s−1
(
j + s− 2
j − 1
)
− q2(−q)s−2
(
j + s− 3
j − 1
)
= (−q)s
(
j + s− 1
j − 1
)
,
as required. 
Remark 2.5. The coefficients bmj also satisfies the recursive formula
bmj = b
m−1
j−1 − qb
m−2
j .
This formula evaluated at q = 1 gives Elias’ recursive formula in [14, Def. 2.10]
djm = d
j−1
m−1 − d
j
m−2,
where djm = b
m
j |q=1. So we can view b
m
j as a q-analogue of d
j
m.
By definition, form < ms,t <∞, the elements x
(m)
(s,t) and x
(m)
(t,s) are distinct. However,
ifm = ms,t, then x
(ms,t)
(s,t) = x
(ms,t)
(t,s) = x{s,t} are two distinct expressions in the Kazhdan–
Lusztig generators.
In general, we define
I ⊏ J ⇐⇒ I ⊂ J, |I| = |J | − 1. (2.5.1)
Then for each I ∈ Λ, every total ordering on I:
I• : ∅ = I0 ⊏ I1 ⊏ I2 ⊏ · · · ⊏ Im = I, (2.5.2)
gives an expression for xI as follows. Fix a reduced expression wI• = slsl−1 · · · s1 such
that wIi = sjisji−1 · · · s1 for all i = 1, . . . , m and let wI• = (sl, sl−1, · · · , s1). Let
xwI• = xslxsl−1 · · ·xs1 .
By (2.0.5), we have the following.
Lemma 2.6. For any I ∈ Λ, any ordering I• as in (2.5.2), and any reduced expression
wI•, there exist polynomials ay,wI• ∈ Z[q] such that
xI = xwI• + q
∑
y<wI•
ay,wI•xy.
3. Two preliminary lemmas
In this section, R can be any commutative ring with 1. We prove two technical
lemmas. Recall that a quiver Q is an oriented graph, consisting of a set Q0 of vertices
and a set Q1 of arrows connecting the vertices. The path algebra RQ of Q is the
free R-module with basis the set of (oriented) paths in Q and multiplication given
by concatenation of paths, i.e. for any two paths α and β, α · β = αβ if the starting
vertex of α is the ending vertex of β and 0 otherwise. For any vertex i, we denote by
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ei the trivial path at i. A relation in RQ is an R-linear combination of paths with a
fixed starting vertex and a fixed ending vertex. A set of relations I defines a quotient
algebra RQ/〈I〉, where 〈I〉 is the ideal in RQ generated by I.
Lemma 3.1. Let (Q, I) be a quiver Q with relations I and let (Q′, I ′) be the quiver
obtained from Q by adding a loop α at a vertex to Q1 and a relation α−p to I, where
p ∈ RQ is a cycle through the vertex. Then the inclusion of Q into Q′ induces an
R-algebra isomorphism
RQ/〈I〉 → RQ′/〈I ′〉.
Proof. Since RQ ∩ 〈I ′〉 = 〈I〉, the homomorphism RQ ⊂ RQ′ → RQ′/〈I ′〉 induces
a monomorphism φ : RQ/〈I〉 → RQ′/〈I ′〉. Now every coset in RQ′/〈I ′〉 has a
representative in RQ. Hence, this monomorphism is an isomorphism (and φ−1 is the
map sending x to x and α to p, where x is an arbitrary path in RQ). 
Let A be an associative R-algebra defined by generators a1, . . . , an and a set I of
relations. Let p0 = 1, p1, . . . , ps be idempotents in A. Note that each pi (i 6= 0) or
p ∈ I is a (noncommutative) polynomial pi(a1, . . . , an) or p(a1, . . . , an) in a1, . . . , an.
Let
B = EndA
( s⊕
i=0
piA
)
=
⊕
0≤i,j≤s
HomA(piA, pjA).
Denote by 1i the identity map on piA, ui : piA → A the natural embedding and by
di : A → piA the natural surjection, given by left multiplication with pi. We also
view ai as an element in B, which defines the map A→ A by left multiplication with
ai. All 1i, ui, di and ai are regarded as elements of B by sending other components
pjA to 0.
Let Q′ be the quiver with vertices 0, 1, . . . , s, loops αi at vertex 0 for 1 ≤ i ≤ n,
arrows υi from vertex i to 0 and δi from 0 to i for 1 ≤ i ≤ s. Let J
′ ⊆ RQ′ be the
set of elements obtained from
(1) p′ := p(α1, . . . , αs) for all p ∈ I;
(2) δiυi = ei for all 1 ≤ i ≤ s;
(3) υiδi = p
′
i := pi(α1, . . . , αs) for all 1 ≤ i ≤ s.
Let R〈α1, . . . , αs〉 be the (centraliser) subalgebra generated by α1, . . . , αs with the
identity e0 and let
C = RQ′/〈J ′〉.
Since R〈e0, α1, . . . , αs〉 ∩ 〈J
′〉 is the ideal generated by p′ for p ∈ I, it follows that
the subalgebra C0 of C generated by all αi + 〈J
′〉 is isomorphic to A. Thus, as an
image of pi, each p
′
i is an idempotent in C.
Lemma 3.2. The algebra B with the identity 1 =
∑
i 1i is generated by ai, uj and dj
subject to the relations
(1) p(a1, . . . , an) for all p ∈ I;
8 JIE DU, BERNT TORE JENSEN, AND XIUPING SU
(2) diui = 1i and uidi = pi for all 1 ≤ i ≤ s;
(3) ui1i = ui = 10ui and di10 = di = 1idi for all 1 ≤ i ≤ s;
(4) 1i1j = 0 for i 6= j and 1
2
i = 1i for all i.
Proof. Since HomA(piA, pjA) ∼= pjApi, the algebra B is generated by ai, uj and dj .
We show that there is an isomorphism from C to B, sending αi, υj, δj to ai, uj, dj,
respectively, and thus conclude that the relations are the generating relations of B.
First note that the identity 1B in B is
1B = 10 + 11 + · · ·+ 1s
and
10B10 ∼= HomA(A,A) ∼= A.
Define
φ : C → B
with αi 7→ ai, ei 7→ 1i, υi 7→ ui and δi 7→ di. By definition, aj , ui and di satisfy the
relations J ′. So φ is a well-defined surjective homomorphism. In particular, it induces
a surjective map φij : eiCej → piApj(∼= 1iB1j). We will show that all the φij are
linear isomorphisms and thus conclude that φ is an isomorphism. First, by comparing
the generating relations and noting C0 = e0Ce0 , we have that the restriction of φ to
e0Ce0
φ|e0Ce0 : e0Ce0 → A
is an isomorphism. In particular, it induces an isomorphism from p′iCp
′
j to piApj .
Using the relations between υi, δi, pi and ei, we have
eiCej = δiυiCδjυj ⊆ δiCυj = eiδiCυjej ⊆ eiCej .
Thus
eiCej = δiCυj.
Similarly,
p′iCp
′
j
∼= δip
′
iCp
′
jυj = δiCυj = eiCej,
where the (linear) isomorphism, denoted by ψ, is given by left multiplication with δi
and right multiplication with υj. We have the following commutative diagram
p′iCp
′
j
ǫ //
ψ

piApj
=

eiCej
φij // piApj,
where ǫ is an isomorphism induced by the isomorphism φ|e0Ce0 . Thus φij is a linear
isomorphism, as required. 
Remark 3.3. The corresponding relations of Lemma 3.2 (3) and (4) in C are implicit
in the definition of the multiplication in the path algebra.
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4. A quiver approach to Hecke endomorphism algebras
In the rest of the paper, let
R =
{
f
1 + qg
∣∣∣∣ f, g ∈ Z[q]} = Z[q]P , (4.0.1)
be the ring obtained by localising Z[q] at the multiplicative set P of all polynomials
with the constant term 1.
We now apply the technical lemmas to give presentations of the Hecke endomor-
phism algebras over R. Then applying the functors −⊗Z[q] Q(q) and −⊗Z[q] Z gives
the presentations of the algebra over Q(q) and Z, respectively.
By extending the ground ring to R, we write
RHq = R⊗Z[q] Hq.
The elements in RHq are R-linear combinations
∑
w∈W rwTw, where rw ∈ R. Recall
that the Poincare´ polynomial associated to WI is
π(I) =
∑
w∈WI
qℓ(w).
Note that the elements xI defined in (2.6) satisfies x
2
I = π(I)xI . Since
1
π(I)
∈ R, the
elements
pI =
xI
π(I)
are idempotents in RHq and pIRHq = xIRHq.
In the sequel, the notation pI |{ts}s∈S denotes the element in an R-algebra A obtained
by replacing Ts in pI with ts ∈ A for all s ∈ S.
We now apply Lemma 3.2 to the Hecke algebra A = RHq, the generators Ts, s ∈ S,
the set I of Hecke relations (cf. [18]), and the idempotents pI , I ∈ Λ, with p0 = p∅ =
1, and to give the first presentation of the Hecke endomorphism algebras B = REq
over R, where
REq = R⊗Z[q] Eq.
Let (Q′,J ′) be the quiver associated with RHq(W ) as constructed in the proof of
Lemma 3.2. Thus, the vertices are eI with I ∈ Λ, arrows are αs, υI , δI with s ∈ S
and I ∈ Λ∗, and J ′ consists of
(J′1) Hecke relations on αs, s ∈ S;
(J′2) δIυI = eI for all I ∈ Λ
∗;
(J′3) υIδI = p
′
I := pI |{αs}s∈S for all I ∈ Λ
∗.
In the case W = S4, the symmetric group on 4 letters, and S = {si | i = 1, 2, 3}
with si = (i, i+ 1). The quiver Q
′, where si is identified with i, has the form
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Q′ : ∅
## {{
tt ww ~~  !! (( **
{1}
44
{2}
77
{3}
==
{1, 2}
KK
{1, 3}
bb
{2, 3}
hh
{1, 2, 3}
kk
Note that, in RHq, x{s} = xs = 1 + Ts and xIxJ = π(I)xJ for I ⊆ J .
Lemma 4.1. We have the following relations in C = RQ′/〈J ′〉.
(1) α{s} = (1 + q)υ{s}δ{s} − e∅ for all s ∈ S.
(2) For any I and J in Λ∗ with I ⊂ J , p′I = υIδI and p
′
Ip
′
J = p
′
J = p
′
Jp
′
I.
Proof. (1) follows from (J′3) by taking I = {s}. (2) is true, by the defintion of p′I , p
′
j ,
the facts that xIxJ = π(I)xJ = xJxI and αs (s ∈ S) satisfy the Hecke relations. 
We can now present the Hecke endomorphism algebra REq via the quiver Q
′.
Proposition 4.2. The Hecke endomorphism algebra REq(W ) associated with a Cox-
eter system (W,S) is isomorphic to the algebra RQ′/〈J ′〉. More precisely, REq(W )
is generated by
Ts, 1I , uJ , dJ (s ∈ S, I ∈ Λ, J ∈ Λ
∗),
subject to the relations
(1) Hecke relations on Ts, s ∈ S;
(2) dIuI = 1I and uIdI = pI , I ∈ Λ
∗;
(3) uI1I = uI = 1∅uI and dI1∅ = dI = 1IdI, I ∈ Λ
∗;
(4) 1I1J = 0 for I 6= J in Λ and 1
2
I = 1I for all I ∈ Λ.
Proof. It follows from Lemma 3.2 with the isomorphism
φ : RQ′/J ′ → REq(W )
given by αs 7→ Ts, eI 7→ 1I , υI 7→ uI and δI 7→ dI . 
Let Q be the quiver obtained from Q′ by removing the loops αs, s ∈ S, and let
τs = (1 + q)υ{s}δ{s} − e∅ for all s ∈ S. (4.2.1)
Then τs ∈ RQ for all s ∈ S. Define
J = {Braid relations on τs, s ∈ S} ∪ {υIδI = pI |{τs}s∈S , δIυI = eI | I ∈ Λ
∗}. (4.2.2)
Proposition 4.3. The inclusion of Q into Q′ induces an isomorphism of R-algebras
RQ/〈J 〉 → RQ′/〈J ′〉.
In particular, the Hecke endomorphism algebra REq(W ) is isomorphic to the path
algebra RQ modulo the relations in J .
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Proof. We show that τs satisfies the quadratic Hecke relations.
τ 2s = (1 + q)
2(υ{s}δ{s})
2 − 2(1 + q)υ{s}δ{s} + e∅
= (1 + 2q + q2)υ{s}e{s}δ{s} − 2(1 + q)υ{s}δ{s} + e∅
= (q2 − 1)υ{s}δ{s} + e∅
= q(q + 1)υ{s}δ{s} − (q + 1)υ{s}δ{s} + e∅
= (q − 1)τs + qe∅,
Now the proposition follows from Lemma 3.1. 
We now use the presentation above for REq to derive a presentation in terms of
modified Williamson’s generators.
For any I ⊂ J in Λ, define{
υ∅,J = υJ , δJ,∅ = δJ , if I = ∅;
υI,J = δIυJ , δJ,I = δJυI , if I 6= ∅.
Lemma 4.4. Suppose that I ⊂ J ⊂ K in Λ. Then we have the following in RQ/〈J 〉.
(1) υI,K = υI,JυJ,K and δK,I = δK,JδJ,I . In particular,
υK = υJυJ,K and δK = δK,JδJ .
(2) δJ,IυI,J = eJ and thus δJ,IυI,J is an idempotent.
(3) υI,JδJ,I = δIpJυI = pJeI , where pJ = pJ |{τs}s∈S .
Proof. (1) By defintion, υI,JυJ,K = δIυJδJυK . Following the relations δIυI = eI and
υIδI = pI for any I ∈ Λ
∗ in (4.2.2) and Lemma 4.1,
υI,JυJ,K = δIυI(δIυJδJυK)δKυK = δIpIpJpKυK = δIpKυK = δIυKδKυK = δIυK ,
which is υI,K. So the first identity follows. Similarly, the second one holds.
(2) Also,
δJ,IυI,J = eJδJ,IυI,JeJ = δJυJ(δJυIδIυJ)δJυJ = δJpJpIpJυJ = δJpJυJ = δJυJδJυJ ,
which is e2J = eJ , as required.
(3) It follows from (1) and Lemma 4.1. 
Lemma 4.4 gives the following sandwich relations.
Corollary 4.5. If I ⊂ J, J ′ ⊂ K, then we have
υI,JυJ,K = υI,J ′υJ ′,K , δK,JδJ,I = δK,J ′δJ ′,I .
We now have the following quiver presentation for the Hecke endomorphism algebra
REq(W ) ∼= RQ/〈J 〉. Recall the relation I ⊏ J defined in (2.5.1).
Corollary 4.6. The algebra RQ/〈J 〉 is generated by eK , υI,J and δJ,I for I, J,K ∈ Λ
with I ⊏ J , and the ideal 〈J 〉 is generated by the following relations.
(J1) Braid relations on {τs | s ∈ S};
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(J2) δJ,IυI,J = eJ for all I, J ∈ Λ with I ⊏ J ;
(J3) υ∅,I1 . . . υIm−1,IδI,Im−1 . . . δI2,I1δI1,∅ = pI |{τs}s∈S for all I ∈ Λ
∗, and sequences
∅ = I0 ⊏ I1 ⊏ I2 ⊏ · · · ⊏ Im = I.
(J4) υI,JυJ,K = υI,J ′υJ ′,K and δK,JδJ,I = δK,J ′δJ ′,I for all I, J, J
′, K ∈ Λ with I ⊏
J ⊏ K and I ⊏ J ′ ⊏ K.
Proof. It follows from Lemma 4.4 and the definition of J in (4.2.2). 
Note that (J3) and (J4) imply that υ∅,I1 . . . υIm−1,IδI,I′m−1 . . . δI′2,I′1δI′1,∅ = pI |{τs}s∈S
for all I ∈ Λ and sequences
∅ = I0 ⊏ I1 ⊏ I2 ⊏ · · · ⊏ Im = I and ∅ = I
′
0 ⊏ I
′
1 ⊏ I
′
2 ⊏ · · · ⊏ I
′
m = I.
5. The Hasse quiver presentation
Following Proposition 4.3 and Corollary 4.6, we now give a new presentation for
REq(W ) in term of the Hasse quiver of the Coxeter system (W,S).
Recall the set Λ of finitary subsets of S. With the inclusion relation, Λ is a poset.
If we replace every edge in the Hasse diagram of the poset Λ by a pair of arrows
in opposite direction, the resulting quiver Q˜ = Q˜(W ) is called the Hasse quiver
associated to W .
Note that the new quiver Q˜ can be obtained from Q by removing all arrows υI , δI
for |I| > 1, renaming the arrows υI , δI for |I| = 1 to υ˜∅,I , δ˜I,∅, and introducing new
arrows υ˜I,J from J to I and δ˜J,I from I to J for all I, J ∈ Λ
∗ with I ⊏ J . That is,
the quiver has vertex set Λ and arrow set
{δ˜J,I , υ˜I,J | I, J ∈ Λ, I ⊏ J}.
For example, for W = S4, the symmetric group on 4 letters, the quiver Q˜ is as
follows, where the arrows between ∅ and {1}, {2}, {3} are the same as those in Q.
Q˜ : ∅
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vv
II
{3}


vv
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(5.0.1)
The path algebra RQ˜ of Q˜ over a ring R admits an anti-involution
τ : RQ˜ −→ RQ˜ (5.0.2)
that interchanges υ˜I,J and δ˜I,J .
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Let e˜K denote the trivial path in Q˜ at the vertex K ∈ Λ. For each singleton
{s} ∈ Λ, let
χ˜s = (q + 1)υ˜∅,{s}δ˜{s},∅ ∈ RQ˜.
For each I ∈ Λ, a total ordering I• on I as in (2.5.2), and a reduced expression wI• ,
let
χ˜I• = χ˜wI• + q
∑
y<wI•
ay,wI• χ˜y and ρ˜I• =
χ˜I•
π(I)
, (5.0.3)
where χ˜w = χ˜slχ˜sl−1 · · · χ˜s1 if w = (sj , sl−1, · · · , s1) and ay,wI• ∈ Z[q] are given in
Lemma 2.6.
Theorem 5.1. Maintain the notations Λ and ρ˜I•, etc., for W as above. Let J˜ be the
subset of RQ˜ defined by the following relations
(J˜1) Idempotent relations:
δ˜J,I υ˜I,J = e˜J
for all I, J ∈ Λ with I ⊏ J ;
(J˜2) Sandwich relations:
υ˜I,J υ˜J,K = υ˜I,J ′υ˜J ′,K and δ˜K,J δ˜J,I = δ˜K,J ′ δ˜J ′,I
for all I, J, J ′, K ∈ Λ with I ⊏ J ⊏ K and I ⊏ J ′ ⊏ K.
(J˜3) Extended braid relations:
υ˜∅,I1 . . . υ˜Im−1,I δ˜I,Im−1 . . . δ˜I2,I1 δ˜I1,∅ = ρ˜I•
for all I ∈ Λ∗, |I| > 1, and given ordering I• : ∅ = I0 ⊏ I1 ⊏ · · · ⊏ Im = I.
Then REq(W ) ∼= RQ/〈J 〉 ∼= RQ˜/〈J˜ 〉.
Proof. By (J˜3), for any s ∈ S we have χ˜{s} = (q + 1)υ˜∅,{s}δ˜s,∅. Thus, by (J˜1), we
have χ˜2{s} = (q + 1)χ˜{s}. For any s, t ∈ S, (J˜2) and(J˜3) imply ρ˜(s,t) = ρ˜(t,s). Hence,
χ˜
ms,t
(s,t) = χ˜
ms,t
(t,s) . By Lemma 2.2, the subalgebra generated by χ˜s is isomorphic to
RHq(W ). Note that this subalgebra is isomorphic to e˜∅(RQ˜/〈J˜ 〉)e˜∅ by (J˜3). Thus,
ρ˜I• = ρ˜I which is independent of the ordering on I. Further, if we put τ˜s = χ˜s− 1 for
all s ∈ S, then ρ˜I• = pI |{τ˜s}s∈S .
Consider the R-algebra homomorphism φ : RQ˜ → RQ sending υ˜I,J , δ˜J,I , e˜K to
υI,J , δJ,I , eK , respectively. This map induces a surjective algebra homomorphism φ¯ :
RQ˜ → RQ/〈J 〉. By Corollary 4.6, it is clear that φ−1(〈J 〉) = 〈J˜ 〉 and, hence, φ
induces the required isomorphism. 
The presentation in Theorem 5.1 is called the Hasse quiver presentation of Eq(W ).
We now give a direct description of the isomorphism from RQ˜/〈J˜ 〉 to REq(W )
and turn the Hasse quiver presentations to a full presentation for REq(W ).
Note that, if I ⊆ J , then xJ = hxI = xI ι(h), where h = hJ,I =
∑
w−1∈DI∩WJ
Tw and
ι is the anti-automorphism on RHq introduced in Seciton 2. So xJHq is a submodule
of xIHq and
pJ =
(
π(I)
π(J)
hJ,I
)
pI .
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Denote by
uI,J : pJ(RHq)→ pI(RHq)
the natural inclusion and by
dJ,I : pI(RHq)→ pJ(RHq)
the splitting map of the inclusion given by left multiplication with π(I)
π(J)
hJ,I . Define
the map
~ : RQ˜/〈J˜ 〉 → REq(W ),
sending υ˜I,J , δ˜J,I , e˜K to uI,J , dJ,I and 1K , respectively, where I, J,K ∈ Λ with I ⊏ J .
Corollary 5.2. The map ~ induces an algebra isomorphism RQ˜/〈J˜ 〉 ∼= REq(W ). In
other words, REq(W ) is the R-algebra generated by uI,J , dJ,I and 1K subject to the
relations (J˜1)–(J˜3) obtained by replacing υ˜I,J , δ˜J,I , e˜K with uI,J , dJ,I and 1K, respec-
tively, and the quiver relations
(J˜4) uI,J1J = uI,J = 1IuI,J , dJ,I1I = dJ,I = 1JdJ,I and 1
2
I = 1I , 1I1J = 0 for I 6= J .
Proof. It follows from Propositions 4.2 and 4.3 and Theorem 5.1. 
Remark 5.3. Let Z = Z[q
1
2 , q−
1
2 ] and let ZEq be the Hecke endomorphism algebra
obtained by base change to Z. The generators in Theorem 5.2 are scaled version
of a subset of the generators for ZEq given in [28] by Williamson. More precisely,
uI,J ,
π(J)
π(I)
dJ,I with I ⊏ J form a subset of Williamson’s generators. Let
d′J,I =
π(J)
π(I)
dJ,I .
As each π(I) is invertible in R, if we replace the relations (J˜1) and (J˜3) in the
theorem by the following, we obtain a presentation of REq in terms of the subset of
Williamson’s generators.
(J˜1′) d′J,IuI,J =
π(J)
π(I)
1J .
(J˜3′) u∅,I1 . . . uIm−1,Id
′
I,Im−1
. . . d′I2,I1d
′
I1,∅
= xI |{ts}s∈S for any I ∈ Λ and sequence
∅ = I0 ⊏ I1 ⊏ I2 ⊏ · · · ⊏ Im = I.
Williamson’s other generators are monomials in d′J,I and uI,J with I ⊏ J . We will
discuss the presentation of Eq over Z[q] in the last two sections.
Remark 5.4. Applying the functor −⊗R Q(q), Theorem 5.2 gives a presentation of
the Hecke endomorphism algebra over Q(q), i.e.
Q(q)Eq = Q(q)⊗R REq = Q(q)⊗Z[q] Eq.
Similarly, applying the functor Z ⊗R −, where Z is an R-module via the ring
homomorphism R → Z, q 7→ 0, Theorem 5.2 gives a presentation of the 0-Hecke en-
domorphism algebra E0 = Z⊗Z[q]Eq.We will discuss 0-Hecke endomorphism algebras
in the next section and show that the relations can be simplified.
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6. 0-Hecke endomorphism algebras
The first application of Theorem 5.2 is to give a presentation of the 0-Hecke en-
domorphism algebra E0. Recall the Hecke algebra Hq = Hq(W ) over Z[q] and its
canonical basis {C+w }w∈W defined in (2.0.2).
Consider the specialisation Z[q]→ Z with q 7→ 0 and let H0 = Z⊗Z[q]Hq. We may
regard H0 as a degenerate Hecke algebra. Let
cw = C
+
w ⊗ 1, i.e. cw = C
+
w |q=0.
Recall thatH0 is a Z-algebra generated by T1, . . . , Tn subject to the relations T
2
i = −Ti
and the braid relations. We call these relations 0-Hecke relations. Note that in the
case of the longest element wI ,
cwI =
∑
w∈WI
Tw = xI .
In particular, cs = Ts + 1 = x{s} for all s ∈ S.
Let wI,J be the longest element in the double coset WIWJ . Denote cwI,J by cI,J .
Then cI,I = cwI . Let (W, ∗) be the Hecke monoid defined in [3, §4.5].
Lemma 6.1. (1) The elements cw, w ∈ W , under the multiplication in H0 form
a monoid, which is isomorphic to the Hecke monoid (W, ∗). In particular,
they form a multiplicative basis for H0.
(2) cI is an idempotent for every finitary I ∈ Λ
∗.
(3) For any finitary subsets I, J ⊆ S, cI,IcJ,J = cI,J .
Proof. By (2.0.3), we have
cscw =
{
cw, if sw < w;
csw, if sw > w.
(6.1.1)
Thus, {cs | s ∈ S} generate a monoid whose associated monoid algebra is H0. By [3,
Prop. 4.34], the map c : (W, ∗) → H0, w 7→ cw is the required monoid isomorphism,
proving (1). Statements (2) and (3) are consequences of (6.1.1). 
We call {cw | w ∈ W} the degenerate canonical basis of H0. The following is clear
from (6.1.1) and Lemma 6.1 (1).
Corollary 6.2. Let I, J,K be finitary subsets of S and let x ∈ D+I,J and y ∈ D
+
J,K.
Then cxcy = cx∗y. In particular, x ∗ y ∈ D
+
I,K.
Lemma 6.3. The 0-Hecke algebra H0 is generated by cs, s ∈ S, subject to the rela-
tions.
(1) csct . . .︸ ︷︷ ︸
ms,t
= ctcs . . .︸ ︷︷ ︸
ms,t
, where ms,t is the order of st in W .
(2) c2s = cs for all s ∈ S.
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Proof. The equivalence between the relations in (1) and the braid relations follows
from (6.1.1) and clearly T 2i = −Ti implies that (Ti + 1)
2 = (Ti + 1) and vice versa.
So the claim holds. 
We now give an interpretation of the 0-Hecke endomorphism algebra in terms of
the degenerate canonical basis cw, w ∈ W . Let
B = {(I,cd, J) | I, J ∈ Λ, d ∈ D
+
I,J}.
Form the free Z-module ZB with basis B and define multiplication with
(I,cx, J) ∗ (K,cy, L) = δ
K
J (I,cxcy, L),
where δKJ = 1 if J = K and 0 otherwise. Note that, by Corollary 6.2, the multipli-
cation is well-defined. Note also that fI = (I,cI,I , I) is an idempotent and f∅Bf∅ is
isomorphic to the Hecke monoid (W, ∗).
Theorem 6.4. With this multiplication, ZB becomes an associative algebra with the
identity 1 =
∑
I∈Λ fI . Moreover, we have E0
∼= ZB.
Proof. The isomorphism can be easily seen by using the degenerate canonical basis
{ΘdI,J | I, J ∈ Λ, d ∈ D
+
I,J}
for E0, where Θ
d
I,J ∈ E0 is defined by (cf. [7, Th. 2.3])
ΘdI,J(cwKh) = δ
K
J cdh
for all K ∈ Λ, h ∈ H0. By (6.1.1), it is easy to see that Θ
x
I,JΘ
y
J,K(cwK ) = cxcy =
cx∗y = Θ
x∗y
I,K(cwK). Hence, Θ
x
I,JΘ
y
J,K = Θ
x∗y
I,K and the required isomorphism is the map
(I,cx, J) 7→ Θ
x
I,J . 
Following Corollary 5.2 and applying the functor Z ⊗R −, we have the following
presentation of the 0-Hecke endomorphism algebras E0.
Theorem 6.5. The algebra E0 with 1 =
∑
I∈Λ 1I is generated by uI,J , dJ,I and 1K,
where I, J,K ∈ Λ with I ⊏ J subject to the relations
(1) dJ,IuI,J = 1J for all I, J ∈ Λ with I ⊏ J ;
(2) uI,JuJ,K = uI,J ′uJ ′,K and dK,JdJ,I = dK,J ′dJ ′,I for all I, J, J
′, K ∈ Λ with
I ⊏ J ⊏ K and I ⊏ J ′ ⊏ K;
(3) u∅,I1 . . . uIm−1,IdI,Im−1 . . . dI2,I1dI1,∅ = p{sl} · · ·p{s2}p{s1}, for any I ∈ Λ
∗, and
any reduced expression of wI• = si · · · s2s1 associated with the ordering
I• : ∅ = I0 ⊏ I1 ⊏ I2 ⊏ · · · ⊏ Im = I;
(4) uI,J1J = uI,J = 1IuI,J , dJ,I1I = dJ,I = 1JdJ,I , 1
2
I = 1I and 1I1J = 0 (I 6= J).
The generators uI,J , dJ,I and 1K correspond to elements (I,cI,J , J), (J,cJ,I , I) and
fK in B. Theorem 6.5 gives a presentation for the algebra ZB by the generators
(I,cI,J , J), (J,cJ,I , I) for all I, J ∈ Λ with I ⊑ J .
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We end this section with an algorithm for writing a basis element in B as product
of these generator. For a WI-WJ double coset p, let p
+, p− be the longest, shortest
elements in p. For w ∈ W , let
R(w) = {s ∈ S | ws < w}.
The following algorithm gives a way to write a basis element (I,cp+ , J) as a product
of generators. This algorithm is a degenerate version of the one given in the proof of
[29, Prop. 1.3.4]. Recall the notation used in (2.0.1).
Given a double coset (I, p, J) with I, J ∈ Λ, let J˜ = R(p+), J1 = I
p− ∩ J˜ and
p1 =WIp
−WJ1. Then
cp+ = cp+
1
cw
J˜
= cp+
1
cJ1,J˜cJ˜ ,J .
If J1 = J˜ , then I = J˜ and p
− = 1. So the algorithm stops. Otherwise, continuing the
algorithm with (I, p, J) = (I, p1, J1) yields J˜1 ∈ Λ and double coset (I, p2, J2) such
that J2 ⊂ J˜1 ⊃ J1 and
cp+ = cp+
2
cJ2,J˜1cJ˜1,J1cJ1,J˜cJ˜,J .
The algorithm stops if J2 = J˜1. In this way, we eventually find sequences J0 =
J, J1, . . . , Jm = I and J˜0, J˜1, . . . , J˜m−1 = I in Λ such that Ji ⊂ J˜i−1 ⊃ Ji−1 (1 ≤ i ≤
m− 1) and
cp+ = cI,J˜m−1cJ˜m−1,Jm−1 · · ·cJ2,J˜1cJ˜1,J1cJ1,J˜cJ˜ ,J .
Thus, we write (I,cp+ , J) as a product of generators.
7. The integral case
It seems difficult to find the generating relations for the integral algebra Eq(W ) over
Z[q]. In this section, we first explain how to find torsion relations. We then compute
the integral presentation in the rank 2 case (see Theorem 7.3). A more complicated
example in the A3 case is also computed in the last section.
For notational simplicity, we will denote the Hasse quiver Q˜ in Section 5 by Q and
will drop the ’˜s on all its arrows and trivial paths.1 Thus, the vertex set of Q is
Λ = Λ(W ) and the arrow set is {δJ,I , υI,J | I, J ∈ Λ, I ⊏ J} with trivial paths eK ,
K ∈ Λ.
Let Qq = Qq(W ) := Z[q]Q be the path algebra of Q over Z[q]. For s ∈ S, let
χs = υ∅,{s}δ{s},∅.
Note that the factor (q + 1) in χ˜s is dropped here.
For any I ∈ Λ and given ordering I• : ∅ = I0 ⊏ I1 ⊏ · · · ⊏ Im = I, use χs to define
χI• similarly as defining χ˜I• in (5.0.3).
Let J be the subset of Qq defined by the following relations
(J 1) Quasi-idempotent relations: δJ,IυJ,I =
π(J)
π(I)
eJ .
1The reader should not be confused with the quiver Q discussed in Section 4.
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(J 2) Sandwich relations:
υI,JυJ,K = υI,J ′υJ ′,K and δK,JδJ,I = δK,J ′δJ ′,I
for all I, J, J ′, K ∈ Λ with I ⊏ J ⊏ K and I ⊏ J ′ ⊏ K.
(J 3) Extended braid relations:
υ∅,I1 . . . υIm−1,IδI,Im−1 . . . δI2,I1δI1,∅ = χI•
for all I ∈ Λ∗ and given ordering I•.
If we put δ˜J,I =
π(J)
π(I)
δJ,I , then relations (J 1) and (J 3) give (J˜1) and (J˜3). Hence,
in RQq, J generates the ideal 〈J˜ 〉.
As in the proof of Corollary 5.2, we have a surjective algebra homomorphism
ψ : Qq/〈J 〉 → Eq(W )
and thus a short exact sequence
0 −→ K/〈J 〉 −→ Qq/〈J 〉 −→ Eq(W ) −→ 0, (7.0.1)
for some ideal K of Qq. Applying R⊗Z[q] − gives the short exact sequence
0 −→ R ⊗Z[q] K/〈J 〉 −→ R⊗Z[q]
(
Qq/〈J 〉
)
−→ R⊗Z[q] Eq(W ) −→ 0. (7.0.2)
Since R ⊗Z[q]
(
Qq/〈J 〉
)
∼= RQ˜/〈J˜ 〉, by Corollary 5.2,
R⊗Z[q] K/〈J 〉 = 0.
Hence, to give a presentation of Eq(W ), we need to find sufficient P -torsion elements,
which are elements in K/〈J 〉 annihilated by a polynomial in P . Note that P is the
multiplicative set of polynomials in Z[q] with the constant term 1. Below we explain
how to find those elements.
For any I ∈ Λ and any given sequence ∅ = I0 ⊏ I1 ⊏ · · · ⊏ Im = I, let
υI = υ∅,I = υ∅,I1υI1,I2 . . . υIm−1,I ,
δI = δI,∅ = δI,Im−1 . . . δI2,I1δI1,∅.
In general, for I ⊂ J in Λ, let δJ,I (resp., υI,J) denote the shortest paths from I (resp.
J) to J (resp. I).
Proposition 7.1. Let p =
∑
i fipi be a linear combination of paths from I to J ,
where each fi ∈ Z[q]. If υ∅,JpδI,∅ = 0 in Qq/〈J 〉, then p is P -torsion. Further, the
ideal K is generated by all such P -torsion elements and J .
Proof. As δIυI = π(I)eI for any I ∈ Λ, then in Qq/〈J 〉
π(J)π(I)p = δJυJpδIυI = 0.
So p is P -torsion.
Now suppose that p =
∑
i fipi is P -torsion, we may assume that all the paths pi
start from I and end at J . Then there is a polynomial f ∈ R such that fp = 0 and
υJfpδI = 0 ∈ e¯∅
(
Qq/〈J 〉
)
e¯∅.
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Note that (cf. the proof of Theorem 5.1)
e¯∅
(
Qq/〈J 〉
)
e¯∅ ∼= Hq,
which is a free Z[q]-module. Therefore υJpδI = 0. This says that p is P -torsion as
described and so the ideal K is generated by all such P -torsion elements and J . 
The P -torsion elements in Qq/〈J 〉 give us new relations. We call them torsion
relations.
Lemma 7.2. If (W,S) is finite, then any path from I to S (resp. from S to I) is a
multiple of δI,S (resp. υS,I).
Proof. The proof follows from the sandwich relations and the quasi-idempotent rela-
tions. 
We now look for the torsion relations for dihedral Hecke algebras Z[q]-algebra
Eq(In). In this case, Elias gave an recursive presentation of the Hecke endomor-
phism algebras in [14, Prop. 2.20] over Z[v, v−1], where v2 = q. We work over Z[q]
and can write down explicit generating relations. Our method is different from Elias’.
Let S = {1, 2}. Note that the Hasse quiver Q has the form:
Q : ∅
δ{1}tt δ{2} **{1}
δ{1,2},{1}
##
υ{1}
33
{2}
δ{1,2},{2}
{{
υ{2}
kk
{1, 2}
υ{2},{1,2}
;;
υ{1},{1,2}
cc
Let χ1[j] and χ2[j] be monomials in χi, defined in a similar way as x1[j] and x2[j].
Let χ
(m)
(1,2) be the polynomial in the new χ1 and χ2, as given in Lemma 2.4, and χ
(m)
(2,1)
the polynomial obtained from χ
(m)
(1,2) by swapping the indices 1 and 2. Thus, (2.3.1)
and its counterpart for (2,1) can be combined into the following: for (s, t) = (2, 1) or
(1, 2),
χ
(m)
(s,t) =
m∑
j=1
bmj χ[j]t =
⌊m−1
2
⌋∑
i=0
(
m− i− 1
i
)
(−q)iχ[m−2i]t.
Theorem 7.3. The Z[q]-algebra Eq(In) is isomorphic to the quotient algebra of the
path algebra Qq modulo the following relations Jn.
(1) Quasi-idempotent relations: for i = 1, 2,
(i) δ{i}υ{i} = (1 + q)e{i};
(ii) δ{1,2},{i}υ{i},{1,2} = (1 + q + · · ·+ q
n−1)e{1,2}.
(2) Sandwich relations:
(i) υ{1}υ{1},{1,2} = υ{2}υ{2},{1,2}
(ii) δ{1,2},{1}δ{1} = δ{1,2},{2}δ{2};
20 JIE DU, BERNT TORE JENSEN, AND XIUPING SU
(3) Refined braid relations: for (s, t) = (1, 2) or (2, 1).
(i) υ{t},{1,2}δ{1,2},{s} = δ{t}
(∑n
j=2 b
n
j χ[j−2]t
)
υ{s}, where χ[0]t = e∅, if n is even;
(ii) υ{s},{1,2}δ{1,2},{s} = δ{s}
(∑n
j=3 b
n
j χ[j−2]t
)
υ{s} + (−q)
n−1
2 e{s}, if n is odd.
Remark 7.4. Note that the braid relation χ
(m)
(1,2) = χ
(m)
(2,1) in Lemma 2.2 can be easily
derived by multiplying the refined braid relations with υ{t} (or υ{s}) on the left and
δ{s} on the right and applying the sandwich relations.
Lemma 7.5. The following relations hold in Qq/〈Jn〉: for (s, t) = (1, 2) or (2, 1).
(a) (q + 1)υ{s},{1,2}δ{1,2},{s} = δ{s}(
∑n
j=1 b
n
j χ[j−1]t)υ{s}, if n is even;
(b) (q + 1)υ{t},{1,2}δ{1,2},{s} = δ{t}(
∑n
j=1 b
n
j χ[j−1]t)υ{s}, if n is odd,
where χ[0]t = e∅.
Proof. We only prove (a). By the quasi-idempotent relation and the sandwich rela-
tion, the left hand side
LHS = (δ{s}υ{s})υ{s},{1,2}δ{1,2},{s} = δ{s}υ{t}(υ{t},{1,2}δ{1,2},{s}).
Now, applying (3)(i) yields (a). 
Proof of Theorem 7.3. Let φ : Qq/〈Jn〉 → Eq(In) be the algebra homomorphism
given by sending, for all I, J,K ∈ Λ with I ⊏ J , eK to the identity map 1K on
xKHq, δJ,I to the map d
′
J,I =
π(J)
π(I)
dJ,I : xIHq → xJHq (see Remark 5.3) and υI,J
to the inclusion map uI,J : xJHq → xIHq. Then x{i} = u∅,{i}d
′
{i},∅ : Hq → Hq is
given by right multiplication with x{i}. Direct computation shows that all three sets
of relations are satisfied if eK , δJ,I and υI,J are replaced by 1K , d
′
J,I and uI,J . For
example, both sides of the refined braid relations become the maps sending x{s} to
x{1,2}. So the map φ is indeed a well-defined algebra homomorphism. Note that
1K , uI,J and d
′
J,I for all K, I, J ∈ Λ with I ⊂ J generate the Z[q]- algebra Eq(In) [28,
Prop. 2.11]. Further, for any I ⊂ J , uI,J and d
′
J,I are monomials in uK,L and d
′
L,K
with K ⊏ L. So φ is surjective.
We show now that φ is injective for even n, the odd case can be done similarly.
Since e¯∅
(
Qq/〈Jn〉
)
e¯∅ ∼= Hq, it suffices by Lemma 7.2 and symmetry, to prove that the
following sets BJ,I span the space of paths from I to J in Qq/〈Jn〉,
B{1},∅ = {δ{1}χ2[j] | 0 ≤ j ≤ n− 1};
B{1},{1} = {e{1}, υ{1},{1,2}δ{1,2},{1}} ∪ {δ{1}χ[2j−1]2υ{1} | 1 ≤ j ≤
n
2
− 1};
B{2},{1} = {δ{2}υ{1}, υ{2},{1,2}δ{1,2},{1}} ∪ {δ{2}χ[2j−2]2υ{1} | 2 ≤ j ≤
n
2
− 1}.
Note that the cardinality of BJ,I is the same as the cardinality of the double coset
WJ\In/WI , i.e. the rank of the homomorphism space from xIHq to xJHq, as a free
Z[q]-module. So we have the injectivity.
We now prove the claim for the set B{1},{1}, the others can be done similarly. By
Lemma 7.2, any path from {1} to {1} via {1, 2} is a multiple of υ{1},{1,2}δ{1,2},{1}. So
PRESENTING HECKE ENDOMORPHISM ALGEBRAS 21
any path from {1} to {1} is a multiple of a path e{1}, υ{1},{1,2}δ{1,2},{1} or δ{1}χ[j]sυ{1},
where j ≥ 1 and s = 1 or 2. When s = 1, or j is even and s = 2, by the quasi-
idempotent relations in (1), δ{1}χ[j]sυ{1} is equal to a multiple of δ{1}χ[l]2υ{1} with
l < j. So we need only to prove that δ{1}χ[l]2υ{1}, for odd numbers l ≥ n − 1, is a
linear combination of the paths in B{1},{1}. Indeed, by the relation in Lemma 7.5(a),
δ{1}χ[n−1]2υ{1} = (q + 1)υ{1},{1,2}δ{1,2},{1} − δ{1}
( n−2∑
j=1
bnj χ[j−1]2
)
υ{1} ∈ span(B{1},{1})
and, for odd l ≥ n+ 1,
δ{1}χ[l]2υ{1} =
(
δ{1}χ[n−1]2υ{1}
)
δ{1}χ[l−n]2υ{1}
= (q + 1)υ{1},{1,2}δ{1,2},{1}δ{1}χ[l−n]2υ{1} − δ{1}
( n−2∑
j=1
bnj χ[j−1]2
)
υ{1}δ{1}χ[l−n]2υ{1}
= (q + 1)υ{1},{1,2}δ{1,2},{2}δ{2}χ{2}χ[l−n−1]2υ{1} − δ{1}
( n−2∑
j=1
bnj χ[l+j−n]2
)
υ{1}.
Further, repeatedly applying δ{s}χ{s} = (q + 1)δ{s} and the downward sandwich rela-
tion on υ{1},{1,2}δ{1,2},{2}δ{2}χ{2}χ[l−n−1]2υ{1} leads to
δ{1}χ[l]2υ{1} = (q + 1)
l−n+2υ{1},{1,2}δ{1,2},{1} − δ{1}
( n−2∑
j=1
bnj χ[l+j−n]2
)
υ{1}.
So, by induction, δ{1}χ[l]2υ{1} is a linear combination of the paths in B{1},{1}, as
required. Therefore, we can conclude that the two algebras are isomorphic. 
8. The integral case of type A3
In this section, we will compute the torsion relations required for presenting Eq(S4).
Recall in this case S = {1, 2, 3}, the Hasse quiver Q given in (5.0.1), and the path
algebra Qq = Z[q]Q. Note that the Dynkin graph automorphism that interchanges
1 and 3 and fixes 2 induces a graph automorphism σ : Qq −→ Qq. We will also use
subgraph automorphisms induced by the graph automorphism on parabolic subgroups.
Given a path p from I to J , denote the path υ∅,IpδJ,∅ by p
∧.
Lemma 8.1. Maintain the notation introduced in Section 7. The following are torsion
relations in Qq/〈J 〉.
2
(T1) δ{1},∅χ2υ∅,{1} = υ{1}{1,2} δ{1,2},{1} + qe{1};
(T2) δ{1},∅υ∅,{3} = υ{1},{1,3} δ{1,3},{3};
(T3) δ{1,2},{1}υ{1},{1,3}δ{1,3},{1}υ{1},{1,2} = υ{1,2},SδS,{1,2} + q(q + 1)e{1,2};
(T4) δ{1,2},{2}υ{2},{2,3}δ{2,3},{3}υ{3},{1,3} = υ{1,2},SδS,{1,3} + qδ{1,2},{1}υ{1},{1,3};
2Here each relation should be understood as the set of the relations obtained by applying
(sub)graph automorphisms and the anti-involution (5.0.2) to the relation. Thus, (T1) really repre-
sents 4 relations.
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Proof. (T1) and (T2) are rank 2 torsion relations from Theorem 7.3. We prove (T4),
and (T3) can be done similarly. If we put
p = υ{2},{2,3}δ{2,3},{3}υ{3},{1,3}δ{1,3},∅ and l = υ{3},{1,3}δ{1,3},∅,
then
(q + 1)(LHS)∧ = υ∅,{1,2}δ{1,2},{2}(q + 1)e{2} · p
= (χ2χ1χ2 − qχ2)υ∅,{2}p, (by (J 1), (J 3))
= (χ2χ1 − qe∅)υ∅,{2}(q + 1)p
= (χ2χ1 − qe∅)υ∅,{2}υ{2},{2,3}δ{2,3},{3} · (q + 1) · l
= (χ2χ1 − qe∅)(χ3χ2χ3 − qχ3)υ∅,{3} · l, (by (J 1), (J 3))
= (χ2χ1 − qe∅)(χ3χ2 − qe∅)υ∅,{3}(q + 1) · l, (by (J 1))
= (q + 1)(χ2χ1χ3χ2 − qχ2χ1 − qχ3χ2 + q
2e∅)υ∅,{3}l
= (q + 1)(χ2χ1χ3χ2 − qχ2χ1 − qχ3χ2 + q
2e∅)χ3χ1, (by (J 3))
= (q + 1)(χS + qχ{1,2}χ3)
= (q + 1)[(δ{1,2},SυS,{1,3})
∧ + q(δ{1,2},{1}υ{1},{1,3})
∧], (by (J 3)),(J 1)).
So by defnition and Proposition 7.1, (T4) is a torsion relation. 
Let K be the ideal of Qq generated by the quasi-idempotent relations and sandwich
relations together the four sets relations (T1)–(T4). By footnote 2, both the anti-
automorphism τ and the graph automorphism σ stabilise K. Let
A = Qq/K.
Then τ and σ induces an anti-automorphism and an automorphism on A. We will
use the same letters to denote them. Observe that (cf. the proof of Theorem 5.1)
e¯∅Ae¯∅ ∼= Hq. (8.1.1)
Denote by P (J, I)∅ the subspace in A, consisting of paths from I to J via ∅ and
χw = χsi1 . . . χsit for a given reduced word w = si1 . . . sit ∈ W . We call a path of
the form υL,KδK,I a hook, where I, L ⊂ K. Further, if |K| = i, then the hook is
called a level-i hook. The relations (T1) and (T2) show that a level-2 hook is a linear
combination of paths without level-2 hooks.
Lemma 8.2. The space P (J, I)∅ is spanned by
P
∅
J,I = {δJ,∅χwυ∅,I | w ∈ DIJ and w is a fixed reduced expression of w}.
Proof. If both I and J are the empty set ∅, by the isomorphism in (8.1.1), it is done.
Otherwise, by symmetry we may assume that I 6= ∅. We claim that any path via
the vertex ∅ is a linear combination of paths δJ,∅Y υ∅,I , where Y is a path from ∅ to
∅, and then the lemma again follows from the isomorphism in (8.1.1). Let p be a
path in P (J, I)∅. We may assume that p is not of the form δJ,∅Y υ∅,I . Write p = lr,
where r is minimal ending at ∅. If r ∈ span(P∅∅,I), by symmetry, p ∈ span(P
∅
J,I). We
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need only to prove the claim for r. By the assumption, there is a hook in r. Write
r = υ∅,KδK,Lr
′, where L ⊂ K and |L| is minimal. Further the cardinality |K| > 1, by
assumption.
Now by the sandwich relations (if necessary) together with (T1) or (T2) when
K = 2, or with (T4) when |K| = 3 (i.e. K = S), the hook υ∅,KδK,L is a linear
combination
∑
Y aY Y υ∅,L, where aY ∈ Z[q] and Y is a path from ∅ to ∅. So
r =
(∑
Y
aY Y
)
υ∅,Lr
′
Note that for any r′ in the sum, υ∅,Lr
′ is a path ending in ∅ and the number of hooks
in υ∅,Lr
′ is less than that of r. By induction, the claim hold for each υ∅,Lr
′ and thus
for r. This finishes the proof. 
Theorem 8.3. The ideal K is generated by the sandwich relations, quasi-idempotent
relations and the torsion relations of type (T1)–(T4). Thus we obtain a presentation
of Eq(S4) over Z[q].
Before giving a proof of the theorem, we modify Williamson’s algorithm [29, 1.3.4,
2.2.7] that computes reduced translation sequences and a basis for HomHq(xIHq, xJHq)
for all I and J . See also the discussion at the end of Section 6. We then use the
modified algorithm to produce a set BJI of standard paths from I to J in the follow-
ing list. We will show that those standard paths span the algebra A in the proof of
Theorem 8.3.
BS,I = {δS,I}; B∅,∅ = {χw | w ∈ W and w is a fixed reduced expression of w};
B{1,2},{1,2} = {e{1,2}, υ{1,2},S δS,{1,2}};
B{1,3},{1,3} = {e{1,3}, δ{1,3},∅ χ2υ∅,{1,3}, υ{1,3},S δS,{1,3}};
B{1,2},{1,3} = {δ{1,2},{1}υ{1},{1,3}, υ{1,2},S δS,{1,3}};
B{1,2},{2,3} = {δ{1,2},{2}υ{2},{2,3}, υ{1,2},S δS,{2,3}};
B{1},{1,3} = {υ{1},{1,3}, δ{1},∅χ2υ∅,{1,3}, δ{1},∅χ3χ2υ∅,{1,3}, υ{1},S δS,{1,3}};
B{1},{1,2} = {υ{1},{1,2}, υ{1},{1,3}δ{1,3},{1}υ{1},{1,2}, υ{1},S δS,{1,2}};
B{1},{2,3} = {δ{1},∅υ∅,{2,3}, υ{1},{1,2}δ{1,2},{2}υ{2},{2,3}, υ{1},S δS,{2,3}};
B{2},{1,2} = {υ{2},{1,2}, δ{2},∅χ3υ∅,{1,2}, υ{2},S δS,{1,2}};
B{2},{1,3} = {δ{2},∅υ∅,{1,3}, υ{2},{1,2}δ{1,2},{1}υ{1},{1,3}, υ{2},{2,3}δ{2,3},{3}υ{3},{1,3},
υ{2},S δS,{1,3}};
B{1},{1} = {e{1}, υ{1},{1,2}δ{1,2},{1}, υ{1},{1,3}δ{1,3},{1}, υ{1},{1,3}δ{1,3},∅χ2υ∅,{1},
δ{1},∅χ2υ∅,{1,3}δ{1,3},{1}, υ{1},{1,3}δ{1,3},∅χ2υ∅,{1,3}δ{1,3},{1}, υ{1},S δS,{1}};
B{1},{2} = {δ{1},∅υ∅,{2}, υ{1},{1,3}δ{1,3},∅υ∅,{2}, υ{1},{1,2}δ{1,2},{2}, δ{1},∅υ∅,{2,3}δ{2,3},{2},
δ{1},∅χ2υ∅,{1,3}δ{1,3},∅υ∅,{2}, υ{1},{1,3}δ{1,3},{1}υ{1},{1,2}δ{1,2},{2}, υ{1},S δS,{2}};
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B{1},{3} = {δ{1},∅υ∅,{3}, δ{1},∅χ2υ∅,{3}, δ{1},∅υ∅,{2,3}δ{2,3},{3},
δ{1},∅χ2υ∅,{1,3}δ{1,3},{3}, υ{1},{1,3}δ{1,3},∅χ2υ∅,{1,3}δ{1,3},{3},
υ{1},{1,2}δ{1,2},{2}υ{2},{2,3}δ{2,3},{3}, υ{1},S δS,{3}};
B{2},{2} = {e{2}, υ{2},{1,2}δ{1,2},{2}, υ{2},{2,3}δ{2,3},{2}, δ{2},∅υ∅,{1,3}δ{1,3},∅υ∅,{2},
δ{2},∅χ3υ∅,{1,2}δ{1,2},{2}, δ{2},∅χ1υ∅,{2,3}δ{2,3},{2}, υ{2},S δS,{2}};
The complete list for the sets of standard paths between any I and J can be obtained
by applying (anti-)automorphisms σ and τ to the sets above.
Proof of Theorem 8.3. We first claim that any path δJ,∅χwυ∅,I in P
∅
J,I is a linear
combination of the standard paths given above. Thus, by Lemma 8.2, any path
via the empty set ∅ is a linear combination of the standard paths. This involves
case-by-case checking. To illustrate, we show that
δ{2},∅χ1χ3χ2υ∅,{1,3} = υ{2},SδS,{1,3} + qυ{2},{2,3} δ{2,3},{3}υ{3},{1,3}
+ qυ{2},{1,2} δ{1,2},{1}υ{1},{1,3} + q(q + 1)δ{2},∅υ∅,{1,3}.
Indeed,
LHS = δ{2},∅χ1υ∅,{3} · δ{3},∅χ2υ∅,{3} · υ{3},{1,3}
(T1)
= δ{2},∅χ1υ∅,{3}(υ{3},{2,3}δ{2,3},{3} + qe{3})υ{3},{1,3}
= δ{2},∅χ1υ∅,{2}υ{2},{2,3}δ{2,3},{3}υ{3},{1,3} + qδ{2},∅χ1υ∅,{3}υ{3},{1,3}
(T1)
= (υ{2},{1,2}δ{1,2},{2} + qe{2})υ{2},{2,3}δ{2,3},{3}υ{3},{1,3} + q(q + 1)δ{2},∅υ∅,{1,3}
= υ{2},{1,2} · δ{1,2},{2}υ{2},{2,3}δ{2,3},{3}υ{3},{1,3} + qυ{2},{2,3}δ{2,3},{3}υ{3},{1,3}+
+ q(q + 1)δ{2},∅υ∅,{1,3}
(T4)
= υ{2},{1,2}υ{1,2},SδS,{1,3} + qυ{2},{1,2}δ{1,2},{1}υ{1},{1,3}+
qυ{2},{2,3}δ{2,3},{3}υ{3},{1,3} + q(q + 1)δ{2},∅υ∅,{1,3} = RHS.
Next, by Lemma 7.2, any path from I to J via S is a multiple of υJ,SδS,I , which is
a standard path. So it suffices to consider those paths that go via neither S nor the
empty set ∅, i.e., paths in the following graph
{1}


 ''
{2}
ww
{3}


ww
{1, 2}
66JJ
{1, 3}
66hh
{2, 3}]
^^ JJ
(8.3.1)
Further we only need to consider non-standard paths that do not contain
(1) δJ,IυI,J , where I ⊏ J (and |I| = 1). This equals
π(J)
π(I)
eJ by the quasi-
idempotent relations. So paths containing them can be shortened.
(2) the hooks υ{s},{s,t}δ{s,t},{s} for {s, t} = {1, 2} or {2, 3}, υ{3},{1,3}δ{1,3},{1} and its
reverse. As these hooks are standard and paths containing them are a linear
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combinations of paths via the empty set ∅. By the claim above, this means
that paths containing the hooks are linear combinations of standard paths.
In other words, we just consider non-standard paths in the above graph that does
not contain cycles of length 2 and paths {s} → {1, 3} → {t} ({s, t} = {1, 3}). Hence,
any such non-standard path must contain
r = δ{1,2},{1}υ{1},{1,3}δ{1,3},{1}υ{1},{1,2} or t = δ{1,2},{2}υ{2},{2,3}δ{2,3}{3}υ{3},{1,3},
or one of the paths obtained from r and t by symmetry. Now, by relations (T3)–
(T4) and the claim above, such a path is a linear combination of standard paths, as
required. This finishes the proof. 
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