Abstract. The purpose of the present paper is to show that the most prominent results in optimal control theory, the distinction between state and control variables, the maximum principle, and the principle of optimality, resp. Bellman's equation are immediate consequences of Carathéodory's achievements published about two decades before optimal control theory saw the light of day.
1.
Introduction. The Theory of Optimal Control began with the discovery of the maximum principle.
1 By means of this novel necessary condition, possibilities were disclosed by which, for the first time, optimal solutions for a certain class of control problems could be computed that were of utmost importance for their time. At least, these problems could have been computed if numerical methods for the solution of two-point boundary value problems and adequate computers had been available at that time.
For several reasons, the discovery of the maximum principle has a very interesting history. First, its genesis lies in the commencement of the Cold War. Therefore, it is not astonishing that the analysis of aircombat scenarios was the activator of this research and that the very first publications at RAND Corporation 2 appeared as classified reports. Secondly, two groups of leading mathematicians of the superpowers US and USSR competed against each other, without knowing about each other initially. The protagonists were Magnus R. Hestenes, Rufus P. Isaacs, and Richard In contrast, the names of all members of the red corner will for ever be connected with the maximum principle. Thirdly and finally, the proof of the maximum principle designated the birth of a new field in applied mathematics which has, and continues to have, a great impact on optimization theory and exciting applications in almost all fields of sciences. Optimal Control Theory is still an extremely active and highly current research area until today.
In short, here is the outcome of the competition; see the comprehensive monograph of Plail [23] and also the extract in Pesch, Plail [22] , which has been enriched by some more recent findings: Magnus R. Hestenes was the first who formulated the maximum principle in his famous RAND memorandum RM-100 in 1950. He was the first who also distiguished clearly between state and control variables using different letters for their notation and brought the problem into a formulation convenient for the purpose of control problems later on. However, standing in the tradition of the Chicago School of the Calculus of Variations, he was captured by the close vicinity of the new type of problems to the field of the classical calculus of variations. Therefore he did not see the novelty behind his achievements; his assumptions were too strong.
Also Isaacs (1951) , the father of differential game theory [16] , 6 and Bellman (1954), the inventor of dynamic programming [1] , did not see that the maximum principle was hidden in their new theories, resp. mathematical methods. "Missed opportunities?"
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On the other side, a group around the famous topologist Lev S. Pontryagin including Vladimir G. Boltyanski and Revaz V. Gamkrelidze was disappointed that they had lost a race in the field of topology against certain French mathematicians; see Plail [23] , p. 174. Therefore, they realigned their research activities radically toward applied mathematics, additionally encouraged by tasks posed to them by the military; see [23] , p. 175, and [22] . Moreover, they were not captured by too 3 6 For some information on the history of Differential Games (today's preferred name: Dynamic Games), see Breitner [5] . This paper also contains a lot of background information on the early days at RAND Corporation, in particular on the work climate in the RAND seminars. deep a knowledge of the calculus of variations which allowed them to formulate the maximum principle in a very general form. They proved it completely before 1958, see [23] , p. 182, and [22] , and opened therewith the possibility for solving a whole bunch of new and interesting control problems.
The intention of the present paper is to go further back to the antiquity of the maximum principle, the time before World War II, in particular to Caratheodory's famous royal road of the calculus of variations. This ingenious approach to the calculus of variations gives evidence of an exit, from the royal road that is surprisingly close to the maximum principle. A very early missed opportunity? However, we have to admit that the resulting proof of the maximum principle, obtained directly from Carathéodory's results, is, like Hestenes' proof, also not liberated from the too restrictive assumptions of the calculus of variations and will thus not lead to the general maximum principle of Pontryagin, Boltyanski, and Gamkrelidze. Notwithstanding our approach may be of interest because of historical and educational reasons; compare also Pesch, Bulirsch [21] . We now set to work on . . .
2.
Carathéodory's Royal Road of the Calculus of Variations. We follow, with slight modifications of the notation, 8 Carathéodory's book of 1935 [7] , Chapter 12 "Simple Variational Problems in the Small" and Chapter 18 "The Problem of Lagrange". The book was later translated into English in two parts [9] . The German edition was last reprinted in 1994; see [10] . directly for Lagrange problems. All of these results had essentially been investigated by Carathéodory [6] already in 1926.
Let us first introduce a
The line elements (t, x,ẋ) of the curve are regarded as elements of a (2n + 1)-dimensional Euclidian space, say S 2n+1 .
Already Carathéodory considered Lagrangian variational problems, that can be regarded as precursors of optimal control problems: Minimize
subject to, for the sake of simplicity, fixed terminal conditions x(t 1 ) = a and x(t 2 ) = b, t ′ < t 1 < t 2 < t ′′ , and subject to the implicit ordinary differential equation
It is assumed that the Jacobian of G has full rank,
Carathéodory's intention was to head first for sufficient conditions, and not till then to derive most of the major necessary conditions ultimately terminating with the Euler-Lagrange equations, almost in a reversed historical succession. Here, we proceed only partly on his road, in particular we are aiming to Carathéodory's form of Weierstrass' necessary condition in terms of the Hamilton function. For the complete road, see Carathéodory's original works already cited. A short compendium can also be found in Pesch, Bulirsch [21] . 1st Stage: Definition of extremals. Carathéodory firstly coins the term extremal in a different way than today. According to him, an extremal is a weak extremum of the problem (1), (2). 11 Hence, it might be either a so-called minimal or maximal . 2nd Stage: Legendre-Clebsch condition. Carathéodory then shows the LegendreClebsch necessary condition Lẋẋ(t, x,ẋ) must not be indefinite.
Herewith, positive (negative) regular, resp. singular line elements (t, x 0 ,ẋ 0 ) ∈ A can be characterized by Lẋẋ(t, x 0 ,ẋ 0 ) being positive (negative) definite, resp. positive (negative) semi-definite. Below we assume that all line elements are positive regular. In today's terminology: for fixed (t, x) the map v → L(t, x, v) has a positive definite Hessian L vv (t, x, v). 10 The twice continuous differentiability of L w. r. t. all variables will not be necessary right from the start.
11 In Carathéodory's terminology, any two competing curves x(t) andx(t) must lie in a close neighborhood, i. e., |x(t) − x(t)| < ǫ and |ẋ(t) −ẋ(t)| < η for positive constants ǫ and η. The comparison curvex(t) is allowed to be continuous with only a piecewise continuous derivative; in today's terminologyx ∈ P C 1 ([t 1 , t 2 ], R n ). All results can then be extended to analytical comparison curves, if necessary, by the well-known Lemma of Smoothing Corners.
3rd Stage: Existence of extremals and Carathéodory's sufficient condition. We consider a family of curves which is assumed to cover simply a certain open domain of R ⊂ R n+1 and to be defined, because of (3), by the differential equationẋ = ψ(t, x) with a C 1 -function ψ so that the constraint (2) is satisfied. Carathéodory's sufficient condition then reads as follows.
Theorem 2.1 (Sufficient condition
for all x ′ , which satisfy the boundary conditions x ′ (t 1 ) = a and x ′ (t 2 ) = b and the differential constraint G(t, x, x ′ ) = 0, where |x ′ − ψ(t, x)| is sufficiently small with |x ′ − ψ(t, x)| = 0 for the associated line elements (t, x, x ′ ), t ∈ (t 1 , t 2 ), then the solutions of the boundary value problemẋ = ψ(t, x), x(t 1 ) = a, x(t 2 ) = b are minimals of the variational problem (1), (2). [7] , p. 201) [for the unconstrained variational problem (1)]: According to this last result, we must, in particular, try to determine the functions ψ(t, x) and S(t, x) so that the expression
2.2.
considered as a function of x ′ , possesses a minimum for x ′ = ψ(t, x), which, moreover, has the value zero. In today's terminology: 
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For the Lagrange problem (1), (2), Eq. (7) reads as Bellman. extremals and there also holds Lẋẋ = L * xẋ . In today's terminology, we have added a null Lagrangian, that is the total derivative of a function S that depends on time and space.
Bellman disagreed. After each of the two reiterated his opinion a few times, Isaacs said: "If the Belman says it three times, it must be true." This quote refers to a line from Lewis Carroll's nonsense tail in verse "The Hunting of the Snark". One of the main (and other absurd) characters in this tale is called the
Firstly, one immediately sees that
differs only by a constant depending on S and the end conditions. Hence the minimizers of the original problem (1) coincide with the ones of the equivalent problem associated with L * . In order to find a method to determine the function S, Carathéodory sought for a function S with the property that L * (t, x, v) ≥ 0 for all line elements in (t, x, v) ∈ A and for which one could find a continuous function ψ(t, x), so that L * (t, x, ψ(t, x)) = 0, i. e., L * (t, x, v) takes, for each (t, x) ∈ R, its minimum value zero at v =ẋ = ψ(t, x).
Then 
with the p-dimensional Lagrange multiplier µ, the fundamental equations are
These equations can already be found in Carathéodory's paper [6] of 1926, almost 30 years prior to Bellman's version of these equations. They constitute necessary conditions for an extremal of (1), (2) .
Remark 1.
In his short note of 1967 [18] , seized again in 2001 [19] , Leitmann describes a similar, though different, approach using a coordinate transformation to construct an equivalent variational problem, too, in which the minimizers are in one-to-one correspondence to the minimizers of the original problem. Carlson [11] and Carlson and Leitmann [12] , [13] then showed that the equivalent problem takes a particularly simple form if the coordinate transformation is performed by means of a field F := {x ∈ P C 1 ([t 1 , t 2 ], R n ) | x(t 1 ) = a, x(t 2 ) = b} of extremalshere to be understood as solutions of the Euler-Lagrange equations -, so that the equivalent problem may be solved by inspection. Their most recent paper also considers differential constraints [14] .
Wagener [25] finally showed the equivalence of the equivalences, i. e. Carathéodory's equivalence turns out to be a special case of Leitmann's equivalence. Leitmann's coordinate transformation is based on a diffeomorphism Ξ defined by Ξ(t, x) = (t, ξ(t, x)) which gives rise to an bijective operator X :
Here the choice Ξ = id in Leitmann's equivalence approach yields Carathéodory's approach. If Ξ can now be constructed in such a way that a regular field of extremals of the original problem is rectified to a field of extremals of the equivalent problem, Leitmann's equivalence of Carathéodory's fundamental equations (9)- (11) can be solved for certain classes of problems very easily. Hence the inverse Ξ −1 must yield the rectification in this connection, i. e. ξ must embed the minimizerx of the original problem in the formx(t) = ξ(t,ȳ) with a constant minimizerȳ of the Leitmann equivalent problem. Note that solving the Hamilton-Jacobi equation (10), Carathéodory has to integrateṠ(t, x(t)) = L(t, x(t),ẋ(t)) along extremals whereas, in Leitmann's approach, this equation reduces to S * t (t, y) =L(t, y, 0) withL(t, y,ẏ) = L(t, ξ(t, y), ξ t (t, y) + ξ y (t, y)ẏ).
2.3.
Second section of road: heading for Weierstrass' necessary condition.
5th Stage: Necessary condition of Weierstrass. Replacing ψ byẋ in the right hand sides of (9)-(11), Weierstrass' Excess Function for the Lagrange problem (1), (2) is obtained as
with line elements (t, x,ẋ) and (t, x, x ′ ) both satisfying the constraint (2) . By a Taylor expansion, it can be easily seen that the validity of the Legendre-Clebsch condition in a certain neighborhood of the line element (t, x,ẋ) is a sufficient condition for the necessary condition of Weierstrass,
The Legendre-Clebsch condition can then be formulated as follows: The minimum of the quadratic form 
This result will play an important role when canonical coordinates are now introduced. 
. This is exactly the type of Hamiltonian known from optimal control theory. The canonical variable y stands for the costate andẋ (2) for the remaining freedom of the optimization problem (1), (2) later denoted by the control.
Nevertheless, the first formulation of a problem of the calculus of variations as an optimal control problem, which can be designated justifiably so, can be found in Hestenes' RAND Memorandum [15] of 1950. 8th Stage: Weierstrass' necessary condition in terms of the Hamiltonian. From Eqs. (13) , (15) , (16) , (19) , and (20) there follows Carathéodory's formulation of Weierstrass' necessary condition which can be interpreted as a precursor of the maximum principle
where (t, x, y) and (t, x, y ′ ) are the canonical coordinates of two line elements passing through the same point. This formula can already be found in Carathéodory's paper [6] of 1926.
3. Side road to a maximum principle of Optimal Control Theory. In Pesch, Bulirsch (1994), a proof for the maximum principle was given for an optimal control problem of type In the following we pursue a different way leading to the maximum principle more directly, still under the too strong assumptions of the calculus of variations. Herewith, we continue the tongue-in-cheek story on 300 years of Optimal Control by Sussmann and Willems (1997) by adding a little new aspect. Picking up the fact thatẋ = v(t, x) minimizes v → L * v (t, x, v), we are led by (6) to the costate p = L ⊤ v (t, x,ẋ) [as in (15) , now using the traditional notation] and the Hamiltonian H,
Then Carathéodory's fundamental equations read as follows [25] . This is the standard form of the Hamiltonian in the context of the calculus of variations leading to the Hamilton-Jacobi equation.
Following however Sussmann and Willems (1997) we are led to the now maximizing Hamiltonian (since we are aiming to a maximum principle), also denoted by H,
x, u) defined accordingly and the traditional notation for the degree of freedom, the controlẋ = u, when we restrict ourselves, for the sake of simplicity, to the most simplest case of differential constraints.
It is then obvious that H ⊤ p = u as long as the curve x satisfieṡ
By means of the Euler-Lagrange equation
and because of H x = −L x , we obtaiṅ
Furthermore, we see H
Since the Hamiltonian H(t, x, u, p) is equal to −L(t, x, u) plus a linear function in u, the strong Legendre-Clebsch condition for now maximizing the functional (1) is equivalent to H uu < 0. Hence H must have a maximum with respect to u along a curve (t, x(t), p(t)) defined by the above canonical equations (24), (25) .
If L depends linearly on u, the maximization of H makes sense only in the case of a constraint on the control u in form of a closed convex set U ad of admissible controls, which would immediately yield the variational inequality H u (t, x,ū, p) (u −ū) ≤ 0 ∀u ∈ U ad (26) along a candidate optimal trajectory x(t), p(t) satisfying the canonical equations (24), (25) withū denoting the maximizer. That is the maximum principle in its known modern form. A missed exit from the royal road of the calculus of variations to the maximum principle of optimal control? Not at all! However, it could have been at least a first indication of a new field of mathematics looming on the horizon.
4.
Conclusions. With Carathéodory's own words: I will be glad if I have succeeded in impressing the idea that it is not only pleasant and entertaining to read at times the works of the old mathematical authors, but that this may occasionally be of use for the actual advancement of science. [. . .] We have seen that even under conditions which seem most favorable very important results can be discarded for a long time and whirled away from the main stream which is carrying the vessel science. ideas are too far in advance of their time, and if the general public is not prepared to accept them, these ideas may sleep for centuries on the shelves of our libraries.
[. . .] But I can imagine that the greater part of them is still sleeping and is awaiting the arrival of the prince charming who will take them home. 
