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Chapter 1 
Introduction 
From Sunlight to Lasers 
 
1.1.  Spectroscopy – An Early History 
The  rainbow  effect,  which  was  observed  as  unwanted  color  fringes  in  the  early 
telescopes of the 17th century, remained an unexplained curiosity of the time. For years 
man  marveled  at  the  multicolored  arc  of  visible  light  without  recognizing  its 
significance.  In  1666 Newton  showed  that white  light  from  the  sun, when  allowed  to 
pass  through  a  small  hole  in  a  window  shutter  and  onto  a  glass  prism,  could  be 
dispersed into a regular series of colors [1]. Newton introduced the word "spectrum" to 
describe this phenomenon, which he projected onto a screen. Newton’s analysis of light 
marked the beginning of the science of spectroscopy. 
 
Figure 1.1: The solar spectrum with Fraunhofer lines. 
The achievements of Joseph von Fraunhofer provided the quantitative basis for 
experimental  spectroscopy.  In  1814  Fraunhofer  extended  Newton's  discovery  by 
observing that a dispersed solar spectrum was crossed by a large number of fine dark 
lines parallel to the slit, known as Fraunhofer lines [2]. Using a convex lens between the 
 slit and the prism, he obtained a better defined series of images. William Wollaston had 
earlier observed a few of these lines in 1802 [3], but failed to attach any significance to 
them.  These were  the  first  spectral  lines  ever  observed,  and  Fraunhofer  assigned  the 
stronger ones  the  letters A  to H, A being  in  the red and H  in  the violet  region (Figure 
1.1).  He  also  studied  spectra  of  the  stars  and  planets,  using  a  telescope  objective  to 
collect the light. This laid the foundation for the science of astrophysics. 
In 1822 Sir John Herschel studied the visible spectra of colored flames and noted: 
“The colors thus contributed by different objects to flame afford in many cases a ready 
and  neat way  of  detecting  extremely minute  quantities  of  them”  [4].  Armed with  the 
theory of absorption and emission, and the fact that each atom and molecule produced a 
unique and characteristic spectrum, Kirchhoff and Bunsen established spectroscopy as a 
scientific tool for probing atomic and molecular structure [5], and founded the field of 
spectrochemical analysis for analyzing the composition of materials. 
With  the development of  the  electric  arc  lamp over  the earlier  Bunsen burner, 
the  atomic  spectra  of  all  elements  could  be  studied.  In  1885  Balmer  observed  the 
spectrum of hydrogen with emission wavelengths at 6563, 4861, 4341, 4102 and 3970 
Å. This showed that atoms emitted  light at discrete frequencies. A new era  in spectral 
interpretation  was  initiated  by  Niels  Bohr  in  1913  [6]  by  linking  line  spectra  to  the 
quantum theory proposed by Planck and Einstein. 
The  electronic  structure  of  matter  could  now  be  investigated  using  visible 
emission spectroscopy as a tool as it helped one study the transitions of outer electrons 
in  atoms  and  molecules.  Later  on,  August  Beer  by  proposing  the  Beer’s  law  [7] 
established that like in emission, absorption spectra could be used to identify elements 
or study electronic transitions. The science of optical absorption spectroscopy was thus 
born. 
1.2. Molecular Spectra  
Spectroscopy is the study of the interaction of light with matter.  When an isolated atom 
or molecule absorbs or emits a photon of energy   it produces a transition from a state 
with energy   to another state with energy  . Energy conservation requires that 
 .                                                                     ሺ1.1ሻ 
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The states involved can be discrete, bound states with sharply defined energies. 
In a spectrum such a transition shows up as a sharp  line at the wavelength . 
The  unstable,  repulsive  states,  which  lead  to  a  dissociation  of  the  molecule  are 
characterized  by  a  frequency  continuum  and  transitions  into  or  from  such  states 
produce a broad absorption or emission spectrum. 
 
Figure 1.2: Schematic visualization of the energy levels of a molecule. 
In general, molecular spectra are more complicated than atomic spectra because 
of the additional  internal degrees of  freedom and also the geometrical arrangement of 
the  nuclei  and  their movements.  First, molecules  possess more  electronic  states  than 
atoms. Second, the nuclei of a molecule can vibrate around their equilibrium positions. 
Finally,  a  molecule  as  a  whole  may  rotate  around  axes  through  its  center  of  mass. 
Therefore, for each electronic molecular state there exist a large number of vibrational 
and rotational energy levels (Figure 1.2). 
Molecular spectra can then be characterized as: 
• Transitions  between  different  rotational  levels  for  the  same  vibrational  (and 
electronic)  state  which  lead  to  pure  rotational  spectra  with  wavelengths  in  the 
microwave region   (λ ≈ 1 mm to 1 m). 
• Transitions  between  rotational  levels  in  different  vibrational  levels  of  the  same 
electronic  state which  lead  to  vibration‐rotation  spectra  in  the  infrared  (λ  ≈  2‐20 
μm). 
 • Transitions between two different electronic states having wavelengths from the UV 
to the near IR (λ ≈ 0.1‐2 μm). 
Each  electronic  transition  comprises many  vibrational  bands  corresponding  to 
transitions between the different vibrational levels of the two electronic states involved. 
Each  of  these  bands  could  also  be  rotationally  resolved  (rovibronic  transitions).  To  a 
very good approximation, the frequency of the absorbed or emitted photon is then given 
by 
                                ሺ1.2ሻ 
The thesis concerns itself mainly with the electronic structure and properties of 
linear polyatomic molecules. With all atoms in a straight line two symmetry classes are 
distinguished, which  comprise molecules with  a  center  of  symmetry  (D∞h)  and  those 
with no center of symmetry (C∞v).   The Σ terms are non‐degenerate; all other terms in 
the character table are two‐fold degenerate. The subscripts g and u refer to symmetrical 
and  antisymmetrical  behavior  of  the  electronic  eigenfunctions  with  respect  to  the 
center  of  symmetry.  σv  symbolizes  planes  through  the  figure  axis.  The  signs  +  and  – 
denote  symmetrical  and  antisymmetrical  behavior with  regard  to  reflections  in  these 
planes, corresponding to Σ+ and Σ‐ terms. According to group theory, the symbols for the 
electronic  terms and the transformation properties can be multiplied with each other. 
The process is called formation of the direct product, the result of which is again a term 
symbol,  or  when  two  degenerate  terms  are  multiplied,  several  term  symbols.  Thus, 
gives   and   gives   and . 
Electronic transition probabilities are determined by the matrix elements of the 
dipole moment  . Here   and   are electronic eigenfunctions  in  the 
upper  and  lower  states,  and    is  the  dipole  moment  of  the  system  of  nuclei  and 
electrons for a definite electronic configuration. The integral differs from zero only if the 
direct product of the transformation properties of the separate factors contains a totally 
symmetric  term.  In other words, a combination between two states  is allowed  if  their 
direct product contains a term which transforms like one of the translations Tx, Ty or Tz. 
The  vibrations  of  a  polyatomic  molecule  can  be  classified  according  to  their 
symmetries in a similar way as the electronic states. There are both non‐degenerate and 
5 
 
degenerate  vibrations;  in  non‐  degenerate  vibrations  the  atoms  of  a  molecule  move 
along  straight  lines  and  all  are  in  phase.  These  vibrations  are  symmetrical  or  anti‐
symmetrical  with  respect  to  various  symmetry  operations.  If  they  preserve  the 
symmetry  during  all  symmetry  operations,  they  are  called  totally  symmetric. 
Degenerate  vibrations  occur  when  several  independent  motions  exist  with  the  same 
frequency. In the case of linear molecules, Σ and Π terms correspond to non‐degenerate 
and  degenerate  vibrations  respectively.  The  lowest  vibrational  state  is  always  totally 
symmetric. If two different normal vibrations are excited, the symmetry of the resulting 
vibrational  levels  is  obtained  by  the  direct  product  of  the  terms  belonging  to  the 
separate normal  vibrations. The vibronic  eigenfunction  is  given by  the product of  the 
electronic  and  the  vibrational  eigenfunctions.  The  transition  probabilities  are 
proportional  to  the  square  of  the matrix  elements  .  It  is 
proportional to ,  the first  factor   giving the electronic part 
of  the  transition probability, while  the probability  for changes  in vibrational quantum 
numbers is given by the second factor. In other words, the transition probability will be 
different from zero only if the vibrational eigenfunction has the same symmetry in the 
initial and final states. Often,  the electronic degeneracy, which  is a consequence of the 
symmetry of the molecule, may be split when the nuclei occupy an asymmetric position. 
Figure 1.3 shows the splitting of a Π electronic state by a deformation vibration.  
The rotational structure in polyatomic spectra yields not only an estimate of the 
moments  of  inertia  but  also  information  about  the  position  of  electronic  transition 
moment within the molecule. The only important deviation from the rotational levels in 
infra‐red spectra is that the moments of inertia may be different in the initial and final 
states. Rotational bands with pronounced heads and a shading towards the red or violet 
side result. For linear molecules the moment of inertia about the molecular axis is zero 
while  the  two  other  moments  of  inertia  are  equal.  The  rotational  energy  levels  are 
, where    is  the moment of  inertia about an axis perpendicular  to 
the figure axis,   is the total angular momentum and   is the angular momentum about 
the  molecular  axis.  In  polyatomic  molecules    is  obtained  by  adding  the  vibrational 
angular  momentum  to  the  electronic  angular  momentum .  The  rotational  selection 
rules are  . In addition   is forbidden if   or if the band corresponds 
 to a   transition. For  ,   the lines   are weak, particularly 
for high   values. 
 
Figure 1.3: Splitting of a Π state by a deformation vibration. 
Wavelength measurements of  spectral  lines allow  the determination of energy 
levels  of  the  atomic  or  molecular  system.  The  line  intensity  is  proportional  to  the 
transition  probability,  which  measures  how  strongly  the  two  levels  of  a  molecular 
transition  are  coupled.  The  rotational  spectra  yield  the  geometrical  structure  of  the 
molecule, the vibrational spectra give information on the forces between the vibrating 
atoms  of  a molecule,  and  the  electronic  spectra  determine  the  electronic  states,  their 
stabilities,  and  the  electron  distributions.  The  natural  linewidth  of  a  spectral  line  can 
yield the lifetimes of excited states or dissociation energies. Qualitatively, the spectrum 
can  also  be  matched  with  reference  spectra  of  interest  and  the  molecular  species 
identified [8]. Thus, the complete analysis of a spectrum of sufficient spectral resolution 
provides a plethera of information for a particular molecule. 
1.3. Laser Spectroscopy  
The introduction of lasers to spectroscopy gave a highly stimulating impetus to the field 
of  molecular  physics.  The  much  higher  spectral  intensity  as  compared  to  classical 
radiation  sources,  narrow  linewidths,  good  beam  collimation,  and  the  availability  of 
ultrashort pulses of light have enabled a vast number of new spectroscopic techniques 
that  surpass  experimental  limitations  of  classical  spectroscopy  in  terms  of  detection 
sensitivity  and  spectral  and  temporal  resolution.  Some  of  these  techniques  include 
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intracavity laser spectroscopy [9], photoacoustic spectroscopy (PAS) [10], laser induced 
fluorescence (LIF) [11] etc. For example, in LIF (Figure 1.4), when the laser wavelength 
  is  tuned  to  an  absorbing  molecular  transition   the  number  of  photons 
absorbed per second along the pathlength   is 
 ,                                                             ሺ1.3ሻ 
where    is the number of incident laser photons per second,   the absorption cross 
section per molecule, and   the density of molecules in the absorbing state  .  
 
Figure 1.4: Basic Principle of LIF. 
The number of  fluorescence photons emitted per second from the  excited  level 
is  
 ,                                                             ሺ1.4ሻ 
where    stands for the total spontaneous transition probability to all levels 
with       and  ,  the quantum efficiency of  the excited state which can possibly 
also be deactivated by other radiationless processes. 
The  extremely  high  sensitivity  of  this  technique  has  been  demonstrated 
impressively by Fairbank et al. [12], who performed absolute density measurements of 
sodium  vapor  in  a  particle  density  of    cm‐3.  However,  due  to  collisional 
quenching and increased scattering, the technique is less suited to applications at high 
pressure. The same applies  to excited electronic states  that have poor quantum yields 
for emission.  
 Throughout the present work, focus is brought on laser absorption spectroscopic 
techniques.  In  the  case  of  laser  absorption  spectroscopy,  the  loss  of  electromagnetic 
energy  after  the  radiation  passes  through  a  cell  containing  the  sample  is  measured 
(Figure 1.5). According to the Beer‐Lambert law, the transmitted intensity, , at 
the wavelength λ is related to the incident intensity   by 
                                                    ሺ1.5ሻ 
where    is  the  absorption  coefficient,  and    is  the  effective  pathlength  of  the 
sample. For a weak absorption, the absorption coefficient can be computed from 
         .                                              ሺ1.6ሻ 
 
Figure 1.5: Conventional direct absorption measurement. 
Clearly,  the  minimum  detectable  concentration  of  absorbers  for  a  specific 
absorption  transition  is  inversely proportional  to  the  effective  sample pathlength and 
directly proportional to the minimum intensity fluctuation of the system. However, the 
sensitivity of such a technique is limited by the accuracy of measurement   and the 
stability of the light source. Therefore, other techniques which are based on increased 
absorption  pathlength  (Herriott/White  cell)  or  frequency  modulation  have  been 
developed, pushing detection limits to the parts‐per‐billion range. An example is cavity 
ring‐down (CRD) spectroscopy [13], a direct linear laser absorption technique which is 
based  on  the  measurements  of  decay  times  of  optical  resonators  filled  with  the 
absorbing species. The subsequent chapters detail this technique along with four wave 
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mixing  (FWM)  [14]  spectroscopy,  which  involves  the  non‐linear  interaction  of  three 
incident light waves to produce the fourth wave via the third order susceptibility  . 
The  relevance  of  laser  spectroscopy  for  numerous  applications  in  physics, 
chemistry,  biology  and  medicine  or  to  environmental  studies  and  atmospheric 
monitoring  [15]  has  rapidly  gained  enormous  significance.  Applications  in  analytical 
chemistry  include  ultrasensitive  detection  of  small  concentrations  of  pollutants  and 
trace  elements  [16].  Because  of  its  high  sensitivity,  laser  spectroscopy  can  be 
successfully  used  to monitor  short‐lived  intermediate  products  in  chemical  reactions 
[17]  or  temperature  measurements  in  combustion  environments  [18].  Detailed 
information  on  the  internal  state  distribution    of  reactant  products  and 
collision  induced  energy  transfer  processes  ሾ19ሿ  can  also  be  extracted.  Other 
applications of laser spectroscopy include surface analysis and plasma characterization 
ሾ20ሿ,  study  of  DNA  complexes  ሾ21ሿ,  time‐resolved  spectroscopic  measurements  of 
biological processes ሾ22ሿ, cancer diagnostics ሾ23ሿ, breath analysis ሾ24ሿ and so forth.  
 
Table 1.1: Interstellar molecules. 
Molecular  spectroscopy  and  astronomy  have  gone  in  sync  over  the  years. 
Spectral features in various frequency regions of the electromagnetic radiation are used 
 to  indicate  the  presence  of  atomic  or  molecular  species  in  stellar  or  planetary 
atmospheres,  including the Earth, or  in the interstellar ሺISMሻ or circumstellar medium 
ሺCSMሻ. Table 1.1  shows  some of  the molecules which have been  identified  in  the  ISM 
ሾ25ሿ. The structure and spectroscopic properties of bare carbon species and ions have 
been studied over the past several years because of their astrophysical significance. C2 
and C3,  two of  the best  characterized among  these,  have been detected  in diffuse  and 
translucent molecular clouds ሾ26, 27ሿ via their electronic transitions. In addition, C3 and 
C5 have been detected in circumstellar shells of the carbon rich star, IRC൅10216 by IR 
spectroscopy ሾ28ሿ.  
In  the  laboratory,  the  origin  band  of  the  3Σ   ՚  X  3Σ   transition  of  C4  was 
recorded using the CRD technique ሾ29ሿ. Electronic spectra of C5, C6, C8 and C9 have been 
measured  in  the  gas  phase  by Resonance  Enhanced Multi‐photon  Ionization  ሺREMPIሻ 
spectroscopy  ሾ30ሿ.  Besides  pure  carbon  radicals,  hydrogen  terminated  carbon  chains, 
CnH  ሺnൌ2–8ሻ  have  been  detected  in  dark molecular  clouds  and  envelopes  of  evolved 
stars  ሾ31ሿ.  The  ground  electronic  states  are  well  characterized  for  these  species  by 
microwave spectroscopy ሾ32ሿ. The electronic spectrum of the B2Π՚X2Σ൅ band system of 
C3N  which  has  been  detected  in  the  ISM  ሾ33ሿ,  was  measured  using  LIF  ሾ34ሿ.  The 
availability  of  transition  frequencies  and  intensities  with  appropriate  accuracies  is 
required to identify and quantify the abundance of a certain species unambiguously.  
1.4. Structure of the Thesis 
The  laboratory  and  astronomical  investigations  in  the millimeter‐wave  region  lead  to 
the  identification  of  many  carbon  chains  in  space,  including  ions  and  radicals. 
Measurements  on  these  molecules  are  difficult  because  they  are  short‐lived  species 
generated in small number densities. Discharge and laser vaporization sources coupled 
to a supersonic jet expansion are, so far, the most effective techniques used to generate 
sufficiently  large  densities  suitable  for  spectroscopic  studies  of  these  transients.  The 
present  work  describes  the  combination  of  these  molecular  sources  with  high 
resolution CRD and FWM spectroscopic techniques applied to detection of radicals and 
ions of astrophysical significance. 
Chapters  2  and  3  describe  the  theoretical  background  of  CRD  and  FWM 
techniques, respectively. Both degenerate and two‐color FWM are elaborated on. 
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Chapter 4 focuses on the details of the current experimental set‐up. The chapter 
describes supersonic slit expansion and its advantages when coupled to discharge and 
vaporization  sources.  Details  about  the  laser  ablation  source  are  given  with 
experimental demonstration of its sensitivity and selectivity compared to older ablation 
sources and an electric discharge nozzle (Appendix B). Detection  feasibility  for higher 
carbon chains is also presented. 
Chapter  5  discusses  how  CRDS  has  been  employed  to  detect  the  3Π←3Π 
electronic transition of C6H+ for the first time in the gas phase. Partially resolved P lines 
and  observation  of  band  heads  permitted  a  rotational  contour  fit.  Spectroscopic 
constants in the ground and excited‐state were determined. This chapter also gives the 
results  for  the  study  of    to  resolve  its  rotational  structure  using  CRDS.  The 
rotational analysis of 3  and 7  vibronic bands of the A2Πu←X2Πg electronic transition of 
diacetylene cation is also described. 
The discovery of visible diffuse absorption bands in stellar spectra dates back to 
1922 when a report on the observation of two spectral features, centered at 5780Å and 
5797Å  in  the  binary  spectra was  published  by  Heger  [35].  These  stationary  features 
were  named  Diffuse  Interstellar  Bands  (DIBs),  presumed  to  arise  from  gaseous 
molecules. Several hypotheses have been put forward for their origin, most prominent 
being  carbon  chains  and  polycyclic  hydrocarbon  cations  [36].  However,  apart  from 
small carbon molecules like C2, C3, CH [26] etc., no reliable identification of any complex 
DIB carrier has been reported so far. Chapter 6 presents an astronomical breakthrough 
giving laboratory and astronomical evidence for l‐C3H2 in the diffuse interstellar clouds 
and  its  identification  as  a DIB  carrier  [8].  This  also  depicts  the  sensitivity  of  CRDS  in 
detecting weak, broad absorption features. 
Chapter 7  demonstrates  how  slit  jet  expansion  coupled with FWM offers both 
selectivity and sensitivity in the spectroscopic detection of neutrals and ions generated 
in diluted plasmas. The first spectroscopic detections of a polyatomic cation HC4H+ and 
an anion C  produced  in  an electrical discharge by FWM spectroscopy are presented. 
The potential of FWM in selective determination of radicals is demonstrated in the case 
of C3/C4H, C3/HC2S and furthermore, within the Ω=3/2 and 1/2 spin‐orbit components 
of the origin band of the A2Πu←X2Πg electronic transition of HC4H+.  
 The 2Π electronic states of both HC4H+ and C4H are affected by the non‐adiabatic 
Renner‐Teller  (R‐T)  coupling  effects.  The  high  spin‐orbit  quenching  upon  vibrational 
excitation  in  the  3   and  7   vibronic  bands  of  the  A2Πu←X2Πg  electronic  transition  of 
HC4H+ is explained by carrying out a vibronic analysis taking to consideration the R‐T, 
spin‐orbit and Fermi resonance interactions between the ν3 and ν7 modes. The analysis 
is described in detail in chapter 8. The detection of vibronic energy levels above the 2Σ+ 
ground state of C4H using double resonance FWM is also presented. The sensitivity and 
unique  characteristics  of  the  technique  permit  detection  of  new  levels.  The A2Π  state 
lying  222  cm−1  above  the X2Σ+  ground  state  is  also  observed,  confirming  the  analysis 
from  anion  photoelectron  spectroscopy  but  with  improved  accuracy.  In  this  case,  an 
analysis is carried out for the lowest bending modes ν6 and ν7 in the A2Πu state of C4H. 
Lastly, chapter 9  concludes and provides an outlook of  the presented work, entailing 
modifications  which  can  be  made  to  the  incorporated  experimental  set‐up.
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Chapter 2 
Cavity Ring­down Spectroscopy 
 
2.1. Introduction 
The measurement of electronic spectra of supersonically cooled molecules and clusters 
using  techniques  like  laser  induced  fluorescence  (LIF)  or  resonant  enhanced  multi 
photon  ionization  (REMPI)  is  a  widely  incorporated  approach  for  addressing  many 
problems in chemistry. However, these methods often fail for systems affected by rapid 
internal conversion, predissociation, or other dynamical processes,  in these cases they 
cannot be used for reliable intensity measurements. It would be convenient to measure 
the  spectra  in  direct  absorption,  as  the method  determines  absolute  band  intensities 
and accesses states  that are  invisible  to LIF or REMPI  [1]. However, direct absorption 
methods are generally orders of magnitude less sensitive than these “action” techniques 
and are, therefore, difficult to apply to transient species, such as clusters or radicals. 
 
Figure 2.1: The (a) Cavity Ring Down and (b) Laser Induced Fluorescence spectra of HNO in the 
region of the   100–000 4–3 and 020–000 5–4 sub‐bands [2]. 
Cavity Ring‐down Spectroscopy  (CRDS)  is  a  linear,  direct  absorption  technique 
that scores over  traditional absorption  techniques  in  terms of  ease of  implementation 
 and  high  sensitivity,  sufficient  for  transient  detection  of  radical  species  in  molecular 
beams.  In  particular,  CRDS  is  largely  immune  to  shot‐to‐shot  variations  in  the  laser 
intensity, and benefits from tremendously long effective pathlengths through a sample 
simply by the use of a cavity consisting of two high finesse mirrors (R > 99.99%). The 
advantages of pulsed‐CRDS are that one can reach any wavelength from the IR (4‐5 μm 
with OPO lasers) to the UV (≈200 nm by harmonic generation with pulsed dye  lasers) 
and  the  simple experimental  set‐up. Besides,  the high  resolution of  the  tunable  lasers 
used  for  CRDS  makes  it  a  versatile  tool  for  studies  of  molecular  spectroscopy  and 
dynamics. A good example of the advantage of CRDS over LIF has been demonstrated in 
the case of HNO [2]. Much of the structure seen in the CRD spectrum is absent in the LIF 
spectrum because of predissociation of the excited state (Figure 2.1). 
 
Figure 2.2:  Cavity Ring Down  absorption  spectrum of  the  106←000  transition of HCN at  100 
Torr.  By  recording  this  spectrum  at  different  pressures,  it  was  shown  that  there  is  a  large 
collisional line mixing effect in the proximity of the R heads. Figure reproduced from [9]. 
The  first  demonstration  of  the  use  of  CRDS  with  pulsed  lasers  for  sensitive 
absorption measurements was made by O’Keefe  and Deacon  [3] dating back  to 1988. 
They  detected  the  overtone  transitions  of  O2  in  air,  with  a  fractional  absorbance  per 
pass  of  ca.  1  ppm, whilst  follow  up work  demonstrated  1  ppb  detection  for  NO2  [4]. 
Since then, trace gas detection by CRD absorption spectroscopy has been demonstrated 
for  radicals  like  OH  [5],  CH3  [6]  in  flames  and  discharges,  and  for  trace  amounts  of 
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atomic  mercury  vapor  and  ammonia  [7]  in  ambient  air.  CRDS  was  also  applied  for 
investigation of jet‐cooled metal clusters in a molecular beam [8]. 
Applications of the technique were extended to detailed spectroscopic studies of 
line  intensities,  transition  wavelengths,  and  coupling  effects  in  vibrational  and 
rotational spectra of gas phase species by Lehmann and Romanini. They used CRDS for 
measurement of absolute oscillator strengths of forbidden transitions of HCN [9, 10] in 
static  gas  cells  and  extended  the  range  of  observed  overtones  in  the molecule  to  six, 
seven  and  eight  stretching  quanta  for  various  isotopomers  (Figure  2.2).  Kinematic 
studies of aromatic  radical  reactions  rate have been performed  by Lin and coworkers 
[11]. Reactions of NH2 with NO were studied by photolysing NH3 in the presence of NO 
and monitoring the loss of absorption by NH2 at 537.6 nm [12]. 
 
Figure 2.3: The rotationally resolved origin band of the   transition of C6H [13]. 
The  exceptional  sensitivity  of  CRDS  makes  it  suitable  for  applications  to 
electronic spectroscopy of gas phase molecules in hostile environments. A combination 
of CRDS with cathode discharges has enabled detection of the species C2nH (n=3, 4, 5) 
[13,  14].  Figure  2.3  shows  the  rotationally  resolved  electronic  spectrum of  the  origin 
 band of the   transition in C6H [13] recorded by CRDS in a slit nozzle plasma 
discharge. The even/odd numbered polyacetylene cations have 2Π ground states arising 
from π3/π1 configuration. In even numbered chains, electronic spectra show signatures 
of vibronic coupling between the low‐lying 2Π and 2Σ+ states. The 2Π state progressively 
redshifts as the chain length increases. These species are particularly important due to 
their astrophysical significance [15]. The   electronic systems of HCnH+ (n=4, 
6,  8)  have  been  rotationally  resolved  using  pulsed‐CRDS  [16,  17,  18].  CRDS  has  also 
been applied to study of rapid predissociation of small radicals and reactive molecules 
[19].  
2.2. Basic Considerations 
Light  from  a  pulsed  laser  is  stored  typically  in  the  order  of  microseconds  in  a  high‐
finesse  optical  cavity  formed  by  two  dielectric  plano‐concave  mirrors  (R  =  0.9999) 
during which it makes thousands of round trips. In the absence of any absorbing species 
in  the  volume  between  the  mirrors,  the  primary  losses  of  the  cavity  are  from  the 
transmittance of the mirrors and diffraction losses. An injected  laser pulse is reflected 
back and forth within the cavity with intensity decreasing exponentially in time with a 
rate determined by  the  reflectivity of  the mirrors and  the  length of  the cavity  (Figure 
2.4). The reflectivity of the mirrors can be determined by measuring the time constant 
for the intensity decay of light stored inside the cavity. This is termed as the ring‐down 
time τ, which equals the time taken for the light pulse to reach to e­1 the intensity of the 
initial  pulse.  With  an  absorbing  species  introduced  into  the  cavity,  the  losses  of  the 
cavity  increase  as  a  result  of which  the  exponential  decay occurs  over  a  shorter  time 
frame than that observed without the species. 
In  the  case of  an empty  cavity with  two mirrors of  the  same  reflectivity R,  the 
intensity within the cavity decreases exponentially (Figure 2.4) as 
,       (2.1) 
where  I0  is  the  intensity of  the  initial pulse and  I(t)  is  the  intensity after  time  t.  If  the 
mirrors are separated by a length L, the number of round trips in time t will be tc/2L, c 
being the speed of light. Taking the loss per reflection as 1­R, the above equation can be 
expressed as 
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     .                                                          (2.2) 
By the definition of the ring down time then,  is given by the relation 
     ,                                                      (2.3) 
where tr is the transit time for a round trip, typically in the order of 0.7‐7 ns. 
For  a  round  trip  in  the  cavity  now  containing  species  that  absorb  at  the 
frequency ω of the injected laser pulse, the loss due to absorption is given by 
   ,                   (2.4) 
where  α  =  σN  is  the  absorption  coefficient  (cm‐1).  The  total  loss  in  the  cavity  now 
becomes  , from which it follows that 
  ,                                          (2.5) 
giving the ring‐down time τ as 
   .                                                            (2.6) 
On combining (2.3) and (2.6), one gets 
  .                                                            (2.7) 
This equation shows that the absorption coefficient for a given frequency can be 
obtained just by knowing the two ring‐down times of the cavity. 
To  extract  spectra  from  exponential  decays  recorded  at  each  laser wavelength 
ensuring  the  lowest  possible  detector  and  shot  noise,  an  AD  converter  (12/16  bit 
resolution)  or  a digital  oscilloscope  is  used  to digitize  the detector decay  signal,  after 
which one can do a weighted least squares fit to the resulting signal. The analog signal 
entering  the  AD  converter  is  low  pass  filtered  to  produce minimum distortion  of  the 
early  part  of  the  ring  down  signal.  The  data  is  iteratively  fit  to  a  functional  form 
. When the DC level of the detector is not sufficiently stable, the fit includes an 
adjustable baseline. Alternately, two gated integrators with the same window size and 
different delays   and   from the beginning of the ring down signal can be used. 
By  taking  the  logarithm  of  the  ratio  of  these  two  integral  values,  one  obtains   
directly.  
  
 
Figure 2.4: Basic principle and setup of cavity ring down experiment. The sample is contained in 
the ring down cavity formed by mirrors of reflectivity R separated by distance L. 
In a cavity with two mirrors of reflectivity  , the number of round trips   within 
the  time  taken  for  the  intensity  to  fall  to    of  its  initial  value  is  given  by 
. For example, a mirror reflectivity of 0.99999 results in 50000 round 
trips,  giving a pathlength of 100 km  in  a 1 m cavity. The  stability  condition  is  always 
satisfied in terms of the radii of curvature of the mirrors, R and the length of the cavity, 
L. This is given as 
 .                                                                 (2.8) 
The fact that the technique is immune to shot‐to shot laser fluctuations and long 
pathlengths  are  achieved  inside  the  cavity  increases  the  sensitivity  of  CRDS manifold 
over other absorption spectroscopy. Sensitivity in CRDS measurements is expressed in 
terms  of  the  minimum  detectable  fractional  absorption  per  pass  through  the  cavity, 
which is given as 
Laser 
Detector 
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  .                                                        (2.9) 
This is characteristic for very small absorbance in a single pass so that  .  
  Taking the change in the ring down time upon tuning to an absorption feature as 
,  and  combining  (2.3)  and  (2.7),  the  minimum  detectable  absorbance  per 
pass can be written as  
    .                                                    (2.10) 
As  an  illustration,  suppose  a  1  m  cavity  is  bounded  by  mirrors  of  reflectivity 
, so that   equals 30 μs. If the minimum detectable change in the ring down 
time is 6.7 ns, then the minimum fractional absorption per pass is   or 
20ppb, giving a minimum absorption coefficient of   cm‐1.  
2.3. Mode Formation and CRDS 
In a Fabry‐Perot cavity, the longitudinal modes determine the frequencies of radiation 
that satisfy the wavelength requirements. In general, the allowed oscillation frequencies 
for these modes are given by 
   ,                                                                   (2.11) 
where   is the frequency of the radiation,   is the longitudinal mode index and   is the 
corrective term to account for the non‐planar wavefront. This gives the spacing between 
two adjacent longitudinal modes as 
   .                                                                 (2.12) 
In  addition  to  longitudinal  or  axial  modes,  various  types  of  transverse 
electromagnetic modes, which  determine  the  cross‐sectional  profile  of  the  beam,  can 
develop  in  cavities.  The  lowest  order  transverse mode,  TEM00,  has  a  Gaussian  cross‐
sectional profile, while higher order modes are broken up into  an array of sub‐beams. 
For  a  given  transverse  mode,  there  are  an  infinite  number  of  longitudinal  modes 
associated with it, separated by   The phase delay for a round trip through the cavity 
differs  slightly  for  different  transverse  modes.  The  frequency  spacing  between  two 
successive  transverse  modes  is  usually  much  smaller  than  the  spacing  between  two 
successive longitudinal modes, and depends on the characteristics of the cavity. 
 For  a  52  cm  cavity  which  has  been  used  in  the  present  experiments,  the 
longitudinal mode spacing for the TEM00 transverse mode is 288 MHz (0.009 cm‐1), as 
shown in Figure 2.5. Excitation of a single, Lorentzian cavity mode results in exponential 
decay of light intensity in the cavity. If the laser pulse does not match the TEM00 mode of 
the  cavity  or  is  not  injected  perfectly  axially  into  the  cavity,  transverse  modes  are 
established with frequencies lying between those of the longitudinal cavity modes.  
 
 
 
 
 
Figure 2.5: Longitudinal mode structure of a 52 cm long cavity. 
A non‐exponential  decay of  intensity  is  observed  if  the Beer‐Lambert  behavior 
for  a  single  pass  of  light  through  the  cavity  is  violated.  The  Beer‐Lambert  behavior 
requires  that  the  widths  of  the  absorption  spectral  lines  be  greater  than  the  laser 
linewidth  within  the  cavity.  This  is  common  to  all  kinds  of  absorption  spectroscopy, 
however, in CRDS, if the loss from absorption by species in the cavity is much less than 
the  total  cavity  loss,  an  approximately  exponential  decay  results  and  an  effective 
absorption  coefficient  can  be  measured  even  if  the  laser  linewidth  exceeds  the 
absorption linewidth. A modulation in the exponential decay also results  from beating 
of  different  frequency  components  in  case  of  multiple  longitudinal  mode  excitations. 
However, this beat pattern is usually washed out after multiple averaging of the decay 
waveform.  Also,  with  pronounced  interference  effects  between  the  longitudinal  and 
transverse  modes  in  the  cavity,  a  non‐exponential  decay  is  observed  and  spectral 
intensities and absorption coefficients obtained by single exponential analysis becomes 
inaccurate. 
The effects of mode  formation on CRDS  [20],  or  the  conditions  for which  (2.6) 
holds  are  established  in  terms  of  the  relationship  between  the  pulse  duration ,  the 
round‐trip transit time   and the relaxation time of the absorbing species  . For both 
0                      10                      20                         30      
                                        ν/ 10‐3 cm‐1                                
Δν=0.009 cm‐1 
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cases discussed below, the linewidth of the absorbing species must be greater than the 
longitudinal mode spacing to avoid missing spectral features [21]. 
Case 1:   
In  this  case,  the  absorbing  species  interacts  with  a  quasi‐continuous  light  wave.  The 
amplitude of  the pulse  envelope  is  invariant during  the  relaxation  time  . Under  the 
condition that  , longitudinal mode formation cannot occur.  However, if the pulse 
duration is greater than than the round‐trip transit time, cavity modes develop due to 
interference between pulse fragments propagating in the same direction as a result of 
which  absorption  occurs  when  the  transition  coincides  with  one  or  more  of  these 
modes. 
Case 2:   
For  ,  the  species  inside  the  cavity  absorb  a  series  of  light  pulses  during  their 
lifetime. The molecules in the cavity do not absorb light except at the longitudinal mode 
frequencies.  Thus  absorption  is  enhanced  for  the  resonant  transitions  while  it  is 
suppressed for the non‐resonant ones. 
When  a  large  number  of  transverse  modes  are  excited  in  the  cavity,  the 
longitudinal mode  frequencies  overlap,  and  a  quasi‐continuum  of  longitudinal modes 
results  [5].  This  guarantees  the  presence  of  cavity modes  under  the  linewidth  of  any 
spectral transition. In this way, it is possible to couple even a narrowband laser into the 
cavity. 
The above conditions can be demonstrated using a cavity transmission function 
assuming  a  single  transverse  cavity  mode.  The  intensity  of  the  signal   
emerging from the cavity can be expressed as 
  ,                                                  (2.13) 
where   is the intensity of the single‐mode pulse of frequency ω  before it enters the 
cavity,    is  the  cavity  transmission  at ω,  and  the  exponential  factor  describes  the 
decay  with  the  round‐trip  loss  coefficient  for  the  cavity  with  sample  as 
.  The  function      depends  on  the  relation  between  the  pulse 
length   and the cavity round trip length  .  Figure 2.6 shows three separate cases for a 
 transverse mode  in  a  cavity with  the  pulse  length  shorter  and  longer  than  the  cavity 
round trip length, and also for pulse length longer than the ring down time τ.  
 
Figure 2.6: Transmittance of an optical cavity as a function of pulse frequency for different pulse 
lengths  ሾ20ሿ.  The  dotted  line  represents  the  case ,  the  dashed    and  the  solid 
line . 
For a pulse shorter than  , the cavity transmission is not frequency selective and 
depends only  on  the mirror  transmittivity T.  In  this  case  the  transmission  function  is 
given as  
  .                                                                  (2.14) 
For a pulse length equal to twice  , the cavity transmission function increases at 
frequencies resonant with the cavity mode frequencies and decreases  for off‐resonant 
frequencies. The transmission function will be a cosine squared function given as 
 .                                                   (2.15)  
   
Figure  2.7:  Experimental  condition  for  single  exponential  decay  of  ring  down  transient.  The 
absorption line is broad compared to the cavity longitudinal mode spacing, and the pulse length 
is much longer than the cavity round‐trip length. The line‐center frequency of the pulse is tuned 
to the center of the absorption line and excites a single cavity mode. 
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  For pulses  longer  than  τ,  the on‐resonance  transmittance  approaches 100%  in 
the absence of absorption losses while the off‐resonance transmittance is proportional 
to  /4. An example of  an experimental  situation where  the necessary  conditions  for 
the exponential decay model are satisfied is shown in Figure 2.7. 
The mode structure of a cavity,  its consequences for CRDS, and  the influence of 
laser  bandwidth  have  been  discussed  in  detail  in  articles  by  Zalicki  and  Zare  [20], 
Lehmann  and  Romanini[21],  Hodges  et  al.  [22,  23],  Scherer  et  al  [24]  and  the 
development  of  the  technique  and  its  applications  in  various  book  compilations  like 
Busch and Busch [25] and Berden and Engeln [26]. 
2.4. Factors affecting CRDS 
In CRDS, the best sensitivity is obtained when a single longitudinal mode of the cavity is 
excited. This is difficult to achieve with pulsed lasers since  they have a relatively large 
bandwidth. In the UV‐VIS spectral region, the longitudinal mode spacing of the cavities 
is much narrower than even most Doppler broadened lines, however, as one moves to 
the IR and Doppler widths narrow, substantial distortion occurs in the sampling of the 
lineshape. The pulsed technique also suffers from inefficient mode matching of the laser 
beam to the TEM00 cavity mode. An experimental procedure to optimize mode matching 
was  realized  by  Lee  et  al.  [27]  by  monitoring  the  non‐degenerate  transverse  mode 
beating  brought  about  by  splitting  the  eigenmode  frequencies  from  the  induced 
asymmetry of the cavity. 
A  sample  with  wavelength  dependent  loss  also  has  dispersion  which  leads  to 
shifts  in  the resonance  frequency of  the cavity modes  [25]. A detailed  treatment of  its 
effect  on  CRDS  is  given  in  Appendix  A.  The  dielectric  mirrors  themselves  introduce 
some cavity dispersion, which  changes  the  cavity mode  spacing.  These  shifts must be 
considered  if  one wants  to effectively  couple a  laser  source with a  spectral  frequency 
comb with a CRDS cavity. Also,  the broad bandwidth Amplified Spontaneous Emission 
(ASE)  associated  with  pulsed  lasers  contributes  to  the  ring  down  decay  transient. 
Without  corrections  like  narrow  band  interference  filters  to  suppress  the  ASE,  the 
accuracies of the absolute spectral intensities will suffer. 
 Another  important effect  is  that any  feedback of  light  leaving  the cavity  that  is 
back  reflected  into  the  cavity mode will  interfere  with  light  inside  the  cavity.  A  ring 
optical cavity has an advantage in this regard as any back reflection is couple  into the 
oppositely propagating mode. Also,  the high‐reflectivity mirrors used  in CRDS are  too 
delicate,  they may  get  dirty,  and  in  general  the  cavity  quality may  be  spoiled.  These 
mirrors are commercially available over short wavelength ranges too and have residual 
birefringence of a few μrad per reflection.  
2.5. Cavity Ring­down variants 
There  are  various  elaborations  to  the  standard  pulsed  CRD  experiment  (Figure  2.8). 
Single  longitudinal mode excitations are easily achieved using  continuous wave  lasers 
which  have  bandwidth  typically  below  10  MHz.  CRDS  performed  with  CW  lasers  is 
entitled CW‐CRDS. However,  this  technique  is not a CW technique at all. Compared  to 
pulsed CRDS,  CW‐CRDS offers  better  sensitivity  and  spectral  resolution  [26].  Also  the 
method  allows  the  use  of  compact,  robust  and  inexpensive  diode  lasers.  In  cavity 
enhanced  absorption  spectroscopy  (CEAS),  one  measures  the  time  averaged 
transmission of  the cavity without modulating  the  light  intensity. The measured time‐
integrated  intensity  is  proportional  to  the  ring  down  time  of  the  cavity,  and  thus, 
inversely  proportional  to  the  absorption  coefficient.  A  comparison  of  the  Phase  Shift 
CRDS  (PS‐CRDS)  technique  relative  to  the  CRD  technique  using  tunable  pulsed  light 
sources  has  been  demonstrated  by  absorption  measurements  on  the  
 band of  2[28].  
CRDS  has  also  been  coupled with  broadband  radiation  sources,  an  example  of 
which  is  the  Fourier  Transform  CRDS  approach  (FT‐CRDS)  [29].  In  this  method,  the 
broadband output of the cavity is passed through an interferometer capable of making 
time‐resolved measurements on the time scale of a ring down transient. A phase‐shift 
version of the technique has also been developed [30]. Another approach to broadband 
ring down measurements is to disperse the broadband light through a spectrograph as 
it leaves the cavity and image the resulting pattern using a gated CCD camera [31]. More 
recent  development  in  this  area  has  been  the  use  of  supercontinuum  generated  by 
photonic crystal fibers when pumped by a high repetition rate Nd:YAG laser [26]. 
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Combination of CRDS with magnetic polarization spectroscopy (PD‐CRDS) makes 
use of polarization dependent absorption  leading to magnetic dichroism which can be 
measured experimentally [25]. Vaccaro and coworkers developed a technique known as 
cavity  ring  down  polarimetry  (CRDP) which  overcomes  the  limitations  posed  by  PD‐
CRDS [32] in terms of optical rotation due to molecular chirality.  
 
Figure 2.8: Sketches of some commonly used cavity ring‐down spectroscopy schemes. 
Another approach to CEAS is to combine the high sensitivity of low loss cavities 
to additional loss with frequency modulation spectroscopy. This is realized using Noise 
Immune  Cavity  enhanced  Optical  Heterodyne  Molecular  spectroscopy  (NICE‐OHMS). 
Here, one locks a narrow frequency laser to one of the cavity resonances and frequency 
modulates the laser beam at exactly the splitting frequency of the cavity FSR [25]. 
A ring down cavity based on total internal reflection [33] has the advantage that 
it is effective over a broad range of wavelengths and is suited for making measurements 
on both  gas phase  and  condensed phase  samples.  Such  a  cavity  consists  of  an optical 
cube with a single convex face, which refocuses the internally circulating light to form a 
stable  resonator.  Fiber‐optic  CRDS based  on  linear  fiber  cavities  act  the  same way  as 
standard CRDS except that instead of placing the sample inside the cavity, the species of 
interest absorbs the evanescent wave present near the surface of the fiber core. One of 
the most recent and promising developments is fiber loop ring down spectroscopy [34], 
 based on circulation of light within a closed loop of optical fiber. Light from a pulsed dye 
laser  is  coupled  into  the  loop  through side  illumination of a bent  section of  fiber,  and 
further around the loop, a small amount of light is coupled out through another bend to 
a photomultiplier (Figure 2.9). 
 
Figure 2.9: Fiber loop ring down spectroscopy. 
CRDS is a linear, direct absorption technique providing the absorption coefficient 
on  an  absolute  scale.  There  is  no  intrinsic  limitation  to  the  spectral  region  in  which 
CRDS  can  be  applied  [35,  36]  as  long  as  high  reflectivity  mirrors,  fast  detectors  and 
tunable  lasers  are  available.  A  sensitivity  of  10‐6  cm‐1  can  be  easily  obtained  using  a 
simple experimental set‐up while sensitivities as high as 10‐14 cm‐1 have been reported 
using techniques like NICE‐OHMS [37]. 
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Chapter 3 
Four­Wave Mixing Spectroscopy 
 
3.1. Introduction 
As the name suggests, four‐wave mixing (FWM) refers to the interaction of four waves 
via  the  third  order  nonlinear  polarization.  It  involves  detecting  a  signal  beam  that  is 
diffracted  off  an  optically  induced  grating,  hence  is  classified  under  laser  induced 
grating  (LIG)  spectroscopy.  The  basics  of  the  FWM  theory  can  be  explained  by  the 
transient LIG analogy. Two coherent beams (pumps) of the same frequency, overlapping 
in space and time, create a population grating in the medium when tuned to a molecular 
transition,  causing  macroscopic  variations  of  the  index  of  refraction.  A  third  beam 
(probe) is then diffracted by the induced grating when it comes into resonance with the 
pump  transition  and  creates  a  fourth  beam  (signal)  that  is  detected.  The  geometrical 
arrangement  of  the  incident  beams  requires  that  the  phase‐matching  condition  be 
satisfied. When the pump and probe beams have the same wavelength, the technique is 
called  degenerate  four‐wave mixing  (DFWM);  otherwise,  two‐color  four‐wave mixing 
(TCFWM).  The  latter  is  a  double‐resonance  method  and  can  be  used  to  disentangle 
overlapping or congested spectra. 
DFWM was traditionally employed for investigation of optical phase conjugation 
processes [1] and ultrafast relaxation phenomena [2], but later was successfully applied 
to spectroscopy because of the signal enhancement occurring at  atomic and molecular 
resonant  energies.  The  FWM  interaction  involves  a  high  degree  of  resonance 
enhancement permitting background free detection of molecular transitions with high 
sensitivity.  At  high  pressures  where  collision  effects  are  important,  FWM  techniques 
offer advantages over other spectroscopic methods, making it suitable for applications 
in probing atmospheric pressure flames and plasmas. 
In  the  study  by  Ewart  et  al.  [3],  the  phase‐conjugate  signal  obtained  from  Na 
atoms in a heat pipe was found to increase with buffer‐gas pressure. This observation, 
which  suggested  high  sensitivity  for  trace  species  in  atmospheric  pressure  flames, 
 triggered the use of DFWM as a means of monitoring radicals like OH [4] in combustion 
environments. Using a frequency‐doubled pulsed dye laser the DFWM spectrum of the 
strongest  R1 and R2  lines  of  the OH      band was  recorded.  This was 
followed by subsequent research in FWM spectroscopy. DFWM has been carried out on 
a variety of stable diatomics like NO [5], CO [6], H2 [7] and O2 [6], and transients like NH 
[8], C2 [9], CH [9] etc.  
The use of DFWM spectroscopy as a temperature probe was first demonstrated 
by  Dreier  and  Rakestraw  [8]  who  also  probed  the  OH      transition. 
They  found  that  the  integrated  DFWM  signals  were  dependent  on  the  square  of  the 
rotational  line‐strengths.  Based  on  their  observations,  it  was  concluded  that  in  the 
DFWM  experiment  the  stimulated  pumping  rate  determines  the  lifetime  of  the 
electronically  excited  OH  rather  than  collisional  quenching.  This  observation  implied 
that  collisional  quenching  had  little  effect  on  the  relative  signal  levels,  and  excited 
interest in the use of DFWM as combustion diagnostic. 
 
Figure 3:1: Comparison of the HCO spectrum recorded by DFWM and PHOFEX studies [10]. Note 
the enhanced resolution in the Degenerate Four Wave Mixing spectrum. 
Resonant  DFWM  measurements  built  on  VIS/UV  excitation  of  electronic 
transitions have also been conducted on polyatomic molecules like HCO [10], NO2 [11], 
NH3  [12]  etc.,  non‐fluorescing  species  [13]  and weakly  bound  complexes  [14].  In  the 
case of HCO, the DFWM spectrum (Figure 3.1) showed rotational structure at the P and 
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R  bandheads,  which  had  not  been  seen  before  in  corresponding  LIF  [15]  and 
photofragment  excitation  (PHOFEX)  [16]  spectra.  NO2  was  used  to  demonstrate  the 
coherent imaging application of DFWM in flames [17]. 
The two‐color variants provide a useful method for detecting optical transitions 
from  rovibronically  excited  molecules,  even  for  intermediate  predissociative  states. 
TCFWM  was  first  demonstrated  on  the  32‐0  P(51)  and  34‐0  P(102)  rovibrational 
transitions  in  the  absorption  band  of  I2  [18].    The  technique  can  be 
implemented  both  in  the  stimulated  emission  pumping  (SEP,  resonant  upper  energy 
state) or upward pumping (UP, common lower energy state) schemes, enabling one to 
obtain  information on both  the electronic states where  the pump  frequency  is parked 
(Figure  3.2).  For  example,  in  an  UP  transition  the  signal  arises  because  the  optical 
pumping also creates a ‘depletion’ grating in the rovibrational levels of the ground state, 
which diffracts the probe beam whenever its frequency is resonant with a transition out 
of one of these levels. 
 
Figure 3.2: Two Color Four Wave Mixing spectrum of  I2. Both (a) SEP and (b) UP variants are 
shown. Overlaid is the dispersion emission spectrum observed following laser excitation of the 
pump [18]. 
The  photodissociation  studies  on  NO2  by  Butenhoff  and  Rohlfing  [19]  using 
TCFWM  demonstrated  the  application  of  the  technique  to  non‐fluorescing  species. 
Although  the  excited‐state  grating  vanishes  on  a  very  short  timescale  as  a  result  of 
SEP UP
 photodissociation,  the  signal  originates  from  the  long‐lived  ground‐state  depletion 
grating. In a subsequent work [20], the temporal behavior of the signal as a function of 
the time delay between the pump and probe laser pulse was examined.  
LIG  spectroscopy  has  been  used  to  measure  weak  overtone  and  combination 
bands of methane within the pressure range of 0.2 to 4 bar at an ambient temperature 
[21].  The  study  showed  that  the  LIG  technique  can  measure  rotationally  resolved 
spectra  for  transitions  with  cross  sections  as  low  as  10‐26  cm2/molecule.  DFWM 
analyses  have  identified  different  polarization  schemes  that  lead  to  signal  generation 
only in the presence of rotational anisotropy, thereby enabling selective determination 
of molecular orientation and alignment [22]. 
For  applications  like  interrogation  of  molecules  in  hostile  or  luminous 
environments, FWM has the distinct advantage of generating a response in the form of a 
coherent and well‐collimated beam of  light. Apart  from providing a viable mechanism 
for  the  rejection  of  background  interference,  this  remote  sensing  capability  enables 
spectroscopic measurements  to  be  performed  requiring minimal  access  to  the  target 
region. In contrast, the majority of linear techniques result in signals that radiate in an 
isotropic fashion, thereby decreasing the efficiency with which they can be collected and 
discriminated. The exceptional temporal and spatial selectivity accompanying the FWM 
interaction  enables  investigation  of  transient  species  and  their  distribution  in  a  non‐
uniform medium. 
3.2. Theoretical Background  
In the following discussion, the FWM case when all three incident waves have the same 
frequency  is  taken  to  consideration.  The  DFWM  interaction  exploits  the  inherent 
nonlinearity of a target medium to couple and redirect the flow of energy among three 
intersecting optical fields of degenerate frequency  , giving rise to a fourth signal field 
constrained  to  be  of  the  same  frequency    (Figure  3.3).  Each  electromagnetic  wave 
possesses its own unique polarization and propagation characteristics.  
For  an  individual  electromagnetic  wave,  the  electric  field,    can  be 
specified in terms of its central frequency   and vector amplitude   as 
 ,                                         (3.1) 
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where  the  relation    defines  the  corresponding  scalar  amplitude  , 
transverse polarization unit vector   and propagation wave vector  . The intensity of 
the electromagnetic wave   can be expressed as  
  ,                                                                  (3.2) 
where   and   are the permittivity of free space and speed of light in vacuum. 
 
 
 
 
Figure  3.3:  Energy  level  diagram  for  Degenerate  Four Wave  Mixing  interaction  between  the 
ground and excited energy levels of the target,   . 
A  signal  field  generated  in  this  manner  satisfies  energy  and  momentum 
conservation  criteria  with  the  various  optical  fields  so  that    and 
. 
Although  the  incident  beams  are  degenerate  in  the  laboratory  fixed  frame  of 
reference, molecules in a gas‐phase ensemble will experience first order Doppler shifts 
[23]  that  are  proportional  to  their  velocity  vector,  v,  thereby  resulting  in  an  effective 
frequency of   for each wave. 
The induced electric polarization vector consisting of both linear and nonlinear 
components can be expanded in a Taylor series as 
                       (3.3) 
Assuming  that  the molecular  sample  can be  treated as an  isolated ensemble of 
independent and distinguishable particles that  interact with electromagnetic radiation 
under  the  dipole  approximation,  the  time  domain  expression  for  the  third  order 
polarization vector, which is responsible for the wave mixing interaction  , can be 
expressed as the quantum mechanical expectation value of the dipole operator,   as  
  ,                                                      (3.4) 
 
 
 
 where   represents the total number density of target species,   denotes the third 
order  term  arising  from  a  time‐dependent  perturbative  expansion  of  the  density 
operator,  and  the  trace  operation,  symbolized  by  ,  is  performed  over  the 
unperturbed  eigenstates  of  the  ensemble.  In  particular,  the  diagonal  and  off‐diagonal 
elements  of      in  an  energy  eigenbasis  describe  molecular  populations  and 
coherences,  respectively,  that  are  created  and/or  modified  through  three  successive 
matter–field interactions. 
This  optically  induced  polarization    oscillates  at  the  characteristic 
frequency   and can be expressed as  
 .                   (3.5) 
The overall strength of the DFWM response is embodied in the amplitude vector 
  which  can  be  expressed  in  terms  of  the  incident  electromagnetic  fields  and  the 
third order susceptibility tensor: 
 .              (3.6) 
Here, the operator   represents tensor contraction. Individual Cartesian components of 
the induced polarization are denoted by 
   .                                      (3.7) 
The amplitude vector for the DFWM signal polarization can be reformulated as a 
sum of three distinct terms: 
,                 (3.8) 
where  the  coefficients    depend on  the  linearly  independent  components of  the 
susceptibility tensor. 
In the weak response limit, where the pump and probe beams propagate through 
an  optically  thin  sample  of  length    without  experiencing  significant  attenuation  or 
amplification, the expression for the intensity of the signal wave   reduces to: 
  .        (3.9) 
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The above expression shows that the unsaturated DFWM signal strength scales 
as  square  of  the  interaction  length,  l,  and  as  the  product  of  intensities  for  all  three 
incident beams I1, I2 and I3. Because the degenerate pump and probe waves are derived 
from a common source of tunable light, the weak field magnitude of   exhibits a cubic 
dependence  upon  applied  laser  power with  small  variations  in  the  incident  intensity 
translating  to  large  fluctuations  of  observed  signal  magnitude.  The  quadratic 
dependence on l suggests that a significant enhancement in detection sensitivity can be 
realized  through  use  of  experimental  configurations  that  maximize  effective  sample 
pathlength. 
  
Figure 3.4: Double sided Feynmann diagrams for degenerate four wave mixing spectroscopy. 
Equation (3.4) indicates that calculation of the DFWM signal polarization   
and associated  susceptibility  tensor    requires knowledge of  the 
third order density operator  . The explicit form of   follows from solution of 
the  quantum‐mechanical  Liouville  equation  that  determines  temporal  behavior  of  the 
target medium under the influence of both applied electromagnetic fields and intrinsic 
relaxation  pathways  [24].  The  requisite  perturbation  analysis  is  summarized 
 schematically  by  the  double‐sided  Feynman  diagrams  [24]  (Figure  3.4)  which  give  a 
pictorial representation for the optically induced transformation of  into  . 
Each  of  the  depicted  panels  represents  a  specific  sequence  of  matter‐field 
interactions  that  contribute  to  the  overall  four‐wave  mixing  response.  The  density 
operator  is  denoted  by  two  vertical  arrows  corresponding  to  the  bra‐ket  of  a matrix 
representation.  Time  is  defined  to  increase  from bottom  to  top  and  interactions with 
electromagnetic  waves  are  designated  by  wavy  arrows  indicating  absorption  or 
emission. The molecular quantum states involved in an optically induced transition are 
indicated  above  and  below  each  interaction  arrow with  the  nth matter‐field  coupling 
taking place at time   where  . The matrix representations for the 
 terms corresponding to Fig 3.4(A) leads to the following temporal progression: 
                  (3.10) 
3.3. Experimental Geometries 
The  DFWM  methodology  can  be  implemented  successfully  through  use  of 
numerous  beam  crossing  geometries.  Three  broad  categories  of  experimental 
configurations  can  be  identified,  the  most  common  of  which  is  the  phase‐conjugate 
scheme  shown  in  Figure  3.5.  In  this  arrangement,  two  of  the  incident  optical  waves, 
designated  by  electric  vectors    and  ,  propagate  through  the  target medium  in  a 
coaxial  and  counter‐propagating manner  .  The  remaining  input  wave,  , 
intersects these beams under a small crossing angle  . The region of mutual overlap of 
the waves defines  the  four‐wave mixing  interaction  volume. Momentum conservation 
( ), demands that the signal field,  , emerge in a direction that 
exactly  retraces  the  path  of  ,  thus making  the  signal  an  exact  spatial  and  temporal 
replica of the probe. While the signal photons can be isolated most directly by inserting 
a beamsplitter  into the optical  train of  , a variety of polarization‐sensitive detection 
techniques  can  be  exploited  for  their  extraction  and  discrimination  from  spurious 
background light [23]. The planar phase‐conjugate geometry has the distinct advantage 
of experimental simplicity over other geometries. 
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Figure 3.5: The phase‐conjugate four wave mixing geometry. 
The other categories of DFWM phase matching can be classified broadly as ‘‘box’’ 
geometries.  Built  upon  the  crossed‐beam  configuration  of  CARS  known  as  BOXCARS, 
both of these schemes require the incident electromagnetic waves to propagate through 
the  target medium along  three distinct  diagonals  of  a  rectangular  parallelepiped.  The 
signal  field  is  then  generated  along  the  spatially  distinct  and  ‘‘dark’’  axis  of  detection 
defined by the fourth diagonal. Although more complicated to execute than the phase‐
conjugate technique, such box arrangements do not require collection optics in the path 
of  the  input  wave,  thereby  eliminating  a  major  source  of  incoherently  scattered 
background  light. The  implementations of  these geometries entail  the crossing of  two 
impinging  beams,  denoted  as    and    ,  at  a  small  angle  such  that    .  The 
forward‐box and backward‐box schemes differ  in  the direction of  the remaining  input 
field,    , with  the  former  having  it  nearly  co‐propagating with  respect  to    and   
    while  the  latter  has  it  nearly  counter‐propagating    .  Figure  3.6 
below depicts forward‐box geometry of DFWM. 
 
Figure 3.6: Forward box configuration for four wave mixing spectroscopy. 
 3.4. The Laser Induced Grating Approach 
The transient grating perspective provides a qualitative understanding for the various 
processes contributing to a resonant FWM response and is a succinct interpretation for 
the method.  In this approach,  the classical  interference between two overlapping  light 
beams in the presence of strong matter‐field interactions produces a spatial modulation 
in the magnitude and/or polarization of the net electric field in the overlap region of the 
beams. This gives rise to a spatially periodic modulation of the complex refractive index 
which  acts  as  a  transient  diffraction  grating  [25].  The  remaining  incident  beam 
subsequently Bragg  scatters  from  this  grating,  thereby producing  the  observed  signal 
photons.  
 
 
 
 
 
 
Figure  3.7:  (a)  Interference  created  by  two  frequency  degenerate  beams  at  wavelength   
crossing  at  an  angle  of θ  producing  fringes  separated by  distance Λ.  (b)  Laser  induced phase 
conjugate grating with the backward propagating pump field E3 Bragg scattered and producing 
E4 upon absorption. 
 
Non‐linear medium
(b) 
41 
 
In  the gas phase  the dominant grating  formation processes are electrostriction 
and  heat  exchange  with  a  thermal  bath  in  the  course  of  collisional  relaxation  of  the 
absorbed  laser  energy.  Optical  gratings  generated  by  electrostriction  and  collisional 
relaxation of the absorbed laser radiation are referred to as electrostrictive and thermal 
gratings,  respectively.  The  laser  radiation  is  absorbed  by  the  molecules  through 
electronic  (and/or  vibrational)  transitions  of  the  medium.  A  spatially  periodic 
modulation  of  the  population,  reflecting  the  intensity  distribution  of  the  interference 
structure,  is  formed  in  the ground and  the excited  state,  respectively.  Such a  spatially 
periodic  modulation  of  the  population  of  the  energy  levels  involved  causes  the 
respective modulation of the refractive index and of the absorption coefficient, called a 
population LIG. Fast  thermalization of  internal energy due  to collisions may provide a 
spatial  modulation  of  the  refractive  index  resulting  from  density  variations  and  thus 
lead  to  the  formation  of  thermal  LIGs.  Adiabatic  compression  of  the  gas  by  the 
inhomogeneous  pump  electromagnetic  field  strength,  simultaneous  with  resonant 
excitation, generates electrostrictive LIGs. 
The interference fringe pattern is characterized by a grating vector q expressed 
as a function of the wave vectors of the excitation beams 
  .                                                          (3.11) 
The  length  of  the  grating  vector,  ,  is  related  to  the  fringe  spacing    of  the 
interference pattern according to 
  ,                                                                       (3.12) 
where    .                                                            (3.13)  
Here,   denotes the wavelength of the excitation laser, and θ the intersection angle of 
the  two  excitation  beams  (Figure  3.7(a)).  The  material  excitation  couples  to  the 
refractive index   and to the absorption coefficient   which then exhibits a grating‐like 
modulation  with  amplitudes    and  ,  respectively.  Both  amplitudes  are 
functions of the probing wavelength   of the third laser beam which is diffracted off 
the induced grating. Probe and excitation beams are typically of different frequency. In 
the  phase‐conjugate  geometry,  interference  of  the  probe  field, ,  and  the  forward 
propagating  pump  field,  ,  forms  a  large  period  grating  exactly  phase‐matched  to 
 Bragg scatter the backward propagating pump field,   , into the signal beam,  (Figure 
3.7(b)). That part of the probe beam diffracted by the grating is called the signal beam. 
The diffraction efficiency of an LIG can be expressed as  
 ,                                            (3.14) 
where    and    are  the  intensities  of  the  probe  beam  and  the  diffracted  beam, 
respectively, and d is the thickness of the grating. 
3.5. Optical Saturation Effects and Line Profiles 
Originally  formulated  by  Abrams  and  Lind  [1,  26,  27],  the  saturable  absorber model 
focuses upon a system of motionless two‐level atoms, with the common spectroscopic 
transition between  their non‐degenerate  ground,    and excited,    states having 
resonant frequency   and dipole moment matrix element   (Figure 3.3).  
The unperturbed energies and population decay rates  for eigenstates are given 
by   and  where the subscript   can assume values of “g” or “e”. The  longitudinal 
relaxation time   or effective lifetime   for state   is equal to the inverse of  , 
and  the  rest  angular  frequency  for  the    resonance  is  defined  by 
.  Optical coherences created between various molecular eigenstates 
by resonant matter‐field interactions are characterized by the off‐diagonal components 
of  matrices  corresponding  to  higher  order  terms  in  the  density  operator  expansion, 
. The temporal dissipation of these coherences is related to the depopulation 
rates as 
   ,                                   (3.15) 
where  is  the  transverse relaxation  time  for  the  transition between the states. The 
quantity    represents  the  pure  dipole  dephasing  rates which  stems  from processes 
like  elastic  collisions  that  destroy  molecular  coherence  without  disrupting 
corresponding molecular populations [28]. 
Assume the rates for dissipation of population and coherence are denoted by   
and    respectively. The  longitudinal  relaxation parameter  is  given by  the  inverse of 
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the  average  lifetimes  for  the  ground  and  excited  states:  .  The 
incident  and  generated  electromagnetic  waves  are  monochromatic  and  of  the  same 
frequency  . For small overall absorption or gain, with  , the magnitude of the 
signal wave   emerging from a DFWM interaction length   [29] is given as 
  ,                                           (3.16) 
where  R  is  the  phase  conjugate  reflectivity  experienced  by  .  The  signal  strength 
increases quadratically with the field absorption coefficient at line center,  ,  
  .                                                       (3.17) 
Here    denotes  the  initial  population  difference  between  the 
ground  and  excited  states.  The  normalized  detuning  parameter,    includes  the 
frequency response of the four‐wave mixing interaction and is expressed as  
 .                                                          (3.18) 
The expression (3.16) shows that the signal strength scales as the square of the 
field  absorbance  at  line  center,  meaning  quadratic  dependence  on  sample  number 
density and interaction pathlength. The optical saturation intensity is given as 
 ,                                                    (3.19) 
where  gives  the  field  strength  for  which  the  Rabi  frequency  equals  the  rates  of 
relaxation/dephasing processes, 
  .                                                           (3.20) 
The resonant FWM response correlates strongly with the ratio of incident pump 
and  line‐center  saturation  intensities,  I/   The  asymptotic  forms  for  the  FWM 
response  at  line  center,    can  be  obtained  from Eq.  (3.16)  by  substituting    and 
performing a series expansion of the intensity‐dependent denominator. 
                     (3.21) 
                         (3.22) 
 Since for DFWM,  , the saturable absorber response for   varies as the 
cube  of  the  incident  intensity.  The  high  power  limit  for  shows  a  behavior 
independent  of  both  I  and  .  Thus,  while  working  in  the  saturated  regime,  the 
amplitude fluctuations of the laser beams are not transferred to the DFWM signal. 
The  saturable  absorber model  also  provides  information  on  the  FWM  spectral 
profile [29]. The power‐broadening rate parameter is given as  
                                                   (3.23) 
so that the intensity of the signal can be expressed as  
  .                            (3.24) 
This gives a Lorentzian cubed spectral profile. However, the saturable absorber 
lineshape broadens in proportion to the common intensity of the pump waves with the 
effective Half Width at Half Maximum as, 
    .                               (3.25) 
For weak incident pump field ( ),  . In contrast, 
the  lineshape  for    is  given  by      meaning  a  frequency 
independent response in the high intensity regime. Detailed investigations of saturation 
processes and comparisons to the Abrams and Lind theory in molecular DFWM spectra 
have been carried out in the past years [29, 30, 31]. 
3.6. Phase Matching Considerations in TC­LIGS 
Unlike  DFWM which  is  phase  matched  for  all  frequencies,  the  detrimental  effects  of 
phase mismatch must be considered  for  two‐color  laser  induced grating spectroscopy 
(TC‐LIGS). The signal and probe beams have identical  frequency (Figure 3.8), with the 
energy constraint   and phase matching constraint given by the 
vector sum:   where the wave vector magnitudes are  . The 
two  grating  beams  are  denoted  by    and  ,  and     Typically,  the 
grating and probe‐beam angles are fixed and either   ( ) or  ( ) is scanned. 
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Figure 3.8: Energy level diagram showing the UP‐laser induced grating spectroscopy scheme. 
Figure 3.9 shows a wave vector diagram for TCLIGS in the forward geometry for 
a  case  in  which  the  probe  frequency  is  less  than  the  phase  matched  value.  The  two 
grating  beams  cross  at  a  half‐angle  ,  to  form  a  grating  with  wave  vector,  ;  the 
magnitude  of  this  vector  is  ,  and  the  grating  fringe  spacing  is 
  The  probe  beam  at    crosses  the  interaction  region  at  a 
half  angle    and  the  signal  beam  at    is  generated  at  an  angle   The  phase 
mismatch   is determined by the vector sum:  . For a given 
probe  frequency,  exact  phase  matching    occurs  at  the  angle  given  by 
 In the phase matched case the signal beam diffracts at 
the  probe‐beam  input  angle    i.e.,  the  probe  beam  is  Bragg  scattered  off  the 
induced grating. The signal beam is generated  in a direction that minimizes the phase 
mismatch, i.e.,   and   are collinear as depicted.  
The signal beam angle is given by  
 .                                                (3.26) 
Inclusion of the fringe spacing   gives 
  .                                            (3.27) 
In the small angle limit, this becomes 
  .                                                               (3.28) 
 For a wave vector mismatch of  , the TCLIGS response varies proportional  to 
,  which  is  given  as  the  FWHM  of  the  central  lobe  of  the  phase 
mismatch function, l being the interaction length. Figure 3.9 gives 
 .           (3.29) 
The above equation  is solved  for    to determine the  frequency bandwidth  for 
tuning the probe frequency given as  
  .                                                   (3.30) 
In contrast, the bandwidth for tuning the grating frequency is given as  
  .                                                      (3.31) 
Here,   and   are the real refractive indices of the medium at   and   respectively. 
The  effects  of  phase  matching  on  the  signal‐beam  angle  and  frequency  tuning 
bandwidths  in  two‐color  LIGS  were  studied  through measurements  in  methanol  dye 
solution [19]. 
 
 
  
 
 
Figure  3.9:  The wave  vector  scheme  for  two  color  laser  induced  grating  spectroscopy  in  the 
forward‐box geometry where the probe frequency lies below the phase matched value. k1 and k3  
denote  the wave  vectors  of  grating  beams,  k2  and k4  denote  those  of  probe  and  signal waves 
respectively, and kg is the wave vector of the grating. Δk defines the phase mismatch. 
The  double  resonance  feature  of  TCLIGS  has  the  distinct  advantage  for 
unraveling  spectra  that  are  otherwise  extremely  congested,  thus  giving  unambiguous 
spectral assignments. This aspect is detailed in Chapter 7. 
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Chapter 4 
Experimental Set­up 
 
4.1. Supersonic Jet Expansion 
The  emission  or  absorption  spectra  of  molecules  are  usually  affected  by  factors  like 
Doppler  broadening  and  high  population  of  excited  rovibronic  levels  in  the  ground 
electronic  state at high  temperatures. This usually  results  in  congested  spectra which 
are  difficult  to  interpret.  An  alternative  is  to  measure  spectra  of  isolated  molecules 
cooled  to a very  low temperature, and  this  is achieved by use of a  supersonic  free  jet 
expansion.  Also,  free  jet  expansions  are  useful  in  producing  transient  radicals  which 
cannot be effectively produced by other methods. 
In  a  supersonic  expansion  the  molecule  of  interest  is  expanded  adiabatically 
through a small orifice or nozzle of diameter   from a high pressure source ( ) to a 
low pressure  ( )  region.  This  results  in  conversion  of  internal  energy  of  the  gas  into 
kinetic  energy  leading  to  sharpening  of  the  Maxwell‐Boltzmann  distribution  of 
molecular  velocities  and  hence  translational  cooling  to  a  temperature  .  In  the  post‐
nozzle region of  the expansion the cold  translational bath acts as a refrigerant  for  the 
other  degrees  of  freedom  [1].  The  decrease  in  temperature  reduces  the  Doppler 
broadening significantly. Due to partial cooling of rotational and vibrational degrees of 
freedom, only the lowest rovibronic levels in the ground electronic state of a molecule 
are populated. Most of the hot band transitions do not occur, simplifying the otherwise 
congested  molecular  spectra  and  providing  an  easier  analysis.  The  low  densities 
attained  in  a  jet  also  allow  transient  molecules  to  survive  enough  for  spectroscopic 
investigations.  The  translational  cooling  in  the  supersonic  jet  is  effective  when  the 
diameter  of  the  nozzle  is  relatively  larger  than  the mean  free  path  of  the molecules. 
Many examples of spectral structure simplifying upon cooling of rotations of molecules 
can be found in Levy [1] and Engelking [2]. 
 Figure 4.1 shows the basic features of a supersonic jet expansion. An acceleration 
of the gas out of the reservoir takes place due to the pressure difference   created 
as the gas reaches the decreased nozzle area toward the exit. When the pressure ratio 
 exceeds the critical value  , where  is the ratio of heat capacities   of the 
expanded  gas,  the  gas  flow  exits  the  nozzle with  sonic  speed, with  the Mach  number 
[3].  The  flow  becomes  supersonic  as  the  flow  area  increases,  hence   
beyond the nozzle exit. The temperature and density of a gas decrease with increasing 
distance from the nozzle. 
 
 
 
 
 
 
Figure 4.1: Schematic of supersonic expansion. 
For a continuous gas at distances greater than a few nozzle diameters from the 
orifice, it has been shown [4] that the Mach number is given by  
 ,                                                                   (4.1) 
where   is the downstream distance and A is a constant that depends on   and is 3.26 
for  a  monatomic  gas.  Under  isentropic  conditions,  the  properties  of  an  adiabatically 
expanding  gas are given by 
 .                                         (4.2) 
In Figure 4.2 the Mach number and the temperature, pressure, and density ratios 
for a monatomic gas (  = 5/3) are plotted as a function of distance downstream of the 
nozzle.     At some point downstream density becomes sufficiently low so that there are 
no  collisions  and  the  Mach  number  and  temperature  are  frozen  from  this  point  on 
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downstream. Anderson & Fenn [5] have predicted that for a monatomic gas the terminal 
Mach number,   is a function only of the product   and is given by 
 ,                                                            (4.3) 
where    is  in atmospheres and    is  in cm. For gases other than helium this equation 
was  found  to  adequately  describe  the  Mach  number  freezing.  In  the  case  of  helium, 
quantum effects cause the collisional cross section to increase with decreasing relative 
energy, and this leads to very much larger terminal Mach numbers than those predicted 
by Eq. 4.3 [6]. 
 
Figure 4.2:  Pressure,  density,  temperature  and Mach number  for  a  supersonic  expansion of  a 
monoatomic gas as a function of downstream distance [1]. 
This  simplistic  view  gets  complicated  by  the  presence  of  barrel  shock  waves 
which are produced when the cold molecules of the flow collide with warm molecules 
present inside the vacuum chamber. The shock waves, formed by molecular regions of 
large density, pressure, temperature and velocity gradients, change the direction of the 
supersonic  flow  and  reduce  the  Mach  number  to  subsonic  values.  This  causes  the 
pressure to increase in the region, until the Mach disk appears normal to the flow at a 
distance from the nozzle given by 
                                                        (4.3) 
The core of the expansion is isentropic and unperturbed by external influences, 
hence called the zone of silence. Spectroscopic measurements are carried out within the 
 isentropic region typically starting around 5‐10 nozzle diameters downstream from the 
orifice and extending to the Mach disk. In an expansion of 1000 Torr into a chamber of 
0.1  Torr  out  of  a  nozzle  of  0.1  mm  diameter,  the  Mach  disk  appears  6.7  mm 
downstream. Supersonic expansions have been dealt in detail since the early works by 
Kantowitz and Grey [7], Kistiakowsky and Slichter [8] etc. 
 
 
 
 
 
Figure 4.3: Comparison of slit and circular nozzles. 
The density of molecules in a supersonic expansion can be expressed in terms of 
the diameter of the nozzle,   and distance from the source,   as 
                                                                  (4.4) 
In the above equation, i=1 for a slit nozzle and i=2 for a circular nozzle, and the value of 
the  constant K  depends  on  the  gas  used.  For  example,  in  a  slit  nozzle,  K  is  0.2  for  a 
monoatomic gas and 0.136  for a diatomic gas  [9]. Thus,  slit nozzles are convenient  in 
spectroscopic  applications  because  the  species  density  decreases  linearly  with  the 
distance from the slit instead of quadratically, as occurs with pinhole jets.  
The first attempt to combine supersonic expansion with plasma techniques was 
reported in 1983 [10, 11] and employed a single pinhole discharge via a continuous gas 
flow  through  a  small  circular  nozzle.  The  source  was  used  successfully  for  several 
emission and laser‐induced fluorescence studies on rotationally cold radicals [2], but for 
direct  absorption  spectroscopic  techniques,  the  effective  pathlength  turned  out  to  be 
too small. This necessitated  the  introduction of  larger systems  [12], which resulted  in 
the use of slit nozzles [13, 14]. Planar jets also offer significantly longer pathlengths for 
absorption studies (Figure 4.3) and the 2‐D expansion has no Doppler component in the 
direction of the laser beam providing Doppler free environments [15]. 
Laser beam
Gas flow 
  Circular                                         Slit 
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The practical limit to performance of a supersonic expansion is the requirement 
of adequate pumping capacity to handle the gas discharge through the nozzle [1]. This is 
overcome by use of pulsed nozzles. In this case the gas flows for only a small fraction of 
the time, and if the expansion chamber is sufficiently large, the pumping needed has to 
only  be  large  enough  to  evacuate  the  chamber  before  the  next  pulse,  and  therefore 
pumping  speed  affects  only  the  repetition  rate,  not  the  properties  of  the  expansion. 
Moreover,  by  using  pulsed  jets,  one  achieves  lower  sample  consumption  and  higher 
sensitivity  using  lasers  synchronized with  the  nozzle.  The  use  of  pulsed  nozzles with 
supersonic  expansions  have  been  demonstrated  in  studies  of  the  hyperfine‐resolved 
structure  of  the  methyl  radical  in  a  nearly  Doppler‐free  jet  [16]  and  infrared  high‐
resolution measurements on HD2O+ [17].  
4.2. Molecular Sources 
Charged  and  neutral  carbon  radicals  are  of  importance  in  various  reactive 
environments,  including  planet  atmospheres,  combustion,  and  interstellar media.  The 
means  of  their  identification  in  situ  as  well  as  the  information  on  the  physical  and 
chemical  conditions  present  in  the  reactive  medium  has  resulted  in  considerable 
interest  in  the  laboratory  detection  of  such  species  by  spectroscopic  techniques.  This 
motivated such studies on several carbon‐bearing radicals [18, 19]. The laboratory and 
astronomical  investigations  in  the millimeter‐wave  region  lead  to  the  identification of 
many carbon chains in space, including ions and radicals [20]. Measurements on these 
molecules are difficult because they are short lived species generated in small number 
densities.  Discharge  and  laser  vaporization  sources  coupled  to  a  supersonic  jet 
expansion are, so  far,  the most effective  techniques used to generate sufficiently  large 
densities suitable for spectroscopic studies of these transients. 
4.2.1. Electric Discharge  
The high  voltage  electric  discharge  source  employed  for  this work  combines  the  long 
pathlength  of  the  slit  with  high  particle  densities  accessible  in  a  pulsed  supersonic 
expansion.  The  multichannel  slit  nozzle  determines  the  expansion  conditions,  the 
efficiency  of  the  radical  and  ion  production  and  the  final  temperatures.  Examples  of 
such sources can also be found in the works of Davis et al. [21] and Anderson et al. [22]. 
 As shown in Figure 4.4, the orifice of the slit is comprised of an insulator, a metal 
plate, a second insulator, and two jaws that form the actual slit (typically 10/30/100 x 1 
mm2 wide, 60° exit angle). The position of  the knife/edge plates  is variable. Precision 
spacers are mounted between the plates  to check  the uniformity  of  the slit before  the 
measurement. A pulsed valve (3 mm orifice) is mounted on top of the slit nozzle body 
and  controls  the  gas  flow  into  the  system.  Both  metal  plate  and  insulators  have  slit 
openings  of  the  same  dimension  as  the  slit  orifice.  In  this  way  a  two‐dimensional 
multilayer channel is formed by the plates. The components are mounted to the body by 
electrically isolated screws.   
 
Figure 4.4: Schematic of the pulsed slit nozzle discharge. 
The precursor (C2H2/C3H4/C4H2/C2D2) diluted  in a buffer gas (0.3‐1% in Ar/He 
or  a  mixture  of  both  prepared  in  a  gas  mixing  system,  depending  on  the  species  of 
interest) is expanded through the body at typical backing pressures of 10 bar. Allene gas 
mixtures tend to cause graphite bridges on the stainless steel plates of the cathode, thus 
making  the discharge unstable and sparking. This  requires one  to clean  the discharge 
more often than with other precursors. The pressure in the vacuum setup is computer 
controlled and kept constant between 0.05‐0.1 mbar during jet operation by adjusting 
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the  pulse  length  of  the  valve  ( ).  This  procedure  significantly  reduces 
fluctuations in the radical production. A 10 Hz, pulsed (0.3‐300 μs) negative voltage of ‐
400  to  ‐1200  V  (Velonex  power  supply)  is  applied  to  the  both  jaws  via  4  kΩ  ballast 
resistors  (max.  current  300  mA).  The  conditions  of  production  vary  for  different 
molecules.  The  exact  conditions  for  the  radicals  and  ions  studied  in  this  work  are 
mentioned  in  the  corresponding  chapters.  The  discharge  is  confined  upstream  of  the 
supersonic  expansion.  This  results  in  a  much  more  efficient  cooling  as  the  localized 
discharge before  the  expansion does not  interfere with  the  subsequent  cooling  in  the 
expansion.  The  source  is  mounted  on  an  XY  translation  system,  and  the  distance 
between the slit and the probe can be varied from 0‐11 mm to ensure the overlap of the 
plasma and the laser beam. 
4.2.2. Laser Ablation 
Following the suggestion by Douglas [23] that bare carbon chains comprising a handful 
or  two  of  carbon  atoms  are  good  candidates  as  carriers  of  these  absorptions—the 
diffuse  interstellar bands  (DIBs)—it  took around 20 years  to obtain a number of  gas‐
phase  electronic  spectra  in  the  laboratory  [19].  Later,  based  on  laboratory  gas  phase 
studies  by  Maier  et  al.  [24,  25]  it  became  evident  that  the  abundance  and  oscillator 
strength of carbon chains up to 10 atoms are too small to account for the stronger DIBs. 
It was concluded that in order to be a DIB carrier, besides having electronic transitions 
in  the  visible,  the  oscillator  strengths  of  the  transitions have  to  be  in  the  range 1‐10. 
This applies for carbon chains with odd number of atoms, starting from C15, C17... 
Nevertheless,  neutral  pure  carbon  chains  are  of  astrophysical  interest  because 
electronic  transitions  of  C2  and  C3  have  been  observed  in  diffuse  and  translucent 
interstellar  clouds  [26].  In  the  infrared  region,  C3  and  C5  have  been  detected  in 
circumstellar shells of carbon‐rich stars [27]. Thus, the goal has been to produce these 
pure carbon chains in enough abundance to be observable. This has been made possible 
by  combining  laser  ablation  with  pulsed  slit  jet  supersonic  expansion.  In  contrast  to 
discharge sources, laser ablation sources are implemented to maximize the yield of pure 
carbon chain radicals, especially long chains. But the combination of laser ablation with 
CRDS is not straightforward as instabilities occur due to the presence of soot particles in 
 the  expansion  [28].  However,  the  technique  proves  useful  if  one  were  to  detect 
electronic spectra of metal containing clusters [29]. 
The ablation unit  [30] works by  the principle of  laser vaporization of graphite. 
Figure 4.5 shows the basic diagram of the ablation unit. A target rod of 8 mm diameter 
and 50 mm  length  is  rotated and  translated  to continuously expose a  fresh surface  to 
the ablation laser (30 mJ, 7 ns pulse, 10 Hz, 355 nm output neodymium‐doped yttrium 
aluminium garnet; Nd:Y3Al5O12 (Nd:YAG)) focused using cylindrical lens of 50 cm focal 
length  onto  the  slit  source  of  length  12  mm).  The  pulsed  valve  is  connected  to  the 
ablation unit and controls the flow of gas over the target as the laser shots are fired. The 
vaporized  graphite  is  flushed  out  adiabatically  by  pulses  of  He/  Ar  buffer  gas  at 
background pressures of typically 10 bar and cross the interaction region on the basis of 
their masses. Thus, by varying the delay between the ablation and the probe laser, the 
species  can  be  selected  out. Within  a  few  µsec  the  temperature  of  the  carbon  vapor 
drops  down  from  several  thousand  K  plasma  temperature  to  a  few  K  rotational 
temperature  of  the  condensed  clusters.   A  roots  blower  unit  keeps  the  chamber 
pressure  below  10‐1 mbar. The  entire  unit  is  mounted  on  an  XY  translation  stage  to 
optimize  the alignment between the ablation and probe beams. The probe  laser beam 
intersects the pulsed cluster jet of the laser ablation source around 4 mm downstream 
from the nozzle. 
 
Figure 4.5: Schematic of laser ablation. 
The  current design enables better  flow of buffer gas  compared  to  the previous 
design  [31] because of  the elevated position of  the pulsed valve, which  leads  to more 
efficient adiabatic expansion and cooling. The sensitivity of the present setup has been 
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tested  to  measure  the  electronic  spectra  of  the  origin  and  vibronic  bands  of  the 
 transition of C5 in the gas phase (Appendix B).  
4.3. Source Chamber and Vacuum System 
The source chamber consists of a large stainless steel cross piece (30 cm diameter, 20 
dm3  capacity).  The  vacuum  system  comprises  of  an  Edwards  model  water  cooled 
mechanical  booster  roots  pump  (EH2600)  backed  by  a  rotary  pump  (Edwards 
E2M175), with a total pumping capacity of 500 m3/h. The pressure attained inside the 
chamber  without  the  plasma  is  10‐3  mbar,  which  increases  to  10‐2  mbar  during 
experimental conditions. It is monitored using a Pirani type pressure gauge (Thermovac 
TM20)  and  fed  through  a  feedback  system  to  the  computer  for  control  of  the  pulsed 
valve.  The  stability  of  the  discharge/ablation  can  be  monitored  visually  through  the 
pyrex windows installed on opposite/adjacent sides the cross piece. The slit discharge 
source is set on the top of the chamber while the ablation unit is attached to the front 
side. In case of ablation, the Nd:YAG laser is incident via the back side of the chamber. 
Better stability of the plasma expansion was achieved by evacuation from the bottom of 
the  cross  piece  than  with  the  previous  configuration  in  which  the  chamber  was 
evacuated from the back side.  
4.4. Light Sources 
Pulsed  tunable  dye  lasers  pumped  by  frequency  doubled/  tripled  solid  state  Nd:YAG 
lasers are used for both CRD and FWM experiments. A  laser pumped pulsed dye  laser 
provides tunable ultra narrow frequency pulsed output over wavelengths ranging from 
190  nm  to  4.5  µm  (the  extended  frequencies  being  produced  by  sum‐difference 
frequency mixing of  the basic  frequency range, 380‐900 nm) using either a dispersive 
element (prism) within the cavity or a variable‐frequency high variable‐frequency high 
reflector (diffraction grating) as one of the mirrors of the cavity. The diffraction grating 
has higher dispersion than a prism and therefore offers more precise wavelength. The 
combination  of  a  diffraction  grating  in  the  Littrow  mounting  configuration  with  an 
intracavity  beam‐expanding  telescope  and  a  tilted  Fabry‐Perot  intra‐cavity  etalon 
provides additional frequency selectivity.  
 The dye laser is side‐pumped by a pulsed pump laser to produce a narrow‐stripe 
gain medium  in  the  gain  cell.  The  pulsed  output  from  the  high‐gain  laser medium  is 
expanded  with  the  beam‐expanding  telescope  to  produce  a  wide  collimated  beam 
arriving at the high‐dispersion diffraction grating that serves as a reflecting mirror for 
the laser cavity. The fine tuning is achieved by rotating the diffraction grating. Figure 4.6 
shows  a  basic  dye  laser  configuration where  the  pump  beam  is  split  off  into  several 
separate  beams.  One  beam  is  used  to  pump  a  narrow‐frequency‐output  tunable 
oscillator containing the beam expander, grating, and etalon. The other beams are used 
to  either  side  pump  or  end  pump  a  series  of  dye  amplifiers.  The  use  of  two 
prisms/gratings  provides  more  dispersion  than  a  single  prism/grating.  The  basic 
electronic energy levels of a typical laser dye and the processes involved are depicted in 
Figure 4.7. 
 
Figure 4.6: Schematic of a pulsed dye laser [32]. 
The tunable laser systems include a 7 ns, 20 Hz double grating pulsed dye laser 
(Sirah Cobra­StretchTM) and a single grating SCANmateTM 2E laser from Lambda Physik 
(with an  intracavity etalon) which offer  tuning ranges  from 370‐900 nm and 340‐900 
nm  respectively.  In most  cases, methanol  is  used  as  the  dye  (Coumarine,  Rhodamine 
etc.) solvent whereas  in  the UV (Exalite), p‐Dioxan  is used. Typically,  the amplifiers of 
the  Sirah  and  the  SCANmate  require  a  solvent  dilution  of  8  and  3  times  that  in  the 
oscillator  cell,  respectively.  The dye  lasers  are pumped by  the 355/532 nm output  of 
water  cooled Q  switched Nd:YAG  lasers  (Innolas,  SpitlightTM  600) with  about  120 mJ 
energy. Care should be  taken to align  the pump beams properly so as not  to burn the 
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quartz dye cuvette. The resulting power depends strongly on the used dye, its range and 
the alignment of the pump and the dye  laser. Typical values  lie between 1‐5 mJ  in the 
visible  and 10 mJ  in  the UV.  The  linewidth  of  the  Sirah  is  0.06  cm‐1 while  that  of  the 
SCANmate 2E is 0.15 cm‐1. With the etalon, the linewidth can be reduced to 0.04 cm‐1.  
 
Figure 4.7: Electronic energy level diagram of a typical laser dye [32]. 
The Sirah control is programmed with Lab View and the communication with the 
laser  is  established  through  a  USB  to  RS232  adapter.  The  grating  configuration  and 
wavelength  can  be  set  using  this  program  provided  it  is  within  the  accessible 
wavelength  range.  The  residual  wavelength  discrepancies  between  the  laser  and  the 
experiment  can  also  be  compensated  using  the  control  program.  Changing  the  dye 
usually  requires  a  slight  realignment  of  the  laser.  The  SCANmate  is  tuned  by  the 
diffraction  grating,  and  communicated  with  the  PC  via  a  multimode  optics  fiber 
interface. The  commands are  sent by  the  scanmate.exe DOS program. The wavelength 
scans  are  controlled  by  the  lcmeter  program  which  also  calculates  positions  of  the 
grating  and  the  etalon.  Etalon  scans  require  manual  finding  of  the  etalon’s  normal 
position where  the  alignment  is  optimized  by  looking  at  the  laser  light  on  a  sheet  of 
white paper. The flash lamps and Q switch of the solid state Nd:YAG lasers are usually 
externally triggered using a pulse/delay generator (BNC Model 575) for better control 
of  timings  between  the  various  components  of  the  experimental  system.  The Nd:YAG 
 output can be controlled varying the delay between the flashlamp and the Q switch. The 
typical delays for the Spitlight Nd:YAG laser system are 215 ‐280 µs.  
4.5. Signal Detection 
The  light  detectors  used  in  the  experiments  include  photodiodes  (PD)  and 
photomultiplier tubes (PMT). A photovoltaic detector generates a photo induced voltage 
upon  illumination.  In  the non  illuminated diode,  the diffusion  of  electrons  from  the n 
region to the p region generates a space charge, which results in the diffusion voltage VD 
and  a  corresponding  electric  field  across  the  p­n  junction.  When  the  detector  is 
illuminated,  electron‐hole  pairs  are  created  by  photon  absorption  within  the  p­n 
junction. The electrons and holes  are driven by  the diffusion voltage  into  the n  and p 
regions respectively. This leads to a decrease of the diffusion voltage, which appears as 
the  photo‐voltage  Vph=ΔVD  (Figure  4.8).  A  broad  band UV‐VIS‐NIR  silicon  photodiode 
(ST336‐44BQ Hamamatsu) is used as the light detector. The sensitivity of the diode is in 
the  range  190‐1100 nm  and  the  active  area was 3.6 mm2.  The  output  of  the  diode  is 
amplified  using  a  low  noise  LM6365  amplifier  of  10  MHz 
bandwidth.
 
Figure 4.8: Schematic diagram of a photovoltaic diode showing generation of electron‐hole pairs 
upon photon absorption [32]. 
On the other hand, photomultipliers are a better choice for detection of low light 
levels,  as  in  FWM. They  internally  amplify  the photocurrent using  secondary electron 
emission  from  internal  dynodes  to  multiply  the  number  of  photoelectrons.  The 
photoelectrons emitted by  the cathode are accelerated by  the applied voltage and are 
focused on the metal surface of the first dynode where each impinging electron releases 
q  secondary  electrons,  which  then  produce  tertiary  electrons  and  so  on  (Figure  4.9). 
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Each photoelectron in a photomultiplier with N dynodes produces a charge avalanche at 
the  anode  of    and  a  corresponding  voltage  pulse  of  V=Q/C  where  C  is  the 
capacitance of the anode. The present setup uses a 12 stage Hamamatsu H3177‐50 with 
an effective area of 46 mm2. The PMT has a spectral response between 190‐650 nm. A 
10µ pinhole is used to spatially filter the output beam. 
 
Figure 4.9: Photomultiplier with output voltage pulse induced by an electron avalanche [32]. 
The output from the detectors is recorded directly on the computer or sent to a 
fast oscilloscope (LeCroy Waverunner 44Xi, 400 MHz, 5GS/s) for the accumulation and 
digitization of the data. 
4.6. Experimental Arrangement 
4.6.1. Cavity Ring­down Spectroscopy  
As  mentioned  before,  the  CRDS  setup  essentially  has  a  high  finesse  optical  cavity, 
formed  by  two  plano‐concave  dielectrically  coated  mirrors  (Layertec/LGR/Research 
Electro‐optics, R>99.99%, radius of curvature 1m, diameter 7.5 mm) facing each other 
separated  by  a  length  of  52  cm.  To  protect  the mirrors  from  dust  and  other  plasma 
impurities,  helium  curtains  of  0.02  mbar  pressure  are  flown  through  each  mirror 
holder.  These  mirrors  are  cleaned  using  drops  of  optical  grade  iso‐propanol  or 
methanol. Typical ring‐down time obtained in the visible region is around 25 µs. Figure 
4.10  shows  the  experimental  arrangement  of  CRDS  coupled with  a  discharge  source. 
The  tunable  radiation  is  spatially  filtered  and  focused  into  the  cavity  using  a  1:1 
telescope with a 50 µm pinhole. 
To  align  the  cavity,  initially  both  mirrors  are  removed  and  the  focused  laser 
beam  is  centered  at  the middle  of  the mirror  diaphragms  and  aligned  parallel  to  the 
optical  axis  of  the mirrors.    The  rear mirror  is  attached,  and  the  reflection  from  this 
 mirror made to return along the same path as the incident beam. Next, the front mirror 
is aligned in a similar way. 
 
Figure  4.10:  Experimental  configuration‐cavity  ring‐down  coupled with  electric  discharge. M: 
Mirror, P: Pinhole, L: Lens, I: Iris. 
Once  this  is  done,  one  should  be  able  to  detect  the  ring  down  signal, which  is 
detected using  the amplified  coupled broad band UV‐VIS‐NIR Si photodiode. The  final 
alignment is done after the chamber is evacuated by adjusting the threaded screws on 
the mirror mounts. The data acquisition and analysis is computer controlled using Lab 
View,  which  is  also  used  to  operate  the  lasers.  Typically  45  ring‐down  events  are 
averaged at each wavelength before iteratively fitting to an exponential function of the 
form 
 ,                                                              (4.5) 
where  A  is  the  amplitude  of  the  signal,  B  is  the  decay  rate  and  C  the  offset.  The 
discharge/ ablation  is  turned off  every  alternate pulse  to  record  the  ring‐down  times 
with  the  plasma  on  and  off.  The  final  ring‐down data  points  are  sent  to  the  program 
lcmeter  together  with  the  corresponding  wavenumber  of  the  laser.  The  absolute 
wavelength  calibration  is  achieved  by  a  wavelength  meter  (High  Finesse/Angstrom, 
WS7,  350‐1120  nm,  150  Hz  measurement  speed)  with  an  accuracy  of  0.002  cm‐1.  A 
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fraction of the laser beam is deflected by a beam splitter onto a collimator. The light is 
coupled to a single mode fiber which is connected to the wavelength meter. The data is 
transferred  to  the PC via a USB  interface. The device can also  be used  to measure  the 
line  width  of  the  laser  beam.  Narrow  band  filters  are  used  to  cut  off  the  plasma 
emissions and decrease the amplified spontaneous emission level.  
The computer uses the master trigger signal to trigger the digital pulse generator 
and  the pulsed  valve which opens  for  typically 350 µs.  This  is  automatically  adjusted 
depending  on  the  pressure  kept  inside  the  vacuum  chamber  which  is  given  by  the 
feedback  signal  from  the  pressure  gauge.  The  actual  gas  expansion  through  the  slit 
however amounts to about 1200 µs. The delay generator provides the synchronization 
for the probe laser and discharge/ablation laser. The width of the discharge pulse is of 
the order of 100 µs (the ablation pulse  is 7ns  long), and comes 600‐1000 µs after  the 
electric pulse opening the valve. The discharge/ ablation laser pulse is fired before the 
probe laser and continues at least to the end of the ring‐down signal. The time sequence 
of operation for the discharge experiment is shown in Figure 4.11. 
 
Figure 4.11: Timing sequence of operation for the discharge experiment. 
4.6.2. Four­wave Mixing Spectroscopy 
The DFWM configuration opted  for was a  forward BOXCARS scheme (Figure 4.12)  for 
which  virtually  all  signal  photons  are  collected.  The  mirrors  of  the  CRD  setup  are 
replaced  by  optical  windows  of  1"  diameter.  As  can  be  noted  from  the  figure,  the 
 experimental  configuration  consists  of  the  Sirah  dye  laser  pumped  by  the  third 
harmonic  of  the Nd:YAG  laser.  The  beam  is  spatially  filtered  to  obtain  a  homogenous 
profile using a 1:1 telescope with a 50 µm pinhole and collimated to a beam diameter of 
1 mm at  the  interaction  region. Neutral  density  filters  are  inserted  in  the  path  of  the 
probe  laser  beam  to  decrease  the  pulse  energy  to  around  100  µJ.  The  laser  beam  is 
divided  into  three  components  of  equal  intensity  (with  70/30  and  50/50  beam 
splitters) that are reflected by broadband mirrors and are focused by a 1000 mm focal 
length lens into the vacuum chamber. A pump crossing angle of approximately 1.5° and 
a  beam  diameter  of ׽2 mm before  the  lens  define  an  interaction  region  of ׽30 mm, 
therefore  making  use  of  the  whole  slit  expansion  length.  Because  the  signal  beam 
created by the FWM process is coherent in nature, it is efficiently rejected against stray 
or scattered radiation by the use of spatial filters, irises, and a long path length of 4 m 
from the  interaction region  to  the photomultiplier  tube. This enables  the  recording of 
background‐free spectra with a high signal‐to‐noise (S/N) offering both high sensitivity 
and precise  line positioning. The data  collection  and digitization  is  carried out by  the 
400  MHz  oscilloscope  and  transmitted  to  the  PC  via  GPIB  interface.  The  signal  was 
averaged  for 2  to 3 s, equivalent  to 40‐60  laser shots. The probing  time of  the DFWM 
technique  is  equal  to  the  laser  pulse  duration  (7  ns).  All  experiments  with  FWM 
presented in this work have been done employing the discharge source. 
The probing duration of DFWM offers  the possibility of using short but  intense 
high‐voltage  pulses  while  maintaining  appropriate  generation  conditions.  The 
application of a pulse in the submicrosecond range, however, has a drastic effect on the 
temporal distribution of the radicals in the molecular beam which makes the technique 
far better  than CRDS  in  terms of  selectivity. Details  about  this  aspect  can be  found  in 
chapter  7.  The  timings  between  the  gas  pulse,  discharge  and  the  probe  laser  are 
optimized using the pulse/delay generator depending on the species studied, which also 
provides the trigger to the oscilloscope. Frequencies are calibrated using a wavelength 
meter. 
In contrast to CRDS, the alignment procedure of DFWM is more tedious and time‐
consuming.    Masks  with  holes  at  the  four  corners  and  center  of  a  rectangle  are 
positioned  along  the  optical  axis  of  the  cavity  using  a  He‐Ne  diode  beam.  The  split 
incident beams are  then aligned to pass  through  the  three corners of both  the masks. 
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Now,  the  lens  of  1000 mm  focal  length  is  positioned  in  place  of  the  first  mask.  The 
beams  should  pass  through  the  window  into  the  cavity  at  this  stage.  To  ensure  the 
spatial overlap of beams at the interaction region, a 50 µm pinhole is positioned at the 
middle  of  the  chamber  and  the  incident  beams  made  to  pass  through  it.  Further 
alignment  is  then  performed  by  positioning  a  thin  quartz  cell  containing  a  dye 
(absorber) in the interaction region. Once the signal is optimized using the dye cuvette, 
the  chamber  is  evacuated  and  the  spectroscopic measurements  carried  out.  Recently, 
motorized mirror mounts have been proposed for better alignment of the setup. 
 
Figure 4.12: Schematic‐degenerate  four‐wave mixing. M: Mirror,  P: Pinhole, L: Lens,  I:  Iris, BS: 
Beam Splitter. 
Figure  4.13  shows  the  schematic  diagram  for  two‐color  resonant  four‐wave 
mixing (TCRFWM). Instead of the degenerate beams in the DFWM setup, the technique 
utilizes  two  pump  beams  of  the  same  frequency,  and  a  probe  (DUMP)  of  different 
frequency. The probe is scanned in frequency in a SEP or UP fashion keeping the pump 
laser at a fixed wavelength. For the TCRFWM experiments, the pump beams are chosen 
so  that  the  interference  fringes are directed along  the  jet  to  avoid washing out of  the 
gratings by the gas flow and, consequently, a decreased signal beam [33]. The pump and 
probe beams are produced by outputs of two dye lasers (Sirah, SCANmate 2E‐Lambda 
Physik)  and  are  collimated before being directed  to  the  interaction  region. Masks  are 
 used to position the three beam crossing angles to satisfy the phase matching condition. 
The rest of  the alignment procedure  follows as  in DFWM. The delay between  the  two 
lasers,  the  triggering  of  the  valve  and  the  discharge  are  controlled  by  the  delay 
generator.  
 
Figure 4.13: Schematic‐two color resonant  four‐wave mixing. M: Mirror, P: Pinhole, L: Lens,  I: 
Iris, BS: Beam Splitter. 
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Chapter 5 
Electronic Spectra of Gas Phase Hydrocarbons by  
Cavity Ring­down Technique 
 
5.1 Introduction 
This chapter presents the gas phase electronic spectra of  [1],   [2] and  
[1]. In the case of , this is the first detection in the gas phase. 
In connection with the astronomical observation of absorption features through 
diffuse  interstellar  clouds  [3],  the  measurement  of  the  electronic  spectra  in  the  gas 
phase of  carbon  chains  and  their  simple derivatives  including H, N,  and O has been a 
goal. After the proposal by Douglas that bare carbon chains comprising a handful or two 
of  carbon  atoms  are  good  candidates  as  carriers  of  these  diffuse  interstellar  bands 
(DIBs) [4], it took around 20 years to obtain a number of gas phase electronic spectra in 
the  laboratory  [5].  Thus  it  became  possible  for  the  first  time  to  make  a  direct 
comparison  with  the  astronomical  data  under  comparable  conditions:  collision  free 
environment  and  low,  10‐30 K  temperatures.  This was  achieved  in  the  laboratory  by 
producing  the  species  in  high  voltage  discharge  supersonic  expansions,  coupled with 
sensitive  laser  methods  such  as  cavity  ring‐down  absorption,  frequency  modulation 
techniques and resonant multiphoton ionisation approaches [6]. 
Important milestones were the observations of the neutral carbon chains C4, C5, 
and of their hydrogen derivatives, CnH, the latter being well known constituents of dark 
interstellar  clouds,  identified  by  mm  wave  astronomy.  The  species  were  selected 
because they have electronic transitions in the visible region of the spectrum, where the 
DIBs are observed. 
In all  these cases,  the comparisons with  the DIB data were negative,  leading  to 
upper limits of column densities of around 1012 cm‐3. Only in the case of C3 could very 
weak interstellar absorptions be detected and the species unambiguously identified in 
the  diffuse medium  [7].  The  analysis  of  this  data  led  to  the  conclusion  that  Douglas’ 
 hypothesis [4] is now excluded; the carbon chains comprising up to a dozen or so atoms 
or their hydrogen containing analogues CnH cannot be the carriers of the stronger DIBs 
[8]. In turn the analysis pointed to future studies of potential carriers; apart from having 
electronic  transitions  in  the optical  regions,  the oscillator  strengths would have  to be 
two orders of magnitude larger than for the afore‐mentioned chains. Examples of such 
systems are the carbon chains with odd number of atoms, starting with C15, C17....  
Interest  in  polyacetylene  cation  species  stems  from  the  observation  of 
hydrocarbons  in  combustion  and  interstellar  environments  [9‐12].  In  terms  of 
astrophysical  relevance,  polyacetylene  chains  are  often  speculated  as  being  possible 
carriers  of  the  unidentified  absorptions  in  diffuse  interstellar  clouds.  In  particular, 
diacetylene is one of the largest molecular species identified  in planetary atmospheres 
[13]  and  is  also  considered  as  a  precursor  to  larger  hydrocarbons  in  interstellar 
environments [14]. Recently, diacetylene cation was suggested as a DIB carrier [15], but 
the claim was soon refuted [16]. 
5.2. Experimental 
Details on the experimental set‐up can be found in chapter 4 of this thesis. The spectra 
have  been  recorded  by  the  pulsed  cavity  ring‐down  technique  using  a  supersonic 
expansion of plasma  from a  slit  nozzle discharge.   The molecules were produced  in  a 
pulsed supersonic plasma which was generated by discharging a mixture of 1% HCCH 
(for C6H+ and C6H3+) or 0.5% C4H2 (for HC4H+) diluted in argon or helium. The slit used 
was 30 x 1 mm2. The applied voltage was in the range of 600‐900 V while the backing 
pressure was kept  around 11 bar.  The  average pressure  in  the  vacuum chamber was 
0.07 mbar for C6H+ and HC4H+, and 0.15 mbar for  . Typical ring‐down time was 20 
μs.  A  dye  laser  with  0.06  cm‐1  running  at  20  Hz  was  used  and  the  wavelength  was 
calibrated with a wavemeter. 
5.3. C6H+ 
The electronic band systems of the Cn+ and CnH+ cations have hitherto not been obtained 
in the gas phase because of technical difficulties. A few measurements of the electronic 
transitions have been achieved  in neon matrices, namely  for Cn+ n=6‐9  [17], and CnH+ 
n=6, 8 [18].  Apart from the fact that these species have electronic band systems in the 
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visible region, both theory and the experiments in matrices indicate that the oscillator 
strengths are larger than for the neutral species. In this work, the measurement of the 
  transition  of  C6H+  in  the  gas  phase  near  19486  cm‐1  is  reported.  The 
identification follows by comparison with the matrix data, the partial resolution of the 
rotational  structure  and  changes  upon  deuteration.  Partially  resolved  lines  in  the  P 
branch and observation of band heads permitted a rotational contour fit. Spectroscopic 
constants in the ground and excited‐state were determined.  
5.3.1.  Results and Discussion 
The  energy  region  searched  was  based  on  the  observation  made  in  neon  matrices, 
where  the  origin  band  of  the    transition  of  mass‐selected  C6H+  was 
identified at 19387 cm−1 [18]. The corresponding band was observed in the gas phase 
around  19486  cm−1,  as  can  be  shown  in  Figure  5.1.  The  top  trace  shows  the  actual 
recording,  accumulated  in  several  scans.  Apart  from  the  band  showing  resolved 
rotational peaks  in the P‐branch at  lower energies,  the dominant features overlapping 
are C2 lines . The middle trace shows the resulting spectrum when the C2 
lines  are  removed  and  the  baseline  is  corrected.  The  C2  peaks  (synthetic  spectrum 
shown  in bottom trace) were subtracted after  fitting by a Voigt  line shape of variable 
width, amplitude and baseline, including both Lorentzian and Doppler line broadening 
mechanisms. The band is blue‐shifted by 99 cm−1 from the neon matrix value, similar to 
the 142 cm−1 change observed for the C6H   electronic transition [19, 20]. Both 
systems  have  similar  characteristics  involving    for  C6H  and 
orbital configuration for C6H+ with the same   electron 
being excited.  
To  confirm  that  the detected band  is due  to C6H+,  the  following measurements 
were  carried  out.  The  absorption  spectrum  recorded  in  the  6 K neon matrix displays 
three main transitions ( ) to excited vibrational levels in the upper electronic 
state  [18].  Of  these,  the most  intense    is  displaced  by  1903  cm−1  to  higher  energy 
relative to the origin band, with a quarter of  its  intensity. Thus, a corresponding band 
was  searched  for  in  the  gas  phase  and  found  at  21402  cm−1,  showing  the  same band 
profile as seen in Figure 5.1. The energy difference between the  and   bands in the 
 gas phase is 1916 cm−1. Though the absolute neon‐gas shifts are large, it is known that 
the  vibrational  frequencies  generally  lie  within  a  few  cm−1  [21].  The  second  set  of 
measurements  involved using deutero‐acetylene  in  the discharge. An absorption band 
of the same profile characteristics as the one seen in Figure 5.1 was detected at 19538 
cm−1, shifted 52 cm−1 to higher energy relative to C6H+. This is comparable to the 51(2) 
cm−1 displacement observed for the C6H/C6D pair [18]. The corresponding blue shift in 
the neon matrix for the cation is 38 cm−1 (Table 5.1) upon deuteration. Figure 5.2 shows 
the experimentally obtained  vibronic and   deuterated band systems of C6H+. 
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Figure 5.1: Absorption spectrum of C6H+ in the gas‐phase recorded by a pulsed cavity ring‐down 
method. The middle trace shows the C2 lines subtracted. The box and asterisks indicate partially 
resolved P lines, and R‐band heads and Q branch respectively. 
As can be seen in Figure 5.1, the spectrum displays three band heads along with a 
distinct  protrusion  near  19486  cm‐1  and  a  band  head  like  feature  at  19487  cm‐1.    It 
should be noted that the  presence  of  the  three  R‐band  heads  (at  the  higher  energy  
end)    readily  differentiates  the  spectrum  from  the  absorptions  belonging  to  a  band 
within  the   system of C6H which are seen throughout  this wavelength region 
[20].  Furthermore,  the  assignment  to  a  band within  the    transition  of  C6, 
with observed origin at 19558 cm‐1 in a neon matrix [19] is excluded as the rotational 
spacing  would  be  roughly  twice  as  large  as  between  the  lines  for  C6H+  because  of 
nuclear spin statistics. 
*
*
*
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Figure 5.2: Absorption spectra of (a)  vibronic and (b)   deuterated bands of C6H+. 
 
  Radical            Vibrational band               Ne Matrix                           Gas Phase T00                     Shift 
   l‐C6H+                                                 19387(8) [18]                   19486(1)                        ‐99 
                                                                21290(8) [18]                   21402(1)                        ‐112 
   l‐C6D+                                                 19425(8) [18]                    19538(1)                        ‐113 
   l‐C6H                                  18854(5) [19]                    18996(1) [20]              ‐142 
                                               19512(5) [19]                    19649(1) [20]              ‐137 
   l‐HC6H+                         16535(5) [22]                    16654(1) [23]             ‐119 
Table  5.1:  Frequencies  (cm‐1)  measured  in  a  neon  matrix  and  in  the  gas‐phase  for  the 
electronic transition of C6H+ and C6D+. Previously published data for linear C6H and 
HC6H+ electronic transitions are also given. 
An electronic state diagram of C6H+ is depicted in Figure 5.3, showing the lowest 
energy observed transitions. In connection with the study of the electronic absorption 
of  C6H+  in  the  neon matrix,  it  was  suggested  that  the  transition  being  observed  was 
 . The first argument for this was that C6H+ and C6 are isoelectronic and the 
  transition of  the  latter was  located  in  a  neon matrix with  origin  band  at 
19558 cm−1. However, CASSCF calculations,  the results of which are given  in reference 
[18], show that the   state arising from the 2π413σ13π3 configuration lies just 0.04 eV 
lower  than  the    (2π413σ23π2)  and  would  thus  be  the  ground  state  of  C6H+. 
Furthermore, the   system at Tv = 2.36 eV is strong (transition moment TM = 3.2 
D). On the other hand higher level RCCSD(T)/cc calculations indicated a preference for 
  as  the  ground  state  (with    lying  0.33  eV  higher)  and  that  the  transition  is 
at To = 2.77 eV with TM = 1.48 D. The   transition is predicted at 
2.24 eV but is very weak (TM = 0.03 D). Consequently the choice of   for the 
absorption system in the neon matrix was proposed [18].  
 
 
 
 
        E 
 
 
 
 
Figure 5.3: Electronic state diagram of C6H+. 
Thus,  in  the  analysis  of  the  rotational  structure  and  contour  of  the  gas‐phase 
band seen in Figure 5.1, it was initially assumed that the band has  symmetry. 
A  simulation  of  the  rotational  features  was  undertaken  using  PGOPHER  [24].  The 
optimized  calculated  ground  state  geometry,  as  given  in  [18], was  used  for  the   
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ground  state  in  the  first  instance and  the  constants  in  the  excited  state were  the 
parameters, in addition to the rotational temperature. A second iteration was made by 
slightly varying the lower state B" constant as well. Ambiguity in the fit is caused by the 
lack of sufficient number of resolved rotational lines (mainly observed in the P‐branch). 
For  the  final  fit  the  ground  state  rotational  constant  value  was  also  then  used  as 
parameter.  However,  the  simulation  failed  to  reproduce  important  features  in  the 
spectrum, as can be seen in Figure 5.4. Specifically, the peak at 19486.5 cm−1 labeled as 
Q‐head above the experimental trace, is not seen, neither the prominent dip at 19487.6 
cm−1.  Thus,  it  was  then  considered  whether  the  transition  could  be  of  or 
  symmetry.  The  same  procedure was  followed  in  the  simulations  as  above, 
using  the  calculated  geometry  for  the  lowest  lying    state  also  given  in  [18].  A 
  transition would result in three well separated branches, by roughly 13 cm−1 
due  to  the  spin‐orbit  splitting  of  the    state  [25].  In  this  case,  the  intensities  of  the 
three  band  heads  would  not  depend  on  the  internal  temperature  of  the  radical. 
According to theory [18] this transition is much weaker. Similarly, a   system 
should show three well‐separated structures, provided that the internal temperature of 
the  radical  is  around 80 K. This  is  not  in  agreement with  the  spectra  recorded  in  the 
19050–19600  cm−1  region:  all  transitions  occurring nearby were  identified  as  part  of 
the C6H   electronic transition, excluding this case also. A   transition 
does not match the observed profile as well; no Q head is apparent. 
  fits  best  (at  60−80  K)  reproducing  the  shape,  especially  the  dip  at 
19487.8 cm−1 caused by an R‐head and the Q head at 19486.5 cm−1, as shown in Figure 
5.4.  In  the  corresponding  band  of  C6D+  (at  19538  cm−1)  the  rotational  lines were  not 
resolved  though  the  profile  showed  the  same  features  as  for  C6H+.  The  lines  in  the  P 
branch  have  been  fitted,  yielding  the  spectroscopic  constants  given  in  Table  5.2.  The 
positions  of  the  band  heads  and  the  observed  dip  while  keeping  the  ground  state 
rotational  constant at  the ab  initio  value and varying  the upper state B′  as well  as T00 
gave  enough  constraint  so  as  to  reproduce  the  overall  shape  of  the  P  branch  (Figure 
5.4). The value obtained for the lower electronic state from the calculated rotational fit 
 for   (0.0486(2) cm−1) is comparable to the value 0.0475 cm−1 obtained from ab initio 
calculations [18]. Thus it is concluded that the   transition is being observed.  
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Figure 5.4: Simulation of the possible transition symmetries involved for C6H+ at 80 K and 0.06 
cm‐1 linewidth. 
 
 
T00      19485.776(11) 
B’’      0.0486(2) 
B’      0.0477(2) 
B’’/B’      1.019 
A’’      ‐13 (fixed) 
A’      ‐12.33(1) 
Table 5.2: Spectroscopic constants obtained from the rotational contour fit. 
In the neon matrix at 6 K, the absorption stems from the ground electronic state 
even  if  a  near‐lying  excited  electronic  state  is  located  just  0.04  eV  above.  It  is  not 
populated  due  to  the  complete  relaxation  at  6  K  in  the  solid‐state  environment.  The 
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same  transition  is  being  observed  in  the  gas  phase  (based  on  the  gas‐matrix  and 
isotopic shifts discussed above) and,  thus,  the symmetry appears  to be  .  It  is up  to 
even higher level of theory to prove this. Furthermore, the ab initio calculations carried 
out [18] predict for the   transition T00 = 2.36 eV compared with the observed 
2.42 eV. On the other hand the   system is calculated at 2.77 eV, a region to 
higher  energy  than  scanned  experimentally.  If  the    state  remains  sufficiently 
populated  in  the  supersonic  expansion,  in  contrast  to  the  6 K neon matrix,  it may be 
possible  to  find  this  transition.  Also,  cavity  ring‐down  measurements  at  higher 
temperatures may be feasible and advantageous. In the P‐branch, individual rotational 
lines are discernible, with ≈0.1 cm−1 widths. Broadening of the spectral  lines  indicates 
the excited‐state lifetime to be  100 ps. Using the oscillator strength of the transition, 
the rotational temperature and the estimated Voigt  line shape,  the density of  the C6H+ 
cations sampled is inferred to be around 2 x 108 cm−3.  
5.4.  
The vibrational frequencies in the ground X2Πg state of the diacetylene cation have been 
inferred from the A2Πu−X2Πg emission spectrum in 1956 [26] to be ν3 = 860.5 cm‐1, the 
C‐C stretching frequency, and 2ν7 = 971.5 cm‐1 the first overtone of the degenerate πg  ν7 
vibration which borrows intensity  from ν3 due to Fermi resonance. The assignment of 
the  two  modes  was  later  switched  [27]  based  on  the  analysis  of  Rydberg  series  of 
neutral  diacetylene  and  the  intensity  ratio  in  the  electronic  spectrum  of  HC4H+.  The 
vibrational  frequencies  in  the  X2Π  state  reported  in  stimulated  emission  pumping 
studies are ν3 = 971.5 cm‐1 and 2ν7 = 861 cm‐1  [28, 29]. Lifetime measurements  in the 
A2Πu state of the cation [30] gave a value of 58(3) ns for the   level compared to 
71(3)  ns  for  .  The  rotational  numbering  for  the  origin  band  of  the  A2Πu−X2Πg 
transition  was  later  adjusted  by  one  quantum  [31]  and  the  constants  T00  = 
19722.594(3) cm‐1, B' = 0.14009(4) cm‐1, B'' = 0.14690(4) cm‐1, A' = ‐31.1(8) cm‐1 and 
A''  =  ‐33.3(8)  cm‐1 were  given.  The  spectrum was  also  studied  in  a  neon matrix  [32].  
The degenerate bending vibrations of HC4H+ result in a Renner‐Teller (R‐T) interaction, 
splitting  the  vibronic  states  into  several  components.  Also,  the  frequencies  of  the  
   and     modes are close and Fermi resonance terms causes mixing of the 
  vibrational states. The otherwise weak overtone of the ν7 bend thus gains intensity 
from the ν3 stretch. 
The ground and the  first excited electronic states of HC4H+ have  the π electron 
configurations (πu)4(πg)3 and (πu)3(πg)4 respectively. The resulting electronic states 2Πg 
and  2Πu  are  inverted,  with  the  A2Πu,3/2  −  X2Πg,3/2  transition  lying  ~2  cm‐1  higher  in 
energy relatively to the Ω = 1/2 component. In the present work, the observation of the 
rotationally  resolved    and    bands  in  the  20550  cm‐1  region  by  cavity  ring  down 
spectroscopy is reported. Spectroscopic constants and symmetries of energy levels are 
inferred.  
5.4.1. Results and discussion 
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Figure  5.5:  The  A2Πu‐X2Πg    and    electronic  transitions  of  HC4H+  measured  in  absorption 
using cavity ring down spectroscopy. The bottom trace shows the simulation at a temperature 
of 55 K and a 0.06 cm‐1 linewidth. Intensity variations (indicated in boxes) in the experimental 
spectrum are caused by discharge fluctuations. 
Figure  5.5  shows  the  rotationally  resolved  spectrum of  the    and    vibronic 
bands  of  the A2Πu−X2Πg  transition  obtained  by  a  cavity  ring  down  arrangement.  The 
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rotational  fits  of  the  upper  levels were  carried  out with  the  PGOPHER  software  [24], 
while  the  already  known  ground  state  spectroscopic  constants  [32]  were  kept  fixed. 
This gives the s‐o coupling constant A'= ‐ 17.95(1) cm‐1 and the rotational constant B’= 
0.14047(1)  cm‐1  for  the  upper  state  of  the    transition.  The  analysis  for  the   
transition yields A’=  ‐ 11.55(1) cm‐1 and B’ = 0.14018(3) cm‐1  (Table 5.3). A Gaussian 
linewidth of 0.06 cm‐1 and a rotational temperature of 55±3 K were used for the spectral 
simulations.  The  comparatively  high  latter  value  could  be  a  result  of  the  ions  being 
probed at a short distance from the slit nozzle. The s‐o temperature calculated from the 
ratio  of  the  intensities  of  the Ω =  3/2  and Ω =  1/2 A2Πu−X2Πg  components  for  the   
band  is  50±5  K,  similar  to  the  rotational  temperature.  Intensity  variations  in  the 
rotational profile are caused by the shot‐to‐shot instabilities during the discharge. The 
assigned lines for both the bands are listed in Appendix C. 
The separation between the Ω = 3/2 and Ω = 1/2 components (ΔA) in the   and 
 bands of the A2Πu−X2Πg transition is ~15‐20 cm‐1, much larger than that observed for 
the  origin  band  at  T00  =  19722.5  cm‐1  (ΔA~2.2  cm‐1).  Also,  the  R1  (15.5‐19.5)  and 
R1(14.5‐18.5)  bandheads  (Ω  =  3/2)  of  the    and  bands  at  20531.35  cm‐1  and 
20587.16  cm‐1  are  separated  by ~56  cm‐1.  Quantitative  treatment  of  the R‐T,  s‐o  and 
Fermi  resonance  interactions  between  the  two  modes  is  necessary  to  explain  these 
observations. A vibronic analysis of the A2Πu−X2Πg electronic transition is made by using 
a restricted Hamiltonian which takes into account the spin‐orbit (s‐o), the R‐T and the 
Fermi interaction between the modes is described in detail in chapter 8.  
 
             
T00    20573.659(4)  20520.828(4) 
B’    0.14018(3)    0.14047(2) 
A’    ‐11.55(1)    ‐17.95(1) 
D’ (10­7)  4.5(7)      0.11(4) 
 
Table 5.3: Spectroscopic constants (cm‐1) obtained from the rotational line fit of the   
and   bands in the A2Πu‐X2Πg transition of HC4H+. 
 5.5.  
The  protonated  triacetylene  was  chosen  due  to  its  chemical  and  astrophysical 
significance.  Unsaturated  hydrocarbons  have  been  shown  to  be  present  in  the 
interstellar medium (ISM) and model predictions also anticipate  the presence of  large 
polyacetylenic  chains  [33,  34].  As many  chemical  reactions  in  the  ISM  are  of  the  ion‐
molecule  type,  protonated  polyacetylenes  stand  out  as  important  intermediates 
bridging the gap in the chemistry of carbon chains and cumulenes [35]. 
5.5.1. Results and discussion 
An electronic band system of   was also observed  in a 6 K neon matrix  following 
mass selection [36]. This was subsequently detected at 26402 cm−1 in the gas phase in 
an  ion  trap  [37].  A  two‐color  photon  scheme  was  used  to  observe  the  spectrum;  a 
bound‐bound  transition out of  the ground electronic  state was excited with one  laser 
while  the  second  UV  laser  subsequently  produced  the  fragment  ion  C6H+,  which was 
monitored.  In  the  latter experiment,  the rotational profile was seen but  the  individual 
lines could not be resolved. Their resolution would prove the structure of the species; 
either  the  “classical”   with C2v  symmetry,  or  the nonclassical  linear HC6H  form 
with  a  loosely  bound  H+  undergoing  large  amplitude  motion.  According  to  ab  initio 
calculations [37], the electronic transition observed could correspond to    in 
C2v  symmetry. On  the basis of  the  infrared  frequencies observed  in measurements on 
mass‐selected    in  neon‐matrices  [36],  the  classical  H2C6H+  structure  was  also 
implied. 
It  was  not  clear  whether  the  reasons  for  the  rotational  structure  not  being 
resolved was due  to  the short  lifetime of  the excited electronic state because of  intra‐
molecular  processes  or  power  broadening  in  the  two‐color  laser  approach.  It  was 
decided  to  measure  the  band  with  cavity  ring‐down  spectroscopy  for  which  the 
measured signal is not dependent on the intensity of the probing laser beam, avoiding 
power broadening effects. This was achieved here with the cavity ring‐down approach. 
However,  the  structure  could  still  not  be  resolved;  the measured  rotational  profile  is 
shown in Figure 5.6. The Q head could not be discerned because of the low S/N. Thus, it 
is  concluded  that  the  excited  electronic  state  is  short‐lived  as  a  result  of  lifetime 
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broadening by  intramolecular processes.     The  lines have a Lorentzian FWHM of 0.08 
cm‐1  (obtained  from  the  contour  fit) and  the  rotational  structure  is  smeared out. This 
corresponds to the excited‐state lifetime of 60 ps. 
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Figure  5.6:  Electronic  Spectrum  of    recorded  by  cavity  ring‐down  spectroscopy  (black 
trace) and its simulation (red trace). The Q branch could not be discerned due to low S/N.  
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 Chapter 6 
Broad absorption features of l­C3H2 – Relevance 
to the Diffuse Interstellar Band Problem 
 
6.1.  Introduction 
The recombination era saw the first signs of molecules  in the universe, which marked 
the transition from an ionized state to a predominantly neutral environment made up of 
H,  He,  D  and  Li.  Radiative  association  reactions  triggered  the  formation  of  simple 
molecules, such as H2, LiH and HD as well as molecular ions like   ,   and  [1]. 
As  the  universe  began  to  cool  and  expand,  stars  were  formed  from  giant  clouds  of 
hydrogen, thereby setting the stage for the formation of heavier and complex molecules 
containing  C,  O,  N,  S,  P,  halides  and metals.  Until  now,  approximately  150 molecules 
have  been  detected  in  the  interstellar  medium  (ISM).  The  interstellar  chemistry  is 
largely carbon dominated; this is evident from the first molecule CH to the most recent 
detection of ethylformate (C2H5OCHO) and n‐propylcynide (C3H7CN) [2]. 
Apart  from  studying  their  electronic  structure  and  properties,  the  other  main 
goal  of  the  spectroscopic  research  carried  out  in  this work  is  to  characterize  carbon 
containing  radicals  and  ions because of  their  astrophysical  relevance. Of  special  focus 
are the Diffuse Interstellar bands (DIBs), absorptions in the optical region by molecules 
in  diffuse  clouds.  Diffuse  interstellar  clouds  have  long  been  thought  to  be  relatively 
devoid of molecules, because of their low densities and high radiation fields. However, 
in  the past  ten  years  or  so,  a  surplus  of  polyatomic molecules  have been observed  in 
diffuse clouds, via their rotational, vibrational, and electronic transitions. 
Since their discovery in 1922 [3], the identification of molecules responsible for 
these bands remains one of the challenges the astronomical community faces till date. 
Comparison of laboratory gas phase and astronomical spectra is the way to identify the 
carriers responsible  for  these bands. This chapter presents an overview of  these DIBs 
and their properties before proceeding  to  the results on detection of gas phase  l‐C3H2 
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recorded by CRDS [4]. The measured vibronic bands show exact match to the profiles 
and  wavelengths  of  the  two  broad  DIBs  at  5450  and  4881  Å,  implying  its  role  as  a 
carrier of these DIBs. 
6.2. Diffuse Interstellar Bands 
 
Figure 6.1: Diffuse interstellar bands [5]. 
The DIBs  are  a  series  of  absorption  lines  that  are  observed  in  near‐UV,  visible 
and near‐IR spectra (Figure 6.1) recorded towards stars that are partially obscured by 
interstellar  dust.  They  are  known  to  be  interstellar,  because  they  do  not  suffer  the 
periodic  Doppler  shifts  associated  with  stellar  lines  in  binary  star  systems.  These 
interstellar  features  appeared  "diffuse,"  or  fuzzy,  on  early  photographic  plates,  hence 
the term diffuse interstellar bands. DIBs were first noted in the spectra of "red" B stars, 
but only recognized as arising from the interstellar medium in the 1930s [3, 6]. Initially, 
broad bands some tens of Å wide were  identified, but with  improved  instrumentation 
many  hundreds were  subsequently  found—mostly  in  the  yellow/red with  each  being 
only a few Å wide.  
There  had  already  been  various  theories  about  these  DIBs  being  formed  by 
molecules in the ISM in the early days [7, 8], but in time the emphasis swung to solid‐
 state  absorption  as  the  origin  of  the  DIBs  [9,  10]  as  formation  mechanisms  for 
maintaining  a  sufficient  population  of  gas  phase  molecules  were  not  known.  An 
appealing idea with regard to the solid state origin of DIBs was that the carriers might 
be dispersed as an impurity through the spherical dust particles and the electric field of 
the crystal  lattice  in which such an atom would be  imbedded could shift and split  the 
atom's energy levels. Non‐conclusive experimental data [11] together with lack of tight 
correlation  between  the  strength  of  DIBs  and  colour  excess  cast  doubt  that  DIBs 
originate  in  the  dust  grains  pointed  otherwise.  Furthermore,  the  absence  of  the 
detectable change in interstellar polarization across some of stronger DIBs shows that 
these features do not originate in the aligned grains responsible for polarization of light 
in the optical region [12]. 
Later, when the first radiowavelength detections of molecules occurred [13] and 
concurrently astronomers realized that rapid molecular formation through ion‐neutral 
reactions was possible, molecules  in  the diffuse  ISM received new respect. Arguments 
against a solid‐state origin of the DIBs and for a molecular carrier were put forward [14, 
15].  The  most  powerful  of  arguments  favoring  gas‐phase  carriers  are  the  observed 
constancy of DIB wavelengths and profiles from sightline to sightline and the existence 
of  fine  structure  in  some DIBs  [16].  The DIB  carriers  are  presumed  to  be  fairly  large 
molecules and the breadth of  the DIBs  is  likely due  to unresolved rotational structure 
and/or  intramolecular  vibrational  relaxation.  It  has  been  put  forward  that  some  DIB 
carriers could be ionized molecules [17]. With regard to their origin, it is believed that 
DIB carriers are composed of cosmically abundant elements  like H, C, O, and N rather 
than  trace elements. Many of  the DIB  carriers  appear  to  exist primarily  in  the diffuse 
atomic  clouds;  where  hydrogen  is  atomic  and  the  radiation  environment  is  harsh, 
though there have been a few observations in the diffuse molecular clouds [18]. 
Much  of  the  speculation  about  which  specific  molecules  form  the  DIBs  is 
centered on two classes of molecules: PAHs and carbon chains. The essential points that 
make PAHs very promising molecules are their survivability against photodissociation 
in  the  interstellar  radiation  field,  abundance  of  carbon  in  the  interstellar  medium 
sufficient enough to account for the DIB strength, and the strong electronic transitions 
of PAHs in the optical region. The speculation is furthered by the likely aromatic nature 
of  the Unidentified  Infrared Band  (UIB)  carriers which were  identified  in  carbon‐rich 
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planetary nebulae and some carbon star atmospheres [19] and their probable presence 
in diffuse clouds. The speculation about carbon chains is because many of the molecular 
species  observed  in  cold  dense  molecular  clouds  are  carbon  chains.  Constraints  on 
possible  carriers  in  the  PAH  and  carbon  chain  families  have  been  reported  [20,  21]. 
After  numerous  laboratory  studies  and  astronomical  comparisons,  in  case  of  neutral 
carbon chains as DIB carriers, it was pointed out by Maier et al. [20] that besides having 
electronic  transitions  in  the  DIB  region  (4000‐9000  Å),  these  molecules  must  have 
oscillator strengths of the transitions in the range 1‐10. This would apply to closed shell 
systems which include the odd‐numbered bare carbon chains in the C15‐C31 size range 
having very strong transitions in this region. 
 
Figure 6.2: Rotational lines in the origin band of the C3   transition toward  , 
, and 20 Aql [23]. 
The first three interstellar molecules ever detected, CH, CH+, and CN [22], were 
diatomics, but detection of additional diatomics has generally been a challenge, as most 
species fall well below H2, CO, CH, CH+, and CN in abundance. However, a number of di‐ 
and triatomics are known to be present in the diffuse clouds: CO, C2, OH, NH etc. as well 
as    and  C3  [22].  Figure  6.2  shows  the  rotational  lines  in  the  origin  band  of  the  C3 
 transition toward  ,  , and 20 Aql [23].  In addition, millimeter‐
 wave observations indicate the presence of more complex carbon containing molecules, 
e.g.,  c‐C3H2  [24]  and  C4H  [25].  Extensive  research  on  DIBs  can  be  found  in works  by 
Snow & McCall [22], Herbig [26], etc. 
Advances  in  laboratory  techniques  over  the  last  decade  have  enabled  the 
measurement of a number of astrophysically relevant molecules in the gas phase. These 
include  some  bare  carbon  chains  [21],  those  containing  one  hydrogen,  nitrogen  and 
their  ions  [27], and a  few aromatic cations  [28].  Individual coincidences of  three very 
weak DIBs with  the gas‐phase absorptions of naphthalene  cation  [29]  and  that of  the 
5069 Å  DIB with the origin band of the A2Πu X2Πg electronic transition of diacetylene 
cation [30] were reported earlier, but both these claims have been disproved [31, 32]. 
6.2.1. DIB Properties 
The  main  parameters  describing  DIBs  include  the  central  wavelength  of  the  feature 
( ),  the  central  depth  of  the  band  Ac  which  is  described  by  percent  of  the 
continuum  level,  the  full  width  of  the  band  at  its  half‐maximum  (FWHM, )  and  the 
equivalent  width  ( )  in  Å  or  mÅ.  The  equivalent  width  describes  width  of  a 
hypothetical line of the same area, of a rectangular profile, and normalized to unity. The 
ratio of equivalent width reflects the ratio of the oscillator strength when DIBs are due 
to one carrier.  
The profiles of the majority of DIBs are relatively narrow (their FWHM is usually 
of the order of few Å), however wider bands also can be found in some spectra [33, 34]. 
The central depths of the majority of DIBs are of the order of 1‐2 % of continuum, but 
there  are  few  exceptions,  e.g.  the  central  depth  of  5780 DIB  in  some  spectra  [35,  36] 
reaches 30%. The parameters describing DIBs are not stable and vary from one line of 
sight to another: the survey of DIBs [37] showed that the value of the equivalent width 
may  change  drastically.  For  the  strong  5780  DIB  it  varies  from  0.11  (target  star  ‐ 
HD30614) to 0.72 (target star HD183143). 
One of the strong arguments supporting the interstellar origin of the DIBs is the 
Doppler splitting observed in these bands due to the variable velocities associated with 
the interstellar clouds. The broad profiles of the bands are only slightly altered, and only 
in the case of very sharp DIBs can the Doppler splitting be observed. 
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Dust grains in the interstellar medium have a typical size that  is comparable to 
the wavelength of blue light. The result is that the blue light coming from distant objects 
is  strongly  absorbed  and  scattered by  the  dust,  essentially  removing  it  from  the  light 
reaching  earth  and  making  the  objects  appear  redder  than  they  really  are.  This 
phenomenon  is  known  as  interstellar  reddening.  The  extinction  produced  by 
interstellar matter  refers  to  the  combined  effects  of  the  scattering  and  absorption  of 
electromagnetic radiation by the matter along sight lines through the interstellar space. 
The  interstellar  extinction  curve depicts  the  absorption  and  scattering due  to  various 
interstellar dust components and spans from the near infrared to the far ultraviolet and 
affects  the DIB strength. The correlation analysis of  the dependence of  the strength of 
DIB 4428 Å on  reddening was  carried out by Deeming  and Walker  in 1967  [38].  The 
degree of reddening is inversely proportional to the wavelength and is characterized as 
the  color  excess  E(B‐V)  by  measuring  the  colour  index  (B‐V)  of  the  object  and 
comparing  that  to  its  true  colour  index  (B‐V)0.  The DIBs  have been  correlated by  the 
measure of  their  color  excess  [39].  The bands  are  also  classified on  the basis of  their 
profiles (broad and shallow/symmetric/asymmetric). 
6.3. l­C3H2 
Recently,  a  match  between  a  broad  DIB,  at  5450  Å  with  FWHM  ~10  Å,  and  the 
absorption  of  an  unknown  species  produced  in  a  plasma  discharge  of  acetylene  was 
reported  [40].  The  available  experimental  data  pointed  to  a molecule  containing  only 
carbon  and  hydrogen.  The  following  sections  present  evidence  that  the  molecule 
responsible is propadienylidene, H2CCC‐linear three carbon atoms with two hydrogens 
off‐axis  on  the  terminal  carbon,  henceforth  and  usually  designated  as  l‐C3H2.  The 
molecule has  two other broad absorption bands at around 4890 and 5170 Å,  close  to 
known  DIBs,  as  well  as  rotationally  resolved  bands  at  wavelengths  above  6000  Å. 
Narrow  DIBs  of  the  expected  strength  are  also  found  at  the  positions  of  two  of  the 
triplet systems predicted to be centered near 6159 and 6252 Å. The spectral region for 
the third system, weaker than the other two, is too confused by strong telluric oxygen 
features. All  of  this  is  evidence  for  an  identification of  a  carrier molecule which  gives 
rise to a series of DIBs. 
 The recognition that the broad band seen in the laboratory which coincided with 
the  5450  Å  DIB  was  due  to  absorption  by  l‐C3H2  became  evident  from  a  number  of 
previous studies  together with  the present ones.  In  its electronic ground state X1A1,  l‐
C3H2  (C2v  symmetry) has been well  characterized by millimeter‐wave  spectroscopy  in 
the laboratory [41] and identified by this signature in dense interstellar clouds [42] and 
in  the  diffuse  medium  [43].  It  is  an  isomer  of  the  ubiquitous  cyclic  C3H2  [44].  The 
electronic absorption spectrum of l‐C3H2 was first observed in a neon matrix at 6 K [45]. 
In  the visible  region,  it  shows  two electronic  systems; a weak  dipole  forbidden A1A2  ‐ 
X1A1  transition which  becomes  partly  allowed  by  vibronic  effects with  the  near  lying 
B1B1 electronic state. Then, it shows an intense B1B1 ‐ X1A1 transition in the 4000‐5500 
Å range. The spectrum was re‐recorded [4] in the matrix laboratory, Basel. The spectra 
were  by  and  large  identical,  except  that  the  recordings  at  Basel  (Figure 6.3)  showed 
better  resolution  of  the  bands  and  there  were  wavelength  errors  for  some  of  the 
reported  absorptions.  Due  to matrix‐gas  shifts,  a  direct  comparison with  DIB  data  is 
inconclusive. 
 
Figure  6.3:  Absorption  spectra  of  l‐C3H2  measured  in  6  K  neon  matrices.  Courtesy:  Matrix 
Isolation Spectroscopy Laboratory, Basel. The  top  trace was  obtained  by  1470 Å  photolysis  of 
allene  embedded  in  the  matrix.  The  middle  and  bottom  traces  were  observed  using  mass‐
selected  deposition.  Labels  a, b, c  refer  to  the  rotationally  resolved  gas‐phase  measurements 
[46, 47]. 
Thus, a goal a number of years ago was to observe the B1B1  ‐ X1A1 system of  l‐
C3H2 in the gas phase. Three techniques were employed: absorption measurements in a 
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supersonic jet expansion through which a discharge runs and detection with cavity ring‐
down  (CRD)  either  with  pulsed  or  continuous  lasers,  as  well  as  resonance‐enhanced 
multi‐photon  ionization.  The  experiments were  unsuccessful  [46],  from which  it  was 
concluded  that  the B1B1  excited electronic  state has  a  lifetime  less  than a picosecond, 
causing  individual  line  broadening  of  over  10 cm–1. However,  at  the  same  time,  three 
rotationally resolved bands lying in the 6000‐6600 Å region were observed [46, 47]. In 
the  latter  two  articles,  the  rotational  analysis  proved  that  these  belong  to  l‐C3H2, 
corresponding to transitions from the   level of the ground X1A1 state to vibronic 
levels  in the A1A2 state,  lying near the origin of the B1B1 electronic state. The bands in 
the dipole  forbidden A1A2  ‐ X1A1  transition gain  intensity by vibronic mixing with  the 
B1B1  levels.  The  rotational  analysis  is  unambiguous.  These  bands,  lying  around  6159, 
6252,  and  6319  Å,  in  the  gas  phase  show  a  complex  structure  characteristic  of  an 
asymmetric top. 
6.3.1. Experimental 
In the gas phase,  l‐C3H2 was produced in a supersonic free‐jet expansion discharge. As 
precursor, 0.5‐1% allene in argon, or acetylene and diacetylene in helium, was used. The 
discharge was operated at 10 Hz, while  the  laser was  fired at 20 Hz.  It was  found that 
the  strongest  signals were observed with  allene,  but  at  the  same  time  the  vibrational 
and  rotational  temperatures  attained  were  a  bit  higher  than  with  diacetylene. 
Furthermore, allene produced other species causing broad absorptions in the range of 
interest (e.g., l‐C3H). Dideutero‐acetylene in helium was used in the discharge expansion 
for the measurements on l‐C3D2. 
6.3.2. Results 
It was focused on whether the 5450 Å absorption band coinciding with the DIB at this 
wavelength [40] could be the B1B1 ‐ X1A1 transition of  l‐C3H2, i.e., corresponding to the 
most  intense band  in  the 6 K mass  selected neon matrix  spectrum at  5417 Å  (Figure 
6.3). 
The  assignment  of  the  bands  to  vibrational  excitation  in  the  upper  electronic 
state of  l‐C3H2 is established [45]. All the transitions originate from the    level of 
the X1A1 ground state because the temperature of the neon matrix is 6 K. The strongest 
 5417  Å  band  corresponds  to  the  excitation  of  the  totally  symmetric  ν2  (C=C  stretch) 
mode in the B1B1 state (  transition). Other strong bands in the spectrum of C3H2 are 
due to its overtone (  at 4856 Å) and combination with the ν4 mode (  at 5143 Å) 
as indicated in Figure 6.3. The origin band of the B1B1 ‐ X1A1 transition is weaker and is 
influenced by vibronic interaction of B1B1 with the nearby lying A1A2 state. It is located 
somewhere  within  the  group  of  weak  bands  above  6000  Å  (between  a  and  c  in 
Figure 6.3).  This  has  been  considered  theoretically  [45]  and  also  discussed  in  the 
analysis of the rotationally resolved spectra in the gas phase in this region [46]. 
 
      Neon Matrix [4]  Gas Phase  Transition  Band 
λ(l­C3H2)  I  λ(l­C3D2)  I  λ(l­C3H2)  λ(l­C3D2)     
6284  0.2  6260  0.4  6318.9    A1A2 ← X1A1  a 
6219  0.3  6130  1.4  6251.7    ''  b 
6122  0.9  6093  1.5  6159.2    ''  c 
5445/5417  10  5412  10  5450(3)  5458(3)  B1B1 ← X1A1 
 
5143  3  5160  3.5  5165‐5185a    ''   
4856  9  4857  12  4887(3)    '' 
 
4633  4.4      4645‐4665a    '' 
 
4412  4.7      4425‐4445a    '' 
 
Table 6.1: Absorption Band Maxima (Å) of l‐C3H2 and l‐C3D2 measured in a 6 K Neon Matrix [4] 
and in the Gas Phase (K = 1‐ 0).  
a Extrapolated values based on the neon matrix to gas phase shift of the   band. 
CRD  is  a  sensitive  detection method;  however,  the  lack  of  mass  selection  is  a 
drawback. Therefore,  the matrix spectra of  the mass‐selected C3H2 and C3D2 serve  for 
the  identification  of  the  bands  in  the  gas‐phase  CRD  experiments.  Though  the 
wavelength  shift  going  from  neon matrix  to  gas  phase  can  be  10‐50  Å  for  electronic 
transitions,  the  separation  of  vibrational  peaks  rarely  differs  by  more  than  a  few  Å 
within one state [48]. Thus, by knowing the wavelength of the   transition in the gas 
phase,  the  positions  of  other  bands  (e.g.,    or  )  can  be  predicted  from  the 
separation  of  the  peaks  in  the  neon  spectrum  (Figure 6.3).  However,  this  procedure 
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cannot be applied for the   band of l‐C3H2 itself because the separation from the origin 
to the   peak is not known. 
The aim was therefore to detect the gas‐phase band of l‐C3H2 that corresponds to 
the   transition in the neon matrix at 5417 Å. The known rotationally resolved bands 
of l‐C3H2 above 6000 Å were first detected using acetylene, diacetylene, or allene seeded 
in argon in the discharge. The strongest signal was observed with allene. The spectrum 
was  then measured  in  the  (5420  ±  50)  Å  range  as  indicated  by  the    absorption  in 
neon.  Broad  absorptions  were  detected  with  all  the  precursors  and  under  the  same 
discharge  conditions  as  for  the  rotationally  resolved  λ>  6000  Å  bands  of  l‐C3H2.  The 
spectrum obtained with allene precursor  is shown  in Figure 6.4  (a).  It consists of  two 
broad absorptions, whose relative intensities vary with the precursor proving that they 
originate from two different molecules (Appendix D). 
 
Figure  6.4:  Gas‐phase  laboratory  spectra  recorded  by  cavity  ring‐down  spectroscopy  in  a 
supersonic  slit  jet  expansion  discharge  using  allene  (traces  a, c, d)  and  DC2D  (trace  b)  as 
precursors. The continuous, solid lines are Gaussians fitted to the data, after partial removal of 
the C2  lines and subtraction of  the known  l‐C3H absorptions  (trace   c). Absorptions  in  red are 
due to l‐C3H2. 
The  absorptions  in  Figure  6.4  (a)  have  been  deconvoluted  using  the  two 
Gaussians shown. The central wavelength of the first peak is ~5450 Å (FWHM ~13‐17 
 Å), whereas the other is centered at 5473‐5476 Å (FWHM ~32‐42 Å). The prominent C2 
absorption lines have been partially removed from the spectrum by taking a wavelength 
window  of  10  points,  finding  the minimum,  and  then  repeating  the  procedure  at  the 
following position of  the spectrum. By  this means,  the broad underlying absorption  is 
retained  and  fitted  by  a  Gaussian.  Figure  6.4  (a)  shows  the  superposition  of  the  two 
Gaussians and the quality of the fit. 
Gas‐phase measurements on l‐C3D2 were also carried out. In the spectral window 
of interest, only one broad band (central wavelength at 5458(3) Å and FWHM ~19‐24 
Å)  has  been  detected  using  dideutero‐acetylene  as  precursor  (Figure  6.4  (b)).  The 
FWHM does not differ much from that of the 5450 Å band. The position of this band is 
shifted by ~ 27 cm–1 to the lower energy relative to the 5450 Å band, similar to the neon 
matrix change (17  ). 
Comparison of the neon matrix spectra of l‐C3H2 and l‐C3D2 (Figure 6.3) with the 
CRD  spectra  (Figure  6.4)  leads  to  the  conclusion  that  the  5417  Å  band  in  the  neon 
matrix and that at 5450 Å in the gas phase originate from the same molecule, namely l‐
C3H2.  From  the  position  of  the    band  of  l‐C3H2  in  the  gas  phase  (5450  Å),  the 
wavelengths of the   and   transitions in the gas phase can be predicted using the 
separation of the peaks in the neon spectrum. For this the most intense peaks are taken 
(5417,  5143,  and 4856 Å),  because  the  lowest  energy  site  is  not  resolved  (though  its 
presence is indicated by the asymmetry of the peak). The difference between the   and 
 band maxima is 2130 cm–1 and this leads to a gas‐phase prediction of 4883 Å for the 
 transition; the uncertainty is difficult to guess because of broadening mechanisms in 
the matrix. The   band is located 984 cm–1 above the transition in the neon matrix; in 
the gas phase it is then in the 5173 Å wavelength region. 
In  the  region  around 4883 Å predicted  for  the    band,  broad  absorptions  are 
detected (Figure 6.4(c)) with narrower components imposed on them. The four bands 
at 4913, 4870, 4856, and 4844 Å belong to  l‐C3H because they have been identified  in 
earlier  mass‐selected  studies  in  the  gas  phase  [49].  After  subtraction  of  the  l‐C3H 
absorptions (the four Gaussians shown in Figure 6.4 (c)) from the laboratory recording, 
the  residual  broad  band  is  obtained  (Figure  6.4(d)).  The  Gaussian  fit  is  centered  at 
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4887(3) Å with FWHM of ~25 Å. Its position matches the 4883 Å wavelength predicted 
from the neon matrix spectrum of  l‐C3H2. The FWHM of  this band  is  somewhat  larger 
than  that  of  the    band  at  5450  Å,  probably  due  to  a  shorter  lifetime  in  the  v2  =  2 
vibrational  state  of  B1B1.  These  arguments,  together  with  the  fact  that  the  5450  and 
4887  Å  bands  were  observed  under  the  same  experimental  conditions  as  the 
rotationally resolved transitions of l‐C3H2 above 6000 Å, provide the evidence that these 
absorptions originate from the l‐C3H2 molecule. 
The detection of the band around 5173 Å, corresponding to the   transition of 
l‐C3H2, was not successful. This is because this transition is a factor of three weaker than 
 and its intensity is below the detection limit of the CRD setup. 
It was already established [40]  that  the 5450 Å gas‐phase absorption coincides 
with a DIB at this wavelength. This band is now assigned to the   B1B1 ‐ X1A1 transition 
of l‐C3H2. A DIB corresponding to the   band in the gas‐phase observations is present. 
Appendix E lists all the spectra which have been recorded from 4350‐6250 Å as a 
part  of  this  study.  This  also  includes  the  vibronic  transitions  of  l‐C3H2  and  l‐C3H.  No 
other feature which matched all criteria as the 5450 and 4887 Å could be detected. The 
measurements also show many unidentified broad features throughout the region. The 
rotationally resolved C3H2 b‐vibronic band of the dipole forbidden A1A2 ‐ X1A1 electronic 
transition is shown in the appendix.  
6.3.2.1. Simulation of Band Profile 
6.3.2.1.1. Bands above 6000 Å 
Three  systems  in  the 6150‐6330 Å  region have been  the  subjects  of  two earlier high‐
resolution,  gas‐phase  studies  [46,  47].  The  rotational  analysis  is  unambiguous  and 
proves that the absorptions belong to l‐C3H2. 
l‐C3H2  has  a  near  prolate  top  structure  with  C2v  symmetry.  The  rotational 
constants in the X1A1 ground state are A = 9.6451, B = 0.3533, and C = 0.3404 cm–1. The 
K = 1 and K = 2 separations from K = 0 are ~10 and ~40 cm–1, respectively. Thus at very 
low temperatures only the K = 0, 1 levels are populated. According to the selection rules, 
only transitions with ΔK = ±1 are observed. 
  
Figure 6.5: Simulated rotational profiles of the b (left) and c bands (right) of l‐C3H2 which have 
been  observed  in  the  gas  phase  earlier.  The  structure  is  characteristic  of  an  asymmetric  top, 
showing the three K components 2‐1, 1‐0, and 0‐1. The plot on the left uses 0.15 Å linewidth for 
the  individual  rotational  transition,  corresponding  to  40,000  resolving  power  used  in  the 
astronomical  observations.  On  the  right  0.4  Å  is  used,  compatible with  the  conditions  of  the 
astronomical observations as the pattern and broadening of the potassium atomic lines show. 
In Figure 6.5 (left) are shown the simulations of the bands of  l‐C3H2 above 6000 
Å, using  the derived spectroscopic constants and a Lorentzian profile of width 0.15 Å, 
corresponding to the resolving power 40,000 used in astronomical measurements,  for 
each  individual  line. The pattern  is  shown  for  temperatures of  5, 20,  and 60 K. Three 
components, K  = 2‐1, K  =  1‐0,  and K  =  0‐1 would be observed. At 5 K  the population 
becomes concentrated in the K = 0 level of the X1A1 electronic ground state and thus the 
middle  peak  dominates.  As  the  temperature  rises  the  outer  two  peaks  gain  intensity 
because the population of the K = 1 level increases. 
Though  the  resolving  power  in  many  astronomical  measurements  is  around 
40,000,  observations  such  as  those  toward  HD 206267  sample  several  clouds  as  the 
profiles of K and Ca lines show [50] and this leads to broadenings of 10‐20 km s–1,  i.e., 
0.2‐0.4 Å in this wavelength region. Thus, the absorption pattern of l‐C3H2 in such clouds 
would  look  like  that  shown  in  Figure 6.5  (right), where  a  0.4  Å width  (Lorentzian)  is 
used in the simulation. 
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6.3.2.1.2. The 5450 Å Band 
The  5450  and  4887  Å  absorption  bands  of  l‐C3H2  are  broad,  without  any  rotational 
structure. This arises due to the short lifetime of the B1B1 electronic state as a result of 
the fast intramolecular relaxation process to the nearby lying A1A2 state. The profiles of 
the broad 5450 and 4887 Å bands can be predicted by simulating the   and   B1B1 ‐ 
X1A1 transitions with the known rotational constants for the bands above 6000 Å [46]. 
Due to  the broadness of  the  features,  the precise value of  the  rotational constants has 
little  influence on  the overall  contour. The bottom  trace  in  Figure 6.6  shows  the  case 
with a 1 Å  linewidth corresponding  to 1 ps  lifetime and a  temperature of 10 K. Three 
components in the profile of this band would still be seen. 
 
Figure 6.6: Simulation of the 5450 Å band profile of  l‐C3H2 B1B1 ‐ X1A1 transition at 10 and 60 K 
taking 1 or 10 Å linewidth. The laboratory absorptions shown in Figure 6.4 were measured with 
a  rotational  temperature of  around 60 K,  determined by  the  rotational  line  intensity  of  the  l‐
C3H2 bands above 6000 Å. The 10 Å linewidth corresponds to a lifetime of 100 fs for the excited 
electronic state. 
The best fit to the observed 5450 Å profile was obtained with a 10 Å linewidth 
and  60  K  temperature  (top  trace  in  Figure  6.6).  The  temperature  of  60  K  is  chosen 
because the rotationally resolved bands of l‐C3H2 measured above 6000 Å fit to 50‐70 K. 
The linewidth of 10 Å corresponds to a 100 fs lifetime, which is often encountered in the 
 excited electronic states of polyatomic molecules subject to conical intersections. In fact 
in the case of l‐C3H2, the next higher lying C1A1 electronic state, with onset near 2500 Å, 
has been shown experimentally to have a lifetime of 70 fs [51], so the inferred value of 
100 fs is not unreasonable. 
6.3.2.2. Astronomical Observations 
6.3.2.2.1. Broad Bands 
Broad absorptions are observed in the laboratory at 4887 and 5450 Å in the gas phase 
and one is predicted in the 5165‐5185 Å range, but expected to be only one‐half to one‐
third the strength of the 5450 Å absorption. The absorption spectrum in Figure 6.3 is a 
linear  measurement  and  thus  predicts  that  any  corresponding  DIBs  should  have 
comparable  EWs  and  FWHM.  There  is  a  strong,  broad  DIB  at  4881  Å with  twice  the 
FWHM (~25 Å),  but  similar  central depth  to  the 5450 Å DIB.  It  is  listed  in many DIB 
compilations [26, 52, 53].  In early 2010, spectra were acquired in the regions of these 
DIBs at the Dominion Astrophysical Observatory with the 1.2 and 1.8 m telescopes at a 
resolution of R = 18,000 [4].  
 
Figure 6.7: The 4881 Å DIB, already known from the literature, in spectra of HD 46711, 190603, 
183143,  and  γ Ori,  is  compared  to  a  Gaussian  fit  (FWHM  25  Å)  to  the  laboratory  absorption 
spectrum of  l‐C3H2 centered at 4887 Å (dashed red line). The short‐wavelength side of the DIB 
profile is distorted to varying degrees by Hβ at 4861 Å [4]. 
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The coincidence of the laboratory and DIB profiles in the case of the 5450 Å band 
has  already  been  discussed  [40].  The Gaussian  (25 Å  FWHM)  obtained  from  the  CRD 
laboratory measurement of the 4887 Å absorption is superimposed on the DIB spectra 
in  Figure  6.7.  Astronomical  spectra  were  newly  recorded  at  5450  Å  and  superposed 
with the laboratory recordings (Figure 6.8). The agreements in both cases are excellent. 
The wings of the strong stellar Hβ line at 4861 Å make that part of the DIB hard to define 
for  HD 46711.  For  the  supergiant,  HD 183143,  there might  also  be  a  broad  emission 
component. 
 
Figure 6.8: Spectra of HD 46711, 206267, 186745, 183143, and AE Aurigae showing the broad 
DIB at 5450 Å. The scales for the lightly reddened stars HD 206267 and AE Aurigae have been 
expanded by a factor 4. The gas‐phase laboratory spectrum of l‐C3H2 is shown by the dashed red 
curve  superimposed  on  the HD 183143  spectrum.  This  confirms  the  agreement  found  earlier 
[40]. 
The case for a FWHM ~20 Å DIB in the 5165‐5185 Å range is complicated by the 
presence  of  a  previously  known  and  well  defined,  broad  DIB  centered  at  5160  Å. 
Unfortunately,  the  presence  of  strong  stellar  lines  near  5173 Å  in  all  the  target  stars 
make  it  impossible  to  say  anything  about  an  interstellar  absorption  feature  in  that 
 region. The intensities of the bands < 4700 Å were below the detection limit of the CRD 
setup and hence not observed. 
6.3.2.2.2. Narrow Triplets above 6000 Å 
The  triplets  offer  quite  a  different  challenge  from  the  broad  bands when  it  comes  to 
unambiguous  detection.  An  exact  wavelength  match  was  less  critical  for  the  broad 
bands.  
 
Figure  6.9:  Spectra  of  HD 204827,  ζ Oph,  the  unreddened  standard,  α Leo,  and  model  line 
profiles for  l‐C3H2 at 10 K and 0.15 Å FWHM. The spectrum for ζ Oph has been expanded by a 
factor of 5 relative to the others. The broad feature centered at 6159 Å in α Leo is a rotationally 
broadened stellar line. Narrow DIBs lie within the 6159 and 6166 Å model profiles for the two 
reddened stars [4]. 
There  are  many  fewer  broad  DIBs  known  than  sharp  ones,  making  chance 
coincidence less likely. Also, the broad DIBs can be matched in width without significant 
distortion  from  spectral  resolution  and  blurring  by  the  velocity  dispersion  in  the 
interstellar  clouds.  For  the  4881  and  5450 Å  regions,  there  is  little  contamination  by 
telluric  lines  and  stellar  lines  are  easily  distinguished.  By  contrast,  the  spectra  of  the 
late‐type B giants are full of stellar lines which are hard to distinguish from sharp DIBs. 
The highest density of sharp DIBs is in the 6000 Å region, one every few Å, which makes 
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the  chance  of  coincidence  likely.  There  are  also many  telluric  lines.  It  should  also  be 
noted  that  the  sharp  DIBs  of  interest  have  central  intensities  of  <1 %.  As  a  result  of 
these  obstacles,  the  observations were  restricted  to  reddened  early  B  or  O  stars  and 
spectra with  a  resolution >40,000 and  signal‐to‐noise  ratio  (S/N) of  several  thousand 
per Å [4].  
 
Figure 6.10: Spectra of HD 204827, HD 206267, ζ Oph, and HD 179406 together with model line 
profiles for  l‐C3H2 at 10 K and 0.15 Å FWHM. The spectrum for ζ Oph has been expanded by a 
factor of 2.5 while that for HD 204827 has been halved. There are DIBs consistently within the 
limits of the model line profiles [4]. 
Figures 6.9 and 6.10 display the spectra of the reddened stars for two sets of the 
predicted l‐C3H2 triplets together with model absorption profiles for 10 K and a 0.15 Å 
FWHM,  the  latter  to  account  for  instrumental  and  interstellar  broadening.  There  are 
clearly DIBs within the limits of the model profiles at 6159, 6166, 6244, 6251, and 6259 
Å. The  line predicted at 6152 Å was expected  to be significantly weaker  than those at 
6159  and  6166  Å,  so  the  absence  of  a  DIB  at  that  wavelength  is  not  necessarily  a 
contradiction.  The  DIBs  at  6244  and  6251 Å  appear  to  be  doubles with  the  stronger 
component corresponding quite closely to the predicted absorption maximum. 
For  the  triplets  predicted  near  6320  Å,  the  region  is  heavily  obscured  by  the 
telluric  α‐band  of  O2  which,  coupled  with  velocity  corrections  to  the  barycenter  and 
 alignment to the interstellar KI velocities, makes it impossible to detect any DIB which 
might coincide with the predictions. 
In none of the coincidences do the predicted profiles correspond well to those of 
the DIBs,  suggesting  that  the  intrinsic broadening  is probably  greater  than  the 0.15 Å 
assumed for the model. While the coincidences between DIBs and the model profiles are 
not  unequivocal  given  the  high  density  of  sharp  DIBs  in  this  spectral  region,  their 
absence would have cast some doubt on the case for l‐C3H2 as a DIB carrier. 
6.3.3. Discussion 
The choice of a rotational temperature for l‐C3H2 in diffuse clouds has a consequence for 
the comparison with the laboratory data, as the simulations in Figure 6.5 and Figure 6.6 
show. l‐C3H2 has a large dipole moment (around 4 D) and may cool efficiently, in much 
the  same way  as  do  the  diatomics  CH,  CH+,  and  CN, which  attain  2.7  K  in  the  diffuse 
medium.  On  the  other  hand,  the  temperatures  inferred  for  other  polar  polyatomics 
detected in the diffuse medium are often higher, for example around 50 K for ammonia 
by  millimeter‐wave  spectroscopy  [54]  and    by  IR  measurements  [55].  Due  to  the 
broadness of  the 5450 Å DIB,  the  interstellar  temperature of  l‐C3H2  cannot be  clearly 
determined; anything in the range 10‐60 K would fit as the two simulated profiles with 
10 Å linewidth in Figure 6.6 show. 
As a  follow‐up  to  the  identification of  l‐C3H2 as a DIB carrier, one can make an 
estimate  for  the column density on  the basis of  the broad 5450 Å DIB. There are  two 
calculations  [56]  of  the  overall  oscillator  strength,  f,  of  the  B1B1  ‐  X1A1  electronic 
transition, 0.016 and 0.009. The former value was obtained with a higher level method 
and is used for the evaluation. 
The  f value  for the    transition (5450 Å band) within this system is estimated 
from  the  calculation  of  the  Franck–Condon  factors  [56].  This  gives 
f( )/ftotal(=0.016) = 0.2.  
Using the expression  
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yields  for  Λ  =  5450  Å,  f( )  =  0.003,  EW  =  0.4  Å  toward  HD 183143:                            
N(l‐C3H2) = 5 × 1014 cm–2. 
Toward  HD 183143,  the  column  density  of    has  been  determined  to  be 
1014 cm–2 [55] and N(C2)  1014 cm–2 [57]. Thus, the N value estimated for l‐C3H2 is not 
unreasonable. 
Thus the observations suggest that the broad, diffuse interstellar bands at 4881 
and 5450 Å are caused by the B1B1 ‐ X1A1 transition of H2CCC (l‐C3H2). The large widths 
of  the  bands  are  due  to  the  short  lifetime  of  the  B1B1  electronic  state.  The  bands, 
predicted from absorption measurements in a neon matrix and observed by cavity ring‐
down in the gas phase, show exact matches to the profiles and wavelengths of the two 
broad  DIBs.  The  strength  of  the  5450  Å  DIB  leads  to  a  l‐C3H2  column  density  of              
~5 × 1014 cm–2  toward HD 183143 and ~2 × 1014 cm–2  to HD 206267. Despite  similar 
values of E(B – V), the 4881 and 5450 Å DIBs in HD 204827 are less than one‐third their 
strength in HD 183143, while the column density of interstellar C3 is unusually high for 
HD 204827  but  undetectable  for  HD 183143.  This  can  be  understood  if  C3  has  been 
depleted by hydrogenation to species such as l‐C3H2 toward HD 183143. 
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Chapter 7 
Selective Determination of Radicals and Ions by  
Four­wave Mixing Technique 
 
7.1. Introduction 
This  chapter  demonstrates  the  potential  of  four‐wave mixing  (FWM)  for  the  study  of 
neutral  and  charged  radicals  generated  in  electrical  discharges,  both  in  terms  of 
selectivity and sensitivity [1]. The technique is applied to the detection of both neutrals 
and ions like C4H, HC2S, HC4H+ and   in diluted plasmas. HC4H+ and   are the first ions 
to be detected by four‐wave mixing spectroscopy.  
Charged  and  neutral  carbon  radicals  are  of  importance  in  various  reactive 
environments,  including  planet  atmospheres,  combustion  and  interstellar  media. 
However  spectral  measurements  on  these  molecules  are  difficult  because  they  are 
short‐lived  species,  generated  in  small  number  densities.  Also,  a  high  spectral 
congestion  due  to  the  various  species  present  in  the  expansion  may  hinder  the 
sensitivity  and  selectivity  of  spectroscopic  methods,  resulting  in  overlapping  spectra 
and sometimes higher background. This complicates the identification of these species.  
The  advantages  of  slit  nozzles  over  circular  nozzles  in  supersonic  absorption 
spectroscopy  have  been  discussed  in  chapter  4.  The  slit‐jet  expansion  discharge  has 
been recently coupled with resonantly enhanced four‐wave mixing spectroscopy for the 
detection of HC4S [2]. Initial studies showed that the sensitivity of degenerate four wave 
mixing  (DFWM)  using  a  slit  nozzle  can  be  significantly  increased  by  several  hundred 
times compared with the use of a circular pulsed discharge source, in agreement with an 
earlier report [3] and in accordance with the quadratic dependence exhibited by DFWM 
with the interaction path length. Estimates made on OH in a flame gave detection limits 
of  ~1011  molecules  cm‐3  per  quantum  state  for  DFWM  [4].  After  these  first 
investigations, the technique remained yet to be coupled with the supersonic expansion 
discharge.  The  precision  required  in  the  alignment  procedure,  involving  the  spatial 
 positioning  of  three  beams  for which  a  high  quality  transverse  profile  plays  a  crucial 
role  in  the  sensitivity  and  the  artificial  background  created by  scattering  sources  (i.e. 
windows)  make  this  method  relatively  difficult  to  implement,  in  comparison  with 
pulsed CRDS or LIF. 
Current measurements show that DFWM can be almost as sensitive as the CRDS 
or  LIF methods  but with  increased  selectivity  once  combined with  a  short  and  timed 
discharge pulse. A background‐free absorption signal with a high dynamic range makes 
DFWM  more  advantageous  than  CRDS.  DFWM  is  also  suited  to  study  spectroscopic 
properties  of  non‐fluorescing  or  predissociative  molecules  [5,  6],  in  contrast  to  LIF. 
Further  improvements  in  species  selectivity  and  sensitivity  are  achieved  by  the 
application  of  the  double  resonance  variant  of  FWM,  two‐color  resonant  four‐wave 
mixing spectroscopy (TC‐RFWM) [7].  
7.2. Experimental 
The pulsed discharge slit nozzle has already been described in chapter 4. The slit used 
was 30 × 1 mm2. The high voltage applied was in the range of ‐400 to ‐1200 V, whereas 
the  backing  pressure  was  around  10  bar  for  the  measured  species.  The  average 
pressure in the vacuum chamber was kept to 0.05 mbar. The pulse valve was opened for 
300 μs, and the discharge was on for 0.3‐3 μs with the FWM technique. The pulse delay 
between the high voltage pulse and the laser was in the range of 4‐10 μs, depending on 
the distance of  the  interaction  region with  the  slit  nozzle  as well  as  the  carrier  being 
detected.  The  timing  sequence  was  controlled  by  a  delay  pulse  generator  with  a 
precision of 0.25 ns. Gas mixtures used for the efficient production of the HC2S and C4H 
radicals were CS2/C2H2/Ar (0.5/1/98.5%) and C2H2/Ar (1/99%), respectively. For the 
production of the diacetylene cation, the precursor was C2H2 (or C4H2) diluted in argon.  
Because the signal beam generated by the FWM process is coherent in nature, it 
is  efficiently  rejected  against  stray  or  scattered  radiation  by  the  use  of  spatial  filters, 
irises, and a  long path  length from the  interaction region to the detector. This enables 
the  recording  of  background‐free  spectra,  a  high  signal‐to‐noise  (S/N)  offering  both 
high sensitivity and precise line positioning. The S/N achieved was on the order of ~103 
for  the strongest spectral  lines of C4H and HC4H+ and ~104  for HC2S. The  laser energy 
was kept in the 100 μJ per pulse adjusted by neutral density filters. 
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At low laser power, the DFWM signal is cubically dependent on laser intensity of 
the beams. For sufficiently large laser powers, the widths of the rotational lines can be 
severely broadened and may lead to line width splitting (saturation dip). In accordance 
with the DFWM theory, the line width of the rotational lines is dependent on the laser 
power.  Under  appropriate  saturation  conditions,  the  DFWM  signal  intensity  is 
proportional to the square of the absorption cross section and number densities. Early 
experimental  studies  have  also  confirmed  these  theoretical  predictions  [8].  This 
saturation intensity is, of course, dependent on the selected species. 
7.3. Species Selectivity in the Temporal Domain 
The probing time of the DFWM technique is equal to the laser pulse duration (presently 
7  ns).  This  is  at  least  3  orders  of  magnitude  shorter  than  the  time  required  for  the 
operation  of  CRDS.  In  order  to  study  transient  species  generated  in  the  plasma,  an 
optimal  use  of  CRDS  requires  discharge  pulse  duration  of  several  tens  of  μs.  Current 
observations  show  that  at  such  timings  a  large  number  of  spectral  carriers  can  be 
detected  simultaneously, which  results  in  congested  spectra.  The probing  duration  of 
DFWM  offers  the  possibility  to  use  short  but  intense  high  voltage  pulses  while 
maintaining  appropriate  generation  conditions.  Application  of  a  pulse  in  the  sub‐μs 
range, however, has a drastic effect on the temporal distribution of the radicals  in  the 
molecular  beam.  Although  a  modeling  of  this  process  was  not  carried  out,  one  can 
assume that the discharge pulse generates upstream, relatively to the slit, a reservoir of 
radicals  with  approximately  the  same  kinetic  energies.  The  design  of  the  pulsed 
discharge nozzle is such that the residence time of the molecules in this active region is 
on  the order of  a  few μs  [9].  These  subsequently  expand  towards  the  lower pressure 
regions with speeds in accordance to their masses. The current experimental conditions 
generate  a  highly  dense  and  short  (1  μs)  molecular  pulse.  It  was  observed  that 
molecules with different masses travel through the interaction region at varying times 
(within the range of several μs).  
For neutrals, the lighter ones are measured at shorter laser‐discharge delays. It is 
hence  possible  to  discriminate  the  carriers  by  using  short  discharge  pulses  and 
appropriate  time delays between  the high voltage and  laser  firing.  In  such conditions, 
efficient  radical  selectivity  is  achieved which,  in  combination with  a  background‐free 
 signal,  results  in  a  highly  sensitive  spectroscopic  detection.  When  carrying  out 
experiments with CRDS, its limitations impose the use of a 20 μs long high voltage pulse, 
generating  a  sufficiently  long  temporal  distribution  of  the  species  for  an  efficient 
detection,  but  at  a  price  in  selectivity.  The  experimental  illustration  of  this  effect  is 
shown in Figure 7.1. The spectra recorded with DFWM are readily assigned to either a 
hot band of  the C3    or  to  the    electronic  transition  ( )  of 
C4H [10], depending on the discharge delays, while the CRDS trace is rather congested. 
Notice that in the spectrum recorded with a longer laser‐discharge delay (9 μs instead 
of 7 μs), the C3 lines are completely absent. 
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Figure 7.1: The selectivity offered by DFWM combined with a short and intense discharge high 
voltage  pulse.  Increasing  the  delay  between  the  discharge  and  the  laser  by  2  μs  enables 
disentanglement of the   ( ) spectrum of C4H which overlaps with a hot band of 
the   C3 electronic transition. Top is a CRD scan which can only be combined with 
a discharge period of at least 20 μs, for which the C3 and C4H transitions overlap. 
7.4. Species selectivity by Two­Color Resonant FWM 
The  two‐color  resonant  four‐wave mixing  spectra were  obtained by  tuning  the pump 
laser frequency to a molecular line while the probe laser was scanned. The recordings 
then show only the transitions which are resonant (i.e.  involving a common state with 
the pump transition; either the upper state in stimulated emission pumping (SEP) or the 
lower state in the UP scheme),  leading to simple and unambiguously assigned spectra, 
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even in the case of congested features. By taking advantage of this effect, it is possible to 
disentangle  a  transition  of  HC2S  which  overlaps  with  the  origin  band  of  the  C3  
 system (Figure 7.2).  
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Figure  7.2:  Scan  showing  the  power  of  TCFWM  for  disentangling  overlapping  spectra.  Upper 
trace is a DFWM spectrum recorded near the origin band of the C3 cometary system. In the TC‐
RFWM case, where the pump wavelength is set to the origin band of HC2S, scanning the probe 
frequency reveals rovibronic spectrum of this selected species (inverted trace). The origin band 
of C3 is no longer resonant and is absent. 
The  DFWM  scan  of  the  region  shows  the  intense  C3  origin  band  in  the  same 
spectral region where a vibronic feature of the  electronic transition 
of HC2S is blended and for which a rotational analysis cannot be readily carried out. By 
tuning the pump to the R branch of the origin of HC2S and scanning the probe across the 
  band,  a  rotationally  resolved  spectrum  arising  purely  from HC2S  is  obtained.  In 
addition,  the  method  offers  the  possibility  to  study  the  rotational  structure  in  the 
ground state vibrational levels by carrying out optical‐optical measurements based on a 
stimulated  emission  pumping  scheme  [11].  These  recordings  exemplify  the  main 
advantages  of  using  TC‐RFWM  for  the  study  of  transient  molecules,  namely  high 
sensitivity, species and spectral selectivity. 
 
 
 7.5. Detection of Ions by FWM 
The detection of C2 and C3 with S/N of 106‐108 and C4H, HC2S, HC4S with S/N of 103‐104 
suggests  that  other  radicals,  including  ions  can  be  studied  with  this  technique.  The 
previously studied HC4H+ cation [12] was chosen in order to estimate the sensitivity of 
DFWM  for  the detection of  charged molecules. Figure 7.3  shows  the DFWM spectrum 
recorded near the band origin of the   transition of HC4H+ by probing the 
ions  close  to  the  slit,  near  the  region  where  the  discharge  is  formed  and  where  the 
density of the ions is the highest.  
This  is  the  first  detection  of  a  polyatomic  cation  by  DFWM  in  a  supersonic 
expansion discharge. The two bandheads are due to the two spin‐orbit components. The 
doublets  are  inverted  so  that  the    component  is  the  most  populated, 
corresponding to the strongest R1 branch. The rotational temperature is estimated to be 
around 50 K.  
 
Figure  7.3:  The  top  and  bottom  traces  are  the  experimental  DFWM  and  simulated  spectra 
respectively, of the   electronic transition of the diacetylene cation. The two spin‐
orbit components of HC4H+ overlap. The delay between the high voltage and the laser was set to 
4‐5 μs. Notice the high S/N. 
It  can be noticed  that  changing  the delay between  the  valve  and  the discharge 
from 600 μs to 1.2 ms results in the d2Πg   a2Πu electronic transition of the C2 molecule 
being replaced by the   transition of HC4H+ (Figure 7.4). While in the case 
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of the detection of neutrals,  the delays between the laser and  the discharge pulses are 
quite predictable and somewhat follow the kinetic rule (heavier species are slower than 
lighter ones), the detection of ions show some irregularities. For instance, to record the 
spectrum of HC4H+, a  laser‐discharge delay of 4‐5 μs was applied, whereas one would 
expect  a  similar  delay  as  is  used  for  the  detection  of  C4H  (9  μs) which has  almost  an 
identical mass. Although  this behaviour  is not  fully understood,  it  is partly due  to  the 
electrostatic effects caused by  the high voltage DC electric  field, oriented downstream 
parallel to the expansion and accelerating the positive ions [9].  
 
Figure 7.4: An illustration of the disentanglement of the C2 (bottom trace) and HC4H+ (top trace) 
spectra using degenerate four‐wave mixing. By changing the delay between the opening of the 
valve and the firing of the discharge (from 1.2 ms to 600 μs), it is possible to selectively obtain 
either the HC4H+ A2Πu−X2Πg or the 3‐3 hot band of the d2Πg−a2Πu C2 electronic transition.  
A  rather  unique  application  of  TC‐RFWM  is  the  selective  disentanglement  of 
overlapping  transitions  belonging  to  the  same  carrier,  as  demonstrated  in  Figure  7.5.       
TC‐RFWM  enables  a  study  of  rotational  features  belonging  to  either  spin‐orbit 
component  of  the  origin  band  of  the    electronic  system  of  HC4H+.  The 
pump laser was set near the bandhead of the   component (at 19726. 60 cm‐1). 
The  resonant  transitions  consist  of  the  R1(15.5)  and  R1(16.5)  (corresponding  to  the 
degenerate case) and of four lines in the P1 branch which are unambiguously assigned. 
The  resonant  lines  in  the  Q1  branch  are  too  weak  to  be  observed  (by  an  order  of 
 magnitude). The lines in the P1 branch are 10‐fold weaker than the in the R1 branch due 
to the relatively high rotational temperature of the species (~50 K). However, because 
of  the  high  S/N  achieved,  they  are  readily  detected.  This  illustrates  the  ability  of  the 
technique  to  disentangle  overlapping  spectral  features within  the  same  spectroscopic 
system. 
19705 19710 19715 19720 19725 19730
HC4H
+ 3
2Ω =
18
.5
Wavenumber (cm-1)
15
.5P1
R1(15.5-16.5)
16.5 (or 17.5)
15.5 (or 16.5)
  PUMP
(DFWM)
17.5 (or 18.5)
PROBE
 (SEP)
14.5 (or 15.5)
PROBE
  (UP)
 
Figure  7.5:  Two‐color,  resonant  four‐wave  mixing  scan  of  the    electronic 
transition of HC4H+ obtained by setting  the pump  laser on  the bandhead of  the    spin‐
orbit  component  (at 19726.60 cm‐1). Due  to  the double‐resonance character of  the  technique, 
the     component  is absent from the trace, exemplifying the potential  for disentangling 
overlapping  features within  the same spectroscopic  system. Discharge  fluctuations during  the 
scan are indicated in the box. 
FWM can  also be  applied  to  the detection of negative  ions.  Figure 7.6  shows a 
DFWM trace made  in the vicinity of  the 1‐0   electronic  transition of    . 
The  plotted  simulation  used  the  spectroscopic  constants  determined  previously  [13]. 
Species  selectivity  by  varying  the  discharge‐probe  laser  delay  was  not  as  efficiently 
achieved as is the case of C3 and C4H. One of the reasons can be that the masses of C2 and 
  are  equal  and  separation  due  to  kinetic  effect  is  not  effective  in  this  case. 
Nevertheless,  spectral  selection  can  still  be  achieved  by  applying  TC‐RFWM.  The 
spectrum in Figure 7.6 exhibits a relatively high S/N, greater than 102 for the strongest 
lines.  This  is  the  first  detection  of  an  anion  using  the  technique.  The  observations 
suggest that four‐wave mixing can be applied to the sensitive detection of negative and 
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positive  ions  and might  serve  as  a  general  tool  for  the  study  of  rotationally  resolved 
transitions of ions in the future. 
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Figure  7.6:  DFWM  recording  of  the  (1‐0)    electronic  transition  of    (indicated 
with stars). The unmarked lines originate from hot bands of the   system of C2. The 
inverted trace is the square of the simulated absorption spectrum at a rotational temperature of 
300 K, a 0.1 cm‐1 linewidth.  
7.6. Sensitivity of DFWM 
Although affected by a greater than linear dependence on number density, DFWM and 
TC‐RFWM spectroscopies were proved  to be  sufficiently  sensitive  for  the detection of 
less abundant radicals generated in discharges. In fact, the quadratic dependence of the 
DFWM signal on the interaction length leads to a significant enhancement in sensitivity 
once  combined  with  the  slit‐jet  source  and  offers  selective  probing  of  the  species  of 
interest when a short, intense discharge pulse is applied to the electrodes.  
  C2  HC4S [11]    HC4H+ 
S/N  106  103  >102  103 
DL (mol. cm‐3)  109  3×109  <5×108  ~109 
Rotational Temp.(K)  140  30  250  65 
Table 7.1: Detection limits achieved by DFWM for the studied radicals. 
 The density of the neutrals determined from parallel measurements carried out 
by the self‐calibrated CRDS yields a detection limit (DL) around 109 molecules cm‐3 for 
DFWM. Given the oscillator strength of  the    transition of HC4H+ (~0.04) 
[14]  and  an  absorption  coefficient  measured  by  CRDS  of  ~10‐4  cm‐1,  this  yields  a 
concentration of 3×1010 molecules cm‐3 for the charged species. As the S/N by DFWM is 
around 103, a DL of approximately 109 ions cm‐3 was inferred. This is in accordance with 
earlier  estimations  made  for  selected  radicals  bearing  similar  intensities  in  the 
transition dipole moments (Table 7.1). The DL for   was estimated from the oscillator 
strength [15] and the Franck‐Condon factor of the (1‐0) transition [13] and scaled with 
respect to the C2 DFWM signal intensity and density estimations obtained by CRDS. 
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 Chapter 8 
Non­Adiabatic Interactions ­ Renner Teller and 
Fermi Resonance Effects 
 
8.1. Introduction 
This  chapter  summarizes  the  Renner‐Teller  (R‐T)  vibronic  analyses  carried  out  on 
HC4H+  [1]  and  C4H  [2].  It  also  presents  a  theoretical  overview  of  the  non‐adiabatic 
effects  encountered  in  molecules.  The  sensitivity  of  two‐color  resonant  four‐wave 
mixing in the detection of weak vibronic levels is exemplified in the case of C4H. 
8.2. The Molecular Hamiltonian and the Born­Oppenheimer 
Approximation 
The  separation  of  electronic  and  nuclear  motion  forms  the  basis  of  the  Born‐
Oppenheimer  (BO)  approximation,  and  molecular  spectroscopy.  The  non‐relativistic 
molecular Hamiltonian is given by [3, 4, 5, 6] 
       (8.1) 
or                                     (8.2) 
where    denote  the  nuclei  in  a  molecule  and    the  electrons.   
indicate the nuclear kinetic energy, electronic kinetic energy, nuclear‐nuclear repulsion 
energy,  the  electron‐nuclear  attraction  energy  and  the  electron‐electron  repulsion 
energy  respectively.  If  spin‐orbit  effects  are  important,  they  can  be  added  through  a 
spin‐orbit operator  . 
The  Schrödinger  equation with  this  Hamiltonian    for  an  electronic 
state  |n>  is  solved  by  invoking  the  Born‐Oppenheimer  approximation.  The  BO 
approximation  rests  on  the  fact  that  the  nuclei  are  much  more  massive  than  the 
electrons, which allows us to say that the nuclei are nearly fixed with respect to electron 
motion. 
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The electronic structure  is solved by clamping  the nuclei at  fixed positions and 
solving the purely electronic equation , in which 
    .                                                    (8.3) 
For fixed nuclei,   can be added on to the electronic energy forming the total 
electronic energy 
  .                                                           (8.4) 
The  separation  of  the  Schrödinger  equation  into  electronic  and  nuclear  parts 
allows approximating   as the product function 
  .                                                               (8.5) 
Then one needs to solve  
                                        (8.6) 
                                                  (8.7) 
Denoting  and  , one obtains 
                                                   (8.8) 
                                                  (8.9) 
Thus  the  BO  approximation  separates  the  Schrödinger  equation  into  two 
separate decoupled equations. In equation (8.6) the value of the total electronic energy 
depends  parametrically  on  the  particular  nuclear  positions, R.  Clamping  the  nuclei  at 
different positions will result in different numerical values for U and different functions 
for  . As  the nuclei move,  the electrons move so quickly  that  the U(R) derived  from 
(8.6)  serves  as  the potential  energy  for  the nuclear motion  (8.7).  The  vibrational  and 
rotational motions  can  also  be  approximately  separated  in  equation  (8.7).  The  terms 
neglected in the Born‐Oppenheimer approximation can be examined by substituting the 
equation 
                                                                (8.10) 
into the full Schrodinger equation.  
On solving the resulting equation, it can be seen that by neglecting the first and 
second  order  derivatives  of  the  electronic  wavefunction  with  respect  to  the  nuclear 
 coordinates    and    the  remaining  terms  can  still  be  separated  to  yield 
equations  (8.6)  and  (8.7).  These  matrix  elements  which  are  neglected  in  the  BO 
approximation can be grouped into diagonal terms and off‐diagonal terms. The diagonal 
terms  depend  quadratically  on  changes  in  the  electronic  wavefunction    upon 
variations of nuclear coordinates. These terms are small due to the large nuclear mass. 
One  arrives  at  the  adiabatic  approximation  by  substituting  the  diagonal  terms 
but neglecting the off‐diagonal ones so that 
                                                 (8.11) 
where  contains  the  corrective  term  depending  on  the masses  of  the  nuclei, 
meaning it is different for different isotopes. This leads to small shifts in the electronic 
energies  for  different  molecular  isotopomers.  These  shifts  are  small  compared  to 
isotopic shifts on vibrational and rotational energy levels. 
Thus, it can be seen that there is a small delay depending on the kinetic energy of 
the  nuclei  as  the  electron  cloud  follows  nuclear motion.  At  time  t  the  nuclei  in  their 
configuration    experience  a  potential  due  to  an  electronic  configuration  which 
would  belong  to  a  slightly  earlier  nuclear  configuration    .  However  nuclear 
motion does not modify the electronic state  in this approximation. i. e. it does not 
mix wavefunctions  of  different  electronic  states.  The  electronic  wavefunctions  follow 
the  nuclear  motion  adiabatically  and  reversibly;  the  molecule  remains  on  the  same 
potential surface all the time. 
However,  if  the  off‐diagonal  elements  are  not  negligible,  the  adiabatic 
approximation  ceases  to  be  valid,  and  the  electronic  and  nuclear  motions  cannot  be 
separated. In other words, the nuclear motion mixes different electronic BO states. The 
breakdown  of  the  adiabatic  approximation  can  be  understood  using  a  perturbation 
analysis. This means that we use the Hamiltonian  
    ,                                              (8.12) 
where   is the unperturbed Hamiltonian and   encompasses the kinetic energy of the 
nuclei, which  is embodied in the perturbation operator  . The parameter 
determines the size of the perturbation depending on the mass ratio m/M. 
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In this case, for an electronic state |n>, 
                                         (8.13) 
giving the respective energy eigenvalues 
                                         8.14) 
Solving for Schrödinger equation including perturbation gives 
                         (8.15) 
Here,    is  the matrix element of  the perturbation operator 
calculated with unperturbed solutions of (8.8) and   is the adiabatic correction of the 
BO  energy  .  The  third  term  in  (8.15)  describes  the  coupling  between  electronic 
states   and  , and  is small provided the energy difference   of 
the unperturbed states   and   at a given nuclear configuration R  is  large 
compared to the matrix element   
 
Figure 8.1: An illustration of the breakdown of BO approximation. 
When  potential  energy  surfaces  cross,  this  energy  difference  becomes  small 
consequently  diverging  the  expression  (8.15),  in  turn  meaning  that  the  BO 
approximation  breaks  down.  This  situation  is  frequently  encountered  in  excited 
electronic states of a molecule, but rarely for ground states. In these cases the molecule 
cannot  be  described  by  the  Born  Oppenheimer  approximation.  Figure  8.1  shows  an 
example for breakdown of the BO approximation. 
 8.3. Perturbations between Two Levels 
A simple impression of how the analyses of the perturbations in HC4H+ and C4H can be 
had  by  understanding  perturbations  between  two  levels.  The  energy  matrix  for  the 
coupling states in the basis of the unperturbed wavefunctions  and   is 
 with                                 (8.16) 
where  the diagonal  elements describe  the  energies  of  the unperturbed  levels  and  the 
off‐diagonal  elements  the  interaction  energy.  To  get  the  perturbed  energy  levels,  this 
matrix should be diagonalized i.e. equating the determinant to zero. This yields 
                                                (8.17) 
for the energies of the experimentally observed energy levels (perturbed). The energy 
levels  are  shifted  symmetrically,  and  their  spacing  increases with  increasing  coupling 
strength (Figure 8.2). 
 
Figure 8.2: Schematic of the mutual repulsion of two interacting levels. 
8.4. Types of Perturbations 
The  different  possible  couplings  between  molecular  states  are  described  by  the 
corresponding perturbation operator  . The choice of the basis depends on the type of 
perturbation. For now, we discuss the perturbations which affect the molecules studied. 
The Hamiltonian   can be expressed as the sum of  and  , where  acts on 
the electronic and vibrational functions, and    is the rotational part which depends 
on the total angular momentum. 
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8.4.1. Spin­Orbit Coupling  
The Hamiltonian for the coupling between the spin  of the ith electron and its orbital 
angular momentum   for a molecule with respect to the nucleus k is given by  
   .                                                            (8.18) 
  In  case  of  Hund’s  case  (a),  where  L‐S  coupling  dominates,  the  spin‐orbit 
interaction within a state can be expressed as  
 with   and   .                                    (8.19) 
  Usually, the basis functions for Hund’s coupling case (a) are chosen. Here,   and 
 are the good quantum numbers. 
 
Figure 8.3: Spin‐orbit coupling between electronic states. 
  The  energies  of  the  spin‐orbit  (s‐o)  components  are  given  by  the  diagonal 
elements 
                                       (8.20) 
The selection rules for the non‐vanishing elements of the s‐o coupling are 
         (8.21) 
  In case of  linear polyatomic molecules,  for strong s‐o coupling Hund’s coupling 
case (c) applies. Figure 8.3 shows the s‐o coupling between a 1Π and a 3Π1 state. 
8.4.2. Vibrational Coupling ­ Fermi Resonance 
At  low  vibrational  energies,  vibrations  of  polyatomic molecules  can  be  regarded  as  a 
superposition  of  normal  vibrations.  The  different  normal  modes  are  linearly 
independent and the potential in which the vibration occurs is approximately harmonic. 
 Upon higher vibrational excitation, anharmonicities in the potential become noticeable 
resulting in couplings between the normal modes of vibration. 
  The  termination  of  the  infinite  Taylor  series  of  the  real  potential  after  the 
quadratic term is valid only for small vibrational amplitudes. For  larger amplitudes as 
when  a  molecule  undergoes  high  vibrational  excitation,  the  eigenvalues  can  be 
calculated  using  perturbation  calculations  starting  from  the  harmonic  potential  and 
including the higher terms of the Taylor expansion as the perturbation potential V’=W. 
The result is to introduce anharmonic terms into the energy level equation. The energy 
eigenvalues   of the harmonic oscillator with vibrational quantum numbers   
can then be expressed for non‐degenerate vibrations as 
                                          (8.22) 
 
Figure 8.4: Fermi Resonance in CO2. The dotted lines show unperturbed levels which repel each 
other. 
If a near degeneracy occurs among k  levels of  the same symmetry,  these terms 
cause a splitting [7, 8, 9], whose magnitude depends on the matrix element Wik‐=‐∫ ψi0* 
W ψk0 dτ of the perturbation; ψk0 being the pure wavefunction for the vibrational level 
k. Often the fundamental transition of one normal vibration and an overtone transition 
of  another  vibration  lead  to  excited  levels  of  equal  symmetries  and  almost  equal 
energies.  In  such cases,  the  interaction between  the  levels  is  very strong and  leads  to 
large  frequency  shifts  for  both  interacting  levels.  This  phenomenon  is  called  Fermi 
Resonance.  The  Fermi Resonance  in  CO2  is  shown  in  Figure  8.4.  The  total  vibrational 
energy  in  case  of  these  anharmonic  potentials  is  given  by  introducing  coupling 
coefficients   as 
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           (8.23) 
The effect of Fermi resonance on the vibronic energy levels of linear molecules in 
Π  electronic  states  has  been  dealt with  in  detail  [10].  The  formulation  describes  two 
Fermi parameters W1 and W2, unlike the case where a single term for a non‐degenerate 
electronic state is considered. The present analysis for the A2Πu state of HC4H+ involves 
the stretch vibration ν3 and  the energetically  close  lying  first overtone of  the bending 
vibration  ν7.  Therefore,  a  more  accurate  description  requires  the  inclusion  of  Fermi 
resonance between these modes. The degenerate bending vibrations of C4H and HC4H+ 
result in R‐T interaction, splitting the vibronic states into several components. 
8.4.3. Renner­Teller Coupling 
If  the  electronic  state  is  degenerate  in  the  linear  configuration,  it  is  split  into  two 
potential curves V+(φ) and V‐(φ) during a bending vibration, where φ is the bond angle 
(Figure 8.5). If the unperturbed potential is described by the quartic function 
                                                       (8.24) 
and the difference of the two R‐T components by 
 .                                              (8.25) 
  The lower potential curve possesses a maximum at   and two minima at 
  ,                                                             (8.26) 
provided  . 
   
Figure 8.5: Potential curve splitting in the R‐T effect (a)  (b)  
   The  coupling  between  the  electronic  orbital  and  nuclear  motion  shifts  the 
vibronic  levels  in both PE curves,  changing also  the  rotational  constant. The  resulting 
energy shifts depend on potential  splitting given by  the Renner parameter   and 
the vibrational angular momentum of the bending vibration. 
 
Figure 8.6: Vibronic interaction in 2Π electronic state for a linear molecule [3]. 
The BO approximation collapses and vibronic levels originate with the coupling 
of the vibrational and electronic states. For a linear molecule in a   state, the electronic 
orbital  angular  momentum  is  characterized  by  .  The  excitation  of  bending 
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vibration  introduces an additional vibrational  angular momentum with  the projection 
quantum number l which takes values from   to   in increments of 2.  
  The resulting vibronic angular momentum is Kħ where 
  .                                                              (8.27) 
  For  , the vibrational term values for the case of Figure 8.5(a) are 
 .                                               (8.28) 
  For   
  ,                                    (8.29) 
where    is  the  vibrational  constant  of  the  bending  vibration.  The  splitting  of  an 
electronic Π state is shown in Figure 8.6. 
8.5. HC4H+ 
The  astrophysical  relevance  of  diacetylene  cation  has  already  been  discussed.  The 
ground  and  the  first  excited  electronic  states  of  HC4H+  have  the  π  electron 
configurations (πu)4(πg)3 and (πu)3(πg)4 respectively. The resulting electronic states 2Πg 
and  2Πu  are  inverted,  with  the  A2Πu,3/2  −  X2Πg,3/2  transition  lying  ~2  cm‐1  higher  in 
energy  relatively  to  the Ω‐=‐1/2  component.  The R‐T  analysis  for  the  ν6 mode  in  the 
linear  2Πg  state  of  the  diacetylene  cation  has  been  reported  [11].  However,  no 
interactions with other vibrations were considered. 
In  this  work  [1],  a  vibronic  analysis  of  the  A2Πu−X2Πg  electronic  transition  is 
made by using a restricted Hamiltonian which  takes  into account  the s‐o,  the R‐T and 
the Fermi interaction between the rotationally resolved   and    vibronic bands. The 
experimental  observation  of  the  perturbed  energy  levels  is  reproduced  with  good 
accuracy from the fit, which enables the evaluation of the R‐T and Fermi constants. The 
change  of  the  s‐o  constant  Δ   upon  electronic  excitation  for  the  origin  band  of  the 
transition is 2.2 cm‐1; however, the observed separation between the ΔΩ‐=‐0 branches 
of  the  stretch  and  the  degenerate  bend  at  T00‐=‐20520.828(4)  cm‐1  and 
T00‐=‐20573.659(4)  cm‐1  are  15.4  cm‐1  and  21.8  cm‐1,  respectively.  This  indicates  a 
relatively high s‐o quenching upon vibrational excitation. 
 An effective Hamiltonian was set up with the diagonal elements forming the sum 
of Hvib and HSO, while the off‐diagonal terms of the matrix represent the Fermi and the 
R‐T interactions. The eigenvalues for the perturbed energy levels and the corresponding 
wavefunctions are obtained from diagonalization of the matrix. 
8.5.1. Experimental  
Diacetylene cations were produced in the pulsed slit nozzle (30 x 1 mm2) incorporating 
a  discharge  in  a  high  pressure  expansion  and  probed  using  CRDS.  The  plasma  was 
generated  by  applying  a  voltage  of  ‐700  V  to  0.5  %  diacetylene  seeded  in  an 
argon‐helium  buffer  gas  mixture.  The  backing  pressure  was  kept  at  10  bar  and  the 
residual pressure inside the chamber was 0.07 mbar. 
8.5.2. Renner­Teller and Fermi Resonance Analysis 
A  vibrational  analysis  of  the  observed  vibronic  levels  was  carried  out  by  taking 
explicitly  the  R‐T  interaction  of  the  ν7  bending  mode  and  the  Fermi  resonance 
interaction with the stretching vibration ν3. The matrix coefficients were calculated for 
levels  of  vibronic  symmetry K‐=‐|‐±‐Λ‐‐±‐l7‐|  because  the  stretch  is  singly  degenerate. 
The  electron  spin  angular  momentum  has  to  be  taken  into  consideration,  hence  the 
vibronic  angular  momentum  becomes  P‐=‐|‐±‐Λ‐‐±‐l7‐‐±‐Σ‐|.  Electronic  angular 
momentum  Λ  is  restricted  to  ±1  for  the  2Π  state  and  the  basis  set  is  given  by 
|‐Λ;‐Σ;‐ 7;‐l7;‐ 3‐›.  The  matrix  elements  are  non‐vanishing  only  between  those 
wavefunctions for which Δ 7‐=‐0, ±2 and Δ 3‐=‐±1, where  7 and  3 span 0, 1, ....... , 7, 8. 
This gives rise to a 1620×1620 effective Hamiltonian matrix whose diagonal is formed 
by the vibrational and the s‐o coupling terms, with the largest diagonalizable matrix of 
order 153×153. The off‐diagonal  elements make up  the R‐T  and  the Fermi  resonance 
interaction. The coefficients of the matrix are then defined as: 
H (ΔΛ; ΔΣ; Δ 7, Δl7; Δ 3)‐=‐‹ Λ + ΔΛ; Σ + ΔΣ;  7 + Δ 7, l7 + Δl7;  3 + Δ 3 |H| Λ; Σ;  7, l7;  3 › 
The  diagonal  and  off‐diagonal  matrix  elements  for  the  R‐T  and  the  Fermi 
resonance [12] are given by the following formulae: 
H ij, i =j ‐=‐ ω7( 7+1) + ω3( 3+0.5) +  ΛΣ 
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R­T terms 
H ij­=­ji (ΔΛ‐=‐2; ΔΣ‐=‐0; Δ 7‐=‐2, Δl7‐=‐‐2; Δ 3‐=‐0)‐=‐0.25 ε7 ω7 [( 7‐l7+2) ( 7‐l7+4)]0.5 
H ij­=­ji (ΔΛ‐=‐2; ΔΣ‐=‐0; Δ 7‐=‐‐2, Δl7‐=‐‐2; Δ 3‐=‐0)‐=‐0.25 ε7 ω7 [( 7+l7) ( 7+l7‐2)]0.5 
H ij­=­ji (ΔΛ‐=‐2; ΔΣ‐=‐0; Δ 7‐=‐0, Δl7‐=‐‐2; Δ 3‐=‐0)‐=‐0.5 ε7 ω7 [( 7+l7) ( 7‐l7+2)]0.5 
Fermi terms 
H ij­=­ji (ΔΛ‐=‐0; ΔΣ‐=‐0; Δ 7‐=‐2, Δl7‐=‐0; Δ 3‐=‐±1)‐=‐W1 [(( 7+2)2 ‐ l72) ( 3+0.5±0.5)]0.5 
H ij­=­ji (ΔΛ‐=‐0; ΔΣ‐=‐0; Δv7‐=‐0, Δl7‐=‐0; Δ 3‐=‐1)‐=‐2 W1 ( 7+1) ( 3+1)0.5 
H ij­=­ji (ΔΛ‐=‐2; ΔΣ‐=‐0; Δ 7‐=‐2, Δl7‐=‐‐2; Δ 3‐=‐±1)‐=‐W2 [(( 7‐l7+3)2‐1) ( 3+0.5±0.5)]0.5 
H ij­=­ji (ΔΛ‐=‐2; ΔΣ‐=‐0; Δ 7‐=‐‐2, Δl7‐=‐‐2; Δ 3‐=‐±1)‐ 
=‐W2 [(( 7+l7‐1)2‐1) ( 3+0.5±0.5)]0.5 
H ij­=­ji (ΔΛ‐=‐2; ΔΣ‐=‐0; Δ 7‐=‐0, Δl7‐=‐‐2; Δ 3‐=‐±1)  
=‐2 W2[(( 7+1)2‐(l7‐1)2)( 3+0.5±0.5)]0.5 
A2Πu 
Energy 
K  v7  v3  P  Vib. Sym. Fit  Expt. 
31.1  0 0 0 0.5 Π 
804.93  804.81 1 0 1 1.5 Π 
822.16  822.76 1 0 1 0.5 Π 
861.84  860.84 1 2 0 1.5 Π 
871.51  872.39 1 2 0 0.5 Π 
X2Πg 
  33.3  0 0 0 0.5 Π 
971.62  971.50 1 0 1 1.5 Π 
998.59  998.65 1 0 1 0.5 Π 
860.40  860.64 1 2 0 1.5 Π 
895.44  895.61 1 2 0 0.5 Π 
Table 8.1: Renner‐Teller  levels (cm‐1) obtained from analysis of the ν3 stretch and the ν7 bend 
vibrations  in  the  A2Πu  and  X2Πg  electronic  state  of  HC4H+  matched  with  the  respective 
experimental energy levels.  
The  eigenvalues  of  this  matrix  give  the  perturbed  energy  levels  and  the 
eigenvectors the wavefunctions of the modes involved. The vibronic assignment is made 
by  taking  the vector coefficient with  the maximum absolute value, and attributing  the 
 corresponding quantum numbers  to  the  level. A  least‐squares  fit  is  then performed to 
obtain the spectroscopic parameters which give the best match between the observed 
and  calculated  energy  levels.  In  the  lowest  order  approximation  where  the  s‐o 
interaction constant  SO' is unvaried, the optimized molecular constants are determined 
as ω3'=811.8  cm‐1, ω7'=403.2  cm‐1,  ε7'=0.065, W1'=10.3  cm‐1  and W2'=5.1  cm‐1.  The  fit 
gave an accuracy of 0.6 cm‐1 and 1 cm‐1 residual error per energy level for the bend and 
the stretch vibrations respectively, with a global mean square  error of 2.15 cm‐1.   The 
fitted  vibronic  energy  levels  and  the  experimental  levels  with  their  assignments  are 
shown in Table 8.1. The two s‐o components of the first overtone of the bend vibration 
are found to lie at 872 cm‐1 and 862 cm‐1, giving a splitting of ‐10 cm‐1. This value is in 
reasonable  agreement  with  experimentally  observed  ‐11.55  cm‐1.  Similarly,  the  s‐o 
components of the stretching mode lie at 822 cm‐1 and 805 cm‐1; the ‐17 cm‐1 splitting 
matches the measured value of ‐17.95 cm‐1. The energy level analysis indicates that the 
P=1.5  components  of  these  modes  are  separated  by  57  cm‐1,  which  agrees  with  the 
experimental  separation  of  56  cm‐1  between  the  R1(15.5‐19.5)  and  R1(14.5‐18.5) 
bandheads of the   and the   A2Πu−X2Πg vibronic systems, respectively. 
  A2Πu  X2Πg 
ω3  811.8   956.2 
ω7  403.2  435.4 
ε7  0.065  0.028 
ASO  ‐31.1(fixed) ‐33.3(fixed)
W1  10.3  7.2 
W2  5.1  10.9 
Table 8.2: Molecular constants (cm‐1) for the ground and excited electronic states of HC4H+ for 
the ν3 (σg+) and ν7 (πg) modes. ε7 is unitless. 
The  electronic  ground  state  vibrational  energy  levels  for  the    and  the   
transitions  were  used  to  calculate  the  vibronic  interactions  for  the  X2Πg  state.  High‐
resolution emission spectra involving these modes have been recorded previously [13] 
and unambiguously assigned using double resonance labeling by a stimulated emission 
pumping technique [14, 15]. The molecular constants for X2Πg and A2Πu electronic states 
are  listed  in  Table  8.2.  As  the  number  of  parameters  is  equal  to  the  number  of 
observations, the uncertainties are not estimated. The W1'' Fermi resonance interaction 
coefficient obtained in the X2Πg state is 7.2 cm‐1 and W2''=10.9 cm‐1. An ambiguity in the 
sign of the R‐T ε7 and the W1 and W2 parameters still exists which cannot be determined 
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by the fit. The magnitudes of W1 and W2 are reversed in the two electronic states. The 
R‐T parameter ε7''=0.028 is reduced by a factor of two relative to that in the A2Πu state. 
The relation |ω7''ε7''|<<ASO'' with ω7''=435.4 cm‐1 and  SO''=‐33.3 cm‐1 (fixed) is satisfied 
by  the  mode,  suggesting  a  weak  R‐T  interaction.  The  values  of  '  obtained  for  the 
bending and  the stretching vibrations as a  result of  the perturbed energy eigenvalues 
are  ‐35  cm‐1  and  ‐27  cm‐1  respectively.  The  previously  measured  [14]  effective  s‐o 
coupling constant A'= ‐27 cm‐1  for the stretching mode in the X2Πg   state confirms this 
value.  The  vibrational  frequency  ω3"  is  determined  as  956.2  cm‐1.  The  energy  levels 
detected at 18866.07 cm‐1 and 18862.19 cm‐1 are the Ω=3/2 and Ω=1/2 components of 
the    transition  [13,  14]  in  the X2Πg  state.  These  have  been  used  for  the  fit,  giving  a 
residual error of 0.2 cm‐1  for  the bending mode, and 0.1 cm‐1 per  level  for  the stretch 
global MSE of 0.10 cm‐1 (Table 8.1). This results in the same trend in the X2Πg and A2Πu 
electronic  states,  with  the  ν3  stretch  harmonic  frequency  at  higher  energies  than  the 
7‐=‐2 bend overtone.  
The present analysis did not include the other degenerate bending modes ν8 and 
ν9  whose  overtone  and  combination  bands  lie  in  the  same  wavelength  region  as  ν3. 
Based on the emission spectrum, the interactions of ν8+ν9 or 4ν9 with ν3 are inferred to 
be weak [13]. Apart from the  3‐=‐1 and  7‐=‐2 modes, the spectrum shows only weak 
features, therefore the other modes do not appear to borrow intensity from the ν3 mode 
through Fermi resonance. Within the present Hamiltonian approach, the match between 
the experimentally observed levels and the calculated ones shows good agreement. As 
the number of observations is limited to five, it would be unreasonable to increase the 
number of variable parameters. Within  the  limited R‐T model used, which  is basically 
equivalent  to  a  linear  triatomic  R‐T  taking  into  consideration  only  one  bending 
vibration,  the experimental  levels are reproduced with sufficient accuracy. Knowledge 
of additional levels would enable introduction of additional terms in the Hamiltonian, as 
well as additional vibrations. 
Qualitative support of the magnitude of the ν6 [11] and the ν7 R‐T parameters in 
the X2Πg state comes from a prediction (neglecting Fermi resonance and anharmonicity) 
using the harmonic frequencies given by theoretical calculations [16]. The R‐T constants 
are obtained using the  formula ε''‐=‐|‐ωi''2‐‐‐ωj''2‐|‐/‐(‐ωi''2‐+‐ωj''2‐) where ωi'' and ωj'' 
 are  the  non‐degenerate  frequencies  [16,  17].  The  obtained  constants  ε7''‐=‐0.04 
(ω7=500, 477 cm‐1), ε6''‐=‐0.15 (ω6=772, 660 cm‐1) are in agreement with the analysis of 
the experimental data.  
8.6. C4H 
The linear butadiynyl C4H was identified in the carbon rich star IRC+10216 in 1978 [18, 
19]  as  well  as  in  dense  clouds  [20].  Five  years  after  its  detection,  the  laboratory 
spectrum was reported by microwave spectroscopy [21] confirming its existence in the 
interstellar medium  [22,  23].  C4D was  later  observed  by  radio  astronomy  [24].  Since 
then,  the  electronic  structure  of  the  C4H  radical  has  been  of  interest  from  a 
spectroscopic point of  view. A  study of  the    electronic  transition by  laser 
induced fluorescence yielded the origin at around 24033 cm‐1 and provided a tentative 
assignment  of  the  two  lowest  bending  modes  in  the  excited  state  [25].  The 
photoelectron spectrum of the C4H‐ anion located the   state about 213 cm‐1 above 
the  ground state [26]. The spectroscopy of the radical is challenging because of the 
close lying   and   states. The order of the electronic states is reversed for the 
higher members of the C2nH species. Figure 8.7 gives a qualitative idea about the order 
of the electronic states in C4H. 
 
 
 
 
 
 
 
Figure 8.7: The order of electronic states in C4H. Notice the A
2Π state which lies 213 cm‐1 above 
the ground state. 
The  R‐T  effective  Hamiltonian  relevant  to  a  linear  triatomic molecule  in  a   
electronic  state  with  a  single  degenerate  bending  vibration  is  known  [27].  The 
formalism for a tetra‐atomic with two bending modes has been quantified in the case of 
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HC2S  recorded  by  microwave  spectroscopy  [28],  and  a  model  for  polyatomic  linear 
molecules sketched [29].  
In  the  present  study,  the  experimental  determination  of  the  energy  above  the 
ground  state  of  the  vibronic  levels  is  possible  with  the  double‐resonance  four‐wave 
mixing  technique,  without  the  ambiguity  of  hot  bands.  The  assignment  is  aided  by  a 
theoretical  treatment  of  the  R‐T  and  spin‐orbit  interactions  derived  previously  for  a 
tetra‐atomic molecule [28].  
8.6.1. Experimental 
A 3×0.3 mm slit was used  for  the  supersonic expansion and a pulse of 1100‐1800 kV 
was applied to 1% acetylene in argon (7‐10 bar) for production of the C4H radical. The 
high‐voltage  pulse  duration  was  0.3‐1.0  µs  for  the  degenerate  four‐wave  mixing 
(DFWM)  measurements  but  0.3‐3  µs  for  the  two‐color  resonant  four‐wave  mixing 
(TC‐RFWM),  because  of  increased  selectivity.  A  longer  discharge  pulse  in  DFWM 
resulted  in  a  spectrum  with  predominant  features  originating  from  the  C3 
  electronic system [30]. The delay between  the valve and  the discharge 
trigger was 1200‐2100 µs and 5‐7 µs between the laser and the discharge, depending on 
the distance of the laser beam to the slit. 
Pulses  of  7  ns  duration were  generated  by  dye  lasers  pumped  by  the  355  nm 
output of Nd:YAG lasers with linewidths of 0.06 cm‐1 (double grating) and 0.15 cm‐1 (or 
0.05  cm‐1  with  an  intracavity  etalon).  A  wavemeter  provided  the  calibration.  The 
degenerate  scan  allowed  selection  and  detection  of  specific  transitions  of  C4H  for  the 
pump  laser. Double  resonance  scans were made at higher or  lower energy  relative  to 
the pump frequency and gave access to the allowed transitions resonant with the pump 
photons. By  increasing  the  intensity of  the probe or  the pump  lasers,  it  is possible  to 
access weak vibronic transitions. 
The experimental setup was modified compared to the previous arrangement to 
permit fast switching between the degenerate and double‐resonance configuration. This 
was achieved by using a 50% beamsplitter so that the two probes travelled through the 
same path. The difference in alignment induced by the wavelength difference between 
pump  and  probe  as  well  as  index  of  refraction  variation  with  frequency  of  the 
 beamsplitter was  negligible  and  no  realignment was  necessary  throughout  the whole 
range of the dyes used. 
The  C4H  radical  was  probed  close  to  the  slit.  In  this  region,  the  observed 
rotational  temperature  of  approximately  100  K  combined  with  non‐linear  four‐wave 
mixing effects produces an intensity enhancement of the R bandhead which gives rise to 
the  observation  of  even  the  weakest  vibronic  bands.  Observation  of  transitions 
originating  from  the ground electronic  state  in vibrationally excited  levels  shows  that 
the vibrational temperature is a few hundreds K. 
 
Figure  8.8:  Two‐color  resonant  four‐wave  mixing  with  pump  frequency  tuned  either  to  the 
origin  (a)  or  to  an excited  state  (b)  of  an  electronic  transition. A probe  lower  in  frequency  is 
considered. The levels detected map out the ground state manifold in case (a) while levels in the 
excited (1) and the ground state (2) are resonant in case (b). 
The  stimulated  emission  pumping  (SEP)  scheme  (transitions  resonant  with  a 
common upper state) leads to unambiguous determination of the vibrational/electronic 
energy levels above the ground state provided that the pump laser is tuned to an origin 
band of a given electronic transition. A scan of the probe to the lower energy range will 
reveal the ground state levels as shown in Figure 8.8(a). However, if the pump is tuned 
to  an  excited  vibronic  state,  an  ambiguity  arises  (Figure  8.8(b))  even  if  the  probe 
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frequency  is  less  than  the  one  of  the  pump.  In  this  case,  the  resonant  transition  can 
connect to a common state in the upper or the lower manifold. 
In case the origin of an electronic system is not readily assigned and hot bands 
are present, it is possible to scan first in a degenerate fashion to obtain the transitions 
(including  hot  bands  or  excited  states)  and  secondly  to map  the  ground  and  excited 
state  levels  with  a  series  of  double‐resonance  spectra  by  sitting  on  each  and  every 
transition without realigning the optics. This scheme of operation is similar to two‐color 
laser induced fluorescence. 
8.6.2. Results 
8.6.2.1. Single Color   
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Figure 8.9: Degenerate four‐wave mixing scan of the newly detected   bands of C4H. 
The  experimental  spectrum  (top)  is  matched  against  the  simulation  (inverted  trace)  at  a 
temperature of 40 K. The feature in the box could not be reproduced in the simulation. 
Most  of  the bands observed previously using LIF  [25] were also  detected with 
DFWM, some of them being concealed by the presence of strong C3   hot 
bands.  Among  these,  the    origin  band  of  C4H  [25]  was  not measured  by 
DFWM  because  of  spectral  congestion  and  weak  signals.  However,  two  relatively 
intense transitions were recorded with R bandheads at 23995 and 24005 cm‐1 (Figure 
8. 9). The latter was used as a pump transition, in addition to the   band at 
 24493 cm‐1 (labeled J in reference [25]) and the origin of the   transition 
at 24023 cm‐1. The symmetries of the levels involved are of   character. 
8.6.2.2. Double Resonance 
The  double  resonance  method  has  increased  selectivity  compared  to  the  degenerate 
case. The previously detected [25]   transition overlapping with a hot band 
of  the    electronic  transition  of  C3  is  readily  observed  in  the  two‐color 
configuration when pumping on the J feature [25] at 24493 cm‐1, which originates from 
the   ground state and accedes to a vibration located 470 cm‐1 above and within the 
  state.  Consequently,  the  spectral  region  can  be  scanned  by  pumping  on  the 
  origin  band:  levels  lying  above  the  ground  state  will  be  detected  with 
lower probe frequency and the excited states with higher one.  
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Figure 8.10: Rotationally resolved two‐color four‐wave mixing spectrum of C4H with the pump 
frequency  resonant with  the  “J”    transition  [25]  at  24493  cm‐1.  Three  bands  are 
visible: two   and one  . The oscillations around 24300 cm‐1 are due 
to minute spatial drift of the probe beam while scanning the wavelength. 
The  technique  provides  rotationally  resolved  spectra  (Figure  8.10).  The 
recording was made by setting  the pump  frequency at 24493 cm‐1  (J  feature) and are 
interpreted as follows. Two  transitions are visible, one is the pump transition 
137 
 
and the other is detected 234 cm‐1 red‐shifted; more interestingly a third is identified as 
 lying 262 cm‐1 towards lower energy. The resolved P lines and R branches of 
the  latter  transition  allow  an  estimate  of  the  spin‐orbit  splitting  in  the  upper  state, 
inferred from the separation between the bandheads. 
The   transition shown in Figure 8.11 was recorded by setting the pump 
wavelength on the R head of the “J” band and scanning in the vicinity of 24200 cm‐1. Due 
to  the  higher  rotational  temperature  achieved  in  the  discharge,  the  trace  displays  a 
succession  of  band  heads  as  well  as  the  simulations.  The  spectroscopic  constants 
involved  in  the  pump  transition were  taken  from  reference  [25].  The  rotational  lines 
were calculated with the PGOPHER program [31] and a homemade software simulated 
the double‐resonance traces shown as middle trace in Figure 8.11. The small mismatch 
in  the  line positions  is due  to  the  fact  that  the  rotational  constant  in  the excited state 
could not be perfectly fitted.  
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Figure  8.11:  Double  resonance  spectrum  of  the    transition  of  C4H  with  pump 
frequency set on the   band at 24493 cm‐1 (on the R band head). The bottom trace is 
the simulation of the absorption squared. The experimental spectrum shows a selected subset 
of  J  lines  in  each  of  the  P,  Q,  R  bands  and  is  reproduced  in  the middle  trace  by  a  two‐color 
simulation.  The mismatch  between  the  spectra  is  due  to  the  use  of  approximate  (non‐fitted) 
spectroscopic constants in the upper state. 
 8.6.2.3.  State Spin­Orbit Splitting 
Figure 8.12  shows a  two‐color  scan of  the C4H    system with pump on  the 
  transition  [25]. The  frequency was precisely measured by setting  the 
pump  on  the  “J”  band  and  scanning  the  probe  towards  lower  frequencies,  thus 
confirming  the previous spectroscopic data  [25]. The  intense peak corresponds  to  the 
  level  while  the  weaker  one  to  .  A  photoelectron  spectroscopic 
experiment  located  the    state at 213 cm‐1  [26] above  the X  state,  close  to  the one 
detected  by  double  resonance  spectroscopy  (222  cm‐1).  No  rotational  lines  were 
resolved  for  this  state while  scanning  the  probe  laser,  because  of  the  relatively  large 
laser  power  required  for  the  detection  of  the  R  bandheads  causing  saturated 
four‐wave‐mixing signals.  
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Figure  8.12:  Two‐color  four‐wave  mixing  spectrum  of  the  C4H    transition  with 
pump  laser  set  on  the    origin  band.  The  two  peaks  labeled  on  the  plot 
correspond  to  the  two  spin‐orbit  components  of  the    state  located  213  cm‐1  above  the 
 as also observed by photoelectron spectroscopy [26]. Feature in box unknown. Energies 
of the spin orbit components with respect to the ground state are indicated. 
At 250 cm‐1, a second level is detected and identified as belonging to the   
manifold, resulting in a separation of ‐28 cm‐1 between the spin‐orbit (s‐o) components. 
It is interesting to observe that even the weak   transition is detected. 
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In  the  present  case,  the  probe  frequency  is  set  on  the  less  intense   
transition  and  the  pump  one  on  the  strong    are  in  a  SEP  fashion.  The 
measured s‐o splitting in the   state is consistent with an empirical value based on 
the following observations.  The   of C4H and   states of C6H arise from the singly 
unoccupied  orbital  configurations    and  ,  respectively.  These  two  electronic 
states have a similar s‐o constant, ~ ‐16 cm‐1 [25, 32]. Similarly, the C4H   and C6H 
 states should have comparable splitting,   cm‐1, because they arise from   
and   open shell configurations. This alternating behavior is similar to that described 
in  the  theoretical  calculations  of  the  s‐o  splitting  of  the  HCnS  series  [33].  The   
parameter was determined via the R‐T analysis. 
8.6.3. Renner­Teller Analysis: Effective Hamiltonian 
The R‐T  analysis was  carried  out  as  in  reference  [34],  using  an  effective Hamiltonian 
diagonalization.  The  matrix  coefficients  were  calculated  according  to  previously 
determined formulae [12] for any level of vibronic symmetry   (  and   
are the vibronic angular momenta associated with the two degenerate vibrations and   
the electronic angular momentum).   was varied from –  to   while   and   took all 
possible  combinations  of    and    values,  respectively.  The  off‐diagonal  terms 
related to   and   are non‐zero within block matrices obeying   according 
to  the  formulas  given  in  reference  [12].  The  R‐T  interaction  related  to  the  cross‐
interaction  R‐T  parameter,    has  non‐vanishing  terms  in  the  Hamiltonian  for 
,  ,  ,  ,   and complex conjugate. The s‐o and 
the R‐T interaction for the two lowest bending vibrations were taken into consideration. 
The analysis did not involve the vibronic interactions between the  and   states. 
Terms were taken up to   and   resulting in a block‐diagonal square matrix 
of size 568×568 (largest block size is 105×105) expressed in a   basis 
set.  The  assignment was made by  choosing  the    element which had 
the highest coefficient (reported in Appendix F) of the eigenvector basis expansion. This 
formalism,  in  principle  only  valid  for  a  tetra‐atomic  molecule,  is  used  for  C4H  as 
previously  done  for  the  excited  state  [25].  The  quartic  terms  of  the  potential  energy 
 curve relatively to a bending angle are contained in the anharmonic terms of the model 
which were not considered. 
The parameters  , ,  ω6, ω7 and   were  fitted and a vibrational  energy 
level assignment could be inferred from the experimental data (Appendix F and Figure 
8.13). The R‐T parameters were  initially  set equal  to  the ones  given  in  reference  [25] 
based on the assumption that  the skeletal cis and trans C‐C‐C‐C bending of C4H  in  the 
  and    states  have  similar  characteristics.  However,  the  experimental  line  list 
was not reproduced satisfactorily. A higher   value is required in order to reproduce 
all  the  observed  levels,  as  explained  below.  A  least‐squares  fit  was  performed  by 
matching the calculated levels with the experimental findings (12 levels included), one 
of them being a R‐T component lying 122 cm‐1 below the   state. This procedure led 
to a satisfactory fit of the  levels of higher energy. An average residual error of around 
3.6 cm‐1 (per level) was achieved. The results of the R‐T fit are summarized in Table 8.3. 
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Figure  8.13:  Energy  level  diagram  for  C4H  showing  the  vibronic  levels  detected  by  two‐color 
stimulated  emission  pumping  resonant  four‐wave  mixing  along  with  their  assignments 
(Appendix F). Not all levels given in Appendix F are shown.   
The  signs  of  the  R‐T  parameters  are  ambiguous  and  were  inferred  from  the 
previous analysis of  the    excited electronic  state  [25]. The number of parameters 
included  in  the  fit  was  purposely  kept  small  (5)  in  view  of  the  limited  experimental 
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levels available. Possible  inclusion of Sears resonance [12], as well as anharmonicities 
was thus not taken into account and the simple model of reference [25] was preferred 
instead,  as  the  lowest  vibronic  levels  were  to  be  reproduced.  On  the  basis  of  the 
experimental  linelist,  several  of  the  energy  levels  are  assigned  to  vibrations  in  the 
electronic   ground state.  
‐45.5 (fixed) 
6 401.4 ±4.0 
7  190.8 ±1.0 
‐0.99 ±0.01 
‐0.061 ±0.03 
‐0.105 ±0.01 
Table  8.3:  Spectroscopic  constants  inferred  for  C4H  in  the    state  (in  cm‐1,    is 
dimensionless).  
The  R‐T  parameters  differ  somewhat  from  those  given  for  the   
excited  state  of  C4H  in  reference  [25].  The  large    indicates  that  the 
potential  surface  has  an  energy  minimum  in  a  non‐linear  geometry.  A  CASSCF 
calculation  carried  out  by  constraining  a  linear  geometry  for  C4H  leads  to  a  large 
splitting  for  the    mode  [36]  and  might  confirm  this;  furthermore  the  molecule  is 
quasi‐linear for this bending vibration in the excited state [25]. The calculations indicate 
that  the  linear  configuration  is  a  local  energy  minimum  [35].  More  precisely,  the 
vibrational harmonic ab initio calculations show a large splitting (441 ‐ 2007 cm‐1) [35] 
for  the  two R‐T  components  associated with  the  v6  bending  vibration.  This  results  in 
, which is close to the value given in Table 8.3. As shown in Appendix F, there 
is a vibrationally excited mode resulting from the diagonalization which lies below the 
  state,  at  approximately  ‐122  cm‐1  with  a    character.  This  corresponds  to  the 
observations  made  by  anion  photoelectron  spectroscopy  for  which  a  level  at 
approximately  ~  ‐125  cm‐1  is  detected  [26].  The  analysis  indicates  that  it  is  a 
combination  of  the  71  vibrational  state mixed with  7162,  7164  and more weakly with 
7360, 7362 and 7364 because of the relatively high R‐T parameter  . 
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Figure 8.14: Energy level dependence on   with  ,  . The   level starts 
to split for  0.95. The higher energy component is significantly mixed with the 62 state. 
Symmetries in the Cs point group are indicated on the right. 
This effect  is depicted by the energy  level diagram shown in Figure 8.14      for a 
small to large R‐T coupling parameter  . The variation of the energy levels with large 
 shows that the   level splits into a second component (at  ) 314 cm‐1 
higher  in  energy.  At    both  components  comprise  50%  of  the    basis 
vector with a  slightly higher value  for  the  lower  level. When  the R‐T parameter    is 
larger  than  0.5,  the  lower  potential  curve  has  a  negative  curvature  at  the  linear 
geometry versus the bending angle. For some value of the bending angle in a trans‐bent 
configuration of the chain one of the two potentials shows a minimum. The height of the 
barrier suggested from the fit is around 300 cm‐1. The   and   orbitals split in two 
components  on  bending  of  the  molecule  and  gives  the  potential  functions  shown  in 
Herzberg [2] for mode  . One of the curvatures in the quadratic term is positive while 
the other is negative. In such a case, the molecule is qualified as quasi‐linear relative to 
the    vibration.  This  does  not  occur  for  mode    for  which  both  curvatures  are 
positive. 
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For  <0.92  the  highest  component  in  energy  of  the  “split”   level 
starts to be assigned as    . This behavior results from a linear‐bent geometry 
and corresponding symmetries in the Cs point group are indicated on Figure 8.13. The 
feature  detected  at  ‐117±25  cm‐1  by  photoelectron  spectroscopy  [26]  relative  to  the 
ground state, which was attributed to a hot band, matches with  the first  level listed in 
Appendix  F,  the  lower    component,  although  this was  not  included  in  the  fitted 
data.  
The  lowest modes  in energy (lying below the   state) did not vary by more 
than  20‐30  cm‐1  if  the  basis  set  size  was  increased.  This  indicates  that  the  basis  is 
complete within the relatively low values of vibrational excitation in the levels recorded 
experimentally. However, complete convergence of the Hamiltonian matrix could not be 
achieved because  for such a high R‐T parameter  ,  the basis set needs to be 
large (with a single bending mode, it was tested that   had to be greater than 60‐80). 
Because of hardware memory limitations, convergence of the Hamiltonian could not be 
reached. A  restricted basis  set was  thus used  ( ),  the main  focus of  this work 
being to reproduce the lowest vibrational levels of the   and   electronic states 
of C4H. Furthermore, in the current theoretical treatment, the potential energy curve is 
expanded to a quadratic term only (no anharmonicity is included). The present analysis 
is  thus not  completely  satisfactory;  it  however  serves  the purpose of  reproducing  the 
experimental  vibrational  progression  for  the  two  lowest  bending  modes  in  the   
state,  with  a  small  number  of  variable  parameters.  Such  an  unusually  large  R‐T 
parameter has already been calculated for the BF2  linear molecule  in the excited state 
(the  ground  state  having  a  bent  geometry),    for  the  degenerate  vibrational 
mode [36]. 
Although neither the higher energy   vibration (C‐H bend) nor the “symmetric” 
stretch   were taken into consideration,  the energy  levels could be reproduced quite 
satisfactorily.  The  calculated  levels  match  the  experimental  values  because  the 
measured levels lie below such vibrations and do not appear to have strong interactions 
with the modes taken into consideration. 
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 Chapter 9 
Concluding Remarks 
 
This thesis describes the experimental measurements and spectral analysis of transient 
hydrocarbon  species.  The  electronic  spectra  of  these  species  have  been  recorded  by 
both  linear and non‐linear spectroscopic techniques, viz. cavity ring‐down (CRDS) and 
four wave mixing (FWM) spectroscopy. The molecules were produced using pulsed slit 
jet  discharge  or  laser  ablation  coupled  with  supersonic  expansion.  CRDS  offers  high 
sensitivity because of the large absorption pathlengths achieved inside the cavity and its 
immunity  towards  shot‐to‐shot  laser  fluctuations.  Four‐wave  mixing  achieves  where 
CRDS  fails,  in  terms of  selectivity  of  the  species  studied. This  is  achieved by  applying 
very short discharge pulse lengths, in the nanosecond time scale. As a consequence, the 
molecules are separated out in the plasma discharge based on their masses.  
The   electronic transition of C6H+ has been measured using CRDS; this is 
the first gas phase detection of the cation. Partially resolved P lines and observation of 
band  heads  permitted  a  rotational  contour  fit.  Spectroscopic  constants  in  the  ground 
and  excited‐state  were  determined.  Broadening  of  the  spectral  lines  indicates  the 
excited‐state  lifetime to be around 100 ps. The electronic  transition of   at 26402 
cm‐1  assumed  to  be  in  C2v  symmetry  could  not  be  rotationally  resolved. 
Thus, it is concluded that the excited electronic state is short‐lived as a result of lifetime 
broadening by intramolecular processes.  
The  identification  and  characterization  of  specific  radicals  and  ions  demands 
techniques  exhibiting  a  substantial  selectivity  in  order  to  disentangle  the  spectral 
features, especially in harsh environments where these features overlap. The potential 
of degenerate  and  two‐color FWM applied  to  selectivity of  transient  species has been 
studied  extensively  in  this  work.  In  particular,  it  is  shown  that  FWM  can  be  used  to 
select  out  various  molecular  systems  like  C3/C4H,  C3/HC2S  and  C2/HC4H+  only  by 
varying  the  timings  between  the  experimental  components  (laser/valve/discharge) 
while  applying  extremely  short  (<1µs)  discharge  pulses.  The  two  color  variant  is 
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exceptionally  powerful  in  disentangling  overlapping  features  even  within  the  same 
spectroscopic  system. This  is demonstrated  in  the  case of HC4H+ where P  lines of  the 
Ω=3/2 spin orbit component are effectively separated out from the overlapping Ω=1/2 
component in the   electronic transition.  
The first ever detections of ions (both polyatomic cations and anions‐HC4H+,  ) 
by  FWM  are  presented.    Generally,  it  is  difficult  to  generate  anions  in  sufficient 
abundance for spectroscopic studies. Negative ions are far less abundant in most of the 
experimental  environments  than  neutrals  or  cations.  Often,  anions  are  generated  in 
plasma where numerous species coexist whose spectra may overlap. Therefore, highly 
sensitive  methods  are  required  that  are  suitable  for  low‐density  environments.  The 
results suggest convincingly that nonlinear four‐wave mixing spectroscopy is applicable 
to  study numerous neutral,  cationic  and anionic  radicals  that  are produced  in plasma 
environments by applying a discharged free‐jet expansion. 
However, from an experimental point of view, FWM in its BOXCAR configuration 
poses challenges with regard to the alignment of the setup. This can be overcome if one 
succeeds to implement the phase conjugate geometry, which would allow a Doppler free 
response  in  addition.  Recently,  motorised mirror  mounts  were  proposed  in  order  to 
achieve  better  signal  optimization.  Other  kinds  of  laser  induced  grating  spectroscopy 
(LIGS), like Self‐LIGS could be implemented where one detects the first order diffraction 
signal due to the spatial overlap of two incident beams. 
Both  CRDS  and  FWM  have  been  employed  as  tools  for  spectroscopic 
investigation of       non‐adiabatic effects in linear polyatomic molecules. The excitation 
of  the   and the    levels  in  the A  
electronic  state  of  diacetylene  cations  results  in  Renner‐Teller  (R‐T)  and  Fermi 
interactions. The   and   vibronic bands in the   transition of HC4H+ have 
been  measured  with  rotational  resolution  using  cavity  ring‐down  spectroscopy  in  a 
supersonic  slit  jet  discharge.  A  vibronic  analysis  has  been  carried  out  taking  into 
consideration the R‐T, spin‐orbit, and Fermi resonance interactions between the ν3 and 
ν7  modes.  The  spectroscopic  constants  for  the  excited  electronic  state  are  compared 
with the ground state. 
 The double  resonance  four‐wave mixing  approach was used  to unambiguously 
identify the vibronic R‐T manifold in the   state up to 700 cm‐1 above   of C4H 
by  pumping  on  the  origin    electronic  transition.  On  the  basis  of  the 
experimental  linelist,  several  of  the  energy  levels  are  assigned  to  vibrations  in  the 
electronic    ground  state.  An  assignment  of  the  levels  was  carried  out  by  a  R‐T 
analysis,  leading  to  a  relatively  large    in  the  ground  state  for  the  second  lowest 
bending mode as previously found in the upper state. This study results in the detection 
of  levels  located below  the    state because of high R‐T  interaction,  as  is  found  for 
example for C4D. 
CRDS has also been employed to detect broad absorption features of the B1B1 ‐ 
X1A1  transition  of  H2CCC  (l‐C3H2).  The  observations  provide  evidence  that  the  broad, 
diffuse  interstellar  bands  (DIBs)  at  4881  and  5450  Å  are  caused  by  the  B1B1  ‐  X1A1 
transition of H2CCC (l‐C3H2). The large widths of the bands are due to the short lifetime 
of  the B1B1 electronic state. The conclusion  that  these absorptions belong  to C3H2 has 
been drawn through a number of measurements and observations (isotope shifts, gas‐
matrix shifts, precursor  tests etc.). The bands  in  the gas phase show exact matches  to 
the profiles and wavelengths of the two broad DIBs. This makes  l‐C3H2 a carrier of the 
DIBs, which have remained a long standing mystery in astronomy. 
An  interesting  inference  concerns  the  anti‐correlation  with  C3  abundance  in 
diffuse  clouds.  From  the  measurements  of  the  4881  and  5450  Å  DIBs  in  four  stars 
covering  a  large  range  in  reddening  and  supplemented by previous measurements  of 
HD 204827  [1]  by  Hobbs  et al.,  it  is  found  that  these  two  DIBs  correlate much more 
closely with each other than with E(B – V). This implies a common carrier. HD 204827 
was specifically observed previously because of its exceptionally high column density of 
interstellar C3. On the contrary, no C3 could be detected toward HD 183143. By contrast, 
from the spectra, the 4881 and 5450 Å DIBs in HD 204827 are less than one‐third their 
strength  in  HD 183143.  There  is  a  similar,  negative  trend  between  the  line‐of‐sight 
abundance of interstellar C3 [2] and the strengths of the 4881 and 5450 Å DIBs for the 
stars  in  the  present work.  The  inference  seems  clear:  hydrogenation  of  C3  to  species 
such as l‐C3H2 leads to depletion of C3 with a consequent enhancement of the 4881 and 
5450 Å DIBs.  
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An obvious question is the role of c‐C3H2. Radio astronomy has established that 
this cyclic isomer is ubiquitous in dense and diffuse interstellar media, but c‐C3H2 does 
not have an allowed electronic transition in the DIB region. Apart from l‐C3H2, also l‐C3H 
has  many  absorption  bands  in  the  DIB  region  [3].  Some  of  these  peaks  are  actually 
observed in the CRD spectra measured nearby to the broad bands of l‐C3H2. However, as 
has  already  been  concluded,  due  to  the  small  oscillator  strength  of  such  individual 
transitions, the DIB absorptions would have EWs of mÅ or less. Nevertheless, chemically 
the presence of  l‐C3H  in addition to  the here proven  l‐C3H2 could be  investigated with 
high S/N DIB measurements because the gas‐phase data are available. Another related 
aspect  concerns  the  possible  presence  of  l‐   in  the  diffuse  medium  [4].  It  was 
pointed out that l‐  formation could be significant via associate electron attachment 
to l‐C3H2. Also, with better sensitivity, measurements can be undertaken to measure the 
weak   B1B1 X1A1 transition of H2CCC (l‐C3H2) which could not be detected by the 
present set‐up. Mass selection with CRDS would be an added advantage. 
The present work provides an insight to understanding not only the fundamental 
spectroscopic  properties  of  these  transient  species  but  also  their  astrophysical 
significance.  Moreover,  it  also  demonstrates  the  highly  sensitive  and  selective 
capabilities  of  the  employed  experimental  techniques, which  could  be  of  use  in  other 
fields like combustion, trace gas analysis, to name a few. 
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Appendix A 
Dispersion Effects in CRDS 
 
Consider  a  cavity  formed  by  two mirrors  with  radius  of  curvature  ,  separated  by  a 
distance   and the round trip time  . Here   is the index of refraction 
in  the medium  between  the mirrors.  The  intensity  reflectivity  and  transmittivity  are 
denoted as R and T respectively. Assume the input field is mode matched to the TEM00 
transverse mode of the cavity. The output of the RDC subjected  to arbitrary excitation 
can be written in the form of a Green’s function [Ref. 21, Chapter 2] as  
   ,                                                     (A.1) 
where    and    are  the  electric  fields  of  the  input  and  output  radiations 
respectively. Physically,   gives the output of the cell following a delta function 
input at time  . Under appropriate conditions,   takes the form 
  ,              (A.2) 
where    and    are  the  angular  frequency  and  excitation  amplitude  of  the  qth 
resonance mode;    is  the  ring down  time of  the qth mode;    is  the unit  step 
function that equals zero for   and one for  . They are given as 
                                                    (A.3) 
                                                       (A.4) 
                                                           (A.5) 
The resonance condition for the qth mode is given by 
                                                                  (A.6)  
with    the wavenumber  of  the  radiation  and    the  phase 
shift per reflection from the mirrors. 
 Consider  the  cavity  is  filled  with  a  sample  with  a  resonant  susceptibility 
, where the macroscopic polarization is defined by  . 
The resulting index of refraction for small   can be written as 
  .                                                  (A.7) 
The absorption coefficient is then given as  
   .                                                                   (A.8) 
The  cavity  resonance  frequencies  in  the  presence  of  molecular  resonance  are 
calculated by substituting (A.6) in (A.7). When  is small, 
 ,                                                              (A.9) 
where  
                                                 (A.10) 
is the cavity mode condition without sample dispersion. 
The small dispersion contributions cause the periodicity between the beating of 
different cavity modes with period   to be lost, and this affects the shape of the pulses 
leaving the cavity. 
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Appendix B 
Electronic Spectra of Linear C2n+1 Chains 
 
The  sensitivity  of  a  pulsed  valve  coupled  with  laser  vaporization  was  tested  by 
measuring the origin and vibronic bands of     transition of C5 using CRDS. 
C5 molecules are generated by focusing a 7 ns, 30 mJ, 355 nm Nd:YAG laser beam onto a 
graphite rod that is mounted in the throat of a 12 mm long slit. The rod undergoes both 
translation  and  rotation  to  continuously  expose  a  fresh  surface  to  the  ablation  laser 
pulse, and the plasma is probed at a distance of 4 mm from the slit. 
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Figure B.1: Experimental Configuration. M: Mirror, I: Iris, P: Pinhole, L: Lens. 
The  ablation  laser  is  set  to  coincide with  the  buffer  flow  (11  bar He)  over  the 
target  area.  Inside  the  chamber,  the  pressure  was  kept  constant  at  0.045 mbar.  The 
probe is generated by a 0.06 cm‐1, 7 ns, 20 Hz dye laser pumped by the 355 nm output of 
 the Nd:YAG laser. The absorption spectrum of C5 is compared to what has been obtained 
using previous setups and with the pulsed slit nozzle discharge source. The alignment is 
optimized  on  the  (0,  0)    transition  of  C2.  The  timings  between  the 
ablation  and  probe  lasers,  and  the  gas  pulse  are  critical  for  cluster  production  and 
detection. 
B.1 C5 
B.1.1. Comparison to previous CRD­laser ablation setups 
The electronic spectra of   band of the A1Πu‐X1Σg+ electronic transition of C5 detected 
using the described unit and two separate laser ablation setups are shown in Figure B.3 
[1,  2].  The  weaker    vibronic  transitions  had  not  been  detected  at  the  time  of 
measurement,  possibly  owing  to  the  lack  of  good  signal  to  noise.  The  experimental 
spectrum  is  shown plotted  against  the  simulation at  30 K  rotational  temperature,  0.1 
cm‐1  linewidth  with  spectroscopic  constants  B”=0.0853133  cm‐1,  B'=0.0855  cm‐1, 
T00=19566.56 cm‐1 (Figure B.2). Unlike Figure B.3 ((b), (c)), the rotational contour of the 
newly  recorded  spectrum  shows  a  strong  Q  branch,  and  weak  P  and  R  branches,  as 
expected  for a A1Πu‐X1Σg+  transition. The averaged spectrum of  the origin band  is also 
shown. The sensitivity obtained using the current laser ablation source was observed to 
be increased by a factor of 2.  
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Figure B.2: The experimental spectrum of   band of  the A1Πu‐X1Σg+ electronic  transition of C5 
shown plotted against simulation. 
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Figure B.3: Comparison of origin band of the A1Πu‐X1Σg+ transition of C5 for (a) the current setup 
(b) Ref. [1] (c) Ref. [2]. 
 
 
(a) 
(b) 
 B.1.2. Comparison with high voltage discharge spectra   
The sharp peaks in the discharge spectrum are due to rotational transitions in the 0‐0 
and 1‐1 vibrational bands of  the   electronic  transition of C2. Because of 
the lower rotational temperatures obtained in laser vaporization, the C2 overlap can be 
completely removed which makes the rotational profile more predominant (Figure B.4).  
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Figure  B.4:  Electronic  spectra  of  C5  obtained  using  the  discharge  source  (top)  and  the  laser 
vaporization source (bottom). 
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B.1.3. Detection of vibronic transitions in A1Πu electronic state 
Besides  the A1Πu‐X1Σg+  origin  band  of  C5,  the  transitions    ( =503.81  nm)  and   
( =497.48  nm),  to  vibrationally  excited  levels  in  the  upper  1Πu  state,  were  also 
detected (Figure B.5).  
497.2 497.3 497.4 497.5 497.6 497.7 497.8
-10
0
10
20
30
40
50
60
In
te
ns
ity
Wavelength (nm)
503.4 503.6 503.8 504.0 504.2 504.4
-20
-10
0
10
20
30
In
te
ns
ity
Wavelength (nm)
 
Figure B.5: The    (top) and   (bottom) vibronic bands of A1Πu‐X1Σg+ transition of C5. 
 
 
 B.2. Detection feasibility for Linear C2n+1 Chains 
Long  carbon  chains  with  odd  numbered  atoms  are  considered  good  candidates  as 
diffuse  interstellar band carriers  [3]. As such, attempts were undertaken to detect  the 
 transition of C15 at 419.6 nm and the 1Πu‐X1Σg+ transition of C7 at 542.3 nm 
as  recorded  in  Ne  matrices[4].  These  were  however  unsuccessful.    Therefore,  an 
estimation  of  detection  limits  for  these  transitions  was  carried  out  with  the 
experimentally  measured  C5  transition  and  the  theoretically  predicted  oscillator 
strengths  for  the  higher  carbon  chains  [5‐9].  The  absorption  cross  section  of  C5 
measured  by  CRDS  is  determined  to  be  1.7x10‐14  cm2/molecule.  Given  the  oscillator 
strength  of  the  A1Πu‐X1Σg+  transition  of  C5  (׽0.015)  and  an  absorption  coefficient 
measured  by  CRDS  of  ׽3.8  x  10‐5  cm‐1,  this  yields  a  concentration  of  2.13  ×  109 
molecules cm‐2 for the neutral C5 species.            
Species  Concentration, N 
(molecules/cm‐2) 
     
(molecules/cm‐2) 
   
(molecules/cm‐2) 
C3    0.059    1.1   
C5    0.015    2.2   
C7  5.3   0.006    3.24   
C9  1.3   0.0062    4.86   
C11  3.2   0.005    5.64   
C13    0.0035    6.922   
C15    0.0030    8.092   
Table B.1: Detection feasibility estimation for the long carbon chains which can be achieved by 
laser ablation‐CRDS.  
The abundance of C7 was found to be 3‐5 less than C5 according to the infrared 
studies which were carried out using a similar vaporization setup [10]. Assuming that 
the particle density decreases by a factor of 4 for every addition of 2 carbon atoms, the 
concentrations of higher carbon chains can be calculated. From  the obtained signal  to 
noise,  a  detection  limit  of  approximately  107 molecules  cm‐2 was  inferred  for  the Π‐Σ 
transitions and 109 molecules cm‐2 for the Σ‐Σ transitions. This implies that the C15 and 
C7  transitions  of  interest  would  fall  below  the  estimated  detection  limits.  Table  B.1 
shows  the molecule  number  densities  calculated  for  the  long  carbon  chains.  Another 
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reason for the non‐detection of C15 could be attributed to the possibility of monocyclic 
ring character in long carbon chains with more than 10 carbon atoms [11]. For example, 
the  cyclic  isomer  for  C13  has  been  observed  to  be  vastly more  stable  than  the  linear 
structure  in  the  IR  using  similar  experimental  conditions  [12].  In  case  of  C11, 
calculations predict the cyclic isomer to be energetically more stable than the linear by 
1.44 ‐ 2.46 eV [9]. However, these calculations predict very low oscillator strengths for 
the  electronic  transitions  of  cyclic  isomers  [9]  which  would  render  the  detection  of 
these monocyclic  carbon  rings  difficult.  As  an  alternative,  a  reasonable  candidate  for 
detection  of  longer  carbon  chains  is  the    transition  of  C7  at  250  nm, 
provided high reflectivity mirrors  for CRDS are available  in  this wavelength region.  In 
case  one  estimates  a  3  times  decrease  in  concentration  for  these  chains,  the 
 transition of C9 would also fall just within the detection limits. 
 Bibliography 
[1] PhD thesis, Chauhan, R. University of Basel, 2010. 
[2] Motylewski,  T.;  Vaizert,  O.;  Giesen,  T.  F.;  Linnartz, H.; Maier,  J.  P.  J. Chem. Phys. 
111, 6161, 1999. 
[3] Maier, J. P.; .; Walker, G. A. H.; Bohlender, D. A. Astrophys. J. 602, 286, 2004. 
[4] Forney, D.; Freivogel, P.; Grutter, M.; Maier, J. P. J. Chem. Phys. 104, 4954, 1996. 
[5] Kolbuszewski, M. J. Chem. Phys. 102, 3679, 1995. 
[6] Hanrath, M.; Peyerimhoff, S. D. Chem. Phys. Lett. 337, 368, 2001. 
[7] Giuffreda,  M.  G.;  Deleuze,  M.  S.;  François,  J.‐P.;  Trofimov,  A.  B.  Int.  J.  Quantum 
Chem. 85, 475, 2001. 
[8] Mühlhäuser, M.;  Froudakis,  G.  E.;  Peyerimhoff,  S.  D.  Chem. Phys. Lett. 336,  171, 
2001. 
[9] Mühlhäuser, M.;  Froudakis,  G.  E.;  Peyerimhoff,  S.  D.  Phys. Chem. Chem. Phys.  3, 
3913, 2001. 
[10] Heath, J. R.; Sheeks, R. A.; Cooksy, A. L.; Saykally, R. J. Science 249, 895, 1990. 
[11] Van Orden, A.; Saykally, R. J. Chem. Rev. 98, 2313, 1998. 
[12] Giesen, T. F.; Van Orden, A.; Hwang, H. J.; Fellers, R. S.; Provençal, R. A.; Saykally, 
R. J. Science 265, 756, 1994. 
 
161 
 
Appendix C 
Rotational Assignment for the  
 and   A2Πu­X2Πg transitions of HC4H+ 
 
The  table  below  lists  the  observed  and  calculated  rotational  lines  (cm‐1)  for  the   
A2Πu‐X2Πg and   A2Πu‐X2Πg transition of HC4H+. 
 A2Πu-X2Πg 
Assignment  Observed (o)  Calculated (c)  o − c 
P 2 ( 2 5 . 5 )  20501.793  20501.744 0.050
P 2 ( 2 3 . 5 )  20502.964  20502.938 0.026
P 2 ( 2 0 . 5 )  20504.629  20504.630 ‐0.001
P 2 ( 1 9 . 5 )  20505.167  20505.167 0.000
P 2 ( 1 8 . 5 )  20505.694  20505.692 0.002
P 2 ( 1 7 . 5 )  20506.210  20506.203 0.007
P 2 ( 1 6 . 5 )  20506.711  20506.702 0.009
P 2 ( 1 5 . 5 )  20507.178  20507.188 ‐0.010
P 2 ( 1 1 . 5 )  20508.988  20509.005 ‐0.017
P 2 ( 8 . 5 )  20510.261  20510.237 0.024
P 1 ( 3 4 . 5 )  20510.261  20510.259 0.002
P 2 ( 5 . 5 )  20511.307  20511.359 ‐0.052
P 1 ( 2 6 . 5 )  20516.031  20516.033 ‐0.002
R 2 ( 1 3 . 5 )  20516.031  20516.047 ‐0.016
R 2 ( 3 0 . 5 )  20516.031  20516.052 ‐0.021
P 1 ( 2 4 . 5 )  20517.309  20517.326 ‐0.017
P 1 ( 2 3 . 5 )  20517.929  20517.951 ‐0.022
P 1 ( 2 2 . 5 )  20518.533  20518.560 ‐0.027
P 1 ( 2 1 . 5 )  20519.160  20519.155 0.005
P 1 ( 2 0 . 5 )  20519.711  20519.736 ‐0.025
P 1 ( 1 9 . 5 )  20520.305  20520.302 0.003
P 1 ( 1 8 . 5 )  20520.855  20520.854 0.001
P 1 ( 1 7 . 5 )  20521.376  20521.392 ‐0.016
P 1 ( 1 6 . 5 )  20521.911  20521.915 ‐0.004
P 1 ( 1 5 . 5 )  20522.411  20522.424 ‐0.013
P 1 ( 1 4 . 5 )  20522.924  20522.919 0.005
P 1 ( 1 3 . 5 )  20523.386  20523.399 ‐0.013
P 1 ( 1 2 . 5 )  20523.853  20523.866 ‐0.013
P 1 ( 1 1 . 5 )  20524.304  20524.319 ‐0.015
P 1 ( 1 0 . 5 )  20524.746  20524.757 ‐0.011
 A2Πu-X2Πg 
Assignment Observed (o)  Calculated(c) o − c
P 2 ( 2 1 . 5 ) 20553.817  20553.868 ‐0.051
P 2 ( 1 9 . 5 ) 20554.902  20554.931 ‐0.029
P 2 ( 1 7 . 5 ) 20555.936  20555.944 ‐0.008
P 2 ( 1 6 . 5 ) 20556.417  20556.432 ‐0.015
P 2 ( 1 5 . 5 ) 20556.887  20556.908 ‐0.021
P 2 ( 1 4 . 5 ) 20557.368  20557.371 ‐0.003
P 2 ( 1 3 . 5 ) 20557.806  20557.823 ‐0.017
P 2 ( 1 2 . 5 ) 20558.253  20558.262 ‐0.009
P 2 ( 1 1 . 5 ) 20558.711  20558.690 0.021
P 2 ( 1 0 . 5 ) 20559.133  20559.106 0.027
P 2 ( 9 . 5 ) 20559.498  20559.510 ‐0.012
P 2 ( 8 . 5 ) 20559.94  20559.903 0.038
P 2 ( 5 . 5 ) 20561.047  20561.011 0.036
P 2 ( 4 . 5 ) 20561.381  20561.357 0.024
R 2 ( 2 . 5 ) 20563.725  20563.718 0.007
R 2 ( 4 . 5 ) 20564.189  20564.193 ‐0.004
R 2 ( 7 . 5 ) 20564.827  20564.819 0.008
R 2 ( 8 . 5 ) 20565.014  20565.005 0.010
R 2 ( 9 . 5 ) 20565.175  20565.178 ‐0.003
R 2 ( 1 0 . 5 ) 20565.33  20565.339 ‐0.009
P 1 ( 2 6 . 5 ) 20571.674  20571.619 0.055
P 1 ( 2 4 . 5 ) 20573.007  20572.964 0.043
P 1 ( 2 3 . 5 ) 20573.642  20573.615 0.028
P 1 ( 2 2 . 5 ) 20574.251  20574.250 0.001
P 1 ( 2 1 . 5 ) 20574.893  20574.870 0.023
P 1 ( 2 0 . 5 ) 20575.508  20575.475 0.033
P 1 ( 1 8 . 5 ) 20576.67  20576.641 0.029
P 1 ( 1 7 . 5 ) 20577.218  20577.201 0.017
P 1 ( 1 6 . 5 ) 20577.741  20577.746 ‐0.005
P 1 ( 1 4 . 5 ) 20578.792  20578.791 0.001
 P 1 ( 6 . 5 )  20526.385  20526.371 0.014
P 1 ( 5 . 5 )  20526.734  20526.740 ‐0.006
P 1 ( 4 . 5 )  20527.116  20527.095 0.021
P 1 ( 3 . 5 )  20527.449  20527.436 0.013
P 1 ( 2 . 5 )  20527.792  20527.763 0.029
R 1 ( 4 1 . 5 )  20527.792  20527.826 ‐0.034
R 1 ( 3 8 . 5 )  20528.808  20528.764 0.045
R 1 ( 2 . 5 )  20529.434  20529.436 ‐0.002
R 1 ( 3 . 5 )  20529.684  20529.666 0.018
R 1 ( 4 . 5 )  20529.895  20529.883 0.012
R 1 ( 5 . 5 )  20530.095  20530.086 0.009
R 1 ( 6 . 5 )  20530.281  20530.275 0.007
R 1 ( 7 . 5 )  20530.460  20530.449 0.011
R 1 ( 8 . 5 )  20530.630  20530.611 0.020
R 1 ( 9 . 5 )  20530.745  20530.758 ‐0.013
R 1 ( 2 8 . 5 )  20530.884  20530.859 0.025
R 1 ( 1 0 . 5 )  20530.884  20530.891 ‐0.007
• The average residual error for the fit is 
0.01 
 
P 1 ( 1 3 . 5 ) 20579.276  20579.291 ‐0.015
P 1 ( 1 2 . 5 ) 20579.771  20579.775 ‐0.004
P 1 ( 1 1 . 5 ) 20580.239  20580.245 ‐0.006
P 1 ( 1 0 . 5 ) 20580.694  20580.699 ‐0.005
P 1 ( 9 . 5 ) 20581.129  20581.138 ‐0.009
P 1 ( 7 . 5 ) 20581.967  20581.969 ‐0.002
P 1 ( 6 . 5 ) 20582.356  20582.362 ‐0.006
R 1 ( 3 2 . 5 ) 20585.433  20585.430 0.003
R 1 ( 2 . 5 ) 20585.433  20585.442 ‐0.009
R 1 ( 3 1 . 5 ) 20585.64  20585.653 ‐0.013
R 1 ( 3 . 5 ) 20585.64  20585.665 ‐0.025
R 1 ( 4 . 5 ) 20585.867  20585.872 ‐0.005
R 1 ( 3 0 . 5 ) 20585.867  20585.861 0.006
R 1 ( 5 . 5 ) 20586.048  20586.064 ‐0.016
R 1 ( 2 9 . 5 ) 20586.048  20586.054 ‐0.006
R 1 ( 6 . 5 ) 20586.235  20586.240 ‐0.005
R 1 ( 2 8 . 5 ) 20586.235  20586.231 0.004
R 1 ( 7 . 5 ) 20586.412  20586.401 0.011
R 1 ( 2 7 . 5 ) 20586.412  20586.393 0.020
R 1 ( 8 . 5 ) 20586.534  20586.547 ‐0.013
R 1 ( 2 6 . 5 ) 20586.534  20586.539 ‐0.005
R 1 ( 9 . 5 ) 20586.669  20586.677 ‐0.008
R 1 ( 2 5 . 5 ) 20586.669  20586.669 0.000
R 1 ( 2 4 . 5 ) 20586.796  20586.785 0.011
R 1 ( 1 0 . 5 ) 20586.796  20586.791 0.005
R 1 ( 2 3 . 5 ) 20586.877  20586.885 ‐0.008
R 1 ( 1 1 . 5 ) 20586.877  20586.891 ‐0.014
• The average residual error for the fit is 
0.02 
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Appendix D 
Precursor Tests: l­C3H2 
 
The 5450 Å vibronic band of l‐C3H2 overlaps with a broad absorption centered at 5476 
Å. Refer chapter 6 for details. These absorptions have been deconvoluted using the two 
Gaussians shown (Figure D.1). That they belong to different molecules was established 
using  a  precursor  test,  with  allene  and  acetylene  as  precursors.  As  expected,  the 
intensity of the signal dropped with the even‐numbered carbon precursor. However, the 
relative intensities of these bands varied with the precursor proving that they originate 
from different species. 
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Figure D.1: The absorption spectrum shown deconvoluted using two Gaussians.  
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Figure D.2: Absorption spectrum observed using 0.5% allene in Ar as precursor. 
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Figure D.3: Absorption spectrum observed using 0.5% acetylene in Ar as precursor. Note how 
Peak  2  shows  varied  response  in  the  rate  of  decrease  of  signal  with  a  precursor  of  even‐
numbered carbon atoms. 
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Appendix E 
Unidentified Broad Bands Recorded by CRDS 
 
Scans recorded in the range 434 ‐ 630 nm with 0.5% allene/argon discharge are listed 
below for future reference. 
 
 
434 435 436 437 438 439 440
Wavelength (nm)
 
  
440 445 450 455 460
W ave leng th  (nm )
 
4 6 2 4 6 4 4 6 6 4 6 8 4 7 0 4 7 2
W a v e le n g th  (n m )
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475 476 477 478 479 480
W avelength (nm)
 
482 484 486 488 490 492 494 496 498 500
Wavelength (nm)
 
 504 506 508 510 512 514 516 518 520 522 524 526
Wavelength (nm)
529 530 531 532 533 534
Wavelength (nm)
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5 4 4 5 4 5 5 4 6 5 4 7 5 4 8 5 4 9 5 5 0
W a v e le n g th  (n m )
624.5 625.0 625.5 626.0 626.5 627.0 627.5 628.0 628.5 629.0 629.5 630.0
Wavelength (nm)
 
 Appendix F 
Perturbed energy levels ­ C4H 
 
Table  showing  the  experimental  and  theoretical  data  obtained  from  the  vibronic 
analysis (Refer chapter 8) given in cm‐1. The assignment | , , , , , > is made using 
the largest coefficient   obtained in the | , , , , , > basis expansion. 
 
K  E(cm‐1)a  v6  v7    P  b  Calculatedc Observedd Residualse Calculatedf Observedg  Assignmenth
1.00  394.80  0  0  1.50 ‐0.75  ‐314.6  ‐92.8 
1.00  414.77  0  0  0.50 0.71  ‐294.6  ‐72.8 
0.00  439.96  1  0  0.50 0.62  ‐269.4  ‐47.6 
‐221.8  0 
 
‐212.5  9.3 
‐202.1  19.7 
            ‐195.2  26.6   
            ‐135.1  86.7   
            ‐126.6  95.2   
‐123.9  97.9 
0.00  587.62  0  1  0.50 0.71  ‐121.8  ‐121.8  0.0  100.0  100  A 7160 
2.00  592.23  0  1  1.50 0.65  ‐117.2  104.6     
            ‐109.1  112.7   
‐104.3  117.5 
0.00  609.90  0  1  0.50 ‐0.68  ‐99.5  ‐98.8  0.7  122.3  123  A 7160 
‐89.5  132.3 
1.00  626.08  1  1  1.50 0.6  ‐83.3  ‐85.8  138.5  136 
1.00  627.13  1  1  0.50 ‐0.59  ‐82.3  139.5 
‐77.3  144.5 
‐70.7  151.1 
‐65.4  156.4 
2.00  655.90  1  0  2.50 0.75  ‐53.5  ‐51.9  1.6  168.3  169.9  X 71 
2.00  676.59  1  0  1.50 ‐0.73  ‐32.8  189.0 
1.00  709.40  0  0  1.50 0.6  0.0  0.0  0.0  221.8  221.8 
4.9  226.7 
1.00  733.21  0  0  0.50 ‐0.65  23.8  28.1  4.3  245.6  249.9 
1.00  767.38  0  2  1.50 ‐0.66  58.0  279.8 
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3.00  769.20  0  2  2.50 ‐0.59  59.8  281.6 
1.00  778.08  0  2  0.50 ‐0.53  68.7  290.5 
1.00  791.70  0  2  0.50 0.49  82.3  304.1 
1.00  803.22  0  2  1.50 0.67  93.8  315.6 
0.00  811.79  1  2  0.50 0.56  102.4  324.2 
2.00  812.85  1  2  2.50 0.58  103.5  325.3 
2.00  814.86  1  2  1.50 ‐0.56  105.5  327.3 
3.00  842.73  2  0  2.50 0.57  133.3  355.1 
1.00  848.15  1  1  1.50 ‐0.74  138.8  147.4  8.6  360.6  369.2  A 6171 
150.9  372.7  X 72 
156.0  377.8 
1.00  868.57  1  1  0.50 ‐0.71  159.2  381.0 
3.00  889.32  1  1  2.50 0.59  179.9  401.7 
0.00  892.22  0  1  0.50 0.56  182.8  404.6 
2.00  900.09  0  1  2.50 0.58  190.7  412.5 
0.00  921.74  0  1  0.50 0.62  212.3  434.1 
2.00  922.76  0  1  1.50 ‐0.63  213.4  435.2 
2.00  948.32  0  3  2.50 0.61  238.9  460.7 
0.00  962.03  0  3  0.50 ‐0.62  252.6  474.4 
2.00  963.36  0  3  1.50 0.55  254.0  475.8 
2.00  980.62  0  3  1.50 ‐0.67  271.2  269.3  491.1 
0.00  984.54  0  3  0.50 0.59  275.1  271.8  ‐3.3  496.9  493.6  A 6073 
281.3  503.1 
2.00  996.59  0  3  2.50 ‐0.65  287.2  291.9  4.7  509.0  513.7  A 6073 
1.00  1000.65  1  3  1.50 ‐0.55  291.3  513.1 
1.00  1001.59  1  3  0.50 0.54  292.2  514.0 
3.00  1006.22  1  3  2.50 0.55  296.8  518.6 
2.00  1017.96  2  1  2.50 ‐0.56  308.6  530.4 
318.6  540.4  X73 
323.0  544.8 
2.00  1034.46  2  1  1.50 0.57  325.1  546.9 
0.00  1039.58  1  2  0.50 ‐0.72  330.2  331.7  1.5  552.0  553.5  A 6172 
0.00  1060.51  1  2  0.50 0.7  351.1  343.0  572.9  564.8  X 7161 
2.00  1060.51  1  2  2.50 ‐0.58  351.1  572.9 
1.00  1076.93  0  2  0.50 ‐0.54  367.5  589.3 
1.00  1080.04  0  2  1.50 0.5  370.6  592.4 
2.00  1080.09  1  2  1.50 0.59  370.7  592.5 
1.00  1110.67  0  2  1.50 0.59  401.3  623.1 
3.00  1112.08  0  2  2.50 ‐0.61  402.7  624.5 
1.00  1112.89  0  2  0.50 0.6  403.5  625.3 
0.00  1147.86  3  0  0.50 0.64  438.5  660.3 
 1.00  1155.83  0  4  1.50 ‐0.6  446.4  668.2 
3.00  1158.19  0  4  2.50 0.51  448.8  670.6 
1.00  1167.49  0  4  0.50 ‐0.6  458.1  679.9 
1.00  1175.37  0  4  0.50 ‐0.49  466.0  687.8 
3.00  1180.39  0  4  2.50 0.71  471.0  692.8 
1.00  1187.57  0  4  1.50 ‐0.62  478.2  700.0 
1.00  1209.85  2  2  1.50 0.56  500.5  502.9  2.4  722.3  724.7  A 6272 
0.00  1216.03  1  4  0.50 ‐0.55  506.6  509.6  3.0  728.4  731.4  A 6174 
512.5  734.3  X 7261 
2.00  1216.31  1  4  2.50 0.57  506.9  728.7 
2.00  1218.41  1  4  1.50 ‐0.56  509.0  730.8 
3.00  1223.25  2  2  2.50 0.55  513.9  735.7 
1.00  1225.59  2  2  0.50 ‐0.52  516.2  738.0 
1.00  1233.32  1  3  0.50 ‐0.64  523.9  745.7 
1.00  1248.75  1  3  1.50 0.47  539.4  761.2 
1.00  1254.84  1  3  1.50 ‐0.5  545.4  767.2 
2.00  1266.34  0  3  1.50 ‐0.51  556.9  778.7 
0.00  1268.32  0  3  0.50 0.44  558.9  780.7 
2.00  1271.17  2  3  2.50 ‐0.41  561.8  783.6 
1.00  1272.31  1  3  0.50 0.59  562.9  784.7 
3.00  1281.35  1  3  2.50 ‐0.59  572.0  793.8 
2.00  1302.73  0  3  2.50 ‐0.56  593.3  815.1 
0.00  1306.45  0  3  0.50 ‐0.58  597.1  818.9 
2.00  1307.44  0  3  1.50 0.59  598.0  819.8 
0.00  1330.53  1  0  0.50 0.72  621.1  623.5  2.4  842.9  845.3  A 6170 
626.8  848.6  A 51 
629.3  851.1 
1.00  1340.03  3  1  0.50 ‐0.64  630.6  852.4 
1.00  1340.55  3  1  1.50 ‐0.63  631.2  853.0 
2.00  1345.12  3  0  2.50 0.7  635.7  857.5 
2.00  1372.81  3  0  1.50 ‐0.67  663.4  885.2 
2.00  1382.46  2  3  2.50 ‐0.55  673.1  894.9 
0.00  1394.15  2  3  0.50 ‐0.57  684.8  906.6 
2.00  1398.24  2  3  1.50 0.55  688.8  910.6 
0.00  1410.32  2  3  0.50 0.57  700.9  700.8  ‐0.1  922.7  922.6  A 6273 
708.2  930  X 41 
a The energy is the total vibronic energy. 
b Largest coefficient in the basis expansion. 
c Calculated energy relative to  . 
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d  Observed  energy  relative  to  .  These  levels  calculated  by  taking  the  energy 
difference  between  the  R‐bandheads  of  the  pump  and  the  probe.  The  estimated 
uncertainty on the energy levels is around 2 cm‐1. 
e Residuals = obs‐calc. 
f Calculated energy relative to  . 
g Observed energy relative to  . 
h Tentative assignment for the levels belonging to the   and   states which were 
not included in the model. 
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A high-resolution study of the X˜ 2Π3/2 ground state rovibronic energy levels of jet-cooled HC2S radical using
the double-resonance two-color four-wave mixing technique (TC-RFWM) is reported. The rotational structure
of the bands is observed by excitation of selected R-branch lines in the origin band of the A˜ 2Π3/2-X˜ 2Π3/2
electronic system. The second laser frequency is scanned to transfer the population from the rotational level(s)
of the upper state to selected vibronic levels of the ground state. Fourteen rotationally resolved vibrational
bands have been recorded for energies up to 1800 cm-1 above the v′′ ) 0 X˜ 2Π3/2 electronic ground state.
Effective rotational constants and origins are determined for levels that involve fundamental and overtone
combinations of the ν3 (CS stretch), ν4 (CCH bend), and ν5 (CCS bend) vibrations. This illustrates the power
and advantages of the TC-RFWM approach for the study of the ground state manifold of reactive intermediates
produced in low concentrations with high resolution, good signal-to-noise and wide dynamic range.
I. Introduction
The resonant four-wave mixing (RFWM) technique has been
recently applied to spectroscopic investigations of charged and
neutral species generated in a supersonic discharge.1–3 The
detection limit of ∼108 molecules cm-3 or lower determined in
these studies is comparable to that achieved for laser induced
fluorescence (LIF) or cavity ring-down spectroscopy (CRDS)
rendering the RFWM technique highly competitive.1,2,4 Com-
pared to linear methods, the application of RFWM can be
advantageous due to complementary capabilities.2,5 The high
signal-to-noise ratio stems from the fully resonant processes
involved and from an essentially background-free signal.
Furthermore, because the method is based on molecular absorp-
tion, it is not dependent on the lifetime of the upper level and
is consequently applicable to the detection of predissociative
or short-lived excited states.6–8 The nonlinear character of the
coherent method introduces the quadratic scaling of the signal
intensity with species number density.9 This is considered as a
limitation of its sensitivity but leads also to a high dynamic
range of the RFWM response. RFWM has been exploited in a
variety of environments including flames, low-pressure gases
and to a lesser extent in supersonic free-jet expansions.10–12
The paper presents the spectroscopic study of the ground state
energy levels of HC2S radical. It shows that the RFWM can be
a superior method for studying the molecular structure in the
ground state. From the analysis of the rotationally resolved
spectra new structural parameters are determined for a number
of vibrational energy levels. The unambiguous spectroscopic
assignment can be prepared in a straightforward manner using
intermediate level labeling. We show that the approach is
applicable to the species present in low concentrations and the
spectra can be measured with a high signal-to-noise ratio due
to a fully resonant process. The method is background free in
contrast to absorption techniques where a weak signal need to
be extracted from a large, fluctuating one. The laser-like signal
is detected due to coherent character of the four-wave mixing
process and the signal beam can be probed remotely without
significant loss, reducing background due to stray light. This
approach shows the potential of providing a detailed insight to
the spectroscopic pattern in the ground state manifold. An access
to high lying energy levels in the ground state can also be useful
in studies of the reactive properties of transient species such as
unimolecular dissociation.
The investigations discussed here utilize a two-color variant
of resonant four-wave mixing (TC-RFWM) resulting in a
stimulated emission pumping (SEP) type experiment. Classi-
cally, the SEP method is based on optical-optical double-
resonance involving two laser beams.13,14 The first beam (PUMP)
transfers population from an initial ground state to a specific
level in the electronic excited state while a second beam
(DUMP) is used to bring the population back to the ground
state manifold. The common SEP detection relies on the
competition between spontaneous and stimulated emission by
the DUMP laser and results in a small decrease in fluorescence
(fluorescence-dip) signal. Only fluorescing molecules can be
studied using this technique. In contrast, TC-RFWM does not
rely on fluorescing molecules and provides often superior signal-
to-noise ratios. The signal is generated by a nonlinear process
coupling three input laser beams (2 PUMP and 1 DUMP) that
are (i) resonant with two molecular transitions, (ii) share a
common (upper) level, and (iii) satisfy the phase matching
condition. The double-resonance feature offers a high selectivity
for species detection. In addition, intermediate level labeling
simplifies complex and congested one-color spectra, allowing
precise measurements of line positions and, in most cases, a
straightforward assignment of the observed transitions. However,
the technique is sensitive to alignment and requires a high
quality laser spatial profile as well as good control of beam
† Part of the “Benoît Soep Festschrift”.
* Corresponding author. E-mail: j.p.maier@unibas.ch.
‡ University of Basel.
§ Present address: Institute of Physics, Planetology and Space Research,
University of Bern, Sidlerstr. 5, CH-3012 Bern, Switzerland.
| Paul Scherrer Institute.
J. Phys. Chem. A 2010, 114, 3329–3333 3329
10.1021/jp909738n  2010 American Chemical Society
Published on Web 12/16/2009
intensities to avoid broadening of the molecular transitions due
to saturation effects. A variety of theoretical investigations of
TC-RFWM can be found in the literature including discussion
of the polarization-based schemes and saturation effects.15–18 The
derivation of the signal intensities based on diagrammatic pertur-
bation theory was particularly well tested experimentally.15,19,39
The interest in HC2S stems from its importance in interstellar
chemistry. A number of sulfur containing carbon chains have
been detected by millimeter-wave techniques in star forming
regions and in circumstellar envelopes20 and their importance
in understanding physical conditions in these regions was
discussed.21 Although HC2S has not been yet detected in space,
it is expected to be an important intermediate for the formation
of large sulfur-containing molecules.22 Two bimolecular reac-
tions are proposed to contribute to the synthesis of HC2S under
interstellar conditions: the sulfur cation with acetylene and the
carbon dimer with H2S.22,23
HC2S has been extensively studied by spectroscopy. Since
its first detection via the A˜ 2Π-X˜ 2Π electronic transition in flash
photolysis of thiophene,24,25 HC2S has attracted considerable
attention by experiment and theory. It is an example of a tetra-
atomic molecule that exhibits a complex coupling of the
spin-orbit and Renner-Teller effects. In this context, a number
of experimental and theoretical approaches were applied to study
the vibrational and rotational structure of this molecule in both
the ground and excited state. The ground state structural
parameters determined initially from the emission spectra studied
in the range 390-450 nm26 have been improved by millimeter-
wave spectroscopy for several vibrational bands including the
ν4 and ν5 bending modes frequencies.27,28 The extensive studies
by dispersed fluorescence have provided the spin-orbit splitting
of 259 cm-1 in the ground state and the vibrational energy levels
up to 1700 cm-1.29 The excited state of HC2S was investigated
by LIF yielding complex rovibrational structure.30,31 In parallel,
theoretical studies attempted to combine spin-orbit with
Renner-Teller interactions to explain the experimental
findings.32,33 Effective Hamiltonian calculations were carried out
to shed light on the complex ground state vibrational structure
of this radical.34,35 In model calculations accompanying the LIF
studies it has been shown that the large Renner-Teller effect
observed in the excited state and the different HCCS and DCCS
excited state zero-point spin-orbit splitting can be explained
with the assumption of a quasilinear excited state geometry.31
In spite of considerable advances made in the understanding of
the spectral complexity of HC2S, the theoretical approaches
developed so far do not offer an unambiguous explanation of
all features observed.33
In this paper, the structure of the X˜ 2Π3/2 ground state of the
HC2S radical is further characterized by measuring rotationally
resolved spectra of vibrational levels by TC-RFWM. Due to
the high sensitivity of the method 14 excited vibrational states
could be observed in the ground state manifold, 650-1800 cm-1
above the v′′ ) 0 X˜ 2Π3/2 level. The selectivity of the
optical-optical double-resonance method permits an unambigu-
ous assignment based on intermediate level labeling and yields
effective rotational constants and band origins.
II. Experimental Setup
The HC2S radical was produced by a slit-jet discharge.36 The
slit length was 30 mm × 1 mm and -1000 V was applied to
the electrodes, which were separated by 2 mm. The discharge
pulse length was 3-10 µs, resulting in a short but intense pulse
of radicals. During the operation of the assembly at 10 Hz, a
pressure in the source chamber of approximately 0.05 mbar was
maintained by the vacuum system for a backing pressure of
5-10 bar. The timing between the two lasers, the triggering of
the valve and the discharge voltage were controlled by a fast
electronic delay generator. These timings are critical for the
efficient production of HC2S which was generated by using a
C2H2/CS2 (1%/0.5%) mixture in argon as precursor. The optical
configuration used has also been described.3 Two separate
Nd:YAG pumped dye lasers were used, one with an intracavity
etalon and the other with a double grating. The spectral
bandwidth of the two laser sources was around 0.05 cm-1.
Frequency calibration was achieved by a wavemeter with an
accuracy of 0.002 cm-1. For degenerate four-wave mixing, one
of the lasers was split into three components of equal intensities
by broadband beam splitters and sent into the vacuum chamber
in a BOXCARS configuration.37 The output energy of the lasers
used was attenuated with neutral density filters. In case of TC-
RFWM measurements, the third beam was replaced by the
output of the second laser (probe or DUMP) and scanned in
frequency as the PUMP laser remained at a fixed wavelength.
The signal beam, which is coherent and collimated in nature,
was separated from the stray radiation by a 6 m detection arm
consisting of several irises and spatial filters to obtain nearly
background-free spectra. The signal was detected with a
photomultiplier. Special masks were used to position the three
beam crossing angles (∼1.4°) to satisfy the phase-matching
condition k1 + k3 ) k2 + k4, where the wave vectors k1, k2
(PUMP), and k3 (probe) generate the signal beam wave vector
k4.9 The PUMP beams were positioned such that the optically
induced fringes were directed along the flow of molecules in
the supersonic expansion.7 The polarizations of the three beams
were vertical in the laboratory frame. The signal was digitized
by a fast oscilloscope and averaged for 2-3 s for every scan
step of the spectrum.
III. Results and Discussion
Initial experiments were performed by applying DFWM
spectroscopy on the origin band of the A˜ 2Π3/2-X˜ 2Π3/2
transition of HC2S. The spectrum is reproduced in Figure 1
and shows a well resolved P-branch and a heavily congested
R-branch. A least-squares fit to the resolved line positions
by means of the PGOPHER program38 was carried out by
constraining the rotational and centrifugal distortion constants
Figure 1. Rotationally resolved DFWM spectrum of the origin band
of the HC2S A˜ 2Π3/2-X˜ 2Π3/2 electronic system. The inverted trace is
the square of the PGOPHER simulation, assuming a Lorentzian line
shape (0.1 cm-1 fwhm) and a rotational temperature of 60 K.
3330 J. Phys. Chem. A, Vol. 114, No. 9, 2010 Chauhan et al.
of the A˜ 2Π3/2 state to the values given in ref 26. The
spectroscopic constants found in the previous measurement,21
such as the rotational constant of the lower state, B0′′ )
0.195 693(11) cm-1 and the origin at T00 ) 24 299.4430(20)
cm-1 were confirmed. The low J-numbers observed for the
jet-cooled radicals prevent an accurate determination of the
quartic centrifugal distortion constant, which therefore was
fixed at 2.4 × 10-8 cm-1. A simulated DFWM spectrum at
a rotational temperature of approximately 60 K is shown
inverted in Figure 1. The excellent agreement with the
published values validates the procedure for the evaluation
of rotational constants and band origins and will be applied
in the following for the rotational analysis of higher lying
vibrational levels measured by TC-RFWM.
Rotationally resolved double-resonance spectra were ob-
tained by applying the TC-RFWM technique. The pump
beams were tuned to known rotational transitions in the 000
band of the A˜ 2Π3/2-X˜ 2Π3/2 electronic system, exciting well-
defined rotational states of the upper level (intermediate level
labeling). Subsequently, with the pump laser frequency fixed,
the dump (or probe) beam was scanned in the range of
selected vibronic bands in the ground state that share a
common upper level with the pumped v′ ) 0 state. Note that
the phase matching conditions9 are met exactly only for one
combination of the pump and dump frequencies. Scanning
the latter causes a phase mismatch, which reduces the signal
intensity. However, in practice, the effect can be neglected
and a range of ∼900 cm-1 is achievable without major
realignment.7 The observed TC-RFWM spectra display
excellent signal-to-noise ratios up to ∼104 for the stronger
transitions and allow an accurate determination of line
positions. Furthermore, the expected simplification by the
double-resonance selection rules reduces ambiguities for the
assignment that occur in the one-color spectrum where
overlapping transitions are frequently present.
Figure 2 exemplifies the method and the assignment procedure
for rotational transitions. The frequency of the pump laser at
24 295.21 cm-1 corresponds to the P1(8.5) transition of HC2S
in the origin band of the A˜ 2Π3/2-X˜ 2Π3/2 electronic transition.
By scanning the probe laser over the same band, we obtain a
nearly degenerate two-color four-wave mixing spectrum (upper
trace). Alternatively, the probe laser is scanned around
23520 cm-1, addressing the vibrational level of the ground state
exhibiting one quantum excitation in ν3 (lower trace). The
resonant lines consist of the P1(8.5), R1(6.5), and R1(8.5)
transitions according to the insets in the figure. A minor
contribution of a neighboring transition of the pumped P1(8.5)
in the origin band is observed in the lower trace. In fact, P1(9.5)
is simultaneously excited due to saturation broadening and yields
the “satellite” transitions P1(9.5) and R1(7.5) in the 310 band.
TC-RFWM is thus able to characterize the high lying vibrational
levels in the X˜ 2Π3/2 state of the supersonically cooled radical
by SEP type approach.
As was demonstrated previously,3 a convenient way of using
TC-RFWM is to tune the pump laser to the band head where
numerous rotational levels are excited concomitantly due to
overlapping transitions. A scan of the probe laser yields then
several resonant transitions to the ground rotational level(s) in
a single spectrum. Figure 3 displays an example of TC-RFWM
spectra obtained by pumping the band head of the origin
transition at 24 301.9 cm-1. For these experiments it is advanta-
geous to remove the intracavity etalon of the laser to broaden
the bandwidth to approximately 0.15 cm-1 and to excite,
therefore, a broad range of P-branch transitions simultaneously
(J ) 9.5-21.5). The subsequent scan of the probe laser in the
vicinity of the 520 band gives rise to a large number of rotationally
resolved transitions that are in resonance with the labeled states
of the upper level. To avoid power broadening, the measure-
ments have been performed at input intensities below saturation
of the molecular transitions. An overview of the TC-RFWM
spectrum in the range between 22 500 and 22 900 cm-1 is shown
in Figure 3.
Figure 2. TC-RFWM spectrum. The pump frequency was fixed on
the P1(8.5) transition of the origin band of the A˜ 2Π3/2-X˜ 2Π3/2 transition
(PUMP). The probe was scanned through the origin (upper trace) and
310 (lower trace) bands. The nearly degenerate TC-RFWM (upper trace)
displays three transitions: the degenerate transition at P1(8.5) and two
R1 transitions sharing the upper and lower level (R1(6.5) and R1(8.5),
respectively). The SEP spectrum connecting the v′ ) 0 A˜ 2Π3/2 state to
the 31 X˜ 2Π3/2 level only exhibits two resonant lines that share the
common upper level with J ) 7.5 and v′ ) 0. The P1(9.5) transition,
and R1(7.5) which contributes to the 23535 cm-1 peak, are present due
to saturation effects (see text).
Figure 3. Rotationally resolved stimulated emission spectrum of
vibrationally excited ground state levels of the A˜ 2Π3/2-X˜ 2Π3/2 electronic
transition of HC2S. The pump laser was set on the band-head of the
A˜ 2Π3/2-X˜ 2Π3/2 origin and excites numerous rotational levels simulta-
neously. The horizontal scale (cm-1) at the top shows the energy above
the v′′ ) 0 X˜ 2Π3/2. The inset is the scheme of the double resonance
approach.
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The 410530 band around 22 840 cm-1 is shown in more detail
in Figure 4. The rotationally resolved band structure resembles
a 2Π-2Π system with a weak Q branch. The assignment of
these transitions is straightforward. Intermediate level labeling
from the X˜ 2Π3/2 state by the pump laser yields only transitions
to levels in the ground state with the same spin component
Ω ) 3/2. If ambiguities are encountered for the assignment of
specific J-levels, the method described above using a narrow
bandwidth laser is applied and yields unambiguous results. The
substantial signal-to-noise ratio provides accurate line positions
suitable for the determination of effective rotational parameters.
A least-squares fit to the observed frequencies has been
carried out using the PGOPHER program38 and constraining
the molecular constants in the A˜ 2Π3/2 state to the values of ref
26. For each recorded band, two parameters are obtained, Beff′′
and the band origin. Around 14 lines were used for the fit of
each band. The resulting vibronic origins are determined with
a 10% higher precision compared to the previous work by
dispersed fluorescence.29 Furthermore, rotational constants of
the ground state vibrations are determined for 14 vibrational
levels of which 12 are reported for the first time. The results
are summarized in Table 1. The vibrational assignment and the
labeling of the bands (first column) follow the work of ref 29.
As can be seen in Table 1, among the five normal modes of the
linear molecule, ν3 (CS stretch), ν4 (CCH bend), and ν5 (CCS
bend) are obtained from the detected overtones and combination
bands. The rotational constants inferred in ref 26 for the two
commonly detected ground state vibrational levels (5 and 16)
are in agreement with our results to within one standard
deviation. However, their tentative assignment of band 16 is in
disagreement with the present study. A direct linear trend in
the variation of the rotational constant versus the vibrational
excitation quantum number is not apparent. The finding is
rationalized by considering that Renner-Teller interaction and
perturbations may induce a nontrivial potential energy surface
along the internal coordinates of the molecule. There are two
vibronic bands (4 and 16) for which the rotational constant
decrease with respect to the v′′ ) 0 state (Table 1). The
energetically lowest level of them has been assigned as 31 and
the other as the 314151 combination.
IV. Conclusion
Double-resonance spectroscopy by TC-RFWM offers a way
to access specific vibronic levels of the ground state and to
simplify the complex rotational band structure by intermediate
level labeling. In the present work, TC-RFWM spectra were
recorded and analyzed for the A˜ 2Π3/2-X˜ 2Π3/2 electronic transi-
tion of HC2S. These are background-free, show a high dynamic
range (∼104) and high signal-to-noise ratio for the weakest ro-
vibrational bands (∼150), enabling their accurate rotational
analysis to be made. Rotational constants for selected ground
state vibrations with X˜ 2Π3/2 symmetry were determined by
taking advantage of the unambiguous assignment capability of
the method. The work reports rotational constants for 14 vibronic
bands. With the exception of the constants for the bands 5 and
16 in Table 1, these values are determined for the first time.
An uncertainty of 0.005 cm-1 improves the values by a factor
of 10. The present work combined with the previous results on
HC2S should be an incentive for ab initio calculations and a
better understanding of the complex and overlapping ground
state vibrational structure of this interesting Renner-Teller
molecule.
TABLE 1: Spectroscopic Constants Determined for the Vibrationally Excited Levels in the X˜ 2Π3/2 Ground Electronic State of
HC2Sa
label T0v Beff′′ Beff′′ (ref 26) residuals (×10-2) level Beff′′ - B0′′ (×10-3)
24 1742.527(13) 0.196140(85) 2.8 4252 0.45(9)
23 1712.2348(28) 0.197288(22) 0.6 3142 1.59(2)
20 1650.9168(64) 0.196803(31) 1.6 314151 1.11(3)
19 1618.7326(34) 0.196677(16) 0.8 4351 0.98(2)
18 1596.388(11) 0.195786(53) 2.7 32 0.09(5)
16 1552.786(11) 0.195553(52) 0.19558(12) 2.7 314151 -0.14(5)
14 1514.7266(77) 0.196683(37) 1.9 42 0.99(4)
13 1507.3883(81) 0.196570(55) 1.3 3152 0.88(6)
12 1499.1669(78) 0.196791(43) 0.9 4252 1.10(4)
11 1453.5528(37) 0.197119(22) 0.8 4153 1.43(2)
6 870.334(11) 0.196899(76) 2.5 42 1.21(8)
5 822.228(10) 0.195820(45) 0.19595(16) 2.6 4151 0.13(5)
4 776.4297(66) 0.195537(30) 1.9 31 -0.16(3)
2 675.9444(62) 0.19610(40) 1.2 52 0.41(4)
a The labels and assignments are based on ref 13. All term values and spectroscopic constants are in cm-1. Values in parentheses are one
standard deviation.
Figure 4. Vibronic structure of the transition detected by TC-RFWM.
The pump was set on the bandhead of the origin band in the
A˜ 2Π3/2-X˜ 2Π3/2 transition of HC2S. A least-squares fit to the line
positions yields the rotational constant and the vibronic origin of the
band. A synthetic spectrum with the optimized molecular constants
and assuming a Boltzmann distribution for a rotational population at
40 K is shown inverted (see text for details). Intensities are computed
by taking into account partial saturation of the transitions.39
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