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Abstrat
A eient inremental learning algorithm for lassiation tasks, alled
NetLines, well adapted for both binary and real-valued input patterns
is presented. It generates small ompat feedforward neural networks
with one hidden layer of binary units and binary output units. A
onvergene theorem ensures that solutions with a nite number of
hidden units exist for both binary and real-valued input patterns. An
implementation for problems with more than two lasses, valid for any
binary lassier, is proposed. The generalization error and the size of
the resulting networks are ompared to the best published results on
well-known lassiation benhmarks. Early stopping is shown to de-
rease overtting, without improving the generalization performane.
1 Introdution
Feedforward neural networks have been suessfully applied to the problem
of learning from examples pattern lassiation. The relationship between
number of weights, learning apaity and network's generalization ability is
well understood only for the simple pereptron, a single binary unit whose
output is a sigmoidal funtion of the weighted sum of its inputs. In this
1
ase, eient learning algorithms based on theoretial results allow the de-
termination of the optimal weights. However, simple pereptrons an only
generalize those (very few) problems in whih the input patterns are linearly
separable (LS). In many atual lassiation tasks, multilayered pereptrons
with hidden units are needed. However, neither the arhiteture (number of
units, number of layers) nor the funtions that hidden units have to learn are
known a priori, and the theoretial understanding of these networks is not
enough to provide useful hints.
Although pattern lassiation is an intrinsially disrete task, it may be
asted as a problem of funtion approximation or regression, by assigning
real values to the targets. This is the approah used by Bakpropagation
and related algorithms, whih minimize the squared training error of the
output units. The approximating funtion must be highly non-linear, as it
has to t a onstant value inside the domains of eah lass, and present a
large variation at the boundaries between lasses. For example, in a binary
lassiation task in whih the two lasses are oded as +1 and −1, the
approximating funtion must be onstant and positive in the input spae
regions or domains orresponding to lass 1, and onstant and negative for
those of lass −1. The network's weights are trained to t this funtion
everywhere, in partiular inside the lass-domains, instead of onentrating
on the relevant problem of the determination of the frontiers between lasses.
As the number of parameters needed for the t is not known a priori, it is
tempting to train a large number of weights, that allow to span, at least in
priniple, a large set of funtions whih is expeted to ontain "true" one.
This introdues a small bias[17℄, but leaves us with the diult problem of
minimizing a ost funtion in a high dimensional spae, with the risk that the
algorithm gets stuk in spurious loal minima, whose number grows with the
number of weights. In pratie, the best generalizer is determined through a
trial and error proess in whih both the number of neurons and weights are
varied.
An alternative approah is provided by inremental, adaptive or growth
algorithms, in whih the hidden units are suessively added to the network.
One advantage is fast learning, not only beause the problem is redued to
training simple pereptrons, but also beause adaptive proedures do not
need the trial and error searh for the most onvenient arhiteture. Growth
algorithms allow the use of binary hidden neurons, well suited for building
hardware dediated devies. Eah binary unit determines a domain bound-
ary in input spae. Patterns lying on either side of the boundary are given
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dierent hidden states. Thus, all the patterns inside a domain in input spae
are mapped to the same internal representation (IR). This binary enod-
ing is dierent for eah domain. The output unit performs a logi (binary)
funtion of these IRs, a feature that may be useful for rule extration. As
there is not a unique way of assoiating IRs to the input patterns, dierent
inremental learning algorithms propose dierent targets to be learnt by the
appended hidden neurons. This is not the only dierene: several heuristis
exist that generate fully onneted feedforward networks with one or more
layers, and tree-like arhitetures with dierent types of neurons (linear, ra-
dial basis funtions). Most of these algorithms are not optimal with respet
to the number of weights or hidden units. Indeed, growth algorithms have
often been ritiized beause they may generate too large networks, generally
believed to be bad generalizers beause of overtting.
The aim of this paper is to present a new inremental learning algorithm
for binary lassiation tasks, that generates small feedforward networks.
These networks have a single hidden layer of binary neurons fully onneted
to the inputs, and a single output neuron onneted to the hidden units. We
propose to all itNetLines, forNeuralEnoderThrough Linear Separations.
During the learning proess, the targets that eah appended hidden unit has
to learn help to derease the number of lassiation errors of the output
neuron. The ruial test for any learning algorithm is the generalization
ability of the resulting network. It turns out that the networks built with
NetLines are generally smaller, and generalize better, than the best networks
found so far on well-known benhmarks. Thus, large networks do not ne-
essarily follow from growth heuristis. On the other hand, although smaller
networks may be generated with NetLines through early stopping, we found
that they do not generalize better than the networks that were trained until
the number of training errors vanished. Thus, overtting does not neessarily
spoil the network's performane. This surprising result is in good agreement
with reent work on the bias/variane dilemma [13℄ showing that, unlike in
regression problems where bias and variane ompete in the determination of
the optimal generalizer, in the ase of lassiation they ombine in a highly
non linear way.
Although NetLines reates networks for two-lass problems, multi-lass
problems may be solved using any strategy that ombines binary lassiers,
like winner-takes-all. In the present work we propose a more involved ap-
proah, through the onstrution of a tree of networks, that may be oupled
with any binary lassier.
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NetLines is an eient approah to reate small ompat lassiers for
problems with binary or ontinuous inputs. It is most suited for problems
where a disrete lassiation deision is required. Although it may estimate
posterior probabilities, as disussed in setion 2.6, it requires more informa-
tion than the bare network's output. Another weakness of NetLines is that
it is not simple to retrain the network when, for example, new patterns are
available or lass priors hange over time.
The paper is organized as follows: in setion 2 we give the basi denitions
and present a simple example of our strategy. This is followed by the formal
presentation of the growth heuristis and the pereptron learning algorithm
used to train the individual units. In setion 3 we ompare NetLines to
other growth strategies. The onstrution of trees of networks for multi-lass
problems is presented in setion 4. A omparison of the generalization error
and the network's size, with respet to results obtained with other learning
proedures, is presented in setion 5. The onlusions are left to setion 6.
2 The Inremental Learning Strategy
2.1 Denitions
We rst present our notation and basi denitions. We are given a training set
of P input-output examples {~ξµ, τµ}, where µ = 1, 2, · · · , P . The inputs ~ξµ =
(1, ξµ1 , ξ
µ
2 , · · · , ξµN) may be binary or real valued N + 1 dimensional vetors.
The rst omponent ξµ0 ≡ 1, the same for all the patterns, allows to treat the
bias as a supplementary weight. The outputs are binary, τµ = ±1. These
patterns are used to learn the lassiation task with the growth algorithm.
Assume that, at a given stage of the learning proess, the network has already
h binary neurons in the hidden layer. These neurons are onneted to the
N +1 input units through synapti weights ~wk = (wk0, wk1 · · ·wkN), 1 ≤ k ≤
h, wk0 being the bias.
Then, given an input pattern
~ξ, the states σk of the hidden neurons
(1 ≤ k ≤ h) given by
σk = sign
(
N∑
i=0
wkiξi
)
≡ sign(~wk · ~ξ) (1)
dene the pattern's h-dimensional IR, ~σ(h) = (1, σ1, . . . , σh). The network's
output ζ(h) is:
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ζ(h) = sign
(
h∑
k=0
Wkσk
)
≡ sign
[
~W (h) · ~σ(h)
]
(2)
Hereafter, ~σµ(h) = (1, σµ1 , · · · , σµh) is the h-dimensional IR assoiated by the
network of h hidden units to pattern ~ξµ. During the training proess, h
inreases through the addition of hidden neurons, and we denote H the nal
number of hidden units.
2.2 Example
Let us rst desribe the general strategy on a shemati example (g. 1).
Patterns in the grey region belong to lass τ = +1, the others to τ = −1.
The algorithm proeeds as follows: a rst hidden unit is trained to separate
the input patterns at best, and nds one solution, say ~w1, represented on
g. 1 by the line labelled 1, with the arrow pointing into the positive half-
spae. As there remain training errors, a seond hidden neuron is introdued.
It is trained to learn targets τ2 = +1 for patterns well lassied by the rst
neuron, τ2 = −1 for the others (the opposite onvention ould be adopted,
both being stritly equivalent), and suppose that solution ~w2 is found. Then
an output unit is onneted to the two hidden neurons and is trained with
the original targets. Clearly it will fail to separate orretly all the patterns
beause the IR (−1, 1) is not faithful, as patterns of both lasses are mapped
onto it. The output neuron is dropped, and a third hidden unit is appended
and trained with targets τ3 = +1 for patterns that were orretly lassied by
the output neuron and τ3 = −1 for the others. Solution ~w3 is found, and it is
easy to see that now the IRs are faithful, i.e. patterns belonging to dierent
lasses are given dierent IRs. The algorithm onverged with 3 hidden units
that dene 3 domain boundaries determining 6 regions or domains in the
input spae. It is straightforward to verify that the IRs orrespondent to
eah domain, indiated on g. 1, are linearly separable. Thus, the output
unit will nd the orret solution to the training problem. If the faithful
IRs were not linearly separable, the output unit would not nd a solution
without training errors, and the algorithm would go on appending hidden
units that should learn targets τ = 1 for well learnt patterns, and τ = −1
for the others. A proof that a solution to this strategy with a nite number
of hidden units exists is left to the Appendix.
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Figure 1: Example: patterns inside the grey region belong to one lass, those
in the white region to the other. The lines (labelled 1, 2 and 3) represent
the hyperplanes found with the NetLines strategy. The arrows point into the
orrespondent positive half-spaes. The IRs of eah domain are indiated
(the rst omponent, σ0 = 1, is omitted for larity).
2.3 The Algorithm NetLines
Like most adaptive learning algorithms, NetLines ombines a growth heuris-
tis with a partiular learning algorithm for training the individual units,
whih are simple pereptrons. In this setion we present the growth heuris-
tis rst, followed by the desription of Minimerror, our pereptron learning
algorithm.
Let us rst introdue the following useful remark: if a neuron has to learn
a target τ , and the learnt state turns out to be σ, then the produt στ = 1
if the target has been orretly learnt, and στ = −1 otherwise.
Given a maximal aepted number of hidden units, Hmax, and a maximal
number of tolerated training errors, Emax, the algorithm may be summarized
as follows:
Algorithm NetLines
• initialize
h = 0;
set the targets τµh+1 = τ
µ
for µ = 1, · · · , P ;
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• repeat
1. /* train the hidden units */
h = h+ 1; /* onnet hidden unit h to the inputs */
learn the training set {~ξµ, τµh }, µ = 1, · · · , P ;
after learning, σµh = sign(~wh · ~ξµ), µ = 1, · · · , P ;
if h = 1 /* for the rst hidden neuron */
if σµ1 = τ
µ
1 ∀µ then stop. /* the training set is LS */;
else set τµh+1 = σ
µ
hτ
µ
for µ = 1, · · · , P ; go to 1;
end if
2. /* learn the mapping between the IRs and the outputs */
onnet the output neuron to the h trained hidden units;
learn the training set {~σµ(h), τµ}; µ = 1, · · · , P ;
after learning, ζµ(h) = sign
(
~W (h) · ~σµ
)
, µ = 1, · · · , P ;
set τµh+1 = ζ
µτµ for µ = 1, · · · , P ;
ount the number of training errors e =
∑
µ(1− τµh+1)/2;
• until (h = Hmax or e ≤ Emax);
The generated network has H = h hidden units. In the Appendix we present
a solution to the learning strategy with a bounded number of hidden units. In
pratie the algorithm ends up with muh smaller networks than this upper
bound, as will be shown in Setion 5.
2.4 The pereptron learning algorithm
The nal number of hidden neurons, whih are simple pereptrons, depends
on the performane of the learning algorithm used to train them. The best
solution should minimize the number of errors; if the training set is LS it
should endow the units with the lowest generalization error. Our inremen-
tal algorithm uses Minimerror [20℄ to train the hidden and output units.
Minimerror is based on the minimization of a ost funtion E that depends
on the pereptron weights ~w through the stabilities of the training patterns.
If the input vetor is
~ξµ and τµ the orresponding target, then the stability
γµ of pattern µ is a ontinuous and derivable funtion of the weights, given
by:
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γµ = τµ
~w · ~ξµ
‖ ~w ‖ (3)
where ‖ ~w ‖=
√
~w · ~w. The stability is independent of the norm of the weights
‖ ~w ‖. It measures the distane of the pattern to the separating hyperplane,
whih is normal to ~w; it is positive if the pattern is well lassied, negative
otherwise. The ost funtion E is:
E =
1
2
P∑
µ=1
[
1− tanh γ
µ
2T
]
(4)
The ontribution to E of patterns with large negative stabilities is ≃ 1,
i.e. they are ounted as errors, whereas the ontribution of patterns with
large positive stabilities is vanishingly small. Patterns at both sides of the
hyperplane within a window of width ≈ 4T ontribute to the ost funtion
even if they have positive stability.
The properties of the global minimum of (4) have been studied theoret-
ially with methods of statistial mehanis [21℄. It was shown that in the
limit T → 0, the minimum of E orresponds to the weights that minimize
the number of training errors. If the training set is LS, these weights are
not unique [24℄. In that ase, there is an optimal learning temperature suh
that the weights minimizing E at that temperature endow the pereptron
with a generalization error numerially indistinguishable from the optimal
(bayesian) value.
The algorithm Minimerror [20, 33℄ implements a minimization of E re-
strited to a sub-spae of normalized weights, through a gradient desent
ombined with a slow derease of the temperature T , whih is equivalent to
a deterministi annealing. It has been shown that the onvergene is faster if
patterns with negative stabilities are onsidered at a temperature T− larger
than those with positive stabilities, T+, with a onstant ratio θ = T−/T+.
The weights and the temperatures are iteratively updated through:
δ ~w(t) = ǫ

 ∑
µ/γµ≤0
τµ~ξµ
cosh2(γµ/2T−)
+
∑
µ/γµ>0
τµ~ξµ
cosh2(γµ/2T+)


(5)
T−1+ (t+ 1) = T
−1
+ (t) + δT
−1; T− = θT+; (6)
~w(t+ 1) =
√
N + 1
~w(t) + δ ~w(t)
‖ ~w(t) + δ ~w(t) ‖ (7)
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Notie from (5) that only the inorretly learned patterns at distanes shorter
than ≈ 2T− from the hyperplane, and those orretly learned lying loser
than ≈ 2T+, ontribute eetively to learning. The ontribution of patterns
outside this region are vanishingly small. By dereasing the temperature, the
algorithm selets to learn patterns inreasingly loalized in the neighborhood
of the hyperplane, allowing for a highly preise determination of the parame-
ters dening the hyperplane, whih are the neuron's weights. Normalization
(7) restrits the searh to the sub-spae with ‖ ~w ‖= √N + 1.
The only adjustable parameters of the algorithm are the temperature ratio
θ = T−/T+, the learning rate ǫ and the annealing rate δT
−1
. In priniple
they should be adapted to eah spei problem. However, thanks to our
normalizing the weights to
√
N + 1 and to data standardization (see next
setion), all the problems are brought to the same sale, simplifying the
hoie of the parameters.
2.5 Data standardization
Instead of determining the best parameters for eah new problem, we stan-
dardize the input patterns of the training set through a linear transformation,
applied to eah omponent:
ξ˜µi =
ξµi − 〈ξi〉
∆i
; 1 ≤ i ≤ N (8)
The mean 〈ξi〉 and the variane △2i , dened as usual:
〈ξi〉 = 1
P
P∑
µ=1
ξµi (9)
∆i
2 =
1
P
P∑
µ=1
(ξµi − 〈ξi〉)2 =
1
P
P∑
µ=1
(ξµi )
2 − (〈ξi〉)2 (10)
need only a single pass of the P training patterns to be determined. After
learning, the inverse transformation is applied to the weights,
w˜0 =
√
N + 1
w0 −
N∑
i=1
wi〈ξi〉/∆i√[
w0 −∑Nj=1wj〈ξj〉/∆j]2 +∑Nj=1(wj/∆j)2
(11)
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w˜i =
√
N + 1
wi/∆i√[
w0 −∑Nj=1wj〈ξj〉/∆j]2 +∑Nj=1(wj/∆j)2
(12)
so that the normalization (8) is ompletely transparent to the user: with the
transformed weights (11) and (12) the neural lassier is applied to the data
in the original user's units, whih do not need to be renormalized.
As a onsequene of the weights saling (7) and the inputs standardiza-
tion (8), all the problems are automatially resaled. This allows us to use
always the same values of Minimerror's parameters, namely, the standard
values ǫ = 0.02, δT−1 = 10−3 and θ = 6. They were used throughout this
paper, the reported results being highly insensitive to slight variations of
them. However, in some extremely diult ases, like learning the parity
in dimensions N > 10 and nding the separation of the sonar signals (see
setion 5), larger values of θ were needed.
2.6 Interpretation
It has been shown [22℄ that the ontribution of eah pattern to the ost fun-
tion of Minimerror, [1− tanh(γµ/2T )] /2, may be interpreted as the proba-
bility of mislassiation at the temperature T at whih the minimum of the
ost funtion has been determined. By analogy, the neuron's predition on a
new input
~ξ may be given a ondene measure by replaing the (unknown)
pattern stability by its absolute value ‖ γ ‖=‖ ~w · ~ξ ‖ / ‖ ~w ‖, whih is
its distane to the hyperplane. This interpretation of the sigmoidal funtion
tanh(‖ γ ‖ /2T ) as the ondene on the neuron's output is similar to the
one proposed earlier [18℄ within an approah based on information theory.
The generalization of these ideas to multilayered networks is not straight-
forward. An estimate of the ondene on the lassiation by the output
neuron should inlude the magnitude of the weighted sums of the hidden
neurons, as they measure the distanes of the input pattern to the domain
boundaries. However, short distanes to the separating hyperplanes are not
always orrelated to low ondene on the network's output. For an example,
we refer again to gure 1. Consider a pattern lying lose to hyperplane 1. A
small weighted sum on neuron 1 may ast doubt on the lassiation if the
pattern's IR is (-++), but not if it is (-+-), as a hange of the sign of the
weighted sum in the latter ase will map the pattern to the IR (++-) whih,
being another IR of the same lass, will be given the same output by the net-
work. It is worth noting that the same diulty is met by the interpretation
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of the outputs of multilayered pereptrons, trained with Bakpropagation, as
posterior probabilities. We do not go on further into this problem, whih is
beyond the sope of this paper.
3 Comparison with other strategies
There are few learning algorithms for neural networks omposed of binary
units. To our knowledge, all of them are inremental. In this setion we
give a short overview of some of them, in order to put forward the main
dierenes with NetLines. We disuss the growth heuristis rst, and the
individual units training algorithms afterwards.
The Tiling algorithm [29℄ introdues hidden layers, one after the other.
The rst neuron of eah layer is trained to learn an IR that helps to derease
the number of training errors; supplementary hidden units are then appended
to the layer until the IRs of all the patterns in the training set are faithful.
This proedure may generate very large networks. The Upstart algorithm
[11℄ introdues suessive ouples of daughter hidden units between the input
layer and the previously inluded hidden units, whih beome their parents.
The daughters are trained to orret the parents lassiation errors, one
daughter for eah lass. The obtained network has a tree-like arhiteture.
There are two dierent algorithms implementing the Tilinglike Learning in
the Parity Mahine [2℄, Oset [28℄ and MonoPlane [38℄. In both algorithms,
eah appended unit is trained to orret the errors of the previously inluded
unit in the same hidden layer, a proedure that has been shown to generate
a parity mahine: the lass of the input patterns is the parity of the learnt
IRs. Unlike Oset, whih implements the parity through a seond hidden
layer, that needs to be pruned, MonoPlane goes on adding hidden units (if
neessary) in the same hidden layer until the number of training errors at
the output vanishes. Convergene proofs for binary input patterns have been
produed for all these algorithms. In the ase of real-valued input patterns, a
solution to the parity mahine with a bounded number of hidden units also
exists [19℄.
The rationale behind the onstrution of the parity mahine is that it is
not worth training the output unit before all the training errors of the hidden
units have been orreted. However, Marhand et al. [27℄ pointed out that
it is not neessary to orret all the errors of the suessively trained hidden
units: it is suient that the IRs be faithful and LS. If the output unit
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is trained immediately after eah appended hidden unit, the network may
disover that the IRs are already faithful and stop adding units. This may be
seen on the example of gure 1. None of the parity mahine implementations
would nd the solution represented on the gure, as eah of the 3 pereptrons
unlearns systematially part of the patterns learnt by the preeding one.
To our knowledge, Sequential Learning [27℄ is the only inremental learn-
ing algorithm that might nd a solution equivalent (although not the same)
to the one of gure 1. In this algorithm, the rst unit is trained to separate
the training set keeping one pure half-spae, i.e. a half spae only ontain-
ing patterns of one lass. Wrongly lassied patterns, if any, must all lie in
the other half-spae. Eah appended neuron is trained to separate wrongly
lassied patterns with this onstraint, i.e. keeping always one pure, error-
free, half-spae. Thus, neurons must be appended in a preise order, making
the algorithm diult to implement in pratie. For example, Sequential
Learning applied to the problem of gure 1 needs to impose that the rst
unit nds the weights ~w3, as this is the only solution satisfying the purity
restrition.
Other proposed inremental learning algorithms strive to solve the prob-
lem with dierent arhitetures, and/or with real valued units. For example,
in the algorithm Casade Correlation [9℄, eah appended unit is seleted
among a pool of several real-valued neurons, trained to learn the orrelation
between the targets and the training errors. The unit is then onneted to
the input units and to all the other hidden neurons already inluded in the
network.
Another approah to learning lassiation tasks is through the on-
strution of deision trees [5℄, whih partition hierarhially the input spae
through suessive dihotomies. The neural networks implementations gen-
erate tree-like arhitetures. Eah neuron of the tree introdues a dihotomy
of the input spae whih is treated separately by the hildren nodes, whih
eventually produe new splits. Besides the weights, the resulting networks
need to store the deision path. The proposed heuristis [36, 10, 26℄ dier in
the algorithm used to train eah node, and/or in the stopping riterium. In
partiular, Neural-Trees [36℄ may be regarded as a generalization of CART
[5℄ in whih the hyperplanes are not onstrained to be perpendiular to the
oordinate axis. The heuristis of the Modied Neural Tree Network [10℄,
similar to Neural-Trees, inludes a riterium of early stopping based on a
ondene measure of the partition. As NetLines onsiders the whole input
spae to train eah hidden unit, it generates domain boundaries whih may
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greatly dier from the splits produed by trees. We are not aware of any
systemati study nor theoretial omparison of both approahes.
Other algorithms, like RCE [34℄, GAL [1℄, Gloal [7℄ and Growing ells
[14℄ propose to over or mask the input spae with hyperspheres of adaptive
size ontaining patterns of the same lass. These approahes generally end
up with a very large number of units. Covering Regions by the LP Method
[30℄ is a trial and error proedure devised to selet the most eient masks
among hyperplanes, hyperspheres or hyperellipsoids. The mask's parameters
are determined through linear programming.
Many inremental strategies use the Poket algorithm [15℄ to train the
appended units. Its main drawbak is that it has no natural stopping ondi-
tion, whih is left to the user's patiene. The proposed alternative algorithms
[12, 3℄ are not guaranteed to nd the best solution to the problem of learn-
ing. The algorithm used by the Modied Neural Tree Network (MNTN)
[10℄ and the ITRULE [18℄ minimize ost funtions similar to (4), but using
dierent mislassiation measures at the plae of our stability (3). The es-
sential dierene with Minimerror is that none of these algorithms are able
to ontrol whih patterns ontribute to learning, like Minimerror does with
the temperature.
4 Generalization to Multi-lass Problems
The usual way to ope with problems having more than two lasses, is to
generate as many networks as lasses. Eah network is trained to separate
patterns of one lass from all the others, and a winner-takes-all (WTA) strat-
egy based on the value of output's weighted sum in equation (2) is used to
deide the lass if more than one network reognizes the input pattern. As
we use normalized weights, in our ase the output's weighted sum is merely
the distane of the IR to the separating hyperplane. All the patterns mapped
to the same IR are given the same output's weighted sum, independently of
the relative position of the pattern in input spae. As already disussed in
setion 2.6, a strong weighted sum on the output neuron is not inonsistent
with small weighted sums on the hidden neurons. Therefore, a naive WTA
deision may not give good results, as is shown in the example of setion
5.3.1.
We now desribe an implementation for the multi-lass problem that re-
sults in a tree-like arhiteture of networks. It is more involved that the naive
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WTA, and may be applied to any binary lassier. Suppose that we have
a problem with C lasses. We must hoose in whih order the lasses will
be learnt, say (c1, c2, · · · , cC). This order onstitutes a partiular learning
sequene. Given a partiular learning sequene, a rst network is trained
to separate lass c1, whih is given output target τ1 = +1, from the others
(whih are given targets τ1 = −1). The opposite onvention is equivalent,
and ould equally be used. After training, all the patterns of lass c1 are
eliminated from the training set and we generate a seond network trained
to separate patterns of lass c2 from the remaining lasses. The proedure,
reiterated with training sets of dereasing size, generates C − 1 hierarhi-
ally organized tree of networks (TON): the outputs are ordered sequenes
~ζ = (ζ1, ζ2, · · · , ζC−1). The predited lass of a pattern is ci, where i is the
rst network in the sequene having an output +1 (ζi = +1 and ζj = −1 for
j < i), the outputs of the networks with j > i being irrelevant.
The performane of the TON may depend on the hosen learning se-
quene. Therefore, it is onvenient that an odd number of TONs, trained
with dierent learning sequenes, ompete through a vote. We veried empir-
ially, as is shown in setion 5.3, that this vote improves the results obtained
with eah of the individual TONs partiipating to the vote. Notie that
our proedure is dierent from bagging [4℄, as all the networks of the TON
are trained with the same training set, without the need of any resampling
proedure.
5 Appliations
Although onvergene proofs of learning algorithms are satisfatory on the-
oretial grounds, they are not a guarantee of good generalization. In fat,
they only demonstrate that orret learning is possible, but do not address
the problem of generalization. This last issue still remains quite empirial
[40, 17, 13℄, and the generalization performane of learning algorithms is
usually tested on well known benhmarks [32℄.
We rst tested the algorithm on learning the parity funtion of N bits for
2 ≤ N ≤ 11. It is well known that the smallest network with the arhiteture
onsidered here needs H = N hidden neurons. The optimal arhiteture was
found in all the ases. Although this is quite an unusual performane, the
parity is not a representative problem: learning is exhaustive and generaliza-
tion annot be tested. Another test, the lassiation of sonar signals [23℄,
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revealed the quality of Minimerror, as it solved the problem without hidden
units. In fat, we found that not only the training set of this benhmark
is linearly separable, a result already reported [25, 35℄, but that the om-
plete data base, i.e. the training and the test sets together, are also linearly
separable.
We present next our results, generalization error ǫg and number of weights,
on several benhmarks orresponding to dierent kinds of problems: binary
lassiation of binary input patterns, binary lassiation of real-valued
input patterns, and multi-lass problems. These benhmarks were hosen
beause they served already as a test to many other algorithms, providing
unbiased results to ompare with. The generalization error ǫg of NetLines
was estimated as usual, through the fration of mislassied patterns on a
test set of data.
The results are reported as a funtion of the training sets sizes P whenever
these sizes are not speied by the benhmark. Besides the generalization
error ǫg, averaged over a (speied) number of lassiers trained with ran-
domly seleted training sets, we present also the number of weights of the
orresponding networks. The latter is a measure of the lassier's omplexity,
as it orresponds to the number of its parameters.
Training times are usually ited among the harateristis of the training
algorithms. Only the numbers of epohs used by Bakpropagation on two
of the studied benhmarks have been published; we restrit the omparison
to these ases. As NetLines only updates N weights per epoh, whereas
Bakpropagation updates all the network's weights, we ompare the total
number of weights updates. They are of the same order of magnitude for
both algorithms. However, these omparisons should be taken with au-
tion. NetLines is a deterministi algorithm: it learns the arhiteture and
the weights through one single run, whereas with Bakpropagation several
arhitetures must be previously investigated, and this time is not inluded
in the training time.
The following notation is used: D is the total number of available pat-
terns, P the number of training patterns, G the number of test patterns.
5.1 Binary inputs
The ase of binary input patterns has the property, not shared by real-valued
inputs, that every pattern may be separated from the others by a single hy-
perplane. This solution, usually alled grand-mother, needs as many hidden
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units as patterns in the training set. In fat, the onvergene proofs for in-
remental algorithms in the ase of binary input patterns are based on this
property.
5.1.1 Monk's problem
This benhmark, thoroughly studied with many dierent learning algorithms
[39℄, ontains three distint problems. Eah one has an underlying logial
proposition that depends on six disrete variables, oded with N = 17 bi-
nary numbers. The total number of possible input patterns is D = 432, and
the targets orrespond to the truth table of the orresponding proposition.
Both NetLines and MonoPlane found the underlying logial proposition of
the rst two problems, i.e. they generalized orretly giving ǫg = 0. In fat,
these are easy problems: all the neural network-based algorithms, and some
non-neural learning algorithms were reported to orretly generalize them.
In the third Monk's problem, 6 patterns among the P3 = 122 examples are
given wrong targets. The generalization error is alulated over the omplete
set of D = 432 patterns, i.e. inluding the training patterns, but in the
test set all the patterns are given the orret targets. Thus, any training
method that learns orretly the training set will make at least 1.4% of gen-
eralization errors. Four algorithms speially adapted to noisy problems were
reported to reah ǫg = 0. However, none of them generalizes orretly the
two other (noiseless) Monk's problems. Besides them, the best performane,
ǫg = 0.0277 whih orresponds to 12 mislassied patterns, is only reahed by
neural networks methods: Bakpropagation, Bakpropagation with Weight
Deay, Casade-Correlation and NetLines. The number of hidden units gen-
erated with NetLines (58 weights) is intermediate between Bakpropagation
with weight deay (39), and Casade-Correlation (75) or Bakpropagation
(77). MonoPlane reahed a slightly worse performane (ǫg = 0.0416, i.e. 18
mislassied patterns) with the same number of weights as NetLines, showing
that the parity mahine enoding may not be optimal.
5.1.2 Two or more lumps
In this problem [6℄ the network has to disriminate if the number of lumps
in a ring of N bits is stritly smaller than 2 or not. One lump is a sequene
of idential bits bounded by bits of the other kind. The patterns are gener-
ated through a MonteCarlo method in whih the mean number of lumps is
16
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Figure 2: Two or more lumps for two ring sizes, N = 10 and N = 25.
Generalization error ǫg vs. size of the training set P , for dierent algorithms.
N = 10: Bakpropagation [37℄, Stepwise [26℄. N = 25: Tiling [29℄, Upstart
[11℄. Results with the Growth Algorithm [31℄ are indistinguishable from those
of Tiling at the sale of the gure. Points without error bars orrespond to
best results. Results of MonoPlane and NetLines are averages over 25 tests.
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Figure 3: Two or more lumps. Number of weights (logarithmi sale) vs.
size of the training set P , for N = 10 and N = 25. Results of MonoPlane
and NetLines are averages over 25 tests. The referenes are the same as in
gure 2.
ontrolled by a parameter k [29℄. We generated training sets of P patterns
with k = 3, orresponding to a mean number of lumps of ≈ 1.5, for rings of
N = 10 and N = 25 bits. The generalization error orresponding to several
learning algorithms, estimated with independently generated testing sets of
the same sizes as the training sets, i.e. G = P , are displayed on gures 2
as a funtion of P . Points with error bars orrespond to averages over 25
independent training sets. Points without error bars orrespond to best re-
sults. NetLines, MonoPlane and Upstart for N = 25 have nearly the same
performanes when trained to reah error-free learning.
We tested the eet of early stopping by imposing to NetLines a maximal
number of two hidden units (H = 2). The residual training error ǫt is plotted
on the same gure, as a funtion of P . It may be seen that early-stopping
does not help to derease ǫg. Overtting, that arises when NetLines is applied
until error-free training is reahed, does not degrade the network's general-
ization performane. This behavior is very dierent from the one of networks
trained with Bakpropagation. The latter redues lassiation learning to
a regression problem, in whih the generalization error an be deomposed
in two ompeting terms: bias and variane. With Bakpropagation, early
stopping helps to derease overtting beause some hidden neurons do not
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reah large enough weights to work in the non-linear part of the sigmoidal
transfer funtions. It is well known that all the neurons working in the lin-
ear part may be replaed by a single linear unit. Thus, with early-stopping,
the network is equivalent to a smaller one, i.e. having less parameters, with
all the units working in the non-linear regime. Our results are onsistent
with reent theories [13℄ showing that, ontrary to regression, the bias and
variane omponents of the generalization error in lassiation ombine in
a highly non-linear way.
The number of weights used by the dierent algorithms is plotted on
a logarithmi sale as a funtion of P on gures 3. It turns out that the
strategy of NetLines is slightly better than that of MonoPlane, with respet
to both generalization performane and network size.
5.2 Real valued inputs
We tested NetLines on two problems whih have real valued inputs (we in-
lude graded-valued inputs here).
5.2.1 Wisonsin Breast Caner Data Base
The input patterns of this benhmark [42℄ have N = 9 attributes hara-
terizing samples of breast ytology, lassied as benign or malignant. We
exluded from the original data base 16 patterns that have the attribute ξ6
("bare nulei") missing. Among the remaining D = 683 patterns, the two
lasses are unevenly represented, 65.5% of the examples being benign. We
studied the generalization performane of networks trained with sets of sev-
eral sizes P . The P patterns for eah learning test were seleted at random.
On gure 4a, the generalization error at lassifying the remainingG ≡ D−P
patterns is displayed as a funtion of the orresponding number of weights in
a logarithmi sale. For omparison, we inluded in the same gure results
of a single pereptron trained with P = 75 patterns using Minimerror. The
results, averaged values over 50 independent tests for eah P , show that both
NetLines and MonoPlane have lower ǫg and less number of parameters than
other algorithms on this benhmark.
The total number of weights updates needed by NetLines, inluding the
weights of the dropped output units, is 7 ·104; Bakpropagation needed ≈ 104
[32℄.
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Figure 4: Breast aner lassiation. (a) Generalization error ǫg vs. number
of weights (logarithmi sale), for P = 525. 1, 2, 3: Rprop with no shortuts
[32℄; 4, 5, 6: Rprop with shortuts [32℄; 7: Casade Correlation [7℄. For
omparison, results with smaller training sets, P = 75 (single pereptron)
and P = 160, patterns are displayed. Results of MonoPlane and NetLines
are averages over 50 tests. (b) Classiation errors vs. possible values of the
missing attribute bare nulei for the 16 inomplete patterns, averaged over
50 independently trained networks.
20
 













1HW/LQHV
,QGLDQV3LPD'LDEHWHV
εJ
1XPEHURIZHLJKWV
Figure 5: Diabetes diagnosis: Generalization error ǫg vs. number of weights.
Results of NetLines are averages over 50 tests. 1,2,3: Rprop no shortuts,
4,5,6: Rprop with shortuts [32℄
The trained network may be used to lassify the patterns with missing
attributes. The number of mislassied patterns among the 16 ases for whih
attribute ξ6 is missing, is plotted as a funtion of the possible values of ξ6 on
gure 4b. For large values of ξ6 there are disrepanies between the medial
and the network's diagnosis on half the ases. This is an example of the kind
of information that may be obtained in pratial appliations.
5.2.2 Diabetes diagnosis
This benhmark [32℄ ontains D = 768 patterns desribed by N = 8 real-
valued attributes, orresponding to ≈ 35% of Pima women suering from
diabetes, 65% being healthy. Training sets of P = 576 patterns were se-
leted at random, and generalization was tested on the remaining G = 192
patterns. The omparison with published results obtained with other algo-
rithms tested under the same onditions, presented on gure 5, shows that
NetLines reahes the best performanes published so far on this benhmark,
needing muh less parameters. Training times of NetLines are of ≈ 105 up-
dates. The numbers of updates needed by Rprop [32℄ range between 4 · 103
and 5 · 105, depending on the network's arhiteture.
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5.3 Multi-lass problems
We applied our learning algorithm to two dierent problems, both of three
lasses. We ompare the results obtained with a winner-takes-all (WTA)
lassiation based on the results of three networks, eah one independently
trained to separate one lass from the two others, to the results of the TON
arhitetures desribed in setion 4. As the number of lasses is low, we
determined the three TONs, orresponding to the three possible learning
sequenes. The vote of the three TONs improves the performanes, as ex-
peted.
5.3.1 Breiman's Waveform Reognition Problem
This problem was introdued as a test for the algorithm CART [5℄. The input
patterns are dened by N = 21 real-valued amplitudes x(t) observed at reg-
ularly spaed intervals t = 1, 2, · · · , N . Eah pattern is a noisy onvex linear
ombination of two among three elementary waves (triangular waves entered
on three dierent values of t). There are three possible ombinations, and
the pattern's lass identies from whih ombination it is issued.
We trained the networks with the same 11 training sets of P = 300
examples, and generalization was tested on the same independent test set
of G = 5000, as in [16℄. Our results are displayed on gure 6, where only
results of algorithms reahing ǫg < 0.25 in [16℄ are inluded. Although it is
known that, due to the noise, the lassiation error has a lower bound of
≈ 14% [5℄, the results of NetLines and MonoPlane presented here orrespond
to error-free training. The networks generated by NetLines have between 3
and 6 hidden neurons, depending on the training sets. The results obtained
with a single pereptron trained with Minimerror and with the Pereptron
learning algorithm, whih may be onsidered as the extreme ase of early
stopping, are hardly improved by the more omplex networks. Here again the
overtting produed by error-free learning with NetLines does not deteriorate
the generalization performane. The TONs vote redues the variane, but
does not derease the average ǫg.
5.3.2 Fisher's Iris plants database
In this lassial three-lass problem, one has to determine the lass of Iris
plants, based on the values of N = 4 real-valued attributes. The database
of D = 150 patterns, ontains 50 examples of eah lass. Networks were
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Figure 6: Breiman waveforms: Generalization error ǫg averaged over 11 tests
vs. number of parameters. Error bars on the number of weights generated
by NetLines and MonoPlane are not visible at the sale of the gure. 1:
Linear dis., 2: Pereptron, 3: Bakpropagation, 4: Geneti algorithm, 5:
Quadrati dis., 6: Parzen's kernel. 7: K-NN, 8: Constraint [16℄
trained with P = 149 patterns, and the generalization error is the mean
value of all the 150 leave-one-out possible tests. Results of ǫg are displayed
as a funtion of the number of weights on gure 7. Error bars are available
only for our own results. In this hard problem, the vote of the three possible
TONs trained with the three possible lass sequenes (see setion 4) improves
the generalization performane.
6 Conlusion
We presented an inremental learning algorithm for lassiation, that we
all NetLines for Neural Enoder Through Linear Separation. It generates
small feedforward neural networks with a single hidden layer of binary units
onneted to a binary output neuron. NetLines allows for an automati adap-
tation of the neural network to the omplexity of the partiular task. This
is ahieved by oupling an error orreting strategy for the suessive addi-
tion of hidden neurons with Minimerror, a very eient pereptron training
algorithm. Learning is fast, not only beause it redues the problem to that
of training single pereptrons, but mainly beause there is no longer need of
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Figure 7: Iris database: Generalization error ǫg vs. number of parameters. 1:
Oset, 2: Bakpropagation [28℄; 4,5: Bakpropagation [41℄; 3,6: GOT [41℄.
the usual preliminary tests neessary to determine the orret arhiteture
for the partiular appliation. Theorems valid for binary as well as for real-
valued inputs guarantee the existene of a solution with a bounded number
of hidden neurons obeying the growth strategy.
The networks are omposed of binary hidden units whose states onsti-
tute a faithful enoding of the input patterns. They implement a mapping
from the input spae to a disrete H-dimensional hidden spae, H being
the number of hidden neurons. Thus, eah pattern is labelled with a binary
word of H bits. This enoding may be seen as a ompression of the pattern's
information. The hidden neurons dene linear boundaries, or portions of
boundaries, between lasses in input spae. The network's output may be
given a probabilisti interpretation based on the distane of the patterns to
these boundaries.
Tests on several benhmarks showed that the networks generated by our
inremental strategy are small, in spite of the fat that the hidden neurons
are appended until error-free learning is reahed. Even in those ases where
the networks obtained with NetLines are larger than those used by other
algorithms, its generalization error remains among the smallest values re-
ported. In noisy or diult problems it may be useful to stop the network's
growth before the ondition of zero training errors is reahed. This dereases
overtting, as smaller networks (with less parameters) are thus generated.
24
However, the predition quality (measured by the generalization error) of
the lassiers generated with NetLines are not improved by early-stopping.
The results presented in this paper were obtained without ross-validation,
nor any data manipulation like boosting, bagging or aring [4, 8℄. Those
ostly proedures ombine results of very large numbers of lassiers, with
the aim of improving the generalization performane through the redution of
the variane. As NetLines is a stable lassier, presenting small variane, we
do not expet that suh tehniques would signiantly improve our results.
Appendix
In this Appendix we exhibit a partiular solution to the learning strategy of
NetLines. This solution is built in suh a way that the ardinal of a onvex
subset of well learnt patterns, Lh, grows monotonially upon the addition
of hidden units. As this ardinal annot be larger that the total number of
training patterns, the algorithm must stop with a nite number of hidden
units.
Suppose that h hidden units have already been inluded and that the
output neuron still makes lassiation errors on patterns of the training
set, alled training errors. Among these wrongly learned patterns, be ν the
one losest to the hyperplane normal to ~wh, alled hyperplane-h hereafter.
We dene Lh as the subset of (orretly learnt) patterns laying loser to the
hyperplane-h than ~ξν . Patterns in Lh have 0 < γh < |γνh|. The subset Lh and
at least pattern ν are well learnt if the next hidden unit, h+ 1, has weights:
~wh+1 = τ
ν
h ~wh − (1− ǫh)τ νh (~wh · ~ξν)eˆ0 (13)
where eˆ0 ≡ (1, 0, · · · , 0). The onditions that both Lh and pattern ν have
positive stabilities (i.e. be orretly learned) impose that
0 < ǫh < min
µ∈Lh
|γνh| − γµh
|γνh|
(14)
The following weights between the hidden units and the output will give
the orret output to pattern ν and to the patterns of Lh:
W0(h+ 1) = W0(h) + τ
ν
(15)
Wi(h+ 1) = Wi(h) for 1 ≤ i ≤ h (16)
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Wh+1(h+ 1) = −τ ν (17)
Thus, card(Lh+1) ≥ card(Lh)+1. As the number of patterns in Lh inreases
monotonially with h, onvergene is guaranteed with less than P hidden
units.
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