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SOMMAIRE
Soit M une variété fermée orientée connexe de dimension in, et considérons la
diagonale A H,,1(MXM). Si H(M) est libre, ou si on prend l’homologie à coefficients
dans un corps, alors on a l’isomorphisme de Kunneth naturel H(M X M) H(M) ®
H(M). Nous montrons, en utilisant l’homologie de Morse, que la diagonale admet la
décomposition de Kunneth suivante:
A = x b,,
où {b} est une base de H(M), et {b} est sa base duale par rapport à la forme d’inter
section, c’est-à-dire 2. b
=
MOTS CLÉS : théorème de Kunneth, homologie de Morse, diagonale, décompo
sition de Kunneth, intersection
iv
SUMMARY
Let M be a closed oriented connected manifold of dimension in, and consider the
diagonal A e H,,1(M X M). If H(M) is free, or if we take homology with coefficients in
a field, then there is the natural Kunneth isomorphism H(M x M) H(M) ® H(M).
We prove, using a Morse theoretical construction, that the diagonal bas the following
Kunneth decomposition:
A
=
x b,
where {b1} is a basis of H(M), and {} is its dual basis with respect to the intersection
form, i.e.
KEYWORDS : Kunneth theorem, Morse homology, diagonal, Kunneth decompo
sition, intersection
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INTRODUCTION
ENONC1 DU PROBLÈME
Soit M une variété fermée orientée connexe de dimension m, [M] e H,,,(M) sa
classe fondamentale, et d : M — M x M l’application diagonale. Considérons la classe
diagonale A := d([MJ) e H,,1(M x M). Le théorème de Kunneth permet de calculer
H(M X M), selon cette suite exacte naturelle, qui se scinde
O
— (H(M) 0 H(M))k
--
H(M X M)
— Tor(H(M), H(M))kl — O.
Dans ce travail, nous nous limitons au cas où Tor(H(M),H(M)) est nul, par
exemple si N(M) est libre, ou en prenant l’homologie à coefficients dans un corps.
Ainsi, nous avons l’isomorphisme de Kunneth naturel
H(MxM) H(M)oH(M).
La diagonale admet alors une décomposition de Kunneth, c’est-à-dire une expres
sion
A
=
a x b1, a1 e Hk(M), b e H,,,_k(M).
Le problème à résoudre est de trouver une décomposition de Kunneth explicite
de la diagonale.
IDÉE DE LA DÉMARCHE
L’idée pour résoudre ce problème est de déformer la diagonale à l’aide d’un flot,
plus particulièrement le flot d’une fonction de Morse. Soit f : M — R une fonction
de Morse, p une métrique sur M et {ço,} le flot associé au champ —Vf. La diagonale
2M
FIG. 0.1. Déformation de la diagonale
peut être déformée continuement en le graphe de ÇOt, tel qu’illustré à la figure 0.1. En
homologie, on a donc l’égalité A = [gr(idM)]
=
[gr(o)] =
Lorsque t tend vers l’infini, cette sous-variété tend vers un cycle décomposé en
produits, tel que souhaité. Nous verrons que cette limite est précisément donnée par le
théorème d’homologie de Morse.
M
Chapitre 1
HOMOLOGIE DE MORSE
Nous rappelons dans ce chapitre les notions d’homologie de Morse dont nous au
rons besoin. On peut se référer notamment à [S] ou à {BH] pour un exposé de la théorie.
1.1. COMPLEXE DE MORSE
Définition 1.1.1. Une fonction de Morse est tme fonction f M —* R au moins C2
dont les points critiques sont non dégénérés, c ‘est-à-dire ont un Hessien non dégénéré.
L’indice d’un point critique p est te nombre de vaÏeur propres négatives du Hessien
de f en p, noté ind1(p) oit ,ii(p).
Notation. Critk(f) {p E Crit(f) I indf(p) = k)
Définition 1.1.2. Soit f une fonction de Morse, p une lnétriqtte sur M et {ç} le flot in
duit par le champ de vecteurs —Vf. Pour p e Crit(f), on définit la nappe descendante
et la nappe ascendante de p par
df() {x e M I lim çot(x) =
t-4-00
{x E M I lim çot(x) = p}.
t—*+00
L’indice qui spéficie la fonction sera omis cjuand le contexte est clai, Notons que ce
sont des disques ouverts plongés dans M, de dimension ind(p) et ni
— indf(p) respec
tivement.
Convention 1.1.3. (1) Pottrp E Crito(f),fixons fY((p)) = +1.
(2) Pour p E Crit,(f), fixons Ç(p)) =
(3) Pour 1 p(p) ni — 1, nous orientons (p) defriçon arbitraire.
4(4) Nous orientons tes izappes ascendantes de sorte que (p(P), p(p)) =
Définition 1.1.4. On dit que la paire (f,p) est de Morse-Smate si (p) intersecte
(cj) transversalement pour toute paire de points critiques p, q Crit(f). Dans ce
cas, (p) n rJ(q) est soit vide, soit une variété de dimension p(p) —
Notons M(p, q) := ((p) n ø’(q))/R, où l’action de R est celle du flot {ÇOt}. Alors
M(p, q) est soit vide, soit une variété de dimension p(p)
— p(q) — 1, tant que p q.
Définitîon 1.1.5. Le complexe de Morse associé à ta paire (f,p) est un complexe de
chaînes (C(f), 8), défini de la façon suivante.
Ck(f) := ZCritk(f)),
8: Ck(f)
— Ck1(f),
n(p,q)q.
qEcritk_1 (f)
Ici n(p, q) est donné par #M(p, q), le nombre de lignes de flot allant de p à q,
comptées avec signe. Voici la convention d’orientation que nous utilisons, identique à
celle de [BH].
Convention 1.1.6. Soit y M(p. q) une ligne de flot. Pour x e y(R), ou complète
—Vf(x) à mue base positive (—Vf(x), fr) de T(p). Soit B’ une base positive de
Tc/(q), alors (BÇ’, est une base de TM. On assigne à y le signe +1 si cette base
donne Ï ‘orientation positive de M, et —1 sinon.
Proposition 1.1.7. 82 = O.
Il existe plusieurs preuves de ce théorème. Une d’entre elles consiste à montrer que
les coefficients 82 comptent exactement le bord de la compactification de l’espace de
modules des lignes de flots entre deux points critiques ayant une différence d’indice
de 2. Une autre preuve montre plutôt que la différentielle de Morse est identique à la
différentielle dans le complexe cellulaire induit par la fonction de Morse. Voir [SI ou
[W] pour des preuves complètes.
1.2. THIoRÈME D’HOMOLOGIE DE MORSE
Théorème 1.2.1. Il y a un isomorphisme canonique H(C(f)) H.(M).
5Comme pour le complexe de Morse, ce théorème a été prouvé de différentes façons.
Un survol des principales preuves est donné dans [BC], section 2. La preuve que nous
uti]isons et résumons ci-après est celle de [H], qui consiste à montrer que le complexe
de Morse C(f) est chaîne-homotope au complexe singulier de M, noté S(M). Tech
niquement, nous devons nous limiter aux simplexes génériques, c’est-à-dire les sim
plexes lisses qui intersectent toutes les nappes ascendantes transversalement, et dont
les faces ont aussi cette propriété.
Construisons un morphisme de complexes de chaînes Df : C(f) —* S(M).
Pour p E Crit(f), (p) admet une compactification naturelle (p), munie d’une fonc
tion e: (p) —* M qui étend l’inclusion (p) M. La variété compacte (p) admet
un courant fondamental [()1 E Sp(p)((?)). On définit
Df(p) := e [(p)j.
Une preuve pour la compactification des nappes descendantes est faite en détail
dans [BC2], section 2.4.6. Pour un exposé de la théorie des courants, voir [HL] ; nous
n’en utilisons ici qu’un cas très particulier.
Proposition 1.2.2. Df est itit niorphisme de complexes de clzaînes.
Construisons son inverse homotopique Af : S(M) —, C(f).
Soit o- un i-simplexe générique et p un point critique de f. On note M(o-, p) l’espace
de module des lignes de flot y allant de o- à p, c’est-à-dire telles que y(O) E o- et
liniy(t)
= p. Alors M(o-,p) est une variété de dimension i—p(p). De plus, le flot induit
t- co
un isomorphisme, canonique au niveau des orientations:
T(o)o-
- TM(o-, p) T(p).
Nous orientons M(o-,p) de sorte que cet isomorphisme préserve l’orientation. On
peut donc définir
A(o-) := #M(o-,p)p.
pECrit1(f)
Proposition 1.2.3. Af est un morphisme de complexes de chaînes.
Proposition 1.2.4. A o Df = idc(n.
Proposition 1.2.5. D o Af ids(1w), c’est-à-dire ils sont cizaîne-homotopes.
Chapitre 2
OUTILS DE THÉORIE DE MORSE
Nous voyons dans ce chapitre quelques constructions utilisant l’homologie de Morse.
Elles sont traitées dans [S] au chapitre 5, mais dans une formulation différente et moins
explicite que ce qui suit.
2.1. FoNcTIoN DE MoRsE RENVERSÉE
Si f est une fonction de Morse-Smale sur M, alors
—f en est une aussi. Nous
trouvons ici la relation entre C(—f) et C(f).
Proposition 2.1.1. (1) Critk(—f) = Crit,,1_k(f)
(2) =
(3) Pour p Crit(—f), q(p) = 1(p).
DÉMoNsTRATIoN. (1) d(—f) = —df,, s’annule lorsque df, = O, c’est-à-dire pour
x e Crit(f).
Pour p e Crit(—f), Hess(—f) = —Hess(f).
incL(p) = nb de valeurs propres négatives de Hess(—f)
= nb de valeurs propres positives de Hess(f)
= ni
— ind(p).
7(2)
—(x)I = ——8(x)Ids ds
=
— (—Vf(ço_(x)))
= —V(—f)(ço..(x)).
t—co(3) En vertu du point précédent, la condition ço (x)
—* p est équivalente à
t-+-œ
ço(x) )p.
D
Convention 2.1.2. Nous orientons les nappes de
—f en donnant à f(p) l’orientation
de l,(p).
Par la convention 1.1.3, p(f(P)) est égal à (—1’P’ P(P))Y(f(p)). Notons
que la convention 1.1.3 est encore respectée pour —f, aux points critiques d’indices O
et ni.
Notation. Soit p e Critk(f).
(1) On note PCI e Ck(f) et Pa e C,,,_k(—f) tes izappes descendante et ascendante de
p, dans les complexes de Morse.
(2) On note PD := Df(pd) e Sk(M) et PA D(Pa) C Sm_k(M) les itappes
descendante et ascendante de p, dans les complexes singuliers.
Proposition 2.1.3. Soit ô C(—f) — C(—f) donné par ô(qa) = Zui(q, p)p . Soit
p
p e Critk+t(f) et cj e Critk(f). Alors fl(q, p) est donné par (_ly_Pt) n(p, ci).
DÉMoNsTRATIoN. Les lignes de flot pour
—f qui montent de q à p sont les mêmes que
les lignes de flot pour f qui descendent de p à cj. Il suffit d’appliquer la convention
1.1.6 pour trouver le signe d’une telle ligne y.
Soit x e y(R), et (_vf(x), ) une base positive de T(p), et (Vf(x), ) une base
positive de T&i,(q).
Alors (Vf(x), ) est une base positive de TY_f(q) et B = (_i) PX1flP(P)) (_Vj(x), )
$est une base positive de To(p).
sg1(y)tYM)
— (BÇ’, Ê)
= B)
= tÊ, —Vf(x), )
— (—Ï)””(_Vf(x) fa Êd)
= (—1)”’(Vf(x), Ê., )
(—1)”’sgf(y)tY(M).
On en conclut sg_f(y) = (_1)m_M()5gj(y), et donc
i(q,p) = sgr(y)
= (— 1)”sg;(y)
= (—1 )ul-p(q) n(p, q)
D
2.1.1. Classe fondamentale
Avec la convention 1.1.3, on peut facilement décrire la classe fondamentale de M
en homologie de Morse.
Proposition 2.1.4. Soit p Crititf). Alors 8Pd = q — q2 pour certains q1, q
Crito(f).
DÉMONSTRATION. Puisque (p) est un 1-disque plongé dans M, il est constitué d’exac
tement deux lignes de flot. Celle où [—Vfl = Y((p)) aura le signe +1, et celle où
[—Vfl = —Cf(p)) aura le signe —1. Donc ôPd = q — q, où q1 est la limite de la
première ligne de flot et q la limite de la deuxième. o
Proposition 2.1.5.
[ Z PDÏ[M1.pECrfl,,(f)
9DÉMoNsTRATIoN. Vérifions que Z Pu E C,fl(f) est un cycle.
p€Crir,, (j)
Z Pd]= n(p,q)qu
pECrit,,1(f) peCrit,,C) geCrit,,_1 CI)
= z ( z 1z(P))u.qECrit,_j (f) pECrit,,,(f)
Z n(p,q)= (—1)’i(q,p)
peCrtt,,1(f) peCrito(—f)
= —(1 — 1) = O.
Ainsi, D t Z Pu e H,,1(M) est Ltfl multiple de la classe fondamentale, k[M]
\peCrit,,1(f)
pour un k e Z. On en déduit
Z Pu kAj[M1
peCrit, (f)
k CpPd
pECrit,, (j)
pour certains c, e Z. Puisque C,,1(f) ne contient pas de bords, on a 1 = k c, pour tous
les p e Crit,,(f), donc k = ±1. Par le point 2 de la convention 1.1.3, k = 1, et donc
[M] = [D, ( u) = f PD upECrlî,,,() pECrit,,()
2.1.2. Complexe dual
Considérons C*(f) le complexe dual de C(/), tel que (C*(f))k = C’(f).
O
- C°(f)
- C’(f) - . - C?1(f) C’(f) - O.
Notons qu’avec cette graduation, Hk(C*(f)) = Hth_k(C(f)).
Convention 2.1.6. L’opérateur bord dual ô C’(f) — C*(f) est défini ainsi.
Pourc e Ck(f), ôa = (_1)I(+1 08 = (_1)nI_k+la 08.
La première égcttité est la convention notanzrnent utilisée dans [B], et sera généralisée
au chapitre 4.
Notation. Potcr Pu e Ck(f), on note pU e Ck(f) la cochaîne définie par
pd(q)
= 6pq pour tout q e Crit(f).
10
Proposition 2.1.7.
y: C(-f) , C(f)
= (_1)IPaIpd
est un isomorphisme de complexes de chaînes.
DÉMONSTRATION. Soit q. E Ck(f).
ô o v(qa) (_1)IaI8ju
= (_1yn_IqdI(_1)IqdI+lqd
ô
= (_l)I7z_I (1) iz(p, q) d
=
_n(p q) p”
vo ô(q) = îi(q,p) V(Pa)
= )(—1 )IrII,1( q) (—1 )IPaIp’”
=
_iz(p,q)p’’
Ainsi, y est un morphisme de complexes. De plus, c’est un isomorphisme de modules
en chaque dimension, donc un isomorphisme de complexes. n
Corollaire 2.1.8 (Dualité de Poincaré).
FIk(A4) H1?_k(M).
DÉMONsTRATIoN. Le morphisme y induit un isomorphisme en homologie
Hk(C*(-f)) H(C(J)) =
En appliquant le théorème d’homologie de Morse aux deux côtés, on obtient le résultat.
D
11
2.2. SOMME EXTÉRIEURE DE FONCTIONS
Dans cette section, nous construisons une fonction de Morse sur un produit car
tésien à partir d’une fonction de Morse sur chaque facteur. Nous étudions ensuite les
propriétés de cette construction.
Définition 2.2.1. Soit M, N deux variétés tisses fermées de dimensions ni et n respec
tivement. Soit f t M — R, g : N —> R deux Jnctions lisses. La somme extérieure de
f et g est la fonction
fEBg:MxN—R
f $ g(x, y) = f(x) + g(y),
c’est-à-dire f g = f o pi + g o P2 où p est ta projection sur le ie facteit
Proposition 2.2.2. (1) Crit(f g) = Crit(f) x Crit(g).
(2) ind1(p, q) iîtd(p) + ind(q).
(3) Si f et g sont de Morse, alors f g l’est aussi.
(4) = X ço Vt E R.
(5) Si f et g soitt de Morse-Sinale, alors f g l’est aussi.
DÉrfoNsTRATIoN. (1) On sait que T()(M X N) TM T,,N par l’isomorphisme
Soit (x, y) e Crit(f g), c’est-à-dire d(f g)() = O. En particulier,
(df o dpi,(,) + dg o dp2())(ker dp2,(X,))) = df(TM) = O.
(df. o dpl,(X,).) + dg o dp2())(ker dpl(1)) = dg(TN) = O.
Donc x et y sont des points critiques de f et g, respectivement.
(2) On a l’égalité
Hess()(f g) ((u1, y1), (u2, y7)) = Hess(f)(ui, u2) + Hess(g)(vi, y2)
On en déduit que
Neg (Hess(V)(f g)) = Neg (Hess(f)) Neg (Hess,(g))
et donc indieg(x, y) = ind(x) + iizdy).
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(3) Soit (x,y) E Crit(f g). Soit (u1, vi) E T(,V)(M x N) tel que
Hess()(f $ g) ((u1, y1), (u2, v)) = O V (u7, y2) E T()(M x N),
c’est-à-dire
Hess(f)(ui, u2) + Hess(g)(vj, v2) = O V u E TM, y2 E TN.
En particulier, pour y? = O, on a Hess(f)(ui,tt2) = O pour tout u2 E TM.
Alors u1 = O, car Hess(f) est non dégénéré.
De même, en posant u2 = O, on conclut y1 = O. Donc Hess(.)(f g) est non
dégénéré.
(4) Soit o la métrique sur M et fi celle sur N. On prend sur M X N la métrique
produit y = pa + pfi. Vérifions que V(f g)(x, y) = (VLJ(x), Vg(y)).
d(f g)(x,) = df ° + dg o dP2,(,v)
= a(Vf(x),.) o CÏy) +fi(Vg())),) o dp?(V)
=
y ((Vf(x), Vg(y)),.)
Vérifions que = X ço M X N
—, M x N.
X )(x, y) = ([(x), Cv))
= (_Vf (ço(x)) , -Vg (ço(y)))
= -V(f g) (t x )(x, y)).
(5) Soit z = (x, y) E Crit(f g).
eg(Z) = {(x’,y’) I °(x’,y’) (xy)}
f f / t+OO ç , t4+co
=(x,y)I(x) )X,) )y
= ø(x) x p).
De même, fog(Z) = J(x) X y).
Soit z = (xi,yi) Z2 = (x2,y2) E Crit(f$ g).
g(Zi) fl fç(Z2) (%(xi) X yi)) n ((x2) X CY2))
= ((x) n f(X2)) X ((v) n Cv2)).
13
Si un des deux facteurs est vide, alors le produit l’est aussi.
Sinon, soit (x,y) e (121f(x]) fl f(x2)) x (øyj) n g(y2)); alors
T(x,y).Wg(Z1) + T(v,y)feg(Z2) (T,&1,(xt) e Tø(y1)) + (Tf(x2) $ T,y2))
= (Tøf(xi) + Tf(x2)) e (T(y1) + Tvg(Y2))
= TMeTN
TX,y(M x N).
Donc f e g est de Morse-S male.
D
2.2.1. Complexe de la somme extérieure
Construisons maintenant le complexe de Morse de f e g à partir des complexes de
fetg.
Convention 2.2.3. Soit X et Y deux variétés orientées. On oriente X x Y en prenant
x Y) = (Ô’(X), Y(Y)).
En particutiei pour z = (x, y) e Crit(feg), on prend (feg(x, y))
= ( (ï(x)), (gy))).
Par la convention 1.1.3, on a
(Ct(x,y)), (t(x,v))) = C(M X N)
= (efY(M), t’(N)).
= (tY(1(x)), iY(f(x)), Y((y)), Y(Cv)))
= (—l)”’ (n-znc1v)) ((%()) (Cv)) 6(x)), Y((y)))
= (—1)”’ (n-mc1Cv)) (((x)), (jeg(x, y))).
On a donc Y(Wg(x,y)) = (—1)”’ (t IdgCv)) ((W(x)), Y(1(y))).
Soit z = (x,y) , z’ = (x’,y’) e Crit(f e g) et y une ligne de flot allant de z à z’.
Alors Pi o y est une ligne de flot allant de x à x’ et P2 o y est une ligne de flot allant de
y à y’. On en déduit
indf(x) ind(x’) et indg(y) illdg(y’).
En particulier, si indfeg(z) — ind(z’) = 1, alors il y a deux cas possibles
14
(1) z’ = (p,y), où indf(x) — ind(p) = 1, ou
(2) z’ = (x, q), où indg(y) — ind(q) = 1.
Proposition 2.2.4. (1) Dans tes deux cas, M(z, z’) est en bijection avec M(x, x’) X
M(y, y’).
(2) Dans te premier cas, n ((x, y), (p,y)) = n(x, p).
(3) Dans le deuxième cas, n ((x, y), (x, q)) = (_l)ildf(x) itEv, q).
DÉMONSTRATION. (1) Dans le cas 1, on a
M(z, z’) = (ieg(z) n
= ((f(x) X gCV)) n ((p) z 1Cv))) /R
= (f(x) n (p)) X (g) n )) /R
= ((f(x) n 1f(p)) z {y}) /R
(((x) n (p)) /R) z {y}
= M(x, p) z M(y, y).
Les deux dernières égalités viennent du fait que le flot agit trivialement sur
y e Crit(g). Ainsi la bijection est donnée par
M(z, z’) —* M(x, p) z M(y, y)
y
‘‘ (Pi °YP2 Y)
La preuve est identique pour le cas 2.
(2) Soit y une ligne de flot allant de (x,y) à (p,y), et (,y) e y(R),
soit B’(x) = (_Vf(), (x)) cine base positive de T(x),
soit B(y) une base positive de T(y),
alors Beg(Z) (B(x), B(y)) est une base positive de T(v)fg(Z).
Mais le long de y, le gradient de g s’annule, donc V(f g) = Vf.
Beg(z) = (B(x), B(y))
= (_vf(), (x), B(y))
= (_v(f g)(, y), Ê(x), B(y)).
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Prenons donc = ((x), B(y)).
Vérifions maintenant la relation sgf(y) = sgf(p] o y).
sgfg(y) x N) = (Bg(Z’), fr(z))
= ( 1)(?li’lCl(V)) zndj(p) (B.(p) B’Cv) .(v) B(y))
= (_f)(fl_illdgCV)) ind(p) ( y)(n-tndCv)) (indf(x)-t) (B(p), Ê(x), B(y), BCv))
= (B’,(p), Ê(x), B(y), B(y))
= sgf(pl o y) ((M), (N))
= sgj(p o y) fY)(M X N)
n((x,v), (p,y))
=
sgj(y)
yE!vt(’)
= Z sgf(pl ° y)
y€M(c,c’)
=
sgf(T)
r€M(x,p)
= n(x, p)
(3) Soit y une ligne de flot allant de (x,y) à (x, q), et (x, ij) y(R),
soit B(x) une base positive de T(x),
soit B(y) = (—Vg(î), Ê(y)) une base positive de Tqç(y),
alors Bg(Z) = (B(x), B(y)) est une base positive de T(x,)fg(Z).
Mais le long de y, le gradient de f s’annule, donc V(f g) = Vg.
g(Z) = (3j(x), BCv))
= (B’1’(x), —Vg(ij), o’))
(—1 )(Itdf(x) (_vg(i), B(x), Ê(y))
= (1 )1f( (_V(f g)(x, ii), B.(x), Cv))
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Prenons donc () (j)Lfldf(x) (Bd(x) dCv))fŒg
Vérifions la relation sgf(y) = (_1)hhf sgg(p2 ° Y).
sg1(y) fY(,)(M X N) = (B(z’), Êe(Z))
= ( 1)(,z—i,id(q)) I!zdf(x) (_1)indf(X) (B(x), B(q), B(x), y))
= (_)tndf(t) (B(x), B(x), B(q), Ê’(y))
= (_1)t!11 sgg(p2 0 y) ((M), (N))
(_fllndf(x)
sgg(p2 ° y) (x,q)(M X N)
n((x,y),(x,cj))
=
sgf(y)
yEM(c,c’)
= Z (_1)indf(x) sg(p2 o y)
yePvt(z,c’)
= (_1)tndf(x) Z sgg(T)
TEAt(y,q)
= ( )lndf(X) n(y q)
D
Corollaire 2.2.5.
tt): C(f)®C(g) — C(f$g)
cI(xy) = (x,y)
est un isomorphisme de complexes de chaînes.
DÉMoNsTRATIoN. Par la proposition 2.2.2, item 2, F préserve la graduation.
Par l’item 1, cJ est un isomorphisme de modules en chaque dimension.
Soit (x, y) E Crit(f $ g), ind(x) = j, ind(y)
= j.
ô(x,y)
=
n(x, p) (p,y) + Hy)il?df(x) Z n(y, q) (x, q).
pECrtt,_1 Cf) qeCril1_i (g)
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o ô(x, y)
=
n(x,p) (p, y) + (— 1)”’[ n(y, cj) (tf ‘(x, cj)
pcCrit1_i (f) qECrit1_i (g)
= Z n(x. p) (p0 y) + (—1 )iIldf(X) Z n(y, q) (x 0 q)
peCrit,._, (f) qeCrir1_i (g)
= [ Z n(x, p) p] øy + ( y)Uldf(X) x ø [ Z q) q]peCrit1_i (f) qECrit_i (g)
= (ôx) ®y + (—1) x® (ôy)
= ô(x0y)
= ô o flf’(x,y)
Donc (t) est un isomorphisme de complexes. D
2.2.2. Naturalité
L’énoncé 2.2.5 joue en homologie de Morse le rôle du théorème de Eilenberg
Zi Iber, selon lequel S * (M x N) et S (M) 05 (N) sont naturellement chaîne-homotopes.
Ainsi, en appliquant le théorème algébrique de Kunneth au complexe produit, on ob
tient le théorème géométrique de Kunneth. Pour plus de détails, consulter [B], chapitre
6.1.
Dans notre contexte, les complexes C(fg) et C(f) e C(g) sont même isomorphes.
En appliquant le théorème algébrique de Kunneth, ainsi que le théorème d’homologie
de Morse, on retrouve à nouveau le théorème géométrique de Kunneth.
Montrons que l’isomorphisme en 2.2.5 est naturel. Rappelons d’abord le théorème
d’Eilenberg-Zilber.
Théorème 2.2.6. (1) Le procÏttit cross, X : S(M) ® S(N) —* S,.(M X N) est tut
morphisnte de complexes, itaturel en M et N.
(2) Il existe un inorphisme 6: S(M x N) — S(M) 0 S(N) naturel en M etN tel
que O(x, y) = x Øy en dimension O.
(3) (Tïzéorème d’EiÏenberg-Zilber) Les morphismes x et O sont naturellement in
verses homotopiques t ‘un de l’autre.
1$
Convention 2.2.7. Soit f A — C et g B —* D cÏettx norphismes de complexes
de chaînes. On définit leur produit par (f ® g)(a b) := (—1)’ff(a) ® g(b), où ta
dimension de f est son degré.
Lemme 2.2.8. La convention 2.2.7 est bien définie, c ‘est-à-dire f®g est un morphismes
de complexes.
DÉMONSTRATION.
ô o (f ® g)(a ® b) = (—1)’”1ô (f(a) 0 g(b))
= (_l)1f bI [ô(f(a)) 0 g(b) + (_1)If(a)If(a) 0 ô(g(b))j
= (_1)Lf(8a) O g(b) + (_l)It bI+ Hfif(a) O g(ôb)
(f0g)oô(a0b)=(f0g)[ôa0b+(_1)’a0ôb
= (—1 )IfIIbIf(ôa) 0 g(b) + (—1 )IaI+IfIiabIf(a) O g(ôb)
= (—1)”1f(ôa) O g(b) + ( l)IaI+ItIIbI_lîIf(a) O g(ôb)
= ôo(fog)(a®b)
D
Proposition 2.2.9. Le diagramme
S(M)oS(N) S(MxN)
Df®Dg Afeç D
(D
C(f)0C(g) C4(feg)
(D- I
commute daizs les deux sens, c’est-à-dire
(1) X 0 (D O Dg) = 0
(2) Ajg 0 X = 0(Af0Ag).
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DÉMoNsTRATIoN. (1) Soit x e Crit(f), y e Crit(g).
Dïeg o (D(x ®y) = Dïeç(x, y)
= e’ [f0g(x,y)J
= e’ [f(x) X
= e’ [f(x) X
= e’ ({ï(x)1 [g(y)])
= (ex X e) ([î(x) X gy)j)
= e [f(x)1 z e [g(Y)j
= Df(X) X Dg(y)
= x (Dj(x) ® DCv))
= X 0 (Df Dg)(x ® y)
(2) Soit o- e 81(M), r e S(N) des simplexes génériques.
(D 0 (A Ag)(cr ® r) = (D (A(o-) ® A(r))
=D[[ z #M(o-P)P(/]Ø[ z #M(rcI)d]]
peCrit1() qECrit(g)
= (D Z #M(o-,p) #M(r, q) (Pu ® Qu)
peCrit1()
qECrit(g)
= Z #M(o-, p) #M(r, q) (p, q)u
pECrit1(f)
qeCrit(g)
(Af o z)(o- ® r) = Afeg(o- X r)
= Z #M(o-xr,(p,q)) (p,q)u
(p,q)eCrit,+(fog)
Il suffit de montrer l’égalité #M (o- X r, (p, q)) = #M(o-, p) #M(r, q) lorsque
ind(p) = i et iizd(q)
= j, et O sinon.
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t—4 +00Soit a e M (o- x r, (p,q)) une ligne de flot telle que a(0) e o- x r et (t)
(p, q). Posons o, p o a’, j = 1,2. On a alors
t—4+00
a’1(O) e o- et a1(t) ) p
t-4+00
a2(0) E r et 2(t) ) q
c’est-à-dire a1 e M(o-,p) et u2 e M(T, q).
Puisque les simplexes sont génériques, on en déduit
dinz(pA) dim(ÏV1) — dini(o-) = ni —
di1n(q) dim(N)
— dim(r) = 1?
— j
Ainsi, diin(pn) j et dirn(qD) j, et l’égalité a lieu puisque dim(pD) +
diln(qD) = i + j.
Ceci implique que M(o-xr,(p,q))
— M(o-,p) X M(r,q) , u F-÷ (u1,u)
est une bijection. En particulier, cet ensemble est vide sauf lorsque ind(p) =
dim(o-) et ind(q) = dim(r). Dans ce cas, calculons sg(u).
d(o)(o- x r) = (d x d) (1o(o-), ,(o)(r))
=
(d[ d ,(o)(r))
I—4+00
(sg(u1)Yp(p), sg(u7)(Yqg(q))
= sg(uj)sg(u2) (Y(p), Yq(q))
= sg(ui)sg(a2) (p,q) (î(P) X g(q))
= sg(u1)sg(a2) 1(p.q)feg(P, q)
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On a donc sg1(n) = sgf(ai) sgç(a’2).
#M (o X i, (p,q))
=
sg[(a)
aEM(0xr,(p,g))
= z sgfeg((al,a2))
eM(cr,p)
c2eM(r,q)
= Z sgf(c1) sgg(a2)
aj EM(œ,p)
c2€M(r,q)
sgf(i)][ Z Sg(2)]
aj €M(a,p) u,eMfr,q)
= #M(o, p) #M(r, q).
D
Remarque 2.2.10. Cette proposition dit que (p, q) = PD X q.
Corollaire 2.2.11. L’isomorphisme C(f)®C(g)
—
C(feg) en 2.2.5 est naturel.
Chapitre 3
APPLICATION À LA DIAGONALE
Dans l’introduction, nous avons remarqué que pour tout temps t:
A = d([M])
= (idM x idM) d([MJ)
= ( x [) d([MJ)
= ( x
= (‘)(A).
Or, la construction dans le théorème d’homologie de Morse décrit ce qui arrive aux
simplexes lorsqu’on les pousse le long du flot d’une fonction de Morse. Appliquons
ces résultats à la fonction
—f f sur M x M.
Dans ce chapitre, M et f sont comme précédemment.
3.1. DcoMPosmoN DANS LES CHAÎNES
Proposition 3.1.1.
Z PAXPD].
pECrit(f)
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DlMoNsTRATroN. Soit Af e S,(M) un cycle dans la classe de [M], et Â d(Jfl. Alors
[Â] = A.
A = D_e 0 A_fef(A)
= Df•f oA_10f ([Â])
= [Df[ oA jj (Â)].
Aff (Â)
=
#M (Â, (p, q)) (p, q)
(p,q)ECrit?,(—ff)
= Z #M (Â, (p, q)) (p, q).
pECrit,,1_k(—f)
q€Critk( t)
-‘ 1—+co
Soit a e M (A, (p, q)) une ligne de flot telle que a(O) e A et a(t) (p, q). On a
(O) = (x, x) , (x) (x) t+) q.
Si p q, alors ind(p) > indf(q). Or, ind(p) = mdf(q), donc p = q = x e Crit(f).
Dans ce cas, calculons sg_ff(a).
= Y(M)
=
(Yp(Z!(p)), Yp((p))) t Yp(&1(p)), C((p))).
6)(Â) = ((Y(f(p)) (Yp((p))) $ (?p(J11(p)), Yp(2(p))))
= (dço dy) ((Yp(1(p)), 1Yp((p))) $ (Yp(/(p)), Yp((p))))
=
dço (p((p)), S dço[ (iYp(/(p)), Yp((p)))
frYp(1(p)), o) s (o, p((p)))
=
Y(pp) ((p) x (p))
= fp,p)-.ff(p, p).
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Ainsi, sg_ff(Qr) est toujours +1, d’où l’égalité A_fJ (Â) = z (p p)d
pECrit(f)
A = [D1.ï[ Z (PP)d]ÏpeCrit()
=[ Z (P,?)DpeCrir()
=[ Z PAX?Dj.peCrit(
D
Nous avons obtenu une décomposition de la diagonale au niveau des chaînes. En
général, celle-ci n’est pas une décomposition de Kunneth, puisque les nappes ascen
dantes et descendantes ne sont pas des cycles.
3.2. ExEMPLE TRIvIAL: S’
Prenons M = S Pour toute fonction de Morse f sur M, tel qu’illustré à la figure
3.1, on peut ordonner ses points critiques de sorte que
Criti(f) = {al,...,ak}
Crito(f) = {bl,...,bk}
ôaI,d = bI,d — b1_1,1, et donc ôbja = ai+1,a — aj,a.
D’après 3.1.1, on a
A
= k
alA X aID + Z bJÀ X bJD
=a1AX(ZaID)+(ZbjA)xblD
En effet,
A’
— A
k
—
aA) X aID + Z bJA x (blD — bJD).
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FIG. 3.1. Fonction de Morse sur le cercle
Ceci est égal au bord suivant.
ô b) X aiD]
=
[talA — aA) x a
— ( b) x (blD — b(i1)D)J
1=2 j=i i=2 j=i
= k
— alA) X alD
— Z [j X blD — b(l_1)D)]
= Z(alA — alA) X alD
— Z b x (bD — blD)
=A’-A.
En homologie, A = A’ = [ptl X [MJ + [MJ x [ptl, d’après 2.1.5.
Remarquons que [pi’] e H0(M) et [M] e H1 (M) sont duales l’une de l’autre par rapport
au nombre d’intersection. Nous verrons qu’il s’agit là d’un résultat général.
a1
b1
b2
bk
\
Chapitre 4
MANIPULATIONS ALGÉBRIQUES
Dans ce chapitre, nous trouvons une décomposition de la diagonale en homologie
à partir de la décomposition au niveau des chaînes donnée par 3.1.1.
4.1. F0NcTEuR Hom(.,.)
Définition 4.1.1. Soit C, D deux complexes de chaînes et Honz(C, D) l’ensemble
des morpÏzismes de modules gradués. On eu fut un complexe de chaînes, avec ta gra
duation fi deg(f), et la dtfféreuztieÏÏe ôf = ô of + (—1)’’f o ô.
Remarque 4.1.2. Le signe dans la dtfférentielte provient de ta convention suivante:
ô(f(x)) = (ôf)(x) + (-l)f(ôx).
Définition 4.1.3. Le complexe dual de C. est défini comme le complexe C* := Hom(C, Z).
Ici, le complexe Z,, vaut Z en dimension O et O ailleurs. Donc (C*)_k = Hom(Ck, Z).
Notation. Pour un nzodule (gradué) C, on note par T(C) son sous-module de torsion.
Proposition 4.1.4. On a une sttite exacte courte naturelle de complexes de chaînes
O C* ® D Hom(C, D) Hom(T(C), T(D)) O
où Q®a) (1)11a(.)a et r() fiT(c).
Elle se scinde en tant que suite de modules gradués, niais pas naturellement.
Si de plus C est la sonmze directe d’un sous-complexe libre et du sous-complexe T(C),
alors la suite se scinde en tant que sttite de complexes.
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DÉMONSTRATION. (1) est un morphisme de complexes.
ç5 respecte la graduation : a(. ) al = lai — (—lai) = lai + lai = la 0 ai.
80 (a O a) = (_1)111a [00 (a( )a) + (—1)’°1(a(- )a) o o]
= (_1)1IaI [a(. ) Oa + (_1)IaI+IaI+la o 0( ) a].
o 0(a O a) = [oa ® a + (—1)a ® Ôa]
— (—1 )IcrI+I (—1 )laoaIIaIa o ô( ) a + (—1 )I(i(_ 1)a(. )
= (_1)IaIaI+Ia+IaIa o 0()a +(_1)ka(.)0a
= 8o(a®a).
(2) r est un morphisme de complexes.
ra 0(f) = r [o of + (l)IfI+lf 001
= (80 f)ir(c + (—1)1(f o ô)ic
= ô ° (flrtc.) + (l)ItHl(f T(C )) ° ô
=ôor(f).
(3) q5estinjectif.
Fixons L, un sous-module libre de C. tel que C = L, o T(C), et fixons {b,}
une base de L,. Notons b’ E C* la cochaîne duale de b, c’est-à-dire b’(b) =
Posons
çb: Hom(C, D) —‘ C* O D
f Z(_u1bhI1f(1)Ib1 o f(b,).
Alors çfr est un morphisme de modules gradués.
lb’ o f(b,)i = ib’l + if(b,)i = -ib,i + ib,i + Ifi = ifi
2$
De plus, fr est un scindement, c’est-à-dire & o = idcD,. Soit a (C*)_,,, et
a E D,1.
o a) = ( 1)nmqf ((. ) a)
= (_1)1ht? Z(1)1bhhIŒ(b)abt ® o(b)a
= (—1)” Z (—Ï)”mb’ a(b1)a
lb, l=,,z
=[z a(b)bi]a
lb, lz,n
= a ® a.
En particulier, est injectif.
De plus, si ô(L) c L, alors çt’ est un morphisme de complexes.
ô ,, fr(f) = Z(_1)1bh1f(b)1ô (b’ ® f(b))
=
_
1)lb’lIJ(b1)l [ôb’ ® f(b) + ( 1)lb’Iji ô o f(b)]
= Z(_1)Ibh1t(b)1(_1)lh1+1b1 o ô ® f(b) + Z( l)lb’ll.t(bi)l(_l)lb’Pbl ® ô o f(b1)
= Z(_1)hhflbi o ô ® f(b) + Z(_1)1hi1b1 ® ô o J(b).
oô(f) ={ôof+(_1)1t1+1foô]
= Z(_1)b1ô01(b)bI ® ô o f(b) + (_1)lfl+1 Z( 1)’°8”1b’ ®f o ô(b1)
= Z(_1)1hut1bi ® ô o f(b1) + Z(_1)11hIf1+IJ1+1b1 ® fo 8(b1).
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Soit 8 donné par 8(b) = Zn(b, b) b. Alors
J
Z(blHflbi o ® f(b1) = Z(_1)IbhIIfI [z n(b, bûbi] ® f(b)
= . ) (_[)Ib1IIfI n(b, b) b ® f(b1)
= z (_1)ItJillfHIfI n(b, b) b f(b)
J lb I=Ibl—1
= Z(_1)J f’b ® f [ iz(b, bi)bi]J b1l=1bl—1
Z(_1)1flbi ® f o 8(b).
Ceci prouve l’égalité ô o (f) = o 8(f).
(4) r est surjectif. Définissons
p : Horn(T(C), T(D)) —> Horn(C, D)
p(g)Ir(c) = g, P(g)IL. E O.
Alors p est un morphisme de modules gradués, et par définition, r o p =
ldHom(T(C*),T(D*)). En particulier, r est surjectif.
De plus, si 8(L) c L, alors p est un morphisme de complexes:
ôo p(g) = 8° p(g) + (—1)p(g) o8
p o ô(g)
=
[o o g + (—1)’g 081
= 8o p(g) + (—1)’p(g 00).
La dernière égalité découle de (8 o p(g)) IT(C) = 8 o g et (8 o p(g)) IL = O.
Avec l’hypothèse additionnelle, on ap(goô) = p(g)oô, puisque (p(g) o 8) IT(C) =
goôet(p(g)oÔ)I =0.
Donc ô op =p oô.
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(5) im(b) = ker(r)
(c) Soit a’ ® a e C’ ® D.
r o (cE ® a) = (—1)r (a( ) a)
= (_1)1t11a1 ((• ) a) IT(C)
= 0 car IT(C,) = 0.
(D) Soit f e Hom(C, D) tel que fII(c.) = 0. Montrons f = o ç&(f).
° (f) = [Z_11bh11f(1b1 ®
= Z b(• ) f(b)
= O sur T(C) et f sur L
= f.
Donc f e im(cb).
D
Corollaire 4.1.5. Si C est libre, alors de façon canoniqite C ® D Hom(C, D),
avec l’isomorphisme de complexes , dont l’inverse est t”.
4.2. UNE PREMIÈRE DÉCOMPOSITION
Dans cette section, nous appliquons les résultats de la section précédente à notre
problème. Nous avons
Â
‘‘
(p, p) e C(-ff) C(-f)®C(f) C(f)®C(f) Hom(C(f), C(f)).
pecrit()
Calculons l’image de Â par ces isomorphismes. Il faut d’abord régler un détail
technique: le changement de graduation.
À la section 2.1.2, nous avons utilisé de la complexe dual C*(f) en le graduant de
O à m. Pour respecter la convention 4.1.3, il faudrait plutôt le graduer de —m à 0.
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Notation. Désormais, on note C*(f) le complexe dual gradué de —nz à O, c’est-à-dire
(C*(f))_k
= Hom(Ck(f), Z). On notera ô*(f) le même complexe, mais gradué de O à
in, c’est-à-dire (*(f)) = Hom(Ck(f), Z).
Lemme 4.2.1.
7r(a) = (1)’a
est un isomorphisme de complexes.
DÉMoNsTRATIoN.
8 o ir(a) (—1)”8a’
= (1)””’a o 0.
o 8(a) = (—1)’7r(a o 8)
= o 8
= o
D
Rappelons aussi que le produit tensonel de deux morphismes de complexes est dé
fini en 2.2.7.
Nous avons les morphismes suivants:
A_fef
A S,,1(MxM) ) C(—fef)
— C(—f)®C(J) —*
* (f) ® C(f) C*(f) C.(f) Hom(C(f), C(f)).
Proposition 4.2.2. L’image de Â par ces morphismes est idc,(f).
DÉMoNsTRATIoN. En 3.1.1 nous avons vu que A_ïej(Â) Z (p p)d.
pECrit(f)
(1)
(PP)d] Pa®Pd.
peCrit(J) peCrit(f)
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(2)
( id) [ p ® PCI] =p€Critf f) pECrit(f)
= Z (_Ï)IPaId ® Pu
peCrit(f)
(3)
(® id)[ (_l)IPtipd ®Pd]
=
(_l)IPtuI(_l)1(pd)
peCrit(f) pECritC)
= Z (l)flzHPdI(l)mIPdI(l)m(m-IPdI)d ® Pu
peCritCf)
= Z (_y)IPdIpd®1
pECrit()
(4)
[ Z (1)”1p1 ® Pu] = Z (_l)IPdI(_1)IP’IPdpd(. )pupcCrit(f) pECrit(f)
= Z pCI(.)p(,
peCrit(t)
= tdC,c).
D
Rappel. Soit C. un complexe de chaînes libre. Une version faible du théorème des
coefficients universels donne la suite exacte naturelle
O ,‘ Ext(H,1(C),Z) , H”(C) Hom(H(C),Z) , O,
où (B[aJ)([c]) =
En partictttiei si JI,_ (C) est libre, alors H’1(C) Ho,n(H,1(C), Z), et t’isonior
phisme /3 est canonicjue.
Notation. Pour un Z-module V, on note V’ Hom(V, Z).
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Proposition 4.2.3. Soit C, D deux complexes de cÏtaînes libres tels cjue H(C) soit
libre. On a les isonzoiphismes de modules gradués
FL(Hom(C, Di)) H(C* 0 D) -* H(Ct) 0 [L(D) —
/3®id
—ê H(C)’ 0 H(D) —* Hom(H(C), H(D)),
où K est l’isomorphisme de Kunneth. Alors l’image de [f] e H(Hom(C, D)) est
f H(f).
DÉMONSTRATION. En dimension O, les cycles f e Homo(C, D) sont les solutions de
ô o f — f o ô = O, c’est-à-dire les morphismes de complexes.
Les bords sont les f e Homo(C, D) pour lesquels il existe f e Hom1 (Ci, D) tel que
f = ôF = ô o f + F o ô, c’est-à-dire les morphismes nul-homotopes.
Pour f e Hom(C, D) de dimension quelconque, si f est un cycle, alors f envoie les
cycles sur des cycles et les bords sur des bords. Donc H(f) est bien défini.
Puisque la suite est composée d’isomorphismes, il suffit de vérifier l’énoncé pour f =
(. )a, où a’ e Ct et a e D sont des cycles.
[a(. )a] i— [(— 1)hbo O aï
F—* (—1)[oi ® [ctl
(1)11ap[] ® [ci]
/3[](• ) [a].
Pour [cl e H(C) on a
/3[a](. )[a] ([c]) = /3[o]([c]) [aJ
= a(c)[a] = [ci(c) u]
= [f(c)1 =
D
Corollaire 4.2.4. Soit {e} taie base de C et {[cJ} une base de H(C). Alors
{Z 1)e’ O ej A O
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DÉMONsTRATIoN. Dans la proposition 4.2.3, avec D = C, on a [idcj ‘— idu(c.). En
conséquence,
([idj) ® id) o (idH(c)).
En développant le membre de gauche, on obtient
[Z_1)IeuIei ø eij id) o ‘ (idH(c.))
= 0 id) 0 [ci]]
= O [ci].
D
Corollaire 4.2.5. Soit {[cJ} une base de H(C(f)). Alors A correspond à
0 [ci] E H(C*(f)) o H(C(f)).
Cette expression nous donne une première décomposition de Kunneth de la diago
n ale.
4.3. DécoMPosITIoN EN HOMOLOGIE DE MoRsE
Proposition 4.3.1. Le diagramme suivant commute:
H(C(-f) o C(f)) K> H(C(-f)) o H(C(f))
(vid),
K
v.®id,
H(C*(f) o C(f)) > H(C(f)) o H(C(f))
(ir®id). ir,icI.
H(C*(f) o C(f)) K H(C*(f)) o H(C(f))
DÉMoNsTRATIoN. Nous avons supposé que H(C(f)) H.(M) est libre, donc l’isomor
phisme de Kunneth est canonique. En particulier, ce diagramme commute. D
H(C*(f)) o H(C(f)) est munj du produit de Kronecker, c’est-à-dire le produit
d’évaluation ev : H(C*(f)) o H(C(f)) —> Z.
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Proposition 4.3.2. Les isomorphismes de ce diagramme induisent te produit
X: H(C(-f))®H(C(f)) —> Z
[ Z CpPaÏ ® [ Z dQdj I’ Z (—1)’”cdpeCrit(—f) qeCri!(f) pECrit(/)
DÉMoNsTRATIoN.
[[ Z cpaø[ Z dqq]]
peCrit(—f) qECri!(f)
=evo(ff*Øid*)o(v*®id*)({ cPa®{ Z dd]]
pECrit(—f) qeCrit(f)
= ev o ( 0 id) [[ Z (_l)hIcppdÏ [ Z dqq]pECrit(f) qeCrit(fl
= ev Z (_l)1P11(_l)m(m_1Pd1)CPdj ® [ Z (_1y1IJIdqqd]]pcCrit( qECritf f)
= ) dq ôpq
pECrit()
qeCrit(f)
= Z (—1)cd.
peCrir(f)
u
Proposition 4.3.3. Soit {b1 = [c]} une base de H(C(f)), et {b1} sa base duale par
rapport au produit, c’est-à-dire(b O b) = Alors
[ Z Pa øPdÏ ApeCrit(f)
Do (D
o
Ç) o
II
“
-
N
-
t-
i T
çjq
n
_
_
L
J
(D
s
II
II
II
II
II
_
_
_
_
_
_
_
_
_
_
_
‘ 1:E
_
_
_
I
-
o-
I
(D
o-
o
—
u
(D
0 s— o O s— s— 0 ç:)
O s— s— 0 Ç)
o z
II
- o
O
-
L
J
z
o
O
O s—
(D
o j,
D
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Nous avons ainsi obtenu une décomposition de Kunneth de la diagonale en homo
Iogie de Morse.
Chapitre 5
PRODUIT D’INTERSECTION
Dans ce chapitre, nous exprimons en homologie singulière la décomposition trou
vée au chapitre précédent.
Proposition 5.0.4. Le diagramme d’isomorphismes suivant commute:
0, K
H(S(MxM)) H(S(M)®S(M)) H(S(li))®H(S(M))
fA[Âf). A_f.øAf.
Kf)) H(C(—f) C(f)) H(C(—f)) H(C(f))
DÉMONSTRATION. Le carré de gauche commute par 2.2.9; celui de droite, par la natura
lité de l’isomorphisme de Kunneth. D
Posons I
= x o (A_1k ® A) H(S(M)) H(S(M)) —* Z le produit induit en
homologie singulière.
Proposition 5.0.5. Soit {B} aime base de H(M), et {} sa base dttale par rapport au
produit I, c’est-à-dire I(B ® B) = . Alors
Ko O(A) = 3
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DÉMoNsTRATIoN. Par 5.0.4 et 4.3.3, on a
Ko Q(A) = (A ®A) oKo I’ o A_ff(A)
= (Df ® D) (Z(_1)IbiI ® b.]
= Z(_1)’ D_f(bj) ® Df(b)
= (—1)’L®B
La dernière égalité découle de la définition du produit I. D
Notation. (J) Pour V, W des sous-variétés transverses de M, on note #(V, W) leur
nombre d’intersection, compté avec la convention que pourx E VflW, ((V), ‘tL(W))
est égal à sg(x)c’(M). L’inégalité dim(V) + dim(W) dim(M) implique alors
#(V, W) = 0.
(2) Pour o-, r E H(M), on note #(o-, r) leur nombre d’intersection, défini de façon
analogue, en comptant ta multiplicité des points d’intersection. Ici aussi, o-i +
ri dirn(M) implique #(o-, r) = 0.
Proposition 5.0.6. Pour o-, r E H(M) , I est lié au nombre d’intersection par la
relation I(o- ® r) = (1) #(o-, r)
DÉMoNsTRATIoN. Lorsque o-i + In dim(M), on a I(o- ® r) = #(o-, r) = 0.
Soit o- E H,,_k(M) et r E Hk(M).
I(o-®T)=X[ cp® Z dqq]
peCrit,,_k(—.f) qeCritk(f)
= Z (_1)kcpdp
peCritk(f
#(o-, r) = # (D_r o A_f(o-), Df O Af(T))
=#( Z cppA, Z dqD]
pECrit,_(—f) qeCritk(f)
= Z cd
pECritk(f)
En effet, lorsque p est différent de q
, PA fl q est vide; de plus, PA PD = {p}. Par
les conventions 2.1.2 et 1.1.3, on a (p(PA). (Jp(PD)) = (M), donc on donne à p le
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signe +1. On en déduit l’égalité
I(o®r) = (—1) #(o,r).
D
Corollaire 5.0.7. Soit {b1} une base de H(li), et (b1) sa base duale par rapport au
nombre d’intersection, c’est-à-dire #(b1, b) . Alors on a
Ko8(A) = Zbj®bj.
Corollaire 5.0.8. Avec la même notation, on a
=
Or, le nombre d’intersection défini précédemment est un cas particulier de la forme
d’intersection, en dimensions complémentaires. Celle-ci est définie comme duale du
produit cup, c’est-à-dire
• t H(M) 0 H (li)
—‘
a. b = D1 (D(b) U D(a))
où D t 11(M) — H”’(M) est l’inverse de l’isomorphisme de Poincaré défini par
u I—’ ufl [M]. Pour plus de détails, consulter [B], chapitre 6.11.
Ainsi, en utilisant l’identification canonique 110(M) Z, on peut formuler le résul
tat de la façon suivante.
Théorème 5.0.9. Soit {b1) une base de H(M), et {b} sa base duale par rapport à la
fornte d ‘intersection, c’est-à-dire • b
=
. Alors la diagonaÏe admet la décompo
sition
A
=
L x b.
CONCLUSION
Tel que souhaité, nous avons trouvé une décomposition de Kunneth de la diagonale
au théorème 5.0.9. Toutefois, l’énoncé du résultat n’est pas nouveau; on peut se référer
par exemple à {MS], chapitre 11. La contribution originale de cet ouvrage est d’en
donner une nouvelle preuve, qui consiste à utiliser la théorie de Morse pour obtenir
un objet singulier (sous-variété par morceaux) comme limite d’objets lisses (le graphe
de çOt). Nous avons aussi donné une nouvelle preuve de la naturalité du produit en
homologie de Morse, à la proposition 2.2.9. Finalement, nous avons explicité en 4.1.4
un lemme algébrique connu et simple, mais jamais détaillé dans la littérature.
POURQUOI DÉCOMPOSER LA DIAGONALE
L’utilité d’une décomposition de la diagonale provient du fait qu’elle fournit une
décomposition pour les graphes de fonctions.
Proposition. Soit f: M — N une fonction continue, et AM = Za X b une décompo
sition de Kunneth de ta diagonale de M. Alors te grapÏze de f admet ta décomposition
[gr(f)]
=
a1 x f(b1) H,(M X N).
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DÉMoNsTRATIoN.
[gr(f)] = (idM,f)*[M]
= (1dM x f) d[liJ
= (1dM x f)*(AM)
= (idM xf)*[Zaixbi]
= Zajxf*(bj).
D
GÉNÉRAusxn0N AVEC TORSION
Dans ce travail, nous avons étudié le cas où H(li) est libre, ou sinon le cas de
l’homologie à coefficients dans un corps. Il serait préférable de s’affranchir de cette
hypothèse, et étudier les cas satisfaisant T(H(M)) O. Pour ce faire, remarquons
que les propositions 3.1.1 et 4.2.2 sont encore valables. Par contre, la proposition 4.2.3
devrait être modifiée, puisque les morphismes en question ne sont plus des isomor
phismes.
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