Abstract. A new class of infeasible interior point methods for solving sufficient linear complementarity problems requiring one matrix factorization and m backsolves at each iteration is proposed and analyzed. The algorithms from this class use a large (N − ∞ ) neighborhood of an infeasible central path associated with the complementarity problem and an initial positive, but not necessarily feasible, starting point. The Q-order of convergence of the complementarity gap, the residual, and the iteration sequence is m + 1 for problems that admit a strict complementarity solution and (m + 1)/2 for general sufficient linear complementarity problems. The methods do not depend on the handicap κ of the sufficient LCP. If the starting point is feasible (or "almost" feasible) the proposed algo-
1. Introduction. Interior point methods have provided the first polynomialtime algorithms for solving linear programming (LP) and other classes of convex optimization problems. Numerical experiments performed over the past two decades show that the most efficient interior point methods for LP are primal-dual path following interior point methods. The fact that these methods, as opposed to the ellipsoid method, perform much better in practice than indicated by the (worst case) computational complexity bounds, is explained in part by their superlinear convergence. The first interior point method having both polynomial complexity and superlinear convergence was the predictor-corrector method of Mizuno, Todd and Ye (MTY). This method was proposed for LP in [16] , where it was shown to have O( √ nL) iteration complexity. Shortly after that, Ye et al. [45] , and independently Mehrotra [14] , proved that the duality gap of the iterates produced by MTY converges quadratically to zero. MTY was generalized to LCP in [9] , and the resulting algorithm was proved to have O( √ nL) iteration complexity under general conditions, and superlinear convergence under the assumption that the LCP has a (perhaps not unique) strictly complementary solution (i.e., the LCP is nondegenerate) and the iteration sequence converges. From [3] it follows that the latter assumption always holds. Subsequently Ye and Anstreicher [44] proved that MTY converges quadratically assuming only that the LCP is nondegenerate. The nondegeneracy assumption is not restrictive since according to [17] a large class of interior point methods, which contains MTY, can have only linear convergence if this assumption is violated. In [9, 14, 16, 45, 44] one assumes that the starting point for the MTY algorithm is strictly feasible. A generalization of the MTY algorithm for infeasible starting points was proposed in [21, 20] for LP, and in [22] for monotone LCP. The proposed algorithm requires two matrix factorizations and at most three backsolves per iteration. Its computational complexity depends on the quality of the starting point. If the starting point is large enough, then the algorithm has O(nL) iteration complexity. If a certain measure of feasibility at the starting point is small enough, then the algorithm has O( √ nL) iteration complexity. At each iteration, both "feasibility" and "optimality" are reduced exactly at the same rate. Moreover, the algorithm is quadratically convergent for problems having a strictly complementary solution. The generalizations of the MTY algorithm for LCP with infeasible starting points from [10, 33] require two matrix factorizations and two backsolves per iteration and have the same properties.
According to Ostrowski [18] , the asymptotic efficiency index is defined as (ord)
1/c , where ord is the Q-order of the iterative procedure and c is the cost of an iteration. Since the main cost associated with interior point methods is represented by matrix factorizations, it follows that the asymptotic efficiency index of the MTY type algorithms mentioned above is equal to √ 2. The problem arises then to find a superlinearly convergent interior point method with polynomial complexity that requires only one matrix factorization per step. The first result of this type was obtained by McShane [13] who proved that the so-called "largest step path-following method" (LSPF) has O( √ nL) iteration complexity for general (monotone) LCPs and superlinear convergence under the assumption that the LCP is nondegenerate and the iteration sequence converges. No results about the Q-order were given. Gonzaga [8] proved superlinear convergence assuming only nondegeneracy, and showed that with the addition of a computationally trivial safeguard LSPF achieves Q-quadratic convergence. We mention that the convergence of the iteration sequence generated by LSPF follows from the general results of Bonnans and Gonzaga [3] . The results of [3, 8] were extended for the infeasible case in [4] . An infeasible interior point method with polynomial and quadratic convergence for nondegenerate LCP that uses only one matrix factorization per iteration was proposed by Wright [42] . It is based on the so-called "fast step -safe step" strategy. At each iteration the algorithm first tries to take a "fast step" along the primal-dual affine scaling direction. If the fast step fails to reduce the complementarity gap by a given factor, then the algorithm reverts to a "safestep" along a direction consisting of a convex combination of the affine-scaling direction and the centering direction. Higher order variants of this strategy are given in [29, 43] . The "fast step -safe step" strategy is also used in a variant of the Mehrotra predictor-corrector method proposed by Zhang and Zhang [46] , which has polynomial complexity, superlinear convergence, and requires one matrix factorization per step.
The first superlinear convergence result for degenerate LCP was obtained by Mizuno [15] , who used the so-called step variant of the Tapia indicator [7] to identify the variables that are not strictly complementary, and modified the MTY algorithm in order to accelerate the convergence to zero of those variables. The resulting algorithm has Q-order 1.25. Mizuno's result was refined in [30, 31, 32] . Subsequently, by using second order derivatives of weighted central paths, Sturm [40] obtained a MTY type algorithm of order 1.5 for degenerate LCP. His approach was generalized in [39] , where m'th order derivatives were used to construct MTY type algorithms with Q-order m + 1 for nondegenerate LCPs and (m + 1)/2 for degenerate LCPs. The complexity of the predictor-corrector algorithm for degenerate LCPs from [39] is analyzed in [36] . The algorithms from [36, 39] require two matrix factorizations and m + 1 backsolves per iteration. The algorithm proposed in [35] requires only one matrix factorization and m backsolves per iterations and has Q-order m in the nondegenerate case, and m/2 in the degenerate case. The results of [35] were improved in the unpublished technical report [34] , where an algorithm with the same computational cost is shown to have Q-order m+1 in the nondegenerate case and (m+1)/2 in the degenerate case. No computational complexity results are available for the algorithms of [34, 35] . We mention that the algorithms of [36, 39] use a small (N 2 ) neighborhood of the central path while the algorithms of [34, 35] use a large (N − ∞ ) neighborhood of the central path.
Algorithms using large neighborhoods of the central path are more difficult to analyze and, in general, their computational complexity estimates are worse than the corresponding estimates for algorithms using small neighborhoods. In fact this is one of the paradoxes of interior point methods, since it is known that the best practical results are achieved by interior point methods acting in a large neighborhood of the central path. For many years this fact has been accepted as an inherent difference between theory and practice. However, recent research has shown that it is possible to design superlinearly convergent interior point methods in the large neighborhood of the central path that have optimal, or close to optimal, computational complexity. In [1, 19] one improves the complexity by using new large neighborhoods of the central path and first order information, while in [24, 26] we use the classical N − ∞ large neighborhood and the complexity is reduced by the use of higher order information. The latter approach ensures superlinear convergence even in the absence of strict complementarity. The algorithms of [24, 26] , require two matrix factorizations and m + 1 backsolves per iteration and have Q-order m + 1 in the nondegenerate case and (m + 1)/2 in the degenerate case. These algorithms have been generalized for sufficient LCP in [12, 28] . The handicap κ ≥ 0 of a sufficient LCP measures by how much the LCP differs from a monotone LCP (see the next section). Since there are no polynomial complexity results for the sufficient LCP, the iteration complexity of interior point methods for such problems will depend on the handicap κ. However the interior point algorithms that do not depend explicitly on κ can be applied to any sufficient LCP. We mention that the algorithms from [36, 39] depend on κ, while the algorithm from [12, 34, 35] and algorithms 1A and 2A from [28] do not depend on κ.
In a recent paper [27] , the first author has analyzed several feasible interior point methods for the monotone LCP acting in the N − ∞ neighborhood of the central path that require one matrix factorization and m backsolves per iteration and have Q-order m + 1 in the nondegenerate case and (m + 1)/2 in the degenerate case, the same as the algorithm proposed by the second author in [34] . The algorithms from [27] and [34] share the property that the N − ∞ neighborhood of the central path is expanded at each iteration. The rate of expansion used in [34] ensures the high Q-order results mentioned above, but does not guarantee polynomial complexity. However by using the rate of expansion from [27] it is possible to modify the method of [34] in such a way that Q-order results are retained and polynomial complexity is guaranteed.
In the present paper we propose a class of polynomial time infeasible interior point methods for sufficient LCP that have the same Q-order and computational cost per iteration as the methods from [34] and [27] (i.e., the same asymptotic efficiency index). The class depends on a parameter σ ≥ 0. When σ = 0 the algorithms from this class reduce to the corresponding algorithms from [27] , while for σ > 0 they reduce to a variant of the algorithm of [34] . The main contribution of the paper is that it generalizes the results of [27] to sufficient LCP with infeasible starting points and it proposes a variant of the algorithm of [34] that has both superlinear convergence and polynomial complexity. Moreover, we hope that our analysis will also contribute to the better understanding of the behavior of interior point methods in the large neighborhood of the central path. The interior point methods to be presented in this paper do not depend on the handicap κ of the sufficient LCP. Their computational complexity depends on n, m, and κ. More precisely we will show that an approximate solution having both the complementarity gap and the norm of the residual less than ε can be obtained in at most O(log((1+κ)
iterations, where L = log(ε 0 /ε), 1 < ν ≤ 2 is a parameter from the definition of the algorithm, χ = 0 if the starting point is feasible or "almost feasible" and χ = 1 if the starting point is "large enough". If we take m ≥ max {log n , L , 2} then the Algorithm has O((1 +
2 L) iteration complexity. Since the amount of work per iteration of an m'th order method (O(n 3 + mn 2 ) arithmetic operations) is comparable, for small m/n, to that of a first-order method (O(n 3 ) arithmetic operations), we consider that it is justified to compare all methods by means of their iteration complexity The paper is organized as follows. In Section 2 we present some basic results on the sufficient horizontal linear complementarity problem and the analyticity of its weighted infeasible central paths. In Section 3 we analyze a class of interior point methods based on the first m derivatives of the weighted central paths. We prove that the methods are globally and superlinearly convergent under general assumptions. We also prove that they have polynomial complexity for starting points that are either "almost feasible" or "large enough". The paper ends with a very short section of conclusions.
Conventions. We denote by IN the set of all nonnegative integers. IR, IR + , IR ++ denote the set of real, nonnegative real, and positive real numbers respectively. Given a vector x, the corresponding upper case symbol denotes, as usual, the diagonal matrix X defined by the vector. The symbol e represents the vector of all ones, with dimension given by the context. Traditionally the vector λ − v is written as λe − v, where e is the vector of all ones. Inequalities are to be understood in a similar fashion. For example if v ∈ IR n , then v ≥ 3 means that v i ≥ 3, i = 1, . . . , n. Traditionally this is written as v ≥ 3 e. If . is a vector norm on IR n and A is a matrix, then the operator norm induced by . is defined by A = max{ Ax ; x = 1}. As a particular case we note that if U is the diagonal matrix defined by the vector u, then U 2 = u ∞ . If x, s ∈ IR n , then the vector z ∈ IR 2n obtained by concatenating x and s is denoted by z = x, s = x T , s T T , and the mean value of xs is denoted by µ(z) =
2. The sufficient horizontal linear complementarity problem. Given two matrices Q, R ∈ IR n×n , and a vector b ∈ IR n , the horizontal linear complementarity problem (HLCP) consists in finding a pair of vectors z = x, s such that
Let us denote by Φ the null space of the matrix
and by Φ ⊥ its orthogonal space
We say that the pair (Q, R) is column sufficient if u, v ∈ Φ, uv ≤ 0 implies uv = 0 , and row sufficient if
(Q, R) is called a sufficient pair if it is both column and row sufficient, and in this case (2.1) is called a sufficient HLCP. The standard sufficient linear complementarity problem (LCP) is obtained by taking R = −I, and Q a sufficient matrix in the sense of Cottle et al. in [6] (see also [5] ). The notion of a sufficient matrix is a far reaching generalization of the notion of a positive semidefinite matrix. The notion of a sufficient pair was introduced in [37, 39] . It turns out that (Q, R) is a sufficient pair if and only if for any b, the HLCP (2.1) has a convex (perhaps empty) solution set and every KKT point of
is a solution of (2.1). By using the result of Väliaho [41] and the equivalence results from [2] (see also [35] ) it follows that (Q, R) is a sufficient pair if and only if there is a κ ≥ 0 such that
where
If the above condition is satisfied we say that (Q, R) is a P * (κ) pair and we write (Q, R) ∈ P * (κ). In case R = −I, (Q, −I) is a P * (κ) pair if and only if Q is a P * (κ) matrix in the sense that:
is then called a P * (κ) LCP and it is extensively discussed in [11] . Thus the class of sufficient pairs coincides with the class P * = ∪ κ≥0 P * (κ). In view of this equivalence the terms P * pair, sufficient pair, P * HLCP, and sufficient HLCP will be used interchangeably, although (as illustrated by the title of our paper) preference will be given to the latter. The following result was proved in [12] : Lemma 2.1. If Q, R ∈ IR n×n are two matrices such that the pair (Q, R) is column sufficient, then the matrix [Q R] has full rank. An example was also given showing that row sufficiency does not imply the full rank property. The full rank property is used in proving the existence of weighted infeasible central paths defined by nonlinear systems of the form
A precise statement of this fact will be given later. For the time being, let us note that for τ = 0 (2.5) reduces to (2.1). We denote the set of all feasible points of (2.1) by
and the solution set (or the optimal face) of HLCP by
The structure of F * is very important in the analysis of interior point methods. Let us define three subsets B, N and J of the index set {1, · · · , n} by
One can prove that B, N , and J form a partition of {1, · · · , n} and that there exists a solution x * , s * ∈ F * such that x * B > 0 and s * N > 0. Such a solution is called a maximal complementarity solution, since one can prove that for any x * , s * ∈ F * , x * i > 0 ⇒ i ∈ B and s * j > 0 ⇒ j ∈ N . If the solution of the HLCP is unique, then it is a maximal complementarity solution. Otherwise it can be shown that the relative interior of F * is composed of maximal complementarity solutions. If the set J is empty then a maximal complementarity solution is called a strictly complementary solution. Let us denote by F c the set of all such solutions, i.e.,
We say that the HLCP is nondegenerate if it has a strictly complementary solution.
If the set J is nonempty, then we say that the HLCP is degenerate. If HLCP is a reformulation of a linear programming problem then it is known that it has a strictly complementary solution. In general it is very difficult to establish whether HLCP has a strictly complementary solution. However, if this is the case the algorithm should take advantage of this information. In order to treat the two cases in a unified manner we define
In the theory of interior point methods it is often assumed that the set
called the set of strictly feasible points, is nonempty. In the present paper we are not making this assumption. Instead we assume the nonemptyness of the set
which is related to the weighted infeasible central path defined by (2.5), at τ = τ 0 .
The distinction between nondegenerate problems (ϑ = 0) and (perhaps) degenerate problems (ϑ = 1) plays a role in the following theorem:
Theorem 2.2. Assume that the sufficient HLCP (2.1) has a solution and that the set (2.7) is nonempty for some τ = τ 0 > 0 and b ∈ IR n . Then (2.5) has a unique positive solution z(τ, p) = x(τ, p), s(τ, p) for any (τ, p) ∈ (0, τ 0 ] × IR n ++ and the following holds: 
The above theorem was first proved in [38] for τ 0 = 1 under the additional assumption that the matrix [Q R] has full rank. According to Lemma 2.1 this assumption is automatically satisfied. For any p ∈ IR n ++ , τ ∈ (0, τ 0 ], and σ ∈ IR, we consider the function
Since P (t, τ, σ, p) is obviously analytic in t, τ, σ, p, it follows from Theorem 2.2 that the functionẑ
is a well defined analytic function of q whenever P (t, τ, σ, p) > 0, and x,ŝ := z(t, τ, σ, p) can be computed as the unique positive solution of the following nonlinear system:xŝ
In this paper we will analyze an interior point method based on the derivatives of (2.9) with respect to q up to an arbitrary order m ≥ 1. The parameter σ ≥ 0 can be interpreted as a centering parameter: The size of σ determines how much the patĥ z(t, τ, σ, p) is tilted towards the central path as t decreases.
3. Infeasible interior point methods based on m'th order derivatives.
3.1. The algorithm. By setting p = e in (2.5) we obtain
The curve z = z(τ, e) defined by this nonlinear system was called in [4] the infeasible central path pinned on b. Such a path can be associated with any infeasible starting
++ , by taking
If the starting point is feasible, then b = 0 and the curve z = z(τ, e) coincides with the classical primal-dual central path whose limit point z(0, e) is the analytic center of the optimal face F * . If b = 0 then the limit point z(0, e), which exists by virtue of Theorem 2.2, is the so-called shifted analytic center of the optimal face (see [4, Section 4] ).
More generally, given any σ ≥ 0, any point z := x, s ∈ IR n ++ , and setting τ := µ(z) = x T s/n, we consider in this paper the weighted infeasible interior point path (see (2.8))ẑ(t, τ, σ, xs/τ ), t ≤ τ , starting for t = τ atẑ(τ, τ, σ, xs/τ ) = z, and given by the solution x,ŝ :=ẑ(q 1+ϑ , τ, σ, xs/τ ) of (2.10) for t = q 1+ϑ . The infeasible interior point methods to be presented in the present paper follow this weighted infeasible interior point path by generating a sequence of points belonging to the following large neighborhood of this central path
The initial value for β is β 0 . At each iteration we set β k+1 = β k − α k , where (α k ) is a given monotone sequence of nonnegative numbers satisfying the property
At the start of a typical iteration of our algorithm we have a point (z, τ ) such that z ∈ D(β) F b,τ and we consider the mapping (2.8) with p = xs/τ . Since our point z = x, s verifies (2.10) for p = xs/τ and t = τ = µ(z), it follows that z =ẑ(τ, τ, σ, xs/τ ). We wish to approximateẑ(t, τ, σ, xs/τ ) around t = τ by the m'th order Taylor polynomial around θ = 0 of the function θ →ẑ (1 − θ)τ 1/(1+ϑ) , τ, σ, xs/τ . This Taylor polynomial has the form
where the vectors w i are given by
It is easily seen that the vectors (3.6) can be obtained by solving the following m systems of linear equations:
The m linear systems above have the same matrix, so that their numerical solution requires only one matrix factorization and m backsolves. This involves O(n 3 + mn 2 ) arithmetic operations.
For ϑ = 0 we consider the most general case of arbitrary m ≥ 1, but for ϑ = 1 only the case m ≥ 2, and we denote by T := {(ϑ, m) = (1, 1) | ϑ ∈ {0, 1}, m ≥ 1} the set of these pairs. We deduce that
For the excluded exceptional case ϑ = 1, m = 1 we only note that the structure of the above formulae changes:
The quantity µ is a measure of optimality while, as indicated by (2.7), the quantity τ is a measure of feasibility. The stepsize along the direction w is determined such that two different objectives are achieved.
First, we would like to keep the iterates in a neighborhood that is expanded in a controlled manner at each iteration. Therefore we define
where β + = β − α, and α > 0 is a parameter that changes from iteration to iteration (the α's will be chosen from a sequence satisfying (3.4)).
Second, we would like to have (τ /µ) ±1 bounded. We will achieve this by defining
where γ is some constant satisfying 0 < γ < 1.
Finally, we denote
and define the new iterate by
Note that in the formula for τ + the exceptional case ϑ = m = 1 is excluded. Since z + ∈ D(β + ) F b,τ+ , the process can be repeated. It follows that all the points produced by the following algorithm will stay in D(β * ).
The computation of the exact value of θ for m ≥ 2 is complicated since it involves the solution of a system of polynomial inequalities of order 2m in θ. Good lower bounds of the exact solution can be obtained by a line search procedure. In the proof of global convergence we will give simple lower bounds for θ . In order to simplify the presentation in the following algorithm we assume that the exact value of θ is available.
Algorithm
, and a starting point z 0 ∈ D(β 0 ) :
; Compute steplength θ from (3.11), (3.12), (3.13);
The algorithm is well defined because of Theorem 3.1. If HLCP is sufficient then the Algorithm is well defined. It generates an iteration sequence satisfying the following properties
Proof. We use induction and prove first r
. .. This property is trivially satisfied for k = 0. Assume it is satisfied for some k ≥ 0 and denote z = z k , r = r k , τ = τ k . Since we excluded the case ϑ = 1, m = 1, we can write
Also the last property is easily proved by induction. Indeed, since µ 0 = τ 0 the property is verified for k = 0. Let us assume that it is verified for a given k. If τ k ≤ µ k then by the induction hypothesis and (3.12) we have
On the other hand, if τ k > µ k then
Remark. The algorithm is also well defined for an improper choice of ϑ violating (2.6), i.e., when ϑ = 0 for a degenerate problem. Such an improper choice would not prevent the convergence of the algorithm but only its superlinear convergence (see Theorems 3.9 and 3.11).
The behavior of the iteration sequence (z k ) strongly depends on the choice of the sequence (α k ). Before specifying different choices for (α k ), we need to give some technical results that will be used in the analysis of the Algorithm.
Technical Results.
We start by finding bounds for the solution of a linear system of the form
By using the notation
we obtain the following result.
Lemma 3.2. If HLCP is P * (κ), then for any z = x, s ∈ IR 2n ++ and any a ∈ IR n the linear system (3.15) has a unique solution w = u, v for which the following estimate holds
Using this lemma and the fact that the functional · z is a norm on IR 2n (see [25] for some properties of this norm) we can prove the following lemmas which establish bounds for the solutions of a linear system of the form
Lemma 3.3. If HLCP is P * (κ), then for any z = x, s ∈ IR 2n ++ and any a,b ∈ IR n the linear system (3.17) has a unique solution w = u, v and the following inequalities are satisfied:
Proof. Since (Q, R) is a sufficient pair, so is (QD −1 , RD) and therefore, according to Lemma 2.1, the matrix A = [QD −1 RD] has full rank. It follows that the solution of the minimization problem defining ζ(z,b ) is given bỹ
If w = u, v is the solution of (3.17) then w = u, v = w −w satisfies
By applying Lemma 3.2 we deduce that
)/2 = w 2 z /2. In the remainder of this subsection we will find various bounds on the quantity ζ(z,b ) appearing in Lemma 3.3.
Lemma 3.4. If HLCP is sufficient then for any z = x, s , z
where ζ is defined in Lemma 3.3. Proof. Since (Q, R) is a sufficient pair, we deduce as in the proof of Lemma 3.3 that the matrices
are symmetric positive definite and
For any h ∈ IR n we denote f =
h and obtain successively:
It follows that
The proof is complete.
In what follows we show that if HLCP has a solution then
Lemma 3.5. Assume that HLCP is P * (κ) and that F * is nonempty. Let (x 0 , s 0 ) ∈ IR 2n ++ be a starting point and consider the notations from (3.2) and (2.7). Then for all (x * , s * ) ∈ F * and z ∈ F b,τ , with 0 < τ < τ 0 , we have
. Proof. By denoting ψ = τ /τ 0 , 0 < ψ < 1, and using (2.7), (3.2) and Qx * +Rs * = b we obtain
Using the inequalities (x * , s * ) ≥ 0, (x, s) > 0, and the P * (κ) property (2.4) we have
T s = nµ, and 0 < ψ < 1, we deduce that
The desired inequality follows by using the fact that ψµ 0 = ψτ 0 = τ . We now apply these estimates to bound ζ(z, τ b ) for a typical iterate x, s , τ found by the Algorithm from a starting point z 0 = x 0 , s 0 , τ 0 := µ(z 0 ). They satisfy for some τ < τ 0
In order to avoid the introduction of too many constants in the following estimates and to exhibit the role of the parameter m, which determines the order of the Algorithm, we use a special O r ( ) notation (order-restricted) and denote by π = O r (ρ) scalar quantities, which may vary with the iterations of the Algorithm, π = π k , ρ = ρ k , for which there is a constant δ ≥ 0 not depending on m, but eventually depending on the problem instance, so that |π k | ≤ δρ k for all iterations k. We write O( ) instead of O r ( ), if δ is order-universal, that is a constant which is independent of the problem, of m, and of the starting point z 0 (it may still depend on the other constants β * , β 0 , γ of the Algorithm). Hence, e.g., β ±1 * , γ ±1 = O(1), and κ, n = O r (1) are problem dependent constants not depending on m, as are the following constants
that are connected with the choice of z 0 . An important property is that q = O r (p 1 
We now derive bounds for ζ(z, τ b) for the case of a general starting point z 0 , for the case when z 0 is large enough in the sense that
and for the case when z 0 is almost feasible in the sense that
We note that while (3.20) is difficult to be verified in practice, it is always satisfied for strictly feasible starting points. If the starting point is large enough in the sense of (3.19) then we obtain a simple bound by the following Lemma 3.6. Assume that HLCP is P * (κ) and that F * is nonempty. Let (x 0 , s 0 ) ∈ IR 2n ++ be a starting point satisfying (3.19) and consider the notations from (3.2) and (2.7). Then for all z, 0 < τ < τ 0 satisfying (3.18) we have
and by (3.19)
Therefore, by virtue of Lemma 3.5, we deduce that
so that by (3.18)
The cases of a general starting point z 0 and of an almost feasible starting point (3.20) are treated in the following Lemma 3.7. Assume that HLCP is P * (κ) and that F * is nonempty. Let (x 0 , s 0 ) ∈ IR 2n ++ be the starting point of the Algorithm and z a typical iterate satisfying (3.18) . Then the following holds in general
If the starting point z 0 satisfies (3.20), then
Proof. Formula (3.22) follows from (3.18), Lemmas 3.4, 3.5, and the estimate
The estimate (3.23) follows directly from the general estimates (3.22) and (3.20) .
To prove the main results of the next subsection we need some estimates concerning the following vectors appearing in (3.7) and (3.17):
where x, s is a current iterate of the Algorithm satisfying p := xs ≥ βµe ≥ β * µe, p > 0, e T p = nµ, and στ ≤ 1, στ 2 ≤ γ β0−β * τ ≤ µ. Noting that
we obtain ã 2 ≤ 2 στ 2 (xs)
3.3. Global convergence. The computational complexity of the Algorithm is basically the same for ϑ = 0 and ϑ = 1. One could eventually obtain slightly better constants if ϑ = 0 and/or if HLCP is skew symmetric, but in what follows we will obtain bounds that are independent of ϑ. We will prove the global convergence of the Algorithm under general assumptions, but we will give computational complexity results only when the starting point satisfies (3.19) or (3.20) . In order to treat the two cases together it is convenient to define 
Moreover, there are constants
such that for any starting point z 0 ∈ D(β) satisfying (3.20)(χ = 0), resp. (3.19) (χ = 1) the vectors h i produced at each iteration of the Algorithm satisfy (for all m ≥ 1) the following inequalities:
Proof. In this proof we employ the O( ) and O r ( ) estimates of the previous subsection and use repeatedly the estimates (3.24), (3.25) , and (3.26). We start by using (3.26) to write and to find constants ω 1 , ω 2 , . . . , ω m such that
From (3.7) and Lemma 3.3 we deduce that
We first consider the general case of an arbitrary starting point z 0 . Then by (3.22) 
≤ 0.5 w then by using (3.34) and the fact that (3.30) is satisfied for i = 1, 2, 3, 4 we can easily prove by induction that (3.30) holds for i = 1, 2, . . . , m. We show next that
and (α i ) is the sequence (considered in [47] )
which satisfies the following recurrence
From construction it follows that (3.36) holds for i ≤ min{4, m}, and using the recursions of the α i and the ω i , it is easily proved by induction that it also holds for min{5, m + 1} ≤ i ≤ 2m. By using (3.29), (3.30), and (3.36), we obtain for i = m + 1, . . . , 2m
which ends the proof of the first part of the Proposition.
The more explicit order-universal bounds for starting points satisfying (3.19) or (3.20) are found by essentially the same arguments by just using instead of (3.33) the more precise O() bounds given in the previous subsection. So if (3.20) is satisfied (χ = 0) we use (3.23), and if (3.19) is satisfied (χ = 1) we use (3.21) , that is,
By using Lemma 3.3 (L3.3), equations (3.25), (3.24), (3.37) and the inequality (3.29) we deduce successively that
We have thus proved that
Therefore, we get as in the general case for all i = m + 1, . . . , 2m a bound of the form
where,
This completes the proof of the Proposition.
In the next theorem we will prove the global convergence of the Algorithm under the assumption that the sequence (α k ) satisfies the condition
We mention that the conditions (3.4) and (3.38) are fairly restrictive, excluding any sequence with sup k α k+1 /α k < 1. In subsection 3.4 we will give an explicit example of a sequence (α k ) that satisfies both (3.4) and (3.38) plus an additional condition that ensures superlinear convergence.
Theorem 3.9. If HLCP is sufficient and solvable and (3.38) is satisfied then for all (ϑ, θ) ∈ T the duality gaps and the residuals of the iteration sequence generated by the Algorithm converge to zero, i.e.,
Proof. We will first find a lower bound for the steplength θ computed by the Algorithm and use repeatedly the following easily verified inequalities
Similarly, one verifies for all 0 ≤ στ ≤ 1 and all (ϑ, m) ∈ T the inequalitiy
for all 0 ≤ θ ≤ 1/2. We note that (3.39) even holds for all 0 ≤ θ ≤ 1 for all pairs (ϑ, m) ∈ {(0, 1), (1, 3)}. In addition, we use the following constants and estimates
Using the fact that z = z(0) ∈ D(β), (3.8), (3.9), and assuming θ ∈ [0, 0.25] we get by (3.39)
In the last inequality above we used the fact that
and 0 < γ 0 ≤ 1. With the above notation it follows that
We also note that
and by using στ ≤ στ 0 ≤ γ β0−β * , τ ≥ γ β0−β * µ, we deduce
From Proposition 3.8 it follows that
For any t ∈ (0, 1] we have
Hence for arbitrary 0 ≤ θ ≤θ ≤ Λ
Since 0 ≤ στ θϕ m (ϑ, θ) ≤ 0.25 for all 0 ≤ θ ≤ 0.25, we get the estimate
for all 0 ≤ θ ≤θ ≤ min{0.25, Λ −1 }. Therefore ψ m (α, ϑ, θ) ≥ 0 for all θ ≤θ 1 , wherȇ
Hence the quantity θ 1 defined by (3.11) satisfies θ 1 ≥θ 1 . Also we have
Therefore the following implications hold:
We will prove now that the quantity defined in (3.12) satisfies
For the remainder of this proof we assume that 0 ≤ θ ≤θ 2 . This implies 0 ≤ θ ≤ 1/4.
If τ ≤ µ then 0 ≥ στ (τ − µ)/µ ≥ −1/4 , so that by using ϕ m (ϑ, θ) ≤ 2, we havȇ
since α ≤ α 0 , and
so that we find, as before, that for all θ ≤θ 2 we havȇ
This shows that (3.45) holds. Without loss of generality we may assume that κ and Λ are large enough such that
α, it follows that the steplength computed by the Algorithm satisfies θ ≥θ 2 . Hence
Using Theorem 3.1 we have,
which by virtue of (3.38) shows that lim k→∞ τ k = 0. The proof is complete by noticing that according to Theorem 3.1 we have r k = τ k τ0 r 0 and µ k ≤ γ β * −β0 τ k .
Higher order convergence.
To investigate the superlinear convergence of the Algorithm we need the further assumption that the sequence (3.38) diverges slow enough in the sense that
Then, as we will see, the Algorithm (with ϑ ∈ {0, 1} satisfying (2.6), m ≥ 1, and (ϑ, m) = (1, 1)) is superlinearly convergent for general problems. However, if the problem is known to have a strictly complementary solution it is advantageous to take ϑ = 0 in order to obtain a higher order of convergence.
In subsection 3.5 a sequence (α k ) satisfying all requirements (3.4), (3.38) and (3.49) will be given explicitly.
The proof of superlinear convergence is based on Theorem 2.2. In order to be able to apply this theorem we need to show that the range of the function t → z(t, τ, σ, xs/τ ) = z(t, P (t, τ, σ, xs/τ )), t ∈ (0, τ ], given by (2.8) lies in a compact set of IR n ++ . This follows from the fact that for any z = x, s ∈ D(β * ) and p = xs/τ , with γµ ≤ τ ≤ µ/γ, 0 ≤ σ ≤ min{1, γ β0−β * /τ 0 }, and t ∈ [0, τ ], we have, with λ = σ (τ − t), 
This Lemma is crucial for proving the following theorem on the superlinear convergence of the Algorithm:
Theorem 3.11. Let ϑ ∈ {0, 1} be defined by (2.6) and let m ≥ 1 such that (ϑ, m) = (1, 1). If HLCP is sufficient and solvable and (α k ) is a monotone sequence of positive numbers satisfying (3.4), (3.49), (3.38) then the sequence z k produced by the Algorithm converges Q-superlinearly to a maximal complementarity solution z * ∈ F c , Also, the sequences of the corresponding complementarity gaps (µ k ), feasibility measures (τ k ), and residuals r k converge Q-superlinearly to zero. Moreover, the Q-orders of convergence of these sequences satisfy
Proof. Since we are analyzing asymptotic properties we may assume µ k < 1 and τ k < 1. By using α k < 1, Theorem 3.1, Theorem 3.9, (3.49), and (3.48) we obtain
Hence, since τ k ≥ γµ k , there is a sequence (ε k ) so that
From (3.10) and Lemma 3.10 it follows that
For k sufficiently large we have µ
for any c ≥ 2mc
2 . In what follows we will show that if µ is sufficiently small, then the stepsize θ = min{θ 1 , θ 2 } taken by the Algorithm (determined by (3.11) and (3.12)) satisfies
According to (3.41) , in order to prove that θ 1 ≥θ , it is sufficient to show that (3.39) and ψ m (α, ϑ, θ) ≥ 0 (where ψ m is defined by (3.40) ) are satisfied for all (ϑ, m) ∈ T , all θ ∈ [0,θ ] and sufficiently large k (i.e. small τ , small µ, and small α). As to (3.39) (see the note following (3.39)), we have to check only the cases (ϑ, m) = (0, 1) and (ϑ, m) = (1, 3): If (ϑ, m) = (0, 1), (3.39) follows from φ 1 (0, θ) = 1, σ ≤ 1, τ ≤ µ/γ, since for θ ≤θ < 1
If (ϑ, m) = (1, 3), (3.39) follows similarly from φ 3 (1, θ) = 2 − 5θ + 4θ 2 ≤ 2 since,
As to ψ m , we have to show that for sufficiently large k
Using the relations γ β0−β * ≤ τ /µ ≤ γ β * −β0 we deduce that for α sufficiently small
α .
ifc := max{c, 2mc 2 }. From (3.10) we deduce that for all θ ∈ [0,θ ] and small µ we have
From (3.50) and (3.54) it follows that for sufficiently large k we have
Hence, the step θ chosen by the Algorithm satisfies θ ≥θ , which implies
and by using
For k sufficiently large we have (cµ)
so that by using Lemma 3.10 we obtain
and by applying Theorem 2 of [23] we deduce the convergence of the sequence z k to a maximal complementarity solution z * ∈ F * and the fact that Q z k = Q (µ k ).
3.5. Polynomial Complexity. In Theorem 3.9 we have established global convergence for any sequence (α k ) satisfying (3.4) and (3.38). We will obtain polynomial complexity for starting points satisfying (3.20) or (3.19) by using the following sequence that was first considered in [27] ,
where 0 < ν ≤ 1 is a given parameter. From [27] it follows that this sequence satisfies (3.4) and
Using [27, Corollary 3.5] we obtain the following result. 
In the remainder of this subsection we give explicit upper bounds for the number of iterations required by the Algorithm to obtain a solution of the HLCP with prescribed accuracy in case the starting point satisfies (3.19) or (3.20) . More precisely given any > 0 we have to find an upper bound for the number
The upper bound will depend on n, κ, m,
, where Λ χ is the order-universal constant from Proposition 3.8 and χ is given by (3.27) . We note that according to (3.28) we have
Theorem 3.13. Assume that HLCP is sufficient and solvable and consider the sequence produced by the Algorithm, where the sequence (α k ) is given by (3.55). Assume also that the starting point satisfies (3.20) or (3.19) and that L ≥ max {(β 0 − β * )| log γ| , exp(1)} . Proof. In what follows we will use Proposition 3.8, Theorem 3.9, and their proofs. From (3.28) it follows that we may assume without loss of generality that κ and Λ χ are large enough such that If ν and m are positive constants independent of n, κ, and L , then the Algorithm is also independent of n, κ, and L . Since κ is generally unknown we will not consider algorithms that depend on κ. However, by letting m depend on n or L , we can slightly improve the computational complexity. We note that L depends both on and the value of the complementarity gap and the norm of the residual at the starting point. 
Conclusions.
In this paper we have presented an infeasible interior point method of order m for solving sufficient linear complementarity problems. The algorithm does not depend on the handicap κ of the complementarity problem. It uses only one matrix factorization and m backsolves per step and produces iterates in the wide neighborhood of the central path. The iteration sequence produced by the higher order algorithm converges superlinearly to a maximal complementarity solution with Q-order at least (m+1)/2 under general assumptions. If the problem is nondegenerate then the Q-order of convergence is m + 1. The iteration complexity of the first order algorithm is O((1 + κ)nL 2 log 2 ( (1 + κ)nL )) for starting points that are feasible or "almost feasible", and O((1 + κ) 3 n 2 L 2 log 2 ((1 + κ) 1.5 nL )) for starting points that are "sufficiently large". The iteration complexity of the higher order algorithm with m ≥ log n is O ((1 + κ) √ n L 1+1/m log 
