Explicit formulae are obtained for the distribution of various random partitions of a positive i n teger n, both ordered and unordered, derived from the zero set M of a Brownian motion by the following scheme: pick n points uniformly at random from 0; 1 , and classify them by whether they fall in the same or di erent component i n tervals of the complement o f M . Corresponding results are obtained for M the range of a stable subordinator and for bridges de ned by conditioning on 1 2 M . These formulae are related to discrete renewal
Introduction
A partition of n is an unordered collection of positive i n tegers with sum n, usually coded by t h e v ector of counts m j ; 1 j n, where m j is the number of j's in the partition. The number of components of the partition is then P m j , while P jm j = n. A random partition of n, is a random variable n with values in the set of partitions of n. Kingman 1978 introduced the concept of a partition structure, that is a sequence P n , n = 1 ; 2; : : : o f d i stributions for random partitions n of n, w h i c h i s consistent in the following sense: if n objects are partitioned into subsets with sizes given by n , a n d an object is deleted uniformly at random, independently of n , the partition of the n , 1 remaining objects has component sizes distributed according to P n,1 . Kingman 1982 and Aldous 1985 interpreted this concept in terms of an exchangeable random partition of the set of positive i n tegers N, whose restriction n to the set N n of integers f1; : : : ; n g has the following property:
given n , the induced partition of n, n is uniformly distributed over all partitions of the set N n with component sizes dictated by n . F or n with counts m j ; 1 j n, the number of such partitions of N n is This paper presents explicit formulae for various probabilities associated with random partitions induced by the zero set of Brownian motion and Brownian bridge. The portion of results regarding partition structures can be read from recent w ork by P erman et al. 1992 and Pitman 1995. But this paper goes further to investigate features of the time ordering of components of the various random partitions, which i n volves more than just the partition structure. Formulae for the partition structure are then recovered by appropriate summations over compositions of n, t h a t i s t o s a y ordered partitions of n. Preliminary forms of some of the results involving compositions appear in work of Pitman and Yor 1992 and Aldous and Pitman 1994. Gnedin 1996 develops the notion of a composition structure, a n d establishes a representation of such structures in terms of a random closed set M as above. Suppose B is de ned on a probability space ; F; P . Let P 0 de ned on the same space govern B t ; 0 t 1 as a Bessel bridge: P 0 : = P j B 1 = 0 :
For a real number x, l e t x 0 := 1, x n := xx+1: : : x+n,1, n = 1 ; 2; : : : :
Proposition 1 Fix n. A remarkable fact emerges from this calculation which does not seem at all obvious intuitively: Corollary 2 Let K n := P j M j , the number of components of the random partition of n. For every 1 k n, the conditional distribution of the random partition of n given K n = k is the same for B a Bessel process as for B a Bessel bridge of the same dimension.
Expressions for the exact distribution of K n in the two cases can be obtained by summing the above formulae over all partitions of n into k components. Alternatively, it follows from the results presented here that in both cases K n is a Markov c hain with simple inhomogeneous transition probabilities, and the distribution of K n can be described by a recursion using the forwards equations. Only in the Brownian case = 1 =2 is there much simpli cation: Corollary 3 For the partition structure derived f r om the zeros of Brownian motion, for 1 k n,
whereas for Brownian bridge
Comparison of Corollary 3 and Exercise III.10.10 of Feller 1968 shows that K n for Brownian motion has the same distribution asK n de ned to be the number of visits to the origin strictly before time 2n counting the visit at time 0 for a simple symmetric random walk on the integers. Similarly, K n for Brownian bridge has the same distribution asK n given that the walk returns to zero at time 2n. In Section 2 these coincidences are explained to some extent b y a n i n terpretation in terms of discrete renewal theory of the random partitions of n generated by a Bessel process or bridge. The asymptotic behavior of K n for large n involves the local time of B at zero up to time 1, that is the random variable S de ned by the formula S := ,1 , ,1 lim !0 fi : P i g a.s. Proposition 4 follows from 9 by conditioning on P 1 ; P 2 ; : : : and applying results of Karlin 1967 . Since Corollary 2 amounts to the fact that the distribution of the random vector N in ; i= 1 ; : : : ; k g i v en K n = k is the same for the Bessel bridge and the Bessel process, that corollary is the exact discrete analog of the next one, which follows from it via Proposition 4.
Corollary 5 The conditional joint distribution of the ranked excursion interval lengths P i given S, the local time at 0 up to time 1, is the same for the Bessel process as for the Bessel bridge of the same dimension.
Features of the joint distribution of the ranked excursion lengths P i derived from a Bessel process or Bessel bridge have been studied by a n umberof authors. See Pitman and Yor 1995 for a recent s u r v ey. This distribution is more di cult to describe explicitly than the closely related Poisson-Dirichlet distribution, for which see Kingman 1975 , Watterson 1976 .
For P 1 ; P 2 ; : : : with the Poisson-Dirichlet distribution with parameter 0, there is the following simpler description of a size-biased random permutation P 1 ; P 2 ; : : :of the ranked lengths P 1 ; P 2 ; : : : : P n = 1 , W 1 Hoppe 1986 , 1987 , Donnelly 1986 , Donnelly and Joyce 1989 . In the present framework, a size-biased random permutation of the P i derived from excursion intervals can be constructed as follows: let P 1 be the length of I 1 , the excursion interval containing U 1 ; inductively, let P j+1 be the length of the excursion interval I j+1 containing the rst U i that does not fall in I 1 I j . The analog of the GEM description in the Bessel s e t u p i s p r o vided by the following result: Proposition 6 Perman et al. 1992 Fix with 0 1. For a real number q with q ,1, let P q be the probability with density proportional to S q relative to the probability P that makes B a B e s s e l p r ocess of dimension 2 , 2 , where S is the local time of B at 0 up to time 1. A nd for q ,2 let P q 0 be derived similarly from the corresponding Bessel bridge law P 0 . F or 6 each , , the joint law of the ranked interval lengths P 1 ; P 2 ; : : :is the same under P as under P ,1
0
. Under either of these laws, the size-biased random permutation P 1 ; P 2 ; : : :of the interval lengths admits the description 10 for independent W n with beta1 , ; + n distributions. Note that by letting ! 0 f o r x e d 0, the joint l a w of the sizebiased permutation P 1 ; P 2 ; : : :for the ; model in Proposition 6 converges to the joint l a w for the GEM model. It is shown in Pitman 1995 that this construction yields a family of random partition structures, indexed by two parameters and , with an explicit sampling formula that reduces to formulae 2 and 3 in the cases 0 1, = 0 a n d = , and to the Ewens sampling formula in case = 0 , 0. See also Pitman 1996 and Kerov 1995 .
While Proposition 1 can be derived from this analysis of the size-biased random permutation of the interval lengths generated by the Bessel process or Bessel bridge, this argument ignores interesting features of the time ordering of intervals. The approach t a k en here is to derive Proposition 1 by analysis of the composition of n induced by the time ordering of the intervals. This brings out the connections with renewal theory mentioned earlier which d o not seem to generalize to the two-parameter set up.
Compositions
With the set up for Proposition 1, x n and let U 1 U 2 U n 11 denote the order statistics of n independent uniform 0; 1 variables U 1 ; ; U n , called the sample points, assumed independent o f B under both P and P 0 . In the notation of Proposition 1, let K n = P j M j : That is to say, K n is the number of distinct excursion intervals of B discovered by t h e n sample points. Given K n = k, de ne N j for 1 j k to be the number of sample points that fall in the jth of these k excursion intervals, where the excursion intervals are ordered by their starting times. Note that by de nition, N j 1 f o r 1 j k, and P k j=1 N j = n. This section describes the distribution of the composition of n de ned by the random sequence N 1 ; : : : ; N Kn of random length K n , both for the Bessel process and the Bessel bridge. Proposition 1 is then deduced by summing probabilities from this distribution over all compositions corresponding to a given partition of n.
De ne a sequence of n , 1 indicator variables Z ni ; 1 i n , 1, in terms of B and the rst n sample points, as follows:
Z ni := 1fB t = 0 for some U i t U i+1 g: 12 Since Z ni is also the indicator of the event t h a t N 1 + + N j = i for some 1 j K n , the random sequence Z ni ; 1 i n , 1 is just a recoding of N j ; 1 j K n . It is convenient t o s e t Z n0 := 1fB t = 0 for some 0 t U 1 g:
13 Then Z n0 = 1, and K n = P n,1 i=0 Z ni , b o t h P and P 0 a.s.. Also, let Z nn := 1fB t = 0 for some U n t 1g: 14
Then Z nn = 1 P 0 a.s., but
where G1 is the last zero of B before time 1, and the last equality i s obtained from the distribution of G1, which i s k n o wn Dynkin 1961 to be beta ; 1 , . Unlike Z ni for i n , the indicator variable Z nn is not determined by the composition of n de ned by N j ; 1 j K n . Rather, Z nn indicates which of the following two cases obtains: either the last N Kn sample points fall in a complete excursion interval when Z nn = 1 , c a l l i t the nal complete excursion case o r t h e l a s t N Kn sample points fall in the meander interval G1; 1 when Z nn = 0, call it the nal meander case. The joint l a w of the n + 1 indicator variables Z n0 ; Z n1 ; : : : ; Z nn will now be obtained using the standard representation of uniform order statistics in terms of a Poisson process. Let 0 = 0 , n = 1 + + n where 1 ; 2 ; : : : is a sequence of independent exponential variables with mean 1, supposed de ned on the same probability space ; F; P as the Bessel process B, a n d independent o f B. F or i = 0 ; 1; : : :let Z i = 1 fB t = 0 for some i t i+1 g: 
Under P 0 governing B as a Bessel bridge of dimension 2,2 , the joint distribution of Z n0 ; Z n1 ; : : : ; Z nn is identical to the P conditional joint distribution of Z 0 ; Z 1 ; : : : ; Z n given Z n = 1 .
Proof. The rst sentence is immediate from the stability of the zero set of B under scaling, and the standard fact that the joint l a w o f U 1 ; U 2 ; : : : ; U n is identical to that of 1 = n+1 ; 2 = n+1 ; : : : ; n = n+1 . The second sentence is due to the strong Markov property of the Bessel process at the right e n d o f each excursion interval that contains at least one of the times i , s i n c e X j is just the numberof i that fall in the jth such excursion interval. The formula For the Bessel bridge of dimension 2,2 , the joint law of K n ; N 1 ; : : : ; N Kn is identical to the conditional joint law of J n ; X 1 ; : : : ; X Jn given a renewal at time n:
1 , n i ,1 n i ! : 30 Proof. This follows immediately from Lemma 7, 19 and 23. 2
Proposition 1 can now be deduced from Proposition 8, using the following elementary lemma: Lemma 9 Suppose that N 1 ; : : : ; N Kn is a sequence o f p ositive integer random variables of random length K n , w i t h N 1 + + N Kn = n, such that for each k = 1 ; : : : ; nwith PK n = k 0, the conditional distribution of N 1 ; : : : ; N k given K n = k is exchangeable. That is, for all k = 2 ; : : : ; n and n i 1 with In particular, the lemma shows that A n is an unbiased pick f r o m t h e given counts, for every n and all possible counts, i hj is constant, that is to say the common X distribution is geometric p for some p. A n d A n is a size-biased pick from the given counts i the common X distribution is as in 18 for some 0 1.
Proposition 11 Let N 1 ; : : : ; N Kn be derived f r om the Bessel process of dimension 2 , 2 as in Proposition 8.
i conditionally given the partition of n, the last count N Kn is a size-biased choice f r om the unordered set of integers with sum n:
PN Kn = ajM j = m j ; 1 j n = am a =n; 1 a n ii conditionally given the partition of n and N Kn with K n = k, the joint distribution of N 1 ; : : : ; N k,1 is exchangeable.
Let P 1 P 2 : : :denote the ranked lengths of all the excursion intervals of the unconditioned Bessel process B t ; 0 t 1. The meander length := 1 , G1 appears as one of these lengths, while all other lengths correspond to complete excursion intervals contained in 0; 1. Pitman and Yor 1992 showed that for each i = 1 ; 2; : : : P = P i jP 1 ; P 2 ; : : : = P i :
36
That is to say, g i v en all the excursion lengths including the meander length, the meander length is picked by size-biased sampling. See also PitmanYor 1996 for a generalization of this result. Part i of Proposition 11 is a discrete analog of 36, with a partition of n, corresponding to ranked sequence of positive i n tegers with sum n, instead of a ranked sequence of positive real numbers with sum 1. T h e l a s t c o u n t in the discrete scheme is only indirectly related to the meander length . I f U n G 1, the last count N Kn gives the number of uniform order statistics to fall in the meander interval, but if U n G 1, then N Kn gives the number of order statistics to fall in some complete excursion before the meander interval. So it does not seem possible to derive the discrete result from its continuous analog 36. However, 36 can be deduced from the discrete result by a limiting argument, using the fact that PU n G 1 ! 1 a s n ! 1 .
Discretization of a Subordinator
This section presents some general calculations for a subordinator, which, in the case of a stable subordinator of index , are relevant to the study of the various random partitions induced by the zero set of the Bessel process of dimension 2 , 2 .
Let T s ; s 0 be a subordinator, that is an increasing process with stationary independent increments. See Fristedt 1974 for background. Assume for simplicity that T has no drift component, and L evy measure with in nite total mass. So De ne X k to be the numberof points of the P P that appear in the kth jump interval of T s that contains at least one point of the P P . Then on the one hand formula 41 for Z n in terms X 1 ; X 2 ; : : :is true a.s. because the assumptions on T imply that every point o f t h e P P falls a.s. in some jump interval of T. On the other hand, the X i are i.i.d. with the stated distribution, due to standard facts about Poisson processes see Kingman 1993 . The formula 44 for the generating function of the X i follows easily, and yields 45 via 21. 2 Let H 1 ; H 2 ; : : :denote the successive jump lengths of the subordinator that are hit by the P P . So X k is the number of points of the P P i n the interval of length H k in the complement of the range of T s ; s 0. Let G 1 ; G 2 ; : : :denote the lengths of the successive sub-interva l s o f 0 ; 1 t h a t 16 remain when all these jump intervals are deleted. So 0; 1 is partitioned into consecutive i n tervals of lengths. G 1 ; H 1 ; G 2 ; H 2 ; : : : such that the range of T is con ned to the union of the G-intervals, and the points of the P P all appear in the union of the H-intervals. The distribution of the X i is given by 18, and for k = 1 ; 2; : : :
Suppose the subordinator T s ; s 0 is the process inverse to the local time process S t ; t 0 associated with a point 0 in the state space of a Markov process B starting at B 0 = 0 . F or example, B could be a Brownian motion on R or a Bessel process of dimension 2 , 2 as in previous sections.
Assume B is such that bridges and excursions of B from 0 back t o 0 o ver time t admit a clear de nition for every t 0. Then, according to the theory of Markovian bridges and excursions see e.g. Getoor and Sharpe 1982, Fizsimmons et al. 1993 , on the interval of length G i the process B moves according to a bridge of length G i . On the interval of length H i the process B makes an excursion of length H i . And given all the lengths G i and H i , these bridges and excursions are independent processes with the prescribed lengths. In particular, in case B is a BM or Bessel process, the operation of standardizing these bridges and excursions to have length one by Brownian scaling produces a sequence of independent standard bridges and a sequence of independent standard excursions which are independent both of each other and of the G and H sequences. Moreover the entire path of B can be recovered from these independent objects by a n o b vious concatenation.
As a nal remark, conditionally given X = k, the places of the k points of the P P in the interval of length H k are distributed like the order statistics of k independent random variables that are uniformly distributed on the interval of length H k .
Interval Partitions
Consider again the set up for Propositions 1 and 8, with K n the number of distinct excursion intervals of B discovered by the sample of n points. Given Proof. This follows easily by the method used to prove Lemma 7, using Corollary 13, 48,49, and Lemma 14. 2
In the unconditioned case the description of the joint l a w of the various interval lengths given N 1 ; : : : ; N Kn involves two cases. Let = 1 , G1, the length of the nal meander interval G1; 1 .
Either nal complete excursion case: U n G 1, in which case GU n = G1, 1 , GU n = , and the largest N Kn sample points fall in the meander interval of length .
Or nal meander case: U n G 1, in which c a s e GU n G 1, and the largest N Kn sample points fall in a complete excursion interval, of length Kn , that is separated from the nal meander interval by a b r i d g e i n terval of length Kn+1 , s o e ,t t; 1, independently of Z 1 ; : : : ; Z n,1 , and all bridge and excursion interval lengths identi ed before time G n+1 . In the stable case, this distribution is gamma 1 , ; . Similarly, g i v en that J n = k, X i = n i , 1 i k, a n d Z n = 0, the meander length n+1 , G n+1 is distributed like the time till the n k + 1th mark in intervals with at least n k + 1 marks, with density proportional to n k +1 t n k e ,t t; 1, independently of all bridge and excursion interval lengths identi ed before time G n+1 . In the stable case, this distribution is gamma n k + 1 , ; . Proposition 16 now follows by an argument parallel to the proof of Proposition 15. 2 Corollary 17 Let R n denote the length of the complement in 0; 1 of the union of excursion intervals containing U 1 ; : : : ; U n . Then for the Bessel process of dimension 2 , 2 , the P conditional distribution of R n given K n = k is betak ;n,k 5 0 whereas for the Bessel bridge of dimension 2 , 2 , the P 0 conditional distribution of R n given K n = k is betak + ; n , k : 
