In this paper approximate solutions to a class of nonlinear partial differential equations by means of the Chebyshev spectral collocation method is considered. First, properties of the Chebyshev spectral collocation method required for our subsequent development are given and utilized to reduce the computation of Fisher's, generalized Burger's-Fisher, generalized Huxley, and generalized Burger's-Huxley equations to some system of ordinary differential equations. Then, we use fourth-order Runge-Kutta formula for the numerical solution of the system of ordinary differential equations. The method is applied to a few test examples to illustrate the accuracy and the implementation of the method.
Introduction
In this paper a Chebyshev spectral collocation method is used for the numerical solution of the following nonlinear partial differential equations: I) Fisher's equation [1, 2] 
II) generalized Burger's-Fisher equation [3, 4] 
where α, β , and δ are parameters, III) generalized Huxley equation [5, 6] 
3) where δ , β ≥ 0 and γ ∈ (0, 1) are given parameters, IV) generalized Burger's-Huxley equation [7, 8] 4) with equation (2.7), we obtain the fundamental recurrence relation T n (x) = 2xT n−1 (x) − T n−2 (x), n = 2, 3, . . . , (2.8) which together with the initial conditions 9) recursively generates all the polynomials {T n (x)} very efficiently. Clenshaw and Curtis [19] introduced the following approximation of the function u(x,t): 10) where T * j (x) = T j ( (2x − (b + a))/(b − a) ) denotes the jth shifted Chebyshev polynomial of the first kind. Note the double prime indicating that the first and last terms of the sum are to be halved. We can use the discrete orthogonality relation
where 12) and also, the collocation points x n are given by
We can invert the interpolating polynomial defined as (2.13) and find
14)
The relation between the Chebyshev functions and the first derivative is given by [20] : 
The Chebyshev spectral collocation method
In this section, we use the spectral collocation method for some different kinds of nonlinear partial differential equations of the form (1.1)-(1.4) with initial and boundary conditions (1.5) and (1.6) by using the Chebyshev polynomials.
Fisher's equation
Let us consider the Fisher's equation 17) with the initial condition 18) and boundary conditions 19) where D = {x : a < x < b} and ∂ D is its boundary. We assume u(x,t) defined over the D × [0, T ] be the exact solution of the problem (3.17)-(3.19) that is approximated as follows:
By considering the Equation (3.19) and the Chebyshev coefficients a j that is defined by (2.14), we can obtain the first derivative of u(x,t) at the collocation points (2.13) as follows:
where 
For the sake of simplicity, consider:
thus we can write:
Now for the second derivative of u(x,t) by similarly manner and using Equation (3.21), we obtain:
By assumption
we have:
By using the boundary conditions (3.19), we obtain:
We consider the notation F * i (t) as follows:
then we can write:
Having replaced the first term on the right-hand side of (3.17) with the Eq. (3.30) and setting collocation points x = x i , i = 0, 1, . . . , N that are defined by (2.13), we get the collocation result as
We denote
then the system of (3.31) can be given in the matrix form as: where
The above system is a system of ordinary differential equations. Solving this system by the fourth-order Runge-Kutta method, we can obtain an approximation to the solution of (3.17). The fourth-order Runge-Kutta method that is one of the well-known numerical methods for differential equations, can be presented as:
) .
Generalized Burger's-Fisher equation
In this subsection, we consider the generalized Burger's-Fisher equation
with the initial and boundary conditions (3.18) and (3.19) . In Eq. (3.34) α, β , and δ are parameters. By considering approximate solution u(x,t) as in (2.10) and then setting x = x i we get:
where u x (x i ,t) and u xx (x i ,t) are approximated by (3.24) and (3.30) respectively. Having replaced the u x (x i ,t) and u xx (x i ,t) on the right-hand sides of (3.35) with the Eqs. (3.24) and (3.30), we get:
Now by assumption
) and also
we may rewrite the system (3.36) in the form
where
Solving system of ordinary differential equations (3.38) by Runge-Kutta method (3.33), we can obtain an approximation to the solution of (3.34).
Generalized Huxley equation
In this subsection the chebyshev spectral collocation procedure is developed for the numerical solution of the generalized Huxley equation:
with initial condition
and boundary conditions
where D = {x : a < x < b}, δ , β ≥ 0 and γ ∈ (0, 1) are given parameters and ∂ D is its boundary.
By replacing the second term on the left-hand side of (3.40) with the Eq. (3.30) and setting the collocation points
we get the collocation result as
where D xx i,n and F * i (t) are defined by (3.26) and (3.29).
Considering the Eqs. (3.37) and (3.39), the system (3.43) can be written in the following form
du(t) = G(t, u(t)),
t).
Having solved the system (3.44) by the fourth-order Runge-Kutta method, we obtain u(x,t) as (2.10) which is the computed solution for the Huxley equation (3.40).
Generalized Burger's-Huxley equation
Finally in this subsection, we illustrate how the spectral collocation method based on the chebyshev polynomial may be used to find approximate solution for the generalized Burger's-Huxley equation
with initial and boundary conditions (1.5) and (1.6). α, β , γ and δ are parameters, β ≥ 0, δ > 0 and γ ∈ (0, 1).
We assume the solution
be the approximate solution of the problem (3.45). Similarly, by applying the chebyshev spectral collocation method, using the relations (3.24) and (3.30) and substituting x = x i for i = 0, . . . , N, we obtain the following system
By using the notations (3.37) and (3.39), and also,
we then rewrite the system (3.47) in the following form which is the system of ordinary differential equations.
du(t) = G(t, u(t)),
Solving the system (3.48) by Runge-Kutta method (3.33), we can obtain an approximation to the solution of (3.45).
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Numerical examples
In order to illustrate the performance of the Chebyshev spectral collocation method in solving the problems (1.1)-(1.6) and efficiency of the presented method, the following examples are considered. We assume u i and u * i be exact and approximate solutions and use the maximum of absolute error, defined as
The numerical results are tabulated in Tables 1-5 .
Example 4.1. Consider the Fisher's equation [21] 
which has the exact solution given by
We solve (4.50) for different values of t, h t = 10 −4 . The maximum of absolute errors are tabulated in Table 1 for N = 4, 6, 8. [22] and Golbabai et al. [3] . The authors used the cubic B-spline quasi-interpolation (BSQI) and spectral domain decomposition (SDD) methods to obtain their numerical solution.
where α, β and δ are arbitrary constants.
We compare the results with the BSQI [22] and SDD [3] [3] and [22] , namely; N = 8, N = 16, α = 0.1, β = −0.25 and h t = 10 −5 . Table 2 exhibits the compared results. Table 3 for the parameters β = 1, δ = 1, 2, 3 and γ = 0.001. [5, 6] applied to same equation with the same parameters β = 1, γ = 0.001 and δ = 1 and consider h t = 10 −4 and N = 10. Table 5 for α = 0, β = 1, γ = 0.001 and α = 0.001, β = 0.001, γ = 0.001. 4 9.7168E-6 9.6449E-9 0. 6 9.8850E-6 9.8137E-9 0. 8 9.9066E-6 9.8371E-9 1 9.9079E-6 9.8404E-9
Conclusion
The Chebyshev spectral collocation method is used to solve the Fisher's, generalized Burger's-Fisher, Huxley and generalized Burger's-Huxley equations with initial and boundary conditions. From the numerical results and Tables 1-5, we can say that errors are very small and they are very better than the results of another papers cited in this article.
