Abstract We discuss Krylov-subspace based model reduction techniques for nonlinear control systems. Since reduction procedures of existent approaches like TPWL and POD methods are input dependent, models that are subject to variable excitations might not be sufficiently approximated. We will overcome this problem by generalizing Krylov-subspace methods known from linear systems to a more general class of bilinear and quadratic-bilinear systems, respectively. As has recently been shown, a lot of nonlinear dynamics can be represented by the latter systems. We will explain advantages and disadvantages of the different approaches and discuss the choice of reasonable interpolation points with regard to optimal approximation results. A nonlinear RC circuit will serve as a numerical test example.
Introduction
An important tool in the analysis of complex physical phenomena is the simulation of the underlying mathematical models which are often given by systems of ordinary and/or partial differential equations. As one is interested in models as accurate as possible, linear models are often insufficient such that one is faced with largescale nonlinear systems. Frequently, these cannot be handled efficiently, necessitating model order reduction, i.e., the construction of a smaller system approximating the original one. Here, we consider nonlinear control-affine systems Σ :ẋ(t) =f (x(t)) +Bu(t),ŷ(t) =Ĉx(t),x(0) =x 0 , withf : Rn → Rn, B ∈ Rn ×m , C ∈ R p×n , x ∈ Rn, u ∈ R m ,ŷ ∈ R p ,n n s.t.ŷ ≈ y for all admissible u. While most existing nonlinear reduction methods like POD and TPWL, see [4, 7] , require specific training inputs and thus are input dependent, we will discuss two Krylov-based techniques which overcome this drawback. These are based on different approximations of Σ using bilinear or quadratic-bilinear systems.
Bilinear Control Systems
A common approach for the reduction of nonlinear systems of the form (1) is to first approximate them by systems with a simpler structure. Due to reasons of accuracy, instead of linearizing f around an operating point, we use Carleman bilinerization. The basic idea is to incorporate higher order terms of the Taylor expansion of f , leading to more accurate approximations, see [8] , using a bilinear control system
where A, N j ∈ R n×n , B ∈ R n×m , C ∈ R p×n , x ∈ R n , u ∈ R m , y ∈ R p . Though these systems have been studied throughout several decades now, recently an increased interest in the generalization of successful linear reduction techniques to bilinear systems has emerged, e.g. [1] [2] [3] . For simplicity, in the following we want to stick to the SISO case, i.e. m = p = 1.
As is well-known from [8] , the output of a bilinear system can be described by a Volterra series, generalizing the impulse response of a linear system, as
with kernels h(t 1 , . . . ,t j ) = Ce At j N · · · e At 2 Ne At 1 B. Passing to frequency domain by multivariable Laplace transform yields generalized transfer functions
The following statement now generalizes the rational interpolation problem known for linear system theory. Theorem 1. Let Σ be a bilinear system. Assume that V and W are given as biorthogonal bases of the unions of the column spaces
IfΣ is constructed by projection, i.e.,Â = W T AV,N = W T NV,B = W T B, C = CV , then the following Hermite interpolation conditions hold for s i ∈ {σ 1 , . . . , σ q }:
As for linear systems, a crucial fact obviously is the choice of reasonable interpolation points. For this, let us take a look at the H 2 -norm introduced in [9] , which can alternatively be computed via transfer functions.
Lemma 1. Let a bilinear system Σ be given and let σ (A) = {λ 1 , . . . , λ n } denote the spectrum of A. Then the H 2 -norm of Σ is given as
. . .
residue associated with the j-th transfer function.
A careful analysis of the above expression and the derivation of the H 2 -norm of the error system now lead to a slight change of the successful iterative rational Krylov algorithm (IRKA) proposed in [6] -due to space limitation, we only provide the resulting method as Alg. 1. Compute truncated SVD V q and W q of V and W.
Quadratic-Bilinear Control Systems
Let us now switch to quadratic-bilinear control systems, given as followṡ
where A 1 , N ∈ R n×n , A 2 ∈ R n×n 2 , B,C T ∈ R n . The advantage over regular bilinear systems is that the additional quadratic term will allow exact representations of a large class of nonlinear systems. Moreover, unlike Carleman linearization, the required quadratic-bilinearization is often achieved with an acceptable increase of the state dimension. The idea using quadratic-bilinear systems emerged quite recently and can be found in [5] . Due to space limitations, we will not discuss all theoretical aspects, but instead give an example illustrating the basic idea.
Example 1. Let us consider a two-dimensional nonlinear control system.
Next, we introduce new state variables in order to get rid of the exponential, root and trigonometric functions:
This allows to construct a six-dimensional quadratic-bilinear system:
Note that in the above example, we have used successive differentiations in order to perform the transformation. In general, adding algebraic equations might be necessary as well, see [5] . An efficient tool for understanding nonlinear systems is variational analysis, see [8] . For this, we consider an input of the form αu(t) and further assume the system to be given by a series of homogeneous subsystems, i.e. the response should be of the form
Finally, a comparison of the coeffients leads to a series of coupled linear systemṡ
Although an explicit solution formula similar to eq. (2) has not been proposed so far, the growing exponential approach allows a characterization in the frequency domain via generalized transfer functions as well. Here, we will only state the first two transfer functions:
Algorithm 2 Quadratic-Bilinear Model Order Reduction
for j = 1 to min(q 2 − i + 1, i) do 5:
end for 7: end for
Analogous to the bilinear case, multivariable expansions about a specific interpolation point allow the characterization via multimoments which can be matched by the reduced system if the Krylov subspaces are incorporated in the projection subspace as in Alg. 2. Note the changes in the shift of the Krylov matrix for the second transfer function, as well as the symmetric starting vectors which are missing in [5] .
Numerical Example
We will now judge the quality of the two different approaches by means of a standard numerical test example. For a detailed model description of the investigated nonlinear RC circuit, we refer to [1] . The circuit consists of ξ resistors with voltage dependency g(v) = exp(40v) + v − 1. While a Carleman linearziation up to second order leads to a bilinear system of dimension ξ + ξ 2 , a clever quadraticbilinearization only yields a state dimension of 2 · ξ , see [5] . Figure 1 shows the relative error between the bilinear system and the bilinearized system while the quadratic-bilinear one is directly compared to the original nonlinear system. For the bilinear system, we compared the choice of the interpolation points computed by Alg. 1 with the H 2 -optimal linear interpolations points obtained by IRKA. In the latter case, we interpolated 4 values of the first transfer function and 4 · 4 values of the second transfer function. At least in our example, the new approach lead to better results. On the other hand, for the quadratic-bilinear system, we compared the approximations around a specific interpolation point for a varying number of matched derivatives of the first and second transfer functions, respectively. Note that the moderate increase of the state dimension allowed to reduce a circuit consisting of 1000 resistors for which a bilinearization up to second order would have lead to a bilinear system of unmanageable size. 
Conclusions
We have discussed two Krylov-based model reduction techniques applicable to a class of general nonlinear systems. While the Carleman-based approach might easily extend manageable system dimensions, the transformation to a quadratic-bilinear system seems to be an interesting alternative to TPWL and POD. However, the choice of the interpolation points and the possibility of using two-sided projection methods seem to be tricky and thus should be further investigated.
