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Hall coefficient implies the mechanism for reconstruction of a Fermi surface, distinguishing com-
peting scenarios for Mott criticality such as electron fractionalization, dynamical mean-field theory,
and metal-insulator transition driven by symmetry breaking. We find that electron fractionalization
leaves a signature for the Hall coefficient at Mott criticality in two dimensions, a unique feature
differentiated from other theories. We evaluate the Hall coefficient based on the quantum Boltzman
equation approach, guaranteeing gauge invariance in both longitudinal and transverse transport
coefficients.
PACS numbers:
I. INTRODUCTION
Since reconstruction of Fermi surfaces has been dis-
cussed in the context of high Tc cuprates [1–3], it is
considered to play an essential role in understanding the
mechanism of metal-insulator transitions [4]. Its infor-
mation is reflected in the Hall coefficient [5–7], expected
to distinguish competing scenarios for Mott criticality
based on electron fractionalization [8], dynamical mean-
field theory (DMFT) [9], and metal-insulator transition
driven by symmetry breaking (SB-MIT), respectively.
Indeed, the Fermi-surface reconfiguration has been re-
garded as one of the central problems in heavy-fermion
quantum criticality [10], claimed to differentiate compet-
ing theories [11–14] such as the Kondo breakdown sce-
nario [15, 16], the local quantum criticality ansatz [17],
and the spin-density-wave theory [18].
In this paper we propose evidence of electron fraction-
alization at Mott criticality from the Hall coefficient. An
essential feature of the fractionalizaion scenario is ap-
pearance of novel charge fluctuations (holons) near the
Mott critical point, giving rise to an interesting metallic
state in two dimensions. Such charge fluctuations turn
out to contribute to the Hall coefficient additionally on
top of the Fermi-liquid value given by fermion excita-
tions (spinons). As a result, we uncover two-step jumps
in the Hall coefficient at the two dimensional Mott criti-
cal point. On the other hand, both DMFT and SB-MIT
allow only one-step jump from the Fermi-liquid value to
infinity at the Mott critical point. See Fig. 1.
A scaling theory for fermions has been proposed near
Mott criticality based on an ansatz of electron fractional-
ization, where the scaling expression of the spectral func-
tion is determined by both the dynamical critical expo-
nent and the anomalous dimension of fermions [19]. Al-
though this scaling theory serves a convenient framework
for quantum criticality in thermodynamics and trans-
port, it is difficult to find such critical exponents in the
Fermi-surface problem [20, 21], where they are intro-
duced phenomenologically. This difficulty does not arise
in the Hall coefficient, not renormalized by strong cor-
relations, thus suggesting an undisputable evidence for
FIG. 1: A schematic diagram for the Hall coefficient. Elec-
tron fractionalization gives rise to two-step jumps in the Hall
coefficient at the Mott critical point in two spatial dimen-
sions (left), where novel charge fluctuations (holons) appear
to contribute to the Hall coefficient in addition to fermions
(spinons). On the other hand, either DMFT or SB-MIT al-
lows only one-step jump (right). FL means Fermi liquid and
MC denotes Mott critical point.
electron fractionalization as the mechanism of the Fermi-
surface reconstruction.
II. A SIGNATURE OF ELECTRON
FRACTIONALIZATION IN THE HALL
COEFFICIENT
We start from the Hubbard model
H = −t
∑
〈ij〉
(c†iσcjσ +H.c.) + u
∑
i
ni↑ni↓. (1)
ciσ is an electron field, and niσ = c
†
iσciσ is its density. t
is a hopping parameter, and u is an interaction strength
at site i. In this study we focus on the case of two spatial
dimensions.
A way to describe electron fractionalization is to ex-
tract out collective charge dynamics explicitly from cor-
related electrons, referred as the slave-rotor representa-
tion [22, 23]. Such charge fluctuations are identified with
zero sound modes in the case of short range interactions
2while plasmon modes in the case of long range interac-
tions. Actually, one can check that the dispersion of the
rotor variable is the same as that of such collective charge
excitations. The Mott transition is described by gapping
of rotor excitations in the slave-rotor theory.
The slave-rotor theory is based on decomposition of an
electron field as follows ciσ = e
−iθifiσ, where e
−iθi is a
holon field to carry an electron charge, and fiσ is a spinon
field to do an electron spin. Resorting to this fractional-
ization scenario, one can rewrite the Hubbard model in
terms of holons and spinons, interacting via gauge fluc-
tuations. Gauge-field excitations are associated with col-
lective spin fluctuations, differentiated from those in the
spin-fermion model [18]. Performing the continuum ap-
proximation, we reach the following expression for the
Mott transition
L = f †
xσ(∂τ − µ− iϕx)fxσ +
1
2mf
|(∇ − iax)fxσ|2
+
1
2u
(∂τθx − ϕx)2 + 1
2mb
(∇θx − ax)2 + 1
4g2
fµνfµν ,
(2)
where the last term with the field strength tensor fµν =
∂µaν − ∂νaµ describes the Maxwell dynamics of gauge
fluctuations, and the gauge-matter coupling constant is
denoted as g. mf(b) is the band mass of spinons (holons).
A detailed derivation of this procedure can be found in
Refs. [22, 23].
This effective U(1) gauge theory has been discussed in
the Eliashberg framework, where self-energy corrections
of spinons, holons, and gauge fields are incorporated self-
consistently, but vertex corrections are neglected [24, 25].
Integrating over both spinons and holons, one finds an
effective action for gauge fluctuations
SG = 1
β
∑
iΩ
∫
d2q
(2π)2
1
2
(
γ
|Ω|
q
+ χq2 + σθ
√
Ω2 + q2
)
ai(q, iΩ)
(
δij − qiqj
q2
)
aj(−q,−iΩ), (3)
where multi-scale quantum criticality is uncovered from
two dynamical critical exponents, z = 1 from critical dy-
namics of holons and z = 3 from particle-hole excitations
near the Fermi surface of spinons. γ is the damping co-
efficient, proportional to the density of states of spinons,
and χ is the diamagnetic susceptibility of spinons. σθ is
the holon conductivity. Resorting to this gauge propa-
gator, one can evaluate self-energy corrections of spinons
and holons self-consistently in each regime. It was shown
that the holon self-energy due to gauge fluctuations is
not relevant, implying that the Mott transition falls into
the 3D-XY universality class [24, 25]. On the other hand,
the spinon self-energy gives rise to scaling for thermody-
namics and transport in each regime.
In order to evaluate both longitudinal and transverse
transport coefficients, we resort to the quantum Boltz-
man equation approach [26], given by
e
c
{vfk + ∂kℜΣfret(k, ω)} · (B × ∂k)G<f (k, ω)
+eE · [{vfk + ∂kℜΣfret(k, ω)}Γf(k, ω) + {ω − ξfk −ℜΣfret(k, ω)}∂kΓf (k, ω)][∂ωnf (ω)][Af (k, ω)]2 = Ifcoll(k, ω),
Ifcoll(k, ω) = i[2Γf(k, ω)G
<
f (k, ω)− Σ<f (k, ω)Af (k, ω)] (4)
for spinons and
e
c
{vbk + ∂kℜΣbret(k, ω)} · [(B +B)× ∂k]G<b (k, ω)
+e(E + E) · [{vbk + ∂kℜΣbret(k, ω)}Γb(k, ω) + {ω − ξbk −ℜΣbret(k, ω)}∂kΓb(k, ω)][∂ωnb(ω)][Ab(k, ω)]2 = Ibcoll(k, ω),
Ibcoll(k, ω) = i[2Γb(k, ω)G
<
b (k, ω)− Σ<b (k, ω)Ab(k, ω)] (5)
for holons, where G<f(b)(k, ω) and Σ
<
f(b)(k, ω) are lesser
Green’s function and self-energy of spinons (holons), re-
spectively, and Af(b)(k, ω), Γf(b)(k, ω), and ℜΣf(b)ret (k, ω)
are imaginary parts of retarded Green’s function, self-
energy, and the real part of the retarded self-energy, re-
spectively. v
f(b)
k and ξ
f(b)
k are velocity and dispersion
of spinons (holons), respectively. nf(b)(ω) is the Fermi-
Dirac (Bose-Einstein) distribution function. E andB are
applied electric and magnetic fields while E and B are in-
ternal fields related with fractionalization. Since spinons
do not carry an electric charge in our assignment, they
couple to internal fields only in a gauge invariant way.
Equations (4) and (5) are derived in appendix A.
Inelastic scattering with critical fluctuations gives rise
to the collision term of the right-hand-side, where each
lesser self-energy is given by
3Σ<f (k, ω) =
∑
q
∫ ∞
0
dν
π
∣∣∣k × qˆ
mf
∣∣∣2ℑDa(q, ν)[{nb(ν) + 1}G<f (k + q, ω + ν) + nb(ν)G<f (k + q, ω − ν)],
Σ<b (k, ω) =
∑
q
∫ ∞
0
dν
π
(∣∣∣k × qˆ
mb
∣∣∣2ℑDa(q, ν) + ℑDλ(q, ν)
)
[{nb(ν) + 1}G<b (k + q, ω + ν) + nb(ν)G<b (k + q, ω − ν)].
(6)
ℑDa(q, ν) is the spectral function of the gauge propaga-
tor, given by z = 3 in the paramagnetic insulating state
and z = 2 at the Mott critical point. ℑDλ(q, ν) is the
spectral function of the λ propagator, where excitations
of λ correspond to potential fluctuations for holons in the
nonlinear σ model description [27]. Such fluctuations are
essential, the Mott transition belonging to the XY uni-
versality class [24, 25].
These Boltzman equations are simplified further in
the Eliashberg approximation, where self-energy correc-
tions do not depend on momentum. Inserting the lesser
Green’s function
G<f(b)(k, ω) = inf(b)(ω)Af(b)(k, ω)
−i
(∂nf(b)(ω)
∂ω
)
Af(b)(k, ω)v
f(b)
k ·Λf(b)(k, ω) (7)
into the quantum Boltzman equations (4) and (5) with
Eq. (6), we find so called vertex distribution functions
for spinons and holons
Λf(kF , ω) =
e
2
τftr(kF , ω)
τfsc(kF , ω)
Af (kF , ω)
1 + iΩfτ
f
tr(kF , ω)
E ,
Λb(k, ω) =
e
2
τbtr(k, ω)
τbsc(k, ω)
Ab(k, ω)
1 + i(Ωb + ωb)τbtr(k, ω)
(E + E),
(8)
respectively, where Ωf(b) =
eB
mf(b)c
and ωf(b) =
eB
mf(b)c
are internal and external cyclotron frequencies, and
E = Ex + iEy and E = Ex + iEy are complex fields.
[τ
f(b)
sc (k, ω)]−1 = 2Γf(b)(k, ω) is the relaxation rate and
[τ
f(b)
tr (k, ω)]
−1 is the scattering rate associated with the
transport time, where the former quantity is obtained
from the Eliashberg calculation, and the latter is found
with vertex corrections, thus a gauge invariant quantity.
A detailed procedure on how to solve quantum Boltzman
equations is presented in appendix B.
Inserting these vertex-distribution functions into ex-
pressions for currents, we obtain
Jf = Cfe2ρfF vf2F
τftr(T )
1 + iΩfτ
f
tr(T )
E ,
Jb = Cbe2 τ
b
tr(T )
1 + i(Ωb + ωb)τbtr(T )
(E + E), (9)
where ρfF and v
f
F are the density of states and Fermi ve-
locity of spinons with a positive numerical constant Cf ,
and Cb is a positive number given by a function of temper-
ature and the ratio u/t. Cb is a universal number at the
Mott critical point, and it vanishes in the paramagnetic
insulator.
Internal magnetic fields are shifted as
Ωf =
χb
χf + χb
ωf , Ωb + ωb =
χf
χf + χb
ωb, (10)
determined from the gauge invariance [28]. Another
condition for the gauge invariance is the back-flow con-
straint,
Jf + Jb = 0, (11)
implying that the total internal current should vanish
[29]. Then, we reach the final expression for the Hall
resistivity
ρxy(T ) =
σxy(T )
[σxx(T )]2 + [σxy(T )]2
≈ 1
e2Cb
χf
χf + χb
ωb +
1
e2CfρfF vf2F
χb
χf + χb
ωf . (12)
It is important to notice that the transport time does
not appear, implying that renormalization of the Hall
conductivity due to quantum corrections is cancelled by
that of the square of the longitudinal conductivity. A
derivation is shown in appendix C.
In the Fermi liquid phase (u < uc) holon condensa-
tion gives rise to χb → ∞ [28]. Then, we find ρxy(T ) ≈
ωf
e2Cfρ
f
F
vf2
F
, which coincides with that of the Fermi liq-
uid state. On the other hand, χf ≫ χb results both
at the Mott critical point and in the paramagnetic in-
sulator. Then, we obtain ρxy(T ) ≈ ωbe2Cb , resulting from
only holons. In the insulating phase we see Cb → 0. See
appendix D. As a result, we obtain ρxy(T → 0) → ∞.
However, it is not the case at the critical point, where
the critical dynamics of holons is characterized by their
own conductivity. Cb is given by a constant, leading the
Hall coefficient at the Mott critical point to differ from
the Fermi-liquid value.
Integrating over spinon excitations, we obtain an ef-
fective field theory for critical holon dynamics with the
z = 2 gauge dynamics given by Eq. (3) and the z = 1 λ
dynamics Dλ(q, iΩ) =
1
κθ
√
Ω2+q2
, where κθ is associated
with the compressibility of critical holons. As discussed
in Refs. [24, 25], the z = 2 gauge dynamics does not
4affect the holon dynamics, preserving the 3D-XY univer-
sality class to allow the universal conductivity [30, 31]
at the two dimensional Mott critical point. This gives a
universal number to Cb, resulting in the universal jump
for the Hall coefficient at the Mott critical point. On the
other hand, if spinons are in the diffusive regime, the
gauge dynamics is given by Da(q, iΩ) =
1
σf |Ω|+σθq
with
the dc spinon conductivity σf . Such gauge fluctuations
will affect the holon dynamics, and the Mott transition
does not belong to the XY universality class any more.
Then, the universal conductivity depends on the damp-
ing coefficient σf , thus Cb becomes a function of disorder
and the density of states of spinons. The Hall coefficient
does not become universal. However, it must be differ-
ent from the Fermi-liquid value, giving rise to two-step
jumps in the Hall coefficient at the Mott critical point.
We claim that the (universal) jump in the Hall conduc-
tivity will not arise from either the DMFT framework or
SB-MIT theory. As revealed in the quantum Boltzman
equation approach, the Hall coefficient does not renor-
malize due to quantum corrections. Recalling that the
configuration of a Fermi surface is unchanged at the Mott
critical point in these frameworks, the Hall coefficient of
the Mott critical point remains the same as the Fermi-
liquid value, and jumps to an infinite directly in either
the paramagnetic insulator or an antiferromagnetic insu-
lator (Fig. 1).
One may criticize the assumption for the existence of
the paramagnetic insulating state, referred as a spin liq-
uid phase [32]. Although metal-insulator transitions are
usually involved with symmetry breaking, such an insu-
lating phase has been proposed in the DMFT framework
[33] and the gauge theory scenario [8, 34]. In particular,
such a state has been observed by various numerical sim-
ulations when geometrically frustrated lattices are con-
sidered to prohibit magnetic ordering [35]. However, the
stability of the spin liquid state is not an important issue
in our study. The point is whether electron fractional-
ization appears or not at the Mott critical point. If it
occurs, the two-step jumps should be shown in the Hall
coefficient, independent of the nature of an insulating
phase.
III. CONCLUSION
In this study we discussed how the spin-charge sepa-
ration scenario near two dimensional Mott criticality can
be verified from the Hall coefficient. An essential point
is that a novel metallic state emerges at the Mott criti-
cal point, described by critical dynamics of holon excita-
tions. As a result, such charge fluctuations contribute to
the Hall coefficient additionally on top of the Fermi liq-
uid value, given by spinon excitations. Interestingly, the
jump of the Hall coefficient turns out to be universal in
the clean limit, given by the 3D-XY universality class of
critical holon dynamics. We claim that the two-step be-
havior of the Hall coefficient (Fig. 1) can be regarded as
a fingerprint of electron fractionalization because either
the dynamical mean-field theory or symmetry-breaking
metal-insulator transition allows only one-step jump.
One cautious person may criticize that the behavior
of the Hall coefficient depicted in the right hand side of
Fig. 1 and that of the left hand side do not differ from
each other in the experimental point of view, if the Mott
transition occurs really just at a critical point instead
of a critical region. In this respect the behavior of the
Hall coefficient at finite temperatures may be essential.
Since the jump in the Hall coefficient is given by novel
metallicity of holon dynamics, we are suspecting an in-
teresting scaling behavior in U/T and H/T for the Hall-
coefficient jump, where U is a tuning parameter, here the
Hubbard-U , and H is externally applied magnetic field.
In particular, the scaling exponent will be given by that
of the 3D-XY universality class in the clean limit. Unfor-
tunately, we cannot find any previous researches on the
scaling behavior of the Hall coefficient in the superfluid
to Mott insulator transition of the bosonic Hubbard-type
model. This will be an interesting and important future
work.
This work was supported by the National Research
Foundation of Korea (NRF) grant funded by the Korea
government (MEST) (No. 2011-0074542).
Appendix A: To derive the quantum Boltzman equation in the presence of an external magnetic field
In appendix A we derive the quantum Boltzman equation. This derivation extends that of Mahan’s textbook [26]
to the situation with an external magnetic field. We start from equations of motion for the lesser Green’s function,
[i∂t1 −H0(r1, p1)]G<(x1, x2) =
∫
dx3[Σt(x1, x3)G
<(x3, x2)− Σ<(x1, x3)Gt¯(x3, x2)],
[−i∂t2 −H0(r2,−p2)]G<(x1, x2) =
∫
dx3[Gt(x1, x3)Σ
<(x3, x2)−G<(x1, x3)Σt¯(x3, x2)]. (A1)
The retarded Green’s function remains the same as that in equilibrium [26].
5First, we focus on the left-hand-side of these equations. These two equations can be rewritten as follows
[i(∂t1 − ∂t2)−H1 −H2]G<(x1, x2) = ...,
[i(∂t1 + ∂t2)−H1 +H2]G<(x1, x2) = ...,
H1 = H0(r1, p1), H2 = H0(r2,−p2). (A2)
The main point is to derive a gauge invariant expression in the presence of both electric fields and magnetic fields.
Introducing the center of mass (T,R) and relative (t, r) coordinates
t1,2 = T ± t
2
, r1,2 = R± r
2
, (A3)
we rewrite the covariant derivative of the Hamiltonian as follows
p1 + eEvt1 +
e
2c
B × r1 = (p+ eEvT + e
2c
B ×R) + 1
2
(P + eEvt+
e
2c
B × r),
p2 − eEvt2 − e
2c
B × r2 = −(p+ eEvT + e
2c
B ×R) + 1
2
(P + eEvt+
e
2c
B × r), (A4)
where the applied electric field is decomposed into Ev and Es and p1,2 = ±p+ P2 is used according to the coordinate
transformation.
Inserting the transformed covariant derivative into the Hamiltonian part of the equation of motion, we rewrite Eq.
(A2) as follows
2[i∂t − 1
2m
(p+ eEvT +
e
2c
B ×R)2 − 1
8m
(P + eEvt+
e
2c
B × r)2 + eEsR]G<(x,X) = ...,
[i∂T − 1
m
(p+ eEvT +
e
2c
B ×R)(P + eEvt+ e
2c
B × r) + eEsr]G<(x,X) = ..., (A5)
where ∂t1 + ∂t2 = ∂T and ∂t1 − ∂t2 = 2∂t are used according to Eq. (A3).
Performing the Fourier transformation, we see
2[Ω + eEsR − 1
2m
(q + eEvT +
e
2c
B ×R)2 + 1
8m
(∂R + eEv∂Ω +
e
2c
B × ∂q)2]G<(q,Ω;R, T ) = ...,
i[∂T + eEs∂q +
1
m
(q + eEvT +
e
2c
B ×R)(∂R + eEv∂Ω + e
2c
B × ∂q)]G<(q,Ω;R, T ) = .... (A6)
This expression is not gauge invariant. In order to make this expression invariant for the gauge transformation, we
perform
Ω + eEsR→ ω, q + eEvT + e
2c
B ×R→ k,
∂R → ∂R + eEs∂ω + e
2c
B × ∂k, ∂T → ∂T + eEv∂k. (A7)
As a result, we find the gauge invariant expression in this transformed coordinate, given by
[ω − ǫk + 1
8m
(∂R + eE∂ω +
e
c
B × ∂k)2]G<(k, ω;R, T ) = ...,
i[∂T + vk(∂R +
e
c
B × ∂k) + eE(∂k + vk∂ω)]G<(k, ω;R, T ) = ... (A8)
Following Mahan’s textbook, the right-hand-side of Eq. (A2) can be expressed as follows
[ω − ǫk + 1
8m
(∂R + eE∂ω +
e
c
B × ∂k)2]G<(k, ω;R, T )
=
1
2
∫
dze−iqz
∫
dye−iqy [Σt(y,X +
z
2
)G<(z,X − y
2
)− Σ<(y,X + z
2
)Gt¯(z,X −
y
2
)
+Gt(y,X +
y
2
)Σ<(z,X − y
2
)−G<(y,X + y
2
)Σt¯(z,X −
y
2
)]GI ,
i[∂T + vk(∂R +
e
c
B × ∂k) + eE(∂k + vk∂ω)]G<(k, ω;R, T )
=
∫
dze−iqz
∫
dye−iqy [Σt(y,X +
z
2
)G<(z,X − y
2
)− Σ<(y,X + z
2
)Gt¯(z,X −
y
2
)
−Gt(y,X + y
2
)Σ<(z,X − y
2
) +G<(y,X +
y
2
)Σt¯(z,X −
y
2
)]GI , (A9)
6where the subscript ”GI” represents gauge invariance, clearer below.
One can rewrite the self-energy part in a form of the Moyal product
I ≡
∫
dze−iqz
∫
dye−iqyΣ(y,X +
z
2
)G(z,X − y
2
) = Σ(q,X)e
i
2 [∂q∂X−∂X∂q ]G(q,X), (A10)
where the first derivative in the exponential acts to the front part and the second derivative does to the behind part.
Near equilibrium, variations with respect to positions are not so large, allowing us to expand the exponent of
derivatives as follows
I = Σ(q,X)G(q,X) +
i
2
[∂qΣ(q,X)∂XG(q,X)− ∂XΣ(q,X)∂qG(q,X)] + ...
≈ Σ(q,X)G(q,X) + i
2
[Σ(q,X), G(q,X)]. (A11)
This is called the gradient expansion. The Poisson bracket is defined as
[Σ(q,X), G(q,X)] = ∂qΣ(q,X)∂XG(q,X)− ∂XΣ(q,X)∂qG(q,X)
= ∂ΩΣ∂TG− ∂TΣ∂ΩG− (∂qΣ∂RG− ∂RΣ∂qG). (A12)
As discussed in the derivation of the left-hand-side, the above expression is not gauge invariant in the presence of
external fields. Performing the following transformation for the right-hand-side
Ω + eEsR→ ω, q + eEvT + e
2c
B ×R→ k, ∂R → ∂R + eEs∂ω + e
2c
B × ∂k, ∂T → ∂T + eEv∂k, (A13)
we write down the Moyal product in a gauge invariant way
I = Σ(k,X)e
i
2 [∂k∂X−∂X∂k+eE(∂ω∂k−∂k∂ω)+
e
c
Bǫzij∂ki∂kj ]G(k,X)
≈ Σ(k,X)G(k,X) + i
2
[∂kΣ(k,X)∂XG(k,X)− ∂XΣ(k,X)∂kG(k,X)]
+
i
2
eE[∂ωΣ(k,X)∂kG(k,X)− ∂kΣ(k,X)∂ωG(k,X)] + i
2
e
c
Bǫzij∂kiΣ(k,X)∂kjG(k,X). (A14)
As a result, we find two gauge invariant equations of motion for the lesser Green’s function
[ω − ǫk + 1
8m
(∂R + eE∂ω +
e
c
B × ∂k)2]G< = ℜΣretG< +Σ<ℜGret + i
4
[Σ>, G<]− i
4
[Σ<, G>]
+
i
4
eE[∂ωΣ
>∂kG
< − ∂kΣ<∂ωG< − ∂ωΣ<∂kG< + ∂kΣ<∂ωG>]
+
i
4
e
c
B[∂kxΣ
>∂kyG
< − ∂kyΣ<∂kxG< − ∂kxΣ<∂kyG< + ∂kyΣ<∂kxG>],
i[∂T + vk(∂R +
e
c
B × ∂k) + eE{(1− ∂ωℜΣret)∂k + (vk + ∂kℜΣret)∂ω}+ e
c
Bǫzij∂kiℜΣret∂kj ]G<
−ieE[∂ωΣ<∂kℜGret − ∂kΣ<∂ωℜGret]− i e
c
Bǫzij∂kiΣ
<∂kjℜGret = Σ>G< − Σ<G> + i[ℜΣret, G<] + i[Σ<,ℜGret],
(A15)
where the following relations are utilized
Gt −Gt¯ = 2ℜGret, Gt +Gt¯ = G< +G>,
Σt − Σt¯ = 2ℜΣret, Σt +Σt¯ = Σ< +Σ>. (A16)
Near equilibrium, systems are expected to be in homogeneous (∂RG
< → 0) and steady (∂TG< → 0) states. Then,
the Poisson bracket vanishes identically. These two equations can be further simplified as follows
[ω − ǫk]G< = ℜΣretG< +Σ<ℜGret + i
4
eE[∂ωΣ
>∂kG
< − ∂kΣ<∂ωG< − ∂ωΣ<∂kG< + ∂kΣ<∂ωG>]
+
i
4
e
c
B[∂kxΣ
>∂kyG
< − ∂kyΣ<∂kxG< − ∂kxΣ<∂kyG< + ∂kyΣ<∂kxG>],
e
c
(vk + ∂kℜΣret)(B × ∂k)G< + eE[(1− ∂ωΣret)∂k + (vk + ∂kℜΣret)∂ω ]G<
−eE[∂ωΣ<∂kℜGret − ∂kΣ<∂ωℜGret]− e
c
Bǫzij∂kiΣ
<∂kjℜGret = Σ<A− 2ΓG<, (A17)
7where the following identities of G> = G< − iA and Σ> = Σ< − 2iΓ are used for the second equation.
The first equation gives rise to the following solution in the linear response regime
G<(k, ω) = if(ω)A(k, ω) +O(En;n ≥ 1), (A18)
where
A(k, ω) =
2Γ
(ω − ǫk −ℜΣret)2 + Γ2 (A19)
is the spectral function with Γ = −2ℑΣret.
Inserting this solution into the second equation, we reach the quantum Boltzman equation
e
c
(vk + ∂kℜΣret)(B × ∂k)G< + eE[(vk + ∂kℜΣret)Γ + (ω − ǫk −ℜΣret)∂kΓ][∂ωf(ω)][A(k, ω)]2 = −i(Σ<A− 2ΓG<).
(A20)
Appendix B: To derive Λf(b)(k, ω) from the quantum Boltzman equation
1. To derive Λf (k, ω)
Inserting the ansatz for the lesser Green’s function
G<f (k + q, ω + ν) = iAf (k + q, ω + ν)
{
nf (ω + ν)−
(∂nf (ω + ν)
∂ω
)
v
f
k+q ·Λf (k + q, ω + ν)
}
(B1)
into the self-energy expression, we find
Σ<f (k, ω) = i
∑
q
∫ ∞
0
dν
π
∣∣∣k × qˆ
mf
∣∣∣2ℑDa(q, ν)
[
{nb(ν) + nf (ω + ν)}Af (k + q, ω + ν)− {nb(−ν) + nf (ω − ν)}Af (k + q, ω − ν)
]
nf(ω)
+i
∑
q
∫ ∞
0
dν
π
∣∣∣k × qˆ
mf
∣∣∣2ℑDa(q, ν)
[
{nb(ν) + nf (ω + ν)}1− nf (ω + ν)
1− nf(ω) Af (k + q, ω + ν)v
f
k+q ·Λf (k + q, ω + ν)
−{nb(−ν) + nf (ω − ν)}1− nf (ω − ν)
1− nf(ω) Af (k + q, ω − ν)v
f
k+q ·Λf (k + q, ω − ν)
](
−∂nf(ω)
∂ω
)
, (B2)
where the following identities for thermal factors,
{nb(ν) + 1}nf(ω + ν) = nf (ω){nb(ν) + nf (ω + ν)}, nb(ν)nf (ω − ν) = −nf(ω){nb(−ν) + nf (ω − ν)} (B3)
and
{nb(ν) + 1}
(
−∂nf(ω + ν)
∂ω
)
= {nb(ν) + nf (ω + ν)}
(
−∂nf(ω)
∂ω
)1− nf (ω + ν)
1− nf (ω) ,
nb(ν)
(
−∂nf(ω − ν)
∂ω
)
= −{nb(−ν) + nf (ω − ν)}
(
−∂nf(ω)
∂ω
)1− nf (ω − ν)
1− nf (ω) (B4)
are utilized.
Inserting both the lesser Green’s function and lesser self-energy into the quantum Boltzman equation, we obtain
the following expression
i
e
c
[vf
k
· (B × ∂k)vfk] ·Λf (k, ω)− eE · vfkΓf (k, ω)Af (k, ω) = −2Γf(k, ω)vfk ·Λf (k, ω)
+
∑
q
∫ ∞
0
dν
π
∣∣∣k × qˆ
mf
∣∣∣2ℑDa(q, ν)
{
{nb(ν) + nf(ω + ν)}Af (k + q, ω + ν)vfk+q ·Λf (k + q, ω + ν)
−{nb(−ν) + nf (ω − ν)}Af (k + q, ω − ν)vfk+q ·Λf (k + q, ω − ν)
}
, (B5)
8where
2Γf(k, ω) =
∑
q
∫ ∞
0
dν
π
∣∣∣k × qˆ
mf
∣∣∣2ℑDa(q, ν)
{
{nb(ν) + nf (ω + ν)}Af (k + q, ω + ν)− {nb(−ν) + nf (ω − ν)}Af (k + q, ω − ν)
}
(B6)
is the relaxation rate.
We write down the above expression as follows, introducing x and y components explicitly
−i e
mfc
BΛfy(k, ω)− [Af (k, ω)]eExΓf (k, ω) = −2Γf(k, ω)Λfx(k, ω)
+
∑
q
∫ ∞
0
dν
π
∣∣∣k × qˆ
mf
∣∣∣2ℑDa(q, ν)
{
{nb(ν) + nf (ω + ν)}Af (k + q, ω + ν)
vfxk+q
vfxk
Λfx(k + q, ω + ν)
−{nb(−ν) + nf (ω − ν)}Af (k + q, ω − ν)
vfxk+q
vfxk
Λfx(k + q, ω − ν)
}
,
i
e
mfc
BΛfx(k, ω)− [Af (k, ω)]eEyΓf (k, ω) = −2Γf(k, ω)Λfy(k, ω)
+
∑
q
∫ ∞
0
dν
π
∣∣∣k × qˆ
mf
∣∣∣2ℑDa(q, ν)
{
{nb(ν) + nf (ω + ν)}Af (k + q, ω + ν)
vfyk+q
vfyk
Λfy(k + q, ω + ν)
−{nb(−ν) + nf (ω − ν)}Af (k + q, ω − ν)
vfyk+q
vfyk
Λfy(k + q, ω − ν)
}
. (B7)
Introducing
Λx(k, ω) + iΛy(k, ω) = Λ(k, ω), Ex + iEy = E , (B8)
the quantum Boltzmann equation becomes
i
e
mfc
BΛf(k, ω)− eEΓf(k, ω)Af (k, ω) = −2Γf(k, ω)Λf (k, ω)
+
∑
q
∫ ∞
0
dν
π
∣∣∣k × qˆ
mf
∣∣∣2ℑDa(q, ν)
{
{nb(ν) + nf (ω + ν)}Af (k + q, ω + ν) cos θΛf (k + q, ω + ν)
−{nb(−ν) + nf (ω − ν)}Af (k + q, ω − ν) cos θΛf (k + q, ω − ν)
}
, (B9)
where cos θ is introduced for the velocity ratio.
Considering the Fermi surface, we perform the following approximation
(
1 + i
eB
mfc
1
2Γf(kF , ω)
)
Λf (kF , ω) =
Af (kF , ω)
2
eE + 1
2Γf (kF , ω)
∑
q
∫ ∞
0
dν
π
∣∣∣kF × qˆ
mf
∣∣∣2ℑDa(q, ν)
{
{nb(ν) + nf (ω + ν)}Af (kF + q, ω + ν)− {nb(−ν) + nf (ω − ν)}Af (kF + q, ω − ν)
}
cos θΛf (kF , ω). (B10)
As a result, we reach the final expression for the vertex distribution function
Λf (kF , ω) =
e
2
τftr(kF , ω)
τfsc(kF , ω)
Af (kF , ω)
1 + iωfc τ
f
tr(kF , ω)
E , (B11)
where
1
τfsc(kF , ω)
≡ 2Γf(kF , ω) = N
f
F
2π
∫
dξ
∫ 1
−1
d cos θ
∫ ∞
0
dν
π
[vf2F cos
2(θ/2)]ℑDa(q, ν)
{
{nb(ν) + nf (ω + ν)}Af (kF + q, ω + ν)− {nb(−ν) + nf (ω − ν)}Af (kF + q, ω − ν)
}
(B12)
9is the relaxation rate and
1
τftr(kF , ω)
=
NfF
2π
∫
dξ
∫ 1
−1
d cos θ
∫ ∞
0
dν
π
[vf2F cos
2(θ/2)]ℑDa(q, ν)
{
{nb(ν) + nf (ω + ν)}Af (kF + q, ω + ν)− {nb(−ν) + nf (ω − ν)}Af (kF + q, ω − ν)
}
[1− cos θ] (B13)
is the scattering rate associated with transport. Note that there is 1− cos θ factor in the transport time.
The spinon current is given by
Jfµ = −i
∫
d3k
(2π)3
kµ
mf
∫
dω
2π
G<f (k, ω), (B14)
resulting in
Jfx =
∫
d3k
(2π)3
∫
dω
2π
(
−∂nf(ω)
∂ω
)
Af (k, ω)v
fx2
k Λfx(k, ω),
Jfy =
∫
d3k
(2π)3
∫
dω
2π
(
−∂nf(ω)
∂ω
)
Af (k, ω)v
fy2
k Λfy(k, ω). (B15)
Then, we obtain
Jf = Jfx + iJfy = v
f2
F
∫
d3k
(2π)3
∫
dω
2π
sin2 θk
(
−∂nf(ω)
∂ω
)
Af (k, ω)Λf (k, ω)
= e2vf2F
∫
d3k
(2π)3
∫
dω
2π
sin2 θkF
(
−∂nf(ω)
∂ω
)
[Af (kF , ω)]
2 τ
f
tr(kF , ω)
τfsc(kF , ω)
1
1 + iωfc τ
f
tr(kF , ω)
E
= e2CfρfF vf2F
τftr(T )
1 + iωfc τ
f
tr(T )
E , (B16)
where
Cf = C
∫ 1
−1
d cos θkF sin
2 θkF
∫ ∞
−∞
dξ
1
τfsc(kF , ω)
[Af (ξ, ω)]
2 (B17)
with a positive numerical constant C. Note that the relaxation time in the denominator is cancelled after the ξ
integration, making Cf a positive numerical constant, too. The final expression in Eq. (B16) with Eq. (B17) coincides
with the well known result, justifying our scheme of approximation.
2. To derive Λb(k, ω)
One can derive the vertex distribution function for holons in a similar way of that for spinons. Inserting the lesser
Green’s function
G<b (k + q, ω + ν) = iAb(k + q, ω + ν)
{
nb(ω + ν)−
(∂nb(ω + ν)
∂ω
)
vbk+q ·Λb(k + q, ω + ν)
}
(B18)
into the lesser self-energy, we obtain
Σ<b (k, ω) = i
∑
q
∫ ∞
0
(∣∣∣k × qˆ
mb
∣∣∣2ℑDa(q, ν) + ℑDλ(q, ν)
)
[
{nb(ν)− nb(ω + ν)}Ab(k + q, ω + ν)− {nb(−ν)− nb(ω − ν)}Ab(k + q, ω − ν)
]
nb(ω)
+i
∑
q
∫ ∞
0
dν
π
(∣∣∣k × qˆ
mb
∣∣∣2ℑDa(q, ν) + ℑDλ(q, ν)
)
[
{nb(ν)− nb(ω + ν)}1 + nb(ω + ν)
1 + nb(ω)
Ab(k + q, ω + ν)v
b
k+q ·Λb(k + q, ω + ν)
−{nb(−ν)− nb(ω − ν)}1 + nb(ω − ν)
1 + nb(ω)
Ab(k + q, ω − ν)vbk+q ·Λb(k + q, ω − ν)
](
−∂nb(ω)
∂ω
)
, (B19)
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where the following identities,
{nb(ν) + 1}nb(ω + ν) = nb(ω){nb(ν)− nb(ω + ν)}, nb(ν)nb(ω − ν) = −nb(ω){nb(−ν)− nb(ω − ν)} (B20)
and
{nb(ν) + 1}
(
−∂nb(ω + ν)
∂ω
)
= {nb(ν) − nb(ω + ν)}
(
−∂nb(ω)
∂ω
)1 + nb(ω + ν)
1 + nb(ω)
,
nb(ν)
(
−∂nb(ω − ν)
∂ω
)
= −{nb(−ν)− nb(ω − ν)}
(
−∂nb(ω)
∂ω
)1 + nb(ω − ν)
1 + nb(ω)
, (B21)
are utilized.
Inserting this lesser self-energy and the lesser Green’s function into the quantum Boltzman equation, we obtain
i
e
c
vbk · [(B +B)× ∂k{vbk ·Λb(k, ω)}]− e(E +E) · vbkΓb(k, ω)Ab(k, ω) = −2Γb(k, ω)vbk ·Λb(k, ω)
+
∑
q
∫ ∞
0
dν
π
(∣∣∣k × qˆ
mb
∣∣∣2ℑDa(q, ν) + ℑDλ(q, ν)
){
{nb(ν)− nb(ω + ν)}Ab(k + q, ω + ν)vbk+q ·Λb(k + q, ω + ν)
−{nb(−ν)− nb(ω − ν)}Ab(k + q, ω − ν)vbk+q ·Λb(k + q, ω − ν)
}
, (B22)
where
2Γb(k, ω) =
∑
q
∫ ∞
0
dν
π
(∣∣∣k × qˆ
mb
∣∣∣2ℑDa(q, ν) + ℑDλ(q, ν)
)
{
{nb(ν)− nb(ω + ν)}Ab(k + q, ω + ν)− {nb(−ν)− nb(ω − ν)}Ab(k + q, ω − ν)
}
(B23)
is the relaxation rate.
We write down the above expression as follows, introducing x and y components explicitly
−i e
mbc
(B +B)Λyb (k, ω)− e(Ex + Ex)Γb(k, ω)Ab(k, ω) = −2Γb(k, ω)Λxb (k, ω)
+
∑
q
∫ ∞
0
dν
π
(∣∣∣k × qˆ
mb
∣∣∣2ℑDa(q, ν) + ℑDλ(q, ν)
){
{nb(ν)− nb(ω + ν)}Ab(k + q, ω + ν)
vbxk+q
vbxk
Λxb (k + q, ω + ν)
−{nb(−ν)− nb(ω − ν)}Ab(k + q, ω − ν)
vbxk+q
vbxk
Λxb (k + q, ω − ν)
}
,
i
e
mbc
(B +B)Λxb (k, ω)− e(Ey + Ey)Γb(k, ω)Ab(k, ω) = −2Γb(k, ω)Λyb (k, ω)
+
∑
q
∫ ∞
0
dν
π
(∣∣∣k × qˆ
mb
∣∣∣2ℑDa(q, ν) + ℑDλ(q, ν)
){
{nb(ν)− nb(ω + ν)}Ab(k + q, ω + ν)
vbyk+q
vbyk
Λyb (k + q, ω + ν)
−{nb(−ν)− nb(ω − ν)}Ab(k + q, ω − ν)
vbyk+q
vbyk
Λyb (k + q, ω − ν)
}
. (B24)
Introducing
Λxb (k, ω) + iΛ
y
b (k, ω) = Λb(k, iω), Ex + iEy = E, (B25)
the quantum Boltzman equation becomes
i
e
mbc
(B +B)Λb(k, ω)− e(E + E)Γb(k, ω)Ab(k, ω) = −2Γb(k, ω)Λb(k, ω)
+
∑
q
∫ ∞
0
dν
π
(∣∣∣k × qˆ
mb
∣∣∣2ℑDa(q, ν) + ℑDλ(q, ν)
){
{nb(ν) − nb(ω + ν)}Ab(k + q, ω + ν) cos θΛb(k + q, ω + ν)
−{nb(−ν)− nb(ω − ν)}Ab(k + q, ω − ν) cos θΛb(k + q, ω − ν)
}
, (B26)
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where cos θ is introduced for the velocity ratio.
This expression is further simplified, neglecting q and ν in the vertex distribution function,
i
e
mbc
(B +B)Λb(k, ω)− e(E + E)Γb(k, ω)Ab(k, ω) = −2Γb(k, ω)Λb(k, ω)
+
∑
q
∫ ∞
0
dν
π
(∣∣∣k × qˆ
mb
∣∣∣2ℑDa(q, ν) + ℑDλ(q, ν)
){
{nb(ν) − nb(ω + ν)}Ab(k + q, ω + ν)
−{nb(−ν)− nb(ω − ν)}Ab(k + q, ω − ν)
}
cos θΛb(k, ω). (B27)
Then, we reach the final expression
Λb(k, ω) =
e
2
τbtr(k, ω)
τbsc(k, ω)
Ab(k, ω)
1 + i(Ωb + ωb)τbtr(k, ω)
(E + E), (B28)
where
1
τbsc(k, ω)
= 2Γb(k, ω) =
1
(2π)2
∫ ∞
0
dqq2
∫ 1
−1
d cos θ
∫ ∞
0
dν
π
( k2
m2b
cos2(θ/2)ℑDa(q, ν) + ℑDλ(q, ν)
)
{
{nb(ν)− nb(ω + ν)}Ab(k + q, ω + ν)− {nb(−ν)− nb(ω − ν)}Ab(k + q, ω − ν)
}
(B29)
is the relaxation rate and
1
τbtr(k, ω)
=
1
(2π)2
∫ ∞
0
dqq2
∫ 1
−1
d cos θ
∫ ∞
0
dν
π
( k2
m2b
cos2(θ/2)ℑDa(q, ν) + ℑDλ(q, ν)
)
{
{nb(ν) − nb(ω + ν)}Ab(k + q, ω + ν)− {nb(−ν)− nb(ω − ν)}Ab(k + q, ω − ν)
}
[1− cos θ] (B30)
is the scattering rate associated with transport.
Appendix C: To derive the longitudinal and Hall conductivities from the current formulae
The back-flow constraint results in
E = −
Cbe2 τ
b
tr(T )
1+i
χf
χf+χb
ωbτbtr(T )
CfρfF e2vf2F τ
f
tr(T )
1+i
χb
χf+χb
ωf τ
f
tr(T )
+ Cbe2 τ
b
tr(T )
1+i
χf
χf+χb
ωbτbtr(T )
E. (C1)
Then, the electric current is given by
Jel = e
2
CfCbρfF vf2F τ
f
tr(T )
1+i
χb
χf+χb
ωfτ
f
tr(T )
τbtr(T )
1+i
χf
χf+χb
ωbτbtr(T )
CfρfF vf2F τ
f
tr(T )
1+i
χb
χf+χb
ωfτ
f
tr(T )
+ Cb τ
b
tr(T )
1+i
χf
χf+χb
ωbτbtr(T )
E. (C2)
Cooking the above expression as follows
Jel = e
2 CfCbρfF vf2F τftr(T )τbtr(T )(
CfρfF vf2F τftr(T ) + Cbτbtr(T )
)2
+
(
CfρfF vf2F τftr(T ) χfχf+χbωbτbtr(T ) + Cbτbtr(T )
χb
χf+χb
ωfτ
f
tr(T )
)2
{
CfρfF vf2F τftr(T ) + Cbτbtr(T )− i
(
CfρfF vf2F τftr(T )
χf
χf + χb
ωbτ
b
tr(T ) + Cbτbtr(T )
χb
χf + χb
ωfτ
f
tr(T )
)}
(Ex + iEy),(C3)
12
we obtain both longitudinal and transverse conductivities,
σxx(T ) = e
2
CfCbρfF vf2F τftr(T )τbtr(T )
(
CfρfF vf2F τftr(T ) + Cbτbtr(T )
)
(
CfρfF vf2F τftr(T ) + Cbτbtr(T )
)2
+
(
CfρfF vf2F τftr(T ) χfχf+χbωbτbtr(T ) + Cbτbtr(T )
χb
χf+χb
ωfτ
f
tr(T )
)2 ,
σxy(T ) = e
2 CfCbρfF vf2F τftr(T )τbtr(T )(
CfρfF vf2F τftr(T ) + Cbτbtr(T )
)2
+
(
CfρfF vf2F τftr(T ) χfχf+χbωbτbtr(T ) + Cbτbtr(T )
χb
χf+χb
ωfτ
f
tr(T )
)2
(
CfρfF vf2F τftr(T )
χf
χf + χb
ωbτ
b
tr(T ) + Cbτbtr(T )
χb
χf + χb
ωfτ
f
tr(T )
)
, (C4)
respectively. These conductivities give rise to the Hall resistivity of Eq. (12).
Appendix D: To evaluate the holon current
The holon current is given by
Jb =
∫
d3k
(2π)3
∫
dω
2π
k2
m2b
sin2 θk
(
−∂nb(ω)
∂ω
)
Ab(k, ω)Λb(k, ω). (D1)
Inserting the vertex distribution function into the above, we see
Jb = e
2
∫
d3k
(2π)3
∫
dω
2π
k2
m2b
sin2 θk
(
−∂nb(ω)
∂ω
)
[Ab(k, ω)]
2 τ
b
tr(k, ω)
τbsc(k, ω)
1
1 + i(Ωb + ωb)τbtr(k, ω)
(E +E), (D2)
where
Ab(k, ω) =
[τbsc(k, ω)]
−1
(ω − ξk)2 + [τbsc(k, ω)]−2
(D3)
is the holon spectral function.
In the Eliashberg theory the relaxation time is assumed to be momentum-independent, τbsc(k, ω) ≈ τbsc(ω), where the
singular contribution results from the frequency dependence. Accordingly, the transport time is assumed to depend
on frequency only.
Resorting to this assumption, we obtain the current formula
Jb = Cθ e
2
m2b
∫
dω
2π
∫ ∞
0
dkk4
(
−∂nb(ω)
∂ω
)( [τbsc(ω)]−1
(ω − ξk)2 + [τbsc(ω)]−2
)2 τbtr(ω)
τbsc(ω)
1
1 + i(Ωb + ωb)τbtr(ω)
(E +E)
= Cθ e
2
m2b
∫
dω
2π
(
−∂nb(ω)
∂ω
)∫ ∞
(ω+µ)τbsc(ω)
dy
(
y[τbsc(ω)]
−1 + ω + µ
)3/2( 1
y2 + 1
)2 τbtr(ω)
1 + i(Ωb + ωb)τbtr(ω)
(E +E)
= Cθ e
2
m2b
∫
dω
2π
(
−∂nb(ω)
∂ω
)∫ ∞
1
dz(z + 1)3/2
(ω + µ)5/2τbsc(ω)
[(ω + µ)2{τbsc(ω)}2z2 + 1]2
τbtr(ω)
1 + i(Ωb + ωb)τbtr(ω)
(E +E)
≈ Cθ e
2
m2b
∫ ∞
1
dz(z + 1)3/2
(T + µ)5/2τbsc(T )
[(T + µ)2{τbsc(T )}2z2 + 1]2
τbtr(T )
1 + i(Ωb + ωb)τbtr(T )
(E +E)
≈ e2Cb τ
b
tr(T )
1 + i(Ωb + ωb)τbtr(T )
(E +E), (D4)
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where Cθ is a positive numerical constant associated with the angular integration, and Cb is given by
Cb ≈ Cθ
m2b
[{∫ (T+µ)−1{τbsc(T )}−1
1
dz(z + 1)3/2(T + µ)5/2τbsc(T )
+
∫ ∞
(T+µ)−1{τbsc(T )}
−1
dz
(z + 1)3/2
z4
1
(T + µ)3/2{τbsc(T )}3
}
Θ
(
(T + µ)−1{τbsc(T )}−1 − 1
)
+
∫ ∞
1
dz
(z + 1)3/2
z4
1
(T + µ)3/2{τbsc(T )}3
Θ
(
1− (T + µ)−1{τbsc(T )}−1
)]
≈ Cθ
m2b
[{16
15
[τbsc(T )]
−3/2 − 4
5
(T + µ)5/2τbsc(T )
}
Θ
(
(T + µ)−1{τbsc(T )}−1 − 1
)
+
2
3
1
(T + µ)3/2{τbsc(T )}3
Θ
(
1− (T + µ)−1{τbsc(T )}−1
)]
. (D5)
This expression tells us that Cb vanishes as T goes to zero in the paramagnetic Mott insulator because the presence
of an excitation gap (µ 6= 0) implies irrelevance of self-energy corrections in the T → 0 limit. The only contribution
resulting from the second term dies out in this limit. On the other hand, the first term contributes to Cb at the
Mott critical point (µ = 0). The self-energy correction due to λ fluctuations is given by ∼ ∫ d3qq−1|k + q|−2 ∼∫ 1
−1
d cos θ
∫∞
0
dqq2q−1(k2 + q2 + 2kq cos θ)−1 =
∫ 1
−1
d cos θ
∫∞
0
dxx(1 + x2 + 2x cos θ)−1, causing [τbsc(T )]
−1 = const.
in one time and two space dimensions. As a result, we obtain a finite value for Cb. However, it turns out to vanish in
three spatial dimensions, allowing only one-step jump for the Hall coefficient.
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