Abstract-The lossless rate region for the coded side information problem is "solved," but its solution is expressed in terms of an auxiliary random variable. As a result, finding the rate region for any fixed example requires an optimization over a family of allowed auxiliary random variables. While intuitive constructions are easy to come by and optimal solutions are known under some special conditions, proving the optimal solution is surprisingly difficult even for examples as basic as a binary source with binary side information. We derive the optimal auxiliary random variables and corresponding achievable rate regions for a family of problems where both the source and side information are binary. Our solution involves first tightening known bounds on the alphabet size of the auxiliary random variable and then optimizing the auxiliary random variable subject to this constraint. The technique used to tighten the bound on the alphabet size applies to a variety of problems beyond the one studied here.
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I. INTRODUCTION
Generalizing our understanding of the source coding problem from point-to-point communication systems to general networks remains a central underlying goal of source coding research. The problem of source coding with coded side information, perhaps one of the most basic components of network source coding systems, is an important stepping stone in this endeavor. The problem was introduced and solved by Ahlswede and Korner in [1] . Their achievable rate region describes the family of rate vectors (R x, Ry) such that independently describing source X at rate RX and side information Y at rate Ry allows the decoder to reconstruct X with asymptotically negligible error probability. (See Fig. 1.) While the characterization given by Ahlswede and Korner is tight, it does not tell the full story. The given solution relies on an unknown auxiliary random variable. Thus numerically characterizing the achievable rate region for any joint distribution on (X, Y) requires an additional optimization over all admissible auxiliary random variables U.
Solution of the optimal auxiliary random variable is studied in [2] . [3] , [4] , [5] , [6] , [7] . We then derive the optimal U and corresponding optimal rate region for a variety of examples where X and Y are binary; JUI < 2 in these examples by our first result. In Section IV, we prove that if the conditional distribution of X given Y is a binary symmetric channel, then U is optimal if and only if U and Y are related through a binary symmetric channel as well. (See Fig. 2 .) In Section V, we show that if the conditional distribution of X given Y is a Z-channel, then U is optimal if and only if U and Y are related through a Z-channel as well. (See Fig. 3 .) The result can be applied to bound the achievable region for general binary pairs (X, Y) using the concavity property derived in [8] , and to fully describe the region for (X, Y) pairs whose joint distributions decompose into known irreducible components. (See [2] .) 11. BACKGROUND Consider the coded side inforfmation problem shown in Fig. 1 We use the next theorem, which is proven in Appendix A, to solve this optimization problem. Theorem 3: The following inequality holds for any 0 < a < y </ < 1/2 and 0 < c < 1/2 H(/) H1 (7) 
V. Z-CHANNEL CASE
We next consider X and Y related through a Z channel. (7)) Ry H(p') '-PH (7)) (4) Proof. We first show that (3) implies that 1 -p < y </. Consider any 0 < T < 1, and some distinct x and y such that x C [a), 1 -p] and y e [1 -p, Hence for any T, 0T(X, y) is strictly increasing in x (when y is fixed) and strictly decreasing in y (when x is fixed).
Rewriting (3) as O, (a, /) (0,7)s, we have immediately that 0e(°M < 0e(a:S)0e(°A ): which proves / > 7y.
The condition (3) Thus, (4) [1 -p, 1] such that (3) holds, and then (4) 
increasing, then (a) (b) f
is (strictly) increasing in x for x such that g(x) g(l).
Proof. Without loss of generality, we assume that a = 0 and b 1. Given O < t < 1, and O < A < 1-t. Foreach n e N, consider the partition of [0, t] n n nn and the partition of (t, t + A] Now, since the function f '(x)/g'(x) is increasing, Sf,n < Sf,n + Tf,n Sg,n -Sg,n + Tg,n and therefore
A similar argument leads to (b) .
The function
x6(1 -x6) is strictly increasing for x e (0,1/2). 
