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Maximal monotone operators with non-empty
domain interior; characterizations and
continuity properties
M.D. Voisei
Abstract
In the context of general Banach spaces characterizations for the max-
imal monotonicity of operators with non-empty domain interior as well as
stronger continuity properties for such operators are provided.
1 Introduction
In the context of locally convex or Banach spaces there are few characterizations
for the maximal monotonicity of an operator (see e.g. [10, Theorem 3.8], [22,
Theorem 2.3], and [26, Theorem 6]). All these characterizations are based on
special convex representations associated to the operator.
In a finite-dimensional space a complete characterization for the maximality
of a monotone operator is given in [13, Theorem 3.4] in terms of direct oper-
ator notions: the near convexity of its domain, convexity of its values, graph
closedness, and behavior at the boundary of its domain.
In a Banach space context characterizations of maximality, similar to those
found in the finite-dimensional case, are available for full-space or open convex
domain monotone multi-functions (see [4, Theorem 1.2], [8, Lemma 2.2], [21,
Theorem 40.2, p. 155], [24, Lemma 4.2], and [17, Lemma 7.7, p. 104]).
Every maximal monotone operator in a finite dimensional space has a non-
empty convex relative interior of its domain which is dense in the domain and
a convex domain closure (see e.g. [15], [19, Theorems 6.2, 6.3], [20, Theorem
12.41, p. 554]).
That is why, characterizations of the maximality of a monotone operator
with non-empty relative (algebraic) domain interior in a general Banach space,
in terms of notions directly linked to the operator and similar to those seen
in the finite-dimensional case, constitute generalizations of all fore-mentioned
results and that is our primary goal.
Our secondary goal is to reveal several continuity properties with respect
to the strong×weak-star topology for maximal monotone operators which have
non-empty domain interiors and are defined in a normed barrelled space, such as,
the closedness of the graph, the upper semicontinuity, and the Cesari property.
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The plan of the paper is as follows. The next section introduces the reader
to the main notions and notations used in this article. Section 3 dwells with
the restrictions of an operator to affine subsets. Section 4 analyzes the finite-
dimensional case and provides a new proof of [13, Theorem 3.4]. In Section 5 the
characterizations previously seen in the finite dimensional context are extended
to arbitrary Banach spaces via a hemicontinuity condition, demiclosedness, or
representability. Section 6 deals with the continuity properties of monotone
demiclosed operators that have a non-empty domain interior.
2 Preliminaries
Let (E, µ) be a locally convex space and A ⊂ E. We denote by “convA”
the convex hull of A, “aff A” the affine hull of A, “ linA” the linear hull of
A; “clµ(A) = A
µ
” the µ−closure of A, “riµA” the topological interior of A
with respect to clµ(aff A), “coreA” the algebraic interior of A, “
iA” the relative
algebraic interior of A, and µ−icA := iA if aff A is µ−closed and µ−icA := ∅
otherwise, the relative algebraic interior of A with respect to clµ(aff A).
When the topology µ is implicitly understood (such is the case when we
deal with the strong topology of a normed space) the use of the µ−notation is
avoided.
For f, g : E → R := R∪{−∞,+∞} we set [f ≤ g] := {x ∈ E | f(x) ≤ g(x)};
the sets [f = g], [f < g], and [f > g] are defined similarly.
Throughout this paper, if not otherwise explicitly mentioned, (X, ‖ · ‖) is a
non trivial (that is, X 6= {0}) normed space, X∗ is its topological dual endowed
with the weak-star topology w∗, the topological dual of (X∗, w∗) is identified
with X , the weak topology on X is denoted by w, and the strong topology on X
is denoted by s. The closed unit ball of X is denoted by BX := {x ∈ X | ‖x‖ ≤
1}. The duality product of X ×X∗ is denoted by 〈x, x∗〉 := x∗(x) =: c(x, x∗),
for x ∈ X , x∗ ∈ X∗.
As usual, for S ⊂ X , S⊥ := {x∗ ∈ X∗ | 〈x, x∗〉 = 0, for every x ∈ S},
σS(x
∗) := supx∈S〈x, x
∗〉, x∗ ∈ X∗ and for A ⊂ X∗, A⊥ := {x ∈ X | 〈x, x∗〉 = 0,
for every x ∈ A}, σA(x) = supx∗∈A〈x, x
∗〉, x ∈ X .
To a multifunction T : X ⇒ X∗ we associate its graph: GraphT = {(x, x∗) ∈
X×X∗ | x∗ ∈ T (x)}, inverse: T−1 : X∗ ⇒ X , GraphT−1 = {(x∗, x) | (x, x∗) ∈
GraphT }, domain: D(T ) := {x ∈ X | T (x) 6= ∅} = PrX(GraphT ), and range:
R(T ) := {x∗ ∈ X∗ | x∗ ∈ T (x) for some x ∈ X} = PrX∗(GraphT ). Here PrX
and PrX∗ are the projections of X × X∗ onto X and X∗, respectively. When
no confusion can occur, T will be identified with GraphT .
On X , we consider the following classes of functions and operators
Λ(X) the class formed by proper convex functions f : X → R. Recall that f is
proper if dom f := {x ∈ X | f(x) <∞} is nonempty and f does not take
the value −∞,
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Γτ (X) the class of functions f ∈ Λ(X) that are τ–lower semicontinuous (τ–lsc
for short); when the topology is implicitly understood we use the notation
Γ(X),
M(X) the class of non-empty monotone operators T : X ⇒ X∗. Recall that T :
X ⇒ X∗ is monotone if 〈x1 − x2, x∗1 − x
∗
2〉 ≥ 0, for all (x2, x
∗
2), (x2, x
∗
2) ∈
T .
M (X) the class of maximal monotone operators T : X ⇒ X∗. The maximality
is understood in the sense of graph inclusion as subsets of X ×X∗.
To a proper function f : X → R and a topology τ on X we associate:
• the epigraph of f : epi f := {(x, t) ∈ X × R | f(x) ≤ t},
• the convex hull of f : conv f : X → R, is the greatest convex function
majorized by f , (conv f)(x) := inf{t ∈ R | (x, t) ∈ conv(epi f)}, x ∈ X ,
• the τ−lsc convex hull of f : clτ conv f : X → R, is the greatest τ–lsc
convex function majorized by f , (clτ conv f)(x) := inf{t ∈ R | (x, t) ∈
clτ conv epi f} , x ∈ X ,
• the convex conjugate of f : X → R with respect to the dual system
(X,X∗): f∗ : X∗ → R, f∗(x∗) := sup{〈x, x∗〉 − f(x) | x ∈ X}, x∗ ∈ X∗.
• the subdifferential of f at x ∈ X : ∂f(x) := {x∗ ∈ X∗ | 〈x′ − x, x∗〉 +
f(x) ≤ f(x′), ∀x′ ∈ X} for x ∈ dom f ; ∂f(x) := ∅ for x 6∈ dom f . Recall
that NC = ∂IC is the normal cone of C ⊂ X , where IC is the indicator
function of C ⊂ X defined by IC(x) := 0 for x ∈ C and IC(x) := ∞ for
x ∈ X \ C.
Let Z := X ×X∗. It is known that (Z, s× w∗)∗ = Z via the coupling
z · z′ := 〈x, x′∗〉+ 〈x′, x∗〉 , for z = (x, x∗), z′ = (x′, x′∗) ∈ Z.
For a proper function f : Z → R all the above notions are defined similarly.
The conjugate of f with respect to the natural dual system (Z,Z) induced by
the previous coupling is given by
f : Z → R, f(z) = sup{z · z′ − f(z′) | z′ ∈ Z},
and by the biconjugate formula, f = cls×w∗ conv f whenever f
 or cls×w∗ conv f
is proper.
We consider the following classes of functions on Z:
C : = C(Z) := {f ∈ Λ(Z) | f ≥ c},
R : = R(Z) := Γs×w∗(Z) ∩ C(Z),
D : = D(Z) := {f ∈ R(Z) | f ≥ c}.
It is known that [f = c] ∈M(X) for every f ∈ C(Z) (see e.g. [24, Lemma 3.1]).
To a multi-valued operator T : X ⇒ X∗ we associate the following functions:
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• the Fitzpatrick function of T (introduced in [10]): ϕT : Z → R, ϕT := cT ,
where cT : Z → R, cT := c+ ιT ;
• ψT := cl s×w∗ conv cT (first considered in [22]); ψT = ϕT = c

T whenever
ϕT or ψT is proper (for example when T ∈M(X) (see e.g. [23, Proposition
3.2])).
Note that for every T ⊂ Z, [ϕT ≤ c] describes the set of all z ∈ Z that are
monotonically related (m.r. for short) to T , that is, c(z − a) ≥ 0, for every
a ∈ T .
We call a multifunction T : X ⇒ X∗
unique if T admits a unique maximal monotone extension;
representable in Z if T = [f = c], for some f ∈ R; in this case f is called a
representative of T . We denote by RT the class of representatives of T ;
this notion was first considered in this form in [22];
dual-representable if T = [f = c], for some f ∈ D; in this case f is called a
d–representative of T and we denote by DT the class of d-representatives
of T ;
NI or of negative infimum type in Z if ϕT ≥ c in Z;
demiclosed if GraphT is closed with respect to the strong×weak-star conver-
gence of bounded nets in Z, that is, if xi → x0 strongly in X , x∗i → x
∗
0
weakly-star in X∗, (x∗i )i is (strongly) bounded in X
∗, and {(xi, x∗i )}i ⊂ T
then (x0, x
∗
0) ∈ T .
strongly × weakly − star upper H − semicontinuous (s× w∗−usc for short)
at x ∈ X if for every weak-star open set V ⊃ Tx there exists a neighbor-
hood U of x such that T (U) := ∪u∈UTu ⊂ V (or equivalently for every net
{xi}i∈I with xi → x, strongly in X , eventually Txi ⊂ V ). The operator
T is s× w∗−usc if T is s× w∗−usc at x, for every x ∈ X .
It is easily checked that every representable operator is monotone demiclosed
and has w∗−closed convex values.
Recall that T ∈ M (X) iff T is NI and representable (see [22] or [24]); also,
whenever T ∈ M (X)
T is dual-representable with ϕT , ψT ∈ DT (see [22, Theorems 2.1, 2.2]),
riD(T ) = icD(T ) = ic(riD(T )), in particular intD(T ) = coreD(T ) and D(T )
is convex whenever ic(convD(T )) 6= ∅ (see [27, Corollary 3]).
Some of the main characterizations of maximal monotonicity can be found in
[10, Theorem 3.8], [22, Theorem 2.3], [26, Theorem 6], [24, Lemma 4.2], [21,
Theorem 40.2, p. 155], [16, Lemma 7.7, p. 104] and they will often be recalled
in the sequel. For other properties of the notions discussed in this section we
suggest [26, 27, 23, 24, 22, 25].
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Since the characterization of maximality for a monotone operator with a
singleton domain is trivial, in this paper we do not consider singleton-domain
operators.
Throughout this article the conventions sup ∅ = −∞ and inf ∅ = ∞ are
enforced.
3 Restrictions to affine sets
For X a separated locally convex space and F ⊂ X a linear subspace with
D(T ) ∩ F 6= ∅, let TF := ι∗FT ιF : F ⇒ F
∗
TFx := {x
∗|F | x
∗ ∈ Tx}, x ∈ D(TF ) := D(T ) ∩ F. (1)
Here ι∗F : X
∗ → F ∗, ι∗F (x
∗) = x∗|F stands for the adjoint of ιF : F → X ,
ιF (x) = x.
Lemma 1 Let X be a normed space, let T : X ⇒ X∗, and let F ⊂ X be a
linear subspace such that D(T ) ∩ F 6= ∅.
Consider the conditions : (i) TF ∈ M (F ); (ii) T +NF ∈ M (X).
Then (ii) ⇒ (i). If, in addition, F is closed then (i) ⇒ (ii).
Proof. It is easily checked that TF ∈ M(F ) iff T |F ∈ M(X) iff T + NF ∈
M(X). Here T |F stands for the restriction of T to F .
(ii) ⇒ (i) Let (f, f∗) ∈ F × F ∗ be m.r. to TF , i.e.,
〈f − x, f∗ − x∗|F 〉 ≥ 0, ∀x ∈ D(T ) ∩ F, x
∗ ∈ Tx. (2)
Take y∗ ∈ X∗ with y∗|F = f∗. Relation (2) implies that (f, y∗) is m.r. to
T + NF ∈ M (X); from which f ∈ D(T ) and y∗ ∈ Tf + F⊥. This yields
(f, f∗) ∈ TF .
(i) ⇒ (ii) Assume that F is closed and TF ∈ M (F ). Let (x0, x∗0) be m.r. to
T +NF , that is,
〈x0 − x, x
∗
0 − x
∗ − f∗〉 ≥ 0, ∀x ∈ D(T ) ∩ F, x∗ ∈ Tx, f∗ ∈ NF (x) = F
⊥. (3)
Since F⊥ is a linear subspace, x0 − x ∈ F⊥⊥ = F for every x ∈ D(T ) ∩ F ;
in particular x0 ∈ F . Relation (3) becomes 〈x0 − x, x∗0 − x
∗〉 ≥ 0, for every
x ∈ D(T ) ∩ F , x∗ ∈ Tx. In other words (x0, x∗0|F ) is m.r. to TF and so
x0 ∈ D(T ) and there is x∗1 ∈ Tx0 such that x
∗
0|F = x
∗
1|F . This last equality is
equivalent to x∗0 − x
∗
1 ∈ F
⊥ = NF (x0).
Remark 1 Notice that for T = X × {0}, TF = F × {0} ∈ M (F ), for every
linear subspace F ⊂ X, while T + NF = F × F⊥ ∈ M (X) iff F is closed.
Therefore a closed F is necessary and sufficient for (i) ⇒ (ii) to hold.
Lemma 2 Let X be a normed space, let T : X ⇒ X∗, and let F be a linear
subspace such that D(T ) ⊂ F .
Consider the conditions : (i) T ∈ M (X); (ii) TF ∈ M (F ) and T = T +NF .
Then (i) ⇒ (ii). If, in addition, F is closed then (ii) ⇒ (i).
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Proof. (i) ⇒ (ii) Since M (X) ∋ T ⊂ T +NF ∈M(X) we find T = T +NF ∈
M (X). Hence, from Lemma 1, TF ∈ M (F ).
(ii) ⇒ (i) According to Lemma 1, T = T +NF ∈ M (X) since TF ∈ M (F ).
Remark 2 For a linear subspace F ⊂ X, take T = NF = F × F⊥. Then
TF = F ×{0} ∈ M (F ), T = T +NF , but T ∈ M (X) iff F is closed. Therefore,
in the previous lemma, the implication (ii) ⇒ (i) requires F to be closed.
For T : X ⇒ X∗ and z ∈ X , consider the translation Tz(x) := T (x + z),
x ∈ D(Tz) = D(T ) − z. Similarly, for an affine subset A ⊂ X and z ∈ A let
F := A−z be the linear subspace parallel to A. Note that GraphNA = A×F⊥.
By definition TA,z : F ⇒ F
∗, TA,z := (Tz)F or equivalently
GraphTA,z = {(x, x
∗|F ) | x
∗ ∈ T (z+x), x ∈ D(TA,z) := (D(T )− z)∩F}. (4)
Notice that TA,z is non-empty iff D(T ) ∩ A 6= ∅. Also, note that TF,z = (TF )z ,
for every z ∈ F .
The following two results are consequences of the previous lemmas and the
fact that a translation preserves the NI type and the (maximal) monotonicity; in
other words T is NI iff Tz is NI and T is (maximal) monotone iff Tz is (maximal)
monotone, for every (some) z ∈ X .
Lemma 3 Let X be a normed space, let T : X ⇒ X∗, let A ⊂ X be an affine
set such that D(T ) ∩ A 6= ∅, and let F be the linear subspace parallel to A. If
T + NA ∈ M (X) then TA,z ∈ M (F ), for every z ∈ A. If, in addition, A is
closed then T +NA ∈ M (X) whenever TA,z ∈ M (F ), for some z ∈ A.
Proof. If T +NA ∈ M (X) then (T +NA)z = Tz +NF ∈ M (X). According to
Lemma 1, TA,z ∈ M (F ) for every z ∈ A.
Conversely, if A is closed and TA,z = (Tz)F ∈ M (F ) for some z ∈ A then,
from Lemma 1, Tz +NF = (T +NA)z, T +NA ∈ M (X).
Similarly, one has
Lemma 4 Let X be a normed space, let T : X ⇒ X∗, let A ⊂ X be an affine
set such that D(T ) ⊂ A, and let F be the linear subspace parallel to A. If
T ∈ M (X) then T = T + NA and TA,z ∈ M (F ), for every z ∈ A. If, in
addition, A is closed then T ∈ M (X) whenever T = T +NA and TA,z ∈ M (F ),
for some z ∈ A.
Hereditary properties from T to TA,z, where A is affine with D(T ) ⊂ A, are
studied next.
Proposition 5 Let X be a separated locally convex space, let T : X ⇒ X∗
be such that T = T + NA, where A ⊂ X is affine with D(T ) ⊂ A, and let
F be the linear subspace parallel to A. Then T has w∗−closed values in X∗
whenever TA,z has w
∗−closed values in F ∗, for some z ∈ A. If, in addition, A
is closed then TA,z has w
∗−closed values in F ∗, for every z ∈ A whenever T
has w∗−closed values in X∗.
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Proof. We may assume without loss of generality that z = 0 ∈ A = F in which
case TA,z = TF .
It suffices to observe that (ι∗F )
−1(TFx) = Tx+F
⊥ = Tx, for every x ∈ D(T )
to conclude that T has w∗−closed values in X∗ provided that TF has w∗−closed
values in F ∗.
Conversely, assume that F is closed. Let π : (X∗, w∗) → (X∗, w∗)/F⊥,
π(x∗) = x∗+F⊥, x∗ ∈ X∗, be the projection map of (X∗, w∗) onto the quotient
space (X∗, w∗)/F⊥. Note that π−1(π(Tx)) = Tx + F⊥ = Tx is w∗−closed
convex, i.e., π(Tx) is closed convex in (X∗, w∗)/F⊥, for every x ∈ D(T ).
Since F is closed in X the locally convex spaces (X∗, w∗)/F⊥ and (F ∗, w∗)
are isomorphic via j : (X∗, w∗)/F⊥ → (F ∗, w∗), j(x∗ + F⊥) = x∗|F , x∗ ∈ X∗.
Notice that TFx = ι
∗
F (Tx) = j(π(Tx)), x ∈ D(T ), to conclude that TF has
w∗−closed convex values.
Remark 3 If T has w∗−closed values in X∗ but F is not closed then one
cannot expect TF to have w
∗−closed values in F ∗ even though T = T + NF .
Indeed, let F be a proper dense linear subspace of a separated locally convex
space X. Then ι∗F : (X
∗, w∗) → (F ∗, w∗) is a continuous bijection but not an
isomorphism, since F ( X. Take S a w∗−closed subset of X∗ such that ι∗F (S)
is not w∗−closed in F ∗ and T := {0} × S ⊂ X ×X∗. Then TF = {0} × ι∗F (S)
does not have w∗−closed values (and implicitly is not s×w∗−closed in F ×F ∗)
while T is s× w∗−closed in X ×X∗, has w∗−closed values, and T = T +NF ,
since NF = F × {0}.
Remark 4 Let T : X ⇒ X∗ and let A ⊂ X be affine with D(T ) ⊂ A. It
is trivial to check that TA,z has convex values, for every z ∈ A whenever T
has convex values. Conversely, T has convex values whenever TA,z has convex
values, for some z ∈ A, provided, in addition, that T = T +NA.
Proposition 6 Let X be a separated locally convex space, let T : X ⇒ X∗ be
such that T = T +NA, where A ⊂ X is an affine set such that D(T ) ⊂ A, and
let F be the linear subspace parallel to A. Then T is s× w∗−closed in X ×X∗
whenever TA,z is s× w∗−closed in F × F ∗, for some z ∈ A. If, in addition, A
is closed then TA,z is s×w∗−closed in F ×F ∗, for every z ∈ A provided that T
is s× w∗−closed in X ×X∗.
Proof. We may assume without loss of generality that z = 0 ∈ A = F . In
this case TA,z = TF . Let L : (X ×X
∗, s× w∗)→ (X × F ∗, s× w∗), L(x, x∗) =
(x, x∗|F ). Then L is linear bounded and GraphT = L−1(GraphTF ) since T =
T +NF . Therefore T is s×w∗−closed in X×X∗ whenever TF is s×w∗−closed
in F × F ∗.
Assume that F is closed and T is s × w∗−closed in X × X∗. Let Π :
(X×X∗, s×w∗)→ (X ×X∗, s×w∗)/{0}×F⊥, Π(x, x∗) = (x, x∗)+ {0}×F⊥,
be the projection map of (X×X∗, s×w∗) onto the quotient space (X×X∗, s×
w∗)/{0}×F⊥. Note that Π−1(Π(GraphT )) = GraphT + {0}×F⊥ = GraphT
is s×w∗−closed, that is, Π(GraphT ) is closed in (X ×X∗, s×w∗)/{0} × F⊥.
The locally convex spaces (X × X∗, s × w∗)/{0} × F⊥ and (X × F ∗, s × w∗)
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are isomorphic via j((x, x∗) + {0} × F⊥) = (x, x∗|F ) since F is closed. Using
L = j◦Π we get thatGraphTF = L(GraphT ) = j(Π(GraphT )) is s×w∗−closed
in F × F ∗.
Proposition 7 Let (X, ‖ · ‖) be a normed space, let T : X ⇒ X∗, let A ⊂ X be
an affine set such that D(T ) ⊂ A, and let F be the linear subspace parallel to
A. If T is demiclosed in X ×X∗ then TA,z is demiclosed in F × F ∗, for every
z ∈ A. If, in addition, T = T +NA, then T is demiclosed in X ×X
∗ whenever
TA,z is demiclosed in F × F ∗, for some z ∈ A.
Proof. Up to a translation we may assume without loss of generality that
z = 0 ∈ A = F . In this case TA,z = TF .
Assume that T is demiclosed in X × X∗. Let {(xi, f∗i )}i∈I ⊂ TF be such
that (xi, f
∗
i )→ (x, f
∗), s×w∗ in F ×F ∗ and (f∗i )i is (strongly) bounded in F
∗.
According to the Hahn-Banach Theorem, for every i ∈ I there is x∗i ∈ X
∗ such
that x∗i |F = f
∗
i and ‖x
∗
i ‖ = ‖f
∗
i ‖. Hence (x
∗
i )i is bounded in X
∗ and, eventually
on a subnet, denoted by the same index for simplicity, (xi, x
∗
i )→ (x, x
∗), s×w∗
in X ×X∗. This yields that x∗|F = f∗ and x∗ ∈ Tx because T is demiclosed;
whence f∗ ∈ TFx. Therefore TF is demiclosed in F × F
∗.
Assume that T = T+NF and TF is demiclosed in F×F ∗. Let {(xi, x∗i )}i∈I ⊂
T be such that (xi, x
∗
i ) → (x, x
∗), s × w∗ in X × X∗ and (x∗i )i is bounded in
X∗. Then (xi, x
∗
i |F ) → (x, x
∗|F ), s × w∗ in F × F ∗ and (x∗i |F )i is bounded in
F ∗. Due to the demiclosedness of TF we find that x
∗|F ∈ TFx, that is, there is
y∗ ∈ Tx such that x∗|F = y∗|F . This implies x∗ ∈ y∗ + F⊥ ⊂ Tx.
Remark 5 Under all the assumptions in Proposition 7, TF is demiclosed in F
∗
on a subset S ⊂ D(T ) iff T is demiclosed in X∗ on S (that is, if {(xi, x
∗
i )}i ⊂ T ,
(xi, x
∗
i )→ (x, x
∗) s× w∗ in X ×X∗ and x ∈ S then (x, x∗) ∈ T ).
Corollary 8 Let X be a normed space, let T : X ⇒ X∗ be such that affD(T )
is closed and T = T + NaffD(T ), and let F be the linear subspace parallel to
affD(T ). Then
(i) T has w∗−closed values in X∗ iff TaffD(T ),z has w
∗−closed values in F ∗,
for every (some) z ∈ affD(T );
(ii) T is s×w∗−closed in X×X∗ iff TaffD(T ),z is s×w
∗−closed in F ×F ∗,
for every (some) z ∈ affD(T );
(iii) T is demiclosed in X ×X∗ iff TaffD(T ),z is demiclosed in F × F
∗, for
every (some) z ∈ affD(T ).
In the case of a finite-dimensional affine set passing through z and being
spanned by the linearly independent set of directions {v1, v2, . . . , vd}
A := A(z; v1, v2, .., vd) := {x = z + t1v1 + ..+ tdvd | (t1, .., td) ∈ R
d}, (5)
we associate to TA,z the finite-dimensional operator TA,z : Rd ⇒ Rd given by
(s1, .., sd) ∈ TA,z(t1, .., td) iff ∃x
∗ ∈ T (z+t1v1+..+tdvd) : si = 〈vi, x
∗〉, i = 1, d.
(6)
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Note that TA,z = I ∗TA,zI , where I : Rd → F := span{v1, .., vd} is the
isomorphism given by I (t1, .., td) := t1v1 + .. + tdvd. This latter operator
identity provides
ϕTA,z ((t1, .., td), (s1, .., sd)) = ϕTA,z (t1v1 + ..+ tdvd, x
∗), (7)
where x∗ ∈ F ∗ is uniquely determined by si = 〈vi, x
∗〉, i = 1, d.
Alternately, TA,z = J∗TzJ : D(TA,z) := J−1(D(T )− z) ⊂ Rd ⇒ Rd, where
J := ιF ◦J : Rd → X , J(t1, .., td) := t1v1 + ..+ tdvd.
Notice also that TA,z2 = (TA,z1)J−1(z2−z1), for every z1, z2 ∈ A.
Lemma 9 Let X be a normed space, T : X ⇒ X∗, z ∈ X, {v1, .., vd} be a
linearly independent subset of X, F = span{v1, .., vd}, and A = A(z; v1, .., vd).
Then
(i) TA,z is NI iff TA,z is NI,
(ii) TA,z ∈ M (Rd) iff TA,z ∈ M (F ) iff T +NA ∈ M (X).
In the sequel, for v 6= 0, z ∈ X , L := L(z; v) := A(z; v) is the line passing
through z with direction v, TL,z(tv) := {x∗|Rv | x∗ ∈ T (z + tv)}, t ∈ R, and
TL,z : R⇒ R, s ∈ TL,zt if there is x∗ ∈ T (z + tv) such that 〈v, x∗〉 = s.
Similarly, the plane passing through z with linearly independent set of di-
rections {v1, v2} is given by P := P (z; v1, v2) := A(z; v1, v2), TP,z(t1v1+ t2v2) =
{x∗|span{v1,v2} | x
∗ ∈ T (z + t1v1 + t2v2)}, t1, t2 ∈ R, and TP,z : R2 ⇒ R2,
(s1, s2) ∈ TP,z(t1, t2) if there is x∗ ∈ T (z + t1v1 + t2v2) such that 〈v1, x∗〉 = s1,
〈v2, x∗〉 = s2.
Proposition 10 Let (X, ‖ · ‖) be a Banach space, let T ∈ M(X) be such that
riD(T ) 6= ∅ and let A ⊂ affD(T ) be finite-dimensional affine with A∩riD(T ) 6=
∅.
(i) If T has w∗−closed values then TA,z has closed values, for every z ∈ A.
(ii) If T is demiclosed then TA,z is closed, for every z ∈ A.
Proof. We may assume without loss of generality that affD(T ) = X , otherwise
we replace T by TaffD(T ),z and acknowledge Corollary 8 . This change does not
affect TA,z.
Let A = A(z; v1, .., vd) and z0 := z + t
0
1v1 + .. + t
0
dvd ∈ A ∩ intD(T ). From
the local boundedness of T at z0 there areM, r > 0 such that z0+ rBX ⊂ D(T )
and ‖x∗‖ ≤M , for every x∗ ∈ T (z0 + ru), u ∈ BX .
(ii) Consider {(sn1 , .., s
n
d ), (t
n
1 , .., t
n
d )}n≥1 ⊂ TA,z, that is, there exists x
∗
n ∈
T (z + tn1v1 + .. + t
n
dvd) such that 〈vi, x
∗
n〉 = s
n
i , i = 1, d, n ≥ 1. Assume that
limn→∞((s
n
1 , .., s
n
d ), (t
n
1 , .., t
n
d )) = ((s1, .., sd), (t1, .., td)).
The monotonicity of T provides
〈(tn1 − t
0
1)v1+ ..+(t
n
d− t
0
d)vd−ru, x
∗
n−x
∗〉 ≥ 0, ∀x∗ ∈ T (z0+ru), u ∈ BX , n ≥ 1,
from which r‖x∗n‖ ≤ M(|t
n
1 − t
0
1|‖v1‖ + .. + |t
n
d − t
0
d|‖vd‖ + r) + (t
n
1 − t
0
1)s
n
1 +
.. + (tnd − t
0
d)s
n
d , n ≥ 1. Hence {x
∗
n}n≥1 is bounded. On a subnet denoted for
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simplicity by the same index, x∗n → x
∗ ∈ T (z + t1v1 + .. + tdvd) weakly-star
in X∗, since T is demiclosed. Let n → ∞ in 〈vi, x∗n〉 = s
n
i , i = 1, d, to get
〈vi, x∗〉 = si, i = 1, d, that is (s1, .., sd) ∈ TA,z(t1, .., td).
The argument of (i) proceeds similarly with (tn1 , .., t
n
d ) = (t1, .., td) ∈ D(TA,z),
n ≥ 1.
Since every convex set in a finite dimensional space has a non-empty relative
(algebraic) interior which is dense in the set, the following definition is a natural
extension to a general topological vector space context for the nearly-convex
notion. A set S ⊂ X is called nearly-convex if there is a convex set C such
that riC 6= ∅ and C ⊂ S ⊂ C. Equivalently, S is nearly-convex iff riS is
non-empty convex and S ⊂ cl(riS). Indeed, directly, we know that riC = riC
and cl(riC) = C (see [11, Lemma 11A b), p. 59]) from which riS = riC is
non-empty convex and S ⊂ C = cl(riS). Conversely, C = riS fulfills all the
required conditions.
Lemma 11 Let X be a Banach space, let T : X ⇒ X∗ be such that D(T )
is nearly-convex, and let A = A(z; v1, v2, .., vd) ⊂ affD(T ) be such that A ∩
riD(T ) 6= ∅. Then D(TA,z) is nearly-convex and
intD(TA,z) = J
−1(riD(T )− z), clD(TA,z) = J
−1(D(T )− z), (8)
where J(t1, .., td) = t1v1 + ..+ tdvd, (t1, .., td) ∈ Rd.
Proof. We may assume without loss of generality that affD(T ) = X (otherwise
we replace X by F := affD(T ) ∋ 0 and T by TF ; TA,z being impervious to this
change). Let D := intD(T )−z and S := D(T )−z. Then J−1(D) is non-empty
open convex, J−1(S) = D(TA,z), D = S, and intS = D (see e.g. [11, Lemma
11A b), p. 59]).
Fix t¯ with Jt¯ ∈ D. Since J−1(D) ⊂ D(TA,z) ⊂ J
−1(D) and J−1(D) ⊂
intJ−1(D), clJ−1(D) ⊂ J−1(D) (due to the continuity of J) in order to con-
clude it suffices to show that intJ−1(D) ⊂ J−1(D) and J−1(D) ⊂ cl J−1(D).
Let t ∈ J−1(D). Since intD = D, (1 − λ)t¯ + λt ∈ J−1(D), for 0 ≤ λ <
1. Let λ ↑ 1 to get t ∈ clJ−1(D). Hence J−1(D) = cl J−1(D) followed by
intJ−1(D) = int(cl J−1(D)) = J−1(D).
Lemma 12 Let X be a Banach space and let T : X ⇒ X∗ be such that D(T )
is nearly-convex and T = T +ND(T ). Then TA,z = TA,z +ND(TA,z), for every
finite-dimensional affine set A ⊂ X with A ∩ riD(T ) 6= ∅, z ∈ A ∩ riD(T ).
Proof. Condition T = T+ND(T ) provides Tz = Tz+(ND(T ))z = Tz+ND(T )−z,
z ∈ X . Recall that TA,z = J∗TzJ , where A = A(z; v1, .., vd), J : Rd → X ,
Jt̂ = t1v1 + ..+ tdvd, t̂ = (t1, .., td). Hence
TA,z t̂ = TA,z t̂+ J
∗ND(T )−zJt̂, ∀t̂ ∈ D(TA,z) = J
−1(D(T )− z).
But, for every t̂ ∈ D(TA,z) we have from (8) and by the chain rule (see e.g.
[28, Theorem 2.8.3(vii), p. 123]), that
ND(TA,z)t̂ = NclD(TA,z)t̂ = NJ−1(D(T )−z)t̂ = ∂(ιD(T )−z ◦ J)(t̂) = J
∗ND(T )−zJt̂,
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since 0 ∈ ic(A−D(T )). The proof is complete.
4 Finite-dimensional context characterizations
Recall the next sum rule for maximal monotone operators followed by two of
its consequences.
Theorem 13 ([27, Corollary 4]) Let X be a Banach space and M,N ∈ M (X).
Assume that icD(M), icD(N) are nonempty and 0 ∈ ic(D(M) −D(N)). Then
M +N ∈ M (X).
Proposition 14 Let X be a Banach space. If T ∈ M (X), A is a finite-
dimensional affine subset of X, and A ∩ icD(T ) 6= ∅ then T +NA ∈ M (X).
Proof. We may apply the previous theorem since icA = A, aff(D(T ) − A) =
affD(T )−A is closed since affD(T ) is closed and A is finite-dimensional, and
0 ∈ iD(T )−A ⊂ i(D(T )− A).
Indeed, for the latter inclusion let x0 ∈ icD(T ), a0 ∈ A. Every x ∈
aff(D(T ) − A) has the form x = u − a, with u ∈ affD(T ), a ∈ A. There-
fore there is ρ > 0 such that λu+ (1− λ)x0 ∈ D(T ), for every λ ∈ [0, ρ]. Hence
λx+(1−λ)(x0 − a0) = λu+(1−λ)x0− (λa+(1−λ)a0) ∈ D(T )−A, for every
λ ∈ [0, ρ], that is, x0 − a0 ∈ ic(D(T )−A). The proof is complete.
Proposition 15 Let X be a Banach space. If T ∈ M (X), A is a closed affine
subset of X, and A ∩ coreD(T ) 6= ∅ then T +NA ∈ M (X).
This paper is mainly concerned with the following converse of Proposition 14.
Given T ∈M(X) with the property that T +NA ∈ M (X) for every finite-
dimensional affine A (especially lines and planes) such that A ∩ icD(T ) 6= ∅
what additional conditions on T are needed, such as the closedness of its
graph or convexity of its values, in order to obtain the maximality of T ?
Proposition 16 Let X be a Banach space and let T ∈ M(X) be such that
icD(T ) 6= ∅. If T + NL ∈ M (X) for every line L ⊂ affD(T ) such that L ∩
icD(T ) 6= ∅ then TaffD(T ),z is NI, for every z ∈ affD(T ) and riD(T ) =
icD(T ),
D(T ) = cl(icD(T )) are convex sets. In particular, icD(T ), D(T ), D(T ) have
the same (convex) relative interior and closure.
Proof. First assume that affD(T ) = X . Let (x0, x
∗
0) be m.r. to T and let v ∈ X
be such that L := L(x0; v) cuts
icD(T ) = coreD(T ). Since n∗ ∈ NL(x) iff x ∈ L
and 〈v, n∗〉 = 0, it is easily checked that (x0, x∗0) is m.r to T + NL ∈ M (X).
Therefore, if (x0, x
∗
0) is m.r. to T then x0 ∈ D(T ) and for every v such that
L(x0; v) ∩ coreD(T ) 6= ∅ there is x∗ ∈ Tx0 such that 〈v, x∗0〉 = 〈v, x
∗〉.
In particular T is NI (see [25, (1)]) and in this case we know that R := [ψT =
c] is the unique maximal monotone extension of T (see [26, Proposition 4 (iii)]).
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Every (x, x∗) ∈ R is m.r. to T . Hence x ∈ D(T ) and for every w such that
L(x;w)∩ coreD(T ) 6= ∅ there is y∗ ∈ Tx such that 〈w, x∗〉 = 〈w, y∗〉. Therefore
D(R) = D(T ).
Since R ∈ M (X) and coreD(R) 6= ∅ we have intD(T ) = coreD(T ) and
clD(T ) = clD(R) = cl(intD(R)) = cl(intD(T )) are convex sets (see [27, Corol-
lary 3] or [18, Theorem 1]).
In the general case we may assume without loss of generality that 0 ∈
affD(T ) =: F otherwise we change T with Tz where z ∈ affD(T ). We use the
first part of our proof for TF ∈ M(F ). To this end note first that TF +(NL)F =
(T + NL)F , where (NL)F ∈ M (F ) is the normal cone to L ⊂ F . According
to Lemma 1, (T + NL)F ∈ M (F ), since (T + NL) + NF = T + NL ∈ M (X),
for every line L ⊂ F , such that L ∩ icD(T ) 6= ∅. Therefore riD(T ) = icD(T ),
D(T ) = cl(icD(T )) are convex sets and TF,z = (TF )z = (Tz)F is NI, for every
z ∈ F . The sets icD(T ), D(T ), D(T ) have the same relative interior due to
riD(T ) = ri(cl(riD(T ))) = riD(T ) (see e.g. [11, Lemma 11A b), p. 59]).
Theorem 17 Let T ∈ M(Rd) be such that coreD(T ) 6= ∅. Then T ∈ M (X)
iff
(i) T +NL ∈ M (Rd) for every line L ⊂ Rd such that L ∩ coreD(T ) 6= ∅,
(ii) T has closed convex values,
(iii) Tx = Tx+ND(T )x, for every x ∈ D(T ) \ coreD(T ).
Proof. The direct implication is clear since (i) follows from Proposition 14 and
(ii), (iii) are usual properties of maximal monotone operators.
For the converse suppose that (i), (ii), (iii) hold. As seen in the proof of
Proposition 16, if (x0, x
∗
0) is m.r. to T then x0 ∈ D(T ),
∀v : L(x0; v) ∩ coreD(T ) 6= ∅, ∃x
∗ ∈ Tx0, 〈v, x
∗
0〉 = 〈v, x
∗〉, (9)
and coreD(T ) = intD(T ) = intD(T ), D(T ) are convex sets.
Assume that x∗0 6∈ Tx0. Since Tx0 is closed convex, for some y0 ∈ R
d
〈y0, x
∗
0〉 > σTx0(y0) := sup{〈y0, x
∗〉 | x∗ ∈ Tx0}, (10)
that is, [σC < 0] is non-empty, where C := Tx0 − x∗0 6∋ 0.
Relation (9) shows that L(x0; z) ∩ intD(T ) = ∅ for every z ∈ [σC < 0].
Hence x0 6∈ intD(T ) and z 6∈ intTD(T )x0 = ∪h>0
1
h (intD(T )− x0) (see e.g. [1,
Proposition 7, p. 169]), where TD(T )x0 stands for the tangent cone to the closed
convex set D(T ) at x0. Therefore [σC < 0] ∩ intTD(T )x0 = ∅.
Note that [σC < 0] is a convex cone whose closure [σC ≤ 0] ⊂ TD(T )x0.
Indeed, using Tx0 = Tx0 + ND(T )x0, every z ∈ [σC ≤ 0] satisfies 〈z, n
∗〉 ≤ 0,
for every n∗ ∈ ND(T )x0, that is, z ∈ (ND(T )x0)
− = TD(T )x0 (see e.g. [1,
Proposition 4, p. 168]).
Assume that for some u∗0, v
∗ ∈ Rd, L(u∗0; v
∗) := {u∗0 + tv
∗ | t ∈ R} ⊂
Tx0. Since T is monotone for every u ∈ D(T ), u
∗ ∈ Tu, t ∈ R, we find
〈x0 − u, u∗0 + tv
∗ − u∗〉Rd ≥ 0; whence 〈x0 − u, v
∗〉Rd = 0. Since x0 − D(T )
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has a non-empty interior this yields that v∗ = 0 and so L(u∗0; v
∗) is a singleton.
Therefore C does not contain lines.
According to [19, Corollary 13.4.2, p. 118], int(domσC) 6= ∅ and so σC is
continuous on int(domσC). Since [σC < 0] is nonempty we find that int([σC <
0]) 6= ∅. Indeed let x ∈ [σC < 0] and y ∈ int(domσC). Then for some 0 ≤ t < 1,
xt := tx + (1 − t)y ∈ [σC < 0] ∩ int(domσC). Since σC is continuous at
xt it follows that xt ∈ int([σC < 0]). This yields the contradiction [σC <
0] ∩ intT
D(T )
x0 6= ∅. Therefore x∗0 ∈ Tx0 and T ∈ M (R
d).
Condition (iii) in the previous theorem is equivalent to T = T +ND(T ).
Theorem 18 Let T ∈ M(Rd) be such that iD(T ) 6= ∅. Then T ∈ M (Rd) iff
(i) T +NL ∈ M (Rd) for every line L ⊂ affD(T ) such that L ∩ iD(T ) 6= ∅,
(ii) T has closed convex values,
(iii) T = T +ND(T ).
Proof. The direct implication is trivial while for the converse assume, without
loss of generality, that 0 ∈ F := affD(T ).
Conditions (i), (ii), (iii) are transmitted from T to TF via the fact that
for every line L ⊂ F , T + NL + NF = T + NL ∈ M (Rd) and so by Lemma
1, (T + NL)F = TF + NL ∈ M (F ) (argument already seen in the proof of
Proposition 16), (iii) is easily checked to be hereditary from T to TF , and TF
has closed convex values because so has T , F is finite dimensional, and (iii)
holds (see also Proposition 5). According to Theorem 17, TF ∈ M (F ).
Again (iii) and NF ⊂ ND(T ) provide T = T + NF . According to Lemma 2
T ∈ M (Rd).
Theorem 17 allows us to re-demonstrate Löhne’s characterization of maximal
monotonicity for finite-dimensional operators (see [13, Theorem 3.4]).
Theorem 19 An operator T ∈ M (Rd) iff (i) T ∈ M(Rd); (ii) D(T ) is nearly
convex, that is, there is a convex set C such that C ⊂ D(T ) ⊂ C; (iii) T has
convex values; (iv) T = T +ND(T ); (v) T is closed.
More precisely, [13, Theorem 3.4 (iv)] states that (Tx)∞ = ND(T )x, for
every x ∈ D(T ), where (Tx)∞ stands for the recession cone of Tx. Since
Tx + (Tx)∞ = Tx, it is straightforward that [13, Theorem 3.4 (iv)] implies
our condition (iv). Therefore Theorem 19 has a slightly weaker assumption (iv)
than [13, Theorem 3.4].
Theorem 19 is trivial for a singleton domain operator. The following charac-
terization of maximal monotonicity for 1−dimensional operators is a simplified
version and is used in the proof of Theorem 19.
Theorem 20 Let U : R⇒ R be such that intD(U) =: (α, ω) 6= ∅. Consider the
assumption: (F) U(α) = U(α) + R− whenever α ∈ D(U), U(ω) = U(ω) + R+
whenever ω ∈ D(U).
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TFAE:
(i) U ∈ M (R),
(ii) U ∈M(R), U has convex values, (F) holds, and U is closed,
(iii) U ∈M(R), U has closed convex values, (F) holds, and
inf U((t,+∞)) ≤ supU(t), ∀t ∈ [α, ω) ∩ R, (11)
supU((−∞, t)) ≥ inf U(t) ∀t ∈ (α, ω] ∩ R. (12)
Here U(A) := ∪x∈AU(x), for A ⊂ R. In all these cases D(U) = cl(intD(U)) =
[α, ω] ∩ R and (F) is equivalent to U = U +ND(U).
Remark 6 Note that condition U(α) = U(α) +R− whenever α ∈ D(U) comes
to U(α) = (−∞, supU(α)] while U(ω) = U(ω) + R+ whenever ω ∈ D(U) is
equivalent to U(ω) = [inf U(ω),+∞). Therefore in (ii) (respectively (iii)) it
suffices for U to have (closed) convex values only on intD(U).
For U ∈ M(R) relations (11), (12) represent a simplification of the closed-
ness condition for U and can be equivalently restated as equalities, namely
lim
r↓t
(inf U(r)) = inf
r>t
(inf U(r)) = inf U((t,+∞)) = supU(t), ∀t ∈ [α, ω) ∩R,
lim
ℓ↑t
(supU(ℓ)) = sup
ℓ<t
(supU(ℓ)) = supU((−∞, t)) = inf U(t), ∀t ∈ (α, ω] ∩ R,
since t→ inf U(t), t→ supU(t) are non-decreasing.
More interestingly, (11) is equivalent to
lim
r↓t
(supU(r)) = inf
r>t
(supU(r)) = supU(t), ∀t ∈ [α, ω) ∩ R,
while
lim
ℓ↑t
(inf U(ℓ)) = sup
ℓ<t
(inf U(ℓ)) = inf U(t), ∀t ∈ (α, ω] ∩R,
is an equivalent reformulation of (12).
Also, notice that (11) for t = α spells inf R(U) = −∞ when α 6∈ D(U)
or supU(α) = inf U((α,+∞)) when α ∈ D(U). Similarly (12) for t = ω
spells supR(U) = +∞ when ω 6∈ D(U) or inf U(ω) = supU((−∞, ω)) when
ω ∈ D(U).
Proof. (i) ⇒ (ii) Condition U = U + ND(U) together with N(α,ω)(α) = R−,
N(α,ω)(ω) = R+(whenever α, ω are finite) provide (F). The other properties in
(ii) are usual for U ∈ M (R).
(ii)⇒ (iii) It suffices to verify (11), (12). Note that Ux is bounded, for every
x ∈ intD(U), whenever U ∈ M(R). Clearly, (11) holds when inf U((t,∞)) =
−∞. Otherwise, for every t ∈ [α, ω) ∩ R, inf U((t,∞)) is finite. Take (rn)n ⊂
(α, ω), rn ↓ t, sn := minU(rn) (attained since U(rn) is a closed bounded inter-
val) such that inf U((t,∞)) = limn→∞ sn =: s ∈ R. Since U is closed, s ∈ U(t)
and so s ≤ supU(t), that is, (11) holds. Note parenthetically that (11) holds
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for t = ω ∈ D(U) since U(ω) = U(ω) +R+ and supU(ω) = +∞. Relation (12)
is verified similarly.
(iii) ⇒ (i) First we show that ω < ∞ implies supR(U) = +∞. Indeed,
assume that ω is finite. If ω ∈ D(U) from U(ω) = U(ω) + R+ it is clear
that supR(U) = +∞. If ω 6∈ D(U) then, according to (12), supU((−∞, ω)) =
supR(U) ≥ inf U(ω) = inf ∅ = +∞. Similarly α > −∞ implies inf R(U) = −∞.
Let (t, s) be m.r. to U . If t > ω or t = ω 6∈ D(U) then ω is finite, and by the
previous argument we find the contradiction s ≥ supR(U) = +∞. Therefore
t < ω or t = ω ∈ D(U). Similarly, t < α or t = α 6∈ D(U) is impossible which
leads to t > α or t = α ∈ D(U). Hence t ∈ D(U) ∩ [α, ω]. In particular, since
U ∈M(R), we also get that D(U) = [α, ω] ∩ R.
If t ∈ (α, ω) then, due to (11), (12), we get inf U(t) ≤ supU((−∞, t)) ≤ s ≤
inf U((t,∞)) ≤ supU(t). This yields s ∈ U(t), since U(t) is a closed interval. If
t = α ∈ D(U) then, according to (11), s ≤ inf U((α,∞)) ≤ supU(α); whence
s ∈ U(α), since U(α) = (−∞, supU(α)]. Similarly, t = ω ∈ D(U) provides
s ∈ U(ω). The proof is complete.
Proof of Theorem 19. If T ∈ M (Rd) then (iii), (iv), (v) are usual properties
mainly due to the preservation of monotonicity. Since every finite-dimensional
convex set has a non-empty convex relative (algebraic) interior which is dense
in the set (see e.g. [20, Proposition 2.40, p. 64]), for (ii) notice that D(T ) is
convex and ∅ 6= C := riD(T ) ⊂ D(T ) ⊂ C = D(T ) (see also [20, Theorems
12.37, 12.41]).
For the converse note first that (ii) provide iD(T ) = iC = riC = riD(T ),
D(T ) = C are non-empty convex and T has closed convex values due to (iii)
and (v).
Assume first that affD(T ) = Rd. Hence iD(T ) = intD(T ). To conclude
it suffices to check condition (i) in Theorem 17, that is, T + NL ∈ M (Rd) for
every line L ⊂ Rd such that L ∩ intD(T ) 6= ∅. According to Lemma 9 (ii), we
need to show that TL,z ∈ M (R) for some z ∈ intD(T ) ∩ L. To this end we
prove that U := TL,z verifies the conditions of Theorem 20 (ii).
Recall that U = J∗TzJ , where L = L(z, v), Jt = tv, t ∈ R and D(U) =
J−1((D(T )− z)∩Rv). Therefore U has convex values since so does T . Because
z ∈ intC we know that (C − z) ∩ Rv = (C − z)∩Rv. This yields that (D(T )−
z) ∩ Rv is nearly convex and connected. Since J : R → Rv is an isomorphism,
D(U) is a non-degenerate interval (and it is not a singleton because it contains
the non-empty open set J−1(intC − z)).
Let (α, ω) := intD(U). Then α < 0, ω > 0 and, whenever α, ω are finite,
z + αv, z + ωv ∈ D(T ) \ intD(T ). Assume that α ∈ D(U), i.e., z + αv ∈ D(T ).
Take n∗ ∈ ND(T )(z+αv) such that 〈z+αv− y, n
∗〉 > 0, for every y ∈ intD(T ).
Pick y = z + α2 v to get 〈v, n
∗〉 < 0. For every s ∈ U(α) there is x∗ ∈ T (z + αv)
such that s = 〈v, x∗〉. For every λ < 0 let t = λ/〈v, n∗〉 > 0. Then x∗ + tn∗ ∈
T (z+αv) due to (iv). Therefore s+λ ∈ U(α) and so U(α) = U(α) +R− . The
second part of (F) is proved similarly.
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Consider sn ∈ Utn, i.e., sn = 〈v, x∗n〉 for some x
∗
n ∈ T (z + tnv), n ≥ 1, with
limn→∞(sn, tn) = (s, t). From the local boundedness of T at z (see e.g. [2,
Theorem 2]), there are M, r > 0 such that z + rB ⊂ D(T ) and ‖x∗‖ ≤ M for
every x∗ ∈ T (z + ru), u ∈ B := {x ∈ Rd | ‖x‖ ≤ 1}. The monotonicity of
T provides 〈tnv − ru, x
∗
n − x
∗〉 ≥ 0, for every x∗ ∈ T (z + ru), u ∈ B, n ≥ 1.
This yields r‖x∗n‖ ≤ M(|tn|‖v‖ + r) + tnsn, n ≥ 1; whence (x
∗
n)n is bounded.
On a subsequence, denoted for simplicity by the same index, x∗n → x
∗
0 in R
d
and x∗0 ∈ T (z + tv) since T is closed. Passing to limit in sn = 〈v, x
∗
n〉 we find
s = 〈v, x∗0〉, that is, s ∈ Ut and so U is closed.
According to Theorem 20 (ii), TL,z ∈ M (R) and by the above argument
T ∈ M (Rd).
In the general case we may assume that 0 ∈ F := aff D(T ). Then TF
fulfills trivially (i), (ii), (iii), (iv) is due to (ND(T ))F being the normal cone to
D(T ) ⊂ F , and (v) follows from Corollary 8 (ii). Thus TF ∈ M (F ) followed by
T ∈ M (Rd) (recall that (iv) yields T = T +NF ).
5 Line-plane characterizations
Since the previous section provided several characterizations for the maximal
monotonicity of operators defined in R, the Banach spaces considered in this
section are assumed to have dimension greater than one.
Proposition 21 Let X be a Banach space and let T ∈ M(X) be such that
icD(T ) 6= ∅. If T + NP ∈ M (X) for every plane P with P ∩ icD(T ) 6= ∅ then
T +NL ∈ M (X) for every line L with L ∩ icD(T ) 6= ∅.
Proof. Let L be a line with with L ∩ icD(T ) 6= ∅ and P be a plane with
L ⊂ P . Since L ∩ ic(D(T ) ∩ P ) 6= ∅, by Proposition 14, we find that T +NL =
(T +NP ) +NL ∈ M (X).
Theorem 22 Let X be a Banach space and let T ∈M(X) be such that icD(T ) 6=
∅. Then T ∈ M (X) iff
(i) T +NP ∈ M (X) for every plane P ⊂ X such that P ∩ icD(T ) 6= ∅,
(ii) T has w∗−closed convex values.
Due to Proposition 21 condition (i) in the previous theorem can be restated
as T + NA is maximal monotone, for every affine set A generated by at most
two linearly independent vectors and such that A ∩ icD(T ) 6= ∅. Note that this
latter condition does not require a dimensional restriction on X .
Proof. For the direct implication (i) follows from Proposition 14 and (ii) is
usual for T ∈ M (X).
For the converse let (x0, x
∗
0) be m.r. to T and let A = A(x0; v1, v2) be
any affine set through x0 generated by v1, v2 that cuts
icD(T ). It is easily
checked that (x0, x
∗
0) is m.r. to T + NA, since n
∗ ∈ NA(x) iff x ∈ A and
〈v1, n∗〉 = 〈v2, n∗〉 = 0. But T +NA ∈ M (X).
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Therefore, if (x0, x
∗
0) is m.r. to T then x0 ∈ D(T ) and
∀v1, v2 : A(x0; v1, v2)∩
icD(T ) 6= ∅, ∃x∗ ∈ Tx0 : 〈vi, x
∗
0〉 = 〈vi, x
∗〉, i = 1, 2. (13)
Assume that x∗0 6∈ Tx0. Since Tx
∗
0 is w
∗−closed convex, by a separation
argument there is v1 ∈ X such that
〈v1, x
∗
0〉 > sup{〈v1, y
∗〉 | y∗ ∈ Tx0}. (14)
Let v2 be such that A := A(x0; v1, v2) cuts
icD(T ) and so T +NA ∈ M (X).
By (13), this yields an x∗ ∈ Tx0 such that 〈v1, x∗0〉 = 〈v1, x
∗〉 contrary to (14).
This contradiction comes from the assumption that x∗0 6∈ Tx0. Hence x
∗
0 ∈ Tx0
and T ∈ M (X).
Remark 7 After looking at Theorems 18, 22 (see also Theorem 24 below) one
wonders whether condition (iii) in Theorem 18 is necessary; in other words
whether condition (i) in Theorem 22 could be relaxed by changing the planes
with lines.
Consider C := {(x, y) ∈ R2 | x ≤ 0, y ≤ 0} and T : D(T ) := C ⊂ R2 ⇒ R2,
T (x, y) = NC(x, y), for every (x, y) ∈ C \ {(0, 0)} and T (0, 0) = R+(1, 1). Then
T 6∈ M (R2) since T ( NC (more precisely T (0, 0) ( NC(0, 0) = {(x, y) ∈
R2 | x ≥ 0, y ≥ 0} = R+(1, 0) + R+(0, 1)), T has closed convex values, and
intD(T ) 6= ∅.
Moreover, T +NL = NC +NL ∈ M (R2) (see e.g. Proposition 15), for every
line L that cuts intD(T ), that is, condition (i) in Theorem 18 is fulfilled. Indeed,
this is straightforward if L does not pass through the origin. If L passes through
the origin note that L cuts intD(T ) iff L is non-vertical and has a positive-
slope, that is, L := R(1,m), for some m > 0. Then NL(0, 0) = L
⊥ = R(−m, 1)
and (T +NL)(0, 0) = R+(1, 1) +R(−m, 1) = R+(1, 0) +R+(0, 1) +R(−m, 1) =
(NC+NL)(0, 0), since it is easily verifiable that R+(1, 0)∪R+(0, 1) ⊂ R+(1, 1)+
R(−m, 1). This suffices in order to have T +NL = NC +NL.
R2
C
T (0, 0)T (x, y)
(x, y)
L : y = mx L
⊥ : x+my = 0
(NC +NL)(0, 0) : x+my ≥ 0
This example shows that condition (iii) in Theorem 18 is essential and, more-
over, it cannot be relaxed to T = T+NaffD(T ). However, if the lines in Theorem
18 (i) are upgraded to planes then (iii) can be relaxed to T = T +NaffD(T ).
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Theorem 23 Let X be a Banach space and let T ∈M(X) be such that icD(T ) 6=
∅. Then T ∈ M (X) iff
(i) T +NP ∈ M (X) for every plane P ⊂ affD(T ) such that P ∩ icD(T ) 6= ∅,
(ii) T has w∗−closed convex values,
(iii) T = T +NaffD(T ).
Proof. The direct implication is straightforward. For the converse assume
without loss of generality that 0 ∈ affD(T ) =: F . Apply the converse of
Theorem 22 for TF : F ⇒ F
∗. For every plane P ⊂ F such that P ∩ icD(T ) 6= ∅,
T +NP +NF = T +NP ∈ M (X). From Lemma 1 we see that (T +NP )F =
TF + (NP )F ∈ M (F ), where (NP )F ∈ M (F ) is the normal cone to P ⊂ F .
Hence TF ∈ M (F ) since, by Proposition 5, TF has w∗−closed values in F ∗.
Together with (iii) this yields T ∈ M (X) (see Lemma 2).
The natural question whether the planes in condition (i) of Theorems 22,
23 can be replaced by lines is answered in the next result; thereby providing an
extension to the infinite-dimensional context for Theorem 18.
Theorem 24 Let X be a Banach space and let T ∈M(X) be such that icD(T ) 6=
∅. Then T ∈ M (X) iff
(i) T +NL ∈ M (X) for every line L ⊂ affD(T ) such that L ∩ icD(T ) 6= ∅,
(ii) T has w∗−closed convex values,
(iii) T = T +ND(T ).
Proof. The direct implication is clear. For the converse note that from (iii),
Lemma 2, and Proposition 5 we may assume without loss of generality that
affD(T ) = X (otherwise we replace T by TF where 0 ∈ F := aff D(T )); whence
icD(T ) = coreD(T ). From (i) via Proposition 16 we know that coreD(T ) =
intD(T ), D(T ) = cl(intD(T )) are non-empty convex; in particular D(T ) is
nearly-convex.
According to Theorem 22, it is enough to prove that T + NP ∈ M (X)
for every plane P with P ∩ intD(T ) 6= ∅. From Lemma 9 (ii) we know that
T +NP ∈ M (X) iff TP,z ∈ M (R2) for some z ∈ P ∩ intD(T ).
For this choice of P and z we plan to use Theorem 17 for TP,z.
According to (ii) and Proposition 10 (i), TP,z has closed convex values.
In this case recall (8), i.e.,
intD(TP,z) = J
−1(intD(T )− z), clD(TP,z) = J
−1(D(T )− z), (15)
where P = A(z; v1, v2), J : R
2 → X , J(t1, t2) := t1v1 + t2v2, and D(TP,z) =
J−1(D(T )− z).
We know from (iii) and Lemma 12 that TP,z tˆ = TP,z tˆ+ND(TP,z) tˆ, for every
tˆ = (t1, t2) ∈ D(TP,z). According to Theorem 17, TP,z ∈ M (R2) as soon as
TP,z +Nℓ ∈ M (R2) for every line ℓ ⊂ R2 such that ℓ ∩ intD(TP,z) 6= ∅.
Let ℓ ⊂ R2 be a line such that ℓ ∩ intD(TP,z) 6= ∅. Consider the line
L := J(ℓ) + z ⊂ P or equivalently ℓ = J−1(L − z). Note that ιℓ = ιL−z ◦ J .
Since ℓ ∩ intD(TP,z) 6= ∅ we know from (15) that L cuts intD(T ). We may
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apply the chain rule [28, Theorem 2.8.3(viii), p. 123] to get Nℓ = J
∗NL−zJ .
This yields TP,z + Nℓ = AP,z := J∗AzJ , where A := T +NL ∈ M (X) due to
(i). Note that A = A + NP . According to Lemma 9 (ii), AP,z ∈ M (R2). The
proof is complete.
Theorems 18, 22, 23, 24 show that under interiority conditions the sum result
contained in Theorem 13 ([27, Corollary 4]) cannot be further improved in the
sense that T need be maximal monotone.
The advantage of a condition of type Theorem 24 (i) over the (demi)closedness
of the graph of an operator is that this condition involving lines can be replaced
by the hemiclosedness or the so called “closedness on line” condition, as seen in
Theorem 20.
Let C ⊂ X be a convex set with riD(T ) 6= ∅. Denote by TC(x) the tangent
cone to C at x ∈ X and by SC(x) :=
⋃
h>0 h(C−x) the cone spanned by C−x.
Then riTC(x) = SriC(x), for very x ∈ C (see [1, Proposition 7, p. 169]).
We are ready for the following generalization of [4, Theorem 1.2], [8, Lemma
2.2], [21, Theorem 40.2, p. 155] (see also [21, Remark 40.3]), and [24, Lemma
4.2].
Theorem 25 Let X be a Banach space and let T ∈ M(X) be such that D(T )
is nearly-convex.
Then T ∈ M (X) iff T = T +ND(T ) and (one of) the following assumptions
hold(s):
(H) T has w∗−closed convex values and for every x ∈ D(T ), v ∈ riTD(T )(x)
inf
h>0
inf
x∗∈T (x+hv)
〈v, x∗〉 ≤ sup
x∗∈T (x)
〈v, x∗〉. (16)
(D) T has convex values and is demiclosed,
(R) T is representable.
Remark 8 Whenever T ∈ M(X), the second part of condition (H) in the pre-
vious theorem is equivalent to the stronger forms: for x ∈ D(T ), v ∈ SriD(T )(x)
lim
h↓0
inf
x∗∈T (x+hv)
〈v, x∗〉 = inf
h>0
inf
x∗∈T (x+hv)
〈v, x∗〉 = sup
x∗∈T (x)
〈v, x∗〉,
lim
h↓0
sup
x∗∈T (x+hv)
〈v, x∗〉 = inf
h>0
sup
x∗∈T (x+hv)
〈v, x∗〉 = sup
x∗∈T (x)
〈v, x∗〉,
since h → infx∗∈T (x+hv)〈v, x
∗〉, h → supx∗∈T (x+hv)〈v, x
∗〉 are non-decreasing.
The last equivalent condition holds a striking resemblance to [13, Lemma 2.2]
(one of the key results used in the proof of [13, Theorem 3.4]).
Proof. Let T ∈ M(X) be such that D(T ) is nearly-convex. For every x ∈
D(T ), v ∈ SriD(T )(x) the line L = L(x; v) ⊂ affD(T ) cuts riD(T ) at some
z = x + t0v with t0 > 0. Let U := TL,x. Then D(U) is a non-degenerate
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interval with 0 inside its interior when x ∈ riD(T ) and with 0 as its left end-
point when x ∈ D(T ) \ riD(T ) (see Lemma 11). Recall that s ∈ U(t) iff
s = 〈v, x∗〉, for some x∗ ∈ T (x + tv); whence inf U(t) = infx∗∈T (x+tv)〈v, x
∗〉,
supU(t) = supx∗∈T (x+tv)〈v, x
∗〉, and supU(0) = supx∗∈T (x)〈v, x
∗〉.
It is clear that for T ∈ M (X) conditions T = T +ND(T ), (D), and (R) are
fulfilled. According to Proposition 14, T +NL ∈ M (X) and from Lemma 9 (ii),
TL,x ∈ M (R). Condition (H) follows from relation (11) in Theorem 20 (iii) for
t = 0.
Conversely, note that (R) ⇒ (D) and T has w∗−closed convex values when-
ever (H) or (D) holds. According to Theorem 24, it suffices to show that
T + NL ∈ M (X) for ever line L ⊂ affD(T ) with L ∩ riD(T ) 6= ∅. To fix
notation, let L = L(z; v) with z ∈ riD(T ). According to Lemma 9 (ii) we
need to show that U := TL,z ∈ M (R). To this end we use Theorem 20. Both
(H), (D) imply via Proposition 10 (i) that U has closed convex values. Also,
intD(U) =: (α, ω) ∋ 0, because z ∈ riD(T ). Condition T = T +ND(T ) trans-
fers to U via Lemma 12 and it clearly yields that U(α) = U(α) +R−, whenever
α ∈ D(U) and U(ω) = U(ω) + R+, whenever ω ∈ D(U), since N[α,ω](α) = R−,
N[α,ω](ω) = R+, that is, (F) holds.
If (D) is true then, according to Proposition 10 (ii), U is closed. In this case
the conditions in Theorem 20 (ii) are met so U ∈ M (R) and we are done.
If (H) holds, to conclude by using Theorem 20 (iii), it remains to prove that
(11), (12) hold.
Note that v ∈ SriD(T )(z + tv) for α ≤ t < ω and −v ∈ SriD(T )(z + tv) for
α < t ≤ ω; while z + tv ∈ D(T ), for every t ∈ [α, ω] ∩ R. According to (16), for
every α ≤ t < ω
inf U((t,+∞)) = inf
h>0
inf
x∗∈T (z+tv+hv)
〈v, x∗〉 ≤ sup
x∗∈T (z+tv)
〈v, x∗〉 = supU(t).
and for every α < t ≤ ω
supU((−∞, t)) = sup
ℓ<t
sup
x∗∈T (z+ℓv)
〈v, x∗〉
= − inf
h>0
inf
x∗∈T (z+tv+h(−v))
〈−v, x∗〉 ≥ − sup
x∗∈T (z+tv)
〈−v, x∗〉 = inf U(t).
A stronger form of condition (H) in the previous theorem has been proven in
[21, Lemma 40.1(d)] for T ∈ M (X) on intD(T ). Similar continuity properties
of this form are studied in our sixth section.
If X is finite-dimensional then (D) together with the monotonicity of T
provide (H) as seen in the proof of Theorem 19. Hence all versions of Theorem
25 are extensions of Theorem 19. It is clear that at least for x ∈ intD(T ) the
demiclosedness of T implies the second part in (H) due to the local boundedness
of T at x.
Our next aim is to make conditions (H) and (D) in Theorem 25 as disjoint
as possible.
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Theorem 26 Let X be a Banach space and let T ∈ M(X) be such that D(T )
is nearly-convex. Then T ∈ M (X) iff
(C) T = T +ND(T ),
(H’) T has w∗−closed convex values and for every x ∈ D(T ) \ riD(T ), v ∈
riTD(T )(x)
inf
h>0
inf
x∗∈T (x+hv)
〈v, x∗〉 ≤ sup
x∗∈T (x)
〈v, x∗〉, (17)
(D’) T is demiclosed on riD(T ).
Proof. Assume first that affD(T ) = X . We plan to use Theorem 25, there-
fore it suffices to show that (16) holds for x ∈ intD(T ) and for every v ∈
SintD(T )(x) = X . Assume by contradiction that for a fixed x ∈ intD(T ) there
is v ∈ X such that (16) does not hold. Taking Remark 8 into consideration,
this entails the existence of ǫ0 > 0 such that
〈v, x∗〉 ≥ 〈v, y∗〉+ ǫ0, ∀h > 0, x
∗ ∈ T (x+ hv), y∗ ∈ Tx. (18)
Take hi ↓ 0 such that for every i, x + hiv belongs to the neighborhood of x on
which T is bounded. Hence any net (x∗i )i with x
∗
i ∈ T (x + hiv) is bounded.
Eventually on a subnet, denoted by the same index for simplicity, x∗i → z
∗ ∈ Tx
weakly-star in X∗, by the demiclosedness of T . We obtain a contradiction if we
use (18) for h = hi, x
∗ = x∗i , and y
∗ = z∗ and pass to limit.
In general we may assume that 0 ∈ affD(T ) =: F . The above argument
applies to TF via Propositions 5, 7, because (C) provides T = T+NF . Therefore
TF ∈ M (F ) and T ∈ M (X) via Lemma 2.
Proposition 27 Let X be a Banach space and let T ∈ M(X) be such that
coreD(T ) 6= ∅. If T is demiclosed and Tx is unbounded for every x ∈ D(T ) \
coreD(T ) then T is NI, intD(T ) = coreD(T ), D(T ) are convex; in particular
D(T ) is nearly-convex.
Proof. Fix y ∈ coreD(T ) and y∗ ∈ Ty. For every x ∈ X , set Sx := {s ∈ [0, 1] |
tx+(1− t)y ∈ D(T ), ∀t ∈ [0, s]}, sx := supSx, and zx := sxx+(1−sx)y. Then
0 < sx ≤ 1 and zx ∈ D(T ) \ coreD(T ).
Assume by contradiction that T is not NI that is ϕT (x, x
∗) < c(x, x∗) for
some (x, x∗) ∈ X × X∗. Then x /∈ D(T ) since D(T ) × X∗ ⊂ [ϕT ≥ c] (see
e.g. [23, Proposition 3.2 (i)]). For every s ∈ Sx, let t := s/sx ∈ (0, 1]. Then
tzx + (1− t)y ∈ D(T ). Again, using D(T )×X∗ ⊂ [ϕT ≥ c] one gets
tϕT (zx, x
∗) + (1− t)c(y, y∗) = tϕT (zx, x
∗) + (1 − t)ϕT (y, y
∗)
≥ ϕT (t(zx, x
∗) + (1− t)(y, y∗)) = ϕT (tzx + (1− t)y, tx
∗ + (1− t)y∗)
≥ c(tzx + (1− t)y, tx
∗ + (1− t)y∗)
= tc(zx, x
∗) + (1− t)c(y, y∗)− t(1− t)c(zx − y, x
∗ − y∗).
This yields ϕT (z, x
∗) ≥ c(zx, x∗) − (1 − t)c(zx − y, x∗ − y∗). After we let
s→ sx, i.e., t→ 1, we get ϕT (zx, x∗) ≥ c(z, x∗), from which zx 6= x.
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Let M be a maximal monotone extension of T ∪ {(x, x∗)}. Then from x ∈
D(M), y ∈ coreD(M) = intD(M), and zx 6= x we know that zx ∈ intD(M).
ThereforeM and T are locally bounded at zx. The demiclosedness of T implies
that zx ∈ D(T ) so T (zx) is non-empty bounded in contradiction to one of our
assumptions. Therefore T is NI.
In this case we know that R := [ψT = c] is the unique maximal mono-
tone extension of T (see [26, Proposition 4 (iii)]), D(R) ⊂ cl(convD(T )) since
domψT ⊂ cl s×w∗ conv(GraphT ), intD(R) = coreD(R) 6= ∅, and D(R) is
nearly-convex (see [27, Corollary 3] or [18, Theorem 1]).
Take x ∈ intD(R)\D(T ). Then zx 6= x and zx ∈ intD(R) since intD(R) is
convex and contains y. Therefore the operators R and T are locally bounded at
zx and zx ∈ D(T ) because T is demiclosed. Thus we reach at the contradiction
zx ∈ D(T ) \ coreD(T ) and T (zx) is non-empty bounded.
Hence intD(R) ⊂ D(T ) ⊂ D(R); whence D(T ) = D(R) is convex and
D(R) ⊂ D(T ) because D(R) is nearly-convex. Again, for every x ∈ intD(R),
R and T are locally bounded at x and x ∈ D(T ) due to the demiclosedness of
T , that is, intD(R) ⊂ D(T ). This yields that intD(T ) = intD(R) = coreD(T )
is convex and D(T ) = D(R) = cl(intD(T )).
Remark 9 The unboundedness of an operator T : X ⇒ X∗ at every x ∈ D(T )\
coreD(T ) does not transmit to its restriction TaffD(T ),z even though riD(T ) 6= ∅.
Indeed, take F ⊂ X a proper closed linear subspace and T = F × F⊥. Then
Tx = F⊥ is unbounded, for every x ∈ F while TF = F × {0}, i.e., TFx = {0},
for x ∈ F .
Lemma 28 Let (X, ‖ · ‖) be a Banach space, let T ∈ M(X) be such that
coreD(T ) 6= ∅, and let x ∈ D(T ) \ coreD(T ). Consider the conditions
(i) Tx is unbounded;
(ii) sup{〈x− y, x∗〉 | x∗ ∈ Tx} = +∞, for every (some) y ∈ coreD(T ).
Then (ii) ⇒ (i). If, in addition, intD(T ) = coreD(T ) then (i) ⇒ (ii).
Proof. (ii) ⇒ (i) Let y ∈ coreD(T ) be such that sup{〈x− y, x∗〉 | x∗ ∈ Tx} =
+∞. Since x 6= y and 〈x − y, x∗〉 ≤ ‖x − y‖‖x∗‖, this gives sup{‖x∗‖ | x∗ ∈
Tx} = +∞.
(i) ⇒ (ii) For every y ∈ intD(T ) let M, r > 0 be such that y+ rBX ∈ D(T )
and ‖y∗‖ ≤M , for every y∗ ∈ T (y+ru), u ∈ BX . The monotonicity of T implies
that 〈x− y− ru, x∗− y∗〉 ≥ 0, for every x∗ ∈ Tx, y∗ ∈ T (y+ ru), u ∈ BX . This
yields 〈x−y, x∗〉 ≥ r〈u, x∗〉−‖x−y−ru‖‖y∗‖, for every x∗ ∈ Tx, y∗ ∈ T (y+ru),
u ∈ BX ; followed by 〈x−y, x∗〉 ≥ r〈u, x∗〉−(‖x−y‖+r)M , for every x∗ ∈ Tx, u ∈
BX . Pass to supremum over u ∈ BX to get 〈x−y, x∗〉 ≥ r‖x∗‖−(‖x−y‖+r)M ,
for every x∗ ∈ Tx; whence sup{〈x− y, x∗〉 | x∗ ∈ Tx} = +∞.
The advantage of condition (ii) in the previous lemma is that it transmits
to TaffD(T ),z; thereby allowing to relativize Proposition 27.
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Proposition 29 Let X be a Banach space and let T ∈ M(X) be such that
icD(T ) 6= ∅ and T = T + NaffD(T ). If T is demiclosed and for every x ∈
D(T ) \ icD(T ) there is y ∈ icD(T ) such that sup{〈x− y, x∗〉 | x∗ ∈ Tx} = +∞
then TaffD(T ),z is NI, for every z ∈ affD(T ) and D(T ) is nearly-convex.
Proof. If affD(T ) = X the conclusion follows from Proposition 27 and Lemma
28. In general we may assume that 0 ∈ F := affD(T ) otherwise we replace T
by Tz with z ∈ affD(T ). Note that TF is demiclosed due to T = T + NF and
Proposition 7. Also sup{〈x− y, f∗〉 | f∗ ∈ TFx} = sup{〈x− y, x∗〉 | x∗ ∈ Tx} =
+∞ which allows the conclusion for TF . Therefore TF is NI and D(T ) is nearly
convex.
The following results are versions of Theorems 25, 26 mainly by relaxing
condition (C).
Theorem 30 Let X be a Banach space and T : X ⇒ X∗ be such that icD(T ) 6=
∅. Then T ∈ M (X) iff T = T +NaffD(T ), T is representable, and for every x ∈
D(T ) \ icD(T ) there is y ∈ icD(T ) such that sup{〈x− y, x∗〉 | x∗ ∈ Tx} = +∞.
In this case icD(T ) = riD(T ) and D(T ) is nearly-convex.
Proof. For the direct implication if T ∈ M (X) then T is representable with
icD(T ) = riD(T ) and D(T ) nearly-convex (see [27, Corollary 3]) and every
x ∈ D(T )\riD(T ) is a support point of D(T ), i.e., there is u∗ ∈ ND(T )x, u
∗ 6= 0.
This makes Tx unbounded because Tx = Tx+ND(T )x and so sup{〈x− y, x
∗〉 |
x∗ ∈ Tx} = +∞, for every y ∈ icD(T ).
Proposition 29 may be used for the converse implications since every rep-
resentable operator is monotone demiclosed to find that TF is NI and D(T ) is
nearly-convex, where we may assume without loss of generality that 0 ∈ F :=
affD(T ).
Let h ∈ RT . Consider g(x, f∗) = inf{h(x, x∗) | x∗|F = f∗}, (x, f∗) ∈ F×F ∗.
According to [24, Theorem 5.1], g ∈ RTF since h, h
 ≤ ψT (see [24, Remark 3.6]
or [27, (5)]) which yields PrX(domh
∗) ⊂ PrX(domψT ) ⊂ D(T ) ⊂ F because
D(T ) is nearly convex. Hence TF is representable and from [22, Theorem 2.3]
we know that T ∈ M (F ). Again, Lemma 2 provides T ∈ M (X).
In particular, the previous result can be used to reprove Theorem 25 under
the (R) assumption.
Corollary 31 Let X be a Banach space and T : X ⇒ X∗ be such that D(T )
is algebraically open (that is, D(T ) = icD(T )). Then T ∈ M (X) iff T =
T +Naff D(T ) and T is representable. In this case
icD(T ) = riD(T ) and D(T )
is nearly-convex.
Remark 10 One wonders whether, in the previous results, the contribution
of T |D(T )\icD(T ) could be avoided. Let T ∈ M (X) with intD(T ) 6= ∅. In
general, would the NI type and representability transmit from T to T |intD(T )?
The answer is negative. For example, take C ( X closed convex with intC 6= ∅.
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Then NC ∈ M (X) (so it is NI and representable) while NC |intC = intC × {0}
is neither NI (because it is not unique; X×{0} and NC being two different strict
maximal monotone extensions of NC |intC) nor representable (since otherwise,
according to Corollary 31, NC |intC ∈ M (X)).
In the next result we avoid condition (C) completely.
Theorem 32 Let X be a Banach space and let T : X ⇒ X∗ be dual-representable.
Consider the conditions
(i) D(T ) is nearly-convex,
(ii) icD(T ) is non-empty convex, and D(T ) ⊂ cl(icD(T )),
(iii) ic PrX(domh) 6= ∅, for some h ∈ DT ,
(iv) T ∈ M (X).
Then (i) ⇔ (ii) ⇔ (iii) ⇒ (iv).
Proof. (i) ⇒ (ii) is straightforward.
(ii) ⇒ (iii) Every h ∈ DT has h ≤ ψT ; therefore icD(T ) ⊂ D(T ) ⊂
PrX(domh) ⊂ PrX(domψT ) ⊂ D(T ) = cl(icD(T )) since D(T ) is convex. This
implies that aff(PrX(domh)) = affD(T ) and
icD(T ) =ic PrX(domh) 6= ∅.
(iii) ⇒ (iv) It suffices to prove that T is NI. To this end we show that
x ∈ D(T ) whenever z = (x, x∗) is m.r. to T .
Eventually by making a translation we may assume without loss of generality
that 0 ∈ ic PrX(domh).
Let f ∈ Λ(R2) be given by f(t, s) = inf{h(y, y∗) | (y, y∗) ∈ C(t, s)}, where
C : R2 ⇒ Z, (y, y∗) ∈ C(t, s) iff y = tx, 〈x, y∗〉 = s. Note that C is linear
and sR2 × (sX × w
∗
X∗)−closed. Since h ∈ Γ(Z) and D := ImC − domh =
(Rx − PrX(domh)) × X
∗ has affD = (Rx − aff(PrX(domh)) × X
∗ closed,
because aff(PrX(domh) is closed and Rx is finite dimensional, we get 0 ∈ icD.
According to [28, Theorem 2.8.6 (v)], one gets
f∗(s, t) = min{h∗(y∗, y∗∗) | (s, t) ∈ C∗(y∗, y∗∗)}, (s, t) ∈ R2.
Since (s, t) ∈ C∗(y∗, y∗∗) iff y∗∗ = tx, 〈x, y∗〉 = s one gets f(t, s) = f∗(s, t) =
min{h(tx, y∗) | 〈x, y∗〉 = s}. Note that since f ≥ c, we have f = cl f ≥ c
and f ∈ D[f=c]. From [5, Theorem 3.1] we know that [f
 = c] ∈ M (R2).
Note that from h ∈ RT one finds that for every (t, s) ∈ [f
 = c] there is
y∗ ∈ T (tx) such that 〈x, y∗〉 = s. Since z = (x, x∗) is m.r. to T and implicitly
to (tx, y∗) we get (1− t)(〈x, x∗〉 − s) = 〈x− tx, x∗ − y∗〉 ≥ 0, that is (1, 〈x, x∗〉)
is m.r. to [f = c]. Hence there is y∗ ∈ T (x) such that 〈x, y∗〉 = 〈x, x∗〉; in
particular x ∈ domT .
(iii) ⇒ (iv) Whenever (iii) happens we know that T ∈ M (X). From [27,
Corollary 3] we have that ic PrX(domh) =
icD(T ) = riD(T ) and; whence D(T )
is nearly-convex.
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Remark 11 Under the assumption 0 ∈ ic PrX(domh) for some h ∈ DT the
implication (iii)⇒ (iv) has been previously proved in [14, Theorem 3.1]. The ad-
vantage of our argument for (iii)⇒ (iv) is that, besides its brevity, it works for X
merely a locally convex space under the modified assumption that ib PrX(domh) 6=
∅, for some h ∈ DT , where for S ⊂ X,
ibS = iS if the linear subspace parallel
to aff S is barrelled, ibS = ∅ otherwise.
6 Continuity properties
Proposition 33 Let (X, ‖ · ‖) be a normed barrelled space and let A ⊂ X∗ be
non-empty, w∗−closed, and convex. Then int(domσA) 6= ∅ iff there exist y ∈ X,
β ∈ R such that 〈y, x∗〉 ≥ ‖x∗‖+ β, for every x∗ ∈ A.
Proof. Assuming that x0 ∈ int(domσA), σA is continuous at x0; whence, for
some r > 0, f(u) := σA(x0 + u) ≤ γ < ∞, for every u ∈ rBX or equivalently,
f ≤ IrBX + γ. Therefore f
∗(x∗) = IA(x
∗) − 〈x0, x∗〉 ≥ (IrBX + γ)
∗(x∗) =
r‖x∗‖ − γ, for x∗ ∈ X∗. This implies 〈y, x∗〉 ≥ ‖x∗‖ + β, for every x∗ ∈ A,
where y = −(1/r)x0, β = −γ/r.
Conversely, assume that, for some y ∈ X , β ∈ R, 〈y, x∗〉 ≥ ‖x∗‖+β, for every
x∗ ∈ A. Then h(x∗) := IA(x∗)+ 〈y, x∗〉 ≥ g(x∗) := ‖x∗‖+β, for every x∗ ∈ X∗,
followed by h∗(u) = σA(−y + u) ≤ g∗(u) = IBX (u) − β, for every u ∈ X , that
is, σA(−y + u) ≤ −β, for every u ∈ BX . This yields −y ∈ int(domσA).
Lemma 34 Let (X, ‖ · ‖) be a normed barrelled space and let A ⊂ X∗ be non-
empty, w∗−closed, and convex with [σA < 0] 6= ∅. Then int[σA < 0] 6= ∅ iff
int(domσA) 6= ∅.
Proof. While the direct implication is straightforward for the converse let
y ∈ int(domσA), x ∈ [σA < 0], and r,M > 0 such that σA(y + ru) ≤ M < ∞,
for every u ∈ BX (since σA is continuous at y). Fix 1 > t > M/(M − σA(x))
and let xt := tx+ (1 − t)y. We have
σA(xt+(1− t)ru) = σA(tx+(1− t)(y+ru)) ≤ tσA(x)+(1− t)M < 0, ∀u ∈ BX ,
which shows that xt ∈ int([σA < 0]).
Proposition 35 Let (X, ‖ · ‖) be a normed barrelled space, let T ∈ M(X)
be such that intD(T ) 6= ∅, and let x ∈ X, x∗ ∈ X∗ be such that Tx is
w∗−closed convex and x∗ 6∈ Tx. Then int[σTx < x∗] 6= ∅. If, in addi-
tion, Tx = Tx + ND(T )x and D(T ) is nearly-convex then int[σTx < x
∗] ⊂
intTD(T )x = SintD(T )(x).
Proof. If x 6∈ D(T ) then σTx = −∞, [σTx < x∗] = X , and the conclusion is
trivial. If x ∈ D(T ) let A := Tx − x∗. A simple separation argument shows
that [σA < 0] = [σTx < x
∗] 6= ∅. According to Lemma 34 and Proposition 33, it
suffices to show that for some y ∈ X , β ∈ R one has 〈y, y∗−x∗〉 ≥ ‖y∗−x∗‖+β,
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for every y∗ ∈ Tx. Equivalently, we need to show that there exist y ∈ X , β ∈ R
such that
〈y, y∗〉 ≥ ‖y∗‖+ β, ∀y∗ ∈ Tx. (19)
Fix z ∈ intD(T ) and let M, r > 0 be such that z+rBX ⊂ D(T ) and ‖z∗‖ ≤M ,
for every z∗ ∈ T (z + ru), u ∈ BX . The monotonicity of T provides
〈z + ru− x, z∗ − y∗〉 ≥ 0, ∀z∗ ∈ T (z + ru), u ∈ BX , y
∗ ∈ Tx.
This yields 〈x − z, y∗〉 ≥ r‖y∗‖ − M(‖z − x‖ + r), that is, (19) holds with
y = (1/r)(x − z), β = −M/r(‖z − x‖ + r).
If, in addition, Tx = Tx+ND(T )x and D(T ) is nearly-convex then [σTx <
x∗] ⊂ (ND(T )x)
− = TD(T )x = cl(intTD(T )x) = clSintD(T )(x). Therefore ∅ 6=
int[σTx < x
∗] ⊂ int(clSintD(T )(x)) = SintD(T )(x).
Remark 12 The previous results allow us to present a different argument for
the converse of Theorem 24.
Indeed, recall from Proposition 16 that R := [ψT = c] is the unique maximal
monotone extension of T and D(T ) = D(R) is nearly-convex. We may assume
without loss of generality that affD(T ) = X. It suffices to show that T = R.
Assume by contradiction that there is (x, x∗) ∈ R such that x∗ 6∈ Tx 6= ∅.
According to Proposition 35, condition T = T +ND(T ) provides ∅ 6= int[σTx <
x∗] ⊂ SintD(T )(x). Take v ∈ int[σTx < x
∗]. Since v ∈ SintD(T )(x) we know
that L(x, v) ∩ intD(T ) 6= ∅, so, as seen in the proof of Proposition 16, there
is y∗ ∈ Tx such that 〈v, x∗〉 = 〈v, y∗〉 in contradiction with v ∈ [σTx < x∗].
Therefore T = R ∈ M (X).
The following conjecture is stated in [3, p. 21]: - Every maximal mono-
tone operator with a non-empty domain interior and defined in a Banach space
is strongly× bounded weakly-star closed. A stronger form of this conjecture,
namely the closedness property with respect to the strong×weak-star topology,
is known to hold for the normal cone to a closed convex set with non-empty in-
terior (see e.g. [7, Corollary on p. 58]). The next results give a positive answer
to the mentioned conjecture in a relaxed context.
Theorem 36 Let (X, ‖ · ‖) be a normed barrelled space and T ∈M(X) be such
that intD(T ) 6= ∅. Let {(xi, x∗i )}i∈I ⊂ T be a net indexed on the directed set
(I,≤) such that xi → x0, strongly in X. Then there exist γ > 0, β ∈ R, i0 ∈ I
such that the following “a priori” estimate holds
〈x0, x
∗
i 〉 ≥ γ‖x
∗
i ‖+ β ∀i ≥ i0. (20)
As a consequence we have the following two cases
(i) If lim supi∈I〈x0, x
∗
i 〉 <∞ then, for some index i
′ ∈ I, {x∗i }i≥i′ is bounded in
X∗. If, in addition
(a) T is demiclosed then x0 ∈ D(T );
(b) T is demiclosed and x∗i → x
∗
0, weakly-star in X
∗ then (x0, x
∗
0) ∈ T .
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In particular, every monotone demiclosed operator with a non-empty domain
interior is strongly×weakly-star closed.
(ii) If lim supi∈I〈x0, x
∗
i 〉 = ∞ then, at least on a subnet, ‖x
∗
i ‖
−1x∗i → u
∗ ∈
ND(T )x0 weakly-star in X
∗, and 〈x0, u∗〉 ≥ γ.
Proof. See the published version.
Theorem 37 Let X be a Banach space and let T ∈ M(X) be demiclosed with
riD(T ) 6= ∅ and T = T +NaffD(T ). Then T is s× w
∗−closed in X ×X∗.
Proof. Assume without loss of generality that 0 ∈ F := aff D(T ). According to
Proposition 7, TF ∈ M(F ) is demiclosed and intD(TF ) = riD(T ) 6= ∅. From
Theorem 36, TF is s×w∗−closed in F ×F ∗. Proposition 6 completes the proof.
Theorem 38 Let X be a Banach space and let T ∈ M (X) be such that icD(T ) 6=
∅. Then T is s× w∗−closed in X ×X∗.
Proof. Again we may assume that 0 ∈ F := affD(T ). Since T ∈ M (X) we
know that T is demiclosed, riD(T ) = icD(T ) 6= ∅, and T = T + NF . The
conclusion follows from the previous theorem.
It is common knowledge that a maximal monotone operator with a non-
empty domain interior and defined in a Banach space is strongly×weakly-star
upper semi-continuous on the interior of its domain (see e.g. [12, Theorem
6.7, p. 55], [9, Proposition B, p. 113], or [6, Theorem 2.5 (i), p. 155]). For
completeness we include a proof of this result in a slightly relaxed context.
Theorem 39 Let X be a normed barrelled space and let T ∈ M(X). If T is
demiclosed then T is s× w∗−upper semicontinuous at every x ∈ coreD(T ).
Proof. Assume that T is not s × w∗−upper semicontinuous at some x ∈
coreD(T ), that is, there is a w∗−open set V ⊃ Tx, xn → x, strongly in X ,
and x∗n ∈ Txn such that x
∗
n 6∈ V , for every n ≥ 1. For n large enough, xn ∈ U ,
where U is the neighborhood of x on which T (U) is bounded. Therefore (x∗n)n is
bounded and eventually on a subnet, denoted by the same index for simplicity,
x∗n → x
∗ weakly-star in X∗. Then x∗ ∈ Tx since T is demiclosed and x∗ 6∈ V
because V is w∗−open. This spells the obvious contradiction Tx 6⊂ V .
It is easily verifiable that the s × w∗−upper semicontinuity of a maximal
monotone operator T does not necessarily hold on the boundary of D(T ) even
though the context is finite dimensional. For example take B the closed unit
ball in R2 endowed with the usual euclidean inner product “〈·, ·〉” and norm
“‖ ·‖”. Then NB is not upper semicontinuous at any x ∈ R2 with ‖x‖ = 1.
Indeed, NBx = R+x, for every ‖x‖ = 1 and for every t ≥ 0, ‖y‖ = 1,
d := dist(ty,R+x) = t
√
1− 〈x, y〉2. Hence for W := 12B, V := NBx + W
(a neighborhood of NBx), and every U a neighborhood of x we pick y ∈ U with
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‖y‖ = 1, y 6= x (so 〈x, y〉 6= 1), and t = (1− 〈x, y〉2)−1/2. Then ty ∈ NB(U) and
ty 6∈ V due to dist(ty,R+x) = 1.
R2
B
NBx
x
y
ty
dU
V
However, in a finite dimensional settings a different form of the s×w∗−upper
semicontinuity, namely, the (Q) (or Cesari) property holds for maximal mono-
tone operators (see e.g. [13, Lemma 3.2], [12]). Our final aim is to extend the
(Q) property to an infinite dimensional context.
Recall that T : X ⇒ X∗ has property (Q) (or is upper C−semicontinuous)
at x ∈ X (with respect to the s × w∗−topology on X × X∗) if for every net
{xi}i∈I ⊂ X such that xi → x, strongly in X we have
⋂
i∈I
clw∗(conv
⋃
j≥i
Txj) ⊂ Tx.
Clearly, property (Q) (as well as the s× w∗−usc property) at x has substance
only when x ∈ D(T ) and, at least on a subnet, {xi}i ⊂ D(T ). The operator T
has property (Q) if it has property (Q) at each x ∈ X .
Theorem 40 Let X be a normed barrelled space and let T ∈ M (X) be such
that coreD(T ) 6= ∅. Then T has property (Q).
Proof. Let x ∈ X , let {xi}i∈I be such that xi → x, strongly in X , and let
x∗ ∈
⋂
i∈I clw∗(conv
⋃
j≥i Txj).
For every i ∈ I there are k := ki, I ∋ j1, .., jk ≥ i, x∗j1 ∈ Txj1 ,.., x
∗
jk
∈
Txjk , λ1, .., λk > 0 such that
∑k
ℓ=1 λℓ = 1 and y
∗ :=
∑k
ℓ=1 λℓx
∗
jℓ
satisfies
|〈x, y∗ − x∗〉| ≤ 1. Pick an index p ∈ {1, .., ki} such that 〈x, x∗jp 〉 ≤ 〈x, y
∗〉 (such
an index exists since 〈x, y∗〉 =
∑k
ℓ=1 λℓ〈x, x
∗
jℓ
〉) and denote jp by ϕ(i). In this
way we generate a map ϕ : I → I such that ϕ(i) ≥ i, for every i ∈ I and
a net {(xϕ(i), x
∗
ϕ(i))}i∈I ⊂ T such that {xϕ(i)}i∈I is a subnet of {xi}i∈I and
supi∈I〈x, x
∗
ϕ(i)〉 ≤ 〈x, x
∗〉 + 1 < ∞. According to Theorem 36 (i), x ∈ D(T ),
since T is demiclosed.
Assume, by contradiction, that x∗ 6∈ Tx. Under our assumptions we may
apply Proposition 35 to get v ∈ int[σTx < x∗] ⊂ intTD(T )x. Let ǫ0 := (〈v, x
∗〉−
σTx(v))/2 > 0. As previously seen, for every i ∈ I there are k := ki, I ∋
j1, .., jk ≥ i, x∗j1 ∈ Txj1 ,.., x
∗
jk
∈ Txjk , λ1, .., λk > 0 such that
∑k
ℓ=1 λℓ = 1 and
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y∗ :=
∑k
ℓ=1 λℓx
∗
jℓ
satisfies |〈v, y∗ − x∗〉| ≤ ǫ0. Pick an index p ∈ {1, .., ki} such
that 〈v, x∗jp 〉 ≥ 〈v, y
∗〉 and denote jp by ϕ(i) to generate the map ϕ : I → I
with the properties ϕ(i) ≥ i, for every i ∈ I, {(xϕ(i), x
∗
ϕ(i))}i∈I ⊂ T , xϕ(i) → x,
strongly in X , and
inf
i∈I
〈v, x∗ϕ(i)〉 ≥ 〈v, x
∗〉 − ǫ0. (21)
According to Theorem 36, there exist γ > 0, β ∈ R, i0 ∈ I such that
〈x, x∗ϕ(i)〉 ≥ γ‖x
∗
ϕ(i)‖+ β ∀i ≥ i0. (22)
If lim supi∈I〈x, x
∗
ϕ(i)〉 <∞ then, from Theorem 36 (i), {x
∗
ϕ(i)}i≥i′ is bounded
so, at least on a subnet, x∗ϕ(i) → x
∗
0 ∈ Tx, weakly-star in X
∗. Passing to limit
in (21) leads to the contradiction σTx(v) ≥ 〈v, x
∗
0〉 ≥ 〈v, x
∗〉 − ǫ0 = σTx(v) + ǫ0.
Therefore, at least on a subnet, denoted for simplicity by the same index,
limi∈I〈x, x∗ϕ(i)〉 = limi∈I ‖x
∗
ϕ(i)‖ = ∞. From Theorem 36 (ii) we know that
‖x∗ϕ(i)‖
−1x∗ϕ(i) → u
∗ ∈ ND(T )x, weakly-star in X
∗, and 〈x, u∗〉 ≥ γ. Divide
(21) by ‖x∗ϕ(i)‖ and pass to limit to obtain 〈v, u
∗〉 = 0 due to the fact that
v ∈ TD(T )x = (ND(T )x)
−.
Take δ > 0 such that v+δx ∈ TD(T )x. If lim supi∈I〈v+δx, x
∗
ϕ(i)〉 > −∞, i.e.,
at least on a subnet, {〈v+ δx, x∗ϕ(i)〉}i is bounded from below: 〈v+ δx, x
∗
ϕ(i)〉 ≥
C > −∞, for every i ∈ I. Divide again by ‖x∗ϕ(i)‖ and pass to limit to find
the contradiction δγ ≤ 〈v + δx, u∗〉 = 0. Therefore limi∈I〈v + δx, x∗ϕ(i)〉 = −∞
from which we get, taking (21) into account, that limi∈I〈x, x∗ϕ(i)〉 = −∞, which
contradicts (22). The proof is complete.
Theorem 41 Let X be a Banach space and let T ∈ M (X) be such that icD(T ) 6=
∅. Then T has property (Q).
Proof. As usual assume that 0 ∈ F := affD(T ). Since T ∈ M (X) we know
that TF ∈ M (F ), intD(TF ) = riD(T ) = icD(T ) 6= ∅, and T = T+NF . Accord-
ing to Theorem 40, TF has property (Q) with respect to the s × w∗−topology
on F × F ∗.
Let x ∈ D(T ), let {xi}i∈I ⊂ D(T ) be such that xi → x, strongly inX , and let
x∗ ∈
⋂
i∈I clw∗(conv
⋃
j≥i Txj). Then x
∗|F ∈
⋂
i∈I clw∗(conv
⋃
j≥i TFxj) due
to the continuity of ι∗ : (X∗, w∗)→ (F ∗, w∗), ι∗(x∗) = x∗|F . Hence x∗|F ∈ TFx,
that is x∗ ∈ Tx+ F⊥ = Tx.
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