ABSTRACT Vast quantities of data are generated by social networks in seconds. The information generated in a social network is transformed into a flow by the subjects who produce, transmit, and consume it. This flow can be represented in a very complicated directional graph where each subject is represented as a node, and the flow of information is represented as a directed edge. In this paper, we introduce a method of dividing this complex directional graph by user and quantifying the flow of information between and among users based on information flow vectors. We propose a system that can monitor the flow of information in social networks using information flow vectors extracted from social media data. We also introduce an improved skyline algorithm that can respond quickly to a user's various queries.
I. INTRODUCTION
Social media enables various social interactions among users who communicate interactively over the internet, including with mobile phones. Social media generates vast amounts of data every day. For example, 456,000 tweets are generated daily on Twitter, and 46,740 photos are posted daily on Instagram [1] . Such massive amounts of data from social media, now measured in petabytes, are welcomed as offering important insights into human behavior and are extensively analyzed by scholars, businesses, politicians, journalists, and governments [2] . Interactions on social media are highly dispersed and occur in real time, which can provide a range of information needed in an emergency [3] . In the field of big data, analyzing which users of social media generate what information and how broadly the data are disseminated is especially challenging because the data are generated at a high speed and the data structures are diverse. Identifying the relationships among information bearers, producers, and consumers offers a sociological approach to analyzing the interaction patterns among social actors to elucidate social structures via instruments such as graphs. For example, finding patterns of interaction among strongly connected groups and the relative roles of different users, including relationships among hidden users of social media can enhance understanding of specific trends instigated by various users and of the reasons for which some news items are more widely disseminated than others [4] . There are also studies of Twitter data to find connections among celebrities, including famous press personalities, Oprah Winfrey, and Barack Obama [5] . Most research to date has focused on determining connectivity among users or finding specific information patterns in social networks, and currently no system exists that can query the data flow in social networks to meet the various demands of researchers.
To remedy this deficiency, we designed two systems for tracking and monitoring the flow of information in social networks, measuring the flow of information contained in social data, and informing users of information flows. Our research used data from Twitter to extract and measure information flows. The first system is based on a Lambda architecture [6] that can collect and analyze social media data in real time, including a means to quantify social media data in terms of information flow and an algorithm to extract the information flow path. The Lambda architecture enables the reconstruction of a big data system as a series of layers: the speed layer, the serving layer, and the deployment layer. Each layer is characterized by a subset of properties and is based on the functionality provided by the layers below it. The second system is a skyline algorithm used to respond quickly to various queries from system users who want to monitor information flows. This skyline algorithm is applied to the serving layer of the proposed system and shows excellent performance with both synthetic and real data.
II. RELATED WORK
The works related to the systems proposed in this paper can be divided between two categories. First, various studies have been conducted on social media data analysis. Second, the skyline algorithm has been studied in various contexts requiring quick responses to queries, which is related here to queries of the information flow vectors extracted from social media data in the proposed monitoring system.
A. SOCIAL MEDIA DATA ANALYSIS
Social media data analysis has been studied using various approaches [7] . Several data mining algorithms use graphs to illustrate the properties of social media data. The a priori approach [8] is used to mine the associations of all frequently occurring items, and the gSpan [9] , SUBDUE [10] , and SLEUTH [11] algorithms are similarly applied. Social network analysis methods of finding groups in social networks [12] and finding the associations of hidden terrorists [13] have also been studied. In addition, Bhuiyan and Al Hasan [14] recently implemented frequent subgraphs to analyze big data on the MapReduce platform, and Cuzzocrea et al. [15] studied methods of mining subgraphs in streams.
Information flow is a term generally used in computer network applications [16] ; however, authors have introduced the term in studies on social media data. Studying the various roles responsible for presenting a series of information flows on social media can reveal the characteristics of users who share certain information flows, which can be categorized as single-source and multi-source network information flows. The latter type is generally very difficult to analyze. One solution to representing the information flow efficiently is to define an information flow vector (IFV), which can generate n-length IFVs in n-1 length IFVs.
The Lambda architecture is a data processing architecture designed to handle big data using both batch and stream processing methods [6] . The architecture consists of three layers: a deployment layer, a speed layer, and a serving layer. Batch layers use a distributed processing system that can process a very large amount of data and pre-calculate the results, handling all the data that is available from a selected view to achieve perfect accuracy. The speed layer is aimed only at processing the data stream in real time, processing the latest data without considering all the data. The output of the batch and speed hierarchies is stored in the serving tier, which processes the pre-processed data or returns precomputed views to respond to ad-hoc queries.
B. SKYLINE QUERY COMPUTATION
Various skyline techniques and method have been proposed in the literature for extracting top k-tuples from a dataset or relation. Majority of the early skyline techniques focused on naïve methods that rely on one-by-one tuple comparison which resulted in high performance costs as the data size increased. As an instance, Borzsonyi et al. [17] proposed the block-nested loop (BNL), which is a divide-and-conquer-type method that is naïve and scans list of tuples one by one, comparing each tuple with another tuple with a dominance test.
Other authors have focused on more efficiency and have tried to address the low performance of the BNL algorithm which results from one by one comparison. Among them, Chomicki et al. [18] introduced the sort-filter-skyline method, which sorts tuples before applying the skyline algorithm and dominance test to avoid the number of comparisons that increases drastically in the BNL as the data size increased. The sorting is done by applying a monotonic function to pre-sort the data from one extreme of the monotonic function to the other extreme, thereby trying to impose an order onto otherwise unsorted data. The rest of the algorithm is somewhat similar to the BNL, applying dominance tests to related tuples; however, unlike the BNL, tuples with higher scores on the monotonic function are likely to become dominant tuples early on in the comparison and therefore enable efficient skyline computation. One function used as the monotonic function is an entropy score function, which basically calculates the entropy score of each tuple by finding an entropy score over all of its dimensional values. Tuples with high entropy scores have a higher probability of dominating other tuples and they are extracted early on from dataset since dataset is sorted, and therefore this enables including most of the potential skyline tuples into skyline window early on.
Many other methods have been subsequently proposed with somewhat similar data space-pruning strategies that aim to eliminate non-dominant tuples early in the comparison, thereby increasing the efficiency of the skyline computation algorithm [19] , [20] . Unlike BNL-based methods, these later methods do not run the skyline computation algorithm on the whole data space, but aim to increase efficiency by dividing the input data space into various regions, running skyline query computations in each of these regions, and then merging the local skyline tuples into global ones with each tuple being compared to other dominant tuples from other regions, thereby decreasing the number of computations within the data space. One such approach by Vlachou et al. [21] uses angle-based space partitioning, which divides the data space based on angles from a pre-determined origin. This approach is somewhat in contrast to grid-based partitioning methods that evenly distribute data across partitions to reduce the number of tuples that are not dominant.
III. INFORMATION FLOW IN SOCIAL MEDIA DAT
Social media data can be used to visualize the flow of data among users. Fig. 1 shows an example of how to extract information from the following Twitter data:
-c tweets to a and e VOLUME 6, 2018 -a retweets c's tweet to b -b retweets a's tweet to e -e tweets to d Fig. 1 shows a simple visualization of the information flow among users, but the graph shows no other information about the information flow that could be obtained from the social media data, such as the frequency of information flow between and among users and the number of users who can view the transmitting user's message. Fig. 2 enhances Fig. 1 to show this additional extracted data.
A. INFORMATION FLOW VECTOR
In this paper, we describe the flow of information generated by one user and transmitted to others and how to quantify it. Through a tweet delivered on the Twitter platform, the flow of information among users is found through the following steps:
1. One-to-one meaningful information flows between two users are identified. 2. The one-to-one meaningful information flows identified in the first step are merged to find longer meaningful information flows as follows: a. (n−1)-length IFVs are merged, neglecting the first and last vertices. b. In the merged IFVs, those with the same first and last vertex are deleted. c. Repeat 2 until there is no more IFVs to merge. Table 1 shows an example of finding an (n−1)-length IFV by merging the 1-length IFVs in Fig. 1 in order. In the 3-length IFV, only one 4-length IFV is generated because there is only In this paper, we present the attributes of IFVs that can be extracted from social media data and how to calculate them.
− → IF (X ) is an information flow value of X that represents the amount of information that X gave to others. For example, in Fig. 2 ,
is an information flow value of X with X's weight. For example, in Fig. 2 ,
is an information flow value of X and Y that represents the amount of information that X gave to Y. For example, in Fig. 2 ,
is an information flow value of X and Y with their weights.
B. IMPLEMENTATION BASED ON LAMBDA ARCHITECTURE
Analyzing real-time data is an important aspect of analyzing big data. Because social media data is generated in real time and the volume of generated data is large, an alternative to the general method of analyzing big data is needed. The Lambda architecture is a structured methodology for merging results that includes newly generated real-time data. Fig. 3 shows the structure of the proposed system integrated with the Lambda architecture.
The Lambda architecture consists of three layers: batch, serving, and speed. The batch layer combines the collected data and analyzes big data with MapReduce. The speed layer analyzes the real-time data generated during the analysis time consumed by the batch layer. The serving layer generates a view that was merged from the results of the analyses in the batch layer and the speed layer and provides the analysis service to a user's query.
C. MapReduce JOBS IN THE BATCH LAYER OF THE PROPOSED SYSTEM
The proposed method is implemented on the MapReduce platform, which is suitable for processing big data. This platform executes of two consecutive functions: first, it identifies meaningful IFVs between two users from their Twitter messages, and second, it iteratively merges the IFVs generated in the first function. 
D. SPEED LAYER AND MERGE MANAGER OF THE PROPOSED SYSTEM'S SERVING LAYER
The speed layer executes a spark streaming function to analyze data generated in real time. The spark streaming function is identical to the MapReduce algorithm described above. In order to merge the results from the batch layer and the results from the speed layer in the serving layer, the analysis from the batch layer must be checked to determine if it was applied to data generated in real time, and any results that do not overlap with the analysis result from the speed layer must be merged. To perform this check, we generate a hash key for each item of data so that the results of the analyses from the batch layer and the speed layer can be merged without 
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EMIT(pair(u 1 .A, u 2 .A, u 2 .B), pair(k.B, t.FW )) duplication. Just as Hadoop's partitioner uses the md5sum hash function to distinguish keys, we use the hash function to create a unique hash key that takes the user and date values of the tweet data as input.
IV. SKYLINE ALGORITHM OF THE SERVING LAYE
The results of the speed and batch layers must be summarized for the servicing layer and prepared for the user's view. Therefore, it is important to be able to efficiently navigate through vast amount of high-dimensional data and present results in VOLUME 6, 2018 a comprehensible way. This can be achieved using various algorithms, and because our architecture relies on saved data, we propose using the skyline algorithm to generate the user's view based on the information the user considers important.
For our objective, we will need to get top k tuples from a data stored from the batch and serving layers which have been preprocessed and saved into a database from which we will receive data. To illustrate our approach, we can see Fig. 4 -a which lists a set of points from the saved data in the database where each data is a user with two values shown as two dimensions for These two dimensions are values of the number of followers and the information flow value computed in the speed and batch layers that are retrieved from the database. The top k query is then defined to be a set with the greatest number of attributes that are not dominated by another set of points in our two-dimensional data space. The same information can be represented graphically in two dimensions as shown in Fig. 4-b , containing what we refer to as skyline points plotted in a two-dimensional Cartesian diagram formed by users u1, u2, and u6. In similar way, we can apply the same concept for data with more than two dimensions.
As was illustrated, skyline points here represent data points that have values among all dimensions that are equal to or greater than the corresponding values of other points in the dataset and therefore are not dominated. Therefore, in the context of social data, the higher a user's values in multiple dimensions, the more important s/he is in the social network. In Fig. 4 , we have identified outliers in the data that are the least popular with respect to the other points since it is easier to plot such points on a graph; however, the same approach can be used to compute the points with the highest-valued attributes.
A naïve method of skyline computation is using nested loops, whereby each dimension is scanned and each data point is compared with all remaining data points. This approach is inefficient, and using a skyline window to compute skyline points has higher efficiency. The BNL is one such algorithm proposed by [17] , which optimizes the naïve algorithm by maintaining a skyline window on the skyline points. The sort-filter-skyline is another algorithm that applies a monotonic function to sort tuples in relation to each other and then minimizing comparison operations by windowing dominant skyline points together early in the process [18] .
There are many other more sophisticated methods for skyline computations that have been proposed recently; however, we use these algorithms in our experiments to enable comparability with previously published work. In addition, the experiments described in the subsequent section showed that the sort-filter-skyline is the fastest algorithm of the ones discussed, so we briefly mention its algorithm, as shown in Fig. 5 . The sort-filter-skyline approach requires data to be sorted by a monotonic function, and that pre-ordered dataset is then used in the algorithm. Data points are taken one by one from the pre-ordered dataset. The first data point is added to the window because there is no data in the skyline window. For each subsequent data point in the pre-ordered dataset, a comparison operation is performed to reveal if such data point is dominated, in which case it is not added to the window, whereas if it is not dominated, it is added as a skyline point. The size of the skyline window can be varied: if the window size is relatively bigger than the number of skyline points in the dataset, then one pass of the whole dataset will not fill the skyline window and the algorithm will terminate by outputting the contents of the skyline. In the opposite case, if the skyline window is filled before the rest of the files are loaded to the skyline, then the algorithm will output the contents of the skyline window. The algorithm terminates when all data points have been visited. The major advantage to this approach is that a maximum number of data points are discarded and fewer data points need to be compared with each other. Table 2 shows the data used in the experimental evaluation, which was largely divided into two components: the performance evaluation of the batch layer of the proposed system 
V. EXPERIMENTAL EVALUATIO

FIGURE 6.
Execution time in relation to the number of records and the number of 1-length IFVs. The 1-length size graph is a graph in which the number of 1-length IFVs is fixed to the default value and the size of the data is increased. This is because the number of (n-1)-length IFVs in n stages is increased through the merge job to increase the execution time of the match job.
and the performance evaluation of the skyline computation of the serving layer.
The batch layer performance evaluation was performed in a virtual environment with Hadoop installed in stand-alone mode. In the virtual environment, a 64-bit Linux OS was installed on an Intel i5-2320 3 GHz CPU, and 10 GB of RAM was allocated.
The real data used was Twitter data collected at the time of the experiment, and the synthetic data was created by copying 100K of real data to the larger data size. The purpose of the synthetic data was to evaluate the impact of duplicate data on the execution time.
A. EFFECT OF RECORD SIZE AND 1-LENGTH IFV SIZE Fig. 6 shows the time required to extract the IFVs as the number of records increases and the time required to increase the number of IFVs that can be matched. As the number of records increases, the performance increases relatively steadily; however, the increase in the number of IFVs that can be matched sharply increases the time required to analyze the subsequent IFV in the next step. This results from running on one node, and therefore performance can be expected to improve by increasing the number of nodes in the Hadoop cluster. Fig. 7 shows the time required to execute MapReduce's merge and match function, in relation to the maximum IFV length.
B. EFFECT OF IFV'S MAXIMUM LENGTH
C. SKYLINE COMPUTATION TIME COMPARISON
To analyze our proposed method, we used two types of data obtained from the batch and speed layers of the Lambda architecture system. This data was divided into correlated and non-correlated datasets with approximately 150K tuples each and five attributes. Each dataset was pre-processed in order to normalize the dataset in the range of [0, 1] . Further, the different algorithms discussed above were used to test the dataset and results are discussed.
1) PRE-PROCESSING SPEED AND BATCH LAYER DATA
For skyline computations, we can operate with only quantifiable attributes which can be compared with each other, and therefore only five attributes of data collected in the speed and batch layers were used. The selected attributes are presented in Table 3 , with explanations for each column.
At the same time, data has to be normalized so we divided each attribute by the maximum value of that attribute in the dataset to ensure that our data is in the range of [0, 1] . This type of data organization assumes the equal importance of each attribute or dimension in the dataset.
2) RESULTS OF SKYLINE METHOD APPLICATION
For our experiments, we factored out the quantifiable attributes from the dataset of the batch and speed processes, which resulted in five attributes or dimensions that were taken as the basis of our calculations, with approximately 150K tuples.
Our experiments were done on algorithms including naïve, top k, block-nested-loops (BNL), and sortfilter-skyline (SFS), and they were implemented in Java. All experiments were conducted on an Intel Core i5-4460, 3.2 Ghz processor 64-bit PC with Windows 10 and 8 GB of main memory, of which the Java virtual machine had 1 GB of access. Moreover, we turned off the just-in-time optimizer (JIT) for our experiments. For top k, we assigned k the arbitrary value of 2000, and therefore only this parameter is different from the other methods under comparison, because the other methods all return skyline points. We used quicksort algorithm to sort the monotone scores of data tuples for the SFS. Furthermore, we varied the dimensionality of both noncorrelated and correlated datasets, increasing from 2 to 3, 4, and 5, as can be seen from Fig. 8 . The horizontal axes of Fig. 8 (a) and Fig. 8 (b) indicate the number of dimensions. On the other hand, vertical axes indicate computations time in milliseconds by the log scale.
Based on the experimental results from the batch and speed layers of our Lambda-based architecture system, we can conclude that overall, the SFS method performed best and required the least time to compute the skyline. The BNL algorithm was the next most efficient for higher dimensions; the BNL algorithm also outperformed the SFS in some dimensions because the former algorithm does not require data to be ordered by a monotonic function as does SFS. Therefore, SFS is slightly limited in lower dimensions due to the extra computational time required for monotone scoring function and sorting algorithm. However, with more dimensions and tuples added into the computation, SFS performs faster than other algorithms, as was expected. The naïve method was the slowest, which was also expected because the naïve method compares each tuple with each other tuple without maintaining the candidate window in main memory like BNL or SFS.
Overall, skyline computations implemented here in the batch and layer system, are useful tools in the analysis of social data. Skyline algorithms are relatively fast and can efficiently service system users by providing them necessary information in the form of nodes defined to be the most active and influential in our social web graph. Therefore, in conjunction with a skyline algorithm, particularly SFS algorithm, the proposed system provides an important tool for data analysis of social media, which is an emerging need for many practitioners in the field.
VI. CONCLUSION
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