Asymptotic expansions of Green functions and spectral densities associated with partial di erential operators are widely applied in quantum eld theory and elsewhere. The mathematical properties of these expansions can be clari ed and more precisely determined by means of tools from distribution theory and summability theory. (These are the same, insofar as recently the classic Ces aro{Riesz theory of summability of series and integrals has been given a distributional interpretation.) When applied to the spectral analysis of Green functions (which are then to be expanded as series in a parameter, usually the time), these methods show: (1) The \local" or \global" dependence of the expansion coe cients on the background geometry, etc., is determined by the regularity of the asymptotic expansion of the integrand at the origin (in \frequency space"); this marks the di erence between a heat kernel and a Wightman two-point function, for instance. (2) The behavior of the integrand at in nity determines whether the expansion of the Green function is genuinely asymptotic in the literal, pointwise sense, or is merely valid in a distributional (Ces aro-averaged) sense; this is the di erence between the heat kernel and the Schr odinger kernel. (3) The high-frequency expansion of the spectral density itself is local in a distributional sense (but not pointwise). These observations make rigorous sense out of calculations in the physics literature that are sometimes dismissed as merely formal.
I. INTRODUCTION
The aim of this article is to study several issues related to the small-t behavior of various Green functions G(t; x; y) associated to an elliptic di erential operator H. These are the integral kernels of operator-valued functions of H, such as the heat operator e ?tH , the Schr odinger propagator e ?itH , various wave-equation operators such as cos(t p H), the operator e ?t p H that solves a certain elliptic boundary-value problem involving H, etc. All these kernels are expressed (possibly after some rede nitions of variables) in the form G(t; x; y) = Z 1 0 g(t ) dE (x; y); (1) where E is the spectral decomposition of H, and g is a smooth function on (0; 1).
Each such Green function raises a set of interrelated questions, which are illumined by a set of familiar examples. (To avoid cluttering this introduction with the details of these examples, we have put the formulas in an appendix, which the reader may wish to read at this point.) (i) Does G(t; x; y) have an asymptotic expansion as t # 0? For the heat problem, (A1), it is well known 1;2 that K(t; x; x) (4 t) ?d=2 1 X n=0 a n (x; x)t n=2 ; (2a) where d is the dimension of the manifold M and a 0 (x; x) = 1. Similar formulas hold odiagonal; for example, if M I R d and the leading term in H is the Laplacian, then K(t; x; y) (4 t) ?d=2 e ?jx?yj 2 =4t 1 X n=0 a n (x; y)t n=2 :
In the case (A7b), the elementary heat kernel on I R 1 , all a n = 0 except the rst. In fact, this is true also of (A11b), the elementary Dirichlet heat kernel on (0; ), because as t goes to 0 the ratio of any other term to the largest term (e ?(x?y) 2 =4t ) vanishes faster than any power of t. In particular, therefore, the expansion (2) for xed (x; y) 2 (0; ) (0; ) does not distinguish between the nite region (0; ) and the in nite region I R. (However, the smallness of the two nearest image terms in (A11b) is not uniform near the boundary, and hence R 0 K(t; x; x) has an asymptotic expansion (4 t) ?1=2 P 1 n=0 A n with nontrivial higherorder terms A n .) This \locality" property will concern us again in questions (iv) and (v).
The Schr odinger problem, (A2), gives rise to an expansion (4) that is formally identical to (2) (more precisely, obtained from it by the obvious analytic continuation). 3;4 However, it is obvious from (A12b) that this expansion (which again reduces to a single term in the examples (A8) and (A12)) is not literally valid, because each image term in (A12b) is exactly as large in modulus as the \main" term! (ii) In what sense does such an expansion correspond to an asymptotic expansion for E (x; y) as ! +1? Formulas (2) would follow immediately from (1) 
with n an appropriate multiple of a n . The converse implication from (2) to (3) , however, is generally not valid beyond the rst (\Weyl") term. (For example, in (A11a) or any other discrete eigenvector expansion the E is a step function; its growth is described by 0 but there is an immediate contradiction with the form of the higher terms in (3) .) It has been known at least since the work of Brownell 5;6 that (3) is, nevertheless, correct if somehow \averaged" over su ciently large intervals of the variable . That is, it is valid in a certain distributional sense. H ormander 7;8 reformulated this principle in terms of literal asymptotic expansions up to some nontrivial nite order for each of the Riesz means of E . Riesz means generalize to (Stieltjes) integrals the Ces aro sums used to create or accelerate convergence for in nite sequences and series (see Section II).
(iii) If an ordinary asymptotic expansion for G does not exist, does an expansion exist in some \averaged" sense? We noted above that the Schwinger{DeWitt expansion U(t; x; y) (4 it) ?d=2 e ijx?yj 2 =4t 1 X n=0 a n (x; y)(it) n=2 (4) is not a true asymptotic expansion under the most general conditions. Nevertheless, this expansion gives correct information for the purposes for which it is used by (competent) physicists. Clearly, the proper response in such a situation is not to reject the expansion as false or nonrigorous, but to de ne a sense (or more than one) in which it is true. At this point we cannot go into the uses made of the Schwinger{DeWitt expansion in renormalization in quantum eld theory (where, actually, H is a hyperbolic operator instead of elliptic). We can note, however, that if U is to satisfy the initial condition in (A2), then as t # 0 the main term in (A12b), which coincides with the whole of (A8b), must \approach a delta function", while the remaining terms of (A12b) must e ectively vanish in the context of the integral lim t#0 R 0 U(t; x; y)f(y) dy. These things happen by virtue of the increasingly rapid oscillations of the terms, integrated against the xed test function f(y). That is, this instance of (4) is literally true when interpreted as a relation among distributions (in the variable y). All this is, of course, well known, but our purpose here is to examine it in a more general context. We shall show that the situation for expansions like (4) is much like that for (3): They can be rigorously established in a Riesz{Ces aro sense, or, equivalently, in the sense of distributions in the variable t. This leaves open the next question.
(iv) If an asymptotic expansion does not exist pointwise, does it exist distributionally in x and/or y; and does the spectral expansion converge in this distributional sense when it does not converge classically? What is the connection between this distributional behavior and that in t? Such formulas as (A8a), (A10), (A12a), (A14a) are not convergent, but only summable or, at most, conditionally convergent. The Riesz{Ces aro theory handles the summability issue, and, as remarked, can be rephrased in terms of distributional behavior in t. However, one suspects that such integrals or sums should be literally convergent in the topology of distributions on M or M M. This interpretation is especially appealing in the case of the Wightman function (see (A4){(A5), (A10), (A14)). To calculate observable quantities such as energy density in quantum eld theory, one expects to subtract from W(t; x; y) the leading, singular terms in the limit y ! x; those terms are \local" or \universal", like the a n in the heat kernel.
The remainder will be nonlocal but nite; it contains the information about physical e ects caused by boundary and initial conditions on the eld. (See, for instance, Ref. 9, Chapters 5 and 9.) The fact that this renormalized W(t; x; x) is nite does not guarantee that a spectral integral or sum for it will be absolutely convergent. Technically, this problem may be handled by Riesz means or some other de nition of summability; but in view of the formulation of quantum eld theory in terms of operator-valued distributions, one expects that such summability should be equivalent to distributional convergence on M. It was, in fact, this problem that originally motivated the present work and a companion paper. 10 .
A fully satisfactory treatment of these issues cannot be limited to the interior of M; it should take into account the special phenomena that occur at the boundary. These questions are related to the \heat content asymptotics" recently studied by Gilkey et al. 11;12 and McAvity. 13;14 (A longer reference list, especially of earlier work by Van den Berg, is given by Gilkey in Ref. 15.) (v) Is the expansion \local" or \global" in its dependence on H? We have already encountered this issue in connection with the Wightman function, but it is more easily demonstrated by what we call the \cylinder kernel" T(t; x; y), de ned by (A3). Examination of (A9b) and (A13b){(A13c) shows that T has a nontrivial power-series expansion in t, which is di erent for the two cases (M = I R and (0; )). (See Ref. 10 for more detailed discussion.) More generally speaking, T(t; x; x) di ers in an essential way from K(t; x; x) in that its asymptotic expansion as t # 0 is not uniquely determined by the coe cient functions (symbol) of H, evaluated at x. T(t; x; x) can depend upon boundary conditions, existence of closed classical paths (geodesics or bicharacteristics), and other global structure of the problem. In terms of an inverse spectral problem, the asymptotic expansion of T gives more information about the spectrum of H and about E (x; y) than that of K does. (Of course, the exact heat kernel contains, in principle, all the information, as it is the Laplace transform of E .) We shall investigate the issue of locality for a general Green function (1) .
In summary, the four basic examples introduced in the Appendix demonstrate all possible combinations of pointwise or distributional asymptotic expansions with local or global dependence on the symbol of the operator:
Pointwise Distributional Local
Heat Schr odinger Global Cylinder Wightman (5) In this paper we show that the answers to questions (i) and (iii), and the distinction between the columns of the table above, are determined by the behavior of g at in nity: If g (n) (t) = O(t ?n ) as t ! +1 for some 2 I R (6) (i.e., g has at in nity the behavior characterizing the test-function space K | see Sec. II), then the answer to (i) is Yes. On the other hand, when g is of slow growth at in nity but does not necessarily belong to K, then the expansion holds in the distributional sense mentioned in (iii).
The answer to (v), and the distinction between the rows of the table, depend on the behavior of g at the origin. If g(t) has an expansion of the form P 1 n=0 a n t n as t # 0 (even in the distributional sense) then the expansion of G(t; x; y) is local. However, if the expansion of g(t) contains fractional powers, logarithms, or any other term, then the locality property is lost. This subject is treated from a di erent point of view in Ref. 10 .
We hope to return to question (iv) in later work. Our basic tool is the study of the distributional behavior of the spectral density e = dE =d of the operator H as ! 1. We are able to obtain a quite general expansion of e when H is self-adjoint. Using the results of a previous paper, 16 one knows that distributional expansions are equivalent to expansions of Ces aro{Riesz means. Thus our results become an extension of those of H ormander. 7;8 They sharpen and complement previous publications by one of us. 18;20;10 The other major tool we use is an extension of the \moment asymptotic expansion" to distributions, as explained in Section V.
The plan of the paper is as follows. In Section II we give some results from Ref. 16 that play a major role in our analysis. In particular we introduce the space of test functions K and its dual K 0 , the space of distributionally small generalized functions.
In the third section we consider the distributional asymptotic expansion of spectral decompositions and of spectral densities. Many of our results hold for general self-adjoint operators on a Hilbert space, and we give them in that context. We then specialize to the case of a pseudodi erential operator acting on a manifold and by exploiting the pseudolocality of such operators we are able to show that the asymptotic behavior of the spectral density of a pseudodi erential operator has a local character in the Ces aro sense. That such spectral densities have a local character in \some sense" has been known for years; 17{20 here we provide a precise meaning to this locality property.
In the next section we consider two model examples for the asymptotic expansion of spectral densities. Because of the local behavior, they are more than examples, since they give the asymptotic development of any operator locally equal to one of them.
In Section V we show that the moment asymptotic expansion, which is the basic building block in the asymptotic expansion of series and integrals, 26 can be generalized to distributions, giving expansions that hold in an \averaged" or distributional sense explaining, for instance, the small-t behavior of the Schr odinger propagator.
In the last two sections we apply our machinery to the study of the asymptotic expansion of general Green kernels. In Section VI we show that the small-t expansion of a propagator g(tH) that corresponds to a function g that has a Taylor-type expansion at the origin is local and that it is an ordinary or an averaged expansion depending on the behavior of g at in nity: If g 2 K then the regular moment asymptotic expansion applies, while if g 6 2 K then the \averaged" results of Section V apply. In the last section we consider the case when g does not have a Taylor expansion at the origin and show that in that case g(tH) has a global expansion, which depends on such information as boundary conditions. Some applications of both of the main themes of this paper have been made elsewhere, 21 most notably a mathematical sharpening of the work of Chamseddine and Connes 22 on a \universal bosonic functional".
We do not claim that the machinery of distribution theory is indispensable in obtaining the results of this paper. Undoubtedly, most of them could be, and some of them have been, obtained by more classical methods, in the same sense that the quantum mechanics of atoms could be developed without using the terminology of group theory. We believe that our work extends and lls in previous results, and, perhaps more importantly, provides a framework in which they are better understood and appreciated.
II. PRELIMINARIES
The principal tool for our study of the behavior of spectral functions and of the associated Green kernels is the distributional theory of asymptotic expansions, as developed by several authors. 23{26 The main idea is that one may obtain the \average" behavior of a function, in the Riesz or Ces aro sense, by studying its parametric or distributional behavior. 16 In this section we give a summary of these results. We also set the notation for the spaces of distributions and test functions used.
If M is a smooth manifold, then D(M) is the space of compactly supported smooth functions on M, equipped with the standard Schwartz topology. 26{28 Its dual, D 0 (M), is the space of standard distributions on M. The space E(M) is the space of all smooth functions on M, endowed with the topology of uniform convergence of all derivatives on compacts. Its dual, E 0 (M), can be identi ed with the subspace of D 0 (M) formed by the compactly supported distributions. Naturally the two constructions coincide if M is compact.
The space S 0 (I R n ) consists of the tempered distributions on I R n . It is the dual of the space of rapidly decreasing smooth functions S(I R n ); a smooth function belongs to S(I R n ) if D (x) = o(jxj ?1 ) as jxj ! 1, for each 2 IN n . Here we use the usual notation, D = @ j j =@x 1 1 @x n n , j j = 1 + + n ; o(x ?1 ) means a quantity that is o(x ? ) for all 2 I R.
A not so well known pair of spaces that plays a fundamental role in our analysis is K(I R n ) and K 0 (I R n ). The space K was introduced in Ref. 29 . A smooth function belongs to K q if D (x) = O(jxj q?j j ) as jxj ! 1 for each 2 IN n . The space K is the inductive limit of the spaces K q as q ! 1.
Any distribution f 2 K 0 (I R) satis es the moment asymptotic expansion,
as ! 1; (7) where j = hf(x); x j i are the moments of f. The interpretation of (7) is in the topology of the space K 0 ; observe, however, that there is an equivalence between weak and strong convergence of one-parameter limits in spaces of distributions, such as K 0 .
The moment asymptotic expansion does not hold for general distributions of the spaces D 0 or S 0 . Actually, it was shown recently 16 that any distribution f 2 D 0 that satis es the moment expansion (7) for some sequence of constants f j g must belong to K 0 (and then the j are the moments).
There is still another characterization of the elements of K 0 . They are precisely the distributions of rapid decay at in nity in the Ces aro sense. That is why the elements of K 0 are referred to as distributionally small.
The notions of Ces aro summability of series and integrals are well known. 30 In Ref. 16 this theory is generalized to general distributions. The generalization includes the classical notions as particular cases, since the behavior of a sequence fa n g as n ! 1 can be studied by studying the generalized function P 1 n=0 a n (x ? n). The basic concept is that of the order symbols in the Ces aro sense: Let f 2 D 0 (I R) and let 2 I R nf?1; ?2; ?3; : : :g; we say that f(x) = O(x ) (C) as x ! 1; (8) if there exists N 2 IN, a function F whose Nth derivative is f, and a polynomial p of degree N ? 1 such that F is locally integrable for x large and the ordinary relation F(x) = p(x) + O(x +N ) as x ! 1 (9) holds. The relation f(x) = o(x ) (C) is de ned similarly by replacing the big O by the little o in (9) . Limits and evaluations can be handled by using the order relations. In particular, 
distributionally as ! 1.
Proof: See Ref. 16 . The fact that the distributions that satisfy the moment asymptotic expansion are exactly those that satisfy f(x) = O(x ?1 ) (C) follows from the theorem by letting ! ?1. Thus the elements of K 0 are the distributions of rapid distributional decay at in nity in the Ces aro sense. Hence the space K 0 is a distributional analogue of S. We apply this idea in Section V, where we build a duality between S 0 and K 0 .
Another important corollary of the theorem is the fact that one can relate the (C) expansion of a generalized function and its parametric expansion in a simple fashion. Namely, if f j g is a sequence with <e j & ?1, then f(x) 1 X j=0 a j x j (C) as x ! 1 (13) if and only if (14) as ! 1, where the j are the (generalized) moments of f and where g (x) = x + if 6 = ?1; ?2; ?3; : : : ; (15) while in the exceptional cases g is a nite-part distribution: 26 g ?k (x) = P:f: ( (x)x ?k ) if k = 1; 2; 3; : : :; (16) being the Heaviside function, the characteristic function of the interval (0; 1). Notice that g ( x) = g (x); 6 = ?1; ?2; ?3; : : : ; (17) g ?k ( x) = g ?k (x) k + (?1) k?1 ln (k?1) (x) (k ? 1)! k ; k = 1; 2; 3; : : :: (18) 
III. THE ASYMPTOTIC EXPANSION OF SPECTRAL DECOMPOSITIONS
Let H be a Hilbert space and let H be a self-adjoint operator on H, with domain X. Then H admits a spectral decomposition fE g 1 =?1 . The fE g is an increasing family of projectors that satisfy I = Z 1 ?1 dE ; (19) where I is the identity operator, and H = Z 1 ?1 dE (20) in the weak sense, that is,
for x 2 X and y 2 H, where (xjy) is the inner product in H.
Perhaps more natural than the spectral function E is the spectral density e = dE =d . This spectral density does not have a pointwise value for all : Rather, it should be understood as an operator-valued distribution, an element of the space D 0 (I R; L(X ; H)): Thus (23) where hf( ); ( )i is the evaluation of a distribution f( ) on a test function ( ).
The spectral density e can be used to build a functional calculus for the operator H: Indeed, if g is continuous and with compact support in I R then we can de ne the operator g(H) 2 L(X ; H) (extendible to L(H; H)) by g(H) = he ; g( )i:
One does not need to assume g of compact support in (24) , but in a contrary case the domain of g(H) is not X but the subspace N g consisting of the x 2 H for which the improper integral h(e xjy); g( )i converges for all y 2 H. One can even de ne f(H) when f is a distribution such that the evaluation he ; f( )i is de ned. For instance, if E is continuous at = 0 then E 0 = ( 0 ? H) where is again the Heaviside function. Di erentiation yields the useful symbolic formula e = ( ? H): (25) Let X n be the domain of H n and let X 1 = 1 \ n=1 X n : Then he ; n i = H n (26) in the space L(X 1 ; H): But, as shown recently, 16 a distribution f 2 D 0 (I R) whose moments hf(x); x n i, n 2 IN, all exist belongs to K 0 (I R), that is, is distributionally small. Hence, e , as a function of , belongs to the space K 0 (I R; L(X 1 ; H)): Therefore, the asymptotic behavior of e , as ! 1, can be obtained by using the moment asymptotic expansion: e 1 X n=0 (?1) n H n (n) ( ) n! as ! 1; (27) while e vanishes to in nite order at in nity in the Ces aro sense: e = o(j j ?1 ) (C) as j j ! 1:
The asymptotic behavior of the spectral function E is obtained by integration of (27) and by recalling that lim !?1 E = 0; lim !1 E = I: We obtain
Similarly, the Ces aro behavior is given by
These formulas are most useful when H is an unbounded operator. Indeed, if H is bounded, with domain X = H, then e = 0 for > kHk and E = 0 for < ?kHk; E = I for > kHk; so (28) , (30) , and (31) are trivial in that case.
In the present study we are mostly interested in the case when H is an elliptic di erential operator with smooth coe cients de ned on a smooth manifold M. Usually H = L 2 (M) and X is the domain corresponding to the introduction of suitable boundary conditions.
Usually the operator H will be positive, but at present we shall just assume H to be selfadjoint.
In this case the space D(M) of test functions on M is a subspace of X 1 . Observe also that the operators K acting on D(M) can be realized as distributional kernels k(x; y) of D 0 (M M) by (K )(x) = hk(x; y); (y)i y : (32) In (34) in the space D 0 (I R; D 0 xy (M M)). Furthermore, e(x; y; ) = o(j j ?1 ) (C) as j j ! 1; (35) E(x; y; ) = (x ? y) + o( ?1 ) (C) as ! 1; he(x; y; ); f(x)g(y) n i = hH n f(x); g(x)i = 0; (37) thus e(x; y; ) actually belongs to K 0 (I R; E(U V )); that is, it is a distributionally small distribution in that space whose moments vanish. Therefore e(x; y; ) = o( ?1 ) as ! 1; (38) E(x; y; ) = ( ) (x ? y) + o( ?1 ) as ! 1; (39) in the space K 0 (I R; E(U V )): Similarly, (35){(36) also hold in E(U V ): Convergence in E(U V ) implies pointwise convergence on U V , but it gives more; namely, it gives uniform convergence of all derivatives on compacts. Thus (35) , (36) , (38) , and (39) hold uniformly on compacts of U V and the expansion can be di erentiated as many times as we please with respect to x or y.
Example. Let Hy = ?y 00 considered on the domain X = fy 2 C 2 0; ] : y(0) = y( ) = 1 X n=1 cos 2nx = ? 1 2 (C); 1 X n=1 n 2k cos 2nx = 0 (C); k = 1; 2; 3; : : : : Neither is the spectral density e(x; y; ) distributionally small at the boundaries, as follows from the heat content asymptotics of Refs. 11, 12. That there is a sharp change of behavior at the boundary can be seen from the behavior of the spectral density e(x; x; ) given by (43). Indeed, if 0 < x < then e(x; x; ) = (1=2 ) ?1=2 + o( ?1 ) (C), but when x = 0 or x = then e(0; 0; ) = e( ; ; ) = 0.
It is important to observe that in the Ces aro or distributional sense, the behavior at in nity of the spectral density e(x; y; ) depends only on the local behavior of the coe cients of H. That is, if H 1 and H 2 are two operators that coincide on the open subset U of M and if e 1 (x; y; ) and e 2 (x; y; ) are the corresponding spectral densities, then e 1 (x; y; ) = e 2 (x; y; ) + o( ?1 ) as ! 1 (47) in D 0 (U U). This follows immediately from (33) . In fact, it follows from Theorem 7.2 that e 1 (x; y; ) = e 2 (x; y; ) + o( ?1 ) (C) as ! 1;
(48) pointwise on (x; y) 2 U U (even on the diagonal!). More than that, (48) holds in the space E(U U), so that it is uniform on compacts of U. These results are useful in connection with the suggestion 17{20 to replace a general second-order operator H by another, H 0 ; that agrees locally with H and for which the spectral density can be calculated. In the next section we treat two special classes of operators where this idea has been implemented.
Example. The spectral density for the operator ?y 00 on the whole real line is e 1 (x; y; ) = ( ) cos 1=2 (x ? y)
as can be seen from (A7a) and (A8a). Therefore, comparison with (40) 
In particular, if we set x = y we recover (46). Formula (50) is uniform in compacts of (0; ) (0; ) but ceases to hold as x or y approaches 0 or . For instance, if y = 0, the left side vanishes while cf. 
IV. SPECIAL CASES
In this section we give two model cases for the asymptotic expansion of spectral densities. They are not just examples, since according to the results of the previous section, the spectral density of any operator locally equal to such a model case will have the same behavior at in nity in the Ces aro sense.
Let us start with a constant-coe cient elliptic operator H de ned on the whole space I R n . Then H admits a unique self-adjoint extension (which we also denote as H), given as follows. Let p = (H) be the symbol of H (i.e., H = p(?i@)). Then the spectral function is given by E(x; y; ) = 1
(2 ) n Z p( )< e i(x?y) d ; (51) so that the spectral density can be written as e(x; y; ) = 1 (2 ) n D e i(x?y) ; (p( ) ? ) E :
For the de nition of (f(x)) see Refs. 32, 33.
To obtain the behavior of e(x; y; ) as ! 1 in the Ces aro or in the distributional sense, we should consider the parametric behavior of e(x; y; ) as ! 1. Setting " = 1= and evaluating at a test function ( ), one is led to the function (") = he(x; y; ); (" )i : (53) But in view of (52) we obtain 
for some 2 (0; "). Since 
at some x 0 2 M. Thus 00 ( ) = E(x 0 ; x 0 ; ); 01 ( ) = @E @y (x 0 ; x 0 ; ); 10 ( ) = @E @x (x 0 ; x 0 ; ); 11 ( ) = @ 2 E @x @y (x 0 ; x 0 ; ):
Second, the eigenfunctions j can be approximated for large quite explicitly by the phase-integral (WKB) method. (Thirdly, but 
where j = hf(x); x j i; j 2 IN;
(72) are the moments. The moment asymptotic expansion allows us to obtain the small-t behavior of functions G(t) that can be written as G(t) = hf(x); g(tx)i; 
In this case g(x) = e ?ix is smooth, but because of its behavior at in nity, it does not belong to K. We pointed out in the introduction, however, that (74) is still valid in some \averaged" sense. Indeed, we shall now show that formula (73) permits one to de ne G(t) as a distribution when instead of asking g 2 K we assume g to be a tempered distribution of the space S 0 which has a distributional expansion at the origin. We then show that (74) holds in an averaged or distributional sense. The fact that the space of smooth functions K is replaced by the space of tempered distributions is not casual: the distributions of S 0 are exactly those that have the behavior at 1 of the elements of K in the Ces aro or distributional sense. Indeed, we have Lemma 5.1 Let g 2 S 0 (IR). Then there exists 2 IR such that g (n) ( x) = O( ?n ) as ! 1; 
It follows that we can de ne G(t) = hf(x); g(tx)i as an element of S 0 (I R) by hG(t); (t)i = hf(x); (x)i;
(79) whenever f 2 K 0 and 0 = 2 supp f. When 0 2 supp f then (79) cannot be used unless is smooth at the origin. And in order to have smooth we need to ask the existence of the distributional values g (n) (0), n = 0; 1; 2; : : :.
Recall that following Lojasiewicz, 36 In our present case, we need to ask the existence of the distributional values g (n) (0) = a n for n 2 IN. We can then say that g(x) has the small-x \averaged" or distributional expansion g(x) 1 X n=0 a n x n n! ; as x ! 0; in D 0 ; (84) in the sense that the parametric expansion g("x) 1 X n=0 a n " n x n n! ; as " ! 0;
(85) holds, or, equivalently, that hg("x); (x)i 1 X n=0 a n n! Z 1 ?1
x n (x) dx " n ; (86) for each 2 D. Lemma 5.2. Let g 2 S 0 be such that the distributional values g (n) (0) = a n ; in D 0 , exist for n 2 IN: Let 2 S and put (x) = hg(tx); (t)i: Then 2 K. Proof: Indeed, is smooth for x 6 = 0, but since the distributional values g (n) (0) = a n exist, it follows that (x) P 1 n=0 b n x n as x ! 0, where b n = (a n =n!) R 1 ?1 x n (x) dx. Thus is also smooth at x = 0. Finally, let be as in (76); then (n) (x) = O(jxj ?n ) as jxj ! 1. Hence 2 K.
Using this lemma we can give the following De nition. Let In general the distribution G(t) is not smooth near the origin, but its distributional behavior can be obtained from the moment asymptotic expansion. Theorem 5.1. Let f 2 K 0 with moments n = hf(x); x n i. Let g 2 S 0 have distributional values g (n) (0) for n 2 IN. Then the tempered distribution G(t) = hf(x); g(tx)i has distributional values G (n) (0), n 2 IN, which are given by G (n) (0) = n g (n) (0), and G has the distributional expansion G(t) Example. Let g 2 S 0 be such that the distributional values g (n) (0) exist for n 2 IN. Since the Fourier transformĝ( ) can be written asĝ( ) = ?1 he ix ; g( ?1 x)i, and since all the moments n = he ix ; x n i vanish, it follows thatĝ(" ?1 ) = O(" 1 ) distributionally as " ! 0 and thusĝ( ) = O(j j ?1 ) (C) as j j ! 1: Thereforeĝ 2 K 0 .
Conversely, if f 2 K 0 , then its Fourier transformf(t) is equal to F(t) = hf(x); e itx i for t 6 = 0. Thusf(t) = F(t) + P n j=0 a j (j) (t) for some constants a 0 ; : : : ; a n . But the distributional values F (n) (0) exist for n 2 IN and are given by F (n) (0) = i n hf(x); x n i, and henceF 2 K 0 , and it follows that a 0 = = a n = 0. In summary,f (n) (0) exists in D 0 for each n 2 IN. Therefore, a distribution g 2 S 0 is smooth at the origin in the distributional sense (that is, the distributional values g (n) (0) exist for n 2 IN) if and only if its Fourier transformĝ is distributionally small (i.e.,ĝ 2 K 0 ).
Example. Let 2C with j j = 1, 6 = 1. Then the distribution f(x) = P 1 n=?1 n (x?n) belongs to K 0 . All the moments vanish: k = P 1 n=?1 n n k = 0 (C) for k = 0; 1; 2; : : :. It follows that if g 2 S 0 is distributionally smooth at the origin, then Actually, many number-theoretical expansions considered in Ref. 37 and Chapter 5 of Ref. 26 will hold in the averaged or distributional sense when applied to distributions.
Many times, supp f 0; 1) and one is interested in G(t) = hf(x); g(tx)i for t > 0 only. In those cases the values of g(x) for x < 0 are irrelevant and one may assume that supp g 0; 1). Since we need to consider (x) = hg(tx); (t)i for x > 0 only, we do not require the existence of the distributional values g (n) (0); instead, we assume the existence of the one-sided distributional values g (n) (0 + ) = a n for n 2 IN. This is equivalent to asking g("x) to have the asymptotic development g("x) 1 X n=0 a n " n x n + n! as " ! 0 + ;
(95) that is, hg("x); (x)i 1 X n=0 a n n! Z 1 0 x n (x) dx " n as " ! 0 + (96) for 2 S. We shall use the notation g(x) 1 X n=0 a n x n n! in D 0 as x ! 0 + (97) in such a case. Lemma 5.3. Let g 2 S 0 with supp g 0; 1) and let g (n) (0 + ) = a n exist in D 0 for n 2 IN. Let 2 S and put (x) = hg(tx); (t)i for x > 0. Then admits extensions~ to IR with~ 2 K(IR):
Proof: It su ces to show that is smooth up to the origin from the right and that it satis es estimates of the form (j) (x) = O(jxj ?n ) as jxj ! 1. But the rst statement follows because g (n) (0 + ) exists for all n 2 IN, while the latter is true because of (76).
From this lemma it follows that when f 2 K 0 , supp f 0; 1), supp g 0; 1), and the distributional values g (n) (0 + ) exist for n 2 IN, then G(t) = hf(x); g(tx)i can be de ned as a tempered distribution with support contained in 0; 1) by hG(t); (t)i = hf(x);~ (x)i;
(98)
where~ is any extension of (x) = hg(tx); (t)i, x > 0, such that~ 2 K. Theorem 5.2. Let f 2 K 0 with supp f 0; 1) and moments n = hf(x); x n i. Let g 2 S 0 with supp g 0; 1) have distributional one-sided values g (n) (0 + ) for n 2 IN. Then the tempered distribution G(t) = hf(t); g(tx)i de ned by (98) has distributional one-sided values G (n) (0 + ), n 2 IN, which are given by G (n) (0 + ) = n g (n) (0 + ), and G has the distributional expansion G(t) 1 X n=0 n g (n) (0 + ) t n n! in D 0 as t ! 0 + :
Proof: Quite similar to the proof of Theorem 5.1 .
VI. EXPANSION OF GREEN KERNELS I: LOCAL EXPANSIONS
In this section we shall consider the small-t behavior of Green kernels of the type G(t; x; y) = he(x; y; ); g( t)i for some g 2 S 0 : Here e(x; y; ) is the spectral density kernel corresponding to a positive elliptic operator H that acts on the smooth manifold M.
Our results can be formulated in a general framework. So, let H be a positive self-adjoint operator on the domain X of the Hilbert space H. Let X 1 be the common domain of H n , n 2 IN, and let e be the associated spectral density. Let g 2 S 0 with supp g 0; 1) such that the one-sided distributional values a n = g (n) (0 + ) exist for n 2 IN. Then we can de ne G(t) = g(tH); t > 0;
that is, G(t) = he ; g(t )i; t > 0 :
Thus G can be considered an operator-valued distribution in the space S 0 (I R; L(X 1 ; H)). The behavior of G(t) as t ! 0 + can be obtained from the moment asymptotic expansion (27) for e . The expansion of G(t) as t ! 0 + will be a distributional or \averaged" expansion, in general, but when g has the behavior of the elements of K at 1 it becomes a pointwise expansion. In particular, if g is smooth in 0; 1), the expansion is pointwise or not depending on the behavior of g at in nity. Theorem 6.1. Let H be a positive self-adjoint operator on the domain X of the Hilbert space H. Let X 1 be the intersection of the domains of H n for n 2 IN. Let g 2 S 0 with supp g 0; 1) be such that the distributional one-sided values g (n) (0 + ) = a n in D 0 (102) exist for n 2 IN. Let G(t) = g(tH), an element of S 0 (IR; L(X 1 ; H)) with support contained in 0; 1). Then G(t) admits the distributional expansion in L(X 1 ; H),
a n H n t n n! ; as t ! 0 + ; in D 0 ; (103) so that the distributional one-sided values G (n) (0 + ) exist and are given by G (n) (0 + ) = a n H n in D 0 :
When g admits an extension that belongs to K, (103) is an ordinary pointwise expansion while the G (n) (0 + ) exist as ordinary one-sided values. Proof: Follows immediately from Theorem 5.2.
When H is a positive elliptic di erential operator acting on the manifold M, then Theorem 6.1 gives the small-t expansion of Green kernels. Let e(x; y; ) be the spectral density kernel and let G(t; x; y) = he(x; y; ); g(t )i; t > 0;
(105) be the Green function kernel corresponding to the operator G(t) = g(tH). Then G belongs to S 0 (I R)^ D 0 (M M), has spectrum in 0; 1), and as t ! 0 + admits the distributional expansion G(t; x; y) 1 X n=0 a n H n (x ? y) t n n! ; as t ! 0 + ; in D 0 ;
(106) that is, G("t; x; y) 1 X n=0 a n H n (x ? y) " n t n + n! as " ! 0 + ;
in D 0 (M M). Also, the distributional one-sided values @ n @t n G(0 + ; x; y) exist for n 2 IN and are given by @ n @t n G(0 + ; x; y) = a n H n (x ? y) in D 0 :
If g admits extension to K, then (106) and (108) are valid in the ordinary pointwise sense with respect to t (and distributionally in (x; y)).
Pointwise expansions in (x; y) follow when x 6 = y. Indeed, if U and V are open subsets of M with U \ V = ;, then G belongs to S 0 (I R)^ E(U V ) and as t ! 0 + we have the distributional expansion G(t; x; y) = o(t 1 ); in D 0 ; as t ! 0 + ; (109) in E(U V ), and in particular pointwise on x 2 U and y 2 V . The expansion becomes pointwise in t when g admits an extension to K.
These expansions depend only on the local behavior of the di erential operator. Let H 1 and H 2 be two di erential operators that coincide on the open subset U of M. Let e 1 (x; y; ), e 2 (x; y; ) be the corresponding spectral densities and G 1 (t; x; y) and G 2 (t; x; y) the corresponding kernels for the operators g(tH 1 ) and g(tH 2 ), respectively. Then G 1 (t; x; y) = G 2 (t; x; y) + o(t 1 ); in D 0 ; as t ! 0 + ; (110) in E(U U); and when g admits an extension that belongs to K this also holds pointwise in t.
Let us consider some illustrations.
Example. Let K(t; x; y) = he(x; y; ); e ? t i be the heat kernel, corresponding to the operator K(t) = e ?tH , so that @K @t = ?HK; t > 0;
(111) and K(0 + ; x; y) = (x ? y): (112) In this case g(t) = (t)e ?t admits extensions in K. Example. Let U(t; x; y) = he(x; y; ); e ?i t i be the Schr odinger kernel, corresponding to U(t) = e ?itH , so that i @U @t = HU; t > 0 (115) and U(0 + ; x; y) = (x ? y):
Here the function e ?it belongs to S 0 but not to K. Therefore 
VII. EXPANSION OF GREEN KERNELS II: GLOBAL EXPANSIONS
When considering a second-order di erential operator on a one-dimensional manifold, the variable of the spectral density e(x; y; ) is often replaced by the variable ! de ned by ! 2 = . For instance, the asymptotic behavior of ! n = 1=2 n , the square root of the nth eigenvalue, has a more convenient form than that for n in the case of regular Sturm{ Liouville equations. But, does this change of variable have any e ect on the expansion of the associated Green kernels?
Consider, for instance, the behavior of the kernel e(x; y; ) = 2 1 X n=1 sin nx sin ny ( ? n 2 );
(121) which we studied before. Let ! 2 = , and consider the kernelẽ(x; y; !) given bỹ e(x; y; !) = 2! e(x; y; ! 2 ) = 2 1 X n=1 sin nx sin ny (! ? n):
The behavior ofẽ(x; y; !) at in nity can be obtained by studying the parametric behavior, i.e.,ẽ(x; y; !) as ! 1. Letting " = 1= , we are led to consider the development of 
as " ! 0 + . The even moments ofẽ coincide with those of e of half the order; i.e., hẽ(x; y; !); ! 2k i = (2k) (x ? y):
But we also have to consider odd-order moments, such as J(x; y) = hẽ(x; y; !); !i = 2 1 X n=1 n sin nx sin ny: (125) The operator corresponding to J is not the derivative d=dx, but rather (d=dx)Q, where Q is a Hilbert transform. Thus, J is not a local operator: in general supp J( ) is not contained in supp . Thus is a nonlocal pseudodi erential operator, and J(x; y) is simply its kernel. The nonlocality of the odd-order moments just re ects the fact that the basic operator H 1=2 is not local. The behavior of summability after changes of variables was already studied at the beginning of the century by Hardy 38;39 and is the central theme in Ref. 10 .
When using the distributional approach, we can see that the change ! = 1=2 , and similar ones, do not introduce problems at in nity. Rather, the point is that the change introduces a new structure at the origin. Let f 2 D 0 have supp f (0; 1). Then f(! 2 ) is a well-de ned distribution, given by hf(! 2 ); (!)i = 1 2 hf( ); ?1=2 ( 1=2 )i:
When 0 2 supp f, however, there is no canonical way to de ne f(! 2 Therefore, if e(x; y; ) is the spectral density kernel corresponding to a positive selfadjoint operator H, then e(x; y; ! 2 ) is also distributionally small as a function of !, both distributionally and pointwise on x 6 = y. However, as we have seen, the corresponding moment expansion for e(x; y; ! 2 ) will contain extra terms. These arise as a special case of a general theorem that extends the conclusions of Sections V and VI to the situation where the function or distribution g does not have a Taylor expansion at the origin.
The spaces Af n g associated to an asymptotic sequence are discussed in Refs. 25, 26. In particular, if n is a sequence with <e n % 1, then the space Kfx n g consists of those smooth functions de ned on (0; 1) that have the behavior of the space K at in nity but at the origin can be developed in a strong expansion (x) a 1 x 1 + a 2 x 2 + a 3 x 3 + as x ! 0 + : (130) The point is that the n need not be nonnegative integers. 
where ( j ) = hf(x); x j i are the moments. Therefore, if g 2 Kfx n g then the expansion of G(t) = hf(x); g(tx)i can be obtained from (132) as G(t) 1 X j=1 ( j ) a j t j as t ! 0 + ;
where a j = h j (x); g(x)i. But following the ideas of Section V we can de ne G(t) = hf(x); g(tx)i when g is a distribution of S 0 with supp g 0; 1), whose behavior at the origin is of the form g("x) 1 X j=1 a j " j x j + as " ! 0 + ;
a fact that we express by saying that g(x) 1 X j=1 a j x j ; distributionally, as x ! 0 + :
Then G(t) will have the same expansion (133), but in the average or distributional sense. A corresponding result for operators also holds. Theorem 7.1. Let H be a positive self-adjoint operator on the domain X of the Hilbert space H. Let X 1 be the intersection of the domains of H n for n 2 IN. Let g 2 S 0 with supp g 0; 1) have a distributional expansion of the type g(x) P 1 j=1 a j x j as x ! 0 + , where <e n % 1. Then G(t) = g(tH) can be de ned as an element of S 0 (IR; L(X 1 ; H)) with support contained in 0; 1), and G(t) admits the distributional expansion G(t) 1 X j=1 a j H j t j ; as t ! 0 + ; in D 0 : (135) When g belongs to Kfx n g, (135) becomes a pointwise expansion.
Therefore, we may generalize our previous discussion as follows: If H is a di erential operator, then the expansion of the Green function of g(tH) is local or global depending on whether the expansion (134) of g at the origin is of the Taylor-series type or not.
Example. The small-t expansion of the cylinder function T(t; x; y) described in (A3) is given by T(t; x; y) 1 X n=0 (?1) n H n=2
x ( (x ? y)) t n n! as t ! 0 + :
The expansion is pointwise in t and distributional in (x; y). The expansion is also pointwise in t for x 6 = y, but we do not get T(t; x; y) = o(t 1 ) because the odd terms in the expansion do not vanish for x 6 = y. This type of behavior is typical of harmonic functions near boundaries.
We may look at the locality problem from a di erent perspective. Suppose H 1 and H 2 are two di erent self-adjoint extensions of the same di erential operator on a subset U of M. Then the two cylinder kernels T 1 (t; x; y) and T 2 (t; x; y) have di erent expansions as t ! 0 + even if (x; y) 2 U U. The same is true of the associated Wightman functions. In both cases the small-t expansion of the Green kernel re ects some global properties of the operators H 1 
for (x; y) 2 U U. Instead, the nonlocal character of the small-t expansion of the Green kernels is explained by the di erence in the moments. (Recall Theorem 2.1 and the formula (14) .) We nish by giving a result that justi es (137) and also has an interest of its own. Theorem 7.2. Let H 1 and H 2 be two pseudodi erential operators acting on the manifold M, with spectral densities e j (x; y; ) for j = 1; 2. Let U be an open set of M and suppose that H 1 ? H 2 is a smoothing operator in U. Then e 1 (x; y; ) = e 2 (x; y; ) + o( ?1 ) (C) as ! 1;
in the topology of the space E(U U) and, in particular, pointwise on (x; y) 2 U U.
Proof: If 2 D(I R), then (H 1 ) ? (H 2 ) is a smoothing operator, thus he 1 (x; y; ) ? e 2 (x; y; ); f(x)g(y)i is a well-de ned element of D 0 (I R) given by hhe 1 (x; y; ) ? e 2 (x; y; ); f(x)g(y)i; ( )i = h( (H 1 ) ? (H 2 ))f; gi: (139) In general this generalized function is not a distributionally small function of , but if supp f U and supp g U then all the moments hhe 1 (x; y; ) ? e 2 (x; y; ); f(x)g(y)i; n i = h(H n 1 ? H n 2 )f; gi (140) exist because H 1 ? H 2 is smoothing in U. Therefore he 1 (x; y; ) ? e 2 (x; y; ); f(x)g(y)i belongs to K 0 (I R); that is, it is a distributionally small function. Hence, he 1 (x; y; ) ? e 2 (x; y; ); f(x)g(y)i = o( ?1 ) (C) as ! 1 (141) for each f; g 2 E 0 (U), and (138) follows by duality.
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APPENDIX: THE SIMPLEST ONE-DIMENSIONAL EXAMPLES
Let H be a positive, self-adjoint, second-order linear di erential operator on scalar functions, on a manifold or region M. We are concerned with distributions of the type G(t; x; y) (t 2 I R, x 2 M, y 2 M) that are integral kernels of parametrized operator-valued functions of H. In particular:
(1) The heat kernel, K(t; x; y), represents the operator e ?tH , which solves the heat equation ? @ @t = H ; lim t#0 (t; x) = f(x); (A1) for (t; x) 2 (0; 1) M, by (t; x) = e ?tH f(x).
(2) The Schr odinger propagator, U(t; x; y), is the kernel of e ?itH , which solves the Schr odinger equation i @ @t = H ; lim t!0 (t; x) = f(x); (A2) for (t; x) 2 I R M, by (t; x) = e ?itH f(x). 
where P 1 x is a principal-value distribution, whose antiderivative is ln jxj + constant. This generalizes easily to: Lemma A.1. Let F be analytic in a region nfx 1 ; : : : ; x n g, x j 2 IR, where intersects IR on (a; b) and each x j is a simple pole of F with residue j . Then F(x ? i0) = PF(x) + i n X j=1 j (x ? x j ):
(A19)
To apply this to (A14b), replace t by ib in (A13a) and (A13c): which is (A14b).
