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A WEIGHTED PAIR GRAPH REPRESENTATION FOR RECONSTRUCTIBILITY
OF BOOLEAN CONTROL NETWORKS∗
KUIZE ZHANG†, LIJUN ZHANG‡, AND RONG SU§
Abstract. A new concept of weighted pair graphs (WPGs) is proposed to represent a new reconstructibility
definition for Boolean control networks (BCNs), which is a generalization of the reconstructibility definition given
in [18, Def. 4]. Based on the WPG representation, an effective algorithm for determining the new reconstructibility
notion for BCNs is designed with the help of the theories of finite automata and formal languages. We prove that a
BCN is not reconstructible iff its WPG has a complete subgraph. Besides, we prove that a BCN is reconstructible in
the sense of [18, Def. 4] iff its WPG has no cycles, which is simpler to be checked than the condition in [18, Thm.
4].
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1. Introduction. Reconstructibility is a basic control-theoretic property. One way it can
be formulated as the property that there is an input sequence such that the current state can be
uniquely determined from the input sequence and the corresponding output sequence, regard-
less of the initial state, which may be considered unknown. Accordingly the key problems
are how to determine whether such input sequences exist and how to find them. Note that
for deterministic systems, once the current state has been determined, all subsequent states
can also be determined by using the input sequences. As an application, reconstructibility
can be used in fault detection for a mechanical device if the device is reconstructible. If one
regards a device as a control system, and regards the states (resp. events) of the device as the
states (resp. outputs) of the system, then fault detection can be implemented by using event
sequences to determine the current state of the device.
A Boolean (control) network (BN/BCN) (cf. [3–9]), a discrete-time finite-state dynami-
cal system, is a simple and effective model to describe genetic regulatory networks (GRNs)
which reflects the behavior and relationships of cells, protein, DNA and RNA in a biological
system. It is pointed out in [10] that that “One of the major goals of systems biology is to de-
velop a control theory for complex biological systems”. Hence studying the control-theoretic
problems of BNs/BCNs is of both theoretical and practical importance. Similarly to the fault
detection for a mechanical device, reconstructibility may also be used in biology to detect
diseases in a living body. In [33], fault diagnosis in oxidative stress response is investigated
based on a BCN model, and a fault is described as a deviation of the function of the BCN
model. In order to diagnose a fault, two steps should be performed successively: i) use an
input sequence (called homing sequence) to drive the model to a known state; (If the model
is normal and reconstructible, then after feeding the homing sequence into the model, the
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current state of the model would be known. It is pointed out in [33] that “Knowledge of the
initial status of the internal states is important as all future computations are based on these
values. The Homing sequence is an initial input sequence that brings the network to a known
internal state. So, once the Homing Sequence is given to N (the normal model) and Nf (the
faulty model), N will come to a known internal state.”) ii) feed an input sequence (called test
sequence) into the model, compare the output sequences of the normal and faulty networks
to pinpoint the fault. (“Once the Homing sequence has done its job, the Test sequence(T ) is
fed into N andNf , and by comparing the output states of the normal and faulty networks, we
can pinpoint the location of the fault in the network, . . . ”. One can use the methods adopted
in [33] to pinpoint the fault. Besides, methods for testing fault occurrence are given in [19].)
Based on the above statement, reconstructibility is the first step for diagnosing faults, and the
current state plays an important role. Hereinafter, ususally we will call the input sequence de-
scribed in the first and this paragraph that can be used to determine the current state homing
input sequence for short. [18] introduces a special reconstructibility notion (see [18, Defi-
nition 4]) for BCNs which means each sufficiently long input sequence is a homing input
sequence. If a BCN satisfies this definition, when diagnosing faults, one only needs to pay
attention to the second step; otherwise this definition will tell the user that the BCN is not
reconstructible, indicating that the fault cannot be diagnosed. However, even if a BCN does
not satisfy this definition, there still may exist a homing input sequence, and the user can use
it to reconstruct the current state. Hence it is necessary to investigate the reconstructibility
described in the first paragraph involving whether a homing input sequence exists. The re-
constructibility described in the first paragraph is more general, as it applies to more systems.
Besides, as the one in [18, Definition 4], this reconstructibility definition is also independent
of the initial state, so any time can be seen as the initial time.
The main target of this paper is to design an effective algorithm for determining the re-
constructibility of BCNs described in the first paragraph. In the sequel, unless otherwise
stated, “reconstructibility” is always in this sense. The original idea of designing this al-
gorithm comes from our previous paper [22]. In [22], we find the connections between
the observability of BCNs and the theories of finite automata and formal languages, and
show how to determine all known four different types of observability of BCNs in the lit-
erature [12–16, 18, 20]. In particular, the type of observability first studied in the seminal
paper [12] is determined in [22], while in [12] there is only a sufficient but not necessary con-
dition. In our companion paper [23], this idea is also used to determine the observability of
switched BCNs, and further results on how to reduce computational complexity is discussed.
The theories of finite automata and formal languages are among the mathematical founda-
tions of theoretical computer science. Finite automaton theory involves mainly the study
of computational problems that can be solved by using them. In computational complexity
theory, decision problems are typically defined as formal languages, and complexity classes
are defined as the sets of the formal languages that can be parsed by machines with limited
computational power. For the details, we refer the reader to [1], [2]. In the control-theoretic
field, finite automata have been used to describe discrete event systems (DESs) (cf. [24–31],
etc.), where DESs are event-driven systems, and have no normal time sequences, which are
essentially different from the standard input-state-output control system models.
In order to characterize reconstructibility, we first define a new concept of weighted pair
graphs for BCNs1, second we use the graph to transform a BCN into a deterministic finite
automaton, and lastly we test its reconstructibility by verifying the completeness of the au-
tomaton. Using these results, once we know that a BCN is reconstructible, each homing input
1This weighted pair graph is different from the one defined in [22] used to connect observability of BCNs and
finite automata.
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sequence can be found. After that we design an algorithm to use a homing input sequence to
determine the current state. Furthermore, after proving more in-depth results on the weighted
pair graph by using finite automata, we directly use the graph to design a remarkably more
effective algorithm to determine reconstructibility (see Section 4). On the other hand, in Sec-
tion 5, as a comparison, we prove that the weighted pair graph has no cycles iff the BCN
is reconstructible in the sense of [18, Definition 4], which is simpler to be checked than the
condition in [18, Theorem 4].
The remainder of this paper is organized as follows. In Section 2, necessary preliminar-
ies about graph theory, finite automata, formal languages, the semi-tensor product (STP) of
matrices, and BCNs with their algebraic forms are introduced. By using STP, a BCN can be
transformed into its algebraic form. Such an intuitive algebraic form will help to represent
weighted pair graphs and finite automata constructed in the sequel, and also help to construct
examples. So this paper is in the framework of STP. A comprehensive introduction to the STP
of matrices can be found in [11,21]. In Section 3, how to use finite automata to determine the
reconstructibility of BCNs and how to use homing input sequences to determine the current
state are illusatrated. Section 4 contains the main results: we directly use the weighted pair
graph to design a remarkably more effective algorithm to determine the reconstructibility of
BCNs and analyze its computational complexity. In Section 5, an intuitive algorithm for de-
termining the reconstructibility shown in [18, Definition 4] is designed. The last section is a
short conclusion.
2. Preliminaries. Necessary notations:
• ∅: the empty set
• Rm×n: the set of m× n real matrices
• Z+: the set of positive integers (excluding 0)
• N: the set of natural numbers (including 0)
• D: the set {0, 1}
• δin: the i-th column of the n× n identity matrix In
• ∆n: the set {δ1n, . . . , δnn} (∆ := ∆2)
• Coli(A) (resp. Rowi(A)): the i-th column (resp. row) of matrix A
• i mod j: the remainder of integer i when divided by integer j
• δn[i1, . . . , is]: logical matrix (see [11,21]) [δi1n , . . . , δisn ] (i1, . . . , is ∈ {1, 2, . . . , n})
• Ln×s: the set of n×s logical matrices, i.e., {δn[i1, . . . , is]|i1, . . . , is ∈ {1, 2, . . . , n}}
• [M,N ]: the set of consecutive integers M,M + 1, . . . , N
• |A|: the cardinality of set A
• 2A: the power set of set A
• Cin: binomial coefficient
2.1. Graph theory. In this subsection we introduce some basic concepts of graph the-
ory.
A directed graph is a 2-tuple (V , E), where a finite set V denotes its vertex set, and
E ⊂ V × V denotes its edge set. Given two vertices v1, v2 ∈ V , if (v1, v2) ∈ E , then we
say “there is an edge from v1 to v2”, and denote (v1, v2) also by v1 → v2. v1 is called a
parent of v2, and similarly v2 is called a child of v1. Given v0, v1, . . . , vp ∈ V , if for all
i ∈ [0, p− 1], (vi, vi+1) ∈ E , then v0 → · · · → vp is called a path. Particularly if v0 = vp,
path v0 → · · · → vp is called a cycle. A cycle v0 → · · · → vp is called simple, if v0, . . . , vp−1
are pairwise different. An edge from a vertex to itself is called a self-loop. Given vertices
v0, . . . , vp ∈ V , and denote {v0, . . . , vp} by Vp. The subgraph of graph (V , E) generated by
Vp is defined as graph (Vp, Ep), where Ep = (Vp ×Vp)∩E . A directed graph (V , E) is called
strongly connected, if for all vertices u, v ∈ V , there is a path from u to v.
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Given a set Σ, a weighted directed graph (V , E ,W , 2Σ) is a directed graph (V , E) such
that each edge e ∈ E is labeled by a weight w ⊂ Σ, represented by a function W : E → 2Σ.
Given vertex v ∈ V , | ∪u∈V,(v,u)∈E W((v, u))| is called the outdegree of vertex v, and is
denoted by outdeg(v); similarly | ∪u∈V,(u,v)∈E W((u, v))| is called the indegree of vertex
v, and is denoted by indeg(v). A subgraph is called complete, if each of its vertices has
outdegree |Σ|.
2.2. Finite automata and formal languages. We use Σ, a nonempty finite set to denote
the alphabet2. Elements of Σ are called letters. A word is a finite sequence of letters. The
empty word is denoted by ǫ. | · | denotes the length of word ·. For example, |abc| = 3 over
alphabet {a, b, c}, |ǫ| = 0. Σp denotes the set of words of length p over alphabet Σ. In
particularly, Σ0 := {ǫ}. Hence ∪∞i=0Σi = Σ∗ denotes the set of all words over alphabet Σ.
For example,
{0, 1}∗ = {ǫ, 0, 1, 00, 01, 10, 11, 000, . . .}.
The set of infinite sequences of letters over alphabet Σ is denoted by ΣN. That is, ΣN =
{a0a1 . . . |ai ∈ Σ, i = 0, 1, . . .}. Each u ∈ ΣN satisfies |u| =∞. Given u ∈ (Σ∗∪ΣN)\{ǫ}
and integers i, j satisfying 0 ≤ i ≤ j < |u|, u(i) or u[i] denotes the i-th letter of u, u[i, j]
denotes word u(i)u(i+ 1) . . . u(j). A (formal) language is defined as a subset of Σ∗.
Next we introduce the concepts of deterministic finite automata (DFAs) and regular lan-
guages. A DFA is a 5-tuple A = (S,Σ, σ, s0, F ):
• The finite state set S. At all times the internal state is some s ∈ S.
• The input alphabet Σ. The automaton reads only words over the alphabet.
• The transition partial function describes how the automaton changes its internal
state. It is a partial function
σ : S × Σ→ S
that maps a (state, input letter)-pairs to a state, that is, σ is a function defined on a
subset of S × Σ. If the automaton is in state s, the current input letter is a, then the
automaton changes its internal state to σ(s, a) and moves to the next input letter, if
σ is well defined at (s, a); and stops, otherwise.
• The initial state s0 ∈ S is the internal state of the automaton before any letter has
been read.
• The set F ⊂ S of final states specifies which states are accepted and which are
rejected. If the internal state of the automaton, after reading the whole input, is
some state of F then the word is accepted, otherwise rejected.
We call a DFA complete if σ is a function from S × Σ to S.
In order to represent regular languages, we introduce an extended transition function
σ∗ : S × Σ∗ → S. σ∗ is recursively defined as
• σ∗(s, ǫ) = s for all s ∈ S.
• σ∗(s, wa) = σ(σ∗(s, w), a) for all s ∈ S, w ∈ Σ∗ and a ∈ Σ, if σ∗ is well defined
at (s, w) and σ is well defined at (σ∗(s, w), a).
Particularly, for all s ∈ S and a ∈ Σ, σ∗(s, a) = σ(σ∗(s, ǫ), a) = σ(s, a), if σ is well
defined at (s, a). Hence we will use σ to denote σ∗ briefly, as no confusion will occur.
Given a DFA A = (S,Σ, σ, s0, F ), a word w ∈ Σ∗ is called accepted by this DFA,
if σ(s0, w) ∈ F . A language L ⊂ Σ∗ is called recognized by this DFA, if L = {w ∈
2 A nonempty finite set is an alphabet iff for each finite sequence u of its elemetns, any other finite sequence of
its elements is not the same as u. For example, {0, 01} is an alphabet, but {0, 00} is not, as 000 = 0 00 = 00 0.
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s0start s1 s2
0 0
0
1 1
1
FIG. 2.1. Transition graph of the DFA A in Example 2.1.
s0start s1 s2
b a, b
b
a
a
FIG. 2.2. Transition graph of the DFA A in Example 2.2.
Σ∗|σ(s0, w) ∈ F}, and is denoted by L(A). That is, a DFA A is a finite description of a
regular language L(A). It is easy to see that a DFA accepts the empty word ǫ iff its initial
state is final. It is worth noting that not all languages are regular. For example, language
{aibi|i ≥ 0} (see [1, Example 24]) that contains all words that begin with an arbitrary number
of a’s, followed by equally many b’s is not regular.
In order to represent a DFA and transform a BCN into a DFA related to its reconstructibil-
ity, we introduce the transition graph of a DFA A = (S,Σ, σ, s0, F ). A weighted directed
graph GA = (V,E,W ) is called the transition graph of the DFA A, if the vertex set V = S,
the edge set E ⊂ V × V and the weight function W : E → 2Σ satisfy the following condi-
tions: for all (si, sj) ∈ V ×V , (si, sj) ∈ E iff there is a letter a ∈ Σ such that σ(si, a) = sj ;
if (si, sj) ∈ E, then W ((si, sj)) equals the set of letters a ∈ Σ such that σ(si, a) = sj , that
is, {a ∈ Σ|σ(si, a) = sj}. In the transition graph of a DFA, an input arrow is added to the
vertex denoting the initial state, double circles or rectangles are used to denote the final states,
the curly bracket “{}” in the weights of edges are not drawn. See the following examples.
EXAMPLE 2.1. The graph in Fig. 2.1 represents DFAA = ({s0, s1, s2}, {0, 1}, σ, s0, {s0, s1}),
where
σ(s0, 0) = s0, σ(s1, 0) = s0, σ(s2, 0) = s2,
σ(s0, 1) = s1, σ(s1, 1) = s2, σ(s2, 1) = s1.
It is easy to see that ǫ ∈ L(A), 010111 ∈ L(A) and 010110 /∈ L(A).
EXAMPLE 2.2. [1, Example 2] The DFA shown in Fig. 2.2 recognizes the regular lan-
guage of words over the alphabet {a, b} that contain the word aa.
Now we give a proposition on finite automata that will be frequently used in the sequel.
PROPOSITION 2.3. [22] Given a DFA A = (S,Σ, σ, s0, F ), assume that F = S and
for each s in S, there is a word u ∈ Σ∗ such that σ(s0, u) = s. Then L(A) = Σ∗ iff A is
complete.
2.3. The semi-tensor product of matrices. Since the framework of STP is used in this
paper, some necessary concepts are introduced.
DEFINITION 2.4. [21] Let A ∈ Rm×n, B ∈ Rp×q , and α = lcm(n, p) be the least
common multiple of n and p. The STP of A and B is defined as
A⋉B =
(
A⊗ Iα
n
) (
B ⊗ Iα
p
)
,
where ⊗ denotes the Kronecker product.
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x0 x1 x2
u0 u1
· · ·
· · ·
xp
up−1
· · ·
· · ·
y0 y1 y2 yp· · · · · ·
FIG. 3.1. Input-state-output-time transfer graph of BCN (2.2), where subscripts denote time steps, x0, x1, . . .
denote states, u0, u1, . . . denote inputs, y1, y2, . . . denote outputs, and arrows infer dependence.
From this definition, it follows that the conventional product of matrices is a particular
case of STP. Since STP keeps many properties of the conventional product [21], e.g., the
associative law, the distributive law, etc., we usually omit the symbol “⋉” hereinafter.
2.4. Boolean control networks and their algebraic forms. In this paper, we investi-
gate the following BCN with n state nodes, m input nodes and q output nodes:
x(t+ 1) = f(u(t), x(t)),
y(t) = h(x(t)),
(2.1)
where t = 0, 1, . . . , for each such t, x(t) ∈ Dn, u(t) ∈ Dm, y(t) ∈ Dq , f : Dn+m → Dn
and h : Dn → Dq are Boolean mappings.
Using the STP of matrices, (2.1) can be represented equivalently in the following alge-
braic form [12]:
x(t+ 1) = Lu(t)x(t),
y(t) = Hx(t),
(2.2)
where t = 0, 1, . . . , for each such t, x(t) ∈ ∆N , u(t) ∈ ∆M and y(t) ∈ ∆Q denote
states, inputs and outputs, respectively, L ∈ LN×(NM), H ∈ LQ×N , hereinafter, N := 2n,
M := 2m and Q := 2q. In the framework of STP, N,M,Q can be any positive integers.
When N,M,Q are not necessarily powers of 2, the corresponding network is called mix-
valued (or finite-valued) logical control network (cf. [21]). The details on the properties of
STP, and how to transform a BCN into its equivalent algebraic form can be found in [21].
3. Preliminary results: using finite automata to determine reconstructibility.
3.1. Preliminary notations. The input-state-output-time transfer graph of the BCN
(2.2) is shown in Fig. 3.1.
Now we define the following mappings from the set of input sequences to the set of
state/output sequences generated by the BCN (2.2). Regarding ∆N ,∆M ,∆Q as alphabets,
then finite input/state/output sequences can be seen as words in (∆M )∗/(∆N )∗/(∆Q)∗. For
all x0 ∈ ∆N and p ∈ N,
1. if p = 0,
Lpx0 : {ǫ} → {x0}, ǫ 7→ x0,
(HL)px0 : {ǫ} → {y0}, ǫ 7→ y0,
(3.1)
else
2.
Lpx0 : (∆M )
p → (∆N )
p+1, u0 . . . up−1 7→ x0x1 . . . xp,
(HL)px0 : (∆M )
p → (∆Q)
p+1, u0 . . . up−1 7→ y0y1 . . . yp,
(3.2)
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3.
LNx0 : (∆M )
N → (∆N )
N, u0u1 . . . 7→ x0x1 . . . ,
(HL)Nx0 : (∆M )
N → (∆Q)
N, u0u1 . . . 7→ y0y1 . . . .
(3.3)
3.2. Reconstructibility of Boolean control networks. In this subsection, we give the
formal definition of reconstructibility.
DEFINITION 3.1. A BCN (2.2) is called reconstructible, if there is an input sequence
U ∈ (∆M )p for some p ∈ N such that for all different x0, x¯0 ∈ ∆N , Lpx0(U)[p] 6= Lpx¯0(U)[p]
implies (HL)px0(U) 6= (HL)
p
x¯0(U).
Definition 3.1 shows that if a BCN (2.2) is reconstructible, then there is an input sequence
(called homing input sequence) such that no matter what the initial state the BCN is in, one
can use the corresponding output sequence to determine the current state. Note that this
reconstructibility is independent of the initial state, so any time can be seen as the initial time.
From Definition 3.1, one immediately deduces that a BCN (2.2) is not reconstructible iff
for all p ∈ N and input sequences U ∈ (∆M )p there exist different states x0, x¯0 ∈ ∆N such
that, Lpx0(U)[p] 6= L
p
x¯0
(U)[p] and (HL)px0(U) = (HL)
p
x¯0
(U).
Furthermore, the following proposition will play an important role in determining the
reconstructibility of the BCN (2.2).
PROPOSITION 3.2. A BCN (2.2) is not reconstructible iff for all p ∈ N and input
sequences U ∈ (∆M )p there exist different states x0, x¯0 ∈ ∆N such that Lpx0(U)[i] 6=
Lpx¯0(U)[i] for any i ∈ [0, p] and (HL)px0(U) = (HL)px¯0(U).
3.3. Weighted pair graphs. In this subsection, we define a weighted directed graph for
the BCN (2.2), named weighted pair graph, which is the key tool used for determining its
reconstructibility.
DEFINITION 3.3. Given a BCN (2.2), a weighted directed graph G = (V , E ,W , 2∆M ),
where V denotes the vertex set, E ⊂ V × V denotes the edge set, and W : E → 2∆M denotes
the weight function, is called the weighted pair graph of the BCN, if V = {{x, x′}|x, x′ ∈
∆N , x 6= x′, Hx = Hx′}; 3 for all ({x1, x′1}, {x2, x′2}) ∈ V × V , ({x1, x′1}, {x2, x′2}) ∈ E
iff there exists u ∈ ∆M such that Lux1 = x2 and Lux′1 = x′2, or, Lux1 = x′2 and Lux′1 =
x2; for all edges e = ({x1, x′1}, {x2, x′2}) ∈ E , W(e) = {u ∈ ∆M |Lux1 = x2 and Lux′1 =
x′2, or, Lux1 = x
′
2 and Lux′1 = x2}.
Similar to the transition graph of a DFA, we do not draw the curly bracket “{}” to de-
note the weights of edges either. Hereinafter, if ∆M is known, we use (V , E ,W) to denote
(V , E ,W , 2∆M ) for short. From Definition 3.3 it follows that the vertex set V consists of all
pairs of different states that produce the same output. There is an edge from vertex v1 ∈ V to
vertex v2 ∈ V iff there is an input driving one state in v1 to one state in v2 meanwhile driving
the other state in v1 to the other state in v2. Later on, we will show that such a directed graph
will be used to return a DFA that determines the reconstructibility of the BCN (2.2).
3.4. Determining reconstructibility. Next we design Algorithm 1 that receives the
weighted pair graph G of a BCN (2.2), and returns a DFA AV . The DFA accepts exactly
all finite input sequences that cannot be used to determine the corresponding current states,
i.e., the non-homing input sequences.
Note that in Algorithm 1, V is the initial state of AV . Regarding V as a vertex of the
transition graph ofAV , this algorithm first finds out all new children of V and new transitions,
3In [22], V = {(x, x′)|x, x′ ∈ ∆N ,Hx = Hx′}. The unique difference between the weighted pair graph
used to determine the observability of BCNs and the one defined here is that they have different vertex sets. Note
that {x, x′} is an unordered pair, i.e., {x, x′} = {x′, x}.
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second finds out all new children of all known children of V and new transitions, and so on.
Since there are finitely many vertices, after a finite number of steps, the algorithm terminates.
In Algorithm 1, S, S1temp, S2temp can be seen as three containers consisting of some states
of AV . According to this, s, sj are states of AV , i.e., sets of vertices of G; v, vs are vertices of
G. At each step, the algorithm finds new states of AV that do not belong to S, puts them into
S2temp, and at the end of each step, clears S1temp, puts the elements of S2temp into both S and
S1temp, and then clears S2temp. The algorithm repeats this step until S1temp becomes empty,
i.e., all states of AV have been found.
Algorithm 1 An algorithm for returning a DFA that determines the reconstructibility of the
BCN (2.2)
Input: A BCN (2.2) and its weighted pair graph G = (V , E ,W)
Output: A DFA AV
1: Let S, S, ∆M , σ and V be the state set, the final state set, the alphabet, the partial
transition function and the initial state of the DFA, respectively
2: S := {V}, S1temp := {V}, S
2
temp := ∅
3: while S1temp 6= ∅ do
4: for all s ∈ S1temp and j ∈ [1,M ] do
5: sj := {vs ∈ V|there is v ∈ s such that (v, vs) ∈ E and δjM ∈ W((v, vs))}
6: if sj 6= ∅ and sj /∈ S then
7: S := S ∪ {sj}, S2temp := S
2
temp ∪ {sj}, σ(s, δ
j
M ) := sj
8: else
9: if sj 6= ∅ then
10: σ(s, δjM ) := sj
11: end if
12: else
13: σ is not well defined at (s, δjM )
14: end if
15: end for
16: S1temp := S
2
temp, S
2
temp := ∅
17: end while
Based on Proposition 3.2 and Algorithm 1, the following theorem holds.
THEOREM 3.4. A BCN (2.2) is not reconstructible iff the DFA AV generated by Algo-
rithm 1 recognizes language (∆M )∗, i.e., L(AV) = (∆M )∗.
Proof. “if”: Assume that L(AV) = (∆M )∗. Then for all p ∈ Z+ and input sequences
U ∈ (∆M )p, there are p + 1 states of the DFA AV , denoted by s0, s1, . . . , sp, such that
σ(si, U(i)) = si+1, i ∈ [0, p− 1], where s0 = V , σ is the partial transition function of AV .
Furthermore, by Definition 3.3 and Algorithm 1, there are p + 1 vertices vi = {xi, x¯i} ∈ si
of the weighted pair graph, i ∈ [0, p], such that xi, x¯i ∈ ∆N , Hxi = Hx¯i, xi 6= x¯i,
Lpx0(U) = x0x1 . . . xp, L
p
x¯0
(U) = x¯0x¯1 . . . x¯p, and (HL)px0(U) = (HL)
p
x¯0
(U). Besides,
ǫ ∈ L(AV) implies that V 6= ∅, i.e., there are different states of the BCN (2.2) that produce
the same output. Then by Proposition 3.2, this BCN is not reconstructible.
“only if”: Assume that L(AV) ( (∆M )∗, we prove that each input sequence in (∆M )∗ \
L(AV) determines the corresponding current state (i.e., each input sequence outside ofL(AV)
is a homing input sequence). Arbitrarily choose U ∈ (∆M )∗ \ L(AV). If U = ǫ, then
ǫ /∈ L(AV), and V = ∅. Hence H is of full column rank, and the initial state can be deter-
mined by the initial output. Next we assume that U 6= ǫ. For all different states x0, x¯0 ∈ ∆N ,
Lpx0(U)[p] 6= L
p
x¯0(U)[p] implies (HL)px0(U) 6= (HL)
p
x¯0(U). Suppose on the contrary
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that there exist two different states x′0, x¯′0 ∈ ∆N such that L
p
x′
0
(U)[p] 6= Lp
x¯′
0
(U)[p] and
(HL)p
x′
0
(U) = (HL)p
x¯′
0
(U). Then U ∈ L(AV) by Algorithm 1, which is a contradiction.
Hence each U outside of L(AV) is a homing input sequence, and the BCN is reconstructible.
One can use Proposition 2.3 and Theorem 3.4 to determine whether a given BCN (2.2)
is reconstructible or not. The proof of Theorem 3.4 shows that every input sequence U ∈
(∆M )
∗ \ L(AV) can be used to determine the corresponding current state.
3.5. Determining the current state. We have shown how to determine whether a given
BCN (2.2) is reconstructible, and how to find homing input sequences of reconstructible
BCNs. Next we show how to use a homing input sequence to determine the current state. Ac-
tually, similar ideas have been widely used, e.g., to achieve the initial state of an observable
linear control system in the literature, and to diagnose fault occurrence of BCNs in [19, Al-
gorithm 2].
Given a reconstructible BCN (2.2), where the initial state x0 ∈ ∆N is given and un-
known. By Theorem 3.4, the language recognized by the DFA AV generated by Algorithm 1
is a proper subset of (∆M )∗. Then for each given homing input sequence U = u0 . . . up−1 ∈
(∆M )
∗ \ L(AV) and the corresponding output sequence Y = y0 . . . yp ∈ (∆Q)p+1, Algo-
rithm 2 returns the current state. X0 in Algorithm 2 contains all possible states producing
output y0, and hence contains x0. At each time step 1 ≤ t ≤ p, Xt contains all states that are
driven from initial state x0 by input sequence u0 . . . ut−1 and correspond to output sequence
y0 . . . yt. Then by Theorem 3.4, Xp is a singleton, and the unique element ofXp is the current
state. Particularly if U = ǫ, then Y ∈ ∆Q, and the current state (i.e., the initial state) is
x0 = H
−1Y = HTY .
Algorithm 2 An algorithm for determining the current state of a reconstructible BCN (2.2)
Input: A reconstructible BCN (2.2), a homing input sequence U = u0 . . . up−1 ∈ (∆M )∗ \
L(AV) of length p, and the corresponding output sequence Y = y0 . . . yp ∈ (∆Q)p+1
Output: The current state
1: if U = ǫ then
2: return H−1Y , stop
3: else
4: X0 := {x|x ∈ ∆N , Hx = y0}
5: for i = 0; i < p; i++ do
6: Xi+1 := ∅
7: for all x ∈ Xi do
8: if (HL)1x(ui)[1] = yi+1 then
9: Xi+1 := Xi+1 ∪ {L1x(ui)[1]}
10: end if
11: end for
12: end for
13: return the unique element of Xp, stop
14: end if
3.6. An illustrative example. This example illustrates the weighted pair graph, how
Algorithm 1 works, and how to use a homing input sequence to determine the current state.
EXAMPLE 3.5 ( [18]). Consider the following logical dynamical network:
x(t + 1) = δ5[1, 4, 3, 5, 4, 2, 3, 3, 4, 4]u(t)x(t),
y(t) = δ2[1, 1, 2, 1, 2]x(t),
(3.4)
10 KUIZE ZHANG AND LIJUN ZHANG AND RONG SU
12 14 24 35
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FIG. 3.2. Weighted pair graph of logical control network (3.4), where number ij in each circle denotes state
pair {δi
5
, δ
j
5
}, number k beside each edge denotes weight {δk
2
} of the corresponding edge.
12
14
24
35
start
12
14
24
35
start
14
24
12
14
24
35
start
14
24
1
2
1
2
2
FIG. 3.3. Process of Algorithm 1 receiving the weighted pair graph of logical control network (3.4) and
returning DFA AV , where number ij in each rectangle denotes state pair {δi5, δ
j
5
}, number k beside each edge
denotes weight {δk
2
} of the corresponding edge.
where t = 0, 1, . . . , x ∈ ∆5, y, u ∈ ∆.
Note that although 5 is not a power of 2, all results of this paper are valid for it. The
weighted pair graph of the logical control network (3.4) is shown in Fig. 3.2. Putting the
weighted pair graph into Algorithm 1, Algorithm 1 returns a DFA AV . The process of gen-
erating AV is shwon in Fig. 3.3. From Fig. 3.3 it follows that AV is not complete, then by
Proposition 2.3 and Theorem 3.4, the logical control network (3.4) is reconstructible.
Note that δ12δ12 /∈ L(AV) by Fig. 3.3, then δ12δ12 is a homing input sequence. Next we use
δ12δ
1
2 to determine the current state. Choose as an unknown initial state x0 = δ25 . Then the
output sequence is Y = y0y1y2, where y0 = y1 = δ12 , y2 = δ22 . According to Algorithm 2,
X0 = {δ15 , δ
2
5 , δ
4
5}, X1 = {δ
1
5, δ
4
5}, X2 = {δ
5
5}. Hence the current state is δ55 .
4. Main results: using the weighted pair graph to determine reconstructibility. In
this section, we give more in-depth results on reconstructibility and the weighted pair graph
by using finite automata. And then based on these new results and the results in Section 3,
we design a new algorithm (Algorithm 3) for determining the reconstructibility of the BCN
(2.2) directly from weighted pair graphs. The new algorithm is significantly more efficient
than the one in Section 3. After that, we analyze its computational complexity.
4.1. How to directly use the weighted pair graph to determine reconstructibility.
Let us first look at the logical control network (3.4) and its weighted pair graph shown in
Fig. 3.2. One easily observes that in Fig. 3.2 all vertices have outdegree less than 2, i.e.,
the number of inputs of (3.4), and in the rightmost graph shown in Fig. 3.3, some vertex has
outdegree less than 2. On the contrary, one also observes that if for some BCN (2.2), each
vertex of its weighted pair graph has outdegree M , then in the transition graph of the corre-
sponding DFAAV generated by Algorithm 1, each vertex also has outdegreeM . Is it possible
that establishing a general theory from these intuitive observations, in other words, directly
using the weighted pair graph to determine the completeness of the corresponding DFA AV
for every BCN (2.2)? If yes, the computational cost of determining the reconstructibility of
the BCN (2.2) will be significantly reduced. In this subsection, we give an affirmative answer
to this problem. The following proposition is a key result in answering the problem.
PROPOSITION 4.1. Given a weighted directed graph G = (V , E ,W , 2Σ), where the
vertex set V and the alphabet Σ are nonempty and finite, the edge set is E ⊂ V × V , and the
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weight function is W : E → 2Σ. Assume that
for all v ∈ V and u1, u2 ∈ V , if (v, u1) ∈ E , (v, u2) ∈ E
and u1 6= u2, then W((v, u1)) ∩W((v, u2)) = ∅.
(4.1)
Denote the set of vertices of G that have outdegree less than |Σ|, or from which there is a path
to a vertex having outdegree less than |Σ| by V|Σ|. Substitute G into Algorithm 1 to generate
a DFA AV . The following (i) and (ii) hold.
(i) L(AV) = Σ∗ iff graph G has a complete subgraph.
(ii) Graph G has a complete subgraph iff V|Σ| ( V .
Proof. (i) “if”: Arbitrarily given a subgraph G′ = (V ′, E ′,W ′, 2Σ) of graph G, substitute
G′ into Algorithm 1 to generate a DFA AV′ . Then L(AV′) ⊂ L(AV) ⊂ Σ∗.
Assume that in G′, for all v ∈ V ′, outdeg(v) = |Σ|. Then in the transition graph of AV′ ,
outdeg(V ′) = |Σ|. Furthermore, all children of V ′ have outdegree |Σ|, all children of all
children of V ′ also have outdegree |Σ|, and so on. Hence all vertices of the transition graph
of AV′ have outdegree |Σ|. That is, AV′ is complete by Proposition 2.3. Hence L(AV′) =
Σ∗ = L(AV).
“only if”: Assume that L(AV) = Σ∗. Let AV be (S,Σ, σ,V , S), where S ⊂ 2V . Then
in the transition graph of AV , for all s ∈ S, outdeg(s) = |Σ| by Proposition 2.3.
For any given state s¯ ∈ S, denote {s′ ∈ S|there is u ∈ Σ∗ such that σ(s¯, u) = s′} by Ss¯.
Regarding the subgraph generated by Ss¯ as a DFA As¯, where s¯ is the initial state, all elements
of Ss¯ are final states, then in the transition graph of As¯, for all s ∈ Ss¯, outdeg(s) = |Σ|.
Then L(As¯) = Σ∗ by Proposition 2.3.
Next we choose sˆ ∈ S such that |sˆ| = mins∈S |s|, i.e., sˆ has the minimal number of
vertices of graph G. Then by (4.1), for all s ∈ Ssˆ, |s| = |sˆ|. Again by (4.1), in G, for all
vertices v ∈ ∪s∈Ssˆs, outdeg(v) = |Σ|. Then in the subgraph of G generated by ∪s∈Ssˆs,
one also has that for all vertices v ∈ ∪s∈Ssˆs, outdeg(v) = |Σ|. Hence the subgraph of G
generated by ∪s∈Ssˆs is complete.
(ii) “if”: Assume that V|Σ| ( V . We next we prove that subgraph G′′ of G generated by
V \ V|Σ| is complete, that is, in G′′, each vertex has outdegree |Σ|. Assume that in G′′, there
is a vertex v′′ ∈ V \ V|Σ| having outdegree less than |Σ|. Since v′′ /∈ V|Σ|, v′′ has outdegree
|Σ| in G. Then v′′ has a child in V|Σ|, and then v′′ ∈ V|Σ|, which is a contradiction.
“only if”: Denote an arbitrary given complete subgraph of G by G′′. Then each vertex in
G′′ has outdegree |Σ| both in G and G′′, and all children of all vertices in G′′ belong to G′′.
Hence V|Σ| ( V .
Using Proposition 4.1, Theorem 3.4 can be directly simplified to the following Theorem
4.2 which provides a significantly more effective algorithm for determining reconstructibility
than the one shown in Theorem 3.4. Theorem 4.2 is the main result of this paper.
THEOREM 4.2. A BCN (2.2) is not reconstructible iff its weighted pair graph has a
complete subgraph.
Next we design Algorithm 3 that provides an effective method for determining the re-
constructibility of the BCN (2.2) based on Proposition 4.1 and Theorem 4.2. The advantage
of this algorithm with respect to Theorem 3.4 is that it avoids constructing DFAs, so the com-
putational cost is significantly reduced. In Algorithm 3, the set VM can be found as follows:
i) find all vertices of G that have outdegree less than M , denote the set of these vertices by
V0, find all parents of the vertices of V0, where these parents are outside V0, the set of these
parents is denoted by V1, remove V0 and all edges to vertices of V0 from G; ii) find all parents
of the vertices of V1, where these parents are outside V1, the set of these parents is denoted
by V2, remove V1 and all edges to vertices of V1 from the remainder of G; and so on. Finally
we obtain the vertex set Vf = V \VM , then Vf 6= ∅ iff VM ( V . Note that when constructing
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the weighted pair graph, we can directly obtain V0. Thus, Algorithm 3 runs in time at most
|V|.
Algorithm 3 An algorithm for determining the reconstructibility of a given BCN (2.2)
Input: A given BCN (2.2) and its weighted pair graph G = (V , E ,W)
Output: “Yes”, if the BCN is reconstructible; “No”, otherwise
1: VM := {v ∈ V| outdeg(v) < M, or there is a path from v to some vertex v′ ∈
V satisfying outdeg(v′) < M}
2: if VM ( V then
3: return “No”, stop
4: else
5: return “Yes”, stop
6: end if
EXAMPLE 4.3. Recall the BCN (3.4). Its weighted pair graph (shown in Fig. 3.2) has
no complete subgraph, then by Theorem 4.2, the BCN is reconstructible.
4.2. Computational complexity analysis. In this subsection, we analyze the computa-
tional complexity of Theorem 3.4 and Algorithm 3.
Consider a BCN (2.2) with n state nodes and m input nodes. Its weighted pair graph G
has at most ((2n)2− 2n)/2 = 22n−1− 2n−1 vertices, where the upper bound is tight and can
be reached (cf. Example 4.4). Since the DFA AV in Theorem 3.4 is a power set construction
of G, the size of AV is bounded by 22
2n−1−2n−1 + 22
2n−1−2n−1+m (the number 222n−1−2n−1
of states plus the number 222n−1−2n−1+m of transitions). When constructing AV , one can
obtain whether AV is complete, hence the computational complexity of using Theorem 3.4
to determine reconstructibility is O(222n−1+m). The computational cost of constructing the
weighted pair graph is bounded by 22n−1− 2n−1+(22n−1− 2n−1)2m (the number 22n−1−
2n−1 of vertices plus the number (22n−1− 2n−1)2m of edges), and Algorithm 3 runs in time
at most |V| ≤ 22n−1 − 2n−1, hence the overall computational cost of using Algorithm 3 to
determine reconstructibility is bounded by 22n−1 − 2n−1 + (22n−1 − 2n−1)2m + 22n−1 −
2n−1 = 22n−2n+(22n−1−2n−1)2m. Hence Algorithm 3 runs in time O(22n+22n−1+m),
which is significantly more efficient than Theorem 3.4.
Does there exist a more effective algorithm for determining reconstructibility? Next we
show that the problem of determining reconstructibility is NP-hard, which means there exists
no polynomial time algorithm for determining reconstructibility unless P=NP, i.e., it is very
unlikely that there exists no polynomial time algorithm for determining reconstructibility.
In [17], it is proved that the problem of determining the observability of BNs/BCNs
is NP-hard by reducing the well-known NP-complete Boolean satisfiability problem to the
problem of determining the observability of BNs/BCNs. This reduction can be directly used
to prove the NP-hardness of the problem of determining the reconstructibility of BNs/BCNs.
The Boolean satisfiability problem is stated as below: given a Boolean function with
n arguments g : Dn → D, determine whether g is satisfiable, i.e., whether there exist
x∗1, . . . , x
∗
n ∈ D such that g(x∗1, . . . , x∗n) = 1.
Consider the following BN with n state nodes and q output nodes:
x(t+ 1) = f(x(t)),
y(t) = h(x(t)),
(4.2)
where t = 0, 1, . . . , for each such t, x(t) ∈ Dn, y(t) ∈ Dq , f : Dn → Dn and h : Dn → Dq
are Boolean mappings.
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A BN (4.2) is called observable [17], if for every two different initial states (x∗1, . . . , x∗n)
and (x∗∗1 , . . . , x∗∗n ) both in Dn, the corresponding output sequences are different.
Here we call a BN (4.2) reconstructible, if there exists p ∈ N such that for every two
different initial states (x∗1, . . . , x∗n) and (x∗∗1 , . . . , x∗∗n ) both inDn, if the corresponding states
at time step p are different, then the corresponding output sequences are different.
Construct a set of BNs as follows:
xk(t+ 1) = xk(t)⊕ (xk+1(t)⊙ · · · ⊙ xn(t)) =: fk(x1(t), . . . , xn(t)), k ∈ [1, n− 1],
xn(t+ 1) = xn(t)⊕ 1 =: fn(x1(t), . . . , xn(t)),
y(t) = x1(t)⊙ g(x2(t), . . . , xn(t)),
(4.3)
where t = 0, 1, . . . , for each such t, x1(t), . . . , xn(t) ∈ D, ⊕ and ⊙ denote the addition and
multiplication modulo 2, respectively, and f1, . . . , fn : Dn → D and g : Dn−1 → D are
Boolean functions. It can be seen that the state transition graph of the BN (4.3) is a simple
cycle of length 2n. For example, when n = 3, the state transition graph is 000 → 001 →
010→ 011→ 100→ 101→ 110→ 111→ 000. Hence the BN (4.3) is observable iff it is
reconstructible.
It is proved in [17, Proposition 10] that for the BN (4.3), g is satisfiable iff the BN is
observable. Based on this property and the polynomial time construction of (4.3) from g, the
problem of determining the observability of the BN (4.3) is NP-hard. Then by the equivalence
of the observability and reconstructibility of the BN (4.3), the problem of determining the
reconstructibility of the BN (4.3) is also NP-hard. As a corollary, the problem of determining
the reconstructibility of the BCN (2.1) is also NP-hard by reducing the reconstructibility of
the BN (4.3) to that of the BCN (2.1).
The following Example 4.4 shows that for a given BCN (2.2), the upper bound 22n−1 −
2n−1 on the number of vertices of its weighted pair graph can be reached.
EXAMPLE 4.4. Consider a set of logical control networks
x(t+ 1) = [L1, . . . , LN ]x(t)u(t),
y(t) = δ1N ,
(4.4)
where t = 0, 1, . . . , for each such t, x(t), y(t), u(t) ∈ ∆N , N is an integer no less than 3,
Li ∈ LN×N , i ∈ [1, N ], for all i, j ∈ [1, N ],
Colj(Li) =
{
δiN , if j 6= i,
δi mod N+1N , if j = i.
(4.5)
For each integer N no less than 3, the weighted pair graph GN = (VN , EN ,WN , 2∆N )
of the logical control network (4.4) satisfies the following properties:
(i) GN has exactly (N2 − N)/2 vertices and VN = {{δiN , δjN}|i, j ∈ [1, N ], i 6= j},
because the output function is constant.
(ii) Each vertex has outdegree 2.
(iii) For all different i, j ∈ [1, N ], WN (({δiN , δjN}, {δiN , δi mod N+1N })) = {δiN}.
(iv) For each i ∈ [1, N ], vertex {δiN , δi mod N+1N } has a self-loop with weight {δiN}.
(v) {δ1N , δ2N}
{δ2N}−−−→ {δ2N , δ
3
N}
{δ3N}−−−→ · · ·
{δNN }−−−→ {δNN , δ
1
N}
{δ1N}−−−→ {δ1N , δ
2
N} is the unique
cycle that is not a self-loop.
By (ii) we have none of these weighted pair graphs has a complete subgraph. Then by
Theorem 4.2, all these logical control networks are reconstructible, and the overall computa-
tional cost is (N2 −N)/2 + (N2 −N)N/2.
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FIG. 4.1. Weighted pair graph of logical control network (4.4) with N equal to 4, where number ij in each
circle denotes state pair {δi
4
, δ
j
4
}, number k beside each edge denotes weight {δk
4
} of the corresponding edge.
When N = 4, the weighed pair graph is shown in Fig. 4.1.
For each integer N no less than 3, put GN into Algorithm 1 to obtain the DFA AVN =
(SN ,∆N , σN ,VN , SN ), where SN = {VN} ∪
⋃N
k=1{{{δ
k
N , δ
k mod N+1
N }}}, for all k ∈
[1, N ],
σN (VN , δ
k
N )
= {{δkN , δ
k mod N+1
N }},
σN ({{δ
k
N , δ
k mod N+1
N }}, δ
k
N)
= {{δkN , δ
k mod N+1
N }},
σN ({{δ
k
N , δ
k mod N+1
N }}, δ
k mod N+1
N )
= {{δk mod N+1N , δ
(k mod N+1) mod N+1
N }},
σN is not well defined at any other element of SN × ∆N . Hence in each DFA AVN , initial
state VN has outdegreeN , and all other states have outdegree 2. That is, none of these DFAs
is complete. Then by Theorem 3.4 and Proposition 2.3, we also have that all of these logical
control networks are reconstructible.
Here we also choose N = 4, the DFA with respect to the weighed pair graph generated
by Algorithm 1 is depicted in Fig. 4.2.
Note that each DFA AV in Example 4.4 has exactly N + 1 states, which is less than the
number (N2−N)/2 of vertices of the weighted pair graph GN . In this case using Algorithm
3 to determine the reconstructibility of the logical control networks (4.4) is not much more
effective than using Theorem 3.4 and Proposition 2.3. Next we give one more example to
show that Algorithm 3 does perform significantly more effecient than Theorem 3.4.
EXAMPLE 4.5. Consider a set of logical control networks
x(t+ 1) = [L1, . . . , LN ]u(t)x(t),
y(t) = δ1N ,
(4.6)
where t = 0, 1, . . . , for each such t, x(t), y(t), u(t) ∈ ∆N , N is again an integer no less
than 3, Li ∈ LN×N , i ∈ [1, N ], for all i, j ∈ [1, N ],
Colj(Li) =
{
δiN , if j 6= i,
δi mod N+1N , if j = i.
(4.7)
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FIG. 4.2. DFA with respect to the weighted pair graph of logical control network (4.4) with N equal to 4
generated by Algorithm 1, where number ij in each rectangle denotes state pair {δi
4
, δ
j
4
}, number k beside each
edge denotes weight {δk
4
} of the corresponding edge.
For each integer N no less than 3, the weighted pair graphs GN = (VN , EN ,WN , 2∆N )
of the logical control network (4.6) satisfies the following properties:
(i) GN has exactly (N2 − N)/2 vertices and VN = {{δiN , δjN}|i, j ∈ [1, N ], i 6= j},
because the output function is constant.
(ii) Vertex {δiN , δi mod N+1N } has outdegree N − 1 for each i ∈ [1, N ]. All other vertices
have outdegree N .
(iii) For all different i, j ∈ [1, N ], WN (({δiN , δjN}, {δiN , δjN})) = {δkN |k ∈ [1, N ], k 6=
i, j}. For all i ∈ [1, N ], WN (({δiN , δ
i mod N+1
N }, {δ
i
N , δ
(i mod N+1) mod N+1
N })) =
{δi mod N+1N }. For all different i, j ∈ [1, N ] satisfying that i 6= j mod N + 1 and
j 6= i mod N + 1, WN (({δ
i
N , δ
j
N}, {δ
i mod N+1
N , δ
j
N})) = {δ
i
N}.
(iv) For all vertices {δiN , δjN} satisfying that i < j and j ≥ 3, there is a path from
{δ1N , δ
2
N} to {δ
i
N , δ
j
N}: {δ
1
N , δ
2
N}
{δ2N}−−−→ {δ1N , δ
3
N}
{δ3N}−−−→ · · ·
{δj−1
N
}
−−−−→ {δ1N , δ
j
N}
{δ1N}−−−→
{δ2N , δ
j
N}
{δ2N}−−−→ · · ·
{δi−1
N
}
−−−−→ {δiN , δ
j
N}.
(v) For all vertices {δiN , δjN} satisfying that i < j and j ≥ 3, there is a path from
{δiN , δ
j
N} to {δ
1
N , δ
2
N}: if i = 1, the path is {δ1N , δjN}
{δj
N
}
−−−→ {δ1N , δ
j+1
N }
{δj+1
N
}
−−−−→
· · ·
{δN−1
N
}
−−−−−→ {δ1N , δ
N
N }
{δ1N}−−−→ {δ2N , δ
N
N }
{δNN }−−−→ {δ2N , δ
1
N} = {δ
1
N , δ
2
N}; else, the path
is {δiN , δ
j
N}
{δjN}−−−→ {δiN , δ
j+1
N }
{δj+1N }−−−−→ · · ·
{δN−1N }−−−−−→ {δiN , δ
N
N }
{δNN }−−−→ {δiN , δ
1
N}
{δiN}−−−→
{δi+1N , δ
1
N}
{δi+1
N
}
−−−−→ · · ·
{δN−1
N
}
−−−−−→ {δNN , δ
1
N}
{δ1N}−−−→ {δNN , δ
2
N}
{δNN }−−−→ {δ1N , δ
2
N}.
(vi) By (iii), (iv) and (v), each graph GN is strongly connected.
Since outdeg({δ1N , δ2N}) = N − 1 < N and these weighted pair graphs are strongly
connected, by Algorithm 3, these logical control networks (4.6) are all reconstructible, and
the overall computational cost is (N2 −N)/2 + (N2 −N)N/2.
When N = 4, the weighed pair graph is shown in Fig. 4.3.
For each integer N no less than 3, put graph GN into Algorithm 1 to obtain the DFA
AVN = (SN ,∆N , σN ,VN , SN ), where |SN | = C0N + C1N + · · · + C
N−2
N = 2
N − N − 1,
where eachCiN denotes the number of states ofAVN with cardinalityC2N−i, e.g., whenN = 4
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FIG. 4.3. Weighted pair graph of logical control network (4.6) with N equal to 4, where number ij in each
circle denotes state pair {δi
4
, δ
j
4
}, number k beside each edge denotes weight {δk
4
} of the corresponding edge.
and i = 0, the unique state ofAV4 with cardinalityC24−0 = 6 is V4. Since |{S ⊂ [1, N ]||S| >
1} =: I| = 2N −N − 1 = |SN |, states of AVN can be indexed by the set I. For each S ∈ I,
denote sS := {{δiN , δ
j
N}|i, j ∈ S, i 6= j}. Then SN = {sS |S ∈ I}, VN = s[1,N ] ∈ SN .
In the transition graph of the DFA AVN , each state sS satisfying |S| > 2 has outdegree N ,
each state sS satisfying |S| = 2 has outdegree N or N − 1. For each state S ∈ I, the
children of sS have cardinality |S| or |S| − 1. Since there is a state sS satisfying |S| = 2
and outdeg(sS) = N − 1 < N , the DFA AVN is not complete. Then by Theorem 3.4
and Proposition 2.3, all these logical control networks are reconstructible, and the overall
computational cost is 2N − N − 1 + (2N − N − 1)N . Hence in this case Algorithm 3
performs significantly more effective than Theorem 3.4.
Choose N = 4, the DFA with respect to the weighed pair graph generated by Algorithm
1 is drawn in Fig. 4.4.
REMARK 4.1. The algorithm designed in [24] for determining the detectability of DESs
can also be used to determine the reconstructibility of BCNs, and the algorithm designed
in [24] runs in time doubly exponential in the number of state nodes of BCNs due to the
exhaustive solution space (i.e., the set of finite input sequences) search. While Algorithm 3
runs in time exponential in the number of state nodes of BCNs, because it directly depends on
the structural information of the targeted BCN.
5. How to determine the reconstructibility studied in [18] by using the weighted
pair graph. In this section we give a theorem for determining the reconstructibility given
in [18, Definition 4] (i.e., Definition 5.1) by using the concept of weighted pair graphs. The
theories of finite automata and formal languages are not necessary. Hence determining the
reconstructibility in the sense of Definition 5.1 is much easier than determining the one in the
sense of Definition 3.1. One will also see that the condition in Theorem 5.2 is simpler to be
checked than the one given in [18, Theorem 4], although the algorithms given in Theorem 5.2
and [18, Theorem 4] have almost the same computational complexity.
[18, Theorem 4] shows that a BCN (2.2) is reconstructible in the sense of Definition 5.1
iff for every pair of different periodic state-input trajectories of the same minimal period k and
the same input trajectory, the corresponding output trajectories are also different and periodic
of minimal period k. Actually an upper bound on k is NM , because there are totally NM
(state, input)-pairs. Besides, one easily sees that Definition 5.1 is equivalent to the strong
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FIG. 4.4. DFA with respect to the weighted pair graph of logical control network (4.6) with N equal to 4
generated by Algorithm 1, where number ij in each rectangle denotes state pair {δi
4
, δ
j
4
}, number k beside each
edge denotes weight {δk
4
} of the corresponding edge.
detectability defined in [24].
DEFINITION 5.1 ( [18]). A BCN (2.2) is called reconstructible, if there is p ∈ N such
that for each input sequenceU ∈ (∆M )p, U and the corresponding output sequence uniquely
determine the current state.
From the proof of [18, Theorem 4], we use graph theory to show an intuitive description
of this theorem. For a given BCN (2.2), construct a weighted directed graph (called state tran-
sition graph) (V,E,W, 2∆M ), where V = {(x,Hx)|x ∈ ∆N}, for all (x,Hx), (x′, Hx′) ∈
V , ((x,Hx), (x′, Hx′)) ∈ E iff there is u ∈ ∆M such that x′ = Lux, for all ((x,Hx), (x′,
Hx′)) ∈ E, W (((x,Hx), (x′, Hx′))) = {u ∈ ∆M |x′ = Lux}. Then the BCN (2.2) is
reconstructible iff in its state transition graph, every pair of different cycles with the same
length and the same input sequence have different output sequences. Take the logical control
network (4.4) with N equal to 4 for example, the state transition graph is depicted in Fig. 5.1.
From Fig. 5.1 we find two distinct cycles δ34
δ24−→ δ24
δ24−→ δ34 and δ24
δ24−→ δ34
δ24−→ δ24 with the
same length 2, the same input sequence δ24δ24 , and the same output sequence δ14δ14 . Then this
logical control network is not reconstructible in the sense of Definition 5.1. We have shown
that this logical control network is reconstructible in the sense of Definition 3.1 (see Example
4.4), hence these two types of reconstructibility are not equivalent.
Note that using [18, Theorem 4] to verify the reconstructibility in the sense of Definition
5.1, one needs to test every pair of different cycles with the same length and the same input
sequence. Next we give a new equivalent condition for this type of reconstructibility that is
simpler to be checked than the condition in [18, Theorem 4]. Although usually the size of the
weighted pair graph is larger than that of the state transition graph, one will know whether the
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FIG. 5.1. State transition graph of logical control network (4.4) with N equal to 4, where the vector in each
circle denotes a state and the output it produces, and each weight denotes the corresponding inputs.
BCN is reconstructible or not once the weighted pair graph has been constructed. Our result
is stated as follows.
THEOREM 5.2. A BCN (2.2) is not reconstructible in the sense of Definition 5.1 iff the
weighted pair graph of the BCN has a cycle.
Proof. “if”: Assume that the weighted pair graph G = (V , E ,W) of the BCN (2.2) has
a cycle. G 6= ∅ implies that H is not of full column rank. Due to the existence of a cycle,
there is a path v0 → v1 → · · · → (vp+1 → · · · → vp+T+1)∞ of length ∞ in the graph,
where p, T ∈ N, (·)∞ means the concatenation of infinitely many copies of ·, and some of
v0, . . . , vp+T+1 may be the same. For each i ∈ [0, p+T ], choose ui fromW((vi, vi+1)), and
choose up+T+1 from W((vp+T+1, vp+1)). Then the infinite input sequence u0 . . . up(up+1
. . . up+T+1)
∞ =: U ∈ (∆M )N satisfies that for all s ∈ N, the finite input sequence U [0, s]
and the corresponding output sequence cannot uniquely determine the current state. Hence
the BCN is not reconstructible.
“only if”: Assume that the weighted pair graph G = (V , E ,W) of the BCN (2.2) has no
cycles. If G = ∅, then H is of full column rank, and the BCN is reconstructible. Next we
assume that G 6= ∅.
Since G has no cycles, all paths are of finite length. Denote the length of the longest paths
by p. Then for all input sequences U ∈ (∆M )p+1 and distinct states x0, x¯0 ∈ ∆N satisfying
Hx0 = Hx¯0, L
p+1
x0
(U)[p+1] 6= Lp+1x¯0 (U)[p+1] implies that (HL)p+1x0 (U) 6= (HL)
p+1
x¯0 (U).
Hence the BCN is reconstructible.
EXAMPLE 5.3. Consider the set of logical control networks (4.4). In (iv) and (v) of
Example 4.4 we have shown that there exist cycles in the weighted pair graphs of these logical
control networks. Then by Theorem 5.2, none of these networks is reconstructible in the sense
of Definition 5.1.
Next we analyze the computational complexity of using Theorem 5.2 or [18, Theorem
4] to determine the reconstuctibility of the BCN (2.2) in the sense of Definition 5.1. It is well
known that the computational complexity of detecting the existence of a cycle in a directed
graph (V , E) is O(|V|+ |E|) [32]. Then the computational complexity of using Theorem 5.2
to determine this type of reconstructibility is O(2|V| + 2|E|) = O(22n + 22n+m), which is
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proportional to the size of the weighted pair graph of the BCN. The computational complex-
ity of using [18, Theorem 4] to determine this type of reconstructibility is O(22n−1+m+q),
because constructing the state transition graph costs 2n+1+2n+m, and in the worst case that
every state forms a self-loop, checking cycles costs (22n−1 − 2n−1)2m+q.
6. Concluding remarks. In this paper, we defined a new weighted pair graph for a
Boolean control network (BCN), and used the graph to design algorithms for determining a
new reconstructibility (Definition 3.1) of BCNs. We first designed a doubly exponential time
algorithm for determining the reconstructibility, and then after proving more properties of the
weighted pair graph, we found an exponential time algorithm. After that, we showed that it
is NP-hard to determine the reconstructibility.
Besides, by using the weighted pair graph, we also designed an exponential time algo-
rithm for determining an existing reconstructibility (Definition 5.1) of BCNs. It is easy to see
that a BN (4.3) is reconstructible in the sense of Definition 3.1 iff it is reconstructible in the
sense of Definition 5.1, hence by the similar procedure as in Subsection 4.2 we have deter-
mining the reconstructibility of the BCN (2.1) in the sense of Definition 5.1 is also NP-hard.
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