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An efficient algorithm for solving nonlinear equations with a minimal
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The conjugate residual with optimal trial vectors CROP algorithm is developed. In this algorithm,
the optimal trial vectors of the iterations are used as basis vectors in the iterative subspace. For linear
equations and nonlinear equations with a small-to-medium nonlinearity, the iterative subspace may
be truncated to a three-dimensional subspace with no or little loss of convergence rate, and the norm
of the residual decreases in each iteration. The efficiency of the algorithm is demonstrated by
solving the equations of coupled-cluster theory with single and double excitations in the atomic
orbital basis. By performing calculations on H2O with various bond lengths, the algorithm is tested
for varying degrees of nonlinearity. In general, the CROP algorithm with a three-dimensional
subspace exhibits fast and stable convergence and outperforms the standard direct inversion in
iterative subspace method. © 2008 American Institute of Physics. DOI: 10.1063/1.2928803
I. INTRODUCTION
The solution of linear and nonlinear equations is a cen-
tral task of electronic structure theory. For example, in algo-
rithms for diagonalization free optimization of the Hartree–
Fock and Kohn–Sham energies linear1 or nonlinear2
equations are solved, whereas in coupled-cluster theory3
nonlinear equations are solved.
The solution of linear equations with a symmetric and
positive definite matrix may be formulated as the minimiza-
tion of a quadratic function. The standard method for this
minimization is the conjugate gradient CG method.4–7 In
each iteration of the CG algorithm, a new direction is added
to the previous directions. By ensuring that the new direction
is conjugate to the previous directions, the CG algorithm
obtains the attractive feature that a simple unidirectional
minimization is mathematically equivalent to a minimization
in the space spanned by all directions generated in the cur-
rent and previous iterations. Further, only information from
the last iteration is needed to identify the unidirectional
search direction. The storage and manipulation of all gener-
ated directions are therefore avoided without loss of conver-
gence. In quantum chemistry, Pople et al.8 used an iterative
subspace method for solving the coupled perturbed Hartree–
Fock equations which Wormer et al.9 showed was a special
implementation of the CG method. If the matrix defining the
linear equations is nonsymmetric, the CG method cannot be
applied in its standard form, and if the matrix is symmetric
but not positive definite, the CG algorithm in its standard
form is not guaranteed to be able to determine the solution.
The CG method has been reformulated to forms that are
more suitable for symmetric matrices that are not positive
definite.7,10 However, for matrices that are nonsymmetric or
not positive definite, it may be more attractive to use mini-
mal residual MR methods.7 For general nonsymmetric ma-
trices, the generalized minimal residual method is a standard
choice.11 For symmetric matrices, the conjugate residual
CR method12 shares the very attractive property with the
CG method that each iteration can be expressed in terms of a
unidirectional search, where the search direction may be de-
termined from information from the last iteration, and where
the storage and manipulation of a long list of directions and
residuals therefore is avoided. A number of variants of the
CR methods have been developed for the nonsymmetric
matrices.11,13,14 We refer to numerical mathematical texts for
further detail.7
In quantum chemistry, linear and nonlinear equations are
often solved by using the direct inversion of iterative sub-
space DIIS method.15,16 The DIIS method was originally
developed to improve the local convergence of self-
consistant field calculations, but it has proven useful for the
solution of many other problems in electronic structure
theory including geometry optimization17,18 and the solution
of the coupled-cluster equations.19 A short review on the
properties and use of the DIIS method has recently been
published.20 In each iteration of the DIIS algorithm, a re-
sidual is minimized in the subspace of the current and pre-
vious trial vectors. As the dimension of the trial vectors may
be large, it is often only possible to store the information
from the last few iterations. However, in contrast to the CG
and CR methods, a reduction in the rate of convergence is
typically observed when vectors from earlier iterations are
discarded, even when linear equations with symmetric matri-
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ces are solved. There are thus important differences between
the DIIS method and the standard MR algorithms which will
be analyzed in this paper.
The CR algorithm will be derived and reparametrized to
a form where trial solutions rather than directions are stored.
The resulting algorithm, the CR algorithm with Optimal trial
vectors CROP, is mathematically equivalent to the CR al-
gorithm for linear equations but is straightforward to extend
to nonlinear equations. For nonlinear equations with a small
nonlinearity only a minor degradation in the performance is
seen using the CROP algorithm storing only the last trial
solution, as the degradation is due solely to the nonlinearity
of the equations. For linear equations, we show that the
CROP method with the last trial solution stored gives the
same solution as the standard DIIS algorithm where informa-
tion from all previous iterations are stored.
The CROP method is a general method for solving linear
and nonlinear equations. The efficiency of the method is
demonstrated and compared to the one of the standard DIIS
method for linear equations solving orthogonalized atomic
orbital second order Møller–Plesset21 MP2 equations and
for nonlinear equations solving orthogonalized atomic orbital
coupled-cluster singles doubles22 CCSD equations.
II. MINIMAL RESIDUAL METHODS FOR LINEAR
EQUATIONS
In this section, we discuss and compare various minimal
residual algorithms for determining the solution x of the
linear equation
Ax − b = 0, 1
where A has a dimension d and is symmetric but not neces-
sarily positive definite. We will assume that A is nonsingular,
although the following derivation also holds if A is singular
and b is orthogonal to the space of the null space of A, i.e.,
the space of eigenvectors of A with eigenvalues equal to
zero. The residual for a general vector x is given as
r = b − Ax 2
and may be used as a measure of the accuracy of the solu-
tion. Minimizing the squared residual norm




= 2AAx − b = 0. 4
Minimization of gx may therefore be used to determine the
solution of Eq. 1.
A. The conjugate residual algorithm
1. Introduction
In this section, we derive the CR algorithm. We first
present the CR algorithm in its standard form7 and then rep-
arametrize it to a form where the optimal solution of each
iteration rather than the optimal direction is stored.
In iteration n+1 of the CR algorithm, with the approxi-
mate solution xn, the residual rn=b−Axn is first calculated
and the trial solution xn+1 is parametrized as a linear combi-
nation of the residual rn and the optimal search directions of
the previous iterations p , i=0,1 , . . . ,n−1






The idea of the CR algorithm is to identify an optimal search
direction pn replacing the multiple search directions in Eq.
5
xn+1 = xn + n
npn 6
such that the minimization of the norm of the residual
gxn+1 with xn+1 calculated either by Eq. 5 or Eq. 6 gives
a mathematically identical result. In the CR algorithm, as in
the more commonly used CG method, all but the last direc-
tion may be discarded without loss of convergence rate. We
will now describe the CR algorithm in a fashion that is in
accordance with the standard quantum chemical focus on
subspace optimizations. We will, in particular, show how the
optimal search directions may be obtained such that the mul-
tidirectional search of Eq. 5 is identical to the unidirec-
tional search of Eq. 6.
2. Iteration 1
Let x0 be our starting guess. The initial iteration differs
from the remaining iterations by having a single search di-
rection r0=b−Ax0, which, therefore, is optimal, i.e., p0=r0.
The solution vector at iteration 1, therefore, has the form
x1 = x0 + 0
0p0. 7






TAp0 = 0, 8









TA2p0 is nonvanishing as we have assumed that A
is nonsingular. The residual at x1,
r1 = b − Ax1, 10




TAr1 = 0. 11




0 r0 − r1 . 12
3. Iteration 2
In iteration 2, the trial vector is initially written as hav-
ing components along p0 and r1,
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x2 = x1 + 0
1p0 + 1
1r1. 13










1 	 =  0r1TAr1 	 . 14
From the first row of Eq. 14, the coefficient 0
1 may be
written in terms of 1
1,
0






The trial vector of Eq. 13 minimizing the residual norm
may therefore be expressed as a unidirectional search
x2 = x1 + 1
1p1, 16
where the direction p1 is






Having x2 simplified to a unidirectional search, the minimi-
zation of gx2 may proceed as in iteration 1 see Eq. 7. In









and x2 has thus been determined. The residual at x2 becomes
r2 = b − Ax2, 19
or using Eq. 16
r2 = r1 − 1
1Ap1. 20
There are a number of relations that will be used when
deriving the subspace equations for the following iterations.
Multiplying Eq. 17 with p0
TA2 gives
p0
TA2p1 = 0. 21
From Eqs. 20 and 18, one obtains
r2
TAp1 = 0, 22
and Eqs. 20, 11, and 21 give
r2
TAp0 = r2
TAr0 = 0. 23
By using Eq. 17 to obtain an expression for r1 and using
Eqs. 22 and 23, one obtains
r2
TAr1 = 0. 24
Finally, by expressing Ap0 in the form of Eq. 12 and using
Eqs. 23 and 24, one obtains
r2
TA2p0 = 0. 25
4. Iteration n+1
Let us now consider iteration n+1. The previous direc-
tions and residuals fulfill the relations
ri
TAp j = 0, i, j = 0,1, . . . ,n, i  j , 26
ri
TAr j = 0, i, j = 0,1, . . . ,n, i  j , 27
ri
TA2p j = 0, i, j = 0,1, . . . ,n, i  j + 1, 28
pi
TA2p j = pi
TA2p jij, i, j = 0,1, . . . ,n − 1. 29
The new trial vector is initially written as a general vector in
the space spanned by the previous search directions pi , i
=0,1 , . . . ,n−1 and the current residual rn






Minimizing gxn+1 with respect to the n+1 free parameters
















where elements of matrix A2˜ are defined as
A2̃ij = pi
TA2p jij, i, j = 0,1, . . . ,n − 2. 32
Due to the form of the subspace equations, xn+1 may be
expressed in terms of a single search direction pn and of the
optimal steplength n
n as
xn+1 = xn + n
npn, 33
where













The residual of xn+1 is then obtained as
rn+1 = rn − n
nApn. 36
Equations 26–29 are valid when n is increased by 1 and
the iterative procedure of the CR algorithm is therefore es-
tablished by induction.23
In iteration n, we need to store the following vectors: xn,
pn−1, Apn−1, and rn. CR method requires the storage of one
vector, Ap, more than the CG method. In iteration n+1, the
linear transformation Arn may be carried out, and xn+1,
pn ,Apn may be obtained by using Eqs. 33–35. Finally,
rn+1 may be obtained by using Eq. 36. Each iteration rep-
resents a minimization of the residual in a subspace contain-
ing the subspace of the previous iteration with one new di-
rection added and the residual therefore decreases in each
iteration.
It is seen from Eq. 29 that the directions pi constitute a
set of linear independent vectors. In iteration d, one is there-
fore minimizing the residual in the full d-dimensional vector
space, and the exact solution x is therefore obtained in this
iteration. In exact arithmetic, the CR algorithm therefore
converges to the exact solution in a number of iterations
204105-3 Solving nonlinear equations with a minimal number of trial vectors J. Chem. Phys. 128, 204105 2008
Downloaded 24 Mar 2011 to 130.37.129.78. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions
given by the dimension of the matrix. If iteration d+1 is
started, the residual rd+1 is vanishing, so Eqs. 35 and 34
cannot be used to obtain a direction pd+1 that is conjugate to
pd. When the CR method is used, usually in a preconditioned
form see Sec. II C, a good approximation to the exact so-
lution is obtained in a number of iterations that is much
smaller than the dimension of the matrix. In Sec. IV, we will
discuss the rate of convergence for the CG and CR methods.
B. The conjugate residual with optimal trial vectors
algorithm
In the CR algorithm described in the previous subsec-
tion, iteration n+1 may be viewed as a minimization of the
residual norm in the space spanned by the pi , i=0,1 , . . . ,n
−1 and rn. As the norm of a vector is independent of the
basis in which it is expressed, any other basis that spans the
same space produces the same trial solution xn+1. There is
therefore considerable flexibility in the way search directions
may be chosen. We consider a choice—the CROP method—
where a generalization of the CR method to nonlinear equa-
tions is straightforward.
Consider a space of the form of Eq. 30 but restrict the
space to contain only the residual rn and the last n−k search
directions with 0kn−1,






From the residual rn, we further introduce a preliminary im-
provement of xn as
x̃n+1 = xn + rn. 38












i xi+1 − xi + n
nx̃n+1 − xn , 40
which may be written as






i xi+1 − xn + xn − xi + n
nx̃n+1 − xn
= xn + 
i=k
n−1

















k if i = k .
 42
Note that no coefficient cn is defined. The space spanned by
rn and the last n−k search directions is thus identical to the
space spanned by the x̃n+1−xn and xi−xn , i=k ,k+1, . . . ,n
−1.
For k=0, we have that the minimization of the residual
norm is carried out in the space
xn+1 = xn + 
i=0
n−1
cixi − xn + cn+1x̃n+1 − xn , 43
giving an approximate solution xn+1 that is identical to the
one obtained in the CR method. Furthermore, as we have
shown that the optimal trial vector of iteration n+1 is con-
tained in the space spanned by rn and pn−1, the optimal trial
vector is contained in the space spanned by x̃n+1−xn and
xn−1−xn,
xn+1 = xn + cn−1xn−1 − xn + cn+1x̃n+1 − xn . 44
We denote the parametrization of the CR algorithm,
where OPtimal trial vectors are used as the CROP algorithm,
and discuss now the equations that may be used to determine
the coefficients ci of Eq. 43. The residual corresponding to
Eq. 43 may be written as
rn+1 = rn + 
i=0
n
ciri − rn + cn+1r̃n+1 − rn , 45
where
r̃n+1 = b − Ax̃n+1. 46
When the c-parametrization in Eq. 43 is used, the minimi-
zation of the norm of rn+1 in Eq. 45 requires that a small set
of linear equations are solved. Minimizing rn+12 with re-
spect to ci gives the set of linear equations of dimension n
+1
Dc = h , 47
where
Dij = 
ri − rnTr j − rn if i, j  n
ri − rnTr̃n − rn if i  n, j = n + 1
r̃n − rnTr j − rn if i = n + 1, j  n
r̃n − rnTr̃n − rn if i = j = n + 1,
 48
hi = − ri − rnTrn if i  n− r̃n − rnTrn if i = n + 1. 49
The equations for determining the coefficients c may be
solved in an alternative fashion which emphasizes the simi-
larity to the DIIS method of Pulay.15,16 By introducing in Eq.
43, the coefficient
cn = 1 − 
i=0
n−1
ci − cn+1, 50




cixi + cn+1x̃n+1, 51
where the parameters ci are constrained by the relation ob-
tained from Eq. 50
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ci = 1, 52





ciri + cn+1r̃n+1. 53
The reduced expression for xn+1 of Eq. 44 may similarly be
written as
xn+1 = cn−1xn−1 + cnxn + cn+1x̃n+1, 54
with the constraint
cn−1 + cn + cn+1 = 1, 55
where the expansion coefficients are determined by minimiz-
ing the norm of the residual
rn+1 = cn−1rn−1 + cnrn + cn+1r̃n+1. 56
The minimization of the norm of residual of xn+1 in the
parametrization of Eq. 51 with the constraint of Eq. 52
may be carried out as a standard DIIS determination of the
expansion coefficients. Using an undetermined Lagrange
multiplier  to ensure the fulfillment of the constraint Eq.
52, the minimization is expressed in terms of the solution












Tr j if i, j  n
ri
Tr̃n+1 if i  n, j = n + 1
r̃n+1
T r j if i = n + 1, j  n
r̃n+1
T r̃n+1 if i = j = n + 1.
 58
C. The preconditioned conjugate residual algorithm
To improve convergence, it is a standard practice to in-
troduce preconditioning, i.e., to introduce a coordinate trans-
formation that produces a new set of equations with a matrix
that has a lower condition number. To accomplish this trans-
formation, the linear equations, Eq. 1, are multiplied with
the transpose of a nonsingular matrix P
PTAx − PTb = 0. 59
Introducing the new set of coordinates Y=P−1x, Eq. 59
gives
APY − bP = 0, 60
where
AP = PTAP, bP = PTb . 61
We may thus solve Eq. 60 by using the CR algorithm and
then backtransform this solution to the original coordinates.
An alternative approach is to solve Eq. 60 in the original
basis using the modified CR equations. This may be done
using Eq. 61, writing the residual in the Y basis as
rP = bP − APY = PTr , 62
and introducing the matrix C
C−1 = PPT. 63
The modified CR equations then read as
xn+1 = xn + n
nC−1pn, 64
where














rn+1 = rn − n
nAC−1pn. 67
Choosing PT such that C−1 is a good approximation to A
ensures that the linear equations are solved on a basis where
the matrix A has a lower condition number.




−1rn, and carry out the AC
−1rn
transformation.
D. The preconditioned conjugate residual
with optimal trial vectors method
In Sec. II C, we have introduced preconditioning to the
CR algorithm. In this section, we precondition the CROP
algorithm. We use the CROP algorithm in the Eq. 57 as this
is most commonly used.
Since the CROP algorithm uses Eq. 57 to determine the
expansion coefficients, we have to calculate elements of the




P = PTriTPTr j = riTPPTr j = riTC−1r j , 68
where we have used Eq. 63. Equation 58 takes the form
Bij =
ri
TC−1r j if i, j  n
ri
TC−1r̃n+1 if i  n, j = n + 1
r̃n+1
T C−1r j if i = n + 1, j  n
r̃n+1
T C−1r̃n+1 if i = j = n + 1.
 69
The next trial vector on the Y basis may, according to Eq.
38, be written as
Ỹn+1 = Yn + rn. 70
Using Y=P−1x and Eq. 63, we can backtransform Eq. 70
to the following x basis:
x̃n+1 = xn + PPTrn = xn + C−1rn. 71
In our implementation using the reduced expressions of
Eq. 54, we store the vectors xn−1 ,xn , x̃n+1 and the unprec-
onditioned residuals rn−1 ,rn , r̃n+1. The preconditioner is in-
stead directly used when B is determined in Eq. 69 and
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when a new trial vector is calculated using Eq. 71. Note
that it is only when the matrix B includes the preconditioner
as in Eq. 69 that the results of using the three-dimensional
basis xn−1 ,xn , x̃n+1 and the full basis are identical.
III. MINIMAL RESIDUAL METHODS FOR NONLINEAR
EQUATIONS
We now turn our attention to the solution of sets of non-
linear equations. For a vector-value function V=Vx, we
are thus interested in finding a vector x such that
Vx = 0 . 72
The solution vector x may be determined using an iterative
procedure. At iteration n, we have the approximate solution
xn, and at iteration n+1, the approximate solution may be
expressed as follows:
xn+1 = xn + xn. 73
The vector function may be expanded around xn as
Vxn+1 = Vxn + V1xnxn + Oxn2 , 74
where V1xn is the Jacobian. For a linear vector function,
the determination of x is equivalent to solving linear equa-
tions. For a nonlinear expansion, the residual is defined here
in terms of the linearized form of Vx
rxn = Vxn + V1xnxn. 75
xn may be determined by minimizing the residual norm

xn
rTxn+1rxn+1 = 2V1xnTVxn + V1xnxn
= 0 , 76
which is satisfied when the Newton equations are solved
Vxn + V1xnxn = 0 . 77
Minimizing the residual norm leads to a quadratically con-
vergent iterative scheme.
Each iteration of the minimum residual scheme requires
that a set of linear equations Eq. 77 are solved. Although
the set of linear equations may be solved using direct meth-
ods without explicit construction of V1, this is not an effi-
cient approach for most quantum chemical problems. Sig-
nificantly, more efficient methods may be obtained using
quasi-Newton methods where the exact Jacobian is replaced
by an approximate Jacobian.
In the next subsection, we show that the DIIS algorithm
may be viewed as a quasi-Newton method. Further, if opti-
mal solution vectors are stored in the DIIS algorithm, a gen-
eralization of the CROP algorithm is obtained.
A. The DIIS method for nonlinear equations
Let us assume we have carried out an iterative procedure
and at iteration n have stored x̃n : x̃0 , x̃1 , x̃2 , . . . , x̃n and
Ṽn : Vx̃0 ,Vx̃1 ,Vx̃2 , . . . ,Vx̃n. The optimal solution in
the subspace x̃n may be parametrized as
xn = x̃n + 
i=0
n−1
cix̃i − x̃n , 78
and may be found by minimizing the norm of the residual
rxn = Vxn + V1xn
i=1
n−1
cixi − xn . 79
Expanding Vx as
Vx̃i = Vx̃n + V1x̃nx̃i − x̃n + Ox̃i − x̃n2 80
and truncating after linear terms gives the quasi-Newton con-
dition
Vx̃i − Vx̃n = V1x̃ix̃i − x̃n . 81
Using the quasi-Newton condition, the residual in Eq. 79
may be written as




















ci = 1. 83
Minimizing the residual norm rTxnrxn with respect to the
parameters ci , i=0,1 , . . . ,n with the constraint Eq. 83 rep-
resents a standard DIIS determination of the ci coefficients
considering Vx̃0 ,Vx̃1 , . . . ,Vx̃n as error vectors.
15,16
Using an undetermined Lagrange multiplier to ensure that
the constraint Eq. 83 is fulfilled, the expansion coefficients










DIIS = VTx̃iVx̃ j, i, j  n . 85
The preliminary solution at iteration n+1 may be ex-
pressed as
x̃n+1 = xn + rxn , 86
where rxn is obtained from Eq. 82 with the coefficients
determined from Eq. 84. The DIIS iterative procedure is
established by adding x̃n+1 and Vx̃n+1 to the subspaces x̃n
and Ṽn, respectively. Within the minimal residual frame-
work, the DIIS algorithm may therefore be viewed as a
quasi-Newton method where the quasi-Newton condition is
applied to the x̃n subspace.
For the case where the expansion of Vx contains only
linear terms, the DIIS algorithm gives the same result as the
CROP parametrization of the CR algorithm. To see this, Eq.
86 may be compared to Eq. 38. In both cases, x̃n+1 con-
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sists of the approximate solution xn with the residual rxn
added. In Eq. 86, xn is the optimal solution in the subspace
x̃0 , x̃1 , . . . , x̃n−1 , x̃n, while xn in Eq. 38 is the optimal so-
lution in the subspace x0 ,x1 , . . . ,xn−1 , x̃n in Eq. 51 the
subspace is given for xn+1. These two subspaces span the
same space, and the same solution xn is therefore obtained as
long as no truncations are carried out in the subspaces. The
DIIS and the CROP algorithms therefore give identical itera-
tion sequences.
When a truncation is carried out in the subspaces, differ-
ent results are obtained whether it is performed in the
x̃0 , x̃1 , . . . , x̃n−1 , x̃n or ln the x0 ,x1 , . . . ,xn−1 , x̃n subspace.
For an expansion Vx with only linear terms and a symmet-
ric Jacobian, all except the three last vectors may be dis-
carded in the x0 ,x1 , . . . ,xn−1 , x̃n subspace, still giving the
same xn value, as shown in Sec. II B for the CROP method.
For the subspace x0 ,x1 , . . . ,xn−1 , x̃n, we also have that
the vector norms in the transformed subspace rxi de-
crease for increasing i when Vx̃ is a linear function. Con-
trary in the subspace x̃0 , x̃1 , . . . , x̃n−1 , x̃n, the vector norms
in the transformed subspace Vx̃ may increase for increas-
ing i. Trial vectors x̃i with large values of i are therefore not
necessarily better approximations to x than those with lower
i. This has serious consequences for the convergence and no
truncations can be carried out in the subspace
x̃0 , x̃1 , . . . , x̃n−1 , x̃n without having dramatic consequences
for the convergence of the iterative scheme. Summarizing, it
may be an advantage to set up an iteration algorithm where
the subspace x0 ,x1 , . . . ,xn−1 , x̃n rather than
x̃0 , x̃1 , . . . , x̃n−1 , x̃n is used. We describe in the next subsec-
tion, the CROP generalization of the DIIS algorithm where
this is performed.
B. The conjugate residual with optimal trial vector
algorithm for nonlinear equations
Let us assume we have carried out an iterative procedure
where the subspace is built from the optimal vectors xi. In
iteration n, we have thus available the subspaces:
xn : x0 ,x1 ,x2 , . . . ,xn and the transformed subspace
rn : rx0 ,rx1 ,rx2 , . . . ,rxn. Our next vector is given as
x̃n+1 = xn + rxn . 87
From x̃n+1, we may calculate the vector Vx̃n+1. We next
introduce the intermediate subspace:
x̄n+1 : x0 ,x1 ,x2 , . . . ,xn , x̃n+1 and the corresponding trans-
formed subspace
r̄n+1 : rx0 ,rx1 ,rx2 , . . . ,rxn ,Vx̃n+1. We may pro-
ceed finding the optimal solution in the x̄n+1 subspace using
an outline similar to the one in the previous section, where









ci = 1, 89
and where the coefficients are determined by minimizing the




cirxi + cn+1Vx̃n+1 . 90
The expansion coefficients in Eq. 90 may be determined by




rTxirx j if i, j  n
rTxiVx̃n+1 if i  n, j = n + 1
VTx̃n+1rx j if i = n + 1, j  n
VTx̃n+1Vx̃n+1 if i = j = n + 1.
 91
After having calculated xn+1 and rxn+1, these may be added
to the xn and rn subspaces and the iterative procedure is
established.
It may appear to be an undesirable feature of the above
algorithm that residuals rxi and not the exact vector func-
tion Vxi are used in Eq. 90. However, for a nonlinear
vector function, terms that are quadratic in xi−xn are anyhow
neglected when the vector function V is linearized and the
quasi-Newton condition is applied. It is also important to
note that for the point of expansion x̃n+1 in the intermediate
subspace, the exact vector function is used. At this point, it
may therefore be established if the iteration sequence is con-
verged.
The vectors in the transformed subspace are obtained
using a norm-minimization algorithm, and the norms of the
transformed vectors rxi therefore decrease for increasing
i for linear vector functions. Furthermore, as described pre-
viously, the algorithm reduces to the CROP parametrization
of the CR algorithm for linear vector functions. For vector
functions with small nonlinearities and a nearly symmetric
Jacobian, only a limited loss of convergence may therefore
be expected by reducing the subspace to the three-
dimensional subspace containing xn−1, xn, x̃n+1. Note, how-
ever, that the subspace and transformed subspace vectors do
not satisfy conjugacy relations even for a vector function
with a small nonlinearity, and that the subspace equations
representing the solution of Eq. 88 or Eq. 88 in a trun-
cated form therefore must be solved explicitly.
The CROP algorithm has the same form for sets of linear
and nonlinear equations. The only difference is in the last
element of the intermediate subspaces where the linear or
nonlinear transformation is explicitly carried out. For the rest
of the elements in the subspace, a linear mixing is carried out
of the transformed vectors.
To improve convergence, all calculations should be car-
ried out by applying a preconditioner. In the CROP algo-
rithm, the application of the preconditioner Eq. 63 modi-
fies the subspace equations in terms of the elements of the B
matrix, that according to Eq. 69 becomes
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Bij = ri
TC−1r j . 92
New trial vectors are obtained, according to Eq. 71, as
x̃n+1 = xn + C
−1rxn . 93
IV. CONVERGENCE RATE OF THE CONJUGATE
RESIDUAL ALGORITHM
We now examine the convergence rate of the CR method
and compare it to the one of the CG method. The CR and
CROP methods are mathematically identical for linear equa-
tions, and the CROP method is therefore not considered in
this subsection. Although the CR algorithm converges for
general symmetric matrices, in the following, it will be as-
sumed that A is symmetric and positive definite.
A. The CG and CR methods as error-minimization
methods
A measure of the error of the approximate solution xn to
Eq. 1 is the error vector
en = xn − x
, 94
where x is the exact solution. In the nth iteration of the CG
method, the function 12xn
TAxn−xn
Tb is minimized.4,5 This










Introducing the Frobenius norm for a vector x and a sym-
metric and positive definite matrix M,
xM = xTMx , 96
it is seen that the CG method in iteration n minimizes the
norm enA.
The residual may be expressed in terms of the error vec-
tor as
− rn = Aen. 97
The CR method minimizes in iteration n the gradient norm
rn, which using Eqs. 96 and 97 may be rewritten as
rn = AenTAen = enA2, 98
showing that the CR method in iteration n minimizes the
norm enA2. The CG and the CR methods thus minimize
various vector space norms
enAqq = 1 for CGq = 2 for CR. 99
In both the CG and CR methods, the approximate solu-
tion xn may be written as





where the expansion coefficients are determined by minimiz-
ing the appropriate vector space norm. The vector xn−x0 is a
vector in the Krylov space KnA ,r0
=spanr0 ,Ar0 ,A2r0 , . . . ,An−1r0. Using Eq.100, the error
vector in iteration n may be written as a polynomial Pn of the
order n in the matrix A times the error vector of the initial
iteration





From Eq. 101, it is seen that
Pn0 = 1 . 102
The polynomial Pn is determined in the various itera-
tions of the CG or CR algorithm. In iteration n, the norm
enAq is minimized, and we may therefore consider the poly-




with the constraint Eq. 102.
To proceed, we introduce the spectral resolution of the








Tvl = kl. 105











where we have used Eqs. 104 and 105. Using Eq. 101,
the error vector of iteration n may, in the spectral represen-





where Pnk is the scalar polynomial corresponding to the
matrix polynomial PnA and therefore satisfies
P0 = 1. 109
From Eq. 103, it is seen that Pn may be defined as the










with the constraint Eq. 109.
B. Convergence of the CR and CG methods
From Eq. 110, it is seen that the convergence of an
iteration sequence is very dependent on the number of dif-
ferent eigenvalues of A. As k and 	k
2 are positive quantities,
convergence is obtained when the polynomial Pnk has all
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eigenvalues as roots. As a polynomial of the order m has at
most m roots, convergence is obtained when the order of the
polynomial Pn, the number of iterations is equal to the
number of different eigenvalues of A. The CG and the CR
methods therefore converge fast when there is only a few
distinct eigenvalues.
The number of eigenvalues of A that are different is
usually much larger than the number of iterations and it,
therefore, becomes important to estimate the rate of conver-
gence of the iteration sequence. To this end, we first note that
if 
 is the set of all eigenvalues of A then for arbitrary



















where  is the eigenvalue for which the polynomial Pn has
its largest eigenvalue and Eqs. 104 and 106 are used to
identify e0Aq
2 . Inserting Eq. 111 in Eq. 110 gives an up-









2 , where Pn0 = 1.
112
The polynomial that minimizes the error-norm of Eq.
112 is not known. To obtain an estimate of it, we replace
the above minimax problem for a discrete set of parameters

 with a minimax problem for a variable  defined on the









This replacement is feasible if the dimension of the matrix is
large and the eigenvalues are evenly distributed in the inter-
val between min and max. In the following, we will assume
that these conditions are fulfilled.
The polynomials that have the smallest maximum nu-
merical value in a given interval are the so-called Chebyshev
polynomials of the first degree or just the Chebyshev poly-
nomials and they are well studied in the mathematical
literature.24 We give a brief introduction to these. The
Chebyshev polynomials Tnx are defined in the interval
−1,1 in terms of trigonometric functions
Tnx = cosn arccosx . 114
In the interval 0,, where arccos x is defined, it may easily
be shown
cosn = 12 cos  + cos2  − 1n
+ cos  + cos2  − 1−n , 115
using expi=cos +cos2 −1 and cos n= 12 expin
+exp−in. Inserting Eq. 115 in Eq. 114 and setting 




2 x + x2 − 1n + x + x2 − 1−n . 116
The most important feature of the Chebyshev polynomi-
als in the present context is their minimax property which
may be stated as follows.6 Consider polynomials Pnx of
order n defined in an interval of −1x1 having a fixed
predefined value C at a given point xC, i.e., PnxC=C.
Among these polynomials, the polynomial which has the
smallest largest numerical value is the scaled Chebyshev
polynomial, cTn, where c is a constant that is determined by
the predefined value of the polynomial.
To apply the minimax property of the Chebyshev poly-
nomials on the minimax problem in Eq. 113, we first have
to carry out a variable substitution where the variable  de-
fined in the interval min,max is substituted with another
variable defined in the interval −1,1. This variable substi-
tution may be carried out introducing
 =
max + min − 2
max − min
, 117
where  goes from 1 to −1 when  goes from min to max.
The polynomial Pn may therefore be expressed as
Pn = cTnmax + min − 2
max − min
	 , 118
where the coefficient c is determined from the requirement






and the polynomial in Eq. 118 becomes
Pn =






The polynomial in Eq. 120 is thus the polynomial of the
order n which has the smallest maximum value in the inter-











	  . 121
From Eq. 114, it is seen that the numerical values of the
Chebyshev polynomial are less than or equal to 1. Tnmin
+min−2 / max−min is therefore less than or equal to 1




 Tnmax + min
max − min
		−1. 122
Introducing the condition number of the matrix
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 Tn + 1
 − 1
		−1. 124






 + 1 − 1	
n
+  − 1 + 1	
n . 125
As the term −1 / +1 goes to zero for large values of
n, it is standard to neglect this term from the convergence
rate, giving the standard expression for the convergence of
the CG and CR method
enAq
e0Aq
 2 − 1 + 1	
n
. 126
We thus conclude that the CG and CR methods have the
same rate of convergence for a matrix of large dimensions
and with evenly distributed eigenvalues.
In the above, we have analyzed errors in terms of the
error vectors ei, which may be computed only after conver-
gence. The errors may alternatively be expressed in terms of
the residuals ri see Eq. 97 which are computed in each
iteration. In the CR algorithm, the norms ri are by defini-
tion minimized in each iteration. Using the CG algorithm
that minimizes the norm eiA, it is seen that each iteration in
this method minimizes the norm riA−1, which is not trivial
to compute.
In actual calculations, significantly faster convergence is
often observed than predicted by Eq. 126. In fact, the CG
method, in general, converges superlinearly.25 This arises be-
cause the CG algorithm during the iterative process accu-
rately solves the linear equations for the extreme eigenvalues
and the effective condition number of the matrix therefore
becomes significantly reduced during the iterative procedure.
V. TEST CALCULATIONS
In this section, we present numerical studies of the con-
vergence of the presented algorithms. We consider the sec-
ond order Møller–Plesset MP2 amplitude equations in the
projected Löwdin orthogonalized atomic orbital PLAO21
basis as an example of linear equations and the coupled-
cluster singles doubles CCSD amplitude equations also in
the PLAO basis as an example of nonlinear equations.22 For
both the MP2 and CCSD amplitude equations, we used the
diagonal preconditioner described by Weijo et al.21 The MP2
amplitude equations were solved for C6H2 using the cc-
pVTZ basis,26 at the equilibrium geometry obtained at the
MP2/cc-pVTZ level. The CCSD amplitude equations were
solved for H2O using the cc-pVDZ basis,
25 at the equilibrium
geometry obtained at the MP2/cc-pVTZ level. At the equi-
librium geometry, the CCSD amplitude equations have a
weak nonlinearity. To investigate the performance for in-
creasing nonlinearity, we consider also calculations for H2O
where for a fixed H-O-H bond angle, the O-H bond distance
is stretched to 1.5, 2.0, and 2.5 times its equilibrium value Re
maintaining the C2v geometry.
The convergence of the MP2 amplitude equations for
C6H2 is displayed in Fig. 1 using the CROP algorithm with a
three vector subspace, CROP3. For comparison, the DIIS
results are also reported using a subspace of three vectors,
DIIS3, and using five vectors, DIIS5. The iteration se-
quence for the CROP3 calculation is identical to the one
obtained without truncation in the subspace. Without trunca-
tion in the subspace, DIIS also reproduces the CROP3 re-
sults. However, contrary to the CROP algorithm, the DIIS
method gives a significant degradation in performance for a
truncated subspace, as seen in Fig. 1. With a three vector
subspace, DIIS3, convergence to a residual norm 10−5 thus
takes 70 iterations while the CROP3 calculation uses 24
iterations to obtain the same threshold. A 5 vector subspace,
DIIS5, uses 42 iterations. For sets of linear equations, the
CROP algorithm thus preserves the history of all previous
iterations with a three vector subspace, whereas a significant
degradation is obtained in DIIS when truncation is per-
formed in the subspace.
The convergence of the CCSD amplitude equations at
the equilibrium geometry and with the O–H bond lengths
stretched to 1.5Re, 2.0Re, and 2.5Re is given in Fig. 2. The
nonlinearity of the amplitude equations increases when the
bond length is stretched as reflected by the maximum value
of the two electron excitation amplitudes of 1.810−2, 2.9
10−2, 5.410−1, and 2.210−1 for the 1.0Re, 1.5Re, 2.0Re,
and 2.5Re calculations, respectively. In Fig. 2, we give re-
sults for the CROP and DIIS algorithm with no truncation of
the subspace and for truncated subspaces. For the bond dis-
tances 1.0Re, 1.5Re, and 2.0Re, a three vector subspace,
CROP3, leads to a minor degradation in performance. For
the DIIS method, the degradation is large with a three vector
subspace, DIIS3 and still significant with a five vector sub-
space, DIIS5. For the O–H bond distance 2.5Re, the non-
linearity is large. Keeping all vectors in the CROP algorithm
leads to a monotonic but slow convergence, whereas for a 20
vector subspace, CROP20, convergence could not be ob-
FIG. 1. Convergence of the MP2 equations in the PLAO basis using the
CROP algorithm with a three vector history and DIIS with a three and five
vector history.
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tained. For the DIIS approach with a full subspace, a rather
erratic behavior is observed in the initial 50 iterations after
which the DIIS algorithm converges fast. With a 20 vector
subspace, DIIS20, the erratic behavior is extended up to
about iteration 70.
To summarize, it appears that for a weak to moderate
nonlinearity, it is sufficient to keep a three vector subspace in
the CROP algorithm. For a stronger nonlinearity a larger
subspace is required. In all cases the CROP algorithm out-
performed the DIIS approach.
VI. CONCLUSIONS
Minimal residual algorithms for the solution of linear
and nonlinear equations have been examined. In particular, it
has been shown that the CR has the same attractive feature as
the CG algorithm, namely, that for linear equations only in-
formation from the last iteration is required to ensure that the
solution is conjugate to the directions of all previous itera-
tions. This feature is used to set up the conjugate residual
with optimal trial vectors CROP algorithm where optimal
trial vectors of each iteration rather than the directions are
stored and where information from the last iteration is suffi-
cient to reproduce the CR result. The CR and CG algorithms
are shown to have the same convergence characteristics.
The CROP algorithm for linear equations gives the same
result as the DIIS algorithm where no truncation is made in
the subspace. However, for a truncated subspace, the DIIS
algorithm shows a significant degradation of performance as
demonstrated by the test calculations for the MP2 amplitude
equations. The CROP algorithm thus constitutes an optimal
way of preserving the information from the previous itera-
tions.
The use of a subspace containing trial vectors, allows a
straightforward extension of the CROP algorithm to nonlin-
ear equations. Test calculations for nonlinear CCSD ampli-
tude equations show that for a weak to moderate nonlinear-
ity, only a minor degradation in performance is obtained with
a three vector subspace. For a strong nonlinearity, a larger
subspace may be required.
Summarizing, the CROP algorithm constitutes an effi-
cient algorithm for solving nonlinear equations outperform-
ing the DIIS algorithm through a more efficient way of pre-
serving the information from the previous iterations.
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