Abstract. Consider the initial boundary value problem for the system (S) ut = uxx − (uvx)x, vt = u − av on an interval [0, 1] for t > 0 where a > 0 with ux(0, t) = ux(1, t) = 0. Suppose u 0 , v 0 are positive constants. The corresponding spatially homogeneous global solution U (t) = u 0 , V (t) = u 0 /a + (v 0 − u 0 /a) exp(−at) is stable in the sense that if (u 0 , v 0 ) are positive constants, the corresponding spatially homogeneous solution will be uniformly close to (U (·), V (·)).
Introduction
The classical equations of chemotaxis were introduced in [15, 16, 22] . A variant of them, which was later discussed in [14] takes the form, u t = D 1 (∆u − ∇ · (uχ(v)∇v)), v t = D 2 ∆v + λu − av (1.1) when the diffusivities D j are constant. The constants in (1.1) are presumed to be positive. Generally speaking, u(·, t) represents the cell concentration (or local population) of some species while v(·, t) corresponds to the concentration of a chemotactic agent such as cyclic adenosine mono phosphate (cAMP). The function χ(v) is called the chemotactic sensitivity.
This system is not of standard reaction-diffusion type since the first equation will involve the Laplacian of the second dependent variable. Typically, the boundary conditions are of Neumann type for the first equation and of either mixed or Dirichlet type for the second equation. Precise conditions will be given later.
In the growing literature on singularity formation in chemotaxis, the problems studied tend to fall into one of two types. In the first type, the time scale of the second equation is assumed to be much smaller than that of the first, i. e. D 2 >> D 1 or the cell species has infinite propagation speed while the chemical species has diffused so rapidly that it has come to a steady state. In this case, the system simplifies into one of elliptic-parabolic type viz: A number of papers have been concerned with the phenomena of blow up for such systems. See [2, 1, 5, 9, 10, 8, 19] for example. The first such result in this direction seems to be contained in [13] . The rough idea of the approach to this system is to solve, at least in principle, the second (elliptic) equation in (1.2) for v as a nonlocal, but linear, function of u and then eliminate v from the first equation leaving a nonlinear, nonlocal dynamical equation for u.
In the second, and probably less well studied form, the time scale of the second is assumed to be much larger than that of the first, so fast in fact that the diffusion of the chemical species can be neglected. (That is, D 2 << D 1 .) In this case the spatial movement of the chemical is being controlled by the movement of the particles which the chemical influences through its gradient. This was used as an example to illustrate the modelling approach to D. discoedium movement taken in [21] .
The reaction term λu − av is the saturated limit approximation of a reaction term that more accurately reflects Michealis-Menten reaction kinetics. A model of Dictyostelium discoideum movement which views the cell receptors as the catalyzing agent for cAMP production can be found in [6] , p. 498 ff. There the assumption is made that cAMP is produced at a constant rate by each cell, an assumption that assumes that the cAMP is in excess. However, if it is not in excess, then one must replace the reaction term by a term of the form k1uv k2+v − av where λ = k 1 /k 2 in order to describe the cell receptor kinetics involved more accurately. ( [6] , p273 ff.) The system then takes the form:
(1.
3)
The advantage of writing the system in this form is that one can see that if the system is tending toward a steady state, u should follow ψ(v). Indeed, by using the principles of reinforced random walk, [4] , the authors of [21] derived the first of equations (1.3) ab initio. However, by writing the flux vector − → J as
and using the continuity equation, u t = − − → ∇ · − → J , we obtain the first equation in (1.3) by continuum mechanical considerations.
Here the solution approach, taken for example in [17] , is to solve the second equation for u as a nonlinear function of v, v t and then eliminate it from the first equation, leaving a rather messy third order equation in v. Reference [17] is devoted to a detailed discussion and interpretation of the numerical results obtained there and in [21] earlier for resulting equation.
In [17] , the discussion begins with consideration of the following special case of (1.3) on an interval [0, 1] for t > 0 with ψ(v) = v
with u x (0, t) = u x (1, t) = 0 and v x (0, t) = v x (1, t) = 0 (which then imply the zero flux conditions
t is a spatially homogeneous solution of (1.4) with [1, 1] as initial datum. The following statement is a consequence of the results of [17] : Let c be the positive root of c 2 + N c − 1 = 0 and let 0 < < 1. Given any mode number N , there is a direction
consisting of the closure of functions which satisfy u[log(u/v)] x = 0 at x = 0, 1, and a curve given by
) of initial data passing through [1, 1] with the property that any solution initially emanating from this curve will blow up in a finite time.
This solution is given by u = ψ t (x, t), v = exp(ψ) where
Moreover, this solution has the important biological property that it leaves the above space by aggregation, in particular, by virtue of the fact that u(·, t) L 2 (0,1) blows up in finite time. It is conceivable that for such systems, u(·, t) L 2 (0,1) can remain bounded while u x (·, t) L 2 (0,1) blows up in finite time. In [21] , this possibility was demonstrated numerically while in [17] , a plausibility argument was given to show that their numerical results were not just artifacts of the simulations and were to be expected from the underlying dynamical system. The result tells us that in every neighborhood of the initial data for the spatially homogeneous solution [1, e t ] t , there are solutions of arbitrarily high initial total variation which begin in this neighborhood and blow up in finite time. The numerical evidence suggested that every arbitrarily small non constant perturbation of the initial data for [1, e t ] t (which must have a non trivial projection onto at least one of the directions [N c, 1] t cos(N x) for some N ) must blow up in finite time. (This interpretation was not spelled out in [17] .) Clearly if we replace v by exp(v) in the system (1.4) there results
which, when ge0, is a special case of:
(1.6) Equation (1.6) is the classical system studied in [3] . In its turn, this system contains as a special case the system of Nagai taken up in the next section. However, it is important to note that in [20] , the authors establish the well posed-ness of the initial-boundary value problem for this system (with homogeneous Neumann boundary conditions) as well as the existence of a global attractor. Their proof demands that > 0 in order to establish the existence of a global Lyaponov functional. An alternate proof of this result has been given in [12] . There the authors also provide an asymptotic profile of the solution.
Thus we are left with the question of what happens to solutions when the dissipation in v is weak, i. e., when = 0 and a > 0. This is the problem raised by Nagai.
The plan of the paper is as follows. In the next section we discuss Nagai's system and his claims. There we also discuss a related initial value problem for Nagai's system and introduce a closely related approximate initial value problem. In the third section we reformulate Nagai's system as an infinite system of nonlinear ordinary differential equations. In the fourth section, we introduce a second infinite system of ordinary differential equations which is closely related to the system of odes in the third section. This second system is related to the first in much the same way as approximate initial value problem is related to the full initial value problem for Nagai's system.
In the fifth section we establish the local existence and uniqueness of solutions of Nagai's system when u 0 > a in the sequence space 
is finite. (This sequence space is continuously and injectively imbedded in W 1,1 (0, 1) × L 1 (0, 1). However, the inverse of the injection (restricted to the image) is not continuous. We discuss this point in more detail in Section seven.)
In the sixth section, we demonstrate that the spatially homogeneous solutions of the system of ordinary differential equations for the approximate problem are unstable in the sense that in every neighborhood of the spatially homogeneous solution there are solutions in H 1 (0, 1) × L 2 (0, 1) with spatially inhomogeneous data which blow up in finite time in H 1 (0, 1) × L 2 (0, 1). In the seventh section, we establish a restricted version of Nagai's conjecture. That is, if u 0 > a, then in every neighborhood of (u 0 , v 0 ) there are (spatially non constant) initial data for which the corresponding solution of Nagai's problem in the cylinder must blow up in finite time (in a sense to be made precise below). This result will yield Nagai's conjecture for solutions that are sufficiently regular.
The System of Nagai
Nagai, in a talk given at the International Conference on Partial Differential Equations and Mathematical Biology, Wuhan, China, May 7, 2001 , considered the following initial-boundary value problem:
with a ≥ 0. As boundary conditions he took
These boundary conditions follow from the conditions u x (0, t) = u x (1, t) = 0 and v x (0, 0) = v x (1, 0) = 0 because the second equation of (2.1) implies that v x (0, t), v x (1, t) satisfy y (t) = −ay(t).
In his talk, Nagai asserted the existence of a unique, local solution in
Since [18] has not appeared, we sketch a proof of a version of this result (in different spaces) for the convenience of the reader in Section 5.
Nagai claimed the following stability-instability statements for the spatially homogeneous global solution
such that every solution with spatially non constant initial perturbations of (u 0 , u 0 /a) in this neighborhood converges to (u 0 , u 0 /a) in the appropriate norm as t → +∞. 2. If u 0 > a, then in every neighborhood of (u 0 , v 0 ) in
, there are spatially non constant initial values for which the solution is unbounded in finite or infinite time. Stability results for related problems have been established in [7] , [23] . All of the exact solutions found in [23] were found earlier in [17] in re scaled form contrary to the implication in [23] on page 776. The solutions in [23] follow from those of [17] after a shift in the time axis.)
In his talk, Nagai mentioned that he was unable to resolve whether or not the blow up occurred in finite time.
Nagai's Conjecture. The blow up described in the second item occurs in finite time in the space
In view of the results of [17] , when a = 0, the blow up must occur in finite time. Motivated by this simple observation, we set about trying to establish this for Nagai's problem. However, we were unable to establish this claim in
. In the course of our investigations, we happened upon a problem, which is, in a sense, close to that of the problem of Nagai, for which Nagai's conjecture holds in
. Moreover, this result allows us to prove the conjecture of Nagai in a different Banach space than that proposed by Nagai. More precisely, we do not claim Nagai's conjecture for solutions (u(·, t), v(·, t)) which are in
, the sequence of cosine coefficients for the pair (ψ, ψ t ), we show that n (n|a n (t)|+|b n (t)|) must blow up in finite time.
As remarked above, blow up in sequence space in this sense does not imply blow up of the L 1 norm of ψ, ψ x or ψ t .
Notice that if ψ t is less regular than ψ, we can expect any loss of regularity to occur in u before it occurs in v since v = V (t) + ψ and u = u 0 + aψ + ψ t (from the second equation of (2.1)).
We see that ψ satisfies
In order to motivate the approximate problem, we digress for a moment and consider the pure initial value problem for (2.3). If we compute the Fourier transform ϕ(ξ, t) = ψ(x, t) = ∞ −∞ e −iξx ψ(x, t)dx, and assume that ψ, ψ x vanish at x = ±∞ on any interval [0, T ) where the solution of the initial value problem exists, we find (suppressing the second argument on the right)
If ψ, ψ x are sufficiently regular, then
We can estimate the terms in (2.5) as follows:
These inequalities give us an idea of how rapidly the transform of the solution should decay. The Fourier transform of the partial differential equation which approximates the Nagai problem is the equation:
The non-linear partial differential equation itself can be recovered from (2.6) in the form:
where Φ denotes the inverse Fourier transform of Φ. We call Φ the finite part of the Fourier transform of (uv x ) x .
The time dependent coefficients of the cosine series of the differential equation for the problem we consider satisfy a system of ordinary differential equations analogous to (2.6) much as the system y m (t) = −m 2 y m (t) for m = 1, 2, · · · is analogous to the ordinary differential equationψ t (ξ, t) = −ξ 2ψ (ξ, t) which arises from the heat equation.
In order to see how this system comes about, it is useful to digress a bit and first rewrite Nagai's problem as an infinite system of ordinary differential equations.
3. Reformulation of Nagai's system as a system of ordinary differential equations
We introduce some notation. Let β ≥ 0 and i ∈ {1, 2}. We work in the spaces
We say that a sequence of differentiable functions is in
. Assuming that u 0 > a, we seek a solution of this equation in the form
where C = 2πM for some integer M . Consequently
Then equation (2.3) can be rewritten in the form:
The terms involving cos(C(2k − n)x) on the right-hand side can be rewritten by switching the order of summation and setting l = k − n to obtain:
Likewise,
Therefore, we have
We obtain the following (infinite) system of ordinary differential equations:
In order to rewrite (3.5) in a more compact form, we introduce the notation:
(shift operator),
(multiplication by the transform variable),
Then one can solve Nagai's system in the aforementioned function space if and only if one can solve the initial value problem for the following system in the corresponding sequence space:
4. A system of ordinary differential equations related to Nagai's system.
If we consider equation (3.6) without the last three terms on the right, we obtain the following system of ordinary differential equations:
That is,(4.1) is the discrete version of (2.6). It is the system satisfied by the cosine coefficients of solutions of (2.7).
Comparing (4.1) and (2.6), we infer that the three terms in (3.6) which do not appear in (4.1) can be viewed as "tail ends" of integrals. That is, they are analogous to the three integrals that have been dropped in passing from (2.4) to (2.6) under the assumption that ψ, ψ x are sufficiently regular.
This suggests that (T n Mg, g ), (Mg, T n g ), na(g, T n g) can be neglected in comparison with the remaining terms on the right hand side of (3.6).
Such a statement needs rigorous proof.
5. Local Existence and uniqueness of solutions of the initial value problem for Nagai's system
We prove the following result in 1 1 × 1 which was claimed by Nagai in H 1 × L 2 and which we will need later. Since [18] has not appeared, we include a formulation and proof here that will suffice for our purposes:
of the system (3.5) exists locally in time and is unique in Proof. First consider the question of uniqueness. Set w n = g n − h n , where g n and h n are two solutions of the above system for n ≥ 2 for which g(0) = h(0), g (0) = h (0). The difference w n satisfies the equation:
which, in the above notation, becomes
We abbreviate this as
where we suppress the dependence of the right hand side on g, h, g , h for the moment. The characteristic equation for each of the linear second order operators L n is
The roots r 
where
for some computable constant c, we have:
We need to estimate the terms in the last integral. For each index, n, there are ten sums arising from the ten terms in the definition of F n /n. We have that after use of the convolution inequality
The next three sums are bounded above by a constant multiple of w (t) 1 Mh(t) 1 , Mw(t) 1 Mg(t) 1 and Mw(t) 1 Mh(t) 1 respectively.
The terms involving T n are a bit trickier to estimate. We have, for the first of them,
Since T k Mw 1 is decreasing in k, we obtain
In a similar fashion, the remaining five sums are found to be bounded above by a constant multiple of
Thus, for some constant B Mw(t) 1 ≤ Be
Assume that g(·), h(·) are such that g, g are in
there results
Mw(t)
for some new computable constant B = B(M (K)).
Next we estimate w (t) 1 . Using the representation formula (5.3) we obtain:
Consequently, for some positive computable constants, c, d, we have, noting that r
The first term on the right is treated exactly as above. We note that for some computable constant c 1 = 1/ √ 2ed, all positive integers n and all s ≤ t:
Using this in (5.9) and summing over n we obtain
Since we have already estimated the integrand sums ∞ n=1 |Fn(s)| n above, we obtain,
Setting ϕ(t) = Mw(t) 1 + w (t) 1 we have, with c(t) = (cc 1 + B)e r + t ,
a Volterra integral inequality of Gronwall type with a weakly singular kernel. Thus, after an application of Hölder's inequality, it is easily shown that ϕ q with 1/p + 1/q = 1 and 1 < p < 2 satisfies a standard Gronwall inequality. that is:
(s) ds .
Since φ(0) = 0, it follows that φ(t) ≡ 0. Consequently, ϕ(t) ≡ 0 and hence g ≡ h on the existence interval. Next, consider local existence. Since most of the estimates needed here have been worked through above, we will be brief.
Abbreviate (3.6) as Lg = F (g, g ),
Then the homogeneous solution, G(t) with inhomogeneous initial values solves:
LG = 0,
while the function H = g − G satisfies the nonlinear problem with homogeneous initial data:
Thus it suffices to show that the integral equation equation H = L −1 F (G + H, G + H ) has a fixed point on some interval [0, T exist ). We see from the variation of parameters formula (5.3) that the components satisfy:
Define the sequence of iterates {H k } ∞ k=1 as follows with
and, for k ≥ 1:
To construct a fixed point, we examine the difference:
Consequently, as in the previous proof, after obtaining a similar expression for W k we can then use the estimates in the previous part of the proof to derive the estimate of the form:
We proceed as in the previous proof, using the Hölder inequality to obtain the Gronwall inequality. From this, we easily show that on a sufficiently small time interval one can apply the contraction mapping principle to the sequence (
Such an estimate will also establish the claim of local boundedness in on the existence interval. We omit the details.
Local Existence and blow up of solutions of the approximate system
We turn next to the local existence theorem and blow up theorem for the initial value problem for the approximate system (4.1). We choose the special initial sequence g n (0) = a n , g n (0) = nλa n where a n and λ are to be chosen in such a manner that {g n (t) = a n e nλt } ∞ n=1 is a solution of the approximate system which must blow up in finite time.
In the sequel, we adopt the following notation. Let M be a positive integer such that a 4π 2 M 2 ≡ a * ≤ 1. Suppose that ε, δ are such that
where λ is given by (6.3) below. We establish the following theorems: The function (ψ(·, t), ψ t (·, t)) of the previous theorem must leave
Before proving these theorems, we show that for n ≥ 2
This recurrence formula defines the sequence a n . However, unlike the situation in [11, 17] , we cannot explicitly solve for the coefficients a n recursively in terms a 1 . None the less, we can find upper and lower bounds for the series which sum to the related solutions found in [17] for the case a = 0. These estimates provide the necessary comparison functions for the existence and blow up of ψ in H 1 (0, 1) × L 2 (0, 1). For convenience of notation, we use ξ = x − 1/2 in (3.1) instead of x. Then ∂ x = ∂ ξ and single point blow up at ξ = 0 corresponds to blow up at x = 1/2. Therefore, if g n = a n e nλt and C = 2πM , the equation (4.1) reads
(λ(n − k) + a)ka k a n−k e nλt cos(2πM nξ)
Comparing coefficients for n ≥ 2
λ(n − k) + a ka k a n−k .
For n = 1
Since u 0 > a, the roots are real. Let
denote the positive root 2 . Then the relation for a n , n ≥ 2 simplifies to (6.1) as claimed. We have, with the values of λ, a * above, that
We are now in a position to prove the theorems. We begin with Theorem 1. Proof. From (6.1), since n ≥ k + 1,
If a 1 ≤ b 1 , by induction, it follows that a n ≤ b n where
Because n ≥ 2, we have a * ≤ n/2 and
Comparing this sequence with b n , it again follows that if
This recurrence relation can be solved explicitly with b n = 1 n λ + a λ
. The sequence {b n } defines a convergent series of the form
for t < − ln δ λ . Consequently, the upper bound for ψ in L 2 holds by the comparison of the coefficients a n and b n of series for ψ and ψ. A similar norm estimate holds for ψ t ,ψ t . Thus ψ exists for all t < T * . That is, the existence interval [0,
We now turn to the proof of Theorem 2: Proof. To obtain the lower bound, note that if a 1 ≥ c 1 , then a n ≥ c n where the c n satisfy
Hence if c 1 ≥ c 1 > 0, then c n ≥ c n where
n . Setting c 1 = 2ε, it follows that a n ≥ c n = 2 ε n n . The function
exists as long as t < − ln ε λ because the series converges absolutely and uniformly. The function ψ blows up point-wise at those points for which cos(2πM ξ) = −1. Although we cannot compare these functions point-wise, we can compare them in H 1 . To see this, note that from Parseval's identity, it follows that |ψ x | L 2 (t) blows up in finite time.
Again, from Parseval and the inequalities a n ≥ 2 ε n n , we have
Thus, ψ "blows up" at T ∞ ≤ − ln ε λ in the sense that the functions t → |ψ x | L 2 (t) and t → |ψ t | L 2 (t) cannot be locally bounded on [0, ∞) and hence (u, v) cannot remain in
We next require that
Then the blow up time must satisfy − ln δ λ ≤ T ∞ ≤ − ln ε λ . To prove the last claim of the theorem, note that since u = u 0 + ψ t + aψ, it follows yet again from Parseval that
Consequently u must leave L 2 in finite time. Notice that this time is at least as large as the time of escape from H 1 . Finally, note that ψ(x, 0) and ψ t (x, 0) are uniformly bounded above by [2λ/(λ + a)] ln(1 − δ) and [2λ/(λ + a)](λδ(2 + λδ)/(1 − δ)) respectively. Hence for sufficiently small δ the initial values for the perturbed solution are positive and uniformly close to those for the spatially homogeneous solution.
Corollary 1. If a n ≥ 2 ε n n , the function (ψ(·, t), ψ t (·, t)) in the theorem also blows up in finite time in the sense that the sequence {(g n (t), g n (t))} ∞ n=1 with g n (0) = a n and g n (0) = na n λ must leave
Since |ng n (t)| + |g n (t)| ≥ 4ε n e nλt , the result follows.
Remark 1.
We give an argument in the next section that shows that in every neighborhood of the spatially homogeneous solution, there are solutions of Nagai's problem, which, if they agree initially with solutions of the approximate problem, and are sufficiently regular, cannot be global. The key to this argument is the demonstration that one may neglect the terms which we have identified as "tail ends". To explain why this might be reasonable, if we evaluate (T n Mg, g ), (Mg, T n g ), na(g, T n g) for g n (t) = β n e nλt for β ∈ (0, 1) and λ > 0 one has g n = nλg n so that the sum of the three neglected terms is bounded above by a constant times β n+2 e λ(n+2)t /(1 − β 2 e 2λt ) while the sum of the convolution terms behaves like nβ n e nλt . Therefore on any compact subinterval of [0, − ln β/λ) the terms involving T n are small in comparison to the convolution terms for all sufficiently large n. Elementary calculations with series for which g n (t), g n (t) ≈ A/n (2+δ) shows that the terms involving the T n are not necessarily small when compared with the convolution terms.
A loose interpretation of this is the following: The pde ψ tt + (u 0 − a)ψ xx = (ψ tx − ψ t ψ x ) x − a(ψ t + (ψψ x ) x ) can be written in the form
which can be viewed as a quasi-linear second order partial differential equation with a strong damping term (aψ − ψ xx ) t . Suppose that u 0 > a. Linearizing this equation about ψ = 0 yields ψ tt + (aψ − ψ xx ) t + (u 0 − a)ψ xx = 0, an equation which is of elliptic type in the second derivative terms. Without the damping term, the solutions are very regular but the IBVP is highly unstable. Even with the damping term, solutions of the linear equation can blow-up in infinite time. The introduction of the nonlinear terms (a(ψψ x ) x ) + (ψ t ψ x ) x can lend a hyperbolic character to the problem and force blow up in finite time by a focusing effect. See [17] for a discussion of this when a = 0.
Nagai's Conjecture
From the local existence and uniqeness theorem we know that the cosine series for ψ, ψ t satisfies the condition that
is uniformly bounded on [0, τ ] for all τ in the existence interval of the solution.
We also know that every neighborhood of the homogeneous initial data, there is a solution of the approximate problem (4.1) with spatially non constant initial data for which the solution blows up in
We establish the following Theorem:
Then the corresponding solution of the Nagai problem for which the cosine coefficients agree initially with the cosine coefficients of the aforementioned approximate problem and which initially satisfy (7.1), cannot be global. That is, Nagai's conjecture (in our sense) holds, i. e., such spatially inhomogeneous solutions become unstable by blowing up in finite time in
Proof. Suppose that h(t) ≡ {h n (t)} ∞ n=1 satisfies h(0) = a n , h (0) = nλa n and the system of ordinary differential equations (3.6) on some interval [0, T max ) say. Let g(t) ≡ {g n (t)} ∞ n=1 satisfy g(0) = a n , g (0) = nλa n and satisfy (4.1) on [0, T * ). Then T max ≤ T * , and the solution of Nagai's problem must blow up in finite time T max in 
where C(h, τ ) does not depend on g. Then this inequality, together with Theorem 2, and the triangle inequality would lead to a lower bound for the
in terms of that for {g n (t)} ∞ n=1
and thus permit the establishment of Nagai's conjecture in the space 1 1 × 1 . To this end, suppose that τ < T * < T max . We need to estimate w n (t) = h n (t) − g n (t) in the same fashion that we did in the proof of local existence and uniqueness where once again, w n (0) = w n (0) = 0. Define, for any sequence {z n (t)}
This is the value of L n that replaces the right hand side of (5.2), (5.4)-(5.8). Notice that the terms in the definition of K n can be estimated as in the local existence and uniqueness theorem. That is
Likewise, we have
by using estimates similar to those used for the estimates on the tail end terms in the proof of uniqueness.
Thus we obtain an inequality of the form
for some constant A depending on τ, Mh 1 , h 1 and for some constant B depending perhaps on τ but not on w, w , h, h . This inequality, (7.1), and an application of Gronwall's inequality will give us the estimate (7.2). Combining this observation with its consequence (7.2) and the triangle inequality gives the result. Remark 3. The corollary states that certain very smooth solutions of the Nagai problem cannot be global. That is, they must lose regularity in finite time.
Remark 4. These results say nothing about the point-wise finite time blow up for the solution components. However, it is hard to believe that they do not blow up point-wise in finite time. See Figures 3, 4 below. If the L p norm of one of the components were known to blow up in finite time for some p ≥ 1 then the same would be true point-wise for that component.
Remark 5. We were unable to establish Nagai's conjecture using the theorems of the last section, assuming only that the solution belongs to H 1 (0, 1) × L 2 (0, 1) on the time interval of existence (and is bounded in this norm on compact sets of the existence interval) since we were not able to establish a locally uniform estimate for Mw(t) 2 + w (t) 2 .
Illustrative Computations
One might well ask whether or not solutions of (6.1) are asymptotically of the form A n for some | | ∈ (0, 1) in the sense that there is ∈ [0, 1) such that lim a n / n = A for some constant A. We have shown that the solutions of (6.1) are bounded above and below by terms of this form but we have not yet established the asymptotics. However, the computations below provide a powerful argument for these asymptotics.
The dependence of the blow up time on M, u 0 − a for the function ψ in Theorem 1, can be investigated numerically as follows. It is worth noting that λ → 0 + as M → +∞ for fixed u 0 − a or u 0 − a → 0 + for fixed M ≥ 1.
We begin by examining the growth of the terms of the sequence defined by (6.1). If we set a n (a) = b n (a)σ n /n with b 1 = 1 and σ > 0, it is not too hard to see that when a = 0, b n = 1 for all n ≥ 1. However, when 0 < a < u 0 , the terms b n grow remarkably rapidly. As an illustrative example, with M = u 0 = 1 and a = 0.6, b 1 = 1, ln b 1000 ≈ 656.9587. In fact, numerical evidence suggests that ln b n ≈ 0.657616(n−1)(1+o(1/n)). Let τ be this coefficient of n−1 (assuming it exists). If we take σ = exp(−τ (1+δ)) for any small, positive delta, then the solution should blow up in finite time t = τ δ/λ. This will be the case if one can prove that the asymptotics for the b n are as indicated by the numerical evidence. The numerical evidence indicates that as a increases to u 0 from below, τ increases without bound, and hence the blow up time will increase without bound also. This is to be expected. (See Figure 1. ) Likewise, the numerical evidence indicates that as the integer M is increased for fixed a, τ approaches a limiting value (which is to be expected since as M increases, λ → 0) which corresponds to a * = 0 so that the sequence behaves like the exact solution when a = 0 which is the smallest blow up time possible for fixed ε, δ, u 0 . (See Figure 2. )
In Figures 3, 4 below we present a numerical simulation for the Nagai problem with u t = D(u xx − (uv x ) x ), v t = u − av for 0 < x < 1, t > 0 and zero flux boundary conditions. We took D = 0.02, µ = u 0 = 4.0 and a = 1.0. For initial values we used u(x, 0) = u 0 − cos(2πx) where = 0.4 and v(x, 0) = v 0 = u 0 /a. These figures provide some evidence that the solution does blow up point-wise in finite time as well as in the (The lines corresponding to a = 0.8, 0.9 do not continue due to exponential overflow.) 
