The management of blood bank is an integral part of health delivery system and it is centred on the donation and transfusion of blood. The four major classification of blood is considered in the formulation of Markov model with a first-order dependence. The data of blood transfused in a city hospital was studied and the result revealed that the blood that is donated and received by the same blood group constitute the major blood needed in the hospital with 100%, 99.1%, 98.3%, and 98.5% for blood groups AB,B,A and O respectively. There will be a little variation in the blood needed for transfusion in the future on the basis of the present when the initial values of the transition probabilities P12 (t), P13 (t), P14 (t), P24 (t), and P34 (t) (t = 0) are 0.00354, 0.00202, 0.00865, 0.01653 and 0.00884 respectively. The information about blood bank inventory is important for a successful health care delivery. If such information is available in every city hospital, it may be possible to move blood from one hospital to another during emergency.
Introduction
Blood constitutes the red fluid that is pumped from the heart and circulates around the bodies of human and other vertebrates. It is divided into O, A, B, and AB groups. A blood bank is a facility in the hospital that procure, store and dispense blood from a donor to a recipient. The management of blood bank is an integral part of health delivery system. It is a recognition of this, that lead to the establishment of the National blood transfusion service and the inauguration of an advisory National technical committee in Nigeria. Many people are not aware that blood is perishable and cannot be stored indefinitely and many blood banks function as pipelines with little or no inventory. Therefore, there is a steady need for donors to cope with massive demands due to injuries resulting from Automobile crashes, communal clashes and bomb blast in recent time. The donation (supply) and the transfusion processes are quite complicated and require some explanations through the use of theoretical models. Consequently, Pegels et al (1970) provided a model using the theory of absorbing Markov chains to determining the effects of the issuing policies on average inventory levels and determined blood shortage probabilities. In a related work, the author studied a blood bank collection scheduling and inventory control system reported in Pegels (1969) . Rockwell et al (1962) gave inventory analysis as applied to hospital whole blood supply and demand. Recently, Jevwia (2014) , with the use of nonhomogenous Markov model showed that there is a variation in the need for blood for transfusion in the two seasons in the year at a general hospital. The prediction of blood needed for transfusion in the future using the model is not very interesting. It is therefore important to provide a Markov model in discrete states and in continuous time that could be used to make a prediction of blood needed in the hospital in the future on the basis of the present need.
Theoretical Background of the Model
According to Bhat (1984) , a continuous time stochastic process {x (t)} is an infinite family of random variables indexed by the continuous real variable t. That is, for any fixed t, x (t) is a random variable, and the collection of all of these (for all t) is a stochastic process.
We think of t as time, so we may expect x (t1), the random variable at time t1 to be dependent on x (t0), where t0 < t1 but not upon x (t2), where t2 > t1. We refer to the value of x (t1) as the state of the process at time t1. It is assume that x (t) are discrete -state, continuous -time stochastic process.
Markov-Dependence
Stochastic processes occurring in most real life situations are such that for a discrete set of parameters t1, t2 -----tn T the random variable X (t1), X (t2) -----X (tn) exhibit some sort of dependence. The simplest type of dependence is the firstorder dependence underlying the stochastic process. This is called Markovdependence, which may be defined as follows:
We consider a finite (or countably infinite) set of points (t0, t1,….. tn, t), t0 < t1 < t2….< tn < t and t, tr T (r = 1, 2, …..n) where T is the parameter space of the process {X(t)}. The dependence exhibited by the process {X (t), t T} is called Markov -dependence if the conditional distribution of X (t) for given values of X (t1), X (t2)…..X (tn) depends only on X (tn) which is the most recent known value of the process, that is, if
The stochastic process exhibiting this property is called a 'Markov Process'. In a Markov process, therefore, if the state is known for any specific value of the time parameter t, that information is sufficient to predict the next behaviour of the process beyond that point.
As a consequence of the property given by (1.0), we have the following relation:
Where t0 <  < t and S is the state space of the process x (t).
Equations (1.1) is called the Chapman-Kolmogorov equation for the process. These are basic equations in the study of Markov processes. They enable us to build a convenient relationship for the transition probabilities between any points in T at which the process exhibits the property of Markov -dependence Bhat (1984) .
Formulation of Markov Model
The supply of human blood to the city hospital blood bank is through donation from voluntary donors, some commercial donors and some from the relative (s) of the patient that needed blood. The demand and need for blood in the hospital arises from ailing, injury and planned surgery. The demand and supply of various blood groups in the hospital are therefore not simple processes and could be described as a random variable. Suppose that the pint of blood transfused in a month in the city hospital is described by a continuous random variable X (t) and the collection of the random variable for all t represents a stochastic process. It is supposed also that the random variable is governed by the first order Markov- 
The matrix P is homogeneous transition stochastic matrix and the transition probabilities pij are fixed and independent of time (stationary transition probabilities). The transition probabilities must satisfy is the probability that blood in the state ἱ at time t after the start of the process and let Pj (t + ∆ t) be the probability that the blood will be transfused to state j a short time ∆t later.
1, 2, 3
Equation (3) is obtained by multiplying the probabilities and adding over all ἱ that are not equal to j because the blood could have be transfused to state j from any other possible state ἱ. Putting (2) The elements of A may be further related by extending the properties of P (t). In particular since for each ἱ
That is each row of A must sum to zero, since every off diagonal is non-negative, hence equation (2) . The elements of A are expected values of a negative exponential function Abubakar (2011) . The development of the equation that determine the Pἱj (t) functions, for this process can be simplified if the following assumptions are made:
(1) The process satisfies the Markov property (2) The process is stationary (3) The probability of a transition from one state to a different state in a short time interval is proportional to ∆t (4) The probability of two or more changes of state in a short interval ∆t is zero P (t) is a row vector of the state probabilities at time t. to obtain the solution of (4), the initial condition Pἱ (0); ἱ= 1, 2, 3, must be specified. Taking the Laplace transform of (4)   
Thus P (t) is obtained as the inverse transform of P (S), Korve (2000).

Application
General Hospital Minna is a typical city hospital in Niger state Nigeria. It is a government owned medical out-fit that provides health serves to the populace at subsidised price. Blood bank management is one of the important services rendered in the Hospital and it is highly patronised as showed in table1. A summary statistics for 4years for the monthly transfused blood in the General Hospital Minna is presented in table1. Taking the inverse of the above matrix using maple software and also taking inverse Laplace transform of the entries from equation (6), we obtain the following equations. 
Figure2. The graph of transition probabilities
Discussion of Results
The values of the equations Pij (t) for i=1, 2, 3 and j=2, 3, 4. And t=0, 1, 2, 3...10 are the transition probabilities from state i to state j respectively as indicated in table2 and are illustrated with graphs in figure2. The initial values of the transition probabilities P12 (t), P13 (t), P14 (t), P24 (t), and P34 (t) (t = 0) are 0.00354, 0.00202, 0.00865, 0.01653 and 0.00884 respectively, corrected to 5 decimal places. These transition probabilities increased slightly (t = 10) to 0.03270, 0.01373, 0.08925, 0.15352, and 0.060383 respectively. These set of probabilities indicates that the blood transfused from blood group O to blood groups A, B, and AB are about 0.4, 0.2 and 0.9 percent respectively. The result shows that the reception of blood by blood group AB from blood group A and blood group B is about 1.7% and 0.9% respectively.
The result also indicates that there will be little variation in the blood needed for transfusion in the future on the basis of the present. The blood group O that is needed to be donated to blood groups A, B, AB is 3.3%, 1.4% and 8.9% respectively. The demand by blood group AB from blood group A and blood group B is 15.4% and 6.0% respectively.
The blood that is donated and received by the same blood group constitute the major blood needed in the hospital with 100%, 99.1%, 98.3%, and 98.5% for blood groups AB,B,A and O, when t = 0 respectively. The information about the blood needed for transfusion and blood bank inventory are very important for a successful health care delivery. If such information is available in every city hospital, it may be possible to move blood from one hospital to another during emergency.
