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Classical and quantum annealing are two heuristic optimization methods that search for an optimal solution
by slowly decreasing thermal or quantum fluctuations. Optimizing annealing schedules is important both for
performance and fair comparisons between classical annealing, quantum annealing, and other algorithms. Here
we present a heuristic approach for the optimization of annealing schedules for quantum annealing and apply it
to 3D Ising spin glass problems. We find that if both classical and quantum annealing schedules are similarly
optimized, classical annealing outperforms quantum annealing for these problems when considering the residual
energy obtained in slow annealing. However, when performing many repetitions of fast annealing, simulated
quantum annealing is seen to outperform classical annealing for our benchmark problems.
Optimization is a fundamental task underlying many impor-
tant problems in a wide range of disciplines. Solving an opti-
mization problem means finding a configuration that (approx-
imately) minimizes some cost function. This cost function can
be interpreted as the Hamiltonian of a physical system and its
minimization then corresponds to finding the ground state. In
particular, discrete combinatorial optimization problems can
be mapped [1, 2] to Ising spin glass problems, given by the
Hamiltonian
Hp = −
∑
i<j
Jijsisj −
∑
i
hisi. (1)
Here, the spins si = ±1 are coupled pairwise through the Jij
terms and individually to external magnetic fields hi. Find-
ing the ground state of such Ising spin glass problems is
a nondeterministic-polynomially (NP) hard problem [3] for
which no efficient, polynomial time algorithms exist. Given
the importance of these problems in many application areas,
finding efficient optimization algorithms is an important en-
deavor.
One powerful heuristic algorithm to find low energy con-
figurations of such a problem is simulated classical annealing
(CA) [4, 5]. There, the system is first initialized to a ran-
dom configuration at a high temperature and then gradually
cooled during Monte Carlo simulations. This allows the sys-
tem’s configurations to escape from local minima and to ther-
mally relax towards lower energy configurations [6].
Quantum annealing (QA) [7–11] is a related method, which
has gained attention due to its implementation in commer-
cial devices [12–14]. Instead of thermal fluctuations quantum
fluctuations are used to drive the system out of local minima.
During QA the system evolves from a trivial ground state of
a quantum mechanical driver HamiltonianHD to the solution
of the problem Hamiltonian from Eq. (1). The evolution of
the Hamiltonian is controlled by a parameter s(t) ∈ [0, 1]:
H = sHP + (1− s)HD. (2)
This enables a transition from HD to HP . For this the
Ising variables are represented by quantum spin-1/2 variables,
which results in
HP = −
∑
i<j
Jijσ
i
zσ
j
z −
∑
i
hiσ
i
z, (3)
where σjz is the Pauli-z matrices acting on spin j The driver
Hamiltonian is given by
HD = −Γ0
∑
i
σix. (4)
Alternatively one could just vary the transverse field Γ
whileHP is kept fixed:
H = HP + (1− s)HD. (5)
We will use this schedule for our simulations.
We implement QA using a discrete time quantum Monte
Carlo (QMC) simulation, because an exact simulation of QA
is exponentially hard. We use the path integral Monte Carlo
(PIMC) method to map a 3 dimensional quantum system into
3 + 1 classical dimensions by the introduction of the imagi-
nary time dimension [15]. It should be noted that this version
of simulated quantum annealing (SQA), is indicative of the
performance of a physical quantum annealer [16–19].
Recent comparisons between quantum and classical anneal-
ing for two-dimensional (2D) Ising spin glass systems have
not shown any quantum speedup [20, 21]. The lack of speedup
in this case may be due to the energy landscape of 2D spin
glasses, with shallow but broad barriers that are easier to ther-
mally surmount than to tunnel through [22].
Extending such simulations to three dimensions (3D) we
find that whether classical or quantum annealing is better de-
pends on the specific choice of annealing schedules. An ap-
parent advantage of one method may simply be due to a bad or
suboptimal choice of annealing schedule for the other method.
To achieve a fair comparison both classical and quantum an-
nealing schedules thus need to be fairly optimized. In this
Letter we thus introduce a heuristic optimization method for
quantum annealing, generalizing heuristics used to to opti-
mize classical annealing. We show that this heuristic leads
to improvements over naı¨ve schedules and allows fair com-
parisons of classical versus quantum annealing.
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2Adaptive Schedule In classical annealing the control pa-
rameter is the temperature, whose change over time is given
by an annealing schedule. If the change is constant we call
it a linear schedule and the update rule for the temperature is
given by
β(t) = β0 + λ˜t, (6)
or in a discretized form
βk = β0 + λk = βk−1 + λ, (7)
where βk is the inverse temperature at the k-th update sweep.
For such a linear schedule, only the initial and final values of
β may need to be optimized, with intermediate values that are
obtained by linear interpolation.
Instead of guessing a schedule, one can determine opti-
mized adaptive schedules by using a heuristic algorithm to
optimize the schedule [23–25] in such a way that interesting
regions where large changes to configurations may occur (e.g.
close to phase transitions) are passed through more slowly.
An indicator for the size of a temperature step can be the
specific heat
CV = kBβ
2 d
2
dβ2
logZ = −kBβ2 d
dβ
〈E〉, (8)
where Z is the partition function. CV can be calculated from
the fluctuation-dissipation theorem as
β2CV ≡ σ ≡ − d
dβ
〈E〉 = 〈E2〉 − 〈E〉2. (9)
In order to achieve a constant decrease in energy at each
step, one aims for this quantity to be constant throughout the
annealing process:
d〈E〉
dt
= −λ, (10)
where the scale factor λ sets the targeted change in energy.
The quantity 〈E〉 is only implicitly dependent on time through
its dependence on the temperature, such that one can perform
the chain rule
d〈E〉
dβ
dβ
dt
= −λ. (11)
Inserting Eq. (9) one obtains
dβ
dt
σ (β) = λ, (12)
which can be discretized to obtain the an update rule for the
adaptive schedule
βk+1 = βk +
λ
σk
. (13)
It can be observed that this schedule traverses slower in re-
gions close to the phase transition, where CV is large.
In order to derive a similarly optimized schedule for quan-
tum annealing we use a quantity akin to the specific heat in
classical systems. Starting from the quantum mechanical par-
tition function
Z(s) = tr
(
e−βH(s)
)
(14)
we first derive an adaptive schedule for Eq. (2). Substitut-
ing the derivative with respect to β by one with respect to the
quantum control parameter s in Eq. (8) we define
C(s) =
1
β
d2
ds2
log (Z) , (15)
which will determine the annealing schedule. Performing the
derivatives we obtain
C(s) = − d
ds
〈HP −HD〉s
= β
(
〈(HP −HD)2〉s − 〈HP −HD〉2s
)
(16)
Note, that the expectation values in this equation are depen-
dent on the parameter s. Similar to the classical procedure,
we aim for a constant change in time:
ds
dt
C (s) = λ. (17)
Thus we obtain an update rule for the quantum annealing
schedule:
sk+1 = sk +
1
β
λ√
〈(HP −HD)2〉s − 〈HP −HD〉2s
(18)
For the alternative quantum annealing procedure of Eq. (5),
a similar derivation leads to a simpler rule
sk+1 = sk +
1
βΓ0
λ√
1− 〈σx〉2s
. (19)
Note that Γ0 corresponds to the initial transverse field of the
annealing schedule and an appropriate value needs to be de-
termined before any efficient annealing run.
For classes of random instances one does not optimize the
schedule for each individual instance but instead optimizes
over the average of a limited set of instances, and use the av-
erage of this set to define an adaptive schedule for the entire
class.
Results In the remainder of this work we will use the lat-
ter schedule, obtained by an ensemble average of 〈σx〉s over a
set of 1000 random, uniformly distributed 3D Ising spin glass
instances on a simple cubic lattice. We investigate 3D spin
glasses because of the argument [22] that random 3D Ising
spin glasses are more likely to profit from quantum tunnel-
ing since they exhibit a non-zero temperature phase transi-
tion [26].
In Figure 1 we we show the expectation value of the de-
nominator of the step size, averaged over 1000 instances. In
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Figure 1. Expectation value of the step size denominator as a func-
tion of s. Thus it can be seen, that initially, for small values of s
annealing proceeds fast and slows down towards the end. Measure-
ments were performed at β = 32 and Γ0 = 10. The expectation
value for this plot was obtained using a set of 100 random 3D Ising
instances with couplings chosen uniformly from [−1, 1]. The trans-
verse field relates to the control parameter with Γ(s) = (1− s) Γ0.
the beginning, when the transverse field is strong, the system
is close to an eigenstate of σx and the problem Hamiltonian
does not influence the dynamics much. Thus, the step size is
large.
In order to find an optimized schedule, the transverse field
Γ0 has to be optimized. This corresponds to an optimization
of the starting value of the schedule and yielded Γ0 = 1.5.
The final value of the transverse field needs to be Γ = 0 in
order to recover the problem Hamiltonian at the end of the
annealing process.
Figure 2 shows the linear and the adaptive schedules for
optimized and unoptimized initial field Γ0. Consistent with
Fig. 1 one can see that the adaptive schedules are slower in re-
gions, where the transverse field is weak. The residual energy
of these schedules is shown Fig 3, which demonstrates im-
proved performance of the adaptive schedules over the linear
ones. The improvement is especially large if one starts with
unoptimized large initial transverse fields Γ0. In those cases
the adaptive schedule quickly reduces the transverse field and
then slows down when entering the interesting parameter re-
gion. Conversely, one can see in Figure 4 that, for an opti-
mized Γ0 the optimized schedule is close to a linear one, with
similar performance.
Since neither CA nor QA are guaranteed to find the ex-
act ground state, we will first investigate the residual energy
Eres = E−E0 as a metric to compare the efficiency of differ-
ent annealing schemes. It is defined as the difference between
the energy of the (local) minimum E found in an annealing
run and the ground state energy E0. The residual energy is
a function of annealing time ta, which in our simulations is
given in units of Monte Carlo sweeps. The behavior of SQA
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Figure 2. Plot of linear schedule and adaptive schedules with opti-
mized and unoptimized initial transverse Field Γ0. Close to the opti-
mal values (Γ0 ≈ 1.5) one can see only minor differences in the two
schedules, but for unoptimized starting values (Γ0 = 7) the adaptive
schedule anneals much faster at the beginning such that less time is
spent in unimportant regions.
on 3D Ising spin glasses is similar to that of 2D Ising spin
glasses [21]. SQA, running fast, can initially lower the energy
much faster than CA but tends to get stuck in local minima.
Figure 4 shows that this initial fast convergence happens ear-
lier with higher temperature. Yet, for every choice of inverse
temperature, SQA suffers from getting stuck in local minima.
CA does not display this problem, which is why CA outper-
forms any SQA run after sufficient annealing time.
As an alternative approach to slow annealing, many fast an-
nealing runs might be beneficial for some problems [27]. The
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Figure 3. Comparison of median residual energy between linear and
adaptive schedules at different starting values Γ0. The linear sched-
ule steadily degrades with increasingly suboptimal Γ0 whereas the
adaptive schedule degrades only slightly.
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Figure 4. Comparison of median residual energy for different values
of β between adaptive, linear QA schedules and linear CA. One can
see almost no qualitative difference between the two schedules when
only optimized parameters are used.
total effort here is the product of the annealing time and the
number of repetitions R required to find the ground state with
a probability s¯. Denoting the probability to find the ground
state in a single execution by p the required number of rep-
etitions is R = log(1− p)/log(1− s¯) [20]. To compare the
different annealing approaches we choose ta to optimize the
total computational effort ta ·R for each system size.
Results for repeated fast annealing are shown in Fig. 5. We
observe a slight scaling advantage for SQA over CA.
Apart from the proposed adaptive schedule, we performed
a comparison of different nonlinear parameterizations of an-
nealing schedules for QA, but found for optimized parameters
no speedup compared to the linear schedule for any of them.
The analysis for these and further simulations can be found in
the supplementary material.
Conclusion For fair comparisons both CA and QA need
to be optimized, otherwise wrong conclusions for the effi-
ciency are drawn. To achieve this goal we proposed a heuristic
nonlinear schedule and demonstrated that it is resistant against
sub-optimally chosen initial values for the transverse field Γ0
on random 3D Ising spin glasses.
A comparison between CA and QA for 3D Ising spin
glasses gives similar results as in 2D. The existence of a finite
temperature phase transition does not have a major influence
on the relative performance between CA and QA. While QA
rapidly finds a low energy local minimum, increasing the an-
nealing time leads to CA finding lower energy states. A simi-
lar conclusion is drawn in Ref. [28], where quantum speed-up
is obtained in the random ferromagnetic Ising chain model,
i.e. a system for which CA encounters no phase-transition at
any finite temperature, while QA does.
Using many short runs, our simulations showed an advan-
tage for the scaling of SQA over CA. Our simulations were
restricted to relatively small system sizes, because the exact
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Figure 5. Scaling properties for QA and CA: Median effort to find the
ground state with probability 90%. Since these are simulations, the
performance of the real machine may differ by some constant factor.
Still, a scaling advantage can be observed. For a confidence level of
95% our regression gave a classical slope of 0.650 ± 0.003 and for
the quantum case the slope is given by 0.51± 0.06 for β = 16. The
slope of β = 32 is given by 0.52± 0.06, and the slope of β = 64 is
given by 0.54 ± 0.07 both are calculated with the same confidence
as for CA.
ground state had to be calculated beforehand. Surface ef-
fects of these small instances might skew the observed scal-
ing behavior such that a verification of our results for larger
instances should be performed.
Extending our an analysis to different problem classes will
give further insight to where (S)QA gains an advantage over
CA.
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