The purpose of this paper is to compare two spectral sequences converging to the cohomology of a configuration space. The collapsing of these spectral sequences is established, in some cases, using Massey products.
where I is the ideal generated by the elements (e i − e j )(a) ⊗ x ij , x ij − (−1) m x ji , and x ij x js + x js x si + x si x ij , i, j, s = 1, · · · , n. Here |x ij | = m − 1 and e i (a) = 1 ⊗ · · · ⊗ a ⊗ 1 · · · ⊗ 1 where a appears in the i th position. Denote by p ij : M n → M 2 the projection on the i th and the j th factors, then d 2 (x ij ) = p * ij ( t e t ⊗ e ′ t ) where {e t } denotes a linear basis of H * (M ; lk) and {e ′ t } the Poincaré dual basis. When M is rationally formal (that means that there is a sequence of quasi-isomorphisms connecting the de Rham algebra of differential forms on M and its real cohomology), the spectral sequence degenerates at the E 2 -term, i.e., the algebra E 2 is the graded algebra associated to some suitable filtration on the graded algebra H * (F (M ; n); Q) [1] . When M is a complex projective manifold, M is rationally formal and the result is stronger: the algebras E 2 and H * (F (M ; n); Q)) are isomorphic ( [6] , [11] ).
Using Lefschetz duality, Bendersky and Gitler have constructed another spectral sequence converging to H * (F (M, n); lk) for any field lk, ( [1] ). Over Q their spectral sequence is completely determined by the Sullivan minimal model of the manifold M .
The terms (E 2 , d 2 ) of the two spectral sequences correspond via "Lefschetz duality". Therefore one spectral sequence collapses at the E 2 -term if and only if the other collapses also at the E 2 -term.
In this text, using a convenient description of the Bendersky-Gitler spectral sequence we obtain the following results: Theorem 1. Let M be a connected closed manifold. If n ≤ 3, then both spectral sequences for H * (F (M, n); lk) collapse at the E 2 -term.
Theorem 2. Let M be a simply connected closed manifold. Then both spectral sequence for H * (F (M, 4); Q) collapse at the E 2 -term if an only if all the triple matrix Massey products in H * (M ; Q) are represented by decomposable elements.
A relation between the behaviour of the spectral sequence and the existence of Massey products was conjectured by Bendersky and Gitler in their paper ( [1] ). Our Theorem 2 allows to construct the first example of nonzero higher order differentials in the configuration spectral sequences: Let M be the sphere tangent bundle on the product S 2 × S 2 . The cohomology classes in degree 5 are triple Massey products and indecomposable elements in cohomology. Therefore the spectral sequences for the rational cohomology of F (M ; 4) does not collapse at the E 2 -term. In the text we construct also manifolds with nonzero differentials d r for any r.
As a byproduct of the description of the E 2 -term of the spectral sequence, we obtain : Theorem 3. Let M be a simply connected closed manifold. Then for any field lk, there is an isomorphism of H * (M )-modules
A more difficult problem is the determination of the homotopy type of F (M, n). An important step in that direction has been reached recently by Lambrechts and Stanley by their construction of the Sullivan minimal model of F (M, 2) ( [7] ).
In the first section of the paper we describe the Bendersky-Gitler spectral sequence in terms of graphs and derive Theorems 1 and 3. Section 2 is devoted to Massey products and the homology of F (M, 4). The relation between the Cohen-TaylorLeray spectral sequence and the Bendersky-Gitler spectral sequence is given in the last section.
The Bendersky-Gitler spectral sequence
Let M be a closed oriented m-dimensional manifold, and n ≥ 1 be a fixed integer. The space
is the configuration space of ordered n-tuples of points in M . The fat diagonal
The nerve of the covering of D n M by the D ij gives the double cochain complex Theorem. Let M be a closed oriented m-dimensional manifold, then for any field lk,
Theorem. With real coefficients, the spectral sequence is obtained by filtering the de Rham complex E(n, Ω * (M )) by the vector spaces
Following Bendersky and Gitler [1] , it is convenient to describe E(n, A) in terms of oriented graphs. Let n be a fixed integer and let G(n) be the set of graphs G with set of vertices V (G) = {1, 2, . . . , n} and set of edges
We denote by G(n, p) the subset of G(n) consisting of graphs with ≤ p components.
For
We denote by S 1 , S 2 , . . . , S l(G) the components of G, and for any element a 1 ⊗ . . . ⊗ a n ∈ A ⊗n , we denote by a Si the product a i1 a i2 . . . a ir with
More generally, for each sub-family of graphs Γ ⊂ G(n), stable by adjonction of edges, we can consider the complex
whose differential d is the multiplication by ij e i,j , i.e., consists into all the possibilities of adjonctions of a new edge.
Lemma 1. The ideal J of E(n, A) generated by the products e ir e jr , i, j = 1, . . . , n, is a differential acyclic ideal.
Proof.
Let G J be the set of graphs G ∈ G such that at least two edges terminate at the same vertex. Thus Φ induces an isomorphism of differential graded vector spaces
We denote by G J (n, p) the intersection G J (n, p) = G J ∩ G(n, p), and we prove by induction on n and p that AG J (n, p) is acyclic. We suppose that the assertion has been proved for q < n and any p, and we consider the disjoint union
where
The graded vector space AH 1 ⊕ AH 0 is a sub-complex of AG J (n, 1). We filter the complex by putting e ij in degree i + j. The first differential d 3 of the associated spectral sequence is the multiplication by e 12 , which corresponds to the addition of the edge a 12 . Therefore d 3 : A(H 0 ) → A(H 1 ) is a linear isomorphism. The complex A(G J (n, 1)) is thus quasi-isomorphic to the quotient complex
On the other hand, the map G → G\{a 12 } induces a bijection between H 2 and the set of graphs in J with two connected components, the first one containing a 1 and the other one containing a 2 .
Denote by Sh(p) the set of (p, n − p − 2)-shuffles of {3, 4, · · · , n}. For each (σ, τ ) ∈ Sh(p), we can consider all the pairs of graphs in G J with two components, the first one containing the vertices 1, σ 1 , . . . , σ p and the other one the vertices 2, τ 1 , . . . , τ n−p−2 . There is clearly a bijection between this set and the set
Therefore the quotient complex Q(n, 1) contains the free differential A-module
that is acyclic by induction. Moreover the quotient Q(n, 1) is isomorphic to
and is acyclic. Therefore, AG J (n, 1) is also acyclic.
We suppose that AG J (n, p) is acyclic for p < r, and we consider the quotient complex AG J (n, r)/AG J (n, r − 1).
Denote by S(n, 2) the set of surjective maps {1, 2, · · · , n} → {1, 2}, we then associate to a graph with r components two graphs G 1 and G 2 , the first one has only one component with V (G 1 ) = π −1 (1), and the other one contains exactly r−1 components with V (G 2 ) = π −1 (2) . This implies an isomorphism of complexes
The induction hypothesis shows that this quotient complex is acyclic.
We denote ∧(n, A) = E(n, A)/J , and we plan to replace this differential A-module by a quasi-isomorphic smaller one, denoted A(n).
Denote by G r the set of oriented graphs with vertices 1, · · · , n satisfying the three following properties 1. 1 is not in the connected component of i for 2 ≤ i ≤ r.
2. If an edge goes from i to j, then i < j.
3. there is no two edges with the same target.
Let (i 1 j 1 ) . . . , (i l j l ) be the edges of G, and S 1 , . . . , S l(G) be the components of G. We associate to each S i a differential algebra B i as follows. If S i contains one of the vertices 2, . . . , r, then we put B i = A + . Otherwise we put B i = A. We define B(G) = B 1 ⊗· · ·⊗B l(G) , e G = e i1j1 · · · e i l j l , and we consider the complex
where d consists into the multiplication by 1≤i<j≤n e ij , with the condition that the term e i1j1 . . . e i l j l is zero if two j s coincide or if (i s , j s ) = (1, t) for some t ≤ r and some s. In fact, A(r) = A(G r )/(J, e 12 , · · · , e 1r ) .
Each A(r) is a differential A-module, the action being defined by the multiplication on the first factor. Lemma 2. Let r ≤ 2 ≤ n. There exist quasi-isomorphisms of differential graded A-modules (A(r), d)
Proof. We define the morphisms ϕ : A(r) → A(r − 1), r ≥ 3, in the following way. Let G ∈ G r . Since 1 and r do not belong to the same component, for sake of simplicity we suppose here that 1 ∈ S 1 and r ∈ S r . When none of the vertices 2, . . . , r − 1 belongs to S 2 , we have B 1 = B 2 = A and we put
If one of the the vertices i, 2 ≤ i ≤ r − 1, belongs to S 2 , we put
By construction e 1r · Imϕ = 0. This implies that the morphism ϕ is a monomorphism of differential graded A-modules.
We write
, and s ∈ S 2 for some s ∈ {2, . . . , r − 1} } .
We now describe the quotient:
where C(G) is defined as follows:
The multiplication by e 1r induces a bijection between G (2) and G (1) inducing an isomorphism between ⊕ G∈G (2) C(G) · e G et ⊕ G∈G (1) C(G) · e G . This implies that the induced differential is acyclic and that the morphism ϕ : A(r) → A(r − 1) is a quasiisomorphism. Lemma 2 is proved when we observe that A(2) = ∧(n, A).
The differential d makes this complex the tensor product of the complex A with the complex V (n, A).
Corollary 1.
The term E 2 of the Bendersky-Gitler spectral sequence is isomorphic to
Corollary 2. The cohomology of F (M, n) with real coefficients is isomorphic to the cohomology of the complex
The projection on the first factor p n :
. . , a n ) = a 1 , makes H * (F (M, n); lk) into a H * (M ; lk) module. By Lefschetz duality this action corresponds to the action of H * (M ) on the the term E 2 of the Bendersky-Gitler spectral sequence by multiplication on the first factor.
The quasi-isomorphisms A(n) → ∧(n, A) ← E(n, A), with A = H * (M ; lk), are morphisms of A-modules. This implies that the cohomology of the configuration space of n points in M is a free module over the cohomology of M . We have thus proved Theorem 3 of the Introduction. Theorem 3. Let M be a simply connected closed manifold. Then the Serre spectral sequence of the Fadell-Neuwirth fibration p n : F (M ; n) → M , with rational coefficients collapses at the E 2 term.
Since V (n, A) ≥n−1 = 0, we deduce from Proposition 2 the following useful Theorem. Theorem 1. Let M be a simply-connected closed manifold. Then E n−1 = E ∞ in the Bendersky-Gitler spectral sequence for H * (F (M ; n); Q).
In particular the spectral sequence collapses at the E 2 -term when n ≤ 3.
The configuration space F (M, 4) and Massey products
For a commutative differential graded algebra (A, d), the complex V (4, A) has the form 0
Recall now the definition of a triple matrix Massey product ( [9] ). Consider three
The triple matrix Massey product L, B, C is defined up to some indeterminacy as the class of the cocycle i x i c i − j (−1) |aj | a j y j . In any case the residual class of L, B, C in the quotient Proof. It follows from the definition of
Suppose that A = Ω * (M ) admits a triple matrix Massey product L, B, C that is non zero in
The element u is a cocycle and d 1 ([u]) = 0 in the spectral sequence. More precisely,
, C e 23 e 24 + 2 L, B, C e 23 e 34 .
Conversely, suppose that
We write the sum 
Here the matrices L, B, C, L ′ and B ′ are respectively defined by
Example 1. Let M be the sphere tangent bundle to the manifold S 2 × S 2 . A Sullivan minimal model for M ( [5] ) is given by (∧(x, y, u, v, t), d) with |x| = |y| = 2, 
Since π * (X) ⊗ Q is finite dimensional and concentrated in odd degrees, the rational cohomology of X satisfies Poincaré duality ( [5] , Proposition 38.3). Now by a Theorem of Sullivan ([10] ) there is a closed manifold M in the rational homotopy type of X. The cohomology of M admits non trivial Massey products of order n− 1, and a similar argument shows that the differential d n is non zero in the Bendersky-Gitler spectral sequence for F (M, n + 2).
3 Relation between the Bendersky-Gitler spectral sequence and the Cohen-Taylor spectral sequence Let A be a Poincaré duality algebra over the field lk. Denote by {e k } an homogeneous basis for A and by {e ′ k } the Poincaré dual basis:
where ω denotes the top class in H * (A). The term (E 1 , d 1 ) of the Cohen-Taylor-Leray spectral sequence is
where ∧(x ij ) means the free commutative graded algebra generated by the x ij , and where I is the ideal generated by the elements x ij − (−1) m x ji , x ij x js + x js x si + x si x ij , i, j, s = 1, · · · , n, and (e i − e j )(a) ⊗ x ij . The differential d 1 is defined by:
where the elements e k and e ′ k are located in position i and j. Denote by R the sub lk-vector space of ∧x ij generated by the products x i1j1 . . . x ir jr with 1 < j 1 < · · · < j r ≤ n and i s < j s for s = 1, . . . , r. The differential A-module V = A ⊗n ⊗ R/L, where L is the ideal generated by the elements (e i − e j )(a) ⊗ x ij injects clearly in E 1 , and the injection is an isomorphism of differential A modules.
For r ≤ n we denote by θ : A ⊗r → (A ⊗r ) ∨ the morphism defined by |bi|) θ(a 1 ⊗ · · · ⊗ a n−p ); b 1 ⊗ · · · b n−p · x i1j1 · · · x ipjp ; e i1j1 · · · e ipjp with x ir jr ; e isjs = δ ir is δ jr js .
Proposition. The morphism Θ : V → ∧(n, A) is an isomorphism of A-modules.
Proof. We first remark that for any a and b in A, we have ε(ab) = ∨ where I t denotes the set of sequences (i 1 j 1 ), . . . (i t j t ) with 1 ≤ i s < j s ≤ n and j 1 < j 2 < . . . < j t .
