Human Action Recognition (HAR) is an important and difficult topic because of the 16 important variability between tasks repeated several times by a subject and between subjects. 17 This work is motivated by providing time-series signal classification and a robust validation 18 and test approaches. This study proposes to classify 60 American Sign Language signs from 19 data provided by the LeapMotion sensor by using a combined approach with Convolutional 20 Neural Network (ConvNet) and Recurrent Neural Network with Long-Short Term Memory 21 cells (LSTM) called ConvNet-LSTM. Moreover, a complete kinematic model of the right and 22 left forearm/hand/fingers/thumb is proposed as well as the use of a simple data augmentation 23 technique to improve the generalization of neural networks. Results showed an accuracy of 24 89.3% on a user-independent test set with data augmentation when using the ConvNet-LSTM, 25 while LSTM alone provided an accuracy of 85.0% on the same test set. The result dropped 26 respectively to 85.9% and 81.4% without data augmentation. 27 28 29 2 32
Introduction

30
Sign language is a language that mainly uses hand kinematics and facial expressions. 31 It is widely used by hearing-impaired people to communicate with each other, but rarely with considering machine learning. Other approaches have been considered with sEMG (Savur and 48 Sahin 2016), CyberGloves (Sarawate et al. 2015) or motion capture system but these 49 techniques are difficult to use outside of laboratory. 50 Considering systems such as the Kinect or a combined Kinect/LeapMotion approach, 51 several studies have been conducted using video or depth-mapping sensor and machine 55 based approaches (Yang and Zhu 2017) to name a few. Such approaches are interesting but 56 the Kinect remains difficult to use in public space since it requires large space and a power 57 supply. 58 The LeapMotion easily detects forearm and palm movements as well as fingers and 59 thumb joints position. In addition, it can be used with a single USB port and allows a 60 measurement precision of 200 µm (Weichert et al. 2013) to estimate the joint position. 61 Therefore, it seems to be an interesting choice as a basis for sign language recognition and for 62 the development of future portable systems. Naidu and Ghotkar (2016) used the depth-63 mapping from the leap motion to classify a subset of the Indian Sign Language (10 Arabic 64 numbers, 26 letters and 9 words). They propose four different approaches (Euclidian distance 65 measure, similarity, Jaccard and dice similarity) with 8 distances computed from 6 measured 66 points (centre of the palm and all finger tips). The cosine similarity showed an accuracy of 67 90.00% for the complete dataset but their approach is limited to static posture. Marin, 68 Dominio and Zanuttigh (2014) studied a combined LeapMotion/Kinect approach with multi-69 class SVM to classify 10 static words from the ASL with key-moment manually extracted. 70 They presented an average accuracy of 80.86%, 89.71% and 91.28% with the LeapMotion, 71 the Kinect and combined Kinect/LeapMotion approaches respectively with a user independent 72 K-fold cross-validation (M-1 subject for each K) for parameters tuning. Then, the classifier 73 was trained again with all subjects (M) and computed the accuracy on it which does not 74 provide a model that can be used with new subjects. Kumar, Gauba, Roy and Dogra (2017) 75 also considered a combined Kinect/LeapMotion approach on 25 dynamics words of the Indian 76 Sign Language. They considered a coupled-HMM approach and gained a 90.8% of accuracy 77 on 25% out of the complete dataset (50% used for training and 25% for parameters tuning and 78 parameters validation), however they do not provide information whether a user-independent 79 test was considered or not. Chuan et al. (2014) classified the 26 letters of the English alphabet 80 in the American Sign Language by using k-NN and SVM classifier. Results showed an 81 average classification rate of 72.78% and 79.83% respectively using K-fold cross-validation 3 82 (K=4) on the complete dataset composed of 2 subjects. Fok et al. (2015) proposed an HMM 83 based approach to recognize the 10 ASL Arabic numbers with an overall average recognition 84 of 93.14% by using for each subject half of the sample for training and the rest to test the 85 system. 86 The recent breakthrough of deep learning has outperformed conventional machine 87 learning approach in computer vision task (Lee et al. 2009 ). Deep learning uses a succession 88 of multiple layers to extract information, with the output of one layer as the input of the next 89 one. They provide a robust approach to generalize inter-subject variability and they can take research is also on using a robust training and validation approach that corresponds to an 116 independent K-fold cross-validation for hyperparameters tuning, followed by a user-117 independent test. It is also demonstrated that training and testing approach that is not user-118 independent can lead to overestimated accuracy. from 0 to 10 and 49 words were considered. The total numbers of each sign gathered are 126 presented in the Table 1 . Kinematics models 141 The following coordinates systems are considered for the hand (1) and forearm (2) in the XY plan). Furthermore, the angle β i between P i -D i and P i -M i and the angle ϴ i 160 between EF i -D i and P i -D i for the i th finger (i=2-5) and the angle ϴ 1 between EF 1 -D 1 and 161 M 1 -D 1 for the thumb are also computed. Finally, d j (j=1-9) represent respectively the 162 Euclidian distance between each successive EF (EF 1 with EF 2 , EF 2 with EF 3 …) and between 163 EF i (i=1-5) and the Palm. 197 was generated. Finally, this sinus wave was multiplied by A and by 198 the amplitude range of the current signal f i and added to it, thus allowing a smooth variation. 
, , The aim of this study was to classify 60 signs of American Sign Language (ASL) 278 using a deep ConvNet-LSTM with a forearm, hand and finger kinematics models from joint 279 position data provided by the LeapMotion. The raw data from the LeapMotion for the 25 280 subjects is freely provided with this study (http://dx.doi.org/10.17632/8yyp7gbg6z.1). 281 Moreover, a robust user independent K-fold cross-validation was used to create the model. Results showed that the ConvNet-LSTM with data augmentation showed the highest 289 accuracy with 89.3% of the signs in the test set that were correctly estimated. The effect of 290 data augmentation on this model showed an improvement of about 3.4% (Table 2) . Regarding 291 the LSTM, the accuracy was 85.0% and 81.4% with and without data augmentation 292 respectively ( Table 2) . This difference is about the same magnitude as that of the ConvNet- As also pointed out by Ordóñez and Roggen (2016), using max pooling at each convolutional 302 layers provided poorer results. Moreover, the test time was about 9.3 (0.5)s. and 36.5 (1.7)s. 303 for the ConvNet-LSTM and LTSM respectively providing another advantage. 304 Regarding the holdout method (used only for demonstration purpose), the accuracy on 305 the validation set was at 99.7 (0.1) %. This result showed how easy it is to gain a very high 306 accuracy, but this method has to be avoided since the ConvNet-LSTM has already learn all 307 the subject's behaviour and the results would remain specific to these subjects. Such high 308 accuracy does not necessarily mean that the neural network will provide such results with new 309 subjects. Moreover, others ConvNet-LSTM hyperparameters that provided lower accuracy 310 with the user independent approach also provided accuracy around 99% with the holdout 311 method. Such case could lead to create a model with non-adapted hyperparameters. 312 It remains difficult to compare our results with those of previously reported studies 313 since they used different validation and/or test methods, but we believe that the user 314 independent K-fold cross-validation approach is a relevant way to prove the reliability of a 315 model. 316 The Sankey diagram (Appendix B) shows for each true label y the wrong logits y' that 317 has been identified in an easy-to-read manner. As presented, the words Cold, Three, Four, 
