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Kurzfassung
In dieser Arbeit werden fortgeschrittene diagnostische Methoden zur Analyse von
Plasmaturbulenzfluktuationen untersucht und optimiert. Im Zentrum des Inter-
esses stehen dabei 2D-Sonden-Arrays und die Methode der konditionellen Mit-
telung. Hierbei handelt es sich um weit verbreitete Diagnostiken zur raum-zeitlichen
Untersuchung von Plasmafluktuationen. Zuna¨chst wird die Leistungsfa¨higkeit von
2D-Sonden-Arrays unter wohl definierten Bedingungen, d.h. anhand von syntheti-
schen und experimentellen Daten vom KIWI Experiment untersucht. Hierbei zeigt
sich, dass die ra¨umliche Auflo¨sung der u¨blichen Sonden-Arrays zu gering ist, um
anspruchsvolle Turbulenzuntersuchungen durchzufu¨hren. Aus diesem Grund wird
ein sogenannter ”Super-Resolution”-Algorithmus, der aus dem Bereich der Com-
putervision stammt, an die hier vorliegende Situation angepasst, der die Auflo¨sung
in beiden ra¨umlichen Dimensionen verdoppelt. Die Leistungsfa¨higkeit des verwen-
deten Algorithmus wird anhand von simulierten Turbulenzdaten verifiziert. Im An-
schluss werden die Mo¨glichkeiten und Grenzen der konditionellen Mittelung anhand
von synthetischen und experimentellen Daten des Blaamann Experiments unter-
sucht. Auf den ersten Blick scheint die Methode der konditionellen Mittelung eine
hohe ra¨umliche und zeitliche Auflo¨sung mit nur zwei Sonden zu erreichen. Allerd-
ings wird durch den Mittelungsprozess die zeitliche Auflo¨sung reduziert und somit
die Untersuchung von schnellen dynamischen Vorga¨ngen verfa¨lscht, z.B. erscheinen
dipolare Strukturen unter Umsta¨nden als Monopole. Um eine Vorstellung von den
physikalischen Prozessen zu gewinnen, die sich mit den beschriebenen Methoden
beobachten lassen, werden Vergleiche unter a¨hnlichen Plasmabedingungen im KIWI
Experiment durchgefu¨hrt. Es wird gezeigt, dass konditionelle Mittelung nur in der
na¨heren Umgebung um die Referenzsonde verla¨ssliche Ergebnisse liefert. Im Gegen-
satz dazu ist es mit Hilfe des ”Super-Resolution”-Algorithmus und 2D-Sonden-
Arrays mo¨glich, globale Untersuchungen der Plasmaturbulenz durchzufu¨hren. Diese
Ergebnisse zeigen, dass zur Untersuchung von Turbulenz, instantane raum-zeitliche
Messungen notwendig sind.
IV
VAbstract
In this work advanced diagnostic techniques, used to analyze plasma turbulence
fluctuations, are investigated and optimized. For this reason diagnostics based on
Langmuir probes such as 2D-probe arrays and conditional averaging method, used
for spatio-temporal investigation of plasma fluctuations, are analyzed. First, the
capabilities of probe-arrays are tested under well-defined conditions with synthetic
data and experimental data from the linear KIWI device. It turns out, that the
spatial resolution of standard probe-arrays is too low for advanced turbulence inves-
tigations. For this reason a super-resolution algorithm known from computer vision
for image resolution enhancement is adapted to 2D-probe arrays. The improved per-
formance of the super-resolution algorithm, which increases resolution by a factor of
two in both spatial directions, is verified by using simulated turbulence data. Fur-
ther, prospects and limitations of conditional averaging techniques are investigated
on synthetic data and turbulence data from the Blaamann experiment. Although
conditional averaging method shows an apparently high spatial and temporal res-
olution using just two probes, the averaging process implies that only the average
temporal evolution is observed which can be quite different from real turbulence
dynamics, e.g. dipolar structures can be distorted to appear as monopoles. To un-
derstand the physical processes resolved by these diagnostics, a comparison of their
results on similar plasma conditions from KIWI turbulence regime is made. It is
shown that conditional averaging gives reliable results only for local approximation
around the reference probe while by super-resolving of the 2D-probe array data the
global evolution is obtained. In this way it turns out, that for characterization of
the turbulence instantaneous spatio-temporal measurements are needed.
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Chapter 1
Introduction
Plasma fluctuation diagnostics in fusion devices has gained considerable interest
for many years, since these fluctuations are the signature of plasma turbulence.
Turbulence is responsible for the so-called anomalous radial transport [1, 2, 3, 4].
This relationship has indeed been verified, wherever the direct measurement of the
turbulence-induced transport was possible, i.e. mainly in the plasma edge of fusion
devices [3, 5, 6, 7] or in the low-β laboratory plasma [8, 9, 10, 11]. The observed
transport is usually not satisfactorily described by classical and neoclassical theory.
Therefore, additional transport processes are responsible for the observed anomalous
transport, such as E˜ × B convection in the turbulent electric field E˜ [12, 13, 14,
15, 16]. Since the anomalous transport is the dominant restriction of the energy
confinement in fusion devices, trying to understand the turbulence is worth the
effort.
Langmuir probes are well established diagnostic tools in plasma physics [17,
18, 19] and perhaps, the simplest tool which can be used for plasma fluctuations
diagnostic. They are found to be reliable diagnostics tools for low frequency plasma
fluctuations in gas discharges [8, 20, 21], as well as at the plasma edges in fusion
devices, i.e. in the limiter shadow or scrape-off layer (SOL) of tokamaks [7, 22, 23].
Langmuir probes have some great advantages: they are easy to use, allow for local
measurement of plasma parameter, offer a fairly high temporal resolution, and give
the opportunity to observe several fluctuating quantities at the same time.
Since turbulence is a spatio-temporal phenomenon, it is important to have not
only a sufficient temporal resolution, but also to record fluctuations at several po-
sitions in space simultaneously. Along this idea, probe-arrays have been developed
from one-dimensional (1D) to two-dimensional (2D) types. 1D-probe poloidal arrays
have been successfully used in linear low-β magnetized device for drift waves and
turbulence investigations [24, 25, 26, 27, 28]. Linear arrays are used to diagnose
fluctuations along the magnetic field lines [8]. Furthermore, 1D-arrays were found
suitable for investigation of azimuthal plasma fluctuations and asymmetries in SOL
[29, 30, 31]. Full space-time information about the plasma fluctuation were achieved
1
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with a 2D-probe square array, by Zweben and Gould on the Caltech tokamak [32]
and by Stroth et. al. in TJK [11, 33]. Angular arrays were used to explore the 2D
spatial structure of the fluctuations in the plane perpendicular to the magnetic field
in the SOL [5] and it was shown that more information can be obtained by the angu-
lar arrangement than by separate use of a poloidal and a radial array. However, all
probe-array types are well localized and do not cover the full plasma cross-section.
Today, common spatio-temporal diagnostics rely on these probe arrays [24, 32,
34, 35, 36, 37] and on spectroscopic methods [38, 39, 40]. Their spatial resolution
is limited by probe size, number of recording channels and plasma disturbance.
They typically yield images with about 10×10 data points, which corresponds to a
minimum resolution of a few millimeters. Such a resolution is too poor for advanced
turbulence investigations (energy cascades, transport barriers, etc.). Although these
spatio-temporal diagnostics are very limited in spatial resolution, their temporal
resolution is in most cases by far sufficient. In many cases sample rates of 1MS/s
(Mega sample/second) are achieved, which is almost one order of magnitude higher
than necessary.
On the other hand, the computational power of today’s computers has allowed
to run advanced simulations for turbulence studies in fluids and plasmas. They have
shown that high spatial and temporal resolution are needed to gain insight, e.g.
into the various transport processes being involved in fusion devices [41, 42, 43].
In fluids, experiments are almost competitive with simulations [44]. Using tracer
particles and direct imaging techniques a wide range of spatial and temporal scales
is covered. Typical image resolution is of the order of Megapixels, i.e. the diagnostic
allows to detect structures simultaneously, which differ in size by three orders of
magnitude. To achieve similar spatial resolution in plasma diagnostics is much more
difficult. Recent studies show that direct imaging is possible [45, 46, 47], but the
resolution is well below Megapixels and the technique is very demanding and not
applicable in general. At the moment, a sufficient spatial resolution with Langmuir
probes can only be obtained by statistical techniques, e.g. conditional averaging
[48, 49, 50] or cross-correlation [51, 52, 53]. However, the averaging process implies
a loss of information; namely only the average temporal evolution is observed, which
can be quite different from the instantaneous dynamics.
These limitations of diagnostics with Langmuir probes provoke a series of ques-
tions which are worth to be answered:
• Is the resolution of the probe arrays sufficient for turbulence investigation?
• Are there possibilities to enhance the spatial resolution of 2D-arrays?
• Are the results of statistical methods, i.e. conditional averaging, reliable for
the understanding of turbulence?
To tackle the resolution problem these questions are addressed with data from
3a 2D-probe array in the linear KIWI1 device [54, 55, 56]. For this reason the techni-
cal aspects of the device are shortly summarized (chapter 2). For this plasma type,
Langmuir probes are well established methods for measuring density and potential
fluctuations. To attack the first question monochromatic drift modes and the weak
turbulence regime are investigated (chapter 5). This approach is possible due to the
well known features of KIWI plasma. Furthermore, the resolution of the probe array
is examined with synthetic data (chapter 7). To approach the second question an
attempt is made to adapt a method of image enhancement from computer vision
to probe arrays data with a limited number of probes (chapter 6). The method is
tested on well defined data as synthetic data and simulated data of plasma tur-
bulence (chapter 7). Because statistical methods yield sufficient spatial resolution
an averaging techniques, such as ”conditional averaging” between two probes is in-
vestigated and optimized (chapter 3 and 4). To understand the physical processes
resolved by this method a comparison with full probe-array data is proposed (chap-
ter 8).
1Kiel Instrument for Wave Investigations
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Chapter 2
The experiment KIWI
This chapter describes the KIWI experiment and the diagnostics used in this work.
The first part focuses on the technical description of the device. Further the diagnos-
tic methods are introduced. The methods used for data analysis are also briefly de-
scribed from the theoretical point of view. The plasma equilibrium is investigated by
density, potential and temperature profiles. The equilibrium is characterized to pro-
vide the basis for the spatio-temporal fluctuations analysis. The fluctuation analysis
is resumed, in this chapter, only to the temporal dynamics investigation. The spatio-
temporal analysis will require more attention in this work and is the subject of the
next chapters.
2.1 Experimental setup
The experiments are performed in a linear magnetized device, KIWI (Kiel Instru-
ment for Waves Investigations) (Fig. 2.1) [54, 55, 56]. It consists of two identical
cylindrical source chambers with a diameter of 80 cm and a midsection of 180 cm
length and 30 cm diameter. The two source chambers are separated from the mid-
section by biased stainless steel mesh grids with transparency of 68%. For the inves-
tigations presented in this work, only one chamber is operated. The separation grid
of the active source chamber is biased positive and the second grid, as well as all
parts of the inactive source chamber are kept at ground voltage, i.e. they are acting
as loss surfaces.
The plasma is produced inside of the active source chamber by a thermionic
hot-cathode discharge in Argon using an array of 18 filaments. Typical technical
parameters for the proper plasma production are listed in Tab. 2.1. The resulting
plasma enters in the central section by diffusion, caused in principal by the axial
density gradient between the source chamber and the midsection. The plasma pro-
duced in the source chamber is coupled into the midsection via the biased grid. By
using additional field coils at the ends, the magnetic field of the midsection can be
5
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Figure 2.1: Picture of the triple plasma device KIWI. The sketch shows the device
components in detail. It shows the experimental arrangement used in this work.
Typical operation in this work is with just one active source chamber. The second
grid is fully grounded to act as a well defined boundary.
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Parameter Value
base pressure 4− 8 · 10−5 Pa
neutral gas pressure 1− 5 · 10−2 Pa
discharge voltage Udis = 65 V
discharge current Idis = 5− 12 A
filament voltage Ufil = 15 V
filament current Ifil = 60− 78 A
grid voltage Ug = 0− 14 V
magnetic field (midsection) B= 0.07 T
Table 2.1: Kiwi operation parameters
Figure 2.2: The magnetic field calculation for KIWI experiment coils. The black lines
denote the field lines and the arrows indicate direction of the magnetic field. The
coil position is indicated by £. The magnetic field is computed for typical KIWI
operation condition (Icoil = 320A).
almost compensated to reduce magnetic mapping of the primary electrons between
the source chamber and the midsection [57] (Fig. 2.2). For a better emission [57] the
hot filaments are localized in the magnetic gap formed by cusp operation geometry
of compensation coils. In addition permanent magnets are used as a magnetic wall
in line cusp geometry in order to increase the ionization efficiency of the primary
electrons in the source chamber [58, 59, 60]. Therefore, the longer trapping time of
the charged particles in the source leads to a better thermalization of the plasma,
i.e. the velocity distribution function is almost Maxwellian. The magnetic field in
the midsection, produced by a set of 14 magnetic field coils, is homogeneous with
typically 0.07 T and the magnetic field ripple less than 5%, except for the ends
Fig. 2.2, where the field lines are diverging. In this way a weakly ionized plasma
column (ionization degree < 0.1%) is produced in the magnetized midsection.
The most important feature of the KIWI is its steady state operation with stable
plasma condition for several hours. This founds the basis for measurements with high
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Figure 2.3: Schematic diagram of measurement circuits for Langmuir (a) and emis-
sive (b) probes. The vacuum vessel acts as reference electrode. For a symmetric
pickup the emissive probe uses two equal resistors.
spatial and temporal resolution. The long time series permit statistical methods for
the data analysis.
2.2 Diagnostics
The main diagnostic tools in this work are electrostatic probes. They have the advan-
tage to measure several plasma quantities with high spatial and temporal resolution.
The following section will give a short description of Langmuir and emissive probes.
2.2.1 Electrostatic probes
Langmuir probes
In the most common case Langmuir probes consist of small electrodes inserted into
plasma Fig. 2.3a. Biasing of the probe against the plasma a shield forms around
the probe (Debye sheath). It accelerates or repels the plasma species (electrons,
ions) towards the probe surface. The current picked up at the probe from plasma
at different bias voltage draws the current-voltage probe characteristic. From this
characteristic some plasma parameters can be estimated: the electron temperature
Te, the plasma potential Up and the plasma density n. A typical probe characteristic
is shown in Fig. 2.4. It is a convention to plot the reversed probe current for a better
visualization. In general the current-voltage probe characteristic consists of three
regions.
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A. If the probe is biased at potentials much smaller than the plasma potential,
U ¿ Up, all electrons are repelled and the current is carried exclusively by the ions1
(region A in Fig. 2.4). The net current to the probe is given by the ion saturation
current [17, 18]
I = Ii,sat = 0.61 · ne · e · A ·
√
kB · Te
mi
(2.1)
where ne is the electron density, e the elementary charge, kB the Boltzmann constant,
Te the electron temperature, mi the ion mass and A is the effective probe surface.
B. By reducing the probe bias, more and more electrons have sufficient kinetic
energy to reach the probe. The electron current contribution to total probe current,
assuming Maxwellian velocity distribution, increases exponentially until the probe
bias equals the plasma potential Up (region B in Fig. 2.4)
Ie = Ie,sat · exp
(
e(U − Up)
kB · Te
)
(2.2)
where Ie,sat is the electron saturation current, U the probe potential and Up the
plasma potential. In this regime the net current to the probe is
I = Ii,sat + Ie (2.3)
For the point where I = 0 (floating probe, U = Uf ) the probe voltage is more
negative with respect to the plasma potential due to the higher mobility of the
electrons in comparison with ions.
C. For larger bias than the plasma potential (region C in Fig. 2.4) all the electrons
reach the probe and the ions are repelled. In contrast with the ion saturation regime,
the electron saturation regime depends on the probe shape. In practice, for the planar
probes (ideal with guard ring) a real saturation can be observed while for the cylin-
drical (used in this work) and spherical probes the current increase monotonically.
This is mainly caused by an increase of the collecting area with probe voltage. In
particular not the effective probe surface itself acts as collecting area but the probe
sheath. If the sheath length ( a few Debye lengths λD = (²0T/e
2ne)
1/2
) is much
smaller than typical probe dimensions d, i.e. probe diameter, the collecting area is
the surface area of the probe A. For a sheath length larger than d the probe cur-
rent is determined by orbital motion of the plasma particles (OML) [19, 61, 62, 63].
The ion current can be neglected and the net current to the probe in the electron
saturation regime is given by
I = Ie,sat = −ne · e · A ·
√
kBTe
2pime
. (2.4)
In general involving equations describing the ion Eq. 2.2 and electron Eq. 2.4
currents, plasma density and the electron temperature are obtained [17, 18]. In
1In the KIWI device only single charged positive ions are observed
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Figure 2.4: Typical voltage-current probe characteristic. The three specific regimes
are separated by blue vertical lines. By Uf and Up the floating and plasma potential
are denoted. Ii,sat and Ie,sat represents the saturation value of ion and electron current
respectively. Note the different behavior of plane, cylindrical and spherical probe at
voltages higher than the plasma potential.
magnetized plasma the probe characteristic analyze becomes much more complex
because the magnetic field leads to a strong anisotropy of the plasma. A detailed
analysis algorithm used at this experiment with the complications related to mag-
netized plasma can be found in [64].
The evaluation of the probe characteristics for fluctuating quantities is a quite
complicated task. For the fluctuating plasma parameters of the form
n = n0 + n˜, Up = Up0 + U˜p and Te = Te0 + T˜e (2.5)
which extent up to several hundred kHz for the turbulent plasma, the probe voltage
has to sweep at several MHz to get a sufficient high number of data points for a
probe characteristic. By considering that the electron temperature fluctuation can
be negligible, the fluctuating quantities are estimated at constant probe bias by
using the following assumptions
n˜ ≈ I˜i,sat√
Te0
, (2.6)
U˜p ≈ U˜f . (2.7)
These equations show that the floating potential and the ion saturation current
fluctuations can be interpreted as fluctuations of density and plasma potential.
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Emissive probes
The estimation of the plasma potential can be done directly from the probe char-
acteristic (turning point). The detection of the turning point is sometimes a so-
phisticated task and requires a full probe characteristic. It can be affected by the
probe geometry, ion and electron beams etc [65]. An emissive probe is an alternative
to measure directly plasma potential from a simple floating potential measurement
[66, 67, 68, 69]. An emissive probe is practically realized by a small loop of tungsten
wire inserted into double bore ceramic tube as shown in Fig. 2.3b. It is heated until
electron emission occurs by applying an external electric current through it. If the
probe voltage is smaller than the plasma potential Up the emitted electrons flow to
the plasma. In this case the current towards the probe is given by:
I = Ii + Iem − Ie. (2.8)
where Iem is the emitted electron current given by Richardson’s law
Iem = K · T 2w · exp
(
− e ·Ww
KB · Tw
)
, (2.9)
where K is the Richardson constant (K = 6.012 · 105Am−2K−2), Ww is the work
function of the wire material and Tw is the temperature of the emitting wire (Iem À
Ii for high temperature). Inserting eq. 2.2 and 2.1 into the eq. 2.8 and considering
only the floating point (I = 0 and U = Uf ) yields
Uf = Up − kB · Te
e
· ln
(
Ie,sat
Ii,sat + Iem
)
. (2.10)
By regulating the heating current through the probe the emitting current equals
the electron saturation current (ln (Ie,sat/(Ii,sat + Iem)) ≈ 0). The result is, that the
floating potential becomes nearly identical with the plasma potential [65]. Therefore
the plasma potential and its fluctuations can be measured directly by the floating
potential of the emissive probe. Due to the disturbance caused by the electron emis-
sion on the surrounding plasma and on other probes it is used (in this work) only
to determine the equilibrium plasma potential.
2.2.2 2D scanning system
For the spatial plasma diagnostic a 2D probe positioning system is mounted in the
middle of the magnetized midsection Fig. 2.5. It can scan the poloidal cross-section
perpendicular to the magnetic field and covers almost the entire device cross-section.
The poloidal plan can be scanned with a spatial resolution of 1 mm. Depending on
the plasma quantity to be measured, Langmuir or emissive probes are mounted
on this positioning system. This system is used for the plasma equilibrium profile
estimation and also for the plasma fluctuation analysis, i.e. the conditional averaging
and the cross-correlation analysis.
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Figure 2.5: The 3D drawing of triple plasma device KIWI. The sketch shows the de-
vice components in detail. It shows the experimental arrangement used in this work.
All probe diagnostics are close to the center of the midsection, i.e. well separated
from the grid region.
2.2.3 2D probe arrays
The advantage of multi-probe arrays to gain spatio-temporal information about the
plasma fluctuation has already been shown in previous investigations on the KIWI
device [24, 25, 8, 27]. Here, a new circular probe array system has been designed and
optimized for an uniform full coverage of the plasma column. It includes 63 regular
spaced probes distributed to 9 bars of 4 probes and 9 bars of 3 probes each, Fig. 2.6.
Each probe consists of a tungsten wire of 200 µm diameter and about 4 mm length.
A detailed technical sketch of the entire system is shown in Fig. 2.7. The radial
position of the probes can by varied in the range of ±1cm by a special adjusting
system. The heavy support permits also an azimuthal rotation of the entire probe
array inside of the vacuum vessel. This allows for an equidistant probe arrangement
on arbitrary contours.
All channels are simultaneously acquired by a 16-Bit 64 channel transient
recorder (Nicolet) with storage capacity of 1 Megasample per channel. The max-
imum sample rate is 1 MHz. The DC part is removed by the capacitor (C), Fig. 2.7.
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Figure 2.6: Picture of 2D probe array. The probe distribution is shown by the close-
up picture in the lower left corner. Technical details are shown in Fig. 2.7
Hence, only the fluctuations are recorded. To measure the plasma density fluctu-
ations, all probes are negatively biased by a set of batteries as shown in Fig. 2.7.
The density fluctuations are taken as the current fluctuations through RS. Plasma
potential fluctuations are estimated from the floating potential measurements by
removing the bias on the probes (red line in Fig. 2.7).
2.3 Data analysis methods
To analyze fluctuation quantities in general statistical and spectral methods are used
[70, 71]. The basic description and notations for the probability density function,
correlation functions and the Fourier analysis to time series, are introduced for
reference.
2.3.1 Statistical data analysis
In the KIWI experiment, typical data sets are recorded with a sample frequency
of 1 MHz and up to 1 million data points. The long time series are well suited for
a statistical analysis. The statistical characterization of the time series is done by
the probability density function and its moments. The Probability Density Function
(PDF), P (n), is defined as the probability to find a value, n, within the amplitude
interval [n, n+ dn]. The function normalization implies∫ +∞
−∞
P (n) dn = 1. (2.11)
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systemsupport
probe bar
radial adjusting system
vacuum vessel
plasma
Langmuir probes
ceramic tubes
Lemo connectors
probe bars support
10 cm
DAC
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to probe 1
C
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to probe 2
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to probe 63
C
Figure 2.7: Technical sketch of the 2D probe array inside of the plasma vessel. The
picture of a probe bar with 4 probes shows details of the real design. The acquisi-
tion circuit shows the possibility of both plasma potential and density fluctuations
measurements by optional biasing (red line).
The PDF is usually used to characterize statistically the discrete amplitude distri-
bution. In general it is represented by the histogram. By the PDF estimation the
mean of the distribution is
〈n〉 =
∫ +∞
−∞
n · P (n) dn. (2.12)
To quantify the results of the PDF typically central moments mi are defined as
mi =
∫ +∞
−∞
(n− 〈n〉)i · P (n) dn = 〈(n− 〈n〉)i〉. (2.13)
with i ∈ [1, 2, 3, ...]. It is obvious that the first moment is represented by the
mean value, m1 = 〈n〉. The second central moment, the variance, has a special
meaning
m2 =
∫ +∞
−∞
(n− 〈n〉)2 · P (n) dn = 〈(n− 〈n〉)2〉 = σ2n, (2.14)
where σ2n specifies the PDF width and is commonly used in plasma physics to mea-
sure the average fluctuation amplitude [72]. Higher central moments give information
on the shape and tail of the PDF. They are used to indicate deviation of the PDF
from a Gaussian.
2.3.2 Correlation analysis
The degree of similarity between two fluctuation quantities, e.g. the density fluc-
tuations at two different spatial positions inside the plasma device n1(x, t) and
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n2(x + ∆x, t), is denoted by the cross-correlation function. Mathematically, it is
computed as follows
Cn1,n2(∆x, τ) '
∫ +∞
−∞
n1(x, t) · n2(x+∆x, t+ τ) dτ. (2.15)
For n1 = n2, the autocorrelation function is estimated. For a better comparison
a normalization of the cross-correlation is needed. For this reason the geometrical
average of the auto-correlation at τ = 0 and ∆x = 0 is used. Therefore,
Rn1,n2(∆x, τ) =
Cn1,n2(∆x, τ)√
Cn1,n1(0, 0) · Cn2,n2(0, 0)
(2.16)
is limited to [−1 1]. Values of 1 indicate total correlated time series while by values of
-1 they are anti-correlated. No correlation is indicated by values close to zero. Time
lag values, corresponding to the maximum correlation, different of zero indicate time
shifted series.
2.3.3 Spectral analysis
A standard tool to analyze the temporal behavior of a fluctuation are Fourier meth-
ods. By Fourier analysis, the fluctuation quantity, i.e. the plasma density n(x, t), is
decomposed in harmonic components
nˆ(k, ω) =
1√
2pi
∫ +∞
−∞
n(x, t) · exp(−iωt) dt. (2.17)
A useful quantity based on Fourier transformation is the auto-power spectral density
is defined as
S(k, ω) = 〈nˆ(k, ω)2〉 (2.18)
The power is commonly given in decibel (dB) by the following transformation
S(k, ω) = 10× log10
(
S(k, ω)
Sref (k, ω)
)
(2.19)
and represented against the frequency f = ω/2pi to describe the power density
contribution of harmonic components. Sref (k, ω) is the reference power used for the
comparison [73].
2.4 KIWI plasma characteristics
Although, plenty of work has been spent in the past [9, 56, 55, 54, 8, 27] for the
plasma equilibrium and the fluctuation characterization, it is necessary to reinvesti-
gate briefly them by using the new 2D positioning system. First, it has to be shown
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Figure 2.8: Cross-section of plasma potential, electron density and temperature. The
area of 8× 8cm is scanned with a resolution of 2mm
that the experimental conditions remain unchanged by using this new system. Sec-
ond its high spatial resolution (up to 1 mm) is used to improve the previous results.
Because the plasma fluctuation dynamic is related to the equilibrium profiles of the
plasma, they are investigated for one specific situation (Ug = 6V ) in detail. De-
pendence on grid bias is analyzed by simple 1D profiles of the plasma density and
potential. Measurements on the drift waves dynamics are done in the cylindrical
magnetized plasma varying of the active grid voltage.
2.4.1 Equilibrium profiles
To determine n and Te probe characteristics from a Langmuir probe are analyzed.
For this reason a cylindrical probe with diameter of 100 µm and length of 4 − 5
mm is mounted on the 2D positioning system. The plasma potential is more accu-
rately estimated by replacing the cylindrical probe with an emissive probe [65]. Up is
determined by the floating potential Uf of the emissive probe. Typical equilibrium
profiles for a grid voltage Ug = 6V are shown in Fig. 2.8. The potential profile shows
always positive values having smaller values at the center of the plasma column
(∼ 4V). The electron plasma density has maximum values at the center and decays
to zero close to the wall. Both profiles show a fast decay towards the wall while
the temperature profile indicates almost constant values for the entire scanned area.
These results reflect the cylindrical geometry of the plasma device and are in good
agreement with the previous measurements [9, 54].
In the previous investigations [9], 2D equilibrium potential and density profiles
along the axial plane have been investigated, Fig. 2.9. It can be seen that in the
axial direction the plasma in the midsection can be divided in two regions. The first
one, the area close to the active grid (z<200 mm) where the potential and radial
density profiles are influenced by the fringing magnetic field lines, i.e. the density
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Figure 2.9: Axial plasma density and potential profiles for Ug = 6V. [Ph.D. thesis
D. Block [9]]
Figure 2.10: Radial plasma profiles (density and potential) in the magnetized mid-
section, for different values of the grid bias.
profile is broader and the equi-potential surfaces are diverging. The second one, the
area far from the grid (z>200 mm) where the density and plasma have narrower
and uniform profiles. The axial density gradient is caused by the axial and radial
particle transport. The difference between the voltage drop seen in this profile and
the voltage between separation grids (6V) is found within the shield at the grids
(the sheath). Nevertheless, the remaining axial electric field can be explained by the
plasma resistivity [54].
The source chamber and the midsection are connected via the biased grid. The
influence on the grid voltage on the plasma profiles in the magnetized midsection
has already been investigated in detail, [54]. But, to understand the next section
it is necessary to briefly reinvestigate this influence. For this reason 1D profiles of
plasma density and plasma potential at the plasma center in the midsection are
analyzed, Fig. 2.10. Here the plasma density and potential values are subtracted in
the similar way as for 2D profiles. For this profiles only the central plasma region
(120 mm) of the midsection (300 mm diameter) is 1D scanned with 5 mm resolution.
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Fig. 2.10 indicates that the grid voltage has a significant influence on both density
and potential of the plasma. By increasing the grid bias a lower plasma density and
steeper electric field are obtained in the magnetized midsection. In principle, the
density peak depends on the grid bias, but the profile does not change significantly
in shape for Ug > 0V.
The radial potential gradients of about ∼ 300V/m (Fig. 2.10) cause azimuthal
E×B-drifts. They are the main destabilizing mechanism for the drift waves in KIWI
experiment [74]. A previous analysis of plasma potential profiles in KIWI has shown
that at the central plasma region it can be fitted by a simple parabola [54]. Using
this assumption, the E×B-velocity can be written as
−→v E×B = −∇Up ×
−→
B
B2
= κ · r
B
· −→e Θ (2.20)
where κ is a constant and −→e Θ the azimuthal unit vector. Thus, the rotation fre-
quency (ωE×B =
vE×B
r
) caused by E×B drift is independent of the radial position
r. Therefore the E×B rotation of the plasma column is radially unsheared, i.e. the
plasma can be regarded as a rotating solid body.
A Gaussian fitted to plasma density profile, Fig. 2.10, shows excellent agreement
[54]. Based on this the diamagnetic drift velocity is given by
−→v D = −∇pe ×
−→
B
enB2
= C · r · Te · −→e Θ (2.21)
where C is again a constant. By justified assumption of radially constant tempera-
ture, Fig. 2.8, the electron diamagnetic drift velocity depends only on r. Hence, the
corresponding drift frequency ωD is independent on radius, i.e. the drift is radially
unsheared. The plasma diffusion in the midsection depends on grig bias, so, the
main velocities will only depend on grid voltage [55, 54]. For this reason the grid
voltage is used as the main parameter to destabilize drift waves in the magnetized
midsection.
2.4.2 Plasma fluctuations
The previous work on KIWI, [8, 55, 54] has shown that fluctuations can be observed
only for certain discharge parameters, see Tab. 2.1. As already mentioned in the last
paragraph, the most used parameter to control the occurrence of fluctuations and
their dynamics is the grid voltage Ug. The influence of this parameter on equilibrium
plasma profiles has been discussed in many papers, [8, 54]. It was shown that by
increasing the grid voltage (0V–14V) the plasma fluctuation follows a Ruelle-Taken-
Newhouse scenario from stable fluctuations (regular drift waves), at low Ug, to weak
turbulence (multi mode states) at higher grid bias [75, 76]. In Fig. 2.11 the spe-
cific KIWI plasma fluctuation transition scenario is depicted by density fluctuation
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Figure 2.11: Time series, signal PDF (left) and power spectrum (right) of the density
fluctuations for increasing grid voltage. The control grid voltage: (a) Ug = 4V, (b)
Ug = 5V, (c) Ug = 6V, (d) Ug = 8V, (e) Ug = 12V. At the last situation the power
spectrum is represented in double logarithmic scale.
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Figure 2.12: The radial power spectra distribution of the density fluctuation. This
graphic shows the case of a weak turbulence (multi mode) state (Ug=11V).
spectra and PDFs. The plasma density fluctuations are obtained by recording the
ion saturation fluctuations with a Langmuir probe, localized in the area of steepest
gradients. First fluctuations are observed at Ug = 4 V where the frequency spectra
is sharply peaked at the frequency f = 16 KHz corresponding to mode m=21, and
their higher harmonics, Fig. 2.11a. By slightly increasing of the grid bias Ug = 5V
(Fig. 2.11b), the single mode situation is destabilized and additional drift modes
are introduced. By a further increase of Ug the mode number changes to m=2 for
Ug = 7.8V (Fig. 2.11d). The time series of the density fluctuations show a slight in-
crease of amplitude level with the grid bias. The weak turbulence state with strongly
irregular, intermittent density fluctuations and a broad, noise-like spectrum is found
at high grid voltages (Ug ' 12V), Fig. 2.11e.
The observed fluctuations of turbulence state can be identified as drift modes by
analyzing also the spectral radial distribution of density fluctuations as in Fig. 2.12.
The theoretical predicted radial distribution of the eigenmode structure [77] with the
mode peaks slightly shifted radially outwards, are clearly observed in the experiment.
They indicate also the fluctuation maximum close to the position of maximum den-
sity gradient (Fig. 2.10). The frequency range is also in good agreement with theory
and previous experimental findings [8, 55]
1Details about mode number computation are presented in the chapter 8.
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2.5 Summary
In this chapter the technical details of the KIWI experiment have been summarized.
The new diagnostic tools used in this work have also been presented. Furthermore,
the equilibrium profiles and the transition route from the drift wave to the weak
turbulence have been reinvestigated. It has been shown that the propagation of the
azimuthal drift waves is radially unsheared, i.e. the E × B rotation of the plasma
column and the diamagnetic electron drift are found to be unsheared. The active
grid bias controls drift wave dynamics in the magnetized midsection.
If the temporal dynamics of the turbulence can be characterized by the sim-
ple spectral analysis, its spatial evolution requires multi-points measurements. To
gain insight into the complex situation of the turbulence (multi mode state), spatio-
temporal measurements with high resolution are required. This can be achieved using
2D probe array measurements and statistical techniques, i.e. conditional averaging
and cross-correlation techniques. The performance of multi probe measurements and
statistical analysis is the subject of the next chapters. The global monochromatic
drift modes with their spatial and temporal structures, which are now well under-
stood will allow us to investigate the capability of this techniques.
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Chapter 3
Conditional averaging technique
This chapter concentrates on the technical description of conditional averaging (CA)
technique. For a better understanding, an analytical model of this method, which
incorporates the trigger condition aspects, is proposed. Prospects and limitations of
the standard CA method are further analyzed on synthetic data and compared with
analytical results. Particularly, the influence of the trigger condition on quality of
conditional averaging is discussed in detail.
3.1 Technical description of standard CA method
Conditional averaging or conditional sampling is the most common statistical tech-
nique used for spatio-temporal diagnostic of the plasma fluctuation. It is a powerful
tool used for coherent structure detection in turbulence [27, 48, 78, 79]. The basic
idea of the method is the following: in general any fluctuating signal f(x, t) can be
split into three components, a time-independent fraction f(x), a fraction fcoh(x, t)
containing all coherent fluctuations, and a fraction fr(x, t) for the incoherent fluc-
tuations. f(x) is easily removed by subtracting the time-average of f(x, t). From
the remaining time-dependent part f˜(x, t) = fcoh(x, t) + fr(x, t), the coherent fluc-
tuations fcoh(x, t) can be extracted by means of an ensemble average over many
independent realizations of f˜(x, t), i.e.
〈f˜(x, t)〉 = 〈fcoh(x, t) + fr(x, t)〉 = 〈fcoh(x, t)〉+ 〈fr(x, t)〉 = fcoh(x, t). (3.1)
〈·〉 indicates the ensemble average and 〈fr(x, t)〉 vanishes due to its incoherence.
Although, this is a mathematically simple procedure, the problem remains how
to obtain such an ensemble of independent realizations. A solution was proposed by
Kaplan and Laufer [78] and Kovasznay, Kibens and Blackwelder [79]. Their method
of conditional averaging uses a trigger condition to detect large scale structures.
Whenever the trigger condition fc is met a realization of f˜(x, t) is recorded, i.e.
〈f˜(x, t)〉ca = 〈f˜(x, t)|f˜(x, t = 0) = fc〉. (3.2)
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Little later, Adrian [48] showed that the conditional averaged signal 〈f˜(x, t)〉ca is
the best estimate of fcoh(x, t), because it minimizes the least square error. A key
issue for the success of conditional averaging is the proper choice of the trigger
condition. On the one hand, the trigger condition has to be characteristic for the
large scale structures. This assures that only these structures cause trigger events.
On the other hand, the trigger condition should not to be too specific to assure
that a large number of structures is detected to allow for a statistical treatment. To
resolve this difficulty, the method of stochastic estimation was proposed [48, 80]. It
bases on the fact that the conditional average can be written as a series expansion
containing spatio-temporal correlation functions. The benefit is that conditional
statistics can be estimated by unconditional statistics. Some nice results have been
obtained [81, 82, 83, 84] but unfortunately the convergence of the series expansion
could not be shown for arbitrary signals. This leaves us with the initial problem of a
proper trigger condition. The most simple trigger condition is a threshold. However,
the commonly used trigger condition combines a threshold with the sign of the first
derivative.
The common CA setup consists of two probes which simultaneously record a pair
of time series (fRP and fMP ). One probe, called reference probe (RP), is maintained
at a fixed position while the moveable probe (MP) scans an area of interest in the
plasma device. The typical procedure of CA requires that an event in the signal of
the reference probe, fRP (t), lies within a prescribed amplitude interval and has a
positive (negative) slope. Every time when these trigger conditions are fulfilled a
short sub-series (sequence) fMP,k(t
?) with t? ∈ [tk + τ −∆, tk + τ +∆] is selected
from the time series, fMP (t) at the moveable probe (Fig.3.1). ∆ specifies the length
of the sub-series and is usually taken to be of the order of the correlation time of the
signal. τ is a time delay which considers the propagation of the detected structure
from xRP to xMP . The sub-series fMP,k(t
?) can be considered as independent if the
additional condition tk+1 − tk > 2∆ is fulfilled, i.e. the sub-series are not allowed to
overlap. Finally, the CA-result is calculated by averaging over all sub-series fMP,k(t
?).
Formally, this reads
〈fMP (t?)〉ca = 〈fMP,k(t?) | fc1 ≤ fRP (tk) ≤ fc2 ∧ ∂tfRP (tk) ≥ 0〉. (3.3)
with fc1 and fc2 denoting the lower and upper bound of the trigger window. The
desired spatio-temporal resolved conditional average is obtained by repeating the
above described procedure for various position of the moveable probe in a 2D plane.
The obvious advantage is that spatio-temporal conditional averages of high spatial
and temporal resolution can be obtained with only two probes.
3.2 Analytical modeling of CA
The above described conditional averaging procedure can be modeled with a few
assumptions on the signal f˜(x, t). The aim of this model is to find an expression for
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Figure 3.1: Experimental realization of CA. Each time tk the reference signal fulfills
the trigger condition, a sequence centered about tk + τ is taken from the moveable
probe signal. The minimum distance between two sequences is set to 2∆ to assure
statistical independence.
〈f˜(x, t)〉ca which just depends on statistical properties of f˜(x, t). For this purpose,
the probability to find a trigger event at time tk has to be investigated first. Let
P (f˜(x, t)) be the probability distribution function of f˜(x, t) with∫ ∞
−∞
P (f˜(x, t)) df˜ = 1. (3.4)
In this case, the probability that f˜(x, t) exceeds a given threshold fc at any time tk
is
pt(x, tk) =
∫ ∞
fc
P (f˜(x, tk)) df˜ . (3.5)
Using f˜(x, tk) = fcoh(x, tk) + fr(x, tk), this can be rewritten as
pt(x, tk) =
∫ ∞
fc−fcoh(x,tk)
P (f˜r(x, tk)) df˜ , (3.6)
i.e. the probability to find a trigger event at time tk is just the probability that the
incoherent fluctuations are large enough to exceed the difference between fc and
fcoh(x, tk). In case of a trigger window this is readily modified to
pw(x, tk) =
∫ fc2−fcoh(x,tk)
fc1−fcoh(x,tk)
P (f˜r(x, tk)) df˜ . (3.7)
If an additional condition is imposed on the first derivative of f˜(x, t), e.g. f˜(x, tk +
1) ≥ fc2, equation 3.7 has to be modified further. With the assumption that fr(x, tk)
and fr(x, tk + 1) are statistically independent, i.e. that the probability to find a
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trigger event at tk is given by the product of the probabilities to fulfill both trigger
conditions, we obtain:
pd(x, tk) = pw(x, tk)
∫ ∞
fc2−fcoh(x,tk)
P (f˜r(x, tk + 1)) df˜ . (3.8)
Further, a constraint on non-overlapping sequences has to be added to the model,
i.e. only one trigger event is allowed per sequence. To fulfill the trigger conditions
at tk, it is necessary, that there has not been a trigger event within N time steps
before (with ∆ ≡ N time steps). Consequently, the probability for a trigger event
has to be written as
p(x, tk) = pd(x, tk)
N∏
j=1
(1− pd(x, tk − j)) . (3.9)
The probability to find a trigger event at tk is the product of all probabilities of the
N time steps before tk, that no trigger event occurred times the probability that it
is fulfilled at tk.
Knowing p(x, tk), 〈f˜(x, t?)〉ca can be calculated. According to its definition
〈f˜(x, t?)〉ca = 1
M
M∑
k=1
fmov,k(x, t
?) (3.10)
with t? ∈ [tk + τ −∆, tk + τ +∆]. Using p(x, tk) the sum of all trigger events can
be rewritten as a sum of the trigger probability at each point in the time interval
t? times the coherent signal fraction fcoh. Let us assume for a moment that all
detected subsequences contain some fraction of fcoh(x, t) and that τ = 0. In this
case, we obtain
〈f˜(x, t?)〉ca =
∑N
j=−N p(x, tk + j)fcoh(x, tk + j)∑N
j=−N p(x, tk + j)
. (3.11)
Hence, if fr(x, t) = 0, p(x, tk + j) would be zero except for one time step tk, which
is defined by the trigger condition, where it is one (if the trigger condition can be
satisfied at all). The sum in the numerator would therefore be just fcoh(x, tk). As
soon as fr(x, t) 6= 0, p(x, tk+ j) has finite values for any time step tk+ j, i.e. fr(x, t)
introduces a jitter to the trigger positions (Fig. 3.2). Its influence on 〈f˜(x, t?)〉ca
is described by Eq. 3.11. However, despite of this trigger jitter there is a finite
probability perr(x, tk) that trigger events occur even if there is no coherent structure
within N time steps distance of tk, i.e. fcoh(x, tj) = 0 for j ∈ [1, 2N +1]. In this case
the trigger condition has to be fullfilled solely by f˜r(x, tk). In the following these
events are called false trigger events. Combining fcoh(x, t) = 0 and equation (3.8),
perr(x, tk) can be calculated analogous to equation (3.9). With 〈f˜r(x, t?)〉ca = 0 by
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Figure 3.2: Adding noise to a well defined coherent structure introduces a trigger
jitter to the conditional averaging process. The numbers mark positions within one
sequence where the trigger conditions is fulfilled. Note that the trigger position for
the noise free coherent signal is not among them.
definition, false trigger events will introduce an additional damping of 〈f˜(x, t?)〉ca
and equation 3.11 is extended to
〈f˜(x, t?)〉ca =
∑N
j=−N p(x, tk + j)fcoh(x, tk + j)∑N
j=−N p(x, tk + j)
[1−Merr] . (3.12)
with Merr being the relative number of false trigger events compared to the number
of trigger events related to coherent fluctuations. An estimate for Merr is given by
Merr =
(
1− Mcoh
M
) 2N+1∑
j=1
perr(x, tk) (3.13)
with M being the maximum number of sequences that can be placed within the
recorded time series and Mcoh being the number of coherent structures.
Up to now, it has been assumed that a trigger at tk implies that there has been no
trigger event within N time steps before, i.e. 2N time steps are needed to calculate
Eq. 3.11 or 3.12. For a well posed trigger condition this is usually fulfilled. However,
if perr(x, tk) is not small or if the coherent structures occur frequently, trigger events
are often, i.e. the average number of time steps between trigger events will approach
2N (see Fig. 3.1). A trigger event at tk+1 = tk + 2N + 1 + i has the probability
p(x, tk+1) = pd(x, tk+1)
min(i,N)∏
j=1
(1− pd(x, tk+1 − j)) . (3.14)
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because the interval [tk, tk + 2N ] is not tested for trigger events and hence pd(x, t) =
0 for all points inside this interval. However, for a well posed trigger condition,
pd(x, t) is close to zero everywhere except for positions very close to a coherent
structure and therefore Eq. 3.14 is a good estimate for p(x, tk) as well.
Finally, it has to be noted that Eq. 3.12 would only be identical to the experi-
mentally obtained conditional average in the limit of an infinite number of sequences
used for the averaging process. For a finite number of sequences M , 〈f˜r(x, t?)〉ca will
not vanish and the remaining noise level δfca of 〈f˜(x, t?)〉ca can be estimated by
δfc = σr
√
M (3.15)
with σr being the standard deviation of f˜r(x, t).
3.3 Prospects and limitations of CA
To test whether the analytic prediction of 〈f˜(x, t?)〉ca which incorporates the in-
fluence of the trigger condition, is a good description for the conditional averaging
process, it is compared with the CA results on well defined synthetic data. For this
synthetic data sets of coherent structures embedded in gaussian noise are gener-
ated from the computer. The influence of the trigger condition on the quality of the
conditional average will be discussed and compared with analytical model results.
3.3.1 Synthetic data
To produce a conditional average from synthetic data, time series with a length of
106 samples and Gaussian distributed noise are generated. 500 coherent structures
are added to this time series at equally distributed random positions with the only
restriction that structures are not allowed to overlap, i.e. structures have a minimum
distance of 200 samples. To model the coherent part of the signal fcoh is assumed to
be a Gaussian. Note that this choice does not affect the following results. Any smooth
function would yield similar results. The sequence length is set to 2∆ = 200 samples
and is about five times longer than the size of the coherent structure. This means
that the total time series can be splitted into 5000 sequences at maximum. This
is one order of magnitude higher than the number of coherent structures placed in
the time series. Hence, for a well proposed trigger condition Eq. 3.14 should give a
reasonable description of the conditional average. All other parameters are varied
systematically. In the following, their values are normalized to the noise level σr .
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3.3.2 Results and comparison
To investigate the impact of the trigger condition on the CA result, the synthetic
data is analyzed using the standard CA procedure as described in section 1. For
this purpose the trigger condition uses an amplitude threshold in combination with
a positive slope and a trigger window. For Gaussian distributed noise (f˜r(x, t)) with
a standard deviation σr = 1, Eq. 3.6, 3.7, and 3.8 simplify to
pt(x, tk) =
1
2
erfc
[
fc − fcoh(x, tk)√
2
]
, (3.16)
pw(x, tk) =
1
2
erfc
[
fc1 − fcoh(x, tk)√
2
]
− 1
2
erfc
[
fc2 − fcoh(x, tk)√
2
]
, (3.17)
pd(x, tk) = pw(x, tk)
1
2
erfc
[
fc2 − fcoh(x, tk + 1)√
2
]
. (3.18)
To quantify the results the main structure properties: structure amplitude and struc-
ture size are considered for analysis.
Structure amplitude
Fig. 3.3 shows three typical results for small (Acoh = 1.4σr), medium (Acoh = 3σr)
and large (Acoh = 5σr) amplitudes of the coherent structures. The blue line is the
conditional average and the filled circles mark the analytic result. The conditional
average is obtained by using a trigger window of (2σr < fc < 2.2σr). In all cases
the analytic model reproduces the conditional average. This is a first indication that
the analytic model gives a good description of the conditional averaging process.
Furthermore, all plots show that the obtained amplitude of the conditional average
is significantly lower than the amplitude of the original coherent structure. This
amplitude reduction by a factor of 3 to 4 is found in all plots as well as an almost
constant noise level of the conditional average.
To investigate this behavior in more detail, Fig. 3.4 shows the amplitude of the
conditional average as a function of the trigger level. The amplitude of the original
coherent structure is indicated by the dashed line (Acoh = 3σr). The results of
the conditional averaging process are indicated by dots and the solid line shows
the prediction of the analytic model. Both are in good agreement. Obviously, the
amplitude 3σr is only resolved for trigger levels higher than 2.5σr. For lower trigger
levels a significant amplitude reduction is observed. However, for high trigger levels
the deviation of the conditional average from the analytic results is large and the
spread in amplitude increases significantly. Fig 3.5 shows the event statistics of
Fig. 3.4. The solid line is again the result of the analytic model while the dots
represent the conditional average of the synthetic data. The dashed line (analytic
model) and the crosses (synthetic data) indicate the number of false trigger events.
First of all, a good agreement is found between the model and the conditional
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Figure 3.3: Comparison of conditional averaged synthetic data (blue line) and the
analytic prediction (dots). All plots refer to conditional averages using a trigger
window (2σr < fc < 2.2σr) and a positive slope as trigger conditions. The amplitude
of the original coherent structures is (a) Acoh = 1.4σr, (b) Acoh = 3σr, and Acoh =
5σr.
average. Second, the plot shows that the number of correctly detected coherent
structures has a maximum at a trigger level of about 2σr. For higher trigger level
the number decreases and already at fc = 3σr only half of the structures are found.
Additionally the number of false trigger events is very high for trigger level fc < 2σr.
Hence, the amplitude damping observed in Fig. 3.4 is caused by the dominance of
the false trigger events in the averaging process. For high trigger level the number of
false trigger events vanishes but the number of detected structures decreases as well.
The result is a poor statistic, i.e. averaging process almost fails and the conditional
average signal still contains a strong noise component. Only for a small range of
trigger levels (2σr < fc < 3σr) the number of false trigger events is smaller than the
number of detected structures and the overall number of events is still high enough
for a reasonable statistic. From these results it can be concluded that high trigger
levels are needed to avoid a high number of trigger errors and that very long time
series are needed to achieve a reasonable trigger statistics.
Structure size
Fig. 3.6 shows the amplitude of the conditional average as a function of the amplitude
of the original coherent structure for a fixed trigger level (2σr < fc < 2.2σr). The
solid line and the dots are the results of the analytic model and the conditional
averaging process, respectively. The dashed line is given as reference and marks the
true amplitude of the coherent structure. Fig. 3.7 shows the corresponding event
statistic. Again, the model description reproduces the results of the conditional
averaged synthetic data. The results show that only structures with amplitudes
significantly higher than the noise level are reproduced with reasonable amplitude
(Fig. 3.6). Only for structures with amplitudes Acoh > 2σr the number of correctly
detected structures exceeds the number of false trigger events (Fig. 3.7). The best
ratio is obtained for structures with Acoh ≈ 3σr. This coincides with the position
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Figure 3.4: Comparison of the detected maximum amplitude of conditional averaged
synthetic data (dots) and the analytic prediction (solid line) as a function of the
imposed trigger level. The dashed line refers to the amplitude of the original coherent
structure (Acoh = 3σr). The conditional averages are obtained for a trigger window
with a width of ∆fc = 0.2σr and a positive slope as trigger conditions. The trigger
level in the plot specifies the lower boundary of the trigger window.
of the maximum amplitude for the conditional average in Fig. 3.6. The general
amplitude reduction with respect to the original amplitude of the coherent structures
is again related to the number of false trigger events (see Fig. 3.5 and 3.7). The
additional amplitude reduction for large structures is caused by the trigger condition.
For the results shown here the structure amplitude has been varied but the width
of the structure was kept constant. Therefore, high amplitude structures have a
smaller probability to fulfill the rather restrictive trigger condition (∆fc = 0.2σr)
as the trigger window is set to regions with a steep slope. However, similar results
are found for other trigger conditions and hence it can be stated that conditional
averaging is not sensitive for small amplitude structures and that the introduction
of a trigger window acts like an amplitude filter to a certain extent.
Nevertheless, one has to keep in mind that the structure amplitude is not the
same as the structure size, as illustrated in Fig. 3.8. A structure with a given size
s will produce a time trace with a width ∆t which is proportional to the ratio of
structure size and its velocity v. Hence, a smaller structure with a lower velocity can
have the same time trace if the ratio s/v is the same. This means that conditional
averaging based on a single reference probe can only be size sensitive if structures
move faster with decreasing size. Unfortunately, this assumption will not hold in
general. Combined with the rather poor filter characteristic of the trigger conditions
(Fig. 3.6) it has to be stated that conditional averaging is able to extract large
amplitude structures from a noisy background and that a scale sensitivity can not
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Figure 3.5: Event statistics for the trigger level scan shown in Fig. 3.4. The dots
shows the number of correctly detected coherent structures obtained by conditional
averaging of synthetic data. The solid line is the corresponding prediction from the
analytic model. The dashed line shows the number of false trigger events estimated
by the analytic model. The crosses mark the corresponding results from the synthetic
data.
be achieved with a single reference probe setup. However, with the reasonable as-
sumption that high amplitudes are in general a signature of large structure size the
sensitivity on large amplitudes would provide a limited size sensitivity of conditional
averaging.
3.4 Correlation analysis of CA-results
The detailed analysis on the structure amplitude from the previous section has shown
that the conditional averaging process introduces a significant amplitude reduction
to the data. Two typical scenarios have been distinguished by synthetic data analy-
sis [85]:
(1) a coherent structure is recorded with a time shift due to noise (trigger jitter).
(2) noise causes a trigger event without any coherent structure being involved (trig-
ger error).
It was shown that both effects contribute to the amplitude damping of the detected
coherent structures. In order to identify the origin of the amplitude damping this
section introduces a correlation analysis of the CA-results to identify trigger errors
and to estimate trigger jitter. The basic idea behind this is simple. If the CA analysis
allows to observe some structures it is possible to use the CA-structures as a first
estimate for the real structures. If one now computes the cross-correlation function
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Figure 3.6: Comparison of the detected maximum amplitude of conditionally aver-
aged synthetic data (dots) and its analytic prediction (solid line) as a function of
the amplitude of the coherent structure. The dashed line refers to the amplitude of
the original coherent structure. The conditional averages are obtained for a trigger
window (2σr < fc < 2.2σr) and a positive slope as trigger conditions.
(CCF) between CA-result and all selected sub-series on RP and MP signal respec-
tively, it should be possible to identify and remove those events which cause the
amplitude damping. The CCF is computed by
CCF (τ) =
∫
〈fP (xP , yP , t?)〉cafP,k(xP , yP , t? + τ)dt?, (3.19)
where P is either RP or MP, k = 1, 2, ..n (n is total number of events) and t? ∈
(tk−∆, tk+∆). A detailed sketch of the correlation analysis is depicted in Fig. 3.9. By
applying the trigger condition (here, trigger level = 2), the subseries are selected from
the main time series (i.e. #1,#2,#3). Their average leads to a smooth CA result.
Further, by computation of CCF between all selected time series and CA result
will allow to judge whether the signal in the sub-series is similar to the CA-result
or not. This means that without an a-priori knowledge of the structure properties,
the correlation analysis allows to identify those subseries which have low correlation
values, i.e. those who are likely to be trigger errors. Furthermore, the timelag τmax
(here, τ1, τ2 and τ3) of maximum correlation is a measure for trigger jitter. Typical
for a trigger jitter are high CCF values with τmax 6= 0, i.e. noise that causes a trigger
close to a coherent structure (τ2). The crucial point is how one can define a robust
criterion for high and low correlation or for trigger jitter. The definition of ”high”
and ”low” correlation is certainly difficult as it might vary for different experiments
and even different spatial positions. A criterion on trigger jitter is much easier as we
will show in the following chapter.
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Figure 3.7: Event statistics for the amplitude scan shown in Fig. 3.6. The dots
show the number of correctly detected coherent structures obtained by conditional
averaging of synthetic data. The solid line is the corresponding prediction from the
analytic model. The dashed line shows the number of false trigger events estimated
by the analytic model. The crosses mark the corresponding results from the synthetic
data.
3.5 Summary and remarks
The advantages and limitations of conditional averaging technique for spatio-
temporal plasma diagnostic, has been in detail discussed in this chapter. On one
hand its computational simplicity and high spatial and temporal resolution obtained
by using just two probes are advantages of the technique. On the other hand, the
accuracy of the result depends on the proper choice of the trigger condition. Only a
trigger condition which is specific for the coherent structures assures that only co-
herent events are selected. Unfortunately, such a specific trigger condition is difficult
to define as it requires a-priori knowledge of the coherent structures, e.g. their shape
[86]. It happens that the trigger condition is fulfilled with a certain probability by
other signals as well. By means of a detailed comparison of the model predictions
and conditional averaged synthetic data, it was shown that the conditional averaging
process introduces a significant amplitude reduction to the data. The reason for this
amplitude reduction are trigger errors, i.e. false trigger events that are caused by the
background noise without any coherent signal being involved, and the trigger jitter,
i.e. time-shifted coherent events due to the background noise. This a is a crucial
issue for the estimation of the structures contribution to anomalous transport. As a
consequence the results of CA can only be taken as a lower bound for a transport
estimation. Further, the comparison showed that conditional averaging is not sensi-
tive with respect to structure size. In general, only large amplitude fluctuations are
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Figure 3.8: A structure of size s moving with a velocity v (left plot) causes a signal
at a single position along its trajectory a signal with a typical time scale ∆t (right
plot). Note that ∆t depends only on the ratio of structure size and velocity.
detected by this method, i.e. only those structures are detectable which are poking
out of the background noise. To overcome these limitations a correlation analysis
of selected events is proposed as additional implement to the trigger condition. The
results of correlation analysis will be applied on typical plasma turbulence data sets
from experiments in the following chapter.
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Figure 3.9: The sketch of the proposed correlation analysis to identify trigger errors
and trigger jitter. The top picture shows the original time series used for CA analysis.
Selected sub-series are labeled by #1...3. The CA result is depicted by the picture
in the center. The CCF functions of #1...3 with CA result are shown in the bottom
pictures. A shift for maximum correlation (e.g. τ2) allows to identify trigger jitter.
Chapter 4
Application of the CA technique
to experiment
In this chapter experimental results of the conditional averaging (CA) method are
presented. CA is applied to different systems to investigate its applicability for tur-
bulence studies. For this purpose, experimental data sets from two different experi-
ments (KIWI and Blaamann) are chosen. The reliability of the method is tested first
on stationary monochromatic drift waves in KIWI, which are well understood by
plenty of previous investigations. The limits of CA in experiment are tested in the
complex situation of typical turbulence data sets from a simple magnetized torus
(Blaamann, University Troms∅). Further using the proposed correlation analysis
(chapter 3 section 3.4), the possible improvements of CA method are analyzed in
detail by computation of cross-correlation at reference and at movable probe, respec-
tively. The weak turbulence regime from KIWI is investigated using the standard
CA and the proposed correlation analysis of CA results in the last section of the
chapter. The CA results of multi-mode state in KIWI are required in the following
chapters.
4.1 Experimental details
The CA experiments have been performed in two different experimental situations:
in a linear magnetized device (KIWI) and in a simple magnetized torus (Blaamann).
The KIWI experiment is able to produce a full spectrum of data sets from simple
drift waves (Fig. 4.1a) to weak turbulence (Fig. 4.1b) while in Blaamann only the
turbulence regime is accessible for investigation. The turbulent plasma regime of
KIWI is characterized, additionally by the power law behavior at high frequencies,
by presence of pronounced peaks which are observed at lower frequencies [87, 76, 88].
A study of the transition scenario to turbulence reveals a dominant role of drift
modes [75] related to these peaks. These global modes are directly driven by the
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density gradient perpendicular to the magnetic field and their dynamic is governed
by the axially boundary conditions. Further detailed information on the physics of
drift waves and turbulence in KIWI can be found in [54]. It should be pointed out,
that due to the dominance of modes, the existence of large-scale coherent structures
[27] is obvious and the CA method can be used for their diagnostic. The CA analysis
of well known drift waves, i.e. drift wave amplitudes and dynamics, is necessary as
a preliminary test of the technique.
In case of the simple magnetized torus (SMT) Blaamann, the purely toroidal
magnetic field configuration provides closed field lines and the strong uncompressed
∇B- and the curvature drift prevent formation of a MHD equilibrium [89, 90]. The
plasma source (in this work a RF-source) plays an important role in the formation
of potential and density profiles [91]. Details about Blaamann experiment can be
found in [50]. The density and potential fluctuations in a SMT yield similar spectra
as the SOL fluctuations in fusion devices [52]. The presence of the coherent struc-
tures in SMT has been reported in a significant number of papers [92, 20, 93, 94],
i.e. for RF-discharge, monopole-like structures were observed [92]. With respect to
the instability mechanism, there is experimental evidence that the structures are
curvature driven modes [92, 20, 95, 93]. The complex process of turbulence in SMT
is a strong test of CA method.
The CA analysis uses the common setup of the technique (chapter 3). The main
diagnostic tool consists of the 2D positioning system which scans automatically a
poloidal cross-section in the device. Spatio-temporal dynamics of plasma density
fluctuations are resolved using CA analysis of the time series from two Langmuir
probes mounted at a reference position (RP) and on the positioning system (MP).
The reference probe (RP) is localized in the region of the steepest density gradient.
To measure the plasma density fluctuation, time series of ion saturation current
fluctuations are recorded with a sample rate of 1 MHz. The length of the time series
differs in these two experiments from 100.000, in KIWI, to 256.000 data points in
Blaamann experiment measurements.
4.2 Application of CA to drift wave investigation
A preliminary test of the CA method is done by analyzing the data from mono-
chromatic drift waves in the KIWI experiment. By adjusting the grid bias a mono-
chromatic saturated drift mode can be excited. In the drift wave mode state the
time series shows strictly periodic fluctuations of the density (Fig. 4.1a). The power
spectrum is sharply peaked at 16 kHz and higher harmonics. The probability density
function (PDF) is double humped and peaked at the maximum values of the density
fluctuations which is typical for coherent, sinusoidal signals. As a detailed analysis
of temporal dynamics in KIWI is given in Chapter 2, only the spatial dynamics fea-
tures of a stationary saturated drift mode are investigated here using CA analysis.
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Figure 4.1: Typical spectra (blue line) and time series (red line) of density fluctua-
tions for a drift mode (a) and weak turbulence (b). The black line shows the PDF
of fluctuation data.
For this reason, a 2D azimuthal cross-section of the cylindrical plasma in the middle
of the magnetized midsection (Fig.2.5) is scanned using a Langmuir probe with a
spatial step width of 5 mm.
The conditional averaged result of the density fluctuations in the azimuthal plane
is represented in Fig. 4.2. The standard trigger condition is an amplitude threshold
(fc1 = 1 · σRP ) combined with a positive signal slope. Two density maxima and
two density minima which propagate azimuthally in anti-clock wise direction are
found on one azimuthal circumference, i.e. pattern of m=2. The maximum of the
fluctuation amplitude is found in the maximum density gradient region and the
amplitude decreases towards the plasma center and edge, as predicted by theory
[77]. A periodic wave structure is obtained, i.e. it is not localized in space and time.
These results are fully consistent with previous investigations [27]. The resolved drift
wave structure amplitudes and dynamics by standard CA analysis reproduce well
the previous results of probe array measurements, [54, 8]. Therefore, standard CA
gives a reliable tool for monochromatic drift waves investigation. A decisive test
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Figure 4.2: Spatio-temporal results of the improved CA analysis for −30 µs < τ <
30 µs. The results are similar to standard CA technique for the drift mode situation.
The parameters for the CA analysis are: fc1 = 1 · σRP and a trigger window width
of 0.2 · σRP . The time τ is given for each subplot in the top left corner.
of CA technique requires applicability for the complex situation of turbulence. For
this reason turbulence data sets from Blaamann and KIWI are further analyzed
according to the CA procedure.
4.3 Application of CA analysis to Blaamann tur-
bulence data
In this section data from the Blaamann experiment is analyzed using the standard
CA scheme as described in the chapter 3. Fig. 4.3(a) shows the PDF of the reference
probe signal in units of its standard deviation σRP . It shows a broad distribution of
amplitudes with a standard deviation of about σRP = 0.12. The trigger condition
uses an amplitude threshold in combination with a positive slope and a trigger
window. In all cases the width of the trigger window is set to 0.2 · σRP and the
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Figure 4.3: (a) A sequence of the typical fluctuation data recorded by the reference
probe is represented by the thin line. The bold line shows the PDF of the entire
time series. Both are denoted in standard deviation units σRP . (b) Autocorrelation
function of the signal from the reference probe. The autocorrelation function drops
to zero at approximately τ = 30 µs.
trigger level fc1 is specified by the lower boundary of the trigger window. The length
of the selected sub-series is chosen with respect to the autocorrelation time (Fig.4.3b)
to ∆ = 30 µs, but the results remain qualitatively the same for larger values of ∆,
[50].
A typical result of the CA process is plotted in Fig. 4.4 where large scale struc-
tures are observed which propagate clockwise. The spatial periodicity indicates a
mode-like behavior with a mode number m = 2. Concerning the amplitudes, it
should be noted that structures passing directly through the position of the ref-
erence probe are artificially improved by the CA analysis. Therefore, amplitude
information in close vicinity of the RP has to be interpreted with care.
If the trajectory is extracted from the density maxima in Fig. 4.4 and its ampli-
tude is plotted as a function of its trajectory the results presented in Fig. 4.5a are
obtained. Furthermore, the CA amplitude is computed for different trigger levels,
i.e. fc1 = 1.5 · σRP , fc1 = 2 · σRP and fc1 = 2.5 · σRP . Despite of a change of am-
plitude along the trajectory, indicating growth and decay of the structure, it is seen
that the structure amplitude increases with increasing trigger level. Further, the
amplitude evolution along its trajectory remains almost unchanged. At first sight,
this result is expected as a higher trigger level should remove coherent structures
with amplitudes below fc1 and the remaining structures will have a higher ampli-
tude on average. However, to get a quantitative comparison, Fig. 4.5b shows the
standard deviation σMP of fMP along the same path. It is found that the average
fluctuation amplitude is at maximum about σMP/σRP = 1.5 and σMP ∼ σRP at the
reference position. With a trigger level fc1 > 1.5 · σRP one should expect the CA-
amplitudes (Fig. 4.5a) to be larger or at least equal to fc1. However, the observed
CA-amplitudes are about 2-3 times smaller, which denotes a significant amplitude
reduction introduced by the CA process. Even for the extreme case of fc1 = 2.5 ·σRP
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Figure 4.4: Spatio-temporal results of the standard CA analysis for −30µs < τ <
30µs. The parameter for the CA analysis are: fc1 = 1.5 · σRP and a trigger window
width of 0.2 · σRP . The time τ is given for each subplot in the top left corner. The
CA-result shows large scale structures (maxima and minima) propagation clockwise.
the CA-amplitude is smaller than σMP .
In the previous chapter two possible origins for amplitude damping have been
introduced, i.e. trigger jitter and trigger errors. In order to identify the origin of the
amplitude damping, the proposed correlation analysis of the CA results is further
applied separately on reference and on movable signal.
CA analysis of reference probe signal
Guided by the simplified CA model presented in the chapter 3, [85], the reference
signal fRP is first analyzed. As any false trigger is caused by an event that differs
from those of coherent structures, a correlation analysis should be a suitable ap-
proach to identify false trigger events. To analyze the CA process, four quantities
are of interest as functions of the trigger level: the CA-result, the trigger statistic,
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Figure 4.5: (a) The maximum amplitude of the conditional average along the trajec-
tory of a structure. The different symbols denote different trigger conditions (circles
for fc = 1.5 · σRP , squares for fc = 2 · σRP , and stars for fc = 2.5 · σRP ). The trajec-
tory of the structure is sketched below the plot. (b) average fluctuation amplitude
(σMP ) of the moveable probe signal along the same path as in (a). Both plot are
normalized to σRP .
the maximum correlation values, and the time lag distribution. All of them are com-
piled in Fig. 4.6. To simplify cross-reference between different figures all amplitudes
are normalized to σRP throughout this paper. Fig. 4.6a shows the CA-result for dif-
ferent trigger levels. Clearly, the CA-amplitude increases with trigger level fc1 and
its peak value corresponds roughly with fc1, e.g. for fc1/σRP = 1 the CA-amplitude
is larger than 1 as well. At the same time, Fig. 4.6b shows that the number of trigger
events decreases, as one would expect from the PDF shown in Fig. 4.3a. However,
even for the high trigger level fc1/σRP > 2 still a few hundred events are detected.
This assures that the time series with 256000 samples is sufficiently long for rea-
sonable statistics, i.e. for a notable noise reduction due to the averaging process. In
Figs. 4.6c and 4.6d the results of the correlation analysis are shown. The distrib-
ution of maximum correlation as a function of trigger level is shown in Fig. 4.6c.
The color map codes the number of events found for that specific correlation value,
i.e. a vertical summation of Fig. 4.6c would give Fig. 4.6b. It is seen that most of
the events are found to have rather high correlation values with max(CCF ) > 0.8.
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For a low trigger level (fc1/σRP < 1) a considerable amount of low correlated events
are found which are absent for a high trigger level (fc1/σRP > 1.5). The time shift
τmax of the maximum correlation is plotted in Fig. 4.6d. Time shifts τmax > 0 µs
mean that the trigger event occurred too early, i.e. the highest correlation is found
at a later time. The time shift distribution has a slight asymmetry with respect to
τmax = 0 µs. Nearly no events are found with τmax < −10 µs. Further, many of the
events have a time shift with τmax = (0 ± 2) µs, which is of the order of the time
resolution of the recording system.
In the previous chapter [85], it was shown that both effects, trigger errors and
trigger jitter, contribute to an amplitude damping. Hence, according to Figs. 4.6c and
4.6d the fraction of low-correlation events for fc1/σRP < 1 and those with significant
trigger jitter (τmax 6= (0± 2)µs) should cause an amplitude damping. To investigate
this in detail, we exclude those events with trigger jitter from the CA process. The
CA is computed separately for the events included in the selected jitter domain and
for the remaining part. The results are shown in Fig. 4.7. Figs. 4.7a and 4.7c contain
the results for those events which have a trigger jitter of τmax = (0 ± 2)µs, while
Figs. 4.7b and 4.7d are the corresponding plots for all events with τmax 6= (0± 2)µs.
Depicted are the results of CA (Figs. 4.7a and 4.7b), the maximum correlation distri-
bution (Figs. 4.7c and 4.7d), the trigger statistics (Fig. 4.7e) and the CA-amplitude
(Fig. 4.7f) as a function of trigger level fc1/σRP . Compared to Fig. 4.6c, significant
changes are observed for the distribution of maximum correlation. Fig. 4.7c shows
that those events with small trigger jitter are highly correlated. The notable fraction
of low correlation events observed for fc1/σRP < 1 in Fig. 4.6c has disappeared. All
low-correlation events are related to trigger-jitter events as shown in Fig. 4.6d. For
fc1/σRP > 1 in both cases (Figs. 4.7c and 4.7d) the average correlation is high. A
similar behavior is found for the CA-results (Figs. 4.7a and 4.7b). While for low
trigger level Fig. 4.7a shows amplitudes which are higher than σRP , the average am-
plitude of the trigger-jitter events (Fig. 4.7b) almost vanishes, which is expected for
the average of low correlation events. In Fig. 4.7e the number of low-jitter (stars),
high-jitter (dots) events and their sum (circles) are plotted for different trigger level.
It is found that our rather strict criterion of τmax = (0± 2) µs identifies almost half
of the events as high jitter events, but the remaining fraction is still large enough to
ensure good statistics. Although it is tempting to ease the jitter criterion in order to
select only the low correlation part as trigger errors, one has to keep in mind that
the trigger jitter itself causes an amplitude damping as well, i.e. all events with high
correlation in Fig. 4.7d affect the CA-result. This becomes visible if Figs. 4.7a and
4.7b are compared. The CA-result in Fig. 4.7b is broader than in Fig. 4.7a due to
trigger jitter. Additionally, a comparison of CA-amplitudes (Fig. 4.7f) yields that
removing high jitter events from the CA increases the CA-amplitude up to a factor
of two for low trigger level (fc1/σRP < 1).
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Figure 4.6: (a) CA-result at the reference probe as function of the trigger level fc1.
The CA results are obtained for a trigger window width of 0.2 · σRP . The CA-
amplitudes are visualized by the color map and normalized to σRP . (b) number of
of trigger events as a function of trigger level. (c) distribution of maximum cross-
correlation of all sub-series and the CA-result as a function of trigger level. The color
denote the number of sub-series found for a specific value of maximum correlation.
(d) distribution of trigger jitter τmax of maximum correlation with respect to τ = 0
as a function of trigger level.
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Figure 4.7: Analysis of the reference probe signal. The CA and correlation analysis
for events with low jitter are plotted in (a) and (c). The results of CA and correlation
analysis for the trigger errors are shown in (b) and (d). The plots are similar to
Fig. 4.6a and Fig. 4.6c and use the same scaling to σRP . (e) event statistics as a
function of trigger level. The number of events are shown for low-jitter events (stars),
for high-jitter events (dots), and for all events (circles). (f) shows the maximum
amplitude of the CA-result as a function of trigger level. The different markers are
used as in subplot (e).
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This analysis shows that the proposed correlation analysis can identify false-
trigger events. Surprisingly, this simple trigger jitter criterion removes also the frac-
tion of low-correlation events from the CA process. The analysis further shows that
these false-trigger events cause a significant amplitude damping for low trigger level.
However, for a trigger level of fc1/σRP > 1.5 the analysis shows as well that the am-
plitude damping observed in experiment (see Fig. 4.5) cannot be explained.
CA analysis of moveable probe signal
When the correlation approach is applied to the reference probe, trigger jitter and
trigger errors can be identified and, as the previous paragraph has shown, success-
fully eliminated. However, the typical CA process involves two probes which are
separated spatially. This implies that not every event at the reference probe neces-
sarily has to be linked to a coherent structure at the moveable probe. This new type
of trigger errors might arise from a limited life time of structures, from structures
following different trajectories or from noise. Of cause, these trigger errors would
give rise to the same amplitude damping as those discussed in the previous section.
To investigate whether this causes the observed amplitude reduction in experiment,
the correlation approach is now applied to the moveable probe signal. To discuss
the results, the same analysis as in the previous paragraph is now performed at the
position [x, y]MP = [0 mm,−79 mm], i.e. close to the lower boundary of the scanned
area. The trigger events are still determined from the reference probe signal using
a trigger window with a width of 0.2 · σRP . According to Fig. 4.7f a preselection of
trigger events is not necessary at the reference probe for high trigger level. Fig. 4.8a
shows the CA-result for different trigger level. At first glance, the CA-results show
a similar behavior as observed for reference signal, i.e. an increasing trigger level
yields an increase of CA-amplitude and the event number drops at the same time
(Fig. 4.8b). However, compared to Fig. 4.6a and Fig. 4.7a, a very broad maximum
with low amplitude is observed. The amplitude of the CA-structure is only about
half of the trigger level although the fluctuation level is much higher at that position
(see Fig. 4.5b).
Plotting the maximum correlation distribution as a function of trigger level
(Fig. 4.8c) reveals significant differences with respect to the CCF analysis of the
reference probe. This time the CCF plot shows a broad distribution with two dis-
tinct populations of events, a part with high correlation and a part with very low
correlation. In contrast to the reference probe, here the two parts are more and more
clearly separated with increasing trigger level and the low-correlation part does not
disappear for high trigger level and its total number is not negligible. Interestingly,
the time lag distribution (Fig. 4.8d) does not differ too much from the reference
probe analysis (Fig. 4.6d). Still a significant number of events is detected with low
time shift.
The next step of the analysis again selects all trigger events with τmax = (0±2)µs.
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Figure 4.8: Results of the cross-correlation analysis of the moveable probe signal
at xMP = 0 mm and yMP = −79 mm. The CA-result (a), the events statistic (b),
the distribution of maximum correlation (c) and the trigger jitter distribution are
plotted as a function of trigger level. A complete plot legend is found in the caption
of Fig. 4.6. Please note the low amplitudes for the CA-result (a) and the two distinct
populations with high and low correlation values (c), which differ significantly from
the results of the reference probe signal analysis (Fig. 4.6a and 4.6c).
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The results are plotted in Fig. 4.9. First, the CA-amplitude for the selected events
is dramatically improved (Fig. 4.9a) while the CA-amplitude for the trigger errors
is small even for a high trigger level (Fig. 4.9b). Fig. 4.9f shows that the amplitude
improvement is typically a factor of 2-3. The origin of this high amplitude is shown
by Figs. 4.9(c-e). The distribution of maximum correlation for the selected events
has changed completely. For all trigger levels only high-correlation events remain
after application of the trigger jitter filter (Fig. 4.9c). All low-correlation events are
identified as trigger errors (Fig. 4.9d). The high gain in CA-amplitude is attributed
to the event statistics (Fig. 4.9e). Over two thirds of the events (dots) are identified as
high-jitter events, i.e. trigger errors. Although, the number of events with low jitter
seems quite small, typically 250 events are used for the CA process and therefore
the statistics for the averaging process is still acceptable.
The results observed by correlation analysis and jitter selection were computed
for one position far away of the reference. In order to see a similar analysis for all
spatial position from the scanned area we resume to trigger condition fc = 1.5 · σRP
where CA results shows the best results in Fig. 4.9. For this reason the mean CCF
value and event statistics for all spatial position is computed, Fig. 4.10. By using
all triggered events (at RP) Fig. 4.8c the mean CCF is shown in Fig. 4.10a. The
same values for events with low trigger jitter (−2µs ≤ τ ≤ 2µs) from Fig. 4.9a and
with high trigger jitter, Fig. 4.9b are shown in Fig. 4.10b-c. These 2D maps shows
higher CCF values for events having low trigger jitter over the entire scanned area,
i.e by jitter selection only the coherent events are selected at all spatial positions.
The results on the event statistics, Fig. 4.10d-f are similar to Fig. 4.9e. They shows
a lower number of coherent events (but sufficient, 250 - 600) Fig. 4.10e then noise
events Fig. 4.10f for entire scanned area. The image pattern is caused by the signal
shape and sub-series length (∆ = 30 µs), i.e. sub-series which include a coherent
event maxima are higher correlated.
As for standard CA, the amplitude of the CA-result can be judged by com-
parison with σMP along the path of the structures. Fig. 4.11 basically shows the
same as Fig. 4.5, but now σMP is compared to the amplitudes of the improved CA
process. The result is encouraging. The CA-amplitudes are now about the same or
little higher than σMP and they are close to the trigger criterion of fc1/σRP = 1.5.
This means that the CA-result for the coherent fraction of the fluctuations is fully
consistent with overall fluctuation amplitudes and hence increases the validity of the
CA-result.
To demonstrate the full performance of the improved CA method, the results of
the different methods are compared in Fig. 4.12, which visualizes the results from
the standard and the improved CA technique. In all cases the trigger level is set
to fc1/σRP = 1.5 and the trigger window width is set to 0.2 · σRP . The first row of
pictures shows the spatio-temporal evolution of the standard CA-result (Figs. 4.12a).
It shows large scale structures which propagate clockwise. Their amplitude is quite
low and significantly below σRP . The second row of images depicts the improved
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Figure 4.9: Application of trigger-jitter filter to the moveable probe signal. The CA
and correlation analysis for events with low trigger jitter are plotted in (a) and (c).
The CA and correlation analysis for the trigger errors are shown in (b) and (d). The
event statistics is plotted in (e) and the maximum amplitude of the CA-result is
shown in (f). For details see Fig. 4.7. Note the large difference in CA-amplitude in
plot (a) and (b). Further, the low-correlation events (see Fig. 4.8c) disappeared in
(c).
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Figure 4.10: 2D results of the correlation analysis on MP. (a-c) the average of the
CCF for trigger level of fc = 1.5 · σRP from the Fig. 4.8c and Fig. 4.9c-d at all
spatial positions. (d-f) the trigger statistics from Fig. 4.9e at 1.5 · σRP . The color
map indicates the number of events.
Figure 4.11: Result of the CA analysis including only low-jitter events in the aver-
aging process (see Fig. 4.5 for comparison). Maximum amplitude of the conditional
averaged signal along its trajectory for a trigger condition fc = 1.5 · σRP is denoted
by the open circles. The solid circles are used for the average fluctuation amplitude
σMP .
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CA-results (Figs. 4.12b). Compared to Figs. 4.12a, the topology is the same, but
the amplitudes are about three times higher. The artificially enhancement close to
the reference probe Figs. 4.12a (see also Figs. 4.4) is not anymore present in the
improved data. In the third row the spatio-temporal CA-result of the trigger errors
is plotted. It shows only a weak similarity with the topology of Figs. 4.12a and
4.12b and the amplitudes are very low, which is expected as the average of weakly
correlated events (noise) should vanish. Together the plots in Fig. 4.12 demonstrate,
that the correlation analysis allows to improve the CA-result at any position of the
scanned area. A closer inspection of the results at all positions even reveals that the
average correlation value for the entire area is 0.9±0.1 and the event statistics shows
about 250 events at each spatial position, i.e. the example of the moveable probe
signal analysis shown in Figs. 4.8 and 4.9 is a typical result as it agrees qualitatively
and quantitatively with other positions.
4.4 Application of CA analysis to KIWI turbu-
lence data
The second test of the CA for complex data set is made by means of turbulence
data from the KIWI device. In particular, the turbulence situation is analyzed using
standard and improved (based on correlation analysis) CA technique. The temporal
dynamics of weak turbulence state from KIWI experiment is denoted in Fig. 4.1b.
The time series of the density fluctuations shows a spiky irregular behavior. In
the corresponding power spectrum, frequency peaks are strongly broadened. The
decrease of the power spectrum at high-frequency regime is given by law S(f) ∝
f−α with α ≈ 3, which is typical for 2D-turbulence [96]. The broad peaks in the
lower-frequency regime of the spectrum indicate that the turbulence is only weakly
developed [75, 76]. The PDF of the density fluctuations is single humped and close a
to gaussian. The temporal dynamics detail of drift waves and turbulence were already
studied in many papers and the main objective of the present chapter is to study
prospects and limitation of CA in experiment. For CA analysis the plasma density
is taken at the reference with a trigger limit of 1.5 · σRP . The statistical results
of the correlation analysis are shown in Fig. 4.13. The number of events selected
(Fig. 4.13a) by the improved method (red line) is low, ∼200 but still sufficient for
good statistics. Similar amplitude results, Fig. 4.13b, have been found for a storage
of 1MB (time series of 1s length) when the event statistic is better. An amplitude
improvement is clearly obtained employing the improved technique with constant
maximum values for fc1 ≥ 1.5 · σRP .
The spatio-temporal evolution of the CA structure is shown in Fig. 4.14. The
results are computed using standard, Fig. 4.14a, and improved technique, Fig. 4.14b.
The remaining part is plotted in Fig. 4.14c. The development of a large-scale turbu-
lent density structure is clearly seen. At time τ = 0 µs the positive density structure
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Figure 4.12: Spatio-temporal results of the CA analysis for τ = −30µs, τ = 0µs,
and τ = 30µs. (a) is the result of standard CA, i.e. using all trigger events. (b) is
the result if only events with low jitter are used. For the case of events with high
jitter the result is shown in (c). All amplitudes are normalized to σRP , i.e. the color
code is the same for all pictures. Note the amplitude enhancement for the improved
CA method as well as the sharp contours of the structure.
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Figure 4.13: Event statistics in CA process for different trigger levels of a weak
turbulence data (a). The number of events are shown for low jitter events (red
stars), for high jitter events (blue dots) and for all selected events (black circles). The
amplitude enhancement by improved CA method is shown by (b). For fc1 > 1.5·σRP
it shows maximum constant values.
is found at the position of the reference probe. The shape of the observed structure
is a monopole-type. The radial extend of the observed structure is similar to the
extend of the drift mode (Fig. 4.2) and the structure size roughly corresponds to
the plasma radius. The results are in good agreement with previous investigations
[27]. An amplitude improvement is clearly seen and is about factor of 1.5-2. This
improvement yields to a better spatial localization of CA resolved structures, i.e.
enhancement of transport measurements.
4.5 Conclusion
Based on an analytical model and simulations of conditional averaging discussed in
the Chapter 3, the effect of trigger errors on the averaging process on experimental
data sets was investigated in detail in this chapter. First the CA results of standard
technique on drift waves have shown reliable results in good agreement with previous
investigations. Further the standard CA method was tested on turbulence data from
the simple magnetized torus Blaamann. It was found that the results of standard CA
are not consistent with the average fluctuation level and the chosen trigger level.
Obviously, the CA process has been found to introduce a significant amplitude
damping. To analyze the origin of the amplitude damping, a correlation analysis of
the CA-results was applied. Its application to the reference probe signal revealed
that trigger jitter and false trigger events cause a significant amplitude damping for
low trigger level. However, the analysis could not explain the observed amplitude
reduction for the high trigger level found in experiment. By applying the same
correlation analysis to the moveable probe signal it was shown that the amplitude
reduction can be avoided. On weak turbulence data from the KIWI experiment, it
was also shown that the improved CA technique is required to gain full amplitude
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Figure 4.14: Spatio-temporal results of the CA analysis for standard (a), improved
(b) method and the remaining part (c). All amplitudes are normalized to σRP , i.e.
the color code is the same for all pictures. The amplitude enhancement for the
improved CA method is obvious.
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information. Therefore, the amplitude information of coherent fluctuation can be
recovered by conditional averaging if trigger errors and trigger jitter are carefully
taken into account.
Chapter 5
Technical issues of spatio-temporal
diagnostics
Besides statistical techniques spatio-temporal diagnostics of plasma fluctuations can
be made using multi-probe measurements as well. In the experiment KIWI, a 2D
poloidal array as presented in the Chapter 2 is used. This instrument allows to mea-
sure plasma fluctuation at 63 positions simultaneously and with a fully coverage
of the plasma column. The manufacturing difficulties of the probe array leads to
variation of probe size and position. In previous investigations [54, 9, 8, 27], probes
were distributed to cover one azimuthal circumference in the device, i.e. only 1D
in space. For those probe arrays a normalization of probe signal to standard devia-
tion gave reliable results due to the azimuthal symmetry of the device. For the new
probe array a calibration is required due to the radial and azimuthal probe distri-
bution. Furthermore, the effects of low spatial resolution, in order to limit plasma
disturbance, have not been investigated in previous works. Therefore, this chapter
concentrates on all these technical aspects of the probe array. Calibration methods
for probe position and size as well as the spatial resolution aspects are investigated.
5.1 The probe position estimation
Manufacturing difficulties of the probe array lead to errors in the positioning and
the size of the probes. Technically, errors of about ±0.5 mm in probe length can not
be avoided. This will lead to different collecting areas, i.e. amplitude information is
distorted. Also, an exact positioning of the probe is practically difficult to realize.
Therefore, a probe size and position calibration is required.
To estimate the probe position a method consisting of two steps is proposed.
First, the position of probes is determined inside the plasma device, using a plasma
beam and positions are given with respect to the vacuum vessel. Second, the accuracy
of estimated positions can be improved using a picture from a high resolution camera.
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Figure 5.1: 3D sketch used for the probe position estimation. The yellow bars indicate
the ceramic supports of probes. The emissive probe is mounted on the 2D positioning
system and produces a localized plasma beam along the magnetic field.
To determine the probe positions of the 2D array probes inside the vacuum
vessel, a small plasma beam is created using a emissive probe fixed on the 2D
positioning system (Fig. 5.1). At a magnetic field of ∼0.1 T the emitted electrons
are magnetized, i.e. their gyroradius is of the order of a few µm, and leads to a
magnetized localized plasma production along the flux tube. The current carried by
the emitted electrons along the magnetic field line is measured in the azimuthal plane
by the Langmuir probes of the array. By moving the beam across the whole azimuthal
plane with 1 mm resolution, a beam profile is obtained at each probe position.
Figure 5.2a shows the resulting profile of a single probe of the array. The information
from all probes is shown in Fig. 5.2b. The broader beam profiles at the edges indicates
the magnetic field inhomogeneity. The probe positions are determined from the
maximum of the signal amplitude with an accuracy better than ±2 mm.
The accuracy in determining the probe positions can be improved using a higher
resolution method, namely a high resolution picture of the probe array. For this
reason a 5 Mega pixels camera is used. The picture of the array is taken from far
away to reduce the lens boundary effects of the camera. Further the picture is re-
scaled in the computer to the original size using the background circles, Fig. 5.3.
The results are in good agreement with the previous method, i.e. blue stars denote
the probe position estimated by the beam method. Hence, the image is used to
determine the probe position relatively to each other with high accuracy, while the
beam method gives the absolute positions with respect to the KIWI device, i.e. other
probes being used.
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Figure 5.2: The electron current signal piked up by the array probes. These profiles
are obtained by scanning the area around each probe of the array with the emissive
probe.
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Figure 5.3: Picture of the probe array used for the optical estimation of the probe
positions. The blue stars indicate positions determined by the beam method. The
attached scale indicates our conventional positions of the 2D positioning system
inside of the vacuum vessel.
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5.2 The probe size calibration
Unfortunately, the method of probe positions estimation can not be used for the
probe size estimation due to the spatial variation of the beam profile (Fig. 5.2b)
and because of the probe surface contamination, i.e. by glue, which can not be
observed with the camera. To estimate the probe size, an algorithm which uses real
measured data from the drift wave regime is developed. The algorithm is based on the
spatio-temporal constancy of the drift mode structures in the monochromatic wave
regime. Based on the fact that a monochromatic mode propagates only azimuthally
with constant amplitude, the probes at different azimuthal positions should see the
same fluctuation amplitude if they have similar radial position. Furthermore, by
investigation of the drift wave amplitude using two probe technique (see Chapter 3)
it was found that the radial shape of the mode structure can be well approximated
by a smooth function, e.g. a 5th order polynomial function. Assuming that the
amplitude variation along azimuthal direction can be caused only by probe length
deviation, it is possible to estimate the probe size. For a better understanding of the
probe size calibration algorithm, it will be applied first to synthetic data.
Synthetic data
The synthetic data consists of 4 gaussian structures (2 negative, 2 positive) with
constant amplitude. They are simulated to move azimuthally around the probe
array center. This way an m=2 drift mode from KIWI is simulated. The signal
of the simulated data taken at the probe positions is shown in Fig. 5.4a. The black
dots indicate the probe position as estimated in the previous section. The data is
represented on higher resolution grid by simple interpolation. By imposing a random
probe size distribution of maximum ±20%, a small amplitude disturbance can be
seen in Fig. 5.4b. On this way the real experimental situation is quite well simulated.
A calibration algorithm should now be able to recover the original synthetic data. In
order to quantify the fluctuation magnitude the signal standard deviation (see data
analysis methods in Chapter 2) is used. Fig. 5.4d indicates the standard deviation
map of distorted data from Fig. 5.4b.
The radial dependence of the measured fluctuation magnitude, i.e. its standard
deviation, accord with the center of gyration of structures is plotted in Fig. 5.4c.
It shows (red stars) large variations from the original fluctuation amplitude (blue
stars). However, a simple 5th order polynomial fit (black stars) to the data (red
stars) well approximates the original values (blue stars). Obviously, the calibration
factors can be estimated by the ratio of raw values and fitted values. Applying the
calibration factors on distorted probe signals the original Gaussians are entirely
recovered. The standard deviation map of calibrated probes signals is depicted in
Fig. 5.4e.
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Figure 5.4: Synthetic data used to prove the calibration algorithm. (a) The original
synthetic data (b) the distorted synthetic data by imposing probe size errors of
maximum ±20% (c) the radial dependence of the fluctuations amplitude (d) the
standard deviation map of the distorted data (e) the standard deviation map of the
recovered data.
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Figure 5.5: Experimental data used for the probe array calibration. (a) A snap shot
of the drift waves mode is indicated in the left corner. The large diagram shows the
radial dependence of the drift wave magnitude, while (b) and (c) indicate the 2D
standard deviations maps before and after calibration.
Experimental data
To estimate the probe size of our 2D probe array the same algorithm of calibration
is applied to the experimental KIWI data. For this reason monochromatic drift wave
data is recorded using the 2D probe-array. A snap shot of the data is shown in the
left lower corner of Fig. 5.5a. It shows an m=2 drift mode, which is a very stable
mode in KIWI. The standard deviation map (Fig. 5.5b) indicates large variations in
the fluctuation magnitude at probes along the azimuthal direction. The calibration
factors are also determined by a simple 5th order polynomial fit (black stars) of
the radial dependence of the signal standard deviation from the experiment (red
stars) at all probes, Fig. 5.5a. The calibration results are shown by comparison of
standard deviation maps before Fig. 5.5b, and after calibration Fig. 5.5c. Obviously
the azimuthal variations of the uncalibrated array (Fig. 5.5b) are removed by the
proposed calibration scheme.
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Figure 5.6: Amplitude evolution of density structures following the trajectory of the
structure for a monochromatic drift wave regime in the KIWI device. a) A snap
shot of the investigated drift mode (m=2). The black arrow denotes the structure
trajectory. b) Structure amplitude along its trajectory. The five sketches from above
visualize the position of the density-structure (dot) along the trajectory (arrow).
Once the probe lengths are calibrated, the amplitude of the considered drift mode
along its azimuthal trajectory should be constant. In order to test this aspect, it is
worth to investigate the amplitude of one density maximum of the m=2 drift mode
in more detail (Fig. 5.6a). The amplitude dependence of the azimuthal position along
its trajectory (black arrow) is represented in Fig. 5.6b. Although this is calibrated
data, it shows large amplitude variations (∼ 20%) along the structure trajectory.
The small boxes from above help to visualize the structure position. They indicate
that amplitude variation is well correlated with the probes position (white dots
in Fig. 5.6a), i.e. small values are observed when the structure is situated between
probes and higher values when it is closer to a probe position. Therefore, the limited
number of probes has a significant influence on the measured fluctuation amplitude
and obviously the spatial resolution of the probe array is too poor. However, spatial
under-sampling cannot be resolved by increasing the number of probes, as this would
cause a notable plasma disturbance. Furthermore, typical discharge parameters in
KIWI (see Table 2.1) require at least a distance of 5 mm between two probes to
regard them as independent. Hence, a probe density of 1 probe/1cm2 can be regarded
as a maximum value for KIWI. Finally this means that a different approach is needed
to overcome the spatial under-sampling problem.
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Chapter 6
Super-resolution methods
In this chapter a super-resolution algorithm for image processing is discussed in
detail and an adapted algorithm for low resolution 2D-probe arrays is proposed.
First, the basics about super-resolution techniques used for image improvement in
computer vision are presented. The requirements for these methods are discussed
and compared with conditions available in plasma diagnostics. Further, an algorithm
based on cross-correlation analysis is adapted to 2D-probe arrays. Problems due to
the extremely low resolution of these common spatio-temporal plasma diagnostics
with respect to standard super-resolution techniques are discussed. The results of
standard super-resolution and the proposed method are compared in the last part
of the chapter.
6.1 Super-resolution for image processing
Turbulence studies in fluids and plasmas have shown that high spatial and temporal
resolutions are needed to gain insight e.g. into the various transport processes being
involved in fusion devices [41, 42, 43]. On the other hand, the necessity to have
image and video with higher and higher resolution is found in many other fields, e.g.
scientific (medical, space exploration, surveillance) and commercial (entertainment,
high definition television) applications [97, 98, 99].
Increasing the resolution of the imaging sensor is clearly one way to increase
the resolution of the acquired images. In image processing this solution may not be
feasible due to the increased associated cost and the fact that shot noise increases
during acquisition as the pixel size becomes smaller. In several other cases a huge
number of pixels is not feasible due to the size restrictions of the sensor, data storage
and transfer rates. In plasma diagnostics direct imaging is possible in fusion devices,
[45, 46], but the resolution is below Megapixels and the method is very demanding
and not applicable in general. For common diagnostic tools such as electrostatic
probes or spectroscopic methods, the resolution is too poor for advanced turbulence
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investigations. Therefore, post processing algorithms are required to increase the
spatial resolution. To find a solution we just looked to other fields, i.e. computer
vision, to see how the resolution problem is approached. A solution is provided
by super-resolution algorithms which are well established methods in the field of
computer vision.
6.1.1 Super-resolution definition and requirements
Super-resolution (SR) is a post processing algorithm to reconstruct a higher res-
olution image from several low resolution input images [100, 101, 102]. From the
beginning it has to be clarified that the main requirements for the super-resolving
procedure are the following: (i) the low spatial resolution inputs have to be glob-
ally or locally shifted images of the same spatial information and (ii) there is no
temporal variation of the spatial information. Whereas in the traditional single im-
age restoration problem only a single image is available for processing, the task
of reconstructing high resolution images from multiple low resolution frames can
take the advantage of the additional spatio-temporal information available from the
image sequence. The basic idea is that low resolution images contain similar but
not identical information which make possible the reconstruction of a frame with
higher resolution than the original one. An important aspect which has to be kept
in mind is that super-resolution is not applied routinely for every image requiring
enhancement. In fact, it is a hand-crafted approach that requires individual para-
meter tuning for each image. One automated solution for all types of images is not
possible.
6.1.2 Super-resolution algorithm
In the most general case a super-resolution algorithm requires three steps:
A. At the first step, image recording, a number of low resolution images of a
static or moving scene is recorded. These low resolution observations are related by
local or global sub-pixel shifts due to the object or camera motion.
B. Sub-pixel shift estimation (local displacement vectors) is the second step
of SR procedure. Approximate calculation of local displacement vectors is usually
based on the analysis of optical flow. Optical flow is defined as the change of image
brightness in consecutive images. On the assumption that these changes of image
irradiance are caused by absolute object (camera) motion, the optical flow allows to
approximate well the local displacement vectors. The optical flow can not always be
identified with local displacements. For example consider a rotating sphere without
any surface texture. No optical flow can be observed even though a motion of object
points occurs. On the other hand, for a static object and changing lighting condi-
tions an optical flow can be observed for the object surface although no motion of
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Figure 6.1: The optical flow at the pixel (x, y) is the 2D-velocity vector (vx, vy) =(
δx
δt
, δy
δt
)
surface takes place. The optical flow can also depend on instability of the camera
sensor, on changing illumination, or on different surface appearance for different
viewing directions. Thus it is clear from the beginning that optical flow only allows
to approximate local displacement vectors. Besides these particular limitations of
the optical flow, it yields good results if applied under reasonable conditions.
To understand the basic idea of optical flow computation let us consider the
image brightness at the point (x, y) in the image plane at t be denoted by E(x, y, t),
(Fig. 6.1). Consider a patch of the image brightness pattern that is displaced a
distance δx in x-direction and δy in y-direction in time δt. The brightness of the
patch is assumed to remain constant so that:
E(x, y, t) = E(x+ δx, y + δy, t+ δt). (6.1)
By Taylor expanding the right-hand side about the point (x, y, t) we get,
E(x, y, t) = E(x, y, t) + δx · ∂E
∂x
+ δy · ∂E
∂y
+ δt · ∂E
∂t
+ ², (6.2)
where ² contains the second and higher order terms in δx, δy and δt. After subtract-
ing E(x, y, t) from both sides and dividing through by δt we have:
δx
δt
· ∂E
∂x
+
δy
δt
· ∂E
∂y
+
∂E
∂t
+
δ²
δt
= 0. (6.3)
In the limit as δt→ 0 this becomes:
δx
δt
· ∂E
∂x
+
δy
δt
· ∂E
∂y
+
∂E
∂t
= 0, (6.4)
which is known as optical flow constrain equation.
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Figure 6.2: The constrain equation restricts the possible range of the optical flow
onto a straight line in velocity space.
If we take
vx =
δx
δt
and vy =
δy
δt
, (6.5)
then for a certain moment in the image sequence the optical flow constrain equation
has the form:
Ex · vx + Ey · vy + Et = 0 or (Ex, Ey)(vx, vy)T = −Et (6.6)
where vx and vy depend on (x, y) and where the partial derivatives of image bright-
ness depend on (x, y, t). Therefore, the values of (vx) and (vy) for a particular image
point (x, y) are restricted by this linear equation (Eq. 6.6). Only the perpendicu-
lar component of the movement in the direction of the brightness gradient can be
estimated by:
v⊥ = − Et√
E2x + E
2
y
. (6.7)
The ambiguity of a solution (vx, vy) on the line vx ·Ex+vy ·Ey = −Et corresponds to
the aperture problem [103, 104] in computer vision field as is illustrated in Fig. 6.2, i.e.
the degree of freedom for motion analysis if only local information is analyzed and/or
available. However, the component of the movement in the direction of the iso-
brightness contours, at right angle to the brightness gradient, can not be determined.
As a consequence, the flow velocity (vx, vy) can not be computed locally without
introducing additional constraints.
Although, across the time various methods of optical flow estimation have been
proposed (first order Taylor series, correlation with zero padding, cross correlation
with phase fitting, lock matching methods), the most successful ones are based on
the optical flow constraint equation [105, 106, 103, 104, 107]. Furthermore, different
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solutions have been proposed to resolve this equation (Eq. 6.6). Horn&Schunck [106]
are the first who have proposed an iterative solution of Eq. 6.6. Lucas&Kanade [105]
solution of optical flow equation suppose that neighboring pixels have the same
flow vectors. Peleg&Irani [107, 108] decompose the object (camera) motion to polar
coordinates in radial translation and azimuthal rotation of the object (camera). All
of them conduct to reliable results of optical flow and can be adapted to a variety
of specific situations.
Starting from the assumption that neighboring surface points of a dynamic, rigid
object have approximately the same local displacement vectors, one way to express
additional constraint is to minimize the square of the magnitude of the gradient of
the optical flow velocity (smoothness of the optical flow field)(
∂vx
∂x
)2
+
(
∂vx
∂y
)2
+
(
∂vy
∂x
)2
+
(
∂vy
∂y
)2
. (6.8)
For the set of all image points for which the optical flow has to be calculated the
global constraint means that functional:
Fs(vx, vy) =
∫ ∫ ((
∂vx
∂x
)2
+
(
∂vx
∂y
)2
+
(
∂vy
∂x
)2
+
(
∂vy
∂y
)2)
dxdy. (6.9)
has to be minimized.
Since the optical flow constraint equation has to be satisfied at the same time
for all image points of a given image sequence for a moment t, a solution for (vx, vy)
for this time t also has to minimize the functional:
Fo(vx, vy) =
∫ ∫
(vx(x, y) · Ex(x, y) + vy(x, y) · Ey(x, y) + Et(x, y))2 dxdy. (6.10)
This functional indicates the error concerning the validity of the optical flow con-
straint equation for a function pair (vx, vy).
The functionals Fs and Fo can be weighted by a weighting parameter λ ≥ 0.
The total error which has to be minimized
FHS(vx, vy) = Fs(vx, vy) + λ · Fo(vx, vy) (6.11)
is the key equation in the Horn-Shunck method of the optical flow estimation, [106].
The variation calculus (use of Euler equations) provides a pair
∇2vx = λ · (vx · Ex + vy · Ey + Et) · Ex
∇2vy = λ · (vx · Ex + vy · Ey + Et) · Ey (6.12)
of partial elliptic second order differential equations for the solution. A system of
partial differential equations has generally an infinite number of solutions. By speci-
fying boundary conditions a unique solution can be determined. Numerical iteration
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technique can be used for this solution strategy. A second solution strategy of the
optimization problem is given by the use of a discrete iteration scheme starting with
some selected initial values.
In the discrete case the smoothness error of the (discrete) optical flow field
(vx, vy) in point (i, j) can be estimated by simple differences of function values in
the neighboring image points:
Fs(i, j) =
1
4
· ((vx(i+ 1, j)− vx(i, j))2 + (vx(i, j + 1)− vx(i, j))2)+
+1
4
· ((vy(i+ 1, j)− vy(i, j))2 + (vy(i, j + 1)− vy(i, j))2) (6.13)
for a particular time t. The error of optical flow constraint can be estimated by:
Fo(i, j) = (Ex(i, j, t) · vx(i, j) + Ey(i, j, t) · vy(i, j) + Et(i, j, t)) . (6.14)
Altogether the minimization problem
FHS(i, j) =
∑
(Fs(i, j) + λ · Fo(i, j))→ minimum. (6.15)
The minimization assumption impose that partial derivatives ∂FHS
∂vx
and ∂FHS
∂vy
have to be set equal to zero to determine the arguments at the minimum. This leads
to the set of equations:
(1 + λ · E2x) · vx + λ · Ex · Ey · vy = (vx − λ · Ex · Et)
λ · Ex · Ey · vx + (1 + λ · E2y) · vy = (vy − λ · Ey · Et), (6.16)
where: vx,y(i, j) =
1
4
· (vx,y(i+ 1, j) + vx,y(i, j + 1) + vx,y(i− 1, j) + vx,y(i, j − 1)), or
local averages values.
The general solution of this set of linear equations is given by
vx =
1
1 + λ · (E2x + E2y)
[
(1 + λ · E2y) · vx − λ · Ex · (Et + Ey · vy)
]
vy =
1
1 + λ · (E2x + E2y)
[
(1 + λ · E2x) · vy − λ · Ey · (Et + Ex · vx)
]
.
(6.17)
This given solution of vx, vy depend on the values of vx and vy in the 4-neighborhood,
i.e. the solution can not be determined simultaneously for various image points
just based on this solution. However, these formulas support an iterative solution
strategy. Altogether this specifies the Horn-Shunck algorithm [106] for calculating
optical flow fields. The iterative solution steps are given by the iteration formulas:
vn+1x = v
n
x −
Ex · vnx + Ey · vny + Et
1 + λ · (E2x + E2y)
· λ · Ex
vn+1x = v
n
x −
Ex · vnx + Ey · vny + Et
1 + λ · (E2x + E2y)
· λ · Ey,
(6.18)
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where n = 1, 2, 3, ... denotes the iteration step. In every iteration step the values of
the optical flow are calculated at all image points. The weighting factor λ and the
iteration number are free parameters of the technique.
C. In the last step of the super-resolution algorithm the information of optical
flow/sub-pixel shifts is used to fuse the images by adding additional pixels in a
master frame. The result is an image which contains the pixels of all images, but
they are not placed on a regular grid. The re-sampling process to a regular grid
can be made directly using simple least square plane fitting, bilinear interpolation
schemes, normalized convolution or iterative reconstruction.
6.2 Super-resolution for plasma diagnostics
Although, many super-resolution algorithms are described in literature [101] they
are not directly applicable to spatio-temporal plasma diagnostics. With respect to
the first step in super-resolution no severe problems are found. The diagnostic tools
are usually fixed with respect to the plasma but the plasma is not static. On the
one hand, strong plasma drifts (E ×B) exist in many cases, which cause a relative
motion of camera or object. On the other hand, the structures in turbulence are in
principle not static. However, due to the high temporal resolution of the diagnostics
the structures can be regarded as quasi-static, i.e. typically their propagation is
resolved while their amplitude and shape are practically unchanged. Hence, it is no
problem to produce a series of shifted low-resolution images of the same turbulence
scene. The second step in super-resolution bears significant difficulties. They are
introduced by the extreme spatial under-sampling, i.e. the low number of pixels.
Based on few pixels with rather large spatial separation spatial correlation techniques
and block matching algorithms fail. Even the commonly used estimation of optical
flow with first order Taylor expansion is not suitable as it needs the spatial derivate
of each single image. For extreme spatial under-sampling the numerical estimation
of spatial gradients is subject to high errors and thus the resulting velocity field
is strongly distorted. Hence, the fusion of images does not lead to reliable results.
As a consequence, super-resolution for plasma diagnostics should base on the high
temporal resolution to estimate the velocity field. In many cases sample rates of
1Msample (Mega sample) are achieved, which is almost one order of magnitude
higher than necessary. The idea to use this wealth of information to improve the
spatial resolution is presented in the following section.
6.2.1 Super-resolution algorithm for 2D probe arrays
Common spatio-temporal diagnostics rely on 2D probe-arrays. As shown in previous
chapter their spatial resolution is critical. Technically, increasing the probe number
is not possible, but post processing algorithms such as super-resolution based on the
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Figure 6.3: Visualization of correlation approach to estimate the velocity at pixel C.
Pixel without significant correlation are represented by open circles. Those pixels
whose cross-correlation with C has positive values for the position of maximum
correlation τX are labeled X ∼ F1 and X ∼ F2. Pixel with negative values of τX
are labeled X ∼ P1 and X ∼ P2. (a) shows the real trajectory (dashed line) and
the estimated trajectory (solid line). The positions τX of maximum correlation, i.e.
closest distance of X and the estimated trajectory are indicated by dots. (b) the
mapping of future and past amplitude information to the trajectory is shown.
high temporal resolution should be possible. Therefore, an adapted super-resolution
algorithm for 2D-array is further proposed. To remain in accordance with image
processing and its established notations, especially to allow for a clear reference
either to plasma physics or to image processing, probe and pixel are considered
equivalent throughout this chapter.
In order to estimate the local displacement vectors needed in the second step
of the super-resolution algorithm, a method based on temporal correlation analysis,
which is a well established method in turbulence [73], is developed. The general
idea is to use maximum crosscorrelation of the time trace of neighboring pixels for
structure tracking (see Fig.6.3). To estimate the velocity at pixel C at t0 a short
timeserie rC(t) is chosen with t ∈ [t0−∆t, t0+∆t]. Here, ∆t depends on the system
characteristics, and must be larger than the ratio of structure size and structure
velocity. Further, the timeseries should not be too long in order to correlate only
local information and to obtain a well localized estimation of the velocity field. First
the crosscorrelation of rC(t)
CC,X(τ) =
∫
rC(t)rX(t+ τ)dτ (6.19)
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with all neighboring points X is computed directly, i.e. without use of Wiener-
Khintchine theorem [109].
If a significant correlation is observed, the time lag τX is determined from max-
imum correlation for each of them. Further, points with positive and negative τX
are grouped to solve Eq. 6.20 for each group seperately. The two pixels X = F1, F2
(i.e. X = P1, P2 for positive τ) with highest correlation are used to compute the
velocity. As illustrated in Fig. 6.3a, the position of maximum correlation for a prop-
agation with constant velocity correspondes to the perpendicular projection of X
to the trajectory. Hence, using Pythagorean theorem ~v+ = (vx, vy) is obtained by
solving the equation:
(v2x + v
2
y)τX − vx(xX − xC)− vy(yX − yC) = 0, (6.20)
for X = F1, F2. ~v− is obtained respectively by using X = P1, P2 instead. The local
velocity at pixel C is finally described by the mean value of v+ and v−.
Once the velocity field (displacement vectors) is known the fusion of images
is straight forward. Starting with the image at t0, additional pixels with rC(t) =
rC(t0 ± n · δt) are added along the streamline Fig. 6.3b. δt is the inverse sample
rate and the integer number n is locally limited in order to obtain full coverage
between original pixel. They reflect the future and past amplitude evolution at pixel
C. Finally, the fused image is interpolated to fill a regular grid using biharmonic
splines. This scheme is a well established interpolation technique used for surface
topography maps in satellite data [110] and avoids spurious overshooting known for
simple spline interpolation. Other reconstruction schemes, used in machine vision,
e.g. normalized convolution, exact or iterative construction [111] are much more
expensive to compute and do not give better results.
6.2.2 Optical flow vs. displacement vectors
To test the proposed algorithm of displacement vectors estimation for 2D-probe
arrays, it is applied on synthetic data consisting of a gaussian structure with nor-
malized amplitude mapped on a 15×15 grid (Fig. 6.4). It moves along the dashed
line with constant velocity. By using the standard method used in computer vision
based on iterative solution of Eq. 6.6, as presented in the section 6.1.2, the displace-
ment vectors are shown in Fig. 6.4a. They do not shows parallel and equal vectors as
expected. Spatial variation of estimated vectors is caused by poor gradients informa-
tion. Using the correlation based algorithm, special designed for 2D-probe array with
spatial under-sampled data, the estimated vectors are denoted in Fig. 6.4b. Clearly
the proposed algorithm gives a better estimate of displacement vectors. They are
all parallel to the real direction of structure motion (dashed line) and their constant
magnitude corresponds to the original value.
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Figure 6.4: Velocity field computed with first order Taylor expansion [106] (a) and
our correlation based algorithm (b) for gaussian structure (color filled contours) with
radius r = 2.5a, which propagates with constant velocity along the dashed line.
6.3 Remarks
This chapter proposed a super-resolution algorithm to enhance the spatial resolu-
tion of spatio-temporally resolved plasma diagnostics. This algorithm is taken from
computer vision and adapted to 2D-probe arrays. Although the described algorithm
is based on cartesian coordinates for the probe positions, it can easily be modified
for different probe arrangements. It has to be pointed out that similar results have
been found for equally distributed probes in poloidal coordinates. In principle, any
probe array could be used. Even if the probe positions are subject of random dis-
placements from strict ordering, the results are found to be similar. The performance
of the algorithm will be tested in detail in the following chapter.
Chapter 7
Applications of super-resolution to
plasma diagnostics
In this chapter the super-resolution algorithm proposed in the last chapter [112] is
tested first on artificial data and then on typical turbulence data from experiment.
For this reason first the adapted algorithm for 2D probe-arrays is tested on the
simplest synthetic data of a single structure. To quantify the improvement of the
method the main structure properties such as, amplitude, trajectory and shape are
analyzed in detail. To test if super-resolution can manage complex situation, it is
applied in the last part of the chapter to turbulence data from simulation.
7.1 Application to synthetic data
Typically, probe arrays are used to investigate plasma turbulence, e.g. to quantify
the contribution of coherent structures to anomalous transport, to identify their
instability mechanism, or to study nonlinear wave phenomena. In any case, am-
plitude, trajectory and shape of structures are of major interest. Hence, a perfor-
mance test of our super-resolution algorithm has to focus on these quantities. In
order to study them independently, the super-resolution algorithm is applied to
synthetic data first. In the following we use a simple arrangement of 8×8 probe on a
square grid, which is quite typical for Langmuir probe arrays in several experiments
[32, 24, 34, 35, 36, 37, 33]. For the following analysis the probe distance is arbi-
trary and the results depend on the ratio of structure size to probe distance only.
Accordingly, the structure size is given in units of probe distance a.
The synthetic data consists of a gaussian structure with normalized amplitude
mapped on a 8×8 grid (Fig. 7.1). It moves along a linear trajectory with constant
velocity. Its direction is chosen arbitrarily with respect to the grid with the only
condition that it does not have any short-scale periodicity. Only a short part of
structure path in the middle of the array is considered in the following to exclude
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Figure 7.1: Visualization of synthetic data which is used to test the super-resolution
algorithm. The dots indicate the probes/pixels arranged on a 8×8 grid. The color
filled contours represent the gaussian structure. It has constant amplitude. The
arrow indicates the direction of propagation. The structure propagates with constant
velocity.
effects of the array boundaries. Different structure sizes were used to generalize the
analysis. To investigate the improvement of the super-resolution algorithm the main
characteristics, i.e. amplitude, trajectory and shape, of the structure are compared
in detail with and without application of the super-resolution. This means, the raw
data set (8×8 pixel) and the super-resolved data set are interpolated with biharmonic
splines to the same resolution. Hence, the differences are solely attributed to the use
of super-resolution. In all graphs the simple interpolated raw data is represented
by dashed lines and squares, while the super-resolved data is marked by solid lines
and circles. The dotted lines refer to the gaussian structures and are plotted for
reference.
Amplitude
The structure amplitude is an important quantity as it determines the life time
of a structure and its transport properties. First, the simple interpolated raw data
is analyzed. The dashed blue line in Fig. 7.2 shows the maximum amplitude of a
Gaussian and its temporal evolution along the trajectory as it is recovered with-
out super-resolution. The structure radius is r ≡ σ = 0.5a, which is close to the
spatial Nyquist limit. Clearly, the original amplitude is only recovered at a single
position along the trajectory (x = 3). At all other positions the measured amplitude
is significantly lower. Further, the amplitude shows strong variations. Peak ampli-
tude reductions of up to 45% are observed and on average only three quarter of
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Figure 7.2: Structure amplitude along its trajectory (see Fig. 7.1). The position
represented by the projection to the x coordinate and is given in units of the grid
size a. The structure has a radius of r = 0.5a. The simple interpolated data is
represented in dashed blue lines and squares, the super-resolved data is marked by
red solid lines. The amplitude reference is shown by means of the black dotted line.
the original amplitude are recovered. A closer inspection of Fig. 7.3a and a com-
parison with Fig. 7.2 reveals that the original structure amplitude is resolved where
the trajectory coincides with a probe position and that the amplitude minima are
at positions where the distance between the structure maximum and neighboring
probes is maximum. Hence, the measured amplitude evolution depends sensitively
on the trajectory, i.e. its distance to the probes. However, similar behavior is found
for any other trajectory. The same analysis can be made as a function of structure
sizes. Structures with radius below r = 0.3a are not analyzed because they are so
small that they are almost invisible for the probe array, i.e. they can propagate
quite long distances without hitting a probe. Fig. 7.3 shows the mean (open blue
squares) and minimum amplitude values (solid blue squares) obtained from simple
interpolation (dashed blue lines) along the trajectory shown in Fig. 7.1. The curves
show severe amplitude reduction with decreasing structure size. Further, the dis-
crepancy of average and minimum amplitude increases with decreasing amplitude.
This indicates that the overall amplitude variation along the trajectory increases.
Furthermore, even for structures with radius r ≥ a, significant amplitude deviations
from the reference value (dotted black line) are observed. This means that even for
large structures, which cover several probes at a time, the average amplitude is un-
der estimated. Structures larger than r = σ ≥ 1.5a are not shown because almost
100 % of the amplitude is resolved on average. Amplitude evolution of the same
synthetic data using super-resolution is shown in Fig. 7.2 and Fig. 7.3 (solid red
line with circles). Figure 7.2 shows that for identical conditions an almost constant
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Figure 7.3: The mean (open markers) and maximum (solid markers) trajectory de-
viation along the trajectory is shown as a function of structure size. The simple
interpolated data is represented dashed blue lines and squares, the super-resolved
data is marked by solid red lines.
amplitude is now found along the trajectory. The variations are below 3%. Further,
the amplitude is almost unity, i.e. agrees with the reference value (dotted black line).
This is a significant improvement compared to the simple interpolated data (dashed
blue line). Furthermore, this result even holds for the full spectrum of structure sizes
(Fig. 7.3). For large structures the amplitude is fully recovered by super-resolution.
Only for structure sizes r < 0.5a notable deviations are found, but they are still
below 5% on average. For structure sizes r ≤ 0.3a, the amplitude variation suddenly
increases and almost approaches the value of the simple interpolated data, which is
not surprising as the time trace of neighboring probes looses correlation due to the
sporadical detection by probes.
Summarizing, Fig. 7.2 and Fig. 7.3 show that the amplitude information cannot
be recovered with simple interpolation even in case of rather large structures, while
super-resolution is capable to improve the amplitude evolution of the structures as
long as the grid size is in reasonable agreement with the structure size.
Trajectory
The capability of super-resolution to recover the structure trajectory is investigated
in the following. A robust definition for structure trajectory is the position of a local
amplitude maximum as function of time. Fig. 7.4 a shows the trace for the same
Gaussian as in Fig. 7.2 and Fig. 7.3. The true trajectory is indicated by a dotted
black line. The results of simple biharmonic spline interpolation of the data (dashed
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Figure 7.4: Short part of a typical structure trajectory for structure with radius
r = 0.5a. The dots indicate the probe/pixel positions. The dotted black line is the
real trajectory of the structure. The arrow represents the motion direction. The
markers indicate the positions of the structure maximum.
blue line with squares) reveal two things. First, the detected structure maximum
does not follow the dotted black line. Strong deviations are observed. The trajectory
basically consists of orthogonal parts which are aligned with the grid vectors of the
probe array. Second, although the maximum positions (blue squares) are measured
with a fixed sample rate they are not uniformly distributed along the trajectory.
They tend to focus close to probe positions and the measured structure velocity
shows strong modulation. To quantify the result for different sizes of the structure
the maximum and the mean deviation from real trajectory is computed using
∆ =
1
N
N∑
i=1
|freal(x(ti), y(ti))− f(x(ti), y(ti))|, (7.1)
where freal(x(ti), y(ti)) is the original structure position and f(x(ti), y(ti)) is the
actual position obtained by simple interpolation at time ti. Fig. 7.5 shows the result
for simple interpolation (dashed blue line). Clearly, the trajectory deviation increases
with decreasing structure size. For small structures maximum trajectory deviations
(solid blue squares) are comparable with the half grid spacing. An analysis similar
to Fig. 7.4 shows that this is caused by more and more step-like trajectories with
increasing focus at probe positions. Further, Fig. 7.5 shows that significant deviations
are observed even for structure radii which are comparable with grid spacing. For
large structures the deviations approach the meshwidth of the interpolation grid.
Basically, this means that the maximum is preferably detected at the probe positions
and it tends to jump from one probe position to the next in order to stay closest to
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Figure 7.5: The mean (open markers) and maximum (solid markers) trajectory de-
viation along the trajectory is shown as a function of structure size.
the trajectory within a discrete grid. This is in good agreement with the observations
made for amplitude evolution. If the maximum is found close to a probe position its
value is given by the value measured with that probe. Hence, the further the probe
and the trajectory are separated the more the maximum amplitude will deviate from
unity. Additionally this effect becomes more dramatic with decreasing structure size.
This is exactly what is observed in Fig. 7.4 and Fig. 7.5. The same analysis for
super-resolution reveals that the trajectory (solid red line in Fig. 7.4) is closer to the
real one. A nearly uniform distribution of maximum positions along trajectory is
obtained and, therefore, the structure velocity is found almost constant. The mean
trajectory deviation is almost independent of structure size (open red circles) and
corresponds to half grid spacing of interpolated data. For small structures slight
deviations from trajectory exist, but they are negligible.
Comparing Fig. 7.2 and Fig. 7.4 the errors in amplitude and trajectory are
well correlated. Interpolation tends to put the maximum close to the probe if it is
operated on spatially under-sampled data. Hence, no significant improvement can
be obtained by simple interpolation. Obviously, super-resolution removes the spatial
under-sampling and all subsequent problems with amplitude and trajectory.
Shape
Reliable information on structure shape is important for several physical processes
in plasma, e.g. mode structure [113, 114] or decorrelation by sheared flows [115].
For our synthetic data the shape of a Gaussian is represented by concentric, circular
7.1. APPLICATION TO SYNTHETIC DATA 81
Figure 7.6: Example for shape deformation of a structure with r = 0.5a. Dashed
line contours represent a structure obtained from simple interpolation. The super-
resolved structure is represented by solid lines. In the background by color filled
contours the original gaussian is posted.
contour lines. Fig. 7.6 shows the contour lines of a Gaussian with r = 0.5a for sim-
ple interpolated (dashed line) and super-resolved data (solid line). Clearly, simple
interpolation of the spatially under-sampled data (dashed line) yields strong defor-
mations (Fig. 7.6) from circular shape. On the contrary, super-resolution reproduces
the circular shape almost perfectly. In order to quantify the shape deviation the
root mean square displacement of the 50% contour is computed, i.e. for 100 equidis-
tantly distributed points on the circular 50% reference contour the root mean square
distance to the obtained contour is computed. Fig. 7.7 shows the result for various
structure radii. To eliminate effects of amplitude and trajectory errors the structures
are centered and rescaled to their original amplitude before computing the shape
deviation. For structure radii larger than the grid size the shape deviations of simple
interpolated (dashed line) and super-resolved (solid line) data are comparable. Both
methods reproduce the circular shape quite well. For smaller structures the simple
interpolation leads to significantly larger shape deviations. Basically, the observed
structures are elliptical as shown in Fig. 7.6. The decrease in shape deviation for
very small structures (r = 0.4a) for simple interpolated data is attributed to the
fact that structures which cover just one probe have to produce circular contour
lines solely due to interpolation. Hence an analysis for structures with r ≤ 0.3a is
omitted here. As already mentioned, a typical situation where structure shape is of
interest is found in shear flows. There, structures are stretched until they decorrelate
into two separate structures. To check whether the resolution of super-resolution is
sufficient to detect such process, two Gaussians with similar amplitude and radius
r = 0.5a are placed with separation a. Fig. 7.8 shows the result obtained by simple
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Figure 7.7: Shape deviation of 50% contour for different structure sizes. Dashed blue
line indicates simple interpolation, the solid red line indicates super-resolution.
interpolation (dashed line) and super-resolution (solid line). While simple interpola-
tion yields just one elongated structure with an eccentric maximum, super-resolution
clearly resolves both maxima. Both maxima are found to have similar size, shape
and amplitude and the contours are in close agreement with the original data. Hence,
Fig. 7.8 shows that super-resolution improves the resolution, as it allows to separate
two structures which are merged with simple interpolation.
7.2 Application to simulation turbulence data
So far the tests with synthetic data allowed to investigate the improvements ob-
tained with super-resolution in detail. They allowed to study the working principle
of the algorithm and to pinpoint the origin of observed deviations in amplitude, tra-
jectory and shape. However the results where obtained for smooth, fully symmetric
structures which propagate with constant velocity along a straight line without any
other structure or noise being involved. From a practical point of view, this does not
assure that the algorithm can handle complex situations like turbulence, where many
irregular shaped structures are involved, which obey complicated rules of motion. In
order to demonstrate the applicability of super-resolution to turbulence data without
lacking a well defined reference, simulations based on the Hasegawa-Wakatani drift
wave model [116] are performed. To be in close agreement with typical experimental
conditions a constant drift velocity along the slanting direction with about 10 pixels
per second is included. The simulation provides data with high spatial (256×256
pixel) and temporal resolution. A typical density fluctuations evolution with full
spatial resolution is plotted in first row of pictures from Fig. 7.9. They denote three
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Figure 7.8: Shape of two structures with r = 0.5a and separation a. Solid contours
show the the result obtained with super-resolution. The dashed lines corresponds
to simple interpolation. The color filled contours represent the original gaussian
structures.
snapshots over 20 µs at 0, 10 and 20 µs respectively.In order to simulate a typical
plasma diagnostic, the data is downsampled by a factor 23, i.e. the initial resolution
of 256×256 is reduced to 12×12. The simple interpolated, low resolution images
corresponding to the first row of pictures are shown in the next row of pictures in
Fig. 7.9. Clearly, the large scale properties are similar, but the amplitudes are signif-
icantly lower and many small scale structures have disappeared or merged to larger
ones. Hence, an agreement with original scenes cannot be stated. In the last row of
pictures Fig. 7.9 shows the same undersampled data, but this time reconstructed
using super-resolution. The overall agreement with original data set has significantly
improved. The amplitudes are in good agreement and the number and positions of
maxima are well reproduced. Even the shape of structures is much closer to the
original data.
A quantification of the result is obtained by computing k-spectra. For sufficient
statistics the spectra are averages of 35 images. To obtain a common scaling, all
spectra are normalized to RMS-amplitude (Root Mean Square) of full resolution
images. Fig. 7.10 shows the average k-spectra for original simulation data (dotted
line), simple interpolation (dashed line) and super-resolution (solid line). To provide
a link between wave vector k and the results obtained in the previous section a
second scale in units of structure radius normalized to the grid size (a = 23 pixel)
is plotted. First, it is found that the simple interpolated data yields too low power
even for small values of k, i.e. large structure size. An amplitude reduction of 3dB
is observed, i.e. only about 70% from original amplitude can be recovered. This
is in good agreement with the result obtained for synthetic data (see Fig. 7.3).
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Figure 7.9: First row of three pictures show full resolution image of turbulent fluc-
tuation obtained from a Hasegawa-Wakatani-drift wave model [116]. Second row of
pictures shaw the result of simple interpolation applied to a down sampled data.
Third row of images denote the result of super-resolution applied to the same down
sampled data .
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Figure 7.10: The k spectrum calculated from Fig. 7.9. The additional upper scale
refers to the structure size definition used for synthetic data. The dotted line cor-
responds to Fig. 7.9a, the dashed line to the simple interpolation result shown in
Fig. 7.9b, and the solid line refers to super-resolution (Fig. 7.9c).
However, for super-resolved data the information is recovered to almost 100%, as
long as the structures are larger that the grid size (r > a). Even for small structures
(r < a) a clear improvement is observed for super-resolution. For structure sizes
down to r = 0.3a (logk ≈ −0.4) the power law for super-resolution has an exponent
close to those of the original data. Below r = 0.3a the slope of super-resolved and
interpolated data is identical and is typical for the interpolation process. This is
in full agreement with the results from synthetic data (Fig. 7.3) and indicates an
enhancement of resolution.
7.3 Summary and conclusion
In this chapter the proposed super-resolution algorithm as a method for enhance-
ment of the spatial resolution of spatio-temporally resolved plasma diagnostics was
tested by application to synthetic data and turbulence data from simulation. It
was shown that simple interpolation of typical experimental data does not yield
reliable results for turbulence investigations. Amplitudes, trajectory and shape are
found to be subject of severe errors even for structures being much larger than
the spatial Nyquist limit. A detailed comparison with super-resolved data revealed
that amplitude, trajectory and shape are significantly improved by application of
our super-resolution algorithm. These important physical quantities are found to
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be reproduced qualitatively and quantitatively, even for structures smaller than the
spatial Nyquist limit. The application of the super-resolution algorithm to turbu-
lence data obtained from a Hasegawa-Wakatani drift wave model showed that the
algorithm is able to deal with typical turbulence data and significantly improves the
results. Hence the proposed super-resolution is found suitable for plasma turbulence
investigation [112]. This method promises to enable better diagnostics of transport
processes in plasma turbulence and especially the investigation of large scale coher-
ent structures, their dynamics and life time will benefit from super-resolution.
Chapter 8
Comparison of super-resolution
and conditional averaging
The previous chapters have shown that spatio-temporal imaging of plasma fluctu-
ations can be done using electrostatic probes in two ways, using conditional aver-
aging (CA) technique, and using multi probes synchronous recordings by 2D-probe
arrays. To understand the physical processes resolved by these diagnostic methods
a comparison of them is required. Therefore, this chapter concentrates on compari-
son between synchronous measurements using 2D-probe array and CA results. For
this reason, these two methods are applied to weak turbulence (multi mode) data
from the KIWI experiment. For a better comparison the CA analysis is applied at
similar resolution data set from 2D-probe array using synchronous recordings. To
overcame the spatial resolution of 2D-probe array the data is improved using the
super-resolution (SR) algorithm presented in the chapter 6. The main features of
the turbulence, i.e. structure amplitude and spatial evolution, are analyzed in detail
to quantify differences between CA and SR.
8.1 Spatio-temporal characterization of weak tur-
bulence
In this chapter, spatio-temporally resolved density fluctuations of a weakly turbu-
lence state are recorded and analyzed using conditional averaging (CA) method and
super-resolution (SR) to compare the diagnostic methods. Before comparison a brief
characterization of the turbulence in the KIWI device is presented in this section.
It focuses on techniques used in previous works and will allow us to motivate the
guide lines for the comparison of CA and SR. For CA analysis the improved method,
as presented in the chapter 4 is used. The experimental setup was described in the
Chapter 2 in detail.
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8.1.1 Super-resolution results
As presented in the Chapter 2, a weakly turbulent plasma can be obtained in the
magnetized midsection of the KIWI device by adjusting the grid voltage. Plasma
density fluctuations in this regime have been already characterized from temporal
evolution point of view in the Chapter 2. It was shown that the broad peaks in the
low frequency regime of the spectrum correspond to typical frequencies of m=1...3
drift modes. The decrease of the power spectrum is given by a power law S(f) = f−α,
with α ≈ 3. These findings indicate that the turbulence is only weakly developed
[75, 76].
Using simultaneously recorded data of the probe array the spatio-temporal evo-
lution along the azimuthal direction can be visualized and quantified (Fig. 8.1a and
Fig. 8.1b). These density fluctuations (Fig. 8.1a) are recorded in the area of the
steepest gradients. The spatio-temporal density evolution is highly irregular and
pronounced structures eventually occur and propagate in azimuthal direction. The
slight difference of stripes inclination indicates that the velocity of the structures
is not constant. Many of those spatio-temporal structures seem to have a finite
lifetime and frequent phase dislocations can be observed. The corresponding mode
number-frequency power spectrum (Fig. 8.1b) is obtained by direct Fourier transfor-
mation of the spatio-temporal data (Fig. 8.1a). The wave number spectrum indicates
the presence of several modes involved. It shows more peaked spectra at low mode
numbers and broader in rest. These results are in good agreement with previous
measurements [8, 27] with probe arrays special designed for this 1D spatio-temporal
analysis.
By super-resolving the new probe-array data, 2D pictures of plasma fluctuations
which cover entire plasma column are obtained. Fig. 8.1c shows snap shots of plasma
density fluctuations at different time instants. The values of the color bar denotes
ion saturation currents normalized to the standard deviation of a reference probe
localized in the region of the maximum density gradient. The pictures show a com-
plex situation consisting of multiple maxima. Dominant are pictures with 1, 2 and
3 structures, as denoted by the spectra (Fig. 8.1b) too. Therefore, the weak turbu-
lence state from the KIWI can be characterized as a multi mode situation, where
the most stable drift modes in the KIWI, i.e. m=1,2,3, contribute significantly to
the observed fluctuations.
8.1.2 Conditional averaging results
The weak turbulence state, at the same plasma conditions, is analyzed in this section
using CA technique. For this reason a cross section in the middle of the device is
scanned using the 2D positioning system (see Chapter 2 for technical details) with
a resolution of 1 mm. As reference a probe of the array is again chosen. The trigger
condition consists of a signal threshold of 1.5·σRP and a window of 0.2·σRP combined
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Figure 8.1: a) Spatio-temporal data, b) the frequency-mode number spectrum and
c) plasma density fluctuations picture, using 2D probe array. The data used for
these plots are acquired using 2D-probe array. For (a) and (b) the data from probes
situated at the same radial positions in the region of steepest gradients, is used.
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with a positive slope of the signal. The spatio-temporal evolution of the CA resolved
structures is shown in Fig. 8.2a.
In order to compare the results of CA with SR, both techniques should be
applied to data set recorded with similar resolution. For this reason the CA analysis
is applied also on synchronous data from the 2D-array data. For both cases the same
reference probe and the improved CA method (see Chapter 4) are used. The CA
results on 2D-array data are shown in Fig. 8.2b.
By using the 2D positioning system (Fig. 8.2a), the averaging structures are
spatially resolved with higher resolution, than using 2D probe array (Fig. 8.2b).
However, in both CA results the development of a large-scale density structure can
be clearly seen. The presence of one pronounced maxima which propagates anti-
clockwise in azimuthal direction is observed. There is no difference in size of the
structure and direction of propagation. Further, there are no phase shifts between
different recording methods. All pictures indicate a monopole-like shape of the coher-
ent structure and these results are in good agreement with previous investigations
[27]. Therefore, due to the structure size even lower resolution of the 2D-array is
suitable to obtain good results for a comparison with SR data. Furthermore, the
CA of synchronous recording does not differ from asynchronous CA. Therefore, for
a better comparison the 2D-array data can be used for both: CA analysis and SR.
At the first glance, the characterization presented in the previous section and
the CA analysis of the same turbulence situation shows differences between CA and
SR. On one hand, the improved CA analysis (see Chapter 4) has been developed in
order to improve the amplitude information. Therefore, a quantitative comparison
of SR and CA first implies an analyze of the resolved structures amplitude. On the
other hand, SR indicates a complex spatial behavior of the turbulence consisting of
mixture of drift wave modes (Fig. 8.1c) while by CA analysis a clear monopole-like
structure is obtained (Fig. 8.2). This is a notable difference that demands further
investigations.
8.2 The amplitude evolution
As shown in the Chapter 3 the amplitude estimate of the standard CA is critical.
The cross-correlation based improved CA method (see chapter 4) promises better
results and a comparison with SR results allows to judge whether the resolved am-
plitude is sufficient. For this reason the amplitude of the CA monopole-like structure
(Fig. 8.2b) is compared with amplitudes of the original selected structures contained
in 2D array data and improved by SR (Fig. 8.1c). This comparison is made for dif-
ferent trigger thresholds of CA analysis. Fig. 8.3 shows the amplitude statistics
of SR data. The results are normalized to the standard deviation of the reference
probe. In this amplitude distribution, only those structures with higher amplitude
than the trigger threshold and with similar spatial location as the CA structure at
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Figure 8.2: Conditionally averaged density fluctuations recorded in the azimuthal
section perpendicular to the magnetic field. a) The CA analysis is done with standard
procedure by using the 2D positioning system to gain spatial information. b) CA
results using 2D-array synchronous recorded data. The values at the color bar are
ion saturation currents in units of standard deviation of the reference probe.
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Figure 8.3: The structures amplitude statistics for weak turbulence in KIWI. The
white dots represent CA structure amplitude at different trigger thresholds. The
background color plot shows the amplitude distribution of structures selected in CA
analysis. The color bar indicates the number of structures.
τ = 0µs are considered. It shows a broad distribution of amplitudes, i.e. between
1.5−2.5 ·σRP . By white stars the amplitude of the resolved monopole-like structure
by CA analysis at τ = 0µs is denoted. The trigger level and the trigger window
(0.2 · σRP ) effects lead to CA structures amplitude values in the lower boundary of
the distribution. These results are in good agreement with CA results presented in
the chapter 4. Even for a low trigger level the CA amplitudes are reasonable. How-
ever, CA amplitudes are still at the lower bound whereas the average SR structure
amplitudes are higher.
8.3 The spatio-temporal structure
To address the second question, namely why CA analysis yields an azimuthal prop-
agation of a monopole-type density structure while the other method indicates a
complex behavior of multiple structures, individual 2D snap shots at the same time
instants, i.e. τ = 0µs, as presented in Fig. 8.4 are analyzed. To simplify the analy-
sis, the spatial distribution along the structure trajectory is considered by taking
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only one radial position (line-plots from Fig. 8.4). This is justified because CA and
SR results (Fig. 8.3b and Fig. 8.2c) indicate a mostly azimuthal propagation of the
resolved structure. For comparison randomly selected subseries of SR data, which
were used for CA, are presented in Fig. 8.4. The CA result shows only one clear
maximum at spatial position φ = 1.6 · pi. Due to the trigger condition SR indicates
always a maximum at φ = 1.6 · pi as well, but in many cases there are additional
maxima. The positions of the additional maxima differ from a subseries to another.
To analyze the relation between CA and SR results in more detail the distance
between SR structures is of interest. This distance is computed as the separation
length between the maxima at φ = 1.6 · pi and the neighboring maxima (black
dots). The distance distribution for all selected subseries is shown in Fig. 8.5. This
distribution shows a number of structures at the same spatial position as the CA
structure, i.e. due to the trigger threshold, and in rest a broad distribution with
small broad peaks at about 2 · pi/4, 2 · pi/3 and 2 · pi/2. These peaks indicate the
pattern of drift modes in this weak turbulence state, i.e. m=1..4.
Guided by the results presented upon the contribution of modes to the fluctu-
ation (see 8.1.1) we now use the distance between maxima as an estimation of the
wavelength of the drift mode. To understand this effect let take the most extreme
case where the structure distance statistics is the wavelength statistics of monochro-
matic modes. Although, this is a cruel assumption which makes the most extreme
case. If it is possible to explain the relation of CA monopole and sinusoidal wave, it
will certainly hold for short wave-pattern as well. By considering the monochromatic
wave as a harmonic oscillation, i.e. cos(2 · pi/dk · x) with x = 0..2 · pi and dk be the
structures distance, the averaging results (Fig. 8.6) show a monopole (red dashed
line) that fits the CA-measurement very well (blue solid line). At first glance this
seems to be a surprising result, but mathematically, this is not. It is well known
that a broad distribution of wave lengths can be used to produce a localized wave
package or even a delta function. Hence our measurement shows directly that the
wave spectrum observed in experiment yields a CA monopole, i.e. δ =
∑
k
(cos(k ·x)).
Further this means that the CA analysis cannot give information on the structure
shape because this wavelength analysis is possible only for synchronous data. This
analysis fails for two probes technique where the measurements are asynchronous.
8.4 Conclusion
In this chapter the results of super-resolution and conditional averaging methods
on weak turbulence data from the KIWI experiment have been compared. The
spatio-temporal evolution of weak turbulence means, from CA analysis point of
view, azimuthal propagation of a monopole-type density structure, while by SR the
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Figure 8.5: The structure distance statistics for SR data. Zero denote monopole-
type structure. The broad peaks in the distribution indicate drift modes pattern,
i.e. m=2..4.
Figure 8.6: The averaging result of monochromatic modes (red dashed line) with
broad wavelength distribution (Fig. 8.4). The small plot in the upper corner indicates
an example of the artificial monochromatic mode signal. The blue line indicates the
CA result from experiment.
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turbulence state implies a complex behavior of multiple structures. It was shown
that CA give reliable results only for local approximation around the reference but
it fails to resolve the global evolution. Therefore, for characterization of the turbu-
lence instantaneous spatio-temporal measurements are needed.
Chapter 9
Summary and conclusions
Spatio-temporal investigations of plasma fluctuations from the linear KIWI device
were made using advanced Langmuir probe methods. First, the conditional averag-
ing technique was applied. It yields to spatio-temporal information about plasma
fluctuations by analyzing the statistical relationships between a fixed and a movable
probe. For this a 2D scanning system with a spatial resolution of 1 mm has been
constructed. Second, a new 2D-probe array which cover entire plasma column was
constructed and used for multi-point simultaneous recordings of plasma fluctuations.
It was shown that the conditional averaging is an apparently simple technique
that uses only two probes and gives high spatial and temporal resolution. A detailed
comparison of the model predictions and conditional averaged synthetic data has
shown that the conditional averaging process introduces a significant amplitude
reduction to the data. The reason of this amplitude reduction was found to be caused
by false trigger events, i.e. trigger events that are caused by the background noise
without any coherent signal being involved. Further, the comparison showed that
conditional averaging is not sensitive with respect to structure size, i.e. only large
amplitude fluctuations are detected by this method. This causes severe implications
in the experiment on the estimation of anomalous transport caused by the coherent
structures. An amplitude reduction of density and potential structures by a factor of
up to three each, would yield a contribution to transport that is nearly one order of
magnitude too low. The origin of the amplitude damping found by using synthetic
data was analyzed in the experiment using the correlation analysis of the conditional
averaging results. It was shown that reliable amplitude of conditional averaging can
be obtained using an advanced correlation analysis that defines the proper choice
of the trigger condition. However, it was shown that the averaging process implies
that only the average temporal evolution is observed, which can be quite different
from the real dynamics.
By using the 2D-probe array for spatio-temporal diagnostics it was shown that
a limited number of probes (' 1 probe/cm2) cannot provide the necessary spatial
resolution for advanced investigations. This can give severe limitations on advanced
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turbulence diagnostics, i.e. energy cascades, transport barriers, etc. Although, the
mentioned diagnostics are very limited in spatial resolution their temporal resolution
is in most cases by far sufficient. In many cases sample rates of 1 Ms/s are achieved
which is almost one order of magnitude higher than necessary. Along the idea to
use this wealth of information to improve the spatial resolution, a post-processing
algorithm (super-resolution) that transfer information from the time-domain into
the space-domain by proper interpolation was adapted from computer-vision to our
2D-probe array. Based on cross-correlation analysis of the temporal information, the
super-resolution algorithm was used even with very small number of grid points as
it is typically found for probe array data.
The capability of the proposed super-resolution algorithm for spatial improve-
ment of 2D probe array data was proven first on synthetic data and then on ex-
perimental data. A detailed analysis on synthetic data showed that the amplitude,
trajectory and shape are significantly improved. These important physical quantities
are found to be well reproduced qualitatively and quantitatively, even for structures
smaller than the spatial Nyquist limit. The application of the super-resolution al-
gorithm on turbulence data obtained from a Hasegawa-Wakatani drift wave model
showed that the algorithm is capable to handle typical turbulence data and sig-
nificantly improves the results. Hence, the proposed super-resolution method was
found suitable for plasma turbulence investigation. This method promises to enable
better diagnostics of transport processes in plasma turbulence and especially the
investigation of large-scale coherent structures, the investigation of their dynamics
and life time will benefit from super-resolution.
In this thesis it was shown that spatio-temporal imaging of plasma fluctuations
can be performed using electrostatic probes in two ways, namely using conditional
averaging technique and multi probes synchronous recordings by 2D-probe arrays.
To understand the physical processes resolved by these diagnostic methods, a com-
parison of them was presented in the final chapter. For this reason, results of super-
resolution and conditional averaging method on weak turbulence data from the
KIWI experiment were analyzed. It was shown that the spatio-temporal evolution
of weak turbulence means, from the conditional averaging analysis point of view,
that an azimuthal propagation of a monopole-type density structure prevails, while
super-resolution analysis implies a more complex behavior of multiple structures.
It was shown that conditional averaging gives reliable results only for the local
approximation around the reference probe but fails to resolve a global evolution.
Therefore, to characterize the turbulence correctly, instantaneous spatio-temporal
measurements are needed.
In this work the advanced techniques for spatio-temporal plasma fluctuations
diagnostic was experimentally tested on simple low-β devices. In these experiments
where steady state operation is possible drift waves and weak turbulence (multi-
mode) states were studied directly with probes. Especially, the linear magnetized
configuration has the advantage of allowing to study the transition from a simple
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situation (monochromatic wave) to a complicated (weak turbulence) in a well con-
trolled experiment. These are solid basics to develop and test the principles of new
diagnostics. In general the introduced methods are not restricted to these systems.
As the simulation has shown the application of the super-resolution does only require
spatio-temporal data. Electrostatic probes are only one possibility. In fusion devices
the application of super-resolution to the gas puff imaging ([45, 46]) or emission
spectroscopy should be possible.
In general, the spatial under-sampled data is not only found in plasma physics.
Other fields like geophysics, astrophysics or medicine suffer under limited spatial
resolution cause by a limited number of recording channels, while the recording speed
of the capturing techniques make possible temporally over-resolved data records.
Therefore, the proposed super-resolution algorithm presented here can provide a
feasible solution for spatial resolution improvement in many fields.
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