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Einleitung
Viele Probleme aus dem Bereich technisch-wissenschaftlicher Anwendungen
konnen als globale nichtlineare Optimierungsprobleme formuliert werden.
Im Gegensatz zur lokalen Optimierung, bei der eine optimale Losung in
der Nahe eines vorgegebenen Punktes gesucht wird, verlangt die globale
Optimierung das Aunden des
"
besten\ lokalen Optimums. Wahrend das
Gebiet der lokalen nichtlinearen Optimierung bereits seit vielen Jahren er-
forscht wird und entsprechend zahlreiche Theorien, numerische Verfahren
und Veroentlichungen vorliegen, ist das Gebiet der globalen Optimierung
bisher noch wenig untersucht worden. Wie wichtig eine zukunftige intensi-
ve Forschung auf diesem Gebiet sein wird unterstreicht die Tatsache, da
die meisten sogenannten real-world-Probleme von globalem und nicht etwa
lokalem Charakter sind (vgl. z. B. [49] und [57]). Im allgemeinen heit das,
da eine groe Zahl lokaler Minima existiert, fur die ein globales Optimie-
rungsverfahren zwar auf bekannte lokale Verfahren zuruckgreifen kann, da
aber zusatzlich globale Information benotigt wird. Ein Verfahren zur globa-
len Optimierung konvergiert namlich nur dann garantiert gegen das globale
Minimum, wenn die Iterierten das gesamte Optimierungsgebiet vollstandig
abdecken und somit dicht darin liegen (vgl. Satz 1.3.5 in Abschnitt 1.3).
Ein exzellentes Hilfsmittel zur Ermittlung globaler Informationen uber
Teilbereiche des Optimierungsgebietes ist die Intervallrechnung , denn Inter-
valle reprasentieren i. a. unendlich viele Punkte, namlich alle Punkte, die
auf und zwischen den beiden Intervallgrenzen liegen. Unter Verwendung ei-
ner einzigen intervallarithmetischen Funktionsauswertung konnen beispiels-
weise Aussagen uber die Lage der Funktionswerte fur alle Punkte inner-
halb eines Intervalls gemacht werden. Dabei sind alle bei der praktischen
Durchfuhrung auf dem Rechner auftretenden Rundungsfehler mit erfabar,
so da garantierte Fehlerschranken automatisch mitgeliefert werden. Inter-
vallverfahren sind somit in der Lage, Einschlieungen fur alle Losungen
eines Problems, z. B. eines globalen Optimierungsproblems, zu berechnen.
2 Einleitung
Dabei kann prinzipiell eine beliebige Genauigkeit erreicht und nicht nur {
wie von vielen
"
Intervall-Laien\ falschlich angenommen { ein unrealistisch
groes Intervall berechnet werden. Die Grundlage fur die Durchfuhrung sol-
cher Einschlieungs- oder auch Verikationsverfahren auf einem Rechner
bilden die Arbeiten uber eine mathematisch formulierte Rechnerarithme-
tik in den ublichen reellen Raumen und Intervallraumen des numerischen
Rechnens von Kulisch und Miranker ([31], [33], [35]). Implementierungen
solcher Arithmetiken wurden im Rahmen von Spracherweiterungen von
FORTRAN, PASCAL und C am Institut fur Angewandte Mathematik der
Universitat Karlsruhe entwickelt.
Diese Arbeit beschaftigt sich mit einem auf erweiterter Intervallarith-
metik beruhenden Verikationsverfahren zur globalen Optimierung ohne
Nebenbedingungen, dessen grundlegende Form auf den von Hansen [13]
entwickelten Algorithmus bzw. auf die verwandten Algorithmen von Moo-
re [38] und Skelboe [55] zuruckgeht. Es werden zahlreiche Modikationen
sowohl des grundlegenden Algorithmus als auch der ezienzsteigernden,
zusatzlich angewendeten Methoden entwickelt. Schwerpunktmaig wird da-
bei der in erweiterter Intervallarithmetik auszufuhrende Intervall-Newton-
Schritt bzw. Intervall-Gau-Seidel-Schritt behandelt, fur den unter Verwen-
dung spezieller Aufteilungstechniken und Prakonditionierer je nach Anwen-
dungsfall deutliche Verbesserungen erzielt werden konnten. Es wird auch ei-
ne spezielle Methode zur Randbehandlung entwickelt, was in der Literatur
bisher vernachlassigt wurde. Neben einer hohen, steuerbaren Genauigkeit
fur die garantierten Einschlieungen des Minimums und der globalen Mi-
nimalstellen, ermoglicht das Verfahren eine automatische Verikation der
Eindeutigkeit der Losung innerhalb der berechneten Schranken. Dazu wird
eine Methode angegeben, die es ermoglicht, diesen Nachweis auf dem Rech-
ner im Rahmen der numerischen Durchfuhrung des Verfahrens zu erbringen.
In seiner Gesamtheit bietet das in dieser Arbeit entwickelte Verfahren eine
groe Palette an Verfahrensvarianten, die abhangig vom jeweils behandel-
ten Optimierungsproblem ausgewahlt und kombiniert werden konnen. Dies
schat die Voraussetzung fur die Losung zahlreicher Standardprobleme, die
mit anderen Verfahren nicht, nur mit einem vielfach hoheren Aufwand oder
nicht veriziert gelost werden konnten. Es werden dabei stets verizierte,
hochgenaue Einschlieungen fur alle globalen Minimalstellen und fur den
Wert des globalen Minimums berechnet. Dies gilt sowohl fur den Fall einer
groen Zahl lokaler Minima als auch fur den Fall mehrerer globaler Mini-
malstellen, wobei sehr dicht beieinanderliegende globale Minimalstellen nur
dann in verschiedene Ergebnisquader eingeschlossen werden konnen, wenn
das Datenformat auf demRechner genugend Mantissenstellen zur Verfugung
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stellt. In den meisten Fallen ist die Ezienz des Verfahrens vergleichbar mit
der von klassischen Verfahren, die jedoch in der Regel keinerlei Fehlerschran-
ken mitliefern.
Die Darstellung der Algorithmen in dieser Arbeit erfolgt stets unter be-
sonderer Beachtung einer einfachen Implementierung auf dem Rechner, um
die Verfahren auch in der Praxis anwendbar zu machen. Diesem prakti-
schen Aspekt ist in der bekannten Literatur kaum Beachtung geschenkt
worden, was einer weiteren Verbreitung von Verfahren mit automatischer
Ergebnisverikation sicherlich nicht forderlich war. Im Rahmen dieser Ar-
beit entstand das Programmpaket GO zur globalen Optimierung ohne Ne-
benbedingungen, das eine interaktive Schnittstelle fur die Funktionseingabe
aufweist und darauf aufbauend Funktionsauswertungen mit automatischer
Dierentiation (d. h. mit automatischer Berechnung des Gradienten und
der Hessematrix) ermoglicht (vgl. [47], [9]). Aufgrund der Implementierung
in PASCAL{XSC ([29], [30]) kann dieses Programmpaket auf den verschie-
densten Rechnertypen genutzt werden.
Ubersicht
Im ersten Kapitel dieser Arbeit werden zunachst einige grundlegende Be-
zeichnungen, Denitionen und Satze zusammengestellt und die fur die
Prasentation der Algorithmen gewahlte Darstellungsform erlautert. Danach
wird ein kurzer Abri uber die Grundlagen der nichtlinearen lokalen und
globalen Optimierung mit einer Zusammenstellung der wichtigsten Begrie
gegeben. Die sich anschlieenden Abschnitte uber Rechnerarithmetik und
Intervallarithmetik bilden die Grundlage fur die Berechnung garantierter
Ergebnisse und damit fur die in der Arbeit vorgestellten Algorithmen. Au-
erdem erfolgt eine Einfuhrung in die imVerfahren eingesetzte erweiterte In-
tervallarithmetik und deren Anwendung im Rahmen des Intervall-Newton-
Verfahrens. Der letzte Abschnitt von Kapitel 1 enthalt einen knapp gehal-
tenen Uberblick uber die Methode der automatischen Dierentiation, die
es ermoglicht, Gradienten und Hessematrizen { ohne explizite Kenntnis der
entsprechenden formalen Darstellungen { automatisch bei der Funktions-
auswertung mitzuberechnen.
Kapitel 2 beschaftigt sich mit dem eigentlichen Thema der Arbeit, der
globalen Optimierung mit automatischer Ergebnisverikation. Nach einer
kurzen Einfuhrung werden zunachst der grundlegende Algorithmus in sei-
ner originalen Form vorgestellt und diverse Modikationen entwickelt. Nach
der Entwicklung und theoretischen Behandlung spezieller Formen des Mono-
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tonietests und des Konkavitatstests mit Randbehandlung, wird ausfuhrlich
auf den Intervall-Newton-Schritt eingegangen. Fur diesen werden zahlrei-
che Varianten entwickelt, in denen zum einen spezielle, auf die erweiter-
te Intervallarithmetik zuruckgehende Aufteilungstechniken, die eine besse-
re Ausnutzung des Rechenaufwandes ermoglichen, und zum anderen opti-
male Prakonditionierer nach Kearfott [25] zum Einsatz kommen. Im An-
schlu daran werden die Randbehandlung und der Verikationsschritt zum
Nachweis der Eindeutigkeit globaler Minimalstellen innerhalb der berech-
neten Einschlieungen beschrieben. Danach wird der Algorithmus in seiner
vollstandigen Form formuliert, und es werden abschlieend einige weitere
Modikationsmoglichkeiten zusammengestellt.
Die praktische Durchfuhrung des Optimierungsverfahrens und seine Im-
plementierung in PASCAL{XSC sind Thema von Kapitel 3, in dem auf
die Anwendung der Maschinenintervallarithmetik und auf die programm-
technische Organisation des vollstandigen Algorithmus eingegangen wird.
Daneben wird ein kurzer Einblick in die verwendeten Datenstrukturen und
Operationen gegeben und der Einsatz von maximal genauen Ausdrucksaus-
wertungen erlautert. Den Abschlu des Kapitels bildet eine Programmform
des vollstandigen Algorithmus.
In Kapitel 4 wird das Verfahren auf zahlreiche aus der Literatur bekann-
te Testprobleme angewendet. Dabei werden Aufwandsvergleiche fur die ver-
schiedenen Varianten des Algorithmus betrachtet und die Verbesserungen
des Verfahrens gegenuber den bekannten Standardverfahren demonstriert.
Kapitel 5 schliet die Arbeit mit einer kurzen Zusammenfassung und einem
Ausblick auf zukunftige Arbeiten ab.
Kapitel 1
Einige Grundlagen
1.1 Grundlegende Bezeichnungen, Denitio-
nen und Satze
In der vorliegenden Arbeit bezeichnet stets
IR die Menge der reellen Zahlen,
IRn die Menge der n-dimensionalen Vektoren uber IR,
IRnm die Menge der nm-Matrizen uber IR,
IPIR die Potenzmenge uber den reellen Zahlen,
IPIRn die Potenzmenge uber den Vektoren und
IPIRnm die Potenzmenge uber den Matrizen.
Fur einen Vektor x 2 IRn bzw. eine Matrix M 2 IRnn werden die Kompo-
nenten durch untere Indizes und Aufzahlungen oder Folgen von Vektoren
bzw. Matrizen durch obere Indizes gekennzeichnet. Es bezeichnet somit
xi 2 IR die i-te Komponente des Vektors x,
Mi 2 IR
n die i-te Zeile der Matrix M ,
Mi 2 IR
n die i-te Spalte der Matrix M ,
Mij 2 IR die j-te Komponente der i-ten Zeile der Matrix M ,
xk 2 IRn den k-ten Vektor in einer Aufzahlung oder Folge und
Mk 2 IRnn die k-te Matrix in einer Aufzahlung oder Folge.
Fur Mij wird auch die Notation Mi;j verwendet.
6 1 Einige Grundlagen
Im allgemeinen werden reelle Zahlen und Vektoren mit Kleinbuchstaben,
reelle Matrizen mit Grobuchstaben bezeichnet. Beim Ubergang zu Inter-
vallen und Intervallvektoren (vgl. Abschnitt 1.5) werden Grobuchstaben
auch fur skalare und vektorielle Werte verwendet. Die jeweilige Bedeutung
geht jedoch stets aus dem Kontext hervor, wie auch bei der Verwendung
der 0 als reelle Null, als Nullvektor oder als Nullmatrix. Mengen werden
zur spateren Unterscheidung von Intervallen durch kalligraphische Symbole
bezeichnet (Beispiel: M2 IPIR).
Fur die inneren und aueren Multiplikationen von reellen Zahlen, Vekto-
ren und Matrizen verwenden wir stets das Symbol
"
\, das wie ublich auch
weggelassen werden darf. Wir bezeichnen somit beispielsweise das Skalar-
produkt zweier Vektoren a; b 2 IRn durch



























































































die Jacobimatrix von g.
1.1 Grundlegende Bezeichnungen, Denitionen und Satze 7
Nach dem Satz von Schwarz ist die Hessematrix symmetrisch, und es
gilt auerdem mit g(x) =rf(x) die Beziehung Jg(x) =r
2f(x).
Denition 1.1.1 Sei A 2 IRnn eine symmetrische Matrix und x 2 IRn,





quadratische Form von A und x. Die Matrix A heit dann
positiv denit, wenn gilt Q(A; x) > 0, fur alle x 6= 0,
positiv semidenit, wenn gilt Q(A; x)  0, fur alle x 6= 0.
Satz 1.1.1 Eine symmetrische Matrix A 2 IRnn ist genau dann positiv
denit (bzw. positiv semidenit), wenn alle ihre Eigenwerte positiv (bzw.
nichtnegativ) sind.
Beweis: Siehe z. B. [27]. 2
Satz 1.1.2 Ist die symmetrische Matrix A 2 IRnn positiv denit (bzw.
positiv semidenit), so gilt Aii > 0 (bzw. Aii  0) fur alle i = 1; 2; : : : ; n.
Beweis: Ist A positiv denit (bzw. positiv semidenit), so fuhrt die An-







sofort zu einem Widerspruch. 2



















(M ) := maxfjj j  Eigenwert von Mg (Spektralradius).
1.2 Darstellung der Algorithmen
Zur Beschreibung der Algorithmen in dieser Arbeit verwenden wir eine
PASCAL-ahnliche Notation. Aus Grunden der Ubersichtlichkeit werden ein-
zelne Teilschritte durchnumeriert und jeweils durch einen Punkt abgeschlos-
sen, wahrend mehrere darin vorkommende Anweisungen durch einen Strich-
punkt abgetrennt werden. In den Teilschritten bzw. Anweisungen konnen
Unteralgorithmen in der Prozedurform
Algorithmusname (Argumentliste)
oder in der Funktionsform
Variable := Algorithmusname (Argumentliste)
auftreten. Der kontrollierte, vorzeitige Abbruch eines Unteralgorithmus un-
ter Beibehaltung der bis dahin berechneten Werte wird durch die Anweisung
return
beschrieben. Die Argumente der Argumentliste konnen nach der Durchfuh-
rung eines Unteralgorithmus mit veranderten Werten zuruckgegeben wer-
den. Im Rahmen der vier moglichen Schleifenkonstrukte
for Laundex := Untergrenze to Obergrenze do
Anweisung(en)









exitLaundex-loop, exitwhile-loop und exitrepeat-loop
zum vorzeitigen Ende der jeweiligen Schleife und die Anweisung
nextLaundex
fur den Abbruch des aktuellen und den Ubergang zum nachsten Schleifen-





moglich, wobei der else-Teil optional ist.
1.3 Nichtlineare Optimierung
In diesem Abschnitt wollen wir die nachfolgend verwendeten Bezeichnungen
fur das allgemeine Optimierungsproblem festlegen und einige Denitionen
und Satze zusammenstellen, die sowohl das lokale als auch das globale nicht-
lineare Optimierungsproblem betreen.
Das allgemeine Optimierungsproblem




und durch die Angabe von Nebenbedingungen
gi(x)  0; i = 1; : : : ; k
hi(x) = 0; i = k + 1; : : : ;m
(1.2)
mit m   k  n oder in Vektorschreibweise durch
min
x2IRn
f(x) mit g(x)  0; h(x) = 0: (1.3)
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Dabei ist mindestens eine der Funktionen f : IRn ! IR, g : IRn ! IRk und
h : IRn ! IRm k nichlinear. Maximierungsprobleme werden durch Negation
von f behandelt.
Denition 1.3.1 Ein Punkt x 2 IRn mit g(x)  0 und h(x) = 0 heit
zulassiger Punkt .
Eine Nebenbedingung gi(x)  0 heit aktiv , falls gilt gi(x) = 0.
Ein zulassiger Punkt x heit lokale Minimalstelle (bzw. strenge lokale
Minimalstelle), wenn es ein " > 0 gibt, so da gilt f(x)  f(x) (bzw.
f(x) < f(x)) fur alle x mit jjx  xjj < ". f(x) heit dann lokales Mini-
mum (bzw. strenges lokales Minimum).
Ein zulassiger Punkt x heit globale Minimalstelle, wenn gilt f(x)  f(x)
fur alle zulassigen Punkte x. f(x) heit dann globales Minimum.
Optimalitatsbedingungen
Eine allgemeine, notwendige Optimalitatsbedingung fur das Problem (1.3)
ist das John-Kriterium. Besser bekannt als dieses Kriterium sind jedoch die
Kuhn-Tucker-Bedingungen.
Denition 1.3.2 Es seien Vektoren u = (u0; : : : ; uk)
T 2 IRk+1 und
v = (vk+1; : : : ; vm)
T 2 IRm k gegeben, dann heit die Funktion
 (x; u; v) = u0  f(x) + (u1; : : : ; uk)  g(x) + v
T  h(x)
verallgemeinerte Lagrange-Funktion zum Problem (1.3).
Satz 1.3.1 (John-Kriterium) Sind f; g; h 2 C1 und ist x eine lokale Mi-
nimalstelle von (1.3), dann existieren Vektoren u = (u0; : : : ; uk)
T 2 IRk+1
und v = (vk+1; : : : ; vm)
T 2 IRm k, so da gilt:
r (x; u; v) = 0










Handelt es sich um ein Minimierungsproblem ohne Nebenbedingungen, so
reduziert sich (1.4) zu
rf(x) = 0: (1.5)
Beweis: Siehe z. B. [60]. 2
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Denition 1.3.3 Ist x zulassiger Punkt von (1.3) dann heit die Menge
A(x) = fi : gi(x) = 0 ^ 1  i  kg aktive Indexmenge von x.
Der zulassige Punkt x erfullt die Regularitatsbedingung , wenn die Menge
der Gradienten rgi(x);rhj(x) mit i 2 A(x); j = k + 1; : : : ;m linear un-
abhangig ist.
Denition 1.3.4 Es seien die Vektoren u = (u1; : : : ; uk)
T 2 IRk und
v = (vk+1; : : : ; vm)
T 2 IRm k gegeben, dann heit die Funktion
L(x; u; v) = f(x) + uT  g(x) + vT  h(x)
Lagrange-Funktion zum Problem (1.3).
Satz 1.3.2 (Kuhn-Tucker-Bedingungen) Sind f; g; h 2 C1, ist x eine lo-
kale Minimalstelle von (1.3) und erfullt x die Regularitatsbedingung, dann
existieren Vektoren u = (u1; : : : ; uk)
T 2 IRk und v = (vk+1; : : : ; vm)
T 2
IRm k, so da gilt:





Beweis: Siehe z. B. [60]. 2
Ihre Verwendung in numerischen Optimierungsverfahren nden diese Op-
timalitatsbedingungen darin, da zunachst das Problem (1.4) oder (1.6)
fur x; u; v mit zulassigem x gelost wird und die gefundene Losung auf ihre
Tauglichkeit als Minimierer von (1.3) untersucht wird.
Optimierung ohne Nebenbedingungen








mit X = [a; b] und a; b 2 IRn gestellt wird, was einer speziellen Nebenbe-
dingung der Form a  x  b entspricht. Eine hinreichende Bedingung fur
eine lokale Minimalstelle x von (1.7) bzw. (1.8) liefern die nachfolgenden
Satze.
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Denition 1.3.5 Sei D  IRn konvex, dann heit f : IRn ! IR konvex in
D, wenn fur alle x; y 2 D und fur alle  2 [0; 1] gilt
f(x + (1  )y)  f(x) + (1  )f(y):
Die Funktion f heit streng konvex in D, wenn fur alle x; y 2 D und fur
alle  2 [0; 1] gilt
f(x + (1  )y) < f(x) + (1  )f(y):
Satz 1.3.3 Ist f 2 C2 und ist die Hessematrix r2f(x) positiv semidenit
(bzw. positiv denit) in der konvexen Menge D  IRn, so ist f konvex (bzw.
streng konvex) in D.
Beweis: Siehe z. B. [60]. 2
Satz 1.3.4 Ist f 2 C2, gilt fur x die Beziehung (1.5) und ist f konvex
(bzw. streng konvex) in x, dann ist dies hinreichend dafur, da x eine
lokale (bzw. eine strenge lokale) Minimalstelle von f ist.
Beweis: Siehe z. B. [60]. 2
Wir wollen hier keine Beschreibung der zahlreichen klassischen Verfahren
der lokalen nichtlinearen Optimierung geben und verweisen hierzu auf die
umfangreiche Literatur auf diesem Gebiet.
Globale Optimierung
Das Ziel der globalen Optimierung ist es, nicht nur ein lokales Minimumder
Funktion f zu nden, sondern ihr globales Minimum, also das kleinste lokale
Minimum. Im Unterschied zur lokalen Minimierung kann kein allgemeines
Kriterium fur das tatsachliche Erreichen des globalen Minimums angegeben
werden. Daruber hinaus mu das globale Minimum nicht notwendigerweise
ein lokales Minimum sein, da es auch auf dem durch die Nebenbedingungen
spezizierten Rand des zulassigen Bereichs liegen kann.
Im folgenden bezeichnet
f das globale Minimum von f und
X  die Menge aller globalen Minimalstellen.
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Es ist somit fur die Problemstellung (1.8)
f = minff(x) j x 2 Xg und X  = fx 2 X j f(x) = fg:
Wir wollen auch hier wieder auf die Beschreibung gangiger klassischer Ver-
fahren fur die globale Optimierung verzichten und verweisen speziell auf den
weitreichenden Uberblick in [57]. Zu erwahnen ist, da die meisten Verfah-
ren aus der Kombination einer globalen und einer lokalen Strategie bestehen
und da eine Konvergenzaussage fur die Folge der Testpunkte, die von ei-
nem Verfahren zur Annaherung an die globale(n) Minimalstelle(n) generiert
wird, durch den nachfolgenden Satz gegeben ist.
Satz 1.3.5 Ein globaler Optimierungsalgorithmus konvergiert genau dann
gegen das globale Minimum einer stetigen Funktion f , wenn die Folge der
durch den Algorithmus generierten Testpunkte uberall dicht im kompakten
Minimierungsbereich X liegt.
Beweis: Siehe [57]. 2
In [57] wird auerdem die Bedeutung von Heuristiken fur die Konstruktion
globaler Optimierungsverfahren unterstrichen. Als grobe Klassizierung der
globalen Optimierungsverfahren wir dort die Unterteilung in
 Verfahren mit garantierter Genauigkeit,
 direkte Verfahren und
 indirekte Verfahren
vorgenommen. Dies unterstreicht schon die Bedeutung der in dieser Arbeit
behandelten Methode, die der erstgenannten Klasse angehort. Durch den
Einsatz der Intervallarithmetik erlaubt sie sowohl ein kontinuierliches Ab-
decken des Minimierungsbereichs X als auch ein Erfassen samtlicher bei
der numerischen Durchfuhrung auf dem Rechner auftretender Rundungs-
fehler. In den nachsten Abschnitten wollen wir einige Grundlagen fur die
Entwicklung eines solchen Verfahrens zusammenstellen.
1.4 Rechnerarithmetik
Da auf einer Rechenanlage nur endlich viele Zahlen darstellbar sind, mu die
Menge der reellen Zahlen auf eine Teilmenge, die sogenannten Gleitkomma-
zahlen oder auch Maschinenzahlen, abgebildet werden. Entsprechendes gilt
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fur die Vektoren und Matrizen uber den reellen Zahlen. Auerdem mussen
auch die exakten arithmetischen Grundoperationen +,  ,  und = fur die
inneren und aueren Verknupfungen der reellen Raume auf dem Rechner
durch die sogenannten Gleitkommaoperationen oder auch Maschinenopera-
tionen approximiert werden. Kontrolliertes wissenschaftliches Rechnen auf
einer Rechenanlage erfordert daher eine mathematisch exakte Denition der
Rechnerarithmetik. Diese wurde von Kulisch und Miranker in [31], [33] und
[35] angegeben. In diesem Abschnitt wollen wir kurz die wichtigsten Begrie
und Schreibweisen aus diesem Bereich erlautern.
Es bezeichnen stets
R die Menge der Maschinenzahlen,
Rn die Menge der n-dimensionalen Vektoren uber R und
Rnm die Menge der nm-Matrizen uber R.




auf die Maschinenraume abgebildet. Im folgenden sei S ein Raum der linken
Spalte und T der zugehorige Raum der rechten Spalte.
Denition 1.4.1 Die Abbildung 2 : S ! T mit den Eigenschaften
(R1) 2a = a fur alle a 2 T , (Projektion)
(R2) a  b ) 2a  2b fur alle a; b 2 S, (Monotonie)
heit Rundung . Eine Rundung heit antisymmetrisch, wenn gilt
(R3) 2( a) =  2a fur alle a 2 S.
Eine Rundung heit nach unten gerichtet (nach oben gerichtet), wenn gilt
(R4) 2(a)  a (2(a)  a) fur alle a 2 S.
Alle inneren und aueren Verknupfungen +,  ,  und = in S werden durch
die Gleitpunktverknupfungen 2+, 2 , 2 und 2= in T approximiert, die uber
das Prinzip des Semimorphismus deniert sind.
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Denition 1.4.2 Eine antisymmetrische Rundung 2 : S ! T heit Semi-
morphismus, wenn alle inneren und aueren Verknupfungen in T durch
(RG) a2 b :=2(a  b) fur alle a; b 2 T und  2 f+; ; ; =g
deniert sind.
Die dadurch erklarten Verknupfungen fur Elemente aus T werden stets
zunachst in S ausgefuhrt und das Ergebnis erst dann wieder nach T gerun-
det. Semimorphe Verknupfungen sind damit von maximaler Genauigkeit , in
dem Sinne, da zwischen dem in S berechneten Verknupfungsergebnis a  b
und seiner Approximation a2 b in T kein weiteres Element aus T liegt (vgl.
[31], [33]). Fur die Produktraume ist dies komponentenweise zu verstehen.
Beispiel 1.4.1 Das Skalarprodukt zweier Gleitpunktvektoren a; b 2 Rn wird
uber den Semimorphismus deniert durch







Bemerkung: Nachfolgend verwenden wir das zuvor als allgemeines Run-
dungssymbol gebrauchte Zeichen 2 fur die antisymmetrische Rundung zur
nachstgelegenen Maschinenzahl. Die nach unten bzw. nach oben gerichte-
ten Rundungen zur nachstkleineren bzw. nachstgroeren Maschinenzahl be-
zeichnen wir mit 5 bzw. 4. Fur sie gilt die Identitat
5( x) =  4 x fur alle x 2 S:
Wir verwenden die Bezeichnung f2(x) fur die Maschinenauswertung einer
Funktion f , d. h. einer Berechnung des Funktionswertes unter Verwendung
der gerundeten Operationen 2+,2 ,2 und 2= . Den Begri maximale Genau-
igkeit verwenden wir auch im Zusammenhang mit Maschinenauswertungen
s2 von Funktionen s : IR! IR, die durch
s2(x) :=2(s(x))
ebenfalls uber den Semimorphismus deniert sind. Den auf der Rechenanla-
ge zur Verfugung stehenden Satz maximal genauer Funktionen (Standard-
funktionen) s : R! R bezeichnen wir im folgenden mit
SF = fexp; ln; sin; cos; : : :g:
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1.5 Intervallarithmetik, Maschinenintervalla-
rithmetik
Das wesentliche Hilfsmittel zur Berechnung von Schranken fur die Losung
eines numerischen Problems und damit zur Gewinnung von garantierten
Aussagen ist die Intervallrechnung. Eine ausfuhrliche Denition und Dar-
stellung der Intervallrechnung ndet sich in [1], [2] oder [38], eine gelungene
Einfuhrung z. B. in [36]. Die Behandlung der zugehorigen Maschinenin-
tervallarithmetik ndet sich in [31] und [33]. Im folgenden geben wir eine
Zusammenstellung der wichtigsten Begrie und Eigenschaften.
Denition 1.5.1 Die Menge A := [A;A] := fx 2 IR j A  x  Ag mit
A;A 2 IR heit Intervall . A = infA heit Inmum oder Unterschranke von
A, A = supA heit Supremum oder Oberschranke von A. Ein Intervall A
heit Punktintervall , wenn gilt A = A.
Es bezeichnet im folgenden stets
IIR die Menge der Intervalle,
IIRn die Menge der n-dimensionalen Vektoren uber IIR und
IIRnm die Menge der n m-Matrizen uber IIR.
Zur Indizierung von Intervallen, Intervallvektoren und Intervallmatrizen ver-
wenden wir die in Abschnitt 1.1 beschriebene Notation. Fur A 2 I IR,









jAj := maxfjaj j a 2 Ag (Betrag);









Dabei sind Mittelpunkt und Betrag fur Vektoren und Matrizen jeweils kom-
ponentenweise deniert. Fur A;B 2 IIR gelten die Beziehungen
d(AB) = d(A) + d(B);
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d(A B)  d(A)  jBj+ d(B)  jAj;
jA+ Bj  jAj+ jBj;
jA Bj = jAj  jBj:
Die Beweise nden sich z. B. in [1]. Als weitere Schreibweisen fur A 2 IIR
und X 2 IIRn benotigen wir

A := fa 2 A j A < a < Ag (Inneres von A);

X := fx 2 X j Xi < xi < Xi fur alle ig (Inneres von X);
@A := fA;Ag (Rand von A);
@X := fx 2 X j xi 2 @Xi fur ein ig (Rand von X):
Vergleiche und Teilmengenbeziehungen werden mengentheoretisch interpre-
tiert und sind fur Vektoren und Matrizen genau dann erfullt, wenn sie fur
alle ihre Komponenten erfullt sind. Fur A;B 2 IIR gilt
A = B () A = B ^ A = B;
A  B () A  B ^ A  B;
A

 B () A > B ^ A < B () A 

B :
Die Verbandsoperationen \ und [ fur A;B 2 IIR sind deniert durch
A \B := [maxfA;Bg;minfA;Bg]; (Schnitt)
A [ B := [minfA;Bg;maxfA;Bg]; (Intervallhulle)
wobei A \B nur deniert ist, falls maxfA;Bg  minfA;Bg erfullt ist. Die
intervallarithmetischen Operationen werden deniert durch
A B := fa  b j a 2 A; b 2 Bg;
wobei A;B 2 I IR und  2 f+; ; ; =g. Die explizite Berechnung dieser
Intervalloperationen kann durch
A + B = [A+B; A+ B];
A   B = [A B; A  B];
A  B = [minfAB;AB;AB;ABg; maxfAB;AB;AB;ABg];
A = B = [A;A]  [1=B; 1=B] fur 0 62 B
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erfolgen. Dabei kann die Bildung des Minimums bzw. des Maximums in der
Multiplikation durch vorherige Untersuchung der Intervallgrenzen in den
meisten Fallen vermieden werden. Im Hinblick auf die in Abschnitt 1.6 be-
schriebenen Erweiterungen geben wir noch eine entsprechende Formulierung




[A=B;A=B] fur A  0 ^ B < 0
[A=B;A=B] fur A  0 ^ 0 < B
[A=B;A=B] fur A < 0 < A ^ B < 0
[A=B;A=B] fur A < 0 < A ^ 0 < B
[A=B;A=B] fur 0  A ^ B < 0
[A=B;A=B] fur 0  A ^ 0 < B
(1.9)
Addition und Multiplikation sind kommutativ und assoziativ, es gilt jedoch
nur die sogenannte Subdistributivitat
A  (B +C)  A B + A C
fur Intervalle A;B;C 2 I IR. Eine weitere, zentrale Eigenschaft der Inter-
valloperationen ist die Inklusionsisotonie
a 2 A ^ b 2 B =) a  b 2 A B
A  C ^ B  D =) A B  C D
fur alle  2 f+; ; ; =g mit a; b 2 IR und A;B;C;D 2 IIR.
Mit Hilfe der Intervallarithmetik ist es moglich, den Wertebereich ei-
ner Funktion einzuschlieen. In diesem Zusammenhang verwenden wir fur
Funktionen f : D ! IR mit D  IR oder D  IRn die Bezeichnungen
f(X) fur den Wertebereich von f ,
F (X) fur die Intervallauswertung , also fur die Auswertung der Inter-
vallerweiterung oder auch Einschlieungsfunktion F von f ,
FX fur supF (X) und
FX fur inf F (X),
wobei fur f(X) und F (X) stets die Beziehung
f(X)  F (X)
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gilt. Entsprechende Bezeichnungen gelten auch fur vektorwertige Funktio-
nen. Zur naturlichen Intervallerweiterung einer Funktion f kommt man,
indem man alle auftretenden Variablen durch entsprechende Intervalle und
alle Operationen durch die zugehorigen Intervalloperationen ersetzt. In
Teilausdrucken konnen dabei auch sogenannte Standardintervallfunktionen
s 2 SF vorkommen, fur die gilt
s(X) = S(X):
Fur Punktintervalle bzw. Punktintervallvektoren als Argumente von f gilt
stets
f(c) = F (c):
Auch fur die Intervallerweiterungen gilt die Inklusionsisotonie
a 2 A =) f(a) 2 F (A)
A  B =) F (A)  F (B):
Aufgrund der Tatsache, da die naturliche Intervallauswertung ublicher-
weise groe Uberschatzungen mit sich bringt, werden haug auch zentrierte
Formen oderMittelwertsformen verwendet (vgl. auch [48]). Die Mittelwerts-
form wird aus dem Mittelwertsatz abgeleitet und ist fur f : D  IR ! IR
durch
F c(X) = f(c) + F 0(X)  (X   c)
und fur f : D  IRn ! IR durch
F c(X) = f(c) +rF (X)  (X   c)
deniert, wobei c 2 X ist und meistens c = m(X) verwendet wird.
Beim Rechnen mit Intervallen auf einer Rechenanlage mu die Men-
ge der reellen Intervalle auf die Menge der Maschinenintervalle abgebildet
werden. Dazu werden die Intervallgrenzen durch gerichtete Rundungen auf
Maschinenzahlen abgebildet. Man beachte jedoch, da ein Intervall auch
nach diesem Ubergang auf ein Maschinenintervall
A := [A;A] := fx 2 IR j A  x  A; A;A 2 Rg
samtliche reelle Werte zwischen den Grenzen reprasentiert, also nach wie
vor das gesamte Kontinuum abdeckt. Entsprechendes gilt fur die Vektoren
und Matrizen uber den reellen Intervallen. Somit mussen auch die exakten
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arithmetischen Grundoperationen +,  ,  und = fur die inneren und aue-
ren Verknupfungen der reellen Intervallraume auf dem Rechner durch die
sogenannten Maschinenintervalloperationen approximiert werden.
Es bezeichnen stets
IR die Menge der Maschinenintervalle,
IRn die Menge der n-dimensionalen Vektoren uber IR und
IRnm die Menge der nm-Matrizen uber IR.




auf die Maschinenraume abgebildet. Im folgenden sei IS ein Raum der lin-
ken Spalte und IT der zugehorige Raum der rechten Spalte.
Denition 1.5.2 Die Abbildung 3 : IS ! IT mit den Eigenschaften
(R1) 3A = A fur alle A 2 IT ,
(R2) A  B ) 3A 3B fur alle A;B 2 IS,
(R3) 3( A) =  3A fur alle A 2 IS,
(R4) A  3A fur alle A 2 IS,
heit antisymmetrische, nach auen gerichtete Rundung oder auch Inter-
vallrundung .
Bemerkung: Die Rundung 3 ist eindeutig bestimmt (vgl. [31], [33]).
Alle inneren und aueren Verknupfungen +,  ,  und = in IS werden durch
die Maschinenintervallverknupfungen 3+, 3  , 3 und 3= in IT approximiert,
die uber das Prinzip des Semimorphismus durch
(RG) A3 B :=3(A B) fur alle A;B 2 IT und  2 f+; ; ; =g
deniert sind. Wir verwenden die Bezeichnung F3(X) fur die Maschinen-
intervallauswertung einer Intervallfunktion F unter Verwendung der gerun-
deten Operationen 3+, 3  , 3 und 3= . Maschinenintervallfunktionen S3 der
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Intervallfunktionen S : IR ! IR mit S 2 SF (Standardfunktionen) sind
uber den Semimorphismus deniert durch
S3(X) :=3(S(X)):
Die Inklusionsisotonie gilt fur die Maschinenenoperationen in der Form
a 2 A ^ b 2 B =) a  b 2 A B  A3 B
A  C ^ B  D =) A3 B  C 3 D
fur alle  2 f+; ; ; =g mit a; b 2 R und A;B;C;D 2 I R und fur die
Maschinenintervallauswertungen in der Form
a 2 A =) f(a) 2 F (A)  F3(A)
A  B =) F3(A)  F3(B):
Mittelpunkt und Durchmesser werden auf dem Rechner als
m2(X) = 2(m(X)) und d4(X) =4(d(X))
deniert, wobei zu beachten ist, da m und d damit zwar maximal genau
sind, da jedoch im allgemeinen gilt
m2(X) 6= m(X) bzw. d4(X) 6= d(X):
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In dieser Arbeit werden wir im Rahmen eines Intervall-Newton-Schrittes
(Abschnitte 1.7 und 2.5) Intervallausdrucke der Form
r   A=B
mit r 2 IR und A;B 2 I IR verwenden, in denen ein Intervall B auftritt,
das moglicherweise die 0 enthalt. Die Behandlung dieses Falles erfordert
den Einsatz einer erweiterten Intervallarithmetik. In der Literatur nden
sich verschiedene Ansatze fur eine solche Arithmetik, wir wollen jedoch hier
lediglich auf die eingeschrankte Erweiterung der in unserem Fall benotigten
Operationen   und = eingehen (vgl. auch [13], [20] oder [39]). Im folgenden
verwenden wir die Bezeichnungen
IIR1 := IIR [ f( 1; ] j  2 IRg [ f[;1) j  2 IRg [ f( 1;1)g;
IR1 := IR [ f( 1; ] j  2 Rg [ f[;1) j  2 Rg [ f( 1;1)g:
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Denition 1.6.1 Ein Paar W = (W 1 jW 2) := W 1 [W 2 von Intervallen
W 1;W 2 2 IIR1 [ fg heit erweitertes Intervallpaar , wenn entweder gilt
supW 1 < infW 2 oder W 2 = .
Der Durchmesser eines erweiterten Intervallpaares W = (W 1 j W 2) mit
endlichen Komponenten W 1;W 2 2 IIR [ fg ist deniert durch
d(W ) = d(W 1) + d(W 2); mit d() = 0:
Seien A;B 2 IIR, dann denieren wir den erweiterten Intervallquotienten




( 1;1) fur B = B = 0
( 1;1) fur A = A = 0
( 1;1) fur A < 0 < A
[A=B;1) fur A < A  0 ^ B < B = 0
( 1; A=B] [ [A=B;1) fur A < A  0 ^ B < 0 < B
( 1; A=B] fur A < A  0 ^ 0 = B < B
( 1; A=B] fur 0  A < A ^ B < B = 0
( 1; A=B] [ [A=B;1) fur 0  A < A ^ B < 0 < B
[A=B;1) fur 0  A < A ^ 0 = B < B
und fur 0 62 B durch (1.9). Daruber hinaus denieren wir die Dierenz





( 1;1) fur W = ( 1;1)
( 1; r   ] fur W = [;1)
[r   ;1) fur W = ( 1; ]
( 1; r   ] [ [r   ;1) fur W = ( 1; ][ [;1)
[r   ; r   ] fur W = [; ]
Von den Verbandsoperationen benotigen wir fur unsere Anwendungen
auerdem die Schnittbildung eines erweiterten Intervallpaares mit einem
Standard-Intervall, die wir fur W 1;W 2 2 IIR1 und X 2 IIR durch
W \X := (W 1 \X jW 2 \X)
denieren. Beim Ubergang auf eine Rechenanlage verlangen wir auch von
den erweiterten Intervalloperationen die Denition uber den Semimorphis-
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mus, so da fur die Maschinenoperation 3= und 3  gilt
A3= B = 3(A=B);
r3  U = 3(r   U );
wobei A;B 2 IR, r 2 R und U ein erweitertes Intervallpaar mit U1; U2 2




( 1;1) fur W = ( 1;1)
[5();1] fur W = [;1)
( 1;4()] fur W = ( 1; ]
( 1;4()] [ [5();1) fur W = ( 1; ] [ [;1)
[5();4()] fur W = [; ]
fur W 1;W 2 2 IIR1, also ;  2 IR.
1.7 Erweitertes Intervall-Newton-Verfahren
Zum besseren Verstandnis der in Abschnitt 2.5 beschriebenen Verfahren wol-
len wir hier kurz auf das erweiterte Intervall-Newton-Verfahren im IR1 einge-
hen und damit auch die unmittelbare Anwendung der erweiterten Intervall-
arithmetik demonstrieren. Das herkommliche Intervall-Newton-Verfahren
(vgl. z. B. [1], [2] oder [36]) zur Bestimmung der Nullstelle x der stetig
dierenzierbaren Funktion f : IR ! IR ist ausgehend von einer Startein-







\Xk; fur k = 0; 1; 2; : : :
Das Verfahren kann wegen der verwendeten Schnittbildung nicht divergie-
ren, es ist jedoch aufgrund der Voraussetzung 0 62 F 0(X0) nicht anwendbar,
wenn im Startintervall X0 mehrere Nullstellen von f liegen. Unter Verwen-
dung der erweiterten Intervalloperationen aus dem letzten Abschnitt lat
sich dieser Mangel beseitigen, und es ist moglich, alle Nullstellen im Start-
intervall zu bestimmen. Die dabei durch die Division moglicherweise ent-
stehenden erweiterten Intervallpaare werden durch die Schnittbildung auf
ein Paar von Intervallen aus IIR reduziert, die im Anschlu jeweils getrennt
weiter iteriert werden konnen.
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Der rekursiv formulierte Algorithmus 1.1 beschreibt das erweiterte
Intervall-Newton-Verfahren im IR1 unter Verwendung eines erweiterten In-
tervallpaares W = (W 1 jW 2). Ist X die Starteinschlieung fur die Nullstel-
len der Funktion f , und gilt fur die Losungsmenge L zunachst L = f g, so
liefert Newton (X; eps; L) als Ergebnis die Menge
L = fX 2 IIR j 0 2 F (X) ^ d(X) < epsg:
Algorithmus 1.1: Newton (X; eps; L)
Erweitertes Intervall-Newton-Verfahren
1. if 0 62 F (X) then return.
2. c := m(X); z := f(c); G := F 0(X).
3. W := (c   z=G) \X.
4. if W 1 = W 2 =  then return.
5. if W 1 = X then
W 1 := [X; c]; W 2 := [c;X].
6. if W 1 6=  then
if d(W 1) < eps then L := L [ fW 1g
else Newton (W 1; eps; L).
7. if W 2 6=  then
if d(W 2) < eps then L := L [ fW 2g
else Newton (W 2; eps; L).
Ahnlich wie das klassische Newton-Verfahren kann auch das Intervall-
Newton-Verfahren geometrisch dadurch interpretiert werden, da in jedem
Iterationsschritt an der Stelle m(X) zwei Geraden an den Graphen der
Funktion f angelegt werden. Es handelt sich dabei um die Geraden mit der
Steigung F 0(X) bzw. F 0(X), also mit der kleinsten bzw. groten Steigung
von f im Intervall X. Ihre Schnittpunkte mit der x-Achse entprechen den
Intervallgrenzen der neuen Iterierten vor der Intervallschnittbildung mit der
alten Iterierten X. Anhand von zwei Skizzen wollen wir diese geometrische
Interpretation fur den Fall 0 62 F 0(X) und fur den Fall 0 2 F 0(X) veran-
schaulichen.






































































Abbildung 1.1: Intervall-Newton-Schritt mit 0 62 F 0(X)
In Abbildung 1.1 ist fur X = [l; r] der Fall 0 62 F 0(X) skizziert. Die Gera-
de mit der kleinsten Steigung schneidet die x-Achse in , die Gerade mit
der groten Steigung schneidet sie in . In einem Newton-Schritt wird also
zunachst das Intervall
Y := m   f(m)=F 0(X) = [; ]
berechnet, das in der Skizze links vom Mittelpunkt liegt. Die im Anschlu
daran erfolgende Schnittbildung liefert somit













































Abbildung 1.2: Intervall-Newton-Schritt mit 0 2 F 0(X)
In Abbildung 1.2 ist fur X = [l; r] der Fall 0 2 F 0(X) skizziert. Die Gerade
mit der kleinsten Steigung schneidet die x-Achse in , die Gerade mit der
groten Steigung schneidet sie in . In einem (erweiterten) Newton-Schritt
wird also zunachst das erweiterte Intervallpaar
W := m   f(m)=F 0(X) = ( 1; ][ [;1)
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berechnet und die anschlieende Schnittbildung liefert
X := W \X = (( 1; ] [ [;1))\ [l; r] = [l; ][ [; r];
also ein erweitertes Intervallpaar als neue Iterierte, deren Teilintervalle je-
weils getrennt weiter zu iterieren waren.
Beispiel 1.7.1 Wir wollen abschlieend noch eine Iteration nach Algorithmus
1.1 anhand der Funktion f(x) = x3   9x und dem Startintervall [ 5; 6] demon-
strieren. Dazu geben wir nachfolgend das Ausgabeprotokoll einer entsprechen-
den Implementierung in PASCAL{XSC ([29], [30]) an. Darin kennzeichnet jedes
Einrucken einen rekursiven Abstieg, und entsprechend sind die Intervalle, die mit
der gleichen Spalte beginnend ausgegeben wurden, jeweils bei der erweiterten Di-
vision als Teilintervalle entstanden. Die Ausgabe x = leer steht fur x = . Die
Iteration wurde abgebrochen, wenn der Durchmesser der jeweiligen Iterierten klei-
ner als 10 4 war.
x = [-5.000000000000000E+000, 6.000000000000000E+000]






x = [-1.721683669064834E+000, 1.388888888888890E-002]
x = [-6.917904286909904E-002, 1.388888888888890E-002]
x = [-2.347528653315334E-006, 4.181990106690362E-005]
x = [ 5.441919191919191E-001, 6.000000000000000E+000]
x = [ 5.441919191919191E-001, 3.215689917901795E+000]
x = [ 5.441919191919191E-001, 6.131789422418120E-001]
x = leer
x = [ 2.346539307642797E+000, 3.215689917901795E+000]
x = [ 2.940919763903090E+000, 3.215689917901795E+000]
x = [ 2.991850025436403E+000, 3.011773503665626E+000]
x = [ 2.999983478176529E+000, 3.000019501050983E+000]
x = [ 3.960520179512462E+000, 6.000000000000000E+000]
x = [ 3.960520179512462E+000, 4.185280259525685E+000]
x = leer
Die Nullstellen liegen in:
x = [-3.000000003275874E+000,-2.999999997247139E+000]
x = [-2.347528653315334E-006, 4.181990106690362E-005]
x = [ 2.999983478176529E+000, 3.000019501050983E+000]
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1.8 Dierentiationsarithmetik
Im Rahmen unseres Optimierungsverfahrens mussen standig die Werte der
Ableitungen, also des Gradienten und der Hessematrix, der Zielfunktion
berechnet werden, fur die im allgemeinen keine expliziten formalen Darstel-
lungen zur Verfugung stehen. Im Bereich des wissenschaftlichen Rechnens
sind zur Losung dieser Aufgabe drei Verfahren gebrauchlich: die numerische
Dierentiation, die symbolische Dierentiation und die automatische oder
auch rekursive Dierentiation. Wahrend bei der numerischen Dierentia-
tion die Werte der Ableitungen durch Dierenzenquotienten approximiert
werden, ermittelt die symbolische Dierentiation zunachst durch Anwen-
dung der Dierentiationsregeln explizite, im allgemeinen recht umfangrei-
che Darstellungen fur die Ableitungen, die dann fur verschiedene Argumente
ausgewertet werden konnen. Unter Verwendung einer sogenannten Dieren-
tiationsarithmetik kann auf dem Rechner die automatische Dierentiation
angewendet werden, bei der parallel zur Anwendung der Dierentiationsre-
geln auch das Einsetzen der Argumente erfolgt, so da lediglich Zahlenwerte
und keine symbolischen Formeln bearbeitet werden mussen. Die Berechnung
der Ableitungen erfolgt automatisch mit der Berechnung eines Funktions-
wertes.
Innerhalb der automatischen Dierentiation unterscheidet man die so-
genannte Vorwartsmethode, die ausfuhrlich z. B. in [47] behandelt wird,
und die sogenannte Ruckwartsmethode, auch schnelle automatische Die-
rentiation genannt. Letztere wird auf das Losen spezieller Gleichungssyste-
me zuruckgefuhrt und bringt einerseits einen deutlichen Laufzeitgewinn mit
sich, erfordert andererseits jedoch einen erhohten Speicherbedarf und eine
aufwendigere Programmierung. Einen tieferen Einblick in die Ruckwarts-
methode bietet z. B. [9]. Wir wollen im folgenden kurz die prinzipielle Me-
thode der automatischen Dierentiation anhand der in der Vorwartsmetho-
de verwendeten Dierentiationsarithmetik erlautern. Wir behandeln dabei
die Gradientenarithmetik und die Hessematrixarithmetik fur Funktionen
f : IRn ! IR mit dem Ziel, jeweils Intervalleinschlieungen fur die berech-
neten Werte zu erhalten. Somit werden alle Operationen unter Verwendung
von Intervallarithmetik ausgefuhrt.
Die Gradientenarithmetik ist eine Arithmetik fur Paare der Form
U = (u; ug); mit u 2 IIR und ug 2 IIRn;
die jeweils mit u den Funktionswert der Funktion U (x) und mit ug =rU (x)
den Wert des Gradienten an der festen Stelle x 2 IIRn reprasentieren. Fur
die konstante Funktion U (x) = c ist somit U = (u; ug) = (c; 0), und fur die
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fur die Funktion U (x) = xi deniert man U = (u; u
g) = (xi; e
i), wobei ei
den i-ten Einheitsvektor bezeichnet.
Die Denition der arithmetischen Operationen fur zwei Paare
U = (u; ug) und V = (v; vg ) erfolgt durch
U + V = (u+ v; ug + vg);
U   V = (u  v; ug   vg);
U  V = (u  v; v  ug + u  vg);
U = V = (u=v; (v  ug   u  vg)=v2); v 6= 0:
Fur eine Elementarfunktion S 2 SF mit S : IIR ! IIR und U = (u; ug)
deniert man
S(U ) = (S(u); S0(u)  ug):
Dabei ist S0 die explizit bekannte Ableitung der Funktion S.
Die Hessematrixarithmetik ist eine Arithmetik fur Tripel der Form
U = (u; ug; uh); mit u 2 IIR, ug 2 IIRn und uh 2 IIRnn;
die jeweils mit u den Funktionswert der Funktion U (x), mit ug = rU (x)
den Wert des Gradienten und mit uh =r2U (x) den Wert der Hessematrix
an der festen Stelle x 2 I IRn reprasentieren. Fur die konstante Funktion
U (x) = c ist somit U = (u; ug; uh) = (c; 0; 0), und fur die Funktion U (x) =
xi deniert man U = (u; u
g; uh) = (xi; e
i; 0).
Die arithmetischen Operationen fur zwei Tripel U = (u; ug; uh) und
V = (v; vg ; vh) sind in den Komponenten w und wg von W = U  V fur
 2 f+; ; ; =g deniert wie in der Gradientenarithmetik, wahrend sich die
dritten Komponenten gema
W = U + V =) wh = uh + vh;
W = U   V =) wh = uh   vh;
W = U  V =) wh = u  vh + ug  (vg)T + vg  (ug)T v  uh;
W = U = V =) wh = (uh   wg  (vg)T   vg  (wg)T   w  vh)=v; v 6= 0
berechnen. Fur eine Elementarfunktion S 2 SF mit S : I IR ! I IR und
U = (u; ug; uh) deniert man
S(U ) = (S(u); S0(u)  ug; S0(u)  uh + S00(u)  ug  (ug)T ):
Dabei sind S0 und S00 die explizit bekannten ersten und zweiten Ableitungen
der Funktion S.
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In der praktischen Anwendung hat sich die automatische Dierentiation
bisher noch nicht durchsetzen konnen, was hauptsachlich darauf zuruck-
zufuhren ist, da sich die Handhabung der Arithmetik ohne eine entspre-
chende programmiersprachliche Unterstutzung auerst schwierig gestaltet.
Der Einsatz von Sprachen mit Operatorkonzept (z. B. PASCAL{XSC [29],
[30]) erlaubt jedoch eine komfortable Programmierung und Anwendung der




Nachdem nun in den vorangegangenen Kapiteln das notige Rustzeug fur die
Entwicklung von Intervallverfahren zur globalen Optimierung bereitgestellt
wurde, konnen wir uns in diesem Kapitel diesem eigentlichen Thema der
Arbeit widmen.
Zunachst wollen wir uns nochmals unsere Zielsetzung im Hinblick auf
die globale Optimierung ohne Nebenbedingungen vor Augen bringen und
einen Uberblick uber die ersten Arbeiten und Ansatze auf diesem Gebiet
geben. Anschlieend wenden wir uns dann dem grundlegenden Algorithmus
und den ezienzsteigernden zusatzlichen Verfahren zu.
Ein Schwerpunkt wird dabei auf dem aus der Literatur (z. B. [1], [2] oder
[39]) bekannten Intervall-Newton-Verfahren liegen, das in verschiedenen Mo-
dikationen eine wichtige Rolle in dem im folgenden entwickelten Verfahren
spielen wird. Auerdem werden wir ausfuhrlich auf die Problematik der
Randbehandlung und die angewandten Methoden zur Ergebnisverikation
bzw. zum Nachweis der Eindeutigkeit der Losung eingehen. Gerade diese
Fragestellungen wurden bisher in der uns bekannten Literatur nur knapp
oder uberhaupt nicht behandelt.
Schlielich werden wir den vollstandigen Algorithmus zur Losung des
globalen Optimierungsproblemsmit automatischer Ergebnisverikation ent-
wickeln und das Kapitel mit einigen Hinweisen fur mogliche Modikationen
dieses Verfahrens abschlieen.
Ein wichtiges Augenmerk soll im folgenden stets darauf liegen, die Algo-
rithmen in einer leicht auf den Rechner ubertragbaren Form darzustellen.
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wobeiX 2 IIRn, mit dem wir uns in den folgenden Abschnitten beschaftigen
wollen, stellt eine Methode zur Bestimmung von garantierten Schranken {
also von Einschlieungen { fur alle globalen Minimalstellen x 2 X und fur
den Wert des globalen Minimums f = f(x) der Funtion f : IRn ! IR auf
dem Rechner dar. Auerdem soll das Verfahren, sofern moglich, die Ein-
deutigkeit der Minimalstelle innerhalb der berechneten Einschlieung au-
tomatisch nachweisen. Die einzige Einschrankung, die im Hinblick auf das
Aunden und eindeutige Einschlieen aller Minimalstellen gemacht werden
mu, ergibt sich allein aus der Ausstattung der Zielmaschine, auf der der
Algorithmus implementiert werden soll. Unter Ausstattung verstehen wir
in diesem Zusammenhang die Speicherkapazitat sowie das interne Daten-
format, speziell die Anzahl der signikanten Mantissenstellen.
Als Grundlage zur Einschlieung der globalen Minimalstellenwerden wir
ein spezielles Bisektions- oder auch Halbierungsverfahren verwenden. Dieses
Verfahren ist als reines Naherungsverfahren wegen der nur linearen Konver-
genz anderen Verfahren weit unterlegen, es kann jedoch im Zusammenhang
mit Intervallarithmetik als echtes Einschlieungsverfahren auch praktisch
angewendet werden. Ein erster erfolgreicher Ansatz eines solchen Verfah-
rens zur Bestimmung des Minimalpunktes einer streng konvexen Funktion
wurde bereits 1972 von Dussel [7] beschrieben.
Ein erster Algorithmus fur die globale Optimierung (der Moore-Skelboe-
Algorithmus) geht auf Skelboe [55] zuruck, der ein von Moore [38] eingefuhr-
tes Verfahren zur Berechnung des Wertebereichs von Funktionen unter Zu-
hilfenahme von Intervallarithmetik mit einem Branch-and-Bound-Prinzip
kombinierte. Dieses Verfahren zielte lediglich darauf ab, das globale Mini-
mum f zu berechnen. Ein ahnliches Verfahren wurde auch von Ichida und
Fujii [18] entwickelt.
Die vorliegende Arbeit verwendet den von Hansen 1979 fur den eindi-
mensionalen Fall [12] und 1980 fur den mehrdimensionalen Fall [13] ent-
wickelten Algorithmus als Ansatz. Auch dieser Algorithmus arbeitet nach
dem Branch-and-Bound-Prinzip. Das bedeutet, da das Optimierungsgebiet
X nicht gleichmaig nach Minimierern durchsucht, sondern in Teilberei-
che (branches) aufgeteilt wird. In Abhangigkeit von den fur f berechneten
Schranken auf einem Teilbereich kann dann entschieden werden, ob dieser
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Bereich weiter bearbeitet werden mu oder als Losungsgebiet ausscheidet.
Die wichtigsten Bestandteile des Optimierungsalgorithmus sind
 der grundlegende Algorithmus (Bisektionsverfahren),





 die Randbehandlung und
 der Verikationsschritt.
Wahrend der Grundalgorithmus abgesehen von der Stetigkeit keine Anfor-
derungen an die Funktion f stellt, werden wir im Hinblick auf die beschleu-
nigenden Phasen sowie auf den Eindeutigkeitstest mindestens f 2 C2(X)
fordern. Die einzelnen Teile des Verfahrens werden wir in den folgenden
Abschnitten ausfuhrlich behandeln, wobei wir sowohl bekannte Formen vor-
stellen als auch Modikationen entwickeln werden.
2.2 Grundlegender Bisektions-Algorithmus
Fur die einfache Beschreibung der Algorithmen in diesem und in den
nachfolgenden Abschnitten wollen wir zunachst noch einige Begrie und
abkurzende Schreibweisen einfuhren.
2.2.1 Bezeichnungen
 Einen Intervallvektor Y 2 I IRn bzw. Teilbereiche eines solchen In-
tervallvektors nennen wir auch kurz einen (n-dimensionalen) Quader
oder eine Box . Dabei sprechen wir von einem degenerierten Quader Y
wenn fur den Durchmesser einer Komponente Yi gilt d(Yi) = 0, also
wenn Yi ein Punktintervall ist.
 Mit Branch (Y; i; V 1; V 2) wollen wir die Bisektion von Y in die Qua-
der V 1 und V 2 bezuglich der i-ten Komponente laut Algorithmus 2.1
bezeichnen.
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Algorithmus 2.1:
Branch (Y; i; V 1; V 2)
1. V 1 := Y:
2. V 2 := Y:
3. V 1i := m(Yi):
4. V 2i := m(Yi):
 Zur Anordnung der durch die Branch-and-Bound-Methode entstehen-
den Teilquader verwenden wir eine geordnete Liste, die wir mit dem
Buchstaben L bezeichnen. Fur eine solche Liste L und ein Listenele-
ment E seien die folgenden Operationen deniert:
Operation Bedeutung
L := f g Initialisierung mit der leeren Liste
L := E Initialisierung mit nur einem Element
L := L +E Einhangen des Elements E in L
L := L  E Aushangen des Elements E aus L
E := Head (L) Zuweisung des 1. Elements von L an E
Zu beachten ist dabei, da die Operation + verschiedene Varianten
in Abhangigkeit der fur die Listenorganisation festgelegten Ordnung
realisieren kann.
 Als Elemente der Liste verwenden wir Paare E = (Y; r) bestehend aus
einem Intervallvektor Y 2 IIRn und einer reellen Zahl r 2 IR. Dabei
verwenden wir im folgenden (mit Ausnahme von Abschnitt 2.7) stets
r = FY = F (Y ) = inf F (Y ):
2.2.2 Der Hansen-Algorithmus
Die Struktur unseres grundlegenden Algorithmus wollen wir am sogenann-
ten Hansen-Algorithmus, wie er in [49] dargestellt ist, verdeutlichen. Wir
werden jedoch den fur die Konvergenz des Verfahrens notwendigen Elimi-
nationsschritt fur das jeweils halbierte Intervall, der in [49] nicht angegeben
wurde, erganzen. Den dort verwendeten Mittelpunktstest werden wir erst in
Abschnitt 2.2.3 mit in den Algorithmus einbeziehen. Auerdem wollen wir
einige der wichtigsten von Moore, Ratschek und Rokne (1988) hergeleiteten
Konvergenzeigenschaften des Hansen-Algorithmus aus [41] und [49] zitieren.
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Algorithmus 2.2 zur Bestimmung des globalen Minimums von f in X
wollen wir zwar als Hansen-Algorithmus bezeichnen, seine Struktur unter-
scheidet sich jedoch nicht von der des Moore-Skelboe- oder des Ichida-Fujii-
Algorithmus (jeweils ohne Mittelpunktstest).
Algorithmus 2.2:
Hansen-Algorithmus ohne Mittelpunktstest
1. Y := X.
2. Berechne FY := inf F (Y ).
3. Initialisiere L := (Y; FY ).
4. Wahle k 2 fi : d(Yi) = d(Y )g.
5. Branch (Y; k; V 1; V 2).
6. L := L  (Y; FY ).
7. Berechne FV 1 := inf F (V
1) und FV 2 := inf F (V
2).
8. L := L+ (V 1; FV 1) + (V
2; FV 2).
9. (Y; FY ) := Head (L).
10. if not genau genug then goto 4.
Bei Schritt 6 in Algorithmus 2.2 handelt es sich dabei um den in [49, Algor.
3] fehlenden Eliminationsschritt.
Der Unterschied zwischen den Varianten von Skelboe, Ichida-Fujii und
Hansen liegt allein in der jeweils verwendeten Listenanordnung. Wahrend
die erstgenannten Verfahren die Listenelemente monoton steigend bezuglich
ihrer FY -Komponente anordnen, verwendet Hansen [13] eine Ordnung
bezuglich des Alters oder bezuglich des Durchmessers d(Y ) der Quader.
Im ersten Fall bedeutet dies, da der Operator + einen neuen Quader stets
ans Ende der Liste anhangt. Im zweiten Fall fugt + den neuen Quader so in
L ein, da die Quaderdurchmesser zum Ende der Liste hin monoton fallen.
In beiden Fallen ergibt sich eine gleichmaige Unterteilung aller Quader in
der Liste. Genau diese Tatsache ermoglicht auch in Verbindung mit dem im
nachsten Abschnitt beschriebenen Mittelpunktstest eine Konvergenzaussa-
ge, die uber die fur den Moore-Skelboe-Algorithmus oder den Ichida-Fujii-
Algorithmus gemachte hinausgeht, bei denen die Listenelemente monoton
steigend bezuglich der FY -Komponente angeordnet werden.
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Wir wollen nun kurz mit einem Satz aus [49], den wir ohne Beweis an-
geben wollen, auf die Konvergenzgeschwindigkeit dieses Basisalgorithmus
eingehen. Dabei bezeichne (Y k; FY k) das Listenelement der Liste L nach k
Iterationen, fur das gilt
FY k  FZ fur alle (Z;FZ) 2 L.
Satz 2.2.1 Sei F die isotone Intervallerweiterung von f , und es gelte
d(F (Y ))   d(f(Y ))  c(d(Y )) fur alle Y 2 I IRn und c;  > 0. Dann
gilt fur (Y k; FY k )





Wie man leicht sieht, gilt fur jeden Iterationsschritt in Algorithmus 2.2, da
jeweils eine Box halbiert und aus der Liste entfernt wird, an deren Stelle aber
ihre Teile in die Liste aufgenommen werden. Somit decken die Elemente der
Liste zu jedem Zeitpunkt den gesamten Startbereich X ab, und die Anzahl
der Listenelemente nimmt mit jeder Iteration zu.
2.2.3 Der Mittelpunktstest
Der Mittelpunktstest wird zur Verkleinerung der Anzahl der Quader in der
Liste benutzt, um damit dem zuletzt geschilderten Sachverhalt entgegenzu-
treten. Dies kann unter Verwendung einer bekannten Oberschranke ef fur
das Minimum f durch Algorithmus 2.3 in jedem Iterationsschritt von Al-
gorithmus 2.2 erfolgen.
Algorithmus 2.3: MidTest (L; ef)
Mittelpunktstest
for all (Z;FZ) 2 L do
if ef < FZ then
L := L   (Z;FZ);
Der Name Mittelpunktstest ruhrt daher, da die Oberschranke ef ublicher-
weise durch eine Funktionsauswertung im Mittelpunkt c = m(Y ) bestimmt
wird. Man bestimmt zunachst ein Element (Y; FY ) 2 L so, da gilt FY  FZ
fur alle (Z;FZ) 2 L und berechnet anschlieend ef := supF (c). Dabei mu c
nicht notwendigerweise als der Mittelpunkt von Y gewahlt werden, vielmehr
ist jedes c 2 Y moglich.
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Lemma 2.2.2 Fur jedes c 2 Y loscht der mit ef = supF (c) durchgefuhrte
Mittelpunktstest keine Elemente aus L, die globale Minimalstellen enthal-
ten.
Beweis: Ein Element (Z;FZ) aus L wird vom Mittelpunktstest geloscht,
wenn gilt
ef < FZ = inf f(Z):
Somit konnen Minimalstellen nur geloscht werden, falls gilt ef < f, was
wegen
f = f(x)  f(c)  supF (c) = ef
fur kein c 2 Y erfullt sein kann. 2
Abbildung 2.1 verdeutlicht nochmals die Arbeitsweise des Mittelpunkts-
tests, der im skizzierten Fall ausgehend von Y = Y 2 die Quader Y 3, Y 4, Y 7
und Y 8 loscht.
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Unter Verwendung des Mittelpunktstests konnen wir die eigentliche Form
des Hansen-Algorithmus (Algorithmus 2.4) formulieren.
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Algorithmus 2.4:
Hansen-Algorithmus
1. Y := X.
2. Berechne FY := inf F (Y ).
3. Initialisiere L := (Y; FY ).
4. Wahle k 2 fi : d(Yi) = d(Y )g.
5. Branch (Y; k; V 1; V 2).
6. L := L  (Y; FY ).
7. Berechne FV 1 := inf F (V
1) und FV 2 := inf F (V
2).
8. L := L+ (V 1; FV 1) + (V
2; FV 2).
9. Wahle (Y; FY ) 2 L so, da gilt FY  FZ fur alle
(Z;FZ) 2 L und berechne ef := supF (m(Y )).
10. MidTest (L; ef ).
11. (Y; FY ) := Head (L).
12. if not genau genug then goto 4.
Wiederum bleibt anzumerken, da die Operation + die Listenelemente nach
dem Alter der Elemente oder nach dem Durchmesser der Elemente ordnet.
Verwendet man die Ordnung bezuglich der FY -Komponenten, so entspricht
dies dem Ichida-Fujii-Algorithmus.
2.2.4 Konvergenzeigenschaften
In diesem Abschnitt wollen wir die wichtigsten Resultate bezuglich der
Konvergenzeigenschaften von Algorithmus 2.4 aus [49] zusammenfassen.
Zunachst geben wir einen schwachen Konvergenzsatz fur den Algorithmus
mit der Listenanordnung bezuglich der FY -Komponenten (Ichida-Fujii) und
erst danach den starkeren Satz fur den Hansen-Algorithmus.
Im folgenden bezeichne Lk die k-te im Algorithmus gebildete Liste und
Uk 2 IPIRn die mengentheoretische Vereinigung aller Quader Y 2 Lk.
Satz 2.2.3 Es seien (Lk) und (Uk) die durch den Ichida-Fujii-Algorithmus
generierten Folgen. Ferner gelte fur die Intervallerweiterung F von f , da
d(F (Y ))  ! 0 wenn d(Y )  ! 0. Dann existiert eine Menge D  X , so
da Uk  D fur alle k und Uk  ! D fur k  ! 1. Fur die Folge (Uk) gilt
38 2 Globale Optimierung mit Ergebnisverikation





Beweis: Da ohne den Mittelpunktstest stets die Beziehung Uk = X gelten
wurde und aufgrund von Lemma 2.2.2 keine Box eliminiert wird, die eine
globale Minimalstelle enthalt, folgt sofort, da X   Uk. Damit existiert
aber auch ein D  X  mit D  Uk. Aufgrund der Elimination durch den
Mittelpunktstest gilt U i  U i+1 und wegen der Konvergenzeigenschaft des
Durchmessers folgt sofort die Konvergenz der Uk gegen D. 2
Bemerkung:Die MengeD kann die Menge der MinimalstellenX  trotz des
Eliminationsprozesses tatsachlich uberschatzen. Theoretisch ist es moglich,
da es mit der FY -Ordnung eine Box Z in der Liste gibt, die zwar nicht
am Kopf der Liste steht, die aber die Beziehung f = FZ erfullt. In diesem
Fall wurde Z praktisch nie zum Kopfelement der Liste und damit auch
nicht halbiert werden. Auch der Mittelpunktstest wurde diese Box nie aus
L eliminieren.
Mir der von Hansen vorgeschlagenen Listenanordnung ist dieses Problem
beseitigt, und wir erhalten den nachfolgenden Satz.
Satz 2.2.4 Es seien (Lk) und (Uk) die durch den Hansen-Algorithmus ge-
nerierten Folgen. Ferner gelte fur die Intervallerweiterung F von f , da
d(F (Y ))  ! 0 wenn d(Y )  ! 0. Dann gilt Uk  X  fur alle k und






Beweis: Nach Satz 2.2.3 folgt sofort X  
T1
k=1 U
k. Zu zeigen bleibt alsoT1
k=1 U
k  X .
Bezeichnet dk den maximalen Durchmesser der Quader in der Liste L
k,
so gilt dk  ! 0 fur k  ! 1. Sei nun x 2 U
k fur alle k. Somit existiert in
Lk ein Element (Zk; FZk) mit x 2 Z
k, fur das gilt:
f(m(Y k))  FZk ; (2.1)
wobei (Y k; FY k) das Element mit kleinstem FY -Wert ist. Mit Z
k  ! x
gilt auch d(F (Zk))  ! 0 fur k  ! 1. Wegen f(Zk)  ! f(x) folgt
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f(x) 2 f(Zk)  F (Zk) und
F (Zk)  ! f(x) fur k  !1: (2.2)
Mit (2.1) und (2.2) gilt
FY k  FZk  f(m(Y
k)) 2 F (Y k);
und wegen F (Y k)  ! f und FY k  ! f
 ergibt sich FZk  ! f
. Mit
d(F (Zk))  ! 0 ergibt sich schlielich F (Zk)  ! f. 2
Auf die Frage der Abbruchbedingung wollen wir im nachsten Abschnitt im
Rahmen einiger Modikationen eingehen.
2.2.5 Modikationen des Grundalgorithmus
In diesem Abschnitt wollen wir einige Modikationen vorstellen, die schlie-
lich zum grundlegenden Algorithmus 2.7 fuhren, wie wir ihn fur unseren
vollstandigen globalen Optimierungsalgorithmus verwenden wollen.
2.2.5.1 Listenordnung, Abbruchbedingung undMittelpunktstest
Zunachst sollte bemerkt werden, da die Listenordnungsvariante von Skel-
boe bzw. Ichida-Fujii nicht unbedingt verworfen werden sollte, da mit einer
geringfugigen Modikation des Algorithmus auch mit dieser Ordnung dafur
gesorgt werden kann, da es nicht zu dem im letzten Abschnitt erlauterten
schlechtesten (theoretischen) Fall kommt. Die Modikation besteht darin,
mit einer zusatzlichen Liste bL zu arbeiten und alle fuhrenden Listenelemen-
te von L, die bereits eine bestimmte Genauigkeitsanforderung erfullen, in
diese zweite Liste umzuspeichern.
In unserem Algorithmus wollen wir dieses Verfahren anwenden und ent-
sprechend eine etwas andere Ordnung als im Hansen-Algorithmus verwen-
den. Dazu denieren wir fur den Operator +, da nach dem Einfugen eines
neuen Listenelements (Y; FY ) gilt
 (Y; FY ) ist letztes Element der Liste oder
 FW  FY < FZ , wobei (W;FW ) der Vorganger und (Z;FZ) der Nach-
folger von (Y; FY ) in der Liste ist.
Damit werden grundsatzlich alle Elemente (Y; FY ) so in die Liste eingetra-
gen, da die FY -Komponenten monoton steigen, und es wird gleichzeitig
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dafur gesorgt, da ein neues Element hinter allen bereits existierenden Ele-
menten mit gleicher FY -Komponente eingefugt wird.
Die Verwendung dieser Ordnung bringt den Vorteil mit sich, da der
Aufwand fur die Bestimmung des Elements (Y; FY ) mit dem kleinsten FY
zur Berechnung von ef gespart und der Aufwand fur die Durchfuhrung von
MidTest (L; ef) aufgrund der vorsortierten Liste verringert werden kann.
Eine Genauigkeitsanforderung fur das Umspeichern von Quadern erhal-
ten wir leicht aus der ublichen Abbruchbedingung fur den Algorithmus.
Im Gegensatz zu der von Hansen ([13], [14]) verwendeten absoluten Ge-
nauigkeitsanforderung verwenden wir in unserem Algorithmus eine relative
Toleranzangabe, die sich sowohl auf den Durchmesser des Quaders selbst als
auch auf den Durchmesser des entsprechenden Funktionsintervalls bezieht.
Denition 2.2.1 Sei A 2 IIR und Y 2 IIRn. Dann heit drel mit
drel(A) =

d(A)=hAi fur 0 62 A
d(A) fur 0 2 A
und mit drel(Y ) = max
1in
drel(Yi) relativer Durchmesser von A bzw. Y .
Algorithmus 2.5: NextY (L; bL; ef; "; newy)
Neues Y und Mittelpunktstest
1. while L 6= f g do
(a) (Y; FY ) := Head (L).
(b) L := L  (Y; FY ).
(c) c := m(Y ); Fc := sup(F (c)).
(d) if Fc < ef then ef := Fc.
(e) MidTest (L; ef ).
(f) if drel(Y ) < " and drel(F (Y )) < " then
newy := false; bL := bL + (Y; FY ).
else
newy := true; exitwhile-loop.
2. NextY := Y .
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Zusammenfassend kommen wir somit zum Algorithmus 2.5, der mit
(Y; FY ) := NextY (L; bL; ef; "; newy) sowohl den Mittelpunktstest durchfuhrt,
als auch entweder die nachste zu behandelnde Box Y liefert oder durch
newy = false anzeigt, da keine solche Box mehr existiert. Den Mittel-
punktstest verwenden wir auch in abgewandelter Form, indem wir eine Box
V nur dann in die Liste aufnehmen, wenn fur die aktuelle garantierte Ober-
schranke ef des globalen Minimums gilt FV  ef .
2.2.5.2 Auswahl der Halbierungsrichtung
Die Halbierung der Quader zielt zunachst einmal darauf ab, eine verbesserte
Einschlieung fur den Wertebereich der Funktion zu erhalten. In diesem
Zusammenhang ist die von Hansen verwendete Wahl der Komponente mit
grotem Durchmesser als Halbierungsrichtung nicht unbedingt optimal.
Beispiel 2.2.1 Betrachtet man die Funktion f : IR2 ! IR mit f(x) = x1 x2 und
ein Ausgangsintervall X mit den Komponenten X1 = [100; 200] und X2 = [0; 1]












und damit F (V 1) = [0; 150] und F (V 2) = [0; 200] ergeben. Viel gunstiger ware












und damit F (V 1) = [0; 100] und F (V 2) = [50; 200] ergeben. Somit ware diese
zweite Variante vorzuziehen, da sie den kleineren Durchmesser fur die Funktions-
intervalle mit sich bringt.
Zu einer allgemeinen Vorgehensweise fur unseren Halbierungsschritt kom-
men wir, wenn wir uns von der bekannten Formel fur die Fehlerfortpanzung
f(~x)   f(x)
:
=rf(x)  (~x  x)




tet dabei an, da diese Formel nur in erster Naherung gilt. Diese Formel
bringt zum Ausdruck, da die i-te Komponente des Gradienten die Emp-
ndlichkeit mit, mit der das Ergebnis auf Anderungen in xi reagiert. Ganz
entsprechend kann man als erste Naherung fur unsere Intervallauswertung
der Funktion f auch die Mittelwertform oder spezielle zentrierte Form
F (X)   F (c)
:
=rF (X)  (X   c)
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mit c = m(X) verwenden. Fur den Durchmesser von F (X) erhalten wir
d(F (X))  d(F (X)  F (c))
















 (Xi   ci)

:
Somit sollte fur die Halbierung von X die Komponente i gewahlt werden,
fur die der Durchmesser di = d(
@F (X)
@xi
 (Xi   ci)) am groten ist.



















d1 = d([0; 1]  [ 50; 50]) = d([ 50; 50]) = 100 und
d2 = d([100; 200]  [ 0:5; 0:5]) = d([ 100; 100]) = 200;
wonach die zweite Komponente als Halbierungsrichtung zu bevorzugen ist.
Zur Bestimmung der optimalen Komponente k = OptComp (Y ) zur Halbie-
rung unserer aktuellen Box Y verwenden wir somit Algorithmus 2.6.
Algorithmus 2.6: OptComp (Y )
Optimale Halbierungsrichtung
1. G :=rF (Y ); c := m(Y ).
2. for i := 1 to n do
di := d(Gi  (Yi   ci)).
3. k := 1.
4. for i := 2 to n do
if di > dk then
k := i.
5. OptComp := k.
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2.2.6 Verwendeter Grundalgorithmus
Unter Verwendung aller beschriebenen Modikationen konnen wir jetzt mit
Algorithmus 2.7 den grundlegenden Algorithmus angeben, auf dem unser
Optimierungsverfahren aufbaut. Eingabedaten sind jeweils f , X und die
Toleranz ". Als Operator + fur das Einhangen der Paare (Y; FY ) bzw.




1. Y := X; ef := sup(F (m(Y ))).
2. L := f g; bL := f g.
3. repeat
(a) k := OptComp (Y ).
(b) Branch (Y; k; V 1; V 2).
(c) for i := 1 to 2 do
if FV i  ef then L := L + (V i; FV i ).
(d) Y := NextY (L; bL; ef; "; newy).
until not newy ;
Aufgrund der langsamen Konvergenz dieses Grundalgorithmus (vgl. auch
Satz 2.2.1) ist es notwendig, diejenigen Quader, die garantiert kein globales
Minimum enthalten konnen, fruhzeitig zu eliminieren oder gar nicht erst in
die Liste aufzunehmen.
2.3 Der Monotonietest
Der Monotonietest wird verwendet, um festzustellen, ob die zu minimierende
Funktion f , fur die wir jetzt f 2 C1(X) fordern mussen, auf einem ganzen
Quader Y  X streng monoton ist. Ist dies der Fall, so braucht Y nicht
mehr weiter auf eine Minimalstelle untersucht zu werden, da diese nicht
in Y liegen kann, auer wenn der den kleinsten Funktionswert enthaltende
Rand von Y mit dem Rand von X zusammenfallt. In diesem Fall kann aber
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Y zumindest auf diesen Rand, der moglicherweise eine globale Minimalstelle
enthalt, reduziert werden.
Wir wollen nun mit Algorithmus 2.8 zunachst den Monotonietest in der
aus [13] oder [49] bekannten Form betrachten, die nur auf strenge Monoto-
nie uberpruft. Wir bezeichnen diese Form mit MonoTest (X;Y; del), wobei
del = true anzeigt, da die Box Y nicht mehr weiterbearbeitet werden mu,
also geloscht werden kann.
Algorithmus 2.8: MonoTest (X;Y; del)
Monotonietest
1. G :=rF (Y ).
2. del := false.
3. for i := 1 to n do
(a) if 0 < Gi then
if Xi = Yi then Yi := [Yi; Yi]
else del := true; exiti-loop.
(b) else if Gi < 0 then
if Xi = Yi then Yi := [Yi; Yi]
else del := true; exiti-loop.
Wir wollen nun zeigen, da der Monotonietest in dieser Form keine Mini-
malstellen aus der Liste entfernt.
Satz 2.3.1 Sei f : IRn ! IR aus C1(X). Fur jeden Quader Y  X mit
x 2 Y fur eine globale Minimalstelle x 2 X der Funktion f gilt auch nach
Ausfuhrung des Monotonietests MonoTest (X;Y; del) (Algorithmus 2.8) die
Beziehung x 2 Y .
Beweis: Angenommen Y sei ein Quader mit x 2 Y , fur den nach
Ausfuhrung des Monotonietests gilt del = true oder x 62 Y M , wenn YM
der reduzierte Ergebnisquader nach dem Test ist. Somit mu fur mindestens
ein i mit 1  i  n entweder
0 < Gi (2.3)
oder
Gi < 0 (2.4)
gelten.
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Fall 1: x ist stationare Stelle. Es gilt also
0 = rf(x) 2rf(Y ) rF (Y ) = G (2.5)
und damit 0 2 Gi bzw. Gi  0  Gi fur alle i im Widerspruch zu (2.3) und
(2.4).
Fall 2: x ist Randminimum mit rf(x) 6= 0. Fur mindestens ein i gilt
also @f
@xi
(x) 6= 0. Sei I = fi : @f
@xi
(x) 6= 0g und J = f1; 2; : : :; ng n I, dann







(Y )  Gj;
und somit kann Y nur bezuglich einer Komponente i 2 I reduziert oder als
zu loschen gekennzeichnet worden sein.
Sei nun i 2 I und xi = Yi = Xi und es gelte Y
M
i = Yi = Xi oder del = true
fur dieses i, was nur durch den Fall (b) des Tests erzielt worden sein kann.






(Y )  Gi < 0;
so da x nicht der kleinste Funktionswert bezuglich der i-ten Komponente
sein kann, im Widerspruch zu x = Yi = Xi.
Sei nun i 2 I und xi = Yi = Xi und es gelte Y
M
i = Yi = Xi oder del = true
fur dieses i, was nur durch den Fall (a) des Tests erzielt worden sein kann.
Dann mu aber gelten 0 < Gi und somit







so da x nicht der kleinste Funktionswert bezuglich der i-ten Komponente
sein kann, im Widerspruch zu x = Yi = Xi. 2
Abbildung 2.2 verdeutlicht die Arbeitsweise des Monotonietests im IR1 fur
vier Teilbereiche von X. Im skizzierten Fall wird Y 1 auf die Untergrenze
reduziert, Y 2 bleibt unverandert, wahrend Y 3 und Y 4 geloscht werden.
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Algorithmus 2.9: MonoTest2 (X;Y; del)
Neuer Monotonietest
1. G :=rF (Y ).
2. del := false.
3. for i := 1 to n do
(a) if 0 < Gi then
if Xi = Yi then Yi := [Yi; Yi]
else del := true; exiti-loop.
(b) else if Gi < 0 then
if Xi = Yi then Yi := [Yi; Yi]
else del := true; exiti-loop.
(c) else if Gi = 0 then
Yi := [Yi; Yi].
(d) else if Gi = 0 then
Yi := [Yi; Yi].
Der strenge Monotonietest nach Algorithmus 2.8 hat den Nachteil, da auch
samtliche stationare Punkte, die keine globaleMinimalstelle darstellen, nicht
geloscht werden. Wir wollen den Test nun so weiterentwickeln, da er diesen
Fall von schwacher Monotonie behandelt, indem er solche Quader reduziert,
ohne dabei einen Quader, der eine globale Minimalstelle enthalt, zu loschen.
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Wir wollen zunachst voraussetzen, da die Funktion f in keiner Richtung
parallel zu einer Koordinatenachse stuckweise konstant ist. Mit Algorith-
mus 2.9 geben wir diese weiterentwickelte Form des Monotonietests an. Wir
bezeichnen ihn mitMonoTest2 (X;Y; del), wobei del = true wie in Algorith-
mus 2.8 anzeigt, da die Box Y nicht mehr weiterbearbeitet werden mu,
also geloscht werden kann. Wir wollen nun zeigen, da der Monotonietest
auch in dieser Form keine Minimalstellen aus der Liste entfernt.
Satz 2.3.2 Sei f : IRn ! IR aus C1(X) und in keiner Richtung par-
allel zu einer Koordinatenachse stuckweise konstant. Fur jeden Quader
Y  X, fur den gilt x 2 Y fur eine globale Minimalstelle x 2 X von
f auf dem Bereich X, gilt dann auch nach Ausfuhrung des Monotonietests
MonoTest2 (X;Y; del) (Algorithmus 2.9) die Beziehung x 2 Y .
Beweis: Aufgrund von Satz 2.3.1, der auf den aus Algorithmus 2.8 uber-
nommenen Teil von Algorithmus 2.9 zutrit, mussen wir den Beweis nur fur
die Erweiterungen (c) und (d) fuhren.
Angenommen Y sei ein Quader mit x 2 Y , fur den nach Ausfuhrung des
Monotonietests gilt x 62 YM , wenn YM der reduzierte Ergebnisquader nach
dem Test ist. Somit mu fur mindestens ein i mit 1  i  n entweder




i = Yi (2.6)
oder




i = Yi (2.7)
gelten. Sei im folgenden ei der i-te Einheitsvektor. Ist (2.6) erfullt, so gibt
es wegen xi > Yi ein  > 0, fur das
x   ei 2 Y und
@f
@xi
(x   ei) < 0




(x   ei) 
@f
@xi
(Y )  Gi
im Widerspruch zu Gi = 0. Ist (2.7) erfullt, so gibt es wegen x

i < Yi ein
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 > 0, fur das
x + ei 2 Y und
@f
@xi
(x + ei) > 0




(x + ei) 
@f
@xi
(Y )  Gi
im Widerspruch zu Gi = 0. 2
Wir wollen nun noch kurz untersuchen, ob wir die Einschrankung auf Funk-
tionen, die in keiner Richtung parallel zu einer Koordinatenachse stuckweise
konstant sind, aufheben konnen, indem wir jeweils eine zusatzliche Bedin-
gung im (c)- bzw. im (d)-Zweig der zweiten Form des Monotonietests uber-
prufen. Prinzipiell kann ein Quader Y auch bezuglich der i-ten Koordinate
reduziert werden, wenn f langs dieser Achse stuckweise konstant ist. Vor-
aussetzung dafur ist aber, da fur den konstanten Wert r, den f auf diesem
Teilstuck annimmt, r > f(x) gilt. Da wir diese Bedingung aber nicht nach-
prufen konnen, mussen wir zumindest sicherstellen, da durch die Redukti-
on von Y keine Kandidaten fur globale Minimalstellen verlorengehen. Dies
kann zum Beispiel dadurch geschehen, da wir zunachst einmal die Reduk-
tion und fur das neue Y eine weitere Gradientenauswertung G := rF (Y )
durchfuhren. Gilt anschlieend Gi > 0 fur den Fall (c) bzw. Gi < 0 fur den
Fall (d), so ist dies hinreichend dafur, da diese Reduktion keine globalen
Minimalstellen eliminiert hat. Andernfalls mu die Reduktion bezuglich der
i-ten Komponente wieder ruckgangig gemacht werden.
In Abbildung 2.3 geben wir fur dieses Verfahren drei Fallbeispiele im
IR1. Wahrend im ersten Fall eine Reduktion auf den linken Rand moglich
ist, lat sich Fall 2 durch die oben genannten Bedingungen leider nicht
positiv entscheiden, da die Ableitung am linken Rand den Wert 0 hat, so
da eine Reduktion wieder ruckgangig gemacht werden wurde. Im dritten
Fall wird eine Reduktion richtigerweise nicht erlaubt, da die Ableitung auf
einem ganzen Teilstuck von Y den Wert 0 annimt.







































































































































Abbildung 2.3: Drei Fallbeispiele zum Monotonietest
Diese Methodik erfordert naturlich einen erhohten Aufwand fur den Mono-
tonietest, da fur jedes i, das die Bedingung fur Fall (c) oder (d) erfullt, eine
neuerliche Gradientenauswertung erforderlich wird. Andererseits kann das
neu berechnete G im weiteren Verlauf des Tests aber auch zusatzliche er-
folgreiche Tests fur die Komponenten j > i ermoglichen, da mit kleiner wer-
dendem Intervalldurchmesser auch die Gradientenauswertung besser und die
Uberschatzung geringer wird. So ware es je nach Bauart der Funktion auch
sinnvoll, grundsatzlich nach jeder Reduktion in den Zweigen (a) und (b) des
Monotonietests eine neue Gradientenauswertung durchzufuhren, um damit
mehr erfolgreiche Tests fur die weiteren Komponenten zu ermoglichen.
2.4 Der Konkavitatstest
Der Konkavitatstest ist eigentlich ein Test auf
"
Nicht-Konvexitat\, und er
erhielt seinen Namen in der Literatur wohl zur Vereinfachung der Sprech-
weise. Er wird verwendet, um festzustellen ob die zu minimierende Funktion
f , fur die wir jetzt f 2 C2(X) fordern mussen, auf einem ganzen Quader
Y  X nicht konvex ist. Ist dies der Fall, so braucht Y nicht mehr weiter
auf eine Minimalstelle untersucht zu werden, auer wenn der Rand von Y
mit dem Rand von X zusammenfallt. In diesem Fall kann Y , wie auch im
Monotonietest, zumindest auf den Rand, der moglicherweise eine globale
Minimalstelle enthalt, reduziert werden.
Nach Satz 1.3.3 ist f konvex bzw. streng konvex in Y , wenn fur alle
y 2 Y gilt, da die Hessematrix H = r2f(y) positiv semi-denit bzw.
positiv denit ist. Ferner haben wir durch Satz 1.1.2 ein notwendiges Kri-
terium fur die positive Denitheit bzw. Semi-Denitheit einer Matrix mit
der Nichtnegativitat ihrer Diagonalelemente gegeben. Mittels einer Inter-
50 2 Globale Optimierung mit Ergebnisverikation
vallauswertung der Hessematrix uber Y konnen wir somit feststellen, ob f
in Y konvex sein kann.
In [13] bzw. [59] beschreibt Hansen einen Konkavitatstest nur mit
Loschen und ohne Randbetrachtungen, wahrend Ratschek und Rokne [49]
den Konkavitatstest nicht in ihren Algorithmus einbeziehen. Mit Algorith-
mus 2.10 beschreiben wir einen Konkavitatstest mit komponentenweiser Re-
duktion. Wir bezeichnen ihn mitConcTest (X;Y; L; ef ; del), wobei del = true
wie bereits im Monotonietest anzeigt, da die Box Y nicht mehr weiterbe-
arbeitet werden mu, also geloscht werden kann.
Besondere Beachtung mussen wir dabei dem Fall schenken, in dem
eine Komponente von Y auf beide Randpunkte reduziert werden kann.
Wahrend wir eine einfache Reduktion noch problemlos wie beimMonotonie-
test durchfuhren konnen, mussen wir die doppelte Reduktion aufgrund der
nachfolgenden Kombinationsmoglichkeiten separat behandeln. Dabei hat es
sich als sinnvoll erwiesen, diese beiden Falle unter Zuhilfenahme einer Index-
menge I und eines Algorithmus 2.11 Reduce (Y; I; L; ef) in einer zusatzlichen
Reduktionsschleife getrennt zu bearbeiten.
Algorithmus 2.10: ConcTest (X;Y; L; ef; del)
Konkavitatstest
1. H :=r2F (Y ); del := false; I := f g.
2. for i := 1 to n do
(a) if Hii < 0 then
if Xi = Yi and Xi = Yi then I := I [ fig
else if Xi = Yi then Yi := [Yi; Yi]
else if Xi = Yi then Yi := [Yi; Yi]
else del := true; exiti-loop.
3. if not del then Reduce (Y; I; L; ef).
In Algorithmus 2.11 verwenden wir Listen L0 und L00 mit Intervallvektoren
als Elemente, fur die die Operationen aus Abschnitt 2.2.1 deniert seien.
Fur die Operation + mussen wir keine besondere Regelung treen. Die
Listen dienen der Zwischenspeicherung der Vektoren, die bei den Kombina-
tionen der Komponentenreduktionen entstehen. Nachdem alle Reduktionen
durchgefuhrt sind, werden die Vektoren in die eigentliche Liste L unse-
res Optimierungsalgorithmus eingehangt. Aus diesem Grund benotigen wir
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auch den zusatzlichen Parameter ef , da wir einen Quader nur in die Liste
aufnehmen, wenn die Unterschranke der Intervallfunktionsauswertung nicht
bereits groer als ef ist (vgl. auch Abschnitt 2.2.5.1).
Algorithmus 2.11: Reduce (Y; I; L; ef)
Doppelreduktion
1. L0 := fY g.
2. for i 2 I do
(a) L00 := L0; L0 := f g.
(b) while L00 6= f g do
i. Z := Head (L00); L00 := L00   Z.
ii. A := Zi.
iii. Zi := [A;A]; L
0 := L0 + Z.
iv. Zi := [A;A]; L
0 := L0 + Z.
3. while L0 6= f g do
(a) Z := Head (L0); L0 := L0   Z.
(b) if FZ  ef then L := L+ (Z;FZ).
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Wir wollen nun zeigen, da der Konkavitatstest in Form von Algorithmus
2.10 keine Minimalstellen aus der Liste entfernt.
Satz 2.4.1 Sei f : IRn ! IR aus C2(X). Fur jeden Quader Y  X, fur den
gilt x 2 Y fur eine globale Minimalstelle x 2 X von f auf dem Bereich
X, gilt nach Ausfuhrung des Konkavitatstests nach Algorithmus 2.8 die
Beziehung x 2 Y bzw. x 2 Z fur Z 2 L0  L.
Beweis: Angenommen Y sei ein Quader mit x 2 Y , fur den nach
Ausfuhrung des Konkavitatstests gilt del = true oder
x 62 Y C ^ x 62 Z fur alle Z 2 L0; (2.8)
wenn Y C der reduzierte Ergebnisquader nach dem Test ist. Somit mu fur
mindestens ein i mit 1  i  n
Hii < 0 (2.9)
gelten.
Fall 1: x ist stationare Stelle. Die Hessematrix r
2f(x) ist also positiv
denit oder positiv semidenit. Nach Satz 1.1.2 mussen somit alle ihre Dia-







(Y )  Hii
im Widerspruch zu (2.9) steht.
Fall 2: x ist Randminimum. In diesem Fall wird, wenn (2.9) fur ein i erfullt
ist, Yi stets auf alle mit Xi gemeinsamen Rander reduziert, was sofort einen
Widerspruch zu (2.8) ergibt.
2
Abbildung 2.4 verdeutlicht die Arbeitsweise des Konkavitatstests im IR1 fur
vier Teilbereiche von X. Im skizzierten Fall wird Y 1 auf die Untergrenze
reduziert, Y 2 bleibt unverandert, Y 3 kann geloscht werden und Y 4 wird
nach oben reduziert.
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Auch beim Konkavitatstest konnte prinzipiell mit erhohtem Aufwand ver-
sucht werden, mehr erfolgreiche Tests fur einzelne Komponenten zu ermogli-
chen, indem nach jeder Reduktion eine neuerliche Hessematrixauswertung
durchgefuhrt wird. Aufgrund der kleiner gewordenen Intervalldurchmesser
kann dies je nach Bauart der Funktion f zusatzliche erfolgreiche Tests fur
die weiteren Komponenten ermoglichen. Dieses Vorgehen ist jedoch bei einer
mehrfachen Auswertung der Hessematrix zu aufwendig.
Andererseits ist der Konkavitatstest in Form von Algorithmus 2.10 ein
sinnvolles Mittel, um die Quader vorzeitig aus der Liste zu eliminieren bzw.
ihre Komponentendurchmesser zu verkleinern. Der Empfehlung in [8], den
Konkavitatstest aufgrund des hohen Aufwands nicht zu verwenden, konnen
wir entgegenhalten, da im Hinblick auf den sich anschlieenden Intervall-
Newton-Schritt (Abschnitt 2.5) der Aufwand fur die Auswertung der Hes-
sematrix auf jeden Fall betrieben werden mu. Ein erfolgreicher Test mit
del = true erspart die Durchfuhrung des Newton-Schrittes, ein negativer
Test bedeutet lediglich die n Vergleiche als Aufwand.
2.5 Der Intervall-Newton-Schritt
In diesem Abschnitt werden wir ausfuhrlich auf unser wesentliches Hilfs-
mittel zur Beschleunigung des Algorithmus und zur Verikation von Exi-
stenz und Eindeutigkeit eingehen, den Intervall-Newton-Schritt. Er wird
zum einen, ahnlich wie Mittelpunkts-, Monotonie- und Konkavitatstest, da-
zu eingesetzt, bestimmte Quader fruhzeitig aus der Liste zu eliminieren,
wenn garantiert werden kann, da diese keine globale Minimalstelle enthal-
ten, andererseits ermoglicht er aber auch die Verkleinerung der aktuellen
Quader.
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In Abschnitt 1.7 haben wir uns bereits mit dem eindimensionalen
Intervall-Newton-Verfahren beschaftigt, das wir im folgenden fur den mehr-
dimensionalen Fall einsetzen wollen. In unserem speziellen Fall der Anwen-
dung auf globale Optimierungsprobleme werden wir das Newton-Verfahren
bzw. die Newton-ahnlichen Verfahren auf den Gradienten g = rf der zu
minimierenden Funktion f anwenden, um Nullstellen von g zu berechnen
bzw. um Einschlieungen solcher Nullstellen zu verbessern. Dabei mussen
wir nunmehr f 2 C2(X) fordern. Wir behandeln also das Problem
rf(x) = g(x) = 0; fur x 2 X und g : X  IRn ! IRn.
Aufgrund der Tatsache, da die Nullstellen von g nicht notwendigerwei-
se globale Minimalstellen von f sind, werden wir keine echte Newton-
Iterationen verwenden, sondern vielmehr im Rahmen einer Iteration unseres
grundlegenden Algorithmus jeweils fur den zu behandelnden Quader einen
Intervall-Newton-Schritt durchfuhren. Da ein Teil der Quader zwischenzeit-
lich bereits durch die in den letzten Abschnitten beschriebenen Tests elimi-
niert wird, kann somit der Aufwand fur die Newton-Iteration in der Nahe
solcher Punkte gespart werden.
Wir werden zunachst die verschiedenen Varianten des Verfahrens, die
ausfuhrlich in [1], [2], [38] oder [44] behandelt werden, beschreiben und einige
wesentliche Eigenschaften zusammenfassen. Anschlieend werden wir die
fur unseren Algorithmus verwendeten modizierten Methoden ausfuhrlich
behandeln.
2.5.1 Grundlegende Formen des Newton-Schritts
Zum Intervall-Newton-Verfahren kommtman,wie beim klassischen Newton-
Verfahren, durch eine Linearisierung bzw. durch eine komponentenweise Ex-
pandierung der Funktion g : X  IRn ! IRn mit Hilfe des Mittelwertsatzes.
Mit c; x 2 X, eH 2 IRnn und x Nullstelle von g ist
0 = g(x) = g(c) + eH  (x   c):
Ausgehend von einer Einschlieung Y der Nullstelle x und eH 2 H(Y )
kann nun mit dem Intervall-Newton-Verfahren iterativ das entsprechende
Intervallgleichungssystem
H(Y )  (c  Y N ) = g(c) (2.10)
gelost, d. h. eine Einschlieung der Losung Y N des Systems bestimmt, und
damit die Einschlieung Y durch Y := Y N \ Y verbessert werden. Dabei
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ist H =r2F = JG die Hessematrix der Funktion F bzw. die Jacobimatrix
von G, Y die letzte Iterierte des Verfahrens und c 2 Y beliebig. Zu den
verschiedenen Intervall-Newton-Verfahren gelangt man durch verschiedene
Moglichkeiten zur Berechnung von Y N aus (2.10).
2.5.1.1 Direkter Newton-Schritt
Der eigentliche, direkte Intervall-Newton-Schritt ist durch die Vorschrift
N (Y ) := m(Y )  (H(Y )) 1  g(m(Y ))
Y N := N (Y ) \ Y

(2.11)
gegeben, wobei c = m(Y ) gewahlt wurde. Aufgrund der notwendig werden-
den Berechnung von (H(Y )) 1, also der Intervalleinschlieung der Inversen
aller reellen Matrizen in H(Y ), in diesem Newton-Schritt, darf H(Y ) nur
regulare Matrizen enthalten. Damit darf g hochstens eine Nullstelle in Y ha-
ben. Unter diesen Voraussetzungen konnen wir einen ersten Satz angeben,
der die zentralen Eigenschaften des Intervall-Newton-Schrittes zusammen-
fat (vgl. z. B. [44]).
Satz 2.5.1 Sei g : X  IRn ! IRn aus C2(IRn) und die Intervall-
Jacobimatrix H(Y ) = JG(Y ) enthalte nur regulare Matrizen, dann gilt fur
den Intervall-Newton-Schritt (2.11):
(a) Ist x Nullstelle von g mit x 2 Y , dann gilt x 2 N (Y ) und somit
auch x 2 Y N .
(b) Ist N (Y ) \ Y = , dann enthalt Y keine Nullstelle von g.
(c) Gilt N (Y )

 Y , dann besitzt g in Y und damit auch in N (Y ) eine
eindeutige Nullstelle.
Beweis: Siehe zum Beispiel [44]. 2
Der Intervall-Newton-Schritt (2.11) kann aufgrund der notwendigen Inver-
tierung der Matrizen in H(Y ) nur verwendet werden, wenn H(Y ) nichtsin-
gular ist. Diesbezugliche Abhilfe schaen hier die Verfahren von Krawczyk
[28] bzw. Rump [52] oder eine nichtlineare Version des Intervall-Gau-Seidel-
Schrittes, die ohne die Invertierung von Intervallmatrizen auskommen. Die
Intervall-Gau-Seidel-Iteration wurde bereits von Alefeld [1] beschrieben
und von Hansen und Sengupta [16] in Verbindung mit erweiterter Intervall-
arithmetik behandelt. Eine Modikation des Krawczyk-Verfahrens in Ver-
bindung mit der Gau-Seidel-Iteration stammt von Shearer und Wolfe [54].
Ihre Anwendung im Hinblick auf die Optimierung wollen wir in Abschnitt
2.9 erlautern.
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2.5.1.2 Prakonditionierung
Bevor wir im folgenden kurz auf die Methode von Krawczyk eingehen und
uns anschlieend ausfuhrlich mit dem Gau-Seidel-Schritt beschaftigen, den
wir in unserem Verfahren zur globalen Optimierung einsetzen werden, wol-
len wir den Begri der Prakonditionierung erlautern. Diese Thematik wer-
den wir in Abschnitt 2.5.4 auch speziell im Hinblick auf den Gau-Seidel-
Schritt ausfuhrlich behandeln.
Prakonditionerung bedeutet, da das Intervallgleichungssystem (2.10)
mit einer Prakonditionierermatrix R multipliziert wird, so da das System
R H(Y )  (c  Y N ) = R  g(c) (2.12)
zu losen ist. Sehr oft wird R = (m(H(Y ))) 1 als Prakonditioniererma-
trix verwendet, um damit das System fast diagonaldominant zu machen
(vgl. [15]).
2.5.1.3 Der Krawczyk-Operator
Der Krawczyk-Operator K(Y ) hat die Form
K(Y ) := c R  g(c) + (I   R H(Y ))  (Y   c); (2.13)
wobei I die Einheitsmatrix bezeichnet. Wiederum berechnet sich Y N durch
Y N :=K(Y ) \ Y:
Ganz analog zu Satz 2.5.1 konnen auch fur K(Y ) die entsprechenden Ei-
genschaften nachgewiesen werden.
Satz 2.5.2 Sei g : X  IRn ! IRn aus C2(IRn) und H(Y ) = JG(Y ), dann
gilt fur den Krawczyk-Schritt (2.13):
(a) Ist x Nullstelle von g mit x 2 Y , dann gilt x 2K(Y ).
(b) Ist K(Y ) \ Y = , dann enthalt Y keine Nullstelle von g.
(c) Gilt K(Y )

 Y , dann besitzt g in Y und damit auch in K(Y ) eine
eindeutige Nullstelle und H(Y ) ist nichtsingular.
Beweis: Siehe zum Beispiel [44]. 2
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2.5.1.4 Der Gau-Seidel-Schritt
Der Intervall-Gau-Seidel-Schritt entsteht durch die Aufspaltung der Ma-
trix A = R  H(Y ) in ihren Diagonalanteil und den Rest sowie durch die
Auosung des entsprechenden Systems nach dem Einzelschrittverfahren. Er
ist mit c = m(Y ) und b = R  g(c) gegeben durch










Yi := Zi \ Yi
9>>=
>>;
i = 1; : : : ; n: (2.14)
Gilt Yi =  nach der Schnittbildung, so kann die Berechnung der Yi ab-
gebrochen werden und Y :=  gesetzt werden. Zu beachten ist, da die
Division durch das Diagonalelement Aii in erweiterter Intervallarithmetik
durchgefuhrt werden mu, falls gilt 0 2 Aii. In diesem Fall ist Zi bzw. Yi als
abkurzende Schreibweise fur die Paarschreibweise (Z1i jZ
2





zu sehen, die wir in Abschnitt 1.6 eingefuhrt haben. Die daraus eventuell
resultierende Aufteilung der Zi und entsprechend der Yi in zwei Intervalle
hat jedoch keinerlei nachteilige Konsequenzen auf die Existenz- und Ein-
deutigkeitsaussagen, denn auch der Intervall-Gau-Seidel-Schritt besitzt die
Eigenschaften des Newton-Schrittes und des Krawczyk-Schrittes.
Satz 2.5.3 Sei g : IRn ! IRn aus C2(IRn) und H(Y ) = JG(Y ), dann gilt
fur das Ergebnis Y N = GS(Y ) eines Intervall-Gau-Seidel-Schrittes (2.14):
(a) Ist x Nullstelle von g mit x 2 Y , dann gilt x 2 Y N .
(b) Ist Y N = , dann enthalt Y keine Nullstelle von g.
(c) Gilt Y N

 Y , dann besitzt g in Y und damit auch in Y N eine eindeu-
tige Nullstelle und H(Y ) ist nichtsingular.
Beweis: Siehe zum Beispiel [44]. 2
Der Gau-Seidel-Schritt wird bevorzugt, da er beim Auftreten eines leeren
Schnitts in der Berechnung der Yi schon vorzeitig abgebrochen werden kann.
Auerdem liefert er in der Regel engere Einschlieungen als der Krawczyk-
Schritt, so da auch die Bedingung fur den Nachweis der Eindeutigkeit
leichter zu erfullen ist. Eine allgemeine Beziehung zwischen Gau-Seidel-
und Krawczyk-Schritt wird durch den nachfolgenden Satz gegeben.
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Satz 2.5.4 Seien GS(Y ) und K(Y ) die Ergebnisse des Gau-Seidel-
Schrittes und des Krawczyk-Schrittes, dann gilt:
GS(Y ) K(Y ):
Beweis: Siehe zum Beispiel [44]. 2
2.5.2 Der Gau-Seidel-Schritt nach Hansen
Wir wollen uns nun zunachst der algorithmischen Beschreibung des Gau-
Seidel-Schrittes (2.14) zuwenden, wie er in [13] verwendet wird. Er liefert als
Ergebnis hochstens zwei Quader fur die weitere Bearbeitung innerhalb des
grundlegenden Optimierungsalgorithmus. Die Aufteilung geschieht dabei in
derjenigen Komponente von Y , in der aufgrund der Division durch Aii mit
0 2 Aii die grote Lucke entsteht. Hansen bearbeitet die Falle 0 62 Aii
und 0 2 Aii deshalb getrennt. Als Prakonditionierermatrix wird die inver-
se Mittelpunktsmatrix der Intervall-Hessematrix uber Y verwendet. Diese
Form des Gau-Seidel-Schrittes, die wir mit NewtonStepGS (Y; V; p;mode)
bezeichnen wollen, wird durch Algorithmus 2.13 beschrieben.
Um den Algorithmus moglichst ubersichtlich zu halten, fuhren wir nach-





i ) entprechend der Vorschrift in (2.14) ein. Dabei liefert
IStepGS (Y;A; b; c; i;W 1i ;W
2




i ), wobei, entspre-
chend der Denition der Division (vgl. Abschnitt 1.6),W 2i =  durch p = 1
und W 1i = W
2
i =  durch p = 0 angezeigt wird.
Algorithmus 2.12: IStepGS (Y;A; b; c; i;W 1i ;W
2
i ; p)
Gau-Seidel-Schritt fur i-te Komponente
















2. if W 1i = W
2
i =  then p := 0
else if W 2i =  then p := 1
else p := 2.
Daruber hinaus benotigen wir in Algorithmus 2.13 ein Ma fur die nach der
erweiterten Intervalldivision und der Schnittbildung entstehende Lucke.
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Denition 2.5.1 Sei A = (A1 jA2) mit A1; A2 2 IIR, dann heit dt mit
dt(A) = A
2  A1 = inf(A2)  sup(A1)
Luckendurchmesser von A.
Algorithmus 2.13: NewtonStepGS (Y; V; p;mode)
Gau-Seidel-Schritt nach Hansen
1. H :=r2F (Y ); M := m(H); c := m(Y ); g :=rf(c).
2. if modeprecon = 0 or M singular then R := I
else R :=M 1.
3. A := R H; b := R  g; k := 0; w := 0.
4. for i := 1 to n do
if 0 62 Aii then
(a) IStepGS (Y;A; b; c; i;W 1i ;W
2
i ; p).




5. for i := 1 to n do
if 0 2 Aii then
(a) IStepGS (Y;A; b; c; i;W 1i ;W
2
i ; p).
(b) if p = 0 then return.
(c) if p = 1 then Yi :=W
1
i
else if dt(Wi)  w then w := dt(Wi); k := i.
6. if k > 0 then
(a) p := 2; V := Y .
(b) Yk :=W
1
k ; Vk :=W
2
k .
In Schritt 4 von Algorithmus 2.13 werden zunachst alle Komponenten be-
handelt, fur die 0 62 Aii gilt, danach in Schritt 5 die restlichen Komponenten.
Auch hier kann Y sofort verbessert werden, wenn p = 1 erfullt ist, also keine
Lucke aufgetreten ist. Fur p = 2 wird die grote Lucke w und deren Index k
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gespeichert. In beiden Teilschritten kann die Bearbeitung des Algorithmus
komplett abgebrochen werden, wenn ein leerer Schnitt, also p = 0 im i-ten
Teilschritt aufgetreten ist. Die eigentliche Aufspaltung von Y bezuglich der
groten Lucke erfolgt in Schritt 6, indem Y in V kopiert wird und jeweils
Yk und Vk mit den entsprechenden Teilintervallen belegt werden.
Der Wert des Ergebnisparameters p 2 f0; 1; 2g entspricht der Anzahl
der Quader nach dem Gau-Seidel-Schritt, wobei p = 0 andeutet, da ein
leerer Schnitt aufgetreten ist und Y damit nicht mehr weiter behandelt
werden mu. Y und V sind die Ergebnisquader, mit V =  fur p = 1 bzw.
Y = V =  fur p = 0. Der Parameter mode ist eine vektorielle Notati-
on fur verschiedene Schalter, die in unserem Optimierungsalgorithmus zur
Auswahl bestimmter Bearbeitungsmodi verwendet werden. Wir werden sie
ausfuhrlich in Abschnitt 2.5.8 bzw. 2.8 beschreiben. Im Zusammenhang mit
Algorithmus 2.13 zeigt modeprecon an, welche Art der Prakonditionierung
vorgenommenwerden soll. Unsere Resultate in Kapitel 4 werden zeigen, da
auch ohne Prakonditionierung in vielen Fallen gute Resultate erzielt werden
konnen, so da es sinnvoll ist, einen solchen Schalter einzufuhren.
2.5.3 Ein modizierter Gau-Seidel-Schritt
Algorithmus 2.13 hat im Hinblick auf die Aufteilung der Komponentenin-
tervalle einen groen Nachteil. In Schritt 5 werden zwar samtliche Schritte,
die eine Nulldivision beinhalten und damit eine Aufteilung des entsprechen-
den Intervalls verursachen, durchgefuhrt, am Ende wird jedoch in Schritt
6 nur eine der so entstandenen Lucken verwendet. Dies hat zur Folge, da
ein Groteil bereits erhaltenener Informationen praktisch weggeworfen wird.
Dies ist vor allem deshalb als Nachteil anzusehen, weil der fur den Newton-
Schritt getriebene Aufwand zur Berechnung von Hessematrix, Prakonditio-
nierer und Gau-Seidel-Schritt schlielich nur fur eine einzige Aufteilung
benutzt wird (obwohl mehrere moglich waren) und die weiteren Aufteilun-
gen erst in spateren Iterationsschritten { nach erneuter Berechnung der
notwendigen Hessematrizen und Prakonditionierer { vorgenommen wird.
Andererseits ware es kaum sinnvoll, samtliche Aufteilungen zu verwen-
den und alle Quader, die durch die entsprechenden Kombinationen der ein-
zelnen Intervallteile in den Komponenten entstehen, weiter zu behandeln,
da dies eine zu groe Zahl von Quadern fur die weitere Behandlung im
Gesamtalgorithmus und somit auch eine deutliche Erhohung der Anzahl
der Funktions- und Ableitungsauswertungen mit sich bringen wurde. Dieser
Schlu wird auch in [13] und [49] gezogen, wo Algorithmus 2.13 aus diesem
Grund favorisiert wird.
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Wir wollen nun eine Modikation des Gau-Seidel-Schritts entwickeln, in
der wir fur die Aufteilung der Intervalle im Gau-Seidel-Schritt eine Strate-
gie verfolgen, die einen Mittelweg zwischen dieser vollstandigen Ausnutzung
des betriebenen Aufwands und der minimalen Ausnutzung nach Algorith-
mus 2.13 einschlagt. Zur Verdeutlichung unseres neuen Verfahrens wollen
wir uns jedoch zunachst die beiden zuerst genannten, extremen Methoden
anhand eines Beispieles nochmals verdeutlichen.
Beispiel 2.5.1 Gegeben sei ein Quader Y 2 I IR3, fur den durch den Gau-





















Der Gau-Seidel-Schritt nach Hansen wurde somit, wenn in der zweiten Kompo-













als Ergebnis liefern. Wurde man hingegen aus den drei Aufspaltungen samtliche


























































entstehen, die somit in der Arbeitsliste L des Optimierungsalgorithmus abgespei-
chert werden muten.
Allgemein liefert die zweite Vorgehensweise bei m Intervallaufspaltungen in
den Komponenten jeweils 2m Ergebnisvektoren und somit ein exponentielles
Anwachsen unserer Arbeitsliste.
Mit unserem modizierten Verfahren wollen wir erreichen, da die An-
zahl der neuen Quader linear mit der Anzahl der Komponentenaufteilungen
wachst. Unser Algorithmus innerhalb des Gau-Seidel-Schrittes wird des-
halb fur die Berechnung der Yi fur den Fall 0 2 Aii folgende grundlegende
Struktur haben:
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1. Berechne (W 1i jW
2
i ).
2. Setze Yi :=W
2
i .
3. Speichere Y .
4. Setze Yi :=W
1
i .
Nach der Berechnung einer Intervallaufteilung wird also jeweils ein Teilin-
tervall zur Bildung und Speicherung eines neuen Quaders benutzt, wahrend
durch das andere Teilintervall die entsprechende Komponente des Vektors
Y fur das weitere Verfahren aktualisiert wird. Bei m Intervallaufteilungen
entstehen somit insgesamt m+ 1 Quader, von denen m abgespeichert wer-
den.
Beispiel 2.5.2 Wenden wir dieses Verfahren auf Beispiel 2.5.1 an, so entstehen






































Ausgehend von Y entstehen in der Waagerechten jeweils die aktualisierten Versio-
nen von Y , die aus der Verwendung des ersten Teilintervalls W 1i gebildet werden.
Jeweils senkrecht darunter werden die abzuspeichernden Quader unter Verwen-
dung des zweiten Teilintervalles W 2i gebildet. Zu beachten ist dabei, da die hier
auftretenden W ki nicht notwendigerweise mit denen aus Beispiel 2.5.1 uberein-
stimmen mussen, da diese in unserem modizierten Verfahren in Abhangigkeit
von bereits veranderten Komponenten Yi berechnet werden.
Mit Algorithmus 2.14 geben wir die vollstandige algorithmische Beschrei-
bung unseres Verfahrens mit der eben skizzierten speziellen Aufteilungs-
strategie bezeichnet mit NewtonStepMGS (Y; L; ef; p;mode) an. Da wir die
bei den Aufteilungen entstehenden zusatzlichen Quader abspeichern wol-
len, benotigen wir die zusatzlichen Parameter L und ef , den letzteren
zur Durchfuhrung des abgewandelten Mittelpunktstests vor dem Listen-
einhangen.
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Algorithmus 2.14: NewtonStepMGS (Y; L; ef; p;mode)
Modizierter Gau-Seidel-Schritt
1. H :=r2F (Y ); M := m(H); c := m(Y ); g :=rf(c).
2. if modeprecon = 0 or M singular then R := I
else R :=M 1.
3. A := R H; b := R  g.
4. for i := 1 to n do
if 0 62 Aii then
(a) IStepGS (Y;A; b; c; i;W 1i ;W
2
i ; p).




5. for i := 1 to n do
if 0 2 Aii then
(a) IStepGS (Y;A; b; c; i;W 1i ;W
2
i ; p).
(b) if p = 0 then return.
(c) if p = 2 then
i. Yi := W
2
i ; FY := inf F (Y ); p := 1.




In Schritt 4 von Algorithmus 2.14 werden zunachst wie in Algorithmus 2.13
alle Komponenten behandelt, fur die 0 62 Aii gilt, danach in Schritt 5 die
restlichen Komponenten. Dabei wird Yi sowohl fur p = 1 als auch fur p = 2
aktualisiert. Fur diesen zweiten Fall wird jedoch zunachst das Restintervall
zur Bildung eines neuen Quaders verwendet, der in L eingehangt wird, falls
er der Mittelpunktsbedingung genugt. Es wird auerdem der Ergebnispa-
rameter p auf 1 gesetzt, da Algorithmus 2.14 in der oben beschriebenen
Form stets nur einen Ergebnisquader Y mit Y =  fur p = 0 liefert. Der
Parameter mode hat die gleiche Funktion wie in Algorithmus 2.13.
Die strikte Trennung der beiden Phasen fur 0 62 Aii und 0 2 Aii kann
durchaus auch aufgehoben werden. Dies hatte allerdings zur Folge, da die
Komponentendurchmesser der jeweils abzuspeichernden Quader moglicher-
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weise groer sind, als bei obigem Verfahren. Auch konnten durchaus in
Schritt 5 von Algorithmus 2.14 nochmals die Komponenten aktualisiert wer-
den, fur die 0 62 Aii gilt. Diese Uberlegungen sind jedoch rein heuristischer
Natur, und die Resultate derartiger Varianten von Algorithmus 2.14 hangen
im allgemeinen stark von der Bauart der zu minimierenden Funktion f und
deren unmittelbaren Einu auf die Intervallauswertungen der Funktion,
des Gradienten und der Hessematrix ab, was auch die Testresultate in Ka-
pitel 4 verdeutlichen.
2.5.4 Allgemeine Denition von Prakonditionierern
Die weiteren Varianten des Intervall-Newton-Schrittes, mit denen wir uns
in den nachfolgenden Abschnitten beschaftigen werden, machen Gebrauch
von speziellen Prakonditionierern. Aus diesem Grund erlautern wir nun
zunachst die allgemeine Denition und Klassizierung von Prakonditionie-
rern sowie einige ihrer zentralen Eigenschaften. Die grundlegenden theo-
retischen und auch praktischen Untersuchungen bezuglich der Wahl von
optimalen Prakonditionierern im Hinblick auf das Intervall-Gau-Seidel-
Verfahren stammen von Kearfott [23], Hu [17] und Novoa [45]. Aus die-
sem Grund wollen wir uns im folgenden an ihre in [25] zusammengefaten
Begrisbildungen halten.
2.5.4.1 Zur Notwendigkeit spezieller Prakonditionierer
In den meisten Arbeiten zum Thema Intervall-Newton-Verfahren wird
ublicherweise die inverse Mittelpunktsmatrix der Jacobimatrix von G als
Prakonditionierermatrix verwendet, mit dem Ziel, die IntervallmatrixA des
Verfahrens der Einheitsmatrix anzunahern. Kearfott weist jedoch in [23]
darauf hin, da diese Art der Prakonditionierung nicht immer funktioniert.
Die Mittelpunktsmatrix kann etwa nicht invertierbar oder sehr schlecht kon-
ditioniert sein, und es ist sogar moglich, da selbst im gut konditionierten
Fall keine besseren Ergebnisse erzielt werden als mit anderen Prakonditio-
nierern. Unter einem besseren Ergebnis verstehen wir dabei einen kleineren
Ergebnisquader. Wir wollen diesen Sachverhalt an einem einfachen Beispiel
verdeutlichen.
Beispiel 2.5.3 Wir wollen einen Gau-Seidel-Schritt fur das System
H  (c  Y ) = g(c)






















in dreistelliger Intervallarithmetik durchfuhren. Als Prakonditionierermatrix ver-
wenden wir zunachst die inverse Mittelpunktsmatrix







A = R H =

[0:2; 1:8] [ 4; 4]
[ 0:6; 0:6] [ 2; 4]







Ein Gau-Seidel-Schritt fur die erste Komponente ergibt
W1 = c1   (b1 + A12(Y2   c2))=A11
= 1:5  ( 2 + [ 4; 4]  [ 0:5; 0:5])=[0:2; 1:8]
= 1:5  [ 20; 0]
= [1:5; 21:5]






als Prakonditionierermatrix, so ist
A = R H =

[1; 1:11] [1:05; 1:59]
[0:95; 1:05] [1; 1:5]







Der Gau-Seidel-Schritt fur die erste Komponente ergibt dann
W1 = c1   (b1 + A12(Y2   c2))=A11
= 1:5  (0:264 + [1:05; 1:59]  [ 0:5; 0:5])=[1; 1:11]
= 1:5  [ 0:531; 1:06]
= [0:44; 2:04]
und damit d(W1) = 1:6. Diese zweite Prakonditionierermatrix liefert somit einen
deutlich kleineren Durchmesser.
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Es gilt also, eine Methode zur Bestimmung moglichst optimaler Prakon-
ditionierer zu nden. Da fur die Berechnung der i-ten Komponente Yi im
Gau-Seidel-Schritt nur die Werte der i-ten Zeile der Matrix A benotigt
werden, kann man die Berechnung optimaler Prakonditionierer zeilenweise
durchfuhren. Algorithmus 2.12 mu deshalb geringfugig modiziert werden,
um diese Prakonditionierung mitzubearbeiten. Die neue Form, die wir mit




i ; p) bezeichnen, wird durch Algorithmus
2.15 beschrieben und liefert die Ergebnisse W 1i , W
2
i und p, wie in Algorith-
mus 2.12 beschrieben.





Gau-Seidel-Schritt fur i-te Komponente mit Ri-Ubergabe
1. Ai := Ri H; bi := Ri  g.
















3. if W 1i = W
2
i =  then p := 0
else if W 2i =  then p := 1
else p := 2.
In den nachfolgenden Abschnitten verwenden wir fur die entsprechenden
Vektoren und Matrizen aus dem Gau-Seidel-Schritt stets die Bezeichnun-
gen aus Algorithmus 2.15.
2.5.4.2 Denition und Klassizierung von Prakonditionierern
Wir wollen nun einige Bezeichnungen und wichtige Eigenschaften zusam-
menstellen und erlautern (vgl. dazu auch [25]).
Denition 2.5.2 Eine Zeile Ri der Matrix R 2 IR
nn, die zur Multipli-
kation von Gleichung (2.10) verwendet wird, heit Prakonditionierer-Zeile
oder auch kurz Prakonditionierer .






i mit 0 6=  2 IR, so liefert Algorithmus 2.15 fur beide das gleiche
Ergebnis.
Beweis: Der Faktor  steckt in bi und Ai, so da er sowohl im Zahler als
auch im Nenner des Quotienten in Algorithmus 2.15 vorkommt. 2
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Denition 2.5.3 Zwei Prakonditionierer R1i ; R
2
i 2 IR
n heien aquivalent ,
wenn gilt R1i = R
2
i fur 0 6=  2 IR.
Denition 2.5.4 Ri heit C-Prakonditionierer , wenn gilt 0 62 Aii.
Ri heit S-Prakonditionierer , wenn gilt 0 2 Aii und 0 6= Aii.
Das C in Denition 2.5.4 steht fur contracting , das S fur splitting . Die bei-
den Kurzel weisen somit auf das Ergebnis bei der Division im Gau-Seidel-
Schritt hin, das fur C-Prakonditionierer aus einem einzelnen Intervall und
fur S-Prakonditionierer aus einem Paar von Intervallen besteht. Trotz der
Aquivalenz der Prakonditionierer im IR1, konnen wir im Eindimensionalen
zumindest beispielhaft ihre Wirkung demonstrieren.
Beispiel 2.5.4 Wir betrachten die Funktion g(y) = y2  4. Verwenden wir Y =
[1; 2:5], so ist die 1 ein C-Prakonditionierer. Es ist
W = m(Y )  g(m(Y ))=g0(Y )
= 1:75 + 0:9375=[2; 5]
= [1:9375; 2:21875]
und damit d(W ) = d(W \ Y ) < d(Y ).
Verwenden wir Y = [ 3;3], so ist die 1 ein S-Prakonditionierer. Es ist
W = m(Y )  g(m(Y ))=g0(Y )








und damit d(W \ Y ) = d([ 3;  2
3
]) + d([ 2
3
; 3]) < d(Y ).
Dieses Beispiel deutet bereits auf das Ziel fur Dimensionen n > 1 hin. Es
sollen namlich jeweils C- bzw. S-Prakonditionierer Ri verwendet werden,
die bewirken, da d(Wi \ Yi) < d(Yi) gilt. Im folgenden geben wir die De-
nitionen fur in diesem Sinne optimale Prakonditionierer an.
Denition 2.5.5 Ein C-Prakonditionierer Ri heit
D-optimal , wenn er d(Wi) minimiert,
L-optimal , wenn er Wi maximiert,
R-optimal , wenn er Wi minimiert.
Bemerkung: Wir weichen hier mit der Bezeichnung D-optimal von der
Notation in [25] ab, wo ein W fur width anstelle von D fur Durchmesser
verwendet wird.
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In Abbildung 2.5 sind mit den Buchstaben D, L und R der Durchmesser
und die Punkte des Intervalls Wi gekennzeichnet, deren Optimierung in





Abbildung 2.5: Optimale C-Prakonditionierer
Denition 2.5.6 Sei U = [U;U ] :=  (bi +
Pn
j=1;j 6=iAij(Yj   cj)) der
Zahler im Quotienten des Gau-Seidel-Schrittes fur die i-te Komponente




i ), dann heit ein S-Prakonditionierer Ri
D-optimal , wenn er dt(Wi) maximiert (fur U > 0 und Aii < 0 < Aii),
L-optimal , wenn er W 1i minimiert (fur U > 0 und Aii < 0  Aii),
R-optimal , wenn er W 2i maximiert (fur U > 0 und Aii  0 < Aii).
Mit Abbildung 2.6, in der mit den Buchstaben D, L und R der Durchmesser
und die Punkte des Intervalls Wi gekennzeichnet sind, deren Optimierung
in Denition 2.5.5 zur Klassizierung herangezogen wird, wollen wir auch




Abbildung 2.6: Optimale S-Prakonditionierer
Bevor wir uns einem Beispiel fur verschiedene C-Prakonditionierer zuwen-
den, wollen wir der Vollstandigkeit halber noch eine weitere Denition an-
geben.
Denition 2.5.7 Ein Prakonditionierer Ri heit pivotisierender Prakondi-
tionierer , wenn gilt Ri =  e
k mit  6= 0, wobei ek den k-ten Einheitsvektor
bezeichnet.
Beispiel 2.5.5 Anhand der Berechnung der ersten Komponente durch den
Gau-Seidel-Schritt fur die fast-lineare Funktion von Brown mit Dimension 5
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wollen wir die Verwendung verschiedener C-Prakonditionierer und des inversen




2y1 + y2 + y3 + y4 + y5   6
y1 + 2y2 + y3 + y4 + y5   6
y1 + y2 + 2y3 + y4 + y5   6
y1 + y2 + y3 + 2y4 + y5   6
y1  y2  y3  y4  y5   1
1






























H = Jg(Y ) =
0
BBB@
2 1 1 1 1
1 2 1 1 1
1 1 2 1 1
1 1 1 2 1
[ 3:96; 3:96] [ 7:2; 7:2] [ 6; 6] [ 5:28; 5:28] [0; 3:96]
1
CCCA :
Mit L-optimalem C-Prakonditionierer R1 = (1; 0; 0; 1; 0) ergibt sich
Y1 \W1 = [0:9; 1:5].
Mit R-optimalem C-Prakonditionierer R1 = (1; 1; 0; 0; 0) ergibt sich
Y1 \W1 = [0:5; 1:1].
Mit D-optimalem C-Prakonditionierer R1 = (1; 0; 1; 0; 0) ergibt sich
Y1 \W1 = [0:8; 1:2].
Mit dem Prakonditionierer R1  (0:8; 0:2; 0:2; 0:2; 0:101), der ersten Zeile
von R =m(H) 1, ergibt sich
Y1 \W1  [ 0:3542; 2:684].
Dieses Beispiel zeigt bereits, da das beste Ergebnis durch Verwendung aller
Prakonditionierer und Schneiden der Ergebnisse erzielt werden konnte, was
allerdings ein zu aufwendiges Verfahren ware. Allgemein gilt






i die unter Verwendung
eines L-optimalen C-Prakonditionierers, eines R-optimalen C-Prakonditio-
nierers, eines L-optimalen S-Prakonditionierers bzw. eines R-optimalen S-
Prakonditionierers berechneten Ergebnisse von Algorithmus 2.15, so gilt fur







i \ Yi)  d(Wi \ Yi):
Beweis: Siehe [17]. 2
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2.5.4.3 Existenzaussagen
Die folgenden Satze geben notwendige und hinreichende Bedingungen fur
die Existenz von C- bzw. R-Prakonditionierern. Fur die Matrizen H, R und
A gelte jeweils A;R;H 2 IRnn. Auerdem bezeichne ek 2 IRn den k-ten
Einheitsvektor.
Satz 2.5.7 Es existiert genau dann ein C-Prakonditionierer Ri, wenn min-




)\: Es existiere ein C-Prakonditionierer Ri, und wir nehmen an,
da gilt 0 2 Hji fur 1  j  n. Dann ist aber Aii = Ri Hi, und es gilt
0 2 Aii im Widerspruch zur Denition des C-Prakonditionierers.
"
(\: Sei k beliebig mit 1  k  n und 0 62 Hki. Dann ist e
k ein C-
Prakonditionierer, denn Aii = Ri Hi = e
k Hi = Hki und damit 0 62 Aii.
2
Satz 2.5.8 Es existiert genau dann ein S-Prakonditionierer Ri, wenn die
i-te Spalte Hi von H = Jg(Y ) eine der folgenden Bedingungen erfullt:
1. Mindestens ein Element der Spalte enthalt die Null, ist aber ungleich
Null.
2. Mindestens zwei Elemente der Spalte enthalten die Null nicht , und
mindestens eines davon hat einen nichtverschwindenden Durchmesser.
Beweis:
"
)\: Es existiere ein S-Prakonditionierer Ri, und wir nehmen an,
da weder 1) noch 2) gilt. Also ist
a) Hji = 0 fur alle j mit 0 2 Hji,
und entweder
b1) es gibt nur ein k mit 0 62 Hki oder
b2) d(Hji) = 0 fur alle 1  j  n.
Gilt a) fur den Index k und b1), so folgt sofort
0 62 Aii fur Rik 6= 0 und 0 = Aii fur Rik = 0;
so da Ri kein S-Prakonditionierer sein kann.
Gilt a) und b2), so folgt sofort da auch d(Aii) = d(Ri Hi) = 0 gilt, so
da Ri kein S-Prakonditionierer sein kann.
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"
(\: Gilt 0 2 Hki 6= 0, dann ist e
k ein S-Prakonditionierer, da 0 2 Aii =
Ri Hi = e
k Hi = Hki 6= 0.
Gilt 0 62 Hki, 0 62 Hli und d(Hki) 6= 0, dann existiert eine reelle Konstante
 6= 0 mit
0 = m(Hki) + m(Hli) 2 Hki+ Hli:
Wegen d(Hki) 6= 0 gilt auch d(Hki+ Hli) 6= 0. Somit ist Ri = e
k + el ein
S-Prakonditionierer. 2
2.5.5 Berechnung spezieller Prakonditionierer
In diesem Abschnitt beschaftigen wir uns nun speziell mit der Berechnung
von D-optimalen C-Prakonditionierern und von pivotisierenden S-Prakon-
ditionierern. In [25] wurde eine spezielle Kombination beider Verfahren im
Rahmen des Intervall-Gau-Seidel-Verfahrens als gute Methode zur Losung
allgemeiner nichtlinearer Gleichungssysteme angegeben. In einer modizier-
ten Form werden wir diese Methode in unserem globalen Optimierungs-
verfahren einsetzen, den entsprechenden Algorithmus werden wir in Ab-




j fur j < i
j + 1 fur j  i
(2.15)
fur den Index j in Abhangigkeit von i. Auerdem seien A, b, c, Wi und





stets wie in Algorithmus 2.15 deniert.
2.5.5.1 D-optimale C-Prakonditionierer





lost, so ist Ri ein D-optimaler C-Prakonditionierer.
Beweis: Siehe [23]. 2
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und Ri 2 IR
n deniert durch
Ril := vl+n 1   vl+2n 1; l = 1; : : : ; n;
dann lost der C-Prakonditionierer Ri das Optimierungsproblem (2.16).
Beweis: Siehe [45]. 2
Zur Bestimmung des D-optimalen C-Prakonditionierers mu also mit (2.17)
ein lineares Optimierungsproblemgelost werden. In [45] wird eine speziell fur
die Anwendung des Simplex-Verfahrens einfachere Formulierung von (2.17)
hergeleitet, die mit weniger Aufwand gelost werden kann.
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und Ri 2 IR
n deniert durch
Ril := vl+n 1   vl+2n 1; l = 1; : : : ; n;
dann lost der C-Prakonditionierer Ri das Optimierungsproblem (2.16).
Beweis: Siehe [45]. 2
Auch diese Darstellung ermoglicht noch keine einfache Formulierung eines
Algorithmus, so da wir zunachst noch eine Form entwickeln mussen, die die-
ser Anforderung gerecht wird. Dabei wollen wir auch von der Tatsache Ge-
brauch machen, da unser Gau-Seidel-Schritt auf ein Optimierungsproblem
angewendet werden soll, das heit, da die Matrix H = JG(Y ) = r
2F (Y )
symmetrisch ist.
Satz 2.5.12 Seien v; ec 2 IR4n 2, eA 2 IRn4n 2 und eb 2 IRn. Es sei
H 2 I IRnn symmetrisch, und es bezeichne ek 2 IRn 1 den k-ten
(n  1)-dimensionalen Einheitsvektor. Auerdem seien S 2 IRnn und
p; q 2 IRn deniert durch










Hlk  d(Yk); l = 1; : : : ; n : (2.21)
Ist v eine Losung des linearen Optimierungsproblems










; Sj ;  Sj ; e
jT ) fur j = 1; : : : ; i  1
( ej
T
; Sj+1 ; Sj+1 ; e
jT ) fur j = i; : : : ; n  1
( 0 ; Hi ;  Hi ; 0 ) fur j = n
(2.23)




d(Yj) fur j = 1; : : : ; i  1
d(Yj+1) fur j = i; : : : ; n  1
 pj n+1 fur j = n; : : : ; 2n  1
qj 2n+1 fur j = 2n; : : : ; 3n  1
0 fur j = 3n; : : : ; 4n  2
(2.24)
und eb = (0; : : : ; 0; 1)T , und ist Ri 2 IRn deniert durch
Ril := vl+n 1   vl+2n 1; l = 1; : : : ; n;
dann lost der C-Prakonditionierer Ri das Optimierungsproblem (2.16).
Beweis: Ist (v) die zu minimierende Funktion in der Darstellung (2.18),







































































= ec  v
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und wir erhalten ec wie in (2.24). Fuhren wir nun die Schlupfvariablen
v3n 1+j; j = 1; : : : ; n  1 auch in den Ungleichungen in (2.18) ein, so folgt
mit S aus (2.19) und mit der Symmetrie von S














fur j = 1; : : : ; n  1. Unter Verwendung von (2.15) erhalten wir somit






vl+2n 1Sjl + v3n 1+j =: eAj  v
fur j = 1; : : : ; i  1 und






vl+2n 1Sj+1;l + v3n 1+j =: eAj  v
fur j = i; : : : ; n  1. Damit haben wir die Zeilen eAj der Darstellung (2.23)
und bj = 0 jeweils fur 1; : : : ; n  1.
















=: eAn  v
und damit die Darstellung (2.23) fur eAn und bn = 1. Somit ist (2.22) eine
aquivalente Darstellung fur (2.18), und mit Satz 2.5.11 folgt die Behauptung
fur Ri. 2
Satz 2.5.12 konnen wir nun als Grundlage fur die Beschreibung eines imple-
mentierbaren Algorithmus DCPreCon (Y;H; i; Ri) zur Berechnung eines D-
optimalen C-Prakonditionierers Ri fur die i-te Zeile im Gau-Seidel-Schritt
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verwenden. Diesen Algorithmus 2.16 werden wir im Rahmen eines Gau-
Seidel-Schrittes mit spezieller Prakonditionierung zusammen mit pivotisie-
renden S-Prakonditionierern verwenden. Die in Algorithmus 2.16 verwen-
dete Notation SolveLP ( eA;eb; ec; v) soll die Durchfuhrung eines beliebigen Al-
gorithmus zur Berechnung der Losung v des durch eA, eb und ec denierten
linearen Optimierungsproblems (2.22) symbolisieren.
Algorithmus 2.16: DCPreCon (Y;H; i; Ri)
Bestimmung eines D-optimalen C-Prakonditionierers
1. S := H +H; eA := 0; eb := en; ec := 0.










3. for j := 1 to n  1 do
(a) eAj;j :=  1; eAj;3n+j 1 := 1.
(b) if j < i then t := j else t := j + 1.
(c) ecj := d(Yt).
(d) for k := n to 2n  1 doeAj;k := St;k n+1; eAj;k+n :=  St;k n+1.
4. for k := n to 2n  1 do
(a) eAn;k := Hi;k n+1; eAn;k+n :=  H i;k n+1.
(b) eck :=  pk n+1; eck+n := qk n+1.
5. SolveLP ( eA;eb; ec; v).
6. for l := 1 to n do Ri;l := vl+n 1   vl+2n 1.
2.5.5.2 Pivotisierende S-Prakonditionierer
Prinzipiell konnen auch S-Prakonditionierer ahnlich wie C-Prakonditionie-
rer berechnet werden (vgl. z. B. [17] oder [25]), am einfachsten jedoch konnen
pivotisierende Prakonditionierer bestimmt werden. Dabei ware es gunstig,
alle pivotisierenden Prakonditionierer zu verwenden, was aber zu aufwendig
ware. Eine einfache Alternative hierzu ist das Auosen der Gleichung
H  (Y   c) =  g (2.25)
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in jeder Zeile fur jede Variable. Betrachtet man diem-te Zeile von Gleichung
(2.25), so lautet diese
Hm1(Y1   c1) +Hm2(Y2   c2) + : : :+Hmn(Yn   cn) + gm = 0
und aufgelost nach Yi















Tmj und Tmj = Hmj  (Yj   cj).
Fuhrt man diese Vorschrift iterativ fur m und i durch, so tritt jedes Ele-
ment der Matrix H einmal im Nenner auf, was einer Verwendung aller
pivotisierenden Prakonditionierer im Gau-Seidel-Schritt gleichkommt (vgl.
auch [43]). Problematisch erweist sich in diesem Zusammenhang allerdings
der groe Aufwand fur die Berechnung der Summe Smi, der prinzipiell da-
durch vermindert werden konnte, da man die Smi nicht durch die komplette
Summation, sondern durch
Sm;i+1 := Sm;i + Tm;i   Tm;i+1
berechnet. Aufgrund der Intervalloperationen fuhrt dies aber zu un-
erwunschten Aufblahungseekten.
Beispiel 2.5.6 Mit Tmj = [ 1; 1]; j = 1; : : : 3 und Sm2 = Tm1 + Tm3 = [ 2;2]
folgt
Sm3 := Sm2 + Tm2   Tm3 = [ 2; 2] + [ 1; 1]  [ 1;1] = [ 4; 4];
richtig ware aber
Sm3 = Tm1 + Tm2 = [ 1; 1] + [ 1; 1] = [ 2; 2]:
Unter Verwendung einer speziellen Intervallsubtraktion (vgl. [25], [43] und
[45]) kann dieser Eekt jedoch vermieden werden. Fur A;B;X 2 IIR de-
niert man
B  A := [B   A;B   A]; falls gilt B = X + A:
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Man verwendet somit die Information, da B als Summe von A und einem
Intervall X entstanden ist.
Mit diesen Voruberlegungen konnen wir nun einen Algorithmus ange-
ben, der dieses Auosen aller Gleichungen fur alle Variablen realisiert. Wie
bereits beim Gau-Seidel-Schritt mit inverser Mittelpunkts-Prakonditionie-
rung werden wir eine Version NewtonStepMPivot (Y;H; c; g; L; ef; p) mit dem
in Abschnitt 2.5.3 entwickelten modizierten Aufspaltungsverfahren ange-
ben, was durch das M in der Algorithmusbezeichnung gekennzeichnet wird.
Der Algorithmus baut auf dem von Kearfott und Hu in [25, Algorithmus
4.3] vorgeschlagenen Algorithmus auf, der jedoch in der dort angegebenen
Form nicht korrekt arbeitet.
Algorithmus 2.17: NewtonStepMPivot (Y;H; c; g; L; ef; p)
Verwendung aller pivotisierenden Prakonditionierer
1. for m := 1 to n do
(a) for j := 2 to n do Tj := Hmj  (Yj   cj).




(c) for i := 1 to n do
i. (W 1i jW
2
i ) := (ci   =Hmi) \ Yi.
ii. if W 1i = W
2
i =  then p := 0; return.
iii. if W 2i 6=  then
A. Yi :=W
2
i ; FY := inf F (Y ).




v. if i < n then
A. Ti := Hmi  (Yi   ci).
B.  :=  + Ti   Ti+1.
C.  :=  + Ti   Ti+1.
In [25, Algorithmus 4.3] wird die i-Schleife (Schritt (c) in Algorithmus 2.17)
falschlicherweise bereits vor der speziellen Subtraktion abgebrochen. Au-
erdem fehlt die unbedingt notwendige Abfrage in Schritt v. Weiterhin soll
laut [25] in der speziellen Subtraktion der alte Wert fur Ti und der neu be-
rechnete Wert fur Ti+1 verwendet werden. Da in der Summe  jedoch der
alte Wert Ti+1 auftritt, mu dieser auch wieder abgezogen werden. Schritt
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(c)v.A. in Algorithmus 2.17 ermoglicht uns jedoch fur Ti in der anschlie-
enden Berechnung von  einen neuen Wert mit moglicherweise kleinerem
Durchmesser zu verwenden.
2.5.6 Speziell prakonditionierter Gau-Seidel-Schritt
Die in den beiden letzten Abschnitten vorgestellten Verfahren zur Berech-
nung und Anwendung von D-optimalen C-Prakonditionierern und pivotisie-
renden Prakonditionierern lassen sich nun zu einem speziellen Gau-Seidel-
Schritt zusammenfassen.
Algorithmus 2.18: NewtonStepSPGS (Y; L; ef; p)
Speziell prakonditionierter Gau-Seidel-Schritt
1. H :=r2F (Y ); c := m(Y ); g :=rf(c).
2. Z := Y ;  := 10 6;  := 0:8.
3. NewtonStepMPivot (Y;H; c; g; L; ef; p).
4. if p = 0 then return.
5. for i := 1 to n do
if d(Yi)  jYij and d(Yi)  d(Zi) then
(a) DCPreCon (Y;H; i; Ri).





(c) if p = 0 then return.
(d) if p = 2 then
i. Yi :=W
2
i ; FY := inf F (Y ); p := 1.
ii. if FY  ef then L := L+ (Y; FY ).
(e) Yi := W
1
i .
Dieser fuhrt zunachst das modizierte Verfahren unter Verwendung der pi-
votisierenden Prakonditionierer durch. Danach wird fur die Komponenten
Yi, deren Durchmesser (bzw. deren Werte Zi vor dem pivotisierenden Teil-
schritt) die Bedingungen
d(Yi)  jYij und d(Yi)  d(Zi)
erfullen, ein Gau-Seidel-Schritt unter Einsatz eines D-optimalen C-Prakon-
ditionierers durchgefuhrt. Mit  = 10 6 und  = 0:8 verwenden wir die in
80 2 Globale Optimierung mit Ergebnisverikation
[25] vorgeschlagenen Werte. Somit bringt Schritt 5 dieses Algorithmus nur
im ungunstigsten Fall die Losung von n linearen Optimierungsproblemen
der Gestalt (2.22) fur jeweils 4n  2 Variablen mit sich.
2.5.7 Behandlung von Singularitaten der Hessematrix
Die verschiedenen Modikationen des Intervall-Newton-Schritts, mit de-
nen wir uns in den letzten Abschnitten beschaftigt haben, bezeichnet
man ublicherweise dann als ezient, wenn fur den Quader Y N nach der
Durchfuhrung des Schrittes gilt
d(Y Ni ) < d(Yi); fur 1  i  n: (2.26)
Andernfalls tritt eine Verbesserung der Einschlieung Y bzw. Y N erst durch
die innerhalb unseres grundlegenden Algorithmus erfolgende Bisektion ein.
Speziell wenn die MatrixH =r2F (Y ) = JG(Y ) in der Nahe des Minimums
bzw. der Nullstelle von g = rf schlecht konditioniert oder sogar singular
ist, gilt (2.26) im allgemeinen nicht. Damit wurde sich das globale Optimie-
rungsverfahren trotz des Intervall-Newton-Schrittes auf ein Bisektionsver-
fahren mit Mittelpunkts-, Monotonie- und Konkavitatstest reduzieren.
Um diesen Mangel zu beseitigen, wollen wir ein Verfahren einsetzen,
das versucht, die Singularitaten der Matrix H abzuspalten. Dabei ma-
chen wir von der Tatsache Gebrauch, da das klassische, punktmaige
Newton-Verfahren auch fur mehrfache bzw. singulare Nullstellen konver-
giert, wenn auch langsam (vgl. [10]). Wenn also die Bedingung (2.26) nach
der Durchfuhrung eines Intervall-Newton-Schritts fur kein i erfullt ist, so
fuhren wir, ausgehend vom Mittelpunkt des Quaders Y , eine klassische
Newton-Iteration gema
y0 := m(Y )
yk := yk 1   (Jg(y
k 1)) 1  g(yk 1); k = 1; : : : ;K
durch. Wenn diese durchfuhrbar ist und die Folge der yk innerhalb von Y
konvergiert, so konnen wir den Quader Y zerlegen in die Umgebung um
yK und die Restquader, die durch komponentenweises, sukzessives
"
Her-
ausschneiden\ der Umgebungsquader entstehen. Die Methodik zur Bestim-
mung der Restquader ahnelt der speziellen Aufteilung im modizierten
Gau-Seidel-Schritt aus Abschnitt 2.5.3 und wird durch Algorithmus 2.19
beschrieben. Dabei verwenden wir fur die Durchfuhrung eines geeigneten
reellen Newton-Verfahrens zur Anwendung auf singulare Nullstellen die No-
tation RSNewton (Y; c; conv). Wenn das Verfahren mit c einen Punkt zur
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Abspaltung liefert, wird dies durch conv = true angezeigt. Der Parame-
ter fur die Berechnung des Umgebungsquaders um c wurde aufgrund der
Testergebnisse zu  = 10 4 gewahlt.
Algorithmus 2.19: CutBox (Y; L; ef )
Abspaltung von Singularitaten der Hessematrix
1. RSNewton (Y; c; conv).
2. if not conv then return.
3.  := 10 4; Z := ([1  ; 1 + ]  c) \ Y .
4. for i := 1 to n do
(a) if Yi 6= Zi then
i. u := Yi; Yi := Zi.
ii. if FY  ef then L := L+ (Y; FY ).
iii. Yi := u.
(b) if Yi 6= Zi then
i. Yi := Zi.
ii. if FY  ef then L := L+ (Y; FY ).
(c) Yi := Zi.
Algorithmus 2.19 liefert mit Y = Z den Umgebungsquader um die po-
tentielle Singularitat von H zuruck, wahrend die Restquader in die Ar-
beitsliste L abgespeichert werden. Zum besseren Verstandnis des Verfahrens
sind in Abbildung 2.7 fur den Fall Y 2 IIR2 die entstehenden Restquader








Abbildung 2.7: Aufspaltung von Y in Z und Y 1 bis Y 4
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2.5.8 Zusammenfassung der verwendeten Varianten
Zum Abschlu des Abschnitts uber den Intervall-Newton-Schritt geben wir
nun noch den im Rahmen unseres globalen Optimierungsverfahrens einge-
setzten zusammenfassenden Algorithmus 2.20 an, der abhangig vom Para-
meter mode eine der in den letzten Abschnitten beschriebenen Formen des
Newton-Schrittes durchfuhrt und im Anschlu daran eventuell versucht,
Singularitaten der Hessematrix abzuspalten.
Algorithmus 2.20: NewtonStep (Y; V 1; V 2; L; ef; p;mode)
Gesamtform des Intervall-Newton-Schritts
1. V 1 := Y .
2. if modeprecon = 2 then
NewtonStepSPGS (V 1; L; ef; p)
else if modemultigaps = 0 then
NewtonStepGS (V 1; V 2; p;mode)
else
NewtonStepMGS (V 1; L; ef; p;mode).
3. if modecutbox 6= 0 and V
1 = Y then
CutBox (V 1; L; ef).
Der Quader Y wird von Algorithmus 2.20 nicht verandert, da dieser fur
die im nachfolgenden Abschnitt beschriebenen Randbehandlungen noch
benotigt wird. CutBox wird nur aufgerufen, wenn keine Komponente von Y
verbessert werden konnte. Als Ergebnis von NewtonStep wird in Abhangig-
keit von mode
 V 1 und V 2 (mit p = 2),
 nur V 1 (mit p = 1) oder
 kein Quader (mit p = 0)
geliefert. In Tabelle 2.1 werden die Werte der Komponenten von mode
erlautert, die im Intervall-Newton-Schritt eine Bedeutung haben.
2.6 Randbehandlung 83
modeprecon = 0 Keine Prakonditionierung (R = I)
modeprecon = 1 Prakonditionierung mit R = (m(H))
 1
modeprecon = 2 Pivotis. und D-optimale C-Prakonditionierung
modemultigaps = 0 Aufteilung nur in einer Komponente
modemultigaps = 1 Modizierte Aufteilungstechnik
modecutbox = 0 Ohne Abspaltung von Singularitaten
modecutbox = 1 Mit Abspaltung von Singularitaten
Tabelle 2.1: Bedeutung der Komponenten von mode
2.6 Randbehandlung
Wahrend im Monotonietest und im Konkavitatstest die Randpunkte des
aktuellen Quaders Y , die auch auf dem Rand des Startquaders X liegen,
jeweils gesondert behandelt werden, haben wir bis jetzt fur den Intervall-
Newton-Schritt noch keine solchen Uberlegungen angestellt. Abbildung 2.8
zeigt fur X;Y 2 IIR einen Fall, in dem der Newton-Schritt angewendet auf
g = f 0 ausgehend von Y ein Intervall Y N  Y liefert, das die Minimalstelle
X = Y nicht mehr enthalt. Somit mu diese getrennt behandelt werden.
-
6









































Abbildung 2.8: Randvernachlassigung durch den Newton-Schritt
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Im folgenden wollen wir uns mit einigen Arten der Randbehandlung
beschaftigen und schlielich einen Algorithmus entwickeln, der in unserem
globalen Optimierungsverfahren zum Einsatz kommt.
2.6.1 Getrennte Behandlung des Randes
Wahrend sich im Fall n = 1 die Behandlung der Randpunkte noch recht ein-
fach durch die getrennte Bearbeitung der beiden Randpunkte vonX, die als
Punktintervalle in die Arbeitsliste mit aufgenommen werden, durchfuhren
lat, wird ein entsprechendes Verfahren fur n > 1 recht aufwendig. In diesem
Fall mussen nicht nur die 2n (n 1)-dimensionalen Rander behandelt werden,
sondern auch wiederum deren Randquader, da auch die (n 1)-dimensionalen
Rander selbst wieder durch das Newton-Verfahren reduziert werden konnen.
Fur die Randbehandlung durch separates Bearbeiten aller Randbereiche
mussen somit alle k-dimensionalen Rander mit k = 0; : : : ; n   1 gebildet
und fur die spatere Bearbeitung in der Liste L abgespeichert werden. Um
den Aufwand fur eine solche Randbehandlung abschatzen zu konnen, brau-
chen wir einige Vorbereitungen.
Denition 2.6.1 Sei 0  k < n und Y 2 IIRn ein n-dimensionaler Quader
mit Yi < Yi fur 1  i  n. Dann heit Z 2 IIR
n k-degenerierter Randquader
von Y , wenn fur die Komponenten Zi von Z gilt
 genau k Komponenten erfullen die Bedingung Zi = Yi,
 genau n   k Komponenten erfullen die Bedingung Zi = Zi = i mit
i 2 fYi; Yig.






weise verschiedene k-degenerierte Randquader Z.
Beweis: Aufgrund der Denition eines k-degenerierten Randquaders Z gilt
Zi = Yi fur genau k Komponenten von Z, und fur die Auswahl dieser





Moglichkeiten. Fur jede dieser
Moglichkeiten wiederum gibt es genau n k Komponenten, fur die entweder
Zi = Zi = Yi oder Zi = Zi = Yi gilt. Fur die Belegung dieser n   k
Komponenten von Z mit den Werten von Yi bzw. Yi gibt es somit 2
n k






Randquader von Y . 2
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Wenn wir also den Intervall-Newton-Schritt auf die Quader in der Liste
L unseres Algorithmus stets ohne Beachtung von Randverlusten anwen-
den wurden, muten wir, zusatzlich zum Startquader X selbst, alle k-
degenerierten Randquader von X fur k = 0; : : : ; n   1 mit in die Liste
L aufnehmen. Damit ware die Anzahl  der Quader in L zu Beginn des
Verfahrens gegeben durch






















2n k1k = (2 + 1)n = 3n:
Die Anzahl der Quader in L zu Beginn des Algorithmus wurde somit expo-
nentiell mit der Dimension n wachsen. Aus diesem Grund ist diese Methode
der Randbehandlung nicht zu bevorzugen.
2.6.2 Intervall-Newton-Schritt mit Randbehandlung
Eine ganz andere Art der Randbehandlung wurde bereits in [13] vorgeschla-
gen und in ahnlicher Form auch in [42] verwendet. Dort wird der Newton-
Schritt fur einen Quader Y , der Randbereiche von X enthalt, in einer ab-
gewandelten Form durchgefuhrt, die als Ergebnis den kleinsten Quader, der
sowohl das eigentliche Ergebnis des Newton-Schrittes als auch alle Randbe-
reiche von X, die auch in Y liegen, liefert. Fur einen solchen Newton-Schritt
mit Randbehandlung entsteht das Ergebnis Y NR somit nach folgender Vor-
schrift:
1. Berechne Y R := Y \ @X 2 IPIRn.
2. Berechne Y N durch einen ublichen Newton-Schritt.
3. Berechne Y NR := Y N [ Y R 2 IIRn.
Dieses Verfahren reduziert allerdings die Ezienz des Newton-Schrittes. Im
Extremfall gilt sogar Y NR = Y , so da der Newton-Schritt keinerlei Vorteile
bringt.
2.6.3 Spezielle Randbehandlung jeweils nach einem
Intervall-Newton-Schritt
In unserem globalen Optimierungsalgorithmus wollen wir ein Verfahren
einsetzen, das die Randbehandlung jeweils nach einem Newton-Schritt
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durchfuhrt. Dabei werden die Randbereiche vonX, die im Quader Y enthal-
ten sind und durch den Newton-Schritt eliminiert werden, als degenerierte
Quader in die Liste L aufgenommen. Um sowohl fur die Standardform mit
zwei Ergebnisquadern als auch fur die modizierten Formen mit einem Er-
gebnisquader und zusatzlichen in die Liste aufgenommenen Quadern eine
vollstandige Randbearbeitung moglich zu machen, werden wir unser Ver-
fahren stets auf den Ergebnisquader V 1 anwenden. Dies hat zwar zur Folge,
da eventuell Randquader entstehen, die eigentlich noch Teilquader von V 2
oder von Quadern der aktuellen Liste L sind, und damit gar nicht bearbeitet
werden muten, verringert jedoch drastisch die Anzahl der fur die Rand-
quadererzeugung notwendigen Operationen. Unser Verfahren wird nach fol-
gendem Schema arbeiten:
1. Berechne Z = Y \ @X 2 IPIRn.




3. Berechne Zi := Zin(Zi \ V 1), fur i = 1; : : : ;m.
4. Fuge die Zi in die Liste L ein.
Wir fugen also alle Randquader von Y , die nicht mehr in V 1 enthalten sind,
als degenerierte Quader in die Arbeitsliste L unseres Verfahrens ein. Dabei
werden fur einen n-dimensionalen Quader Y nur (n 1)-degenerierte Rand-
quader gebildet, wahrend fur einen k-degenerierten Randquader auch wieder
k-degenerierte Randquader in die Liste aufgenommen werden konnen.
In Abbildung 2.9 sind fur den Fall n = 2 die eindimensionalen Randqua-
der des skizzierten Quaders Y , die in die Liste aufgenommen werden, durch
die Ziern 1 bis 6 gekennzeichnet. Ware Y fur den Fall n = 3 bereits ein
2-degenerierter Randquader, so muten die durch A und B gekennzeichne-











Abbildung 2.9: Randbehandlung fur Y und V 1
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Wir wollen nun eine algorithmische Beschreibung unseres Verfahrens ge-
ben. Da wir, ahnlich wie bei der Behandlung von Singularitaten im letzten
Abschnitt, auch hier wieder mehrere Quader aus einem Quader
"
heraus-
schneiden\ mussen, benotigen wir einen Teilschritt (Algorithmus 2.21) , der
dieses realisiert. Im Unterschied zu Algorithmus 2.19 wird das Herausschnei-
den jedoch nicht bezuglich aller Komponenten erfolgen, da zum Zeitpunkt
des Aufrufs innerhalb der Randbehandlung bereits eine Komponente auf
ihren Rand reduziert wurde.
Algorithmus 2.21: CutEdge (Y; V; i; L; ef)
Abspaltung von Randquadern
1. Z := Y .
2. for k := 1 to n do
if k 6= i then
(a) if Zk 6= Vk then
i. u := Zk; Zk := Vk.
ii. if FZ  ef then L := L + (Z;FZ).
iii. Zk := u.
(b) if Zk 6= Vk then
i. Zk := Vk.
ii. if FZ  ef then L := L + (Z;FZ).
(c) Zk := Vk.
In Algorithmus 2.21 werden die zu bearbeitenden Randbereiche in Quader
aufgeteilt und in L abgespeichert. Dabei darf Y selbst nicht verandert wer-
den, da die weitere Randbehandlung immer auf dem Ausgangsquader Y
erfolgt. Aus diesem Grund wird mit dem Hilfsquader Z gearbeitet. Auer-
dem wird die Zerlegung fur die Komponente i nicht durchgefuhrt, da diese
beim Eintritt in CutEdge bereits aus einem Punktintervall besteht.
Der vollstandige Randbehandlungs-Algorithmus wird durch Algorith-
mus 2.22 beschrieben. In ihm wird jede Komponente Yi von Y auf ihre
beiden Randpunkte reduziert und die dabei entstehenden Randquader wer-
den entweder durch CutEdge aufgeteilt, falls sie mit V 1 gemeinsame Punkte
haben, oder vollstandig in die Liste L aufgenommen.
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Algorithmus 2.22: HandleEdges (X;Y; V; L; ef; p)
Randbehandlung fur Y
1. for i := 1 to n do
(a) if Yi = Xi then
i. u := Yi; Yi := Yi.
ii. if Y \ V 6=  and Y \ V 6= Y then
CutEdge (Y; V; i; L; ef).
else if p = 0 or Y \ V =  then
if FY  ef then L := L+ (Y; FY ).
iii. Yi := u.
(b) if Yi = Xi then
i. u := Yi; Yi := Yi.
ii. if Y \ V 6=  and Y \ V 6= Y then
CutEdge (Y; V; i; L; ef).
else if p = 0 or Y \ V =  then
if FY  ef then L := L+ (Y; FY ).
iii. Yi := u.
Bemerkung: Unter Verwendung dieses speziellen Randbehandlungsalgo-
rithmus haben wir auch den in [13] geschilderten Fall abgedeckt, fur den
der Intervall-Newton-Schritt die mit X gemeinsamen Randpunkte eines
(n 1)-degenerierten Quaders Y eliminiert, die nicht auf dem (n 2)-de-
generierten Rand des Quaders X, wohl aber auf dem Rand von X liegen.
2.7 Der Verikationsschritt
Als Grundaussage nach Durchfuhrung unseres globalen Optimierungsalgo-
rithmus konnen wir festhalten, da die Ergebnisliste bL nur Quader enthalt,
die im Rahmen der vorgegebenen Toleranzangabe und der Genauigkeit der
verwendeten Maschinenintervallarithmetik mindestens eine globale Mini-
malstelle der Zielfunktion f enthalten konnen. In diesem Abschnitt wollen
wir uns nun mit der Frage der Eindeutigkeit einer Minimalstelle innerhalb
der berechneten Einschlieungsintervalle bzw. Quader der Ergebnisliste bL
beschaftigen. D. h. wir wollen moglichst fur jeden Quader in bL nachweisen,
da er genau eine Minimalstelle enthalt. Wir werden zunachst die allge-
meine Aufgabenstellung erlautern und auf die spezielle Problematik der
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Nullstellen-Verikation im Zusammenhang mit Toleranzangaben, Randge-
bieten und singularen Nullstellen eingehen. Danach behandeln wir dann den
speziellen Fall fur globale Minimalstellen. Dabei werden wir eine auf Rump
zuruckgehende Idee aufgreifen, die den verizierten Nachweis der positiven
Denitheit der Hessematrix ermoglicht.
2.7.1 Verikation und Epsilon-Aufblahung
In Abschnitt 2.5 haben wir bereits die Fahigkeit des Intervall-Newton-
Schrittes erwahnt, die Eindeutigkeit der Nullstelle in Y zu verizieren. Vor-




fur den Ergebnisquader Y N eines Intervall-Newton- oder auch Intervall-
Gau-Seidel-Schrittes angewendet auf Y . Diese Eigenschaft ermoglicht be-
reits innerhalb des Optimierungsverfahrens durch den Intervall-Newton-
Schritt die Feststellung, da eine eindeutige Nullstelle von g = rf ein-
geschlossen wurde. Allerdings kann es aus verschiedenen Grunden vorkom-
men, da die Bedingung (2.27) fur die Quader in der Liste bL nicht erfullt
werden kann.
Zunachst einmal konnen die Quader in bL noch mehrere Nullstellen ent-
halten, so da die Inklusionsbedingung gar nicht erfullbar ist. Dies wird dann
der Fall sein, wenn die Nullstellen so dicht zusammenliegen, da unsere im
grundlegenden Algorithmus verwendete Toleranzangabe fur die Quader inbL keine Trennung mehr erwirkt oder der Abstand der Nullstellen unterhalb
der relativen Genauigkeit der jeweiligen Rechenanlage liegt. Andererseits ist
es auch moglich, da die Bedingung (2.27) nicht erfullt wird, obwohl bereits
eine eindeutige Nullstelle von g eingeschlosssen wurde. Mogliche Grunde
dafur sind:
1. Die Nullstelle ist zwar eindeutig aber singular (vgl. auch [10]).
2. Bei der intervallmaigen Berechnung von Y N treten zu groe
Uberschatzungen auf.
3. Die Nullstelle liegt auf dem Rand von Y .
4. Der Quader Y hat einen zu kleinen Durchmesser oder ist sogar dege-
neriert.
Aus diesem Grund mussen wir die Quader in der Ergebnisliste einer Nach-
behandlung unterziehen.
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Im ersten Fall ist je nach Ordnung der Nullstelle ein Nachweis der
Eindeutigkeit durch das Erfullen der Inklusionsbedingung auch durch ei-
ne Nachbehandlung nicht moglich. Im zweiten Fall kann versucht werden,
durch Verbesserung der Intervallauswertungen doch noch eine Einschlie-
ung zu erzielen. Fur den dritten und vierten Fall kann man die sogenannte
Epsilonaufblahung (vgl. z. B. [51], [52]) einsetzen, die den Quader Y in
geringem Mae aufblaht, um damit das Erfullen der Inklusionsbedingung
(2.27) moglich zu machen.
Denition 2.7.1 Sei A 2 IIR, Y 2 IIRn und 0 6= " 2 IR. Ferner sei  2 IR
die kleinste, auf der verwendeten Rechenanlage darstellbare, positive Zahl.
Dann heit
Blow (A; ") :=

A+ [ "; "]  d(A) fur d(A) 6= 0
A+ [ ; ] fur d(A) = 0
Epsilonaufblahung von A und








Epsilonaufblahung von Y .




erfullt, so enthalt Z bzw. ZN eine eindeutige Nullstelle von g.
Problematisch im Zusammenhang mit der Epsilonaufblahung erweist
sich die Tatsache, da in Z Punkte enthalten sind, die nicht in Y liegen. So-
fern diese Punkte namlich auch auerhalb des Startquaders X liegen, haben
wir mit Bedingung (2.28) allein noch nicht nachgewiesen, da die Nullstelle
auch in X bzw. im ursprunglichen Y liegt. Dies gilt erst dann, wenn zusatz-
lich die Bedingung ZN  X erfullt werden kann. Andernfalls kann keine
Eindeutigkeitsaussage gemacht werden.
2.7.2 Eindeutigkeitsnachweis fur Minimalstellen
Um fur einen Quader Y nachzuweisen, da er eine eindeutige Minimalstelle
einschliet, mussen wir noch weitere Uberlegungen anstellen. Dabei mussen
wir verschiedene Arten von Minimalstellen unterscheiden.
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Handelt es sich bei Y um einen 0-degenerierten Quader, also um ein
Punktintervall, so ist die Eindeutigkeit der eingeschlossenen Minimalstelle
trivial. Als problematisch gestaltet sich der Nachweis fur eine Minimalstelle
auf dem Rand, die keine stationare Stelle, also keine Nullstelle von g ist,
die aber durch Monotonie- und Konkavitatstest nicht auf einen Randpunkt
reduziert werden konnte. In diesem Fall konnen wir keine Eindeutigkeits-
aussage machen.
Der wesentliche, in der Praxis am haugsten vorkommende Fall ist die
Behandlung eines stationaren Punktes. In diesem Fall kann durch Nach-
weis von (2.27) bzw. (2.28) zunachst einmal der Einschlu einer eindeutigen
stationaren Stelle in Y bzw. Z nachgewiesen werden. Dies genugt jedoch
nicht, um eine eindeutige Minimalstelle in Y nachzuweisen. Abbildung 2.10




































Abbildung 2.10: Zur Verikation der Eindeutigkeit
Fur den Nachweis, da in einem Quader Y eine eindeutige Minimalstelle
eingeschlossen wird, mussen wir zusatzlich zeigen, da die Hessematrix von
f positiv denit
ist. Ein entsprechendes Kriterium, das in [51] fur reelle Matrizen ange-
geben wurde, wollen wir nun leicht modizieren und auf Intervallmatrizen
ausdehnen.
Satz 2.7.1 Sei A 2 IRnn symmetrisch und B deniert durch B := I  1

A
mit kAk1   2 IR. Dann folgt aus (B) < 1, da A positiv denit ist.
Beweis: Wegen der Symmetrie von A sind alle Eigenwerte von A reell. Sei
nun ; x ein beliebiges Eigenwert/Eigenvektorpaar von A mit  2 IR, also
Ax = x. Sei ferner  2 IR ein Eigenwert von B zum Eigenvektor x, dann
gilt







Wegen jj  (B) < 1 gilt j1  

j < 1, und wegen (A)  kAk1   folgt


 1 und somit 1  

< 1, also  > 0. 2
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Lemma 2.7.2 Sei H 2 I IRnn und S deniert durch S := I   1

H mit
kHk1   2 IR. Dann folgt aus (B) < 1 fur alle B 2 S, da alle symme-
trischen A 2 H positiv denit sind.
Beweis: Fur alle symmetrischen A 2 H gilt aufgrund der Inklusionsisotonie
B := I  
1





und wegen kAk1  kHk1   fur alle A 2 H, erfullen A und B somit die
Voraussetzungen von Satz 2.7.1. 2
Satz 2.7.3 Sei S 2 IIRnn und Z 2 IIRn, dann folgt aus S  Z

 Z, da
(B) < 1 fur alle B 2 S.
Beweis: Siehe [3] bzw. [53]. 2
Aufgrund dieser theoretischen Uberlegungen konnen wir nun Algorithmus
2.23 angeben, der uberpruft, ob alle symmetrischen Matrizen in einer In-
tervallmatrix positiv denit sind und dies durch posdef = true anzeigt.
Algorithmus 2.23: TestPosDef (H; "; posdef )
Test auf positive Denitheit
1.  := kHk1; S := I  
1

H; kmax := 10.
2. for i := 1 to n do Zi := [ 1; 1].
3. for k := 1 to kmax do
(a) U := Blow (Z; ").




posdef := true; return.
4. posdef := false.
Zu beachten ist, da nach Ausfuhrung von TestPosDef mit posdef = false
lediglich angezeigt wird, da der Test nicht erfolgreich war. Daraus konnen
wir jedoch nicht schlieen, da in H keine positiv deniten Matrizen ent-
halten sind.
2.7 Der Verikationsschritt 93
Den Nachweis der Eindeutigkeit fur einen Quader der Ergebnisliste bL
werden wir unter Verwendung von Algorithmus 2.23 und der vorangegan-
genen Uberlegungen durch den nachfolgenden Algorithmus 2.24 erbringen.
Als Kurznotation fur die Durchfuhrung eines Intervall-Newton-Schrittes vor
dem Test der Inklusionsbedingung (2.28) verwenden wir hier der Einfachheit
halber N (Z).
Algorithmus 2.24: TestUnique (Y; "; unique)
Eindeutigkeitstest
1. if d(Y ) = 0 then unique := true; return
else unique := false.




(a) H :=r2F (Y ).
(b) TestPosDef (H; "; posdef ).
4. if posdef = true then unique := true.
else unique := false.
Bemerkung: In der praktischen Durchfuhrung bzw. Implementierung ist
das Erfullen der Inklusionsbedingung meistens bereits aus den Intervall-
Newton-Schritten des Optimierungsverfahrens gesichert, so da in diesen
Fallen auf die Durchfuhrung von Schritt 2 in Algorithmus 2.24 verzichtet
werden kann.
2.7.3 Reduzierung der Quader-Anzahl
Im Zusammenhang mit der Toleranzangabe fur die Funktionsauswertun-
gen und die Quaderdurchmesser tritt aufgrund der Intervalluberschatzun-
gen und der daraus resultierenden fortgesetzten Bisektion das Phanomen
auf, da die Ergebnisliste bL eine sehr groe Zahl von Quadern enthalten
kann. Dabei konnen entweder mehrere dieser Quader die gleiche Minimal-
stelle enthalten (wenn diese auf dem Rand der Quader liegt) oder mehrere
dieser Quader decken ein
"
groeres\ Gebiet um eine Minimalstelle ab, es
kann aber nicht entschieden werden ob diese Quader uberhaupt die Mini-
malstelle enthalten. Aus diesem Grund lat sich aus der Anzahl der Quader
in bL nicht auf die Anzahl der globalen Minimalstellen schlieen.
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Wir wollen deshalb im abschlieenden Verikationsschritt unseres glo-
balen Optimierungsalgorithmus eine Methode anwenden, die vor dem Test
auf Eindeutigkeit zunachst die Anzahl der Quader reduziert, indem, grob
gesprochen, alle nichtdisjunkten Quader in bL zu jeweils einem neuen Quader
vereinigt werden. Diese Vereinigung wird dabei als Potenzmengenoperation
durchgefuhrt und nicht als Intervallhullenbildung. Erst am Ende dieses Ver-
einigungsprozesses wird schlielich wieder ein echter Quader gebildet. Diese
Vorgehensweise vermeidet eine zu starke Aufblahung der Vereinigungsqua-
der.
Algorithmus 2.25: CompressVerify (bL; ")
Verikationsschritt mit Reduzierung der Quaderanzahl
1. L := bL; i := 0; bL := f g.
2. repeat
(a) i := i + 1; Y := Head (L); L := L   Y .
(b) Li := Y ; U i := Y .
(c) repeat
i. L0 := L; L := f g; ready := true .
ii. repeat
A. Y := Head (L0); L0 := L0   Y .
B. if Y \ U i 6=  then
Li := Li + Y ; U i := U i [ Y ; ready := false
else
L := L+ Y .
until L0 = f g.
until L = f g or ready .
until L = f g.
3. for k := 1 to i do
(a) Uk := Intval (Uk).
(b) TestUnique (Uk; "; unique).
(c) if unique then
Improve (Uk; Lk); bL := bL+ (Uk; 1)
elsebL := bL+ (Uk; 0).
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Mit Algorithmus 2.25 beschreiben wir das Verfahren, das sowohl diese Re-
duzierung der Quaderanzahl als auch den Eindeutigkeitstest fur die ver-
bleibenden Quader durchfuhrt. Da wir die zweite Komponente r der Paare
(Y; r) in der Ergebnisliste bL nicht mehr benotigen, werden wir dort den
Wert 1 abspeichern, wenn die Eindeutigkeit garantiert ist bzw. den Wert 0,
wenn keine Aussage gemacht werden kann. In den in Algorithmus 2.25 ver-
wendeten Arbeitslisten L und Li mit i = 0; 1; : : : werden keine Paare (Y; r),
sondern nur Quader abgespeichert. Die verwendete Operation + hangt ein
neues Element stets am Ende der Liste ein. Intval bezeichnet im folgenden
die Bildung der Intervallhulle des Arguments.
Die durch Improve angedeutete Verbesserung der Einschlieungen Uk
kann nach erfolgreichem Eindeutigkeitstest durch Schnittbildung der Teil-
quader Y i aus Lk, fur die ein separater Eindeutigkeitstest erfolgreich war, er-
reicht werden. Dazu wird mit I = fi : Y i 2 Lk ^ d(Y i) 6= 0 ^ N (Y i)

 Y ig
Uk := Uk \ Y i fur alle i 2 I
gebildet. Die Begrundung dafur liefert das nachfolgende Lemma, auf eine
algorithmische Beschreibung dieser Methode wollen wir jedoch verzichten.
Lemma 2.7.4 Seien Uk; Y 1; Y 2 2 IIRn und Y 1; Y 2 2 Lk mit d(Y 1) 6= 0
und d(Y 2) 6= 0. Enthalten Uk, Y 1 und Y 2 jeweils eine durch Algorithmus
2.24 nachgewiesene eindeutige Minimalstelle xU , x1 und x2, so gilt xU =
x1 = x2 2 Y 1 \ Y 2.
Beweis: Aufgrund der Konstruktionsvorschrift ist Uk =
[
Yi2Lk
Y i. Die An-
nahme xU 6= xi fuhrt fur i = 1; 2 wegen der Eindeutigkeit der Minimalstelle
in U sofort auf einen Widerspruch, da xi 2 Y i  U . Daraus folgt sofort
xU 2 Y 1 \ Y 2. 2
2.8 Der vollstandige Algorithmus
Unter Verwendung aller beschriebenen Teilalgorithmen konnen wir jetzt mit
Algorithmus 2.26 den vollstandigen Algorithmus fur unser globales Optimie-
rungsverfahren angeben. Eingabedaten sind zunachst f , X und die Toleranz
". Auerdem wird der Steuerparameter mode benotigt, der neben den in Ab-
schnitt 2.5.8 beschriebenen Komponenten noch die Komponente modelevel
besitzt. Mit ihr wird durch den Wert 1 angezeigt, da dem Algorithmus
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bereits eine Naherung fur die Oberschranke ef des globalen Minimums mit-
gegeben wird (vgl. auch [6]). Fur modelevel = 0 mu ef durch eine Mittel-
punktsauswertung bestimmt werden. Als Operator + fur das Einhangen der
Paare (Y; FY ) bzw. (V
i; FV i) in die Liste verwenden wir den in Abschnitt
2.2.5.1 denierten Operator.
Die Einschlieungsquader fur alle globalen Minimalstellen sind am Ende
des Verfahrens in der Liste bL abgespeichert, wobei der Wert in der zweiten
Komponente eines Listenelements (Y; r) jeweils angibt, ob die Eindeutigkeit
innerhalb von Y veriziert werden konnte (r = 1) oder nicht (r = 0). Ist die
Liste bL nach Durchfuhrung des Algorithmus leer, so wurde eine Naherungef < f verwendet.
Algorithmus 2.26:
Vollstandiger Algorithmus
1. Y := X; L := f g; bL := f g.
2. if modelevel = 0 then ef := sup(F (m(Y ))).
3. repeat
(a) k := OptComp (Y ).
(b) Branch (Y; k; U1; U2).
(c) for i := 1 to 2 do
i. MonoTest (X;U i; del).
ii. if del or ef < FUi then nexti.
iii. ConcTest (X;U i; L; ef; del).
iv. if del or ef < FUi then nexti.
v. NewtonStep (U i; V 1; V 2; L; ef; p;mode).
vi. HandleEdges (X;U i; V 1; L; ef; p).
vii. for j := 1 to p do
A. MonoTest (X;V j ; del).
B. if del or ef < FV j then nextj.
C. L := L+ (V j ; FV j ).
(d) Y := NextY (L; bL; ef ; "; newy).
until not newy ;
4. CompressVerify (bL; ").
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Die Durchfuhrung des Monotonietests vor dem ersten Uberprufen des Funk-
tionsintervalls wie auch der zusatzliche Monotonietest nach dem Intervall-
Newton-Schritt sind im Hinblick auf die praktische Durchfuhrung sinnvoll,
da die Intervallauswertung des Gradienten auch bei Verwendung von zen-
trierten Formen (vgl. Abschnitt 1.5) zur Berechnung des Funktionsintervalls
verwendet wird. Dazu mu jedoch der Wert des Gradienten auch im Rahme-
nalgorithmus bekannt sein und nicht nur in MonoTest (vgl. dazu Abschnitt
3.1.5).
2.9 Weitere Modikationen des Verfahrens
Zum Abschlu dieses Kapitels wollen wir noch einige Ansatze fur weitere
Modikationen unseres Verfahrens geben. Wir verzichten jedoch auf eine
algorithmische Beschreibung der modizierten Schritte. Der Vollstandigkeit
halber wollen wir in diesem Rahmen auch kurz auf einige aus der Literatur
bekannte Variationen von artverwandten Optimierungsverfahren eingehen.
Fur eine eingehende Studie verweisen wir jedoch auf die jeweils zitierte
Literatur.
2.9.1 Zur Bisektion
2.9.1.1 Varianten fur OptComp
Der in Abschnitt 2.2.5.2 entwickelte AlgorithmusOptComp zur Bestimmung
der zu halbierenden Komponente des Quaders Y verwendet den Gradienten
von F uber Y . Eine Variante fur OptComp konnte die in [24] im Rahmen
von Nullstellenproblemen benutzte Methode unter Verwendung der Jacobi-
matrix (in unserem Falle der Hessematrix H = r2F (Y )) einsetzen. Dann





j = d(Yj)  max
1in
fjHijj; jHijjg: (2.30)
Diese Vorgehensweise erfordert jedoch aufgrund der Berechnung der Hesse-
matrix einen groeren Aufwand als unsere Methode.
Als sinnvoll erwies sich auch im Rahmen unseres Verfahrens die in [24]
beschriebene Methode, die Auswahl der optimalen Komponente auch vom
Ausgang des letzten Newton-Schrittes fur den aktuellen Quader abhangig
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zu machen. Dazu wird innerhalb des Gau-Seidel-Schrittes (IStepGS) jeweils
vor der Schnittbildung komponentenweise die InklusionsbedingungW 1i  Yi
uberpruft. Hat Y bezuglich der i-ten Komponente diesen Test erfullt, so wird
diese Komponente nicht mehr zur Halbierung herangezogen, da in dieser
Koordinatenrichtung der Intervall-Newton-Schritt als konvergent angesehen
werden kann (vgl. [24, Satz 2.3]).
2.9.1.2 Adaptive Generierung von Teilquadern
Zu Beginn unseres Optimierungsverfahrens, kann es je nach Struktur der
Zielfunktion f und aufgrund der noch groen Quaderdurchmesser vorkom-
men, da der Intervall-Newton-Schritt keinen nennenswerten Vorteil er-
bringt, das heit die Quaderdurchmesser verringern sich eigentlich nur durch
die Bisektion. Wenn dieser Fall eintritt, stellt der Intervall-Newton-Schritt
eigentlich einen unnotigen Aufwand dar. Aus diesem Grund schlagt Eriks-
son in [8] eine initialisierende und eine adaptive Generierung von mehrfachen
Bisektionen vor. Die dort erlauterte Heuristik schlagt als Initialisierung vor






min(k; 10) fur 1  n  3
min(k; 4) fur 4  n  5
2 sonst
9=





vor. Entsprechend wird eine adaptive Bisektion mit der Generierung von
Nadapt = m
n Quadern unmittelbar nach einem
"
nicht erfolgreichen\














berechnet, wobei K(Y ) den Krawczyk-Operator ohne Schnittbildung be-
zeichnet. Der Parameter a  0 wird, ausgehend vom Wert 0, jeweils um
0.25 erhoht, wenn der Krawczyk-Schritt ezient war, andernfalls um 0.25
erniedrigt.
2.9.2 Zum Mittelpunktstest
Wird Algorithmus 2.26 ohne eine Startnaherung ef fur die Oberschranke
des globalen Minimums durchgefuhrt, mu dafur gesorgt werden, da die
sukzessiv berechneten Werte fur ef schnell gegen den tatsachlichen Wert
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des Minimums streben. Jede Funktionsauswertung innerhalb des Grund-
algorithmus und auch innerhalb der Teilalgorithmen sollte deshalb dazu
benutzt werden, eventuell den Wert von ef zu verbessern. Hier konnen zum
Beispiel auch klassische lokale Optimierungsmethoden zum Einsatz kom-
men, die ausgehend von c = m(Y ) versuchen, zu einer Stelle mit kleinerem
Funktionswert zu gelangen.
In diesem Zusammenhang sei auch das Verfahren von Jansson [19] ge-
nannt, das eine spezielle, heuristische Branch-and-Bound-Methode mit einer
Abstiegsmethode kombiniert. Dieses Verfahren, das Naherungen fur die glo-
balen Minimalstellen sowie Schranken fur den Wert des globalen Minimums
berechnet, konnen wir jedoch nicht naher erlautern, da zum Zeitpunkt des
Entstehens dieser Arbeit noch keine algorithmische Beschreibung vorlag.
Eine einfache Modikation zur Bestimmung eines neuen Wertes ef ware
beispielsweise die Verwendung von mehreren Funktionsauswertungen (an-
stelle von nur einer Mittelpunktsauswertung) fur Punkte aus dem aktuellen
Quader. Noch besser ware es, wenn nicht nur fur einzelne Punkte, son-
dern fur ganze Bereiche garantierte Angaben uber die dort angenommenen
Funktionswerte gemacht werden konnten. Genau dies kann mit Hilfe der
sogenannten Inneneinschlieung erreicht werden, mit der wir uns deshalb
kurz beschaftigen wollen.
2.9.2.1 Inneneinschlieungen
Eine Inneneinschlieung f][(Y ) fur den Wertebereich f(Y ) der Funktion
f : D  IRn ! IR auf dem Intervallvektor Y ist ein Intervall, fur das gilt
f][(Y )  f(Y ):
Zu einer Inneneinschlieung kommt man uber die Restgliedform der Ord-
nung 2 (vgl. [5]). Hat f die Darstellung
f(y) = q(y) + r(y)
mit q; r 2 C1(D), so gilt nach [5, Satz 4] mit Hilfe des Wertebereichs von q
und der Intervallauswertung R von r die Beziehung




q(Y ) +R(Y ); q(Y ) +R(Y )
i
: (2.31)
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Mit f][(Y ) haben wir somit eine neue garantierte Oberschranke fur den Wert
des Funktionsminimums.
Mit g(y) = rf(y), mg = m(g(Y )) und c;  2 Y kommt man konstruk-
tiv zu einer Inneneinschlieung uber die aus dem Mittelwertsatz folgende
Beziehung
f(y) = f(c) + g()  (y   c)
= f(c) + (g() +mg  mg)  (y   c)
= f(c) +mg  (y   c)| {z }
=: q(y)




q(Y ) = f(c) +mg  (Y   c) und R(Y ) = (G(Y ) mg)  (Y   c):
Bei der praktischen Berechnung einer Inneneinschlieung unter Verwendung
vonMaschinenintervallarithmetik ist zu beachten, da die Addition in (2.31)
mit nach innen gerichteter Rundung ausgefuhrt werden mu. Da q(Y ) auf
der Maschine nicht exakt berechnet werden kann, mu auch diese Intervall-
funktionsauswertung mit Rundung nach innen erfolgen. Zusatzliche Pro-
bleme im Hinblick auf eine exakte Berechnung von q(Y ) bereitet die darin
vorkommende Funktionsauswertung f(c). Abhilfe schat die Modikation
q(Y ) := mg  (Y   c) und R(Y ) := f(c) + (G(Y )  mg)  (Y   c):
In Kapitel 3 werden wir diese Problematik nochmals aufgreifen.
Aufgrund der Tatsache, da einerseits zu Beginn unseres Optimierungs-
verfahrens groe Quader Y behandelt werden mussen, andererseits aber In-
neneinschlieungen nur fur kleine Quader ezient sind, wollen wir noch kurz
eine Alternative vorstellen. Um Inneneinschlieungen doch sinnvoll verwen-
den zu konnen, berechnen wir diese nicht fur den Quader Y selbst, sondern
fur einen Quader V  Y , den wir mit 0  `  1 und c = m(Y ) aus
V := c+ [ `; `]  (Y   c)
erhalten. Aufgrund der Testergebnisse sollte ` deutlich kleiner als 1 gewahlt
werden.
2.9.3 Zum Intervall-Newton-Schritt
Wir wollen hier noch kurz auf einige Varianten des Intervall-Newton-
Schrittes eingehen, die die im globalen Optimierungsverfahren zum Ein-
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satz kommende Palette von Newton-Schritten erweitern konnen. Alle vor-
gestellten Varianten kommen in ihrer ursprunglichen Form aus dem Bereich
der Losung nichtlinearer Gleichungssysteme, ihre Teilschritte konnen jedoch
problemlos auf die Optimierungsproblematik angewendet werden. In den fol-
genden Abschnitten sei wie bisher g =rf , Jg =r
2f , R = (m(JG(Y )))
 1,
A = R  JG(Y ), c = m(Y ) und b = R  Jg(c).
2.9.3.1 Die Methode von Hansen und Greenberg
In [15] wird der ubliche Gau-Seidel-Schritt nach Hansen (vgl. Algorithmus
2.13) um zwei zusatzliche Teilschritte erweitert. Dabei handelt es sich um ei-
ne lokale Punktiteration und um eine Gau-Elimination mit LU-Zerlegung.
Die lokale Punktiteration wird nach Durchfuhrung des ublichen Gau-
Seidel-Verfahrens (2.14) aus Abschnitt 2.5.1.4 angewendet. Dabei wird aus-
gehend von y0 = m(Y ) ein Quasi-Newton-Verfahren in der Form
yk+1 := yk  R  g(yk) k = 0; 1; : : :
durchgefuhrt. Als Abbruchbedingung fur die Iteration wird




verwendet. Falls ein yk+1 auerhalb von Y liegt wird mit
yk+1 := (yk + (yk+1   yk)) \ @Y
fur 0   < 1 der Schnittpunkt der Verbindungsgeraden von yk+1 und yk
mit dem Rand von Y benutzt.
Gilt nach dem Ende der lokalen Iteration jjg(yk+1)jj  10 3, so wird
nochmals das Gau-Seidel-Verfahren in vereinfachter Form, namlich nur
fur die Komponenten i, fur die 0 62 Aii gilt, durchgefuhrt. Andernfalls
schliet sich die Gau-Elimination mit LU-Zerlegung an. Das heit, es wer-
den zunachst Intervallmatrizen L;U 2 IIRnn mit A  LU berechnet, mit
deren Hilfe das System
L  U  (y   Y ) = b
mit y = yk+1 gelost wird. Dabei wird keine erweiterte Intervalldivision ein-
gesetzt, und das Verfahren mu demnach abgebrochen werden, wenn eine
Division durch ein die Null enthaltendes Intervall auftritt. Sollte dieser Fall
auftreten, wird ebenfalls zum vereinfachten Gau-Seidel-Schritt ubergegan-
gen.
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2.9.3.2 Der symmetrische Operator
Als Alternative zum ublichen Krawczyk-OperatorK bzw. zum entsprechen-
den Gau-Seidel-Verfahren oder auch Hansen-OperatorH verwendet Mohd
[42] den symmetrischen Operator S (vgl. auch [54]) zur Durchfuhrung eines
Intervall-Newton-Schrittes. Mit M = I   A sind diese Operatoren deniert
durch
K(Y ) := c  b+M  (Y   c);











i(Y ) := Hi(Y ) \ Yi; i = 1; : : : ; n;













i(Y ) := Si(Y ) \H
0
i(Y ); i = n; : : : ; 1:
Mohd bevorzugt den symmetrischen Operator aufgrund der folgenden Ei-
genschaften:
1. Es gilt: S(Y ) H(Y ) K(Y ).
2. Gilt d(S(Y )i) < d(H
0(Y )i) fur i = 1; : : : ; n, dann existiert genau ein
y 2 S(Y ) mit g(y) = 0.
Die Beweise nden sich in [54].
2.9.3.3 Gau-Seidel-Schritt mit Vorsortierung
Die Durchfuhrung des Gau-Seidel-Schrittes (2.14) in Verbindung mit den
D-optimalen C-Prakonditionierern liefert unterschiedliche Ergebnisse, wenn
man die Reihenfolge der Komponenten vertauscht. In [17, Satz 4.1.2] wird
festgestellt, da der Durchmesser d(Yi) mit den Durchmessern d(Yj) fur
j 6= i wachst. Aus diesem Grund ist es sinnvoll, die Komponenten von Y
absteigend nach ihren Durchmesser geordnet zu behandeln, also stets die
Komponente mit dem groten Durchmesser zuerst zu reduzieren.
2.9.3.4 Gau-Seidel-Schritt mit Trisektion
Im Zusammenhang mit der Behandlung singularer Nullstellen schlagt
Kearfott in [24] die Verwendung einer Trisektion der Box Y innerhalb des
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Intervall-Newton-Schrittes vor. Nach Berechnung einer Naherung ey fur die
singulare Nullstelle werden Y 1, Y 2 und Y 3 nach folgendem Schema berech-
net:
1. Berechne die optimale Komponente k gema (2.29) und (2.30).
2. Y 1 := Y ; Y 2 := Y ; Y 3 := Y .
3. Y 1k :=

Yk; eyk   "maxYk .
4. Y 2k :=
 eyk + "maxYk; Yk .
5. Y 3k :=
 eyk   "maxYk; eyk + "maxYk .
Dabei ist der Parameter "max so zu wahlen, da





In diesem Kapitel werden wir uns mit einigen Details der praktischen
Durchfuhrung unseres globalen Optimierungsverfahrens und seiner Imple-
mentierung auf dem Rechner beschaftigen. Im ersten Abschnitt werden wir
auf den Ubergang zur Maschinen(intervall)arithmetik, die damit verbun-
denen Modikationen und Besonderheiten, den Einsatz hochgenauer Aus-
drucksauswertung und die Ablauforganisation im Hinblick auf eine ezien-
te Ausnutzung von Funktionsauswertungen eingehen. Im zweiten Abschnitt
beschreiben wir zunachst die in der Implementierung verwendeten Daten-
strukturen und Operationen einschlielich interner Speicherverwaltung und
erlautern den interaktiven Gebrauch des Optimierungsprogramms.
3.1 Praktische Durchfuhrung des Optimie-
rungsverfahrens
Beim Ubertragen unseres in Kapitel 2 beschriebenen Algorithmus und seiner
Teilalgorithmen auf einen Rechner mussen wir der Tatsache, da nunmehr
alle arithmetischen Operationen nicht mehr in den ublichen reellen Raum-
en bzw. Intervallraumen, sondern in den entsprechenden Maschinenraumen
bzw. Maschinenintervallraumen durchgefuhrt werden, besondere Beachtung
schenken. Auch fur Eingabedaten mu dieser Ubergang beachtet werden.
Die dabei auftretenden Rundungsfehler mussen zum einen stets vollstandig
erfat werden, um garantierte Aussagen machen zu konnen, zum anderen
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durch spezielle Techniken teilweise vermieden werden. Auerdem mu bei
einer programmtechnischen Realisierung der Algorithmen so verfahren wer-
den, da der Aufwand fur Funktions-, Gradienten- oder Hessematrixauswer-
tungen gering gehalten wird. Das bedeutet, da durch geeignete Organisati-
on der internen Daten mehrfache Auswertungen vermieden werden mussen.
3.1.1 Erweiterte Intervallarithmetik
Fur die Anwendung der erweiterten Intervalldivision
Z = (Z1 jZ2) := A=B
mit A;B 2 I IR, Z1; Z2 2 I IR1 und 0 2 B im Rahmen des Gau-Seidel-
Schrittes bieten sich bei der praktischen Durchfuhrung grundsatzlich zwei
Alternativen an, namlich
 das Abfangen samtlicher Nulldivisionen vor der eigentlichen Operation
mit anschlieender Sonderbehandlung fur die Intervallgrenzen und
 die explizite Verwendung von entsprechend denierten Operationen.
Wahrend die erste Moglichkeit vor allem bei Verwendung von Implementie-
rungssprachen ohne vordenierte Intervallarithmetik zur Anwendung kom-
men wird, kann die zweite Moglichkeit bei einer Implementierung in wis-
senschaftlichen Programmiersprachen mit Operatorkonzept ohne groen
Aufwand eingebettet werden. Bei beiden Varianten ist auf die korrekte
Ausfuhrung der Rundung in den Intervallgrenzen zu achten (vgl. Abschnitt
1.6). Ahnliches gilt auch fur die Subtraktion (W 1 jW 2) := a  (Z1 jZ2) mit
a 2 IR und die Schnittbildung (W 1 jW 2) := Y \ (Z1 jZ2) mit Y 2 IIR und
W 1;W 2 2 IIR1.
Prinzipiell muten bei der Realisierung dieser Operationen funf verschie-
dene Falle fur Z = (Z1 jZ2) unterscheiden werden. Mit ;  2 IR sind dies:
Fall Z1 Z2
(1) [; ] 
(2) [;1) 
(3) ( 1; ] 
(4) ( 1; ] [;1)
(5) ( 1;1) 
Wahrend im Fall (1) stets    gilt, haben wir fur Fall (4)  < . Zur
Vereinfachung bei der praktischen Durchfuhrung konnen wir aber in Fall
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(4) auch  =  = 0 zulassen, so da wir den Fall (5) automatisch mit
abgedeckt haben. Die Bezeichnungen  und  deuten hier auf die linke und
rechte Grenze eines Intervalls hin, und fur die Rundung konnen wir somit
feststellen, da die -Werte jeweils mit Rundung nach unten und die -Werte
jeweils mit Rundung nach oben berechnet werden mussen.
Bei Verwendung von Darstellung (4) mit  =  = 0 fur den Fall (5)
kann die praktische Durchfuhrung des Gau-Seidel-Schrittes durch unter-
schiedliche Bearbeitung der Schnittbildung variieren. Wird namlich dabei
die tatsachliche Darstellung (5) zugrundegelegt, entsteht nur ein einzelnes
Intervall. Behandelt man hingegen grundsatzlich den Fall (4), so ergibt sich
(W 1 jW 2) = Y \ (m(Y )  A=B)
= Y \ (m(Y )   (( 1; 0] j [0;1)))
= Y \ (( 1;m(Y )] j [m(Y );1))
= ([Y ;m(Y )] j [m(Y ); Y ]);
also eine Halbierung des Intervalls Y = W 1 [W 2.
3.1.2 Dierentiationsarithmetik
Fur die Durchfuhrung unseres Verfahrens benotigen wir Intervallauswer-
tungen der Zielfunktion f , ihres Gradienten g =rf und ihrer Hessematrix
h =r2f . Die entsprechenden Funktionsvorschriften muten somit prinzipi-
ell als Eingangsdaten fur unseren Algorithmus vorhanden sein. Eine explizite
Formulierung dieser Vorschriften fur den Gradienten und die Hessematrix
ist jedoch im allgemeinen sehr fehleranfallig und aufwendig. Verwenden wir
hingegen eine Dierentiationsarithmetik, so mu lediglich die Funktion f
angegeben werden, wahrend die Werte fur g und h bei der Berechnung eines
Funktionswertes automatisch mitgeliefert werden. Umgekehrt wird bei Be-
rechnung eines Gradienten bzw. einer Hessematriz unter Verwendung von
automatischer Dierentiation der Funktionswert bzw. der Funktionswert
und der Gradient praktisch
"
umsonst\ mitgeliefert.
In Abschnitt 1.8 haben wir uns bereits mit der automatischen Dieren-
tiation (Vorwartsmethode) beschaftigt, wie sie im aktuellen Stand unserer
Implementierung verwendet wird. Im Hinblick auf eine deutliche Beschleu-
nigung der Berechnungen bietet sich die Verwendung der schnellen automa-
tischen Dierentiation (Ruckwartsmethode) an, die einen geringeren Auf-
wand erfordert. Beide Formen konnen die Symmetrieeigenschaft der Hesse-
matrix ausnutzen und bei direkter Berechnung eines Produkts von Gradient
oder Hessematrix und einem Vektor den Aufwand noch weiter verringern.
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Fur die spezielle Anwendung der automatischen Dierentiation in un-
serem Optimierungsverfahren ist es notwendig, da die Auswertung einer
Funktion f nicht grundsatzlich mit automatischer Berechnung des Gradi-
enten und der Hessematrix ablauft, sondern auch die Funktionswertberech-
nung allein bzw. die Berechnung des Funktionswertes und des Gradienten
ohne Hessematrix durchgefuhrt werden kann. Unter dieser Forderung bietet
es sich an, die Funktionsvorschrift nicht in dreifacher Ausfertigung fur drei
verschiedene Auswertungsarithmetiken, sondern in einer Art symbolischer
Form an das Verfahren zu ubergeben, so da verschiedene Auswertungen
mit dieser Darstellung moglich werden. Auf eine entsprechende Implemen-
tierung werden wir in Abschnitt 3.2.2.4 eingehen.
3.1.3 Behandlung von Eingabedaten und Konstanten
Bei der Eingabe der Funktion f und des Startbereichs X kann je nach ver-
wendeter Arithmetik ein Konvertierungsfehler beim Ubergang von reellen
Konstanten in das interne Zahlenformat auftreten. Speziell bei der Verwen-
dung einer Binararithmetik tritt aufgrund der dezimalen Spezikation des
Optimierungsproblems dieser Eekt haug auf. Verwendet man keine kon-
trollierte Rundung, so kann es vorkommen, da ein Problem behandelt wird,
das nicht mit dem tatsachlichen Problem ubereinstimmt. Ein typischer Ver-
treter fur diesen Fall ware die Funktion f(x) = (x   0:1)2 mit x 2 IR, da
der Wert 0.1 im Binarraster nicht exakt darstellbar ist und ublicherweise
zur nachstgelegenen Maschinenzahl gerundet wird. Die korrespondierende
Intervallfunktion F (X) = (X   0:1)2 mit X 2 IIR darf dann namlich fur
X 2 IR auf dem Rechner nicht als
F3(X) = (X 3  2(0:1))
2
deniert werden. Will man garantierte Aussagen uber das globale Minimum
und die Minimalstellenmachen, so mussen alle auftretenden dezimalen Wer-
te in das kleinste einschlieende Maschinenintervall eingeschlossen werden.
Fur unsere Beispielfunktion bedeutet dies, da sie als
F3(X) = (X 3  3(0:1))
2
deniert werden mu. Aber auch Werte, die intern exakt dargestellt wer-
den konnen, mussen stets zum (Punkt-) Intervall gewandelt werden, oder
es mu anderweitig sichergestellt werden, da alle mit diesen Werten ar-
beitenden Operationen intervallmaig durchgefuhrt werden. Fur die relle
108 3 Praktische Durchfuhrung und Implementierung
Funktion f(x) = (x  1=3)2 heit das beispielsweise, da stets
F3(X) = (X 3  13= 3)
2 = (X 3  3(1)3= 3(3))
2
als Maschinenintervallfunktion verwendet werden mu. Allgemein mu eine
von Konstanten c1; : : : ; cm 2 IR abhangige Funktion f(X; c1; : : : ; cm) stets
in die Maschninenintervallfunktion F3(3(X);3(c1); : : : ;3(cm)) uberfuhrt
werden. Ahnliches gilt auch fur die Eingabe des Startquaders X, die stets
mit nach auen gerichteter Rundung zum engsteinschlieenden Maschinen-
intervall erfolgen mu.
3.1.4 Algorithmen in Maschinenintervallarithmetik
Grundsatzlich sind alle Algorithmen in Kapitel 2 direkt auf den Rechner
ubertragbar, sofern dort inklusionsisotone arithmetische Operatoren 3
mit
a  b 2 A B  A3 B 8a 2 A; b 2 B;  2 f+; ; ; =g
und inklusionsisotone Standardfunktionen S3 mit
s(a) 2 S(A)  S3(A) 8a 2 A; s 2 SF
fur a; b 2 R und A;B 2 IR bereitgestellt werden, die dann an die Stelle
der in den Algorithmen verwendeten Intervalloperationen  und S treten.
Im folgenden wollen wir auf die Realisierung einiger dieser Teilalgorithmen
unseres Verfahrens gezielt eingehen.
3.1.4.1 Grundlegender Algorithmus, Mittelpunktstest
Innerhalb des grundlegenden Algorithmus verwenden wir zwei Arten von
Funktionsauswertungen. Zum einen ist dies die Intervallauswertung uber
dem jeweils aktuell behandelten Quader zur Bestimmung einer Unterschran-
ke fur den Funktionswert, zum anderen ist dies die Funktionsauswertung im
Mittelpunkt zur Durchfuhrung des Mittelpunktstests. Bei der praktischen
Durchfuhrung wird der Wert FY fur einen Quader Y 2 IR stets als
FY = inf F3(Y )
berechnet. Damit ist sichergestellt, da alle Quader, die potentielle Kandi-
daten fur eine globale Minimalstelle sind, auch in die Liste aufgenommen
werden, da nur die Quader Y nicht in die Liste kommen, die
ef < FY = inf F3(Y )  inf F (Y )
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erfullen.
Da die Berechnung des reellen Wertes ef = f(m(Y )) zur Durchfuhrung
des Mittelpunktstests im allgemeinen nicht moglich ist, wurde be-
reits in der theoretischen Beschreibung des grundlegenden Algorithmusef = supF (m(Y )) zur Berechnung einer garantierten Oberschranke verwen-
det. In der praktischen Durchfuhrung wird diese Vorschrift zu
ef = supF3(m2(Y )):
Die Berechnung des Mittelpunkts erfolgt dabei bereits gerundet. Wir ver-
wenden deshalb fur die Maschinenauswertung die Darstellung m2(Y ).
3.1.4.2 Monotonietest
In der praktischen Durchfuhrung des Monotonietests wird der Intervallgra-
dient G durch
G =rF3(Y )
berechnet. Ein Quader Y wird somit nur dann geloscht oder reduziert, wenn
fur ein i 2 f1; : : : ; ng





















erfullt ist. Damit gelten Satz 2.3.1 und Satz 2.3.2 auch fur die Anwendung
des Tests auf dem Rechner.
3.1.4.3 Konkavitatstest
In der praktischen Durchfuhrung des Konkavitatstests wird die Intervall-
Hessematrix H durch
H =r2F3(Y )
berechnet. Ein Quader Y wird somit nur dann geloscht oder reduziert, wenn
fur ein i 2 f1; : : : ; ng










erfullt ist. Damit gilt Satz 2.4.1 auch fur die Anwendung des Tests auf dem
Rechner.
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3.1.4.4 Intervall-Newton-Schritt
Fur die praktische Durchfuhrung der drei in Abschnitt 2.5.1 beschriebenen
grundlegenden Formen des Intervall-Newton-Schritts sind Operatoren N3,
K3 und GS3 zu verwenden, auf deren Denition wir kurz eingehen wollen.
Im folgenden sei stets
Y 2 IRn,
c = m2(Y ) 2 R
n,
H =r2F3(Y ) 2 IR
nn,
G =rF3(c) 2 IR
n.
(3.1)
Wir verwenden also sowohl fur die Intervall-Hessematrix uber Y als auch
fur die Gradienten in c Maschinenintervallauswertungen, um jeweils alle
Rundungsfehler zu erfassen. Unter der Voraussetzung, da H nur regulare
Matrizen enthalt, konnen wir den direkten Newton-Operator als
N3(Y ) = c3  3(H
 1)3 G (3.2)
denieren. Fur den Krawczyk-Operator und fur den Gau-Seidel-Operator
benotigen wir eine Naherungsinverse R  (m(H)) 1, auf deren Berechnung
wir noch weiter unten eingehen wollen. Damit konnen wir dann K3(Y ) als
K3(Y ) := c3  R3 G3+ 3(I   R H)3 (Y 3  c) (3.3)
denieren. Zu beachten ist, da der Skalarproduktausdruck I RH mit nur
einer einzigen Rundung pro Komponente berechnet wird. Ahnlich konnen
wir beim Gau-Seidel-Operator verfahren, den wir unter Verwendung von
A = R3 H (3.4)
b = R3 G (3.5)
durch
Z := Y 3  c








Wi := Wi \ Yi
Zi := Wi3  ci
GS3(Y ) := W
9>>>=
>>>>;
i = 1; : : : ; n (3.6)
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denieren konnen, wobei entweder Wi als Intervallpaar angesehen werden
mu oder bei Auftreten von Nulldivisionen entsprechende Sonderbehand-
lungen in Verbindung mit erweiterter Intervallarithmetik erganzt werden






mit nur einer abschlieenden Rundung zum engsteinschlieenden Intervall
berechnet. Die Verwendung von PASCAL{XSC ([29], [30]) als Implementie-
rungssprache ermoglich eine einfache Uberfuhrung eines solchen Ausdrucks
in Programmtext (vgl. auch Abschnitt 3.2.3).
Die praktische Durchfuhrung des Gau-Seidel-Schrittes nach Hansen
(Algorithmus 2.13) sowie unseres modizierten Gau-Seidel-Schrittes (Al-
gorithmus 2.14) kann also unter Verwendung von (3.1) und (3.6) in IStepGS
(Algorithmus 2.12) erfolgen, denn die durch (3.2), (3.3) und (3.6) denierten
Newton-Schritt-Operatoren erfullen die Beziehungen
N (Y )  N3(Y ); (3.7)
K(Y )  K3(Y ); (3.8)
GS(Y )  GS3(Y ); (3.9)
und es gelten somit die nachfolgenden Korollare.
Korollar 3.1.1 Enthalt H nur regulare Matrizen, dann gilt fur g = rf
sowie fur Y und N3 aus (3.2):
(a) Ist x Nullstelle von g mit x 2 Y , dann gilt x 2N3(Y ).
(b) Ist N3(Y ) \ Y = , dann enthalt Y keine Nullstelle von g.
(c) Gilt N3(Y )

 Y , dann besitzt g in Y und damit auch in N3(Y ) eine
eindeutige Nullstelle.
Beweis: Die Behauptungen folgen unmittelbar aus Satz 2.5.1 und der Be-
ziehung (3.7). 2
Korollar 3.1.2 Fur g =rf sowie Y , H und K3 aus (3.3) gilt:
(a) Ist x Nullstelle von g mit x 2 Y , dann gilt x 2K3(Y ).
(b) Ist K3(Y ) \ Y = , dann enthalt Y keine Nullstelle von g.
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(c) Gilt K3(Y )

 Y , dann besitzt g in Y und damit auch inK3(Y ) eine
eindeutige Nullstelle und H ist nichtsingular.
Beweis: Die Behauptungen folgen unmittelbar aus Satz 2.5.2 und der Be-
ziehung (3.8). 2
Korollar 3.1.3 Fur g =rf und Y , H und GS3 aus (3.6) gilt:
(a) Ist x Nullstelle von g mit x 2 Y , dann gilt x 2GS3(Y ).
(b) Ist GS3(Y ) \ Y = , dann enthalt Y keine Nullstelle von g.
(c) Gilt GS3(Y )

 Y , dann besitzt g in Y und damit auch in GS3(Y )
eine eindeutige Nullstelle und H ist nichtsingular.
Beweis: Die Behauptungen folgen unmittelbar aus Satz 2.5.3 und der Be-
ziehung (3.9). 2
Bemerkung: Insbesondere Teil (c) stellt jeweils ein auf dem Rechner nach-
prufbares Kriterium fur die Existenz und Eindeutigkeit einer Nullstelle von
g dar (vgl. auch Abschnitt 3.1.4.5).
Zur Berechnung der Naherungsinversen R M 1 mitM = m2(H) verwen-
den wir den Gau-Jordan-Algorithmus mit Spaltenpivotisierung (vgl. z. B.
[56]). Der entsprechende Algorithmus wird ublichweise abgebrochen (wegen




mit  2 R und mjj = 0 auftritt. Daruber hinaus ist es fur die praktische
Durchfuhrung notwendig, ein eventuelles Erreichen des Uberlaufbereichs der
Maschinenarithmetik abzufangen. Der Algorithmus mu also auch abgebro-




wobei rmax die betragsmaig grote darstellbare Maschinenzahl bezeichnet.
Ein solcher kontrollierter Abbruch unter Vermeidung eines Laufzeitfehlers
wegen Uberlauf bei der praktischen Durchfuhrung des Optimierungsver-
fahrens kann entweder durch eine vollstandige IEEE-Ausnahmebehandlung
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erfolgen. Letzteres ist moglich, da 1rmax noch nicht im Unterlaufbereich liegt
und da fur Werte t im Unterlaufbereich stets 2t = 0 gilt (vgl. [46]).
Bei der Berechnung eines D-optimalen C-Prakonditionierers Ri nach Al-
gorithmus 2.16 konnen wir die Vektoren p; q 2 Rn durch jeweils eine ma-
ximal genaue Matrix-Vektor-Multiplikation berechnen. Dazu denieren wir
D 2 Rn durch
Dk :=

d4(Yk) fur k 6= i
0 fur k = i
;
und berechnen p und q durch
p := H 2 D und q := H 2 D:
Auch bei der Verwendung aller pivotisierenden Prakonditionierer in Algo-
rithmus 2.17 werden wir wo immer moglich Rundungen vermeiden. Bei ent-
sprechender Formulierung des Maschinenalgorithmus ist dies sogar fur die
spezielle Subtraktion moglich, indem der Wert von  2 IR exakt, also ohne
Rundung, berechnet und gespeichert wird. Unter Verwendung eines langen
Akkumulators (vgl. [32], [33]) ist dies implementierungstechnisch moglich.
Wir werden in Abschnitt 3.2.3 auf die Realisierung eingehen.
Fur festes m wird in NewtonStepMPivot (Algorithmus 2.17) folgender-
maen verfahren.
Z := Y 3  c
Tj := Hmj  Zj ; j = 2; : : : ; n




Wi := ci3  3()3= Hmi
Wi := Wi \ Yi
Zi := Wi3  ci
Ti := Hmi Zi
 :=  + Ti   Ti+1
 :=  + Ti   Ti+1
Y := W
9=
; falls i < n
9>>>>>=
>>>>>;
i = 1; : : : ; n
(3.10)
Auch hier mussen naturlich entsprechende Sonderbehandlungen erganzt
werden, falls die erweiterte Intervallarithmetik zum Einsatz kommen mu.
Die praktische Durchfuhrung des Gau-Seidel-Schrittes mit spezieller
Prakonditionierung (Algorithmus 2.18) kann somit unter Verwendung von
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(3.1) und (3.10) erfolgen, wobei jeweils nach Berechnung des Prakonditio-
nierers Ri mit je einer Zeile aus (3.4) und (3.5) die Vorschrift (3.6) auch in
IStepPGS (Algorithmus 2.15) zur Anwendung kommt.
3.1.4.5 Verikationsschritt
Im letzten Abschnitt haben wir bereits mit dem Korollar 3.1.3 ein auf dem
Rechner nachprufbares Kriterium fur die Existenz und Eindeutigkeit einer
Nullstelle von g =rf angegeben. Dies ist auch fur den Nachweis der posi-
tiven Denitheit aller Matrizen in H = r2F3(Y ) durch Lemma 2.7.2 und
unter Verwendung des nachfolgenden Korollars moglich.
Korollar 3.1.4 Sei S 2 IRnn und Z 2 IRn, dann folgt aus S 3 Z

 Z ,
da (B) < 1 fur alle B 2 S.
Beweis: Wegen S  Z  S 3 Z

 Z folgt die Behauptung sofort mit Satz
2.7.3. 2
In Algorithmus 2.23 wird die Intervallmatrix S mit Hilfe von  2 R mit






und S := 3(I    H)
berechnet. Ist die Inklusionsbedingung in Schritt 4(b) von Algorithmus 2.23
nicht unmittelbar erfullt, so kann der Wert von " fur die Berechnung der
Epsilonaufblahung im Rahmen der Iteration auch verandert werden, um
dadurch schneller zu einem Einschlu zu kommen (vgl. auch [26]).
3.1.4.6 Inneneinschlieungen
Die praktische Berechnung von Inneneinschlieungen f][(Y ) mu fur
c = m2(Y ), G =rF3(Y ) und mg = m2(G) durch
Q := 3][(mg  (Y   c));
R := (G3  mg)3 (Y 3  c);
f][(Y ) := 4(Q+R);
f][(Y ) := 5(Q+R);
mit Q;R 2 IR erfolgen, um auch bei Verwendung von Maschinenarithmetik
die Beziehung f][(Y )  f(Y ) garantieren zu konnen. Dabei bezeichnet 3][
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die Intervallrundung nach innen. Auerdem kann die Inneneinschlieung nur
verwendet werden, wenn die Bedingung
f][(Y )  f][(Y )
erfullt ist. Fur die Verwendung als erweiterter Mittelpunktstest ist jedoch
lediglich der Wert f][(Y ) als potentieller neuer Wert fur ef von Interesse.
3.1.5 Progammtechnische Organisation des vollstandi-
gen Algorithmus
In Kapitel 2 haben wir alle Algorithmen im Hinblick auf den Rechenauf-
wand unabhangig von einer tatsachlichen Realisierung auf dem Rechner
formuliert. Aus diesem Grund erfolgen einige Funktions-, Gradienten-, oder
Hessematrix-Auswertungen mehrfach, d. h. in mehreren Teilalgorithmen fur
das gleiche Argument. Die praktische Durchfuhrung des Verfahrens mu je-
doch programmtechnisch so organisiert sein, da der Auswertungsaufwand
gering gehalten wird. Dies kann dadurch erreicht werden, da alle Inter-
vallauswertungen im Grundalgorithmus ausgefuhrt und die entsprechenden
Groen an die einzelnen Teilalgorithmen weitergereicht werden. Die Berech-
nung des Gradienten, die bei Verwendung von zentrierten Formen notwen-
dig wird, mu beispielsweise nicht auch noch zusatzlich im Monotonietest
durchgefuhrt werden.
Algorithmus 3.1 beschreibt nun unseren Rahmenalgorithmus unter
Berucksichtigung dieser Anforderungen. Man beachte, da aufgrund der
notwendig werdenden Ubergabe zusatzlicher Argumente an die Teilalgorith-
men einige Parameterlisten verandert wurden. Wir wollen noch kurz auf die
Modikationen einiger Schritte eingehen.
Schritt 1. Die Werte c und Fc, die fur die Funktionsauswer-
tung uber zentrierte Formen benotigt werden, werden
beim Start einmal berechnet. Innerhalb der Iteration in
Schritt 3 werden diese jeweils in NextY berechnet.
Schritt 3. (a) Der in OptComp benotigte und jeweils in NextY neu be-
rechnete Mittelpunktsvektor c wird mit ubergeben.
Schritt 3. (c) i. Es wird eine Maschinenintervallauswertung des Gradi-
enten berechnet, die sowohl fur den nachfolgenden Mo-
notonietest als auch fur die eventuelle Berechnung der
zentrierten Form (Schritt 3. (c) iii.) benotigt wird.
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Algorithmus 3.1:
Praktische Organisation des vollstandigen Algorithmus
1. Y := X; c := m2(Y ); Fc := F3(c); L := f g; bL := f g.
2. if modelevel = 0 then ef := sup(Fc).
3. repeat
(a) k := OptComp (Y; c).
(b) Branch (Y; k; U1; U2).
(c) for i := 1 to 2 do
i. GU :=rF3(U
i).
ii. MonoTest (X;U i; GU ; del; red).
iii. if del then nexti
else if red then FUi := F3(U
i)
else FUi := (Fc3+ (U
i
3  c)3 GU ) \ F3(U
i).
iv. if ef < FUi then nexti
else H :=r2F3(U
i).
v. ConcTest (X;U i; L; ef;H; del).
vi. if del then nexti.
vii. NewtonStep (U i; V 1; V 2; L; ef; p;H;mode).
viii. HandleEdges (X;U i; V 1; L; ef; p).
ix. for j := 1 to p do
A. GV :=rF3(V
j).
B. MonoTest (X;V j; GV ; del; red).
C. if del then nextj
else if red then FV j := F3(V
j)
else cV := m2(V
j);
FV j := (F3(cV )3+ (V
j
3  cV )3 GV ) \ F3(V
j).
D. if ef < FV j then nextj .
E. L := L + (V j; FV j ).
(d) Y := NextY (L; bL; ef; "; c; Fc; newy).
until not newy ;
4. CompressVerify (bL; ").
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Schritt 3. (c) ii. In MonoTest nimmt GU den Platz von G ein (vgl. Al-
gorithmus 2.8). Wird der Quader U i reduziert, so wird
dies durch red = true angezeigt.
Schritt 3. (c) iii. Wenn U i geloscht werden kann, kann der nachste i-Wert
behandelt werden. Wenn in MonoTest eine Reduktion
stattgefunden hat, wird das Funktionsintervall ohne Ver-
wendung einer zentrierten Form berechnet, da sonst eine
erneute Gradientenauswertung notwendig ware. In allen
anderen Fallen wird FUi unter Verwendung der zentrier-
ten Form berechnet. Dabei kann sowohl c als auch Fc
verwendet werden, da fur c auch nach der Halbierung
von Y gilt c 2 U i fur i = 1; 2.
Schritt 3. (c) iv. Liegt das Funktionsintervall FUi bereits oberhalb vonef , so kann zum nachsten i-Wert ubergegangen wer-
den. Andernfalls wird eine Maschinenintervallauswer-
tung der Hessematrix berechnet, die sowohl fur den Kon-
kavitatstest als auch fur den Intervall-Newton-Schritt
verwendet wird.
Schritt 3. (c) v. In ConcTest nimmt H den Platz des eigentlich lokal zu
berechnenden H ein (vgl. Algorithmus 2.10).
Schritt 3. (c) vii. Die Hessematrix H wird auch an NewtonStep und die
darin verwendeten Teilalgorithmen weitergegeben (vgl.
Algorithmus 2.20).
Schritt 3. (c) ix.A. Es wird eine Maschinenintervallauswertung des Gradi-
enten berechnet, die sowohl fur den nachfolgenden Mo-
notonietest, als auch fur die eventuelle Berechnung der
zentrierten Form (Schritt 3. (c) ix.C.) benotigt wird.
Schritt 3. (c) ix.B. In MonoTest nimmt GV den Platz von G ein (vgl. Al-
gorithmus 2.8). Wird der Quader V j reduziert, so wird
dies durch red = true angezeigt.
Schritt 3. (c) ix.C. Wenn V j geloscht werden kann, kann der nachste j-Wert
behandelt werden. Wenn in MonoTest eine Reduktion
stattgefunden hat, wird das Funktionsintervall ohne Ver-
wendung einer zentrierten Form berechnet, da sonst eine
erneute Gradientenauswertung notwendig ware. In allen
anderen Fallen wird FV j unter Verwendung der zentrier-
ten Form berechnet. Dazu mu der Mittelpunkt cV und
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das Funktionsintervall F3(cV ) berechnet werden, da im
allgemeinen nicht mehr c 2 V j gilt.
Schritt 3. (d) Die in NextY berechneten Werte c und Fc werden auch
an den Rahmenalgorithmus ubergeben, wo sie fur die
Berechnung der zentrierten Formen verwendet werden.
Bemerkung: Die Schnittbildung der zentrierten Form mit einer herkomm-
lichen Funktionsauswertung, wie sie in Schritt 3. (c) iii. und 3. (c) ix.C. ver-
wendet wird, bietet sich gerade in Verbindung mit automatischer Dieren-
tiation an, da bei der Berechnung des Gradienten der Funktionswert eben-
falls mitgeliefert wird.
3.2 Implementierung in PASCAL{XSC
Durch die Implementierung des in Kapitel 2 beschriebenen globalen Opti-
mierungsverfahrens in der Programmiersprache PASCAL{XSC ([29], [30]),
ergibt sich mit der Portabilitat des entsprechenden Compilers die Moglich-
keit, das Verfahren auf einer groen Palette von Rechnern in identischer
Form zu verwenden. Damit haben wir die Moglichkeit, unter Verwendung
von leistungsfahigen Grorechnern auch
"
groe\ Probleme, wie sie in der
Praxis vorkommen, zu behandeln. Wir wollen im folgenden kurz die wichtig-
sten Merkmale von PASCAL{XSC erlautern und im Anschlu daran naher
auf die Implementierung des Verfahrens eingehen. Eine Beschreibung zur
interaktiven Benutzung des Programms ndet sich im Anhang.
Um den Rahmen dieser Arbeit nicht zu sprengen, verzichten wir auf die
vollstandigeWiedergabe des Quellcodes, dessen voller Umfang (fur Dieren-
tiationsarithmetik, erweiterte Intervallarithmetik, Listenverwaltung, Funk-
tionseingabe und -auswertung, Optimierungsalgorithmus und Menusteue-
rung) etwa 7000 Programmzeilen betragt. Vielmehr geben wir nur die wich-
tigsten Teile oder beispielhalfte Auszuge an, die Einblick in die Implementie-
rung geben sollen. Wie bereits eingangs in Kapitel 2 erwahnt, sind alle dort
angegebenen Algorithmen in Verbindung mit den Details zur pratischen
Durchfuhrung (Kapitel 3) nahezu direkt auf den Rechner ubertragbar.
3.2.1 Der Einsatz von PASCAL{XSC
Die Programmiersprache PASCAL{XSC, eine Erweiterung von PASCAL
fur wissenschaftliches Rechnen, wurde mit dem Ziel entwickelt, ein machti-
ges Werkzeug fur die numerische Losung wissenschaftlicher Probleme zur
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Verfugung zu stellen. Die neuen Sprachkonzepte von PASCAL{XSC erlau-
ben einen einfachen Zugri auf die zugrundegelegte, mathematisch exakt
erklarte und implementierte Rechnerarithmetik in den ublichen Raumen
des numerischen Rechnens (siehe [31], [33], [35]). Uber Standard-PASCAL
hinaus umfat PASCAL{XSC die folgenden fur unsere speziellen Anwen-
dungen wichtigen Konzepte:
 Universelles Operatorkonzept (benutzerdenierte Operatoren)
 Operatoren und Funktionen mit beliebigem Ergebnistyp
 Uberladen von Prozeduren, Funktionen, Operatoren und Zuweisungen
 Modulkonzept
 Dynamische Felder
 Standarddatentypen interval, ivector, imatrix, rvector usw.
 Kontrollierte Rundung
 Hochgenaue Arithmetik und Standardfunktionen fur alle Standardda-
tentypen
 Exakte Ausdrucksauswertung (#-Ausdrucke)
Wahrend die reelle Arithmetik im Sprachkern verankert ist, werden Inter-
vallarithmetik, Vektorarithmetiken (reell und intervallmaig) und Matrixa-
rithmetiken (reell und intervallmaig) in Form von Modulen bereitgestellt.
Sowohl die Maschinenoperationen 2+, 2 ,2 und 2= als auch die Maschinen-
intervalloperationen3+, 3  ,3 und 3= konnen sprachlich durch die ublichen
Operatoren +, -, * und / angesprochen werden. Die Auswahl der Operation
(reell oder intervallmaig) erfolgt abhangig vom Typ der Operanden. Fur
eine ausfuhrliche Beschreibung der Sprache verweisen wir auf [29] und [30].
Der aktuelle Sprachumfang von PASCAL{XSC bzw. des Compilers er-
laubt grotenteils eine komfortable Programmierung der fur unser Verfah-
ren benotigten Hilfsmittel (Datenstrukturen, Operationen, Arithmetiken),
die uber die bereits vorhandenen Konzepte hinausgehen. Leider stellen sich
jedoch auch einige implementierungstechnische Probleme aufgrund von syn-
taktischen bzw. semantischen Einschrankungen der Sprache. Auf einige De-
tails der Implementierung wollen wir im folgenden eingehen.
3.2.2 Datenstrukturen und Operationen
3.2.2.1 Erweiterte Intervallarithmetik
Die erweiterten Intervalle werden durch einen record-Typ unter Verwendung
einer Fallunterscheidung deniert:
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type
Fall = (endlich, plusue, minusue, doppelt);
p_interval = record
art : Fall;
inf, sup : real;
end;
Ist Y eine Variable vom Typ p_interval, so gilt
Y = [ inf , sup ] fur art = endlich,
Y = (  1 , sup ] fur art = minusue,
Y = [ inf , 1 ) fur art = plusue,
Y = (  1 , sup ] [ [ inf , 1 ) fur art = doppelt,
wobei Y = (  1 , 1 ) durch art = doppelt mit inf = sup = 0 realisiert
wird. In unserer speziellen Anwendung werden fur diesen Datentyp nur die
in Abschnitt 1.6 beschriebenen Operationen
div fur i = i ! p
- fur r   p ! p
** fur p \ i ! i1 [ i2
mit i, i1 und i2 vom Typ interval, pi vom Typ p_interval und r vom
Typ real benotigt, deren Denition wir nachfolgend angeben.
operator div (a, b: interval) pdiv: p_interval;





if (0 in b) then






else if (a.sup <= 0) then
if (b.sup = 0) then
begin
h.art := plusue;
h.inf := a.sup /< b.inf;
end
else if (b.inf < 0) and (b.sup > 0) then
begin
h.art := doppelt;
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h.sup := a.sup /> b.sup;
h.inf := a.sup /< b.inf;
end
else { b.inf = 0 }
begin
h.art := minusue;
h.sup := a.sup /> b.sup;
end
else { a.inf >= 0 }
if (b.sup = 0) then
begin
h.art := minusue;
h.sup := a.inf /> b.inf;
end
else if (b.inf < 0) and (b.sup > 0) then
begin
h.art := doppelt;
h.sup := a.inf /> b.inf;
h.inf := a.inf /< b.sup;
end
else { b.inf = 0 }
begin
h.art := plusue;
h.inf := a.inf /< b.sup;
end
else { not (0 in b) }
begin







Da in PASCAL{XSC Operatoren nicht am Ergebnistyp, sondern nur an den
Operandentypen unterschieden werden, wurde nicht das Operatorsymbol /,
sondern der Operator div uberladen, der standardmaig nur fur integer-
Operanden deniert ist.
operator - (a: real; b: p_interval) pmin: p_interval;






h.inf := a -< b.sup;
h.sup := a -> b.inf;












h.inf := a -< b.sup;
h.sup := a -> b.inf;








leeren\ Intervalls als Ergebnis des nachfolgenden
Schnitt-Operators verwenden wir eine globale Variable leer vom Typ
interval, deren Grenzen beispielsweise durch die konstanten Werte
leer.inf := 1 und leer.sup :=  1
belegt werden.
operator ** (Y: p_interval; var X: interval) Schnitt: interval;






endlich: if not (X >< intval(Y.inf, Y.sup)) then
Schnitt := X ** intval(Y.inf, Y.sup);
plusue : if (X.sup >= Y.inf) then
begin
Schnitt := intval(max(X.inf, Y.inf), X.sup);
end;
minusue: if (Y.sup >= X.inf) then
begin
Schnitt := intval(X.inf, min(X.sup, Y.sup));
end;
doppelt: if ((X.inf <= Y.sup) and (Y.inf <= X.sup)) then
begin
Schnitt := intval(X.inf, Y.sup);
Schnitt2 := intval(Y.inf, X.sup);
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end
else if (Y.inf <= X.sup) then
Schnitt := intval(max(X.inf, Y.inf), X.sup)
else if (X.inf <= Y.sup) then
Schnitt := intval(X.inf, min(X.sup, Y.sup));
end;
X := Schnitt2; { alter wert von X wird ueberschrieben }
end;
Zu Beachten ist, da der so denierte Operator ein Teilintervall als Ope-
ratorergebnis und ein Teilintervall uber die Variable X zuruckliefert, deren
alter Wert somit verloren geht.
3.2.2.2 Dierentiationsarithmetik
Die hier vorgestellte Realisierung der Operationen mit automatischer Dif-
ferentiation arbeitet im Vorwartsmodus. Im Hinblick auf Funktionsauswer-
tungen mit gleichzeitiger Berechnung des Gradienten oder mit gleichzeitiger
Berechnung des Gradienten und der Hessematrix bieten sich zwei Moglich-
keiten an. Entweder man realisiert je eine Dierentiationsarithmetik fur
die beiden Auswertungsvarianten, also eine Gradienten- und eine Hesse-
matrixarithmetik, oder man realisiert nur eine Arithmetik, die die Ope-
rationen zur Berechnung der Hessematrix nur dann durchfuhrt, wenn ein
bestimmtes Flag gesetzt ist. Der Nachteil der zweiten Variante besteht dar-
in, da auch wenn nur Gradienten berechnet werden sollen stets der volle
Speicherbereich fur die entsprechende Datenstruktur einschlielich Hesse-
matrix benotigt wird.
Wir wollen nun kurz auf die Datenstruktur (fur beide Varianten) ein-
gehen und anschlieend beispielhaft die Implementierung von Operatoren
und Standardfunktionen fur die zweite Variante demonstrieren. Fur das
Optimierungsprogramm wurden unter Verwendung des Basistyps interval
jeweils die Operatoren +, -, *, / und power (mit power (x,y) = xy) sowie
die Standardfunktionen sqr, sqrt, exp, ln, sin, cos, tan, cot, arcsin,
arccos, arctan, arccot, sinh, cosh, tanh, coth, arsinh, arcosh, artanh
und arcoth implementiert. Als Datenstruktur in PASCAL wurde sich in bei-
den Fallen eine record-Struktur mit einer Funktions-, Gradienten- und gege-
benenfalls Hessematrix-Komponente anbieten. Aus Ezienzgrunden sollten
auerdem fur den Gradienten und die Hessematrix dynamische Felder ein-
gesetzt werden, die es erlauben, die Dimension der verwendeten Felder zur
Laufzeit des Programms zu andern. Leider hat das dynamische Konzept von
PASCAL{XSC (zur Zeit noch) den Nachteil, da dynamische Felder nicht
als Komponententyp eines record-Typs erlaubt sind. Aus diesem Grund
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mussen die Datentypen jeweils aus einem einzigen dynamischen Feldtyp be-
stehen.
Die Typdenition fur eine Gradientenarithmetik erfolgt beispielsweise
durch
type fg_type = dynamic array [*] of interval;
Behandelt man Funktionen f : I IRn ! I IR, so wird ein Funktionswert
(inklusive Gradient) durch eine Variable f vom Typ fg_type mit
var f : fg_type[0..n];
dargestellt. Die Komponte f[0] enthalt den Funktionswert, die Komponen-




fur festes x 2 IIRn. Eine konstante Funktion f(x) = c wird durch
f[0] = c und f[j] = 0 fur j = 1; : : : ; n;
die Funktion f(x) = xk durch
f[0] = xk; f[k] = 1 und f[j] = 0 fur j 6= k
dargestellt.
Ganz entsprechend erfolgt die Typdenition fur eine Hessematrixarith-
metik durch
type fgh_type = dynamic array [*,*] of interval;
Fur Funktionen f : IIRn ! IIR wird ein Funktionswert (inklusive Gradient
und Hessematrix) durch eine Variable f vom Typ fgh_type mit
var f : fgh_type[0..n,0..n];
dargestellt. Die Komponte f[0,0] enthalt den Funktionswert, die Kompo-
nenten f[0,1] bis f[0,n] den Gradienten und die Komponenten f[1,1],
f[1,2] bis f[n,n] die Hessematrix, wahrend die Komponenten f[i,0] fur




und f[i,j] enthalt den Wert von
@2f
xixj
(x) fur festes x 2 IIRn. Eine Kon-
stante Funktion f(x) = c wird durch
f[0,0] = c und f[i,j] = 0 fur (i; j) 6= (0; 0)
und die Funktion f(x) = xk wird durch
f[0,0] = xk; f[0,k] = 1 und f[i,j] = 0 fur (i; j) 62 f(0; 0); (0; k)g
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dargestellt. Die Berechnung der Hessematrixelemente wird unter Ausnut-
zung der Symmetrieeigenschaft nur fur die Elemente auf der Diagonalen und
im unteren Dreiecksteil durchgefuhrt. Die nicht belegten Matrixelemente er-
halten ihren Wert erst nach Beendigung einer Funktionswertberechnung.
Als Auszug aus der Implementierung der Operatoren und Standardfunk-
tionen mit automatischer Dierentiation geben wir im folgenden die Rea-
lisierung fur * und sqr an. Unter Verwendung von #-Ausdrucken wurden,
wo immer moglich, maximal genaue Operatoren implementiert.





for i:=1 to ub(a) do
begin
mul[0,i]:= ## (b[0,0]*a[0,i] + a[0,0]*b[0,i]);
if Hesse then
for j:=1 to i do
mul[i,j]:= ## (b[0,0]*a[i,j] + a[0,i]*b[0,j] +
b[0,i]*a[0,j] + a[0,0]*b[i,j] );
end;
end;











for j:=1 to i do





Ahnlich wie bei der Realisierung von Dierentiationsarithmetiken wurde
sich bei der Implementierung der Listenverwaltung eine verkettete Liste
von record-Elementen anbieten, in denen jeweils ein Wert vom Typ ivector
(der Quader Y ) und ein Wert vom Typ real (der Wert FY ) gespeichert
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wird. Allerdings stellt sich auch hier wieder das Problem, da ein dynami-
scher Feldtyp nicht als Komponente in einer record-Datenstruktur zugelas-
sen ist. Aus diesem Grund wird in den Listenelementen nicht der Quader
Y selbst, sondern seine Adresse innerhalb eines fur den Algorithmus global
zur Verfugung stehenden und jeweils dynamisch allokierten Speicherfeldes
VecReg vom Typ
type
RegType = dynamic array [*] of ivector; { Speicherfeld }




adr : integer; { Adresse v. Quader Y in VecReg }
fyi : real; { inf ( F(Y) ) }
next: Zeiger; { Zeiger auf naechstes Element }
end;
verwendet. Fur die Begrenzung des Speicherbedarfs der verwendeten Listen
ist es notwendig, da bei der Erzeugung neuer Elemente auf eine interne
Speicherverwaltung zuruckgegrien wird. Diese ermoglicht es, nicht mehr
benotigte, fruhere Elemente der Liste wiederzuverwenden. Solche Elemente
werden beim Aushangen aus der Liste stets in eine Hilfsliste FreeList vom
Typ Zeiger eingehangt und von dort bei Bedarf wieder angefordert. Die
Implementierung weist aus diesem Grunde drei Prozeduren NewZ, Free und
FreeAll auf, die die Erzeugung eines neuen Listenelementes, die Freigabe
eines solchen und die Freigabe einer kompletten Liste realisieren.
var
FreeZeiger : Zeiger; { Freie Speicherstellen in VecReg }
RegTypeCtr : integer; { Adressenzaehler }
procedure NewZ (var z: Zeiger);
{ Neues Element generieren oder aus der FreeList aushaengen }
begin
if FreeZeiger = nil then
begin
new (z);











procedure Free (z: Zeiger);
{ z in die FreeList einhaengen }
begin






procedure FreeAll (Kette: Zeiger);




if Kette <> nil then
begin
H:= Kette;






Die Belegung eines Listenelements mit dem Paar (Y; FY ) erfolgt durch die
Funktion Paar, der Zugri auf die Komponenten eines Paares bzw. Elemen-
tes durch die Funktionen fyi und vec.
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Durch den Operator +wird ein Element in eine Liste bezuglich der in Kapitel
2 denierten Listenordnung eingehangt.
operator + (Liste, Neues: Zeiger) enter : Zeiger;











while (H^.next <> nil) and (H^.fyi < Neues^.fyi) do
H := H^.next;
if (H^.fyi < Neues^.fyi) then
H^.next := Neues { Anhaengen am Ende }
else
begin
while (H^.next <> nil)
and (VecReg[H^.adr] <> VecReg[Neues^.adr])
and (H^.fyi = Neues^.fyi) do
H := H^.next;
if (VecReg[H^.adr] <> VecReg[Neues^.adr]) then
if (H^.fyi = Neues^.fyi) then
H^.next := Neues { Anhaengen am Ende }
else
begin
a := Neues^.adr; { Einhaengen vor H }
f := Neues^.fyi; { notwendig! }
Neues^ := H^; { Dies erfolgt durch }
H^.next := Neues; { Einhaengen hinter H }
H^.adr := a; { und Vertauschen der }
H^.fyi := f; { Element-Inhalte }
end
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3.2.2.4 Funktionseingabe und -auswertung
Wie bereits erwahnt, ist es im Zusammenhang mit der Verwendung von Dif-
ferentiationsarithmetiken sinnvoll, Funktionen in einer symbolischen Nota-
tion einzulesen und speichern zu konnen, so da eine Auswertung mit oder
ohne Dierentiation durchgefuhrt werden kann. Eine solche Vorgehenswei-
se bringt auerdem den Vorteil mit sich, da nicht fur jedes neue Problem
eine Recompilierung des entsprechenden Programms notwendig wird, da
die Funktion durch eine interaktive Eingabe speziziert werden kann. Als
interne Datenstruktur wurde in unserer Implementierung eine Postxform
verwendet, wie sie in ahnlicher Form auch in Formelauswerterpaketen zum
Einsatz kommt.Diese wird unter Verwendung eines Aufzahlungstyps Token,
auf den die reservierten Worter, die Operatoren, die Operanden und die
Konstanten abgebildet werden, und eines Aufzahlungstyps SymbolArten,
















Eine Routine, die eine Funktionseingabe in string-Form in diese Postx-
form wandelt, ermoglicht nun eine interaktive Eingabe von Funktionen. Es
wird dabei stets eine Form generiert, die es ermoglicht, jeweils Intervallein-
schlieungen zu berechnen. Alle reellen Konstanten werden somit durch ihr
engsteinschlieendes Intervall dargestellt.
Die Syntax fur Funktionsausdrucke bei interaktiver Eingabe entspricht
der Syntax von PASCAL-Ausdrucken, wobei nur die in der Dierentiati-
onsarithmetik implementierten Operatoren und Funktionen zugelassen sind.
Daruber hinaus konnen auch Summen- und Produktschleifen der Form
sum (i, l, u, A(i)); und prod (i, l, u, A(i));








verwendet werden. Dabei sind l und u integer-Werte, und A(i) ist ein
beliebiger, von i abhangender Ausdruck. Die vollstandige Syntax fur die
interaktive Eingabe wird im Anhang beschrieben, wo auch der Gebrauch
unseres Optimierungsprogramms demonstriert wird.
Die intervallmaige Auswertung der in Postxform vorliegenden Funk-
tion fur das Argument X kann nun durch die drei uberladenen Prozeduren
procedure IAuswertung (var X : ivector; var FX: interval);
procedure IAuswertung (var Y : ivector; var FX: interval;
var GX: ivector);
procedure IAuswertung (var Y : ivector; var FX: interval;
var GX: ivector; var HX: imatrix);
erfolgen. In der ersten Form wird lediglich der Funktionswert FX berechnet,
in der zweiten Form zusatzlich der Gradient GX, in der dritten Form daruber
hinaus auch die Hessematrix HX.
3.2.3 Maximal genaue Auswertung von Ausdrucken
Fur die maximal genaue Auswertung von skalarproduktartigen Ausdrucken
bietet PASCAL{XSC mit den #-Ausdrucken (vgl. auch [11]) ein machtiges
Konzept, das es ermoglicht, die in Abschnitt 3.1.4 beschriebenen Methoden
innerhalb des Intervall-Newton-Schrittes zu implementieren. Im folgenden
geben wir die entsprechenden Programmstucke an, die stets die Operationen
und Funktionen aus den Standardmodulen I_ARI, MV_ARI und MVI_ARI
verwenden (siehe [29] und [30]). Fur den Quader Y seien c, FY, GY, H, FC, G,
R, A, b und die Einheitsmatrix I stets mit
var
Y, GY, G, b : ivector[1..n];
c : rvector[1..n];
H, A : imatrix[1..n,1..n];
R, I : rmatrix[1..n,1..n];
FY, FC : interval;
vereinbart und deren Werte durch die Anweisungen
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c := mid (Y);
IAuswertung (Y, FY, GY, H);
IAuswertung (intval(c), FC, G);
R := mid (H);
R := minv (R);
I := id (R);
A := R * H;
b := R * G;
berechnet, wobei n die Dimension des Quaders Y bezeichnet und minv eine
Naherungsinverse berechnet.
Der Krawczyk-Operator lat sich entsprechend der Denition (3.3) di-
rekt durch die Anweisung
K := c - R * G + ## (I - R * H) * (Y - c);
formulieren. Der Gau-Seidel-Operator kann unter Verwendung von
var
i, j, p : integer;
Z, Y2 : ivector[1..n];
W : p_interval;
und den Operatoren fur die erweiterte Intervallarithmetik aus Abschnitt
3.2.2.1 durch die Sequenz




while (i < n) and (p <> 0) do
begin
i := i + 1;
W := c[i] - ## ( b[i] + (for j:=1 to i-1 sum
( A[i,j]*Z[j] ))
+ (for j:=i+1 to n sum
( A[i,j]*Z[j] )) ) div A[i,i];
Y[i] := W ** Y2[i];
p := ord (Y[i] <> leer) + ord (Y2[i] <> leer);
if p <> 0 then
Z[i] := Y[i] - c[i];
end;
formuliert werden, wobei in dieser Form die Falle 0 2 Aii und 0 62 Aii nicht
getrennt behandelt werden (vgl. auch Algorithmus 2.13).
Die Implementierung des praktischen Algorithmus fur die pivotisieren-
den Prakonditionierer laut (3.10) mit der speziellen Subtraktion erfordert
einen etwas groeren Aufwand, da es in der verwendeten Version 2.01 von
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PASCAL{XSC noch keinen interval-dotprecision Datentyp gibt (vgl. auch
[11]), der den exakten Wert von  speichern kann. Ober- und Untergrenze
mussen deshalb getrennt behandelt werden. Fur festes m erfolgt die Imple-
mentierung von (3.10) unter Verwendung von
var
i, j, p : integer;




T_i, T_ip1 : dotprecision;
Lambda : interval;
und der Funktion
function abssup (A: ivector) : rvector[lb(A)..ub(A)];
var i : integer;
begin
abssup[i] := sup ( abs (A[i]) );
end;
durch die Sequenz




ASHm := abssup (H[m]);
T_ip1:= # (ASHm[2] * Z[2].sup);
L_inf:= # (G[m].inf - T_ip1 - (for j=3 to n sum
( ASHm[j] * Z[j].sup )));
L_sup:= # (G[m].sup + T_ip1 + (for j=3 to n sum
( ASHm[j] * Z[j].sup )));
while (i < n) and (p <> 0) do
begin
i := i + 1;
Lambda:= intval (#< (L_inf), #> (L_sup));
W := c[i] - Lambda div H[m,i];
Y[i] := W ** Y2[i];
p := ord (Y[i] <> leer) + ord (Y2[i] <> leer);
if p <> 0 then
begin
Z[i] := Y[i] - c[i];
if i < n then
begin
T_i := # ( ASHm[i] * Z[i].sup );
L_inf := # ( L_inf - T_i + T_ip1 );
L_sup := # ( L_sup + T_i - T_ip1 );





Die Variablen T_i und T_ip1 speichern jeweils die exakte Obergrenze der
Intervalle Ti und Ti+1 aus (3.10), mit deren Hilfe Lambda = 3() fur jedes i
mit nur einer einzigen Rundung berechnet werden kann. Wir machen dabei
von der Tatsache Gebrauch, da fur A;B 2 IIR und b 2 IR mit A = [A;A]
und B = [ b; b] gilt
A B = jAj B = [ jAj  b; jAj  b]:
Das Ergebnis ist somit wieder ein symmetrisches Intervall. In unserem Fall
sind die Zj und damit die Tj in (3.10) symmetrische Intervalle, zumindest
theoretisch. Fur die Praxis gilt dies im allgemeinen Fall nicht, da c = m(Y )
nicht exakt bestimmt werden kann. Um fur die Intervalle Zj bzw. Z[j]
auch auf dem Rechner die Symmetrie sicherzustellen, mussen wir bei der
Berechnung von Z nicht den gerundeten Mittelpunkt c sondern den exakten
Mittelpunkt verwenden, denn es gilt dann





X), so gilt Y =  Y .
Beweis: Fur r 2 IR gilt 4( r) =  5 (r), und fur Y gilt somit














































also Y =  Y . 2
Durch den Einsatz eines #-Ausdrucks (siehe erste Zeile der angegebenen
Progammsequenz) ist die Verwendung des exakten Mittelpunkts auf dem
Rechner moglich.
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3.2.4 Algorithmus 3.1 in Programmform
In diesem letzten Abschnitt zur Implementierung unseres Verfahrens wol-
len wir mit der Prozedur algo die Programmform von Algorithmus 2.26
bzw. Algorithmus 3.1 angeben. Benotigt werden dabei die Arithmetikmo-
dule i_ari und mvi_ari, die dynamische Listenverwaltung auf der Basis
des Datentyps Zeiger und die Routinen IAuswertung fur die Postxform-
Auswertung mit automatischer Dierentiation. Ein Zugri auf die Postx-
form erfolgt dabei nur innerhalb der Prozeduren IAuswertung, so da diese
nicht als lokale Variable auftritt. Daruber hinaus werden in algo die folgen-
den Datentypen benotigt:
type
kind = (level, precon, multigaps, cutbox);
modevec = array [kind] of integer;
BranchType = dynamic array [*] of ivector;
Fur die verwendeten Teilalgorithmen bzw. Unterprogramme geben wir nach-
folgend die Schnittstellen und als Kommentar deren Funktion an.
function OptComp (var Y: ivector; var c: rvector) : integer;
{ Bestimmung der optimalen Komponente }
{ (Algorithmus 2.6) }
procedure Branch (var Y: ivector; k: integer;
var U1, U2 : ivector);
{ Aufteilung von Y entlang k in U1 und U2 }
{ (Algorithmus 2.1) }
procedure MonoTest (var X, U, G: ivector;
var del, red: boolean);
{ Monotonietest (Algorithmus 2.8) }
procedure ConcTest (var X, U: ivector; var L: Zeiger;
var fmax: real;
var H: imatrix; var del: boolean);
{ Konkavitaetstest (Algorithmus 2.10) }
procedure NewtonStep (var U, V1, V2: ivector; var L: Zeiger;
var fmax: real; var p: integer;
var H: imatrix; mode: modevec);
{ Intervall-Newton-Schritt (Algorithmus 2.20) }
procedure HandleEdges (var X, U, V: ivector; var L: Zeiger;
var fmax: real; p: integer);
{ Randbehandlung (Algorithmus 2.22) }
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function NextY (var L, L_res: Zeiger; var fmax, eps: real;
var c: rvector; var Fc: interval;
var newy: boolean) : ivector[1..ub(c)];
{ Mittelpunktstest und Auswahl des naechsten Quaders }
{ (Algorithmus 2.5) }
procedure CompressVerify (var L_res: Zeiger; eps: real);
{ Verifikation und Reduzierung der Quaderzahl }
{ (Algorithmus 2.25) }
Im folgenden nun die Prozedur algo, die Implementierung des globalen
Optimierungsalgorithmus.
procedure algo (var X: ivector; fmax, eps: real; mode: modevec;
var L_res: Zeiger);
{ Globales Optimierungsverfahren (Algorithmus 2.26 bzw. 3.1) }
{ Eingangsdaten: X : Startquader }
{ fmax : Naeherung fuer Minimum }
{ eps : relative Toleranzangabe }
{ mode : Optionen fuer Verfahren }
{ Ausgangsdaten: L_res : Liste der Minimalstellen }
var
L : Zeiger; { Arbeitsliste }
Y, { aktueller Quader }
G : ivector[1..ub(X)]; { Gradient }
H : imatrix[1..ub(X),1..ub(X)];{ Hessematrix }
c, cV : rvector[1..ub(X)]; { m (Y), m (V[j]) }
Fc,FcV,
FU, FV : interval; { Funktionswerte }
U, V : BranchType[1..2,1..ub(X)]; { Teilquader von Y }







c := mid (Y);
IAuswertung (intval(c), Fc);
if mode[level] = 0 then
fmax := sup (Fc);
repeat
k := OptComp (Y, c);
Branch (Y, k, U[1], U[2]);
for i:=1 to 2 do
begin
IAuswertung (U[i], FU, G);
MonoTest (X, U[i], G, del, red);
if not del then
begin




FU := (Fc + (U[i] - c) * G) ** FU;
if fmax >= inf (FU) then
begin
IAuswertung (U[i], FU, G, H);
ConcTest (X, U[i], L, fmax, H, del);
if not del then
begin
NewtonStep (U[i], V[1], V[2], L, fmax, p, H, mode);
HandleEdges (X, U[i], V[1], L, fmax, p);
for j:=1 to p do
begin
IAuswertung (V[j], FV, G);
MonoTest (X, V[j], G, del, red);






cV := mid (V[j]);
IAuswertung (intval(cV), FcV);
FV := (FcV + (V[j] - cV) * G) ** FV;
if fmax >= inf (FV) then
L := L + Paar (V[j], inf(FV));
end;
end;
end; { for j ... }
end; { if not del ... }
end; { if fmax ... }
end; { if not del ... }
end; { for i ... }





Numerische Beispiele und Tests
Zum Test des in Kapitel 2 beschriebenen Algorithmus wurde eine Vielzahl
aus der Literatur bekannte Testfunktionen verwendet, die in vielen Fallen
real-world-Probleme darstellen (vgl. [57]). Im folgenden werden wir anhand
von drei Testgruppen das Verhalten des Algorithmus in den verschiedenen
Arbeitsmodi beleuchten. Bei der ersten Gruppe handelt es sich um einen in
der Literatur (vgl. z. B. [6], [57]) gebrauchlichen Satz von Standardtestfunk-
tionen, die oft zum Vergleich von verschiedenen Algorithmen herangezogen
werden. Die zweite Gruppe besteht aus einer Reihe von Testproblemen,
die von Walster, Hansen und Sengupta in [59] verwendet wurden. In der
dritten Gruppe nden sich schlielich noch einige Funktionen, die wahrend
der Entwicklungsphase unseres Algorithmus verwendet wurden, um dessen
Arbeitsweise zu kontrollieren, und einige weitere Testfunktionen aus der
Literatur. Fur jede Testfunktion geben wir zu Beginn der entsprechenden
Abschnitte ihre Denition, den Startbereich und die mit einer relativen To-
leranzangabe von " = 10 12 berechneten verizierten Einschlieungen fur
die globalen Minimalstellen und fur das Minimum an.
Fur die Aufwandsvergleiche der Algorithmus-Varianten untereinander
und mit entsprechenden Testresultaten aus der Literatur wurde mit einer
relativen Toleranzangabe von " = 10 2 gearbeitet. Alle Testfunktionen wur-
den mit samtlichen Algorithmus-Varianten behandelt. Dabei wurden samt-
liche Daten fur den jeweils notwendigen Aufwand protokolliert.
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Die Aufwandsubersichten fur die einzelnen Funktionen und Arbeitsmodi
werden in einer tabellarischen Form angegeben. Dabei werden die folgenden
Abkurzungen fur die Bedeutung der einzelnen Tabellenzeilen verwendet:
mode Arbeitsmodus des Algorithmus,
IT Anzahl der Iterationen,
FA Anzahl der Funktionsauswertungen,
GA Anzahl der Gradientenauswertungen,
HA Anzahl der Hessematrixauswertungen,
LE maximaleAnzahl von Elementen (Quader) in der Arbeitsliste und
ZE Laufzeit in STU-Zeiteinheiten.
Da der Algorithmus in der Implementierung von der Dierentiationsarith-
metik Gebrauch macht, wird bei jeder Gradientenberechnung auch ein Funk-
tionswert und bei jeder Hessematrix auch ein Gradient und ein Funktions-
wert berechnet. Es werden jedoch dabei nicht alle Zahler erhoht, sondern
nur der Zahler fur die hochste Ableitung. Fur eine Gradientenauswertung
erhoht sich damit nur GA und nicht auch noch FA. Bei der STU-Zeiteinheit
handelt es sich um die sogenannte Standard Time Unit (die Berechnungszeit
fur 1000 reelle Auswertungen der Shekel-5-Funktion (S5)), die als eine na-
hezu von Compiler und Rechner unabhangige Zeitmekonstante verwendet
wird. Die Kennzeichnung der Arbeitsmodi (mode) erfolgt in den Tabellen
durch die Angabe von vier Ziern, die den mode-Komponenten
level precon multigaps cutbox
in dieser Reihenfolge entsprechen. Die Ziernkombination 0210 steht al-
so beispielsweise fur die Algorithmusvariante ohne Eingabe einer Mini-
mumsnaherung (mode level = 0), mit pivotisierender und D-optimaler
C-Prakonditionierung (modeprecon = 2), mit spezieller Aufspaltungs-
technik (modemultigaps = 1) und ohne Abspaltung von Singularitaten
(modecutbox = 0), entsprechend den Werten in Tabelle 2.1 in Abschnitt
2.5.8. Im Falle von modelevel = 1 wurde ef > f jeweils so gewahlt, da
drel([f
; ef ])  0:1 erfullt war.
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Testgruppe 1
Diese Gruppe besteht aus den folgenden Standardtestfunktionen ([6], [57]):





(x  Ai)(x Ai)T + ci
;




4 4 4 4
1 1 1 1
8 8 8 8
6 6 6 6
3 7 3 7
2 9 2 9
5 5 3 3
8 1 8 1
6 2 6 2



















Startbereich: 0  xi  10, i = 1; : : : ; 4.
(S5)
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Startbereich: 0  xi  1, i = 1; : : : ; 3.



















@ 10 3 17 3:5 1:7 80:05 10 17 0:1 8 14
3 3:5 1:7 10 17 8
17 8 0:05 10 0:1 14
1









@ 0:1312 0:1696 0:5569 0:0124 0:8283 0:58860:2329 0:4135 0:8307 0:3736 0:1004 0:9991
0:2348 0:1451 0:3522 0:2883 0:3047 0:6650
0:4047 0:8828 0:8732 0:5743 0:1091 0:0381
1
A :
Startbereich: 0  xi  1, i = 1; : : : ; 6.
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cos x1 + 10:
Startbereich:  5  x1  10; 0  x2  15.
Minimalstelle(n): 1. [ 3.141592653589792E+000, 3.141592653589795E+000]
[ 2.274999999999996E+000, 2.275000000000005E+000]




Minimum: [ 3.978873577297381E-001, 3.978873577297435E-001]















Startbereich:  2:5  xi  2:5.
Minimalstelle(n): 1. [-8.984201310032836E-002,-8.984201310031070E-002]
[ 7.126564030207390E-001, 7.126564030207405E-001]




Fur die Funktionen der Gruppe 1 wurden alle Varianten unseres Algorith-
mus getestet, die nachfolgenden Tabellen enthalten jedoch keine Resultate
mit modecutbox = 1, da diese sich fur diese Gruppe von Funktionen nicht
wesentlich von den aufgelisteten Resultaten unterscheiden.
S5
mode 0000 0010 0100 0110 0210 1000 1010 1100 1110 1210
IT 24 15 27 16 18 24 15 27 16 18
FA 25 95 28 99 316 25 65 28 69 226
GA 132 68 145 70 73 108 58 121 60 63
HA 29 19 31 19 19 21 14 23 14 14
LE 18 38 18 38 53 5 4 7 5 15
ZE 1.8 1.1 2.0 1.2 1.4 1.3 0.8 1.7 1.0 1.2
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S7
mode 0000 0010 0100 0110 0210 1000 1010 1100 1110 1210
IT 60 14 79 15 17 60 14 79 15 17
FA 61 84 80 87 305 61 55 80 58 204
GA 298 68 366 70 72 259 56 327 58 60
HA 60 20 70 20 19 47 14 57 14 13
LE 38 28 44 28 44 18 5 23 6 20
ZE 5.0 1.4 6.4 1.7 2.0 4.2 1.2 5.7 1.3 1.4
S10
mode 0000 0010 0100 0110 0210 1000 1010 1100 1110 1210
IT 63 15 83 17 20 63 15 83 17 20
FA 64 99 84 104 338 64 63 84 68 218
GA 346 72 413 76 80 277 58 347 62 66
HA 74 21 83 21 20 51 14 61 14 13
LE 66 31 67 31 42 20 6 26 8 21
ZE 8.2 2.2 10.2 2.4 3.1 6.4 1.7 8.3 1.8 2.3
Die Tests der drei Shekel-Funktionen verdeutlichen, da die Durchfuhrung
des Gau-Seidel-Schrittes ohne Prakonditionierer sehr wohl seine Berech-
tigung haben kann, denn in Verbindung mit der in Abschnitt 2.5.3 ent-
wickelten speziellen Aufteilungstechnik, die eine deutliche Ezienzsteige-
rung erbringt, fordert diese Variante einen noch geringeren Aufwand als
die Verwendung von optimalen Prakonditionierern. Letztere sind allerdings
der inversen Mittelpunktsprakonditionierung schon deutlich uberlegen. Alle
Varianten erfahren durch die Hinzunahme einer Anfangsnaherung fur die
Oberschranke des Minimums eine Ezienzsteigerung.
H3
mode 0000 0010 0100 0110 0210 1000 1010 1100 1110 1210
IT 43 23 46 30 51 43 23 46 30 51
FA 47 65 50 87 187 47 62 50 83 180
GA 194 88 200 101 144 191 86 197 98 142
HA 39 22 39 22 26 38 21 38 20 25
LE 19 13 19 17 28 19 10 19 13 28
ZE 4.1 2.3 4.4 2.7 4.3 4.0 2.2 4.3 2.6 4.2
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H6
mode 0000 0010 0100 0110 0210 1000 1010 1100 1110 1210
IT 4504 321 21218 519 1273 4504 321 21218 519 1273
FA 4607 1491 22003 2229 10229 4607 1491 22003 2229 10229
GA 18682 1087 81264 1613 3184 18640 1080 81148 1601 3160
HA 3269 223 13334 289 379 3255 218 13124 265 368
LE 1652 274 5818 386 662 1543 244 5456 363 602
ZE 772 57.3 3641 86.6 199 771 57.0 3567 85.1 183
Die Tests der Hartman-Funktionen unterstreichen die enorme Ezienzstei-
gerung unserer speziellen Aufteilungstechnik. Es zeigt sich auch, da die Ver-
wendung der ublichen Prakonditionierung den Aufwand um eine Vielfaches
erhoht, die Verwendung optimaler Prakonditionierer hingegen Verbesserun-
gen einbringt. Die Hinzunahme einer Anfangsnaherung fur das Minimum
bringt in diesen Fallen kaum Vorteile.
BR
mode 0000 0010 0100 0110 0210 1000 1010 1100 1110 1210
IT 18 18 13 14 15 18 18 13 14 15
FA 29 33 20 30 38 29 32 20 29 35
GA 74 74 56 57 64 73 71 53 55 61
HA 19 20 14 16 18 18 18 13 14 16
LE 8 11 8 8 9 7 7 6 7 7
ZE 0.7 0.8 0.6 0.7 0.7 0.7 0.7 0.6 0.7 0.7
Fur die Funktion von Branin erweist sich die spezielle Aufteilungstechnik
als etwas aufwendiger, denn fur diese liefert die Variante mit inverser Mit-
telpunktsprakonditionierung mit und ohne Minimumsnaherung die besten
Resultate.
SHCB
mode 0000 0010 0100 0110 0210 1000 1010 1100 1110 1210
IT 65 62 81 75 67 65 62 81 75 67
FA 75 166 89 190 173 75 166 89 190 173
GA 340 233 406 273 245 340 233 406 271 245
HA 102 61 120 71 63 100 61 118 70 63
LE 33 37 39 45 36 30 33 39 39 33
ZE 1.2 0.9 1.7 1.2 0.9 1.2 0.9 1.7 1.2 0.9
Fur die SHCB-Funktion erweisen sich die Verwendung der speziellen Auf-
teilungstechnik ohne Prakonditionierung und die Verwendung optimaler
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Prakonditionierer etwa als gleich ezient. Die Hinzunahme einer Minimums-
naherung bringt lediglich eine Verminderung der Listenelemente, aber keine
Verringerung des Aufwands.
Wir wollen fur diese Gruppe von Standardtestfunktionen die durch-
schnittlichen Laufzeiten der Varianten unseres neuen Verikationsverfahrens
unter Verwendung der modizierten Aufteilungstechnik mit den Laufzeiten
von traditionellen Naherungsverfahren ohne Ergebnisverikation, wie sie in
[57, Seite 190] protokolliert wurden, vergleichen. Die in der nachfolgenden
Tabelle zusammengefaten Zahlen machen deutlich, da das neue Verfah-
ren in seiner Ezienz durchaus mit den Naherungsverfahren vergleichbar
ist und diesen in den meisten Fallen sogar deutlich uberlegen ist.
Vergleich der durchschnittlichen Standardzeiteinheiten
Funktion BR S5 S7 S10 H3 H6
Verikations-Verfahren 0.7 1.2 1.5 2.3 3.1 111
Naherungs-Verfahren 6.2 15.4 19.4 22.2 11.5 29.1
Testgruppe 2
In diese Gruppe wurden die nachfolgenden Testfunktionen aus [59] (mit der
dort verwendeten Numerierung) aufgenommen.
W4: (x 2 IR2): fW4(x) =
5X
i=1
i cos((i   1)x1 + i)
5X
j=1
j cos((j + 1)x2 + j):





9. [ 4.976477603558285E+000, 4.976477603558287E+000]
[ 4.858056878859824E+000, 4.858056878859827E+000]
Minimum: [-1.765417931367463E+002,-1.765417931367449E+002]
W5: (x 2 IR2): fW5(x) = fW4(x) + (x1 + 1:42513)
2 + (x2 + 0:80032)
2
:
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i (1 + 10 sin
2
((1 + yi+1)))
+ sin2((1 + y1)) + y
2
10;
mit yi = (xi   1)=4, i = 1; : : : ; 10:
Startbereich:  10  xi  10, i = 1; : : : ; 10.








Minimum: [ 0.000000000000000E+000, 6.566893418535897E-030]








= x21 + (x1 + x2)
2
:
Startbereich:  10000  xi  10000, i = 1; 2.
Minimalstelle: [ 0.000000000000000E+000, 0.000000000000000E+000]
[ 0.000000000000000E+000, 0.000000000000000E+000]
Minimum: [ 0.000000000000000E+000, 0.000000000000000E+000]
W17: (x 2 IR2): fW17(x) = (1:5  x1 + x1x2)




+ (2:625  x1 + x1x32)
2:
Startbereich: 0  xi  9, i = 1; 2.
Minimalstelle: [ 2.999999999999997E+000, 3.000000000000003E+000]
[ 4.999999999999993E-001, 5.000000000000007E-001]
Minimum: [ 0.000000000000000E+000, 9.173281362314180E-029]











Startbereich:  10  xi  10, i = 1; 2; 3.
Minimalstelle: [ 9.999999999999710E-001, 1.000000000000481E+000]
[ 9.999999999999882E-001, 1.000000000000193E+000]
[ 9.999999999999882E-001, 1.000000000000193E+000]
Minimum: [ 0.000000000000000E+000, 1.795174634647188E-024]






Startbereich:  1  xi  2, i = 1; : : : ; 5.








Minimum: [ 0.000000000000000E+000, 0.000000000000000E+000]
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Startbereich:  1  xi  2, i = 1; : : : ; 30.








Minimum: [ 0.000000000000000E+000, 0.000000000000000E+000]
W29: Rosenbrock (x 2 IR2): fW29(x) = 100(x2   x
2
1)
2 + (x1   1)
2
:
Startbereich:  5  xi  5, i = 1; 2.
Minimalstelle: [ 9.999999999998603E-001, 1.000000000000133E+000]
[ 9.999999999997205E-001, 1.000000000000266E+000]
Minimum: [ 0.000000000000000E+000, 2.969873293021112E-023]
Aufwandsvergleiche
Auch fur die Funktionen der Gruppe 2 wurden alle Varianten unseres Al-
gorithmus getestet. Die nachfolgenden Tabellen enthalten jedoch meistens
nur die entscheidenden Auszuge aus den Gesamtresultaten.
W4 W5 W10
mode 0000 0110 0000 0010 0100 0110 0210 0000 0100 0210
IT 216 223 56 63 58 63 64 29 27 178
FA 225 799 57 224 59 239 383 32 34 3008
GA 1161 1026 311 286 318 300 290 169 169 441
HA 251 290 67 80 68 87 82 40 39 59
LE 67 192 31 74 31 93 78 28 23 545
ZE 100 102 11.8 12.3 12.3 13.3 14.5 20 20 122
Fur die Funktionen W4 und W5 liefern die Varianten mit Prakonditionie-
rung oder mit spezieller Aufteilungstechnik keine Verbesserungen, sondern
eher eine Aufwandserhohung. Die FunktionW10 (mit 1010 lokalen Minima
innerhalb des Startbereichs!) ist ein krasses Beispiel dafur, da die optima-
len Prakonditionierer nicht immer
"
optimal\ sein mussen. Fur sie liefert die
Standardprakonditionierung die besten Ergebnisse.
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W16 W17 W18 W25 W27
mode 0000 0100 0210 0000 0110 0210 0000 0111 bel. bel.
IT 41 3 5 403 113 125 11 9 4 9
FA 89 12 18 1345 320 334 15 33 17 68
GA 162 10 18 2236 515 610 67 40 32 36
HA 40 2 4 793 170 185 19 11 8 9
LE 4 4 4 80 52 45 7 7 2 2
ZE 0.3 0.1 0.2 8.1 2.2 2.2 0.4 0.3 0.1 7.5
Fur W16 und W17 zeigt sich die Standard-Prakonditionierung der op-
timalen Prakonditionierung leicht uberlegen, beide sind jedoch der nicht-
prakonditionierten Form vorzuziehen. Bei W18 vermindert die Anwendung
des Teilalgorithmus 2.19 (CutBox) die Anzahl der Hessematrix- und Gradi-
entenauswertungen drastisch. W25 und W27 werden durch alle Varianten
gleich behandelt.
W29
mode 0000 0001 0100 0101 0110 0210 0211 1211
IT 20 8 17 6 17 14 8 8
FA 24 11 22 9 40 38 27 23
GA 99 37 101 39 84 67 28 27
HA 27 9 33 9 33 21 7 6
LE 7 3 14 3 14 15 5 3
ZE 0.2 0.1 0.3 0.2 0.3 0.2 0.1 0.1
Die Funktion von Rosenbrock (W29) verdeutlicht die Ezienzsteigerun-
gen durch den Einsatz der optimalen Prakonditionierer und der Abspal-
tungstechnik zur Behandlung von Singularitaten in der Hessematrix. Die
Anwendung der Abspaltungstechnik bringt auch bereits ohne eine Prakon-
ditionierung eine deutliche Aufwandsverminderung.
Testgruppe 3
In diese Gruppe wurden die nachfolgenden Testfunktionen aufgenommen.
Han: Hansen (x 2 IR1): fHan(x) = 24x
4   142x3 + 303x2   276x+ 93:
Startbereich: 0  x  3.
Minimalstelle: [ 1.999999999999998E+000, 2.000000000000000E+000]
Minimum: [ 9.999999999972715E-001, 1.000000000002615E+000]
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TZ1: f1 aus [57] (x 2 IR
1): fTZ1(x) = sin x+ sin
10x
3
+ ln x  0:84x:
Startbereich: 2:7  x  7:5.
Minimalstelle: [ 5.199778371061005E+000, 5.199778371061008E+000]
Minimum: [-4.601307546494399E+000,-4.601307546494392E+000]
TZ4: f4 aus [57] (x 2 IR
1): fTZ4(x) = (x+ sin x)e
 x2
:
Startbereich:  10  x  10.
Minimalstelle: [-6.795786600198818E-001,-6.795786600198813E-001]
Minimum: [-8.242393984760775E-001,-8.242393984760758E-001]
TZ5: f5 aus [57] (x 2 IR




















































Startbereich: 0  x  10.
Minimalstelle: [ 6.858609265769486E-001, 6.858609265769490E-001]
Minimum: [-1.459265202569392E+001,-1.459265202569388E+001]
Shu: Shubert (x 2 IR1): fShu(x) =  
5X
k=1
k sin((k+ 1)x+ k):
Startbereich:  10  x  10.
Minimalstelle(n): 1. [-6.774576143438998E+000,-6.774576143438839E+000]
2. [ 5.791794470920271E+000, 5.791794470920273E+000]
3. [-4.913908362593147E-001,-4.913908362593144E-001]
Minimum: [-1.203124944216715E+001,-1.203124944216713E+001]




2   cos 18x1   cos 18x2
Startbereich:  1  x  1, i = 1; 2.
Minimalstelle: [ 0.000000000000000E+000, 0.000000000000000E+000]
[ 0.000000000000000E+000, 0.000000000000000E+000]
Minimum: [-2.000000000000000E+000,-2.000000000000000E+000]
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Startbereich:  2  x  3, i = 1; 2.
Minimalstelle: [-8.077935669463161E-028, 8.077935669463161E-028]
[-2.019483917365791E-028, 2.019483917365791E-028]
Minimum: [ 0.000000000000000E+000, 7.340967526498341E-055]
TR2: (x 2 IR2): fTR2(x) = sin x1 + cosx2:
Startbereich: 1  x1  2,  1  x2  1.
Minimalstelle(n): 1. [ 1.000000000000000E+000, 1.000000000000000E+000]
[-1.000000000000000E+000,-1.000000000000000E+000]
2. [ 1.000000000000000E+000, 1.000000000000000E+000]
[ 1.000000000000000E+000, 1.000000000000000E+000]
Minimum: [ 1.381773290676036E+000, 1.381773290676037E+000]









12. [ 3.141592653589793E+000, 3.141592653589794E+000]
[ 4.712388980384689E+000, 4.712388980384691E+000]
Minimum: [ 0.000000000000000E+000, 5.997363809597702E-031]













Startbereich:  500  xi  600, i = 1; : : : ; 5.






Minimum: [ 0.000000000000000E+000, 0.000000000000000E+000]
GP: Goldstein und Price (x 2 IR2):
fGP(x) = (1 + (x1 + x2 + 1)
2(19  14x1 + 3x
2
1   14x2 + 6x1x2 + 3x
2
2)) 
(30 + (2x1   3x2)
2(18  32x1 + 12x
2
1 + 48x2   36x1x2 + 27x
2
2)):
Startbereich:  2  xi  2, i = 1; 2.
Minimalstelle: [-2.480242682842661E-024, 2.224426648044042E-025]
[-1.000000000000243E+000,-9.999999999999836E-001]
Minimum: [ 2.999999999999096E+000, 3.000000000000355E+000]
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Aufwandsvergleiche
Han TZ1 TZ4 TZ5 Shu R
mode 0000 0000 0000 0000 0000 0001 0000 0010
IT 20 6 6 8 27 22 7 6
FA 53 8 7 9 30 26 17 26
GA 109 26 35 45 131 95 39 26
HA 37 6 10 11 27 18 9 7
LE 10 3 4 6 16 16 4 4
ZE 0.2 0.4 0.3 0.2 3.4 4.4 0.3 0.2
Die Daten fur die FunktionenHan,TZ1,TZ4 und TZ5 sind stellvertretend
fur die Resultate aller Varianten angegeben. Shu bzw. R demonstrieren
nochmals die Vorteile von Algorithmus 2.19 bzw. von Algorithmus 2.14.
TR1 TR2 TR3
mode 0000 0010 0100 0101 0210 0000 0000 0010 0100
IT 6 5 6 6 160 1 25 39 25
FA 7 17 7 7 559 9 63 128 63
GA 31 22 31 31 603 2 152 170 152
HA 7 6 7 7 161 2 38 46 38
LE 3 4 3 3 63 3 18 31 18
ZE 0.2 0.2 0.2 0.3 2.4 0.1 2.0 2.5 2.0
Der Aufwand fur TR1 erhoht sich drastisch beimEinsatz optimaler Prakon-
ditionierer. Spezielle Aufteilung und die Standardprakonditionierung sind zu
bevorzugen. TR2 ist ein Fallbeispiel fur Randminima, TR3 zeigt erstmals
eine Aufwandserhohung durch die spezielle Aufteilungstechnik.
G5 GP
mode 0000 0010 0100 0110 0010 0011 0210
IT 61 26 61 25 5178 5199 8615
FA 62 247 62 249 9004 9029 17935
GA 404 140 404 136 22002 22106 30376
HA 96 44 96 43 8583 8616 10165
LE 68 87 68 87 1019 1029 1861
ZE 13.5 7.1 13.9 7.0 178 202 341
Fur die Griewank-Funktion vermindert sich durch die spezielle Aufteilungs-
technik die Zahl der Hessmatrix- und Gradientenauswertungen, und es tritt
nur eine geringe Erhohung der Zahl der Funktionsauswertungen ein. Fur




In dieser Arbeit wurden zahlreiche Modikationen eines Intervallverfah-
rens zur globalen Optimierung ohne Nebenbedingungen entwickelt, des-
sen grundlegende Form auf den Hansen-Algorithmus zuruckgeht. Dabei lag
der Schwerpunkt auf dem in erweiterter Intervallarithmetik auszufuhrenden
Intervall-Gau-Seidel-Schritt, fur den eine spezielle Aufteilungstechnik ent-
wickelt und optimale Prakonditionierer nach Kearfott eingesetzt wurden.
Daneben wurden Methoden fur die Randbehandlung, fur die Behandlung
von Singularitaten der Hessematrix und fur die Verikation der Eindeu-
tigkeit einer globalen Minimalstelle innerhalb der berechneten Schranken
hergeleitet. Die theoretischen Aussagen auf der Grundlage der Intervall-
arithmetik fur all diese Methoden lassen sich auf eine mathematisch exakt
denierte Maschinenintervallarithmetik ubertragen. Aus diesem Grund bil-
dete auch die Behandlung der praktischen Durchfuhrung und der Implemen-
tierung des Verfahrens einen wesentlichen Aspekt dieser Arbeit, dem durch
leicht auf den Rechner ubertragbare Formulierungen der Algorithmen und
durch die Ausfuhrungen in Kapitel 3 Rechnung getragen wurde.
Durch die Implementierung des Programmpakets GO in der Sprache
PASCAL{XSC war es moglich, umfangreiche Tests und Studien auf ver-
schiedenen Rechnertypen durchzufuhren. Zahlreiche Tests haben gezeigt,
da das Verfahren sehr ezient arbeitet und stets verizierte, hochgenaue
Einschlieungen fur alle globalen Minimalstellen und fur den Wert des glo-
balen Minimums berechnet. Dies gilt sowohl fur den Fall einer groen Zahl
lokaler Minima als auch fur den Fall mehrerer globaler Minimalstellen. Es
mu lediglich die Einschrankung gemacht werden, da sehr dicht beieinan-
derliegende globale Minimalstellen nur dann in verschiedene Ergebnisqua-
152 5 Zusammenfassung und Ausblick
der eingeschlossen werden konnen, wenn die Toleranzangabe genugend klein
und das Gleitkommaformat auf dem Rechner genugend Mantissenstellen zur
Verfugung stellt. In den meisten Fallen ist das vorgestellte Verfahren vom
Aufwand her vergleichbar mit klassischen Verfahren, in vielen Fallen ist das
verizierende Verfahren sogar weniger aufwendig. Dabei ist nochmals zu
betonen, da Naherungsverfahren keinerlei Fehlerschranken mitliefern oder
Garantieaussagen machen konnen.
Die Testresultate in Kapitel 4 haben gezeigt, da vor allem die spezielle
Aufteilungstechnik in den meisten Fallen eine wesentliche Ezienzsteige-
rung mit sich bringt. Auerdem wurde deutlich, da die optimalen Prakon-
ditionierer in einigen Fallen dem herkommlichen Mittelpunktsprakonditio-
nierer uberlegen sind, da aber auch der Gau-Seidel-Schritt ohne Prakondi-
tionierung durchaus seine Einsatzberechtigung hat und somit keine Variante
stets zu bevorzugen ist. In diesem Zusammenhang gilt es hervorzuheben, da
es fur den praktischen Einsatz eines globalen Optimierungsverfahrens mit
Ergebnisverikation kein einzelnes, allumfassendes Verfahren geben kann,
das samtliche Probleme mit zufriedenstellendem Aufwand lost. Vielmehr
wird eine geeignete Kombination diverser Verfahren (darunter klassische
Verfahren und Intervallverfahren) das Ziel weiterer Entwicklungen sein.
Vorteile fur die Behandlung von Problemen mit singularen Hessema-
trizen erbrachte die Verwendung der Abspaltungstechnik (CutBox), die
ebenfalls von klassischen Methoden Gebrauch macht. Hier bietet sich, wie
auch bei der speziellen Aufteilungstechnik, die Moglichkeit, die heuristisch
gewahlten Strategien durch adaptive Verfahren der jeweiligen Problemklas-
se anzupassen. Die Tests in Kapitel 4 haben auch gezeigt, da in den mei-
sten Fallen das Verfahren durch die Kenntnis einer Naherung fur den Wert
des globalen Minimums beschleunigt werden kann. Dies weist auch schon
auf eine zusatzliche Anwendungsmoglichkeit fur das Verfahren hin, namlich
die Verikation einer durch ein klassisches Naherungsverfahren berechne-
ten globalen Minimalstelle. Eine solche verizierende Nachbehandlung kann
durch den Einsatz eines Abspaltungsverfahrens, ahnlich dem bei der Singu-
laritatenbehandlung angewendeten Verfahren, bereits mit einer engen Ein-
schlieung fur die Naherung gestartet und damit sehr ezient durchgefuhrt
werden.
Neben der weiteren Ezienzsteigerung unseres Verfahrens, beispielswei-
se durch den Einsatz der schnellen automatischen Dierentiation (vgl. [9]),
wird die Ausweitung des Einsatzgebietes auf Optimierungsproblememit Ne-
benbedingungen wesentliches Ziel fur zukunftige Entwicklungen sein. Dabei
kann ein Weg z. B. uber die Losung der Optimalitatsbedingungen fur die
Lagrange-Funktion gehen, so da prinzipiell ahnliche Methoden eingesetzt
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werden konnen wie bei der Optimierung ohne Nebenbedingungen. Auch hier
wird es unbedingt notwendig sein, klassische Verfahren mit in eine sinnvolle
Entwicklung von Intervallverfahren einzubeziehen (vgl. auch [49]).
Aufgrund der oensichtlichen
"
Parallelitat\ des in dieser Arbeit be-
handelten Verfahrens, ist sicherlich die Ubertragung des Algorithmus auf
Parallelrechner ebenfalls ein Ansatzpunkt fur weitere Arbeiten. Allein die
Verteilung des Optimierungsgebietes auf einzelne Prozessoren, kann bereits
eine deutliche Ezienzsteigerung erbringen. Allerdings ist in diesem Zusam-
menhang zu beachten, da die Bearbeitungszeiten fur die Teilgebiete stark
dierieren konnen. Bei der Parallelisierung des Verfahrens mu deswegen
vor allem auf eine gleichmaige Ausnutzung der Einzelprozessoren geachtet
werden (vgl. auch [8]).
Anhang A
Das Programmpaket GO
Wir geben hier noch kurz einige Informationen zur interaktiven Verwen-
dung des im Rahmen der Arbeit entstandenen Programmpakets GO. Zur
Vereinfachung von Tests wurde mit einer menugesteuerten Benutzerober-
ache und unter Verwendung der in Abschnitt 3.2.2.4 beschriebenen inter-
nen Funktionsdarstellung in Verbindung mit einer Dierentiationsarithme-
tik die Moglichkeit geschaen, den Algorithmus auf verschiedene Funktionen
anzuwenden, ohne dazu Teile des Programms neu compilieren zu mussen.
A.1 Benutzeroberache
Das ProgrammGO besitzt eine portable Benutzeroberache, die sowohl auf
PC's als auch auf Workstations und Grorechnern verwendet werden kann.
Das nach dem Start erscheinende Hauptmenu hat den folgenden Aufbau:
-------------- Global Optimization - Main Menu ----------------
Please, select: Work file: ---
S Select optimization problem input file
E Edit selected file
W Work on specified problem




Mit der Option S wird eine Eingabedatei speziziert, dabei kann auch der
Platzhalter * verwendet werden, um eine Liste der existierenden Dateien zu
erhalten. Der Name der ausgewahlten Arbeitsdatei wird jeweils oben rechts
angegeben. Bei Bedarf kann diese unter Verwendung der Option E editiert
werden. Mit der Option W erfolgt das Einlesen der Eingabedatei und der
Eintritt in das eigentliche Arbeitsmenu. Informationen zur Bedienung des
Programms konnen mit der Option H abgerufen werden. Durch die Option
Q wird das Programm verlassen.
Das Arbeitsmenu hat den folgenden Aufbau:
------------- Global Optimization - Work Menu -----------------
Please, select: Work file: camel-6
D Display optimization problem
C Compute inclusions for all minimizers
R display Results
S Save results on file
N New initial region
P new Parameters
M change Mode of optimization algorithm
Q Quit work menu
Select ==> _
Die Option D des Arbeitsmenus erlaubt die Anzeige der aktuellen Problem-
spezikation, die zunachst der Spezikation aus der Eingabedatei entspricht.
Die dort festgelegten Werte fur den Startbereich und fur die Parameter
konnen jedoch auch noch innerhalb des Arbeitsmenus durch die Optionen
N und P verandert werden, ohne da die Eingabedatei erneut gelesen wer-
den mu. Das Optimierungsverfahren wird durch die Option C gestartet, die
Anzeige der berechneten Ergebnisse erfolgt durch die Option R. Zur Speiche-
rung der Resultate in einer Datei kann die Option S angewahlt werden, die
auch beim Verlassen des Arbeitsmenus mit der Option Q automatisch als Si-
cherungsabfrage aktiviert wird. Die Option M erlaubt es, den Arbeitsmodus
des Optimierungsverfahrens zu verandern.
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A.2 Eingabesyntax
Eine Eingabedatei zur Spezikation eines Optimierungsproblems fur das




Definition ; ... ; Definition;
variables





Dabei konnen die Zeilen 1 bis 4 entfallen. Name steht hier und im folgen-




Name := (Ausdruck, ..., Ausdruck)
mit implizit, durch die Anzahl der Ausdrucke, festgelegter Dimension,
moglich. Die Ausdrucke dienen dabei zur Initialisierung der Variablen und
Parameter. Die Initialwerte der Parameter bleiben beim Ablauf des Op-
timierungsalgorithmus konstant, die Initialwerte der Variablen denieren
lediglich den Startbereich. Ein Ausdruck hat die syntaktische Form
Operand Operator Operand
wobei auch ein vorgestelltes monadisches + oder - erlaubt ist. Als
Operator kann +, -, *, / und ^ verwendet werden. Letzterer zur Kenn-
zeichnung der Exponentiation. Als Operand ist eine Konstante, eine
Variable, ein Parameter, ein Ausdruck, ein geklammerter Ausdruck, ei-
ne Summen-Schleife oder eine Produkt-Schleife zugelassen. Fur eine
Variable oder einen Parameter kann entweder ein Name (bei skalaren
Groen) oder
Name [ integer-Konstante ]
(bei Vektor-Groen) verwendet werden. Innerhalb einer Summen-Schleife
sum (Index-Name, integer-Konstante, integer-Konstante, Ausdruck)
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oder einer Produkt-Schleife
prod (Index-Name, integer-Konstante, integer-Konstante, Ausdruck)
kann auch
Name [ Index-Name ]
als Variable oder Parameter verwendet werden. Der Index-Name ist in-
nerhalb der Schleifen implizit vereinbart, alle anderen in Ausdrucken auf-
tretenden Variablen oder Parameter mussen bei ihrer Verwendung bereits
erklart und initialisiert sein.
Im folgenden noch ein Beispiel fur eine Eingabedatei:




b := 3 ;
variables
x := ( [-2.5,2.5],
[-2.5,2.5] ) ;
function
4 * x[1]^2 - 2.1 * x[1]^4 + x[1]^6 / b +
x[1] * x[2] - 4 * x[2]^2 + 4 * x[2]^4 ;
tolerance
1e-9 .
--------- End of File ---------
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