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1. Introduction
Let {X(t), t ≥ 0} be a centered Gaussian process with stationary increments, a.s. continuous sample paths and






, t ≥ 0,(1)
where c > 0 and β > 0 is chosen appropriately to guarantee a.s. finiteness of Q(t).
The stimulus to analyze distributional properties of {Q(t), t ≥ 0} stems, for instance, from its straightforward relation
with the theory of reflected Gaussian processes, its applications in widely investigated Gaussian fluid queueing models
and, by duality, its importance in risk theory. In particular, for β = 1, by Reich representation [15], Q(t) describes
the stationary amount of substance in reservoir, where the inflow to the reservoir in time interval [s, t] equals to
X(t)−X(s) and the rate of outflow is c.
Motivated by the above applications, Q(0) has been studied in the literature under different levels of generality,
e.g., [12], [8], [5], [9], [6], [7], [11]. Particularly vast interest has been paid to the analysis of storage models, where
X(t) = BH(t) is a fractional Brownian motion (fBm) with Hurst index H ∈ (0, 1) and β = 1, leading to derivation














as u → ∞, providing that H > 1/2 and Tu = o(u
2H−1
H ); see [14], [4]. Property (2) is nowadays referred to as
the strong Piterbarg property. In [2] it was observed that (2) holds also for storage processes with self-similar and
infinitely divisible input without Gaussian component.
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In this contribution we focus on asymptotic properties of















as u→∞, for wide classes of Gaussian processes X and ranges of Tu. As a result, we extend findings of [6], where
the asymptotics of P (Q(0) > u) was considered. Moreover we generalize [14] and [4] where the exact asymptotics
of ψsupTu (u) and ψ
inf
Tu
(u) were studied for fractional Brownian motion model with β = 1. As a by-product we find
conditions under which the strong Piterbarg property phenomena (2) holds for general Gaussian X and β.
Organization of the paper. Some necessary notation are introduced in Section 2, whereas the main asymptotic




X being a sum of independent fractional Brownian motions. The proofs of main results are given in Section 5. The
Appendix contains proofs of some lemmas that are of technical nature.
2. Notation
Throughout this paper we assume that {X(t), t ≥ 0} is a centered Gaussian process with stationary increments, a.s.
continuous sample paths, X(0) = 0 and variance function σ2(t) satisfying
AI: σ2(t) > 0, t > 0 is regularly varying at infinity with index 2α∞ ∈ (0, 2) and twice continuously differen-
tiable on (0,∞). Further, its first derivative σ̇2 and second derivative σ̈2 are both ultimately monotone.
AII: σ2(t) is regularly varying at 0 with index 2α0 ∈ (0, 2].




α for any λ > 0. Analogously, we say that f is regularly varying at 0 with index α ∈ R if for any
λ > 0, limx→0
f(λx)
f(x) = λ
α. We refer to [3] for properties of regularly varying functions. Function f is ultimately
monotone if there exists a constant M > 0 such that f(t) is monotone over (M,∞). Assumptions AI-AII allow
us to cover models that play important role in Gaussian storage models, including both aggregations of fractional
Brownian motions and integrated stationary Gaussian processes; see, e.g., [12, 8, 6, 5]. AI-AII go in line with [6],
where the exact asymptotics of P (Q(0) > u), as u→∞, was derived.
Recall that fractional Brownian motion BH = {BH(t), t ≥ 0} with Hurst index H ∈ (0, 1] is a centered Gaussian




|t|2H + |s|2H − |t− s|2H
)
.






, t ≥ 0.
Note that assumption β > α∞ ensures that Q(t) is finite a.s. for any t ≥ 0.
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In order to formulate the main results of this contribution, following [4], let
Φ : C(M)→ R,(5)
be a continuous functional on the Banach space C(M) of all continuous functions on compact set M ⊂ Rd, d ≥ 1
with the norm ||f || = supt∈M |f(t)|, satisfying
F1: Φ(f) ≤ supt∈M f(t).
F2: Φ(af + b) = aΦ(f) + b, for any a > 0, b ∈ R.
Then, for a centered continuous Gaussian field V = {V (t) : t ∈ Rd} such that V (0) = 0,
Cov(V (t), V (s)) =
σ2V (t) + σ
2
V (s)− σ2V (t− s)
2
,(6)
we introduce the generalized Pickands’ constant







We refer to [4] for the finiteness of HΦV (M). In particular, for M =
∏d




f(t), we use notation HV (
∏d






providing that the above limit exists, where HV [0, S] := HV ([0, S]). We refer to [13], [5], [6] and [4] for the analysis
of properties of Pickands’-type constants.
We write fu(t) ⇒ f(t) for t ∈ D meaning that the convergence is uniform with respect to t in the domain D as
u → ∞. By Q and Qi, i = 0, 1, 2, ..., we denote some positive constants which may change from line to line. By
←−σ (·) we denote the generalized inverse function to σ(·), Ψ(·) denotes the tail distribution of the standard Normal
random variable. We write f(u) ∼ g(u) if limu→∞ f(u)g(u) = 1.
3. Main Results
In this section, we present the exact asymptotics of ψsupTu (u) and ψ
inf
Tu
(u). In further analysis we tacitly assume that







assuming that the limit exists. As it is shown below, according to the value of ϕ, the asymptotics of ψsupTu (u) takes













, ifϕ =∞ or 0,
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Theorem 3.1. Suppose that ϕ = 0.
i)If Tu∆(u) → ρ ∈ [0,∞), then














ii) If Tu∆(u) →∞ and Tu = o(e
β1(m

















Theorem 3.2. Suppose that ϕ ∈ (0,∞).
i) If Tu → ρ ∈ [0,∞), then



















ii) If Tu →∞ and Tu = o(eβ1(m




















Theorem 3.3. Suppose that ϕ =∞.
i)If Tu∆(u) → ρ ∈ [0,∞), then














ii) If Tu∆(u) →∞ and Tu = o(e
β1(m

















The above trichotomy with respect to the value of ϕ goes in line with findings of Dieker [6], where the asymptotics
of P (Q(0) > u), as u→∞, was derived.
The following theorem deals with the asymptotic behavior of the tail distribution of ψinfTu (u). We recall that H
inf
V [0, ρ]
is defined according to (7).
Theorem 3.4. i) If ϕ = 0 and Tu∆(u) → ρ ∈ [0,∞), then

















ii) If ϕ ∈ (0,∞) and Tu → ρ ∈ [0,∞), then





















iii) If ϕ =∞ and Tu∆(u) → ρ ∈ [0,∞), then
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Combination of the above findings straightforwardly leads to the following corollary that deals with the strong
Piterbarg property for Q, extending results derived in [4].
Corollary 3.5. Suppose that Tu∆(u) → 0. Then




Remark 3.6. The relation Tu∆(u) → 0 in Corollary 3.5 is optimal. Indeed, if
Tu
∆(u) → ρ > 0, then comparing Theorems
3.1, 3.2, 3.3 and 3.4, none of the asymptotic relation in Corollary 3.5 holds.
4. Application to heterogenous fluid queues








, t ≥ 0,(9)
where BHi(t), 1 ≤ i ≤ n are mutually independent fractional Brownian motions with indexes 1 > H1 > H2 ≥




2Hi satisfies AI-AII with α0 = Hn and α∞ = H1, which in the light of Theorems 3.1, 3.2 and 3.3, leads to.









as u→∞, with ρ ∈ [0,∞), then
























βHn →∞ and Tu = o(eβ1(m
∗(u))2) with β1 ∈ (0, 1/2), then























Corollary 4.2. Suppose that 2H1 = β.
i) If Tu → ρ ∈ [0,∞), then























ii) If Tu →∞ and Tu = o(eβ1(m































, with ρ ∈ [0,∞), then
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ii) If Tuu
β−2H1
βH1 →∞ and Tu = o(eβ1(m



























Remarks 4.4. Following [4] and [14], if n = 1, H1 > 1/2, β = 1 and Tu = o(u
2H1−1
















In this section we present detailed proofs of the main results of this contribution. Let τu be the maximizer of
σ(u1/βt)
1+ctβ






Following the same line of reasoning as in [14], we write












Zu(s, t) > m(u)
)









Hereafter, for a given process Y (t), we denote Y (t) := Y (t)/σY (t). By ḣ, ḧ we mean the first and second derivative of












, s > t, s1 > t1.
The following lemma slightly extends Lemma 2 in [6], by providing asymptotics for the tail distribution of functionals
introduced in (5) fulfilling F1-F2 instead of sup functional considered in [6]. Following the setting given in [6], let
{Ku} be a nondecreasing family of subsets of Zm with m ≥ 1, and {X(u,k)(t), t ∈M}, u > 0,k ∈ Ku be a collection
of centered continuous Gaussian fields on a compact set M ⊂ Rd such that 0 ∈M . We assume that the variance of
X(u,k)(t) equals 1. Let gk, θk, with k ∈ Ku be such that (see [6])
P1 infk∈Ku gk(u)→∞ as u→∞.
P2 There exists a centered Gaussian field {V (t), t ∈ Rd} with covariance as in (6), satisfying E1, such that
supk∈Ku |θk(u, s, t)− σ
2
V (t− s)| → 0 for any s, t ∈M .








i=1 |si − ti|ηi
<∞.









Lemma 5.1. Suppose that P1-P4 hold for functions gk, θk and Gaussian process V . Let Φ : C(M) → R be a







































The proof of Lemma 5.1 goes line-by line the same as the proof of Lemma 2 in [6]; see also proof of Lemma 1 in [4].
We present main steps of the proof in Appendix.
Lemma 5.2. Suppose that σ2(t) satisfies AI-AII. Then there exisit γ ∈ (0, 2), C1 > 0 and C2 > 0 such that
C1t
2 ≤ σ2(t) ≤ C2tγ ,
holds in a neighbourhood of zero.




= 1− bu(τ − τu)2(1 + o(1)), τ → τu,(12)
where bu → b = B2A .
Let E(u) = (τu − δu, τu + δu) with δu = ln(m(u))m(u) .









Lemma 5.5. For u large enough and any δ > 0, there exists a constant 0 < aδ < 1 such that
ru(s, t, s1, t1) < aδ





ru(s, t, s1, t1) = 0,
holds uniformly with respect to u for u large enough.
We provide complete proofs of Lemma 5.1, 5.2, 5.3, 5.4 and 5.5 in the Appendix.
The following lemma deals with the asymptotics of supremum of Gaussian field Zu(s, t) over a parameter set that









, ifϕ =∞ or 0,
1, ifϕ ∈ (0,∞).
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Lemma 5.6. Suppose that AI-AII hold and r > 0.





















































−1/β ]× ([0,∞) \E(u)) = S1,u ∪S2,u ∪S3,u, where S1,u = [0, Tuu−1/β ]× [0, ε], S2,u = [0, Tuu−1/β ]× [T,∞)
and S3,u = [0, Tuu−1/β ]× ([ε, T ] \ E(u)), for sufficiently small ε > 0 and large T ∈ N. Clearly it suffices to find the
asymptotic upper estimates of the analyzed tail probability for each set S1,u,S2,u,S3,u separately.













)2α∞+2η (1 + cτβu
1 + cτβ
)2







where Q is a fixed constant and 0 < η < β − α∞. Note that by AI and Lemma 5.2, we can choose 0 < γ1 <





is a regularly varying function at∞ with index 2α∞−γ1 > 0 and bounded in a neighborhood of 0. Therefore it follows
from Uniform Convergence Theorem (UCT) (see, e.g., Theorem 1.5.2 in [3]) that for t, t1 ∈ [l, l+1] ⊂ [0, Tuu−1/β+1],
τ, τ1 ∈ [k, k + 1] ⊂ [T,∞) and u large enough,
E
(
Zu(t+ τ, t)− Zu(t1 + τ1, t1)
)2
≤ 2σ











1/β |t+ τ − t1 − τ1|)
g1(u1/βk)
(
|t+ τ − t1 − τ1|
k
)γ1
≤ Q1(|t− t1|γ1 + |t+ τ − t1 − τ1|γ1) ≤ Q2(|t− t1|γ1 + |τ − τ1|γ1),(16)





















Zu(t+ τ, t) > m(u)
)






































with Q3,QT > 0.



















Zu(t+ τ, t)(1 + cτ
β)− Zu(t1 + τ1, t1)(1 + cτβ1 )
)2
=





X(u1/β(t+ τ))−X(u1/βt)−X(u1/β(t1 + τ1)) +X(u1/βt1)
)2
≤ 2(1 + cτβu )2
σ2(u1/β |t− t1|) + σ2(u1/β |t+ τ − t1 − τ1|)
σ2(u1/βτu)










1/β |t+ τ − t1 − τ1|)
g1(u1/βτu)
|t+ τ − t1 − τ1|γ1
τγ1u
)
≤ Q4 (|t− t1|γ1 + |τ − τ1|γ1) ,
where Q4 > 0. Therefore, by Fernique inequality, P
(










all [l, l + 1] ⊂ [0, Tuu−1/β + 1] and x > 0. Hence we can find a common a > 0 such that
P
(
supt∈[l,l+1],τ∈[0,ε] Zu(t+ τ, t)(1 + cτ
β) > a
)


































Zu(t+ τ, t)(1 + cτ
β) > m(u)
)











Ad. S3,u. Similarly as for S2,u, we have
E
(
Zu(t+ τ, t)− Zu(t1 + τ1, t1)
)2 ≤ Q7(|t− t1|γ1 + |τ − τ1|γ1),
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for t, t1 ∈ [l, l+ 1] ⊂ [0, Tuu−1/β + 1] and τ, τ1 ∈ [ε, T ]. Thus by Piterbarg inequality (Theorem 8.1 in [13]) and (12),


























In order to confirm i), suppose that Tu = o(u
r). By the fact that m(u) is regularly varying at ∞ with index




for any M > 0,
as u→∞, which implies that i) holds.




for any M > 0, as u → ∞, which
establishes claim ii). 




















Zu(s, t) > m(u)
)
,
and the upper bound of P
(
supt∈[0,Tuu−1/β ] sups≥t,s−t/∈E(u) Zu(s, t) > m(u)
)
is given in Lemma 5.6, then it suffices








is regularly varying at ∞ with index
ϑ =

1− 1/β − α∞/β + 2α∞/(α0β)− 1/α0, if ϕ = 0,
1− 1/β − α∞/β, if ϕ ∈ (0,∞),
1 + 1/β − α∞/β − 1/α∞, if ϕ =∞,

















Let Dk(u) = [k
∆(u)
u1/β
S, (k + 1)∆(u)
u1/β
S], Fl(u) = [τu + l
∆(u)
u1/β
S, τu + (l + 1)
∆(u)
u1/β
S] and Ik,l(u) = Dk(u) × Fl(u) with
S > 0. Moreover, let NS,u = [
u1/β lnm(u)










with b = B2A .
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Proof of case limu→∞
Tu
∆(u) =∞.






























In order to apply Lemma 5.1, we have to check conditions P1-P4, for appropriately chosen Ku, gk,l, θk,l. Let
















with (s, t) ∈ [0, S]2 and (k, l) ∈ Ku := {(k, l), 0 ≤ k ≤ [ Tu∆(u)S ] + 1,−NS,u − 1 + k ≤ l ≤ NS,u + 2 + k}. Then, let
gk,l(u) := m
−ε
k,l(u) and comparing (10) in Lemma 5.1 and (13) in Lemma 5.4, we introduce
θk,l(u, t, s, t1, s1) :=






for (t, s), (t1, s1) ∈ [0, S]2, (k, l) ∈ Ku.





∣∣∣∣ σ2(∆(u))2σ2(u1/βτ∗) (m−εk,l(u))2 − 1
∣∣∣∣ = 0(24)
and, by the UCT,
lim
u→∞
∣∣∣∣σ2(∆(u)|s− s1|) + σ2(∆(u)|t− t1|)σ2(∆(u)) − |s− s1|2α0 − |t− t1|2α0
∣∣∣∣ = 0, (t, s), (t1, s1) ∈ [0, S]2.





∣∣θk,l(u, t, s, t1, s1)− |s− s1|2α0 − |t− t1|2α0∣∣
≤ lim
u→∞






∣∣∣∣ σ2(∆(u))2σ2(u1/βτ∗) (m−εk,l(u))2 − 1
∣∣∣∣ σ2(∆(u)|s− s1|) + σ2(∆(u)|t− t1|)σ2(∆(u))
≤ lim
u→∞







∣∣∣∣ σ2(∆(u))2σ2(u1/βτ∗) (m−εk,l(u))2 − 1
∣∣∣∣
→ 0, (t, s), (t1, s1) ∈ [0, S]2,
which implies that P2 is satisfied.
In order to check P3, we have that by UCT, with noting that g1(t) defined in (15) is regularly varying at 0 with





θk,l(u, t, s, t1, s1)
|s− s1|γ1 + |t− t1|γ1






σ2(∆(u)|s− s1|) + σ2(∆(u)|t− t1|)


























∣∣∣∣σ2(∆(u)s) + σ2(∆(u)t)− σ2(∆(u)s1)− σ2(∆(u)t1)σ2(∆(u))
∣∣∣∣ = 0.
Second, it follows from Lemma 5.4 and and UCT that∣∣∣∣(m−εk,l(u))2(1− ru(sl(u) + ∆(u)u1/β s, tk(u) + ∆(u)u1/β t, sl(u), tk(u)))− θk,l(u, t, s, 0, 0)
∣∣∣∣
≤







θk,l(u, t, s, 0, 0)
− 1
∣∣∣∣∣ θk,l(u, t, s, 0, 0)
≤ Q0S2α0







θk,l(u, t, s, 0, 0)
− 1
∣∣∣∣∣⇒ 0, u→∞,













∣∣∣∣(m−εk,l(u))2(1− ru(sl(u) + ∆(u)u1/β s, tk(u) + ∆(u)u1/β t, sl(u), tk(u)))− θk,l(u, t, s, 0, 0)
∣∣∣∣
+
∣∣∣∣(m−εk,l(u))2(1− ru(sl(u) + ∆(u)u1/β s1, tk(u) + ∆(u)u1/β t1, sl(u), tk(u)))− θk,l(u, t1, s1, 0, 0)
∣∣∣∣
+ |θk,l(u, t, s, 0, 0)− θk,l(u, t1, s1, 0, 0)| ⇒ 0, u→∞, ε→ 0.
with respect to (k, l) ∈ Ku, (t, s), (t1, s1) ∈ [0, S]2, which confirms that P4 is fulfilled.
Thus in view of Lemma 5.1
P
(


















α0 being two independent fBms with index α0. Then, continuing



















































with b = B2A (see Lemma 5.3). Hence, letting ε→ 0, we obtain the upper bound for πTu(u).
Lower bound of πTu(u). Set
Γδ,1 = {(k, l, , k1, l1) : 0 ≤ k ≤ k1 ≤ [ Tu∆(u)S ], |k1 − k| ≤
δu1/β
∆(u)S ,−NS,u + k ≤ l ≤ l1 ≤ NS,u + k, Ik,l(u)∩ Ik1,l1(u) = ∅},
Γδ,2 = {(k, l, , k1, l1) : 0 ≤ k ≤ k1 ≤ [ Tu∆(u)S ], |k1 − k| ≤
δu1/β
∆(u)S ,−NS,u + k ≤ l ≤ l1 ≤ NS,u + k, Ik,l(u)∩ Ik1,l1(u) 6= ∅},
Γδ,3 = {(k, l, , k1, l1) : 0 ≤ k ≤ k1 ≤ [ Tu∆(u)S ],
δu1/β






,−NS,u + k ≤ l ≤ l1 ≤ NS,u + k},






,−NS,u + k ≤ l ≤ l1 ≤ NS,u + k} with aδ












Zu(s, t) > m(u)
)









Zu(s, t) > m(u) sup
(t1,s1)∈Ik1,l1 (u)
Zu(s1, t1) > m(u)
)
, i = 1, 2, 3, 4.







sup(t,s)∈Ik,l(u) Zu(s, t) > m(u)
)
, which asymptotically agrees with the upper bound. Thus
the remaining task is to prove that Σi(u), i = 1, 2, 3, 4 are asymptotically negligible.
Upper bound of Σ1(u). In light of Lemma 5.4, there exists a positive constant δ > 0 such that for u large enough,
all (t, s, t1, s1) ∈ Ik,l(u)× Ik1,l1(u) with (k, l, k1, l1) ∈ Γδ,1,
1/2 <




Moreover, by UCT, we have
2 ≤ E
(
Zu(s, t) + Zu(s1, t1)
)2
= 4− 2(1− ru(s, t, s1, t1))
≤ 4− σ
2(u1/β |s− s1|) + σ2(u1/β |t− t1|)
2σ2(u1/βτ∗)
≤ 4−Q2
|l1 − l|γ1Sγ1 + |k1 − k|γ1Sγ1
m2(u)
,

















































In order to bound the above sum, we introduce


















1) ∈ Ik,l(u)× Ik1,l1(u),

















Zu(s, t) + Zu(s1, t1)





















2(u1/β |s− s′ |) + σ2(u1/β |t− t′ |)
σ2(u1/βτ∗)
+
σ2(u1/β |s1 − s
′









|s− s′|γ2 + |t− t′|γ2 + |s1 − s
′






with 0 < γ2 < min(2α∞, γ) and S ≥ 1.





























1) be the covariance function of X
∗
u(s, t, s1, t1). It is straightforward to check that for





1) ∈ Ik,l(u)× Ik1,l1(u),





































































with S1 = (2Q3)2/γ2S1+4/γ2 . Letting S →∞, we get that Σ1(u) = o(πTu(u)) as u→∞.





















Zu(s, t) > m(u) sup
(t1,s1)∈I1k1,l1 (u)








Zu(s, t) > m(u) sup
(t1,s1)∈I2k1,l1 (u)
Zu(s1, t1) > m(u)
 ,
where, without loss of generality we assume that k + 1 = k1 and, l = l1 or l ± 1 = l1 and
I1k1,l1(u) = [(k + 1)
∆(u)
u1/β






















































































































Combination of (27) with (28) implies that Σ2(u) = o(πTu(u)) as u→∞.
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Upper bound of Σ3(u). The idea of this part of the proof is to apply Borell inequality. For that, without loss of





1) ∈ Ik,l(u) × Ik1,l1(u)
with (k, l, k1, l1) ∈ Γδ,3,
E
(
Zu(s, t) + Zu(s1, t1)
)2




















|s− s′|γ2 + |t− t′|γ2 + |s1 − s
′


















for any (k, l, k1, l1) ∈ Γδ,3, any x > 0 and u large enough. This implies that there exists a common positive constant





Zu(s, t) + Zu(s1, t1) > a
)
≤ 1/2.








Zu(s, t) > m(u), sup
(t1,s1)∈Ik1,l1 (u)

















































This implies that Σ3(u) = o(πTu(u)) as u→∞.
Upper bound of Σ4(u). Let 0 < ε <
1−2β1
1+2β1
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Hence Σ3(u) = o(πTu(u)) as u→∞.
Note that if for some Tu, Γδ,3 or Γδ,4 are empty then the above inequalities are still valid. This completes the proof
of ii).
Proof of case limu→∞
Tu
∆(u) = ρ ∈ (0,∞). The proof of this case is similar to the proof of the previous case. Thus
we focus on the tiny details that differ from the arguments used in the previous case.
For I
(±ε)
0,l (u) = [0, (ρ± ε)
∆(u)
u1/β

























HBα0 [0, ρ+ ε]HBα0 [0, S]Ψ(m
−ε
0,l (u))(1 + o(1))



























with NS,u and m
−ε


























Zu(s, t) > m(u) sup
(t1,s1)∈I−ε0,l1 (u)
Zu(s1, t1) > m(u)
 , i = 1, 2,
with Γ′1 = {(l, l1),−NS,u ≤ l < l1 + 1 ≤ NS,u} and Γ′2 = {(l, l1),−NS,u ≤ l = l1 + 1 ≤ NS,u}.




i(u) is negligible compared
with the first term in (30). Hence, comparing (29) with (30) and letting ε→ 0, we obtain that for Tu∆(u) → ρ ∈ (0,∞),





Finally let us suppose that Tu∆(u) → ρ = 0. Clearly, for any ε > 0,
π0(u) ≤ πTu(u) ≤ π∆(u)ε(u).
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Hence, by (31), π∆(u)ε(u) ∼ HBα0 [0, ε]HBα0 b
−1/2√π u
1/β




∆(u)m(u)Ψ(m(u)). Thus, using that limε→0HBα0 [0, ε] = 1, we arrive at





which completes the proof. 
5.2. Proof of Theorem 3.2. In view of the proof of Theorem 3.1, using the same notation for m±εk,l(u), gk,l(u) and
Ku, conditions P1–P4 hold with
θk,l(u, t, s, t1, s1) :=
(










σ(t). Thus, following Lemma 5.1,
P
(



















with X(1), X(2) being independent copies of X
The rest of the proof goes line-by-line the same as the proof of Theorem 3.1. 
5.3. Proof of Theorem 3.3. Similarly to the proof of Theorem 3.1, P1-P4 hold with
θk,l(u, t, s, t1, s1) :=






for (t, s), (t1, s1) ∈ [0, S]2, (k, l) ∈ Ku.
In view of Lemma 5.1
P
(


















α∞ being independent fBms with index α∞. The rest of the
proof follows by the same idea as the proof of Theorem 3.1. 
5.4. Proof of Theorem 3.4. Similarly to (21), we have
πinfTu (u) ≤ ψ
inf
Tu (u) ≤ π
inf
















Zu(s, t) > m(u)
)
.
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Next we focus on the asymptotics of πinfTu (u).
Case ϕ = 0 and ρ ∈ (0,∞). In order to get the asymptotics of πinfTu (u) we slightly modify arguments used in (29)
and (30). Let D(ρ ± ε, u) = [0, (ρ ± ε)∆(u)
u1/β
] and Fl(u) = [τu + l
∆(u)
u1/β
S, τu + (l + 1)
∆(u)
u1/β
S]. Note that functional





























HinfBα0 [0, ρ+ ε]HBα0 [0, S]Ψ(m
−ε
0,l (u))(1 + o(1))



























with NS,u and m
−ε






























Zu(s1, t1) > m(u)
)
, i = 1, 2,
where Γ′1 = {(l, l1),−NS,u ≤ l < l1 + 1 ≤ NS,u} and Γ′2 = {(l, l1),−NS,u ≤ l = l1 + 1 ≤ NS,u}.



































Zu(s, t) > m(u)
)





Thus, letting ε→ 0, in view of (33) and (34), we obtain
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Case ϕ = 0 and ρ = 0. The idea of proof is based on the observation that
πinfε∆(u)(u) ≤ π
inf
Tu (u) ≤ π0(u)







o(1)) as u → ∞. Using that, due to [6], π0(u) = HBα0 b
−1/2√π u
1/β
∆(u)m(u)Ψ(m(u))(1 + o(1)) as u → ∞ and
limε→0HinfBα0 [0, ε] = 1, the proof is completed.
Case ϕ ∈ (0,∞] with ρ ∈ [0,∞). The proof of this case can be established in a similar way to that of case ϕ = 0
and ρ ∈ [0,∞). 
6. Appendix
In the appendix we present the proofs of Lemma 5.1-5.5.
Proof of Lemma 5.1. Since in large part the proof is the same as the proof of Lemma 2 in [6], we present the steps
that confirm extension to the class of continuous functionals Φ that satisfy F1-F2. By the classical transformation,
























∣∣∣X(u,ku)0 = gku(u)− wgku(u)
)
dw(36)











































− g2ku(u)(1− ru,ku(t)) + w(1− ru,ku(t))
)
weakly converges to Φ
(√
2V (t)− σ2V (t)
)














|si − ti|ηi .
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with ai, i = 1, 2, 3 positive constants. The above gives a function that (uniformly) dominates the probability in (36).
Then using the dominated convergence theorem, we can get the claim. 
Proof of Lemma 5.2. The upper bound follows by the fact that σ2 is regularly varying at 0 with index 2α0 > 0.
Thus we focus on the proof that σ2(t) ≥ C1t2 in a neighbourhood of 0. For this we use a slight modification of the
arguments given in [5].
From AI, there exists T0 > 0 such that for all T ≥ T0 we have σ(T ) > 0 and σ̇2(T ) > 0.
Observe that
σ(T0)σ(t) ≥ E (X(T0)X(t)) ≥ 2−1
(
σ2(T0)− σ2(|T0 − t|)
)
.
Thus, by Taylor expansion, with ρt ∈ (0, t) (and t > 0 small), we get
σ2(T )− σ2(T − t) = σ̇2(T − ρt)t ≤ 2σ(T )σ(t),





t2 in a neighbourhood of zero. 
Proof of Lemma 5.3. Recall that σu(τ) =
σ(u1/βτ)
σ(u1/β)(1+cτβ)












is the unique maximizer of g(τ). Further, by
Potter’s theorem in (see, e.g., [3]), for any 0 < ε < β−α∞ there exists a constant uε > 0 such that for all τ > 1 and





as τ →∞. Combing (37) with (38) we conclude that there exist S1, S2 such that for sufficiently large u the maximum
of σu(τ) is attained in [S1, S2] with 0 < S1 < τ
∗ < S2 <∞. Moreover, by AI,
σ̇u(τ)⇒ ġ(τ), σ̈u(τ)⇒ g̈(τ), τ ∈ [S1, S2](39)
and g̈(τ∗) < 0.
The above implies that, for each sufficiently large u, there exists unique τu such that τu → τ∗ as u→∞, σ̇u(τu) = 0
and σ̈u(τu) < 0. This implies that τu is the unique maximizer of σu(τ), for sufficiently large u.





(τ − τ∗)2(1 + o(1)), τ → τ∗,
which combined with (37) and (39) yields (12). 
Proof of Lemma 5.4. By direct calculations,
1− ru(s, t, s1, t1) =
=
2σ(u1/β(s− t))σ(u1/β(s1 − t1)) + σ2(u1/β |t− t1|) + σ2(u1/β |s− s1|)− σ2(u1/β(s− t1))− σ2(u1/β(s1 − t))
2σ(u1/β(s− t))σ(u1/β(s1 − t1))




u (s, t, s1, t1)−D(2)u (s, t, s1, t1) +D(3)u (s, t, s1, t1)
2σ(u1/β(s− t))σ(u1/β(s1 − t1))
,
where
D(1)u (s, t, s1, t1) = σ
2(u1/β |t− t1|) + σ2(u1/β |s− s1|),
D(2)u (s, t, s1, t1) =
(
σ(u1/β(s− t)− σ(u1/β(s1 − t1))
)2
,
D(3)u (s, t, s1, t1) = σ
2(u1/β(s− t)) + σ2(u1/β(s1 − t1))− σ2(u1/β(s− t1))− σ2(u1/β(s1 − t)).
Due to UCT, as u→∞,
σ2(u1/β)t2
σ2(u1/βt)
⇒ t2−2α∞ , t ∈ (0, S], S > 0.(40)
It follows from mean value theorem and (40) that for |t− t1| ≤ δu, s− t, s1 − t1 ∈ E(u), with θ ∈ E(u),
D
(2)
u (s, t, s1, t1)
D
(1)
u (s, t, s1, t1)
=
(
u1/β σ̇(u1/βθ)(s− s1 − t+ t1)
)2




2(u1/βθ)(s− s1 − t+ t1)2
θ2
(





2(u1/βθ)((s− s1)2 + (t− t1)2)
θ2
(












Using Taylor expansion, we have
D(3)u (s, t, s1, t1) = u




























where θ1, θ2 and θ3 are some positive constants satisfying
τ∗
2 < θi <
3
2τ
∗, i = 1, 2, 3, for u sufficiently large. Similarly,
in the light of (40), for |t− t1| ≤ δu, s− t, s1 − t1 ∈ E(u),
D
(3)
u (s, t, s1, t1)
D
(1)
u (s, t, s1, t1)
→ 0, u→∞.(42)
Hence, the combination of (41) and (42) implies the assertion. 
Proof of Lemma 5.5. Substituting s and s1 by t+ τ and t1 + τ1 respectively yields
ru(t+ τ, t, t1 + τ1, t1)
=
σ2(u1/β |t− t1 + τ |) + σ2(u1/β |t1 − t+ τ1|)− σ2(u1/β |t− t1 + τ − τ1|)− σ2(u1/β |t− t1|)
2σ(u1/βτ)σ(u1/βτ1)
.
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Now suppose t1 > t and t1− t > R with R a large enough positive constant. Using Taylor expansion at point t1− t,
we have
σ2(u1/β(t1 − t− τ)) + σ2(u1/β(t1 − t+ τ1))− σ2(u1/β(t1 − t+ τ1 − τ))− σ2(u1/β(t1 − t))
= σ2(u1/β(t1 − t))− σ̇2(u1/β(t1 − t))u1/βτ +
1
2
σ̈2(u1/β(t1 − t+ θ1(u)))u2/βτ2
+σ2(u1/β(t1 − t)) + σ̇2(u1/β(t1 − t))u1/βτ1 +
1
2
σ̈2(u1/β(t1 − t+ θ2(u)))u2/βτ21
−
(
σ2(u1/β(t1 − t)) + σ̇2(u1/β(t1 − t))u1/β(τ1 − τ) +
1
2






σ̈2(u1/β(t1 − t+ θ1(u)))u2/βτ2 +
1
2
σ̈2(u1/β(t1 − t+ θ2(u)))u2/βτ21
−1
2
σ̈2(u1/β(t1 − t+ θ3(u))u2/β(τ1 − τ)2,
where θi(u), i = 1, 2, 3 are some constant satisfying |θi(u)| ≤ 2τ∗, i = 1, 2, 3 for u large enough. Further, by AI, we
have ∣∣∣∣∣ σ̈2(u1/β(t1 − t+ θ))u2/βσ(u1/βτ)σ(u1/βτ1)
∣∣∣∣∣ =
∣∣∣∣∣ σ̈2(u1/β(t1 − t+ θ))u2/β(t1 − t+ θ)2σ2(u1/β(t1 − t+ θ)) σ
2(u1/β(t1 − t+ θ))
σ(u1/βτ)σ(u1/βτ1)(t1 − t+ θ)2
∣∣∣∣∣
≤ Q2α∞|2α∞ − 1|
(t1 − t+ θ)2α∞+ε
(τ∗)2α∞+ε(t1 − t+ θ)2
≤ Q1
(t1 − t+ θ)2−2α∞−ε
,
where Q and Q1 are two fixed positive constants, |θ| ≤ 2τ∗ and 0 < ε < 2− 2α∞. Thus we have, as R→∞,
σ̈2(u1/β(t1 − t+ θ))u2/β
σ(u1/βτ)σ(u1/βτ1)
⇒ 0,
which implies that for u large enough, |t− t1| > R, τ, τ1 ∈ E(u)
ru(t+ τ, t, t1 + τ1, t1)⇒ 0, R→∞.
Next we concentrate on the case of |t− t1| ≤ R, τ, τ1 ∈ E(u) with R a positive constant. Applying UCT, we have
ru(t+ τ, t, t1 + τ1, t1) ⇒





|1 + t− t1√
ττ1
|2α∞ + |1 + t1 − t√
ττ1





with t−t1√ττ1 = x. It is straightforward to check that supx∈[δ,∞) |f(x)| < 1 for any δ > 0. This completes the proof. 
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