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Abstract
Holistic scene understanding is one of the major goals in recent research of computer
vision. Most popular recognition algorithms focus on semantic understanding and are
incapable of providing the global depth information of the scene structure from the
2D projection of the world. Yet it is obvious that recovery of scene surface layout
could be used to help many practical 3D-based applications, including 2D-to-3D movie
re-production, robotic navigation, view synthesis, etc. Therefore, we identify scene geo-
metric reasoning as the key problem of scene understanding. This PhD work makes a
contribution to the reconstruction problem of 3D shape of scenes from monocular images.
We propose an approach to recognise and reconstruct the geometric structure of the scene
from a single image. We have investigated several typical scene geometries and built a
few corresponding reference models in a hierarchical order for scene representation. The
framework is set up based on the analysis of image statistical features and scene geometric
features. Correlation is introduced to theoretically integrate these two types of features.
Firstly, an image is categorized into one of the reference geometric models using the
spatial pattern classification. Then, we estimate the depth profile of the specific scene
by proposing an algorithm for adaptive automatic scene reconstruction. This algorithm
employs specifically developed reconstruction approaches for different geometric models.
The theory and algorithms are instantiated in a system for the scene classification and
visualization. The system is able to find the best fit model for most of the images
from several benchmark datasets. Our experiments show that un-calibrated low-quality
monocular images could be efficiently and realistically reconstructed in simulated 3D
space. By our approach, computers could interpret a single still image as its underlying
geometry straightforwardly, avoiding usual object occlusion, semantic overlapping and
deficiency problems.
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Chapter 1
Introduction
Scene understanding and reconstruction have been a popular yet challenging research
topic in the field of computer vision for a long time. New applications keep being devel-
oped and there is a high demand for the constant evolution of the technology. The
challenge has mostly been approached from two different aspects, semantically and geo-
metrically. The human-computer gap exists in terms of content understanding and depth
sensing. Content analysis narrows the semantic gap and geometric analysis bridges the
stereo vision gap. In the past, applications, such as content-based image retrieval, intel-
ligent video surveillance, etc., require high accuracy on semantic estimation. Recently,
rapid development in the areas such as augmented reality and 3D immersive interaction
urges the researchers to jump out from the 2D world and start to think everything in 3D.
Semantic intelligence alone can no longer satisfy the user requirements and intelligent
realistic representation becomes another indispensable factor for modern technology.
1.1 Motivation
In this thesis, we study to accurately identify the underlying structure of the scene from
a single image disregarding the detailed surface textures and omitting the objects spread
1
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in the scene; and to automatically reconstruct the shape of the scene in simulated 3D
space. In the past, work has been done for similar objectives and much of it attempted
to solve the problem entirely relying on binocular data sources and the simulation of
biological triangulation [9], [10]. It is obvious that these methods highly depend on
the support of the input data. Normal cameras can barely produce qualified images to
accomplish the task. Even with the depth sensor-mounted devices like the Microsoft
Kinect, the applications of such devices are mostly targeting at close-up objects so that
the effective distance is relatively limited for general use. Therefore the range of the
derived applications is severely limited. On the contrary, we propose a solution to 3D
shape of the scene reasoning which is solely depending on ordinary image inputs. Nowa-
days, a massive number of images are captured and posted on-line at every moment.
Especially with the rapid development of social networks, people are gradually getting
used to share feelings and communicate through visual media. So there is great poten-
tial in the market for technologies aiming at improving user’s visual experience without
having to provide complicated input data. In order to fill this gap, we study on scene
geometry understanding from a single 2D image which could realize the inverse process
of imaging projection. The original 3D scene projected to the 2D image could be well
understood and recovered. It is motivating that the restored immersive environment
could enable many potential applications.
1.2 Context of the Work
Before proceeding to the technical details, we first briefly introduce the main theoretical
basis of computer vision. The human visual system enables people to capture all kinds
of information visually and to interpret it almost instantly. We take the scene shown in
Figure 1.1 as an example. Human can perceive both semantic and depth information
very easily by simply looking at the image. We are able to infer and locate semantic
concepts such as persons, cars and get a sense of depth from alternative forms of the
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Figure 1.1: Picture of a square in Paris showing the well structured space.
flat projection of the world. Photographs are an example of the physically visualized 2D
projection where perspective deformation of the reality always appears. However our
brain will not be affected by those ambiguities but hinted by the deformations to get
the impression of the exact reality. The past knowledge helps us to interpret content
semantically and the regularly formed perspective distortion provides us with plenty of
depth cues. A classic theory is elaborated in [11] which states how human observers
are able to effortlessly derive an impression of the scene depth just from a single image.
It is resulted from the fact that our world is constructed regularly. The structural
regularities are directly reflected in the 2D image and we learn these rules from past
experiences. In the field of computer vision, researchers are trying to mechanise this
process to make computers have the similar ability as humans by learning the required
knowledge from large scale data. Therefore, we can make use of the regularities of the
construction of the world to develop algorithms which allow computers to be able to see
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Figure 1.2: Images with identified surface layouts [1].
in 3D autonomously. Thereafter, the shape of scene could be reconstructed based on the
interpreted 3D information.
As much of the research on scene understanding is focusing on the content-based
analysis and related subjects has been well studied, we find that the technical accom-
plishment on the subject of our work is beyond the state-of-the-art in computer vision.
Since digital images are only representable to the machine as numbers and the statistical
numerical features are too implicit to be related to the 3D information about the scene,
little scientific work has been carried out to completely solve this problem. Scene geom-
etry understanding is a newly emerged topic in computer vision which is very interesting
itself and could greatly help to approach many more profound or practical problems.
We approach this problem by relating the 3D spatial layout of a scene with its flat
image projection. The inherent hierarchical features of the scene structure and the depth-
implying perspective regularities reflected in image statistics are exploited. Recently,
related research emerged to recognise a scene by its spatial structure. Novel features
were worked out to represent the scene structure in low dimensions [12] and the rough
surface layout of a scene can be loosely detected from a single image [13], as shown in
Figure 1.2. In the work of [13], the layout of the surfaces that constructs the scene
is considered to be independent of the semantic information. Later, it is observed by
Nedovic et al. [14] that certain types of the surface layout emerge repeatedly and their
occurrences are significantly more frequent than others. This experimental phenomenon
scientifically implies that geometric surfaces are assembled in certain ways to form scenes
and we can address the task of scene recognition by investigating the regular patterns of
scene geometry.
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Figure 1.3: Examples are illustrated for different scene geometries (from left
to right, top to bottom - ground, roof+back, back+ground,
roof+ground, roof+back+ground, enclosed structure).
The immense diversity of a scene is mainly reflected on the variation of details,
such as the colour and texture of the surfaces or the appearance and location of the
objects. Relative to the local details, the structure of the environment is relatively more
stable and constant without significant changes. The general properties of the physical
surfaces in various scenes are remarkably similar so that the scenes can be approximately
represented by a few models of low spatial resolution. The stability results from the fact
that our world is constructed by certain regularities and the images are mostly taken
under some conditions as well. For instance, architectures are mostly built parallel or
perpendicular to the ground to support themselves against gravity. Camera lenses are
always facing to the direction parallel to the ground and positioned at 1 to 2 meters
height. Therefore, we generalize the spatial patterns of scenes in a hierarchical way
and build geometric reference models to represent the patterns. The models are derived
from real scenes of each typical category by omitting the fine details and flattening
the rugged surfaces. Figure 1.3 shows some image examples with surface prototypes.
Pink lines represent boundaries where two surfaces meet. Image segments highlighted
in gray shade are ground surfaces, in blue shade are roof surfaces and in yellow shade
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Figure 1.4: The overview of the system which contains three main tasks.
are vertical surfaces. The elementary components of the geometric reference models are
surfaces and boundaries. As scenes are identified by the best fitted reference models,
they can be well organised and we are able to tackle the scene recognition problem by
specially developed classification methods. In this way, we can avoid the usual class
deficiency and overlapping problems which are the most common obstacles found in the
research on classification-based recognition. By further examining the intra-structure of
the reference models, we could be accurately guided to properly decompose the image into
geometric fragments and the reality of the scene could be re-assembled by re-organizing
the fragments in the simulated 3D space. Afterwards, substitutive details or densely
reconstructed objects can be freely attached to the model. The reconstructed scenes
are guaranteed to be formed in realistic real-world shapes since they are the decorated
resemblances of the geometric reference models. A global constraint is imposed to avoid
the local random noise suffered by other pixel-level reconstruction approaches.
The flow chart in Figure 1.4 shows an overview of the system presented in this thesis.
The three key research tasks are the development of a description system of the shape
of the scene, scene recognition based on geometric structure and adaptive 3D shape
of the scene reconstruction. We first present a hierarchy to systematically describe
Chapter 1. Introduction 7
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Figure 1.5: Semantic implication merging with depth profile.
the shape of the scene. Then, to perform the recognition through classification, we
investigate a selection of low-level features as scene geometric cues. We evaluate the
features respectively and improve conventional classification schemes adaptively to our
work. Later, more higher level features are proposed and used in our rule-based classifiers
to further improve the recognition rate. Finally, for a given image associated with
its geometric reference model, we employ a shape-of-scene reconstruction algorithm to
compute the 3D coordinates for all the pixels. The degree of density of the reconstructed
model can be adjusted on demand.
The description system is mainly established to feature the geometric structures for
scenes which have no close-up occlusions. A volume of free space need to be presented
by the scene where detailed objects can move around in it, although the method does
not have strict limitations on how the free space is formed. The scope of the scene
geometric recognition task is more general than the 3D scene reconstruction task. The
close-up view is included as one of the scene geometric categories and can be recognized.
However, images of close-up views cannot be reconstructed in the scope of this research.
As it can be identified, in the future, other algorithms focused on object reconstruction
could be integrated into the system to deal with such images.
As scientific research could be motivated by engineering applications, the value of
our work is also reflected in its practicability. Some potential derivative exploitations of
the system are proposed as, but not limited to, the followings.
 Autonomous vehicle and robot navigation – one of the most significant tasks to
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achieve a high degree of autonomy is environment sensing. Depth information
need to be detected from the 2D images or video sequences generated by the
vehicle/robot mounted camera. Our work helps obtain information about the
geometries of scenes which is important for vehicle/robot navigation.
 Panoramic view restoration and augmented virtual reality – a single image or
video frame presents only a cropped version of the environment. A panorama
represents the wide-angle view of the physical space. Our proposed scene geometric
reference models are spatially continuous and possible to be integrated into a 3D
panorama. Virtual reality is the computer simulated environment of the real world.
Reconstructing the reference model based 3D scenes could be the first step towards
the recreation of the virtual world automatically from real-life images.
 Scene elements identification and analysis – as our system could estimate the phys-
ical structure of the environment from a single image, the output scene geometric
model could be used as global constraint to other work, such as semantic informa-
tion retrieval, object detection, etc..
 Stage simulation with substitutive details – the reconstructed model from our sys-
tem is similar to a theatre stage. The scene is static and the players (movable
objects) are substitutive. Applications related to the simulation of stages can ben-
efit from our work greatly.
 2D-to-3D movie reproduction – considerable efforts are needed to annotate the
depth of scene background during the process of 3D movie reproduction from 2D
resources. The output of our system can provide valuable relative depth informa-
tion to help automatize the annotation process and make it more efficient.
 Immersive environment reconstruction for application in social networks – while
on-line communication becomes more and more popular, the requirement for the
visual experience becomes more demanding. Our system could be exploited to re-
create an immersive environment customized by a user uploaded image for virtual
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socialization.
 Scene framework generation for dense local reconstruction – our work is comple-
mentary to the object-oriented dense reconstruction algorithms. By proper collab-
oration, the 3D reconstruction of the real world would become more comprehensive
and intact.
1.3 Research Objectives
The main objective of the work is to develop a robust system to perceive a single monoc-
ular image, to interpret the geometric structure of the scene in 3D space and to re-build
the virtual scene with a multi-rank planar model in a completely autonomous manner.
We summarize the objectives into four main tasks which are expanded as follows.
 Shape of the scene identification is the initial step for understanding. A
grounded established process of identification could help ensure the success of the
subsequent work. We start by innovatively examining the problem systematically
and the detailed objectives are
- To investigate the structural content of a large number of 2D images
- To comprehensively summarize the repeated scene geometric types
- To build scene geometric reference models to represent the scene in low spatial
resolution
- To develop a description system to efficiently describe the shape of the scene
 Shape of the scene recognition is an important intermediate stage for diversi-
fied further applications. Technical efforts are made in the following aspects for a
better recognition rate.
- To evaluate different sets of low-level features for scene geometric recognition
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- To develop novel effective features to improve the scene geometric recognition
- To make the strategy of classification adaptive to the problem
- To precisely classify 2D images into multi-classes based on specially designed
machine learning approaches (classifiers)
 Shape of the scene reconstruction is the task which belongs to the exploitation
module of the system. Based on the recognition results, output models are gener-
ated by re-arranging the 2D input contents in a 3D space. The detailed objectives
are
- To develop the novel approach for 3D reconstruction from a single still image
using the geometric reference models
- To develop a model fitting algorithm by a multi-phase segmentation strategy
- To reason the 3D coordinates of the pixels from a 2D image
- To reconstruct the scene in a simulated 3D space
- To evaluate the reconstructed model in a human visual acuity aware approach
 Refinement and demonstration are extensive work that could be implemented
to further advance the system. The last task is
- To decorate the reconstructed scene properly with on-demand details
- To demonstrate possible applications
1.4 Main Contributions
The major contributions presented in this thesis are detailed from the following aspects:
 A two-phase hierarchy has been constructed to describe the shape of the scene.
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The inter-scene hierarchy helps improve the performance of scene geometric classi-
fication by providing a more distinguishable and comprehensive class deployment.
And the intra-scene hierarchy helps to reconstruct the shape of the scene more
efficiently (Chapter 3).
 16 scene geometric reference models have been generalized to represent the shape
of the natural scene in a low spatial resolution and help reconstruct the scene
(Chapter 3).
 The evaluation of a selection of low-level features has been conducted on the task
of scene geometric classification based on the inter-scene hierarchy (Chapter 4).
 A feature-sensitivity aware hierarchical classification scheme has been developed to
utilize the features more efficiently so as to improve the recognition performance
through classification (Chapter 4).
 The semantic label dependent high-level features have been proposed to further
improve the performance of shape of the scene reasoning. Based on the high-level
features, a scene geometry classifier has been built to simplify the classification
process and accomplish better results (Chapter 5).
 An adaptive shape of the scene reconstruction algorithm has been introduced to
achieve the dynamic calculation of the 3D coordinates for each geometric reference
model (not only provide the estimation on the depth dimension). We take advan-
tage of the deceptiveness of texture to realize the visually pleasant reconstruction in
the most efficient way. This method could further collaborate with object-oriented
approaches to build partially dense reconstructed 3D models (Chapter 6).
 A human visual acuity aware visual quality index has been proposed for the eval-
uation of 3D scene reconstruction (Chapter 6).
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1.5 Thesis Outline
 Chapter 2 discusses the background of the theories of vision and the develop-
ment of scientific work on computer vision. Previous research is summarized and
reviewed relative to our work.
 Chapter 3 presents a two-phase hierarchical description system for the shape
of the scene. The main advantage of this system is that it is applicable for a
majority of images. The geometric reference models are built to represent the
spatial patterns of the scene shapes. The inter-relations between different shapes
and the intra-structure of a specific scene are summarized in this hierarchy and we
analyse how the description system helps reason and reconstruct the scene from a
monocular image.
 Chapter 4 investigates and evaluates a selection of depth indicative low-level fea-
tures on the scene geometric classification problem. The geometric classes are
derived from the inter-scene hierarchy. Based on the analysis of the evaluation, to
further improve the recognition performance, a feature sensitivity aware classifica-
tion strategy is presented.
 Chapter 5 addresses the correlations between the semantic labels and the geomet-
ric recognition. Novel high-level features are extracted from semantically labelled
images for scene geometric recognition and reconstruction. A rule-based classifier
is learned according to these features to further improve the performance.
 Chapter 6 describes an adaptive reconstruction algorithm for 3D shape of the
scene recovery from a single image and the corresponding geometric reference
model. The performance is evaluated subjectively and objectively with the pro-
posed visual quality index (VQI).
 Chapter 7 concludes the thesis and provides some thoughts for future work.
Chapter 2
Background
It is estimated that at least a third of the brain is involved in vision, and that
3D representations stimulate even more neurons [15].
2.1 Theories of Vision
“Unconscious inference” is a term of perceptual psychology which is believed by the
most notable empiricists in the 19th century. It states that our perception of the scene
is not only based on the immediate sensory evidence, but also on our long history of
visual experiences and our interactions with the world [16]. The inference is based
on an accumulation of evidence from a variety of cues, such as the horizon, shadows,
atmospheric effects, familiar objects and so on. We consider that this inference has
ensured the feasibility of the general research on computer vision since we could train
the computer to perceive the world as humans by letting computers experience a large
set of training data. Hence, we need to study the way human perceive the world and
then make the machine impersonate humans accordingly.
In the book Perception of the Visual World, the author presented “the elementary
impressions of a visual world are those of surface and edge” [17]. And the space is
13
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visually perceived following the principles:
 The fundamental condition for seeing the visible world is an array of physical
surfaces,
 these surfaces are of two extreme types: frontal and longitudinal,
 perception of depth and distance is reducible to the problem of the perception of
longitudinal surfaces.
It also further concluded that it is the gradients that are the mechanism by which we
perceive the surfaces.
Computational models for human vision has been exploited since 1970s. Barrow
et al. [18] proposed the model back in 1978 to describe a scene in terms of its intrinsic
characteristics of the surfaces in the image. The model is independent of implementation
in biological or artificial systems and is considered as an appropriate way to simulate the
early visual processing. It is believed that the characteristics of scenes are encoded in the
intensity maps. Parallel operations had been made from local data and the results showed
that the world can be computationally decoded from it. A robust visual system should
be organized around a non-cognitive, non-purposive level of processing that attempts to
recover an intrinsic description of the scene [18]. They stated that the interpretation of
boundaries plays a critical role in clearing the intrinsic confounded information, namely,
reflectance, orientation, distance, incident illumination from images. Many higher level
perceptual operations can be facilitated continuously. The work was conducted to convey
these ideas from a very early formative stage.
David Marr, the notable neuroscientist, who integrated results from psychology, arti-
ficial intelligence, and neurophysiology into new models of visual processing, proposed
a three-stage theory of human visual processing [19] [20]. He stated that vision can be
understood as an information processing task which converts a numerical image represen-
tation into a symbolic shape-oriented representation. He also described vision perception
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Figure 2.1: The stages of vision proposed by D. Marr in Vision, 1982 [2].
as the process from a 2D visual array to a 3D description of the world. His famous theory
of the stages of vision is presented as follows, shown in Figure 2.1.
Stages of vision:
1) A primal sketch of the scene, based on feature extraction of fundamen-
tal components of the scene, including edges, regions, etc. (Note the
similarity in concept to a pencil sketch drawn quickly by an artist as an
impression.)
2) A 212D sketch of the scene, where textures are acknowledged, etc. (Note
the similarity in concept to the stage in drawing where an artist high-
lights or shades areas of a scene, to provide depth.)
3) A 3D model, where the scene is visualized in a continuous, 3-dimensional
map.
Primal sketch focuses on the regional intensity discontinuities (edges). The 212D
sketch is influenced by lighting and illuminating locally. It gives the textures and the
orientations of surfaces and can provide depth information. This theory implies that
edges and textures which form the surfaces and further form the scene structures are the
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Figure 2.2: An illustration of the stages of vision by S. Lehar, 2003 [3].
primary significant information for human visual system to sense the depth information
and reason the 3D reality. For a single image, both the edge and the texture information
are computationally detectable by certain algorithms of image processing. Therefore,
the fundamentals of 3D visualization could possibly be interpreted from the gradient of
intensity, luminance and chrominance information of images.
In 1980s, Biederman [21] [22] stated that a well-organized scene would satisfy five rela-
tional constraints: support, interposition, probability, position, and size. Though it was
not possible to explain how these relationships are perceived, Biederman provided con-
vincing evidence which showed that they are extremely valuable for scene understanding
and, indeed, has been used frequently in the process of human vision.
There is also other experimental research which has proved the importance of surfaces
in the process of human interpretation of scenes from images [23] [24]. Koenderink et
al. did the experiments to measure the ability of deducing depth and local surface
orientation from a single image for humans [25]. Their experimental results provided
evidence which shows that humans perceive the 3D scene in terms of surfaces instead
of the absolute depth maps. Namely, people are not likely to be able to obtain the
relative depth of two points directly unless some visible and monotonic physical surface
is presented and connects them [1]. Points are spatially organised and distinguished by
the surface that they are lying in. This conclusion is consistent with the theories given by
other researchers. Therefore, the detection of scene geometric components is necessary
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and very helpful if it could be done before depth estimation.
These ideas are all of much importance and influence to our work. They are enlight-
ening and can provide fundamental and theoretical supports to the research presented in
this thesis. Like Gibson [17] [26] said, spatial perception is nothing but “edge and sur-
face”. Surfaces and boundaries are the most important cues for scene structure reasoning
and coherent recovery. At the meantime, it is proved that such cues are computation-
ally decodable from numerical matrices. Therefore, based on the classic vision theories
and relying on the current computationally powerful machines, it is feasible to attempt
recovering the shape of the 3D world from a single image.
2.1.1 Monocular vision
Vast majority of creatures are born with inherent binocular vision system and can easily
perceive the stereo world with it. The depth disparity enables the process of triangulation
which makes the depth sensible. Past knowledge of the world is learned and accumulated
throughout our life. The knowledge can help us interpret the meaning of the world. The
concept of semantics is not only for humans, but also applicable for other life forms
as long as they have visual organs. For example, animal could identify what is edible
simply with their eyes if necessary. Nevertheless, monocular vision always exists in the
nature. Like the visual system of most kinds of birds, as illustrated in Figure 2.3, the
scope of the monocular visual zone is actually much wider than the binocular zone. We,
humans, also have the ability of monocular vision. While looking at a flat photograph
or moving picture, it is not difficult for us to sense the depth dimension. The stereo
model of the presented scene can be recovered in our brain almost instantly. Therefore,
we are convinced that the simulation of computer-aided monocular vision is practically a
feasible research subject by the natural existence of this process. Factual evidence shows
that the power of monocular vision can be comparable with binocular vision under the
condition that we have possessed plenty of past knowledge [17]. The subject of computer
vision is a monocular problem if input data is obtained with a single lens camera without
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Figure 2.3: Field of Vision in Bifoveal Bird [4]
any depth sensor mounted.
2.2 Development of Computer Vision with Statistical Learn-
ing
Computer vision was first assigned as an undergraduate summer project by the notable
pioneer of artificial intelligence Minsky [27] and had been gradually developed as an active
and rapidly changing research area since then. It is a subject which makes computers
understand images or video. With the development of powerful computers in the recent
decades, computer vision techniques have been evolving from solely metrology based
approaches [28] to partially learning-based algorithms relying on large scale datasets.
Since the start of this century, much breakthrough work has been conducted in the sub-
fields of object detection [29, 30], face/facial expression detection, image segmentation
[31, 32], 3D from image/video [33, 34], vision-based biometrics, vision-based interaction,
medical imaging, intelligent cars, affective computing [35], industrial robots, etc. The
application of computer vision matters in our daily life from a variety of aspects – safety,
health, security, comfort or for simply better fun.
Although scientists have long been aware of the importance of the accumulative expe-
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rience for the process of human vision, there was a lack of solid support from the resources
of large scale data and the ability of intensive computing which made the theory practi-
cally impossible. Before the data-driven methods were developed, work on 3D geometric
reasoning was mostly based on single view metrology and calibrated camera parameters
or manual annotations [36], and only applicable under certain conditions. The low-level
of intelligence had severely prevented these methods from working robustly with gen-
eral data. Digital images actually contain a lot of useful features implicitly within the
numerical matrices. However, most of them are non-linear and too untraceable to be
mathematically decoded. Alternatively, we could learn the refined features empirically.
Modern powerful computers and statistical tools ensure the process of data-driven learn-
ing to be realized. It helps efficiently analyse and utilize the hidden cues. Once the scale
of the learned database is large enough to form a comprehensive knowledge base, the
learning approaches of visual understanding would be possible to perform automatically
and more robustly as human visual systems.
Machine learning (ML) has been heavily involved in the research of computer vision
since the first appear of this subject. It is also an important part in our work. As big data
processing was becoming more and more efficient over the years, a variety of ML algo-
rithms emerged consequently in the last decade which deal with the representation and
generalization of data [37]. The results of some long challenging problems in computer
vision and pattern recognition are getting improved significantly and the learning-based
applications are blooming into practice [38]. The ML algorithms can be categorized
into several types based on the different objectives of their applications. Most common
ones include classification, regression, clustering, anomaly detection, association rules
and so on. In addition, by the degree of human involvement, ML algorithms can be
categorized into supervised, semi-supervised and unsupervised learning. In fact, ML has
been regarded as an independent multi-discipline subject (including probability theory,
statistics, approximation theory, etc.) which could be applied to many computer science
related areas.
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Almost all of the influential work on the subject of our research involves ML algo-
rithms as the major part of the framework. Hoiem et al. proposed an approach based
on the boosted decision tree model [39] to categorize pixels into geometric classes [40].
Delage et al. used a dynamic Bayesian network model to reconstruct the 3D scene
autonomously from single indoor images [41]. Saxena et al. worked on the problem of
monocular depth learning depending on the Markov Random Field (MRF) model [42].
And Nedovic et al. employed the Support Vector Machine (SVM) [43] to estimate scene
geometries through stage classification [14, 44]. Conditional Random Field (CRF) is also
used by some researchers to model the correlations between pixels/components in some
recognition problems [45–47].
In this work, some typical supervised algorithms for classification are involved. We
mainly make use of two methods - SVM and Random Decision Forest (RDF). SVM is a
powerful classification tool which is based on Structural Risk Minimisation principle [48].
A hyper-plane in the data space is generated to separate the binary sub-spaces and is used
as the classifier. Random forests are an ensemble method which constructs a multitude
of decision trees and was first developed by Breiman [49, 50]. It was evolved from the
model of decision trees and can produce higher accuracy on previously unseen data by the
process of generalization. We first use an open source ML software Weka [51] (details are
given in section 2.2.1) to test these conventional ML approaches which are independent of
our system. Different algorithms could be easily investigated and experimentally rated.
Then we further work out a proper classification strategy according to our research on
shape of the scene particularly and develop our own rule-based SG (scene geometry)
classifier for optimal performance following the main principles of machine learning and
the optimization algorithms.
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2.3 Scene Understanding
2.3.1 Geometric reasoning
Early methodologies on depth and shape reasoning from images was developed based
on the geometric and the photometric properties. Some of the popular and famous
work includes shape from shading/texture [52–56], which can only be performed given
specific settings and assumptions; single view metrology [28], which requires annotated
parameters and only works for Manhattan geometries; example-based photometric stereo
[57], which reconstructs the stero model of high quality from multiple images. Recently,
Pollefeys et al. achieved scene reconstruction by aligning a large number of images
representing similar scenes through a repetitive approach [58]. Karsch et al. [59] and
Liu et al. [60] estimated depth from motion as they made use of video sequences.
In addition to the research relying on annotation, calibrated or multiple images,
researchers have also tried to tackle this problem from single images in order to develop
more generalized applications. As machine learning algorithms are widely employed
in current years, the usage of large scale dataset enables the exploration of low-level
image features to make a contribution. 3D reasoning from geometric 3D projection is
transformed to 3D reasoning directly from 2D patterns. Torralba et al. proposed a
method to detect the mean absolute depth from global and local structures in natural
images [61]. The method is based on the model they constructed from low-level features
in both frequency and spatial domain and can only estimate the general scale of the
scene instead of an actual 3D reconstruction. The work from Delage et al. [41] only
focuses on the indoor scenarios. Their method can automatically reconstruct the indoor
structure by exploiting available wall, boundary and ground information. In this decade,
the launch of the depth sensor mounted camera like Kinect encouraged work relying on
the RGBD images. Konrad et al. took advantages of the latest RGBD image dataset
to find the best color map matching pair and use the corresponding depth map as an
estimation guide [62, 63]. However, such devices are mainly developed to target game
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consoles instead of producing high quality images and they are still far from widely
popularized. All of the related work described above on geometric reasoning has some
drawbacks which prevent them from dealing with general data. Instead, our work has
minimal requirements for the input images and could be extensively exploited by more
potential applications.
One research insight can cleverly avoid the high degree of class variance and can
inspire a more straightforward way to interpret images of scenes. It is to learn the
geometric classes such as surface orientations, instead of semantic classes. Hoiem et al.
proposed an innovative method to label pixels to one of the three categories – support,
vertical and sky surfaces [40, 64]. Support surfaces are generally parallel with the ground
where an object could be supported. Vertical surfaces are perpendicular to the ground
or too steep to support an object. The sky refers to the image region of the open air. In
their later work, vertical surfaces are further classified into left, right, toward the camera
and non-planar surfaces, either porous (e.g. leafy vegetation) or solid (e.g. a person).
To estimate the surface layout, images are first divided into hundreds of small regions
by a graph-based method [65]. The superpixels are then grouped into larger regions so
that the spatial perspective cues could be better revealed. The likelihood of connected
regions is predicted by a trained logistic regression model based on the colour, texture
and position of the superpixels. Features computed for each region include cues about
the material (means and histograms of colour and texture), surface orientation (texture,
histograms of the orientations and intersections of straight line segments, histograms
of the edges based on the vanishing points), and other regional properties (size, shape,
position). RGB and HSV colour spaces and the LM (Leung-Malik) filter bank are used
for the extraction of the features. The classifiers they used are the boosted decision trees.
Each pixel is modelled with the appearance of its local region. The confidence of each
geometric class is computed by averaging over the region for the pixel. For the connected
vertical region, a polyline is fit and the depth is computed at each pixel. Physical surfaces
are solely regarded as their geometric shapes which are completely independent of the
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relative semantic content.
Hoiem’s approach inspired subsequent researchers, Nedovic et al. [66], to directly
identify a scene in terms of its layout of surfaces without segmenting the image. Hoiem
et al.’s work segments the image on pixel basis but can not predict the underlying scene
structures if there is any occluding object since foreground and background are not
separated throughout the process, in other words, only outdoor non-cluttered scenes are
preferred. Whereas Nedovic et al.’s work only recognizes the coarse geometry of the
scene without any attempt to localize the surfaces and reconstruct the scenes. 16 stages
are proposed by Nedovic et al. to represent the rough geometries of normal scenes. They
used SVM classifiers to recognize the scene geometric structure by assigning one of their
stages to the input image. Features they used include the features from Hoiem’s work
[40], distribution of the perspective line segments at different orientations, anisotropic
Gaussian features and the features proposed by Torralba and Oliva [7]. Both of Hoiem
et al. and Nedovic et al. did not attempt to reason the absolute depth of the scene but
to offer an estimate of the coarse depth profile. Our work is complementary to both
of these approaches. We first recognize the shape of scene presented implicitly in an
image omitting all the fine details and foreground objects, and then segment the image
according to this recognition for 3D reconstruction. Our hierarchical description of the
scene ensures that the details can be added to the model subsequently and progressively.
The state-of-the-art work on direct absolute depth estimation from monocular image
was published by Saxena et al. [67, 68]. They developed the Make3D application which
is a good accomplishment because of the intuitive implementation and the improvement
on the pixel-based accuracy. They use texture and boundary features, and the proba-
bilistic model of MRF to imply pixel correlations. The 3D information of a region is
inferred in relation to the 3D information of other regions. Four kinds of properties
of the superpixels’ local features and correlations are considered in the MRF model to
predict the spatial parameters of each superpixel. The first kind is the monocular image
features which are the texture based statistic features and the superpixel’s shape and
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location based features. Secondly, the connected structure is considered since neighbour-
ing superpixels are more likely to be connected except in case of occlusions. Thirdly,
co-planar structure means that the neighbouring superpixels are more likely to lie on the
same physical plane. Finally, the co-linearity structure suggests that the long straight
lines in the 2D image are also likely to be straight lines in the reconstructed 3D model.
However, the co-planar and co-linearity constraints they considered are mostly local
constraints. Since these constraints are predicted from the individual image without
pre-defined supervisions or post accuracy check, the confidences of the constrains are
not totally reliable. They were aware of no global constraint of the scene structure as a
whole. Since the estimation is made on pixels, the benefit is that their 3D outputs could
be more flexible to the irregular variations of the scene structures. However, they must
take risks that sometimes unreasonable predictions and random noise of small scale of
pixels could cause serious unpleasant visual effects. Differently to their work, we build the
geometric reference models for recognition of the approximate scene shape before depth
reasoning. The reference models could well constrain reconstructed models globally to
avoid unrealistic final results.
Depth from semantic labelling are rarely approached since most researchers are accus-
tomed to consider these as two independent problems. A semantically motivated method
was developed by Torralba et al. [69]. They use human annotations to infer geomet-
ric meaning of the segmented image regions (standing, ground, attached). We employ
automatic semantic labelling approaches to recognize the scene shape by exploring the
layout and boundary features of the labels.
2.3.2 Semantic reasoning
Psychological research has demonstrated that the semantic-level understanding of an
image could substantively influence the accuracy of depth estimation [70, 71]. In the
following chapters of this thesis, we exploit the semantic-level features to improve the
recognition of shape of the scene. Generally, the semantics of an image are perceived from
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two aspects, namely, object classes or scene classes. Zhu et al. used a Bayesian framework
to achieve image parsing by segmenting an image based on visual and object patterns [72].
Latter, Han and Zhu proposed an attribute graph grammar to generatively represent
man-made scenes for image parsing [73]. The obvious drawback of this approach is that
it can only be applied to images which present highly structured scenes with rectangular
components.
Object detection is a subject in computer vision which has been studied intensively
in recent years. Early work learned models for some of the most common classes of
semantic objects, such as, sky, road and mountain in natural scenes [74, 75], person, car
and building in urban scenes [76–78] or desks and computer monitors in office scenes
[79]. The state-of-the-art work is further conducted to train the part-based models to
represent highly variable objects more reliably like a person or a crowd [78, 80, 81] and
to learn occlusion patterns for occluded object detection [82]. More recently, work on
3D object recognition also emerged to advance this topic in a broader area [83].
From the other aspect, many researchers are working on the categorization of semantic
scenes, such as separation between indoor and outdoor, or between city and landscape
scenes. Li et al proposed a Bayesian hierarchical model to learn the natural scenes, such
as coast, highway, forest, street and so on [84]. Some researchers made use of a pre-
defined vocabulary codebook of visual words, such that images can be segmented and
labelled with those words and find their best representatives [45, 85–87]. Some others
tried to analyse the low-level statistical features of the image which are strong enough to
distinguish different semantic scenes, as Torralba et al. did in [7]. One common problem
suffered by these approaches is that the potential classes of semantic object/scenes are
either too general or too numerous and complex to be comprehensively covered. On the
contrary, recognition or classification based on geometric properties of the scene is much
simpler since the potential classes would be more stable and do not have very high degree
of variance.
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2.4 Summary
In this chapter, we have discussed some theoretical backgrounds of vision briefly which
is the fundamentals of this research. The development of computer vision has also been
discussed and the related work has been reviewed, especially the ones in the area of scene
understanding. Advantages and limitations of these methods are summarized relative to
our work.
Chapter 3
A Hierarchical Analysis of Scene
Shape
The shape of the scene is defined as the composition of surfaces, boundaries and objects
presented in the scene. In this thesis, objects are considered to be the parts of the scene
that are substantive, detachable and movable in an open space, such as a person, a car
or a table. And, surfaces are the static parts and more abstractive where objects may
appear, such as the sky, a building or a road. Since the world is one continuous space,
a scene is regarded as a cropped part of the world which can be captured in one image.
Actually, the physical layout of the components which form a scene is not completely
disorganized because of the laws of nature. To achieve the goal of 3D scene reasoning
from 2D image, it is necessary to learn the way by which our world is structured and
the process of optical and digital imaging through our eyes or camera lens. Gravity
regularizes the world we live in and the world is perceived as an image by perspective
projection. For example, an object is most likely to be attached to the horizontal surface
right beneath it; a thing is occluded by another that is in front of it since light is
travelling through straight lines; Manhattan model [88, 89] describes the significant
components of man-made architectures are most likely to shape as rectangles; the size
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of an object is proportional to the distance between the camera lens and itself. All of
these observations exemplify the rules followed in the imaging process and they are the
key for the scientific work on automatic scene interpretation from a single still image.
In this chapter, we analyse how different components are assembled to form a scene and
why this is valuable information to scene reconstruction.
Two common obstacles need to be overcome for the research on recognition. The first
one is that the content we want to recognized is often too unstable to be captured. The
second one is the content itself is generally too difficult to be comparably represented
by numbers. To tackle the first problem, we interpret the appearance of the scene as a
tree-like structure based on its intrinsic hierarchical properties. The tree has a limited
number of ranks and, at each rank, it grows a limited number of branches. It summarizes
the rules that the components in a scene follow when they are spread in the 3D space.
The tree of geometric reference models is structured as in Figure 3.1. Thus, we can
clarify the possible variations of a scene by routing the corresponding image through
the hierarchy. Moreover, it can also help find a way to approach the second problem
since the dominant features that can be used to distinguish different images are revealed
through this process.
3.1 Overview of the Hierarchy
To commence analysing the shape of scene, we first need to work out a systematic way
to describe a scene. It could be described from many aspects. Most commonly, a scene is
characterized in terms of the content displayed and the emotion expressed in it. Words,
such as natural, urban, violent, joyful, are often used for semantic-level interpretation.
This most common way of description, however, is too wide-ranging and can hardly mean
anything directly about the shape of the scene. Therefore, we here propose an alternative
way to represent the scene with strong hints of its underlying structure appearing in the
image.
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Figure 3.1: A hierarchy of the geometric reference models.
As mentioned above, we notice that the spatial layout of the geometric components
is rule-based and traceable, and a scene can be assembled as regular patterns with
regular elements. The intrinsic hierarchical property of scene structure ensures that
the variations of its spatial pattern are extremely limited comparing to the diversity of
semantic descriptors. Hence, we take advantage of the hierarchical property to describe a
scene based on its geometric properties and categorize an image directly by its geometric
scene structure.
As we are aware of the regularities behind the appearance, we propose to build a
shape of the scene hierarchy. First, we briefly explain how different scene geometric
structures are ordered hierarchically. As shown in Figure 3.1, the tree structure illus-
trates the relationship between different types of scenes. We simplify the fully embodied
scene shown in an image into a very basic geometric frame model representing the most
principle geometric components. In the rest of the thesis, this model is phrased as the
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Recognition
Reorganization
Reconstruction
Figure 3.2: A hierarchy of the intra-structure of the scene shape.
geometric reference model. We have observed that some of the models are derived from
other models and some of them share the same properties. According to these correla-
tions, we arrange the models in a top-down manner. Models at higher ranks can derive
nodes to a lower rank by further classifying its instances according to a more specific
condition. A leaf node represents a single geometry that is typical and frequently appears
in common scenes. A geometric reference model is then assigned to each of the leaf node.
Overall, the 4-level hierarchy grows 16 leaf nodes in total.
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Not only can different types of geometry be structured as a tree, the intra-model
geometry is also hierarchical. In this sense, the tree does not stop growing at its leaf
nodes. An image can be decomposed internally following a leaf hierarchy, which is illus-
trated as Figure 3.2. As mentioned above, the regular elements that constitute a scene
are abstractive surfaces. So, at the first level, the reference model is separated into dif-
ferent surfaces. Then, for each surface, objects physically attached to it are then treated
independently and equally to the physical surface itself. At the next level, the object
component itself can be further detailed. Since the relative location of the geometric
component greatly depends on its surroundings and neighbouring environment, this leaf
hierarchy can clarify the relative location between different geometric components lying
in a scene. At which level the hierarchy should stop generating, it depends on how
densely the scene is required to be recovered. As the number of levels increases, the
spatial resolution of the output model grows from low to high.
The overall mechanism of this scene description system is to first route an image
into one of the geometric reference models. Then the image is further decomposed
into geometric consistent components in the second hierarchical process. Based on the
locations of the components in the hierarchy, we are able to reason its relative depth
and therefore recognize the shape of the scene holistically. Our approach happens to
hold the same scientific insight with ”The Three Rs (Recognition, Reconstruction and
Reorganization) of Vision” theory introduced recently by Dr. Jitendra Malik [90]. Hence,
our two-phase hierarchical structure offers an efficient and reliable way to represent a
scene and helps achieve 3D scene reasoning in a later stage.
In addition, another advantage of interpreting the scene hierarchically is that this
accords with the human visual acuity. The degree of sensitivity in our visual system is
not the same to everything in the view. The visual quality perceived by human eyes is
proportional to the depth, size and position (foveal zone of vision) of the target. The
importance of different parts of the scene in our view varies dramatically. The global
structure of the scene plays a more important role than local details in 3D simulation.
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In this regard, as well as the natural rules, we also put the principle of human visual
perception into consideration through the way of creating a shape of scene hierarchy.
Differing from much research in the fields of understanding and reconstruction, our
objective is to combine the two research subjects to give a holistic stereo representation
of the scene shape for images contain extensive environment. Dense object-oriented
reconstruction is of less importance to the scope of this thesis. The shape of the scene
is more general and can act as a springboard to many higher level or user-oriented
applications as a spatial guideline.
3.2 Geometric Reference Models
To describe a scene concisely according to its geometric characteristics, we gradually
classify general scenes into different geometries and build geometric reference models to
approximately represent their specific depth profiles. These models are to be used to
classify 2D images and to fit scenes into the simulated 3D space in a later stage.
To find the best fit geometric model, all images start from the root node in the
hierarchical tree as shown in Figure 3.1. Initially, we have investigated several datasets
which were collected from real daily photographs and found that most general images
are obviously falling into one of the three main categories according to the openness of
the scene. We name the three main classes as open-view, enclosed-view and close-up
view respectively. As shown in Figure 3.1, the three main classes are further divided
into inter-mediate classes and sub-classes. We aim to ensure each class has its own
highly distinguishable features and represents the least possible intersections when it
is compared with other classes. Overall, they are complimentary and unique that can
comprehensively cover the whole natural image domain.
The open-view scenes are made up of planes that can horizontally stretch with no side
limitations and show no vertical side-surfaces. There are three types of such planes that
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show the dominant existence, namely, roof, back and ground surfaces. In the context of
this thesis, roof stands for a generalized conception. Physically it could be found in many
forms in the real world, such as concrete interior ceilings, sky, etc. Similarly, the physical
textures of back and ground planes could also have a variety of possibilities. Instances
from the open-view geometry can be grouped into 3 inter-mediate classes according to the
number of surfaces and boundaries. The most complete one is the 2-boundary geometry.
No-boundary and 1-boundary classes can be transformed from the 2-boundary geometry
by camera actions of zooming in or tilting up and down. Continuously, at the 4th level,
bottom sub-classes are constituted according to the 3D layout of the surface components.
The enclosed-view scenes have box-like structures with limitation to one or both sides
of the free space shown in the scene. Most commonly, the limitation appears as one or
two side-surfaces. An intact enclosed-view scene is composed of five surfaces - roof,
back, ground, left-side and right-side surface. It is represented by the corridor model.
Similar to the derivation process of the open-view scene, semi-corridor is obtained by
tilting or panning the camera and a corner geometry is obtained by the combined camera
action of tilting and panning. Finally, four sub-classes are built from each of the two
inter-mediate classes based on the direction of the camera actions. In total, 9 geometric
reference models are built for the enclosed-view scenes.
In this work, it should be stressed that we regard the concept of scene as view
taken from a distance of usually farther than 5 metres. Most efforts of the work are
dedicatedly dealing with this kind of scattering scenes where objects are generally able
to move around within the scene. Close-up shots for fine view of objects or texture
are less considered. However, in most of the frequently used datasets, there are always
images showing scenes of detailed objects which take major portion of the view. Because
of physical blocking, these kinds of images fail to provide any cue for environmental
reasoning even to human visual system. Their background geometries could belong to
any geometric model we have mentioned above. We recognise such special cases of scene
geometry as the close-up view in our description system. Since instances in this category
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are unable to show a valid spatial structure, the node representing the close-up view
stops growing to lower levels. As we have used the dataset consisted of key frames from
broadcasting and surveillance videos, close-up shots for interviewers or reporters and
graphic images are categorized into close-up geometry as well. Thus, during experiments,
all of the no-depth images are separated from the rest through a normal classification
process. Having the close-up class included, the description system is shown to be more
comprehensive and can give a better coverage in the image domain. The limitation of
the system is that the close-up view images can only be identified and the details shown
in the view cannot be reconstructed as a close-up scene. In practice, users would rarely
input an image of no-depth intendedly for an application of scene reconstruction.
Class Reference Model Depth Map Example1 Example2
(RM1)
(RM2)
(RM3)
(RM4)
(RM5)
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(RM6)
(RM7)
(RM8)
(RM9)
(RM10)
(RM11)
(RM12)
(RM13)
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(RM14)
(RM15)
(RM16)
Table 3-A: The geometric reference models of scenes are listed
with depth maps and examples.
In total, we have defined 3 main classes and built 16 geometric reference models
to describe the common scenes comprehensively and concisely. In Table 3-A, we give
planar models as specific depth profiles and the corresponding approximate depth maps.
Real examples are also displayed to match the models with 2D images. In addition, we
find that some of the words, such as roof, ground, side-wall, that we use to describe
the surface elements lying in the model, could actually imply certain semantic meanings.
This table gives an overview of the range of information that we can get by implementing
the classification of geometric patterns of scenes. All letter notations (RM1...16) used to
indicate a certain geometric type in this thesis are corresponding to those illustrated in
Table 3-A.
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3.3 Intra-Scene Hierarchy
As it can be seen in Figure 3.2, an image can be decomposed into three principle compo-
nents – sky, back and ground surfaces. The content inside these geometric components
can be further decomposed into stable backgrounds and substitutive objects. The layout
of the components of each geometric model itself follows a hierarchy as well, namely an
intra-scene hierarchy. Real scenes are formed with high degree of regularity. Learning
this information can greatly help us reconstruct the scene reasonably.
To analyse the structure of the hierarchy, we start by considering the most principle
components that consist a scene – surfaces. To a scene, surfaces are like bones to a person.
They make the scene become substantive by defining the existence of a free space where
contents can be added. The natural space is infinite while a scene is a limited portion
of it. Based on the geometric reference model, we can acquire the information about
how many surfaces exist in the scene and how they are located relative to each other.
Then, at the second level of the hierarchy, we separate the scene into multiple surfaces
and map them into segments of the image. Knowing which part of the image belongs to
which spatial surfaces, we can construct the frame of the scene according to its fitting
model, which is the first step to the whole reconstruction process.
At the next level of the hierarchy, we start to examine the contents within or attached
to each surface. The segment of each surface is further divided into sub-segments based
on more concrete conditions. At this point, objects lying scattered on the surface are
treated independently and they are no longer considered as an affiliated part of its
surroundings. Then, we are able to calculate the relative position and location of the
object components according their corresponding higher-level surfaces. Different surfaces
follow different ways to arrange its affiliated objects. For example, if an object is found
to be attached to the ground surface, the object is to be popped up vertically in the
simulated 3D space; for an object that occludes the background surface, it will be given
a smaller depth compared to the depth of the background surface. Similar examples can
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Figure 3.3: Continuity and hierarchical relationship of scene geometries.
be found in Figure 3.2.
The second level of the hierarchy is for surface components and the third level is for
object components. As the number of levels continuously grows, more detailed sub-parts
of the object components could be further separated, such as connected objects are to be
differentiated; parts of the objects that have discontinuous depths can be distinguished,
and so on. Basically, the reorganization process of the 3Rs theory is realized in our intra-
model hierarchy, which provides an important fundamental support to the reconstruction
algorithm.
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3.4 The Continuous Relationship
Based on the survey on scene recognition in Chapter 2, most semantics-driven approaches
share one drawback - only a few of semantic classes can be recognized (the PASCAL VOC
dataset [91] provides 20 object categories, the MSRC segmentation dataset [92] provides
21 classes for background and foreground objects [93]. Considering the degree of seman-
tic complexity a scene could have, the range of recognition is not very comprehensive.
Problems caused by class overlapping and deficiency could happen very easily and can
hardly be avoided. Basically, most of the semantic-level classes are completely discon-
tinuous and the interrelations are too implicit and untraceable. There is no obvious
constraint to the semantic domain of common scenes, which seems to be near infinity.
However, recognition based on scene geometric property gives a better performance
in terms of data coverage. The fact that different geometries are transformable from
each other is observed. Continuity is stressed as one of the key properties of scene
geometric structures. Since a specific scene could be regarded as a sample taken from
the whole world, the scene should be able to seamlessly shift from one type of geometry
to another. The physical space is divided into intervals that can be captured by a camera
and the samples are categorized into classes of sub-spaces based on the spatial similarity.
Therefore, the property of continuity results from the fact that the world we are living
in is a continuous and finite space. And this is also an explanation which clarifies why
only a limited number of geometric types could include almost all of the scene geometric
possibilities.
Because the physical space is continuous, certain camera operation (one or a series
of camera actions) triggers a transformation between different scene geometries. Simple
camera action can be described as zoom, pan or tilt, which is denoted as $. For an
input geometric model RMi, we have
f(RMi, ~$) = RMj , $ ∈ {,⊗, ↑, ↓,x,y} (3.1)
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\
\ ↑  ↑ ⊗ ↑ ⊗ ↑ ⊗ y ⊗ y ↑
↓ ⊗ \ ⊗/xy ⊗/xy ⊗ y ⊗ y ↑
↓  /xy \ /xy y y↑
↓  /xy ⊗/xy \ y y↑
↓  x  x x x \ ↑
 x ↓  x ↓ x ↓ x ↓ ↓ \
Table 3-B: The transformation matrix for the reference models, where the
symbols represent the following camera actions, zoom in , zoom
out ⊗, tilt up ↑, tilt down ↓, pan left x, pan right y.
where i = j is possible and the length of ~$ counts the number of times that camera
actions have been performed. If the camera primitives change in a small scale, the scene
geometry could remain the same. Theoretically, all of the models are reachable from
another by a limited number of transformations. Table 3-B shows the correlation map
which can illustrate the temporal structure of the visual world. Figure 3.3 visualizes the
essential part of the transformation matrix. The close-up view geometry can be obtained
from any other geometry by zooming in camera.
3.5 System Validation and Comparison
To validate the proposed description system, we need to test on the real images from some
benchmark and open datasets. There are many image datasets provided for the purpose
of computer vision related research. Depending on the research subjects, the images
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from different datasets have variant focuses. Since our work deals with background
environment, dataset for object detection is of no use since most of the images are
extreme close-up shots for objects. Datasets for scene understanding are more ideal,
such as the Geometric Context [94], Make3D [95] and MSR-V3D (Microsoft Research
Stereo Video + Depth) [59] datasets. However, these datasets are all annotated with
segmentation labels or depth values at pixel level. So we need to annotate the images
manually to one of the reference models.
To the best of our knowledge, only Nedovic et al. [66] attempted to interpret a scene
in terms of its structure patterns. Their work is elaborated on the TREC Video Retrieval
Evaluation (TRECVID) 2008 dataset [96] which is a collection of television broadcasting
video clips in English, Chinese and Arabic. They believe that this dataset gives a good
domain to approach the data generated for common scenes. To compare with their work,
we select non-repeated key frames and form a TRECVID image dataset which consists
of 900 images. The Stanford Background Dataset (SBD) [97] is constructed for the
purpose of evaluating an approach for joint semantic and geometric scene decomposition.
It contains images from other existing datasets including the ones we mentioned above
and LabelMe [98]. 715 realistic images show non-close-up views with tolerable details
of foreground. Table 3-C shows the statistical result of the annotation on two datasets
– SBD and TRECVID Dataset – on the 2nd level class basis. Most of the images from
these datasets are successfully assigned to one of our scene geometric classes. To further
validate the system on Internet images, we also did annotation on the images from Flickr
in a small-scale. We randomly picked 200 images from the large-scale dataset and found
that around 94% of them can be described by a class of our system. The annotation
results demonstrate the effectiveness of the proposed hierarchical description system.
Nedovic et al. [66] stated the visual world gives 15 typical scene geometries, notated
as stages. They defined six main classes as straight/no background, corridor, tilted back-
ground, corner, person and table and no depth. One of the main problem of their system
is that the classes are not clearly distinguishable from one another. The criteria that
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2nd level classes SBD TRECVID Internet Images (Flickr)
No-boundary 1.0% 32.6% 26.2%
1-boundary 26.2% 23.1% 24.8%
2-boundary 43.9% 6.4% 10.6%
Corridor 18.6% 5.7% 2.0%
Semi-corridor 8.1% 9.1% 2.2%
Corner 2.3% 10.7% 1.9%
Close-up view – 6.6% 25.9%
Graphics/Others – 5.8% 6.3%
Table 3-C: Validation for the description system of scene shapes on real
datasets.
TRECVID TV Recordings Flickr
Nedovic et al. 86% 57.3% 58%
Our system 87.6% – 67.8%
Table 3-D: The percentages of all data that can be labelled into one of the
reference models tested on 3 datasets.
they followed to make these categories are not quite obvious and straightforward. This
drawback is reflected in their classification confusion matrix. Detailed comparison about
this will be discussed in Chapter 4. In Table 3-D, we compare the data coverage per-
centage achieve by our system and Nedovic et al.’s work. In addition to the TRECVID
and Flickr datasets, Nedovic et al. also investigated their own 2007 TV recordings which
is not published. The comparison shows that more images in the datasets can find their
relevant models in our system. Therefore, we can claim that our system gives better
data coverage with a better classification structure where inter-class relationships are
strongly established.
In Flickr dataset, many images are graphics and the composition of the view is
very artistic. We believe it is very rare that users will upload such images for a scene
reconstruction application. Therefore, in practice, the negative impact of this problem
will be reduced.
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3.6 Summary
In this chapter, we analysed the geometric shape of scenes in a way inspired by a gen-
erative hierarchy. We first proposed a tree-like structured system to generate geometric
description model for a single still 2D image. 16 reference geometric models have been
derived from the hierarchy and built to generalize the shapes of the scene as fitting mod-
els. The hierarchy is established based on the principles of the natural world. Second,
we structured the inner-layout of the scene geometry in a sub-hierarchy where separate
geometric components at multiple levels of detail are arranged systematically. The hier-
archical organization of the components can greatly help the reconstruction of the scene.
This sub-hierarchy can also be associated with human visual acuity model so that we can
find the most efficient way to recover a visually pleasant 3D reproduction of the scene.
Combining the two parts, a hierarchical system is developed for the shape of the scene
analysis from a single image. The level of the hierarchy controls the spatial resolution of
the output stereo model. This novel description system has been verified to be widely
applicable to most of the images including both indoor and outdoor, urban and rural
scenes. It could perform as a fundamental support to many potential scene simulation
related applications. In the next chapters, we present the methodologies of shape of the
scene reasoning based on the 2-phase hierarchy we have proposed.
Chapter 4
Scene Geometric Model
Recognition Based on Low-Level
Features
In this chapter, we present the first part of the automatic shape of the scene reasoning
system. In order to recognize the type of the scene structure presented in an image, we
assign a scene geometric reference model (defined in Chapter 3) to the image through
a classification approach. We first investigate a selection of statistical-level features
which were demonstrated to be effective cues for a broad range of recognition problems.
The selection of low-level features is evaluated on our problem by the experimental
performance and we show that the scene geometric classes based on the proposed inter-
scene hierarchy are recognizable through a classic learning approach.
Similar to the learning process of human visual system, machine learning is to train
the computer using a large amount of data. In this work, we use low-level features
as cues to perform scene geometry categorization. Features are extracted on a local
basis since individual images normally show their uniqueness more from local details.
Though images are different, their global statistical characteristics may be very similar.
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For example, two thoroughly different images are likely to share exactly the same color
histogram. In this case, we can differentiate the two images by their local histograms
since distinguishing information can generally be obtained better from local statistical
analysis. Therefore, before the features are extracted, the pre-processing is involved in
our system to divide the input image into 4 × 4 grid regions. The division is uniform
and the resulted regions are of the size of (W/4) × (H/4) pixels. (W and H indicate
the width and height of the image in the number of pixels respectively.) Then, all of
the examined features are considered and compared region-wide. We treat each region
equally and value the importance of the regional features equally. The same algorithm is
applied to every region and the results of the 16 regions are concatenated into a feature
vector for training and prediction. The image feature vector is composed of the regional
feature vectors sequentially row by row.
After an extensive investigation, we first employ a combinational feature set denoted
as the geometric context features which include the colour-based illuminance and chromi-
nance, the texture and the layout of line segments [1]. We conduct experiments to prove
that the sub-parts of the geometric context features could work well together to form a
strong cue of scene geometry. The details are presented in section 4.1. We also evalu-
ate the other three low-level feature sets, namely, the gradient distribution features, the
anisotropic Gaussian features [6] and the gist descriptors [7] in section 4.2 – 4.4. These
features are commonly used to describe the characteristics of images for different related
tasks. Every feature set is represented as a multi-dimensional feature vector. Experi-
ments of scene geometry classification are conducted to test the performance of these
feature sets respectively. There are some overlapping parts between different feature sets
but very slightly. At last, based on the results of the evaluation, we propose a strategy
to use different features jointly and to improve the overall recognition performance.
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Cue Type Description Dimensions
Colour 5
S1 RGB statistic Colour saturation mean 1
S2 RGB statistic Colour saturation standard deviation 1
Cr RGB statistic Colour correction coefficient for red 1
Cg RGB statistic Colour correction coefficient for green 1
Cb RGB statistic Colour correction coefficient for blue 1
Texture 15
T1 DOOG filters Mean abs response of 12 DOOG filters 12
T2 DOOG statistic Mean of T1 1
T3 DOOG statistic Argmax of T1 1
T4 DOOG statistic Variance of T1 1
Line segment layout 29
L1 Long lines Total number 1
L2 Long lines % of quasi-parallel pairs of lines 1
L3 Line intersections Histogram @8-orientation, entropy 9
L4 Line intersections % right of centre 1
L5 Line intersections % above centre 1
L6 Line intersections % far from centre @8-orientation 8
L7 Line intersections % very far from centre @8-orientation 8
Total dimensions 49
Table 4-A: The detailed cues of geometric context features.
4.1 Geometric Context Features
Table 4-A lists the detailed descriptions of the geometric context features. This feature
set includes statistical information of the image colour, texture and line segments layout.
The quantified features are investigated to form a good depth guide since the values are
changing regularly to the 3D spatial pattern of the scene. For instance, if an image has
decreasing values of colour saturation from top to bottom, it would probably contain
a roof surface because of the scattering of light. If an image has increasing texture
sharpness from bottom to top, the scene is likely to be constituted by a ground surface
in its geometry. Differently, features extracted from the back surface would tend to
have relatively stable values. In the sub-sections, we analyse each type of the features
individually.
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4.1.1 Colour-based atmospheric scattering features
Colour is usually considered to be the property of specific objects and can hardly be
associated with the 3D information. However, in the context of the scene description,
the colour of a geometric plane contains more complex and implicit information than it
seems. For instance, colour can be used to estimate the material of surfaces. The planes
of sky and ground are the most common surfaces appearing in images. For the sky, blue
hue is definitely dominating while brown or green hue is likely to dominate the ground
plane since it normally appears as soil or is covered with grass.
In addition to the fact that colour can indicate the inherent properties of the surfaces,
the scattering conditions of the light also reflect in colour values. Light can subtly
influence the presentation of the true colour of an object according to the location of
the object in 3D which makes it possible to imply the depth and orientation of a surface
according to the luminance and chrominance changes of the pixels lying on the surface.
The same object would look different in various depths or at different positions. The
appearances of pixels would gradually change as the scattering condition changes with
depth. The key properties of light, such as the intensity or colour, are affected as the light
travels through the atmosphere [99] which is the phenomenon of atmospheric scattering.
As we have known, an object is “coloured” by the light it reflects. As a consequence, we
can estimate the geometric pattern of the scene by extracting colour features which reflect
the lighting conditions of the objects or surfaces, namely, reflect the spatial locations of
the geometric components.
Researchers have been working on the relationship of the pixel depth and the scat-
tering of light and shown the importance of colour saturation as indicative depth cue
[99–101]. Their experiments have verified that the properties of the light source and
the colours of the elements can be used to reveal the spatial structure of the scene. In
[99], segmentation based on depth was obtained from multiple images of the same scene,
taken under different weather conditions and the research in [101] proposed to calculate
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the absolute depth from a model of the scattering of light. Systematic variations occur
as the light is reflected to different orientations from unequal depths. We could find some
regular and useful clues by observation. The views of the outdoor landscape pictures
are gradually fuzzier as the depth grows from the focus to horizon. So the degree of
colour saturation would be decreasing from the parts near the camera to the parts that
are far away. The general concept of colour saturation is normally defined as the ratio
of the colourfulness of a colour to its own brightness or the ratio of chroma to lightness
[102]. Colourfulness is the degree of chroma which is the difference between a colour and
grey. Brightness is the amount of the reflected light perceived visually. Colour saturation
measures the colour purity and encodes the light source information. The formulation of
the colour saturation depends on the specific colour-model in use. In our research, the
colour saturation S is defined as
S =
max(R,G,B)−min(R,G,B)
max(R,G,B)
(4.1)
By this equation, the colour saturation can be calculated for each pixel and we get
a saturation value map of the size of W × H. Grey world algorithm [103] assumes
that the average colour of the world is grey which means that the averages of the three
colour channels are equal. To that end, we avoid using the mean values alone and also
extract the distribution information of the colour saturation map to form the feature
vector. The mean and variance are calculated on a region basis, as previously stated.
In addition to the use of statistical parameters of saturation, we calculate three-channel
colour coefficients as well. [104]
Illumination colour value Y is derived as follows
Y = WRR+WGG+WBB (4.2)
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where WR, WG and WB are three constants defined as
WR = 0.299; WB = 0.114; WG = 1−WR −WB = 0.587 (4.3)
Colour coefficients are three parameters measuring the saturation ratio of each colour
channel. Then, we calculate the three colour coefficients corresponding to the chromi-
nance as
Cr =
2WRR−WGG−WBB
Y
;Cg =
2WGG−WRR−WBB
Y
;Cb =
2WBB −WRR−WGG
Y
(4.4)
Thus, as shown in Table 4-A, with two statistical parameters of colour saturation and
three mean values of the colour channel coefficients for each region, we obtain a 5 × 16
feature vector for an image by concatenating the 16 regions.
Parameters are expected to vary regularly by the influence of depth changes, and the
changing trend could be used to differentiate the scene geometric models considering the
different surface layouts which each geometry presents. Next, we take two examples to
reveal the implicit regularities of the parameters. The geometric reference model (RM6)
and (RM5) are made up with sky + ground and back + ground surfaces, respectively.
These two models have the increasing depth profile from the bottom of the image to
the top. Since individual image samples in each category may not be typical enough to
show the regularities and the actual learning process of classification depends on a large
amount of training data, we consider that it is more reliable to use the average result of
all samples to demonstrate the changing rules. According to the dataset we are using, 50
samples are randomly selected from each of the two categories and the average colour map
of the samples are shown as in the first row of Table 4-B. The feature vector consisting of
the five parameters is calculated at each pixel on the surrounding (W/4)× (H/4) region
centred by the pixel. Since depth is mostly changing along the y-axis, we average the
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pixel-based parameters horizontally to show their changes from the top to bottom of the
image.
As shown in Table 4-B, for model RM6, the mean saturation parameter S1 is decreas-
ing as depth becomes larger. This phenomenon is consistent with the principles of atmo-
spheric scattering. When the surfaces extend closer to the camera, lights are reflected
directly to the camera with less interference. On the contrary, if the reflection path is
longer, the atmosphere or the micro-particles in the air will make the reflected light scat-
tering to all directions so that the light perceived by the human eyes or by the camera
will become more combinational and less pure. Consequently, since the colour saturation
is a measurement of colour pureness, it decreases as the depth extends long. Model RM5
is made up of back and ground surfaces. The content on the back surface is usually more
saturated than the ground which is indicated as in the figure. So the saturation mean
could be used to reflected the geometric composition of a scene.
Like the regular changes of S1, the variance of the colour saturation S2 is also sensitive
to the properties of objects or the content of surfaces. If the depth is changing rapidly
or the spatial environment varies very dramatically, saturation variance will increase.
So the intersections of surfaces could cause the saturation variance to rise up which is
reflected in the figures of the two example models. For images of model RM6, the surface
boundary lies in the middle part of the image and for model RM5, the boundary usually
lies in the upper part of the image which is the locations where the value of S2 peaks.
In addition, the content in the back surface is usually richer than the ground surface so
that S2 has bigger value in the upper part of the image.
Colour coefficients are able to imply useful information of scene structure as well.
For those models which contain the surface of sky, blue channel chrominance Cb is very
indicative and should peak at the upper part of the image. The value of Cb is likely to
decrease as the colour of the sky becomes less purified at horizon and Cb increases as
the colour becomes purer when the depth is shallower. The reference model (RM6) is a
typical example. Red coefficient behaves oppositely to the blue coefficient. It gradually
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Features RM6: RM5:
Saturation
mean S1
along y-axis
Saturation
variance
S2
along y-axis
Red coefficient
Cr
along y-axis
Green
coefficient Cg
along y-axis
Blue coefficient
Cb
along y-axis
Table 4-B: The colour-based atmospheric features as cues to infer depth pro-
file.
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increases from sky to ground. The ground often shows as a surface of brown/grey hue
which makes the red coefficient rise as the ground-surface extends closer to the camera.
The green channel saturation appears a little stable than the other two. Green colour
component contributes more to the illuminating intensity. Therefore it should be better
evenly distributed across the scene as most of the images are taken under scattering light
source without sharp shadows or distinguishing shading.
With experimental evidence, we believe that the five parameters related to light
and colours are compact and reliable to describe the atmosphere scattering traits of
the environment from a single image. They change in patterns according to the scene
geometric patterns. Hence, they are used as crucial features to estimate the depth profiles
of scenes and could realize reasonable performance on scene geometric classification.
4.1.2 Texture features
Texture also plays an important role to determine the spatial layout of a scene as it
changes along depth similarly as colour parameters. Texture details would be coarser
when depth is shallower and turn sharper as depth gets larger. In addition, the pattern
of texture is often used to distinguish the extensive direction of a plane. Texture can
give more straightforward spatial information than colours. Vertical planes tend to have
regular vertically oriented textures and horizontal planes tend to have stable horizontally
oriented textures. Difference of offset Gaussian (DOOG) filter [105] can capture the
subtle changes of the texture and is commonly used as a texture detector. A two-
dimensional isotropic Gaussian function is defined as
Gσ(x, y) =
1
2piσ2
exp{−1
2
· x
2 + y2
σ2
} (4.5)
And the DOOG along the x-axis is defined as
DOOGσ(x, y) = Gσ(x, y)−Gσ(x+ d, y) (4.6)
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where d is the distance between two Gaussian kernels and it is determined in accordance
with the value of σ (basically, they are proportional). By rotating the function, a family
of derivatives of DOOG filters can be generated with different rotation angle θ. The
rotated derivative function about θ is shown as follows
x
′
= x cos θ + y sin θ, y
′
= −x sin θ + y cos θ (4.7)
DOOGσ,θ(x, y) = Gσ(x
′
, y
′
)−Gσ(x′ + d cos θ, y′ − d sin θ) (4.8)
The DOOG filter responses are the results of the convolution between the DOOG kernels
and the image patches. We use the filter responses and their statistics as the texture part
of geometric context feature vector for classification. The employments of other Gaussian
derivative filters for more advanced texture features are analysed and expanded in section
4.3.
4.1.3 Line segments layout features
Parameters of the line segments distribution can reflect the scene structure straightfor-
wardly. The intersection of any two planes should potentially lie line segments. Mean-
while, based on the perspective distortion, directions and positions of the line segments
can disclose information about the orientations of geometric surfaces and differentiate
these surfaces.
Lines are first detected through the classic technique of Hough transform [5]. Hough
transform can identify line segments in an image by a voting procedure carried out in
the parameter space. The advantage is that noise and discontinuity have little impact
on the performance. To obtain the features, we use Hough transform to find straight
line segments and calculate the statistical parameters of these lines. The basic idea of
Hough transform is to exploit the duality between points on a curve and the parameters
of this curve. We consider straight lines as an extreme case of a curve which has the
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Figure 4.1: Illustration of the duality between points and parameters [5].
radian tends towards zero. See the following Figure 4.1 as an example.
Point-straight line duality is presented in Figure 4.1 between the x-y and k-b coordi-
nate systems. Point P1 and P2 in the x-y system are mapping to line L1 and L2 in the
k-b system. At the same time, the intersection point P0 of L1 and L2 is mapping to the
line L0 on which P1 and P2 lie. For vertical lines, the infinity slope will bring problem to
the transforming calculation. To avoid this inconvenience, we transform the coordinates
of the points lying on the line segment into a sine curve in the corresponding mapping
space by the following equation:
ρ = x · cosα+ y · sinα (4.9)
In the polar system α-ρ, one point (x, y) maps into a sine curve (α, ρ) where α ∈ [0, pi).
It can be proved mathematically that all the points laying on one straight line will project
to a series of sine curves intersecting at a single point in the α-ρ system which identifies
the straight line in the original domain. We summarize the point-line duality as each
point in the x-y domain maps to a sine curve in the α-ρ domain and each point in the
α-ρ domain maps to a straight line in the x-y domain.
By utilizing this principle, we first convert an image into a binary map which shows
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Figure 4.2: Hough transform in polar coordinate system.
the edge energy using the classic edge detection technique - canny edge detector [106].
Then all the positive pixels are transferred into corresponding sine curves in the polar-
coordinate space. To find the points where most sine curves intersect, we employ an
accumulating method. We sample the space into small cells and the accumulator for
each cell counts whenever a curve passes through the cell. At last, we search for the
local maximum among the accumulators. According to the coordinates of the local
maximum in the α-ρ space, we can calculate the slope and position of line segments in
the x-y space. To make the result more accurate, the process is repeated at different
sampling frequencies. Normally, the accuracy is acceptable by a single round since the
dataset we use contains images of relatively low resolutions. Thus, we can further obtain
all the features as listed in Table 4-A. Evaluation results are presented in Section 4.5.
4.2 Gradient Distribution Features
Image statistics contain the “encrypted” information of scene structure in many ways
and the changes in texture is one of the keys for decryption. As previously presented,
texture features are the main part of the composite geometric context features. In this
section, we take another approach to interpret the texture information. Texture patterns
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Cue Type Description Dimension
X1 Weibull parameter β for distribution of gradient along x-axis 1
X2 Weibull parameter γ for distribution of gradient along x-axis 1
Y1 Weibull parameter β for distribution of gradient along y-axis 1
Y2 Weibull parameter γ for distribution of gradient along y-axis 1
Total dimension 4
Table 4-C: Composition of the gradient distribution features.
Figure 4.3: The probability density function of power-law distribution.
regularly vary as the depth changes. When the camera comes closer to the target, the
patterns become more enlarged and coarse, vice versa. This kind of regular changes
is actually possible to be computationally captured and used to infer depth. We first
convert the colour image into grey-scale and compute the 2D gradient of the image.
Then the histogram of the gradient response is computed to unfold the distribution
characteristics which we are looking for. Normally, for a dominant single pattern, the
histogram of the gradient could be well fitted with a decaying power-law distribution as
shown in Figure 4.3. However, pure single patterns rarely appear in most images and
in the datasets we use. More frequently, the texture pattern appears in the background
and is easily blocked by the foreground objects and fragmented into random pieces.
Only for each small piece, its gradient histogram distributes as power-law. In practice,
several pattern pieces together with the un-patterned objects would appear in one region.
The integration of several power-law distributions would result in a Weibull distribution
which is another typical continuous probability distribution [66].
By experiments, it could be verified that the parameters of the Weibull distribution
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Figure 4.4: The probability density functions of Weibull distribution.
can be used to indicate the depth and orientation of the local content. We model the
histogram of gradient magnitude for each region by a parameterized model of Weibull
distribution which has the probability density function shown as in Figure 4.4 and is
formulated as follows,
p(x;β, γ) =
γ
β
(
x
β
)(γ−1)e(−x/β)
γ
(4.10)
where β and γ are the scale and shape parameters that control the width and peak of
the distribution respectively. In this case, x is the image gradient filtered by a Gaussian
kernel of σ = 3.
Then, the gradient distribution is fitted with the parametrized Weibull model and the
two parameters (β and γ) are estimated by the maximum likelihood estimator (MLE).
Thus, we have obtained the final statistic data to form the feature vector. Texture
information is extracted twice along different directions (x-axis and y-axis). In both
directions, the corresponding parameters β and γ are calculated as shown in Table 4-C.
Next, the four Weibull parameters (X1, X2, Y1, Y2) of each region are concatenate
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Grass surface Street Brick surface
Image
γx
βx
γy
βy
Table 4-D: The relationships between depths and Weibull parameters.
sequentially forming the gradient distribution features of 64-dimension. To demonstrate
the depth indicative effect of the two Weibull parameters, three examples are given in
Table 4-D.
We take two typical textures and one less typical texture as examples to reason the
relationship between the variations of Weibull parameters and the depth information.
The first image shows a grass surface where depth is decreasing vertically from the top
of the image to the bottom. The magnitude map of gradient is calculated along both
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x and y-direction. Then, histograms are generated on local square regions for all pixels
and fitted with the Weibull model. Thus, a map of Weibull parameters is obtained.
Since depth does not change horizontally, parameters are averaged along the x-axis
so that we only show the differences along y-axis. According to the figures shown in
Table 4-D, β increases as depth decreases and γ decreases together with depth. The
geometric meaning of the parameters has been mentioned before that β is the width of
the distribution and γ indicates the peak. We can then understand the changing trend
by a reasonable analysis. While the distance is deep, texture pattern decreases in size,
tends to be sharper and is repeated more frequently. Thus, the consequence is that the
gradient magnitudes will be distributed more densely in certain values which results the
growth in peak. If the depth is shallower, texture tends to be coarser and shows more
fine details. Thus, gradient should appear as various values to make the distribution
model spread in width, namely, rise up the parameter β. Similar experimental results
are shown in the brick surface as well. With the depth decreasing from top to bottom,
figures show the same changing results as the grass surface. We have also tested other
random example images and acquired similar results which are generally following the
rules. Consequently, we believe that the Weibull parameters of the gradient distribution
can convey reliable spatial information. Considering the scene geometries as different
depth profiles, relative accurate classification results can be obtained by making use of
these features.
4.3 Anisotropic Gaussian Features
As we perceive the surroundings perspectively, distortions occur to help humans obtain
3D information. There are certain rules followed by the perspective distortions. For
example, when projected into 2D planes, parallel straight lines will gradually converge
as they extend in depth from the view point and eventually into the vanishing points or
horizon at infinite depth except for the lines which have the same depth at every point
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Cue Type Description Dimension
P1 Weibull parameter γ for 30◦ Gaussian response distribution 1
P2 Weibull parameter β for 30◦ Gaussian response distribution 1
P3 Weibull parameter γ for 60◦ Gaussian response distribution 1
P4 Weibull parameter β for 60◦ Gaussian response distribution 1
P5 Weibull parameter γ for 120◦ Gaussian response distribution 1
P6 Weibull parameter β for 120◦ Gaussian response distribution 1
P7 Weibull parameter γ for 150◦ Gaussian response distribution 1
P8 Weibull parameter β for 150◦ Gaussian response distribution 1
Total dimension 8
Table 4-E: Composition of the anisotropic Gaussian features.
Figure 4.5: Illustration of the oriented coordinates for the anisotropic Gaus-
sian filters [6].
of them. Therefore, the way that lines are converged can imply the changes of depth
directly. Hence, in this section, we discuss the way to extract the perspective information
by employing the anisotropic Gaussian filters for scene geometric classification.
To have a clue of the depth from perspective distortion, the properties of oriented lines
appear to be the most effective cue. While many kinds of features can be easily disturbed
by noise or shadows, lines seem to be able to survive from noise better than texture and
others. However, isotropic filters are not strong enough to deal with the crossing lines
and can be influenced by the fine details beside the main edges of various orientations.
Anisotropic filtering is a good method to pre-process the image by smoothing it in
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various orientations. We use anisotropic Gaussian filters to detect edge information in
different orientations. Research in [6] proposed the method for the decomposition of
the anisotropic Gaussian kernel into two one-dimensional (1D) Gaussian filters in the
x-direction and an non-orthogonal direction t as shown in Figure 4.5. This method has
been tested to be a fast alternative and can perform reliably by giving good spatial and
angular accuracy. The general oriented 2D anisotropic Gaussian filter is formulated as
follows
Gθ(x, y;σu, σv, θ) =
1√
2piσu
exp
{
−1
2
u2
σ2u
}
∗ 1√
2piσv
exp
{
−1
2
v2
σ2v
}
(4.11)
where u = x cos θ + y sin θ and v = −x sin θ + y cos θ.
u and v are directions that are rotated from x and y-axes by angle θ. Since both
directions are rotated, the computation would be very heavy and complicated. The work
in [6] derived the method to decompose the filters into x and ϕ directions which yields
the same impulse response. Thus, the computational complexity can be greatly reduced
and results are kept similar to the u-v system. The new expression of the anisotropic
Gaussian filter is shown as followings.
Gθ(x, y;σu, σv, θ) =
1√
2piσx
exp
{
−1
2
x2
σ2x
}
∗ 1√
2piσϕ
exp
{
−1
2
t2
σ2ϕ
}
(4.12)
where t = x cosϕ+ y sinϕ and the relationship with the new angle ϕ is
tanϕ =
σ2v cos
2 θ + σ2u sin
2 θ
(σ2u − σ2v) cos θ sin θ
(4.13)
After the anisotropic filters have been applied, the gradient map is calculated on
the smoothed image and we then derive the statistical parameters of the gradient map
following the method described in Section 4.2. Two Weibull parameters are estimated
by fitting the gradient distribution with the Weibull model. We use 4 orientations for
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Figure 4.6: The example surface for evaluating the anisotropic Gaussian fea-
tures.
θ 30◦ 60◦ 120◦ 150◦
γ
β
Table 4-F: The Weibull parameters of the anisotropic Gaussian features
change against the depths.
each of the 16 regions and obtain 8× 16 dimensions of the feature vector.
x and y are two most popular directions that lines may lie in. Since we have tested
the gradient distribution features on these directions, we only do the following four
rotation angles θ = {30◦, 60◦, 120◦, 150◦}. Figures in Table 4-F show how the parameters
can indicate the changes of depth. An image with anisotropic textures shown as in
Figure 4.6 is used to test the parameter changing trends corresponding to the typical
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increasing depth. Parameter curves are produced by averaging the results on a local
basis. The horizontal axis of the figures represent the vertical image position and the
values are calculated in a 50 × 50 square region centred to each pixel on that vertical
position. Here, we can observe how the features change to a surface of increasing depth.
Generally, γ increases and β decreases with depth. Even though the changing trends
are not strictly monotonous, they show an obvious gradual change. The regularities are
not very determinable from local textures but will emerge given a wider spatial range.
In addition, textures dominated by linear features can provide better performance than
other more disordered textures. For different patterns, filters of different θ may show
uneven sensitivities. So the combinational use of various tilted filters can ensure more
reliable results. Besides, the figures also show that the changing rules become more
obviously when depth changes more rapidly, so the parameters are more sensitive as the
distance gets deeper. Generally, anisotropic Gaussian features can indicate depth and
surface layout. The performance of the features in this task is evaluated quantitatively
in the experiments section.
4.4 Gist Descriptor Features
Gist features are specially designed for scene classification. Oliva and Torralba [7] pro-
posed the computational model to recognize real world scenes. The method bypasses
the process of segmentation of individual objects or regions. It appears that the way
they interpret scene structures is similar to our principle of object overlooking and meets
the goal of scene geometric classification. Spatial envelope is the term they proposed to
denote a low-dimensional representation of the scene. It is a set of perceptual dimensions
which represents the dominant spatial structure of a scene and is generated by spectral
and coarsely localized information. By the method they proposed, scenes are projected
into a multi-dimensional space and represented by a holistic descriptor. This scene repre-
sentation is characterized by spatial envelope properties which provide a comprehensive
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description of the scene structure and is likely to imply the semantic category of the
scene as well.
For the scenes belonging to the same category, their spatial envelop representations
remain stable within a certain domain. It is shown in Figure 4.7 that the spatial envelop
is computationally easy to get and can be extracted at once without segmentation of
the image. Experiments were made to determine the properties of the spatial envelop
which are the evaluation criteria of scene recognition. A group of people were asked
to divide random images into categories regardless the detailed objects (cars or crowd)
or semantic groups (street, beach). Then, they must tell the criteria they used for
categorization in some simple words. Finally, the criteria people often used to identify
a scene are summarized and five dominant properties were given to compose the spatial
envelop for scene representation. Here we listed these properties.
 Degree of Naturalness. Basically, according to the degree of naturalness, scenes
can be divided into man-made view and landscape view. Straight lines are dom-
inant in a man-made world both horizontally and vertically, whereas landscape
gives irregular contours and texture patches. If the image is processed by an edge
detector, a wide distribution of edge orientations is likely to indicate a landscape
view while man-made scenes give more concentrated edge distribution.
 Degree of Openness. If the spatial volume presented in the scene is enclosed with
side constraints, the scene has lower degree of openness. Normally, an open air
scene is considered to present higher degree of openness than an indoor scene.
Scenes that include a visible horizon are usually regarded to be more open than
that have a back-surface (mountains, building, etc.). In addition to the presence of
sky or horizon, the number of boundaries in the scene geometric model indicates
the degree of openness effectively. Boundaries limit the degree of openness.
 Degree of Roughness. The size, location and position of the geometric components
determine the complexity of the scene which is regarded as degree of roughness.
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The number of major components affects scene roughness significantly. Differ-
ently sized components could disorderedly relate to each other to form local fractal
dimensions. The complexity of the scene structure can certainly be regarded as a
useful spatial indicative cue.
 Degree of Expansion. Man-made structure contains parallel lines which will be
distorted by perspective projection. The distortion implies depth information.
Depth changing dramatically across different points of the image (high variance of
the depth) gives high degree of expansion for the scene, such as a highway road or
a long corridor. Depth may stay quite stable across the image which gives low-level
of expansion, such as a front-side of the building or a corner. This is more suitable
to characterize urban scenes.
 Degree of Ruggedness. Ruggedness refers to the difference of the ground with
respect to the horizon. Since man-made structures are usually built on top of a
flat ground, rugged surfaces are more likely to appear in natural scenes, like moun-
tains. Horizon can hardly appear in a very rugged environment. This characterizes
natural landscape better than man-made scenes.
Fourier Transform, Karhunen-Loeve Transform (KLT) and Principal Components
Analysis (PCA) are used as basis to derive the spectral information of an image. Dis-
criminant Spectral Template (DST) is the function used to describe how each spectral
component contributes to the spatial envelope and further to build an abstract descrip-
tion of the scene structure. DST implies the second-order statistics and the Windowed
DST (WDST) gives a spatial arrangement of the structures in the scene. Second-order
statistics (energy spectrum) of the real world images are strongly constrained by the
categories to which they belong.
In Figure 4.7, the features are visualized for images from the eight different scene
categories: tall building, highway, urban close-up views, city centre, coast, mountain,
natural close-up views and forests. The second row presents the respective spectrum
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Figure 4.7: The special signatures of the eight scene categories from [7].
energy of the example images and the last two rows present the spectral signatures from
their categories. The descriptor stores the oriented edge energy at multiple scales. The
dominant orientations and spatial frequencies of a scene category can be revealed by
the energy functions. The feature provides a meaningful representation of the complex
environmental scenes in a holistic geometric sense. Performance of the Gist description
for scene geometric classification is evaluated with experiments in section 4.5.
4.5 Experimental Evaluation
Experiments are carried out to evaluate the recognition rate and validate the performance
of the low-level feature based scene geometric classification. Features are extracted
according to the method elaborated above. Results are illustrated as figures in this
section. There are totally 16 reference models respectively mapping to the geometric
classes. We consider some of the symmetrical geometries as one type regardless of their
directions. The recognition rate is given by the percentage of positive predictions to the
total samples of each geometric class.
Chapter 4. Scene Geometric Model Recognition Based on Low-Level Features 67
4.5.1 Benchmark dataset
To evaluate the above mentioned features for scene classification based on our geometric
reference models, we use the non-repeated key-frames of the TRECVID 2008 dataset.
TRECVID is a benchmark aiming at the promotion of the content-based exploitation
of digital video via open, metrics-based evaluation [107]. This dataset can help yield
a better understanding of the effectiveness of a proposed system and let researchers
reliably benchmark the performance of their work. Hundreds hours of video resources
consist of a diversity of programs shown in the year including TV news, science news,
documentaries, educational programming, BBC Archive pre-production video materials
and surveillance data from London Gatwick International Airport. In Chapter 3, we
have analysed the data and presented the annotation results. The majority of images
have been properly annotated with one of the 16 reference models. In the experiments
we run for feature testing, the close-up images are included and the graphic data is not
included in the dataset for the efficiency of the evaluation.
Around 900 key-frames are extracted from TRECVID 2008 to form the dataset which
includes mainly TV broadcasting structured scenarios for the purpose of geometric clas-
sification. The images are annotated to the most alike geometric classes and they are not
uniformly distributed to the scene categories. Since some classes are larger than others,
we weight the per-class accuracies according to the occurrence probability to evaluate
the overall performance. For the experimental results presented in this section, 33% of
the images from each class are used as training data and the remaining 67% of the images
form the testing dataset.
4.5.2 Feature-sensitivity aware classification on SVM
The SVM [43] has been proved to be able to deliver solid performance on classification
by much previous research. It is often used as a standard supervised learning model to
recognize patterns. Since the state-of-the-art work by Nedovic et al. [66] is also based on
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the SVMs, we can draw fair comparisons with their results. We first extract the features
from all the sub-regions of the image and concatenate them into a multi-dimensional
feature vector. Then, each image can be represented as a point in a hyper-space. SVM
is built to analyse the training dataset which lives in the same hyper-space as the target
dataset, so that it can construct a proper classifier automatically in the form of a hyper-
plane. Next, the classifier evaluates the input data and predicts the result based on
location of the input data relative to the hyper-plane. Finally, inputs are labelled with
one of the two classes defined by the training data.
The class labels of the training data are pre-defined ground truth. As SVM is orig-
inally a binary classifier, it cannot be used directly to perform multi-class experiments.
Therefore, we use 1-vs-1 classification strategy to evaluate different feature sets. For N
potential classes, 1-vs-1 strategy applies N× (N−1)/2 classifiers to make one prediction
since all the possible comparing pairs need to be considered (55 times binary classification
for 11 classes). After each operation, there would be a winner class which is voted once.
During the 55 operations, votes are accumulated and the class which gets the highest vote
is considered to be the final decision. The predicted result is then labelled on the image
as an output. Results shown in Figure 4.8 give the per-class performances of the four
feature sets. Averagely, the Gist descriptors outperform the other features, but it is not
the best feature for every class. The recognition rates are not evenly distributed across
all classes. Some classes are more distinguishable than others. Generally, the open-view
scenes are easier to be recognised than enclosed-view scenes which are structured with
more geometric components. Next, according to the performance, we design a specific
rule which enables the binary SVM work more efficiently as multi-pattern classifiers and
improves the accuracy of the performance.
By examining the performance delivered by different sets of features in Figure 4.8,
we find that different features have different degrees of sensitivity to different classes.
Figure 4.8 shows two interesting conclusions. Overall, gist descriptor works the best
among the four types of features we have used. However, geometric context features give
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Figure 4.8: The classification results obtained from the four feature sets by
1-vs-1 SVMs.
very good performances on open-view geometries and anisotropic Gaussian features give
good predictions on the enclosed-view geometries. We take advantage of this observation
to build a high efficient feature sensitivity aware strategy for multi-class classification.
The inherent hierarchy of scene geometries is used to separate the classification pro-
cess into multiple levels. Since some geometric classes are derivatives of other geometries,
they would inherit similar characteristics from their main classes. So we perform clas-
sification hierarchically. First, we classify the input images into one of the three broad
types - open-view, enclosed-view and close-up view. Then, detailed sub-classes, referring
to the reference models as shown in Chapter 3, are further determined on the second
round of classification. In addition, we also use different features at different levels for
different main classes based on the feature performance shown in the analysis above. In
this case, we use gist features on level-1 classification and geometric context features and
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Figure 4.9: Scene geometric recognition results based on the hierarchical fea-
ture aware classification.
anisotropic Gaussian features on level-2. 1-vs-1 SVM classifier is used for both processes.
Thus, only 27 classifiers are needed for one prediction.
The results shown in Figure 4.9 present the performance of the proposed classification
strategy against class prior probabilities and the Gist features. For comparison, we choose
to use the TRECVID dataset which is also used by Nedovic et al., but the dataset is not
fully comprehensive to cover all of the classes. The individual prior probabilities of the
four semi-corridor and the four corner derivative classes are relatively lower than others.
So, we combine the sub-classes into their corresponding main classes. The results show
that the recognition rates based on low-level features are much higher than the prior
probabilities and averaged at near 40%. This is comparable to the work of Nedovic’s
which gave the accuracy of 44% for 6-class and 38% for 12-class recognition. In the
meantime, we have simplified their classification strategy and improved the process of
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feature combination. We dynamically distribute corresponding feature sets at different
levels of the classification hierarchy to improve system performance. This has been
verified to be a good approach which can adaptively utilize different features according
to their sensitivities. All kinds of features are applied specifically to work in their most
effective dimensions to achieve optimal efficiency. In the future, further improvement
could be expected by advancing this approach.
4.6 Summary
In this chapter, we have evaluated a selection of low-level features on the subject of
spatial structure recognition of the scene and demonstrated that the low-level features
can be used to predict the underlying scene geometry following the inter-scene hierarchy
we proposed. However the results show that the low-level features depended system has
not completely succeeded at delivering the application-level robustness and reliability.
Therefore, in the next chapter, we continue conducting the research to further improve
the performance on scene geometric classification by introducing more advanced image
features and classifiers.
Chapter 5
Scene Geometric Recognition
Based on Semantic Labelling
Since the low-level features can not always deliver good enough classification results
for reliable scene geometric recognition, we need more sophisticated method to further
improve the performance. Although a few solutions have been offered to tackle similar
issues, obvious technical difficulties are yet to be resolved. The methods depending on
high quality input data are hard to be popularized at the moment. The state-of-the-art
accuracy of scene reconstruction from a single image is generally not good enough and
has considerable room for improvement. We notice that, as geometric recognition related
research is blooming, semantic recognition is also well developed. Based on various image
features and learning approaches, research on areas like multi-class image segmentation
[108, 109], content-based image retrieval [110] and object detection [111], shows that
reliable semantic information can be provided automatically from digital data. Mostly
inspired by Gould’s work [97], we propose an approach that can significantly increase
the scene geometric recognition rate by introducing high-level semantic features into
the framework while other researchers generally treat geometry and semantics as two
independent problems.
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Figure 5.1: Overall illustration of the proposed method. The image is labelled
with semantic labels which are later converted into geometric
labels. Features are extracted from the geometric labels to find
the reference model of scene structure for reconstruction.
As most of the scientific work tried to solve the human-computer semantic reasoning
gap and depth sensing gap separately or to divert them as much as possible, in this
chapter, we attempt a novel approach to solve the problem of scene geometry reasoning
with the aid of semantic labels. We discover and unfold the close relations between scene
semantics and geometries. Both of them are parts of the holistic scene context. Most
substantive semantic concepts have certain geometric properties and most geometrical
components are likely to have the corresponding semantic potentials. The constraints
and connections between them are traceable and worth exploiting. For instance, a road
generally is a horizontal surface located at the bottom of the scene; the sky is always
reconstructed as a horizontal surface hanging at the top, whereas a building appears
most likely in the form of a vertical facade in the 3D space, etc. A common bottleneck
for semantic labelling is the enormous varieties of possible semantic labels. However, this
does not cause obstacles for us when we introduce semantic labelling into our research.
The reason can be easily understood. We attempt to avoid paying much attention to
the details of the foreground objects. The variability of a scene is mostly embodied
in its details which we value the least. Our research insight is that the geometry of a
scene is highly regulated and only a handful of semantic labels are able to greatly help
accomplish the task.
Besides, in the previous work, foreground objects often become serious obstacles
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because of the effect of occlusion. For example, the element of tree is a very uncontrollable
factor. Tree component could appear as different sizes and scales. Even at times, when
they are fences, we perceive them as vertical geometric surfaces that should not be
omitted as details. To avoid such problems, we find that accurate semantic segmentation
and labelling can be significantly helpful. Elements that cause occlusion are precisely
targeted and filtered out like by an X-ray, and the perspective projection of the scene
could be well understood by the segmentation border. The system follows a pipeline
process as seen in Figure 5.1, but in fact, the accuracy rate does not result from simple
cascaded multiplication. Labelling errors frequently occur at the detailed parts which are
exactly the things we care the least. Therefore, the general semantic labels can optimize
the geometric reasoning while the error in details can hardly cause fault.
At the start of the process, we employ the Stair Vision library [112] to segment
an image into semantically consistent regions. Each region is assigned with one of the
eight semantic labels. Then, we convert the semantic labels into three geometric labels.
The segments of the image are re-organized into geometrically consistent regions. To
find the effective features of the scene geometric labels, we consider that the contours
of the segments and the layout of the geometric labels are the most important traits
that distinguish one class from another. Therefore, we quantify comparable features in
a very efficient way by generating the geometric border line models and constructing a
graph model to represent the layout of the geometric labels. A fitness function is used to
measure the similarity between the given image and the reference models. By optimizing
the function, we could obtain a reliable estimate on the coarse structure of the scene. The
parameters of this specifically defined classifier are learned from empirical observations
and statistical analysis. We implement the experiments to compare multiple methods
on the same data and show that our approach outperforms the state-of-the-art methods
at a lower cost.
In this chapter, the main focus is to precisely classify an image into one of the ten
geometric categories, as seen in Figure 5.2. All of the sub-classes under the semi-corridor
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and corner scene categories are considered as their main classes. Later, a secondary
classification process (a possible approach is given in Appendix B) could be appended to
the framework to further identify the variations of the enclosed scenes. After the image
has been precisely categorized into its most similar structure, we are able to make some
fine adjustments to the fitted reference model and assemble the reconstruction model
for the individual case. In addition, the semantic labels can further help reconstruct
the scene providing recognition of the previously omitted details and foreground objects.
These details will be elaborated in the next chapter.
5.1 Conversion from Semantic to Geometric Label Map
To extract high-level features, we first obtain the geometric components by converting
the semantic labels into geometric labels. Then, the geometric components are used to
generate two kinds of features and we verify that the features are strong cues to represent
the spatial layout of the pixel depth. The open source Stair Vision Library (SVL) [112]
is used to estimate semantic labels from a single RGB image. This is a state-of-the-art
image labelling software that can give 76.4% accuracy for 21-class recognition on the
MSRC dataset. In our work, 21-class recognition is too many and some of the classes
are trivial and unnecessary. We use 8-class semantic label results to help generate our
features. In this section, we pre-process each image based on the inter-relationships of
the semantic and the corresponding geometric maps. In order to overcome the object
occlusion interference, all foreground segments are merged into background segments
before the conversion. Then, the geometric map can be formed by re-integrating the
semantic segments.
Given the 8-class labelling result, colour image I is segmented into an unknown
number of semantically consistent regions r ∈ R, where R is the set of the regions. All
pixels p ∈ I are assigned to one of the regions. One of the 8 types of concepts, as listed
in Table 5-A, is assigned to each region. A labelled segmentation map is then generated.
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Since details are insignificant, we eliminate the small regions by dissolving them into
their neighbourhood. The importance of the region area αr is measured by the number of
pixels in region r divided by the total number of pixels in the image I, αr =
∑
p∈r /
∑
p∈I .
If αr is less than 1/80, region r is regarded as details (rsmall) and discarded. To merge-in
small regions rsmall, we search all the pixels p
′
such that the distance between p and
p
′
equals to 1. If there is a pixel p
′
that satisfies label(p
′
) 6= label(p), we replace the
label of p with label(p
′
). If not, the distance is increased by 1 and the search process
continues until the label of the target p is replaced for all pixels p ∈ rsmall. Next, if
two regions are connected with each other and share one label, they are merged into one
new region. This process iterates until the regional borders only exist between different
semantic objects. The centroids Csr and the bounding box B
s
r properties are calculated
for each semantic (denoted by the superscript s) region.
At this stage, we have obtained a pre-processed semantic label map that is ready to
be converted into a geometric label map. All substantive semantic components need to
exist in their corresponding spatial context in the real world, e.g. the element of the sky
would mostly appear at the top of an image; object regions are most likely to be above
the ground surface vertically, etc. Therefore, it is possible to transform from semantic to
geometric labels based on the past knowledge. The relationship between them is shown
in Table 5-A.
It is noticed that Tree is the only label that maps to two geometric concepts. A single
tree located in a near distance is regarded as a normal object, just like a person or a car.
At other times, when the element of tree appears in a large number as fences or woods
in a far distance, it could become side walls or background. In our conversion algorithm,
we process regions labelled as Tree rtree by the following rules. If the area of the region
αrtree <
1
15 or neither of the width/height of the bounding box B
s
rtree is greater than half
of the image size, we re-label the region as Object. Thus, from this point onwards, the
only foreground label is Object.
Before the final conversion, we blend all Object regions into their neighbourhoods
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Number Semantic Label Geometric Label
0 Sky Roof
1 Tree Background/Foreground
2 Road Ground
3 Grass Ground
4 Water Ground
5 Building Background
6 Mountain Background
7 Object Foreground
Table 5-A: The match-up conversion table for semantic-geometric labels.
in a similar way to what we do with the small regions. The only difference is that a
weighted distance is used here instead of the uniform pixel-wise distance. We weight the
distances along the y-axis twice more than that along the x-axis, given the weighting
factor w = [1, 2]. The weighted distance dw between points p1 and p2 is defined as
dw =‖ (p1 − p2) · wT ‖. A common observation of the real world indicates that the
gravity makes semantically consistent components tend to be more continuous along
the horizontal direction than the vertical direction. This is the reason why we use the
weighted distance. The underlying scene structure will be well examined like by an X-
ray scan when the foreground objects are filtered out this way. An illustration of the
distance calculation map is shown in Figure 5.3. For the final step, all of the remaining
semantic labelled regions can be uniquely transformed into one of the three geometric
labels, namely, Roof, Background, and Ground. An example of this transformation can
be found in Figure 5.4 (a) and (b). The resulting geometric label map will be used to
generate features as the depth cues.
5.2 Feature Extraction
As mentioned above, we take scene geometry as spatial patterns in order to address
the estimation problem as a typical classification problem. We have built the geometric
patterns which are denoted as S0 later. We have investigated several datasets collected
from real-life photographs and have the images generalized into a number of classes, 10
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SG 
Classifier
0-boundary 
scene
1-boundary 
scene
2-boundary 
scene
Enclosed 
scene
(RM1) (RM2) (RM3) (RM4) (RM5) (RM6) (RM7) (RM8)
4 main classes:
10 classes:
(RM9) (RM10)
Figure 5.2: Images are classified into 4 main classes and 10 sub-classes. Each
class has a geometric reference model.
4 4 4 4 4
3 2 2 2 3
2 1 0 1 2
3 2 2 2 3
4 4 4 4 4
Figure 5.3: Weighted distance calculation map in a 5× 5 neighbourhood with
the weighting factor w = [1, 2] (all numbers are rounded results).
in this context. Each class is defined to have its own highly distinguishable features
when compared with others and represent less possible intersections between classes.
Overall, they are complimentary and unique to cover the whole image domain. Figure 5.2
illustrates the reference models in a hierarchical rank with real data examples. In this
chapter, they are grouped into 4 main classes according to the number of surfaces and
boundaries. Images showing close-up views where the background is seriously occluded
are not considered because even humans cannot figure out the structure. Excluding
such cases, our 10-class patterns are very comprehensive and concisely summarize the
common scenes. Then for each image I, we extract two types of features - the geometric
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(a) (b)
(c) (d)
(e) (f)
Figure 5.4: A series of images illustrating the extraction process of the geomet-
ric label boundary models Si (a) Semantic label map (b) geometric
label map (c) polygonal synthesized border model superimposed
on the original image (d) simple border model (e) smoothed border
model (f) synthesized border model.
label boundary models Si and the graph model { ~N,~e}. The features describe the layout
of the geometric labels.
The Si model has three variations as i ∈ {1, 2, 3}. The first form S1 is called the
simple border model. It is generated by putting the geometric label map through a
regional border detection filter, as seen in Figure 5.4 (d). To identify which segment of
the model is the boundary for which two regions, we make a z× z border matrix to keep
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the record of this information, where z is the total number of the geometric regions.
The second form S2 is the smoothed border line model which is illustrated in Fig-
ure 5.4 (e). Since the simple border line is directly acquired by convolution using edge
detection kernels on local pixels, most of the times, such boundaries appear to be very
jagged and the unwanted effect is likely to be caused. To avoid generating too much
random local noise, we improve the model by smoothing each border line separately.
Border lines between different regions do not influence the smoothing process with one
another even if they intersect or are located very closely to each other. The smoothing
factor is a system parameter that is determined through a normal learning process. The
smoothed border lines show the general trend of the boundaries and the coarse shapes
of the geometric regions without losing much details.
Since our S0 model (reference model) simulates the real world surfaces in the simplest
form with flat planes, the intersection of these surfaces are straight lines. S1,2 models are
both formed with complex curves with rather random local curvatures. Thus, when we
fit S1,2 models with S0, unexpected results could still be delivered occasionally because of
the effect of the local randomness. To thoroughly overcome this problem and reveal the
absolute global property of the border line, we use an interpolation approach to fit each
border line with the most approximate polynomial curves. The order of the polynomial
equation o varies from 1 to 3. The first order polynomial equation gives the straight line
fitting. This process makes the significant trend of the curve clear by overlooking the fine
details, which gives a constraint on the complexity of the resulting synthesized curve.
Meanwhile, the trait of the curve can be represented by a low-dimensional coefficient
matrix, in our case, size(polycoef) = (o + 1) × 2. Figure 5.4 (f) illustrates the result
of the synthesized border line model S3, where o = 2. Equation 5.1 formulates the
fitting method. We interpolate the smoothed border line in uniform intervals to obtain
n sample points. t0...n ∈ {0...n} and ~a and ~b are polynomial coefficients.
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
a2 b2 0 0
a1 b1 2a2 2b2
a0 b0 a1 b1
 =

t20 t0 1
· · ·
t2n tn 1

+
×

x(t0) y(t0) x
′
(t0) y
′
(t0)
· · · · · ·
x(tn) y(tn) x
′
(tn) y
′
(tn)
 (5.1)
The curvature of a synthesized boundary is another important feature to indicate
scene geometric structure. We crop the synthesized curve to ensure all the points are in
the scope of the image. For each cropped boundary, its curvature c is given as,
c =
1
n
n∑
i=1
|x′(ti)y′′(ti)− x′′(ti)y′(ti)|
(x′2(ti) + y
′2(ti))3/2
(5.2)
The synthesis model can further evolve to be even more comparable to the boundaries
of the geometric reference models. We develop a polygonal synthesis model S3
′
. For
the synthesis boundary whose curvature is greater than a threshold value, we break
the curve into m straight line segments. To do this, we calculate the first and the
mth order polynomial fitted curves respectively, L1 and Lm, m ∈ 2, 3, . . .. Then, we
find the distances between these two lines along the orthogonal direction of L1 for all
corresponding point pairs. The distance is valid only for places located between the first
and last intersection points. At where the absolute distance peaks, we break the curve
and re-calculate the first order synthesis line for each segment. The parameter m = 2 is
learned to give the best performance. Finally, the polygonal synthesis model is generated
by the line segments. To simulate the curvature coefficient for curvy boundaries, we
calculate the opening angle a for polygonal boundaries. a is defined by the angle between
any adjacent line segments which are parts of the same polygonal boundary, where
a ∈ (0, 2pi]. An example of the polygonal synthesis model is shown in Figure 5.4 (c) as
the blue lines and the red stars indicate the break points.
In addition, to summarize the spatial layout of the geometric labels, a specific graph
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R
B-G GB
Figure 5.5: The graph model represents the spatial layout of the geometric
labels.
model is used as illustrated in Figure 5.5. The three nodes ~N are the three geomet-
ric labels respectively, Roof (R), Background (B), and Ground (G), showing the pres-
ence/absence of the labels. The three edges ~e contain the relative distances between the
centroids of any of the two nodes, represented by a vector.
5.3 Fitness Function as Scene Geometry Classifier
For the next step, the Si and the graph models we described in the previous section,
together with the model coefficients, are used as high-level image features to make a
classification prediction. We develop the scene geomtry (SG) classifier by defining an
optimization fitness function f to help decide what geometric reference model that the
given image presents. Both of the features are used jointly as inputs since they all
describe the image from different aspects and contain complementary information. The
objective is to find an optimal geometry reference k∗, where k ∈ {1, . . . , 10} indicates the
10 geometric classes, such that the fitness function f reaches its maximum value. We
separate the decision process into two phases as shown in Figure 5.6. In the first phase,
images are strongly hinted to one of the 4 main classes and in the second phase they are
further classified into one of the 10 geometric reference models.
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Figure 5.6: The general 2-phase process of the SG classifier.
In phase 1, we first calculate the linear correlation coefficients between each pair of
the candidate models SiI for image I and k
th reference model S0k . S
i
I is subject to the
input image and S0k is subject to the reference model. The two comparing models are of
the same dimensions and aligned to the centre. Dk,i is the correlation coefficient between
the kth geometric reference model and the ith extracted border model.
Dk,i(S
0
k , S
i
I) = abs(corr(S
0
k , align(S
0
k , S
i
I))) (5.3)
The phase 1 weighting parameter is given as ω1, formulated as follows,
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ω1(nI , ~cI,i, ~aI,i) = diag(A
1
10×3 ·B13×10(n, cmax, amin;Tn, Tc, Ta)) (5.4)
A1 is a constant matrix which indicates the sensitivity of the three input features
for each reference geometry by giving three weighting factors to the ten S0 models
respectively. Therefore the size of A1 is 10-by-3. B1(n, cmax, amin;Tn, Tc, Ta) is the
decision matrix which assesses the three inputs against all model geometries respectively.
Since each class has its own specific trait, we adopt different decision criteria for the 10
reference models which makes the size of the decision matrix 3-by-10. The first input
nI is the number of boundaries presented in the model. ~c and ~a are two features that
describe the shape of the boundary, namely the curvature and the opening angle. Tn,c,a
is a group of system parameters of the rule-based classifier. They are reasoned by the
knowledge of common observation and can be trained precisely from dataset. Details of
this part will be discussed in the Experiments section. The following equations define
the decision matrix. It penalizes great curvature values or small opening angles for
geometry 4, 5, 6 since straight lines are more expected in these models. Whereas, model
8 the corridor scene geometry is expected to show curved lines so that the corresponding
elements in B1 make the objective function f return big gain for large curvature inputs.
B1 is formulated as follows,
B11,k(nI , cmax, amin;Tn,k) =

0 if (nI 6= Tn,k and k < 8)
or (nI < Tn,k and k ≥ 8)
1 otherwise
(5.5)
B12,k(nI , cmax, amin;Tc,k) =

1 if ~c = ∅
ρ
λ
(cmax
λ
)ρ−1
e
−
(cmax
λ
)ρ
otherwise
(5.6)
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B13,k(nI , cmax, amin;Ta,k) =

1 if ~a = ∅
e
−
(amin
σ
)2µ
otherwise
(5.7)
where Tc,k = {λk, ρk}, Ta,k = {σk, µk}, k ∈ {1, . . . , 10}.
We multiply the constant matrix with the decision matrix and diagonalize the result
to obtain the phase 1 weighting factor ω1. It is noticeable that, at this point, we only
examine the boundary structure of the image. However, geometries from one main class
cannot always be uniquely distinguished from their boundary characteristics, not even
with human eyes. Therefore, we continue the process with the help of the geometric
label graph model that we have described above. This feature easily indicates the layout
(general location) of the geometric labels. For example, background surface is on top of
the ground surface, etc. In phase 2, we calculate the second weighting factor ω2 to clarify
the vague zone. ω2 is also a diagonal matrix of size 10-by-10. The 10-class reference
nodes and edges properties are denoted as ~N0 and ~e0. ω2 is defined with the distance
between the graph model of the candidate image with ~N0 and ~e0. Large distance will
be penalized and similarity will be rewarded. Again, constant matrix A2 measures the
importance of the node feature versus the edge feature. Equation (5.8) formulates this
criterion.
ω2( ~N,~e, ~N0, ~e0) = diag[A210×2 ·B22×10( ~N,~e, ~N0, ~e0)]
B21,k(
~N, ~N0) = | ~N − ~N0k |
B22,k(~e,
~e0) = |~e− ~e0k|
where k ∈ {1, . . . , 10}.
(5.8)
To formally summarize this two phase fitness classifier function, we give the following
equations
Chapter 5. Scene Geometric Recognition Based on Semantic Labelling 86
f(S0k ,
~N0k ,
~e0k, nI , ~cI,i, ~aI,i,
~NI , ~eI ;S
i
I , θ) =
∑
i={1,2,3}
Dk,i(S
0
k ;S
i
I , θ)·
ω1k,k(nI , ~cI,i, ~aI,i; θ) · ω2k,k( ~NI , ~eI , ~N0k , ~e0k; θ)
(5.9)
k∗ = arg max
k
f(S0k ,
~N0k ,
~e0k, nI , ~cI,i, ~aI,i,
~NI , ~eI ;S
i
I , θ) (5.10)
Parameter θ represents the set of all the system variables. The equation would reach
its maximum value when the best fitted k∗-th reference model is given. Hence, using
this specifically designed classifier to transform the observable image features directly
into computational operators, our objective could be achieved fast and robustly and the
predicted results described in the next section show that our approach performs better
than most of the sole-statistics guided approaches at a lower cost.
5.4 Experiments and Results
In this section, we show the experimental results to systematically evaluate the proposed
solution to the problem of scene structure recognition from single still images. We first
analyse the system parameter θ and train for its optimal value. After the model is
learned, we test our method against others’ work with the same dataset. The classi-
fication results are delivered by our SG classifier and based on two baseline statistical
approaches - multi-class SVM and random forest. We have also implemented others’
methods for comparison by extracting low-level features used in Hoiem’s work [1] and
features proposed by Nedovic [66].
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5.4.1 Dataset and Library
The Stair Vision Library (SVL) [112] is an open software infrastructure for the research
related to computer vision and machine learning. It is built on top of the OpenCV
library and the Eigen matrix library. We use this library to generate semantic labels
from single images. We also used their datasets for initial testing to avoid potential inter-
mediate parameter setting problem. Both SBD and MRSC datasets can be downloaded
at http://ai.stanford.edu/ sgould/svl/. After careful examination, we found that they
are the ideal datasets for our research. The selected images are mostly showing natural
and urban scenes instead of close-up view of objects or human portraits. We combine
these two datasets and perform the experiments on a total number of 865 images. The
images are mostly of low quality and sized around 320× 240 pixels. Ground truth of the
semantic labels are available for this dataset and the images are annotated with their
best fit geometric reference models as the TRECVID dataset. For the experimental
results presented in this section, around 300 images (35%) are used as training data and
the remaining 65% of the images are used for testing. We implemented the SVL and
choose to use the 8-class semantic label generation function. They also provide a 21-class
function where some classes are too trivial and unnecessary in this case. Our insight is
to concisely describe the scene structure with general semantic labels.
5.4.2 Classifier Parameter Learning
Parameters in the decision matrix are crucial to the performance of the experiments as
they work as rulers to measure the data and yield results. To train the classifier, we learn
the parameters in a data-driven manner. However, we highly supervise this process with
human observations. It is notable that this approach is significantly less expensive than
statistical methods and performs better. Tn, Tc, Ta are the three most important sets
of parameters. Tn indicates how many boundaries are expected to be recognized in each
geometry. Tc and Ta control the shape of each boundary. As mentioned above, apart
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Real distribution
One-boundary Two-boundary Enclosed scene
Weibull pdf
Simulated distribution
Table 5-B: The distribution histograms of boundary curvatures for different
main classes. The horizontal axis represents the bins of the bound-
ary curvature values and the vertical axis represents the number of
the accumulated boundaries for each bin.
from the polynomial coefficients, we measure two more attributes for each boundary line,
namely, the curvature ~c and the opening angle ~a.
By testing, nearly all the images from the 0-boundary geometric class show no
detectable boundary; more than 93 percent images from the 1-boundary main class
have only one boundary; more than 90 percent of the images in reference model RM7
have two boundaries and instances from enclose scene geometry give an average number
of boundaries 2.06. This experimental fact is consistent with our observation. Hence,
we use ~Tn = [0, 0, 0, 1, 1, 1, 2, 2, 1, 1] to help predict the geometric class by the number of
boundaries.
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1-boundary 2-boundary Enclosed scene
average 1.6472 1.9891 3.8165
ρ 1 1.2 1.8
λ 1.2 3.3 5.5
Table 5-C: The fitted Weibull parameters for different main classes.
The shape of the boundary is mostly formed regularly depending on the scene geom-
etry. One of the main observations is that in the reference models RM1 to RM7, the
boundary line is significantly straighter than that in the enclosed scene geometries. This
is caused by the natural structure and the foreshortening effect of perspective projection.
We model this changing trend with statistical distribution and search for the optimal
simulation scientifically as follows. The real per-class distribution of the line attribute
|~c| is listed in Table 5-B. We examine the figures and find that these distributions fit well
with the classic Weibull distribution,
f(x|λ, ρ) =

ρ
λ
(x
λ
)ρ−1
e
−
(x
λ
)ρ
x > 0
0 x < 0
(5.11)
where x is the variable, λ > 0 is the scale parameter and ρ > 0 is the shape parameter.
Therefore, the two Weibull parameters ρ and λ constitute vector Tck and need to be
learned. The parameter values are shown in Table 5-C, and the simulated distribution
and the probability density function can be found in Table 5-B.
We also propose to use another parameter, the opening angle, to help feature the
shape of boundary quantitatively. Figure 5.7 (a) illustrates an example of the opening
angle of a curve. Basically, the principle is that we can use two connected line segments
to synthesize the curve while keeping the difference as small as possible. The opening
angle is defined as the angle between the two line segments. We use the high rank
Gaussian function
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f(x|σ, µ) = e−
(x
σ
)2µ
(5.12)
as seen in Figure 5.7 (b), to simulate the probability of this parameter in each class. We
train the classifier parameter Ta,k = {σ, µ} and pick the value which gives the optimal
result. σ determines the dropping position and µ controls the steepness of the curve.
Figure 5.7 (c) is an example of the changing trend of the system performance against the
value of σ for the enclosed scene geometry. The fact that the curve has single positive
peak within the given domain, indicates that the solution space is convex. For instance,
Ta,8 = {2.63, 30}. Similar procedure is implemented for all of the 10 classes to find T ∗a,k.
The Phase 2 weighting factor ω2 contains classifier parameters that are used to repre-
sent the presence of the geometric labels. It depends on the graph model we mentioned
in Section 5.2 and measures the features to hint the sub-class result from its main class.
The parameter matrix A1,2 are optimized by the fast Nelder-Mead downhill simplex
method [113].
5.4.3 Scene Geometry Classification Evaluation
We present the results and comparison for geometric scene classification in Table 5-D
and 5-E. On the SBD dataset, we first extract the high-level features that we proposed
and two sets of low-level features used in [1] and [66]. Next, we implement two classic
machine learning approaches to obtain comparison baselines since no similar work has
been done on this particular dataset. Each feature set is then tested on multiple classi-
fiers. All images are manually labelled to their best fitted geometry class before testing.
Though there are more than 800 of images in this dataset, one limitation is that there
are not enough instances in a few classes. For the first reference class, we could find
no image. For classes RM2 to RM4, there are less than 10 instances per class, which
explains the extreme accuracy (0/1) shown in Table 5-D. However, sufficient data exists
for all other frequently appearing scenes and we calculate the weighted average to present
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(a)
(b)
(c)
Figure 5.7: Illustration of the opening angle parameter a (a) an example of a
for the polygonal synthesized boundary (blue lines) on an image
(b) high rank Gaussian functions with various values for σ and µ
(c) the testing performance curve of σ for the enclosed scene class
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@
@
@
High-level features
SMO-SVM Random forest Our SG classifier
NaN NaN NaN
0 0 1
0.333 0.750 1
0 0 0
0.806 0.817 0.9074
0.806 0.897 0.902
0.782 0.813 0.841
0.675 0.760 0.822
0.655 0.690 0.776
0.706 0.765 0.824
Average accuracy 0.752 0.811 0.8521
Table 5-D: Performances on the SBD dataset compared with the baseline clas-
sifiers.
credible results. To obtain the baselines (sequential minimal optimization (SMO) SVM
and the random forest), we feed the feature set of the polynomial coefficient, the graph
model and the boundary shape attributes, the same as the input variables of our fitness
function, directly into the classifiers and get the results shown in the columns for SMO-
SVM and Random forest in Table 5-D. The figures show that both of the baselines cannot
out-perform the optimal accuracy of 85.21%, which demonstrates the effectiveness of our
classifier.
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Main Geometry Geometric con-
text features on
SVM [1]
A+P features on
SVM [66]
High-level fea-
tures on SVM
No-boundary 0.286 0.286 0.286
One-boundary 0.636 0.456 0.801
Two-boundary 0.424 0.776 0.782
Enclosed scene 0.492 0.662 0.675
Average 0.581 0.658 0.752
Table 5-E: Performance comparison with low-level features on the SBD
dataset.
In Table 5-E, the performances of different features are compared. Geometric context
features are used in work [1] and atmosphere scattering features + perspective lines
(A+P) features are used in work [66]. The comparison is based on the main classes for
which sufficient data is provided. Nedovic et al. [66] did the work that shared similar
objectives with our work, but through different approaches. Their work was elaborated
on the TRECVID dataset which contains video key-frames from real broadcasting and
surveillance clips. Because of the recording and re-production of the source videos,
the data is of low quality and not really suitable for scene reconstruction. So we have
employed the low-level features they proposed and implemented the method on the SBD
dataset. Since their work is based on the SVM classifier, we compare it with our SVM
baseline results that are obtained from the high-level features. We also compare our
results to Hoiem’s features which they used to estimate surface layout from a single
image [1]. Table 5-E listed the comparison of the per-main class and overall results
between different methods and unanimously significant improvements across all classes
can be exhibited in our proposed approach.
We have also conducted experiments on the TRECVID dataset which contains low
quality images in terms of the image sizes, lighting conditions and the appearance of
re-production noise and subtitles. This dataset has no ground truth of semantic labels
and the results are shown in Table 5-F. The recognition rate by the method of low-level
features on SVM is only around 37%. The method we used for obtaining this result is the
one-vs-one classification scheme elaborated in Chapter 4 and the gist descriptor is chosen
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Main Geometry Low-level features
on SVM
High-level fea-
tures on SVM
High-level fea-
tures on SG
classifier
No-boundary 0.4646 0.2174 0.2174
One-boundary 0.3745 0.4631 0.5714
Two-boundary 0.3900 0.4716 0.5714
Enclosed scene 0.2930 0.5246 0.8077
Average 0.3703 0.4745 0.6018
Table 5-F: Performance comparison with other methods on the TRECVID
dataset.
since it gave the best performance among the five feature sets. Compared with this result,
our proposed method of high-level features on SG classifier has delivered a much higher
accuracy at over 60%. The substantial improvement achieved on the TRECVID dataset
validated that semantics of 2D images could help reason 3D information of scenes and
the approach is applicable to images of different qualities.
5.5 Summary
In this chapter, we have substantially improved the classification module of the automatic
3D shape of the scene reasoning system. We proposed a semantic label based scheme for
scene recognition. We first investigated the inherent correlations between semantic com-
ponents and geometric properties of spatial components. Novel high-level features are
extracted to well represent the environmental patterns of the scene computationally from
a single-view image. To improve the way that images are classified into these patterns,
we used the generalize 10-class geometric reference models based on the shape of scene
hierarchy, which have been validated to be distinguishable and comprehensive. Then,
based on the features and the summarized classes, we have developed an efficient classi-
fier to recognize the geometric patterns through classification. The experimental results
show that the recognition rate has been significantly improved on multiple datasets.
After the geometric reference model of the scene is obtained, we can further adjust
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the model to achieve its best fit to each individual image using the proposed features
again. Consequently, we are able to calculate relative 3D coordinates for each pixel
straightforwardly according to its mapped position in the fitted model. With the map of
the 3D coordinates, a reconstructed scene can be easily visualized. In the next chapter,
we present the work of scene reconstruction based on geometric reference models and
analyse the advantages of the approach comparably. We demonstrate that the features
we proposed in this chapter can help the reconstruction in general and better deal with
the foreground object interference so that we can control the overall reconstruction result
more reliably and can effectively reduce the local random noise.
Chapter 6
Adaptive Scene Shape
Reconstruction
Compared to other work on scene reconstruction, our approach is not only applicable
for images of certain types of scenes, such as indoor, landscape or urban images. It is a
more general scene reasoning method for images showing a volume of free space (with-
out close-up occlusions). In contrast to many other algorithms which are immutable
to inputs, our system works adaptively to several particular types of common scene
geometries presented in general images. Our core objective is to understand the scene
structure from a single image by finding its most fit geometric reference model to match
the corresponding boundaries and surfaces. Then, local depth can be reasoned by the
guidance of the reference model. This approach provides a short-cut to depth estimation
and scene reconstruction from monocular images. Since the geometric reference models
could globally constrain the synthesized scenes, the reconstructed results will not show
too much randomness and only real world presentable predictions could be made. The
Make3D system [68] is commonly considered as a mature method on this research sub-
ject because it gives high pixel-wise accuracy. However, many small errors in terms of
the number of faulty pixels can easily cause unacceptable and visually unpleasant final
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Figure 6.1: The main process of the adaptive scene reconstruction algorithm.
results. Our approach does not suffer from this problem.
The previous chapters have been elaborated to estimate the spatial patterns of the
scene. In this chapter, we will technically explain how we take advantage of the classi-
fication result to realize automatic reconstruction of the scene shape. The hierarchy of
intra-scene geometry is playing an important role in this chapter. The process of scene
reconstruction proceeds by passing an image through the tree of the hierarchy level by
level. At each node, a specific part of the image is segmented based on the attribute
of the node. The reference models are used to determine the routes an image should
choose through the tree. All the nodes and leaves of the tree have their corresponding
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locations in a 3D space so that the scene could be reconstructed by re-organizing the
image component at each node.
Figure 6.1 illustrates the general process of the reconstruction algorithm. As the
first step towards holistic scene reconstruction is to decompose an image into different
geometric components, the hierarchy followed by the decomposition process is shown
in Figure 6.2. First, the image is segmented into regions which map to the surfaces
consisting the geometric reference model, such as roof, back or ground-surface regions for
open-view scenes and side-surface regions for enclosed-view scenes. Next, each surface
region is treated separately to be further segmented into multiple sub-components of
intra-surface objects. The segmentation process could be continued until we have gotten
sufficient details. The degree of density of the reconstructed model is controllable by the
depth of the hierarchy. Then, 3D coordinates calculation is carried out to complete the
2D-to-3D conversion for all the geometric components (surfaces, sub-surfaces, sub-sub-
surfaces and so on). At last, every pixel is re-located according to its 3D coordinates so
that the overall scene could be re-composed in a 3D space.
In addition to the usual subjective evaluation, we also evaluate the resulted 3D model
objectively with a novel metric, visual quality index (VQI) which incorporates both the
pixel-wise depth error and the features of human visual acuity. We demonstrate our
reconstruction results visually and quantitatively. Comparative results are also displayed
to support the analysis of our advantages against other research. Finally, we discuss the
circumstances under which our approach makes mistakes and provide possible future
directions for improvements.
6.1 Related Work
We have investigated several previous methods on the subject of scene reconstruction
from single-view image. Algorithms depending on manual annotations were developed
first. Criminisi et al. [28] worked on the single-view metrology by computing the 3D
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affine measurement from single image of perspective view given certain geometric infor-
mation about the image (non-parallel vanishing lines and points). As computers were
developed to be more powerful computationally, data-driven methods were proposed to
automatically understand the scene based on the appearance of the raw data through
statistical models. Previous work has been carried out to explore the low-level features
as depth cues. Oliva and Torralba [7] developed the Gist descriptor to represent the spa-
tial structure of the scene with a low-dimensional computational model, but no depth
estimation or reconstruction was involved in their work. The methods in [114] and [52]
are examples of the 3D shape reasoning from texture and shading. Following the success
of such research, further work was conducted to model the shape of the scene. Hoime
et al. [1, 111] tried to label image pixels with certain geometric concepts from a set of
potential possible choices. They proposed an approach to categorize pixels into one of
the three classes, support/vertical/sky, based on regional appearance features and the
Leung-Malik (LM) filter bank. Later, on top of that, researchers started to pursue direct
depth estimation with the help of proper machine learning tools. Saxena et al. developed
the Make3D application [68] which was considered to be a good accomplishment because
of the intuitive implementation and the big improvement on the depth estimation accu-
racy. Delage et al. [41] used dynamic Bayesian network model to do 3D reconstruction
for indoor scenes.
To the best of our knowledge, algorithms of monocular 3D scene reasoning are mostly
learning-based by estimating depth in pixel units. Pixels are treated individually under
the constraint of local continuity. Our approach, however, takes the hierarchical geo-
metric components as units for 3D coordinates estimation and is highly aware of the
global structures of scenes which are critical for realistic reconstruction. Therefore, some
problems suffered by the pixel-based approaches can be effectively avoided. Theoretical
analysis and experiments demonstrate that our approach is more efficient than pixel-
based approaches since the layout of pixels has been priorly predicted and organized in a
concise structure, namely, in the form of the geometric reference models which can save
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Figure 6.2: The phase II intra-model hierarchy
us a great amount of redundant computation.
6.2 Inter-surface Segmentation
Referring to the sketch map of the intra-scene hierarchy as shown in Figure 6.2, an
image is firstly segmented into separate regions which represent its composing physical
surfaces. The reference model of the image geometry indicates how many surfaces are
expected to be found, namely, how many boundaries are to be detected. Since the
number and types of surfaces are different for each model, we follow different detecting
procedures adaptively. As the dominant features are distinguishably different between
the main classes in the inter-scene hierarchy, we approach them separately in the next
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two sub-sections, while the close-up scenes are not considered to be suitable for scene
reconstruction.
6.2.1 Open-view Scenes
First, we discuss the methodology of model fitting for the open-view scenes. As we may
observe from the models and example images, surfaces constructing the open-view are
highly continuous along horizontal directions and most of them extend across the whole
horizontal range of the image. If we draw a vertical line on the image, several inter-
surface discontinuity points, namely the inter-surface boundaries, are likely to appear
lined up. The boundaries are mostly shown as single lines. So our objective is to detect
the location of the boundaries. At the stage of model fitting, we assume that the surface
intersections are straight lines. Thus, we can uniquely determine the line with two
parameters. α indicates the tilting angle and β indicates the central vertical height of
the boundary. By estimating these two parameters, we can locate the boundaries. Thus,
the best fitted scene geometry is obtained by adjusting boundaries of the reference model
to the images and we can then match the surfaces of the model to image segments.
In this work, we define the intersection of the roof and back surfaces as the 1st
boundary b1(α, β); the intersection of the back and ground surfaces as the 2
nd boundary
b2(α, β) and the intersection of the roof and ground surfaces as horizon h(α, β). Then, the
model fitting problem for the open-view scenes are summarized in Table 6-A, where S0k
is the corresponding reference model for the image and S∗ is the fitted geometric model
of the real scene presented in the image. Based on the availability of the high-level image
features, we apply two approaches to find the parameters.
6.2.1.1 Generalized Horizon Detection Algorithm
Horizon detection has been a conventional research topic in the field of computer vision.
Most of the work is based on the colour information. We investigated Ettinger et al.’s
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Model Formulation
(RM1,2,3) 0-boundary –
(RM4) S∗ = f(S04 , b1(α∗, β∗))
(RM5) S∗ = f(S05 , b2(α∗, β∗))
(RM6) S∗ = f(S06 , h(α∗, β∗))
(RM7) S∗ = f(S07 , b1(α∗, β∗), b2(α∗, β∗))
Table 6-A: The process of scene geometric model fitting for open-view scenes
is formulated.
work [115] and the principle of their algorithm is that the segments of the image divided
by the horizon are considered to be self-continuous colour-wise. So, the horizon is deter-
mined by the line which makes the two segments have the least colour variance at the
same time. One assumption is made that the camera lens is always level so that the
potential horizon lines are also level, namely, have zero tilting angle. Since in our case,
we have multiple lines need to be detected and in some cases they are not absolute level,
we generalize the conventional approach to develop an algorithm suitable to solve our
problem.
First, unlike the aircraft navigating devices considered in work [115], we expand
the domain of the tilting angle to α ∈ (−pi/2, pi/2] and the central vertical position to
β ∈ [1, Himage]. The horizon segments the image into two parts, denoted as p1 and p2.
The colour-based optimization criterion J measures the appearance of the planes and is
described as
J(α, β) =
1
|γp1|+ |γp2|+ |λp11 + λp12 + λp13 |+ |λp21 + λp22 + λp23 |
(6.1)
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where, γp1 is the covariance matrix of the pixel distributed in plane p1
γp1 =
1
np1 − 1Σ
np1
i=1(x
p1
i − µp1)(xp1i − µp1)
T
(6.2)
and γp2 is for plane p2
γp2 =
1
np2 − 1Σ
np2
i=1(x
p2
i − µp2)(xp2i − µp2)
T
(6.3)
λ denotes the eigenvalues of γp1 and γp2, x
p
i denotes the RGB values of the i
th pixel and
µp is the average RGB values across the plane p.
Since the location of the horizon determines the pixels included in each plane, we
maximize the optimization function J by changing the two parameters of the horizon
within their valid domain. To speed up the convergent process, the value of α is only
selected to be integer times of the interval pi/180 and β can only be integer as well since
it practically represents the row number of the image.
Thus, we have achieved the horizon detection. For the other two one-boundary scene
geometries, this approach is also applicable, since the colour information is obviously
different in the two surfaces divided by the 1st and the 2nd boundaries. Next, we need
to generalize the algorithm to estimate two boundaries at the same time. The objective
function of generalized optimization is as follows
J(~α, ~β, S0) =
1
Σmi=1(|γpi|+ |λpi1 + λpi2 + λpi3 |)
(6.4)
where
γpi =
1
npi − 1Σ
npi
i=1(x
pi
i − µpi)(xpii − µpi)
T
(6.5)
In equation 6.4, m is the number of surfaces appearing in the geometry S0, λpi1,2,3
Chapter 6. Adaptive Scene Shape Reconstruction 104
are the three eigenvalues of the covariance matrix γpi for plane pi. Since λ
pi
1,2,3 and γpi
are plane parameters and planes are defined by boundaries, the optimization criterion
is eventually a function of the line parameters α and β. In equation 6.5, similarly as
above, xpii indicates the RGB value vector for pixel i and µpi is the mean colour vector
averaged within the plane pi. Given an assumption of boundary parameters, the value
of J could be calculated. Optimal parameters ( ~α∗, ~β∗) maximize the objective J .
This algorithm has one drawback. Occasionally, the convergent point will fall at the
edge of the input domain. In order to avoid such circumstances, we add an additional
constraint to the system. We first use an edge detection tool to process the original
image and obtain a map of edgels (edgels are small edge segments). The Matlab toolbox
developed by Kovesi [116] is used and the algorithm is based on the Canny edge detector.
Then we transform the disorganized edgels into a parameter space by Hough Transform.
Since the parameter space is an accumulative space, local maximum peaks reflect the
locations where many edgels appear in the original image. We evaluate the intermediate
results obtained from the generalized approach of boundary detection described above as
follows. The temporary optimal boundary is transformed into the Hough space and we
check if the peak caused by the boundary lies in the neighbourhood of the peaks caused
by the edgels. If the results are matched, we accept the estimation and continue the
reconstruction process; if not, we delete the current boundary from the input domain
and repeat the optimization process again. An intact description of the open-view scene
boundary detection algorithm is shown in Algorithm 1.
6.2.1.2 Synthesis Boundary Model Employment
In Chapter 5, we have discussed how semantic labels can be helpful to our research and
we proposed a set of high-level features that can be extracted from the original images.
As stated above, this set of features not only can be used to estimate the geometric
reference model, it can also be used for scene reconstruction. In this sub-section, we
explain the process of inter-surface segmentation from the synthesized boundary model
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Input: S0, I
Output: ~α∗ , ~β∗
1 J∗, ~α∗, ~β∗ = ∅;
2 sizeof(~α; ~β) = numberofboundaries(S0);
3 EdgelPeaks = findpeaks(HoughTransform(I));
4 for ~α = −pi2 : pi180 : pi2 do
5 for ~β = 1 : 1 : Himage do
6 compute J(~α, ~β, S0);
7 if J∗ = ∅ or J > J∗ then
8 Boundary = drawBoundary(~α, ~β);
9 Peaks = findpeaks(HoughTransform(Boundary));
10 if |Peaks− EdgelPeaks| < T then
11 replace J∗ with J ;
12 replace ~α∗ with ~α;
13 replace ~β∗ with ~β;
14 end
15 end
16 end
17 end
18 return ~α∗ , ~β∗ ;
Algorithm 1: Boundary detection algorithm for open-view scenes
S3.
To generate the synthesized boundary model, we need to set its order parameter
o. The order of the model determines the order of the synthesized polynomial curves.
When o = 1, the curve is a straight line which can precisely simulate the inter-surface
boundary that we are trying to find. When o = 2, the quality of the resulted curve is
even more accurate to simulate the real intersections of the surfaces. We demonstrate the
effectiveness of this approach through visual results on some real images in each open-
view geometric class. The results are listed in Table 6-B and show that the estimates
are reliable.
6.2.2 Enclosed Scenes
We consider the structure of enclosed-view scenes as a combination of corners. Naturally,
the main enclosed-view class directly includes the four variations of corner geometries.
Chapter 6. Adaptive Scene Shape Reconstruction 106
Model Image 1st order synthesis 2nd order synthesis
Table 6-B: Inter-surface segmentation results which are obtained by using the
synthesized boundary model are shown.
The semi-corridor geometry is composed of two corners and the corridor geometry is
combined by four corners. Based on the geometric reference models, the number of
corner components and their approximate positions appearing in an image are clarified.
Once the expected principle corner is located, the image can be easily segmented into
the three surfaces constructing the corner. There is much research dedicatedly focusing
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on corner detection. After a careful investigation, we apply the technique proposed by
Lee et al. [8, 117] to exemplify how corner detection algorithms can be integrated into
our system to help reconstruct the enclosed-view scenes. In addition, we also take the
common weakness of the conventional corner detection algorithms into consideration
and introduce the high-level features we proposed in Chapter 5 to achieve inter-surface
segmentation more robustly.
6.2.2.1 Conventional Corner Detection Algorithm
We implemented the algorithm proposed by Lee et al. [8] and the following outputs are
obtained from a single image. As shown in Figure 6.3, first the line segments spread in
the image are generated by connecting the edge pixels based on the Canny edge detector.
In most of the images, these line segments are found to be well aligned along the three
mutually perpendicular camera coordinates. Then, following the method proposed by
Rother [118], the three vanishing points of the perspective projection can be found and
the camera coordinates can be recovered with the location of the vanishing points. Next,
the second output in Figure 6.3 shows that the directions of the line segments can be
recognized, which are assumed to be along one of the three orthogonal orientations of
the camera coordinates. Finally, based on the directed line segments and the vanishing
points, a map of fractional planes is generated by labelling the pixels with one of the
three orthogonal directions.
Then, a process of hypotheses generating is carried out and the hypotheses are eval-
uated by the map of the fractional planes. As corner is the unit of the hypothesis, for
a given image, the process is initialized with a hypothesis of zero corner. Then, corners
are added to the hypothesis one by one. Since our system has already associated the
image with a reference model based on its geometry of corner layout. The hypotheses
generating procedure can be reasonably guided by the reference model. The number of
corners and the expected shapes of the corners are all well represented and regulated
by the reference model which can be used as a-priori information for the generation
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and evaluation of candidate corners. Therefore, we are able to locate the corners in the
image coordinates. As a corner is defined by three intersections of surfaces, we can then
segment the image along the intersections into regions of different surfaces consequently.
This is only one attempt of the geometry-based surface segmentation with the help
of scene reference model. When more evolved and robust corner detection algorithms
are developed, they could be introduced and integrated into our system as well.
6.2.2.2 Synthesis Boundary Model Employment
Although the inter-surface segmentation can be achieved by conventional corner detec-
tors, most of the algorithms do not work on outdoor images because the abstractive
surfaces and the complicated textures are entirely dissimilar to the indoor environment,
even the one we have used in the last sub-section fails occasionally. To tackle with
this problem, we introduce the high-level features we proposed in Chapter 5 to help the
inter-surface segmentation for enclosed-view scenes.
We have proposed that a synthesized model S3 can be built for an image labelled
with semantics given an order parameter o. An S3 derived polygonal synthesized model
S3
′
is also introduced in Chapter 5. The S3
′
model simulates the boundary curves
contained in the S3 model with a specified number m of polygonal line segments. We
may examine the geometric reference models again to see how we can use the S3
′
model
to reason the boundaries of surface intersections. In Figure 6.4, the 2D projections of
the 3D models are shown. In the enclosed-view reference models, back surface and side
surfaces are separated with different colours and the intersections of the back and side
surfaces are all straight lines. If we combine the back and side surfaces and consider them
as vertical surfaces, we obtain a kind of polygonal boundaries in the 2D projections as
shown in the last row of Figure 6.4. It can be observed that the corridor class has two
polygonal boundaries with three line segments for each; the semi-corridor model has
two polygonal boundaries composed of two line segments and the corner model has one
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Figure 6.3: The maps of the oriented edges and surfaces generated by the
corner detection alogrithm [8] are shown.
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Figure 6.4: The 2D projections of the 3D geometric reference models for the
enclosed-view scenes are shown.
polygonal boundary of two segments. These are three examples and similar observation
can be made for all 9 of the enclosed-view models. Then, the number of the polygonal
segments is used as inputs to generate the corresponding S3
′
model and according to the
S3
′
model, the image can be easily segmented into regions of surfaces.
6.3 Intra-surface Segmentation
As shown in Figure 6.2, the second level of the hierarchy consists of several surface
components and each component can be further separated into a background region and
several independent foreground regions. In this section, we discuss how we implement
two approaches for intra-surface segmentation.
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6.3.1 Integration of the hill-climbing algorithm
To solve this problem by a naive approach, we applied a hill-climbing algorithm [119]
which is widely employed for image segmentation. Although this segmentation algorithm
is only colour-based, it is efficient in terms of the processing time and it could effectively
separate foreground objects from their background under most circumstances. The draw-
back of this algorithm is that noise could be caused by the uncertainty of colours. The
integration of this simple approach shows the flexibility of the framework we provided.
If other more advanced segmentation approaches are given, the performance of the final
reconstruction could be more promising.
The input images are the surface segments which resulted from inter-surface segmen-
tation. The surface components are firstly converted from RGB colour space to CIE Lab
and the three colour histograms are calculated. Then, the histograms are used to find
the initial seeds to apply the K-means clustering algorithm on the data. Finally, the
output is given as a label map showing a number of clusters. We calculate the area of
the bounding box for each cluster and consider the cluster has the largest bounding box
as the background. According to the requirement for the segmentation fineness at this
stage, we erase the regions which are smaller than a threshold and label them as the
background cluster. Thus, the foreground objects are successfully segmented from the
background.
The visual results obtained by our implementation can be found in Figure 6.5. More
recently, this algorithm has been further improved with the research on salient region
detection by Achanta et al. [120] and become more reliable. Any version of the algorithm
can be freely integrated into our system.
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Figure 6.5: The visual results of intra-surface segmentation by the hill-
climbing approach are shown.
6.3.2 Implementation based on semantic labelling
We have also implemented an alternative approach for intra-surface segmentation. When
we convert the semantic labels into geometric labels as in Chapter 5, there are two
semantic concepts that could possibly be considered to be foreground objects, which
are tree and object. However, the tree component can be ambiguous sometimes as it
could be either a foreground object, such as a single tree, or the background, such as
a plant fence. In Chapter 5, we have developed an evaluation criterion to manage the
tree regions which erases the foreground ”tree” and keeps the background ”tree”. In
this section, we follow the opposite procedure to recognize the foreground ”tree” regions
especially. Therefore, each surface components can be segmented into the background
segment, which represents the surface itself, and several object segments, which are the
sub-components affiliated to each specific surface.
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6.3.3 Deal with Cross-surfaces Objects
One problem is described in this subsection which could easily be encountered in the
system we have had so far. Since the intra-surface segmentation is done after the inter-
surface segmentation and targeting at recognition of the objects, if the projection of an
object is not placed entirely within a single surface, the object will be cut into multiple
pieces which will greatly influence the reconstruction result.
To avoid this problem, we first pre-perform the intra-surface segmentation algorithm
to the whole image range and store the principle clusters into a list of main objects.
Later on, we map each sub-surface foreground region to the list. If the candidate region
is part of a cluster in the main object list, the region is replaced with its intact version.
The sub-component is affiliated to the surface which its lowest end attached to. For
example, if an object is projected across the back and ground surfaces and the lowest
point of the object region lies in the ground surface, then the entire region is regarded
as a sub-component of the ground surface and the upper part of the object region is
no longer a sub-component of the back surface. This strategy helps produce realistic
reconstructions and some results are presented in section 6.6.
6.4 Plane Rectification
Most of the real world principle surfaces are appearing as rectangles in normal scenes.
Man-made elements generally need to be shaped in rectangles to support themselves
being upright and stable. Natural infinite surfaces are cropped in rectangles by the stan-
dard camera imaging sensor. This natural phenomenon is also reflected in our geometric
reference models. However, most of the rectangular planes are seriously distorted when
they are projected in 2D images perspectively. Therefore, in order to recover the 3D
scene as realistic as possible, we need to perform a rectification algorithm to the sur-
face regions segmented from 2D images before the surface components can be used to
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reconstruct the scene.
In our geometric reference models, there are five types of regular surfaces – roof,
back, ground, left-side and right-side surfaces. When the 2D image is mapped to its
corresponding model during the inter-surface segmentation process, we have gotten the
knowledge of the surface type for each image segment. Our plane rectification algorithm
reshapes each type of surfaces by specific rules. The surfaces constituting the same scene
also mutually restrict the shape of each other such that they can be aligned properly
during reconstruction.
For the back surface, if its orientation is along the depth coordinate, it will not be
distorted by perspective projection. To examine whether the back surface is right facing
the camera, we check if the facing borders of the segment are parallel. If not, the surface
need to be rectified to a rectangle. We assume that initially the camera is facing to the
back surface perpendicularly and the back surface is projected as a resized rectangle.
If the camera rotates a small angle about the vertical coordinate, the horizontal edges
of the surface will no longer be parallel. Similarly, if the camera rotates about the
horizontal axis, the vertical edges will no longer be parallel. By vertical rectification, the
distorted plane is reshaped by letting each column of pixels has the same height H
′
. W
and H are the width and height of the bounding box of the original surface segment. Hw
represents the number of pixels in column w, where w ∈ [1,W ]. W , H ′ are the width
and height of the rectified plane and p
′
w,h′ represents a pixel in the rectified plane, where
h
′ ∈ [1, H ′ ]. For each column w of the rectified plane, the RGB values of the pixel p′
w,h′
is assigned according to the mapping pixel pw,h found from the distorted segment, where
h ∈ [1, Hw]. The mapping relation is
p
′
w,h′ = pw,h where h =
h
′
H ′
·Hw (6.6)
By the similar method, to rectify the plane horizontally, we re-set the number of
pixels of each row from Wh to W
′
, where h ∈ [1, H]. The pixel p′
w′ ,h of the rectified
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plane in row h is mapped to pw,h, where w ∈ [1,Wh]. The mapping relation is given as
p
′
w′ ,h = pw,h where w =
w
′
W ′
·Wh (6.7)
The rectified plane is a rectangle of the size ofW
′×H orW×H ′ . The roof and ground-
surfaces can be considered as the variances of the back-surface after rotations about the
horizontal axis so that they need to be rectified horizontally according to Equation 6.7.
And the left and right-side surfaces can be regarded as the back-surface rotated about
the vertical axis, so they are to be rectified vertically according to Equation 6.6.
In the same scene, the sizes of different surfaces should match up mutually. During
the reconstruction process, the rectified planes are to be further resized to ensure that all
pairs of the joint edges are of the same length. An example of the semi-corridor scene is
shown in Figure 6.6 to demonstrate the rectification algorithm. Four segmented surfaces
and their corresponding rectified results are presented.
6.5 3-D Coordinates Calculation
Now we have acquired all of the fractional components that we need to form a 3D
model. In this section, we discuss how to assemble these components by calculating the
3D coordinates for each pixel. The coordinates can uniquely determine the locations of
the pixels in 3D space.
Pixels are first converted from the 2D image coordinate system into a normalized 3D
coordinate system (see Figure 6.7) based on the geometric components which the pixels
belong to. The process of conversion is developed to ensure that each component is
continuous and compact in the 3D space. Comparing to most of the related work of depth
reasoning, we not only estimate a depth map which is of the same size as the image, but
also the whole three-dimensional coordinates. Thus, the overall reconstruction becomes
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Figure 6.6: Plane rectification results are shown.
x’
z’
y’
x
y
Figure 6.7: The conversion from the 2D image coordinates to the 3D coordi-
nates.
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PPPPPPPPSurface
Axis
x
′
y
′
z
′
Roof (x, y) x
′
=
x
Wrf
y
′
= 1 z
′
= 1− (Hrf − y)
max(Hrf , Hg)
Ground (x, y) x
′
=
x
Wg
y
′
= 0 z
′
= 1 −
y
max(Hrf , Hg)
Back (x, y) x
′
=
x
Wb
y
′
= 1− y
Hb
z
′
= 1
Left-side (x, y) x
′
= 0 y
′
= 1− y
Hls
z
′
= 1 −
(Wls − x)
max(Wls,Wrs)
Right-side (x, y) x
′
= 1 y
′
= 1− y
Hrs
z
′
= 1 −
x
max(Wls,Wrs)
Table 6-C: The 3D coordinates reasoning for the five types of regular surfaces.
more immersively intact and realistic.
The basic guide for the 2D-to-3D coordinates conversion is the reference models and
the intra-scene hierarchy. The reference models help identify the geometric components
and the hierarchy organizes these components in a 3D space. We use three space scaling
factors kx,y,z to control the spatial proportion of the scene volume. Before the scaling
factors are assigned, the surfaces are put in relative locations in a normalized cube
space. Then, based on the locations of the surface-level components, we can calculate
pixel coordinates for the sub-surface components by reasoning their relative location
to the surface. In the tree of the intra-scene hierarchy, all of the ith-level components
can acquire their 3D coordinates only by quoting the coordinates of their corresponding
components at the (i − 1)th-level. At last, we explain how we determine the scaling
factors and attempt to estimate the absolute depth of the scene.
6.5.1 Inter-Surface Relative Depth
Initially, scenes are reconstructed in a normalized space (x
′
, y
′
, z
′
) which has the side-
length set to 1, x
′
, y
′
, z
′ ∈ [0, 1]. To make the scene well fit in the unit space, we first
determine the endpoint pixels of the three axes. Referring to Figure 6.7, for x
′
-axis,
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left-side surface is located in plane x
′
= 0 and the right-side surface is in plane x
′
= 1.
For y
′
-axis, roof is in plane y
′
= 1 and ground is in plane y
′
= 0. For z
′
-axis, if we ignore
the distance from the camera to the projection plane, the lowest row of the ground
surface, the highest of the roof surface or the sides of the side-surface are possible to be
located in plane z
′
= 0 depending on which surface has the larger height or width and
the back surface is located in plane z
′
= 1. Then, for each plane, we start by assigning
coordinates to the four vertices. For example, the 3D coordinate for vertex (1, Hrf )
on roof-surface is set to (0, 1, 1). Since the four vertices lie in the same plane, we can
locate other intermediate pixels extendedly across the plane formed by the vertices. In
Table 6-C, the mapping relations (x, y) → (x′ , y′ , z′) are formulated for calculation. It
can be noticed that for some surfaces, the conversion equations jointly depend on the
size of other surfaces. For images which do not have all five types of surfaces, the absent
ones will be considered to have the size of 0× 0. Therefore, all pixels from each surface
segment can be converted into 3D coordinates following the formulation in Table 6-C
and at this stage, we can achieve a textured 3D model which assembles the reference
model by re-organizing the image pixels in the unit space.
6.5.2 Intra-Surface Relative Depth
For components derived from the surface-level, their composing pixels get the 3D coordi-
nates from the attached surface of the component. Since the component is originally part
of the surface, they would have already been given the coordinates (x
′
, y
′
, z
′
), where x
′ ∈
Xo, y
′ ∈ Yo, z′ ∈ Zo and Xo, Yo, Zo are the domain of the component o. According to
the type of the attached surface, we summarize the relative depth calculation of the sub-
surface components in Table 6-D. (xo, yo, zo) represents the 3D coordinates for component
o. As we can see, the calculation for o is only depending on the location of its attached
surface (x
′
, y
′
, z
′
). For the components affiliated to the back surface, their depths (zo) are
shortened by co, which is a small value uniquely set for o, such that different objects are
popped-forward at different depths. Normally, for adjacent objects, we set co proportion-
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PPPPPPPPSurface
Axis
xo yo zo
Roof xo = x
′
yo = y
′ − (z′ −min(Zo)) zo = z′
Ground xo = x
′
yo = z
′ −min(Zo) zo = min(Zo)
Back xo = x
′
yo = y
′
zo = z
′ − co
Left-side xo = z
′ −min(Zo) yo = y′ zo = z′
Right-side xo = x
′ − (z′ −min(Zo)) yo = y′ zo = z′
Table 6-D: The relative depth formulation for the sub-surface components
ally to the object size in order to make a foreshortening effect that bigger object comes
closer to the viewer. There is one constraint for co, (1−max{co}) > max{zo ∈ ground}.
This ensures that no back-surface object could come closer than any ground-surface
object.
6.5.3 Scaling Factors
To obtain the three scaling factors, we examine the size of each surface segment. We
assume that the depth D of the scene volume is based on the size of the back-surface,
D = log(Σi∈I/Σi∈back−surface). For scenes where no back-surface is presented, the height
of the roof or ground-surface and the width of the left or right-side surface are used to
indicate D. Because of perspective distortion, these indexes will not be greater than
the image size. So we assume D by doubling the maximum value of the indexes set,
D = 2 ·max(Hrf , Hg,Wls,Wrs)/H. Therefore, we have the three scaling factors which
are defined to reflect the proportion of the volume of the scene.
kx =
W/H
max(W/H, 1, D)
, ky =
1
max(W/H, 1, D)
, kz =
D
max(W/H, 1, D)
(6.8)
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6.6 Evaluation and Comparison
In this section, we demonstrate the visual results of scene reconstruction in 3D space.
Experiments are conducted on the SBD dataset [112] and the Make3D dataset [67].
As described in Chapter 5, the SBD dataset consists of scene images of the size 320 ×
240. Except the annotation of the geometric reference model provided by us, no other
depth related ground truth is available for the SBD dataset. The Make3D dataset
was collected and published by Saxena et al. [67]. We used their training and testing
datasets for the objective evaluation of our system. In total, the Make3D dataset consists
of 535 images with depth ground truth. The ground truth was obtained by a laser
scanner. The RGB image is of the size 1704×2272 and the size of the depth grid is 55×
305. No other forms of annotations are available for the Make3D dataset including the
geometric reference models and the semantic labels. Therefore, the learning models for
semantic labelling and geometric recognition trained based on the SBD dataset are used
for the experiments on the Make3D dataset. The reconstruction results are evaluated
subjectively and quantitatively, and comparisons show the advantages of our approach.
We also analyse the negative results when the algorithm makes faulty estimates and
point to directions for further improvements.
6.6.1 Subjective Evaluation
In Table 6-E, some reconstructed scene models are shown to demonstrate the effect of the
shape of the scene reasoning by geometric classification. The original 2D image and two
3D models from side-views are presented in each row. When the reconstructed models
are generated, the roof surfaces are tilted up by certain degree so that one can visually
reach the content in large depth more easily. The density of reconstruction corresponds
to the third level of the intra-scene hierarchy. Once the image has been correctly assigned
to its geometric class, the environmental structure can be recovered neatly and efficiently
without complicated calculation since the reference geometry restricts the structure of
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the synthesized 3D model. We highly value the global continuity of scenes and treat
scenes as a whole. The results of other work present random noise frequently since they
only model the local correlations which are unstable and difficult to control. We have
achieved accurate estimation on background scenes by bypassing foreground objects.
Foreground occlusion is a major problem suffered in the research of scene reasoning
related subjects. Once the underlying structures have been found, the re-built models
could be very realistic and visually pleasant since image textures produce a deceptive
effect on local depth. The omitted details are made up by image texture nicely. In other
approaches, much unpredicted noise will be caused in company with the effort of fine
detail recovery from a low-quality single image, resulting in more negative effects than
good. In contrary, our approach cleverly accomplishes the task with the least effort.
2D Image 3D left-side view 3D right-side view
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Table 6-E: The results of scene reconstruction in comparison
to the original 2D images.
For a fair subjective evaluation, we invited several evaluators who do not have back-
ground knowledge on this area to help carry out the human-based opinion polls. Each
evaluator was asked to choose an array of 15 random images. For each image, the
reconstructed 3D model is generated first. Evaluators can rotate or zoom the model at
their wills and were asked to score the acceptance of the model from two aspects – the
background quality of the scene and the overall quality. Next, the evaluator can see the
original 2D image for comparison to score the accuracy of the reconstructed model from
the two aspects stated above. The scope of the score is from 1 to 10 where 10 represents
the highest quality of reconstruction. Their subjective rating results are shown in Table
6-F. We can see that the acceptance scores are generally higher than the accuracy scores.
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Scene back-
ground accep-
tance
Overall accep-
tance
Scene back-
ground accu-
racy
Overall accu-
racy
Evaluator1 7.93 7.80 7.93 7.67
Evaluator2 8.40 8.20 7.93 7.93
Evaluator3 8.07 7.13 7.53 6.80
Evaluator4 8.73 8.27 8.07 7.93
Evaluator5 7.53 7.13 7.13 6.80
Evaluator6 8.27 8.20 7.80 7.67
Average 8.16 7.79 7.80 7.47
Table 6-F: Results obtained from human-based opinion polls
This result reflects that when it is difficult to make an accurate estimate, our method can
reconstruct the most possible 3D model that matches well with human depth perception.
Thus, humans would accept the reconstructed scene better even though it is not a highly
precise reconstruction to the original. In table 6-F, we can also find that the scores for
the background of the scene are higher than the overall scores. The reason is that the
focus of our work is scene structure reasoning. Most of the effort has been dedicated
to the understanding of the background scene instead of detailed objects. However, our
system is open to integrate other modules which focus on local dense reconstruction. In
the future, it could be developed into a more comprehensive system that tackles both
foreground and background reconstructions equally well. Hoiem et al. also subjectively
evaluated their work and reported that 30% of outdoor scenes resulted in accurate mod-
els in [34]. Saxena et al. reported that 62.1% of their reconstructed models were better
than the ones generated by Hoiem’s method (evaluated by one person) [121]. Compared
with the qualitative evaluations carried out by Hoiem and Saxena, our way is more com-
prehensive and reliable. Faulty cases of both methods are compared with our negative
results in later section.
6.6.2 Quantitative Evaluation
For the images with depth ground truth, we can quantitatively evaluate the quality of the
reconstructed model. One way is to calculate the average difference between the ground
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truth and the predicted depth. For comparison, the naive relative error is measured as
follows for image I,
εr =
1∑
I
∑
p∈I
|gp − zp|
gp
(6.9)
where p ∈ I indicates image pixels, zp is the estimated depth and gp is the ground truth
of the depth for pixel p.
In addition to the relative error rates, we have also defined a specific metric, the visual
quality index (VQI), to assess the visual quality of the hierarchically reconstructed model.
The index is fully aware of the features of human visual acuity by weighting the relative
error depending on the location, size and hierarchical rank of the geometric component.
The VQI is defined as follows,
V QI =
1∑
I
∑
p∈I
∣∣∣∣log riαi (gp + 0.5)− log riαi (zp + 0.5)
∣∣∣∣ (6.10)
where ri and αi are the rank and area of the component i in the intra-scene hierarchy. For
pixels p ∈ i, the area is defined as αi =
∑
p∈i /
∑
p∈I . The VQI reflects the habit of human
visual perception in the quantitative evaluation and it sets a more efficient objective
for the visual quality of the reconstructed model instead of unnecessarily pursuing the
absolute reality. Some results are shown in Table 6-G to demonstrate the effectiveness
of the VQI. By subjective judgement, we can observe that the reconstructed model of
the first image is worse than the second one. However, the relative error fails to evaluate
these two results fairly by suggesting the second model has a higher error rate. Under
this circumstance, the VQI values suggest that the quality of the second reconstruction
is better than the first one. At the same time, for most cases, the relative error and the
VQI are consistent to give a general evaluation, like the second and the third images in
Table 6-G. These results show that the reconstructed models can be better evaluated by
the VQI. The average relative error across the Make3D testing dataset is 1.5542 and the
average VQI is 0.1773.
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2D image 3D model εr VQI
0.5009 0.1544
0.8935 0.1243
0.7119 0.1204
Table 6-G: The effectiveness of the VQI for objective evaluation.
6.6.3 Error Analysis
As part of a comprehensive evaluation on the final results, we summarize and analyse
the failed cases of reconstruction as well. For our method, two common types of faulty
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cases are discovered and the examples are presented in Table 6-H. The first model of
our approach shows an obvious faulty scene geometry caused by wrong classification.
The scene should be classified into the enclosed scene geometry but it is mistakenly
classified into a straight back-surface and ground geometry. The reason is that the tall
tree element in the middle is considered as part of the background. The failure from
negative classification could be avoided by further improving the classification accuracy.
The second common fault results from a wrong segmentation. It happens occasionally
when the image regions are not segmented correctly or similar objects are connected
with each other. This fault usually will not cause devastating 3D view. Comparing our
negative results with Saxena’s approach Make3D [68], as seen in Table 6-H, we can see
the advantage of the scene reference model based reconstruction. The failure of Make3D
shows multiple distorted surfaces assembling a scene that is thoroughly impossible in the
real world, whereas, our method can successfully avoid such unrealistic reconstructions.
Compared with the results by Hoiem’s method [111], our models are more concrete and
present better spatial resolution.
We find an interesting phenomenon while evaluating the performance of the recon-
struction algorithm. Some images are classified into the wrong geometries and still could
be reconstructed to acceptable models to some evaluators. This surprising effect benefits
from the use of our reference models and once again demonstrates the importance of the
proposed 2-phase hierarchy which rules the shape of the scene globally and reasonably.
6.7 Summary
Figure 6.8 illustrates the general process of the intact scene reconstruction algorithm.
Given the scene geometric classification result, we adaptively choose the suitable meth-
ods to reason for the geometric components of the scene and locate the pixels in a 3D
coordinate system based on the intra-scene hierarchy. The 2D image is segmented into
principle surface and sub-surface components in the sequence of the hierarchical ranks
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Method Image 3D model Image 3D model
Saxena[68]
Hoiem[111]
Ours
Table 6-H: The faulty results made by our and other approaches are presented.
and then the geometric components are assembled in the 3D space according to their
correlations. We demonstrated the results visually and quantitatively to show the high
efficiency and good effectiveness of this approach. Foreground occlusion and local ran-
domness problems are well resolved. Error cases are analysed to find future directions
of improvements.
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Figure 6.8: Summary of the main process of the adaptive scene reconstruction
algorithm
Chapter 7
Conclusions and Future Work
This thesis focuses on the issue of monocular 3D reasoning which is motivated by the fact
that user requirements for 3D visual experience have become more and more demanding
in this decade. Although binocular camera and depth sensor mounted camera have
emerged and become available in the market recently, such equipments that can directly
generate 3D contents are far from extensive popularization. Moreover, their applications
are generally restricted to the recognition level or only work in indoor environment, such
as the Microsoft Kinect, so that the automatically achieved 3D effect is quite elementary.
In this thesis, we make use of the least input resource – a single image – to achieve good
3D visual effect of the reconstructed scene through a highly efficient approach.
There are four main technical aspects of our contributions which are presented respec-
tively in chapters 3 to 6.
 In Chapter 3, a shape of the scene description system is proposed to hierarchically
organize and recognize general scenes and the internal components of a scene that
could possibly be presented in an image. We construct a number of geometric
reference models to represent general scene geometries. The spatial density of the
simulated 3D model of a scene gets higher as the depth of the description hier-
archy gets deeper. By an examination of the dataset and a fair comparison, we
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demonstrate that our description system is applicable to general images compre-
hensively and can give a concise 3D representation to the scene. In chapters 4 to
6, we show that the right analytic approach of recognition can make the holistic
3D scene reconstruction more efficient and realistic.
 In Chapter 4, we identify the recognition of the scene shape as the first step towards
holistic 3D reconstruction. We apply some conventional low-level features in our
system to evaluate our scene analytic method presented in chapter 3 and the effec-
tiveness of these features. The features were used as indicative cues in the previous
work on scene geometry related recognition and estimation. By classification, we
show that an input image can be associated with its best fit reference model. Dif-
ferent features which were utilized alone in other methods are jointly employed in
our proposed feature sensitivity-aware classification strategy which allows different
features to perform on their most effective domains. As shown in the results, the
combinational method gives a higher recognition rate of scene geometry at lower
cost.
 In Chapter 5, to further improve the performance of scene shape recognition, we
explore the method to imply scene geometric features from the semantics of an
image. We propose high-level features which are based on image semantics and
have developed a specific rule-based classifier for scene geometry recognition. The
experiments have demonstrated the effectiveness and efficiency of both the high-
level features and the rule-based classifier. The recognition rate was improved
significantly.
 In Chapter 6, an adaptive 3D scene reconstruction algorithm is proposed based
on scene geometric reference models. The novelty of this approach is of two folds.
Firstly, the reconstruction is done adaptively and hierarchically based on our shape
of the scene description system. The principle and detailed components of a scene
are identified sequentially through different methods according to the character-
istics of the geometric reference model of the image. The final result of the 3D
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model is highly constrained by the global structure of general scenes, leading to
less randomness and reduced the possibility of unrealistic reconstruction. Secondly,
this algorithm is highly efficient to generate the most suitable 3D model which well
accords with the human visual acuity. Efforts are effectively saved by ignoring some
redundant details which human eyes will not notice. We propose the visual quality
index to better evaluate the reconstructed results. Subjective and objective evalu-
ations show the advantages our algorithm comparatively to other state-of-the-art
approaches.
The research can be concluded by the following statement: monocular 2D image to
3D model conversion of the shape of the scene can be efficiently achieved by the proposed
integrated system of scene description, recognition and reconstruction algorithms.
Based on the conclusions and the analysis on limitations of our work, some possible
future directions of the subsequent work and conceivable enhancements are summarised
in the following areas.
 More realistic and complex scene geometries could be added into the system. Some
dense reconstruction algorithms could be integrated into the framework for enrich-
ing local objects.
 In parallel, better features and classification strategies are worth to be further
studied.
 The scale of the dataset can be further enlarged to give more assuring results as
the current work is elaborated on some manually annotated images of small scales.
Specific data can be collected from corresponding environments for the specific
applications to enhance the performance, such as images from social networks or
of robotic views.
 Panoramic restoration is a possible application that can be developed by combining
multiple geometries according to the continuity property of scene structures.
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 The system could be extended to accept video inputs so that the output of the
reconstructed scene can be extended in the space into panorama.
As can be seen, besides the few topics mentioned above, much performance enhance-
ment can be achieved and more advanced approaches will be developed in the future.
The research presented in this thesis may provide a concrete basis towards the perfect
monocular 3D reasoning framework.
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Appendix B
Improved indoor scene geometry
recognition from single image
based on depth map
Interpreting 3D structure from 2D images is a problem yet to be well solved in computer
vision. Prior work has been made to tackle this issue mainly in two different ways
depth estimation from multiple-view images based on geometric triangulation and depth
reasoning from single image depending on monocular depth cues. Both solutions do not
involve direct depth map information. In this work, we captured a RGBD dataset using
Microsoft Kinect depth sensor. Approximate depth information is acquired in the fourth
channel (aside from the RGB channels) and employed as an extra reference for 3D scene
geometry reasoning. It helps to achieve better estimation accuracy. Nine basic geometric
models are defined for general indoor enclosed-view scenes. Then we extract colour and
depth features from all four of the RGBD channels. Sequential Minimal Optimization
SVM is used in this work as an efficient classification tool. Figure B.1 illustrates the
framework of the proposed method. Experiments are implemented to compare the results
of this approach with previous work that did not have the depth channel as input.
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Figure B.1: Illustration of the proposed framework
B.1 Introduction
As the depth sensor mounted camera such as Microsoft Kinect emerges recently, the
possibility of obtaining the depth reference directly from a physical scene makes a big
difference on the solution of our problem. Currently, Kinect camera is mainly utilized
for detecting and tracking the moving foreground object from its background. The
installation of Kinect is not complicated and the price is not expensive. We foresee
that Kinect or its variations could be popularized like the web camera. Therefore, it
is worth to exploit and develop potential applications. To study the problem of real
world 3D scene reconstruction from single image, we consider the recognition of scene
geometric patterns as the first step. Better recognition accuracy significantly influences
the reconstruction accuracy. The contribution of the proposed approach could play a
crucial part in the solution of the general monocular reconstruction problem. Therefore,
the work elaborated below has great potential impact in practice.
Although the work based on single RGB image is very important for a general 3D
reasoning system, if the reference depth is available to be used with the 2D image, the
performance could be even better. By adopting cameras with depth sensor, we introduce
new features extracted from the depth map, blend them with colour map features and use
the feature sensitivity aware post-classification approach to further improve the current
solution of this problem from a new angle.
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Figure B.2: Example of colour map/depth map/reference model for the 9
enclosed scene classes
B.2 Enclosed Scene Geometries for Indoor Images
Considering the interior structure of a building, some regular construction rules are
observed. Indoor scenes appear as only a limited number of variations in terms of their
spatial structures. In this thesis, we define 9 geometric reference models for the indoor
scenes under the enclosed-view main class. Figure B.2 illustrates respectively the colour
map image, the depth map image and the reference model of these 9 classes.
As regards to the real world regularity, one assumption is made that all the models
are box-shaped structure. In Figure B.2, all the model illustrations are taken by camera
almost parallel to the ground. For the implementation of model fitting, we allow slight
angle deviation of the camera. We value the surface layout that forms the scene more
than the fine texture of the facade or detailed objects. Ideally, all of the non-geometric
details should be irrelevant to the classifiers we built. These models are pure geometric
representations of the indoor environment.
B.3 Feature Selection
In this section, we discuss how to disclose the valuable information contained in the
depth channel of an image. Before we do feature extraction, pre-processing is necessary
to reduce some kinds of noise in the depth maps captured by the Kinect. Among indoor
scenes, glass material appears very often as windows or doors. The depth sensor of Kinect
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fails to detect the position of a glass surface due to the effect of reflection. Therefore,
patches of porous black blocks show up. We close these holes by using a median filter
which has the window size of 5 × 5. Each depth map is put through the filter twice to
smooth the impulsive noise. Thus, we get better depth maps which mainly show the
trends of depth changing instead of trivial details.
B.3.1 Features of depth map
It is obvious that the depth channel of an image shows different characteristics compared
with colour channels. Therefore, we should select features adaptively to optimize system
performance. In this work, we apply three different kinds of features on the depth maps
- Histogram of Oriented Gradient features (HOG) [122], Local Binary Patterns features
(LBP) [123] and Histogram of Depth Distribution (HDD) features - and we evaluate the
result in section B.4.
HOG features are very popular recently in relevant fields of research. It calculates the
histograms of oriented gradient which are normalized in a local basis. The parameters
include the number of bins of the orientations, the cell size and the normalization block
size. In this work, we tested various combinations of these parameters and chose to set
the optimal parameters as {binnum = 9; cellsize = 16×16; blocksize = 2×2; L2norm v →
v√
‖v‖22 + 2
}. All the experimental results shown later are implemented based on this
setting.
LBP is also typical features used for classification in computer vision. It performs
well on texture discrimination. Pixel value differences of neighbouring pixels together
with their location correlations are calculated at the same time. For depth map pixels, if
they belong to the same physical plane, the patterns of their local depth change trends
would appear to be similar, namely, similar feature vectors. By examining the values
of LBP features, the surface layout information could be easily revealed. By practical
implementation, we chose {cellsize = 8× 8} as the optimal parameter for this feature.
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Both features mentioned above are the ones that usually applied for RGB data.
However, depth data are relatively different from RGB data. Therefore, we propose
HDD features to be applied specifically on depth maps for classification. We divide
the depth matrix into 4 × 4 patches. The following process is applied on each patch
respectively. We separate the depth map into different layers according to their depth
values. The parameter binnum decides how many layers are set. At each depth layer,
we calculate the pixel distribution histogram along both x (horizontal) and y directions.
xbin and ybin determine the histogram bin number along the two directions. To trade-off
the computational complexity and the system performance, we set the parameters to
{binnum = 8; xbin = 8; ybin = 8}. One convenient advantage of this feature is that there
is no need for local normalization since it is a global feature and the total number of
pixels remains constant.
B.3.2 Blend depth features with RGB features
Gist features and geometric context features perform well on colour maps. To fairly
compare the experimental results, we extract these features from RGB channels as well
and concatenate them with depth features. To avoid one kind of features out-weighting
the others, we need to normalize the depth features. We obtain its weight by extracting
the colour map features on the depth channel and keep record of its energy. Then we
weight the depth channel features by the parameter ε to make sure the same energy
remained.
B.4 Experimental Results and Analysis
Experimental results are elaborated in this section to validate the effectiveness of the
features on the dataset that we collected. We use Sequential Minimal Optimization
(SMO) SVM [124] as the machine learning tool to implement the experiments. SMO is an
approach to fasten the conventional SVM. It is approved to be an effective classification
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tool. In fact, we also tried other machine learning approaches including Bayesian network
and random forest. Since SMO gives the best results in this context, all the results
shown are based on SMO. In addition, we implement 10-fold cross validation to ensure
the consistency and reliability of the conclusion.
B.4.1 Data acquisition
Recently, the Kinect sensor launched by Microsoft becomes very popular to help in
research. It acquires depth information in a practical ranging limit of 1.2 - 3.5 m distance
when used with the Xbox software and can maintain tracking through an extended range
of approximately 0.7 - 6 m. We collected a RGBD dataset for the experiments in this
section by a single Kinect camera. This dataset consists of around 2 hundreds images
of the resolution of 640 × 480 pixels for all the four channels. We only capture indoor
scenes because of the limitation of Kinect’s working conditions. The lighting conditions
include general sun lighting, electronic lighting and several very poor lighting samples
(which are very challenging cases that show the robustness of the proposed approach).
B.4.2 Separate evaluation of different features
HOG, LBP and HDD features that mentioned in section B.3 are tested separately for
performance comparison. Averagely, all of the three kinds of features can achieve accu-
racy rate around 80% which is much higher than the result run on normal colour map
inputs. As to give a fair comparison, we also tested the geometric context features
and Gist descriptors on the colour maps of our images. The resulted recognition rates
are 48.47% and 68.87% respectively as shown in Table B-B. This shows indoor-scene
geometric recognition is significantly improved with the acquisition of depth channel
information.
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Class Prior Prob. HDD HOG LBP Combinational results
RM14 0.158 0.806 0.903 0.806 0.871
RM15 0.133 0.731 0.808 0.615 0.769
RM10 0.153 0.700 0.867 0.767 0.867
RM16 0.128 0.760 0.800 0.840 0.880
RM8 0.082 0.625 0.688 0.688 0.688
RM9 0.189 0.946 0.865 0.892 0.946
RM11 0.112 0.863 0.818 0.682 0.863
RM13 0.031 0.667 0.833 0.667 0.833
RM12 0.015 0.000 0.667 1.000 1.000
Table B-A: Comparison of different features and the combinational results
No. Method Accuracy(%)
1 Geometric Context features on colour map 48.47
2 Gist features on colour map 68.87
3 #2 × HDD on depth map 83.16
4 #2 × HOG on depth map 77.55
5 #2 × LBP on depth map 77.04
6 The proposed combinational approach 86.22
Table B-B: Comparison of different methods
B.4.3 Combinational evaluation - feature sensitivity aware post-classification
As we investigate the per-class accuracy result in Table B-A, we find that different
features show different degrees of sensitivity for different classes. Table B-A highlights
the best feature for each geometric class. It is interesting that the features actually
performed quite complementary with each other. We take advantage of this observation
and apply an approach that does post-processing to the classification results we already
obtained from the three features.
We take the predictions resulted by the three features for comparison. For those
images which get non-unanimous votes, we pick the result from the feature that has
the best prediction rate on the predicted class. When two features are on a tie, we
look up the confusion matrix and pick the one which has the lower error rate against
the prediction of the other feature. Therefore, by the proposed statistic based post-
classification processing, the final result is further optimized and can be upgraded to
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Figure B.3: The confusion matrix of the final results
86.22% which is higher than all of the previous results. The confusion matrix of the final
result is illustrated as Figure B.3.
B.5 Summary
We proposed an approach to improve the indoor scene geometric recognition from single
image. We capture the depth reference which is in an extra channel to the normal RGB
image using depth sensing camera. The quality of the input images is of relatively low
resolution and the requirement of the lighting condition is significantly less demanding
than many other approaches with the aid of the depth reference. We proposed HDD
depth map features and investigated two other depth descriptors. We blended them
with RGB based descriptors respectively and compared the results comprehensively with
literature work. In addition, we found the effective sensitivity of different features to
different scene geometric patterns and developed a statistic based post-classification
approach to further improve the system performance. By experimental results, we prove
that our approach works better than the colour-based algorithms and show reliability and
robustness in the same time. In the future, by defining the correlations between image
colour information and depth information, we could apply the models that are trained
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Figure B.4: The results of the reconstructed 3D indoor scenes based on the
scene geometric recognition approach.
by RGBD images to non-depth images and achieve better recognition result on other
datasets. Furthermore, good scene geometric structure recognition rate will make great
contribution to the problem of immersive 3D scene reconstruction from single image as
well. Some reconstructed examples are shown in Figure B.4.
References
[1] Derek Hoiem, Alexei A Efros, and Martial Hebert. Recovering surface layout from
an image. International Journal of Computer Vision, 75(1):151–172, 2007.
[2] David Marr. Vision: A computational investigation into the human representation
and processing of visual information, henry holt and co. Inc., New York, NY,
page 2, 1982.
[3] Steven M Lehar. The world in your head: A gestalt view of the mechanism of
conscious experience. Psychology Press, 2003.
[4] Watcher. Watching the world wake up: I have lens envy. http://watchingthew
orldwakeup.blogspot.co.uk/2008/11/i-have-lens-envy.html.
[5] Dana H Ballard. Generalizing the hough transform to detect arbitrary shapes.
Pattern recognition, 13(2):111–122, 1981.
[6] J-M Geusebroek, Arnold WM Smeulders, and Joost Van De Weijer. Fast anisotropic
gauss filtering. Image Processing, IEEE Transactions on, 12(8):938–943, 2003.
[7] Aude Oliva and Antonio Torralba. Modeling the shape of the scene: A holistic
representation of the spatial envelope. International journal of computer vision,
42(3):145–175, 2001.
[8] David C Lee, Martial Hebert, and Takeo Kanade. Geometric reasoning for single
image structure recovery. In Computer Vision and Pattern Recognition, 2009.
CVPR 2009. IEEE Conference on, pages 2136–2143. IEEE, 2009.
[9] Shai Avidan and Amnon Shashua. Trajectory triangulation: 3d reconstruction of
moving points from a monocular image sequence. Pattern Analysis and Machine
Intelligence, IEEE Transactions on, 22(4):348–357, 2000.
144
Bibliography 145
[10] Shahram Izadi, David Kim, Otmar Hilliges, David Molyneaux, Richard Newcombe,
Pushmeet Kohli, Jamie Shotton, Steve Hodges, Dustin Freeman, Andrew Davison,
et al. Kinectfusion: real-time 3d reconstruction and interaction using a mov-
ing depth camera. In Proceedings of the 24th annual ACM symposium on User
interface software and technology, pages 559–568. ACM, 2011.
[11] Whitman Richards, Allan Jepson, and Jacob Feldman. Priors, preferences and
categorical percepts. Perception as Bayesian inference, pages 93–122, 1996.
[12] Aude Oliva and Antonio Torralba. Modeling the shape of the scene: A holistic
representation of the spatial envelope. International journal of computer vision,
42(3):145–175, 2001.
[13] Derek Hoiem, Alexei A Efros, and Martial Hebert. Geometric context from a
single image. In Computer Vision, 2005. ICCV 2005. Tenth IEEE International
Conference on, volume 1, pages 654–661. IEEE, 2005.
[14] Vladimir Nedovic, Arnold WM Smeulders, Andre´ Redert, and Jan-Mark Geuse-
broek. Depth information by stage classification. In ICCV, pages 1–8. Citeseer,
2007.
[15] Malisa Ana Plesa and William Cartwright. Evaluating the effectiveness of non-
realistic 3d maps for navigation with mobile devices. In Map-based mobile services,
pages 80–104. Springer, 2008.
[16] Richard M Warren and Roslyn P Warren. Helmholtz on perception: Its physiology
and development. 1968.
[17] James J Gibson. The perception of the visual world. 1950.
[18] HG Barrow and JM Tenenbaum. Computer vision systems. Computer vision
systems, page 2, 1978.
[19] David Marr and Tomaso Poggio. A computational theory of human stereo vision.
Proceedings of the Royal Society of London. Series B. Biological Sciences, 204
(1156):301–328, 1979.
[20] David Marr and Ellen Hildreth. Theory of edge detection. Proceedings of the
Royal Society of London. Series B. Biological Sciences, 207(1167):187–217, 1980.
[21] Irving Biederman. On the semantics of a glance at a scene. Perceptual organiza-
Bibliography 146
tion, pages 213–253, 1981.
[22] Irving Biederman. Recognition-by-components: a theory of human image under-
standing. Psychological review, 94(2):115, 1987.
[23] Jan J Koenderink. The structure of images. Biological cybernetics, 50(5):363–370,
1984.
[24] Jan J Koenderink, Andrea J Van Doorn, and Astrid ML Kappers. Pictorial surface
attitude and local depth comparisons. Perception & Psychophysics, 58(2):163–173,
1996.
[25] Jan J Koenderink. Pictorial relief. Philosophical Transactions of the Royal Society
of London. Series A: Mathematical, Physical and Engineering Sciences, 356(1740):
1071–1086, 1998.
[26] James Jerome Gibson. The senses considered as perceptual systems. 1966.
[27] Golan Levin. Computer vision for artists and designers: pedagogic tools and
techniques for novice programmers. AI & SOCIETY, 20(4):462–482, 2006.
[28] Antonio Criminisi, Ian Reid, and Andrew Zisserman. Single view metrology.
International Journal of Computer Vision, 40(2):123–148, 2000.
[29] Kevin Murphy, Antonio Torralba, and William Freeman. Using the forest to see
the trees: a graphical model relating features, objects and scenes. Advances in
neural information processing systems, 16:1499–1506, 2003.
[30] Thomas Serre, Lior Wolf, and Tomaso Poggio. Object recognition with features
inspired by visual cortex. In Computer Vision and Pattern Recognition, 2005.
CVPR 2005. IEEE Computer Society Conference on, volume 2, pages 994–1000.
IEEE, 2005.
[31] Wenyi Zhao, Rama Chellappa, P Jonathon Phillips, and Azriel Rosenfeld. Face
recognition: A literature survey. Acm Computing Surveys (CSUR), 35(4):399–458,
2003.
[32] Ashutosh Saxena, Ankit Anand, and Amitabha Mukerjee. Robust facial expres-
sion recognition using spatially localized geometric model. In International conf
systemics, cybernetics and informatics (ICSCI), 2004.
[33] Sameer Agarwal, Yasutaka Furukawa, Noah Snavely, Ian Simon, Brian Curless,
Bibliography 147
Steven M Seitz, and Richard Szeliski. Building rome in a day. Communications
of the ACM, 54(10):105–112, 2011.
[34] Derek Hoiem, Alexei A Efros, and Martial Hebert. Automatic photo pop-up. In
ACM Transactions on Graphics (TOG), volume 24, pages 577–584. ACM, 2005.
[35] Michelle Karg, A Samadani, Rob Gorbet, K Kuhnlenz, Jesse Hoey, and Dana Kulic.
Body movements for affective expression: A survey of automatic recognition and
generation. 2013.
[36] Roger Y Tsai. A versatile camera calibration technique for high-accuracy 3d
machine vision metrology using off-the-shelf tv cameras and lenses. Robotics and
Automation, IEEE Journal of, 3(4):323–344, 1987.
[37] Ian H Witten and Eibe Frank. Data Mining: Practical machine learning tools and
techniques. Morgan Kaufmann, 2005.
[38] Christopher M Bishop et al. Pattern recognition and machine learning, volume 1.
springer New York, 2006.
[39] Michael Collins, Robert E Schapire, and Yoram Singer. Logistic regression,
adaboost and bregman distances. Machine Learning, 48(1-3):253–285, 2002.
[40] Derek Hoiem, Alexei A Efros, and Martial Hebert. Geometric context from a
single image. In Computer Vision, 2005. ICCV 2005. Tenth IEEE International
Conference on, volume 1, pages 654–661. IEEE, 2005.
[41] Erick Delage, Honglak Lee, and Andrew Y Ng. A dynamic bayesian network model
for autonomous 3d reconstruction from a single indoor image. In Computer Vision
and Pattern Recognition, 2006 IEEE Computer Society Conference on, volume 2,
pages 2418–2428. IEEE, 2006.
[42] Ashutosh Saxena, Sung H Chung, and Andrew Y Ng. 3-d depth reconstruction
from a single still image. International Journal of Computer Vision, 76(1):53–69,
2008.
[43] Chih-Chung Chang and Chih-Jen Lin. Libsvm: a library for support vector
machines. ACM Transactions on Intelligent Systems and Technology (TIST), 2
(3):27, 2011.
[44] Shigeo Abe. Support vector machines for pattern classification. Springer, 2010.
Bibliography 148
[45] John Lafferty, Andrew McCallum, and Fernando CN Pereira. Conditional random
fields: Probabilistic models for segmenting and labeling sequence data. 2001.
[46] Joachim Niemeyer, Jan Dirk Wegner, Cle´ment Mallet, Franz Rottensteiner, and
Uwe Soergel. Conditional random fields for urban scene classification with full
waveform lidar data. In Photogrammetric Image Analysis, pages 233–244. Springer,
2011.
[47] Christopher J Pal, Jerod J Weinman, Lam C Tran, and Daniel Scharstein. On
learning conditional random fields for stereo. International journal of computer
vision, 99(3):319–337, 2012.
[48] Christopher JC Burges. A tutorial on support vector machines for pattern recog-
nition. Data mining and knowledge discovery, 2(2):121–167, 1998.
[49] Leo Breiman. Random forests. Machine learning, 45(1):5–32, 2001.
[50] Antonio Criminisi, Jamie Shotton, and Ender Konukoglu. Decision forests: A uni-
fied framework for classification, regression, density estimation, manifold learning
and semi-supervised learning. Foundations and Trends® in Computer Graphics
and Vision, 7(2–3):81–227, 2012.
[51] Mark Hall, Eibe Frank, Geoffrey Holmes, Bernhard Pfahringer, Peter Reutemann,
and Ian H Witten. The weka data mining software: an update. ACM SIGKDD
explorations newsletter, 11(1):10–18, 2009.
[52] Ruo Zhang, P-S Tsai, James Edwin Cryer, and Mubarak Shah. Shape-from-
shading: a survey. Pattern Analysis and Machine Intelligence, IEEE Transactions
on, 21(8):690–706, 1999.
[53] Atsuto Maki, Mutsumi Watanabe, and Charles Wiles. Geotensity: Combining
motion and lighting for 3d surface reconstruction. International Journal of Com-
puter Vision, 48(2):75–90, 2002.
[54] Jitendra Malik and Pietro Perona. Preattentive texture discrimination with early
vision mechanisms. JOSA A, 7(5):923–932, 1990.
[55] Jitendra Malik and Ruth Rosenholtz. Computing local surface orientation and
shape from texture for curved surfaces. International Journal of Computer Vision,
23(2):149–168, 1997.
Bibliography 149
[56] Tony Lindeberg and Jonas Garding. Shape from texture from a multi-scale per-
spective. In Computer Vision, 1993. Proceedings., Fourth International Confer-
ence on, pages 683–691. IEEE, 1993.
[57] Aaron Hertzmann and Steven M Seitz. Example-based photometric stereo: Shape
reconstruction with general, varying brdfs. Pattern Analysis and Machine Intelli-
gence, IEEE Transactions on, 27(8):1254–1264, 2005.
[58] Changchang Wu, J-M Frahm, and Marc Pollefeys. Repetition-based dense single-
view reconstruction. In Computer Vision and Pattern Recognition (CVPR), 2011
IEEE Conference on, pages 3113–3120. IEEE, 2011.
[59] Kevin Karsch, Ce Liu, and Sing Bing Kang. Depth extraction from video using
non-parametric sampling. In Computer Vision–ECCV 2012, pages 775–788. Springer,
2012.
[60] Ce Liu, Jenny Yuen, and Antonio Torralba. Sift flow: Dense correspondence
across scenes and its applications. Pattern Analysis and Machine Intelligence,
IEEE Transactions on, 33(5):978–994, 2011.
[61] Antonio Torralba and Aude Oliva. Depth estimation from image structure. Pat-
tern Analysis and Machine Intelligence, IEEE Transactions on, 24(9):1226–1238,
2002.
[62] Shahram Izadi, David Kim, Otmar Hilliges, David Molyneaux, Richard Newcombe,
Pushmeet Kohli, Jamie Shotton, Steve Hodges, Dustin Freeman, Andrew Davison,
et al. Kinectfusion: real-time 3d reconstruction and interaction using a mov-
ing depth camera. In Proceedings of the 24th annual ACM symposium on User
interface software and technology, pages 559–568. ACM, 2011.
[63] Nathan Silberman, Derek Hoiem, Pushmeet Kohli, and Rob Fergus. Indoor seg-
mentation and support inference from rgbd images. In Computer Vision–ECCV
2012, pages 746–760. Springer, 2012.
[64] Derek Hoiem, Alexei A Efros, and Martial Hebert. Putting objects in perspective.
International Journal of Computer Vision, 80(1):3–15, 2008.
[65] Pedro F Felzenszwalb and Daniel P Huttenlocher. Efficient graph-based image
segmentation. International Journal of Computer Vision, 59(2):167–181, 2004.
Bibliography 150
[66] Vladimir Nedovic, Arnold WM Smeulders, Andre Redert, and J-M Geusebroek.
Stages as models of scene geometry. Pattern Analysis and Machine Intelligence,
IEEE Transactions on, 32(9):1673–1687, 2010.
[67] Ashutosh Saxena, Min Sun, and Andrew Y Ng. Make3d: Depth perception from
a single still image. In AAAI, pages 1571–1576, 2008.
[68] Ashutosh Saxena, Min Sun, and Andrew Y Ng. Make3d: Learning 3d scene
structure from a single still image. Pattern Analysis and Machine Intelligence,
IEEE Transactions on, 31(5):824–840, 2009.
[69] Bryan C Russell and Antonio Torralba. Building a database of 3d scenes from user
annotations. In Computer Vision and Pattern Recognition, 2009. CVPR 2009.
IEEE Conference on, pages 2711–2718. IEEE, 2009.
[70] Isabelle Bu¨lthoff, Heinrich Bu¨lthoff, and Pawan Sinha. Top-down influences on
stereoscopic depth-perception. Nature neuroscience, 1(3):254–257, 1998.
[71] Hongjing Lu, Bosco S Tjan, and Zili Liu. Shape recognition alters sensitivity in
stereoscopic depth discrimination. Journal of vision, 6(1):7, 2006.
[72] Zhuowen Tu, Xiangrong Chen, Alan L Yuille, and Song-Chun Zhu. Image pars-
ing: Unifying segmentation, detection, and recognition. International Journal of
Computer Vision, 63(2):113–140, 2005.
[73] Feng Han and Song-Chun Zhu. Bottom-up/top-down image parsing with attribute
grammar. Pattern Analysis and Machine Intelligence, IEEE Transactions on, 31
(1):59–73, 2009.
[74] Amit Singhal, Jiebo Luo, and Weiyu Zhu. Probabilistic spatial context models for
scene content understanding. In Computer Vision and Pattern Recognition, 2003.
Proceedings. 2003 IEEE Computer Society Conference on, volume 1, pages I–235.
IEEE, 2003.
[75] Qianni Zhang and Ebroul Izquierdo. A multi-feature optimization approach to
object-based image classification. In Image and Video Retrieval, pages 310–319.
Springer, 2006.
[76] Li Fei-Fei, Robert Fergus, and Pietro Perona. One-shot learning of object cate-
gories. Pattern Analysis and Machine Intelligence, IEEE Transactions on, 28(4):
Bibliography 151
594–611, 2006.
[77] Gang Wang, Ye Zhang, and Li Fei-Fei. Using dependent regions for object catego-
rization in a generative framework. In Computer Vision and Pattern Recognition,
2006 IEEE Computer Society Conference on, volume 2, pages 1597–1604. IEEE,
2006.
[78] Pedro F Felzenszwalb, Ross B Girshick, David McAllester, and Deva Ramanan.
Object detection with discriminatively trained part-based models. Pattern Anal-
ysis and Machine Intelligence, IEEE Transactions on, 32(9):1627–1645, 2010.
[79] Erik B Sudderth, Antonio Torralba, William T Freeman, and Alan S Willsky.
Learning hierarchical models of scenes, objects, and parts. In Computer Vision,
2005. ICCV 2005. Tenth IEEE International Conference on, volume 2, pages
1331–1338. IEEE, 2005.
[80] Ross Girshick, Pedro Felzenszwalb, and David McAllester. Object detection with
grammar models. NIPS, 2011.
[81] R. B. Girshick, P. F. Felzenszwalb, and D. McAllester. Discriminatively trained
deformable part models, release 5. http://people.cs.uchicago.edu/ rbg/latent-
release5/.
[82] Bojan Pepikj, Michael Stark, Peter Gehler, and Bernt Schiele. Occlusion patterns
for object class detection. In Computer Vision and Pattern Recognition (CVPR),
2013 IEEE Conference on, pages 3286–3293. IEEE, 2013.
[83] Mohsen Hejrati and Deva Ramanan. Analyzing 3d objects in cluttered images. In
NIPS, pages 602–610, 2012.
[84] Li Fei-Fei and Pietro Perona. A bayesian hierarchical model for learning natural
scene categories. In Computer Vision and Pattern Recognition, 2005. CVPR 2005.
IEEE Computer Society Conference on, volume 2, pages 524–531. IEEE, 2005.
[85] David Liebowitz, Antonio Criminisi, and Andrew Zisserman. Creating architec-
tural models from images. In Computer Graphics Forum, volume 18, pages 39–50.
Wiley Online Library, 1999.
[86] Thomas Leung and Jitendra Malik. Representing and recognizing the visual
appearance of materials using three-dimensional textons. International Journal of
Bibliography 152
Computer Vision, 43(1):29–44, 2001.
[87] Yin Li, Jian Sun, Chi-Keung Tang, and Heung-Yeung Shum. Lazy snapping. In
ACM Transactions on Graphics (ToG), volume 23, pages 303–308. ACM, 2004.
[88] Alex Flint, David Murray, and Ian Reid. Manhattan scene understanding using
monocular, stereo, and 3d features. In Computer Vision (ICCV), 2011 IEEE
International Conference on, pages 2228–2235. IEEE, 2011.
[89] James M Coughlan and Alan L Yuille. Manhattan world: Orientation and outlier
detection by bayesian inference. Neural Computation, 15(5):1063–1088, 2003.
[90] Jitendra Malik. The three r’s of computer vision. http://rkdasari.com/2013/
03/07/the-three-rs-of-computer-vision-by-dr-jitendra-malik/.
[91] Mark Everingham, Luc Van Gool, Christopher KI Williams, John Winn, and
Andrew Zisserman. The pascal visual object classes (voc) challenge. Interna-
tional journal of computer vision, 88(2):303–338, 2010.
[92] Jamie Shotton. The msrc 21-class database. http://jamie.shotton.org/work
/data.html.
[93] Jamie Shotton, John Winn, Carsten Rother, and Antonio Criminisi. Texton-
boost for image understanding: Multi-class object recognition and segmentation
by jointly modeling texture, layout, and context. International Journal of Com-
puter Vision, 81(1):2–23, 2009.
[94] Derek Hoiem, Alexei A Efros, and Martial Hebert. Recovering surface layout from
an image. International Journal of Computer Vision, 75(1):151–172, 2007.
[95] Ashutosh Saxena, Min Sun, and Andrew Y Ng. Make3d: Learning 3d scene
structure from a single still image. Pattern Analysis and Machine Intelligence,
IEEE Transactions on, 31(5):824–840, 2009.
[96] Trecvid data availability. http://trecvid.nist.gov/trecvid.data.html.
[97] Stephen Gould, Richard Fulton, and Daphne Koller. Decomposing a scene into
geometric and semantically consistent regions. In Computer Vision, 2009 IEEE
12th International Conference on, pages 1–8. IEEE, 2009.
[98] Bryan C Russell, Antonio Torralba, Kevin P Murphy, and William T Freeman.
Labelme: a database and web-based tool for image annotation. International
Bibliography 153
journal of computer vision, 77(1-3):157–173, 2008.
[99] Srinivasa G Narasimhan and Shree K Nayar. Vision and the atmosphere. Inter-
national Journal of Computer Vision, 48(3):233–254, 2002.
[100] Stephen E Palmer. Vision science: Photons to phenomenology. The MIT press,
1999.
[101] Fabio Cozman and Eric Krotkov. Depth from scattering. In Computer Vision and
Pattern Recognition, 1997. Proceedings., 1997 IEEE Computer Society Conference
on, pages 801–806. IEEE, 1997.
[102] Colorfulness. http://en.wikipedia.org/wiki/Colorfulness.
[103] Gershon Buchsbaum. A spatial processor model for object colour perception.
journal of the Franklin institute, 310(1):1–26, 1980.
[104] Brian Funt, Kobus Barnard, and Lindsay Martin. Is machine colour constancy
good enough? In Computer VisionECCV’98, pages 445–459. Springer, 1998.
[105] Victoria Yanulevskaya and Jan-Mark Geusebroek. Significance of the weibull
distribution and its sub-models in natural image statistics. In VISAPP (1), pages
355–362, 2009.
[106] John Canny. A computational approach to edge detection. Pattern Analysis and
Machine Intelligence, IEEE Transactions on, (6):679–698, 1986.
[107] Paul Over, George M Awad, Jon Fiscus, Martial Michel, Alan F Smeaton, and
Wessel Kraaij. Trecvid 2008-goals, tasks, data, evaluation mechanisms and met-
rics. 2009.
[108] Lubor Ladicky, Christopher Russell, Pushmeet Kohli, and Philip HS Torr. Asso-
ciative hierarchical crfs for object class image segmentation. In Computer Vision,
2009 IEEE 12th International Conference on, pages 739–746. IEEE, 2009.
[109] Beyang Liu, Stephen Gould, and Daphne Koller. Single image depth estimation
from predicted semantic labels. In Computer Vision and Pattern Recognition
(CVPR), 2010 IEEE Conference on, pages 1253–1260. IEEE, 2010.
[110] Qianni Zhang and Ebroul Izquierdo. Combining low-level features for semantic
extraction in image retrieval. Eurasip Journal on Advances in Signal Processing,
2007, 2007.
Bibliography 154
[111] Derek Hoiem, Carsten Rother, and John Winn. 3d layoutcrf for multi-view object
class recognition and segmentation. In Computer Vision and Pattern Recognition,
2007. CVPR’07. IEEE Conference on, pages 1–8. IEEE, 2007.
[112] S Gould, O Russakovsky, I Goodfellow, Baumstarck P, Andrew Y Ng, and Koller
D. The stair vision library (v2.4). http://ai.stanford.edu/~sgould/svl, 2010.
[113] Nelder-mead (simplex) method. http://www.boomer.org/c/p3/c11/c1106.ht
ml.
[114] Ryan White and David A Forsyth. Combining cues: Shape from shading and
texture. In Computer Vision and Pattern Recognition, 2006 IEEE Computer
Society Conference on, volume 2, pages 1809–1816. IEEE, 2006.
[115] Scott M Ettinger, Michael C Nechyba, Peter G Ifju, and Martin Waszak. Vision-
guided flight stability and control for micro air vehicles. Advanced Robotics, 17(7):
617–640, 2003.
[116] P. D. Kovesi. Matlab and octave functions for computer vision and image process-
ing. school of computer science and software engineering, the university of western
australia. http://www.csse.uwa.edu.au/~pk/research/matlabfns/.
[117] David C Lee, Abhinav Gupta, Martial Hebert, and Takeo Kanade. Estimating
spatial layout of rooms using volumetric reasoning about objects and surfaces. In
NIPS, volume 1, page 3. Vancouver, BC, 2010.
[118] Carsten Rother. A new approach to vanishing point detection in architectural
environments. Image and Vision Computing, 20(9):647–655, 2002.
[119] T.Ohashi, Z.Aghbari, and A.Makinouchi. Hill-climbing algorithm for efficient
color-based image segmentation. In In IASTED International Conference On
Signal Processing, Pattern Recognition, and Applications (SPPRA), 2003.
[120] Radhakrishna Achanta, Francisco Estrada, Patricia Wils, and Sabine Su¨sstrunk.
Salient region detection and segmentation. In Computer Vision Systems, pages
66–75. Springer, 2008.
[121] Ashutosh Saxena, Min Sun, and Andrew Y Ng. Learning 3-d scene structure
from a single still image. In Computer Vision, 2007. ICCV 2007. IEEE 11th
International Conference on, pages 1–8. IEEE, 2007.
Bibliography 155
[122] Navneet Dalal and Bill Triggs. Histograms of oriented gradients for human detec-
tion. In Computer Vision and Pattern Recognition, 2005. CVPR 2005. IEEE
Computer Society Conference on, volume 1, pages 886–893. IEEE, 2005.
[123] Timo Ojala, Matti Pietika¨inen, and David Harwood. A comparative study of tex-
ture measures with classification based on featured distributions. Pattern recogni-
tion, 29(1):51–59, 1996.
[124] John Platt et al. Sequential minimal optimization: A fast algorithm for training
support vector machines. 1998.
