Let L(0(jc))0) be the loss function associated with a particular decision problem which is a function of the decision rule, 9(x); the examinee's true score, 0; and the examinee's observed score, x. For a particular examinee, the risk or expected loss is R =EL(ê(x)18). The Bayes risk is RB = E.R, where Eo means expectation with respect to the probability density of 0.
Recently, van der Linden and Mellenbergh (1978) argued in favor of using decision theoretic techniques for characterizing a test; they pointed out that the Bayes risk is a natural index to use from this point of view. Van der Linden and Mellenbergh also noted that the Bayes risk has two disadvantages. First, it is conventional in test theory to define indexes so that the scale has a direction opposite to that in which the Bayes risk is represented. Second Let L(0(jc))0) be the loss function associated with a particular decision problem which is a function of the decision rule, 9(x); the examinee's true score, 0; and the examinee's observed score, x. For a particular examinee, the risk or expected loss is R =EL(ê(x)18). The Bayes risk is RB = E.R, where Eo means expectation with respect to the probability density of 0.
In an attempt to correct the two deficiencies described above, van For notational convenience it is assumed that 0 < 9 < 1. Since true score is typically defined as an expected value, it is usually possible to multiply this expected value by an appropriately chosen constant so that 9 will be in this range. This rescaling has no effect on the value of y. Since 0 < 8 ~ 1, it makes little sense to allow 9(x) < 0 or O(x) > 1; therefore, it is also assumed that 0 < 9(x) < 1.
Except for highly unusual circumstances, it will be the case that 9(x) is a monotonically increasing function of x. It follows that the least upper bound of (9(x)-9)z is either (kO)-1)1 or (e(M)-O)~, whichever is largest. Let L, denote the larger of these two quantities. Then /?B ~ L,, since LZ is an upper bound to (o(x)-e)2. For the case LZ = (9(0)-1~, RB = I,Z when Pr(x=0, 0=1) = 1. If L2 = (9(n)-0)2, RB = L2 when Pr(x=n, 0=0) =1. Note that this least upper bound was derived under the assumption that any joint probability density function for 0 and x is possible. If it is assumed that E(b(x)l 0) = 0, then in generalL2 will not be the least upper bound. Such a case is considered below.
The greatest lower bound for RB is zero. This occurs when Pr(e=6(je)) = 1 for all x and 0 (i.e., perfect estimation). Thus, y may be written as
As previously indicated, the derivation ofL2 was made without any restriction on the joint probability density function of x and 9 or the decision rule 9(x). In general, if it is assumed that E(ê(x) I 8) = Skibinsky, 1977) . Taking the expectation of both sides of Equation 5, Now suppose that for an examinee, there are n observations x, ... ,x&dquo; with x, independent of x,, ĩ j, x,= 0 or 1 and that E(~,~9) = e, i =1, ... ,n. Thus, is an unbiased estimate of 0, and with equality holding when Pr(9(x,)=0) = Pr(9(x,)=1) = '/2, i = 1, ... ,n. It follows that 1/4n is the least upper bound on RB. The greatest lower bound is zero, which means that y = 1-4nRB. Griffin and Krutchkoff (1971) indicate that RB = ox -oe where afl is the variance of the marginal distribution of x and 02 is the variance of true scores. Using results given by Lord and Novick (1968) (Harris, 1974; Novick & Lewis, 1974; Huynh, 1976; Wilcox, 1977 
