Let T be an arbitrary time scale that is unbounded above. By means of a variation of Lyapunov's method and contraction mapping principle this paper handles asymptotic stability of the zero solution of the completely delayed dynamic equations
Introduction and preliminaries
Let T be an arbitrary time scale that is unbounded above. This research considers the questions of stability and periodicity of the completely delayed equation x ∆ (t) = −a(t)x(δ(t))δ ∆ (t),    δ(t) < t (δ • σ )(t) = (σ • δ)(t) δ ∆ (t) < ∞ (1.2) for all t ∈ T. Throughout the paper, the time scale T should also be assumed to include δ(t 0 ).
In the following 
In [1] , Raffoul investigated the stability and periodicity of the difference delay equation
∆x(t) = −a(t)x(t − τ ),
where ∆ indicates the forward difference operator. The forward jump operator σ : T → T is a mapping defined by σ (t) := inf {s ∈ T : s > t} .
The graininess function µ : T → R is given by µ(t) = σ (t) − t. A point t ∈ T is said to be right scattered if σ (t) > t. An isolated time scale T is a time scale consisting only of right scattered points. T = hZ, T = N, and T = q Z are examples of isolated time scales. Stability of dynamic delay equation (1.1) has been studied in [2] . It was proven (see [2, Theorem 3.1] ) that every solution of (1.1) goes to zero at infinity if T = R or T is an isolated time scale. For an arbitrary time scale, sufficient conditions for the functions f i (t, x(s)); i = 1, 2, . . . , n and g(t, s) were given to deduce asymptotic stability of trivial solution of nonlinear dynamic equation Hence, stability analysis of (1.1) on an arbitrary time scale is not covered by [2] . This paper not only overcomes this ambiguity, but also investigates the existence of periodic solutions of (1.1). Notable contributions of this paper can be summarized as follows:
1. to analyze stability of trivial solution of the equation
by displaying a Lyapunov functional on an arbitrary time scale, 2. to analyze stability of the Eq. (1.1) for an arbitrary time scale, 3. to study the periodicity of solutions of (1.1), and 4. to extend the work of [1] to time scales (it turns out that new results concerning Eq. (1.1) in the discrete case will emerge).
In preparation for our main results we list the following results from time scale calculus. For brevity we direct the reader to [3] for an excellent theory regarding ∆-derivative and ∆-integral. 
Theorem 2 (Chain Rule [3, Theorem 1.93] ). Assume that ν : T → R is strictly increasing and T := ν(T) is a time scale. Let ω : 
Let h ∈ R and µ(t) = 0 for all t ∈ T. The exponential function on T is defined by 
.
Theorem 4 ([3, Theorem 6.1]). Let y, f ∈ C rd and p
∈ R + . Then y ∆ (t) ≤ p(t)y(t) + f (t) for all t ∈ T implies y(t) ≤ y(t 0 )e p (t, t 0 ) + t t 0 e p (t, σ (τ ))f (τ )∆τ for all t ∈ T. Theorem 5 (Bernoulli's Inequality [3, Theorem 6.2]). Let α ∈ R with α ∈ R + . Then e α (t, t 0 ) ≥ 1 + α(t − s) for all t ≥ s.
Stability
The aim of the next two subsections is to investigate the stability of delayed linear dynamic equations and to make a comparative analysis between two methods: Lyapunov's direct method and the method of fixed point theory.
Stability analysis using Lyapunov's method
First, we discuss the stability of the linear delay dynamic equation
by means of Lyapunov functional, where T is an arbitrary time scale, τ is a positive integer, a, b : T → R are functions, and b ∈ R + (positively regressive). The sole purpose is to show that, when using the Lyapunov method, many difficulties arise and severe conditions will have to be imposed on the coefficients in order to arrive at the derivative of the Lyapunov function to be less than or equal to zero along any solution. To see this we assume that for a positive real γ |a(t)| ≤ γ and b(t) < −γ for all t ∈ T.
and therefore,
Note that stability of the delay difference equation
has been studied in [4] by making use of Lyapunov's method. Hereafter, we develop a time scale analog of Lyapunov's method used in [4, p. 3] . Let the Lyapunov functional V be defined by
|x(s)| ∆s. 
where a ∈ T is fixed.
To differentiate the integral term in (2.5) we shall resort to the next result.
where δ is as defined in the previous section.
Proof. Case 1. Let σ (δ(t)) = t. Then σ (δ(t)) < t. Thus, there exists a constant τ 0 ∈ [δ(t), t) ∩ T such that σ (δ(t)) = τ 0 .
The result is immediate from
and Corollary 1.
Case 2. Let σ (δ(t)) = t. Hence, we arrive at
where we also used the formulas Therefore, Lemma 3 enables us to arrive at 
respectively. Note that the set T on time scales we refer the reader to [6] .
Lemma 4 ([5, Lemma 5]). Let x
As a consequence of (2.1)-(2.8) we get that
where
Note that (2.2) and (2.4) imply ζ (t) < 0 for all t ∈ T.
This along with (2.9) shows the stability of zero solution of the Eq. (2.1) using [7, Theorem 2] . As a consequence of the discussion above, we can give the following theorem:
Theorem 6. Let T be a time scale that is unbounded above. If (2.2) holds, then zero solution of Eq. (2.1) is stable.
Observe that for the Eq. (1.1) the condition (2.2) does not hold since b(t) = 0 in (1.1). Hence, the use of fixed point theory is justified.
Stability analysis using fixed point theory
Consider the Eq. (1.1). For the sake of inverting Eq. (1.1) we write it in the form
where p(t) = −a(δ −1 (t)). Multiplying both sides of (2.10) by e p (σ (t), t 0 ), using the product rule, and integrating by parts (Lemma 1), we find 
(T).
Let the subset S ⊂ C be defined by
Obviously, S is a complete metric space.
For the next theorem we employ the following conditions
The next example shows that there may be a function p so that the condition (2.14) holds. Proof. If −M is positively regressive, from (2.16) p is positively regressive, and hence, e p (t, t 0 ) > 0. Since
we get by Theorem 4 that
By Bernoulli's inequality (Theorem 5) we know that
The proof is complete.
Theorem 7.
Suppose that (2.12), (2.14)-(2.15) hold. Then every solution x(t) := x(t, t 0 , ψ) of (1.1) is bounded and
Proof. For ϕ ∈ S, define the mapping P by
(T). Continuity of P on S is evident. From (2.14) we can find a constant Q such that
If ϕ ∈ S, then there exists a K such that ϕ ≤ K . Let ψ be a small given initial value function with |ψ| < γ , γ > 0. Then by making use of (2.15) we arrive at That is, the second term in Pϕ(t) goes to zero. Let us denote by J(t, t 0 ) the last term of Pϕ(t), i.e.,
Given ϕ ∈ S and ε > 0, we can choose a sufficiently large t *
Therefore, we find
|p(u)| |ϕ(u)| ∆u ∆s
This yields (Pϕ)(t) → 0 as t → ∞, and therefore, P : S → S. On the other hand, P is a contraction since
|p(u)| ∆u ∆s η − ξ ≤ α η − ξ for any ϕ and ψ in S. Thus, by the contraction mapping principle P has a unique fixed point in S which solves the Eq. (2.10), bounded and tends to zero as t → ∞.
Periodicity
For clarity, we restate the following definitions and introductory examples which can be found in [8, 9] .
Definition 2.
A time scale T is said to be periodic if there exists a λ > 0 such that t ± λ ∈ T for all t ∈ T. If T = R, the smallest positive λ is called the period of the time scale.
Example 2. The following time scales are periodic.
Remark 1.
All periodic time scales are unbounded above and below. Definition 3. Let T = R be a periodic time scale with period λ. We say that the function f : T → R is periodic with period T if there exists a natural number n such that T = nλ, f (t ± T ) = f (t) for all t ∈ T and T is the smallest number such that f (t ± T ) = f (t). If T = R, we say that f is periodic with period T > 0 if T is the smallest positive number such that
Let T be a periodic time scale. Suppose that there is a positive real T such that a(t + T ) = a(t) (3.1) for all t ∈ T. It follows from (2.11) and (3.1) that
p(t + T ) = p(t).
In addition to assumptions in (1.2), we also assume that the delay function δ : T → T satisfies δ(t ± T ) = δ(t) ± T . We multiply the Eq. (2.10) by e p (σ (t), t 0 ), use the product rule, and integrate the obtained equation from t − T to t to find 
