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1–D SCHRO¨DINGER OPERATORS
WITH LOCAL POINT INTERACTIONS: A REVIEW
ALEKSEY KOSTENKO AND MARK MALAMUD
Dedicated with great pleasure to Fritz Gesztesy on the occasion of his 60th birthday.
Abstract. We review recent developments in the theory of 1-D Schro¨dinger
operators with local point interactions on a discrete set. The progress in this
area was stimulated by recent advances in the extension theory of symmetric
operators and in the theory of ordinary differential operators with distribu-
tional coefficients.
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1. Introduction
Schro¨dinger operators with potentials supported on a finite or a discrete set of
points are known as solvable models of quantum mechanics. These models called
”solvable” since their resolvents can be computed explicitly in terms of the interac-
tion strengths and the location of the sources. As a consequence the spectrum, the
eigenfunctions, and further spectral properties can be determined explicitly. Mod-
els of this type have been extensively discussed in the physical literature, mainly in
atomic, nuclear and solid state physics. A comprehensive treatment of Schro¨dinger
The research was funded by the Austrian Science Fund (FWF) under project No. M1309–N13.
”Spectral Analysis, Integrable Systems, and Ordinary Differential Equations”, H. Holden et
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operators with point interactions as well as a detailed list of references can be found
in the monograph [2] published in 1988. In its second edition [3], published in 2005
by the American Mathematical Society, an account on the progress in the field for
the period from 1988 until 2005 was summarized by Pavel Exner (see Appendix K
”Seize ans apre`s” in [3]). Our main aim is to review recent advances in the spectral
theory of 1–D Schro¨dinger operators with local point interactions on a discrete set
of points.
Historically, the first influential paper on 1–D Schro¨dinger operators with point
interactions was the paper by Kronig and Penney [76]. They considered the Hamil-
tonian
(1.1) HKP = − d
2
dx2
+
∑
k∈Z
aδ(x− k),
where a ∈ R is fixed and δ is a Dirac delta-function. This Hamiltonian, now
known as ”the Kronig–Penney model”, describes a nonrelativistic electron moving
in a fixed crystal lattice. Our main objects of interest are the following operators
HX,α,q and HX,β,q associated with the formal differential expressions
ℓX,α,q := − d
2
dx2
+ q(x) +
∑
xn∈X
αnδn,(1.2)
ℓX,β,q := − d
2
dx2
+ q(x) +
∑
xn∈X
βn(·, δ′n)δ′n,(1.3)
where δn := δ(x−xn). These operators describe δ- and δ′-interactions, respectively,
on a discrete set X = {xn}n∈I ⊂ I = (a, b), and the coefficients αn, βn ∈ R are
called the strengths of the interaction at the point x = xn. Clearly, (1.1) is a
particular case of (1.2) with I = R, X = Z, αn ≡ α, and q ≡ 0.
The spectral properties of Hamiltonians associated with (1.2) and (1.3) are
widely studied under the assumption that there is a positive uniform lower bound
on the distance between interaction centers,
(1.4) d∗ := inf
i,j
|xi − xj | > 0.
A comprehensive account on related results can be found in the monograph [3].
One of the main reasons for the assumption (1.4) is that without this assumption
even in the case q ≡ 0 the Hamiltonian (1.2) might be non-self-adjoint, i.e., sym-
metric with nontrivial deficiency indices (the first example was given by Shubin
and Stolz in [103]). In the last few years this difficulty has been overcome due to
recent advances in the extension theory of symmetric operators and in the theory
of ordinary differential operators with distributional coefficients.
We would like to complete the introduction with a few words about Fritz’s work
on point interactions. It is difficult to overestimate his influence on the theory
of Schro¨dinger operators with point interactions. He is one of the founders and
promoters of the spectral theory of Schro¨dinger operators with point interactions.
Under his influence, and with his participation over a long period, the subject has
taken its present form.
Roughly speaking, his research in the field can be divided into two parts: (i) the
study of Schro¨dinger operators with infinitely many interaction centers, and (ii)
a rigorous definition of various classes of point interactions. His papers [36] and
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[39] written jointly with Holden and Sˇeba, respectively, originated a new concept of
relativistic and non-relativistic Hamiltonians with δ′-interactions and had a long-
year discussion in both physical and mathematical literature. It is also difficult to
overestimate the role of the monograph [2], which represents the foundation of a
new and rapidly developing branch in the spectral theory of Schro¨dinger operators.
Happy Birthday, Fritz, and many new important and influential results!
Notation. N,C,R have the usual meaning; R+ = [0,∞).
For a potential q and sequences α and β we set q±(x) := (|q(x)| ± q(x))/2,
α±k := (|αk| ± αk)/2, and β±k := (|βk| ± βk)/2.
For a self–adjoint operator T = T ∗ acting in a Hilbert space H, ET (·) denotes the
spectral measure, T− := TET (−∞, 0) and T+ := TET (0,+∞) are the negative and
positive parts of T , respectively, and κ±(T ) := dim
(
ran(T±)
)
(if κ±(T ) <∞, then
κ±(T ) is the number of negative/positive eigenvalues of T counting multiplicities).
Further, σ(T ) and ρ(T ) are the spectrum and the resolvent set of T , respectively. By
σp(T ), σpp(T ), σess(T ), σac(T ), and σsc(T ) we denote point, pure point, essential,
absolutely continuous and singular continuous spectra of T .
Let X be a discrete subset of R+, X = {xk}∞1 and xk ↑ +∞. Also we shall use
the following Sobolev spaces (n ∈ N and p ∈ [1,∞])
Wn,p(R+ \X) := {f ∈ Lp(R+) : f ∈Wn,p[xk−1, xk], k ∈ N, f (n) ∈ Lp(R+)},
Wn,p0 (R+ \X) := {f ∈Wn,p(R+) : f(xk) = ... = f (n−1)(xk) = 0, k ∈ N},
Wn,pcomp(R+ \X) := Wn,p(R+ \X) ∩ Lpcomp(R+).
2. Hamiltonians with δ-interactions
2.1. Definition of δ-interactions. There are several ways to associate an op-
erator with the differential expression ℓX,α,q. For example, a δ-interaction at
a point x = x0 may be defined using the form method, that is the operator
− d2dx2 +α0δ(x−x0) is defined as an operator associated in L2(R) with the quadratic
form
t[f ] :=
∫
R
|f ′(t)|2dt+ α0|f(x0)|2, dom(t) := W 12 (R),
which is closed and lower semibounded by the KLMN Theorem (see [93, p. 168]).
Another way to introduce a local interaction at x0 is to consider a symmetric op-
erator Hmin := H
−
min ⊕ H+min, where H−min and H+min are the minimal operators
generated by − d2dx2 in L2(−∞, x0) and L2(x0,+∞), respectively, and then to con-
sider its extension subject to the boundary conditions connecting x0+ and x0−:
(2.1) f(x0+) = f(x0−), f ′(x0+)− f ′(x0−) = α0f(x0).
Both these methods have disadvantages if the set X is infinite. The form method
works only for the case of lower semibounded operators. If we apply the method of
boundary conditions, then the corresponding minimal operator Hmin has infinite
deficiency indices and the description of self-adjoint extensions of Hmin is a rather
complicated problem in this case.
In what follows, without loss of generality we shall consider ℓX,α,q on the positive
semi-axis R+ assuming that the sequence X = {xk}∞k=1 is strictly increasing, 0 =
x0 < x1 < x2 < .. < xk < xk+1 < ..., and satisfies xk ↑ +∞. We shall define the
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Hamiltonian with δ-interactions on X as follows: let
H0X,α,qf := τqf =− f ′′ + q(x)f, f ∈ dom(H0X,α,q),(2.2)
dom(H0X,α,q) :=
{
f ∈W 2,1comp(R+ \X) : f(0) = 0,
f(xk+) = f(xk−)
f ′(xk+)− f ′(xk−) = αkf(xk) , τqf ∈ L
2(R+)
}
.(2.3)
Clearly, the operator H0X,α,q is symmetric. Let us denote its closure by HX,α,q:
(2.4) HX,α,q := H0X,α,q.
If q = 0, we set HX,α := HX,α,0; if either X = ∅ or α = 0, then HX,α,q will be
denoted by Hq.
An alternative approach was proposed by A. Savchuk and A. Shkalikov in [97]
(see also [98])1. Namely, they suggested to consider (1.2) with the help of quasi-
derivatives. The potential v(x) = q(x) +
∑∞
k=1 αkδ(x − xk) is a derivative of the
function V (x) =
∫ x
0 q(t)dt +
∑
xk<x
αk in the sense of distributions. Therefore, we
can rewrite the differential expression (1.2) as follows
(2.5) ℓX,α,q y = ℓV ′ y := −(y[1])′ − V (x)y[1] − V 2(x)y, y[1] := y′ − V (x)y,
and then define the operator H0V ′ by (2.5) on the domain
(2.6)
dom(H0V ′) = {f ∈ L2comp(R+) : f, f [1] ∈ ACloc(R+), f(0) = 0, ℓV ′f ∈ L2(R+)}.
It is straightforward to check that the operators H0X,α,q and H
0
V ′ defined by (2.2)–
(2.3) and by (2.5)–(2.6), respectively, coincide (see [98]). This definition preserves
the main features of the classical Sturm–Liouville theory (for instance, Weyl–
Titchmarsh theory [28]). Moreover, it allows ones to study the direct and inverse
spectral problems for 1–D Schro¨dinger operators with potentials distributions. We
decided not to discuss this topic here in order to keep our review at a reasonable
length (however, see remarks at the end of this section).
Let us emphasize that definition (2.5)–(2.6) is applicable only under the assump-
tion that V ∈ L2loc(R+), that is, the original potential is a W−1,2loc -distribution (see
discussion in [98]). Clearly, this excludes the case of δ′-interactions.
Next assuming that q ∈ L∞(R+), we specify a description of the domains
dom(HX,α,q) and dom(H
∗
X,α,q) equipped with the graph norms of the operators
HX,α,q and H
∗
X,α,q, respectively.
Proposition 2.1. Let q ∈ L∞(R+). Then:
(i) The operator HX,α,q is symmetric and its adjoint is given by the same
differential expression τq on the domain
(2.7)
dom
(
H∗X,α,q
)
=
{
f ∈ W 2,2(R+ \X) : f(0) = 0, f(xk+) = f(xk−)f ′(xk+)− f ′(xk−) = αkf(xk)
}
.
(ii) Assume additionally that d∗ > 0,
(2.8) d∗ := inf
k
dk, and dk := xk − xk−1, k ∈ N.
1This regularization method was used in [14] in the particular case q(x) = 1/x and then further
developed for generic W−1,2
loc
-distributional potentials in [97], [98]. For further historical remarks
we refer to [29], [30], [48], and [49].
HAMILTONIANS WITH POINT INTERACTIONS 5
Then the embedding
dom(HX,α,q) →֒ dom(H∗X,α,q) →֒W 1,2(R+)(2.9)
holds and is continuous.
Proof. (i) follows from integration by parts of the expression (HX,α,qf, g).
(ii) If d∗ > 0, then applying the Sobolev embedding theorem to the spaces
W 2,2[xk−1, xk], k ∈ N (see [65, inequality (IV.1.12)] and also the proof of [73,
Proposition 2.1(ii)]), we conclude that W 2,2(R+ \ X) =
⊕∞
k=1W
2,2[xk−1, xk] is
continuously embedded intoW 1,2(R+\X) =
⊕∞
k=1W
1,2[xk−1, xk]. The description
(2.7) of dom(H∗X,α,q) completes the proof. 
Remark 2.2. Let us stress that in the case d∗ = 0 the embedding (2.9) depends on
α and might be false (see Example 2.3 and also Remark 2.16(iii) below).
Example 2.3. Let X = {xk}∞k=1 be such that d2k−1 = d2k = 1k , k ∈ N. Let also
αk =
2
dk
, k ∈ N. Consider the Hamiltonian
(2.10) H := HX,α,q = − d
2
dx2
−
∞∑
k=1
2
dk
δ(x− xk)
Define the function f : R+ → R as follows: f(x) = x on [0, 1]; f(x) = x4k−2 − x
if x ∈ [x4k−3, x4k−1] and f(x) = x − x4k if x ∈ [x4k−1, x4k+1], k ∈ N. Clearly,
f ′′(x) = 0 for all x ∈ R+ \X and∫ ∞
0
|f(x)|2dx =
∞∑
k=1
d3k
3
=
∞∑
k=1
2
3k3
<∞.
Moreover, it is straightforward to check that the function f satisfies boundary con-
ditions (2.3) for all k ∈ N. Therefore, f ∈ dom(H∗). However, f ′(x) = 1 for all
x ∈ R+ \X and hence f /∈W 1,2(R+ \X).
Note that the operator H is not lower semibounded (see Theorem 2.15(ii)). More-
over, it can be checked that it is symmetric with n±(H) = 1.
Apparently, it is possible to construct examples of self-adjoint Hamiltonians
HX,α = H
∗
X,α such that the embedding (2.9) fails.
Further references: an extension of the Savchuk–Shkalikov approach to the case
of more general Sturm–Liouville equations, as well as to operators with matrix-
valued coefficients, can be found in [28], [29], [30], [48], [49], [84].
Sturm–Liouville operators on finite intervals with singular potentials have also
been considered in the framework of the inverse spectral theory. In particular,
the inverse spectral problems of reconstruction of the potential from the corre-
sponding spectral data (from two spectra or one spectrum and the set of norming
constants) have successfully been solved in the paper [111] for potentials that are
signed measures and in [53] and [99] for potentials that are distributions in W−12 .
Sturm–Liouville operators in impedance form, i.e., of the form
−a−2(x) d
dx
a2(x)
d
dx
with a positive impedance function a, were discussed in the papers [12], [13], [96],
[26], [4]. For a regular enough function a, such an operator (under, say, the Dirichlet
boundary conditions) is unitarily equivalent to a Sturm–Liouville operator in a
potential form with the potential q = a′′/a. The inverse spectral problem for
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impedance Sturm–Liouville operators with a of bounded variation was studied in
[12]; note that then the corresponding q formally contains singularities of the form
δ′. The case a ∈ W 12 was also completely analyzed in [13], [96], [26], while a ∈
W 1p with p ≥ 1 in [12] (partially) and in [4]. In the papers [101] and [52] the
global uniform stability in the inverse spectral problem of reconstruction of singular
Sturm–Liouville operators from either two spectra or one spectrum and the norming
constants is established; the potentials are from the Sobolev spacesW θ2 with θ ≥ −1.
2.2. Self-adjointness. In the seminal paper [38], Gesztesy jointly with Kirsch
proved the following very important result.
Theorem 2.4 ([38]). Let the Hamiltonian HX,α,q be defined by (2.2)–(2.3). As-
sume that the set X satisfies (1.4) and the potential q ∈ L1loc(R) is such that for
any ε < d∗/2 the negative part of the potential
(2.11) qε(x) := q(x)χε(x), χε(x) :=
{
1, x ∈ ∪∞k=0(xk + ε, xk+1 − ε)
0, x /∈ ∪∞k=0(xk + ε, xk+1 − ε)
,
is form-bounded with respect to the free Hamiltonian H0 = − d2dx2 with relative bound
aε < 1. Then HX,α,q is self-adjoint.
Corollary 2.5 ([38]). If q is lower semibounded, q(x) ≥ −c a.e. on R+, and (1.4)
holds true, then the operator HX,α,q is self-adjoint.
Remark 2.6. If X is unbounded, previous investigations of Hamiltonians with
δ-interactions either used the resolvent of HX,α,q (see [3, §III.2] and references
therein) or the technique of local partitions [86] in order to define HX,α,q by the
method of forms. In the one-dimensional case, Theorem 2.4 provides a powerful
alternative to such methods which even applies if Hamiltonians HX,α,q unbounded
from below are involved.
It turned out that both assumptions on the negative part of the potential and
on the set X are essential. If the potential q is ”very negative”, then one needs to
make an additional assumption on interaction strengths α in order to ensure the
self-adjointness of the Hamiltonian HX,α,q.
Theorem 2.7 ([103]). Let the Hamiltonian HX,α,q be defined by (2.2)–(2.3). As-
sume that the set X satisfies (1.4) and there are positive constants C1, C2, C3, C4
such that
(2.12) q(x) ≥ −C1x2 − C2, αk ≥ −C3|xk| − C4.
Then HX,α,q is self-adjoint.
If the set X does not satisfy (1.4), then, as it was first observed by Shubin
and Stolz [103], the Hamiltonian HX,α,q might be symmetric with the nontrivial
deficiency indices even in the case of zero potential q. Namely (see [103, p. 496]),
they proved that the Hamiltonian
(2.13) H = − d
2
dx2
−
∞∑
k=1
(2k + 1)δ(x− xk), xk+1 − xk = 1
k
,
is symmetric with deficiency indices n±(H) = 1.
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2.3. Connection with Jacobi matrices. The progress on the case d∗ = 0 was
made by the authors in the recent papers [70], [71], [72] in the framework of ex-
tension theory of symmetric operators. The main tool in [70] is the concept of
boundary triplets and the corresponding Weyl functions (see [45], [27], [22]). The
main ingredient of this approach is the following abstract version of the Green
formula for the adjoint A∗ of a symmetric operator A ∈ C(H),
(2.14) (A∗f, g)H − (f,A∗g)H = (Γ1f,Γ0g)H − (Γ0f,Γ1g)H, f, g ∈ dom(A∗).
Here H is an auxiliary Hilbert space and the mapping Γ :=
(
Γ0
Γ1
)
: dom(A∗) →
H⊕H is required to be surjective. The mapping Γ leads to a natural parametrization
of self-adjoint (symmetric) extensions of A by means of self-adjoint (symmetric)
linear relations in H, see [45, 27]. For instance, every extension A˜ = A˜∗, which is
disjoint with A0 := A
∗ ↾ ker(Γ0), admits a representation
(2.15) A˜ = AB := A
∗ ↾ ker
(
Γ1 −BΓ0
)
where B = B∗ ∈ C(H) is the ”boundary” operator and its graph in H is given
by Γ dom(A˜) := {{Γ0f,Γ1f} : f ∈ dom(A˜)}. As distinguished from the J. von
Neumann approach, (2.15) yields a natural parametrization of all self-adjoint (sym-
metric) extensions directly in terms of (abstract) boundary condition.
Assuming q ∈ L∞(R+), we consider the Hamiltonian HX,α,q as an extension of
the minimal symmetric operator HX,q =
⊕
k∈NHq,k, where
Hq,kf := τqf = −f ′′ + qf, dom(Hq,k) = W 2,20 [xk−1, xk].
To construct an appropriate boundary triplet Π = {H,Γ0,Γ1} for the operator
H∗X,q =
⊕
k∈NH
∗
q,k we apply the construction elaborated in [78] and [70] (note
that a direct sum of boundary triplets is not necessarily a boundary triplet if either
d∗ = 0 or q /∈ L∞(R+), see [66] and [70]). Based on this construction, it is shown
that the domain of HX,α,q admits the following representation
dom(HX,α,q) = ker(Γ1 −BX,αΓ0),
BX,α =

r−21
(
α1 +
1
d1
+ 1d2
)
(r1r2d2)
−1 0 . . .
(r1r2d2)
−1 r−22
(
α2 +
1
d2
+ 1d3
)
(r2r3d3)
−1 . . .
0 (r2r3d3)
−1 r−23
(
α3 +
1
d3
+ 1d4
)
. . .
. . . . . . . . . . . .
 ,
(2.16)
and rn =
√
dn + dn+1, n ∈ N. This parameterization implies that certain spectral
properties of the operator HX,α,q correlate with the corresponding spectral prop-
erties of the Jacobi matrix BX,α. Namely, the following result was established in
[70], [71].
Theorem 2.8 ([70, 71]). Let q ∈ L∞(R+) and let X = {xk}∞k=1 ⊂ R+ be strictly
increasing and such that d∗ := supk dk <∞. Then:
(i) The deficiency indices of the operators HX,α,q and BX,α coincide and
(2.17) n±(HX,α,q) = n±(BX,α) ≤ 1.
In particular, the operator HX,α,q is self-adjoint if and only if so is the
Jacobi matrix BX,α.
(ii) The operator HX,α,q is lower semibounded precisely if so is the matrix BX,α.
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(iii) The self-adjoint operator HX,α,q has purely discrete spectrum if and only if
dk → 0 as k →∞ and the spectrum of BX,α is purely discrete.
(iv) If the operator HX,α is self-adjoint, then
(2.18) κ−(HX,α) = κ−(BX,α).
In particular, the operator HX,α is nonnegative if and only if so is the
matrix BX,α.
(v) If the operator HX,α is self-adjoint, then for any p ∈ [1,∞]
(2.19) H−X,α ∈ Sp(L2)⇐⇒ B−X,α ∈ Sp(l2).
In particular, σess(HX,α,q) ⊆ R+ if and only if σess(BX,α) ⊆ R+.
Remark 2.9. (i) In the case d∗ > 0, the boundary triplets approach was first applied
for the study of spectral properties of Hamiltonians with local point interactions by
Kochubei [67] (see also Mikhailets [79]).
(ii) Let us mention that using a different approach the inequality n±(HX,α,q) ≤
1 was first established by Minami [82] for arbitrary potentials q, not necessarily
bounded (see also [23] and [103]).
(iii) In the case d∗ > 0, the connection between Hamiltonians with point inter-
actions and Jacobi matrices goes back at least to the papers by Phariseau [91], [92]
and Bellissard et. al. [16] (for further details we refer to [3, §III.2]).
Theorem 2.8 allows us to apply the well developed spectral theory of Jacobi
operators (see, e.g., [1], [17], [74], [75], [109]) for the study of spectral properties of
operators HX,α,q. For instance, applying the Carleman test (see [1]) to the matrix
BX,α, we immediately obtain the following improvement of Corollary 2.5 in the
case q ∈ L∞(R+).
Corollary 2.10. Let q ∈ L∞(R+) and let X be such that
∑∞
k=1 d
2
k = ∞. Then
HX,α,q is self-adjoint.
Let us mention that the condition {dk} /∈ l2 is sharp (see [70, Proposition 5.9]).
Let us conclude this subsection with the following example (see [70, Example 5.12]
and also [71, Proposition 3]).
Example 2.11. Let I = R+, x0 = 0, xk − xk−1 = dk := 1/k, k ∈ N. Consider
the operator
(2.20) HA := − d
2
dx2
+
∞∑
k=1
αkδ(x− xk).
Clearly, {dk}∞k=1 ∈ l2 and we can not apply Corollary 2.10. However, the following
statements are true:
(i) If
∑∞
k=1
|αk|
k3 =∞, then the operator HA is self-adjoint.
(ii) If αk ≤ −2(2k + 1) +O(k−1), then HA is self-adjoint.
(iii) If αk ≥ −Ck , k ∈ N, C ≡ const > 0, then HA is self-adjoint.
(iv) If αk = −(2k + 1) +O(k−ε) with some ε > 0, then n±(HA) = 1.
(v) If αk = −a(2k + 1) +O(k−1) with some a ∈ (0, 2), then n±(HA) = 1.
Remark 2.12. Example 2.11 is inspired by the example of Shubin and Stolz (cf.
(2.13)) and its proof is based on various self-adjointess tests for Jacobi matrices (cf.
[1] and [17]). In particular, the proof of (iv) is based on the recent improvement by
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Kostyuchenko and Mirzoev [75, Theorem 1] of the well-known Berezanskii condition
[17, Theorem VII.1.5].
Further notes: A generalization and further developments of Example 2.11 can
be found in [64]. Using the approach based on quasi-derivatives, it was noticed
in [58] and [84], [68] that the analysis of [56], [57] and [83] extends to the case of
Hamiltonians with δ-interactions. In particular, using this approach one can extend
Corollary 2.10 to the case of semibounded potentials q, q(.) ≥ −c a.e. on R+.
2.4. Semiboundedness. As we already mentioned in Section 2.1, the Hamiltonian
HX,α,q may be defined via the energy form
t
0
X,α,q[f ] :=
∫
R+
(|f ′(x)|2 + q(x)|f(x)|2) dx+
∞∑
k=1
αk|f(xk)|2,(2.21)
dom(t0X,α,q) = {f ∈W 1,2(R+) ∩ L2comp(R+) : t0X,α,q[f ] <∞}.(2.22)
Clearly, this form admits the representation
(2.23) t0X,α,q[f ] = (H
0
X,α,qf, f)L2 , f ∈ dom(H0X,α,q).
So, one is interested in conditions on X and α such that the form t0X,α,q is lower
semibounded (and hence closable) and then to describe its closure.
Theorem 2.13 ([6]). If the Hamiltonian HX,α,q is lower semibounded, then it is
self-adjoint. In particular, if the form t0X,α,q is lower semibounded, then it is closable
and the self-adjoint operator associated with its closure tX,α,q := t0X,α,q coincides
with HX,α,q.
Remark 2.14. Theorem 2.13 is the analog of the celebrated Glazman–Povzner–
Wienholtz Theorem [17], [40], [110] (see also the paper [24] by Clark and Gesztesy,
where the case of matrix-valued Schro¨dinger operators was treated). An alternative
proof of Theorem 2.13 has recently been proposed by Hryniv and Mykytyuk [55].
Let us also mention that a connection between lower-semiboundedness and self-
adjointness for general Sturm–Liouville operators was first observed by Hartman
[51] and Rellich [95]. Further details as well as a comprehensive list of references
can be found in [24].
The following result was obtained by Brasche in [19].
Theorem 2.15 ([19]). Assume that the negative parts of the potential q and the
sequence α satisfy the following conditions
(2.24) sup
x>0
∫ x+1
x
q−(t) dt <∞, sup
x>0
∑
xk∈[x,x+1]
α−k <∞,
where q− = (|q| − q)/2 and α−k = (|αk| − αk)/2. Then:
(i) The form t0X,α,q is lower semibounded.
(ii) If both the potential q and the sequence α are negative, then the condi-
tion (2.24) is necessary and sufficient for the form t0X,α,q to be lower semi-
bounded.
Remark 2.16. (i) Theorem 2.15 immediately implies that the operator HX,α,q is
self-adjoint and lower semibounded if q is lower semibounded, q(x) ≥ −c, and α is
a positive sequence.
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(ii) The condition (2.24) is only sufficient if q and α take values of both signs.
Examples of α and q, which do not satisfy (2.24) but such that the operator is lower
semibounded can be found in [21], [19, Example 2] (see also Example 2.17 below).
(iii) If conditions (2.24) are satisfied, then dom(HX,α,q) is continuously embed-
ded into W 1,2(R+) (cf. Remark 2.2),
(2.25) dom(HX,α,q) →֒ dom(tX,α,q) →֒W 1,2(R+).
Apparently this embedding might be false even in the case of semibounded (hence
self-adjoint) Hamiltonians HX,α,q. For further results and examples in the case of
Hamiltonian Hq with locally integrable potentials we refer to [32], [33], [63].
Example 2.17 ([19]). Choose any a > 1 and set x2k−1 = k and x2k = k + a−3k.
Let also α2k−1 = ak and α2k = −ak. Clearly,∑
xk∈[n,n+1]
α−k = a
n → +∞ as n→∞,
and hence the second condition in (2.24) is not fulfilled. However (see [19, Example
2]), the Hamiltonian
(2.26) H := HX,α, = − d
2
dx2
+
∞∑
k=1
αkδ(x − xk)
is lower semibounded and hence self-adjoint in L2(R+).
Let us also mention that the function f(x) = a−x/2 is in the form domain, that
is, tH[f ] <∞. Moreover, f ∈ W 1,2(R+). However,∑
k∈N
α−k |f(xk)|2 =
∞∑
k=1
aka−k−a
−3k
=∞.
Note that in this example the embedding (2.25) holds true and is continuous [19].
Let us note that in the special case when there is a positive lower bound be-
tween interactions centers, i.e., d∗ > 0, the criterion obtained in Theorem 2.8(ii)
immediately implies the following statement.
Corollary 2.18. Let q be bounded and d∗ > 0. Then the operator HX,α,q is lower
semibounded precisely if so is the sequence α.
Remark 2.19. Note that Corollary 2.18 was first established by Brasche [19] by
using the form approach. A different proof based on the boundary triplets approach
was given in [79] (see also [70]).
2.5. Spectral types. The literature on characterization of spectral types of Hamil-
tonians with δ-interactions is enormous and for a comprehensive treatment of op-
erators with periodic potentials, short range perturbations etc. we refer the reader
to the monograph [3]. In this subsection we shall review recent developments in
the case d∗ = 0.
Discreteness. We begin with the criteria for the operator HX,α,q to have a
discrete spectrum. First of all, let us mention that the analog of the classical
A.M. Molchanov discreteness criterion [85] (see also [21], [40]) holds true.
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Theorem 2.20 ([6]). Assume that the negative parts of q and α satisfy conditions
(2.24). Then the lower semibounded operator HX,α,q has purely discrete spectrum
if and only if for every ε > 0
(2.27)
∫ x+ε
x
q(t) dt+
∑
xk∈[x,x+ε]
αk → +∞ as x→ +∞.
In the case q ∈ L∞, we immediately arrive at the following result.
Corollary 2.21. If q ∈ L∞(R+) and α satisfies the second condition in (2.24),
then the operator HX,α,q has purely discrete spectrum if and only if for every ε > 0
(2.28)
∑
xk∈[x,x+ε]
αk → +∞ as x→ +∞.
In particular, the spectrum of HX,α,q is purely discrete whenever
(2.29) dk → 0 and αk
dk
→ +∞ as k →∞.
Note that Theorem 2.20 applies only in the case of lower semibounded operators.
Thus Theorem 2.8(iii) completes Theorem 2.20 in the non lower semibounded case.
In particular, applying the Chihara condition to the matrix BX,α, we arrive at the
following result.
Corollary 2.22 ([70]). Let q ∈ L∞(R+) and X be such that d∗ < ∞. Let the
matrix BX,α be self-adjoint and let also dk → 0 and
(2.30) lim
k→∞
|αk|
dk
=∞ and lim
k→∞
1
αkdk
> −1
4
.
Then the self-adjoint operator HX,α,q has a purely discrete spectrum.
Using the approach developed in [57] for smooth potentials, Ismagilov and Kostyuchenko
[58] obtained the following result.
Proposition 2.23 ([58]). Assume that q ∈ L∞(R+), αk < 0 for all k ∈ N, dk → 0
and
(2.31)
|αk|
dk + dk+1
− 2
dkdk+1
→ +∞, k →∞.
Then the operator HX,α,q is non lower semibounded and its spectrum is purely
discrete.
Simple examples show that the condition (2.30) does not imply (2.31) and visa
versa. Thus Corollary 2.22 and Proposition 2.23 complete each other.
Let us mention that Corollary 2.22 and Proposition 2.23 enable us to construct
examples of Hamiltonians HX,α,q, which are non lower semibounded, self-adjoint
and their spectra are purely discrete.
Example 2.24 ([71]). Set xk = 2
√
k and αk = −C
√
k with C ∈ R+ \ {4}. Then
dk = xk − xk−1 ∼ 1√k , k →∞. The spectrum of the Hamiltonian
H = − d
2
dx2
− C
∑
k∈N
√
kδ(x − 2√x)
is non lower semibounded. Moreover, the spectrum is discrete if and only if C > 4.
The latter, in particular, implies that the second condition in (2.30) is sharp.
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Remark 2.25. Combining Theorem 2.20 and Theorem 2.8(iii) one can obtain a
discreteness criterion for Jacobi matrices (for further details see [6, §7]). This topic
has attracted some attention recently, see [25], [59], [60] and references therein.
Continuous spectrum. The next result is the extension of Birman’s stability
result [18] to the case of δ-potentials.
Theorem 2.26 ([6]). Assume that the negative part of the potential q satisfies
(2.24). Then σess(HX,α,q) = σess(Hq) provided that
(2.32) lim
x→∞
∑
xk∈[x,x+1]
|αk| → 0.
In particular, if in addition q → 0 as x→∞, then σess(HX,α,q) = [0,+∞).
Corollary 2.27. If the negative part of the potential q satisfies (2.24) and
(2.33) lim
k→∞
αk
dk
= 0,
then σess(HX,α,q) = σess(Hq).
Remark 2.28. In the case d∗ > 0, the condition αk → 0 as k → ∞ is sufficient
for the equality σess(HX,α,q) = σess(Hq) to hold. However, if d∗ = 0, then this
conclusion is no longer true. It might even happen that σ(HX,α) is purely discrete.
For example, it suffices to set xk =
√
k and αk =
1
kε with ε ∈ (0, 12 ), k ∈ N (cf.
condition (2.29) and also [70, Example 5.19]).
Absolutely continuous and singular spectra. Theorem 2.26 can be specified
under additional assumptions on α and X .
Theorem 2.29 ([103, 79, 70]). Assume that d∗ <∞ and q ∈ L∞(R+).
(i) Then σac(HX,α,q) = σac(Hq) provided that
(2.34)
∞∑
k=1
|αk|
dk+1
<∞.
If in addition q ∈ L1(R+), then σac(HX,α,q) = [0,+∞).
(ii) If q ≡ 0, d∗ > 0 and (2.34) is satisfied, then σ(HX,α) is purely absolutely
continuous in (0,+∞).
Remark 2.30. The first statement of Theorem 2.29 is immediate by combining
[70, Corollary 5.15] with the Kato–Rozenblum theorem [65]. Under an additional
assumption d∗ > 0 this statement was proved in [79]. The second part of Theorem
2.29 was established in [103].
Let us also present one result on the absence of absolutely continuous spectrum.
Theorem 2.31 ([103, 80]). Let X be such that d∗ > 0. Then σac(HX,α,q) = ∅ if
at least one of the following conditions is satisfied:
(i) q is bounded from below, αk ≥ 0 for all k ∈ N and
lim sup
k→∞
αk = +∞,
(ii) q ∈ L∞(R+) and
lim sup
k→∞
|αk| = +∞.
HAMILTONIANS WITH POINT INTERACTIONS 13
The first and the second parts of Theorem 2.31 were established in [103] and
[80], respectively, by using a trace class technique similar to [107].
Remark 2.32 ([80]). Let ω be a Gaussian measure on the set of all real sequences.
Then the subset of sequences which are semibounded (below or above) has a zero
measure (see [105, §3.5]). Therefore, Theorem 2.31 implies that for any fixed X
with d∗ > 0 the set of Hamiltonians HX,α,q having nonempty absolutely continuous
spectrum is of measure zero.
The following result was obtained by Lotoreichik [77].
Theorem 2.33 ([77]). Assume that the set X is sparse, that is
(2.35) lim
k→∞
dk
dk−1
=∞.
Assume also that the intensities {αk}∞1 are such that αk →∞ and
(2.36) lim inf
k→∞
dk
dk−1α2k
=: a ∈ (0,∞) ∪ {∞}.
If a ∈ (0,∞), then:
(i) σac(HX,α) = ∅,
(ii) σpp(HX,α) ⊆ [0, a−1],
(iii) [a−1,∞] ⊆ σsc(HX,α) ⊆ [0,+∞).
If a =∞ and all αk > 0, then σ(HX,α) = σsc(HX,α) = [0,+∞).
Further notes: In [58], Ismagilov and Kostyuchenko constructed a class of op-
erators HX,α with purely point spectra having precisely two accumulation points
0 and +∞. Note that Hamiltonians with δ-interactions form a good source of ex-
amples with exotic spectral properties. For example, Pearson in [90, §14.6] used
Schro¨dinger operators with δ-interactions for constructing Hamiltonians with purely
singular continuous spectrum. Let us also mention papers [46] and [47] for further
examples of Schro¨dinger operators having exotic spectra.
2.6. Negative spectrum. During the last decade the problem on the number of
negative eigenvalues for Schro¨dinger operators with δ-interactions attracted some
attention. It is easy to observe from (2.21)–(2.23) that κ−(HX,α) ≤ κ−(α), where
κ−(α) is the number of negative entries in the sequence α. However, the converse
inequality is, in general, not true.
Albeverio and Nizhnik discovered in [9] the connection between this problem and
certain continued fractions. The latter enabled them to construct the algorithm for
computing the number of negative eigenvalues. Assuming that d∗ > 0 and using
the boundary triplets approach, their construction has been extended in [41] to the
case of infinitely many δ-interactions (cf. Theorem 2.8(iv)). Note that a different
matrix is used in [7] for the analysis of κ−(HX,α). For simplicity we restrict our
considerations to the case of finitely many point interactions.
Proposition 2.34 ([7]). If X = {xk}Nk=1 and α = {αk}Nk=1, where N ∈ N, then
(2.37) κ−(HX,α) = κ+(MX,α)− κ+(α),
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where
(2.38) MX,α =

1
α1
+ x1 x1 x1 . . . x1
x1
1
α2
+ x2 x2 . . . x2
x1 x2
1
α3
+ x3 . . . x3
. . . . . . . . . . . . . . .
x1 x2 x3 . . .
1
αN
+ xN
 .
Next let us present the following extension of the celebrated Bargmann estimate
(see, e.g., [94]).
Theorem 2.35 ([7]). Let q, X and α be such that the operator HX,α,q is self-
adjoint. If either α− 6= 0 or q− 6= 0, then
(2.39) κ−(HX,α,q) <
∫
R+
|q−(x)| dx +
∞∑
k=1
|α−k |xk.
Finally, let us mention that combining Theorem 2.8(iv) with Theorem 2.35, we
arrive at the following estimate for Jacobi matrices.
Corollary 2.36. Let X and α be such that d∗ < ∞ and α− 6= 0. Let also BX,α
given by (2.16) be self-adjoint. Then
(2.40) κ−(BX,α) = κ−(HX,α) <
∞∑
k=1
|α−k |xk.
Several different proofs of Theorem 2.35 can be found in [7]. Let us give a proof of
Corollary 2.36 for the case of a finite number of δ-interactions based on Proposition
2.34.
Proof. Firstly, assume that all αk are negative, that is α = α
−. Then κ+(α) = 0
and hence, by (2.37), we get
κ−(HX,α) = κ+(MX,α).
Set Λ := diag(|α1|, . . . , |αN |). Then we obtain from (2.37)
κ+(MX,α) = κ−(IN − Λ1/2MXΛ1/2), MX =

x1 x1 . . . x1
x1 x2 . . . x2
. . . . . . . . . . . .
x1 x2 . . . xN
 .
Therefore, denoting MΛX := Λ
1/2MXΛ
1/2, we conclude that
κ−(HX,α) = κ+(MX,α) ≤
∑
λj(MΛX )>1
1 <
∑
λj(MΛX)>1
λj(M
Λ
X) ≤ trMΛX =
N∑
k=1
|αk|xk.
To prove the statement in the case α 6= α−, it suffices to note that κ−(HX,α) ≤
κ−(HX,α−). 
Remark 2.37. (i) Let us mention that Theorem 2.8(iv) and Proposition 2.34 en-
ables us to construct the operator HX,α having a given number of negative eigen-
values (for further details see [88], [89], [41], [7]).
(ii) The above results demonstrate that Bargmann’s bound is a one-sided estimate
if the number of δ-interactions is greater than 1 (see [7, Example 4.10] and also
examples below).
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Example 2.38. Let N ≥ 2. Assume that α1 < 0 and αk > 0 for all k ≥ 2. Clearly,
κ+(α) = N−1 and κ+(MX,α) ≥ N−1. If 1α1+x1 < 0, then we immediately conclude
that κ+(MX,α) = N − 1 and hence, by (2.37), κ−(HX,α) = 0, i.e., the operator
is positive. Note that in this case the positivity also follows from the Bargmann
estimate (2.40).
Next, if 1α1 + x1 > 0 and
(2.41) ∆2 := det
( 1
α1
+ x1 x1
x1
1
α2
+ x2
)
< 0,
then again we conclude κ+(MX,α) = N − 1 and hence, by (2.37), κ−(HX,α) = 0.
Notice that in this case the Bargmann estimate (2.40) only gives the inequality
κ−(HX,α) ≤ 1. Let us also mention that under the additional assumption N = 2,
the positivity of the determinant in (2.41) implies that κ−(HX,α) = 1.
Example 2.39. Let N ≥ 3. Assume that α1 < 0, α2 < 0 and αk > 0 for all k ≥ 3.
Clearly, κ+(α) = N−2 and κ+(MX,α) ≥ N−2. If 1α1 +x1 < 0 and the determinant
in (2.41) is positive, then 1α2 + x2 < 0 and κ+(MX,α) = N − 2. Therefore, (2.37)
yields the equality κ−(HX,α) = 0. On the other hand, the Bargmann estimate
(2.40) only provides the inequality κ−(HX,α) < 2.
3. Hamiltonians with δ′-interactions
3.1. Definition of δ′-interactions. The main object of this section is the Hamil-
tonian formally given by the differential expression (1.3). The existence of the
model (1.3) was pointed out in 1980 by Grossmann, Hoegh–Krohn and Mebkhout
[50]. However, the first rigorous treatment of (1.3) was made by Gesztesy and
Holden in [36]. Namely, they defined the Hamiltonian HX,β,q by using the method
of boundary conditions. To be precise, let us consider (1.3) on the interval [0, b),
0 < b ≤ +∞, assuming that the sequence X = {xk}∞1 is strictly increasing and
accumulates at b. Then define the operator
H0X,β,qf :=τqf = −f ′′ + q(x)f, f ∈ dom(H0X,β,q),(3.1)
dom(H0X,β,q) :=
{
f ∈W 2,1comp([0, b) \X) : f(0) = 0,
f ′(xk+) = f ′(xk−)
f(xk+)− f(xk−) = βkf ′(xk) , τqf ∈ L
2(R+)
}
.(3.2)
Clearly, H0X,β,q is symmetric. Let us denote its closure by HX,β,q:
(3.3) HX,β,q := H0X,β,q.
For q = 0 we set HX,β := HX,β,0. If βk = ∞, then the boundary condition at xk
reads as f ′(xk+) = f ′(xk−) = 0. Therefore, the operator HX,∞,q becomes
(3.4) HX,∞,q := HNX,q =
⊕
k∈N
HNq,k, dom(H
N
X,q) =
⊕
k∈N
dom(HNq,k),
where HNq,k is the Neumann realization of τq = − d
2
dx2 + q in L
2(xk−1, xk).
Up to now it was not clear how to apply the form approach in order to rigorously
define a δ′-interaction on X (cf. [35, Section 7.2]). Indeed, a very naive guess is to
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consider a single δ′-interaction at x0 as the following form sum
t
′[f ] =
∫
R
|f ′(x)|2 dx+ β0|f ′(x0)|2
defined on the domain
dom(t′) = {f ∈ W 1,2(R) : f ′(x0) exists and is finite}.
Clearly, the form t′ is not closable. However (see [73]2), one needs to consider a
δ′-interaction as a form sum of two forms tN and b, where
(3.5) tN [f ] :=
∫
R
|f ′(x)|2 dx, dom(tN) :=W 1,2(R \ {x0}),
and
(3.6) b[f ] :=
|f(x0+)− f(x0−)|2
β0
, dom(tN ) := W
1,2(R \ {x0}).
Let us note that the operator
(3.7)
HNx0 := −
d2
dx2
, dom(HNx0) = {f ∈W 2,2(R \ {x0}) : f ′(x0+) = f ′(x0−) = 0},
is associated with the form tN . Clearly, H
N
x0 is the direct sum of Neumann realiza-
tions of − d2dx2 in L2(−∞, x0) and L2(x0,+∞), respectively. Note that the form b is
infinitesimally form bounded with respect to the form tN and hence, by the KLMN
theorem, the form
(3.8) t′[f ] := tN [f ] + b[f ], dom(t′) :=W 1,2(R \ {x0}),
is closed and lower semibounded and gives rise to a self-adjoint operator
H′ = − d
2
dx2
,
dom(H′) :=
{
f ∈ W 2,2(R \ {x0}) : f
′(x0+) = f ′(x0−)
f(x0+)− f(x0−) = β0f ′(x0+)
}
.
(3.9)
Remark 3.1. (i) Let us emphasize that the definition of a δ′-interaction via the
form sum (3.8) allows to observe the key difference between δ and δ′-interactions.
Namely, δ-interactions are considered as a perturbation of the free Hamiltonian.
However, δ′-interactions can be viewed as a perturbation of the operator HNX,q de-
fined by (3.4). In particular, in the case of infinitely many interaction centers, the
free Hamiltonian has purely absolutely continuous spectrum though the spectrum
of HNX,q is purely point. Let us also mention that the idea to consider Hamiltoni-
ans with δ′-interactions HX,β,q as a perturbation of the Neumann realization HNX,q
was used by Exner in [34] in order to prove that the spectra of δ′ Wannier–Stark
Hamiltonians have no absolutely continuous parts.
(ii) Similar to δ-interactions, Hamiltonians with δ′-interactions can also be con-
sidered as quasi-differential operators. For example, set p(x) = x + β0χ[x0,+∞)(x)
and consider in L2(R) the following differential expression τp := − ddx ddp(x) . It can
be shown (cf. [28, §3] and [31]), that the corresponding self-adjoint operator co-
incides with H′ given by (3.9). Note that this definition enables us to introduce
2In the paper [15], which appeared during the preparation of [73], Hamiltonians with a δ′-
interaction supported on a hypersurface are treated in a similar way.
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δ′-interaction on an arbitrary set of Lebesgue measure zero and this will be done
in the forthcoming paper [31]. Let us also mention that using a different approach
these operators have been studied recently by Albeverio and Nizhnik [11] and Brasche
and Nizhnik [20].
As in the case of δ-interactions, the domain of HX,β,q can be further specified if
q ∈ L∞(R+). Let us equip dom(HX,β,q) with the graph norm of HX,β,q.
Proposition 3.2. Let q ∈ L∞(R+). Then:
(i) The operator HX,β,q is self-adjoint and its domain is given by
(3.10)
dom
(
HX,β,q
)
:=
{
f ∈W 2,2(R+ \X) : f(0) = 0, f
′(xk+) = f ′(xk−)
f(xk+)− f(xk−) = βkf(xk)
}
.
(ii) The embedding
W 2,2(R+ \X) →֒ W 1,2(R+ \X),
holds and is continuous if and only if d∗ > 0.
(iii) If d∗ > 0, then the embedding
dom(HX,β,q) →֒ W 1,2(R+ \X)(3.11)
holds and is continuous.
Remark 3.3. Self-adjointness of HX,β,q was established in [23] (see also Section
3.2). The proof of Proposition 3.2 can be found in [73].
Further remarks: There is one more approach to define δ′-interactions. Namely, a
single δ′-interaction can be treated as an H−2-perturbation of the free Hamiltonian.
For further details and results we refer to the monographs [8] and [69].
Let us also mention that there is a difference between δ′-interactions and δ′-
potentials. During the last few years there was some activity in understanding the
Hamiltonians with δ′-potentials. In this connection we refer to the recent papers
[42], [43], [44] and [20] (see also the references therein).
3.2. Self-adjointness and connection with Jacobi matrices. The first re-
sults on the self-adjointness for Hamiltonians with δ′-interactions were obtained
by Gesztesy and Holden [36] (see also [3, §III.3]). Using the approach introduced
by Phariseau in [91] for δ-interactions, Gesztesy and Holden [36] established self-
adjointness in the case q ≡ 0 and d∗ > 0. Let us stress that the analysis becomes
much more complicated if either d∗ = 0 or q /∈ L∞.
The next step was made by Buschmann, Stolz and Weidmann [23]. Namely,
in contrast to Hamiltonians with δ-interactions, it was observed in [23] that the
Hamiltonian HX,β,q is always self-adjoint provided that q ∈ L∞ and b = +∞.
However, as in the case of δ-interactions, Buschmann, Stolz and Weidmann [23]
proved that n±(HX,β,q) ≤ 1 and the deficiency indices can be characterized by
using Weyl’s limit point/limit circle criterion.
Using the boundary triplets approach, it was shown in [70] that in the case
q ∈ L∞(0, b) certain spectral properties of HX,β,q are closely connected with those
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of the following Jacobi matrix
(3.12) BX,β :=

d−21 d
−2
1 0 0 0 . . .
d−21
d−11
β1
+ d−21
d
−1/2
1 d
−1/2
2
β1
0 0 . . .
0
d
−1/2
1 d
−1/2
2
β1
d−12
β1
+ d−22 d
−2
2 0 . . .
0 0 d−22
d−12
β2
+ d−22
d
−1/2
2 d
−1/2
3
β2
. . .
0 0 0
d
−1/2
2 d
−1/2
3
β2
d−13
β2
+ d−23 . . .
. . . . . . . . . . . . . . . . . .

.
More precisely, under a suitable choice of a boundary triplet Π = {l2(N),Γ0,Γ1}
for the operator H∗X,q (see Section 2.3), the operator HX,β,q admits the following
representation
dom(HX,β,q) = {f ∈ dom(H∗X,q) : Γ1 = BX,βΓ0}.
The next result was established in [70], [72].
Theorem 3.4 ([70, 72]). Let HX,β,q be given by (3.1)–(3.3) and let BX,β be the
matrix (3.12). Let also q ∈ L∞ and d∗ <∞. Then:
(i) n±(HX,β,q) = n±(BX,β). In particular, HX,β,q is self-adjoint if and only
if so is BX,β.
(ii) The operator HX,β,q is lower semibounded if and only if so is BX,β.
(iii) If HX,β,q is self-adjoint, then its spectrum is purely discrete if and only if
dk → 0 and the spectrum of BX,β is purely discrete.
(iv) If HX,β is self-adjoint, then
(3.13) κ−(HX,β) = κ−(BX,β).
(v) If HX,β is self-adjoint, then for any p ∈ [1,∞]
(3.14) H−X,β ∈ Sp(L2)⇐⇒ B−X,β ∈ Sp(l2).
In particular, σess(HX,α) ⊆ R+ if and only if σess(BX,α) ⊆ R+.
It is interesting to note that the matrix BX,β admits the representation
(3.15) BX,β = R
−1
X (I + U)D
−1
X,β(I + U
∗)R−1X ,
where U is the unilateral shift on l2(N) and
(3.16) RX =
∞⊕
k=1
(√
dk 0
0
√
dk
)
, DX,β =
∞⊕
k=1
(
dk 0
0 βk
)
.
This observation immediately implies a connection of the Hamiltonian HX,β,q with
Krein–Stieltjes string operators [1, Appendix], [62] (see also [70, §6] and [72] for
further details). Namely, if all βk are positive, then setting l2k−1 := dk, l2k := βk,
m2k−1 = m2k := dk, k ∈ N, the difference equation associated with the matrix BX,β
describes the motion of an inhomogeneous string (Krein–Stieltjes string) with the
mass distributionM(y) =∑yk<ymk, where yk−yk−1 = lk and y0 = 0. This class of
matrices is studied sufficiently well. In particular, applying Hamburger’s Theorem
[1, Theorem 0.5] to the matrix BX,β , we arrive at the following self-adjointness
criterion.
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Theorem 3.5 ([70]). Deficiency indices of the operator HX,β are equal and are not
greater than one, n+(HX,β) = n−(HX,β) ≤ 1. Furthermore, HX,β is self-adjoint if
and only if at least one of the following conditions hold:
(i)
∑∞
n=1 dn =∞, i.e., b = +∞;
(ii)
∑∞
n=1
[
dn+1
∣∣∑n
i=1(βi + di)
∣∣2] =∞.
Remark 3.6. As distinguished from the case of δ-interactions, by Theorem 3.5(i),
the operator HX,β is self-adjoint in L
2(R+) for any β ⊂ R (cf. Example 2.11). This
fact was first observed in [23]. Let us also mention that statement (ii) provides the
self-adjointness criterion in the case of a finite interval [0, b), b <∞.
3.3. Semiboundedness. Let b = +∞ and X = {xk}∞k=1 be a strictly increasing
sequence accumulating at +∞. Consider the following energy form
t
0
X,β,q[f ] :=
∫
R+
(|f ′(x)|2 + q(x)|f(x)|2) dx +
∞∑
k=1
|f(xk+)− f(xk−)|2
βk
,(3.17)
dom(t0X,β,q) = {f ∈ W 1,2(R+ \X) ∩ L2comp(R+) : t0X,β,q[f ] <∞}.(3.18)
Integrating by parts, one gets that the form t0X,β,q admits the representation
(3.19) t0X,β,q[f ] = (H
0
X,β,qf, f)L2, f ∈ dom(H0X,β,q),
and hence the form t0X,β,q is closable whenever it is lower semibounded.
Firstly, let us mention that similar to the case of δ-interactions, the analog of
the Glazman–Povzner–Wienholtz Theorem holds true in the case of δ′-interactions.
Theorem 3.7 ([73]). If the Hamiltonian HX,β,q is lower semibounded, then it is
self-adjoint.
Combining this theorem with the representation (3.19), we immediately arrive
at the following result.
Corollary 3.8. If the form t0X,β,q is lower semibounded, then it is closable and
the self-adjoint operator associated with its closure tX,β,q := t0X,β,q coincides with
HX,β,q.
Next we state the counterpart of Theorem 2.15.
Theorem 3.9 ([73]). Assume that d∗ < ∞ and there exist positive constants C0,
C1 > 0 such that
(3.20)
1
dk
∫ xk
xk−1
q−(x)dx ≤ C0, 1
β−k
≤ C1min{dk, dk+1}, k ∈ N.3
Then:
(i) The form t0X,β,q is lower semibounded and the Hamiltonian HX,β,q is lower
semibounded and self-adjoint,
(ii) If both the potential q and the sequence β are negative, then the conditions
(3.20) are also necessary for the form t0X,β,q (and hence for the operator
HX,β,q) to be lower semibounded.
3Here we formally set 1
β
−
k
:= 0 if β−
k
= 0, i.e., the corresponding inequality automatically
holds true if βk is positive.
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Remark 3.10. (i) Theorem 3.9 immediately implies that the operator HX,β,q is
self-adjoint and lower semibounded if q is bounded from below, q(x) ≥ −c, and β is
a positive sequence.
(ii) Note also that conditions (3.20) are only sufficient if q and β take values
of both signs. Let us also mention that (3.20) imply the corresponding conditions
(2.24) for q. However, the converse is not true.
Finally, let us present some simple conditions, which are necessary for the oper-
ator HX,β,q to be lower semibounded (for further conditions see [70] and [73]).
Lemma 3.11 ([73]). Let q = 0. If the form t0X,β is lower semibounded, that is
t0X,β ≥ −C for some C ≥ 0, then:
(i) for all β−k 6= 0
(3.21)
1
β−k
≤ 1 + C
3
, k ∈ N,
(ii)
(3.22)
1
β−j
:=
1
|βkj |
≤ Cmin{d−j , d−j+1}, j ∈ N,
where X− = {x−j }∞j=1 := {xkj} is the subsequence supporting negative in-
tensities and d−j := x
−
j − x−j−1 = xkj − xkj−1 .
3.4. Spectral types. Hamiltonians with periodically arranged δ′-interactions were
first discussed by Gesztesy and Holden in [36]. Namely, they investigated in great
detail the spectral properties of HX,β in the cases when αk ≡ α ∈ R and X = aZ
(crystal) orX = aN (half-crystal). Also, in [36], it was studied how the introduction
of impurities affects spectral properties of crystals. The analysis of various types
of ordered alloys, both deterministic and random, for this model was done in [37]
where, e.g., the Saxon–Hunter conjecture [102], concerning gaps in the spectrum was
proved. For a comprehensive treatment of these models we refer to the monograph
[3]. The main aim of this subsection is to review recent developments in the case
d∗ = 0.
Discreteness. Using Theorem 3.4(iii) and the Kac–Krein discreteness criterion
[61], one can prove the following result.
Proposition 3.12 ([70]). Let I = R+ and dk → 0. The spectrum of the operator
HX,β is not discrete if at least one of the following conditions hold:
(i) limk→∞ xk
∑∞
j=k d
3
j > 0;
(ii) βk ≥ −Cd3k, k ∈ N, C > 0;
(iii) β−k ≤ −C(d−1k + d−1k+1), k ∈ N, C > 0.
It follows from Proposition 3.12 that discreteness of the spectrum is a very rare
property. For instance, the spectrum of the operator HX,β is not discrete if either
βn > 0 for all n ∈ N or {dn}∞n=1 /∈ l3(N). However, it is possible to indicate certain
conditions on X and β which guarantee the discreteness.
Proposition 3.13 ([70]). Assume that βk + dk ≥ 0 for all k ∈ N and I = R+.
Then the spectrum of HX,β is purely discrete if and only if
(3.23) lim
k→∞
xk
∞∑
j=k
d3j = 0 and lim
k→∞
xk
∞∑
j=k
(βj + dj) = 0.
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As it was already mentioned, the Hamiltonian HX,β,q can be considered as a
form sum perturbation of the operator
(3.24) HNX,q :=
⊕
k∈N
HNq,k,
where HNq,k is the Neumann realization of − d
2
dx2 + q(x) in L
2(xk−1, xk). The next
result provides a discreteness criterion for the operator HNX,q.
Theorem 3.14 ([73]). Assume that d∗ < ∞, q ∈ L1loc(R+), and q− satisfies the
first condition in (3.20). Then the spectrum of HNX,q is discrete if and only if the
following conditions are satisfied:
(3.25) for every ε > 0
∫ x+ε
x
q(t)dt → +∞ as x→∞.
(3.26)
1
dk
∫ xk
xk−1
q(x)dx→ +∞ as k →∞
It is an immediate corollary of Theorem 3.14 that both conditions (3.25) and
(3.26) are sufficient for the discreteness of the spectrum ofHX,β,q. Moreover, (3.25)
remains to be necessary although (3.26) is no longer necessary.
Theorem 3.15 ([73]). Assume that q ∈ L1loc(R+), d∗ < ∞ and conditions (3.20)
are satisfied.
(i) If q satisfies (3.25) and (3.26), then the spectrum of HX,β,q is discrete.
(ii) If the spectrum of the lower semibounded Hamiltonian HX,β,q is purely
discrete, then q satisfies (3.25) and
(3.27)
1
dk
(∫ xk
xk−1
q(x)dx +
1
βk−1
+
1
βk
)
→ +∞.
The next result complements Proposition 3.12.
Proposition 3.16 ([73]). Let b = +∞ and q ∈ L∞(R+). If the Hamiltonian
HX,β,q is lower semibounded, then its spectrum is not discrete. In particular, if the
operator HX,β := HX,β,0 is lower semibounded, then its spectrum is not discrete.
There is a gap between necessary and sufficient conditions in Theorem 3.15.
Indeed, the next result shows that condition (3.26) is only sufficient and in cases
when (3.26) is not satisfied the discreteness of σ(HX,β,q) depends on q and β. In
particular, the spectrum of the Hamiltonian HX,β,q might be discrete although the
spectrum of the corresponding Neumann realization HNX,q is not.
Proposition 3.17 ([73]). Let X = {xk}∞1 ⊂ R+ be such that d∗ <∞ and
(3.28) inf
k∈N
d2k−1 =: ε0 > 0 and lim
k→∞
d2k = 0.
Let q satisfy (3.20) and Molchanov’s condition (3.25). If β satisfies (3.20) and
(3.29) lim
k→∞
d2kβ2k−1 = 0,
then the spectrum σ(HX,β,q) of the Hamiltonian HX,β,q is purely discrete.
Continuous spectrum.
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Theorem 3.18 ([73]). Assume that q ∈ L1loc(R+) and the first condition in (3.20)
is satisfied. Then σess(HX,β,q) = σess(H
N
X,q) if
(3.30)
|βk|−1
min{dk, dk+1} → 0 as k →∞.
If, in addition,
(3.31) lim
k→∞
1
dk
∫ xk
xk−1
|q(x)|dx = 0,
then
(3.32) σess(HX,β,q) = σess(H
N
X,q) = σess(H
N
X).
Noting that the spectrum of HNX,q is pure point, we can construct various exam-
ples of operators HX,β,q with exotic essential spectra. In particular, (3.32) implies
that the structure of σess(HX,β,q) depends only on a ”geometry” of X .
Corollary 3.19 ([73]). Let the assumptions of Theorem 3.18 be satisfied. Assume
also that q satisfies (3.31) and limk→∞ dk = 0. Then
(3.33) σess(HX,β,q) = {0},
i.e. the spectrum of HX,β,q is pure point and accumulates only at 0 and ∞.
3.5. Negative spectrum. In contrast to the case of δ-interactions, the number of
negative squares is determined by the number of negative intensities.
Theorem 3.20 ([41, 72]). If the operator HX,β is self-adjoint, then
(3.34) κ−(HX,β) = κ−(β).
In particular, the operator HX,β is nonnegative if and only if βk ≥ 0, k ∈ N.
Proof. By Theorem 3.4(iv), we get κ−(HX,β) = κ−(BX,β). On the other hand, it
follows from the factorization (3.15)–(3.16) that κ−(BX,β) = κ−(β). Combining
both equalities we complete the proof. 
Remark 3.21. The equality (3.34) was observed in [10] in the special case when
|X | = N < ∞ and all intensities are negative. In the case d∗ > 0, Theorem 3.20
was established in [41]. The assumption d∗ > 0 was removed in [72] by using a
different method.
Finally, let us mention that Theorem 3.20 enables us to give a different proof of
Corollary 3.16.
Proof of Corollary 3.16. Clearly, it suffices to prove Corollary 3.16 in the case q ≡ 0.
By Proposition 3.12(ii), if the spectrum ofHX,β is purely discrete, then κ−(β) =∞.
Therefore, by Theorem 3.20, κ−(HX,β) = ∞. However, if HX,β is lower semi-
bounded, then the negative spectrum of HX,β has at least one finite accumulation
point. This contradiction completes the proof. 
Further notes: In [87], [11], [20], Nizhnik with co-authors introduced δ′-interactions
on sets of a Lebesgue measure zero, for example, on Cantor type sets. In these pa-
pers, the self-adjointness and basic spectral properties of these operators have been
analyzed. A different approach to analyze the spectral properties of Hamiltonians
with δ′-interactions on Cantor type sets is proposed in [31].
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