Abstract. We use porosity to study differentiability of Lipschitz maps on Carnot groups. Our first result states that directional derivatives of a Lipschitz function act linearly outside a σ-porous set. The second result states that irregular points of a Lipschitz function form a σ-porous set. We use these observations to give a new proof of Pansu's theorem for Lipschitz maps from a general Carnot group to a Euclidean space.
Introduction
A Carnot group (Definition 2.1) is a connected and simply connected Lie group whose Lie algebra admits a stratification. Carnot groups have translations, dilations, Haar measure and points are connected by horizontal curves (Definition 2.2), which are used to define the Carnot-Carathéodory distance. With so much structure, the study of analysis and geometry in Carnot groups is an active and interesting research area [1, 2, 3, 7, 11, 17, 23, 25] .
The geometry of Carnot groups is highly non-trivial. For instance, any Carnot group (except for Euclidean spaces themselves) contains no subset of positive measure that is bi-Lipschitz equivalent to a subset of a Euclidean space [22] . This follows from Pansu's theorem (Theorem 2.6), a generalization of Rademacher's theorem, which asserts that Lipschitz maps between Carnot groups are differentiable almost everywhere [18, 15] . Differentiability of maps between Carnot groups is defined like that of maps between Euclidean spaces, but Euclidean translations, dilations and distances are replaced by their analogues in Carnot groups.
Many interesting geometric and analytic problems have been studied in the context of Carnot groups. For example, a geometric notion of intrinsic Lipschitz function between subgroups of a general Carnot group was introduced in [9] to study rectifiable sets [10, 16] and minimal surfaces [4, 5, 24] . Moreover, Carnot groups have been applied to study degenerate equations, control theory and potential theory [3] . More recently, they were also considered in applied mathematics, such as mathematical finance, theoretical computer science and mathematical models for neurosciences [6] .
In this paper, we generalize to Carnot groups two statements asserting that a set of exceptional points concerning directional derivatives is σ-porous, and use them to give a new proof of Pansu's theorem for Lipschitz maps from a general Carnot group to a Euclidean space.
A set in a metric space is (upper) porous (Definition 2.7) if each of its points sees nearby relatively large holes in the set on arbitrarily small scales. A set is σ-porous if it is a countable union of porous sets. Porous sets have applications to topics like cluster set theory and differentiability of Lipschitz or convex mappings. Note there are several other types of porosity with their own applications. Properties and applications of porous sets are thoroughly discussed in the survey articles [26, 27] .
Stating that an exceptional set is σ-porous is useful because σ-porous sets in metric spaces are of first category and have measure zero with respect to any doubling measure. The second statement follows, as in the Euclidean case, using the doubling property and the fact that the Lebesgue density theorem holds for doubling measures. Proving that a set is σ-porous usually gives a stronger result than showing it is of first category or has measure zero: any topologically complete metric space without isolated points contains a closed nowhere dense set which is not σ-porous, and R n contains a closed nowhere dense set of Lebesgue measure zero which is not σ-porous [26] .
Porosity has been used to study differentiability of Lipschitz mappings, even very recently. Indeed, [13] gives a version of Rademacher's theorem for Frechét differentiability of Lipschitz mappings on Banach spaces in which porous sets are Γ-null. Roughly, a set is Γ-null if it meets typical infinite dimensional C 1 surfaces in measure zero. Applications of porosity to study differentiability in infinite dimensional Banach spaces are thoroughly discussed in the recent book [14] . In the finite dimensional setting, porosity and construction of large directional derivatives were recently used in [19] to obtain the following result: for any n > 1, there exists a Lebesgue null set in R n containing a point of differentiability for every Lipschitz mapping from R n to R n−1 . Directional derivatives also played a key role in the proof of the following result in a Carnot group: there exists a measure zero set N in the Heisenberg group H n such that every Lipschitz map f : H n → R is Pansu differentiable at a point of N [20] .
We now briefly describe the results of this paper. For a Lipschitz function f : R n → R, directional derivatives need not act linearly: f ′ (x, u + v) may not agree with f ′ (x, u) + f ′ (x, v) (see Example 3.1 for a simple example). However, [21, Theorem 2] asserts that such an implication does hold at points x outside a σ porous (even σ-directionally porous) set depending on f , even for Lipschitz maps on separable Banach spaces. We prove a similar statement in Carnot groups: directional derivatives (in horizontal directions) for Lipschitz maps act linearly outside a σ-porous set (Theorem 3.7). Note that in Carnot groups it only makes sense to consider directional derivatives in horizontal derivatives, since the composition of a Lipschitz function with a non-horizontal curve may not be Lipschitz, and consequently may fail to be differentiable. To relate directional derivatives in the different directions and hence prove Theorem 3.7, we prove and apply Lemma 3.5 which shows how to move in a direction U + V by repeatedly moving in horizontal directions U and V . Such a statement is non-trivial, since U and V are left-invariant vector fields whose direction depends upon the point where they are evaluated. Roughly, the porous sets appearing in Theorem 3.7 are sets of points at which (on some scale and to some specified accuracy) a Lipschitz function is approximated by directional derivatives in directions U and V , but is not well approximated by the sum of the directional derivatives in the direction U + V . Our proof of Theorem 3.7 is based on the proof of [21, Theorem 2] . The main differences are an application of Lemma 3.3 to control the Carnot-Carathéodory distance and Lemma 3.5 to account for the fact that in a Carnot group moving in direction U then V is not the same as moving in direction U + V . Further, the conclusion of [21, Theorem 2] was (Gateaux) differentiability which, as discussed below, no longer holds in our setting.
If a Lipschitz map f : R n → R has all directional derivatives at a point x ∈ R n and directional derivatives at x act linearly, then by definition f is differentiable at x. In Carnot groups we observe that existence and linear action of only directional derivatives in horizontal directions does not imply Pansu differentiability (Example 4.1). To pass from directional derivatives to Pansu differentiability, we first give another application of porosity.
A point x is a regular point of a Lipschitz function f if whenever a directional derivative of f at x in some direction exists, then that same directional derivative also controls changes in f along parallel lines with the same direction close to x (Definition 4.2). Proposition 4.3 adapts [13, Proposition 3.3] to Carnot groups, showing that the set of points at which a Lipschitz function is not regular is σ-porous.
We next prove Theorem 4.6. This states that if f : G → R is Lipschitz and x is a regular point at which directional derivatives exist and act linearly, then f is Pansu differentiable at x. To prove this we use Lemma 4.5, which provides a relatively short horizontal path from x to any nearby point which is a concatenation of lines in directions of a basis of V 1 . We use regularity of the point x to estimate changes along these lines using the directional derivatives at x, then linear action of directional derivatives to show that the derivative is indeed a group linear map. While our definition of regular point is a generalization of the corresponding notion in Banach spaces, this application is original.
As a consequence of Theorem 3.7, Proposition 4.3 and Theorem 4.6, we obtain Corollary 4.8. This asserts that existence of directional derivatives implies Pansu differentiability outside a σ-porous set. Since it is not hard to show that directional derivatives of a Lipschitz function exist almost everywhere (Lemma 4.9) and porous sets have measure zero, we obtain a new proof of Pansu's Theorem (Corollary 4.10) for mappings from Carnot groups to Euclidean spaces.
One can ask if the results of this paper generalize to mappings between arbitrary Carnot groups. The authors chose to investigate the case of Euclidean targets because it resembles more closely the Banach space case yet already calls for interesting new techniques. Our proofs do not immediately generalize to Carnot group targets. The authors intend to investigate the more general case in future works.
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Preliminaries
We now briefly describe the main notions and results used in the paper; the reader can consult [3] for more details.
Carnot groups.
Recall that a Lie group is a smooth manifold which is also a group for which multiplication and inversion are smooth. The Lie algebra associated to a Lie group is the space of left invariant vector fields equipped with the Lie bracket [·, ·] defined on smooth functions by
We also denote the direct sum of vector spaces V and W by V ⊕ W . Definition 2.1. A simply connected finite dimensional Lie group G is said to be a Carnot group of step s if its Lie algebra g is stratified of step s, this means that there exist linear subspaces V 1 , ..., V s of g such that
It can be shown that Definition 2.1 implies
Let
We define m := m 1 = dim(V 1 ) and note n = h s . The basis X 1 , . . . , X m of V 1 induces an inner product ω(·, ·) on V 1 for which X 1 , . . . , X m is orthonormal. We denote by ω(·) the norm on V 1 induced by this inner product.
We recall the exponential map exp : g → G is defined by exp(X) = γ(1) where γ : [0, 1] → G is the unique solution to γ ′ (t) = X(γ(t)) and γ(0) = 0. The exponential map is a diffeomorphism between G and g. Using the basis X 1 , . . . , X n to identify g with R n , we can identify G with R n by the correspondence:
Using this identification of G with R n , [3, Corollary 1.3.19] states that if h l−1 < j ≤ h l for some 1 ≤ l ≤ s then:
where q i,j are suitable homogeneous polynomials completely determined by the group law in G. Using (2.1) we can identify X j (x) with the vector e j + n i>h l q i,j (x)e i where e j is the j'th element of the canonical basis of R n . Denote by p : R n → R m the projection onto the first m coordinates, given by p(x) = (x 1 , . . . , x m ). Then p(X j (x)) is independent of x ∈ G, so we can unambiguously define p(X j ) = p(X j (x)) = e j for every x ∈ G and j = 1, . . . , m. We extend this definition by linearity to all V 1 , in particular p(U (x)) = p(U (y)) for every x, y ∈ R n , U ∈ V 1 .
To compute the group law in coordinates, it is possible to define a mapping ⋄ : g × g → g for which (g, ⋄) is a Lie group and exp : (g, ⋄) → (G, ·) is a group isomorphism [3, Theorem 2.2.13], in particular:
The Baker-Campbell-Hausdorf formula gives a formula for ⋄:
where the higher order terms are nested commutators of X and Y . Denoting points of G by (x 1 , . . . , x n ) ∈ R n , the homogeneity d i ∈ N of the variable x i is defined by
For any λ > 0, the dilation δ λ : G → G, is defined in coordinates by
and satisfies δ λ (xy) = δ λ (x)δ λ (y). Using the exponential map, dilations satisfying exp
A Haar measure on G is a non-trivial Borel measure µ on G satisfying µ(gE) = µ(E) for any g ∈ G and Borel set E ⊂ G. Such a measure is unique up to scaling by a positive constant, so sets of measure zero are defined without ambiguity. Identifying G with R n , any Haar measure is simply a constant multiple of n dimensional Lebesgue measure L n .
Carnot-Carathéodory distance. Recall that a curve
for almost every t ∈ [a, b]. We define the horizontal length of such a curve γ by:
where u = (u 1 , . . . , u m ) and | · | denotes the Euclidean norm on R m .
The Chow-Rashevskii Theorem asserts that any two points of G can be connected by horizontal curves [3, Theorem 9.
It is well-known that the Carnot-Carathéodory distance satisfies the relations d(zx, zy) = d(x, y) and d(δ r (x), δ r (y)) = rd(x, y) for x, y, z ∈ G and r > 0. It induces on G the same topology as the Euclidean distance but is not bi-Lipschitz equivalent to the Euclidean distance. For convenience, we let d(x) := d(x, 0). It follows from the definition of the exponential map that d(exp(tE)) ≤ |t|ω(E) whenever t ∈ R and E ∈ V 1 .
A homogeneous norm on G is a continuous function D :
for every λ > 0 and x ∈ G, and D(x) > 0 if and only if x = 0. We will mostly use the homogeneous norm d(x) = d(x, 0), but it is also useful to consider the homogeneous norm given by the explicit formula:
where 
2.3. Directional derivatives and Pansu differentiability. If x ∈ G and E ∈ V 1 is horizontal then the map t → x exp(tE) is Lipschitz. Consequently if f : G → R is Lipschitz then the composition t → f (x exp(tE)) is a Lipschitz mapping from R to itself, hence differentiable almost everywhere. Thus it makes sense to define directional derivatives of Lipschitz maps f : G → R in horizontal directions. Note, however, that if E ∈ g \ V 1 then the composition t → f (x exp(tE)) may not be Lipschitz. In this paper we only consider directional derivatives in horizontal directions, as in [20] .
Suppose f : G → R, x ∈ G and X j f (x) exists for every 1 ≤ j ≤ m. Then we define the horizontal gradient of f at x by
which can be represented in coordinates by (
Let G be a Carnot group with distance d and dilations δ r .
If such a map L exists then it is unique and we denote it by df .
The following fundamental result generalizes Rademacher's theorem to Carnot groups and is due to Pansu [18] . Theorem 2.6 (Pansu's Theorem). Let f : G → G be a Lipschitz map. Then f is Pansu differentiable almost everywhere.
We fix a Carnot group G and an adapted basis X 1 , . . . , X n of g, with corresponding inner product norm ω, throughout this paper.
2.4. Porous sets. We now define porous sets and σ-porous sets; for more information see the extensive survey articles [26, 27] . Intuitively, a set is porous if every point of the set sees relatively large holes in the set on arbitrarily small scales. We denote by B(x, r) the open ball of centre x and radius r > 0 in a metric space. Definition 2.7. Let (M, ρ) be a metric space, E ⊂ M and a ∈ M . We say that E is porous at a if there exist λ > 0 and a sequence x n → a such that
A set E is porous if it is porous at each point a ∈ E with λ independent of a. A set is σ-porous if it is a countable union of porous sets.
Porous sets in Carnot groups have measure zero. This follows from the fact that Haar measure on Carnot groups is Ahlfors regular, hence doubling, so the Lebesgue differentiation theorem applies [12, Theorem 1.8] . If a porous set had positive measure then it would have a Lebesgue density point, which is impossible due to the presence of relatively large holes, which have relatively large measure, on arbitrarily small scales.
Directional derivatives acting linearly
Even for a Lipschitz function f : R 2 → R with all directional derivatives f ′ (x, v) at a point x ∈ R 2 , directional derivatives need not act linearly:
Consequently, existence of directional derivatives alone does not suffice for differentiability. We illustrate this with a simple example.
Then f is a Lipschitz function with all directional derivatives at (0, 0). However, f is not differentiable at (0, 0), since:
. Such a statement holds even for Lipschitz maps from a separable Banach space X to a Banach space Y [21, Theorem 2] . In this section we prove an analogue in Carnot groups, showing that directional derivatives act linearly outside a σ-porous set (Theorem 3.7).
3.1. Geometric lemmas. We now give several results describing the geometry of Carnot groups, essential for our study of porosity and differentiability. Before proving the first geometric lemma, we state an estimate for the norm of a commutator of group elements [8, Lemma 2.13] . Recall that G is a Carnot group of step s, h s := n and the homogeneous norm · was defined in (2.4). The following lemma is stated using a different homogeneous norm in [8] . However the desired statement follows from [8, Lemma 2.13] because the ratio of any two homogeneous norms is bounded.
There is a constant C > 0 such that
The first geometric lemma bounds the Carnot-Carathéodory distance between points obtained by flowing from two nearby points in the direction of the same horizontal vector field. Lemma 3.3. Suppose λ ∈ (0, 1) and t ∈ (−1, 1) . Let x, y ∈ G satisfy d(x, y) ≤ λ|t| and U ∈ V 1 . Then, there exists C = C 1 > 0 such that
Proof. Throughout the proof C will denote a positive constant depending only on G and possibly different from line to line. Using equation (2.5), we can estimate with the equivalent homogeneous norm · instead of d(·).
Without loss of generality assume y = 0 and s ≥ 2. Indeed, if s = 1 then G ≡ R n and exp(tU ) −1 x exp(tU ) = x ≤ Cλ|t| so the statement follows. Now suppose s ≥ 2. Using Lemma 3.2 and the bound x ≤ Cλ|t| we have:
where in the last inequality we used λ ∈ (0, 1) and s ≥ 2. The conclusion easily follows. 
where c(q) is an integer depending only on q, and The next lemma shows how to move in a direction U + V by repeatedly making increments in directions U and V . Such a statement will be useful when we want to relate directional derivatives in direction U + V to directional derivatives in direction U and in direction V .
Lemma 3.5. There is a constant C = C 2 > 0 for which the following holds. For any pair U, V ∈ V 1 , there exist U 1 , . . . , U N ∈ {U, V } and ρ 1 , . . . , ρ N ∈ R with |ρ i | ≤ C and N ≤ C such that
Proof. We prove the lemma by induction on the step of G. Throughout the proof, C denotes a constant depending only on G, which may vary from line to line. If G has step one the statement is clear: simply take N = 2, U 1 = U , U 2 = V and use the equality:
which follows from the Baker-Campbell-Hausdorff formula (2.2) and (2.3).
Suppose s > 1 and the lemma holds for Carnot groups of step s − 1. Let G be a Carnot group of step s with Lie algebra g = V 1 ⊕ · · · ⊕ V s and adapted basis X 1 , . . . , X n of g. Let q = h s−1 , then X 1 , . . . , X q is a basis of
. . , Y q is an adapted basis of the Lie algebra H = W 1 ⊕ · · · ⊕ W s−1 of H. The Lie bracket is given by:
Since H has step s − 1, we may apply our inductive hypothesis to H and use linearity of dF to write:
with U i ∈ {U, V }, |ρ i | ≤ C and N ≤ C. Here C is a constant depending only on H, hence C is determined by G. Since exp H • dF = F • exp G , (3.2) implies:
Claim 3.6. There exists Z ∈ V s such that
Furthermore, Z = η 1 Z 1 + . . . + η p Z p with |η i | ≤ C and p ≤ C for a constant C determined by G. Each term Z i is a Lie bracket of length s of U and V .
Proof. The map exp G is a diffeomorphism, so necessarily there exists Z ∈ g such that (3.4) holds. Combining (3.3) and (3.4) gives:
Hence:
Since exp H is a diffeomorphism this implies
so dF (Z) = 0. The kernel of dF is V s , so Z ∈ V s . By (3.4), the fact that exp G is invertible and (2.2) we obtain:
Using the Baker-Campbell-Hausdorff formula (2.3) we can write:
where each J i is a linear combination of Lie brackets of length i of U and V . The number of terms in each linear combination is bounded by a constant depending on G. The scalars in these linear combinations are polynomials in the numbers ρ i , with bounded degree and coefficients. Since the numbers ρ i are uniformly bounded, the scalars are also bounded by a constant depending on G. Note Z ∈ V s implies J i = 0 for every 1 ≤ i ≤ s − 1. Hence Z = J s is of the desired form.
Any of the Z i in Claim 3.6 can be written in the form:
Given such a Lie bracket, use Lemma 3.4 to find j 1 , . . . , j c(s) such that
where c(s) is an integer depending only on s, and
The remainder term R(E 1 , . . . , E s ) is a linear combination of brackets of height ≥ s + 1 of the vector fields E 1 , . . . , E s . Since G has step s, this implies R = 0. Consequently:
Using (2.2), this implies:
where c(s) ≤ C. Claim 3.6 states that Z = η 1 Z 1 +. . .+η p Z p with |η i | ≤ C, p ≤ C and each Z i of the form in (3.7). Since
Hence we may use (3.8) for each Z i and combine the resulting expressions to write:
with M ≤ C, |δ i | ≤ C and Q i ∈ {U, V }. Combining (3.4) and (3.9), we deduce:
The second equality follows from the fact Z ∈ V s so [U + V + Z, −Z] G = 0 and the Baker-Campbell-Hausdorff formula (2.3) simplifies. Notice that |ρ i |, |δ i |, N, M ≤ C and U i , Q i ∈ {U, V }, so (3.10) gives the required representation holds for exp(U + V ). Hence the lemma holds for G which has step s. This completes the inductive step, proving the lemma.
3.2. Geometry to differentiability. We now use Lemma 3.3 and Lemma 3.5 to show directional derivatives act linearly outside a σ-porous set.
Theorem 3.7. Suppose f : G → R is Lipschitz. Then there is a σ-porous set A ⊂ G such that directional derivatives act linearly at every point x ∈ G \ A, namely the following implication holds: if E 1 f (x) and E 2 f (x) exist for some
for all a 1 , a 2 ∈ R.
It follows directly from the definition that if a directional derivative Ef (x) exists then (sE)f (x) exists and is equal to s(E(f (x))) for any s ∈ R. Hence to prove Theorem 3.7 we may assume a 1 = a 2 = 1.
Recall the constant C 2 from Lemma 3.5. Given U, V ∈ V 1 \ {0}, y, z ∈ R and ε, δ > 0, let A(U, V, y, z, ε, δ) be the set of x ∈ G such that for all |t| < δ:
|f (x exp(tV )) − f (x) − tz| ≤ ε|t|, (3.12) and there exist arbitrarily small t for which:
Fix x ∈ A(U, V, y, z, ε, δ). Use Lemma 3.5 to choose U 1 , . . . , U N ∈ {U, V } and ρ 1 , . . . , ρ N ∈ R with |ρ i | ≤ C 2 and N ≤ C 2 such that
(3.14)
Choose |t| < min δ,
satisfying (3.13). Dilating both sides of (3.14) by the factor t gives:
Note that x N = x exp(tU + tV ) by (3.16). (1)
Proof. We first verify (1). Define:
Recall that p : G → R m is the projection onto the first m coordinates. The equality (3.14) implies
Since U, V ∈ V 1 and are linearly independent, p(U ) and p(V ) are linearly independent. Hence:
which proves (1).
Next suppose (2) fails. Then:
We estimate using (1), (3.17) and N ≤ C 2 :
This estimate violates our choice of t satisfying (3.13). This proves (2).
Claim 3.9. The set A(U, V, y, z, ε, δ) is porous for each choice of the parameters U, V, y, z, ε, δ.
Proof. We may assume that U and V are linearly independent, otherwise A(U, V, y, z, ε, δ) = ∅ and the claim is trivial. Use Claim 3.8(2) and the equality x i+1 = x i exp(tρ i+1 U i+1 ) to choose 0 ≤ i ≤ N − 1 satisfying:
Recall the constant C 1 > 0 defined in Lemma 3.3. Let 19) and r = min(λω(U ), λω(V ), λ)|t|. Fix q ∈ B(x i , r). We will apply Lemma 3.3 with parameters:
• λ as defined in (3.19),
. To see the hypotheses of Lemma 3.3 are satisfied, notice:
• (3.15) and the bound
is clear from the definition in (3.19),
• d(x i , q) ≤ λ|t| using q ∈ B(x i , r) and the definition of r in (3.20) . Also note ω(U i+1 /ω(U i+1 )) ≤ 1 and recall |ρ i+1 | ≤ C 2 . Applying Lemma 3.3 gives:
Since q ∈ B(x i , r) we can also estimate:
Applying (3.18) together with (3.21) and (3.22) gives:
Recall that either U i+1 = U and y i+1 = y or U i+1 = V and y i+1 = z. Hence (3.23) shows that (3.11) or (3.12) fails with x replaced by q. Consequently q / ∈ A(U, V, y, z, ε, δ). Since q was an arbitrary member of B(x i , r), we deduce:
B(x i , r) ∩ A(U, V, y, z, ε, δ) = ∅.
Since N ≤ C 2 and |ρ i | ≤ C 2 , we can estimate as follows: r) is a relatively large hole in A(U, V, y, z, ε, δ) close to x. Since t can be chosen arbitrarily small, it follows that A(U, V, y, z, ε, δ) is porous at x. The point x was chosen arbitrarily from A(U, V, y, z, ε, δ), so the claim is proven.
Proof of Theorem 3.7. Fix a countable dense set W ⊂ V 1 . Let A be the countable union of sets A(U, V, y, z, ε, δ), with U, V ∈ W and y, z, ε, δ ∈ Q such that ε, δ > 0. Clearly A is σ-porous.
Suppose x ∈ G \ A and E 1 f (x), E 2 f (x) exist. Choose rational ε > 0 and rational δ > 0 such that for all |t| < δ:
Fix y, z ∈ Q such that |y − E 1 f (x)| < ε/4 and |z − E 2 f (x)| < ε/4. Choose
Analogues of (3.11) and (3.12) hold with E 1 replaced by F 1 and E 2 replaced by F 2 . For the first one notice that for any |t| < δ:
The second estimate is similar. Since x ∈ G\A, necessarily x / ∈ A(F 1 , F 2 , y, z, ε, δ). However, (3.11) and (3.12) hold, so necessarily (3.13) fails. Hence, for all sufficiently small t,
This implies that for sufficiently small t:
This implies that (E 1 + E 2 )f (x) exists and is equal to E 1 f (x) + E 2 f (x), which proves the theorem.
Regularity and differentiability
For Lipschitz maps between Euclidean spaces, existence and linear action of directional derivatives implies differentiability (by definition). The following example shows that for a Lipschitz map f : G → R, existence and linear action of directional derivatives (in only horizontal directions) does not suffice for Pansu differentiability.
Example 4.1. Let H 1 ≡ R 3 be the first Heisenberg group. The Heisenberg group is the simplest example of non trivial Carnot group of step 2. The group law has the form
The homogeneous norm defined in (2.4) reads as
equipped with the restriction of the metric d on H 1 . Define f : A → R by f (x, y, 0) = 0 and f (0, 0, t) = |t|. We claim that f is Lipschitz with respect to restriction of the metricd. Clearly, it suffices to prove that there exists C > 0 such that
and
Using the definition of the group law andd:
By the classical McShane extension theorem (see for example [12, Theorem 6 .2]), f admits an extension to a Lipschitz function f : H 1 → R, note that by (2.5), f is Lipschitz also with respect to the Carnot-Carathéodory distance d. Clearly Ef (0, 0, 0) = 0 for all E ∈ V 1 , so f has all directional derivatives and they act linearly at (0, 0, 0). Indeed, recalling that exp(tE) ∈ R 2 × {0}, we have:
However, f is not Pansu differentiable at (0, 0, 0). Indeed:
In this section we adapt [13] to define regular points of Lipschitz functions on Carnot groups and show that the set of irregular points of a Lipschitz function is σ-porous (Proposition 4.3). We then show that outside another σ-porous set, existence of directional derivatives (in horizontal directions) implies Pansu differentiability (Theorem 4.6 and Corollary 4.8). This then yields a new proof of Pansu's theorem (Corollary 4.10).
4.1. Regular points. We adapt [13, Definition 3.1] from Banach spaces to define regular points for Lipschitz maps on Carnot groups. Intuitively, x is a regular point of f if whenever E ∈ V 1 and Ef (x) exists, then Ef (x) controls changes in f along all lines close to x in direction E. Definition 4.2. Suppose f : G → R. We say that x ∈ G is a regular point of f if for every E ∈ V 1 for which Ef (x) exists,
uniformly for d(u) ≤ 1. A point is irregular if it is not regular.
We adapt [13, Proposition 3.3] from Banach spaces to show that irregular points of a Lipschitz function form a σ-porous set. Proof. Let J be a countable dense subset of V 1 . For p, q ∈ N, E ∈ J and w ∈ Q, let A p,q,E,w be the set of x ∈ G such that |f (x exp tE) − f (x) − tw| ≤ |t|/p for |t| < 1/q (4.3) and lim sup
Fix p, q, E, w and x ∈ A p,q,E,w . Then there are arbitrarily small |t| < 1/q such that for some u ∈ G with d(u) ≤ 1, depending on t,
where C 1 is the constant from Lemma 3.3. Fix |t| < 1/q and u ∈ G with d(u) ≤ 1 satisfying (4.4). Suppose y ∈ B(xδ t (u), λ|t|). We may apply Lemma 3.3, with U replaced by E and x replaced by xδ t (u), to obtain:
Hence, using also (4.4) and the assumption d(y, xδ t (u)) < λ|t|,
Since |t| < 1/q the previous estimate contradicts (4.3), so y / ∈ A p,q,E,w . To summarise:
d(x, xδ t (u)) = d(δ t (u)) ≤ |t| and we have shown:
Since |t| could be chosen arbitrarily small, this shows A p,q,E,w is porous. Every irregular point of f belongs to one of the countable collection of porous sets A p,q,E,w , where p, q ∈ N, E ∈ J and w ∈ Q. Hence the set of irregular points of f is σ-porous, as desired. Lemma 4.4. Let Z = {Z 1 , . . . , Z m } be a basis for V 1 and fix a homogeneous norm ρ on G. Then there exist constants M ∈ N (depending only on G) and c 0 > 0 (depending on G, ρ and Z) for which the following holds.
For every x ∈ G, there exist x 1 , . . . , x M ∈ exp(V 1 ) with the following properties:
• for every j = 1, . . . , M , there exist t j ∈ R and i j ∈ {1, . . . , m} such that x j = exp(t j Z i j ).
Lemma 4.5. There are constants M ∈ N and Q > 0 such that the following holds for every point h ∈ G. For 1 ≤ j ≤ M , there exist t j ≥ 0 and E j ∈ {±X 1 , . . . , ±X m } such that:
Proof. Apply Lemma 4.4 with the basis Z = {X 1 , . . . , X m } of V 1 and homogeneous norm x → d(x) on G. We obtain M ∈ N such that for every h ∈ G, there exist t j ∈ R and i j ∈ {1, . . . , m} for 1 ≤ j ≤ M , such that
For each 1 ≤ j ≤ M choose E j = X i j if t j ≥ 0, or choose E j = −X i j and replace t j by −t j if t j < 0. After such a replacement we have t j ≥ 0 for every j, (4.5) still holds giving the desired equality (2), and (4.7) gives (1).
We now prove a pointwise differentiability result, whose hypotheses combine the various conditions we have investigated so far. Theorem 4.6. Suppose f : G → R is Lipschitz and x ∈ G has the following properties:
• directional derivatives act linearly at x, • x is a regular point of f . Then f is Pansu differentiable at the point x with group linear derivative L(·) = p(·), ∇ H f (x) , where p : G → R m is projection onto the first m coordinates.
Proof. First we remark that h → p(h), ∇ H f (x) is group linear. Indeed, the group operation is Euclidean in the first m coordinates so:
We may assume x = 0. Fix M and Q as in Lemma 4.5 and let ε > 0. Since X 1 f (x), . . . , X m f (x) exist and directional derivatives act linearly at x, necessarily Ef (x) exists for every E ∈ V 1 . Since 0 is a regular point of f , for each E ∈ V 1 we can find δ > 0 such that if 0 < |t| < δ and d(u) ≤ 1 then:
Since J := {E ∈ V 1 : ω(E) ≤ 1} is compact, we may additionally choose δ > 0 so that (4.8) holds uniformly if 0 < |t| < δ, d(u) ≤ 1 and E ∈ J . Fix h ∈ G \ {0} with d(h) ≤ δ/Q. Use Lemma 4.5 to choose t i ≥ 0 and
Proof. Fix 1 ≤ i ≤ M and let t = Qd(h). We check that there exist u ∈ G with d(u) ≤ 1 and E ∈ V 1 with ω(E) ≤ 1 such that x i = δ t (u) and t i E i = tE.
We begin by solving x i = δ t (u). Notice
Using the definition of x i , ω(E j ) ≤ 1 and (4.9), we can estimate d(x i ) as follows:
Since h = 0, we have t = 0. Let E = (t i /t)E. Since ω(E i ) = 1 and (4.9) implies t i ≤ Qd(h), we have
Hence E ∈ V 1 solves tE = t i E i with ω(E) ≤ 1 as desired.
Since:
we may apply inequality (4.8) to obtain:
This proves the claim.
The group operation in the first m coordinates is Euclidean, (4.10) states exp(t 1 E 1 ) · · · exp(t M E M ) = h, and exp(θE) = θE(0) whenever θ ∈ R and E ∈ V 1 . Hence:
(t 1 E 1 (0)) · · · (t M E M (0)) = h. Since p(X i (0)) is the i'th standard basis vector of R m in coordinates, we deduce:
t i E i and m i=1 h i X i are two horizontal vectors whose projections in R m are equal at 0. Consequently:
Since directional derivatives act linearly at 0, we deduce:
We then estimate as follows:
Hence for d(h) ≤ δ/Q we have:
This proves that f is Pansu differentiable at x with the desired derivative.
We can combine Theorem 4.6 with Theorem 3.7 and Proposition 4.3 to obtain the following application of porous sets.
Corollary 4.8. Let f : G → R be Lipschitz. Then there exists a σ-porous set P for which the following implication holds at all points x / ∈ P : if X i f (x) exists for every 1 ≤ i ≤ m, then f is Pansu differentiable at x.
Proof. Use Theorem 3.7 to choose a σ-porous set A, outside which directional derivatives act linearly. Let B be the set of irregular points of f defined in Definition 4.2, which Proposition 4.3 states is σ-porous. Clearly the set A ∪ B is σ-porous. Suppose X i f (x) exists for all 1 ≤ i ≤ m and x / ∈ A ∪ B. Then Theorem 4.6 asserts that f is Pansu differentiable at x, proving the desired implication.
We will use existence of directional derivatives and Corollary 4.8 to prove Pansu's theorem.
Lemma 4.9. Suppose f : G → R is Lipschitz and E ∈ V 1 . Then the directional derivative Ef (x) exists for almost every x ∈ G.
Proof. There exist global coordinates in which G is R n , E is the constant vector field ∂ 1 , and the Haar measure is Lebesgue measure [3] . For each a ∈ R n , F a : R → R defined by F a (t) = f (a + te 1 ) is a composition of Lipschitz functions, hence Lipschitz so differentiable almost everywhere. Clearly F ′ a (t) = Ef (a + te 1 ). Hence, for each a ∈ R n , Ef (a + te 1 ) exists for almost every t ∈ R. Using Fubini's theorem it follows that Ef (x) exists for almost every x ∈ G.
We now use Lemma 4.9 and Corollary 4.8 to obtain Pansu's theorem for mappings from G to a Euclidean space. Proof. First assume N = 1. Using Lemma 4.9, we can find a measure zero set A ⊂ G such that X i f (x) exists for 1 ≤ i ≤ m and x ∈ G \ A. Using Corollary 4.8, choose a σ-porous set P such that x / ∈ P and existence of X i f (x) for 1 ≤ i ≤ m together imply that f is Pansu differentiable at x. Since porous sets have measure zero, the set A ∪ P has measure zero. The function f is Pansu differentiable outside A ∪ P , consequently Pansu differentiable almost everywhere. Now assume N > 1 and let f = (f 1 , . . . , f N ) : G → R N be Lipschitz. Clearly f i : G → R is Lipschitz for all 1 ≤ i ≤ N , therefore there exists a null set B ⊂ G so that every component f i is Pansu differentiable in G \ B. Let L : G → R N be the group linear map defined by L = (L 1 , . . . , L N ) where L i is the Pansu derivative of f i . For every x ∈ G \ B we have:
Hence f is Pansu differentiable almost everywhere.
