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Collapse models explain the absence of quantum superpositions at the macroscopic scale, while
giving practically the same predictions as quantum mechanics for microscopic systems. The Contin-
uous Spontaneous Localization (CSL) model is the most refined and studied among collapse models.
A well-known problem of this model, and of similar ones, is the steady and unlimited increase of
the energy induced by the collapse noise. Here we present the dissipative version of the CSL model,
which guarantees a finite energy during the entire system’s evolution, thus making a crucial step
toward a realistic energy-conserving collapse model. This is achieved by introducing a non-linear
stochastic modification of the Schro¨dinger equation, which represents the action of a dissipative
finite-temperature collapse noise. The possibility to introduce dissipation within collapse models in
a consistent way will have relevant impact on the experimental investigations of the CSL model,
and therefore also on the testability of the quantum superposition principle.
PACS numbers: 03.65.Ta, 03.65.Yz, 05.40.-a
The superposition principle lies at the core of quan-
tum mechanics. The last years have experienced a huge
progress in the theoretical and experimental investigation
aimed at preparing and observing quantum superposi-
tions of large systems [1–7]. Such a progress promises a
crucial insight into a question which was born with quan-
tum mechanics itself [8]. Can quantum mechanics be ap-
plied at all scales, including the macroscopic ones, or is
there an intrinsic limit, above which its description of
reality is not appropriate? Collapse models [9–13] show
explicitly how the second point of view can be assumed
without the need to introduce an ad-hoc separation be-
tween the microscopic and the macroscopic world within
the theory [14]. Through a non-linear stochastic modifi-
cation of the Schro¨dinger equation, collapse models pre-
dict a behavior of microscopic systems which follows al-
most strictly that of standard quantum mechanics, while
preventing macroscopic systems from being in a super-
position of macroscopically distinct positions.
The continuous spontaneous localization (CSL) model
[11] is the most refined collapse model, as it also applies
to identical particles. The mass density of a quantum
system is coupled with a white-noise field, which can be
interpreted as a classical random field filling space [13].
Different speculations on the origin of the noise field have
been developed, tracing it back, e.g., to gravity [15] or
to cosmological particles [16]. However, the full charac-
terization of such a noise calls for a new fundamental
theory, which departs from quantum mechanics and can
explain the classical nature of the noise, as well as its non-
hermitian and non-linear coupling with matter [13, 17].
In this respect, the CSL model, and every collapse model,
should be seen as a phenomenological model expressing
the influence of the noise field in an effective way.
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The localization of the wavefunction of macroscopic
objects, along with the resulting destruction of quantum
superpositions, is not the only distinctive feature of the
CSL model with respect to the usual Schro¨dinger evolu-
tion. The action of the noise induces a steady increase of
the mean kinetic energy, which diverges on the long time
scale [11], thus manifestly leading to a violation of the
principle of energy conservation. Despite the smallness
of the increase rate, the comparison of the predictions on
the secular energy with cosmological data provides some
of the strongest experimental bounds on the two intrinsic
parameters of the model [18, 19]. In particular, the spon-
taneous heating of the intergalactic medium which would
be induced by the stochastic noise sets λ ∼ 10−9s−1 as
an upper bound to the localization rate λ. This value co-
incides with the proposal by Adler based on latent image
formation in photography [18].
A significant and long-time debated [20–24] issue is
whether the divergence of the energy in collapse models
can be avoided, thus pointing to a reestablishment of the
energy conservation principle, while preserving the spe-
cific features any collapse model must have. In this work,
we prove that this can be attained by properly extending
the CSL model. We modify the defining stochastic dif-
ferential equation via the introduction of new operators,
which depend on the momentum of the system. This de-
termines the occurrence of dissipation [25–27], thus lead-
ing to the relaxation of the energy to a finite asymptotic
value. The latter can be associated with a finite temper-
ature of the noise field. Remarkably, such a temperature
can take on small values (of the order of 1 K) while the
effectiveness of the model is maintained. Contrary to a
common misconception, the steady increase of the energy
is not an unavoidable trait of the collapse models induc-
ing localization in space: in our dissipative model there is
a continuous localization of the wavefunction, while the
mean energy of the system will typically decrease.
The paper is organized as follows. In Sec. I, we briefly
recall the main features of the original CSL model put
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2forward in [11]. In Sec. II, we introduce the dissipative
extension of the CSL model via a proper stochastic dif-
ferential equation, which requires the definition of a new
parameter within the model. The defining operators are
interpreted by moving to the momentum representation,
in analogy with an external momentum-dependent po-
tential. In Sec. III, after deriving the master equation
for the statistical operator associated with the model,
we prove explicitly that the mean kinetic energy relaxes
to a finite value, whose natural interpretation is given
in terms of a temperature associated with the noise field.
Crucially, even in the presence of a low temperature noise
one can have an effective collapse model, which leads to
reconsider the bounds on the CSL parameters due to the
long-time energy behavior. In Sec. IV, we show that
our extended model still provides a unified description
of microscopic and macroscopic systems by virtue of the
so-called amplification mechanism; the relation between
the time scales of energy relaxation and position localiza-
tion is also discussed. Final remarks and possible future
perspectives are given in Sec. V.
I. THE CSL MODEL
Using the language of non-relativistic quantum field
theory, the CSL model is formulated in terms of a
stochastic differential equation in the Fock space asso-
ciated with the system [11]. Given different types of
particles, where the type j has mass mj , the mass-
proportional CSL model [28] is defined by
d|ϕt〉 =
[
− i
~
Hˆdt+
√
γ
m0
∫
dy[Mˆ(y)− 〈M(y)〉t]dWt(y)
− γ
2m20
∫
dy[Mˆ(y)− 〈M(y)〉t]2dt
]
|ϕt〉, (1)
where Hˆ is the standard quantum Hamiltonian, 〈A〉t ≡
〈ϕt|Aˆ|ϕt〉, m0 is a reference mass (usually the mass of a
nucleon) and Mˆ(y) is a smeared mass density operator:
Mˆ(y) =
∑
j
mj
∫
dx
(
√
2pirC)3
e
− |y−x|2
2r2
C ψˆ†j (x)ψˆj(x). (2)
Here, ψˆ†j (x) and ψˆj(x) are, respectively, the creation
and the annihilation operator of a particle of type j in
the point x, while Wt(y) is an ensemble of independent
Wiener processes, one for each point in space. The model
is characterized by two parameters: γ, which sets the
strength of the collapse process, and rC , which deter-
mines the threshold above which spatial superpositions
are suppressed. The choice of the numerical values for
these parameters is of course ultimately dictated by the
agreement with the experimental data; the originally pro-
posed values are [11] rC = 10
−7m and γ = 10−30cm3s−1.
The mass density operators Mˆ(y) in Eq.(1) induce a
collapse of the wavefunction |ϕt〉 around the common
eigenvectors of the position operators of the particles
composing the system [11]. Hence, the asymptotic wave-
function is sharply localized around defined positions, ex-
cluding possible spatial superpositions. The collapse rate
for a microscopic system is given by λ = γ/(4pir2C)
3/2 ≈
2.2 × 10−17s−1. Such a small value guarantees that the
spatial localization due to the noise field can be safely
neglected if a microscopic system is taken into account.
Now instead, consider a macroscopic rigid body in a su-
perposition of two states distant more than rC . Its center
of mass collapses with an effective rate [18, 29]
Γ = λn2N˜ , (3)
where n is the number of constituents of the body con-
tained in a volume r3C and N˜ denotes how many such
volumes are held in the macroscopic body. This rela-
tion clearly shows the amplification mechanism, which
is at the basis of every collapse model. The localization
induced by the noise field grows with the size of the sys-
tem, so that the center of mass of any macroscopic object
behaves, for all practical purposes, according to classical
mechanics. The peculiar property of the CSL model is
the quadratic dependence of the rate Γ on the number of
constituents, which is a direct consequence of the action
of the noise field on identical particles [13]. The main fea-
tures of the CSL model are summarized in Fig.1, where
we represent the time evolution of the position proba-
bility distribution of one particle, which is initially in a
superposition of two gaussian states. The wavefunction
is subjected continuously to the action of the noise, which
suppresses the superposition between the two gaussians,
leading to a gaussian state localized around one of the
two initial peaks, in a time scale fixed by the collapse
rate, see Fig.1 (a) and (b). The diffusive nature of the
dynamics in the CSL model is clearly illustrated by the
time-evolution of the position variance, see Fig.1 (c).
A relevant drawback of the original CSL model, as well
as of most collapse models, is that the average kinetic
energy of the quantum system diverges on the long time
scale. The model predicts that the energy of a parti-
cle with mass m increases linearly in time with a rate
ξ = 3~2mλ/(4r2Cm20). As will become clear by the fol-
lowing analysis, the reason for such an energy increase
is precisely due to the absence of dissipation within the
model. The noise acts like an infinite temperature back-
ground, steadily increasing the energy of the system.
II. DISSIPATIVE EXTENSION OF THE CSL
MODEL
A. Definition of the model via a non-linear
stochastic differential equation
Now that we have clarified the problem of the CSL
model we want to work out, as well as the features that
must be preserved, we are in the position to formulate a
new, dissipative CSL model. As for the original model,
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FIG. 1. (a) and (b) Evolution of the position probability distribution |ϕt(x)|2 = |〈x|ϕt〉|2 in the CSL model in one dimension,
for one nucleon initially in a balanced superposition of two gaussian states with equal variance σ2 and centered, respectively, in
α and −α. The probability distribution is plotted for a single realization of the random noise and at times λt = 0 (black solid
line), λt = 0.1 (blue dot-dashed line), λt = 0.3 (red dashed line) and λt = 0.4 (green dotted line) in (a), while λt = 0.5 (black
solid line), λt = 0.6 (blue dot-dashed line), λt = 0.8 (red dashed line) and λt = 0.9 (green dotted line) in (b); σ/rC = 0.55
and α/rC = 2.5. (c) Time evolution of the position variance, (∆tx)
2 = 〈ϕt|xˆ2|ϕt〉 − (〈ϕt|xˆ|ϕt〉)2, for different realizations of
the noise field. We have applied the Euler-Maruyama method [32, 33] to Eq.(1), for Hˆ = 0 and time step λ∆t = 0.01. As
discussed in the text, the rate λ has to be replaced by the rate Γ defined in Eq.(3) if a macroscopic object is taken into account,
in accordance with the amplification mechanism.
the most compact way to do so, is to define a proper
stochastic differential equation. Specifically, we consider
the following non-linear stochastic differential equation:
d|ϕt〉 =
[
− i
~
Hˆdt+
√
γ
m0
∫
dy[Lˆ(y)− rt(y)]dWt(y) (4)
− γ
2m20
∫
dy[[Lˆ†(y)Lˆ(y) + r2t (y)− 2rt(y)Lˆ(y)]dt
]
|ϕt〉,
with rt(y) ≡ 〈ϕt|(Lˆ†(y) + Lˆ(y))|ϕt〉/2 and
Lˆ(y) ≡
∑
j
mj
(1 + kj)3
∫
dx
(
√
2pirC)3
e
− |y−x|2
2r2
C
(1+kj)
2
× ψˆ†j (x)ψˆj
(
1− kj
1 + kj
x+
2kj
1 + kj
y
)
, (5)
where
kj ≡ ~
2mjvηrC
. (6)
The inclusion of dissipation calls for the introduction of
a new parameter, vη, with the dimension of a velocity.
Crucially, this parameter is related to the temperature
of the noise field, as it will be shown later (see Eq.(32)),
where the numerical choice of vη will be also discussed.
The structure of the stochastic differential equation (4)
generalizes that of Eq.(1) to the case of non self-adjoint
operators [30, 31]. Indeed, for vη → ∞, so that kj → 0,
one recovers the original CSL model.
The physical meaning of the operator Lˆ(y) in Eq.(5)
is better understood by taking into account also its mo-
mentum representation. One has
Lˆ(y) =
∑
j
mj
(2pi~)3
∫
dPdQ aˆ†j(P+Q) e
− i~Q·y
× exp
(
− r
2
C
2~2
|(1 + kj)Q+ 2kjP|2
)
aˆj(P),(7)
where aˆ†j(P) and aˆj(P) are, respectively, the creation and
annihilation operator of a particle of the type j with mo-
mentum P. By Eqs.(5) and (7), we see that the action of
the collapse noise can be compared to that of an external
potential which depends not only on the position, but
also on momentum of the system, thus inducing dissipa-
tion. In particular, since the exchanged momentum Qi in
the spatial direction i = x, y, z has a gaussian distribution
peaked around −2Pikj/(1 + kj), the action of the noise
will suppress high momenta, so that the mean kinetic en-
ergy of the system, as well as the mean momentum, is
subject to relaxation. This is explicitly shown in Sec. III.
Indeed, contrary to any external field, the collapse noise
induces an anti-hermitian coupling with matter, which
is necessary in order to induce localization. In addition,
the introduction of dissipation also leads to an hermitian
contribution to the coupling, see Sec. II C.
B. Linear stochastic differential equation
In order to study the solutions and properties of Eq.(4),
it is often convenient to deal with an equivalent linear
stochastic differential equation [12, 23]. Here, we briefly
sketch the standard procedure which provides the linear
stochastic differential equation associated with the non-
linear one in the form given by Eq.(4). For a complete
treatment, the reader is referred to [30].
4Consider a non-linear stochastic differential equation
as Eq.(4). Recall that Wt(x) denotes an ensemble of in-
dependent Wiener processes defined on a common prob-
ability space (Ω,F ,P). Let Bt(x) be the ensemble of
processes given by
Bt(x) = Wt(x) + 2
∫ t
0
ds rs(x), (8)
where rs(x) has been defined after Eq.(4). Now, by
means of the Girsanov theorem one can define a new
probability Q on (Ω,F) such that Bt(x) is an ensemble
of Wiener processes under Q [30]. In addition, one can
define a random vector |ψt〉 such that
|ϕt〉 = |ψt〉‖ψt‖ , (9)
where |ϕt〉 satisfies Eq.(4), while |ψt〉 satisfies [30]
d|ψt〉 =
[
− i
~
Hˆdt− γ
2m20
∫
dyLˆ†(y)Lˆ(y)dt
+
√
γ
m0
∫
dyLˆ(y)dBt(y)
]
|ψt〉. (10)
This is the linear stochastic differential equation associ-
ated with the dissipative CSL model.
C. Hermitian and anti-hermitian coupling of the
noise field
In this paragraph, we show that Eq.(4) can be written
in a way such that the coupling between the classical
collapse noise and quantum matter is made explicit. In
particular, the introduction of dissipation within the CSL
model leads to an hermitian contribution to the coupling
of the collapse noise with quantum matter, in addition
to a contribution in the usual (for collapse models) anti-
hermitian form [13, 17].
It is here convenient to use the Stratonovich formalism
[12, 34] and to consider the decomposition of Lˆ(y) into
its hermitian and anti-hermitian part, Lˆ(y) = Lˆ(a)(y) +
iLˆ(b)(y), with Lˆ(a)(y) and Lˆ(b)(y) self-adjoint operators.
Thus, the non-linear stochastic equation given by Eq.(4)
leads to
d|ϕt〉
dt
=
[
− i
~
(
Hˆ −
√
γ~
m0
∫
dyLˆ(b)(y)w(y, t) +R
)
+
√
γ
m0
∫
dyLˆ(a)(y)w(y, t) + S
]
|ϕt〉, (11)
where w(x, t) is the white-noise field, which can be for-
mally written as w(x, t) = dWt(x)/dt and satisfies the
relations
E[w(x, t)] = 0 E[w(x, t)w(y, t′)] = δ(x− y)δ(t− t′),
(12)
E being the stochastic average under the reference proba-
bility P. Moreover, R is an hermitian contribution com-
ing from the passage to the Stratonovich formalism and
reads
R = − γ~
m20
∫
dy
(
Lˆ(b)(y)Lˆ(a)(y)
−2Lˆ(b)(y)〈Lˆ(a)(y)〉t − 〈Lˆ(b)(y)Lˆ(a)(y)〉t
)
. (13)
On the other hand, S includes the non-linear contribu-
tions preserving the norm of the state vector and is given
by
S = − γ
m20
∫
dy
[(
Lˆ(a)(y)− 〈Lˆ(a)(y)〉t
)2
+ (〈Lˆ(a)(y)〉t)2
−〈(Lˆ(a)(y))2〉t
]
−
√
γ
m0
∫
dy〈Lˆ(a)(y)〉tw(y, t); (14)
compare with Eq.(7.43) in [12].
Equation (11) describes the coupling between the clas-
sical field w(x, t) and quantum matter. Now, since Lˆ(y)
is not a self-adjoint operator such a coupling has an her-
mitian, as well as an anti-hermitian contribution. Note
that in the original CSL model the collapse noise is cou-
pled with matter only via an anti-hermitian term [12, 17].
To be explicit, Eq.(7) implies
Lˆ†(y) =
∑
j
mj
(2pi~)3
∫
dPdQ aˆ†j(P+Q) e
− i~Q·y (15)
× exp
(
− r
2
C
2~2
|(1− kj)Q− 2kjP|2
)
aˆj(P)
and thus
Lˆ(a)(y) =
∑
j
mj
(2pi~)3
∫
dPdQ aˆ†j(P+Q)aˆj(P)
× exp
(
− r
2
C
2~2
(|Q|2 + k2j |Q+ 2P|2))
× cosh
(
kjr
2
C
~2
Q · (Q+ 2P)
)
(16)
and
Lˆ(b)(y) = −
∑
j
mj
(2pi~)3
∫
dPdQ aˆ†j(P+Q)aˆj(P)
× exp
(
− r
2
C
2~2
(|Q|2 + k2j |Q+ 2P|2))
× sinh
(
kjr
2
C
~2
Q · (Q+ 2P)
)
. (17)
Of course, Lˆ(b)(y) = 0 for kj = 0.
III. ENERGY RELAXATION
In this section, we investigate the energy behavior of
a system subjected to the collapse noise in our extended
5model. We deal with the master equation implied by the
stochastic differential equation given by Eq.(4). After
presenting the equation in a second-quantization formal-
ism, we describe the corresponding operators in the case
of a fixed number of particles. In particular, by focusing
on the one-particle case, we show explicitly the exponen-
tial relaxation of the energy to a finite value.
A. Master equation for the system’s statistical
operator
The non-linear, as well as the linear, stochastic dif-
ferential equation fully fixes the collapse model we are
defining here. However, one is often interested in the pre-
dictions of the model related with the statistical mean of
some physical quantity,
O(t) ≡ E[〈ϕt|Oˆ|ϕt〉], (18)
where, as usual, |ϕt〉 is the stochastic state of the system
satisfying Eq.(4). For this reason, it can be convenient
to deal directly with the evolution of the average state
ρˆ(t) = E[|ϕt〉〈ϕt|], (19)
so that one recovers the usual relation
O(t) = tr
{
Oˆρˆ(t)
}
. (20)
By using the Itoˆ calculus, it is easy to see that Eq.(4)
implies the following master equation:
d
dt
ρˆ(t) = − i
~
[
Ĥ , ρˆ(t)
]
+
γ
m20
∫
dy
[
Lˆ(y)ρˆ(t)Lˆ†(y)
−1
2
{
Lˆ†(y)Lˆ(y), ρˆ(t)
}]
. (21)
This is a Lindblad master equation [35–37], indicat-
ing that we are in the presence of a time-homogeneous
Markovian dynamics. The Lindblad operators are the
same operators as those appearing in the stochastic
differential equation defining the model, see Eq.(5) or
Eq.(7).
The expressions of the Lindblad operators Lˆ(y) re-
stricted to a sector of the Fock space with a fixed number
of particles is easily obtained as follows. Let us assume
for simplicity that we have N particles of the same type
and mass m. The corresponding restriction of Lˆ(y) reads
Lˆ(y) =
m
(2pi~)3
N∑
α=1
∫
dQ e
i
~Q·(xˆα−y)
× exp
(
− r
2
C
2~2
∣∣∣(1 + k)Q+ 2kPˆα∣∣∣2) , (22)
where xˆα and Pˆα are, respectively, the position and mo-
mentum operator of the α-th particle and k is the con-
stant given by Eq.(6) with mj = m. Indeed, consider the
Hilbert space L2(R3) and the corresponding Fock space
F(L2(R3)) = C +∑∞n=1 L2(R3)⊗˜N , where L2(R3)⊗˜N de-
notes the symmetric or antisymmetric part of the tensor
product L2(R3) ⊗ · · · ⊗ L2(R3), N times. Now consider
the operator on F(L2(R3)) given by [38]
Aˆ =
∫
dPdP′aˆ†(P′)〈P′|Aˆ(1)(xˆ, Pˆ)|P〉aˆ(P), (23)
where Aˆ(1)(xˆ, Pˆ) is a single-particle operator on L2(R3),
with xˆ and Pˆ, respectively, position and momentum op-
erators on L2(R3). Hence, the restriction of A on the
N -particle sector of the Fock space reads
Aˆ =
N∑
α=1
Aˆ(1)(xˆα, Pˆα), (24)
xˆα and Pˆα being the position and momentum operator
of the α-th particle. The relation between Eq.(23) and
Eq.(24) is indeed the same as that between Eq.(7) and
Eq.(22).
If we further restrict to the case of a single free par-
ticle with mass m, we end up with the following master
equation for the one-particle average state ρˆ(1)
d
dt
ρˆ(1)(t) = − i
~
[
Pˆ2
2m
, ρˆ(1)(t)
]
+
γm2
(2pi~)3m20(∫
dQ e
i
~Q·xˆL(Q, Pˆ)ρˆ(1)(t)L(Q, Pˆ)e−
i
~Q·xˆ
−1
2
{
L2(Q, Pˆ), ρˆ(1)(t)
})
, (25)
with
L(Q, Pˆ) = e−
r2C
2~2 |(1+k)Q+2kPˆ|2 . (26)
Let us note that the inclusion of dissipation in the CSL
model preserves the invariance under translations of the
system’s evolution, but it breaks the invariance under
boosts, as directly seen by the master equation (25) [39].
Nevertheless, the characterization of the overall dynam-
ics by means of a proper first-principle underlying theory,
which involves both the sources of the collapse noise and
the quantum systems affected by it, should allow to re-
cover a fully covariant description; see also the discussion
in the next paragraph.
B. Evolution equation for the average kinetic
energy and noise temperature
The master equation for the system’s statistical oper-
ator provides us with the evolution equation of the mean
kinetic energy of the one-particle system,
H(t) = tr
{
Pˆ2/(2m)ρˆ(1)(t)
}
. (27)
6Exploiting the translation covariance of Eq.(25) [27, 39]
one gets
d
dt
H(t) =
γm
2(2pi~)3m20
∫
dQtr
{
e−
r2C
~2 |(1+k)Q+2kPˆ|2
×
(
|Q|2 + 2Pˆ ·Q
)
ρˆ(1)(t)
}
,
=
3~2λm
4(1 + k)5r2Cm
2
0
− 4kλm
2
(1 + k)5m20
H(t). (28)
This equation is solved by
H(t) = e−χt (H(0)−Has) +Has, (29)
with relaxation rate
χ =
4kλm2
(1 + k)5m20
(30)
and asymptotic kinetic energy
Has =
3~2
16kmr2C
. (31)
As expected, now we do have dissipation. The mean
energy of the system can decrease as a consequence of
the action of the noise. Moreover, even if the energy
grows, there is an upper threshold value above which it
cannot increase. The long-time energy divergence is now
avoided [40]. This is precisely the result we wanted and
the most natural way to interpret it is to say that the
collapse noise has a finite temperature toward which the
system thermalizes [23]. Explicitly, Has corresponds to a
noise temperature
T =
~vη
4kBrC
, (32)
where we used Eq.(6) and kB is the Boltzmann constant.
The original CSL model is recovered in the limit T →∞:
the noise acts like an infinite temperature background,
which explains the energy divergence.
The temperature of the noise in Eq.(32) does not de-
pend on the mass of the system, which is a very important
feature of our model. In addition, the state of the system
actually equilibrates to the canonical Gibbs state, see Ap-
pendix A. These hallmarks of the evolution induced by
Eq.(4) depend substantially on the choice of the opera-
tors Lˆ(y) in Eq.(5). It is an open question to identify
the entire class of operators satisfying these natural re-
quests. In Appendix A, we take into account a physically
motivated alternative to the choice made in Eq.(5), show-
ing how the relaxation dynamics of the resulting collapse
model is very similar to that presented here and, in par-
ticular, the noise temperature is still given by Eq.(32).
The exponential relaxation of the energy H(t) in Eq.(29)
is the same as that in the dissipative Ghirardi-Rimini-
Weber (GRW) model recently introduced in [41]. This
is not surprising, since, as for the case without dissipa-
tion, the extended GRW and CSL models share the same
one-particle master equation.
If we think that the collapse model fixed by Eq.(4) de-
scribes in a phenomenological way the action of a real
physical field filling space, it is now clear how the prin-
ciple of energy conservation can be reestablished. The
energy gained or lost by the system can be ascribed to
an energy exchange with the noise field, as the latter can
be influenced back by the presence of the system. An ex-
plicit characterization of this process requires an under-
lying theory, which has to guarantee the classical nature
of the noise field, with its own (non-quantum) equations
of motion, in order to provide a proper objective col-
lapse of the wavefunction [12, 13, 17]. In addition, one
can already say that a collapse noise with typical cosmo-
logical features would correspond to a low-temperature
noise [13, 42], at most of the order of few Kelvins. By
Eq.(32), we see that the noise temperature T is in one-
to-one correspondence with the new parameter vη. For
instance, vη = 10
5m/s (i.e. k ≈ 3 × 10−6 for a nucleon)
gives T ≈ 1K. Hence, more than the specific value of
the noise temperature, the important thing is that even
in the presence of a low-temperature noise the resulting
collapse model can be introduced in a consistent way;
see also the discussion in the next section. It is worth
noting that it is not always possible to properly modify
a given collapse model to include dissipation via the ac-
tion of a low-temperature noise. In [43] we discuss how
such a modification is not feasible for the Dio´si-Penrose
model [15], in which gravity is involved to provide a phe-
nomenological description of the wavefunction collapse.
In our model, every system with a temperature higher
than about 1K is cooled by the action of the collapse
noise. Thus, we are led to reject the bounds on the col-
lapse rate λ relying on a balance between the system’s
heating due to the action of the noise in the original CSL
model and the cooling due to, e.g., the Universe expan-
sion or the energy radiation. This is the case for the heat-
ing of the protons constituting the intergalactic medium
or for the energy accumulation in interstellar dust grains
[18]. Note how, in particular, the heating of the IGM
provides the second strongest bound to date on the lo-
calization rate λ [19]. Even more, we expect that cos-
mological data will put strong bounds on the dissipation
parameter k (equivalently, on vη). The modified long-
time behavior of the energy predicted by our model will
have to be compared with the constraints coming from
such data. Some preliminary results have been obtained
for the non-dissipative CSL model [18, 44]. Dissipative
effects are expected to play an important role also in
the experimental investigation of collapse models via op-
tomechanical systems [45, 46], where proper signatures
could be visible in the density noise spectrum of the me-
chanical oscillator, or via the spontaneous photon emis-
sion from electrically charged particles [47, 48], as the
latter is registered over a period of several years. In both
situations, we expect that dedicated experiments should
allow to restrict the possible values of k; of course, also
in relation with the other parameters of the model.
7IV. MACROSCOPIC OBJECTS:
LOCALIZATION AND AMPLIFICATION
MECHANISM
As recalled in Sec. I, any proper collapse model is
characterized by the amplification mechanism. The lo-
calizing action of the collapse noise has to increase with
size of the system, which guarantees a consistent descrip-
tion of microscopic and macroscopic systems within a
unique theoretical framework. Here, we show that the
amplification mechanism holds in our extended model,
at least as long as one deals with a macroscopic rigid
body. The description of more complex systems, where
the internal dynamics becomes involved, calls for a more
detailed specification of the system’s evolution [41]. We
stress that the following considerations are valid also in
the case of a low temperature noise. As anticipated, even
for a noise temperature T ≈ 1K we have effective local-
ization and amplification mechanisms, so that the noise
actually induces a classical behavior of the center of mass
of macroscopic objects.
Finally, the different role of the momentum-dependent
localization operators of our model in, respectively, the
energy relaxation and the wave-function localization is
clarified by comparing the time scales of the two phe-
nomena.
A. Localization of the center of mass of a rigid
body and amplification mechanism
Consider a macroscopic object made up of N particles
of equal mass m. One can neglect the contributions due
to the electrons and consider the mass of the proton mP
equal to the mass of the neutron mN, i.e. mP ≈ mN ≡ m.
In addition, we deal with a rigid body, which allows us
to decouple the evolution of the center of mass from that
of the relative coordinates [41]. Let xˆCM =
∑
j xˆj/N
be the position operator of the center of mass, while the
relative coordinates rˆj , j = 1, . . . , N − 1, are fixed by
xˆj = xˆCM +
∑
j′ Λjj′ rˆj′ , for a suitable matrix with el-
ements Λjj′ . We neglect the possible rotations of the
system: this greatly simplifies the description, without
affecting the physical meaning of the results [11]. By
virtue of the rigid-body approximation, the relative coor-
dinates are fixed and the center-of-mass momentum PˆCM
is simply proportional to each individual momentum Pˆj ,
according to Pˆj ≈ PˆCM/N , for each j. Moreover, con-
sider a total Hamiltonian Hˆ = HˆCM + Hˆr, given by the
sum of two terms associated with, respectively, the cen-
ter of mass and the relative degrees of freedom. Thus,
the state of center of mass |ϕ(CM)t 〉 satisfies a stochastic
differential equation with the same form as Eq.(4), where
Hˆ is replaced by HˆCM and Lˆ(y) is replaced by [compare
with Eq.(22)]
Lˆ(CM)(y) =
m
(2pi~)3
∫
dQFr(Q)e i~Q·(xˆCM−y) (33)
× exp
(
− r
2
C
2~2
∣∣∣(1 + k)Q+ 2kPˆCM/N ∣∣∣2) ,
PˆCM being the center-of-mass momentum operator and
we introduced the function
Fr(Q) =
∑
j
exp
 i
~
∑
j′
Λjj′Q · rj′
 , (34)
where rj is the fixed j-th relative coordinate of the rigid
body. The factor Fr(Q) conveys the influence of the
internal structure on the evolution of the center of mass
and it is due to the indistinguishability of particles: it
is also present in the original CSL model [11], but not
in the GRW models [9, 41]. This factor determines the
specific features of the amplification mechanism within
the CSL model.
Hence, we are interested in the action of the operator
Lˆ(CM)(y) on a generic state |ϕ(CM)〉 of the center of mass
and, in particular, we focus on the changes (if any) in
the localization process due to dissipation. Using the
notation〈x|ϕ(CM)〉 = ϕ(x) and 〈P|ϕ(CM)〉 = ϕ˜(P), we
have the (non-normalized) wave function
φ(x) ≡ 〈x|Lˆ(CM)(y)|ϕ(CM)〉 (35)
=
m
(2pi~)9/2
∫
dQdPFr(Q)e i~Q·(x−y)e i~P·x
× exp
(
− r
2
C
2~2
∣∣∣∣(1 + k)Q+ 2kPN
∣∣∣∣2
)
ϕ˜(P).
Now, we use the continuum limit, so that
Fr(Q) =
∫
dzD(z)e
i
~Q·z, (36)
D(z) being the macroscopic density of particles, and we
obtain
φ(x) =
m
(2pi~)3/2(
√
2pirC(1 + k)3)
∫
dzdPD(z)e
i
~P·x
exp
(
−|x− y + z|
2
2r2C(1 + k)
2
)
e−
2ik
(1+k)~NP·(x−y+z)ϕ˜(P).
Since
ϕ(x) =
∫
dP
e
i
~P·x
(2pi~)3/2
ϕ˜(P),
one gets
φ(x) =
m
(2pir2C)
3/2
∫
dzD(z)
exp
(
− |x−y+z|2
2r2C(1+k)
2
)
(1 + k)3
×ϕ
(
x− 2k
(1 + k)N
(x− y + z)
)
. (37)
8We now assume that this macroscopic density D(y) does
not vary significantly on the length-scale fixed by rC(1 +
k), so that the exponential in Eq.(37) varies as a function
of z much faster than the other terms within the integral
[49]. Thus, we can make the substitution
1
(2pir2C(1 + k)
2)3/2
exp
(
−|x− y + z|
2
2r2C(1 + k)
2
)
→ δ3 (x− y + z)
(38)
in Eq.(37), getting
φ(x) ≈ mD(y − x)ϕ(x). (39)
This clearly shows how the effects on the localization pro-
cess due to the presence of the momentum operator in
Lˆ(CM)(y) can be safely neglected, thus guarantying the
convergence toward well localized states. The localiza-
tion of the wavefunction, as, e.g., represented in Fig.1, is
basically not modified by the introduction of dissipation
in the model.
One can draw the same conclusion by dealing with the
master equation of the average state, and, in addition,
one recovers Eq.(3) as an effective characterization of the
scaling of the localization strength with the size of the
system. The Lindblad master equation for the state of
the center of mass is given by [compare with Eq.(21)]
d
dt
ρˆ(CM)(t) = − i
~
[
ĤCM , ρˆ
(CM)(t)
]
+
γ
m20
∫
dy
[
Lˆ(CM)(y)ρˆ(CM)(t)Lˆ(CM)†(y)
−1
2
{
Lˆ(CM)†(y)Lˆ(CM)(y), ρˆ(CM)
}]
. (40)
By using Eq.(39) and neglecting the free Hamiltonian
contribution, we end up with the equation in the position
representation
∂t〈x′|ρˆ(CM)(t)|x′′〉 = −Λ(x′,x′′)〈x′|ρˆ(CM)(t)|x〉′′, (41)
where
Λ(x′,x′′) ≈ γ
∫
dy[D2(y)−D(y)D(y+x′−x′′)]. (42)
The same expression was obtained for the original CSL
model in [11], under the so-called sharp-scanning approx-
imation. In particular, if we consider a rigid body with
constant density D, we get [11]
Λ(x′,x′′) = γDnout, (43)
with nout the number of particles of the body when its
center of mass is in the position x′ that are outside the
volume occupied by the body when its center of mass
is in x′′. Indeed, if nout is equal to the total number of
particles (i.e. there is no overlap between the volumes oc-
cupied by the macroscopic rigid body when its center of
mass is in, respectively, x′ and x′′), one recovers Eq.(3),
up to an irrelevant constant factor (4pi)3/2. The local-
ization rate, which is vey small for microscopic systems
increases with the size of the system proportionally to
the square of the number of particles, which is a direct
signature of the action of the noise on indistinguishable
particles.
B. Collapse rate versus relaxation rate
The comparison between the dissipation rate χ and the
localization rate Γ, see Eq.(3), shows how the two phe-
nomena occur on different time scales: while the center
of mass of a macroscopic system will be quickly localized
by the action of the noise, dissipation can possibly play
a role on the system’s evolution only on the long time
scale.
We take into account the evolution of the center-of-
mass energy of a macroscopic rigid body with N nu-
cleons, H(CM)(t) = tr
{
Pˆ2/(2M)ρˆ(CM)(t)
}
, where M =
Nm0 is the total mass. If we repeat the calculations per-
formed in Sects.III B, the master equation (40), at first
order in k, leads to an exponential relaxation of the en-
ergy with rate
χ ≈ 16
√
2kr5Cλ
(2r2C +R
2)5/2
, (44)
where we considered a spherical object with radius ra-
dius R and constant density and we made the following
approximation [45]
Fr(Q) = 3N
4piR3
(
sin
(
QR0
~
)
− QR0
~
cos
(
QR0
~
))
≈ e−Q
2R2
2~2 .
The dissipation rate χ in Eq.(44) is much smaller than
the corresponding localization rate, which, according to
Eq.(3), is given by
Γ = λn2N˜ = λ
(
Nr3C
4piR3/3
)2
4piR3/3
r3C
= λ
N2r3C
4piR3/3
. (45)
The ratio between the two rates in the case R rC is
Γ
χ
≈ 104N2
(
R
rC
)2
. (46)
If we consider a reference density D = 5 g cm−3, one has
N ≈ 1025(R[cm])3, since 1g of matter contains approx-
imately an Avogadro’s number of nucleons. Now, set a
radius R = 1mm, so that N ≈ 1022. In this case, the lo-
calization rate is Γ = 1014s−1, while the dissipation rate
is χ = 10−41s−1: the noise localizes the center of mass
of the macroscopic body on very short time scales, while
the influence of dissipation can be safely neglected dur-
ing the whole evolution of the macroscopic system. Sim-
ilarly, if R = rC = 10
−5cm, implying N ≈ 1010, we get
χ = 10−22s−1, so that dissipation can still be neglected,
9while in this case Γ ≈ 102s−1. Moreover, one could won-
der how this analysis changes if we choose a different
one-particle localization rate λ. For the value proposed
by Adler [18], λ = 10−9s−1, we have that dissipation can
still be neglected for R = 1mm, where χ = 10−33s−1 (and
Γ = 1022s−1). Instead, for R = rC = 10−5cm, we end up
with χ = 10−14s−1, so that dissipation can play a role
on the secular evolution of the system. However, also in
this case the effect of dissipation on the localization of
the wavefunction is completely negligible. Localization
occurs on a much shorter time scale than dissipation,
Γ = 1010s−1, and then the influence of the dissipative
terms in Eq.(37) can be neglected to study localization,
even if it can subsequently play a role in the long-time
behavior of the system.
V. CONCLUSIONS
The main purpose of collapse models is to provide a
unified framework for the description of microscopic and
macroscopic systems, thus avoiding an ad-hoc dividing
line within the theory, as well as yielding a dynamical
explanation for the collapse of the wavefunction. The
results of this paper point out that this program can be
followed taking into account basic physically-motivated
demands.
We have included dissipation in the CSL model, which
is up to now the most refined collapse model. This al-
lowed us to remove the divergence of the energy on the
long time scale affecting the original CSL model. This
divergence traces back to an infinite temperature of the
collapse noise, which is of course an unrealistic feature
of the model. The inclusion of dissipation brings along
a new parameter, which is strictly related with the finite
temperature of the noise. Significantly, even in the pres-
ence of a low-temperature noise the localization and the
amplification mechanism are effective, so that the uni-
fied description of microscopic and macroscopic systems
is still guaranteed.
A realistic description of the wavefunction collapse can
be further developed, for example by also including a
non-white noise [16, 51] within the model. Nevertheless,
one should keep in mind that the specific features of the
collapse noise can be fixed only through a first-principle
underlying theory, which can clarify the physical origin
of the noise [13, 52]. The development of such an un-
derlying theory is one of the main goals of the research
on collapse models and, more in general, on the theories
going beyond quantum mechanics.
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Appendix A: A different choice of the collapse
operators and equilibration to the Gibbs state
In this Appendix, we discuss an alternative and phys-
ically motivated choice for the operators Lˆ(y), which
differs from that made in Eq.(5) (or, equivalently, in
Eq.(7)). We will see how this different choice does not
affect significantly the features of the relaxation dynam-
ics we are interested in. We also argue that in both cases
the system’s state equilibrates to the stationary solution
in the Gibbs form.
Let us consider the following operators:
Lˆ(y) =
∑
j
mj
(2pi~)3
∫
dPdQ aˆ†j(P+Q) e
− i~Q·y (A1)
× exp
(
− r
2
C
2~2
(
(1 + kj)Q+ 2kj
P ·Q
Q
)2)
aˆj(P),
where Q denotes the modulus of Q. Indeed, such op-
erators still reduce to those of the original CSL model
[11] in the limit kj → 0, i.e. vη → ∞. The difference
with respect to the operators in Eq.(7) is that now the
action of the noise no longer damps the momentum of
the system in an isotropic way, but it tends to suppress
the momentum of a particle in the state |P〉 mainly in
the direction P/P . A significant motivation for collapse
operators as in Eq.(A1) would be their correspondence
with the operators used to describe the collisional de-
coherence in the presence of dissipation. In particular,
let us consider for simplicity the one-particle case. Then,
the stochastic differential equation (4), along with the op-
erators in Eq.(A1), provides us with a master equation
for the average one-particle state ρˆ(1) given by Eq.(25),
where L(Q, Pˆ) is now
L(Q, Pˆ) = e
− r
2
C
2~2
(
(1+k)Q+2k Pˆ·QQ
)2
. (A2)
This master equation is the same as that describing the
collisional dynamics of a test particle interacting with a
low-density gas in the weak coupling regime [25], once we
make a proper identification of the coefficients in the two
models. In particular, the new parameter vη corresponds
to the most probable velocity
√
2/(βmg) of the gas par-
ticles, which have mass mg and a Maxwell-Boltzmann
momentum distribution, see [24, 41] for more details.
By Eqs.(25) and (A2), we directly have that the mean
kinetic energy of the system evolves according to
d
dt
H(t) =
3~2λm
4(1 + k)5r2Cm
2
0
(A3)
−4(1− k)kλm
2
(1 + k)5m20
H(t)− 16k
3r2CMλ
5~2(1 + k)5m20
〈P 4〉t,
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which involves the forth order momentum of the momen-
tum operator and hence does not yield a closed equation
for the mean kinetic energy. However, at first order in
k this equation is exactly the same as Eq.(28), so that
one recovers an exponential relaxation to a finite asymp-
totic energy which corresponds to the noise temperature
in Eq.(32).
Even more, this expression of the noise temperature is
proved exactly by studying the relaxation to the equilib-
rium of the system’s state. By direct substitution, one
can easily see that the canonical Gibbs distribution
%(Pˆ) =
(
β
2mpi
)3/2
e−
β ˆ|P|2
2m (A4)
is a stationary solution of Eq.(25), with L(Q, Pˆ) as in
Eq.(A2), if β = 1/(kBT ) is the inverse temperature
corresponding to Eq.(32). Relying on the theorems by
Spohn [50], we conclude that this stationary solution is
unique and, for any initial condition, the state ρˆ(1)(t)
converges to it. Hence, the temperature in Eq.(32) is the
temperature toward which the system thermalizes and
is thus identified as the noise temperature. The theo-
rems by Spohn apply when the set of Lindblad operators
V = {Lj}j=1...n of a given Lindblad generator are such
that only the multiples of the identity commute with all
the elements of V and that if Lj is contained in V , then
also L†j is so. Indeed, these two conditions are satisfied
by set of Lindblad operators in Eqs. (25) and (A2). To
be precise, the theorems by Sphon hold in the finite di-
mensional case, so that, to put the above discussion on a
firm mathematical ground, one should confine the whole
system in a finite volume (which would also allow to take
%(Pˆ) as a proper quantum state) and include a cut-off
on the momenta. In addition, once the uniqueness of the
stationary state is guaranteed, the convergence to it for
any initial condition can be alternatively proved by ex-
ploiting the contractivity of the relative entropy under
completely positive and trace preserving maps [27].
The same results can be applied to our dissipative CSL
model, i.e., if L(Q, Pˆ) is given by Eq.(26). Beside provid-
ing a further proof of the relation in Eq.(32), this shows
that our model predicts a convergence of the average one-
particle state of the system to the stationary solution in
the canonical form.
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