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1. INTRODUCTION 
This paper deals with Hopf bifurcation for periodic systems of ordinary 
differential equations. Denote by m the number of Floquet multipliers of 
the linearized part of our differential system which lie on the unit circle. 
The case in which m = 1 with a non-resonance condition imposed on the 
multipliers has been treated in [1, 2]. When m is greater than 1, this 
problem presents further difficulties. Here we will consider the case m = 2. 
In order to make more clear our exposition let us first consider the follow- 
ing autonomous two-dimensional system 
2=#x- -y+X(#,x ,  y) 
(1.1) 
p=#y+ x + Y(#, x, y), 
where X(#, x, y), Y(#, x, y) are 0(x 2 + y2), and X, Y are C °~ in #, x, y. 
Here # is a parameter with values in a neighborhood of zero. Hopf bifur- 
cation theory tells us that there is a family of periodic orbits bifurcating 
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from the origin whose period is near 2re (see, for instance, [-3,4]). 
Moreover, if the origin of (1.1) is asymptotically stable for # = 0 and this 
property is recognizable by the terms up to order h in the Taylor expansion 
of X and Y (h-asymptotically stable), then for each p > 0 there exists a uni- 
que periodic orbit of (1.1) which is asymptotically stable [3, 5]. It is also 
known that if the origin of (1.1) for # = 0 is asymptotically stable without 
being h-asymptotically stable for some h, then the above uniqueness 
property does not always occur [5]. 
In this paper we allow X and Y to be 2z-periodic in t. We find that we 
need to have another parameter, e in order to obtain the existence of bifur- 
cating 2n-periodic solutions. This leads to the system 
2 = Itx - ey + X(  t, x, y, I~, ~ ) 
9 = #y + ~x + Y(t ,  x, y, #, ~), 
(1.2) 
where X, Ye C °o in (x, y, #, ~) are 2n-periodic in t, and X, Y are 0(x 2 + y2). 
Equation (1.2) is one representative of the class of equations we look at 
and we present it here to avoid technical considerations. Here e is a 
parameter and has values in a neighborhood of 1. We may think of E as a 
rotatory parameter which controls the angular velocity. Since the right- 
hand side of (1.2) is 2n-periodic we look for those solutions whose period is 
equal to 2m We must then adjust the values of e in order to obtain the 
existence of such solutions. In the autonomous case (1.1) we can introduce 
as a scaling factor. It then can be adjusted in order to obtain periodic 
orbits with period 2n for the scaled equation. 
An emphasis in our paper deals with the stability properties of the bifur- 
cating periodic solutions. If we assume that for ~t = 0 and all ~ near 1, 
system (1.2) is autonomous and the origin is h-asymptotically stable, then 
for each # sufficiently small we show that there exists an annulus M,  wrap- 
ping around the origin in the (x, y) plane which contains all 2n-periodic 
orbits of (1.2) lying near the origin and corresponding to this /~. Each of 
these orbits is relative to a value of e varying in a one-parameter family. 
For each small # the set M,  is positively invariant and asymptotically 
stable with respect o system (1.2). In particular in the autonomous case 
(1.1) our set M u is a single periodic orbit which is asymptotically stable. In 
contrast, the periodic orbits in (1.2) may not have asymptotic stability 
behavior and so in the periodic case the annulus replaces the single orbit. 
This is particularly substantiated by the fact that the width of the annulus 
is much smaller than the distance that the annulus is away from the origin. 
So for some purposes our annulus does in fact take on the role of a single 
periodic orbit. 
The significance of this result is evident. For instance, consider a cyclic 
accelerator in which the particles are accelerated in each tour along paths 
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close to a stable periodic orbit (see, for instance, [6]). The orbital stability 
is required in order to have a conveniently high intensity of the beam, that 
is, the number of particles for unit time. Thus the existence of a stable 
periodic orbit is considered one of the main requisites in evaluating the per- 
formance of the machine. However, it seems clear that the requirement of a 
high intensity of the beam may also be satisfied if there are not stable 
periodic solutions, provided that there exists a stable annulus whose width 
is small compared with its distance from the center. Moreover if, as in the 
situation depicted for system (1.2) the annulus is asymptotically stable, 
then it is also totally stable, that is, stable under small perturbations of the 
law of motion. 
We realize that in order to observe periodic motion in physical, 
chemical, and biological systems it is usually necessary that the motion be 
asymptotically stable. This may be difficult to achieve due to natural fluc- 
tuations in the system. We are proposing in this paper that in many 
situations the periodic motions are imbedded in an annulus, whose width is 
much smaller than its radius, which is asymptotically stable. Thus it is 
the annulus that we are able to observe rather than the individual period 
trajectories. 
We observe that the role of/a and e in system (1.2) can be looked upon 
in the following light. We think of ~t as an "independent" parameter 
influencing the radial component of the vector field in (1.2) written in polar 
coordinates and affecting the stability and width of M s. In contrast ~ acts 
as a "dependent" variable, and thus influences the angular speed of the 
solutions lying in M s. 
Most aspects of this work can be generalized to R" if we assume the 
remaining n -  2 Floquet multipliers are inside the unit circle. The problem 
is more subtle when there are more than two multipliers on the unit circle. 
Assuming a non-resonance ondition on the multipliers on the unit circle 
we find that some aspects of this paper, such as existence results, can be 
expanded to R n. This work is presently being investigated. 
2. PERIODIC SOLUTIONS BIFURCATING FROM THE ORIGIN OF PERIODIC 
SYSTEMS IN R 2 
Consider the following system in R 2 
=f( t ,  z,/~, e), (2.1) 
where #, e~ are two parameters and feC~(~×~2×J~×~,~2) ,  
f(t, 0, #, e) = 0, is 2~z-periodic n t. Because of Floquet theory the Jacobian 
matrix f'z(t, O, #, e) may be assumed without loss of generality to be 
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independent of t and its eigenvalues will be denoted by ~(it, a )_  ifl(it, e). 
We will assume that 
a(0, e)=0,  //(0, 1)= 1 
' 0 ~(0,  1 )~0,  /~o(, ~)~0.  
The first inequality replaces the transversality condition of the ordinary 
Hopf bifurcation for autonomous ystems. By a linear transformation of z, 
independent of t, and involving It, ~, Eq. (2.1) may be written as 
= ~(it, e) x - /~( i t ,  ~) y + x(t, x, ~, It, ~) 
9~ = ~(it, ~) y +/~(it, ~) x + r'(t, x, y, It, ~), 
(2.1') 
where X, Y are of order >_-2 in x, y (when (x, y) ~ (0, 0)). Clearly, there 
exist a neighborhood N of x = y = 0 and three positive numbers a, b, ~ such 
that for any to ~ ~, (Xo, Yo) ~ N, [itl < b, I~-  i I < a the solution (x(t), y(t))  
of (2.1) through (to, xo, Yo, It, ~) exists in the interval [to, to+ 2n] and the 
corresponding angular velocity O(t) satisfies ]O(t)l>v. We denote by 
(x(t, to, c, #, ~), y(t, to, c, It, e)) the solution of (2.1') such that Xo=C>0,  
Yo = 0, (c, 0) ~ N. We may write 
x( t, to, c, It, ~ ) = c exp( ( t -  to) e) cos((t - to)/~) 
Ij + P(t, s, x(s, to, c, It, a), y(s, to, c, It, ~), It, ~) ds 
o 
y(t, to, c, It, e) = c exp((t - to) ~) sin((t - to) fl) 
+ Q(t, s, x(s, to, c, It, e), y(s, to, c, It, e), #, e) ds, 
o 
where P(t, s, x, y, It, ~), Q(t, s, x, y, It, e) are C ~ functions of order >~2 in 
(x, y). The following lemma holds. 
LEMMA 2.1. There exist three positive numbers 6, b, ~, (G 0) ~ N, and a 
function g~C°~(~×[O,? ]×[ -b ,  6], [1 - -d , l+d] ) ,  g ( to ,0 ,0)=l ,  such 
that for any toe ~, c~ [0, ?], lit[ ~ [0,/~3, and I~-  II ~ [0, 4] the equation 
y(to + 2n, to, c, It, ~) = 0 is satisfied if and only if ~ = g(to, c, I~). 
Proof  Let Co>0 be such that (Co, 0)~N. Consider the function F~ 
C~(~ × [0, co] × I -b ,  b] × [1 -a ,  1 + a], ~) defined by 
F(to, c, It, ~) = exp(2n~) sin 2n/3 
+ c-l~'°+2~Q(to+27t, s,x(s, to,C, It,~),y(s, to,C, It, e), It, e)ds 
t 0 
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for c>0,  and F(to, 0,/~, t)=exp(27r~)sin 2 il. Since fl',(0, 1 )#0 we have 
F'~(to, O, O, 1)~0 and then the result follows from the implicit function 
theorem and the fact that F(to, 0, 0, 1)=0. (The numbers 6, /7, ~ may be 
chosen as independent to to because of the periodicity of F in to.) 
Consider now the function V~ C~(~ x [0, ~] x [ -/i,/~], ~) defined by 
V(to, c,/t) = X(to + 27r, t o, c, #,g(to, c, /~))-  c. 
Clearly the 2n-periodic solutions of (2.1') relative to any triplet (c,/~, t) for 
which ce [0, g], [#1 e [0,/~], I t -  11 ~ [0, ~i] correspond to the zeros of 
V(to, c, I~). We will call V the displacement function. The following theorem 
holds. 
THEOREM 2.1. Suppose that d, b, ~ are sufficiently small. There exist two 
functions #* ~ C~(J~ x [0, ?], [ -6 , /~]) ,  t* e C°°(~ x [0, ?], [1 -&  i +6] )  
such that if to ~ 0~, c ~ [0, ?], I~*1 ~ [0, 53, It - I I e  [0, ~i], then the solution 
(x(t, to, c, #, e), y(t, to, c, #, e)) of (2.1') is 2n-periodic if  and only if p = 
#*(t o, c), 8 = e*(to, c). Moreover e*(to, c) = g(to, c, Iz*(to, c)). 
Proof Consider the function V1 s C~(~ x [0, ~] x [ - t i ,  b], ~) defined 
as Vl(to, e ,p )=c- lV ( to ,  C,i ~) for c>0 and V1(to, O, tt)=exp(21t~) 
cos 2rq~. Here ~ = ~(l~, g(to, c, #)), if= fl(#, g(to, c, p)). Because of the trans- 
versality condition ~'u(0, 1)#0,  we get (Vm)~(t0, 0, 0) ¢0. Since 
V~(to, O, 0)=0 the equation Va(to, c, #)=0 defines implicitly for small 
values of c and ]#l, # as a function of to, c. The proof is obviously com- 
plete. 
3. UNIQUENESS PROPERTY OF BIFURCATING SOLUTIONS 
We will assume now that the functions X, Y in (2,1') are independent of t 
when/~ = 0. Then system (2.1') may be written as 
2 = ~(/.t, e) x--fl(l~, e) y+X(x,  y, e)+#X*(t, x, y, It, e) 
;0 = ~(~, t) y+~(u, t )x+ P(x, y, t )+  ~Y*(t, x, y, ~, t), 
(3.1) 
and (3.1) for p = 0 has the form 
:c = -~(o,  ~) y + 2(x, y, e) 
= ~(o, e) x + ~'(x, y, E). 
(3.2) 
The results of this section are based on certain stability properties of the 
origin of (3.2). In particular, we have the following concept (see [5]). 
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DEFINITION 3.1. Let h > 1 be an integer. The origin of (3.2) is said to be 
h-asymptotically stable (resp. h-completely unstable) if 
(i) for every (, ~/e C°~(~ 2, ~) of order h the origin of the system 
= -/~(0, e) y + .~(x, y, e) + ~(x, y) 
=/~(0, z) x + Y(x, y, e) + t/(x, y) 
is asymptotically stable (resp. h-completely unstable); 
(ii) property (i) is not satisfied when h is replaced by any m 
{2 ..... h -1} .  We have the following equivalence between h-asymptotic 
stability and the existence of an appropriate polynomial in (x, y). This 
polynomial may be determined by an algebraic procedure due to Poincar6. 
PROPOSITION 3.1. The origin of (3.2) is h-asymptotically stable (resp. h- 
completely unstable) if and only if h is odd and there exists a polynomial in 
(x, y), F(x, y, 8), of degree h + 1 having the form 
F(x, y, e )=x2+y2+f3(x ,  y, ~)+ "" +fh+ l(X, y, e) 
(fi is homogeneous of degree i in (x, y)) such that along the solutions of(3.2) 
F(x, y, ~) = --G(E)(x 2 + y2)~h+ 1>/2 + o((x ~ + y~)~r, + w2). 
Here G(z)> 0 (resp. G(e)< O) is a constant. 
We now state and prove our main result of this section. 
THEOREM 3.1. Suppose there exists an odd integer h >~ 3 such that the 
origin of (3.2) is h-asymptotically stable for every ~ ~ [ 1 - a, 1 + ?L]. Then if 
~(0, 1)> 0 (resp. ~'~(0, 1)> 0) the bifurcating 2rt-periodic solutions of (3.1) 
occur for I t > 0 (resp. for # < 0). Moreover the positive numbers 4, b, c of 
Theorem 2.1 can be chosen such that for any to e R and #e [0, 6] (resp. #e  
[- /7, 0]) there exists one and only one c~ [0, ?]) such that p =#*(to, c). A 
similar result holds when the above assumption of h-asymptotic stability is 
replaced by that of h-complete instability. 
Proof. Since system (3.1) is autonomous for It=0, the function g= 
g(to, c, #) defined by Lemma 2.1 for It = 0 is now a function g independent of 
to. We may set g(c)= g(O, c, 0). Similarly, the displacement function V= 
V(to, c, It) relative to system (3.1) for # = 0 is a function ~" independent of 
to. Therefore we may also set V(c) = V(0, c, 0). Clearly we have 
~'(x) = ~(2~, c) - c. 
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Here (~(t,c), p(t,c)) denotes the solution of (3.1) when 
~(0, c )= c, fi(0, c )= 0, g = g(c). We may write 
Jz(t, c) = (cos t) e + u~(t) c ~ + . ' .  + ~( t )  c ~ + o(c ~) 
.~(t,c) = (sin t) c + v2(t) c 2 + "'" + vh(t) C h + O(C h) 
g(c) = 1 + w~ c + w:  2 + " '  + Whe h + O(Ch), 
/~=0 and 
(3.3) 
(3.4) 
(3.5) 
where u:(0) = vj(0) = v; vj(2n) = 0 forj>~ 2. We may determine a polynomial 
of degree h + 1 having the form 
F(x, y, e )=x2 + y~ + f3(x, y, ~)+ ... + fh+dx,  y, ~) 
such that along the solutions of (3.2) we have 
F(x, y, ~) = -G(~) (x  ~ + y~)lh+ ~)/~ + o((x ~ + y~)~,,+ w~). 
Here G is of class C ~° and G(e) > 0 for all E e E1 - ~i, 1 + 6] (G(e) < 0 in the 
case of h-complete instability). Integrating over [0, 2~] along the solutions 
(:~(t, c), y(t, c)), we obtain by (3.3), (3.4) F(:7(2n, c), y(2~, c), g (c ) ) -  
F(c, O, g(c))= -27tG(g(c))  Ch+l+O(Ch+~). By using (3.5) and again (3.3), 
(3.4), and equating the coefficients of the terms having the same degree in c 
up to degree h + 1, we obtain uj(2~)= 0 for j=  2,..., h -1 ,  and Uh(2~)= 
--~G(1) < 0. Therefore 
Y~" Y'V 0 8c----: (0) = O, i = 1, 2,..., h - 1, ~ ( ) = h!uh(2~r) < O. (3.6) 
Consider now the function V(to, c, #). From the identiy 
V(to, c, #*(to, c))---0 by successive derivations with respect o c we obtain 
8~ + i s + x 82V ~8.~_c~ (to, 0, 0 )=-  (s+ 1) 8--~ (to, 0, 0 ) (to,0) (3.7) 
for every integer s such that (Yl~*/Sci)(to, 0)=0 for i= 1 ..... s -1 .  Since 
~'(c) = V(0, c, 0), and 
8iV 8i~ r 82V 
~-Tc,. (to, 0, 0 )= ac----7(0), i= l , . _ ,h -1 ,  ~--~-~c(tO,0,0)=27t~(0, 1), 
by (3.6), (3.7) we find that (Oip*/Sci)(to, O)=O for i=1,..., h -2 ,  
(Sh-a#*/Sch-1) ( to ,  O)v~O and has the sign of ~(0, 1). Thus #*(to, ) i s  
strictly increasing or strictly decreasing in the interval [0, ?] according to 
~,(0, i )>0 or c~(0, 1)<0. Since p*(to, 0)=0,  this implies that in the first 
case the bifurcating periodic solutions occur for /~ > 0 and in the second 
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case they occur for/2 < 0. Moreover in both cases the function/2*(to, ) is 
invertible in [0, ~]. This completes the proof of Theorem 3.1. 
Let Cl(to, ') be the inverse function of/2*(to, ). For a given/2 and to there 
is one and only one periodic solution of (3.1). Precisely, this periodic 
solution is obtained by assuming e= ~(to, /2), where ~(t0,/2)= 
g(to, el(to,/2)), in Eq, (3.1). 
4. STABILITY 
Again we assume that X, Y in (2.1') are independent of t when # = 0, and 
thus we focus on (3.1). Suppose that the origin of (3.1) is h-asymptotically 
stable for some h ~> 3 and all e in [1 -  4, 1 + 4]. By putting into a normal 
form (see, for instance, [-7]) and then using polar coordinates, we see that 
(3.1) becomes 
= ~(/2, ~) r +/2irJ2(t, O, r, It, ~) - rh(g, + ra(O, r, ~)) 
0 = ~(/2, ~) + o(t, o, r,/2, ~), 
(4.1) 
where i >t 1 and j >~ 2 are two convenient integers, g, > 0 is a constant, 2, a, 
0 are C ~ functions in all their arguments, and O(t, O, r,/2, ~)= O(r). We 
now state and prove the main result of this section. 
THEOREM 4.1. Suppose that for every ~ [1 -4 ,  1 +4]  the origin of (3.2) 
is h-asymptotically stable for some h >~ 3 and ~u( O, ~ )> 0 ( resp. ~',( 0, e) < 0). 
Then there exist b* > O, c* > 0 such that: 
1. For each #~(0, b*) (resp. /2~(-b* ,0) )  and for each e~ 
[1 -6 ,  1 + a] there exists an annulus MueC~ 2 around the origm which is 
positively invariant and asymptotically stable for (3.1). 
2. M,~--+0 as /2 ~ O, uniformly in e, with order exactly equal to 
1/(h - 1). 
3. The width of Mu~ is of order at least i -  1 + j/(h - 1) in/2 at/2 = O. 
4. The set of all periodic orbits of (3.1) for a given /2 ~ (0, b*) can be 
embedded in an annulus M~ which is positively invariant and asymptotically 
stable for every system (3.1)for which e=~l(to,/2), toE~. Moreover, 
M~--*O as /2~0 with order exactly equal to 1/(h-1) ,  while its width is of 
order at least 2 / (h -  1). 
Proof. We set 
21 = 21(/2 , e) = -sup{I)~(t, 0, r, #, e)], t 6 ~, 0 ~ ~, r ~ [0, ~] } 
al = al(e) = -sup{ la(0, r, e)[, 0 ~ ~, r ~ [0, ~] }. 
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Clearly 21 and tra exist as finite numbers ince 2 and a are 2n-periodic in 
(t, 0) and in 0, respectively. For each/~e (0,/~), ee [1 -~,  1 +6]  we con- 
sider the two functions 
F(r, #, e)=~(12, e)+12ir J -121-r h l (g~- ra l )  
H(r, 12, e) = ~(#, e) - -  12Jr J -  1,~ 1 - -  r h- l (g  C + ra l), 
We claim that there exist b*e (0, b), c*e (0, g), such that for every #e 
(O,b*), ee[1 -6 ,  1+~] ,  F and H each have exactly one real root in 
(0, c*). Indeed we may obtain that F(c*, 12, e)< 0 and H(c*, 12, e)< 0. Then 
taking into account hat F(0, 12, e)> 0 and H(O, 12, ~)> O, we immediately 
recognize that F and H have at least one root in (0, c*). Moreover (OF~Or) 
(r, 12, e) is negative in (0, c*) while if b*, c* are sufficiently small and ~ is a 
root of H, then (OH/&)(?, #, e)<0. Clearly this completely proves our 
assertion, and then F and H have unique roots in (0, c*). Denote these 
roots by rl(12, e) and r2(12, ~), respectively. Clearly we have: (i) F(r, 12, e) > 0 
for re  (0, rx) and (ii) H(r, 12, e) <0 for re (r2, c*). Since 
rH >~ ~tr + 12irJ2 - rh( g~ + ra) >~ rF, 
properties (i) and (ii) imply that the right-hand side of (4.1) is positive for 
re (0, r) and negative for re  (r2, c*). Let us expand r1 and r2 in powers of 
12 with coefficients depending on e. There are many ways to do this and we 
find it convenient o use the Newton diagram (see [8], for instance). 
Setting s = i -  1 + j/(h - 1), we then obtain 
r1(12 , 8) = p~#l / (h  - 1) _ q,pS + o(12~) (4.2) 
r2(12, e) = p,#a/(h-11 + q,#S + o(p~), (4.3) 
with p, > 0 and q~ ~> 0, We notice that ra(12, e) and r2(12, e) are of order 
1/ (h -  1) in 12 as 12--, 0. Moreover we find 
r2(12, e) - r~(12, e) = 2q~# s + o(p~). (4.4) 
Defining the annulus Mu~ = {(x, y) e ~2: (x2+ y2)1/2= [rl, r2]}, we find 
that M~ satisfies statements 1, 2, and 3 since its width is given by 
r2(#, e ) -  r~(12, e). It remains to prove assertion 4. We notice that if to e R 
and e = e~(to, 12) then (3.1) has one and only one periodic solution relative 
to (to, p). By varying to in [0, 2hi and assuming e= el(to, 12), we obtain for 
fixed p all the bifurcating periodic orbits of (3.1). Since ~( to ,#)= 
1 +e(to, p) and p,=p+b(e) (e -1 ) ,  where e(to, 12)=0(12), we find using 
(4.2), (4.3) that 
r1(12, e l ( to ,  12)) = p121/(h- -  1) + k~(to, 12) 
r2(12 , e l (go , /2 ) )  = p121/(h- -  1) -I- k2(to, 12), 
409/116/2-9 
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where ki(to, #) = o(# 1/(h- ~)), i = 1, 2. Let 
rl(kt) = inf{rl(#, et(to, #)): to • [0, 2hi} 
r2(#) = sup{r2(#, ~l(to, #)): to • [0, 2n] }. 
Define the annulus M r = {(x, y )•  ~2: (x2+ y2)me [rj(#), r2(#)] }. Clearly 
M~ has the positive invariance and asymptotic stability properties of 
statement 4, and it contains all the bifurcating periodic orbits for fixed #. 
Since r2(/~)- r~(~t) is o(# a/(h- a/), the proof is complete. 
A similar theorem holds in the case in which the origin of (3.2) is h-com- 
pletely unstable, and this can immediately be realized by reversing the sign 
of o~'u(O, ~) in Theorem 4.1. From the proof we see that in (4.1) if 2 is a flat 
function in # at # = 0 then the width of M.~ is flat in # at # = 0. 
5. EXAMPLES 
(a) Consider the system 
= #X --  ,~y - -  X (X  2 -~- y2) -- #(X 2 q_ y2)2 sin t 
= #y - ex  - y (x  2 + y2) q_ #(X 2 + y2)2 COS t. 
(5.1) 
In polar coordinates we have 
= #r - r 3 q-/2r 4 sin(0 - t) 
0 = g + #r 3 cos(0 - t). 
(5.2) 
Let us show that all the bifurcating periodic solutions are given by circles 
around the origin in which the angular velocity is equal to one. To this end 
we try to obtain the existence of periodic orbits which satisfy r ( t )  --  c, c > O, 
and O(t) = 1. If so, then 0 = t -  to (we may suppose O(to) = 0) and thus we 
must have 
O=#--c  2 -#c  3 sin t o 
1 = ~ +#c3 cos t. 
(5.3) 
Notice that (5.3) admits solutions which are given by 
c = #I/2 _ (½) #2 sin to + 0(# 2) 
= 1 - #5/2 cos to + 0(#5/2). 
(5.4) 
By using Theorem 3.1 we see that the function of to, # defined by (5.4) 
must be the unique functions c l ( t  o, #) ,  e l ( to ,  #)  introduced at the end of 
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Section 3. Thus we have that all periodic solutions of (5.1) lying near the 
origin are given by circles in which the angular velocity is equal to one. In 
order to obtain the information given in Theorem 4.1 we consider Eq. (5.2). 
The corresponding functions F, H (see proof of Theorem 4.l) are now 
independent of e and given by 
F(r ,  ~) = # - r 2 - Ilr 3 
H( r ,  #)  = It - r z + #r  3. 
The zeros of F(', p), H(., It) are respectively given by 
r , (u)  = ~/2  _ (½) It~ + k l (u )  
r2(U) = ~,/2 + (9 It2 + k~(~), 
where k~( i t )= o(It 2) and k2(/~)= 0(#2). Thus the annulus M,  = {(x, y )e  ~2: 
(x2+ yZ)me [r~(#), r2(/z)]} is positively invariant and asymptotically 
stable for (5.1) and contains all its periodic orbits. The width of M u tends 
to 0 with order 2 in # as # ~ 0. Notice that the ratio of the size of the 
annulus to the distance the annulus is from origin is in # of order 3. Our 
next example depicts a situation in which the periodic solutions exist only 
for ~=1. 
(b) Consider the system 
2 = Itx - ey - x (x  2 + y2)  _ / . tx (x  2 + y2)2 sin t 
(5.5) 
9 = #y + ex - y (x  2 + y2)  _ #y(x2  + y2)2 sin t. 
In polar coordinates (5.5) becomes 
t; = #r  - r 3 - /~r  5 s in  t 
(5.6) 
0=£.  
For a 2zt-periodic solution (r(t), O(t))  necessarily e= 1 and therefore 
0 = t -  to- Thus (5.6) becomes 
dr 
-~  = #r  - r ~ - #r  s sin(0 + to). (5.7) 
The results of Sections 3 and 4 imply that for each small p and to ~ [0, 2~t] 
there exists one and only one 2~-periodic solution of (5.5) lying near the 
origin. Moreover, by using (5.7) it is immediate to recognize that for the 
same # when to is varying in [0, 2n] the corresponding periodic solutions 
are distinct. In order to obtain information given in Theorem 4.1 we 
438 BERNFELD, SALVADORI, AND VISENTIN 
observe that the functions F and H introduced in the proof of Theorem 4.1 
are as in example (a) independent of e and given now by 
F(r,  lt) = It - r 2 --  Itr 4 
H(r ,  It) = # - r 2 + Itr 4. 
Denoting by rl(it) and r2(it) the zeros of F(., It) and H(-, It), respectively, it 
is not difficult to see that 
rl(it) = It1/2 _ (½) It5/2 + 0(it5/2) 
r2(it) = Itl/2 + (1) It5/2 + 0(#5/2). 
Now the annulus M,  is the set {(x, y)~ ~2: (x2+ y2)1/2~ [ r l ( i t ) ,  r2 ( i t ) ]}  
and its width is r2( i t ) - r l ( i t )= It5/2 + o(its/2). In this case the ratio of the 
width of the annulus to the distance that the annulus is away from the 
origin tends to 0 with order 2 in It as It--, 0. 
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