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Abstract 
This report contains a description and a discussion of the digital-
computer code BRENDA, prepared for the Danish digital computer GIER. 
This code is an attempt to simulate some of the major physical ef-
fects which determine the dynamic behaviour of a cooling channel of a 
boiling-heavy-water reactor. 
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CHAPTER I 
DESCRIPTION OF BRENDA 
1. Introduction 
The name BRENDA stands for Boiling Reactor Non-linear Dynamic 
Analysis. 
The aim of the work invested in this programme has been to provide 
a means of studying large, space-dependent transients in a cooling channel 
of a boiling-heavy-water reactor . 
Hence the feedback effects from neighbouring channels and from the 
circulation loop outside the core are not dealt with. 
The input quantities necessary to define a transient run are the time 
variations of 
(a) Coolant inlet velocity 
(b) Coolant inlet temperature 
(c) System pressure 
(d) Spatial distribution of moderator temperature 
(e) Control-rod position. 
From the beginning of the development, strong emphasis has been 
laid on the term non-linear. Therefore, many simplifications ordinarily 
used in reactor dynamics have not been permissible here, which has con-
tributed greatly to reducing the computing speed. 
The geometry considered is cylindrical, the fuel element being a s -
sumed to be composed of a cluster of rods contained in a shroud through 
which the coolant is circulated. The outer boundary of the channel i s a 
hypothetical cylinder shell obtained by arranging the amount of moderator 
available per element symmetrically around the shroud. At both ends of 
the element a layer of moderator is assumed to be present. To define a 
radial buckling for use in the neutron-flux calculations it is assumed that 
the reactor consists of a sufficient number of parallel channels to make up 
a cylinder of a certain radius. 
The physical effects considered in the model a re 
(1) Neutron physics 
(2) Heat transfer from fuel rods to coolant 
(3) Hydraulics of the coolant. 
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The calculations are performed by intensive use of the iteration tech-
nique in accordance with the scheme presented in fig. 1. Here reference is 
made to the above three categories, and the sequence of the calculations is 
shown by arrows. It appears that two main iteration loops are established: 
the inner one, coupling hydraulic and heat-transfer calculations, and; the 
outer one, coupling the neutron-physics calculations to the inner iteration 
loop. Convergence cri teria are built in at the marked positions in the two 
loops. 
The code always s tar ts with a steady-state calculation and goes on 
immediately with the transient description, taking in current information on 
outer-loop conditions and control-rod positions at the beginning of each time 
step. 
In the following the.different parts of the code will be described 
separately. 
2. Neutron Physics 
The neutron-flux calculations a re based on the method developed by 
Nahavandi and von Hollen \ This method requires the derivation of two-
group diffusion parameters for the lattice structure considered. This i s 
done in accordance with the recipe for treating low-enrichment, uranium-
2) 
fuelled, heavy-water-moderated cylindrical lattices developed at Riso ' and 
represented by the digital-computer code TATAR ' . A detailed description 
of this calculational method is given in appendix 1. Below, a description of 
the flux calculational method is given. On certain points it will appear to 
differ from that of ref. 1. 
a. Mathemetical formulation of the theory 
The basis of the theory is the neutron-balance diagram shown in 
fig. 2. 
The scheme leads to the following three equations for the fast and 
thermal fluxes and the concentrations of delayed neutron precursors: 
2 1 d 0 l 
Dj v* 0X - zrl 0X + (l-pj ev zf 0 + r \Ci*ir TC (1) 
•S 
a 
Dv'0-z ,0 t ps r lØ! s vir (2) 
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d r . 
-X.C.+ B. ev T ø a T - i . (3) 
Here 0« and 0 are the fast and the thermal flux respectively, Dj and D fast 
and thermal diffusion constants respectively, 2 . the slowing-down cross 
section of the fast group, 2 and X, the absorption and fission cross sections 
of the thermal group, e the fast-fission factor, p the resonance escape 
probability, v the number of neutrons released per fission,, and p . , \. and 
C| the relative occurrence, decay constant and concentration of the i'th 
delayed-neutron precursor. 
Elimination of 0« between eqs. (1) and (2) yields 
2 „ 2 S a 0 
D V z 0 - S a 0 + p ( l - p ) ev S f 0 + p D j V ^ - ^ — ) + p U . C i 
• r i i 
^ »
D l ' 2 < p £ ^ ^fe^^a^'2"«} 
„ _ 2 f 1 , 1 d 0 Cl 
- P D I V tp3^-WTr>) • (4) 
Neglecting of the three last terms on the right-hand side of eq. (4) 
leads to 
S 0 
D V 2 0 - Z a 0*p<l -p )ev S f 0 + p D 1 v 2 ( ^ j _ ) + P 2 X 1 C l - I | | . . ( 5 ) 
The approximation contained in eq. (5) i s valid under the following 
assumptions; 
(1) The order of magnitude of V " 0 is equal to B 0 , where B is the 
geometrical buckling, 
(2) The faet-neutron speed v« is much higher than the thermal-neutron 
speed v. 
4 
(3) The 4th-order operator V 0 is negligible. 
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It is noticed that these assumptions can always be controlled after a 
machine calculation of 0 has been carried out. 
Eq. (5) can be modified to a well-known expression if it is assumed 
that 2 , p and 2 , are not space-dependent: 
D V 2 0 - 2 a 0 + p ( l - P ) e v 2 f 0 + D 1 - 2 ^ - V 2 0 + P 2 \ C i » | - y | 
D(l+ - ^ ) V 2 0 - S a 0 + p ( l - p ) e v S f 0 + p SXjCj « i ^ f . (5)x 
Eq. (5) i s the equation resulting from an ordinary one-group t reat-
ment where the fast-neutron leakage is accounted for by the addition of the 
2 Fermi age x to the thermal diffusion length squared, L . 
Thus the advantage of (5) compared with (5) is a more exact repre-
sentation of the fast-neutron leakage obtained by considering the spatial 
variation of the group constants p, 2 and 2 . . 
So far the development has paid no regard to boundary conditions, 
i. e. reflected or bare reactor. In a practical case, appropriate boundary 
conditions must be chosen. In the present work it is assumed that the 
thermal flux goes to zero at some extrapolated boundary which must be 
precalculated and is kept fixed throughout the transient calculations. 
The radial finiteness of the reactor i s taken into account by in-
2 2 
creasing the thermal absorption cross section 2 by a factor of 1+B (L +X ), 
2 
where B - 2.405/R, L « D / S a » a n d T * D l /£r l ' R b e i n S t n e extrapolated 
radius of the core. 
b . Numerical treatment of the steady-state case 
Elimination of the term 2 X.C. from eq. (5) by means of eq. (3) 
yields for the steady state 1 
2 2 S a 0 
DV4* 0 - 2 a 0 + p ( e v 2 f 0 + D 1 \ r ( _ | - - ) ) » 0 . (6) 
This equation is expressed by finite differences, the axial step length 
dx being introduced: 
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2*{V:*V0i-i} -^Ø i 
+ p f VS €0 + - i j ( ^ | + 1 > CL
 t - 2 fo 0. 
3 \ « 3 J ^ Pj+1 ^rlfcj+l) * " P j £ r l j 3 
- 4 É H i Ø j -1 >} " ° * * 2 < j < n-1 (7) 
P j -1 r l ( j - l ) 
where n is the number of mesh points along the axis. 
The n-2 equations (7) together with two boundary equations constitute 
n linear equations for the determination of the axial flux distribution. 
The boundary equations which indicate that the flux is zero at either 
extrapolated boundary are 
- ^
 +
 iq>0i + -air02 -sox03 *° (8) 
W 0 n - 2 - TBT Øn-1 + < TO + B~> 0 n " °- <9> 
Here H, and H are the lower and the upper extrapolation length 
respectively. The equations express a parabolic extrapolation. 
As (7), (8) and (9) constitute a homogeneous system of linear equa-
tions, the condition for the existence of a non-trivial solution is that the 
determinant is zero, or, physically, that the reactor is crit ical. 
Guided by physical intuition, we make an attempt to fulfil this con-
dition by adjusting the physical parameters through an iterative process 
based on the concept of an eigenvalue, \i . 
The latter i s defined as the ratio between the actual value of v and 
the hypothetical value which would secure criticality. Thus 
'«>«" - & r • (10) 
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Eq, (?) is rearranged: 
v2„ D / D, , Z ø .{-Ji
 e p ø°+ ( i + p _Ji t*0*1* > øi+i 
J L *i 3 J J
 toi 3 d x 2 p J f l Z r l ( j + l ) J 
[il) 
+
 &••>=» ?£gi>»V} ' 4 * V*=» irfc' 
The first term in the numerator on the right-hand side of (11) is 
called the source term. 
The iteration process is started with an initial guess of 0 . . On the 
basis of this function we calculate the corresponding source function, putting 
| i * |i° « 1. By means of eq. (11) we calculate a new function 0 . , putting 
o 0 . = 0 . on the right-hand side. Without changing the source function, we 
J J 
recalculate 0 . on the basis of the preceding 0.-function until convergence. 
This procedure is called the inner iteration loop. 
Now an attempt is made to choose an eigenvalue u. such that the 
integrated source function, calculated with this \i and the most recent 0 . 
function, is nearly unaltered (picturing the physical condition of criticality). 
This trial value is selected as 
* • " ? ' j vSqPjgj • ( 1 2 ) 
Next, the new source function is calculated and an inner iteration 
performed. Then a new estimate of u, is made according to (12), and so on 
until 11 has converged. This procedure is called the outer iteration loop. 
As the eigenvalue u is a purely mathematical tool, it is desirable 
to introduce a physical control in the form of a thermal absorption cross 
section in order to adjust H c r i t to unity. 
This is achieved by introducing a function Z , which contributes a 
control cross section to each core element. A multiplier c is determined 
so that the absorption function z'- * Z. + c x Z. yields a critical r eac-
tor with H • 1. The multiplier c is determined by an iterative process: 
- 1 0 -
When criticaHty is obtained by putting c » c», the next guess of a 
better c is made by putting 
(c-c.) 2 2 ^ 0 * - i ^ l Z ( Z a j 0 f + C S c - 0 | ) . (13) 
In this way the statistical weight of the different core elements is 
utilized in order to accelerate the convergence. This procedure is called 
the control iteration loop. 
The resulting values of c and \i a re conserved throughout the 
transient calculations. 
A pure reactivity change can now be introduced by adding a small 
quantity to c, corresponding to a movement of the control-rod system. 
It is noticed that through specification of the function 2 . any axial 
distribution of the control cross section can be achieved. However, extreme 
variations should be avoided because they would cause the conditions for the 
4 
modified two-group treatment to bo violated (for instance the V -operator 
may become important, see subsection (a)). 
Finally the concentration function of the steady-state precursors can 
be calculated from eq. (3): 
S, • § Ei i ^ *, • P«I 
So far the treatment has been concerned with an arbi t rary number of 
delayed-neutron groups. However, the programme works with only one 
lumped group in order to simplify the transient calculations. 
c. Numerical treatment of the transient case 
The transient flux variation is also treated by means of a finite dif-
ference method. 
The first decision to be made in this connection is whether forward 
or backward time steps should be used. Forward time steps lead to simple 
expressions which can be directly solved without any reduction of the system 
of equations. Backward time steps, however, provide a much more stable 
system from a numerical point of view. For this reason backward time 
steps were chosen although the system of equations is a li+tle more com-
plicated, being of the Clapeyron type. 
Thus eqs. (5) and (3) lead to 
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0»-0»-1 . A0 0*^ + Bo 0» + C o 0 » + DQ C^ (15) 
_ n
 r u - i B l ø ^ ,n + Dj Cj4 . (16) 
where 
A » 
o 
B , 
vdt 
dx 
vdt 
"S? 
vdt 
J 3 13 P j + 1 ^ ( j + i ) 
(2{D.+ D . . « - 2 l j + dx 2 (Z , - p . e . V ( l - p ) 2 f i } ) 3 l j ^. W j »3 r J 3 
C - ^ (D.+ p l X , ^ ^ 
o d ? l 3 H3 13 P j . i s r l ( j - l ) 
D * p . X. vdt 
o *3 
B , • p" £• VS. . dt 
*j 
Dx • -X. dt . 
(17) 
Here the index n r e fe r s to the t ime m e s h points, while dt denotes 
the s ize of the t ime s t ep . 
Note: in this t r ea tmen t v and S . should be in t e rp re t ed a s -—- and 
aj yi 
2 . + c S . respect ive ly , in accordance with sect ion 3 . 
aj cj c _" 
El iminat ion of C. between (15) and (16) yields 
^ ^ - ^ ^ l + ^ o - 1 ) ^ - 1 ) - ^ ) ^ ^ ^ - 1 ^ - ! " ^ - < " \ J ^ *n-l 
2 £ j < n-1 . 
(18) 
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Together with the boundary equations, which are quite similar to (8) 
and (9), eq. (18) constitutes a system of linear equations for the determina-
tion of 0 n . 
By two very simple row operations (first and last row) this system 
is transformed into one of the Clapeyron type, i . e. one in which the coef-
ficient matrix is a band matrix with three terms in each row grouped around 
the diagonal. Such a system is quickly reduced by applying one row opera-
tion to each row except the first, beginning with the second row. The r e -
duced system is immediately solved, beginning at the bottom of the diagonal. 
When the 0 n function has been determined, the C.n function is readily 
obtained from eq. (16). 
To save computing time, the physical parameters , which are in 
principle functions of flux through temperature mechanisms, a re only r e -
calculated at certain points on the iiaie axis, marking so-called macrosteps. 
At these points new information about the different temperatures and densi-
ties of the reactor is taken in through the data input. Each macrostep is 
divided into a number of microsteps to secure a sufficiently accurate cal-
culation of the flux variation. While the size of the macrostep is fixed by 
the user, the microstep size is determined automatically by the code in the 
following way: 
Starting from the steady-state situation, a step size equal to a 
macrostep is chosen and a flux calculation performed. Afterwards two 
successive flux calculations corresponding to half a macrostep are per-
formed and the result compared with that of the one-step calculation. If 
the divergence is greater than a prescribed error , the step size is halved 
once more, and so on until the er ror criterion is fulfilled. Inen the smallest 
but one step size applied is accepted for a successive run throughout the 
macrostep. Thus each trial takes three flux calculations, which is a waste 
of time. However, as the number of microsteps in the final run increases 
as 2 u , where sub denotes the number of subdivisions, the search time is 
smaller than the total effective computing time per macrostep when sub is 
greater than 3. Otherwise the sum of the total effective computing time and 
the search time will appear to be small compared with the time it takes to 
compute the physical parameters at the beginning of the macrostep. 
Starting on a new macrostep, we choose the initial value of sub as 
one lower than the accepted value from the preceding macrostep to provide 
a chance to save time in case the flux variations become smoother. Also 
the mean search time should be shorter than that of the first macrostep. 
"* J. \* •• 
d. Calculational pattern 
The pattern according to wluch the calculations are effected depends 
on three er ror quantities named errorphi, errormy and erfeul. 
In the steady-state calculations errorphi and errormy express the 
permissible relative e r rors in flux and eigenvalue (see subsection (b)) 
respectively. However, in some cases the iterations are not carried through 
to full accuracy, namely in the (frequent) cases where the iteration loop con-
sidered constitutes a part of an exterior iteration loop which at that stage of 
the calculations is far from convergence. Actually the rules followed by the 
code are: 
The control iteration loop it- broken after one circulation more than 
that which gives an eigenvalue diverging less than 1 per cent from unity. 
The outer iteration loop is carried through to full accuracy only in 
the last circulation in the control iteration loop. In the last but one circula-
tion an er ror of 100 x errormy is permitted, in the others one of 0. 001. 
The inner iteration loop is carried through to full accuracy only in 
the last circulation in the control iteration loop and only if the eigenvalue is 
nearer to convergence than 10 x errormy. Otherwise an e r ro r of 0.0001 
times the flux at the centre of the reactor is permitted. 
The er ror in flux is calculated as the root mean square of the devia-
tions in the axial mesh points corresponding to two successive flux calcula-
tions. 
During the transient calculations the quantity erfeul i s decisive for 
both accuracy and computing time. 
A microscopic step length is accepted if the difference between the 
flux distribution ca?culated by taking a step of this size and the corresponding 
flux distribution calculated by taking two successive steps of half the size 
(in both cases starting from the beginning of a macrostep) is less than erfeul. 
In this case the flux deviation is calculated simply as the numerical value of 
the mean deviation in the axial mesh points. 
e. Manual control during operation 
During the steady-state calculations the convergence of tiie different 
iteration loops may be followed by setting kbon. Then all values of the eigen-
value |i and the control parameter c will be printed out by the typewriter. 
During the transient calculations the automatic step-size mechanism 
may be controlled or replaced by a manual control by means of the KB button. 
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The effect of kbon will always bo the printing of a message to the 
operator, followed by a stop of the calculations. The calculations proceed 
when the operator has made a choice according to the message. The diagram 
in fig. 3 shows the details of this control system. 
If a fixed value of sub has been chosen in accordance with message C, 
the automatic control of the step size still functions from the next macrostep. 
Only if the automatic stepsize control has been abandoned through messages 
A and B will the fixed value of sub be retained through the following macro-
steps, i . e . until the automatic control has been re-established through 
messages A and B or the fixed value is altered through message C. 
3. Heat Transfer from Fuel Rods to Coolant 
The heat transfer from the cluster of fuel rods to the coolant is cal-
culated by considering the heat transfer from a single fuel rod to a proper 
amount of coolant assigned to it by equal distribution of all the coolant in 
the shroud among the rods of the cluster. 
Here the assumption is made that all the rods behave in exactly the 
same manner independently of each other. 
a. Mathematical formulation of the physical situation 
The geometry considered is a single, cylindrical fuel rod contained 
in a cladding tube and surrounded by a certain amount of coolant, forming 
a cylinder shell. 
The following assumptions a re made: 
(1) The power-production density P within the fuel rod is uniform. 
(2) There is no heat conduction along the fuel-rod axis. 
(3) There is no heat transport through the outer surface of the coolant 
shell assigned to the fuel rod. 
The heat-balance equations for the fuel and cladding regions 
respectively may be written 
d T ft T 
gu % ^ (r,t) = P(t) + ^ { r X u T i ( r , t ) } (1) 
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d T c * e A f 6 T c "1 
«cec-jf^*)a - r T?{r TF ^ 0 • <2> 
where s denotes the density, c the specific heat, 1' the temperature, t the 
time, r the radial co-ordinate, and X the heat conductivity, while index u 
refers to the fuel, c to the cladding. 
The equations for the gap between fuel and cladding are 
dTu dT 
r
„ *„ T T (r„. t) - r. x -*-£ (rK , t ) (3) a *u T I T l a ' v *b c T r ^ b 
" *u T ^ <ra**> " H V V * ) - Tc<'b-*>) • (4> 
where r and r. are the fuel-rod radius and the inner radius of the cladding 
respectively, while t| is the thermal resistance of the gap. 
The boundary condition of the centre of the rod i s 
d T
„ 
- (0,t) = 0 . (5) 
At the boundary between cladding and fuel the following equation i s 
valid: 
T c ( r c , t ) - T coolant - \/^~ , (6) 
where r is the outer radius of the cladding tube and qh the heat flux through 
the cladding surface, khl i s considered to be a constant. 
On the assumption that the heat transferred to the coolant i s uniform-
ly distributed (through turbulence) and on assumption (3) above, the following 
relation exists between qh, which has the dimension of energy per unit area 
per unit time, and a quantity Q, the heat inflow into the coolant, having the 
dimension of energy per unit volume per unit t ime: 
r 2 - 2 
q h - Q C h ar" r ° , (7) 
c 
where r , is the outer radius of the coolant shell. 
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Further qh is given by the expression 
qh = - \ - j r (r c , t ) . (8) 
b. Numerical technique 
We replace eqs. (1) - (5) and (8) by finite difference representations, 
using backward time steps for stability reasons(cf. section 4 of this chapter) 
and a parabolic approximation for the spatial derivatives. 
The thermal conductivity of the fuel, x , i s regarded as tempera-
ture dependent, while all other physical characteristics concerning the heat 
conduction are regarded as constants. 
If we assign numbers from 1 to p to the radial mesh points from the 
centre to the surface of the rod and numbers from p + 1 to p + qto the mesh 
points from the inner to the outer surface of the cladding and denote the 
running index of the time steps by n, eqs. (1) - (5) and (8) become 
Eq. (1): 
X**'1 1 _ f j 4 n n <j4>Vj + ^ l)yj.1 
§ c dr 
u u 
O) 
i 3 
]
~ ? - J i 1 - ** . 3 = 2,3 p-1 ; 
J
~"5 n 1 P" 
Eq. (2): 
n n-1 rb
 A . _ 3 y i " y j Hc f j frc J"P~"J
 n n 
SC C g . + J . p - 2 
r b j . . 5 
+ 5££ 5
 yn l . o j - p + 2 p+q-1 ; 
d 7 c + ^ P - 2 
(this equation vanishes for q • 0, 1, 2) 
(10) 
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Eq. (3): 
P-2 \ p . l . n P - l S u c u d r .# 
pTT ?dV y p - 2 ' F ^ ""33! r p - l 
r b . 1 . _ r b 
f g c * 1 S c c c . dTc"*" 1 H c "I n 
t—r~— "2ar + —r— ^arcj Vi 
a a 
drc drc 
r b . 1 . _ ,__ r b 
drc 1 *c c c c n . drc * c n 
33? yp+2 r~ 2drc y p+3 
+ 
a 
drc drc 
rf4p +4^< + £i>} 
d r l + 2 8 c Cc d r c n-1
 + n-1 } . 
THI v yp+l y p + 2 ; • r 2dt v p + l Jp : 
drc 
(this equation vanishes for q = 0 ,1 , while for q = 2 
3 n 2 n , 1 n . _^c_ r b + r c f 1 n 1 
2HF y p " <!? y p - l "2cIryp-2 x u p 2r a {Hrc yp+2 " drc 
Eq. (4): 
3 v n - 2 n 1 n
 a _ 1 , n _ n . 
I d r ^ p d r ^p-l 2dr ^ - 2 p w p ' p + l ' 
(this equation vanishes for q s 0) 
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Eq. (5): 
3 n l n , l n _ n .„_. 
?dr y l " T F y 2 + I3F y 3 * ° ' <13> 
Eq. (8): 
r c 1 
qh » - 3 ^ " * **** d r C (Yn - y* . v11-1 - Y1 1-1 ) 
1,11
 r Sal i yp+q y p+q- l yp+q y p + q - l ' 
r 
c 
drc 
r 
drc 
a 
drc 
1
 * , . 
C
 ( v n _ V n ) 
(14) 
"2arc i yp+ q " yp+ q-2 
(14)X 
(for q < 3 this equation is modified to 
By means of a few very simple row operations the system of linear 
equations constituted by eqs. (9) - (14) together with eqs. (6) and (7) i s 
transformed into a system of the Clapeyron type. This system i s immedi-
ately reduced and solved as indicated in subsection 2. c of this chapter. 
4. Hydraulics 
The treatment of the hydraulic effects in the channel pays regard to 
bulk boiling only and not to subcooled boiling. 
The water is supposed to enter the channel at the bottom, from 
which the space variable x is measured positive upwards. The inlet tem-
perature is kr s#n. As the water receives heat from the fuel rods, the 
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temperature increases and at a certain level, the boiling boundary, exceeds 
that of saturated steam at the pressure given. From this point the tempera-
ture follows that of saturated steam, while the void, i . e. the volume fraction 
occupied by saturated steam, begins to develop. In special cases the boiling 
zone may be split up into several minor zones. These cases a r e also handled 
by the programme, though with reduced accuracy. 
a. Development of the mathematical model 
Two major equations for the description of the system can be 
established: 
(1) The mass flow balance. 
(2) The enthalpy balance. 
Re (1). The equation is 
^ f Mg(x,t)vg(x,t)+ Mw(x, t)vw(x,t)j. + ^ JM s(x, t)+ M^x. t )J- - 0 . 
(1) 
Here M and M are the total masses of steam and water respective-
ly in a certain volume Vt, while v^ and v are the steam and water veloci-
ties measured positive upwards. 
This equation is exact and requires no further comments. 
Re (2). The equation is 
d L f a y x , t)vg(x, t)hs(x, t)+ Mw(x, t)vw(x, t)hw(x, t)J 
+
 TT f M s ( x ' t , h s ( x ' *>+ M w ( x ' t ) h w ( x ' t } ) = Q(x '*> ' 
(2) 
Here h and h are the enthalpy per unit mass of steam and water 
respectively, while Q is the heat inflow into the volume Vt. Q has the 
dimension of energy per unit t ime. 
The conditions for this relation are 
(a) vdp *w 0 : dQ ~ dh. 
(b) The steam, if any, is saturated. 
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Eqs. (1) and (2) can be combined to give 
A • -\ A ®^ Oh 
- h (Msvs) <Vhw>+ 4i MsW+ -sir Mwvw+nrf Mw - Q • 
(3)1 
d h s d h s 
the quantities —XT- anc* J „ being supposed to be negligible. 
Upon the substitutions 
M s " ° * Ss * V t • Mw " ( 1 " o ) Sw * V t ' Q * q ' V t • 
where o denotes the void fraction, g and g the densities of steam and 
water respectively, and q the specific heat inflow, which has tire dimension 
of energy per unit time per unit volume, (3) is reduced to 
•h {* Vs) W + ~h {•«.) <VV 
oh dh 
+ -Z% d-a)8wvw + - y f d-a)gw » q ; 
da d r 1 ( 1 " a ) 8 w o h w d h w q 
TF + T x f c V s - (h-hU ^TT+vw-3-T)+ (h - h V ' 
Further, with h„, - h * r(x, t) and dh - c{T) dT, where r is 
* s w w 
obviously the vaporization enthalpy, c the specific heat of water and T the 
absolute temperature of the water, we have 
**
 + J L (aY\ . . ( 1 ' a ) g w ' C ( dT + v &l) + _ o 
dt ox V sf r - g, v ot w o x ' r* g„ * ' 
It should be noted that the equation d h • c(T) d T implies the condition 
w 
that the heat exchange develops in a quasistatic manner. 
Eq. (3) is true over the whole length of the channel; therefore, by 
putting 0 = 0 , the equation 
OT , dT q ,,» 
TT + vw Tx a T^T {4) 
"w 
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for the determination of the temperature distribution in regions without 
steam formation is immediately derived. 
JSqs. (3) and (4), with appropriate boundary conditions, constitute 
the basis of the calculations. 
In the boiling region another temperature equation is necessary, 
namely the relationship between the temperature and pressure of saturated 
step m. 
The quantities c, r, f , and S„ are considered to be functions of 
temperature/pressure. 
The pressure variation in the channel i s calculated simply by means 
of the gravitation law, no regard being paid to steam voids. 
The water velocity vw(z) i s calculated from the inlet value, which i s 
specified through the data input, by paying regard to the water supersession 
caused by the steam and by taking the slip ratio, s, defined as the ratio 
v_/v equal to a constant. 
Thus we write the equation 
V^-' inW* 1 -* 1 - 8 ^)*' (5) 
w 
the approximate validity of which is readily verified. 
The slip ratio is put equal to 2. 
The direct introduction of the above velocity representation into the 
coefficients of eq. (3) can be shown, from a mathematical argumentation, 
to spoil the convergence of the iterative method described in subsection b. 
Hence eqs. (3) and (5) are combined to give 
with 
f s 
w 
vs"viniet8+ ( 1 - 8 x : ) z ; z I 5 ° - v » ; 
In this way the numerical technique of subsection b i s usuable with-
out convergence problems. This has not been proved theoretically, but 
has been shown by computer experiments. 
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b. The integration technique 
The differential equations (6) and (4) are both of the general form 
T T W + s-fe H =f * <7> 
where the coefficient r<, b, g, and f can be thought of as functions of x, t 
and y. 
An integration technique has been constructed which seems to honour 
the requirements of the present application. This technique is based on an 
iterative method: where y occurs in the functions a, b, g, and f, it is put 
equal to the appropriate value from the preceding iteration. Of course this 
implies bonds on the permissible form of the functions a, b, g, and f due to 
the absolute requirement that the iteration must converge. These bonds 
have not been investigated in general. 
(7) can be written as a difference equation in the following way: 
an yn + an
 t y n 1 a11"1 y"" 1 + a""} y ^ 1 b n y n - b n i y n , 
3 J3 3-1 J J - 1 3 J 3 3 - 1 J 3 - l ^ 3 J2 3 - 1 J 3 - * - <•— 
4 j2dt ' 2dt J — + g m d x — " f m 
(8) 
Here j and n refer to mesh points in the x and t directions respec-
tively; gm and fm are values of g and f referring to the point halfway 
between the x mesh points j and j - 1 and the t mesh point n. 
It is seen that a backward difference is used in the t-direction, 
while a parabolic approximation is used in the x-direction. This choice 
was necessitated by stability considerations, cf. subsection c. 
Eq. (8) is transformed by the substitutions 
n , n-1 _ . n n-1 _
 A 
*3 " y3 A j ' y j - l " y j - l " V l ' 
an_1/2dt - gm • b ^ / d x = c m , a n / 2d t+ gm • b?/dx = c p , 
giving 
&.=fm/c - A. , c / c - ( y n " 1 - y n " 1 ) b n g m / d x ' c i ' p )-l m' p wi ^3-1 ' J 5 ' p 
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- j £ i l tf - b*_j) gm/dx- c p - y^tf - aJ- 1 ) /2 dt . c p 
(9) 
n-1 / n n-l»»,, ,. 
- y^  i (a. , - a. * ) 2 dt • c 
3-1 3-1 3-1 ' P 
Eq. (9) is a recursion formula which gives the value of A when the 
value of A . . , y. ~ , y1.1" and the system parameters are known; in other 
n 3 -* 3 _ i 3 n n_i n_j[ 
words, y. is given when y. . , x. . , y. and the system parameters a re 
known. 
The reason for choosing the special form of (9) is that by espressing 
the small increment A. in terms of a sum of other small increments we 
reduce the influence of rounding-off e r ro r s . 
c. Numerical stability of the difference equation 
If in eq. (8) an arbitrary function 6 y is added to the correct solu-
tion y, the resulting function y 1 * y + 5 y will represent a false solution 
to the difference equation if 6 y is a solution to the homogeneous equation 
developing from (8) when the right-hand side is put equal to zero. 
The condition for numerical stability is that such false solutions, 
once introduced, should be damped out after a few time steps, that i s , the 
homogeneous difference equation should be "self-quenching". 
For simplicity the investigation is carried out for a system with 
constant a 's and b ' s : 
n . n
 v
n
~ l J. n _ l
 v
n n 
3!Ut3 - j Sdt j + g™ J cb? s 0 - <10> 
Putting y f - S a m U m ) n e l m l t , J
 m 
we obtain after reduction 
l = * _ — (11) 
l + i . 2 g m § . . t g ( ^ ) 
Sirce | £ I , which is the damping factor for the amplitude of the 
m'th harmonic in the false increment 6 y corresponding to one time step, 
is always smaller than unity, it can be concluded that the system is always 
numerically stable. 
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It is supposed that the m-ii.ol equatira (6), which has constant or only 
slightly varying a's and b's , will also show numerical stability. 
It is a general observation that the use of backward time steps normal-
ly ensures numerical stability. 
The problem of the proper choice of step lengths dx and dt from a 
convergence point of view is treated in the next chapter. 
5. Instructions for Use of the Code 
a. General explanation of the iteration scheme 
With reference to fig. 1, an explanation of the time sequence of the 
calculation is given below: 
The code starts at the dashed line on the assumption of certain fuel 
and coolant temperature distributions and certain moderator and coolant 
density distributions. On these assumptions a neutron-flux calculation is 
performed. As the neutron level is arbitrary, the maximum flux is specified 
through the data input. 
Next, using the calculated neutron flux by which the axial power-pro-
duction distribution in the rods is given, we perform a heat-transfer calcu-
lation to determine the heat inflow into the coolant and the radial and axial 
temperature distribution in the rods. Now a hydraulic calculation is per-
formed to give a better coolant-temperature distribution, which in turn is 
utilized for a better heat-transfer calculation, and so on until convergence. 
Then the hydraulic calculations are completed with a steam-void calculation. 
According to the latest calculations of coolant temperature and void 
distribution together with the axial fuel-temperature distribution, averaged 
radially, circulation in the outer iteration loop goes on until convergence of 
the neutron-flux distribution. 
Having finished the steady-state calculation, the code immediately 
s tar ts on the transient calculation, which follows the same iteration scheme. 
To provide a means of supervising the described iteration sequence 
the code prints out an " s " on the on-line typewriter at the start of the 
steady-state calculation and at the start of each time step of the transient 
calculation. Further, a lina shift indicates the start of an outer-loop c i r -
culation, while a " 1 " is printed for each circulation in the heat-transfer -
hydraulics iteration loop. 
Without describing in detail i.ow the different convergence cri teria 
work, it is important to point oui. how the converged state of the calculations. 
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as accepted by the code after the .steady-state calculation or after o^ch time 
step, is characterized. This acceptance occurs when the following f-rror 
quantities have become smaller than specified values: 
epsP ~ root mean square relative difference between the 
last two neutron-flux distributions of the outer 
iteration loop. 
errorplvi = r . m. s. relative difference between the last two flux 
distributions of the local inner loop of the steady-
state neutron-flux calculation (see section 2). 
errormy = numerical difference between the last two eigen-
values of the local outer loop of the steady-state 
neutron-flux calculation (see section 2). 
erfeul *» numerical mean relative difference between one-
step and two-step transient neutron-flux calculations 
(see section 2). 
e r ror T 3 r . m. s. difference between the last two coolant 
temperature distributions of the local iteration loop 
within the hydraulics calculation (see section 4). 
e r ror Q » r . m. s. relative difference between the last two 
heat-inflow-to-coolant calculations of the heat-
transfer - hydraulics iteration loop. 
e r ro r Teff • r. m. s. relative difference between the last two 
radially averaged axial fuel-temperature distribu-
tions of the heat-transfer - hydraulics iteration loop. 
e r ror v = r . m. s. difference between the last two void distribu-
tions of the local iteration loop within the hydraulics 
calculation. 
b. Library system 
Physical data are necessary for the calculations described in sec-
tions 2, 3 and 4. These a re neutron-physics cross sections and constants 
for a number of materials, thermodynamic data for heavy water and heat-
conduction data for fuel and cladding materials. Some of the data are tem-
perature or pressure dependent, and in these cases tables are stored in the 
computer and a parabolic interpolation routine used for calculating actual 
values during the run. The physical data are contained i:.i three library 
tapes named "Library for CROSS", 'L ibrary for CHANNEL" and "Library 
for HEAT", corresponding to the above-mentioned three groups of physical 
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data. These tapes must be supplied to the computer at the beginning of each 
run. 
No details on this library system will be given here, but for practical 
reasons reference numbers for certain materials and their weight percent-
ages in some compounds are suggested below because they have been used 
in existing library tapes for CROSS and reference must be made to them 
from the data tape (see subsection c): 
Material U 2 3 8 U 2 3 5 O Al U D Zircaloy-2 
Reference number 1 2 3 4 5 6 7 
Content of Any material U O H O D O Al O 
in compound itself UO.? U0 2 HgO HgO DgO DgO AlgOg A^Og 
Reference number 1 2 3 4 5 6 7 8 9 
The first quantity on each library tape is an identification number. 
The existing tapes have been identified by number 1. To avoid mistakes the 
code checks that the tape supplied lias the intended identification number, 
which must also be specified on the data tape. 
c. Preparation of data 
Before going through the data sheet it is practical to comment on the 
way of describing the geometry and composition of the lattice cell . 
The cell i s thought to consist of five homogeneous regions, numbered 
from 1 to 5: 
(1) fuel material , (2) cladding, (3) coolant, (4) shroud, and (5) 
moderator. 
To define the composition, all materials represented in each of the 
five regions are listed by means of their reference numbers, beginning 
with the first region. These materials may be present either pure or in a 
compound or mixture. Hence it is necessary to specify for each material 
the density of the region, the weight fraction of the material or compound 
in question and the compound reference number. 
During the computations the different regions are treated differently 
according to whether they contain solids, coolant or moderator. Hence for 
each material also the region number and another indicator of the region 
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type are to be specified. Thus, solid regions are indicated by "0", coolant 
by " 1 " and moderator by "2". 
In section 4 it was mentioned that the system pressure i s to be speci-
fied. If the value given refers io the upper end of the channel, a parameter 
called "pressure index" must be assigned the value 1, otherwise 0. 
If output of results is desired after each time s*ep, a parameter 
called "printing index" must be assigned the value 1. In general, if it is 
assigned the value p, output will be obtained after every p'th time step. 
Now the data sheet presented in appendix 2 can be immediately under-
stood and employed. 
d. Output and treatment of results 
The amount of results produced by BRENDA is often very compre-
hensive. Therefore a separate code has been written for the purpose of 
sorting the output and present in a convenient form the exact amount of in-
formation desired by the user. 
This code, named BRENDAPLOT, makes use of the digital plotter 
Calcomp, model 507, which is permanently coupled to the GIER computer 
at the RisO establishment. 
To use BRENDAPLOT it is necessary to prepare a small data tape 
to specify what information is wanted. After the insertion of this tape the 
total amount of output from BRENDA is supplied. 
The preparation of data tapes for BRENDAPLOT appears from the 
scheme of appendix 3, which is immediately understandable. At the same 
time this scheme illustrates the latent possibilities of presentation of resul ts . 
CHAPTER U 
DISCUSSION OF BRENDA 
1. Introduction 
A thorough numerical and theoretical testing of a computer code of 
the size of BRENDA is a huge task which would require endless ser ies of 
computer runs. Further, in our particular case the lack of relevant ex-
perimental data has been a regrettable source of uncertainty as to the 
physical correctness of the mathematical representations. 
An attempt to carry out a fairly sufficient numerical tost has been 
made by parts , in the sense that the neutron physics, the hydraulics and 
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the heat-transfer calculations hr.yr been checked separately by minor codes. 
These codes were established as steps on the way to the large code 
BRENDA and are in every deiail siudlar to the respective parts of BRENDA. 
The checking in each cast consisted in running several examples 
which had an analytical solution for comparison. 
The interaction of the different physical effects, i . e . the coupling 
between the individual parts of BRENDA, was checked by means of the 
equivalent linear point model of BRENDA, based on the transfer-function 
concept as derived in ref. 11. In this way, of course, the check is r e -
stricted to space-independent, small transients. 
The above-mentioned checking operations revealed no deviations 
large enough to indicate e r ro r s in the numerical technique. However, a 
good deal of experience as to how to make proper choices of the mathe-
matical quantities governing the integrative and iterative performance was 
gained. A summary of this experience is found at the end of the chapter. 
2. Neutron Physics 
(a) The group diffusion model 
The role played by the neutron kinetics in the overall transient 
behaviour of the channel is not so important as to justify a very rigorous 
treatment. Thus it is generally accepted that two-group diffusion theory 
is sufficient. 
However, it is very desirable to reduce the requirements of com-
puter storage space and computing time imposed by a two-group treatment. 
The method used in BRENDA imposes approximately the same space 
and time requirements as a one-group treatment, and yet it has some of 
the advantages of a two-group treatment in that it considers the individual 
space dependence of fast and thermal fluxes through the fast-neutron 
leakage representation, as pointed out in chapter I, section 2. 
The assumptions on which this representation is valid are stated 
in chapter I, section 2. Roughly, what they express i s that the axial flux 
variation should be smooth and without drastic variations. 
(b) The control-rod simulation 
A general and rigorous treatment of the control problem would 
require detailed specifications as to whether solid rods, ,-jclublc poisons, 
circulating fluid poisons, or other means are used to provide the necessary 
neutron absorption or leakage to control the chain reaction. 
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It has not been the intention to restr ict this code to any specific 
control device. Further, the difficulties involved in a proper representa-
tion of just one of these several possibilities are so great as to necessitate 
a separate treatment. Hence, a very general and therefore very crude r e -
presentation of the control system was chosen as described in chapter I, 
section 2. However, so long as it is meaningful to express the effect of 
the control system on a single element of the channel considered by a single 
quantity (reactivity), this effect may always be thought of as a consequence 
of an increase in thermal absorption in that element. Thus the deficiency 
of the method can to a great extent be considered as a question of calibra-
tion of the control system; the main disadvantage then lies in the res t r ic -
tion that the control system is supposed to act according to a fixed spatial 
distribution at all t imes. 
(c) The one-delayed-group approximation 
To estimate the validity of the one-delayed-group approximation to 
the neutron-kinetics treatment the problem will be discussed from two dif-
ferent points of view: 
(1) Small reactivities. This case can be described in full detail by 
means of the transfer-function concept. 
c\ 235 
Schultz ' has computed the exact transfer function for a U -fuelled 
reactor, using six groups of delayed neutrons, and compared i t with the 
simple approximation corresponding to one group of delayed neutrons. Fig. 
4 presents the plot, taken from ref. 5, by means of which this comparison 
is performed. It is evident from the general form of the transfer function 
j , . n . V s + Ki> 
onts) o iM 
f l s ) Is" p 
Tt (s + r.) 
i-1 
where p is the number of delayed neutron groups, that the high frequency 
response depends only on 1, the neutron life-time, and hence is the same 
for both functions. The low-frequency phase response tends to - -*- for 
any number of groups. By varying \ and r for the one-group approxima-
tion a reasonable fit with both low-frequency amplitude response and 
medium-frequency phase response may be obtained, as in fig. 4, where 
X a 0.125 sec~ and r = 50 sec" are used. 
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(2) Step reactivities. Without loss of generality the kinetic equations 
can be lumped into the integro-differential equation 
\ 
An(t) = K(t) n(t) - I n'( X ) f(t - X )dX + R(t) , f n'
•Jo 
where, by definition, 
f(t) 
A 
K 
MI
 
in
 
in
 
P 
2 
i=l 
P 
§ 
a i e 
1 
keff 
» 
-X.t 
i 
R(t) denotes the initial source of neutrons, a, the relative abundance of 
neutrons of the i'th delayed group. 
A presentation of the above theory can be found in ref. 6, chapter 2. 
If we put R(t) = 0, f(t) s e " t ^ and K(t) = K, we obtain by differenti-
ation 
«„.{^i.i} * , . .£„«. o 
with the solution 
ai* . „ V 
n(t) = Cj e + C2 e 
with 
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For IKl » 1 the solution is reduced to 
K 
1^  
X 
'2 
'n(o) (1 + ^ ) 
>*\j • 
n(o) 
For positive reactivities this pictures a quickly rising exponential 
independent of x 
For negative reactivities it shows a steep decrease (initial jump) 
independent of X , followed by a decreasing exponential with the time 
constant X . 
For I Kl « 1 the solution is reduced to 
*? 
x2 
s 1 
A 
K 
X 
- n(o)K 
, ,n(o)(l+K) . 
For both positive and negative reactivities this pictures a steep 
initial jump independent of X , followed by an exponential with the time 
constant -jU . 
If |K| is near to one, the approximation for I Kl » 1 applies 
provided K <0 . For K > 0 a special investigation shows: 
For 2 1$ « | K - (1+ £ - ) | < < 1: 
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a. 
*v 
A {K - (1+ Atyx A 
1 1 
"{K-(l+ 4- )}T ~ " ^K-^x 
_ n £ ) fj + 
K-(l+ A)J 
^J^£> | l t - ^ J 
For | K - (1+ A.) | « 2 /x 
K (1+^) 
s 
TT |TAX A T 
» joLa i / i : , 
In both cases this pictures a difference between two large exponen-
tials, one increasing, the other decreasing. After some time the in-
creasing one will dominate, but no destinct initial jump occurs. It should 
be noted that only when K is very close to or less than 1 + ~ is the 
dependence of x extended over all times. 
In conclusion of the discussion from the above two viewpoints it is 
first noted (from (1)) that small reactivity variations are fairly well treated 
by the one-group representation provided the constants a re properly chosen. 
The accuracy is always better the higher the frequency. This fact i s in ac-
cordance with (2), where it is concluded that x for |K| « 1 is immaterial 
for short t imes. 
Secondly (from (2)) it is noticed that for large positive reactivities, 
i. e. when K is a little greater than 1 + ~ , the response is independent of 
T , which indicates that the one-group representation suffices also in this 
case. 
Thirdly (from (2)) it is noticed that for large negative reactivities, 
i . e . for |KI not « 1 , the initial jump, and hence the short-t ime response, 
is independent of T and thus well described by the one-group representation. 
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However, the Iong-:Lru- response depend«* heavily oa t , i . e . in this cr.se 
the one-group representation docs a at si Ilice. 
Altogether it is soon thr.t t!i<- one-group representation f3ils mainly 
in two cases: 
Positive reactivities which are not small and up to a little over 
prompt critical, and 
Negative reactivities which a re not small and act for long times. 
The conclusion indicates that for instance a reactor shut-down is 
not »veil represented unless the x value is specified to correspond to the 
most delayed neutron group, which governs the transient response i:i this 
case. This, however, requires an alteration of the library tape for CROSS 
(see chapter I, section 5). 
(d) Computer nms 
In order to check the neutron-physics computations of BREKDA, a 
series of rims with a partial code named 3SEUPHTEST was performed. 
This code is able to reproduce the case of a pure step reactivity on 
alteration of the control absorption cross section X mentioned in chapter I, 
section 2. Here it iy assumed thtl The reacUvity change obtained cor re -
snonr's f« an err.esp -;-r-•} i -vie-*-on •; romnn'fn! l>v means of 
* . ; • . • 
i - -
OX i ' A . O 
CO 
where k is the excess multiplication corresponding to the insertion of 
ex, o 
the control absorption cross section 2 , and AZ is the increase in the r
 co c 
control absorption cross section introduced. 
The following cases were considered and the results of the c .inrirf-,-
fiens sho""! in figs. 5 and 6: 
(1) K - t 0.0257 1 (fiS- 5 ) 
(2) K « t 25.0 {: (fig. 6) 
(3) K - - 2 .52$ (fig. 6 ) . 
In each case the commuted curve is compared with the exact solu-
tion obtained from subsection 2. c. It is concluded that the agreement is 
ver;* fine and thus provH.es a check both on the coding tichro.rue for the 
kinetic equations and on the method of computing the reactivity as exolained 
above. 
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Further, the case of K - + 2. 52 j$ was considered. The results of 
this computation have not been plotted because of the vast range of flux 
variation. Instead it was noted from the computer results that the increase 
in flux over a time step of 0. 2 sec (for times long enough for the negative 
exponential to have died out) was very constantly equal to a factor of 299.83, 
corresponding to an a,-value of 28. 5 sec" . Similarly, an extrapolation of 
the computer results back to zero time using the above asymptotic multiplica-
tion per time step indicates a C,-value of 1.666 • n(o). 
According to the theory of the preceding subsection the exact solution 
i s 
\ 
28.8 sec" 
-0.11 sec" 
• " 
n(o) 
1.652 
-0.652 
5.28 10 sec, -1 with A =5. """ 1/t = 0.076 sec~", p = 0.00755, which values 
correspond to the parameters computed during the NEUPHTEST run. 
The difference between computer results and theory apparently 
amounts to -1 and+ 2 per cent for the quantities a. and C-,-1 respectively. 
This can be very satisfactorily explained by an uncertainty of 1 per cent in 
the reactivity, as may be seen from the approximate solution for IKI » 1 . 
3. Heat Transfer from Fuel Rods to Coolant 
(a) Heat release from cylindrical, cladded fuel rods 
The rigorous analytical treatment of the heat release from cylindrical, 
cladded fuel rods is a rather involved problem. 
In the following, Laplace-transformation theory is used together with 
the transfer-function concept to arr ive at an exact solution. 
Afterwards, an attempt is made to discuss these exact transfer 
functions and arrive at approximate expressions covering a sufficiently 
broad frequency domain for most applications. 
The results are presented in the form of a general set of curves 
giving the amplitude and phase characteristics of the heat-release power-
production transfer function. Some additional expressions a re given to 
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make up a complete se t of equations for genera l use in r eac to r -dynamics 
ana lys is . 
Cont ra ry to other t rea tments of this problem, e. g. that of ref. 9, 
this study, through an exact considerat ion of the p roper t i e s of the cladding, 
gives a r a the r well-defined l imit of the frequency range within which a f i r s t -
o rde r approximation is justified. 
To provide an analytical represen ta t ion of the r e s u l t s , the above-
mentioned h e a t - r e l e a s e power-production t r an s f e r function has been approx-
imated by a rat ional algebraic express ion in the complex var iab le s . 
Descr ipt ion of the sys tem and bas ic equations. The sys tem con-
s idered i s a c i r cu l a r , cylindrical fuel rod of infinite length, surrounded by 
a cladding of annular c r o s s sect ion. The cladding i s surrounded by some 
coolant. An a i r gap of finite thickness between fuel and cladding is provided. 
A c r o s s sect ion of the sys tem i s shown in fig. 7. 
The fuel ma te r i a l has a uniform heat conductivity x . , a uniform 
specific heat c . and a uniform density § , . S imi lar quanti t ies, "H,,, c„ and 
§ 9 , a r e introduced for the cladding m a t e r i a l . 
A heat source P , which is a function of t ime, i s a s sumed to act uni -
formly in the fuel. 
The re i s no heat source in the cladding, and the coolant i s a s sumed 
to have a uniform tempera tu re T , which i s a function of t ime . 
If we denote the t empera ture by T and the heat flux p e r unit a r ea by 
Q and introduce the indices a, b and c for the outer sur faces of fuel, a i r 
gap and cladding, the heat-conduction equation with boundary conditions 
yields the following system of equations: 
\ V 2 T -
 8 l C l | £ + P = 0, 0 < ; r * r a (1) 
X2 V ' T - §2C2 T I = °» r b ~ r " r c <2> 
- * a
X l * $ 7 > a ^ b * 2 < T F > b (3) 
T a - T b * - 1 « * 2 $ F > b <4> 
T c - T o " - T T *2<TF>c <5> 
% " " H2<TF >c ' ( 6 ) 
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H e r e , Tj , the heat res i s t iv i ty of the a i r gap, and k, the heat conduc-
tivity of the cladding-coolant interface, a r e in t roduced. 
Exact solution by Laplace t ransformat ion . The s tep by s tep solution 
of the sys tem of equations i s recorded in appendix 4 . H e r e only the final 
exact express ions will be presented . 
The quanti t ies of major i n t e re s t to the r e a c t o r physic is t a r e the mean 
fuel t empera tu re , defined by 
T f - ir-T 
i 
Tt" 
r 
. a 
:it r T d r , (7) 
r a -
o 
and the heat flux Q through the outer su r face of the cladding, both cons idered 
as functions of the independent var iab les P and T . 
If we denote the var ia t ion of a Lap lace - t r ans fo rmed quantity A by 
6 A(s), the resu l t ing equations a r e 
f x b ° *1 
-FT f ( s ) = (T,1a+P)'oTo(s)+ h 1 ( x j g + g > + . 7 i ° ° + j ) 6 Q c ( s ) (8) 
r " g 2 C 2 H 2 S 
x b c 
Y b c „ oo 
V - g c x r , s 1 r 
1 + " " ^ c « 8 ' " \ -77 " * * • > 
i| o+p b 
(9) 
?4 ^+-, o + p j 
Here the following definitions have been made : 
NCJ - N Tc 
X b c = ° ° °1° (10) 
OO -
 X T C , C nrCTC * ' 
N o J l - N l J o 
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„be 
\>1 
N c J b 1 o 
N o J l N l J o 
(11) 
a s 
-f g 2 c 2 V < 
' j b 
T C 
±
 x b c 
rc o l (12) 
o 
X be 
oo (13) 
1 : i + 7 
i r b Z?s) (14) 
z(s) f - 1 (i - r ^ J Q ( 2 R 
J j (2 R e ) ) • 
x = 
1 S 1 C 1 2 
4" X j a r s . (15) 
J y and Ny ( v = 0,1) denote Besse l functions of the f i r s t and 
second kind respect ive ly . Where these symbols a r e provided with a s u p e r -
sc r ip t , b o r c, the a rgument s 
§2C2 
s r . and i § 2 C 2 „ — — s r Ho c 
respec t ive ly , apply. 
A useful express ion for 6 Q (s) i s obtained by el iminating 5 T J s ) 
between (8) and (9): 
( T§"C(S) = Y (S) \JT[S) - gjCjB • ~C(s) ' 5TQ(s) } . (16) 
where 
1 r a 
V s ) 
v-bc, a , 1 a _ [_ 1
 / v b c . cu 
X o l + Tc + - J T ^ * l c l s [* < X o l + ^ " 
Jac 
oo 
117) 
| M 2*2*2® i) 
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and 
^(s ) f p + 1
 2 r K 
,
2
 + b 
« l c l r a s 
a . (18) 
Approximation of ~Z(s). The first step in attacking the complicated 
expressions that have now been established is to approximate the function 
"Z(s) of eq. (15). 
This has been done by working out tables of the amplitude and phase 
2 
of the quantity (Z"(x)) , where x is assumed purely imaginary. For this 
task, performed by means of a desk calculator, Bessel-function values 
from ref. 7 were used. Fig. 8 shows a plot of the results. It is noted that 
the phase tends to - -£• and the amplitude to zero as i x l tends to infinity. 
- 2 1 In fact a very good approximation to this function is (Z(x)) ~i <— , as 1 + x demonstrated in fig. 8. 7 
Hence, for all the following applications, the approximation 
•Z(S) ~ l (19) 
i , . 1 S1C1 2 1 + __ r s T? Hi a 
will be adopted. 
First-order approximations. By means of elementary rules of dif-
ferentiation of Bessel functions (ref. 8) the following first-order approxima-
tions can be established: 
x b ° 4 - S2°2 
oo ' x 2 
v-bc 
Xoo 
y - «2 C2 * 2 S 
v b c , , 4 r X o l ~ l + — 
c 
s A r, 
Ar 
~
 K2 
r 
c 
~
 r b 
A r s r c r b 
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1 (i + å_E) _ 
rc
 v
 r_ ' f §2 C 2 s A r 
- ^ ^ 1 + 
J c 
o tf § oc 2" 2 s A r 
1
 v b c 
,c ol 
o 
-f § 9 C 2 2 s A r 
- i Xbc ^ 1 
Tc oo 
J o 
a «v s g
 2 c 2 A r 
p ~ 1 . 
By inser t ion of these r e s u l t s into the exact equations (9), (17) and 
(18) the following express ions a r e obtained: 
r A 2 
c A r 
—- - s g 2 c 2 — — 
r b * l x 2 1+ s g 2 c 2 A r i| r ^
S > ~ T - T : TP<S>- \ - t s i c i s 
s g 2 c 9 A r 
1 + s §2c, A r T) 
"6Tf(s) 
1 r a 
1 T~ 
(20) 
T»' 
1 + S 8 2 C 2"F 7 ; + I — SlClB[lt ^ + 1» r ^ 1 + » « 2 c 2 - T t ^ J 
(21) 
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T!(s) ~ i + — ^ 
>rb « 2 c 2 A r 
a s l 1 
s g 2 c 2 A r i (22) 
Introduction of H from (14) and (19) into (20), (21) and (22) yields 
r, . 2 
s 2 2 r c x 2 
1 r a 
1 r c l + s S 2 c 2 A r ( T , + x ~ 
"
1 + T 2 - - * r r a S 
) 
W c ( s ) ~ - j - f - FF(s) 
(24) 
f1 r* o , 
S
 * 2 C 2 A r F 
s + 
1 + s g2c2Ar(T| + 1
 r b 
JHh*±&.; 
-JsTfts) 
T2" x x a 
TpW - J i 
(25) 
1 + 3 ^ - § l c l 
c 
1
 1^  1 S l ° l T . 2 c i^irrras 
^ 2 
. „
 r b A r , l r a . „ , l .Ar . r c n . 9 „ %hr 
c c 2 o c 
2r, g ,c 9 . r, 
g ( s ) ~ l + j 1 2 2 A r ^ i 
g 2 c 2 A r s 
ra * l c l 7 - . 1 81C1 2 1 + T 2 . - H j - r a 8 
+ g2c2Ani s .(26) 
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The third term inTT(s) can be rewritten 
1 r b « 2 c 2 A r s 
1
 | / 1 + 1 Sl C l 2 y i + T ? — r a s 
(27) 
( / l «1*1 2 
r r ^ i/g2c2 ^ I / 1 7 x i r» s i/sTF 
~2* r K t i C j * ! |f 1 § i c i 2 r * 2 
1+ i-ic ; r S 
sA 
TS — r a s 
Now a series of further approximations can be made from (24), (25) 
and (26): 
TTFfCs) ~ 1 
"2"r7 S 2C2 . . I g c s ( l+ b 2 2 A r ) 
r a S i « ! 
"&T(s)-
2 lV 
*7 c J (28) 
which is valid for 
*
 e ^ A r 2 S 2 2 l 7 ~ l» I « 
1 *a 
Tp(.) I 
g 2 c 2 A r H | s | « 
1 r a 
Tp(s) 
nV± \f g2C2X2 / 
""*"
 ra r sici xi r 
1 r a 
§2C2 I s | A r « — 
I Y p < 8 > I 
\ 
(29) 
/ 
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v> 
(30) 
2 F ~ 
1+ 
1
 / 1 « l c l 2 k c c 2 b j 
fl+ 7TT —r— r s TS Xj a 
which is valid for 
C 
(31) 
-
 2 r b g2C2 
C(s) ~ 1 + * 
a 5 1 1 
A r , (32) 
which is valid for 
§2c2A r i | | s | « 1 
r a K « l c l x l " 2 
| s | A r << 1 
(33) 
Frequency range of validity of first-order approximations. To evalu-
ate the range of validity of the first-order expressions of the preceding sub-
section, the following asymptotic expressions are introduced: 
J v (Z) ~ 
cos(Z - -5>-( v + \)) 
(34) 
Æ 
Nv (Z) ~ 
s i n(Z - -5-(v + £)) (35) 
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(see e.g. ref. 8). 
These expressions lead to 
oo , . b 
X ^ | / | cos( tlgL.tr> 
a # ^ S 2 c 2 x 2 s sin( / - ^ 2 - B Ar ) 
P ~ | / S cos ( l/- ? p s A r) . 
Further, by means of the general relations sin (i Z) 
cos (i Z) * cosh (Z): 
c 
ol 
/ 1/ S2C2 
V $2C2 X2 S t a n h * ' ~x— s A r ) 
Ybc 
Aoo 1 
Xol K - « 2 c 2 n 2 « 
tanh ( / —2-2- s A r) 
x2 
l/S2C2
 A 
r x 2
 8 A r 
Ar 
Ho 
X o l 
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h
Q$ ~ ^ cosh ( | / - i f 2 _ s A r) . (39) rx • u i 
The above asymptotic formulae are applicable provided 
It 8 c 2 2 | 8 | r. »1 . (40) 
* 2 
It i s noted that, for sma l l A r, (36) - (39) become identical with the 
f irst-order express ions of the las t subsection. Hence the range of validity 
of these can be deduced from the condition 
i S2C2 ' s | A r <, 1 . (41) 
* 2 
The value 1 on the right s ide is reasonable because for an argument 
I Z I = 1 the t e r m s | cosh ( Z ) | , | tanh (Z) | and | t { m j? ( Z ) {diverge l e s s than 
50% from their f irst-order expansions while the divergence for larger argu-
ments i s quickly increas ing . 
At this s tage it should be assured that the asymptotic formulae are 
applicable at the frequency limit determined by (41). This i s obviously the 
case according to (40) because r , » Ar will always be fulfilled. 
Conclusion. The following equations have been obtained as a f irst-
order approximation to the exact ones derived in appendix 4; 
y 2r 6 c *l 
"
B
^ c ( s >~ Y p( S ) l F F I s ) " § 1 C 1 S { 1 + 2 2 2 Ar) ^o^j (42) 
r a S 1 C 1 
"i<8> k n r c : { W o - - r ^ w } <43> 
g c . 8 ( 1 + % 2 2 Ar) r a 
r a S1C1 
, r 2 1 a 
1 v 
Y (s) £ (44) 
P i + ± . x . + e x 
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1 ra 
*= J i T * l c l s (45) 
4 x i r 
raZ * l c l ^ 
S 2 c 2 r " - T H 7^*l*l4+4f**rf>}- C4« 
Plots of the amplitude and phase of the function Yp(x) are given in 
fig. 9 for a series of values of the parameter C . 
By the means of (41) and (45) the range of validity of the first-crder 
approximation can be expressed as 
' * « * £ > 2 4 ^ ^ -"IV (47) 
From (29) and (45) the bi-conditions for the validity of (43) are, 
when we use 
IY (s)l a,2 g l c l *2 
1 r a 
r-ocitormifcsr Tjppq 
as 
* l c l *2 is generally true (see fig. 3 and assume • —— Z. 1): 
* »2 2 *1 
1z 
T 
^b | / S 2 C 2 H2 < 
ra iWPh ~ 
, x i
 - \ 4f I»0I 
(48) 
The bi-condition for (44) is, by (31) and (45), 
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x
'
< < k 4 f ' IV (49) 
The bi-conditions so far introduced will often mean no serious 
restrictions beyond the requirement of (47). 
The bi-conditions applying to (42) are somewhat more serious. By 
(33) and (45) they are 
| x | « 1 4 r 
r 
(50) 
Thus, in general (42) is only fully applicable up to a frequency limit 
that is an order of magnitude lower than that permitted by other restrictions. 
However, if the variation in T is small, as is the case in boiling-water 
reactors, condition (50) is without importance. 
For practical applications of the results obtained it is desirable to 
express the function Y (x) by an analytical approximation. An attempt at 
this has been made by means of the rational algebraic function 
V° 1 *a 2 ~ 
1 + a. x + a 0 x + . . . + a x p l l p 
2 1 + bj x + b 2 x + 
(51) 
+ b x' 
The fitting was performed by means of the digital computer GIER 
for a series of values of the parameter E with a ready-made algorithm, 
COMPFIT10*. 
Proper values of p and q were chosen to obtain a reasonable accuracy 
within the range 0 < |x| < 1000. The coefficients of (51) thus obtained are 
plotted in fig. 10 as functions of e . Also an e r ror quantity, defined as the 
numerical value of the relative complex difference between the fitting ex-
pression and Y (x) (averaged over the x-domain considered), is plotted in 
fig. 4. It appears that the choices oi p = 1, q = 2 when t £ 0 . 5 , and p - 2, 
q = 3 when 0. 05 £. c &, 0. 5, lead to average e r ro r s below 8%. Actually, 
the main contribution to the er ror originates from the range Ix I £ 10. For 
- 4 7 -
I x I £ 10, which is the most important domain, the accuracy is comparable 
to the drawing accuracy of fig. 9. 
For very small values of e the fitting by (51) requires increasingly 
high values of p and q. No effort has been made to cover this range, which 
is of minor practical interest. 
(b) Computer runs 
In order to check the heat-transfer calculations of BRENDA, a series 
of runs with a partial code named CHANNELHEAT were performed. 
These runs can be referred to two main groups as follows: 
(1) Simple analytical examples. Constant heat flux. From eq. (1) 
of subsection (a) by subtraction of g , c, P ;-• , where T denotes the 
coolant temperature, the following equation is obtained for the case of a 
fuel rod without cladding: 
S l c l T t ( T - T c ) = P W - S l c l l T + H 1 * 2 < T - T c> • 
This equation, applied to the surface of the rod, shows that a con-
stant temperature difference between surface and coolant, and hence a con-
Q -^  c 
stant heat flux, occurs when and only when P(t) - g ,C j ~JTT- *S eQu a* to a 
constant. 
Thus, assuming 
P(t) r P(o) e^x , 
we obtain the coolant temperature variation 
Tc(t>-Tc<o) + |HjW/T-l)-,} 
~ TC«O • j ^ r ' 2 
Using the values 
P(o) • 3 ' 105 kwatt/m3 
T = 31.13 sec 
Tc(o) = 550°K 
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§ j = 10900 kg/m 3 
cx = 0. 238 kJoule/kg/°K . 
we calculated the heat flux by means of CHANNELHEAT as a function ot 
time. The plot in fig. 11 shows how well the results fit a constant heat flux 
as expected. 
Steady-state temperature distribution for ncn-constant x . . Although 
the results of the preceding example apply for both constant and non-constant 
heat conductivity of the fuel, the proper form of eq. (1) of subsection (a) in 
the latter case is 
On substitution of the expression t *m for x , and of y for In m I I , 
T being the surface temperature, the equation is transformed to 
g l c l ( T + b ) ^ - P ( t ) + 5 - $ - ( r 4 $ . 
Putting -S-^ = 0, we obtain the steady-state distribution 
y(r) - \ S® r> (1 - ( f )2) 
a 
and hence 
1 P i £ } r 2 ( 1 _ ( _ r . , 2 ) 
4 a a x r a 
T(r) = (TQ+b) e - b . 
The library tape used in BRENDA assumes a x,-var iat ion as above 
with a = 4.5 kwatt/m and b • 100°K. 
A calculation was performed with CHANNELHEAT with the values 
TQ = 689. 5°K 
P(o) = 3 . 82o7 • 105 kwatt/m3 
r = 0 . 006 m , 
a 
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A centre temperature of 1602 K was obtained as compared with the 
theoretical value according to tho above considerations of 1598°K. The tem-
perature distribution is plotted in fig. 12 for comparison with the expected 
one and that corresponding to a constant x.-value (a parabola). 
Temperature distribution with exponential power variation and 
constant X^ Equation (1) of subsection (a) has a solution which is separable 
in space and time for the special case of an exponential power variation and 
times long enough for T-T to follow this variation. 
Defining T-T f 6(r) t (t), we obtain 
g l C l e ^ - P ( t ) - 4 i { ; 4 | + x r ^ - ) -o 
e i i t P(t) _ x i i d e * i d 2 e 
dr< 
t 
x{t) = £ & = e l l yields 
62e . i be . p(o) _ o _ 
If we put 8 ; a + a , r + a 9 r + . . . + a r^ + . . . , 
this equation can be solved in a straightforward manner. 
We arrive at the result 
(-£- r2)p 
o(r) » e(o) fi
 + (i - dgf-) ? -p^— }• 
k p=1
 re (2ir J 
i=l 
The boundary condition 8(r ) = 0 yields 
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HI \ P ( ° ) 
0(o) = - ^ 
Hence, defining 
CO 
L(Z) = 2 
p=l 
we have 
P 
XI 
i-'. 
P =l 
l + 
Z P 
(2 i ) 2 
L 
{ -
P 
i*l 
00 
Z 
p=l 
* 
C 
K l 
2 P 
(2i)2 
Z 
C 2 p 
(Tt^a 2 ) 
p
 2 
n (2i)^ i = l 
-
 W l 
• 
z - -9-
a " Xj 
2 
r 
a 
e(Z) = o(o) (i - l£jL-) Efz-T 
n#M - P(o) L ( Z a ) 0(o) - • - £ — Fpxjz-) 
For C — 0 it can easily be shown that the expression for 0(Z)/8(o) 
converges towards the parabolic expression 1 - ( • = - ) , valid for the steady-
r a 
state case. 
The series expansion for L(Z) is quickly converging and has been 
calculated by means of GIER. Thus 8(Z)/8(o) and 8(r)/8(o) have been cal-
culated for some different values of Z . 
a 
The results are shown in fig. 13. 
With the values 
g
 x - 10900 kg/m 3 
Cj • 0.238 kJoule/kg/°K 
Xj a 0.003 kwatt/m/°K (special library tape) 
r =0 .006 m 
a 
X = 6.226 sec, 
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a computation was performed with CHANNELHEAT to simulate the above 
case. The Z„ -value corresponding to the given quantities is Z^ = 5. Fig. 
14 shows a comparison between the distribution obtained and that expected, 
both at zero time (steady state) and at a time sufficient for the exponential 
increase to have manifested itself in the temperature of the fuel, in this 
particular case 15 sec. 
Actually some further studies have been made of the time delay be-
tween the power increase and the heat-flux and fuel-temperature responses. 
The theory is a very simple extension of that developed above, but has been 
omitted here for simplicity. The main results, showing how the heat flux 
and fuel centre temperature gradually assume an exponential form, following 
the power increase with certain time delays, are given briefly in fig. 15. 
(2) Determination of the transfer functions. From the results of 
subsection (a) the approximate transfer functions for a given fuel rod and 
their frequency range of validity can easily be determined. 
If we use the values 
r 
a 
r b 
r 
c 
H l 
«1 
c l 
\ 
§2 
C2 
k 
y 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
s 
0.006 m 
0. 006 m 
0.0065 m 
0. 003 kwatt/m/°K 
10900 kg/m 3 
0.238 k Joule/kg/°K 
0.0125 kwatt/m/°K 
6570 kg /m 3 
0.297 kJoule/kg/°K 
50 kwatt /m2 /°K 
0.05 (kwatt/m2 /°K)" 
eq. (46) of subsection (a) yields 
e = 0.108, 
while eq. (45) gives 
x = 7.79 • s . 
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2r 
c Now, by means of eq. (44) or fig. 9, the transfer function X.(s) • 
is obtained as shown in fig. 16. r a 
The frequency limit of validity is determined by (47): 
I x i ^ | x J = 200 sec" , 
corresponding to 
i i l i u = 26 sec 
o 
However, this result has to be somewhat modified by reference to 
(49), say 
U) < 5 sec" . 
For comparison, a series of runs with CHANNELHEAT was per-
formed to determine the transfer function for the above case. The coolant 
temperature was kept fixed, and the power density was given a small 
sinusoidal variation in time. After a few periods the amplitude and phase 
of the computed heat-flux response were determined. Thus, for each run 
a point of the transfer function corresponding to the frequency of the power 
oscillation was obtained. 
It is evident that the time-step size as well as the radial-step size 
in fuel and cladding are very important for these calculations. Further it 
may be important whether the X- -value is considered constant or not. As 
will be remembered, the theory of subsection (a) assumes a constant x -
value. 
For the basic ser ies of runs a time-step size of 1/20 of the power 
oscillation period was used. The radial-step size in the cladding was made 
equal to the cladding thickness, and in the fuel a "sufficiently" small value 
was used, varying from 1/6 to 1/12 of the fuel radius. The results from 
this basic series are shown in fig. 16. The series was performed both with 
constant (special library tape) and non-constant v.,-value. It appears from 
fig. 16 that (so long as only small variations a re considered) a properly 
chosen constant X--value represents a very usable approximation if only 
the heat-flux response is of interest. The centre temperature, however, 
is strongly influenced by the x,-variat ion. 
As to the general agreement with theory, it appears that the ampli-
tude response fits well while there is a phase deviation increasing to some 
10 degrees at « ~ 3 sec" . 
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From the theory of subsection (a) it is evident that the phase response 
is the more dependent on the properties of \he cladding the higher the fre-
quency. Hence, two extra runs were performed, at the frequencies u) ~ 0. 3 
sec" and u) ~ 3 sec" , in which the number of mesh points in the cladding-
was increased from 2 to 5. The points obtained by these runs are marked 
in fig. 16. The effect of the alteration is apparently small at the lower fre-
quency while a considerable decrease of the deviation fron\ the theoretical 
curve is obtained at the higher frequency. However, it may be concluded 
that for most applications two mesh points in the cladding will be sufficient 
as frequencies higher than a few sec" are usually not dominating. 
To study the effect of the step size in the fuel, the number of mesh 
points in the cladding was fixed at 2, and two additional runs were performed 
at each of the frequencies oj ~< 0. 3 sec" and OJ ~ 1 sec" . For these 
runs the number of mesh points in the fuel was varied upwards and down-
wards from the value of the basic series run. The variations in amplitude 
and phase as functions of the number of mesh points in the fuel are plotted 
in fig. 17 for each of the two frequencies. 
The use of finite difference equations for the solution of the heat-
conduction equation corresponds to a second-order Taylor expansion of the 
fuel-temperature distribution around each mesh point. Hence it seems 
natural to assume that the condition for a good performance is that, the 
second-order term in this expansion is small. As this term contains the 
step size in the second power and the frequency in the first power (see e.g. 
2 
the theory of subsection (a)), it may be required that u)/(p-l) , where p is 
the number of mesh points, is small as compared with some constant that 
i s independent of the physical system. 
Application of these considerations to the results of fig. 17 suggests 
2 
that the condition (p-1) > 150 U) may be used to determine a proper value 
of the number of mesh points in the fuel as a function of frequency. 
Finally, an attempt was made to determine the proper size of the 
time step. This was done simply by performing two extra runs at one fre-
quency, u) ~ 0. 3 sec" , keeping the same radial step sizes as in the basic 
ser ies run, but with half and double time-step size. 
The results, shown in fig. 17, indicate that a time step of 1/20 power 
oscillation period is a suitable choice. 
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4 . Hydraulics 
The differential equation u^ed lor the mathemat ica l t r ea tment of the 
thermodynamic of feci.s in the cooling channel has the form 
4i + STt =«^t) . 
How this equation iias been t ransformed to a finite difference equa-
tion is descr ibed in chapter I, section 4. 
In the following a discussion is given of the convergence of the solu-
tion obtained towards the solution of the differential equation in t e r m s of the 
s tep s i zes in the direct ions of the two co-ord ina te axes . 
The discussion concludes in a method for determining p rope r values 
of these s tep s i z e s . 
(a) Convergence proper t ies of the difference equation 
Introduction. The aim of the p re sen t ana lys is i s to provide a m e a n s 
of de termining proper s tep s izes in the two co-ord ina te di rect ions when a p -
plying the finite difference approximation 
n n-1 n n-1 n n n , n 
y i " y i y i - l " y i - l y i " y i - l q i q i - l 
2dt 2 d t S ^ E 2ro . ce {L> 
to the differential equation 
& + ^ =_9i^lL . (2) 
dt ^ dx ro • ce x ' 
The form of the right side of eq. (2) has been chosen to make the 
r e s u l t s d i rec t ly applicable in connection with BRENDA. 
The investigation is ca r r i ed out as follows: 
F i r s t the complete solution to the differential equation i s provided. 
It appears to be composed of two different types of functions, the " p a r t i c u l a r " 
and the "homogeneous" solution. Next, the cor responding "pa r t i cu l a r " and 
"homogeneous" solutions to the difference equation a re obtained. At l a s t , 
the e r r o r s introduced into these finite difference solutions a r e evaluated 
and d i scussed . 
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Complete solution of the differential equation. The differential equa-
tion (2) has the complete solution 
y = F(u) + S Y w . (3) 
p , u p 
where u denotes an a r b i t r a r y solution to the homogeneous equation and f i s 
an a r b i t r a r y function of u. 2 Y repres i 
p,u) P 
according to a forcing function of the type 
r e n t s a pa r t i cu la r solution to (2) 
q = 2 ojf exp(i<££- x + u>t + 0 $ ) . (4) 
In the following we sha l l d i scuss the const i tuents of (3), keeping an 
eye on the special application in BRENDA. 
The s imple form of u 
u = u> (t - | ) (5) 
can be adopted without any lo s s of general i ty . 
On the assumption, as in BRENDA, that the value of y at x = 0 i s 
given a s a function of t while 2 Yw(x=0) = 0 for a l l t, F(u) can be 
de te rmined: P*u 
F(u) = 2 a u exp(i (u + 0 ^ ) (6) 
when 
y(x=0) = 2 a exp (i (to t + 0^)) . (7) 
The t e r m s Y of the par t icu la r solution corresponding to the forcing 
function (4) can, as i s readi ly verified, be expressed a s 
y» = SJL . L
 ( i (£* + w t + du> _ It )} ( } 
p ro • ce gpTC + u>L X V * L o 2 " w 
F o r the above-inentioned condition, 2 Y (x=0) - 0 for al l t, to be 
p,to P 
fulfilled, a t e r m that is a function of u alone mus t be added to the r ight s ide 
of (3). This has bueii omitted for s implici ty . 
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Particular solution to the difference equation. Corresponding to eq. 
(4), the following forcing function is adopted: 
qj =
 % exp(i(u>ndt + £ £ jdx + ø£))* (9) 
The particular solution to (1) can be written in the form 
n
 = % L 
yj ~ ro- ce gpu ^3 1 1p
(JexP( i(u)ndt+^. jdx+ ø W . ^ ) ) , (10) 
where p50 is a complex number to be determined through substitution: 
% L P 
U) 
ro- ce gpit 
i.—j_ ^Jjj- l-exp(-i oidt)+exp(-i£g.dx)-exp(-iwdt-i^dx) 
+ 2gg(l-exp(-i£g-dx)) = % 
ro. ce 
^(l+exp(-i^-dx)) 
With the substitutions 
J o . 
a f a) dt and c r 2g -*— this gives 
*P (D L 
sina+ c t g ( ^ - | ) - i ( l - c o s a ) 
Splitting into amplitude and phase, we have 
(11) 
|Pp| - * * * « ! " L Q / | /&«+° **<?£ ?»2 + (l-coso)2 ; (12) 
v = Arctg 1-cos a 
s i n a + c t g f ^ f 
(13) 
- 5 7 . 
Special cases; 
I : jtf « 0: 
a: p « 0: 
IP?! =-S!n^T'-1+ W ° 2 f o r o < < 1 ' V = S • - <15> 
Homogeneous solution to the difference equation. Corresponding to 
eqs. (5) and (6), the solution to eq. (1) (the homogeneous part) is written 
J ? = au, < * w ) j «*!»«« + * ? » - u = an - ^ j , <16) 
where the quantities a and c, defined in the preceding subsection, have been 
introduced, and the complex number | u is interpreted as the amplification 
per step in the x-direction. 
g is determined by substitution: 
l-exp(-ia)+( i u r 1 «p»^)- ( {„, )_ 1 rapl-U+i^H-cU-iy'MlKi^)) - 0 
Splitting into amplitude and phase, we have 
IU • H * (1'c)^ • « • * - ! ; a«) 
B
 ' c ' 2 * l + c ) i r •* 
*» - * • * TT^STC - A-'-t rolfer+ ¥ -a-w«- -£» 4 
(18) 
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In the limit of a « 1, | | | « 1, (18) and (19) lead to the approxima-
tions 
2 
a 
c ig = »-
(20) 
v 1 Q , 2 O 
c 
It i s noticed that, while (17) and (18) are applicable for all values of 
a, (19) is restr icted to 0 < a £ it . 
Convergence of the part icular solution. Examination of eqs. (14) and 
(15) yields the general result that for harmonics of a high order in the x-
direction no important phase e r r o r i s introduced, while the amplitude may 
be considerably reduced. 
For rapid oscillations in the time direction, however, the amplitude 
is only slightly altered while the main effect i s a phase deviation. 
Thus for the determination of suitable step sizes in either direction 
eq. (14) should be vised to control the amplitude while for the phase eq. (15) 
should be applied. 
Hence the conditions to be fulfilled a re 
£ £ - dx / tg (£5- dx) near to unity for all relevant p»s. (21) 
•w • -^K— near to zero for al l relevants ID »s . (22) 
The function of condition (21) i s plotted in fig. 18. 
Convergence of the homogeneous solution. According to eqs. (16), 
(18) and (19), the total amplitude amplification and phase deviation at x * 1 
a re , 
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'i"S {*"»I^5 " Arct«I^oS + f "«»-«»<•-T>4 }• <M» 
If we introduce the quantities 
2 "2a 1521- fåltc!S • <25> (1+c)* ' 
Y° = 1 + S ^ r g f e - A r c t g T ^ s - . ( l . « l g n ( c - ^ ) ) 4 ' (26) 
eqs. (23) and (24) are reduced to 
15 i I - IE £ | ± ? > (27) 
*i - ±f • *£ • <*«> 
I 5 £ I and Y^ can be interpreted as amplitude amplification and 
phase deviation at x = -&-. Fig. 20 shows a diagram presenting curves of 
constant | S and Y& in the c -x -plane, computed by the GIER computer on 
the basis of eqs. (25) and (26). 
It appears that o - tødt should be as small as possible, while it is 
not immediately clear what value should be assigned to c. Of course a 
smaller c (for given o) means a larger step size dx and hence a shorter 
computing time for the problem given. However, there is apparently a 
prohibitive increase in Yw when c goes to zero for fixed x . 
As a suitable criterion for the choice of c it may be required that 
the quadratic sum of relative amplitude decrease and phase deviation is at 
a minimum, x being kept constant: 
d 
3c { ( | | SI - U 2 + <vS>2} - o. 
From eqs. (25) and (26) we may obtain 
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d
 V° . ^ J l 1 + £ . sinq(c2+ * 2 )
 ( 3 1 ) 
^
 W c a
 (c2+ (1+ c) X2)(c2+ (1-c) itZ) 
Eq. (29) leads to 
2<l6£l - 1 ) 4 I * « ' + 2 Y ° ^ V£ = 0 . (32) 
Solving eq. (32), using (30) and (31), by means of the GIER computer, 
we have obtained a ser ies of corresponding values of * and c and plotted 
them in the diagram of fig. 20 (the curve labelled "optimum"). As the com-
bined quadratic e r ro r increases rapidly to the left of this curve, while only 
a slight variation is noticed to the right, it i s concluded that c may be chosen 
at any (not exorbitantly large) value to the right of "optimum" without spoiling 
the convergence of the desired solution to (1). To keep the computing time 
at a minimum, c should be chosen as near to "optimum" as allowed by the 
condition (21), 
For practical reasons the minor (most frequently applied) part of the 
diagram in fig. 20 has been transferred to fig. 19 on a larger scale. 
Conclusion. The e r r o r introduced on application of (1) instead of (2) 
i s described in terms of an amplitude amplification and a phase deviation 
for the actual Fourier components involved, considered as functions of the 
step sizes dx and dt. 
The investigations have been carried out separately for the "particu-
lar" solution and the "homogeneous" solution. Applied to the code BRENDA, 
the former corresponds to the heat inflow considered as a forcing function, 
while the latter corresponds to the inlet temperature as a function of time 
considered as a boundary condition. 
Once acquainted with the method, the user may apply i t very easily 
through the diagrams of f f øs . 1&-2Q in connection with the conditions (21) 
and (22). 
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(b) Computer runs 
Calculation of boiling boundary in a cooling channel. Assume the 
forcing function 
q = qQ sin( - ^ x)(l + - 3 sin( u»0t)) 
and the boundary condition 
T inlet " T o + d T s i n ( w t ) • 
Using the complex formulation 
q = q o e x p ( i ( ^ x - | ) ) - ^ ( e x p ( i ( ^ x + u^t))-exp<i(.£x- W()t))) 
and applying eq. (8), paying regard to the comment below it, we obtain the 
particular solution 
V X ' t } = r o - c L e . g . * [ ( l - ^ s ( ^ x ) ) (% + dq sin( c^t)) 
+ dq(- sin( wot) + \ ^ j , g T l (sin( » 0 t + £ x ) 
wo "» 
- & *
 Sin( Mit x))) > , 
0)oL. O g 
The homogeneous solution corresponding to the boundary condition is 
Th(x,t) • T + dT sin(wt - -^-x) , using (6). 
The boiling boundary, denoted BB, is determined by intersecting the 
temperature surface over the x-t-plane with the plane T (x) « T ^ + 
S SO 
dT 
•g -^5 (BB-x0), picturing the saturation temperature, a constant external 
pressure assumed: 
- 62 -
Tg(BB) = Tp(BB,t) + Th(BB,t) . (33) 
From this equation BB is determined as a function of t. 
A calculation according to (33) has been-performed by means of the 
GIER computer, with the values 
L 
% 
dq 
U ) 0 
T o 
dT 
<i> 
ro 
ce 
g 
T s o 
d T s 
X 
o 
= 
ss 
s 
= 
= 
s 
= 
= 
= 
= 
= 
= 
3 
1.5 m 
42000 kwatt/m3 
4200 k w a t t / m 3 
2Tt 
504.6°K 
1 ° K 
211 
10 3 k g / m 3 
1.121 c a l / g °K = 4 . 700 k J o u l e / k g °K 
1 m / s e k 
505. 915 °K (corresponding to a p r e s s u r e of 30 ata) 
- 0.178440 °K/m (fitted value from table) 
0 . 
The curve obtained is plotted in the diagram of fig. 21, labelled 
"Exact solution, differential eq. ". 
D O 
Modifying (33) by introducing the quantities pz and g w , we can 
obtain the exact solution to the difference equation. 
Choosing dx • 0.1 m ana dt = 0.025 seconds, we performed this 
work by means of GIER, with the very permissible approximation pj? » 1, 
thus using only eqs. (25)- (28). The resulting curve is shown in the diagram, 
labelled "Exact solution, difference eq. ". 
Finally the solution to the difference equation was obtained by applica-
tion of the programme CHANNELHEAT. The boiling-boundary values ac-
cording to this calculation are plotted in the diagram by circled points. The 
small discrepancies noticed at some of the upper peaks of the "exact" solu-
tion may be due to the approximation p**> » 1 in connection with the fact that 
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CHANNELHEAT uses values of the saturation temperature obtained by inter-
polation in a table, contrary to the approximation of a linear dependence 
used above. 
The main conclusion of the example is that the agreement is quite 
satisfactory. 
5. Transient Runs with BRENDA 
In the foregoing it has been described how a numerical and mathe-
matical testing of the different parts of BRENDA has been carried through. 
In order to find out whether or not these parts of the total code have 
been coupled together in the right way and co-operate satisfactorily, t ran-
sient runs with BRENDA have been performed. In these runs a sinusoidal 
variation was applied to one of the independent variables, and the response 
of some of the most important dependent variables was measured by ampli-
tude and phase after the initial response had been damped out (i. e. after five 
periods had elapsed). The amplitude of the perturbation was chosen suffici-
ently small to justify a comparison with the linear transfer function model 
of the channel described in ref. 11. 
Because of time and space limitations connected with the use of 
BRENDA, it was only possible to obtain a set of linear response measure-
ments at one frequency, U) = 1. 57 sec" , corresponding to a period of 4 
seconds. 
The number of mesh points along the channel was chosen to be 16 
while 7 radial mesh points were used in the fuel and 2 in the cladding. The 
calculations were carried out in the IBM 7090 facility at NEUCC with the 
ILLINOIS ALGOL version mentioned in the next section. 
The computing time for each problem was about 40 minutes. 
The table below lists the results obtained with BRENDA and the 
corresponding results of the linear model, read from the curves of ref. 11. 
It is seen that the agreement is generally within 2. 5 dB for the 
amplitudes and about 20 degrees for the phases. Considering the many 
approximations necessary to carry through the analytical calculations of 
the linear model, this must be said to be satisfactory and indicates no 
e r ro r s in the performance of BRENDA. 
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BRENDA Linear model 
Amplitude/dB Phase/deg. Amplitude/ dB Phase/deg. 
6 T f / 5 ^ 77.0 -68 75.5 -74 
6 P / 6 k . 152.8 9 151.9 6 
S Q / 5 ^ 130.8 -36 129.9 -48 
Co /Sk j 17.6 -50 18.1 -68 
6 B B / 5 k . ~ 2 0 117 17.1 109 
6 Tf/6 p 2.9 -54 2.9 -41 
6 P / 6 P 77.5 27 78.1 40 
6 Q / 6 p 53.6 -63 53.9 -53 
6 a / 6 p -38.2 217 -37.5 216 
6BB/6P -28.0 0 -28.8 1 
-0 .5 26 
75.9 106 
53.5 53 
-40.6 -75 
-28.2 125 
29.4 -94 
105.8 -14 
83.8 -68 
-10.5 167 
-11.5 -16 
The testing method referred to above is clearly rather unsatis-
factory because BRENDA has many aspects beyond those considered in 
the linear model. Especially the space-dependent and non-linear proper-
ties of the code have still not been properly investigated. However, be-
cause of the immense amount of computing time required, further testing 
has to be carried out alongside with the use of the code within the tested 
domain. As mentioned earlier, a very valuable part of the testing pro-
gramme has to be postponed until relevant experimental results a re avail-
able for comparison. 
6 T f / * T i n l e t 
6 p / 6 T i n l e t 
6 Q / 6 T i n l e t 
6 a / 6 T i n l e t 
6 B B / 6 T i n l e t 
0.4 
76.4 
54.4 
-43.1 
-28.0 
40 
126 
90 
-72 
126 
6 T f / B V i n l e t 
6 P / 6 V i n l e t 
6
 Q/*V in le t 
6
* / 5 V i n l e t 
6 B B / 5 V i n l e t 
27.5 
103.3 
81.5 
-11.9 
-8 .0 
-90 
-14 
-59 
166 
-18 
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6. Concluding Remarks 
The first conclusion to be drawn from the preceding discussion i s 
that the computer model seems to be in accordance with the intended math-
ematical model. 
Next, several important restrictions have to be mentioned: 
(a) Physical restrictions 
The model assumes that variations in coolant inlet velocity and inlet 
temperature as well as in system pressure and moderator temperature are 
controlled from outside. This means that the model is restricted to cases 
of forced circulation, inclusion of the case of natural circulation would im~ 
ply the introduction of a presBure-drop representation within the cooling 
channel and a detailed description of the rest of the circulation loop, in-
cluding the moderator. Hence it would mean'a considerable extension of 
the code and of the computing time, which i s absolutely prohibitive as long 
as the code is to run in the GIER computer. 
The simulated control system has the major deficiency that the con« 
trol absorption is assumed to retain its spatial distribution during the Urne 
variations. 
Further it should be noted that only bulk boiling in the channel i s 
considered, i. e. there is assumed to be no void in the subcooled region. 
It should also be remembered that the assumption of a constant slip ratio 
between the velocities of steam and water in the channel i s an approximation, 
although probably not a serious one. 
Because of the one-delayed-group approximation used in the descrip-
tion of the neutron kinetics the code is not fit for simulating shut-down con-
ditions or other conditions with large negative reactivities of long duration. 
(b) Numerical restrictions 
The coding technique used for solving the differential equations of 
course means a restriction of the applicability of the code. 
As appears from the discussion, care must be taken to choose proper 
values of axial, radial and time-step lengths, regard being paid to the 
frequency range of the variations of the physical quantities in question. 
For rapid oscillations it may be necessary to introduce a very fine network 
in space and time to secure a reliable performance. 
This, in turn, will increase the requirements of storage room in 
the computer and of computing time. Hence an upper frequency limit will 
always exist in practical problems. 
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(c) Time restrictions 
As the code makes extensive use of the iteration technique, it is very 
difficult to give a general estimate of the computing time. However, in one 
case, with 8 axial and 6 radial mesh points and a time step of 0.2 seconds, 
9 seconds of real time was simulated by 6 hours of computing time. In this 
case the control-system reactivity was given a sinusoidal variation of a 
period of 4 seconds and an amplitude of about 100 p . c m . Thus the rat io of 
computing time to real time was approximately 2500. The reason for this 
large ratio i s , partly, that the GIER computer has a very small fast memory, 
requiring extensive use of the drum store , which has a very long access 
time. 
To overcome this handicap the code has been given a form (ILLINOIS 
ALGOL language) that permits the use of an IBM 7090 facility. This has 
reduced the computing time by a factor of approximately 25. However, there 
are still some problems to be solved in connection with the use of the 7090 
version at the Northern Europe University Computing Centre (NEUCC), 
Lyngby, Denmark. These problems mainly concern the proper presentation 
of the resajfø since a plotter facility s imilar to that used in connection with 
the GIER computer is not yet available. 
Nevertheless, the reduction in computing time obtained indicates 
that i t will be meaningful to extend the code to represent the total circula-
tion loop and hence to include the case of natural circulation. 
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Appendix 1 
Derivation of Two-Group Diffusion Parameters 
1. Main Features of the Computational Method 
Like the code TATAR ' , this method is based on the four-
factor formula and the Westcott cross-section concept. The main differ-
ence between the method used and TATAR is the fact that no flux calcula-
tions at all are made in the former, while the latter works with a rather 
advanced collision-probability flux calculation. This accounts for a gain 
in computing speed of a factor of approximately 50. Instead of flux cal-
culations a fitted expression for the thermal flux depression in the interior 
of the fuel zone of the element is used. 
The calculation is divided into two parts: 
(1) The initial calculation, in which the information about the lattice is 
stored and subjected to a basic treatment resulting in some key 
quantities, which are stored in the computer. 
(2) The final calculation, in which the two-group parameters are cal-
culated in a rather simple way from the key quantities of the initial 
calculation. 
When a new calculation is desired for the same lattice, but with 
other temperatures of moderator, coolant and fuel and other densi-
ties of coolant and moderator (the case occurring currently in 
BRENDA), only the final calculation has to be repeated. 
2. Survey of Formulae 
In this section a few comments on the formulae used are made with 
proper references. 
(a) Neutron temperatures and Westcott r-factor 
Z V - 2 2 2 0 0 
Tn,m - Tm(l + C i
 r l / ^ ) 
c 
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T 
Z V . ( ! 2 J . S V . E 2 2 0 0 , 
f x S 1
 f i ai fåjfi 
n,tmTn,m+ S V.(? z j . ( T c < 1 + a S V - l ^ J • T J - ' V 
c f 
(2) 
+ K 
z v. z2 2 0 0 
f x 3*
 n 1/293 X 
Rf nr~ 
r n, m 
„ ,, _2200 i/293 
r. - P M. S 2«i
 1 . (3) 
S^^^fVi^?0 0^ ln,f 
In these formulae, T _ and T _ are the neutron temperatures of 
n, m n, i r 
moderator and fuel, while T and T are the physical temperatures of 
moderator^ånd coolant, f and c, as indicators of" limits of the summation 
over index i, refer to the region of the cell within the shroud (not included) 
and the whole cell, respectively. V. indicates the volume (i. e. c ross -
sectional area) in which the i 'th material i s present. V, and R- are the 
volume (cross-sectional area) and the radius, respectively, of the f region. 
S . and 2 . are macroscopic cross sections of the i 'th material computed 
2200 locally in the region V.. 2 refers to the value at 2200 m/sec neutron 
speed, r , is the Westcott r-factor. C, a, K, P, and [i are constants fitted 
experimentally. The following values may be used: 
C = 0.66, a - 0. 5 (for DgO coolant), 
K • 93 oK, P • 0. 97, H = 5 (for DgO moderator). 
Formulae (1), (2) and (3) are presented in ref. 2. 
(b) Resonance integral 
The resonance integral is computed by means of the formulae 
RI 
v^n °n s 
1 s l 2 
PT/ 1 i n " ffP J 2 "k .
 n . \ 
'n k "iT'k V k 
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+ R I « 
a2 <r f <r2 a 1 "I 
n ^ H K n K S 
- RI(<rj fe) <<£ - V ^ ( 1 - 1 . 2 .1 ^ tt> 2 i + a ~ i — r > 
' n - ' k ffn_<rk 
- RI <«# <^k " V H 1 - ) T ^ + »-^-TT ] 
v
 n k n k ' 
S 2 . V, - S Z . V. 
• . < • B l X . S I 1 
LAj , C I Xf---4 2 ^ 
P N - S P * ^ S+TT T "E+X 
RI(a) - /D(<r-ff) + E 
3 
D - 6.904+3.351 10"3 t - 1 .682 10" 6 t 2 +7 .750 10"1 0 t 3 -1 .463 10 
E » 8.447+1.535 10~ 3 t -1 .842 10~ 6 t 2 +3 .637 10"10 t3 
- 9 0 -
t « T f - 273 (10) 
'i • *sp7 *P - P(V> + % <"> 
»i- -npq- b M K P ¥ + *p 
_1 _ F 
•k " 2MuRu 
_2 . F 
ffk 2N R 
•*. (1 " PtS,)) + * s o 
* \ x <* - P(^u)) + ' s o 
u u 
(12) 
(13) 
(14) 
f
Z S s i V i - 2 2 s i V i 
\ r * 4 2n Ru "ur - <15> 
F
 " i + Nf B f R! ( 1 6 ) 
f 2 s i V i 
a
P " N fV f ( 17> 
z s . v. 
u S 1 
^so" y v • ( 1 8 ) 
u u 
Here RI denotes the resonance integral, o, a and b are fitted para-
meters with the values 2, 1.707 and 2.414 respectively, u, as indicator of 
the limit of the summation over index i, refers to the fuel rods. V and R 
u u 
are the volume (cross-sectional area) and radius, respectively, of a fuel 
rod. Nf and N are the densities of U 238 atoms in the f and the u zone 
respectively. 
From formulae (16), (13) and (14) it i s seen that the resonance 
integral to be calculated also appears on the right-hand side of the expres-
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sion (4), namely through <r, and <r. . This means that an iterative procedure 
is required. The number of necessary iterations, however, is small and 
has been fixed at 3 (starting with F * 1). 
The above formulae can be found in ref. 2 except for F as appearing 
in expression (4). The present way of introducing F is in accordance with 
ref. 3. 
(c) Fast-fission factor 
The fast-fission factor e is calculated from the formula 
( v f - l ) Z f - S 
E
 '^^-(v^z/p P • (19) 
Here v . is the number of neutrons produced per fast fission, E-, 
2 , 2D , and 2. are the macroscopic cross sections of fast fission, fast 
radiative capture, fast elastic scattering, and total fast interaction. The 
last-mentioned is equal to Z. + Z + £ + 2. , where -2. denotes the 
i c s in in 
macroscopic fast inelastic scattering cross section. 
P is the probability of a new-born neutron colliding in the fuel region 
before escaping. Formula (19) is applied to the fuel-rod cluster considered 
as a whole. Then P is calculated from 
2Rf Z 
P « ij.3ft V (Wigner approximation) . (20) 
Formula (19) and its derivation can be found in ref. 4, p. 696. A 
similar expression :.s used in ref. 2, but here a quantity h (p. 14, formulae 
4. 2 and 4.4) accounts for the fact that only 61% of the neutrons are born 
with energies above the fast-fission threshold. Further it is somewhat 
doubtful what values should be assigned to the microscopic fast cross sec -
tions of formula (19). It is believed that those of ref. 2 are most relevant 
and should be chosen. Allowance for the factor h is recommended to be 
made by way of the library. 
(d) Fermi age 
The Fermi age T is calculated from the expressions 
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S M o d t ^ s > M o d < V c - V f >
 ( 2 2 ) 
° ° »
M o d
 Z z ' v . Z(?Z ). V. 
c c 
^in. Mod lAot T . » T — * . (23) in o T » , J 
o, Mod 
Here P is the same quantity as in (c), t
 M ri and t - ^ ri a re 
the Fermi ages of the pure moderator for all scattering being elastic and 
3 t inelastic respectively, measured at a moderator density of 1.1 g/cm . Z: 
t l 
and Z - _ , denote the macroscopic transport cross sections for fast neutrons 
for the i'th material and the pure moderator respectively. 
The formulae originate from ref. 2 
(e) Resonance escape probability 
The resonance escape probability is calculated from the expression 
NJVJRI T Vc V^ Vf 
^ • • ^ f S ^ H * 4TtpT>+4Tfpx e^-1'5'W^) ) ; (24) 
p is a parameter which should be put equal to 0. 54 for heavy water (ref. 2). 
(f) Fast-diffusion constant and slowing-down cross section 
The fast-diffusion constant D« and the macroscopic slowing-down 
cross section Z j a re calculated from the expressions 
D - a (25) 1
 3 z zrv. 
c x x 
D i 
= r l " - ^ • (26) 
(g) Thermal-flux depression and thermal cross sections 
If we define the thermal-flux depression factor as the ratio of the 
thermal flux in the fuel zone to that in the moderator zone, the following 
expressions can be obtained; 
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v . v2200 Vu HT . . „ c x t /293 
T" T(25) I T — «(25)f r f *s(25)f' ^ T ^ (27) 
v - 1 / ^ 2 2 0 0
 v . s22O0 r » |TJT 1/293" „ / ? f t . 
2 AF T ;^a (28 ) Vu g(28)a+ Sa(25) V ^ 2 5 ) a + r l * S(25)a" T " I^T— * <28) 
ZA "AF V^ " -a i V c f-u 
fri \l29Z _ . 1 _ -2200 „ flT 1/293 , o m 
i T VT~~/ + 7" Z , Lai Vi T K T - ( 2 9 ) 
' n, 1 c c-f l n, m 
"SM C U 
V i + i - S {2s(l-u)) i2200V.. 
c f-u 
j f i - ^ d - ^ 293 
V 
)))F 
(30) 
'293 + 4 - Z (Vl-ll))?200 V . ( l . c m ( l ^ 
c c-f ' n, m 
)) 
Here ZL, 2 . and 2GlliI. denote the macroscopic cross sections of tf A oJVi 2200 2200 
fission, absorption and transport scattering for the cell . 2 . , Z 
2200 
and Z_(l -p.) correspondingly denote these quantities for the individual 
S 
materials, (28) denotes U238, (25) denotes U235, while other materials 
are identified by a number i. The summation limit indications f-u and c-f 
refer to coolant and moderator regions respectively. 
The factors (g. + r , x a.) and (g + r . x s ) are the Westcott cor-
rection factors for fission and absorption cross sections respectively. It 
is noted that only U 235 and U 238 cross sections are Westcott corrected as 
all other materials are considered 1/v - absorbers. For U238 the s-factor 
is neglected since the epithermal absorption is already considered through 
the resonance integral. The parameters a and a in formula (30) are 
characteristic of the coolant and moderator media respectively. For heavy 
2) 
water, o is equal to 0.360 \ 
The flux depression factor F has been fitted by the expression 
- 9 4 -
F
 " i + (o. 92 + S. 62 Rf z A F ) R f s A F (31) 
where R denotes the radius of the whole cell, 
c 
This was done by comparison with results from the code TATAR. 
(h) Thermal-diffusion constant, thermal-diffusion length and 
thermal-neutron velocity 
The thermal-diffusion constant D« and the thermal-diffusion length 
squared, L, are calculated by means of the formulae 
D
* • ^
; y (32) 
2 D 2 
IS - •*£ . (33) 
THéSthermal-neutron velocity is calculated as 
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Appendix 2 
Data Sheet for BRENPA 
Library-tape identification number: ______^ 
Number of mesh points in axial direction, n: _______ 
Number of mesh points in radial direction, fuel region, p: 
Number of mesh points in radial direction, cladding, q: 
Step size in acial direction, dx: (m) 
Step size in radial direction, fuel region, dr: ^_____ (m) 
Step size in radial direction, cladding, drc: _^^___ (m) 
Time step, dt: (sec) 
Pressure index: _^^____ • Printing index: _______ 
Maximum flux: (n/cm /sec) 
e r r o r T: LAS (deg.); e r r o r v: ________; e r r o r Q: _____ 
e r r o r T eff: (deg.); e r ro r phi: ; erfeul: 
e r r o r my: ; e r ro r P : _ ^ ^ ^ ^ 
Radius of fuel rod, ra : (cm) 
Inner radius of cladding, rb: _ (cm) 
Outer radius of cladding, r e : (cm) 
Radius of lattice cell, rch: _______ (cm) 
Reflector saving at bottom, HI: (cm) 
Reflector saving at top, Hn: _______ (cm) 
Core extrapolated radius, R; (cm) 
Inner radius of shroud, r i : ______ (cm) 
Outer radius of shroud, ro: (cm) 
Rubber-band radius, rbr: ______ (cm) 
Enrichment of fuel: 
Number of materials in cell regions except region 5, nf: _ 
Number of materials in region 5, nm: 
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Number of fuel rods per cell, nr: 
Material reference numbers for all regions (nf+ nni quantities): 
Region-type indicators (nf+nm quantities): 
Region densities (nf+nm quantities): 
(for coolant and moderator regions specify 1) (g/cm ) 
Region reference numbers (nf+nm quantities): 
Weight fractions (nf+nm quantities): 
Compound reference numbers (nf+nm quantities): 
Distribution of control absorption cross section along axis: 
_ _ 
Moderator-temperature distribution along axis: 
(deg. Kelvin) 
/ 
Inlet temperature of coolant: 
Inlet coolant velocity: _ _ _ _ _ (m/sec) 
System pressure: (at) 
(deg. Kelvin) 
Control parameter: 
Moderator-temperature distribution: 
(deg. Kelvin) 
> l 
Inlet temperature of coolant: _____ 
Inlet coolant velocity: (m/sec) 
System pressure: (at) 
(deg. Kelvin) 
The data group in braces corresponds to the first time step. A 
similar group should follow for each time step. The calculations are 
brought to an and when a group is followed by - 1 , 
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Appendix 3 
Data Sheet for BRENDAPLOT 
Number of print-outs from BREXDA to be treated, I: 
Number of time points at which axial plots of heat inflow to coolant, power 
density in fuel, fuel temperature (radial average), coolant temperature, and 
void fraction are desired, ma: 
Numbers assigned to these time points, number one being given to the 
steady-state case (ma quantities): 
Number of time points at which radial fuel temperature plots a re desired, 
mr: _________ 
Total number of radial fuel temperature plots to be drawn, smra: 
Number assigned to the first time point at which radial plots are 
desired: ________ 
Number of radial plots to be drawn at this time point, mra: ______^ 
Numbers assigned to the axial mesh points at which these radial plots a re 
desired (mra quantities): 
Group similar to that in brackets for each time point at which radial plots 
a re desired (mr groups) 
• 
Number of time points at which printing of all available information is 
desired, mp: 
Numbers assigned to these time points (mp quantities): 
' « • 
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If plots of the time variation of axial averages of heat inflow, power density, 
fuel temperature, coolant temperature, and void fraction together with 
system pressure, inlet velocity, inlet temperature, boiling boundary, and 
control-rod reactivity are desired, write 1, if not, write 0: 
(The information required for calibrating the time plots will be 
punched out, and the user is recommended to transfer it immediately to 
the plots by hand.) 
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Appendix 4 
Derivation of Heat-Release Transfer Functions 
Stepwise derivation of exact solution, referring to chapter II, subsection 3(a) 
On introduction of 
x = T - T 
a 
(1) may be rewritten 
dT 
V 2 T s l c l dT _ P " S 1 C 1 "TT 
& 
x x d t 
Laplace transformation yields 
JTW«I S § I C I _ 
».tj,
 w . '-*£. KM. - im _• ! L £ 6Ta,B, 
7 {*(s) + CT>W. J ^ J . ^ | R W + 5Ta,8,- ffiiL] . 0 
This is a standard form the solution of which may be found e. g. in ref. 7: 
6t (s)+ 6Ta(B)-Jfl2l * c * 
J0( V - - * ^ « ) 
a* ' s j . c 
x , a' 
r = r yields C • 6T (s) - „ _ V , whence 
3. a ^ S i **1 
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By differentiation we obtain 
acy.) • - »! t & ex (s))rs:] 
t 6 T a t S > - ¥ T ^ ) ^ 2lCl V 
1 x f x i a7 
^ 
S l c l , 
(Al) 
Further 
o T J s ) - ftTW.-U 
TCra 
2TC r 6x (s) dr 
r - i c i f ^ : ^ i i ^ > v ^ 
— i - i s J ( X, o l 
1/ « l c l . 
•(•T.w-.-ir i 
r - . /
 B c.
 J l ( r - T T * ra> 
S 8 1 C 1 X l a 1/ f jCj 
where the definitions of Tf and Z(s) from eqs. (7) and (15) have been used. 
By means of (Al) the expression is reduced to 
o l ^ s ) - 6Ta(s) - £ - f Z(s) 6Qa(s) . (A2) 
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Eliminating 6T (s) between (Al) and (A2) and using (15), we obtain 
a 
6Qa(s) = Y ra { 6 P ( s ) ' S l c l s 6Tf<s>} • (A3) 
On introduction of 
T = T-T 
c 
(2) may be rewritten 
7 x 
2 8 2 c 2 <h S 2 C 2 d T c 
X2 TF " X2 I T 
Laplace transformation yields 
o s §?co s Soco — 
V 61 (s) f - 1 6t (s) = — 2 - 2 6 T ( s ) 
f o r (s)+ 6Tc(s)1 _L?£l f&; (s) + 6T c (s)J = 0 . 2 f r -V 
As the centre line is not included in the area considered, the standard solu-
tion takes the form 
6X (s)+ 6Tc(s) = A J o ( y-l£lsr)+ BNQ( f- - ^ s r) . (A4) 
Differentiation yields 
£*<•>•-pg. f A J l < ^ " » , + B ^ < P ? r « ) } . .A,, 
r • r gives, by (A4) and (A5) , 
A
" 7 ^ " ( 6 T c ( s ) " B N ° } (A6) 
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B ~
Jo f d Q c ( s ) J l , - 1 
Now, putting r - r.f we have by means of (A5), (A6) and (A7) 
_ r j b — 
60^*) = |f- S 2 c 2 x 2 s J - i - 6Tc(s) 
rb
 TC J l x i Jo 6 ^ t s ) Jj _ >| 
oQ^s) = X*£ 60^.(8) + o 6Tc(s) (A8) 
and, by means of (A4), (A6) and (A7) 
_ Jb _ 
6Tb(s)= - § 5Tc(s) 
Jo 
+ ( 5 ,•>-«»> _ 5 f t q° (" - 1 6T «.,) 
xbc 
0TL(s) *-- °° 6Q c(s)+p 6Tc(s) . (A9) r -s 2c 2x 2s 
The Laplace transforms of eqs. (3), (4) and (5) can be written 
6Qa(«) - ^ "6Qc(s) (A10) 
a 
«Ta(») a 6Tb(s) + H 6^(8) (All) 
éTc(s) - 6T0(s) + £ SQc(s) . (A12) 
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Noweqs . (A2), (A3), (A8), (A9), (A10), ( A l l ) , and (Al2) form a 
sys tem of seven l inear equations from which any of the Laplace t r ans fo rms 
6P(s) , 5 T r ( s ) , S T ^ s ) , 6T a ( s ) , 6T b ( s ) , e T c ( s ) , (TQ^s), 6 ^ ( s ) and 
6~Q (s) can be determined when two of them a r e specified. 
Next, this sys tem is reduced to a s y s t e m of two equations involving 
6P(s) , 5 ? 0 ( s ) , 6T f (s) , and 6 Q c ( s ) : 
E q s . (A8), (A9), (A10), (Al l ) , and (Al2) immediately yield 
6Qa(*0 r; ( < J + £> *QC<S>+ * 6To<s>] (A13) 
6 T a ( s ) ^
b
0 M > + f + 
X be 
"oo 
»~ §2 C 2 X 2 S ^ 
5Q c (s)+(T| a + p ) 6T 0 (s ) . (A14) 
Eqs . (A2), (A13) and (A14) now give 
6T^)=[h
 + ^Z (s ) ) (X^£) + | 
,bc 
oo 
y - 8 2 C 2 H 2 S 
5 Q ( s ) (A15) 
c 
( l + * - ^ Z(s)) a+ pi 6T (s) 
Eqs . (A3) and (A13) yield 
l r a 
<Xol + I> 5 Q c ( s ) = | - T ~ S*(s)-i~ SiCjB 6 T f ( s ) - a 6 T o ( s ) . 
b b (A16) 
Elimination of 5T (s) between (A15) and (A16) yields 
rbc 
Si 
X be 
xrr p oo \l- g9c„ x , s _ - r f . r " 
6 Q c ( s ) ^ ~ oP<s) - j ^ - . f l C l i 
(1 + ^ ~ Z(s))a+p 
(A17) 
104 
1 r b =, f f 
• ) 
6T.(s) 
( I + £ ~ Z(s))tt+P 
Eqs. (Al5) and (Al7) are identical with (8) and (9). 
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