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ABSTRACT
We perform Lyman-α (Lyα) Monte-Carlo radiative transfer calculations on a suite of 2500 models
of multiphase, outflowing media, which are characterized by 14 parameters. We focus on the Lyα
spectra emerging from these media, and investigate which properties are dominant in shaping the
emerging Lyα profile. Multiphase models give rise to a wide variety of emerging spectra, including
single, double and triple peaked spectra. We find that the dominant parameters in shaping the spectra
include (i) the cloud covering factor, fc, in agreement with earlier studies, and (ii) the temperature
and number density of residual HI in the hot ionized medium. We attempt to reproduce spectra
emerging from multiphase models with ‘shell models’ which are commonly used to fit observed Lyα
spectra, and investigate the connection between shell-model parameters and the physical parameters
of the clumpy media. In shell models, the neutral hydrogen content of the shell is one of the key
parameters controlling Lyα radiative transfer. Because Lyα spectra emerging from multi-phase media
depend much less on the neutral hydrogen content of the clumps, the shell model parameters such as
HI column density (but also shell velocity and dust content) are generally not well matched to the
associated physical parameters of clumpy media.
Subject headings: radiative transfer – ISM: clouds – galaxies: ISM – line: formation – scattering –
galaxies: high-redshift
1. INTRODUCTION
The Lyman-α (Lyα) emission line can be used to de-
tect – and study – galaxies up to high redshifts (for re-
views see, e.g., Barnes et al. 2014; Dijkstra 2014; Hayes
2015). Because Lyα is a resonant line, a Lyα photon will
scatter frequently before reaching us. This implies that
Lyα photons ‘sample’ a wider region than merely that
from where they were emitted. Lyα photons might thus
contain unique information on the interstellar, circum-
galactic and even intergalactic medium (ISM, CGM and
IGM, respectively). However, it is currently unclear how
well we can extract this information from observations.
The theory describing Lyα radiative transfer has been
studied for decades, and for a range of gas geometries.
Neufeld (1990) performed an analytic study of Lyα trans-
fer through a uniform, static semi-infinite ‘slab’ (later
transferred to spherical and cubical geometries by Di-
jkstra et al. 2006 and Tasitsiomi 2006, respectively).
Loeb & Rybicki (1999) also presented analytic solutions
for Lyα transfer through a homogeneous, neutral, zero-
temperature intergalactic medium. Monte-Carlo codes
enabled studies of Lyα transfer through arbitrary gas
configurations. These include – with increasing com-
plexity – spherically symmetric clouds (Zheng & Mi-
ralda Escude´ 2002; Dijkstra et al. 2006), an outflowing
shell (Ahn et al. 2003; Verhamme et al. 2006; Schaerer
et al. 2011), conical outflows (Dijkstra & Kramer 2012;
Behrens et al. 2014; Zheng & Wallace 2014), clumpy ISM
models (Neufeld 1991; Hansen & Oh 2006; Dijkstra &
Kramer 2012; Laursen et al. 2013; Duval et al. 2014), and
geometries from N -body and/or hydro-dynamical simu-
lations (e.g. Laursen & Sommer-Larsen 2007; Zheng et al.
2011; Behrens & Braun 2014; Smith et al. 2015).
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Lyα transfer on interstellar scales is a complex prob-
lem which depends sensitively on the distribution and
kinematics of neutral gas. Observations indicate that
outflows of neutral gas promote Lyα escape (Kunth et al.
1998; Atek et al. 2008; Steidel et al. 2010). The existence
of cold (T ∼ 104 K), neutral hydrogen gas in outflows
with velocities of a few hundreds of km s−1 implies that
these outflows likely were multi-phase. Addressing the
problem of modeling Lyα radiative transfer through the
multi-phase ISM is beyond current models, as it would re-
quire first-principle models for both the multi-phase ISM
and stellar feedback processes (e.g. Fujita et al. 2009).
Both these processes lie at the heart of understanding
galaxy formation, and will be the subject of intense re-
search for at least the next decade.
Lyα radiative transfer can be represented with sim-
plified sub-grid models for interstellar radiative transfer:
the simple ‘shell-model’ reproduces a wide variety of ob-
served spectra with only five parameters (e.g., Verhamme
et al. 2015; Martin et al. 2015; Hashimoto et al. 2015;
Yang et al. 2015). The simplicity of the shell model
allows us to understand the radiative transfer process
and the impact of each parameter on it in great detail.
On the other hand, the shell-model is clearly an over-
simplification of the problem. Especially the connection
between the shell model parameters and the actual phys-
ical properties of the scattering medium is not well un-
derstood. An alternative model is the ‘clump’ model,
which consists of cold, moving clumps of neutral hydro-
gen embedded within a static, hot inter-clump medium
(ICM). The clump model is theoretically motivated by
the expectation that the ISM is multi-phase (Field et al.
1969; McKee & Ostriker 1977). Neufeld (1991) first in-
troduced this model to explain Lyα escape from dusty
media, and to show that these models may enhance the
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Fig. 1.— Examples of the range of spectra produced with the
clumpy model studied. Highlighted (in color & thicker line) are:
the ‘fiducial’ set of parameters (see § 2.2) in red, a single peaked
spectrum (in blue), a triple peaked spectrum (green), and a wide
double peaked spectrum (purple). Shown in black are 200 random
spectra computed as described in § 2.2.
Lyα equivalent width (the so-called ‘Neufeld effect’, also
see Hansen & Oh 2006). This effect was later studied in
more detail by Laursen et al. (2013), Duval et al. (2014),
and Gronke & Dijkstra (2014) who all concluded that
this effect is unlikely to happen in a more-realistic en-
vironment due to the penetration of the Lyα photons
in the (moving) clouds. Clumpy outflows have also been
used to explain Lyα absorption and emission around star
forming galaxies (Steidel et al. 2010; Dijkstra & Kramer
2012), and there is increasing evidence for the existence
of numerous cold, dense clumps of HI gas within the
circumgalactic medium of massive galaxies (Cantalupo
et al. 2014; Hennawi et al. 2015). In spite of the pop-
ularity of clump models, Lyα radiative transfer studies
have thus far focused mainly on the escape of Lyα, but
not on the spectral shape1. In this work we focus in
particular on three main points:
1. What range of Lyα spectral shapes can we repro-
duce with the ‘clumpy’ models?
2. Which of the model parameters predominantly af-
fect the emergent Lyα spectrum?
3. Can shell models reproduce spectra obtained from
clumpy models? If so, how do shell-model param-
eters relate to those of the clumpy model?
The paper is structured as follows: In Sec. 2 we de-
scribe our method. We present our results in Sec. 3
and discuss them subsequently in Sec. 4. We conclude
in Sec. 5. Moreover, we show additional results in Ap-
pendix A.
2. METHOD
2.1. Monte-Carlo radiative transfer
In this work we used the Monte-Carlo (MC) radiative
transfer code tlac which was already used in Gronke &
1 An exception to this is Duval et al. (2014) who touched upon
Lyα spectral shapes as well. However, as they restricted their
analyses to ‘clumpy shells’ they only focussed on a small sub-set of
clumpy outflow models.
Dijkstra (2014) and Gronke et al. (2015). We refer the
reader to these papers for details but here we show the
basics of the calculation.
In a nutshell, MC radiative transfer simulations work
by following the trajectories of individual photon pack-
ages in space- and frequency-space and, thus, slowly con-
verging towards the solution. The relevant steps included
are
1. the emission of photons, where the photon is as-
signed an initial random direction and frequency
according to some probability density function
(PDF);
2. the propagation of a distance d, where τ =∫ d
0
(nHIσHI + ndσd)ds is a random variable drawn
from an exponential PDF. In the above equation
nHI (nd) and σHI denotes the number density and
cross section of neutral hydrogen (dust), respec-
tively.
3. the interaction of the photon with a particle where
either a new frequency and direction are assigned,
or, the photon is absorbed.
4. the output of the photons’ relevant quantities once
it has escaped the simulation box.
One difference to the approach in Gronke & Dijk-
stra (2014) is the use of a partial core-skipping scheme.
In particular, we do not use core skipping in the ICM
(xcrit = 0) and use a the dynamical core-skipping (simi-
lar to the technique used by Smith et al. 2015) inside the
clumps2. We verified that the results are indistinguish-
able from the runs without non-core skipping.
2.2. The clumpy ISM model
The clumpy ISM parametrization used in this work is
adapted from Laursen et al. (2013) and already used in
Gronke & Dijkstra (2014). We therefore refrain from
describing the parameters again in great detail. A brief
overview over the parameters is given below.
• The geometry of the setup is described by the ra-
dius of the simulation sphere rgal = 5 kpc, the cloud
radius rcl, and the covering factor fcl which is the
number of clouds on average passed from the cen-
ter.
• The content of the cold [hot] clumps [inter-clump
medium (short: ICM)] is given by Tcl, nHI,cl
[TICM , nHI,ICM ] for temperature
3 and the num-
ber density of hydrogen, respectively. We express
the effect of dust in terms of dust cross section per
hydrogen atom, i.e., σ˜d ≡ τd/(nHId) where τd is
2 Core-skipping is an acceleration technique which works by forc-
ing the photon into the wing of the line by drawing the scattered
atom’s velocity from a truncated Gaussian with cutoff xcrit. In-
side the clumps, we use xcrit = 0 for aτ0,esc < 1 and xcrit =
(aτ0,esc)1/3/5 otherwise. Here, a = 4.7 × 10−4(T/104K)−1/2 de-
notes the Voigt parameter and τ0,esc = nHIσHI(x = 0)(rcl − r)
where r is the distance from the photon’s position to the cloud
center and rcl is the cloud radius.
3 The temperature given can be seen as an effective temperature
with the effects of turbulence included.
3TABLE 1
Overview of the model parameters.
Parameter Description Fiducial value Allowed range Units
v∞, cl Radial cloud velocity 100.0 [0.0, 800.0] km s−1
rcl Cloud radius 100.0 [30.0, 200.0] pc
Pcl Probability to be emitted in cloud 0.35 [0.0, 1.0]
Hem Emission scale radius 1000.0 [500.0, 3.0× 103] pc
fcl Cloud covering factor 3.5 [0.8, 8.0]
TICM
† Temperature of ICM 106 [3.0× 105, 5.0× 107] K
nHI, ICM
† HI number density in ICM 5.0× 10−8 [10−12, 10−6] cm−3
σi Width of emission profile 50.0 [5.0, 100.0] km s
−1
Tcl
† Temperature in clouds 104 [5.0× 103, 5.0× 104] K
βcl Steepness of the radial velocity profile 1.5 [1.1, 2.5]
σ˜d,cl
† Dust content in clumps 3.2× 10−22 [4.7× 10−24, 1.6× 10−21] cm2
ζd
† Ratio of ICM to cloud dust abundance 0.01 [10−4, 0.1]
σcl Random cloud motion 40.0 [5.0, 100.0] km s
−1
nHI, cl
† HI number density in clouds 0.35 [0.03, 3.0] cm−3
Note. — Variables marked with † were drawn in log-space (see § 2.2).
the dust optical depth and d the path-length con-
sidered4. Furthermore, we choose to parametrize
the dust content in the ICM as ζd ≡ σ˜d,ICM/σ˜d,cl.
These number densities lead to a theoretical col-
umn density which a photon has to cross before
escaping the simulation box given by
NHI = nHI,ICM(rgal−Hem) + 4
3
f˜clrcl(nHI,cl−nICM) (1)
where f˜cl = fcl
rgal−Hem
rgal
is the reduced covering fac-
tor which reflects that Lyα photons are emitted
throughout the cloud, rather than in its center5
and Hem is the scale length of the emission radius
as described below.
• The emission properties of the photon are con-
trolled with σi and Pcl which give the intrinsic
width of the line and the probability that a photon
is emitted within a cloud, respectively. The emis-
sion site is drawn randomly from r ∼ exp(−r/Hem)
where r is the distance to the center of the simula-
tion domain.
• In addition, the clouds move with (i) an isotropic
velocity component with magnitude drawn from
a Gaussian with standard deviation σcl (which is
equivalent to draw each Cartesian component from
a Gaussian with σ = σcl/
√
3), and (ii) a radial
velocity component given by
v(r) = v∞,cl
{
1−
(
r
rmin
)1−βcl}1/2
(2)
for r > rmin = 1 kpc and otherwise zero.
4 Using simplifying assumptions, this can be related to the metal-
licity via σ˜d = Z/Zσd where σd ≈ 1.58 × 10−21cm2 (Pei 1992;
Laursen et al. 2009)
5 One might argue that because of the isotropic initial direction
of the photons one should replace rgal − Hem by merely rgal in
the above expressions. However, as Lyα turns to escape via lower-
column densities we choose to use Eq. (1) – which can be seen as
a lower limit of a hydrogen column density assigned to a clumpy
ISM
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Fig. 2.— Maximal peak separation of double-peaked spectra
versus the ratio of the means fluxes at the peaks and the valley for
the clumpy model spectra (grey points, blue contours) and shell
model spectra (red points & contours). The contours show the
(0.5, 1.0, 1.5)σ levels calculated with a Gaussian kernel density
estimator. See § 3.1 for details.
This leaves us with 14 free parameters6 which are listed
in Table 1. There, also our fiducial parameters are given
which define our fiducial model. We chose these values to
be centered on what Laursen et al. (2013) calls “realistic
parameters” with the exception of the outflow velocity
v∞,cl where Laursen et al. (2013) chose deliberately small
values.
Equipped with this model parametrization we assem-
bled a library of 2, 500 spectra (using ∼ 10, 000 escaped
photons each). We drew each parameter uniformly with-
ing the allowed range listed in Table 1 which is loosely
based on the “extreme” range of Laursen et al. (2013).
Note, that nHI,ICM, nd,ICM, TICM, Tcl, σ˜d,cl and ζd were
drawn in log-space (marked with † in Table 1).
2.3. Spectra characterization
The simulation output is binned using the Freedman
& Diaconis (1981) rule to optimize the relative error per
6 Note, that the parameters given here differ slightly from what
we used in Gronke & Dijkstra (2014). There, we ignored the filling
of the ICM since we were interested in the (enhancement of) the
Lyα escape fraction.
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Fig. 3.— Relevance score of the model parameters fitting the
spectral features of the double peaked spectra. The scores were
computed using ‘lasso’ analysis as described in § 3.2 and reflect
how strongly a parameter affects an observable.
bin without being too sensitive to outliers. We assigned
to each bin the conservative error of 1.3 times the Pois-
son error with a minimum error in each bin of the mean
error of the Poisson error of the spectrum. This choice
can be interpreted as adding a systematic (instrumental)
error to the spectrum and ensures that the fitting proce-
dure (see § 2.4) is not controlled by individual bins with
a very small error (e.g., with no flux), and widens the set
of ‘good fits’ as well as the uncertainty on the model pa-
rameters. As both turn out to be quite small (see § 3.3)
we think the additional error is not overestimated.
The resulting Lyα spectra are classified as single-,
double- or triple-peaked spectra (we did not find any
spectra with more than three peaks in our data set) us-
ing a peak detecting algorithm. The algorithm7 flags a
peak (a valley) if the following Npd data points are at
least a value of δpd times the error in this region smaller
(greater) than the candidate. For our purpose, we exe-
cuted the algorithm for Npd = (1, 2, 3, ..., 10) with the
final result being the median of the detected number of
peaks (under the constraint that the number of valleys
found is one less than the number of peaks found). This
procedure – which we verified visually using ∼ 10% of
the spectra – ensures a robust characterization.
Once the peaks and valleys of a given spectrum are
detected, the spectral shape can be characterized by a
number of extracted parameters. Although a unique
7 We used a modified version of https://gist.github.com/
sixtenbe/1178136 which takes the error of the spectrum correctly
into account.
characterization does not exist, we will adapt the com-
monly used quantities Fblue (Fred) and FWHMblue
(FWHMred) for the maximum flux and the full width at
half maximum of the blue-most (red-most) peak, respec-
tively. Furthermore, we analyze vblue (vred) and Lblue
(Lred) which defines the position and integrated flux of
these peaks.
2.4. Shell model fitting
The shell-model commonly used in Lyα radiative
transfer studies consists of a central, luminous source
surrounded by an outflowing shell of hydrogen and dust.
This geometry is described by five parameters: the width
of the intrinsic emission line σi, the outflow velocity vexp,
the (effective) temperature T (which includes a Doppler
component due to turbulence), and the hydrogen column
density and dust optical depth of the shell NHI and τd, re-
spectively. In order not to confuse these parameters with
the ones from the clumpy model (presented in § 2.2), we
denote the shell model parameters with a superscript sm
or shell model.
The shell model has been used to fit observed Lyα
spectra (e.g., recently by Verhamme et al. 2015; Yang
et al. 2015; Patr´ıcio et al. 2015) with surprising success –
given the simplicity of the model compared to the com-
plexity of galactic structures. In the following, we use the
improved pipeline described by Gronke et al. (2015) to
fit shell model spectra to Lyα spectra obtained from the
clumpy model. In short, the systematic pipeline consists
of a library of 12, 960 spectra covering the three discrete
parameters T , NHI and vexp whereas the other parame-
ters are modelled by weighting each photon individually
(see Gronke et al. 2015, for details). In order to fit a
spectra, two steps are performed: (i) the global maxi-
mum is found using a basinhopping algorithm (Wales &
Doye 1997) – where we use the Jones et al. (2001–) im-
plementation, and (ii) to find the uncertainties as well as
the degeneracies between parameters around that max-
imum, we use the affine-invariant Monte-Carlo sampler
emcee8 (Goodman & Weare 2010; Foreman-Mackey et al.
2012).
Compared to the version described in Gronke et al.
(2015), we improved the fitting pipeline in two ways.
First, step (i) is now performed on the discrete and
continuous parameters in an alternating fashion (i.e.
the basin-hopping algorithm on the discrete parameters
calls a second basin-hopping algorithm on the continuous
ones). Due to the possibility to use more advanced lo-
cal minimizing algorithms on the continuous parameters,
this enables a faster and more robust global maximum
finding procedure. This is important as the overall like-
lihood has several disjoint local maxima and a wrongly
chosen starting position will not be resolved during the
sampling process. The second improvement is the exten-
sion of the parameter space to negative outflow velocities,
and to lower column densities down to NHI = 10
16 cm−2.
We achieved the negative outflow velocities by flipping
the photons’ frequencies around line center, as done pre-
viously by Schaerer et al. (2011). The extension of the
8 In order to be able to better sample on a multi-modal landscape
we also used the parallel tempered sampler. However, since the
local maxima differ usually by log p & 5, we returned to the vanilla
sampler.
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panel). In addition the colors denote the value of fcl and TICM, respectively. Circles, squares, triangles represent single-, double- and
triple-peaked spectra, respectively.
grid of discrete models was done to allow for lower opti-
cal depth solutions as they are more likely in a clumpy
ISM9.
Except otherwise stated, we terminate the basin-
hopping after 100 iterations (on the discrete grid) of un-
changed results, and run the Monte-Carlo algorithm with
700 steps and 400 walkers.
3. RESULTS
3.1. Characteristics of spectra
Varying the parameters described in § 2.2 gives rise to
a wide variety of Lyα spectra. Fig. 1 visualizes this fact
by superimposing four particular spectra (in color) over
200 randomly drawn spectra. The four selected spectra
feature the double peaked fiducial spectrum (in red), a
single peaked (blue), an asymmetric triple peaked spec-
trum (in green), and a wide double peaked profile (in
purple).
From our sample of ∼ 2500 spectra, we found that
∼ 77% are single, ∼ 23% double peaked, and . 1% triple
peaked. We caution, however, that the characterization
can be very difficult in some cases. Even within the sub-
set of double-peaked profiles there is a big variation in
the considered spectral parameters (see § 2.3). For ex-
ample, the peak separation vred − vblue has a value of
1007.70+596.33−488.24 km s
−1 (where we show the median and
the difference to the 16th and 84th percentile to illus-
trate the asymmetric distribution). As expected from an
outflow, the red peak is more pronounced than the blue
peak which is quantified with the found ratios of the in-
tegrated fluxes Lblue/Lred−1 = −0.63−0.20+0.40 and the max-
imum fluxes Fblue/Fred − 1 = −0.63−0.20+0.40. In addition,
the location of the red peak is further away from line
9 Note, that we omitted the ‘core-skipping’ technique for models
with a(T )NHIσHI(v = 0, T ) < 200 and re-computed the models
required.
center than its blue counterpart (792.32−457.62+402.87 km s
−1
versus −218.86−335.05+224.18 km s−1). This shift is also present
in the single-peaked spectra where the peak position is
15.39−30.12+740.22 km s
−1.
Fig. 2 focuses on an interesting correlation of double
peaked spectra, namely between the peak separation and
the ratio of the mean fluxes of peaks and valleys. The
one- and two-dimensional projections of the distribution
reveal that clumpy models fill a large portion of the plane
spanned by the two observables. This is particularly in-
teresting as double peaked shell-model spectra are mostly
restricted to Fvalley . 0.1F¯peaks. We obtained this result
by drawing 1000 random shell-model spectra from the
parameter range described in § 2.4 and show their fea-
tures in Fig. 2 as comparison. This difference might be
useful to distinguish between the two models (also see
§ 3.3).
3.2. Sensitivity of spectral shapes to multiphase medium
In order to analyze what correlations exist between the
model parameters and the spectral shape parameters we
performed a ‘lasso’ analysis (Tibshirani 1996) using the
python library skikit-learn (Pedregosa et al. 2011)10.
Fig. 3 shows the summarized results of the ‘lasso’ analysis
with the darker color corresponding to a more relevant
parameter for a given observable. This Figure shows,
for example, that fcl, TICM, and nICM are the parame-
ters that affect the emerging spectrum most strongly. In
contrast, nHI,cl has considerably less impact on the spec-
10 The ‘lasso’ works by adding to the usual linear minimization
1/(2N)
√∑N
i=0(yi − xˆ · xi)2 a penalty of α|xˆ|1, where |xˆ|1 denotes
the L1 norm of the vector xˆ. This leads to the sparsity of xˆ, i.e.,
the reduction of relevant parameters. This analysis is repeated for
a number of values for α and different sub-samples of the data. The
measure of ‘relevance’ is then the fraction of times a parameter was
included in xˆ.
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tra. Generally, we find a (much) larger impact of the
ICM parameters on the spectral shape and not the cloud
parameters. We will elaborate on this in § 4.1.11
Figure 4 shows examples of how parameters affect cer-
tain spectra characteristics. In particular we plotted the
position of the blue peak of the spectrum versus a cer-
tain model parameter. Note, that for single peaked spec-
tra (marked with circles), the position of the blue peak
is identical with the position of the only peak. In ad-
dition, we show the fraction of double peaked spectra
above scatter plot. In the left panel of Fig. 4 no cor-
relation can be seen between the total column density
(see Eq. 1) and the position of the blue peak as well as
the spectral type. In this panel we color-coded the value
of fcl which affects NHI most strongly. For comparison,
the right panel shows an example of a nice correlation
between the position of the blue peak and the content
of the ICM. Clearly, a hotter ICM leads to a shift of
the blue peak if nHI,ICM & 3 × 10−8 cm−3 as well as
an tremendous increase in double peaked spectra. This
shows visually the great relevance of log TICM, nHI,ICM
and also the mixed term log TICM × nHI,ICM.
3.3. Shell model fits
Fig. 5 shows the results of the shell-model fitting (de-
scribed in § 2.4) for 60 randomly chosen spectra (out
11 In addition, we also performed a second order analysis which
includes also the products of each parameter with the other ones
(results not shown). We found that under the top parameters also
the cross terms between the temperatures and hydrogen number
densities appear.
of which 20 double-peaked, 40 single-peaked spectra).
In the figure, the marker symbol stands for the spec-
tral type, the color of the marker illustrates the qual-
ity of the fit, and in each panel we plot the recovered
shell model parameter (with its uncertainties) against a
particular clumpy model parameter. Overall, we found
roughly a third of the spectra reasonably well recovered
(p(χ2) > 0.01, in 18 cases).
In the upper left panel of Fig. 5 we show the recov-
ered shell-model column density against the calculated
column density of the clumpy model (see Eq. 1). This
shows that the correct column density is generally not
recovered – independent of the type of spectrum or the
quality of the fit. On average, NHI is underestimated
by 0.5− 1 orders of magnitude. For individual spectra,
however, the offset can be as large as 3 dex, and in either
direction. Only in ∼ 15% of the cases the correct value
was recovered.
The upper right panel of Fig. 5 shows the recovered ex-
pansion velocity of the shell versus the v∞,cl parameter
(see Eq. 2). As vsmexp is a fixed velocity for all the hy-
drogen in the system whereas v∞,cl is the limiting bulk
cloud velocity, we expected to find vsmexp . v∞,cl. This
is also the case for some of the analyzed spectra where
we found values of vsmexp ∼ 0 km s−1. Interestingly, this
group consists only of double-peaked spectra However,
another big fraction of the spectra preferred very high
values of vsmexp ∼ 500 km s−1. Here, 500 km s−1 is also the
limit of our grid of shell-models (see § 2.4), and therefore
we can expect even larger values for the best-fit values
7of vsmexp. In this group of models, we find single- as well
as double-peaked profiles with input parameters covering
the whole allowed range of v∞,cl. Also, the fit quality is
wide-spread – independently of the spectral type or the
particular value of v∞,cl.
The lower row of Fig. 5 shows the temperature and
the intrinsic spectral widths relations (in the left and
right panel, respectively). As commonly known (see, e.g.,
Schaerer et al. 2011; Gronke et al. 2015), the shell-model
spectral shapes are generally not very sensitive to the
(effective) temperature of the shell. Hence, the large un-
certainties on T sm. The added value of the recovered
temperatures and σi is somewhat questionable as the ge-
ometries and emission sites are quite different. It is, how-
ever, interesting that (i) no clear clustering or correlation
is visible, i.e., the spectral types and fit qualities seem to
be well mixed, and (ii) the values of σi are generally
overestimated by a factor of a few. Especially, the latter
point can be understood as emission within (randomly
moving) clouds leads to an effective broadening of the
intrinsic spectrum.
The red and blue rectangles drawn in Fig. 5 highlight
examples which are shown in Fig. 6. In particular, Fig. 6
shows the clumpy model spectra in red, and the best-fit
shell model spectra in blue. In order to illustrate the
uncertainty of the shell-model fits, we also display 25
spectra which are randomly drawn from the burnt-in
Monte-Carlo, and thus distributed as given by the
sampled likelihood function. We choose the two spectra
because they help us illustrate particular problems with
shell model fitting (see § 4.2).
4. DISCUSSION
In this section, we discuss the impact of our results. In
particular, we focus on the set of spectral shapes achiev-
able through our clumpy model parametrization in § 4.1,
comment on the connection to the shell-model in § 4.2,
and bridge to the observational side in § 4.3 and § 4.4.
4.1. Sensitivity of the Lyα spectrum to the clump &
ICM properties
Our result show that the emergent Lyα spectrum is
more sensitive to the ICM than the cloud parameters.
To first order, this is already visible when comparing
the left and right panels of Fig. 8 and Fig. 9 in the ap-
pendix where we varied the temperatures and hydrogen
contents in the clouds and ICM separately. The same
result becomes apparent in the more detailed analysis
presented in § 3.2 (see Fig. 3 & 4): nHI,ICM and TICM
play a much more important role than nHI,cl and Tcl, re-
spectively. One should note, however, that this is only
true for nHI,ICM & 3 × 10−8 cm−3 as Fig. 4 shows. This
critical value of nHI,ICM reflects the extent of the system
(5 kpc) and the allowed ICM temperature range (see Ta-
ble 1), which translate approximately to a optical depth
at line center of τ0 ≈ 0.4 − 5, i.e., where the ICM is be-
comes optically thick for line-center photons. Naturally,
this critical value depends also on other parameters, such
as fcl or the cloud motion. Interestingly, this value lies
within the ‘realistic’ parameters of Laursen et al. (2013),
and corresponds closely to nHI of the hot ionized medium
in the McKee & Ostriker (1977) picture (assuming colli-
sional ionization equilibrium)12
Two notable exceptions to this rule are the cloud cov-
ering factor fcl and the dust content of the clouds σ˜d,cl.
The former plays a major – if not the most important –
role in determining the spectral shape.
The parameter fcl enhances the total ICM column
density encountered by Lyα photons in the ICM as
N˜HI,ICM ∼ rgalnHI,ICM(fcl + 4/5) (see Hansen & Oh
2006). In addition, movement of the clouds (random
motions and/or ordered outflowing motions) provide an
efficient way of transferring Lya photons into the wings
of the line profiles. We found this second effect to be
most important by varying fcl from 0.8 to 8 in a static
setup (i.e., v∞,cl = σcl = 0) and found – in stark contrast
to the left panel of Fig. 12 – only minor changes in the
spectral shape13.
The dust content of the clumps is closely tied to the
importance of fcl. An increased value of σ˜d,cl shifts the
weight of the emergent spectrum towards the photons
which did not experience many scattering events within
clumps. Therefore, increasing σ˜d,cl mimics a decrease
in the effective covering factor. This is apparent when
comparing the right panel of Fig. 10, and the left panel of
Fig. 12 where the increase of σ˜d,cl as well as the decrease
of fcl lead to the disappearance of the extended red wing
of the spectrum.
The result that the ICM plays such a strong role in
shaping the emerging spectrum may be surprising as it
apparently supports the model of Neufeld (1991) and
Hansen & Oh (2006). In their picture, Lyα photons
‘reflect off’ the surface of the clumps which naturally
minimizes the exposure to HI inside the cold clumps,
and maximizes the exposure to HI in the ICM. Laursen
et al. (2013) refuted this model as in more realistic en-
vironment (mainly with moving clouds) the Lyα pho-
tons penetrate deeper into the clouds, scatter there many
times and potentially get destroyed. However, for the
emergent spectrum this does not play a role as the scat-
terings in the ICM put the photon’s frequency far into
the wing (in the clouds’ frame). Reversely, many scat-
terings in the cloud leave the photon still in the core
(in the ICM frame). This effect can be illustrated by
comparing the hydrogen column densities experienced by
Lyα photons NˆHI of two models with nHI,cl = 0.1 cm
−3
and 1 cm−3 (and otherwise fiducial parameters) which
are log10
(
NˆHI/cm
−2
)
= 20.3−0.7+0.4 and 20.9
−1.3
+0.6 (using
the notation of § 3.1), respectively. Also, the number
of clouds intercepted are about the same (12−7+10 versus
11−6+9), supporting our explanation.
4.2. The (un)usability of shell-model fitting
12 As the assumed HIM temperature of McKee & Ostriker (1977)
is on the lower limit of our allowed range one might conclude that
we mostly overestimated the ICM hydrogen number density. How-
ever, two factors should be taken into account (i) the ISM might
be dominated by gas which is out of equilibrium (e.g. Walch et al.
2015), and (ii) temperatures are effective temperatures with the
small-scale turbulence included whereas the ionization relies on the
absolute temperature.
13 Note, that the mere movement of the clouds is needed not the
structured movement. I.e., in a second test where only v∞,cl = 0
but σcl was left at its fiducial value the covering factor did affect
the spectrum.
81000 500 0 500 1000 1500 2000
v (km/s)
In
te
n
si
ty
 (
n
o
rm
a
li
ze
d
)
logN smHI = 20. 00
−0. 07
0. 07
vsmexp = 488. 39
−8. 93
4. 39
logT sm = 4. 17−0. 680. 20
σi = 320. 04
−12. 28
11. 58
logNHI =  19. 64
v∞, cl =  202. 2kms−1
logTcl =  3. 95
σi =  50. 91kms−1
2000 1000 0 1000 2000
v (km/s)
logN smHI = 21. 24
−0. 11
0. 15
vsmexp = 4. 17
−2. 13
1. 64
logT sm = 4. 99−0. 150. 15
σi = 700. 22
−75. 05
30. 26
logNHI =  19. 86
v∞, cl =  256. 85kms−1
logTcl =  4. 56
σi =  18. 43kms−1
Fig. 6.— Two examples of the fitting results. The red points show the spectra of a clumpy model with associated uncertainty (see § 2.3).
The black solid lines show 25 random spectra from the burned-in MC chain, and the best-fit spectrum is drawn with a blue solid line.
In the upper left corner the 16th, 50th, and 84th percent quantiles of the shell-model parameters are displayed. As a comparison their
clumpy models ‘counterparts’ are shown in the upper right corner. Note, that we highlighted the two spectra shown here in Fig. 5 using a
red and blue rectangle.
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with only the innermost 50% of the escaping flux. As examples, we show in the left panel the fiducial spectrum (see Table 1), and in the
right panel the double-peaked spectrum of Fig. 6. See § 4.4 for further details.
Section 3.3 shows that the shell-model can reproduce
some of the spectra of the clumpy-model, but generally
cannot be used to infer the physical parameters of the
host system as the inferred shell-model parameters can
be several orders of magnitudes off – independent of the
quality of the fit.
The tension between NHI and N
sm
HI cannot be resolved
if the latter is instead compared to the median of the
actually experienced hydrogen column density NˆHI, the
analytically computed ‘experienced ICM column density’
N˜HI,ICM = nHI,ICMrgal(fcl + 4/5)
14, or only the ICM col-
umn density NHI,ICM = nHI,ICMrgal. The reason for
14 We denote the total, actual experienced column density by
the photons (obtained from the radiative transfer simulation) with
NˆHI which should not be confused with the column density of the
system NHI (see Eq. (1)) or the analytically computed ‘experienced
these mismatches is illustrated well by the simplified
model discussed in § 4.1: the hydrogen column density
experienced by the photons (or, the one that is given by
the geometry) is dominated by the dense, cold, neutral
medium, i.e., the clumps. However, the spectral shape is
predominantly given by the (few) scattering events oc-
curring in the hot, ionized medium (the ICM). This is in
sharp contrast with the shell models which contains only
one column density.
An immediate implication of this is the difference in the
minimal flux between the peaks for double peaked profile.
Fig. 2 shows that this is ∼ 0 for most shell models while
clumpy models allow – due to escaping photons which
experienced very little neutral hydrogen – much greater
ICM column density’ for which we use N˜HI,ICM.
9values. As the right panel of Fig. 6 shows, this is one
of the reasons why the shell-model cannot reproduce the
symmetric, double peaked profiles of the clumpy model.
Photons that encountered low column densities of HI
can escape close to the line center (or even at line cen-
ter). Behrens et al. (2014) already highlighted the impor-
tance of low-column-density channels for escape of Lyα
of galaxies (see also fig. 4 of Dijkstra et al. 2016, for a
simple demonstration of this effect). As these low-density
escape routes – which govern the resulting shape of the
Lyα spectrum – do not exist within the shell-model it
is maybe not surprising that the actual properties (e.g.,
the column density) of the host system and the inferred
ones from shell-model fitting do not match. Hence, one
has to be cautious when assigning physical meaning to
the unconverted shell-model parameters.
On the other hand, the power of the shell-model fit-
ting should not be underestimated. As has been shown
in numerous studies (e.g., Verhamme et al. 2012; Yang
et al. 2015) the shell-model can fit the majority of Lyα
spectra observed – with relatively few free parameters to
an astonishing accuracy. We have demonstrated clearly
that there is no simple conversion from shell model pa-
rameters to parameters describing the clumpy medium.
The fact that shell models are so succesful at reproducing
data suggests that there may still be a connection, but at
a more subtle level. We will explore this in future stud-
ies. However, it is already clear now (as we laid out in
§ 4.1) that this conversion must not ignore the crucially
important hot ionized medium.
4.3. Comparison to observations
As already pointed out several times in this paper, the
shell-model can reproduce observed Lyα spectra. In this
work, we have shown that the shell-model can also re-
produce a subset of the clumpy-model spectra. How-
ever, whether or not the clumpy model can reproduce
observed spectra is still an outstanding question. Cur-
rently, we can only conjecture that this is the case – given
the amount of free parameters and the established non-
empty intersection with the set of shell-model spectra.
Yang et al. (2015) used the shell-model to fit the Lyα
spectra of the ‘Green peas’ (high-redshift analogues at
z ∼ 0.1− 0.3). They could reproduce nine out of twelve
spectra where the remaining three have a valley posi-
tion redward of line center. The obtained expansion ve-
locities (column densities) range from ∼ 0 − 350 km s−1
(∼ 1019 − 1020cm−2). The shell-model fitting results of
Hashimoto et al. (2015) (12 Lyα emitters at z ∼ 2.2)
show expansion velocities of ∼ 100− 200 km s−1 and col-
umn densities of log10NHI/cm
−2 ∼ 16−20. These recent
results – with high quality Lyα spectra – confirm, on the
one hand, the ability of the shell-model to model ob-
served spectral profiles remarkably well. This confirms
the need to understand shell-model fitting in a broader
picture. On the other hand, the spectra presented in
Yang et al. (2015) which cannot be reproduced by the
shell-model might hint towards the need for an extension
of the modelling parameter space. Also, the shell model
has difficulties in reproducing surface-brightness profiles
of spatially extended Lyα sources (Barnes & Haehnelt
2010, but see Patr´ıcio et al. 2015).
A completely different interpretation of Lyα transfer
was recently presented by Hagen et al. (2016), who in-
terpreted their detection of 12 Lyα emitting galaxies (out
of a sample of 63) in terms of a Lyα ‘opening angle’. In
their model, this is the combined solid angle of holes
in the ISM through which Lyα can escape easily. At
first glance, this interpretation can be connected easily
to clumpy outflows as the opening angle can be related15
to our properties via ΩLyα ≈ 4pi(1−Pcl) exp (−fcl). How-
ever, we caution that the directional dependence of Lyα
escape is only weak: the directional dependence is set
mostly by the last scattering event prior to escape, which
causes the emerging radiation from clumpy models to be
quite isotropic (see Gronke & Dijkstra 2014).
The fact that several observed Lyα spectra can be re-
produced using shell-model spectra, and we found that
the overlap between the studied clumpy-model and the
shell-model is not very big, suggests that our current
clumpy model parametrization is not sufficient to cap-
ture the full set of observer Lyα spectra. Possible ex-
tensions would be the introduction of a non-static ICM,
temperature and density gradients in the ICM as well
as in the clumps, a modification of the velocity profile,
the introduction of one or several other phases, and the
consideration of the galactic environment and the instru-
ments (see § 4.4 for the latter point). To conclude, the
unification of the radiative transfer models and observa-
tions is still an outstanding issue.
4.4. Impact of the galactic environment & instruments
As the setup we presented in this work represents a
dusty multiphase medium the path of actual observed
Lyα photons differ in two main aspects from the spectra
we simulated: (i) the photons have to pass through the
immediate surrounding and the IGM before reaching us,
and (ii) not all the escaping flux of a galaxy is actually
observed.
The impact of the IGM on the spectra has been studied
by several groups in the past (see, e.g., Dijkstra et al.
2007; Zheng et al. 2010; Laursen et al. 2011) with the
conclusion that the blue side (up to v . 100 km s−1) of
Lyα spectra can be strongly affected at redshifts & 4.
This, however, does not explain the different spectral
shapes observed for lower redshifts (see § 4.3).
In contrast to the IGM, the impact of the CGM on Lyα
spectra has not been studied systematically, yet. This
is partly due to fact the structure and kinematics of the
CGM are highly complex, and not fully understood. Ob-
servations show that neutral hydrogen can be found out
to ∼ 300kpc for all galaxy types (Prochaska et al. 2011),
and at least part of the CGM is in a multiphase state
(Steidel et al. 2010). This picture is also supported by
state-of-the art hydro-dynamical simulations (e.g., Shen
et al. 2012) and allows us to put our work into the follow-
ing context: (a) our simplistic parametrized multiphase
medium can be seen as a sub-grid model for the ISM as
well as (at least part) of the CGM, and (b) possible fur-
ther processing of the computed Lyα spectra might be
necessary before comparing it to observations.
To mimic the effects of the galactic environment, we
consider – as a first, crude approximation – a low-density,
HI halo out to radius rgal + renv filled with the same
15 Assuming a Poisson distribution of the number of clumps per
sightline with mean fcl.
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content as the ICM. Fig. 7 shows the changed fiducial
spectrum (left panel) and double peaked spectrum from
Fig. 6 (right panel) using these considerations. In this
figure, the solid lines show the spectrum using all the
emergent photons and the dashed lines in corresponding
color show the spectra using only the photons within a
certain impact parameter. Here, the cutoff was chosen
so that half of the total escaped photons is used in the
spectra. Note that the actual fraction varies and de-
pends on (i) the redshift, (ii) physical properties of the
object, and (iii) on the instrument used (Steidel et al.
2010; Wisotzki et al. 2016; Momose et al. 2016). Fig. 7
shows clearly, that the galactic environment as well as
the impact parameter cutoff have a (strong) effect on
the spectrum. Possibly most interesting is the apparent
suppression of the flux at line center. This might be the
key to the reconciliation of the clumpy model and the
observed spectra. However, the environment considered
here is over-simplified as in reality we expect density
and temperature gradients (Suresh et al. 2015; Pallottini
et al. 2014) as well as coherent gas motion (Bird et al.
2015). We leave this interesting topic to future studies.
5. CONCLUSION
We present a systematic study of Lyα spectra emerg-
ing from simplified models of multiphase outflows.
While these models are well-motivated and have been
used in Lyα radiative transfer studies before, spectra
from these models have barely been analyzed.
Our main findings are as follows:
• Clumpy outflows give rise to a wide range of Lyα
spectra, including spectra with high flux at line
center which are encountered less frequently with
shell models (§ 3.1).
• We demonstrate that in clumpy outflows, the
key parameters that predominantly determine the
emerging spectra are, the covering factor fcl of
clumps, the number density of HI in the hot, inter-
clump medium, and the temperature of the inter-
clump medium. Interestingly, the radiative trans-
fer process is less sensitive to the hydrogen contents
of the clumps. This result contrasts with the shell
models where the average column density of the
system is one of the most important parameters
regulating outcome (§ 3.2, § 4.1).
• We fit shell models to a sub-set of out clumpy mod-
els and find that generally, the parameters of the
best-fit shell models barely correlate with the phys-
ical parameters of the clumpy models (§ 3.3, § 4.2).
• Shell models can fit only a small sub-set of clumpy
outflow spectra well, which is partly because
clumpy models allow for much more efficient es-
cape of Lyα photons at line center. These models
agree better with the data if additional scattering
in the CGM is invoked (§ 4.4).
This suggests that extracting physical information from
shell model parameter is less straightforward than pre-
viously thought. We therefore caution against overinter-
preting the shell model parameter, until their physical
meaning is understood better. We will be addressing
this in future work.
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APPENDIX
IMPACT OF INDIVIDUAL PARAMETERS ON THE SPECTRAL SHAPE
Starting with our fiducial set of parameters (see Table 1, which we display in Fig. 8-13 as black solid line), we varied
each clumpy model parameter individually. The results are as follows:
• Fig. 8 shows the impact of the ICM and cloud temperatures (left and right panel, respectively). Whereas the
temperature of the ICM has a strong impact on the spectral shape, the cloud temperature seems to play a minor
role. Generally speaking, an increase in TICM leads to a widening of the spectrum and a transition from a double
to a single peaked spectrum.
• We vary the hydrogen content of the ICM and in the clouds in Fig. 9 (left & right panel, respectively). Above a
value of nHI,ICM & 10−10 cm−3 the ICM hydrogen number density affects the spectral shape. An greater value
of nHI,ICM leads to a deepening of the central valley, and a increased peak separation. Contrary to that, nHI,cl
does not seem so affect the spectral shape.
• We show the impact of dust in Fig. 10. In the left panel the dust content of the ICM was varied (ζd =
σ˜d,ICM/σ˜d,cl)– which does not affect the spectral shape much. The dust content within the clumps, on the other
hand, affects the spectrum much more strongly. With increasing dust optical depth, the spectrum becomes
narrower and more symmetric, i.e., the red wing disappears. See § 4.1 for a discussion of this effect.
• Fig. 11 shows the variation of the spectra due to the change in velocity parameters. All of them do affect the
emergent spectrum. The increase in random motion (σcl, left panel) results in a widening of the peaks (but not
the peak separation). Having a stronger outflow (v∞,cl, central panel) enhances the red and decreases the blue
peak. It also widens the red peak. Similar effects can be observed when increasing βcl (right panel).
• Fig. 12 illustrates the impact of changing fcl (left panel) and the clouds’ radii (rcl, right panel). Note, that
in both cases the absolute number of clouds are varied as we made sure that the volume filling fraction of the
clouds is kept constant when varying rcl. Altering the covering factor has a major impact on the spectral shape
(widening of the peaks with increased fcl) whereas different values of rcl (while keeping the volume filling factor
constant) hardly change the spectra.
• We display the spectra for different emission properties in Fig. 13. None of them changes the spectrum signifi-
cantly. We observe only a slight increase in the flux at line center for larger values of Hem (right panel).
Although changing parameters individually is illustrative, and the results are relatively easy to understand, we point
out that these one-dimensional cuts through the 14 dimensional parameter space does not capture the full complexity
of the problem. We therefore caution the reader to over-interpret the results presented in this section.
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Fig. 8.— Impact of the gas temperature in the ICM (left panel) and in the clouds (right panel).
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Fig. 9.— Variation of the hydrogen number density in the ICM (left panel) and in the clouds (right panel).
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Fig. 10.— Variation of the dust number density in the ICM (left panel) and in the clouds (right panel).
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Fig. 11.— Variation of the velocity field. In the left panel the random component is altered, whereas in the central panel the outflow
speed is changed. The right panel illustrates the impact of the change of βcl.
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Fig. 12.— Variation of the geometrical setup given by the covering factor (left panel), and the cloud radius (right panel).
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Fig. 13.— Impact of the emission properties on the emergent spectrum. In the left panel, we varied the intrinsic width of the Lyα line,
in the central panel the probability to be emitted within a cloud, and in the right panel the scale length of the emission site PDF.
