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1. Introduction
The human brain is a complex and enormous information processing system, where more than a trillion neurons work
in a cooperative manner to perform various tasks. Brain is a rich source of inspiration for informatics as natural computing
proves. As we know, the two very important computing devices, Turing machine and finite automaton, were also inspired
by brain activity. Currently, neural computing based on spiking, inspired by the way the neurons cooperate in the brain by
exchanging spikes, is a field that is being heavily investigated (see, e.g., [4,9,10]). Recently, a new class of such computing
devices was developed, that is spiking neural P systems (in short, SN P systems) [7]. SN P systems are a variant of tissue-like
and neural-like P systemswith specific ingredients andway of functioning from spiking neurons intomembrane computing.
Generally, in an SN P system, there are two levels when considering how the system works, that is, at the level of all
the neurons and at the level of each neuron (the way in which the rules are used in a neuron). In a usual SN P system, the
system works in a synchronous manner, i.e., in each time unit, each neuron which can apply a rule should do it, but the
work of the system is sequential in each neuron: only (at most) one rule is used in each neuron. In [2,5,7], it has been proved
that SN P systems working in this mode are Turing complete. A kind of parallelism at the local level was introduced in [8],
in the sense of the exhaustive use of rules: when a rule can be applied, then we apply it as many times as possible in that
neuron. But, at the level of all neurons these systems work in the synchronous manner. Under the exhaustive mode, SN P
systems as number generating devices were investigated in [8] and as language generating devices were considered in [14].
SN P systems operating in sequential mode were studied earlier in [6]. In this mode, at every step of the computation, if
there is at least one neuron with at least one rule that is fireable, we only allow one such neuron and one such rule (both
chosen non-deterministically) to be fired. It was shown in [6] that certain classes of sequential SN P systems are equivalent
to partially blind counter machines, while others are universal. In the proofs of the results as above, the synchronization
plays a crucial role — a powerful feature in controlling the work of a computing device. But both from a mathematical point
of view and from a neuron-biological point of view it is rather natural to consider non-synchronized systems, where in any
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step, a neuron can apply or not apply its rules which are enabled by the number of spikes it contains (further spikes can
come, thus changing the rules enabled in the next step). It was proved that such asynchronous SN P systems with extended
rules are still equivalent to Turing machines (as generators of sets of natural numbers) [1].
In this paper, we investigate the languages generated by asynchronous SN P systems. With any computation (halting
or not) of an asynchronous SN P system, a string is associated in the following way: a symbol bi is associated with a step
when the output neuron sends i spikes into the environment, with b0 indicating the steps when no spike is emitted from
output neuron into the environment. In an asynchronous SN P system, the distance in time between the spikes sent out by
the system is no longer relevant, that is, there can be arbitrarily many b0 between two bi (i ≥ 1), so b0 is always interpreted
as the empty string. When the computation is halting, the string is finite. The language generated by an asynchronous SN P
systemΠ is the set of all the strings generated byhalting computations of the systemΠ . Characterizations of finite languages
and recursively enumerable languages are given by asynchronous SN P systems with extended rules. The relationships of
the languages generated by asynchronous SN P systems with regular and non-semilinear languages are also investigated.
The paper is organized as follows. In the next section, formal language theory prerequisites are briefly recalled.
Asynchronous SN P systems with extended rules are introduced in Section 3. In Section 4, we recall some results on the
power of synchronous SN P systems as language generators. These languages generated by asynchronous SN P systems
were investigated in Section 5. Conclusions and remarks are drawn in Section 6.
2. Formal language theory prerequisites
We assume the reader to be familiar with basic language and automata theory, as well as basic membrane computing
[12] (for more updated information about membrane computing, please refer to [13]), hence we specify here only a few
notations and basic definitions.
Let us start bymentioning the following convention: when comparing two generative or accepting devices, number zero
is ignored, and, in the case of languages, the empty string is ignored.
For an alphabet V , V ∗ denotes the set of all finite strings over V , with the empty string denoted by λ. The set of all non-
empty strings over V is denoted by V+. When V = {a} is a singleton, then we simply write a∗ and a+ instead of {a}∗, {a}+.
The families of finite, regular and recursively enumerable languages are denoted by FIN , REG, RE, respectively.
A regular expression over an alphabet V is defined as follows: (i) λ and each a ∈ V are regular expressions, (ii) if E1, E2
are regular expressions over V , then (E1)(E2), (E1)∪ (E2), and (E1)+ are regular expressions over V , and (iii) nothing else is a
regular expression over V . With each expression E we associate a language L(E), defined in the followingway: (i) L(λ) = {λ}
and L(a) = {a}, for all a ∈ V , (ii) L((E1)∪(E2)) = L(E1)∪L(E2), L((E1)(E2)) = L(E1)L(E2), and L((E1)+) = L(E1)+, for all regular
expressions E1, E2 over V . Non-necessary parentheses are omitted when writing a regular expression, and also (E)+ ∪ {λ}
can be written as E∗.
A Chomsky grammar is given in the form G = (N, T , S, P), with N being the non-terminal alphabet, T the terminal
alphabet, S ∈ N the axiom, and P is the finite set of productions. For regular grammars, the productions are of the form
u→ v, for some u ∈ N, v ∈ T ∪ TN (in regular grammars, we also allow productions of the form u→ λ, but only when this
is useful for simplifying the grammar: because of the convention that the empty string is not counted when comparing the
languages generated by two grammars, such productions are not necessary in regular grammars).
Let V = {b1, b2, . . . , bs}, for some s ≥ 1. For a string x ∈ V ∗, let us denote by vals(x) the value in base s+ 1 of x (we use
base s+ 1 in order to consider the symbols b1, b2, . . . , bs as digits 1, 2, . . . , s, thus avoiding the digit 0 in the left-hand side
of the string). We can extend this notation in the natural way to sets of strings, i.e., denote vals(L) = {vals(x) | x ∈ L}, for
any language L over V .
The universality result of the paper is based on the notion of a register machine. We introduce here this notion — first, in
the non-deterministic, generative form.
A register machine is a construct M = (m,H, l0, lh, I), where m is the number of registers, H is the set of instruction
labels, l0 is the start label (labeling an ADD instruction), lh is the halt label (assigned to instruction HALT), and I is the set of
instructions; each label from H labels only one instruction from I , thus precisely identifying it. The instructions are of the
following forms:
• li : (ADD(r), lj, lk) (add 1 to register r and then go to one of the instructions with labels lj, lk, non-deterministically
chosen),
• li : (SUB(r), lj, lk) (if register r is non-empty, then subtract 1 from it and go to the instruction with label lj, otherwise go
to the instruction with label lk),
• lh : HALT (the halt instruction).
A register machineM generates a set N(M) of numbers in the following way: we start with all registers being empty (i.e.,
storing the number zero), we apply the instruction with label l0 and we continue to apply instructions as indicated by the
labels (andmade possible by the contents of registers); if we reach the halt instruction, then the number n present in register
1 at that time is said to be generated by M . (Without loss of generality we may assume that in the halting configuration
all other registers are empty; also, we may assume that register 1 is never subject to SUB instructions, but only to ADD
instructions.) It is known (see, e.g., [11]) that register machines generate all sets of numbers which are Turing computable.
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A register machine can also work in the accepting mode: a number n is introduced in some register r0 (all other registers
are empty) and we start computing with the instruction with label l0; if the computation eventually halts, then the number
n is accepted.
Register machines are universal also in the accepting mode; moreover, this is true even for deterministic machines,
having ADD instructions of the form li : (ADD(r), lj, lk) with lj = lk: after adding 1 to register r we pass precisely to one
instruction, without any choice (in such a case, the instruction is written in the form li : (ADD(r), lj)). (Again, without loss
of generality, we may assume that in the halting configuration all registers are empty.)
3. Asynchronous spiking neural P systems
We introduce now the asynchronous SN P systems with extended rules and the languages generated by them.
An asynchronous SN P system with extended rules, of degreem ≥ 1, is a construct of the form
Π = (O, σ1, . . . , σm, syn, i0),
where:
1. O = {a} is the singleton alphabet (a is called spike);
2. σ1, . . . , σm are neurons, of the form
σi = (ni, Ri), 1 ≤ i ≤ m,
where:
(a) ni ≥ 0 is the initial number of spikes contained in σi;
(b) Ri is a finite set of rules of the form E/ac → ap, where E is a regular expression over a, and c ≥ 1, p ≥ 0, with the
restriction c ≥ p.
3. syn ⊆ {1, 2, . . . ,m} × {1, 2, . . . ,m}with i 6= j for each (i, j) ∈ syn, 1 ≤ i, j ≤ m (synapses between neurons);
4. i0 ∈ {1, 2, . . . ,m} indicates the output neuron of the system.
Because we do not need the delay between firing and spiking in the proofs below (i.e., rules of the form E/ac → ap; d,
with d ≥ 1), we do not consider this feature here, but such a delay can be introduced in the usual way.
A rule E/ac → ap with p ≥ 1 is called the extended firing (we also say spiking) rule; a rule E/ac → ap with p = 0 is
written in the form E/ac → λ and is called the extended forgetting rule. A rule of the form E/ac → a or ac → λ is said to
be standard.
If a rule E/ac → ap has E = ac , then we will write it in the simplified form ac → ap.
If for every rule E/ac → ap the regular set L(E) is finite, then the SN P system is called finite.
A rule E/ac → ap is applied as follows: if the neuron σi contains k spikes, and ak ∈ L(E), k ≥ c , then the rule is enabled
and it can be applied. This means that c spikes are consumed, k− c spikes remain in the neuron, and p spikes are produced.
The p spikes emitted by neuron σi are replicated and they go to all neurons σj such that (i, j) ∈ syn (each σj receives p spikes).
In the case of the output neuron, p spikes are also sent to the environment. Of course, if neuron σi has no synapse leaving
from it, then the produced spikes are lost. If the rule is a forgetting one of the form E/ac → λ, then, when it is applied, c ≥ 1
spikes are removed.
In the synchronizedmode, a global clock is considered, marking the time for all neurons, and in each time, in each neuron
which can use a rule, a rule should be used. Because two rules E1/ac1 → ap1 and E2/ac2 → ap2 can have L(E1) ∩ L(E2) 6= ∅,
it is possible that two or more rules can be applied in a neuron, and then one of them is chosen non-deterministically. Note
that in the synchronized mode the neurons work in parallel (synchronously), but each neuron sequentially processes its
spikes, using only one rule in each time unit.
In the non-synchronized case considered here an SN P system works as follows: in any time unit, any neuron is free to
use a rule or not. Even if enabled, a rule is not necessarily applied, the neuron can wait in spite of the fact that it contains
rules which are enabled by its contents. If the contents of the neuron are not changed, a rule which was enabled in a step t
can fire later. If new spikes are received, then it is possible that other rules will be enabled — and applied or not.
A configuration of the system is described by the number of spikes present in each neuron. Thus, the initial configuration
is 〈n1, . . . , nm〉. Using the rules as described above, one can define transitions among configurations. A transition between
two configurations C1, C2 is denoted by C1 ⇒ C2. Any sequence of transitions starting in the initial configuration is called
a computation. A computation halts if it reaches a configuration where no rule can be used. In an asynchronous system, a
computation is considered as successful only when it is a halting computation.
With a computation we can associate several results. In this paper, we only consider a string as the result of a halting
computation in the following way: the symbol bi is associated with a step when the output neuron emits i spikes, thus a
string is associated with a halting computation of an asynchronous SN P system. Because in an asynchronous SN P system
‘‘the time does not matter’’, the spike train can have arbitrarily many occurrences of b0 between any two occurrences of bi
(i ≥ 1). Therefore, different from the synchronous case, where b0 (hence a step when no spike is emitted) can be interpreted
as a new symbol or the empty string, in the asynchronous case we have to interpret it as the empty string. Because of the
non-determinism in using the rules, a given system generates in this way a language. Successful computations which send
no spike out can be considered as generating the empty string, but in what follows we adopt the convention to ignore the
empty string when comparing the computing power of two devices.
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For an SN P systemΠ with extended rules, we denote by Le,nsynλ (Π) the language generated in the non-synchronous way
by the system Π , and by LλSNe,nsynPm(rulek, consq, forgl) the family of all languages L
e,nsyn
λ (Π) generated by SN P systems
with extended rules in the non-synchronized mode, with at mostm ≥ 1 neurons (finite), using at most k ≥ 1 rules in each
neuron, with all spiking rules E/ac → ap having c ≤ q and all forgetting rules as → λ having s ≤ l. When any of the
parametersm, k, q, l is not bounded, then it is replaced with ∗. Similarly, in the case of synchronous mode, we denote them
by Le,synα (Π) and LαSN
e,synPm(rulek, consq, forgl), respectively, α ∈ {res, λ}. (The subscript res comes from the fact that b0 is
interpreted as a new symbol and the subscript λ comes from the fact that b0 is interpreted as the empty string.) For an SN
P system with standard rules, we only need to remove the superscript e of the notations as above, i.e., they are written as
Lnsynλ (Π), LλSN
nsynPm(rulek, consq, forgl), Lsynα (Π), LαSN
synPm(rulek, consq, forgl).
4. The power of synchronous SN P systems as language generators
Before considering the power of asynchronous SN P systems as language generators, we first recall some results on the
power of the synchronous version of the systems as language generators.
SN P systems with standard rules emit at most one spike in one unit time, and in this case we usually interpret b0 as a
new symbol, therefore, the languages generated by SN P systems with standard rules are defined on an alphabet with two
symbols. Generally, we use the binary alphabet B = {0, 1}. For standard SN P systems working in the synchronous mode,
there are the following results.
Theorem 1 ([3]). (i) There are finite languages (for instance, {0k, 10j}, for any k ≥ 1, j ≥ 0) which cannot be generated by any
SN P system, but for any finite language L in B+, the language L{1} is in LresSN synP1(rule∗, cons∗, forg0), and if L = {x1, x2, . . . , xn},
then the language {0i+3xi | 1 ≤ i ≤ n} is in LresSN synP∗(rule∗, cons1, forg0).
(ii) The family of languages generated by finite SN P systems is strictly included in the family of regular languages over the binary
alphabet B, but for any regular language L over an alphabet V there is a finite SN P systemΠ and a morphism h : V ∗ → B∗ such
that L = h−1(Lsynres (Π)).
(iii) LresSN synP∗(rule∗, cons∗, forg∗) is included in REC, but for every alphabet V = {b1, b2, . . . , bs} there are two symbols e1, e2
not in V , a morphism h1 : (V ∪ {e1, e2})∗ → B∗ and a projection h2 : (V ∪ {e1, e2})∗ → V ∗ such that for each language L ⊆ V ∗,
L ∈ RE, there is an SN P systemΠ such that L = h2(h−11 (Lsynres (Π))).
For SN P systems with extended rules working in the synchronous mode, b0 can be interpreted either as a new symbol
or as the empty string. There are the following results for synchronous SN P systems with extended rules.
Theorem 2 ([2]). (i) FIN = LαSNe,synP1(rule∗, cons∗, forg0) and this result is sharp, as LαSNe,synP2(rule∗, cons∗, forg0) contains
infinite languages, α = {λ, res}.
(ii) LλSNe,synP2(rule∗, cons∗, forg∗) is included in REG and REG is included in LλSNe,synP3(rule∗, cons∗, forg∗); the second inclusion
is proper, because LλSNe,synP3(rule3, cons4, forg0) contains no-regular languages; moreover, LλSNe,synP3(rule3, cons6, forg0)
contains non-semilinear languages.
(iii) For V = {b1, b2, . . . , bs} with b0 /∈ V , if L ⊆ V ∗, L ∈ REG, then {b0}L ∈ LresSNe,synP4(rule∗, cons∗, forg0) and
L{b0} ∈ LresSNe,synP3(rule∗, cons∗, forg0).
(iv) RE = LλSNe,synP∗(rule∗, cons∗, forg∗).
5. The power of asynchronous SN P systems as language generators
In this section, we investigate the language generating power of the asynchronous SN P systems with extended rules.
5.1. A characterization of finite languages
As shown in Theorem 2, it was proved that SN P systems with one neuron can characterize finite languages in the
synchronous mode by using extended rules. The non-synchronized mode coincides with the synchronous mode for an SN P
system with one neuron in the sense that b0 is interpreted as the empty string. Hence, the above characterization of finite
languages by the synchronous SN P systems with one neuron can still be obtained for asynchronous SN P systems.
Theorem 3. LλSNe,nsynP1(rule∗, cons∗, forg∗) = FIN.
If the number of neurons used by SN P systems increases slightly, then the languages generated by asynchronous SN P
systems go beyond finite languages even when standard rules are used.
Theorem 4. LλSNnsynP2(rule1, cons1, prod1)− FIN 6= ∅.
Proof. It is easy to see that in the non-synchronized mode the systemΠ as shown in Fig. 1 generates the infinite language
Lnsynλ (Π) = b∗1 . 
5.2. Relationships with regular languages
Theorem 4 tells us that the SN P systems with two neurons can generate an infinite language in the non-synchronized
mode. However, in the following theorem we will prove that an asynchronous SN P system with two neurons can never
generate a language which goes beyond regular languages.
2482 X. Zhang et al. / Theoretical Computer Science 410 (2009) 2478–2488
Fig. 1. An asynchronous SN P system generating an infinite language.
Fig. 2. The asynchronous SN P system from the proof of Theorem 6.
Theorem 5. LλSNe,nsynP2(rule∗, cons∗, prod∗) ⊆ REG.
Proof. In an asynchronous SN P system which only has two neurons, at any step, no matter whether the two neurons get
fired at the same time, the number of spikes from the system can remain the same after a step, but it cannot increase.
Therefore, the number of spikes in the system is not more than the number of spikes present in its initial configuration. As
stated in Lemma 4 from [2], the system can only pass through a finite number of configurations and these configurations
can control the evolution of the system as states in a finite automaton do. Hence, this means that the generated language is
regular. 
It is not clear whether the opposite inclusion still holds true. However, we can prove that the opposite inclusion is true
when SN P systems have four neurons in the non-synchronized mode.
Theorem 6. REG ⊆ LλSNe,nsynP4(rule∗, cons∗, prod∗).
Proof. Consider a regular grammar G = (N, T , S, P) with N = {A1, A2, . . . , An}, n ≥ 1, S = An, T = {b1, b2, . . . , bs}, and
the productions in P are of the forms Ai → bkAj, Ai → bk, 1 ≤ i, j ≤ n, 1 ≤ k ≤ s.
Then L(G) can be generated by an SN P system as shown in Fig. 2 when it works in the non-synchronized way.
The system works as follows. We start with n + s spikes in neuron σ1, n + s spikes in neuron σ3 and 2n + s spikes in
neuron σout . Therefore, in the first step only the neuron σout can use its rule an+s+i/an+s+i−j → ak (or an+s+i → ak) for i = n,
non-deterministically chosen, which is associated with the production An → bkAj (or An → bk) from P . Because the system
works in the non-synchronizedmanner, neuron σout can apply or not apply its rules immediately. If this neuron does not fire
in the first step, since the other neurons cannot get fired, no further spike is received in neuron σout . Therefore, the system
will wait until neuron σout applies its rules.
Assume at some step t , in neuron σout the rule an+s+i/an+s+i−j → ak, for Ai → bkAj, or an+s+i → ak, for Ai → bk, is used,
for some 1 ≤ i ≤ n. Initially, we have i = n.
If the first rule is used, then k spikes are produced and sent to neurons σ1, σ2 and σ3 immediately, n+ s+ i− j spikes are
consumed, and j spikes remain in neuron σout . At the same time, the k spikes are also sent to the environment, which means
that a symbol bk is added to the generated string. Then, the rule an+s+k → ak is enabled by the n+ s+ k spikes in neurons
σ1 and σ3 (in both neurons there have been n + s spikes before receiving k spikes), while the other neurons cannot get
fired. Neurons σ1 and σ3 can apply their rules simultaneously or not in the non-synchronized mode. If they fire at the same
time, then neuron σ2 will obtain 2n+ 2s spikes immediately. Because there have been k spikes in that neuron, this neuron
accumulates 2n+ 2s+ k spikes in total, thus this neuron can fire. If neurons σ1 and σ3 get fired alternately, without loss of
generality, we assume that the neuron σ1 applies its rule before neuron σ3, then neuron σ2 accumulates n + s + k spikes,
which means that this neuron cannot get fired. In this system, only the neuron σ3 can fire now. Hence, the system will wait
until n + s spikes are received from neuron σ3. Therefore, no matter whether neurons σ1 and σ3 get fired simultaneously
or not, neuron σ2 will accumulate 2n + 2s + k spikes eventually, thus this neuron can fire. Once the rule a2n+2s+k → an+s
is used in neuron σ2, the number of spikes in each neuron of σ1 and σ3 becomes n + s again, and in neuron σout there are
n + s + j spikes (the j spikes remain in neuron σout after the rule an+s+i/an+s+i−j → ak is used). In this way, the system
returns to a configuration similar to the initial one and the computation can continue unless the second rule is used.
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Fig. 3. An asynchronous SN P system generating a non-semilinear language.
If the second rule is used, then k spikes are produced and sent to σ1, σ2, σ3 and the environment (this system emits k
spikes, which means that the last symbol bk is produced and added to the generated string), all spikes in neuron σout are
consumed. Then, neurons σ1 and σ3 can get fired, like in the case mentioned above, no matter whether they apply their
rules at the same time or not, neuron σ2 will accumulate 2n+ 2s+ k spikes eventually and a rule in this neuron is enabled
by the number of spikes it contains. Sometimes, the rule a2n+2s+k → an+s is applied in neuron σ2, then neurons σ1, σ3 and
σout receive n+ s spikes, respectively. Because no spike is contained in these neurons before receiving the n+ s spikes, the
number of spikes in each of these neurons is equal to n+ s. Thus, no rule in all neurons of the system can be enabled by the
numbers of spikes these neurons contain, which means that the computation halts.
Therefore, we have the equality L(G) = Le,asynλ (Π), and the proof is completed. 
Theorem 6 has shown that all regular languages can be generated by an asynchronous SN P system with four neurons.
The following theorem illustrates that the inclusion is proper even when the number of neurons decreases to three.
Theorem 7. The family LλSNe,nsynP3(rule3, cons6, prod4) contains non-semilinear languages.
Proof. The systemΠ as shown in Fig. 3 is similar to the one presented in Figure 9 from [2], the only difference is that the rule
a6 → a3 is removed. In the non-synchronizedmode, the system in Fig. 3 can generate the language {b24b2b224 b2 . . . b2n4 b2|n ≥
1}, thus generating a non-semilinear language.
Initially, only neuron σ1 contains 2 + 4 · 20 spikes and it can fire by the rule a2(a4)+/a4 → a4. Once this rule is used,
both neuron σ2 and neuron σout receive 4 spikes. Thus, the rule a4 → a4 can be applied in neuron σ2, while no rule can be
used in neuron σout . At the same time, in neuron σ1 the rule a2 → a can also be applied. Because the system works in the
non-synchronized manner, these two rules can be used simultaneously or not. If they are used simultaneously, then all the
spikes are moved to neuron σout and the total number of spikes in neuron σout becomes 2 + 4 · 21. If the rule a4 → a4 is
applied before the rule a2 → a, then again neuron σout accumulates 2+4·21 spikes. If the rule a2 → a is used before the rule
a4 → a4, then neuron σ2 accumulates 5 spikes. No rule can be enabled by the 5 spikes in neuron σ2, so this neuron is blocked.
Thus, the computation haltswithout sending any spike and thismeans that the empty string is generated. Therefore, in order
to generate a non-empty string, the rule a4 → a4 should be applied before receiving onemore spike. In this way, neuron σout
accumulates 8 spikes, but no rule can be applied in this neuron until it receives another two spikes (the number of spikes is
to be of the form 4k + 2). We achieve this by using the rule a2 → a in neuron σ1 and the rule a → a in neuron σ2. Then,
neuron σout applies its rule a2(a4)+/a4 → a4 two times and then the rule a2 → a2 is used, which means that two symbols
b4 and one symbol b2 are generated. After the rule a2 → a2 is used, the neuron σ1 can get fired again and it now contains
2+ 4 · 21 spikes. In a similar way, if 4 spikes are moved from neuron σ2 to neuron σout before new spikes are received from
neuron σ1 (4 spikes are received when the rule a2(a4)+/a4 → a4 is used or one spike is received when the rule a2 → a is
used), then the computation can continue and four symbols b4 and one symbol b2 are generated. At the same time, neuron
σ1 will accumulate 2+ 4 · 22 spikes.
This process can be repeated any number of times. Because the systemworks in the non-synchronizedmode, it is possible
that in neuron σ2 the 4 spikes received from neuron σ1 are not moved to neuron σout immediately and another 4 spikes or
one spike are received fromneuron σ1, thus the neuron σ2 is blocked. In thisway, neuron σ2 can never send a spike to neuron
σout . Therefore, the number of spikes contained in neuron σout becomes the form of 4l+ 1 eventually, which implies that in
neuron σout no rule is enabled by the number of spikes it contains. Hence, this ends the computation.
Consequently, the language {b24b2b224 b2 . . . b2n4 b2|n ≥ 1} can be generated by this system in the non-synchronized way
and the proof is completed. 
From Theorems 6 and 7, we can directly obtain the following result.
Corollary 1. REG ⊂ LλSNnsynP4(rule∗, cons∗, prod∗).
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Fig. 4. The structure of asynchronous SN P system from the proof of Theorem 8.
5.3. A characterization of recursively enumerable languages
As stated in Theorem 2, it is known that SN P systems can characterize recursively enumerable languages in the
synchronizedmodewhenusing extended rules. The synchronization is in general a powerful feature, useful in controlling the
work of a computing device. In [1], it has been proved that asynchronous SN P systems as number generators are equivalent
to register machines in the case of using extended rules. The following theorem shows that removing synchronization does
not decrease the computing power in the case of using extended rules when the systems are used as languages generators,
that is, recursively enumerable languages can be characterized by asynchronous SN P systems with extended rules.
Theorem 8. RE = LλSNe,nsynP∗(rule∗, con∗, prod∗).
Proof. We only have to prove the inclusion RE ⊆ LλSNnsynP∗(rule∗, con∗, prod∗). The proof follows the idea of the
construction in [1] for the similar universality result about computing numbers.
Let us take an arbitrary language L ∈ RE with L ⊆ V ∗ and V = {b1, b2, . . . , bs}. Then, the systemΠ shown in Fig. 4 can
generate the language Lwhen working in the non-synchronized manner.
Obviously, L ∈ RE if and only if vals(L) ∈ NRE. In turn, a set of numbers is recursively enumerable if and only if it can be
accepted by a deterministic register machine. The register machineM ′ corresponding to the subsystemM ′ in Fig. 4 is such
a register machine, i.e., N(M ′) = vals(L). The subsystemM corresponds to another register machineM . The role of register
machineM is to produce the number vals(x) and put it in the common register c1, for each x ∈ L. Once the register machine
M ′ is triggered, we pass to the phase of checking whether the number vals(x) stored in register c1 is accepted.
In what follows, we assume that the register machine M = (m,H, l0, lh, I) and the register machine M ′ =
(m′,H ′, l′0, l
′
h, I
′), whereH∩H ′ = ∅. For each register r ofM let tr be the number of instructions of the form li : (SUB(r), lj, lk),
i.e., all SUB instructions acting on register r (of course, if there is no such a SUB instruction, then tr = 0). Similarly,
we can define tr ′ as the number of instructions of the form l′i : (SUB(r ′), l′j, l′k) for the register machine M ′. Denote
T = 2 ·max{tr |1 ≤ r ≤ m} + 1, T ′ = 2 ·max{tr ′ |1 ≤ r ′ ≤ m′} + 1, and N = T + T ′. In all cases, i ∈ {1, 2, . . . , s}.
Before we start to show how the systemΠ works, it is worth noting that in constructing the systemwe use the fact that a
registermachine (in the generating or acceptingmode) can be simulated by an SNP systemworking in the non-synchronized
manner. As in the usual way of simulating a register machine by an SN P system, in the construction of register machineM
each register r is associatedwith a neuronσr , and each register r ′ is associatedwith a neuronσr ′ for registermachineM ′; also,
each label of the two registermachines is associatedwith a neuron. In this specific case, the value n of each register of r and r ′
is both represented by 3Nn spikes in neurons σr and σr ′ , respectively. It is also necessary tomention that, in order to produce
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Fig. 5.Module ADD (simulating li : (ADD(r), lj)).
the number vals(x) in the common neuron σc1 , the subsystem corresponding to register machine M needs to perform the
following operations: multiply the number stored in neuron σc1 by s + 1, then add the number from neuron σc0 (initially,
these two neurons are empty, which means that their corresponding registers both have number 0). Specifically, if neuron
σc0 holds 3Ni spikes and neuron σc1 holds 3Nn spikes, for some i ≥ 0, n ≥ 0, then we end this step with 3N(n(s+1)+ i+1)
spikes in neuron σc1 and no spike in neuron σc0 .
We now pass to illustrating how the systemΠ as shown in Fig. 4 works in the non-synchronizedmode. In the beginning,
only neuron σout contains spikes and a rule as → ai in the neuron is enabled by s spikes, non-deterministically choosing
the number i ∈ {1, 2, . . . , s}. Once this rule is applied, neurons σbk , k = 1, 2, . . . , 3N , will receive i spike, respectively. All
these neurons can get fired and they can apply their rules simultaneously or not, if these neurons do not fire at the same
time, then the other neurons in the systemwaits until all these neurons apply their rules. Hence, neuron σd1 will eventually
accumulate 3Ni spikes and this means that this neuron can get fired. Sometimes, neuron σd1 fires and sends spikes both to
neuron σc0 and to neuron σd2 . Therefore, the neuron σc0 now holds 3Ni spikes (representing the number i), and the system
waits until the rule a3Ni → a3N is applied in neuron σd2 . When this rule is used, 3N spikes are sent to neuron σl0 , thus
triggering the start of a computation in the subsystemM . The subsystemM corresponding to the register machineM starts
to work, multiplying the number of spikes contained in neuron σc1 by s + 1 and adding to it the number of spikes from
neuron σc0 . When this process halts, neuron σlh gets fired, and in this way 3N spikes are sent to neuron σd6 .
In neuron σd6 , two rules a
3N → a3N and a3N → a2N can be used, non-deterministically chosen. If neither of the two
rules is used immediately, then the system waits until one of them is applied. Sometime when the first rule is used, each
of the neurons σck , k = 1, 2, . . . , s, receives 3N spikes, thus, all these neurons can get fired. Under the non-synchronized
mode, these neurons can apply their rules simultaneously or not, but, neuron σout can get fired until it accumulates s spikes
in total, thus all these neurons should apply their rules. Therefore, we return to a configuration similar to the starting one
of the computation, so we can repeat this process and this means that the string can be continued. Note that neurons σd4
and σd5 also receive 3N spikes from neuron σd6 when the rule a
3N → a3N is used in neuron σd6 . These spikes should be
forgotten by using the rule a3N → λ in the two neurons before new spikes are received. Otherwise, the number of spikes
in each of the two neurons will be bigger than 3N , hence no rule can be used and they are blocked. This means that we can
never trigger the subsystemM ′, thus we cannot check whether the generated string is accepted by the register machineM ′,
which leads to a ‘‘wrong’’ simulation. If the second rule a3N → a2N is used in neuron σd6 , then 2N spikes are sent to neurons
σd4 and σd5 , respectively. Thus, neurons σd4 and σd5 can get fired, under the non-synchronized mode the two neurons may
get fired alternatively, but the neuron σd3 can get fired only after both neurons get fired. Once the rule a
3N → a3N is used in
neuron σd3 , 3N spikes are sent to neuron σl′0 immediately. In this way, neuron σl′0 gets fired, thus starting the simulation of
the register machineM ′. Hence, we pass to the second phase of the computation, of checking whether the produced string
is accepted. The computation stops if and only if vals(x) is accepted by M ′. Note also that neurons σck , k = 1, 2, . . . , s,
also receive 2N spikes when the rule a3N → a2N is used in neuron σd6 . Once the a3N → a2N is used in neuron σd6 , the
string is completely generated by this system, then we pass to the phase of checking whether this string can be accepted
by register machineM ′, thus we only need to use the neurons in the subsystemM ′ and the other neurons will not be used
again. Therefore, these spikes may be forgotten by the rule a2N → λ or just only stay there, which is not important.
From Fig. 4, it can be seen that we have simulated two register machines M and M ′, one used as a generator, the other
used as an acceptor, where each one is implemented as in [1]. In what follows, we show how the two register machines are
simulated by SN P systems working in the non-synchronized manner, using the common neuron σc1 , but without mixing
the computations. To this aim, we need to consider how to simulate their ADD and SUB instructions respectively, which are
given in Figs. 5–7.
The ADD instructions of register machineM and the ADD instructions of register machineM ′ are both simulated by the
module presented in Fig. 5. This simulation is easy, we just add 3N spikes to the respective neuron; no rule is needed in
the neuron, which can be seen from Fig. 5. The SUB instructions of register machines M and M ′ are simulated by modules
as shown in Figs. 6 and 7, respectively. Because the constructions are similar to those used in the proof of Theorem 1 from
[1], we do not enter into details here. However, it is worth noting that there are two differences between the SUB module
constructed in [1] and the SUB modules constructed here. In the SUB modules as shown in Figs. 6 and 7, we use the natural
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Fig. 6.Module SUB (simulating li : (SUB(r), lj, lk)) for machineM .
Fig. 7.Module SUB (simulating l′i : (SUB(r ′), l′j, l′k)) for machineM ′ .
number N instead of the number T which is used in the case of asynchronous SN P systems as number generators in [1]; and
we also use T+1 ≤ n′ ≤ T+ t ′r in the neuron σl′i of the SUBmodule presented in Fig. 7 instead of 1 ≤ n′ ≤ t ′r . The reader can
check that these new SUBmodules can still correctly simulate SUB instructions of register machinesM andM ′, respectively.
Since the register machinesM andM ′ have a common register c1, we also have to check the following two points:
(1) no rule for simulating an instruction (ADDor SUB instructions) ofM in the commonneuronσc1 can firewhenwe simulate
an instruction ofM ′ or vice versa.
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(2) the common neuron σc1 also sends 3N + n or 2N + n spikes to neuron σl′i,0 when simulating a SUB instruction of M
which decrements register c1. Therefore, we should check that these spikes accumulated in neuron σl′i,0 will not lead to
‘‘wrong’’ simulations of the SUB instructions acting on register c1 ofM ′.
For the first point, because no rule is needed in the neuron associatedwith a register when simulating an ADD instruction
of M or M ′, we only need to consider the case of the simulations of SUB instructions of the two register machines. To this
aim, we use the rule a3N → a3N−n in neuron σli for a SUB instruction li : (SUB(r), lj, lk) of M and the rule a3N → a3N−n′
in neuron σl′i for a SUB instruction li′ : (SUB(r ′), lj′ , lk′) of M ′. Because 1 ≤ n ≤ tr and T + 1 ≤ n′ ≤ T + tr ′ , the number
3N−n never equals the number 3N−n′ for each register r of registermachineM and each register r ′ of registermachineM ′.
Therefore, in the common neuron σc1 , when the rule a
3N−n(a3N)+/a6N−n → a3N+n gets fired to simulate a SUB instruction of
M , the other rules in this neuron cannot get fired (the rule a3N−n′(a3N)+/a6N−n′ → a3N+n′ for simulating a SUB instruction
ofM ′ can get fired only when the rule a3N → a3N−n′ is used in neuron σl′i ).
Let us now consider the second point. Once neuron σl′i,0 receives 3N + n or 2N + n spikes from the common neuron σc1 ,
because 2N < 3N + n < 4N and 2N < 2N + n < 4N , these spikes can be forgotten by the rule aq → λ, 2N < q < 4N , in
the neuron. Under the non-synchronized mode, these spikes may wait until starting a simulation of a SUB instruction ofM ′
which decrements the register c1. Then, neuron σl′i will send 3N − n′ spikes to neuron σl′i,0 , thus the number of spikes in this
neuron becomes 6N + n− n′ or 5N + n− n′. Because 1 ≤ n ≤ tr and T + 1 ≤ n′ ≤ T + tr ′ , we always have n 6= n′. Hence,
6N+n−n′ and 5N+n−n′ will not be equal to 5T or 6T but bigger than 4T , the neuron σl′i,0 is blocked and the computation
cannot continue, which means that this is a wrong simulation. Therefore, the 3N + n and 2N + n spikes should be forgotten
before receiving 3N− n′ spikes. In this way, these spikes cannot interfere with the simulations of the SUB instructions ofM ′
which decrement the common register c1.
Because we do not know whether lj, lk, l′j and l
′
k are labels of ADD or SUB instructions, in the SUB module of register
machine M we have written the rule from neuron σlj in the form a
3N → aδ(lj), and the rule from neuron σlk in the form
a3N → aδ(lk) (for the SUB module of register machineM ′, we have used a3N → aδ(l′j) and a3N → aδ(l′k), respectively). That is
why we use the function δ which is defined on H ∪ H ′ as follows:
δ(l) =

3N, if l is the label of an ADD instruction of register
machineM orM ′, or l is the halting label ofM;
3N − n, if l is the label of the nth SUB instruction
dealing with a register r ofM , 1 ≤ n ≤ tr ;
3N − n′, if l is the label of the (n′ − T )th SUB instruction
dealing with a register r ′ ofM ′, T + 1 ≤ n′ ≤ T + tr ′ .
With these explanations, and following the description of ADD and SUB modules from [1], the reader can check that an
arbitrary language L ⊆ V ∗, L ∈ RE, can be generated by the system Π when it works in the non-synchronized manner,
which completes the proof. 
6. Conclusions and remarks
In this paper, we have investigated the languages generated by asynchronous SN P systems. Characterizations of finite
languages and recursively enumerable languages are obtained by asynchronous spiking neural P systems with extended
rules. The relationships of the languages generated by asynchronous SN P systems with regular and non-semilinear
languages are also investigated. There still remain some open problems. For example, how can we give a characterization of
regular languages by asynchronous SN P systems? Can recursively enumerable languages be characterized by asynchronous
SN P systems with standard rules?
Asmentioned in the introduction, the synchronization is in general a powerful feature, useful in controlling thework of a
computing device. But both from amathematical point of view and from a neuron-biological point of view it is rather natural
to consider non-synchronized systems, where the use of rules is not obligatory. It is required revisiting other variants of SN
P systems such as axon P systems, and check what is new when the synchronization is removed.
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