This paper is split into three parts. In part I, we microscopically derive GinzburgLandau (GL) theory from BCS theory for translation-invariant systems in which multiple types of superconductivity may coexist. Our motivation are unconventional superconductors. We allow the ground state of the effective gap operator K Tc + V to be n-fold degenerate and the resulting GL energy then couples n order parameters.
would be special cases of more elaborate results from [15] (e.g. the semiclassical analysis of [15] reduces to an ordinary Taylor expansion, see Proposition 4.5). We do this (a) to obtain optimal error bounds and (b) to hopefully make the emergence of GL theory more transparent in our technically simpler situation.
BCS Theory
We consider a gas of fermions in R D with 1 ≤ D ≤ 3 at temperature T > 0 and chemical potential µ ∈ R, interacting via the two-body potential V (x). We assume that V (x) = V (−x) is reflection symmetric (we will see momentarily that this holds without loss of generality anyway). We do not consider external fields, so the system is translation-invariant. A BCS state Γ can then be conveniently represented as a 2 × 2 matrix-valued Fourier multiplier on L 2 (R 3 ) ⊕ L 2 (R 3 ) of the form
for all p ∈ R D . Here, γ(p) denotes the Fourier transform of the one particle-density matrix and α(p) the Fourier transform of the Cooper pair wave function. We require α(p) = α(−p) and 0 ≤ Γ(p) ≤ 1 as a matrix, which is equivalent to 0 ≤ γ(p) ≤ 1 and | α(p)| 2 ≤ γ(p)(1 − γ(p)). The BCS free energy per unit volume reads, in suitable units
where the entropy per unit volume is given by
Tr C 2 Γ(p) log Γ(p) dp.
Remark 1.1 (BCS states). (i) In general [4, 15] , SU (2)-invariant BCS states are represented as 2 × 2 block operators Γ = γ α α 1 − γ where γ, α are operators on L 2 (R D ) with kernel functions γ(x, y) and α(x, y) in L 2 (R D ) ⊕ L 2 (R D ). Since 0 ≤ Γ ≤ 1 is Hermitian, γ(x, y) = γ(y, x) and α(x, y) = α(y, x). In the translation-invariant case considered here, these kernel functions are assumed to be of the form γ(x−y) and α(x−y). Since convolution by γ, α becomes multiplication in Fourier space, we can equivalently describe the BCS state by its Fourier transform Γ defined in (1) above. In the translation-invariant case, the symmetries of γ, α turn into the relation γ(x) = γ(−x) and α(x) = α(−x) or equivalently γ(p) = γ(p) and α(p) = α(−p). (Note that α(x) = α(−x) implies that the assumption that V is reflection-symmetric holds without loss of generality as anticipated above.) Finally, since we are interested in states with minimal free energy, we may also assume γ(p) = γ(−p)
and this was already used on the bottom right element in (1) . To see this, let Γ be a BCS state not satisfying (4) , set Γ r (p) := Γ(−p) and observe that
by strict concavity of the entropy and reflection symmetry of all terms in F BCS T .
(ii) Note that α(x, y) = α(y, x) means that the Cooper pair wave function is symmetric in its arguments. To obtain a fermionic wave function, we would eventually tensor α with an antisymmetric spin singlet. 1 Since α is reflection-symmetric in the translation-invariant case, α must be of even angular momentum if V is radial.
(iii) For more background on the BCS functional, in particular a heuristic derivation from the many-body quantum Hamiltonian in which one restricts to quasi-free states, assumes SU (2)-invariance and drops the direct and exchange terms, see [30] or the appendix in [21] . Recently, [7] justified the last step for translationinvariant systems by proving that dropping the direct and exchange terms only leads to a renormalization of the chemical potential µ, for a class of short-ranged potentials.
We make the following technical assumption on the interaction potential. This implies that V is infinitesimally form-bounded with respect to the Laplacian. We quote a result of [21] , which provides the foundation for studying the variational problem associated with F BCS T . Define D := Γ of the form (1) :
with H 1 sym (R D ) = α ∈ H 1 (R D ) : α(x) = α(−x) a.e. . Proposition 1.3 (Prop. 2 in [21] ). Under Assumption 1.2 on V , the BCS free energy (2) is bounded below on D and attains its minimum.
The physical interpretation rests on the following Definition 1.4 (Superconductivity). The system described by F BCS T is superconducting (or superfluid, depending on the context) iff any minimizer Γ of F BCS T has off-diagonal entry α ≡ 0.
It was shown in [21] that the question whether the system is superconducting can be reduced to the following linear criterion, which we will use heavily. Proposition 1.5 (Theorems 1 and 2 in [21] ). Define the operator
as a Fourier multiplier and consider
Then:
1 The restriction comes from assuming SU (2)-invariance of the BCS free energy in its heuristic derivation [30, 21] . This means the Cooper pair wave function must be a spin singlet and so the spatial wavefunction must be symmetric. Note that this excludes systems, e.g. superfluid Helium-3, which display a p-wave order parameter and triplet pairing. 2 In [21] , the results are proved for D = 3 and without the restriction to the reflection-symmetric subspace of L 2 (R D ), but it was already observed in [15] that the statement holds as stated here.
(i) the system is superconducting in the sense of Definition 1.4 iff K T + V has at least one negative eigenvalue.
(ii) there exists a unique critical temperature 0 ≤ T c < ∞ such that
inf spec(K T + V ) < 0, ∀T < T c .
T c is unique because the quadratic form associated with K T is monotone in T . In a nutshell, the reason why the operator K T + V appears, is that it is the Hessian of the map φ → F BCS T Γ 0 + 0 φ φ 0 at φ = 0 with Γ 0 the normal state of the system, see (11) , and naturally, the positivity of the Hessian is related to minimality. For the details, we refer to [21] . In the following, we make Assumption 1.6. V is such that T c > 0.
By Theorem 3 in [21] , V ≤ 0 and V ≡ 0 implies T c > 0 in D = 3 and this result is stable under addition of a small positive part. Definition 1.7 (Ground-state degeneracy). We set n := dim ker(K Tc + V )
Remark 1.8. (i) By Weyl's theorem on the invariance of the essential spectrum, zero is an isolated eigenvalue of K Tc + V of finite multiplicity and therefore n < ∞.
(ii) A sufficient condition for n = 1 is that V ≤ 0 and V ≡ 0 [14, 23] .
(iii) The Perron-Frobenius theorem says that the Schrödinger operator −∇ 2 + V has a unique ground state if V satisfies some very mild integrability assumptions (see e.g. Theorem 11.8 in [31] ). That is, the analogue of n > 1 never holds for Schrödinger operators. One may therefore wonder if n > 1 ever holds. In part III, we present a class of radial potentials such that for open intervals of parameter values, we have n > 1. In fact, one can tune V such that ker(K Tc + V ) lies in an arbitrary angular momentum sector.
Ginzburg-Landau Theory with Multiple Order Parameters
In GL theory, one aims to find "order parameters" that minimize the GL energy. The minimizers then describe the macroscopic density of superconducting material, up to spontaneous symmetry breaking. In our case, translation-invariance implies that theconclude: If T > T c and Γ satisfies
as T → T c . Here λ min > 0 is a system-dependent parameter, namely the minimum eigenvalue of the strictly positive definite matrix defined on C n by the d ij from (16) . (To prove (20) , use (19) with the appropriate sign-flip and drop the quartic term. The representation (19) also shows that the matrix defined by d ij is strictly positive definite.) This shows that for T > T c , BCS states close to the normal state have small GL order parameters, as one would expect.
We note that writing min E GL in the above theorem is justified because Proposition 1.11. The microscopically derived GL energy satisfies inf C n E GL > −∞. Moreover, the infimum is attained.
2 Part II: Some Examples
Motivation from Unconventional Superconductors
By definition, unconventional superconductors are materials in which the electrons still interact via an effective attractive interaction, but the underlying mechanism is not the one considered by BCS. Identifying such mechanisms is a major open problems in condensed matter physics. A common feature of many unconventional superconductors is that the Cooper pair wave function has some d-wave symmetry, in contrast to the pure s-wave symmetry of conventional superconductors. More precisely, phase-sensitive experiments using Josephson junctions have found d x 2 −y 2 -wave or mixed (s + d x 2 −y 2 )-wave order parameters [45, 27, 41, 40, 28] . (For a mathematical definition of s-and d-waves see (24) and (25) .) In the theoretical physics literature, multi-component Ginzburg-Landau theories (typically GL2 theories) are the main method of studying unconventional superconductors [25, 42, 38, 6, 35, 46, 47, 43] , see also the recent result [32] in which Gorkov's argument is extended to arbitrary degeneracy. A very common example is a GL2 with (s + d x 2 −y 2 )-wave order parameter; this case has even been studied mathematically in [12, 26] . Before they are analyzed, these GL theories are produced from a microscopic model following Gorkov's procedure. The point of this is that in this way 1. one can directly associate each macroscopic order parameters with the amplitude of a certain symmetry type of Cooper pair wave function, giving the GL theory clear microscopic content.
2. one has explicit formulae for computing the GL coefficients as integrals over microscopic quantities.
We explain the first point in some detail, because it is a corollary of statement (ii) in Theorem 1.9. Given an orthonormal basis {a 1 , . . . , a n } of ker(K Tc + V ), (ii) says that, near the critical temperature, the Cooper pair wave function α of a BCS state of almost minimal free energy (i.e. the Cooper pair wave function realized by the physical system) is approximately given by a linear combination of the {a 1 , . . . , a n }
where the "amplitudes" ψ 1 , . . . , ψ n almost minimize the corresponding GL energy. Thus, if we can classify the minimizers of the microscopically derived GLn theory, we understand which Cooper pair wave functions α can occur in the physical system in configurations of almost minimal free energy. While the papers cited above provide important insight about the symmetry of the order parameter, typically near a vortex core, they are restricted in that the GL theories are obtained using the formal Gorkov procedure and that almost exclusively GL2 theories are studied. Our Theorem 1.9 provides a rigorous microscopic derivation of a GLn with n arbitrary starting from an appropriate BCS theory. In part II, we study some examples of microscopically derived GLn theories.
Informal Discussion of Results
In part II of this paper, we compute the GLn that arises from BCS theory according to Theorem 1.9 for several special cases. Throughout, V is assumed to be spherically symmetric and D is either two or three. For each situation, we make some simple observations about the minimizers of the GL energy and give a physical interpretation.
(i) let D = 3. Assume the Cooper pair wave function is a linear combination of the five linearly independent d-waves with a given radial part. Theorem 2.1 explicitly computes the microscopically derived GL5 energy and gives a full description of all its minimizers. Surprisingly, the GL5 energy in three dimensions exhibits the emergent symmetry group O(5), see Corollary 2.3 (i), which is considerably larger than the original O(3) symmetry group coming from the spherical symmetry and reflection symmetry of V .
(ii) let D = 2. Assume the Cooper pair wave function is a linear combination of the two linearly independent d-waves with a given radial part. Theorem 2.5 explicitly computes the microscopically derived GL2 energy and gives a full description of all its minimizers. We find that the (d x 2 −y 2 , d xy ) order parameter must be of the form (ψ, ±iψ) with |ψ| minimizing an apporpiate GL1. In particular, the minimizers of this GL2 form a double cover of the minimizer of a GL1.
(iii) let D = 3. 4 Assume the Cooper pair wave function is a linear combination of the five linearly independent d-waves with a given radial part and the s-wave with another given radial part. Theorem 2.7 explicitly computes the microscopically derived GL6 energy. It also gives a simple characterization of the parameter values for which the pure d-wave minimum is always unstable under s-wave perturbations and of the parameter values for which, vice-versa, the pure s-wave minimum is unstable under d-wave perturbations. As a consequence, we give parameter values for which s-and d-waves must couple non-trivially to be energy-minimizing.
We briefly discuss the physical applicability of our results.
• Many known unconventional superconductors are layered cuprates possessing a tetragonal symmetry. Note that assuming spherical symmetry means assuming that all d-waves are energetically equal. Hence, the most realistic of our examples from above is the two-dimensional situation of Theorem 2.5 which describes threedimensional systems with cylindrical symmetry, though its applicability is limited through the assumption that the d x 2 −y 2 -and d xy -waves are energetically equal. Theorems 2.1 and 1.9, while displaying some mathematically interesting behavior as described above, are only pertinent to hypothetical three-dimensional, isotropic d-wave superconductors.
• Unconventional superconductors are believed to be strongly interacting systems, with a normal state that is not a usual Fermi liquid [37] , [2] . Thus, while there should be an attractive interaction among electrons, it is no longer clear that the heuristic derivation of the BCS theory from which we start applies. However, we derive GL theory close to the critical temperature where also an unconventional superconductor should be in a state that is close to the normal state of a free Fermi gas. Put differently, the electron-electron attraction energy should be small near T c because there are few electrons that attract.
Angular Momentum Sectors
In order to explicitly compute the GL coefficients given by formulae (15) , (16) , we make some assumptions on the potential V . First and foremost, we assume that V is radially symmetric. We can then decompose L 2 (R 3 ) into angular momentum sectors. We review here some basic facts about these and establish notation. For the spherical harmonics, we use the definition
where P m l is the associated Legendre function, which we define with a factor of (−1) m relative to the Legendre polynomial P m . While we will use the Y m l in the proofs, it will be convenient to state the results in the basis of real-valued spherical harmonics defined by
We let S l = span{Y m l } m=−l,...,l = span{Y l,m } m=−l,...,l and define
We employ the usual physics terminology
Note that H 0 is just the set of spherically symmetric functions and Y 2,2 ∝ 
Denoting |x| ≡ r, the Laplacian in 3-dimensional polar coordinates reads
where ∇ 2 rad = r −2 ∂ r (r 2 ∂ r ) and −∇ 2 S 2 is the Laplace-Beltrami operator, which acts on spherical harmonics by
Since K T commutes with the Laplacian and V clearly leaves the decomposition (26) invariant, we observe that the eigenstates of K T + V can be labeled by l (in physics terminology, l is a "good quantum number"). To make contact with unconventional superconductors, we will suppose we are in either of the two cases:
Here ρ 0 , ρ 2 ∈ L 2 (R + ; r 2 dr) are radial functions. They are determined as the ground states of an appropriate l-dependent operator acting on radial functions. We emphasize that we assume that these radial ground states are non-degenerate. This assumption is satisfied for the examples we give in part III, but may not be satisfied in general.
Results

The Pure d-Wave Case in Three Dimensions
Theorem 2.1 (Pure d-wave case, 3D). Let D = 3. Let V be such that Theorem 1.9 applies and such that ker(
Let {a 2,m } m=−2,...,2 be an orthonormal basis of the kernel such that
for an appropriate ∈ L 2 (R + ; k 2 dk). 5 Let ψ m denote the Ginzburg-Landau order parameter corresponding to a 2,m . Then:
(i) The GL energy that arises from BCS theory as described in Theorem 1.9 reads
where τ := 7πd 5c and
Here, we introduced the positive and radially symmetric functions
abusing notation for K T . See (14) for the definition of g 1 .
(ii) We have min E GL d-wave = − 5c 14π τ 2 . The set of minimizers is (ii) Statement (ii) follows directly from (29) .
(iii) It is instructive to compare E GL d-wave with the GL energy (9) in the non-degenerate case which reads
with c, d > 0. We see that the right-hand side of (29) is a higher-dimensional analogue of the mexican-hat shape described by (33) .
We discuss what symmetry of E GL one can expect. In general, SO(3) acts on spherical harmonics by pre-composition, i.e. for g ∈ SO(3) and ω ∈ S 2 ,
where A g ∈ O(2l + 1) is the analogue of the well-known Wigner d-matrix for real spherical harmonics [3] . By changing the angular integration variable in (15) and (16) from gω to ω, it is easy to see that
where we introduced ψ = (ψ −2 , . . . , ψ 2 ). Since Y l,m is reflection-symmetric for even l, we can extend the action to all of O(3) and retain the invariance of E GL . This shows that we can expect E GL to have symmetry group O(3). However:
Corollary 2.3. In the situation of Theorem 2.1: Proof. We use real coordinates, because they also provide an interesting change in perspective. Writing ψ = x + i y with x, y ∈ R 5 , the GL energy becomes
This is clearly invariant under the O(5)-action x + i y → R x + iR y. We can rewrite the set of minimizers as
W.l.o.g. set τ /2 = 1, so that M d-wave is just the set of pairs of orthonormal R 5 -vectors. To see that the O(5)-action is transitive, consider the orbit of (e 1 , e 2 ) ∈ M d-wave , namely {(Re 1 , Re 2 ) : R ∈ O(5)}. Since any two orthonormal vectors can appear as the first two columns of an orthogonal matrix, we have transitivity. To see that the action is faithful, note that for any two distinct R, S ∈ O(5), there exists e i such that Re i = Se i . For (ii), we employ the implicit function theorem and observe that the Jacobian associated with the functions x 2 , y 2 , x· y from (36) has rank 3. Finally, (iii) is immediate from (32).
The Pure d-Wave Case in Two Dimensions
Note that the two-dimensional analogue of the space S l , namely the homogeneous polynomials of order l on S 1 , is spanned by cos(lϕ) and sin(lϕ). Thus assumption (37) below is the two-dimensional analogue of the assumption ker(K Tc + V ) = span{ρ 2 } ⊗ S 2 in Theorem 1.9 above. Theorem 2.5 (Pure d-wave case, 2D). Let D = 2. Let V be such that Theorem 1.9 applies and such that ker(K Tc + V ) = span{a xy , a x 2 −y 2 } with
for an appropriate, normalized 0 ≡ ∈ L 2 (R + , kdk). Let ψ x 2 −y 2 and ψ xy denote the corresponding GL order parameters. 7 Then:
6 Recall also that A g from above is in O (5), so that the O(3)-symmetry is really contained in the O(5)-symmetry. 7 In two dimensions, cosine is the d x 2 −y 2 -wave and sine is the d xy -wave.
where c, d are defined in the same way as in Theorem 2.1 with
2c . The set of minimizers is
Remark 2.6. (i) Statement (i) directly implies the first equality in (39) and the second equality is elementary. Note that the result can be conveniently stated in terms of the complex-valued spherical harmonics as well.
(ii) From the second equation in (39), we see that the minimizers of the GL2 for a pure d-wave superconductor in two dimensions (in the cosine, sine basis) form a double cover of the minimizers of the usual "mexican-hat" GL1.
(iii) A similar result holds for any pure angular momentum sector in two dimensions.
The Mixed (s + d)-Wave Case
We write [z] for the real part of a complex number z.
Let V be such that Theorem 1.9 applies and such that ker(
As an orthonormal basis, take a 2,m as in Theorem 2.1 and
Let ψ m , (m = −2, . . . , 2) and ψ s denote the GL order parameters corresponding to the respective basis functions. Then:
(i) The microscopically derived GL energy reads
where
c (4s) , and
(43) The coefficients c, d are given by (30) . Moreover, for m = 1, 2, 4, we introduced
with f 2 , f 4 as in (31) and
(ii) The following are equivalent:
• dc (2s) < 5 7 cd (2s) , • for all sufficiently small ε > 0, and for any minimizer (ψ −2 , . . . , ψ 2 ) of E GL d-wave , there exists ψ s with |ψ s | = ε such that
(iii) The following are equivalent:
• for all sufficiently small ε > 0, and for any minimizer ψ s of E GL s-wave , there exists (ψ −2 , . . . , ψ 2 ) with |ψ m | < ε for m = −2, . . . , 2 such that
We see that E GL (s + d)-wave yields a much richer GL theory than E GL d-wave . Especially the terms which depend on the relative phases of several GL order parameters make this a rather challenging minimization problem. Accordingly, we no longer have an explicit characterization of the set of minimizers. However, using (ii) and (iii) above, we immediately obtain Corollary 2.8 (Non-trivial coupling of s-and d-waves). In the situation of Theorem 2.7 suppose that dc (2s) < (ii) Using the same method and the two-dimensional analogues of all quantities above, one can also compute the GL3 that arises for a two-dimensional isotropic (s + d)-wave superconductor (effectively a three-dimensional superconductor with cylindrical symmetry). It reads
(48) Its complexity lies somewhere between the GL theories in Theorems 2.5 and 2.7. Setting ψ xy = 0 (that is, we forbid the d xy channel ad hoc), we obtain the GL2
Compare this with E GL d-wave,2D from Theorem 2.5. While one cannot complete the square because the coefficients differ in a way that depends on the microscopic details, notice that the only phase-dependent term is of the form
with c (2s) > 0. It is then clear that for minimizers, the d x 2 −y 2 -and s-wave order parameters must have a relative phase of ±i.
Part III: Radial Potentials with Ground States of Arbitrary Angular Momentum
In this part, D = 3 and µ > 0. Recall that
and the operator K T is multiplication by the function K T (p) in Fourier space. Note that the µ-dependence is suppressed. We consider the following family of δ-potentials.
The following theorem says that, given a non-negative integer l 0 , we can choose parameter values for µ, λ, R from appropriate open intervals such that the zero-energy ground state sector of K Tc +V λ,R lies entirely within the angular momentum sector H l 0 . open interval I ⊂ R + and λ * > 0 such that for all µ ∈ I and all λ ∈ (0, λ * ) there exists 8 T c > 0 such that
Explicitly, the (non-normalized) radial part is
(ii) For every R > 0, there exists T * > 0 such that for all T c < T * , there exist µ, λ > 0 such that
with ρ 0 , ρ 2 as in (56).
The parameter R can be removed by scaling. In statement (i), for µ ∈ I and λ ∈ (0, λ * ), T c is given as the unique solution to the implicit relation
(ii) The fact that statement (i) holds for open intervals of µ and λ-values is to be interpreted as saying that the occurrence of degenerate ground states for K Tc +V λ,R is "not un-generic". This may be surprising at first sight, because if one replaces K T + V by the Schrödinger operator −∇ 2 + V , the Perron-Frobenius Theorem (see e.g. [31] ) implies that the ground state is always simple.
(iii) It is interesting to compare Theorem 3.2 with Theorem 2.2 from [14] which characterizes the critical temperature in the weak-coupling limit λ → 0 through an effective Hilbert-Schmidt operator V µ acting only on L 2 of the Fermi sphere. For radial potentials, [14] shows that ker(K Tc + V ) ⊂ H l 0 for all sufficiently small λ iff l 0 is the unique minimizer of
where j l is the spherical Bessel function of the first kind. While our proof here will be independent of [14] , one can take V = V λ,R in (61) to see that the key fact needed to prove ker(K Tc + V ) ⊂ H l 0 is that there is a radius |x| at which
This is the content of Theorem A.1.
, so there is nothing special about even functions in (i). This is not the case for statement (ii): From the monotone relationship between λ and the ground state energy E established by Lemma 6.1 (122), one can see the failure of (ii) when odd functions are allowed, for small enough T , from Figure 1 . (By the same token, one can see why (ii) does not generalize to arbitrary pairs (l 0 , l 0 + 2) with l 0 even.)
It is clear that Theorem 3.2 allows to pick parameters such that the ground state sector for K Tc + V lies in the correct angular momentum sectors assumed by Theorems 2.1 and 2.7. Since the δ-potentials V λ,R do not satisfy Assumption 1.2, we cannot immediately apply Theorem 1.9 to get that the microscopic derivation of GL theory for V = V λ,R . For this reason we explicitly note Proposition 3.4. The conclusion of Theorem 1.9 also holds for the potentials V λ,R .
Proofs for Part I 4.1 Tools
We reprove some statements that would follow from analogous results in [15] . We do this because the proofs greatly simplify in the translation-invariant case, which perhaps makes it easier to see the emergence of GL theory. All integrals are over R D unless specified otherwise.
Relative Entropy Identity
We introduce the family of operators
Here ∆ is an even function on R D and we have introduced
the energy of a single unpaired electron of momentum p. Note that the choice ∆ ≡ 0 in (62) indeed yields the normal state Γ 0 .
Recall that Γ is a BCS state iff 0 ≤ Γ ≤ 1 and Γ is of the form (1).
Proposition 4.1. Γ ∆ defined by (62) is a BCS state and
Proof. It is obvious from (62) that 0 ≤ Γ ∆ (p) ≤ 1. Since ( H ∆ ) 2 = E 2 ∆ I 2 and since tanh(x)/x only depends on x 2 , it follows that
which yields (64) and (65).
We now give an identity which rewrites the difference F BCS T (Γ)−F BCS T (Γ 0 ) in terms of more manageable quantities involving Γ ∆ , one of them is the relative entropy. 9 Proposition 4.2 (Relative Entropy Identity, [15] ). Let Γ be an admissible BCS state and
Proof. This is a computation, see [15] or [16] .
Hilbert-Schmidt Lower Bound on the Relative Entropy
The following result without the second "bonus" term on the right-hand side first appeared in [22] , the improved version is due to [15] .
Proof. By the identity (5.7) in [15] and Klein's inequality for 2 × 2 matrices, (69) even holds pointwise in p. 9 For the sake of comparability with [15] , note that in the translation-invariant case the L 2 -trace per unit volume of a locally trace-class operator (which they denote by Tr) is just the integral of its Fourier transform and so
Tr
[Γ] dp.
Regularity of Eigenfunctions
We quote a regularity result for the translation-invariant operator from [15] .
and t ∈ L q (R D ) with q = ∞ for D = 1, 2 < q < ∞ for D = 2 and q = 6 for D = 3.
"Semiclassics"
As mentioned in the introduction, in the translation-invariant case the elaborate semiclassical analysis of [15] reduces to an ordinary Taylor expansion in the temperature.
Recall the definitions of g 0 , g 1 in (14).
Let Γ ∆ be given by (62) with
(71) where
. This may be compared to Theorems 2 and 3 in [15] . Before we prove Proposition 4.5, we present a corollary that one obtains by combining Proposition 4.5 with the relative entropy identity (67) for the special choice ∆ = 2h V a with a ∈ ker(K Tc + V ). We emphasize that this is the place where the effective gap operator appears in the analysis. The choice a ∈ ker(K Tc + V ) ensures that there are no O(h 2 ) terms in the expansion for
Corollary 4.6. Let ∆ = 2h V a for some a ∈ ker(K Tc + V ). Then, as h → 0,
where E 2 is given by (72) with t(p) = 2 V a.
Proof of Corollary 4.6. First, note that t = 2 V a has all the regularity properties needed to apply (i), thanks to Proposition 4.4. We invoke the relative entropy identity (67) and use Proposition 4.5 to find
(75) with E 1 , E 2 defined by (72) with t = 2 V a. Observe that
By Plancherel and the eigenvalue equation (K Tc + V )a = 0, (75) becomes
Thus, it remains to show
To see this, recall that V is form-bounded with respect to −∇ 2 , so it suffices to prove that
. Using the eigenvalue equation and (76),
and so (77) follows from Proposition 4.5 (ii).
We come to the Proof of Proposition 4.5. Proof of (i) We have
Since Tr C 2 H ∆ (p) = 0, since x → cosh x is an even function and since H ∆ (p) 2 = E ∆ (p) 2 I 2 , we find
This and a similar computation for ∆ = 0 show that − T 2 Tr C 2 log 1 + e − H ∆ /T − log 1 + e − H 0 /T dp = −T (log cosh(E ∆ /(2T )) − log cosh(h/(2T ))) dp.
We denote the function in (78) by
where we wrote E(h 2 ) for E ∆ and T (h 2 ) = T c (1 − h 2 ). Note that E = |t| 2 /(2E) and recall the definition (14) of g 0 and g 1 . By an easy computation
With this, we can expand (78) as follows
c dp
It remains to check that the O(h 6 ) term is indeed finite. Using the Lagrange remainder in Taylor's formula, it suffices to show sup 0<δ<h 2 1 3! |f (δ)| dp < ∞.
We will control this quantity in terms of appropriate integrals over t which are finite by our assumptions on t. We introduce the function
By a straightforward computation
Note that, for h 2 small enough, T c /2 ≤ T (δ) ≤ 2T c for all 0 < δ < h 2 . Using this and the fact that cosh −2 (z) and g 2 (z) are monotone decreasing for z > 0, we can estimate sup 0<δ<h 2 1 3! |f (δ)| dp
+ C 2 |t| 4 g 2 (h/(2T c )) dp (84)
2 dp.
Here C 1 , C 2 , C 3 denote constants which depend on D, T c and may change from line to line in the following. For definiteness, assume D = 3. The arguments for D = 1, 2 are similar. Since g 2 (z) is a bounded function that decays exponentially for large z, we can use Cauchy-Schwarz and the fact that h(p) ∼ C p 2 for large p to conclude C 2 |t| 4 g 2 (h/(2T c )) dp ≤ C 2 |t| 6 + p −2 |t| 2 dp and the right-hand side is finite by Proposition 4.4. Using that E(δ) 2 = h 2 + δ|t| 2 ≤ h 2 + |t| 2 for small enough h, the same argument applies to the C 3 term in (84). The C 1 term in (84) contains a factor E(δ) −2 which looks troubling because, as δ → 0, it is of the form h −2 and thus singular on the sphere {p 2 = µ} if µ > 0. For the radial integration, this singularity would not be integrable (and we have not even considered the factor |t| 6 yet). However, the singularity is canceled by the factor 3g 1 (z)/z − g 2 (z) with z = E(δ)/T (δ) in (84). To see this, recall the definition (14) of g 1 and (82) of g 2 and observe that g 1 (z)/z and g 2 (z) are both even functions. Using the power series representation for cosh −2 and tanh, it is elementary to check that in the expansion of 3g 1 (z)/z − g 2 (z) the coefficients of order z −2 and z 0 vanish and so the lowest non-vanishing order is z 2 . Therefore, the singularity is removed and since g 1 (z)/z and g 2 are bounded, we get
Since |t| 6 dp < ∞ by our assumption on t, the C 1 term in (84) is finite and we have proved (81). Proof of (ii) From (65) we have
where we introduced the function
Recall that g 0 = −g 1 . Using this and the fact that for h 2 small enough, T c /2 ≤ T (δ) ≤ 2T c for all 0 < δ < h 2 , Taylor's theorem with Lagrange remainder yields
Note that g 0 (z) and g 1 (z)/z are monotone decreasing and so
where in the second step we used that E(δ) = h 2 + δ|t| 2 ≤ h 2 + |t| 2 for small enough h and in the third step we used g 0 (z) ≤ C z −1 as well as g 1 (z)/z ≤ C z −3 . Assume D = 3 for definiteness. We can bound (85) as follows
where the last equality holds by the assumption on t. This proves (ii).
Proof of Theorem 1.9
We follow the strategy in [15] . That is, to obtain Theorem 1.9 (i), we separately prove an upper and a lower bound on the left-hand side in (13) . The upper bound follows by choosing an appropriate trial state Γ ∆ and using the semiclassical expansion of the BCS free energy in the form of Corollary 4.6. For the lower bound, we show that the chosen trial states Γ ∆ indeed describe any approximate minimizer Γ to lowest order in h (this is precisely statement (ii) in Theorem 1.9) and conclude by using the semiclassical expansion once again.
Upper Bound
Recall the definition of h in (70). In this section we prove
where the multi-component Ginzburg-Landau energy E GL is of the form (10) and its coefficients are given by (15) , (16) . To prove (87), we use the trial state Γ ∆ defined by (62) with the choice
for any vector (ψ 1 , . . . , ψ n ) ∈ C n minimizing E GL (recall that minimizers exist by Proposition 1.11). Recall that a 1 , . . . , a n denotes an orthonormal basis of ker(K Tc + V ) and so a := j ψ j a j ∈ ker(K Tc + V ). Therefore (87) follows from Corollary 4.6 and the fact that evaluating E 2 defined by (72) for
gives (19) , that is, E GL (ψ 1 , . . . , ψ n ).
Lower Bound: Part A
Following [15] , we will prove the lower bound in (13) in conjunction with statement (ii) about approximate minimizers. We consider any BCS state Γ satisfying
Note that we may restrict to such Γ when minimizing F BCS T thanks to the upper bound (87) and that (89) still includes the approximate minimizers considered in (ii). In Part A, we prove Proposition 4.7, which says that the off-diagonal element α of such a Γ will be close to h ψ j a j where ψ 1 , . . . , ψ n ∈ C are O(1) as h → ∞. In Part B, we will use this to get
for ∆ of the form (88) and hence
Since we know F BCS
. . , ψ n ) + O(h 6 ) from Corollary 4.6, this will imply both the lower bound in (13) and statement (ii) about approximate minimizers.
In the remainder of this section, we will prove:
Proposition 4.7. Suppose Γ satisfies (89) and let P denote the orthogonal projection onto ker(K Tc + V ) and let P ⊥ = 1 − P . Then, P α 2 = O(h) and P ⊥ α 2 = O(h 2 ).
We define ψ j := h −1 α, a j and can thus write
Note that orthonormality of the {a j } j implies P α 2 2 = h 2 j |ψ j | 2 . Since all norms on C n are equivalent, the claim P α 2 = O(h) is equivalent to |ψ| ∞ = O(1) where
Here is a quick outline of the proof of Proposition 4.7: Following [15] , we rewrite
by invoking the relative entropy identity (67). Then, we use Lemma 4.3 to bound the relative entropy H(Γ, Γ ∆ ) from below in terms of a weighted Hilbert-Schmidt norm. We find that the resulting quantity controls α, (K T + V )α , which is therefore negative due to (89). Since K Tc + V ≥ 0 with a spectral gap above zero, this will allow us to conclude that the part of α lying outside of ker(K Tc + V ) must be small, more precisely that α−P α 2 = O(h 2 ), where P denotes the orthogonal projection onto ker(K Tc +V ). To prove statement (ii) in Theorem 1.9, we also need that P α 2 itself is O(h). We will get this from the second "bonus" term on the right-hand side of Lemma 4.3.
Proof of Proposition 4.7. We follow the strategy in [15] .
Step 1: We first apply the relative entropy identity (67) with the choice a = 0 to get
Next, we use Lemma 4.3. To evaluate the resulting expression, note that
are all diagonal matrices. We obtain
We estimate the first term using K T (p) ≥ 2T and find
dp.
and the triangle inequality, we get the pointwise estimate
Going back to (90), we have shown that
Step 2: Next, we replace K T by K Tc in (91) to make use of the spectral gap of K Tc + V . This is an easy version of what is Step 2 of Part A in [15] , which is more involved because it also removes the dependence on the external fields A, W . For us, it suffices to observe that
is uniformly bounded in p for all h small enough such that T > T c /2. By the mean-value theorem,
. Using this on (91), we find
Let κ > 0 denote the size of the spectral gap of K Tc + V above energy zero. We write α = P α + P ⊥ α. Using (K Tc + V )P α = 0, we obtain
For the moment we drop the first term on the left-hand side of (93) and use orthogonality to get
Thus, both claims will follow, once we show P α 2 = O(h).
Step 3: When instead we drop the second term on the left-hand side of (93), we get
By orthogonality and (94),
On the right-hand side of (95) however, the replacement of α by P α requires more work. By the triangle inequality for · 4 and (94)
The problematic term is P ⊥ α ∞ . We use P ⊥ α = α − P α and | α| 2 ≤ γ(1 − γ) ≤ 1/4 pointwise to find P ⊥ α ∞ ≤ O(1)(1 + h max j (|ψ j | a j ∞ )). We note that a j ∞ ≤ a j 1 . To bound the latter, we recall from Proposition 4.4 that a j (1 + |x|) ν ∈ L 2 for all ν > 0. By Cauchy-Schwarz, this implies max j a j 1 < ∞. We have shown
where |ψ| ∞ = max j |ψ j |. Combining this with (96), we obtain
It remains to bound P α 4 from below in terms of P α 2 . Let R > 0. We split the integration domain into {|p| ≤ R} and {|p| > R}. Applying Hölder's inequality to the former yields
| a i || a j | dp (98) where C > 0 denotes a constant independent of h, R. Note that for all i, j, CauchySchwarz implies | a i || a j | ∈ L 1 (R D ) and so for R 0 > 0 large enough, i,j |p|>R 0 | a i || a j | dp < 1 2 .
We recall (97) to find
Let h be small enough such that the (1/2 − O(h)) term on the left-hand side does not exceed 1/4. We conclude |ψ| ∞ ≤ O(1). Since P α 2 ≤ O(h)|ψ| ∞ , the claim follows.
Lower Bound: Part B
We use once more the relative entropy identity (67), this time for F BCS T (Γ)−F BCS T (Γ ∆ ) and ∆ = 2h V P α. We find
By Corollary 4.6,
. By Proposition 4.5 (ii), the last term in (100) is O(h 6 ). We see that to prove the lower bound it remains to show
By Lemma 4.3 and the fact that x → x/ tanh(x) is a monotone function that depends only on x 2 , we have
( Γ − Γ ∆ ) dp
Since K T ≥ 0 as an operator,
Using all this to estimate (101) and letting ξ := P ⊥ α, we find that it suffices to show
Recall from step 2 of the proof of Proposition 4.7 that K T − K Tc ∞ ≤ O(h 2 ) and so, using the identity (K Tc + V )ξ = 0,
where in the last step we used that ξ 2 = O(h 2 ) by Proposition 4.7. By Cauchy-Schwarz,
. By Proposition 4.5 (ii) and K T (p) ≤ C p 2 , we have
To prove statement (i), it thus remains to show ξ, K T ξ = O(h 6 ) and by the same argument as above, this can be reduced to ξ, K Tc ξ = O(h 6 ). The latter will follow via (104) from
It remains to prove (105). Since V − is infinitesimally form-bounded w.r.t. K Tc , we have for any ε > 0
Now, on ker(K Tc + V ) ⊥ , it also holds that K Tc + V − κ ≥ 0 where κ > 0 denotes the gap. Thus, for all λ > 0,
and choosing λ = C 2 /κ, we see that (105) follows. This proves (i). Statement (ii) was proved along the way: Any approximate minimizer satisfies (89) and hence Proposition 4.7 implies that its off-diagonal part can be split into α = P α+ξ with ξ = O(h 2 ) and P α = j ψ j a j where |ψ| = O(1). Moreover, (ψ 1 , . . . , ψ n ) approximately minimizes the GL energy because the proof of the lower bound shows that for all Γ satisfying (89) (not just for actual minimizers),
with (ψ 1 , . . . , ψ n ) defined through P α.
Proof of Proposition 1.11
Proof. It is helpful to use the alternative representation (19)
We denote the quartic term by A(ψ 1 , . . . , ψ n ) and the quadratic term by −B(ψ 1 , . . . , ψ n ). Note that A, B > 0 whenever (ψ 1 , . . . , ψ n ) is not identically zero. We change variables and write (ψ 1 , . . . , ψ n ) ∈ C n as rω with r ≥ 0 and ω ∈ S(C n ), defined as the unit sphere within C n . Then
and since A, B are continuous functions which never vanish on the compact set S(C n ), the last infimum is finite and attained.
5 Proofs for Part II
Setting
To prove Theorem 2.1, we compute the GL energy that arises from BCS theory, according to Theorem 1.9. More precisely, we compute the GL coefficients c ijkm and d ij given by formulae (15) and (16) . They determine the GL energy E GL d-wave : C 5 → R via
It remains to pick a convenient basis to compute (15) and (16) . Since the Fourier transform maps H l to itself in a bijective fashion, see e.g. [39] , we can choose
for an appropriate radial function . We will denote the GL order parameter corresponding to a m (in the sense of (21)) byψ m with −2 ≤ m ≤ 2. 10 With the choice (109), equations (15), (16) for the GL coefficients read
(θ, ϕ) dp (110)
where i, j, k, m = −2, . . . , 2 and we used the functions f 2 , f 4 defined in (31) . Note that f 2 , f 4 are positive (since g 1 defined by (14) satisfies
z > 0) and radially symmetric.
Proof of Theorem 2.1
While the radial integrals in (110),(111) depend on the details of the microscopic potential V through , the integration over the angular variables can be performed explicitly. Since the spherical harmonics form an orthonormal family with respect to surface measure on S 2 , we immediately get
where d > 0 is the result of the radial integration in (111), i.e.
and this is the second relation claimed in (30) .
Next, we consider (110). Firstly, note that c ijkm is always proportional to the result of the radial integration in (110), i.e.
and this is the first relation claimed in (30) . It remains to compute the angular part of the integral in (110). We express the product of two spherical harmonics of angular momentum l = 2 as a linear combination of spherical harmonics of angular momentum ranging from l = 0 to l = 4. The general 10 Note that we use the ordinary spherical harmonics Y m 2 (22) as a basis, but our final result is phrased in terms the basis of real spherical harmonics (23) . The former is more convenient for computation and we only translate the result to real spherical harmonics in the end. relation involves the well-tabulated Clebsch-Gordan coefficients, which we denote by l 1 , l 2 ; m 1 , m 2 |L; M , and can be found in textbooks on quantum mechanics (see e.g. [9] p. 1046):
Physically, this corresponds to expressing a pair of particles, uncorrelated in the angular variable, in terms of a wave function for the composite system. Since the total angular momentum of the composite system is not determined uniquely by the product wavefunction on the left-hand side, the sum over L appears on the right. However, the total z-component of the angular momentum is determined to be m 1 + m 2 . This "selection rule" will greatly restrict which c ijkm may be non-zero. Now, we can use the orthonormality of the spherical harmonics to compute the angular integrals and find
2, 2; 0, 0|L; 0 2 2, 2; i, j|L; i + j
where we used that the Clebsch-Gordan coefficients are real and that l 1 , l 2 ; 0, 0|L; 0 = 0 unless L is even [9] . Note that the selection rule from above yielded the necessary relation i + j = k + m for c ijkm = 0. There are further symmetries: Considering the original expression (110), we that c ijkm = c jikm = c ijmk . Since (115) shows c ijkm ∈ R, (110) also implies that c ijkm = c kmij . We subsume these relations as "pair permutation" symmetry. Physically, they correspond to the exchange of Cooper pairs. Moreover, as can be seen from reference tables for Clebsch-Gordan coefficients, we have c ijkm = c (−i)(−j)km , to which we will refer as "pair sign-flip" symmetry. Physically, it is a consequence of the invariance of our system under reflection in the xy-plane.
It thus suffices to look up (115) in a reference table for Clebsch-Gordan coefficients once for each member of a "pair permutation"and "pair sign-flip" equivalence class, ignoring those tuples (i, j, k, m) which do not satisfy the selection rule i + j = k + m. The result is presented in Table 1 .
We use Table 1 to compute E GL d-wave . By counting the number of elements of each equivalence class, we find 2  2  2  2  10c  2  1  2  1  5c  1  1  1  1  10c  0  2  0  2 Table 1 : Non-trivial equivalence classes of Ginzburg-Landau coefficients in the pure d-wave case. c is defined as the result of the radial integration (113). Notice that the case i+j = 0 behaves rather differently. This is due to the fact that the "pair permutation" and "pair sign-flip" symmetries fall together in this case. We keep the factor 5 to ensure better comparability with Table 2 later on.
. Notice that this expression contains a second complete square:
To conclude Theorem 2.1, it remains make the basis change to the real-valued spherical harmonics, i.e. to invert (23) . On the level of the GL order parameters, this yields the SU (5) transformatioñ
Proof of Theorem 2.5
The situation is as in three dimensions, only simpler. The d ij GL coefficients are again diagonal by orthogonality and they come with a factor d defined in the same way as in Theorem 2.1 but with f 2 (|p|) replaced f 2 (|p|)/|p| since D = 2 (of course the definition of has changed as well). For the c ijkm coefficients, instead of considering Clebsch-Gordan coefficients, it suffices to compute
for all 0 ≤ k ≤ 4. Here, the GL coefficient c is defined in the same way as in Theorem 2.1. We omit the details.
Proof of Theorem 2.7
We compute E GL (s + d)-wave by using the formulae (15) and (16) for the GL coefficients as in the previous section. We already computed most of the GL coefficients, namely all the ones that couple d-waves to d-waves.
By orthonormality of the spherical harmonics, d ij is still diagonal. For i, j = s, d is as in (112). Notice however that d depends on through f 2 . When i = j = s, we have to replace by s , which is conveniently described as multiplication by g s = s . We conclude that
with d (2s) as defined in (44).
We turn to the quartic GL coefficients c ijkm . Note that the "pair permutation" and "pair sign-flip" symmetries described in the proof of Theorem 2.1 still hold. In addition to the results listed in Table 1 , we now have equivalence classes of c ijkm where some indices are equal to s. Since the corresponding a s carry zero momentum in the z-direction, the selection rule dictates that c ijkm can only be non-zero if the s replaces a 0-index.
We thus consider all equivalence classes of GL coefficients that can be obtained by replacing a 0 in Table 1 by s. We compute their values again via (114) (some follow immediately from the fact that
The results are presented in Table 2 . Just as for d ij , the c (1s) , c (2s) , c (4s) are the result of a radial integration where for each index equal to s, f 4 is multiplied by a factor g s . This yields the expressions (44) for c (1s) , c (2s) , c (4s) . Note that according to Table 2 , c sss0 = 0 and thus it is not necessary to define c (3s) .
Armed with Table 2 , it remains to count the number of GL coefficients in each equivalence class. After some algebra, we obtain
(119) where E GL d-wave (ψ −2 , . . . ,ψ 2 ) is given by (116) and To prove (ii), we use the GL energy expressed in the basis of real spherical harmonics. Let ε > 0 and take (ψ −2 , . . . , ψ 2 ) ∈ M d-wave , the set of minimizers of E d-wave described by (32) . Set ψ s = εω with |ω| = 1 and note that
for some z ∈ C, which is independent of ε and w. Consider first the case that (ψ −2 , . . . , ψ 2 ) ∈ M d-wave is such that z = 0. Then, we can choose ω such that Re[ωz] < 0 and we obtain (46) for sufficiently small ε. Thus, suppose that z = 0, which is e.g. the case
2π , or equivalently dc (2s) < 5 7 cd (2s) . This proves (ii).
For statement (iii), let ψ s be a minimizer of E GL s-wave , i.e. |ψ s | 2 = τ s . Now let ε > 0 and let (ψ −2 , . . . , ψ 2 ) have entries of the form ψ m = εψ m with |ψ m | < 1. We have
as ε → 0. The real part is clearly minimal when we choose Arg(ψ m ) = Arg(ψ s ) + π/2 for all m with ψ m = 0. This choice yields
When the term in parentheses is strictly negative, which is equivalent to d (2s) c (2s) < dc (4s) , we see that E GL (s + d)-wave < min E GL s-wave for sufficiently small ε. Vice-versa, when the term in parentheses is strictly positive, E GL (s + d)-wave > min E GL s-wave for all small ε > 0. To conclude statement (iii), it remains to consider the case d (2s) c (2s) = dc (4s) , when the O(ε 2 )-term vanishes. The leading correction is now given by the O(ε 3 )-term and by choosing ψ m = 0 for m = 0, we find
in this case as well. This proves statement (iv).
Proofs for Part III
The strategy to prove Theorem 3.2 is as follows:
• In Lemma 6.1, we solve the eigenvalue problem for K T + V λ,R explicitly. The key result is the "energy formula" (122), which links the parameters λ, T, E in a monotone fashion. Its power lies in the fact that instead of comparing the energy for different values of l, one can compare coupling constants for different values of l and fixed E (for us E = 0).
• In Lemma 6.2, we show how, by adapting the parameters µ, T of the "weight function" k/K T (k), one can conclude that there exists an open interval around its first maximum on which its square is strictly larger than all other half-integer Bessel functions squared. (While one might expect this fact to be known, it appears to be new.)
The idea is then to use the energy formula (122) to rephrase the question whether some state in H l 0 has lower energy than all states in H l as the more tangible question whether the quantity
is positive. By Theorem A.1 there is an interval of k-values on which the integrand is positive and by Lemma 6.2 there are intervals of µ-and T -values such that the entire integral is positive.
Solving the Eigenvalue Problem
For any V radial, we can block diagonalize (24) . It is well-known [39] that the Fourier transform leaves each H l invariant. Consequently, if we have α ∈ H 1 (R 3 ) satisfying the eigenvalue equation
then we can decompose it as α = l α l with α l ∈ H l mutually orthogonal. Taking the Fourier transform of (120) and using the fact that V α l ∈ H l since V is radial, we get from orthogonality
for every l ≥ 0 and a.e. p ∈ R 3 . Thus, we can study each component α l separately. When V λ,R is the specific radial potential (52), we can say even more.
Lemma 6.1. Let V λ,R be as in (52) and let l be a non-negative integer. We write J l+ 1 2 for the Bessel function of the first kind of order l + 1/2. Let E < 2T if µ ≥ 0 and E < |µ| tanh(|µ|/(2T )) if µ < 0. Then
is equivalent to the "energy formula"
Moreover, if (121) holds, then ker (
Since |J l+ We suppose α l satisfies (K T + V λ,R ) α l = Eα l . Recall that the Fourier transform not only leaves each H l invariant, it also reduces to the Fourier-Bessel transform F l on it [39] . That is, a function of the form f (x) = g(|x|)Y m l (x/|x|) has Fourier transform given by
where the Fourier-Bessel transform reads
We apply the Fourier transform to the eigenvalue equation. By (124) and orthogonality of the spherical harmonics,
for all m and a.e. p ∈ R 3 . The assumption on E is such that K T (p) − E > 0 and therefore
So far we only used that the potential is radial. Recalling that V λ,R = −λδ(| · | − R),
Plugging this back into (126), we find the following explicit expression for the solution to the eigenvalue problem:
Now we apply F −1 l which, by unitarity of the Fourier transform, has the operator kernel r −1/2 k 3/2 J l+ (Rk)
Note that we may assume that for some m, α l,m (R) = 0, since otherwise α l ≡ 0. Evaluating the above expression for that particular m at r = R gives (122). We write α l,m (R) = c l,m λ −1 R −3/2 and absorb c l,m into the angular part S l to get (123). Clearly the argument works in reverse, proving the claimed equivalence.
Testing in Positive Regions by Choosing the Right Parameters
From now on, let µ > 0. The following lemma concerns the quantity
Suppose that f > ε on some interval I. The basic idea is to view k/K T (k) as a weight function, which, by making T small, becomes a "test needle" with tip at k 2 = µ (a term we use because it does not quite become a δ-function). By picking the tip of the test needle to lie in I, the above quantity can be made positive and there is some "wiggle room" in where to put the needle tip inside I. We will eventually apply this lemma with f = J 2 l 0 +1/2 − J 2 l+1/2 and positivity of the above integral will translate via (122) to the statement that the angular momentum sector H l 0 has lower energy than H l .
Suppose there exists ε > 0 and an interval (a, b) such that f > ε on (a, b). Then, (i) for every δ > 0 small enough, there exists T * > 0 and an interval I such that for every µ ∈ I and T ∈ (0, T * ),
(ii) letting δ :=
4 , one can choose
In the first integral, we estimate pointwise
with χ A denoting the characteristic function of a set A. This gives
In the second integral, we change variables and use µ ∈ (a 2 +δ, b 2 −δ) with tanh(u)/u > 0 to get
where in the last step we also used that tanh x ≥ 1/2 for x ≥ 1. Combining everything, we get
The claim follows from some algebra.
Proof of Theorem 3.2
Proof of (i). By a simple scaling argument, we may assume that R = 1. We fix a non-negative integer l 0 and invoke Theorem A.1 to get ε > 0 and an interval (a, b) on which J 2 l 0 +1/2 − J 2 l+1/2 > ε for all l = l 0 . Then we apply Lemma 6.2 to
and so C f = 2 1/2 in Lemma 6.2. To prove (134), ones uses statement (ii) in Lemma A.5 to get
Together with |J ν | ≤ 1 from (9.1.60) in [1] , this implies |f (k)| ≤ min{1, k −1 } and hence (134).
Lemma 6.2 provides T * > 0 and an interval I such that for all µ ∈ I, all T < T * and all l = l 0 we have 11
For every non-negative integer l, we define the function
which is tailored so that λ satisfies the energy formla (122) with E = 0. We write
With these definitions, Lemma 6.1 says
At the heart of our proof is the following monotonicity argument. For all µ ∈ I, all T < T * and all l = l 0 , we have
where the inequality holds by the variational principle applied to the operator (K T + V λ,1 ) H l and the observation that (135) is equivalent to λ l 0 (T, µ) < λ l (T, µ). (The inequality is strict because α, V λ,1 α = −λα(R) 2 is either strictly monotone decreasing in λ or identically zero and in the latter case the energy has to be at least 2T .) 12 To this end, we observe that T → λ l 0 (T, µ) is monotone increasing, because T → K T (k) is monotone increasing for every k > 0. Therefore, for every µ ∈ I, we have the monotone increasing inverse function
satisfying λ l 0 (T (λ, µ), µ) = λ. To remove the µ-dependence from the maximal value for λ, we set
and note that λ * > 0 since the integral in (136) is continuous in µ by dominated convergence. For λ < λ * , (137) and (138) become
This proves that for all µ ∈ I and all λ < λ * , there exists T 0 < T * (namely T 0 := T (λ, µ)) such that (53) holds (modulo restoring the R parameter). Moreover, (54) is a direct consequence of the explicit characterization of ker(K Tc +V ) in Lemma 6.1. Finally, (55) follows via the variational principle from the observation that T → K T (k) is strictly increasing for all k > 0 and so T → E l 0 (T, µ, λ) is strictly increasing as well as long as it stays below 2T .
Proof of (ii).
Consider the function Claim: There exists T * * > 0 such that for all 0 < T < T * * there exists µ T > 0 such that δ T (µ T ) = 0. Moreover, √ µ T → z 1/2 as T → 0, where z 1/2 = min{z > 0 : J 2 1/2 (z) = J 2 5/2 (z)}. The claim follows essentially from the intermediate value theorem. Before we give the details, we explain how one may conclude statement (ii) from the claim. Let 0 < T < T * * . By definition (136), δ T (µ T ) = 0 implies λ 0 (T, µ T ) = λ 2 (T, µ T ). By Lemma 6.1 and using the notation (137), E 0 (T, µ T , λ 0 (T, µ T )) = E 2 (T, µ T , λ 0 (T, µ T )) = 0.
This implies ⊂ in (58) according to Lemma 6.1. Equation (59) follows by the same monotonicity argument as in the proof of statement (i) above. In order to prove (57) with the choices µ ≡ µ T and λ ≡ λ 0 (T, µ T ) and the remaining ⊃ in (58), we shall show that there exists T * ∈ (0, T * * ] such that for all 0 < T < T * , E l (T, µ T , λ 0 (T, µ T )) > 0, ∀l ≥ 4, l is even. and since J l+1/2 also decays like p −1/2 for large p-values, the regularity properties of t follow. Thus, the proof of Theorem 1.9 also applies to V λ,R .
A At its First Maximum, a Half-Integer Bessel Function is Strictly Larger than All Other HalfInteger Bessel Functions While one might expect the following fact about Bessel functions to be known, it appears to be new. We acknowledge a helpful discussion on mathoverflow.net [8] that led to Lemma A.5.
Let l 0 be a non-negative integer. We recall that the Bessel function J l 0 +1/2 (of the first kind, of order l 0 + 1/2) vanishes at the origin and then increases to its first maximum, whose location we denote as usual by j l 0 +1/2,1 . The following theorem says that at j l 0 +1/2,1 , J 2 l 0 +1/2 is strictly larger than any other J 2 l+1/2 with l a non-negative integer different from l 0 .
Theorem A.1. Let l 0 be a non-negative integer and recall that j l 0 +1/2,1 denotes the position of the first maximum of J l 0 +1/2 . (ii) The proof extends to families of Bessel functions {J ν+k } k∈Z + with ν ∈ [0, 1], in particular to the family of integer Bessel functions.
The proof of (i) in Theorem A.1 is split into three Lemmata, each treating one of the following three regimes of l:
L > : = {l ∈ Z + : l > l 0 } , L : = l ∈ Z + : l < l 0 , j l+1/2,1 ≥ j l 0 +1/2,1 , L : = l ∈ Z + : l < l 0 , j l+1/2,1 < j l 0 +1/2,1 .
Here, as usual, j l+1/2,1 denotes the first positive zero of J l+1/2 . The most cumbersome regime is L . The proof there is based on a combination of some hands-on elementary estimates and bounds on the zeros of Bessel functions and their derivatives, which we could not find in the usual reference books [1] , [44] . The first regime L > is the easiest Figure 1 : A plot of the squared Bessel functions J Proof. Since the supremum of finitely many continuous functions is itself continuous, it suffices to prove J 2 l 0 +1/2 (j l 0 +1/2,1 ) > J 2 l+1/2 (j l 0 +1/2,1 ) for every l ∈ L . We define the sequence {a l } l∈L by J l+1/2 (j l 0 +1/2,1 ) = a l J l 0 +1/2 (j l 0 +1/2,1 ).
With this definition, the recurrence relation for Bessel functions from (9.1.27) in [1] appears in the form of a second-order difference equation
with initial conditions a l 0 = 1 and a l 0 −1 = (l 0 + 1/2)/j l 0 +1/2,1 . It is well-known that the latter quantity is strictly less than one, see eq. (3) on p. 486 of [44] . Moreover, a l ≥ 0 for all l ∈ L , because j l+1/2,1 ≥ j l 0 +1/2,1 and all Bessel functions are positive before they first become zero. An easy induction lets us conclude from (147) that a l < a l+1 < 1 for all l ∈ L . In particular, a l ≤ a l 0 −1 = (l 0 + 1/2)/j l 0 +1/2,1 < 1. Recalling the definition (146) of a l , this proves the claim.
We finally come to the regime L . As a tool, we will use the "modulus" function defined by The intuition why such l 1 as in (iii) should exist is based on a heuristic argument of which we learned through [8] , involving asymptotic formulae for the relevant expression. To turn this into a rigorous proof, we need to replace the asymptotics by bounds that hold for all l 0 (or at least for all l 0 ≥ 11). [17] contains results which are sufficient for our purposes when combined with a number of elementary estimates.
Proof. Statement (i) is a direct consequence of Nicholson' formula, see p. 444 in [44] , and the fact that K 0 > 0. Statement (ii) is formula (1) on p. 447 of [44] .
from [17] , where again a 1 ≈ 1.018793, by noting that m 0 ≥ 11.5 implies that the argument of the exponential, call it y, satisfies y < 1.59. On [0, 1.59], we can estimate exp(y) < 1 + 1.09y, as one can verify e.g. by plotting and this yields (152).
• the lower bound j m 1 > m 1 + 1.85m
which we obtained from the optimal lower bound proved in [34] by rounding down. This is better than the bound one can derive from a corresponding result of [17] as we did above.
From (152) and (153) 
Since c ≤ 1 and m 0 ≥ 11.5, we have 1 − cm
