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By modeling quantum chaotic dynamics with ensembles of random operators, we explore how a
deep learning architecture known as a convolutional neural network (CNN) can be used to detect
pseudorandom behavior in qubit systems. We analyze samples consisting of pieces of correlation
functions and find that a CNN is capable of determining the degree of pseudorandomness which
a system is subject to. This is done without computing any correlators explicitly. Interestingly,
even samples drawn from two-point functions are found to be sufficient to solve this classification
problem. This presents the possibility of using deep learning algorithms to explore late time behavior
in chaotic quantum systems which have been inaccessible to simulation.
I. INTRODUCTION
Exploring the real-time dynamics of quantum systems
is a central problem in modern theoretical physics. On
the one hand, recent experiments in cold-atom physics
[1, 2] have allowed physicists to study the dynamics of
isolated quantum systems. This is essential for deep-
ening our understanding of both quantum mechanics
and statistical mechanics [3–5]. On the other hand, the
AdS/CFT correspondence has linked the thermalization
of isolated quantum systems to black-hole formation in
dual higher-dimensional theories [6].
However, simulating the time evolution of even sim-
ple many-body lattice models has proven problematic.
This difficulty has two sources: first, the dimensionality
of Hilbert space scales exponentially with system size.
Second, the sign problem is typically present in prob-
ability distributions associated with real-time evolution
[7, 8]. These problems limit the effectiveness of both ex-
act methods and various numerical methods, particularly
those of Monte Carlo type. Other approaches, notably
those involving tensor networks, are capable of circum-
venting many of these difficulties [9–16]. In general, how-
ever, tensor network methods break down in the presence
of massive entanglement - preventing the study of inter-
esting phenomena such as scrambling [17, 18].
A central set of objects in the study of scrambling,
and quantum chaos in general, are out-of-time-order cor-
relation functions (OTOCs) [19]. They constitute fine-
grained probes of the extent to which a system “for-
gets” its initial state; in particular, the decay of 4-point
OTOCs is a common diagnostic of scrambling. To un-
derstand this, consider a local unitary operator B acting
on a qubit system. Under time evolution, B becomes a
sum of nested commutators,
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B (t) = eiHtBe−iHt =
∞∑
n=0
(it)
n
n!
[H, ... [H,B] ...] (1)
For a chaotic system (alternatively, a sufficiently
“generic” Hamiltonian [20]), this will be a highly compli-
cated, non-local operator. This growth of local operators
can be quantitatively probed using a second local unitary
operator, A, by considering an OTOC [18]:
〈A†B†(t)AB(t)〉β ≡ 〈A†U†B†UAU†BU〉β (2)
where 〈·〉β denotes a thermal expectation value in a
state with temperature β−1 and U is a time evolution
operator. For simplicity, and following most of the liter-
ature, we will consider the infinite temperature expecta-
tion value, i.e.,
〈A†B†(t)AB(t)〉β=0 = Tr
(
A†B† (t)AB (t)
)
(3)
Assuming their support is disjoint, at early times B(t)
commutes with A, and the OTOC is O (1). As time
passes, B becomes increasingly non-local, the commu-
tator [B(t), A] grows, and the OTOC decays in most
states. The time scale when this decay begins for 4-point
functions is known as the scrambling time, tscr (analo-
gous timescales are conjectured to exist for higher-point
OTOCs [21, 22]). This scrambling behavior implies the
rapid growth of entanglement, so that computing OTOCs
poses a serious challenge for reasons already discussed
[23–29].
In the absence of a technique to compute OTOCs
directly for generic lattice systems, it is interesting to
ask if it is possible to detect scrambling without actu-
ally computing an OTOC. As a step towards answering
this question, we consider ensembles of unitary opera-
tors known as k-designs. These ensembles form a hier-
archy of pseudorandom operators, which have been used
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2to model distinct regimes of chaotic quantum evolution
(as reviewed in section II). For instance, 1-designs cannot
model scrambling, while k-designs with k ≥ 2 can.
In this work, we demonstrate that it is possible to de-
tect pseudorandomness associated with scrambling, with-
out explicitly computing any thermal correlation func-
tions, e.g., (3). We accomplish this task by proposing
a novel diagnostic of pseudorandomness which involves
computing only a small number of terms in a given ther-
mal correlation function, and presenting this data to a
neural network. A machine learning algorithm is then
used to detect different levels of pseudorandomness in
distinct correlation functions, which effectively diagnoses
scrambling in our toy model.
We find for a variety of correlation functions that this
machine learning architecture can reliably distinguish be-
tween three different ensembles of unitary operators (1-
, 2-, and ∞-designs). Remarkably, we show that even
terms taken from 2-point functions can be used as inputs
for this classification problem. This constitutes a proof
of concept that deep learning algorithms may be used to
find interesting properties of quantum chaotic systems,
such as time scales beyond and including the scrambling
time, where other known methods tend to fail.
The rest of the paper is organized as follows. In sec-
tion II, we introduce some essential background on the
phenomenology of chaotic quantum systems. We define
k-designs and explain how they have been used to model
different chaotic regimes. Section III provides a brief
summary of the deep learning architecture used to gen-
erate our data. More details on this aspect of our work
are presented in appendix A. Finally, our machine learn-
ing results are presented and discussed in section IV, with
a summary and additional commentary in section V.
II. CHAOS AND UNITARY DESIGNS
In recent years, it has become clear that some physical
systems can be modeled efficiently with random dynam-
ics. For instance, such models have been used for ex-
ploring the real-time evolution of non-integrable systems
[24, 30, 31]. Hayden and Preskill [32] proposed a model
for black-hole evaporation where the dynamics are taken
to be random: the time evolution operator is substituted
with an ensemble of unitary operators drawn uniformly
from the unitary group. Physically, this is justified for
systems which rapidly scramble information, and indeed
it was later found that black holes are optimally fast
scramblers in a certain sense [19, 33]. Mathematically,
such a distribution is known as the Circular Unitary En-
semble (CUE), and it is designed to replicate the Haar
measure on the unitary group [34].
While it is often a dramatic simplification to replace
physical time-evolution operators with random matrices,
sampling from the CUE is often unnecessary. In prac-
tice, it is usually sufficient to sample from an ensemble
of operators which reproduce the first k moments of the
CUE; such an ensemble is called a k-design.
More formally, a k-design E = {pj , Uj} consists of a
set of unitary operators Uj , each associated with a prob-
ability pj , which satisfies
∑
j
pjU
⊗k
j ρ
(
U†j
)⊗k
=
∫
Haar
dU U⊗kρ
(
U†
)⊗k
(4)
for any quantum state ρ. Note that a k-design auto-
matically constitutes a (k− 1)-design, and that the CUE
itself is an “∞-design”.
For an arbitrary k-design, there is no unique or canon-
ical way to generate members of the ensemble. For 1-
design representatives, we will randomly draw elements
of the Pauli group [22], and we will construct 2-design
elements1 according to the procedure in [35]. Physically,
1-designs are unique among designs because they cannot
be used to model scrambling. This is because they can
be factorized into operators acting on single qubits (see
figure 1).
It is straightforward to see why k-designs are desir-
able for use in practice: sampling an operator from the
CUE faces an exponential cost O (eN). There are, how-
ever, circuits which can construct particular k-designs
that grow only asO(poly(N)) [35, 36]. Further, k-designs
have found numerous applications in quantum informa-
tion theory [37].
In particular, chaotic dynamics have been modeled
with k-designs for the purpose of computing correlation
functions. To understand this in context, let us briefly
review some aspects of real-time dynamics for strongly
coupled thermal systems. For 2-point functions, one typ-
ically finds
〈AB (t)〉 → 〈A〉〈B〉+O
(
e−t/tth
)
, t > tth, (5)
where tth is the thermalization time. For OTOCs, a
similar result is anticipated between the thermalization
time and the scrambling time:
〈AB (t)CD (t)〉 → 〈AC〉〈BD〉+O
(
e−t/tth
)
, (6)
tth < t < tscr. However, beyond the scrambling time,
the OTOC further decays exponentially to a small value:
〈AB (t)CD (t)〉 → O () ,  << 1, t > tscr (7)
More details on the scaling of this and related corre-
lators can be found in [38]. As shown in [22], k-designs
1 This prescription only constructs -approximate 2-designs.
Throughout we will take  = 10−3 using the norm discussed
in [35].
3FIG. 1. Left: a circuit diagram for the two-point function
sample 〈σ|BjU†AiU |σ〉. Right: An illustration of the factor-
ization of 1-designs into single-site operators: this prevents
them from scrambling information. Higher designs cannot be
factorized, accounting for their ability to model scrambling.
can be used to model these results. For instance, substi-
tuting the time evolution operator with an average over
a 1-design ensemble in the 2-point function gives
∑
j
pj〈AU†jBUj〉 → 〈A〉〈B〉, (8)
where {pj , Uj} is a 1-design. Moreover, any k-design
with k ≥ 1 suffices to guarantee this behavior. Fur-
ther, a 4-point OTOC with (non-identity) Pauli oper-
ators A,B,C, and D satisfies
∑
j
pj〈AU†jBUjCU†jDUj〉 → O
(
e−N
)
, (9)
whenever {Uj , pj} forms a k-design with k ≥ 2. To-
gether, these results suggest that 1-designs can capture
some important aspects of the physics between the ther-
malization and scrambling times. 2-designs capture com-
parable details after the scrambling time (until some
other time scale). Later time scales, corresponding to
the decay of higher-point OTOCs, are conjectured to ex-
ist. Between these time scales, it is believed that chaotic
systems are effectively modeled by appropriately chosen
designs [22].
Overall, this suggests that the dynamics of chaotic sys-
tems can be modeled by operators of increasing pseu-
dorandomness as time grows. In some situations, the
AdS/CFT correspondence has been used to find this hi-
erarchy of timescales and OTOC decays explicitly [21].
Taking these results into account, we will now use
different k-design ensembles as toy models for the de-
grees of pseudorandomness that a time evolution oper-
ator achieves during physical evolution. We will use a
machine learning algorithm to analyze samples of corre-
lation functions as input data, when computed for differ-
ent k-designs, and see that we can reliably determine the
value of k. We will comment on the possible generaliza-
tion of these results to physical time-evolution operators
in section V.
III. SUPERVISED MACHINE LEARNING
The field of artificial intelligence (AI) has gained enor-
mous momentum in recent years due to advances in algo-
rithm efficiency and hardware power. Today, this tech-
nology has become deeply ingrained in modern life, and
techniques developed for AI have begun to be applied
in physics. In recent years, AI has been used to detect
phases of matter [39, 40], accelerate Monte Carlo simula-
tions [41], and develop both variational and exact repre-
sentations of wave functions [42–45]. In the next section,
we will show how to map the problem of determining the
level of pseudorandomness characteristic of a system’s
evolution onto an image recognition problem. The task
of classifying images is ideally suited to a class of deep
learning algorithms known as Convolutional Neural Net-
works (CNNs). In this section, we will briefly comment
on how a machine is trained to detect features in images,
and leave a more detailed discussion in appendix A.
To start the learning process, we consider a dataset
consisting of several thousand images. Each image car-
ries a label which can take one of two values; in our
case, the label corresponds to the value k of the k-design
that was used to generate the image. We randomly sep-
arate these labeled images into two sets, a training set
and a validation set. The CNN analyses the images in
the training set and their corresponding labels, looks for
statistical patterns in the distribution of pixels, and au-
tomatically searches for features which allow it to distin-
guish between the two image classes with high accuracy.
This is accomplished in the following a way: given the
training set as an input, the algorithm applies to them
a non-linear function that has hundreds of free parame-
ters which are initialized randomly. The output of that
function is either zero or one, corresponding to the labels
associated with the images. We then define a cost func-
tion that quantifies how far the result of this operation
is from the labels that accompanied the inputs. The free
parameters are then adjusted by a gradient descent algo-
rithm in such a way as to minimize this cost function. By
repeating this process, a minimum is eventually found.
Afterwards, we validate our findings by asking the ma-
chine to classify images in the validation set. This set
consists of thousands of images which the machine did
not see in the training phase. This machine learning
scheme, in which the inputs to the machine are accom-
panied by their labels, is known as “supervised learning”.
We refer the reader to [46] and appendix A for more de-
tails on convolutional neural networks.
IV. VISUALIZING CORRELATION
FUNCTIONS
We turn now to the task of mapping samples of corre-
lation functions onto images and analyzing them with the
CNN. This process is inspired by the work of Broecker
et. al. [47], where a similar technique was applied to
4study many-body fermion systems with a sign problem.
Their goal was to find a way to differentiate between
phases in such systems while avoiding the computational
issues associated with the sign problem. This was ac-
complished by computing samples of an order parameter
(in their case, a Green’s function) and mapping the re-
sulting samples onto images. Machine learning methods
similar to those presented here were then successful in
differentiating these images.
Here, we can regard the different regimes of chaotic
evolution (corresponding to models described by different
k-designs) as distinct “phases”. Our “order parameters”
are the values of OTOCs. Since these OTOCs cannot be
efficiently computed in general, we compute only small
samples of them (see (11) for details). For example, con-
sider the ensemble-averaged 4-point function
∑
n
pn〈A†iU†nBjUnCiU†nDjUn〉β=0 (10)
where i and j index qubit sites, Un is drawn from a k-
design with probability pn, and A,B,C and D are taken
to be (non-identity) Pauli matrices. Given that the trace
over qubit states is difficult to compute, we consider a
piece of the sum (10) which amounts to a random sample
of the correlator:
m∑
n=1
〈σn|A†iU†nBjUnCiU†nDjUn|σn〉 (11)
The “batch number” m is chosen to be of order one
to render the sample computable. We will take m = 5
throughout. Each state |σ〉 is chosen randomly, and each
unitary U is drawn independently according to the ap-
propriate ensemble. Calculating this sample of the corre-
lation function yields a matrix of complex numbers cor-
responding to all possible locations of the operator inser-
tions (i, j). Each of these numbers can be mapped onto
a colored pixel using the HSV color scheme [48], where
the amplitude of the complex number determines the hue
and the phase sets the saturation.
We then consider a pair of correlators with identical
operator insertions but with unitaries drawn from differ-
ent k-designs. For each of these correlators, we generate
3125 images for a total of 6250. The training set con-
tains 5000 randomly chosen images from this set, so that
the validation set contains 1250. These images are then
given to the CNN, and the machine attempts to classify
the images by the ensemble which generated them.
We have examined a number of correlators, including
both 2-point functions and 4-point OTOCs. Specifically,
we started by generating images from
〈XiU†YjUXiU†YjU〉 (12)
for both 2-designs and Haar-random matrices. If we
were to use 1-designs for this OTOC, the result would
be trivial, since 1-design operators factor into a product
of single site Pauli matrices (see fig. 1). Hence the cor-
relator can only take two distinct value (one for i = j
and another for i 6= j). To compare 1- and 2-designs in
a non-trivial way, we also considered images generated
from
〈XiU†XjUYiU†YjU〉 (13)
Besides these OTOCs, we also considered the following
2-point functions:
〈XiU†YjU〉 (14)
〈ZiU†ZjU〉 (15)
These objects are not diagnostics of chaos. In par-
ticular, the ensemble-averaged value of these correlators
will be the same for any k-design - including 1-designs
(which cannot model scrambling). Nevertheless, samples
of these correlators may vary as we change the design
from which U is sampled, and we can ask if the CNN is
able to detect a difference between 1- and 2-designs.
We have restricted our system size to N = 10 qubits in
order to efficiently sample from the CUE (an “∞-design”)
in addition to 1- and 2-designs. Earlier data sets consid-
ered smaller system sizes (N = 7); these were found to
have insufficient information for the CNN to find any
distinction between the ensembles.
In every case studied, our neural network is capable
of distinguishing each of the different types of design re-
markably well, with over 99% accuracy, as illustrated in
figure 2. This is achieved after roughly 100 epochs of
training, which takes several minutes on a modest lap-
top CPU. Though it is in general hard for the human
eye, the CNN can identify some feature of each set of
images which is unique to it. Hence, the CNN is able
to detect pseudorandomness associated with scrambling
without explicitly computing a thermal correlation func-
tion. This is true for each of the four correlation functions
considered. Importantly, for a given correlator, we have
checked that the machine is not capable of distinguishing
between random samples of the same type of design: that
is, the machine cannot distinguish k-designs from other
k-designs. This strongly suggests that the feature which
the CNN is detecting can only be accounted for by the
level of pseudorandomness present in the unitaries used
to compute the ensemble average.
The fact that the CNN can distinguish between each of
these ensembles for every correlator considered is some-
what surprising. Given that a 1-design is sufficient to
cause 2-point functions to decay, one would not expect
to be able to use 2-point functions to distinguish between
1-designs and higher-order ensembles. Similarly, 4-point
OTOCs seem insufficient to distinguish 2-designs from
5FIG. 2. Above (left to right): samples of image configurations
for 1-designs, 2-designs, and Haar-random matrices generated
from the correlator (12). With some effort, the human eye is
capable of distinguishing 1-designs from the other two cases,
while that seems quite challenging for the 2-design and Haar
data. Below: Sample training outputs for the case of 2-designs
vs. Haar matrices as a function of training epochs. Clearly,
the machine is capable of distinguishing the two cases reliably
given sufficient training. The training process takes several
minutes on a typical laptop CPU.
CUE matrices. The fact that these cases are distinguish-
able strongly suggests that these samples are sensitive to
the structure of the operators under study in a non-trivial
way. While different designs may lead to the same value
for particular correlators, we believe that the means by
which they go about canceling different contributions to
the correlator contains additional structure. This allows
us to detect higher-design-like behavior with particularly
simple correlation functions.
V. DISCUSSION & CONCLUSIONS
In this paper, we have put forward the idea of using
deep learning to probe the real-time evolution of chaotic
quantum systems. As a first step in this program, we
modeled time evolution with pseudorandom operators
sampled from several distinct k-design ensembles. This
was motivated by the results of [22], and the generic con-
jecture that chaotic time-evolution operators become in-
creasingly pseudorandom over time. By training a con-
volutional neural network with data samples drawn from
correlation functions, we have shown that it is possible
to determine the level of pseudorandomness in a system’s
evolution by solving a simple image recognition prob-
lem. Importantly, this can be done with very modest
computational resources. This allows us to detect pseu-
dorandomness associated with scrambling behavior with
none of the traditionally expensive computations asso-
ciated with that task. We have also shown that even
samples from 2-point functions (which are not OTOCs)
encode enough information to detect pseudorandom be-
havior associated with scrambling.
There are several lines of inquiry worth pursuing in
light of these results. First, it would be interesting to
extend this thought process to systems that are chaotic
but with a deterministic Hamiltonian. For instance, the
Ising model with certain choices of parameters exhibits a
range of thermalization behaviors [20]. We are exploring
this question now [49]. In that case, as time passes, the
hope is that the CNN could find the exact time at which
the classification changes, which would correspond to the
scrambling time. Interestingly, this could be extended
further to find more, currently unknown, time scales.
Another interesting future direction is in the usage
of unsupervised learning, as opposed to the supervised
learning scheme used here. In unsupervised learning, the
inputs to the algorithm do not carry labels, and the ma-
chine has to create labels by itself. That may allow pat-
terns to be recognized that go beyond those explored in
this work. That is, the classification task of differentiat-
ing pre-scrambling and post-scrambling times was moti-
vated by the intuition that the commutator is a good
measure of the the way quantum information spreads
during time evolution. The unsupervised learning scheme
is totally unbiased regarding any sort of intuition, and
might suggest or reveal novel probes of quantum chaos.
It would also be interesting to check if samples of other
observables, besides the correlators used here, can serve
as useful diagnostics of chaos. Since k-designs have been
used to model the way black holes process information, it
is interesting to consider any possible insight our results
may bring to black-hole physics. Finally, as k-designs are
used routinely in quantum information theory, it is also
worth looking for possible experimental consequences of
our results [50–54].
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6FIG. 3. A schematic diagram of the CNN architecture used
in this paper. The blue square represents a filter. It takes
the pixels covered by it and applies a non-linear function to
them, outputting a single new pixel. We then slide the filter
over the whole image, which produces a new image as its
final output. We repeat this for each of the filters. This
set of operations constitutes one convolutional layer. This is
followed by a second convolutional layer. Next, the output
is flattened and run through a fully connected layer. After
applying a softmax function, the outputs is between 0 or 1,
corresponding to probabilities that the given image is in a
particular class.
Appendix A MORE ON NEURAL NETWORKS
In this appendix, we will briefly outline the training
procedure for a convolutional neural network (CNN). We
will also describe the choices of network parameters used
in this problem. For more details on CNN architectures
and deep learning, we refer the reader to [46]. First, the
image data sets described in section IV are written as
matrices. These matrices are then convolved with a set
of filters, which work in the following way (see figure 3).
The blue square represents a filter that is applied to a
set of pixels in the image. First, the pixels covered by the
filter are “flattened” from a matrix into a vector Xi. We
then apply the following linear transformation on these
pixels, yielding a single new pixel:
Xi →Wi,jXi + bj (16)
Where W and b are known as “weights” and “biases”,
which are free parameters that are optimized during the
learning phase. We may have more than one filter, and
each filter has a corresponding set of weights and biases.
We then introduce non-linearities by applying a non-
linear function to this output, usually the so-called rec-
tified linear unit, which we denote by σ:
σ (x) = max (0, x) (17)
In a convolutional neural network, we “slide” the filters
over the entire image as explained in figure 3, performing
the convolution operation for each set of pixels covered
by the filter. The output after this convolution step is a
set of new images, one for each filter.
In general, a pooling layer is then used which replaces
subsets of the data by their maximal values. In our case,
this is not used, as the size of the images in our dataset is
reasonably small. These convolution steps may, in prin-
ciple, be repeated dozens of times for a single input.
Next, the output is flattened and run through a fully-
connected layer. In this step, the images of the preced-
ing convolution step are flattened into a vector. Then,
we consider all possible pairings of pixels in the flattened
image with neurons, represented in figure 3 as blue cir-
cles. For each such connection, we apply the operation
(16) and the non-linearity (17) again. Here, (i, j) refers
to a pair (pixel,neuron), so that each such connection has
its own weight and each neuron has its own bias. Finally,
another fully connected layer follows, but with only two
outputs (figure 3). After applying a softmax function to
these outputs, their values sum up to one. We can then
interpret these values as probabilities, corresponding to
the machine’s certainty that the provided input is in a
particular class of images.
We then define a cost function, C, to quantify how
far the outputs of the machine are from the labels that
accompany the inputs. Since the output depends on the
weights and biases, C must depend on them. In principle,
the cost should be a sum over the costs that one gets after
checking the outputs of every single image in the training
set against their respective labels,
Ctotal (W, b) =
∑
i∈training set
Ci (W, b) (18)
where Ci is the cost of a single input image. However,
since the training set is usually too big, one typically
defines the cost over randomly chosen mini-batches of
the training set and run gradient descent (see below) on
each of them.
At each training step, the machine takes the images
in the batch as input, runs them through the convolu-
tional and non-linear layers, and updates the values of the
weights and biases using a gradient descent algorithm:
W t+1 = W t − η∇C (W, b) (19)
bt+1 = bt − η∇C (W, b) (20)
Where (W t, bt) are the set of weight and biases at step
t and η is a free parameter chosen by hand, known as the
learning rate. After this step is completed, we draw an-
other batch randomly from the training step and repeat
the process. Letting nbatch be the size of the batch and
ntraining be the total number of images in the training set,
we say we have completed one epoch of training after we
repeat this whole process ntraining/nbatch times. We then
train the network for thousands of epochs.
The cost function that we use in this work is the cross-
entropy, which is a standard choice for image recognition
applications, and satisfies the obvious requirement that it
is positive and minimized when the outputs are equal to
the labels. The cross-entropy is also convenient because
it speeds up the learning process when compared to a
7naive mean-squared error. Again, we refer the reader to
[46] for more details.
Some parameters like the learning rate, the batch-size,
the size of the filters and the way they are initialized, do
not change during the learning process and must be ad-
justed by hand. These are known as “hyper-parameters”.
This architecture has been extremely successful for
image recognition. It has also been applied to many-
body physics to detect phase transitions in [39, 47], us-
ing Monte Carlo simulation configurations as input data.
Though there are universality theorems that prove that
any function can be approximated with a neural network
ansatz, it is still unclear why the number of neurons and
filters necessary does not scale exponentially with the size
of the input for most problems. There are proposals for
future work which address this question [55].
The hyperparameters that were used in this work are
as follows. The training set was composed of 5000 images,
and the validation set of 1250. We used 32 filters in the
first convolutional layer, and 64 in the second. The size
of the filters in the first layer was chosen to be 2 pixels
by 2 pixels, and 3 pixels by 3 pixels in the second layer.
The batch size was taken to be 100, the number of fully
connected neurons in the last layer was chosen to be 512,
and the learning rate was 0.001. In all cases, we ran the
algorithm for about 200 epochs, though in many cases
the validation accuracy would converge much faster. The
average over the last 10 epochs of training was above 99%
for all correlators studied, with the exception of (15),
whose accuracy for this number of epochs was about 94%.
The training was performed on a laptop CPU, and took
just a few minutes for every correlator considered. We
have used the TensorFlow library [56].
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