This chapter discusses some of the problems afflicting the survey-based analysis of how displaced workers overcome the critical event of a job loss and then tries to present a few empirical solutions. A way out is to use plant closure -a reason beyond people's control -as an exogenous instrument for job displacement to tackle the endogeneity problem (Schwerdt et al. 2010) .
Since the Swiss Labour Force Survey does not distinguish between different reasons for involuntary job loss, we ran our own survey on workers who lost their job 2 years earlier. The achieved sample consists of around 1200 people -the entire workforce of five Swiss manufacturing plants that had closed down completely after the financial crisis of 2008. The research objective was to identify the workers' reemployment prospects.
The chapter is structured as follows. The first section discusses two types of survey bias: selection bias and nonresponse bias. The second section describes the nuts and bolts of our survey on displaced workers and presents the data. The third section shows the empirical analysis of nonresponse bias in our sample. The fourth section then presents the re-employment rates of displaced workers based on different data subsets. The conclusion sums up the main findings and discusses some challenges faced in the survey process.
Selection and Nonresponse Bias in Survey Studies
When conducting a survey, researchers must be aware of a set of error sources -an approach summarized in the concept of the total survey error approach -and, more specifically, survey bias (Groves and Lyberg 2010:850) . Bias occurs at the variable level when the factors that drive the bias are correlated with the relevant variables (Groves and Peytcheva 2008:169) . In the following sections we discuss two types of bias that we consider particularly relevant for our study and briefly address a third one.
Selection Bias
Selection bias emanates from a non-random attribution of individuals into a sample and implies that the selected individuals are not representative of the population. Part of the problem is that one does not know whether such a selection has taken place and if so, which characteristics drove the process (Antonakis et al. 2010) . Selection bias implies that the independent variables are endogenous, making causal inference on the basis of these data impossible (Hamilton and Nickerson 2003) .
The ideal solution to avoid selection bias would be to run an experiment. Since in the social sciences experiments are often difficult for ethical and practical reasons, other methods for causal inference must be adopted (for an overview, see Angrist and Pischke 2008) . A way around experiments is to choose natural experiments -events that occur without the contribution of the researcher, where an exogenous source of variation in the social phenomenon of interest randomly determines individuals' assignment to a treatment (Meyer 1995:151) .
Plant closure comes close to such a setting: at the individual level, the assignment to the treatment is random because the workers are dismissed independently of their health or work performance. The fact that the entire workforce of a company loses their job suggests that selection into displacement is limited (Eliason and Storrie 2009:1397; Gibbons and Katz 1991:353) . Moreover, reverse causality is unlikely in the case of plant closure: if displaced workers are in poor health, it is unlikely that their sickness has caused the plant to close, but rather that plant closure and job loss have negatively affected their health (Kuhn et al. 2009 (Kuhn et al. :1099 . The advantage of plant closure as an analytical instrument for unemployment thus is that displaced people were not primarily selected into unemployment -that is, dismissed -on the basis of other characteristics such as lack of motivation, poor health or an insubordinate personality. It is thus possible to identify the causal effect of redundancy on workers' ensuing trajectories (Schwerdt et al. 2010:137) .
At the same time, this instrument is not immune to two types of selection bias. First, there may be some extent of self-selection of workers into industries and plants that are more vulnerable to economic and structural problems (Cha and Morgan 2010:1141) . Evidence from Germany suggests that older workers and workers without technical training or university education are more likely to be made redundant (Burda and Mertens 2001:22-24) . Thus, belonging to the workforce of a non-profitable plant is not completely random -confronted with a choice, much sought-after specialists may think twice before seeking employment in a plant that shows evidence of economic difficulties. The same study additionally shows that workers employed in small firms have a higher propensity to be dismissed.
A second selection bias arises from the fact that some workers anticipate the closure of their plant and leave it before the closure is officially announced. If more ambitious or motivated workers select themselves out of the sample, the remaining sample is not representative for the total population. In an Austrian study, Schwerdt (2011:100) shows that early plant leavers tend to have higher re-employment rates and lower earning losses than workers displaced at the very end. According to the author the outcome is due to compositional differences between the two groups in terms of productivity-related characteristics. Turnover before plant closure thus seems to be selective.
Nonresponse Bias
Despite the use of plant closure as a methodological instrument to limit selection bias in the sample to be surveyed, individual differences in survey participation behaviour may still result in a selective sample. If the group of nonrespondents were missing completely at random, this would only reduce the statistical power of results without inducing systematic bias. Unfortunately, nonresponse most often is biased: Individuals who are not participating in a survey are likely to be less interested in the topic or to have lower literacy in the questionnaire's language (Groves and Couper 1998; Stoop 2005) . It is thus important to understand the mechanism behind nonresponse and, if possible, to correct for it.
Some subgroups may be particularly difficult to observe. For example, it has been shown for Switzerland that individuals with an immigration background from a country where none of the survey languages is spoken are heavily underrepresented in surveys such as the Swiss Household Panel or the Swiss Labour Force Survey (Lipps et al. 2013:248-251; Laganà et al. 2011:2) . The participation rate is particularly low among Turks, Ex-Yugoslavians and Albanians. In contrast, Italian, French and German nationals have participation rates similar to that of Swiss nationals.
Conventional efforts to increase the overall response rate such as repeated contact attempts or government survey sponsoring tend to lead to the inclusion of more respondents of the same type instead of accessing subgroups that are traditionally less likely to participate (Laganà et al. 2011:22; Groves and Peytcheva 2008:176) . These methods thus seem to increase the under-representation of minorities with immigrant backgrounds. While a high participation rate leads to more robust estimates, the increase in the response rate does not guarantee the sample's representativeness (Groves and Peytcheva 2008:168) . Therefore, the objective of increasing the response rate should always be coupled with an effort to reduce bias by obtaining answers from under-represented subgroups (Luiten and Schouten 2013) . In order to reach individuals belonging to subgroups with traditionally low participation rates, a more effective solution is to alter the survey protocol, for instance through a shorter questionnaire -a practice often applied in nonrespondent follow-up surveys (Peytchev et al. 2009:786; Lynn 2003) .
A second possibility to reduce nonresponse bias is to use financial incentives. Incentives have proven successful at pulling in those respondents who otherwise would not answer the questionnaire (Dillman et al. 2009:249) . They encourage respondents to reciprocate by completing the survey (Dillman et al. 2009:238) . According to the economic exchange theory, the amount of the incentive should compensate the respondents for the opportunity costs of the time invested to participate in the survey (Citro 2010:73) . Research in survey methodology indicates that unconditional and cash incentives are more effective than incentives contingent on completing a survey (Harrison 2010:519; Lipps 2010:84) . Incentives are particularly important in written or online surveys where there is no interviewer to motivate and support the participants (Mehlkop and Becker 2007:8) .
A third possible solution for addressing nonresponse bias consists in mixing survey modes. Mixed-mode approaches using combinations of face-to-face, telephone, internet and paper-pencil questionnaires tend to be more effective at enhancing representativeness than single-mode surveys: different modes usually help to activate different subgroups of the surveyed sample (Dillman et al. 2009; Hayashi 2007) . However, taken on their own, every single survey mode has its downside: internet coverage is still limited, notably among older people; landline telephone coverage has decreased in recent years; mail surveys are known to have a comparably high nonresponse rate; and face-to-face interviews are resource intensive (Schräpler 2001:13; Kempf and Remington 2007; Ernst Stähli 2012; Lipps and Kissau 2012) . While the combination of different modes may help to increase representativeness, its drawback is an incomparable measurement error across modes (Dillman and Messer 2010:551-553; Vannieuwenhuyze and Loosveldt 2013) .
A last possibility to deal with nonresponse bias is to adopt postsurvey adjustments by means of weighting. The idea is to give underrepresented groups a higher weight than overrepresented groups (Little and Vartivarian 2005) . The quality of the weights depends on the available data: if the socio-demographic variables used to construct the weights do not affect the phenomenon of interest, the adjustments weights will not correct for nonresponse bias (Groves and Peytcheva 2008) .
Finally, a third source of bias needs to be briefly discussed: measurement error. This source of bias typically arises if the questionnaire is poorly designed: ambiguous questions, confusing instructions, and easily misunderstood terms are examples of questionnaire problems that lead to measurement error (Biemer 2010:32) . A technique to reduce measurement error is to validate survey answers by means of external data sources. For instance, the combination of survey data with register data allows controlling for the accuracy of the survey data (Sakshaug et al. 2012:536 ). Yet obtaining register data is often challenging because of data protection legislation, matching problems, and the need of informed consent by the concerned individuals.
Survey Procedure and Data

Sampling Strategy
In autumn 2011, we conducted our survey on the workforce of five companies in Switzerland's manufacturing sector that closed down in 2009 or 2010. The objective was to examine the re-employment prospects of displaced industrial workers about 2 years after their dismissal. In this section, we briefly present the nuts and bolts of our survey.
To begin with, the selection of companies was based on the following four criteria. First, we limited our sample to workers from production sites that closed down completely. As discussed earlier, this is relevant because plants that dismiss only parts of their workforce are likely to hold on to their most valuable workers, while making those with lower work performance redundant -which would result in a selective sample of workers. Second, we chose plants that closed down about 2 years before the survey. We thus try to capture long-term unemployment and, more specifically, the crucial moment when the unemployed exhaust their right to draw unemployment benefits. This happens in Switzerland -depending on the workers' age and duration of contribution -after 1-2 years of entitlement. Third, we selected plants that employed, at the moment of closure, no less than 150 employees. In order to limit time costs, we focused on mid-sized and large plants. Fourth, we focused on manufacturing -the sector most strongly affected by job displacement. These criteria helped us to reach a critical mass of workers with a small number of plants.
Through media screening and contact with the cantonal employment offices, we made an inventory of plants that corresponded to these four criteria and identified ten plants. This inventory constitutes our sampling frame. We then contacted all these plants by mail and telephone, succeeding in convincing five plants to participate in the survey. The five missing plants are similar to the participating firms in terms of size, sector, displacement date and geographic location. Table 1 gives an overview over the surveyed plants and shows that they had been active in the sectors of metal and plastic production, printing, chemicals or machinery, employed between 169 and 430 workers at the moment of closure and closed down between January 2009 and August 2010.
For two plants we accessed the workers through the company's management, for one plant through the works council and for two plants through the cantonal employment offices. For data protection reasons, we had to obtain the workers' consent to use their addresses. Workers thus received a letter informing them about our study and the intention of the address providers -company management, work council, or employment office -to give us access to their postal addresses. For practical reasons, the workers only had to react in case of refusal. Table 1 shows that 186 or 15 % of all displaced workers either had invalid addresses (because they moved or -in a few cases -were deceased) or refused access. The main reasons for refusals were (a) that workers did not feel concerned by our study, (b) that workers did not speak the survey languages (French and German), and (c) that some individuals were frustrated by their occupational situation. After all, a non-negligible share of our original sample dropped out and the surveyed sample resulted in 1203 individuals.
Since we selected those units easiest to be surveyed (that is, those companies agreeing to participate), our sampling strategy at the level of companies provides us with a convenience sample (Lohr 1999:5) . Convenience sampling implies that the data are not generated by a known probability mechanism such as random sampling -and hence does not allow for inferring from the sample to the whole population (Western and Jackman 1994:412; Berk 2004:51) . A conservative interpretation would thus be that our findings need to be read as the results of a case study.
Data Collection
Our data collection instrument was a questionnaire with about 60 mainly closedended questions. Many of the questions were adopted from established surveys such as the Swiss Household Panel or the Swiss Labour Force Survey. Since the target group consists in individuals living in both, the German-and French-speaking regions of Switzerland, the questionnaire was fielded in two languages. It was first cross-examined by survey experts and then completed by and discussed with four workers of the survey population. The questionnaire was both printed on paper and provided online. Furthermore some workers answered by telephone; they had the possibility to answer only to a sub-selection of the questions. We hence conducted a mixed-mode survey where questionnaires were mainly self-administered.
We started the survey at the end of September 2011 by sending out an advance letter. The aim of this letter was to describe the purpose of our study and to announce the arrival of the questionnaire. The letter contained the URL to the online questionnaire that allowed workers to start participating right away. A recommendation letter by the Swiss State Secretariat of Economic Affairs (SECO) -whose purpose was to enhance the survey's legitimacy by showing governmental support -accompanied the advance letter. One week later, at the beginning of October, workers received the paper and pencil version of the questionnaire for the first time, including a pre-stamped return envelope. This mailing was accompanied by an unconditional financial incentive in the form of a voucher worth ten Swiss Francs for Switzerland's biggest retail trade company. About 1 month later, at the beginning of November, workers who had not yet participated received the paper and pencil questionnaire for a second time.
A crude analysis of response rates by a national origin proxy suggested that immigrants tended to be under-represented in our study. Since we did not have information for all workers about their nationality, the proxy for national origin was created on the basis of workers' family names. Thereby, we distinguished four groups: (1) Switzerland, France and Germany, (2) Spain and Portugal, (3) Italy, and (4) other countries, notably Ex-Yugoslavia and Turkey. Group (1) represents 71 % of the workers, group (2) 3 %, group (3) 8 % and group (4) 17 %. When checking the response rates across these four proxy groups -an admittedly rough indicator for immigration background -we found the expected differences: group (1) had a response rate of 66 %, group (2) of 56 %, group (3) of 55 % and group (4) of 40 %. To increase the response rate of group (4), we drew a random sample of nonrespondents in this group and succeeded, in December, to conduct 15 telephone interviews with workers with an Ex-Yugoslavian or Turkish origin. This measure led to a final response rate of group (4) of 52 % -a response rate similar to that of the proxy groups (2) and (3).
The overall response rate for the survey was 62 % and the responding sample included 748 workers. The properties of our responding sample are shown in Table 5 in the appendix. 83 % of the workers in our survey were male, the mean age was 47.3 years, 57 % had an upper secondary education (apprenticeship) and 55 % were employed as craft workers, machine operators or workers in elementary jobs (henceforth: production workers).
Combining Survey Data with Plant and Register Data
A potential problem of our mixed-mode survey is differential measurement error. We tried to address this bias by linking our survey data with data from the firms and with administrative data from the unemployment register. The advantage of the data from the companies is that it is available for all workers. This allows us to examine whether respondents are representative for the surveyed sample. However, the same variables were not available for all plants: while we received important information such as occupation or age for workers in some plants, we only obtained information on the displacement date for other plants.
The administrative data stems from the AVAM/PLASTA 1 database of the public unemployment insurance. Access was subject to two conditions: first, we could only obtain information on those displaced workers who did not refuse access.
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This implies that both, survey respondents who did not refuse access and all survey nonrespondents (who, by definition, did not refuse since refusing implied to tick a box in the questionnaire) were covered by this data source. Second, workers needed to be identifiable in the unemployment insurance database on the basis of their name and address -which was not possible for everybody, because not all the displaced workers were enrolled in the unemployment insurance: some had found a job right away, others went into early retirement, and a third group may have preferred to avoid the stigma of living from unemployment benefits. Moreover, some workers' address could not be tracked since it had changed.
At the end, it was possible to identify 355 workers in the database of the unemployment insurance, 165 of whom did not participate in the survey. Combining survey and register data we thus have information on 913 workers or 76 % of the total surveyed sample. For the post-displacement occupational situation -our central dependent variable -we have employment status for 884 workers (74 % of the total surveyed sample).
Survey Participation
As mentioned, the overall response rate in our survey was 62 %. This comparatively high response rate is probably due to the features of our survey design: multiple contact attempts, mixing modes, unconditional financial incentives and an official recommendation letter by the SECO. In addition, the focus on specific populations may also result in higher response rates because respondents feel concerned by the survey topic and are interested in the goals of the study (Sweet and Moen 2011:9) . Comments that we received with the questionnaires suggest that the displaced workers were happy to be able to communicate about their experiences after plant closure.
However, the crucial question is not whether the response rate is high or low, but whether different worker subgroups had a similar propensity to participate in the survey. First, we examine this question by analysing the response rate for different worker subgroups, relying on firm data that is available for both respondents and nonrespondents. Second, we analyse whether the groups of respondents and nonrespondents are different in terms of socio-demographic characteristics by relying on register and survey data. Table 2 presents the response rates by plant, sex and occupation in the predisplacement job. Since the latter two variables are available only for three firms, the number of observations for former occupation and sex is smaller than for the survey population (N D 1203). The response rates do not vary much across plants, ranging from 55 to 66 %. Large response rate differences according to company could be problematic if the firms had very different characteristics and would differ in the labour market prospects of their workforces. Yet since we are not confronted with large differences, this issue is not relevant here. What we know is that there does not seem to be a relationship between the number of months since plant closure and Table 2 shows greater differences in response rates with respect to the former occupation. Not surprisingly, we find that machine operators and workers in elementary occupations have the lowest response rate, whereas professionals and managers have the highest. While four out of five professionals participated in our survey, only three out of five machine operators did so. We expected clerks to stand out in comparison with production workers since the former are more used to filling in forms than their colleagues in manual occupations. Contrary to our expectations, however, we found that the response rates between clerks on the one hand and craft workers and machine operators on the other hand do not vary much, ranging between 60 and 66 %. Finally, the response rates with respect to sex confirm prior findings in survey research that women are more likely to participate in surveys than men (Voorpostel 2010:367) . We find that only 59% of the men, but 69 % of the women responded to our questionnaire.
In the next section we compare a series of socio-demographic characteristics between respondents and nonrespondents (Table 3) . While for the respondents register and survey data is available, for the nonrespondents we only rely on register data. If we compare the respondents (all) and the nonrespondents (UEI register) we can see that the respondents are on average substantially older, more highly educated and were less often employed as production workers.
By comparing the profile of respondents for each survey mode in terms of age, education and occupation, we get an idea about how different modes affect the socio-demographic composition of our sample. Twenty-one percent of all respondents completed the questionnaire online, 76 % used the paper and pencil questionnaire, and 3 % answered by telephone. It is not surprising that paper and pencil was clearly the most frequently used mode since we had workers' postal address, but not their e-mail address. Participants who answered on Internet are somewhat younger, more likely to be better educated and less likely to have worked in a production job compared with participants having answered the questionnaire on paper. Furthermore workers who responded by the paper and pencil questionnaire after the first mailing are similar to those who answered by means of the same mode after the second mailing. Differences between respondents using Internet as compared to paper and pencil are somewhat larger, but still not very substantial. In contrast, differences are noteworthy with respect to respondents who had answered the questionnaire by telephone: this specifically targeted group is younger, more likely to be lower educated and to have worked in a production job as compared to respondents who answered the survey by other means. The strategy of mixing modes and multiple contact attempts seems to have paid off in terms of a higher response rate. The modes partially coincided with different moments of contact. The first contact gave participants access to the online questionnaire. The first survey participants therefore responded by Internet; yet the online questionnaire was open throughout the entire survey. The second and third contact allowed workers to fill in the paper and pencil questionnaire. The fourth contact by telephone concerned exclusively a small subsample. However, some additional workers who did not belong to this subsample contacted us via telephone and answered the survey by this means. Our results reveal that the second mailing of the paper questionnaire to nonrespondents brought in more people who are much like those respondents who already answered by paper and pencil after the first mailing. By reminding people to participate, the second mailing was effective in increasing the response rate by 14 percentage points. However, unlike the telephone interview, it does not seem to have done much to improve the sample's representativeness.
Participants who responded by telephone seem to be much more similar to nonrespondents than respondents using the two dominant modes (paper and pencil and Internet). The difference is particularly marked with respect to education: while 36 % of the nonrespondents have not obtained upper secondary education, this is the case for only 8 % of Internet respondents and for 14 % of paper and pencil respondents. Among the telephone respondents in contrast, the share of workers with a lower level of education is even higher than among nonrespondents (38 %). This finding suggests that telephone interviews were effective in motivating workers who, otherwise, would not have participated in the survey. Table 3 also shows us that, overall, participants who registered in the unemployment insurance are similar to those who did not register: while the former are somewhat older and more likely to have worked as production workers, the share of low-educated workers is almost identical. In contrast, the small group of workers who registered in the unemployment insurance and who did not respond to our survey present a very different profile than respondents: on average, they are much younger and those with a lower level of education, as well as production workers, make up a much larger share. Clearly, having access to register data provides us with observations for potentially more disadvantaged workers. The difference in the subgroups' characteristics suggests that we are possibly still confronted with nonresponse bias. A relatively simple method to correct for this problem is unit nonresponse adjustment weighting. Accordingly, we use a technique that is based on a missing at random (MAR) assumption. This means that subgroups based on variables available for respondents and nonrespondents are created, with the assumption that non-participation happened at random within these subgroups. This method is often used in nonresponse adjustment (Little 1986 ) and consists in adjusting each subgroup separately for nonresponse.
Since for every plant in our sample, other variables are available, we used different variables for each plant when constructing the individual-level weights. The variables used for nonresponse adjustment depending on the plant are shown in Table 4 . This type of nonresponse adjustment is most effective when the available variables used to construct the subgroups (sex, occupation, age, nationality) correlate with the variable of interest in the study (re-employment). The literature suggests that this is the case: sex, occupation, age, and nationality affect reemployment chances (e.g. Fallick 1996; Kletzer 2001; Jolkkonen et al. 2012 ). However, it might be problematic to construct adjustment weights on the basis of different variables. Yet since no variable is available for all firms, we assume that our construction is still better than no weighting at all. How these weights change our results in terms of reemployment rates will be shown in the next section.
Re-employment Rates of Different Subsets
The crucial question is whether nonresponse, different survey modes and weighting lead us to draw different conclusions as to the re-employment prospects of displaced workers. Figure 1 answers this question by showing workers' occupational status about 2 years after displacement for different data subsets. If we use the survey data for all workers (1) we find that 67.9 % of the workers are re-employed. 15.9 % are still unemployed, 13.1 % are retired and the remaining 3.1 % exited the labour market for training, childcare or due to disability. If we consider the weighted survey data (2), the re-employment rate is 68.7 % -slightly higher than for the unweighted survey data. The nonresponse adjustment weight thus does not Fig. 1 Employment status of workers about 2 years after displacement by different data subsets. Note: 1 Survey data (for all workers), 2 Survey data (for all workers) -weighted, 3 Survey data for workers responding by paper and pencil questionnaire, 4 Survey data for workers responding before second mailing of the questionnaire, 5 Survey data (for all workers) combined with register data seem to have a substantial effect on the result. We would have expected a lower reemployment rate for the weighted than the unweighted data as the characteristics of nonrespondents typically do not favour re-employment. This implies that -with respect to the weighting variables -the group of respondents is similar to the group of non-respondents in terms of re-employment. Yet the weighting induces a slightly lower rate of retired workers. This suggests that the retired are slightly overrepresented among the survey respondents. As a matter of fact, Table 3 above suggests that respondents are on average several years older than nonrespondents.
If we use survey data for workers who responded by paper and pencil (3), the reemployment rate amounts to 67.7 %. If we use survey data of workers who responded before the second mailing of the questionnaire (4), the re-employment rate is 67.9 %. These results are basically the same as those for survey data for all workers (1) and suggest that the re-employment prospects of those workers who responded to the survey through the paper and pencil questionnaire or before the second mailing are very similar to the whole group of survey respondents.
Finally, if we combine the survey data with register data (5), the share of workers who have found a new job increases to 69.2 %. Similarly, the unemployment rate is higher if we base our analysis on this subset of data. This is not surprising since our unemployment register data does not include workers who went into (early) retirement or exited the labour market for other reasons. In contrast, it is remarkable that the unemployment rate is not higher than 17.1 %: the socio-demographic characteristics of the nonrespondents (see Table 3 ) might have suggested that they are substantially more likely to be unemployed than the respondents.
If we compare our results for re-employment rates after plant closure with other studies, the outcomes are similar. In a recent study focusing on six industrial Swiss companies, the author finds re-employment rates of between 72 and 92 % and unemployment rates between 8 and 28 % (Wyss 2009:27) . Yet this result does not consider the share of workers who quit the labour market because of retirement or training. If we adopt the same approach as Wyss (2009), we find a re-employment rate of 80 % and an unemployment rate of 20 %.
Likewise, a study on plant closure in Finland highlights that 1 year after displacement 62 % of the workers were re-employed, 14 % were unemployed, 19 % were in education or training and 5 % had dropped out of the labour force (Jolkkonen et al. 2012:88) . While the re-employment and unemployment rate in the Finnish study are slightly lower than in our case, a much higher share of workers was in education or training, probably organized within the unemployment institution. Similarly, a thorough analysis of the American Displaced Worker Surveys 1984-2000 finds the reemployment rate for displaced mid-age, mid-educated male manufacturing workers in the United States to be 62 % in the early 1990s (Kletzer 2001:45) . These comparisons provide some evidence that the findings from our survey also apply to other countries. Yet since the reported studies are set at different moments in the business cycles and in countries with a different labour market structure, we should not make too much of the similarities between these studies and our results.
Conclusion
Our survey on displaced manufacturing workers in Switzerland strives at understanding occupational trajectories after job loss. Based on a mixed-mode questionnaire, we surveyed about 1200 workers who lost their job after a financial crisis. The collected data were matched with firm data and register data from the unemployment insurance in order to obtain information about nonrespondents. When conducting this survey, we were confronted with two main problems likely to threaten the quality of the collected data: selection bias, referring to the problem that individuals are non-randomly selected into the sample, and nonresponse bias, referring to the problem that survey respondents and nonrespondents differ in characteristics (e.g. age or education) that are relevant for the outcome.
In this chapter, we have presented possible solutions to deal with survey bias and have evaluated whether these techniques were successful. Selection bias was addressed by using plant closure as an instrument. If a production site closes down completely, it is likely that workers did not lose their job because of poor performance and thus did not self-select into job displacement. Selection of workers into closing firms may not be a major problem in our case since we studied workers from mid-sized and large plants that are less likely to close down. The experiment-like setting of plant closure allows us to study the net effect of workers' socio-demographic characteristics on their re-employment prospects. We dealt with the problem of nonresponse bias by using financial incentives, mixedmode, telephone interviews with national minorities, the inclusion of unemployment register data and weighting.
Although we cannot completely exclude selection and nonresponse bias, our adjustments seem to have reduced them. Our analyses suggest that some methods such as repeated contact attempts to reach the surveyed sample increased the response rate but did not reduce nonresponse bias. In contrast, telephone interviews helped to substantially improve the participation of typically underrepresented subgroups. Still, the survey respondents differ from nonrespondents in terms of age, education and occupation: the nonrespondents are on average substantially younger, more often with a lower level of education, and more likely to have worked in production jobs than the respondents. But interestingly these differences have no significant impact on the substantial conclusion about displaced workers' re-employment prospects. When we compare the re-employment rate based on weighted data with the re-employment rate based on data that combine survey and register data, the differences are marginal. One reason might be that the weights did not include variables that are relevant for the substantive variable. Another reason could probably be that those characteristics favouring participation in our survey -age and education -have contradictory effects on re-employment chances. While higher levels of education lead to both higher survey participation and reemployment rates, the opposite mechanism is true for age. Age increases survey participation, but strongly hampers job prospects -notably for workers aged 55 and more (Oesch and Baumann 2015) .
Finally, we conclude by highlighting three challenges we faced when conducting the survey. The first challenge was the difficulty to convince companies and plants to participate in the survey since mass displacement implies negative publicity for a company, particularly if workers who were made redundant have not found new employment. A second challenge was the time-consuming construction of the questionnaire, made worse by the need to translate questions and to check its validity in both languages. A third challenge was the, ultimately unsuccessful, attempt to use an optical reading program to automatically input the responses of the questionnaires into a data file.
In contrast, particularly helpful for the survey process was the support provided by the Swiss State Secretariat of Economic Affairs. A first recommendation letter facilitated the contact with companies and employment offices. Once we had access to addresses, the external funding enabled us to provide financial incentives to respondents. The effect of a second recommendation letter that we added to the questionnaire is open: we do not know whether this letter incited -because of the official appearance of the survey -or discouraged -because of potentially negative resentment towards governmental actors -workers to participate in the survey. Our only indicator is the high participation rate, which rather points to a positive effect of the letter. Finally, collaboration with the government facilitated access to the unemployment register data, which proved to be extremely useful in the analyses of nonresponse bias presented here.
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