Abstract
Introduction
We study the diagnosis of truly asynchronous systems. Typical examples are networked systems, such as shown in Fig. 1 . In this figure, the sensor system is distributed. It in- volves several local sensors, attached to some nodes of the network (shown in black). Each local sensor has only a partial view of the overall system, and its local time is not synchronized with that of other sensors. Alarms are reported asynchronously to the global supervisor, depicted in grey, which performs diagnosis; this is the typical architecture in telecommunications network management systems today (see [23] ). Even if the order of events may be correctly observed locally by each indidual sensor, communicating alarm events via the network causes a loss of synchronization: as a result, the interleaving of events communicated to the supervisor is nondeterministic. The right picture of what the supervisor collects is thus a partially ordered set, rather than a sequence, of alarms. Our application -fault management in telecommunications networks, see [23] -motivated some of our choices. We needed to support distributed sensor setups; also, providing explanations in the form of scenarios, not just snapshots, was essential. That is, explanations have to take the form of a chronicle of events, which are not linearly ordered in general. Finally, returning all scenarios compatible with the observations was a requirement from operators in network management: that is, we have to compute all partially ordered sets of events that may have occurred and, had they occurred, would have produced the observed pattern of alarms. In a second step (not treated here), the likelihood of scenarios can be compared, to yield the most probable explanation for the given observation
In this paper, our main tools are Petri nets (see [26, 6, 9] ; for their use in diagnosis, compare [19, 27, 20, 21] ) and their unfoldings. Petri net Unfoldings were originally proposed by Nielsen, Plotkin and Winskel [25] , and used by Mc Millan [24] for model checking; see further [10, 11, 12, 13] . For reference on fault diagnosis, see [6, 8, 29, 30, 2] , and [7, 28] for an overview. Net unfoldings are branching structures suitable to represent the set of executions of a Petri net using an asynchronous semantics with local states and partially ordered time. In this structure, common prefixes of executions are shared, and executions differing only via the interleaving of their fired transitions are represented only once. Our motivation, for using Petri nets and their unfoldings, is to have an elegant model of asynchronous finite state machines, therefore we restrict ourselves to safe Petri nets throughout this paper. In asynchronous diagnosis, some recorded alarm sequences differ only via the interleaving of concurrent alarms, hence it is desirable not to distinguish such alarm sequences. Similarly, it is desirable not to distinguish diagnoses which only differ in the interleaving of concurrent faults. Diagnosis nets are introduced to this end : they express the solution of asynchronous diagnosis by using suitable unfoldings.
Background Notions
Homomorphisms, conflict, concurrency, and unfoldings, are the essential concepts on which a true concurrency and fully asynchronous view of Petri nets is based. In order to introduce these notions, it will be convenient to consider general "nets" in the sequel; see Figure 2 and the explanation below.
Nets and homomorphisms.
A net is a triple N = (P T !), where P and T are disjoint sets of places and transitions, and ! (P T) (T P) is the flow relation. Set :=! and :=! . For a node x 2 P T, denote as x = fy : y ! xg the preset and by x = fy : x ! yg the postset of x; for X P T, write X = S x2X x and X = S x2X x . A homomorphism from net N to net N 0 is a map ' : P T 7 ; !P 0 T 0 such that: 1/ '(P) P 0 , '(T) T 0 , and 2/ for every node x of N, the restriction of ' to x is a bijection between x and '(x), and the restriction of ' to x is a bijection between x and '(x) . N as the minimal branching process of N. Then, for each branching process B already constructed, select a co-set X of B, labeled by the preset t of some transition t of N, and has no t-labeled event in its postset within B. Append to X a net isomorphic to t ! t ! t (recall that t = X), and label its additional nodes by t and t , respectively. Performing this recursively yields all possible finite branching processes of N; their union is the unfolding U N .
Labeled nets and their products. Let A be some finite alphabet. A labeled net is a net N = ( P T ! ) equipped with a labeling : T 7 ; !A For N i = fP i T i ! i i g, i = 1 2, two labeled nets, their product N 1 N 2 is the labeled net defined as follows:
(1)
In (1) Petri nets and occurrence nets inherit the above notions of labeling and product.
A labeled Petri net model. In Fig. 2 , a labeling with f g A is given by the letters next to the transition.
The running example is now interpreted as a labeled Petri net with interacting components C1 and C2. Component C2 uses the services of C1, and therefore it may fail to deliver its service when C1 is faulty. C1 has two states: nominal (place 1) and faulty (place 2). On entering the faulty state, C1 emits an alarm , the label of both (i) and (ii). The fault of C1 is temporary: self-repair ( ) is possible.
Component C2 has three states (places 4 5 6). Interpret 4 as nominal, 6 as "C2 is faulty", and 5 as "C2 fails to deliver its service, due to failure of C1". Fault 6 is permanent and cannot be repaired.
The shared place 3 models failure of C1 causing fail-
Different setups for diagnosis.
I Successive alarms are recorded in sequence by a single supervisor.
II Two independent sensors, one per component. Each sensor records its local alarms in sequence, ignoring the other sensor's records. The two records are collected, asynchronously, by a single supervisor. Here, interleaving of the local sequences is lost.
III Distributed fault monitoring: two supervisors cooperatein an asynchronous way; they are attached to their respective components, records local alarms in sequence, and asynchronously exchange supervision messages. [14, 15, 16] . The different setups are illustrated in Fig. 3 ; relabel the events of by their associated alarms: expresses that component C1 is faulty (2), and then was repaired; concurrently, C2 entered faulty state 6, where self-repair is impossible Note that the transmission of the fault of C1 to C2, via place 3, is preempted, due to the fatal failure of component 2. 
In this paper we consider I and II (and generalizations of them), but not III, which is an instance of distributed diagnosis, see

Asynchronous Diagnosis
Thus we must accept as plausible explanations of an alarm pattern A any configuration that explains A, i.e. such that A and have a common linear extension. Assuming, for A, a set of places disjoint from that of U N , aims at reflecting that alarm patterns carry no information regarding hidden states of the original net. This justifies condition 1. Concerning condition 2 the allowed discrepancy between and A formalizes the possible loss of some causalities (e.g., due to independent and non synchronized sensors), and the possible adding of other ones (e.g., when sensors record their alarms in sequence). The key fact is that the information about the concurrency of events produced by the system cannot be observed by the supervisor. To refer to our context of diagnosis, we say that can explain A. For A a given alarm pattern of N, we denote by diag(A) the set of configurations of U N , satisfying the conditions 1 and 2 of definition 1. In the next subsection, we propose an adequate data structure to represent the set diag(A) in a compact way, we call it a diagnosis net. first natural idea is to represent diag(A) by the minimal subnet of unfolding U N , containing all configurations 2 diag(A), we denote it by U N (A). Subnet U N (A) inherits canonically by restriction, the causality, conflict, and concurrence relations defined on U N . Net U N (A) contains all configurations belonging to diag(A), but unfortunately it also contains undesirable maximal configurations not belonging to diag(A), see [15] .
In fact, U N A is the appropriate representation of diag(A). We formalize this in the theorem to follow. We use the notations from subsections 2 and 3, and we need a few more notations. For N = (P T !) a net and X a subset of its nodes, N j X denotes the restriction of N to X, defined as N j X = ( P \ X T \ X ! j X ), where the flow relation ! j X is defined as the restriction, to X X, of the flow relation ! (P T) (T P) given on N.
Be careful that we restrict the flow relation, not its transitive closure. For N = ( P T ! M 0 ) a Petri net, N 0 a sub-net of N with place set P 0 , and U = (B E ! ' ) a sub-net of the unfolding U N , we denote by proj N 0 (U) the labeled occurrence net proj N 0 (U) = U j ' ;1 (P 0 ) E , obtained by restricting U to the set of conditions labelled by places from N 0 , and restricting the flow relation accordingly. Finally, for O an ON, denote by con g (O) the set of its configurations. Discussion. A net unfolding approach to on-line asynchronous diagnosis was presented. This true concurrency approach is suitable to distributed systems in which no global state and no global time is available, and therefore a partial order model of time is considered. Future work will focus on incomplete models, robustness with respect to loss of alarms, and how to partially automatize the model construction (see the MAGDA project [23] ).
It is worth saying what our approach does not consider. We do not follow a diagnoser approach. One can view a diagnoser as a "compiled" algorithm for diagnosis. It consists in pre-computing a finite state machine which accepts alarm events, and has states labeled by, e.g., visited faults. In contrast, our approach can be seen as an "interpreted" one, since our diagnosis nets are computed, on-line, by using only the original Petri net structure. Also, we did not investigate issues of diagnosability. Diagnosers for unbounded asychronous diagnosis and related diagnosability issues have not been considered in the literature, at least to our knowledge. We believe this could be performed by using so-called complete prefixes of the unfolding, see [12] [13] .
Complexity issues have not been addressed. However, the following pragmatic argument can be given to justify the use of unfoldings. Complete prefixes of unfoldings have been used for model checking, an area in which practical complexity is of paramount importance [24] [11][12] [13] ; in particular, the more parallelism there is in the application, the more is gained from the partial order representation.
Various extensions of this work are under progress. Our target application-fault management in telecommunications networks-typically exhibits a great deal of ambiguity. Hence it is of interest to return (the) most likely explanation(s). Probabilistic versions of the present work have been developed for this purpose, see [1, 17, 3] for a theory of corresponding stochastic processes.
For more details on the approach presented here, see the extended version [15] of this article.
