In this paper we perform a reduced phase space quantization of gravity using four KleinGordon scalar fields as reference matter as an alternative to the Brown-Kuchař dust model in [1] where eight (dust) scalar fields are used. We compare our results to an earlier model by Domagala et. al. [2] where only one Klein-Gordon scalar field was considered as reference matter for the Hamiltonian constraint. As a result we find that the choice of four Klein-Gordon scalar fields as reference matter leads to a reduced dynamical model that cannot be quantized using loop quantum gravity techniques. However, we further discuss a slight generalization of the action for the four Klein-Gordon scalar fields and show that this leads to a model which can be quantized in the framework of loop quantum gravity. Particularly, considering the model by Domagala et. al.
Introduction
In the last years several different models describing the dynamics of loop quantum gravity have been introduced [1, 2, 3, 4] . A common property of all these models is that they introduce additional matter fields that serve as reference matter for either only the temporal coordinate or the temporal and spatial coordinates respectively. In the framework of the relational formalism [5, 6, 7] these reference fields are used to construct observables with respect to the Hamiltonian and spatial diffeomorphism constraint that are present in the ADM formulation of general relativity. Following [8] these models can be classified as type I and type II models. Models of type I are characterized by containing two pairs of four scalar fields and are usually a second class system. If one reduces the system with respect to the second class constraints one pair of the four scalar fields can be expressed in terms of the remaining degrees of freedom and one ends up with a first class system for which the remaining four scalar fields can be used as reference matter. Thus, a full reduction with respect to the Hamiltonian and spatial diffeomorphism constraint is possible. On the other hand for models of type II only a partial reduction can be obtained for the reason that these models include only one reference field usually used as reference matter associated to the Hamiltonian constraint. In this work we will extend the class of models of type I models that were so far focused on the various dust models that have been introduced by Kuchař et al in their seminal papers [9, 10, 11] . Referring to the model in [2] that belongs to the class type II here we want to discuss the associated model of type I which uses four Klein-Gordon scalar fields as reference matter for the Hamiltonian and spatial diffeomorphism constraint. Particularly, analyzing the model presented here as well as the model in [2] yields the possibility to learn something about possible differences in the quantum theory when either Dirac quantization is used, as it is done for [2] , or reduced phase space quantization that we will apply here. For a review on the Dirac quantization program applied to loop quantum gravity see for instance [12] . In the case of reduced phase space quantization for loop quantum gravity in order to complete the quantization program, basically we need to perform three steps.
• Step 1: Construction of Observables First, we need to perform a reduction with respect to the constraints of the system. Since loop quantum gravity is based on a formulation of general relativity in terms of Ashtekar variables this includes the Hamiltonian, the spatial diffeomorphism as well as an additional SU(2) gauge constraint. Note, that in all current available models the latter is solved by Dirac quantization and therefore not considered in the reduction of the classical theory. We will follow the same line in our work here and derive the partially reduced phase space with respect to the Hamiltonian and spatial diffeomorphism constraint and solve the Gauss constraint via Dirac quantization at the quantum level. The classical reduction is obtained using the relational formalism that, given a set of reference fields, provides a formalism to construct observables.
•
Step 2: Dynamics of the Observables on the Reduced Phase Space As a second step we have to derive the dynamics for the constructed observables. Since by definition they Poisson commute with the Hamiltonian and spatial diffeomorphism constraints their dynamics is no longer generated by the canonical ADM Hamiltonian. This is also called the problem of time in the context of general relativity. We will denote the generator of the dynamics of the observables physical Hamiltonian because, as we will discuss below, it has similar properties than the Hamiltonian in unconstrained systems.
• Step 3: Reduced Phase Space Quantization Finally, given the reduced phase space, we want to obtain the corresponding quantum theory via canonical quantization. For this purpose the algebra of observables needs to be computed and one has to find representations thereof. In general the algebra of observables can be more complicated than the corresponding kinematical algebra. However, for the existing models as well as for the model discussed here, the chosen reference matter has the feature that the associated algebra of observables is isomorphic to the kinematical algebra. Hence, to find a representation of this algebra, that corresponds to finding the physical Hilbert space, is not more difficult than quantizing the kinematical theory. Furthermore, we are only interested in those representations for which the dynamics encoded in the physical Hamiltonian, can be implemented as a well defined operator on the physical Hilbert space.
The paper is structured as follows: In section 2 we will discuss a model that includes four Klein-Gordon scalar fields and we will derive its corresponding reduced phase space. Furthermore, we will discuss the associated dynamics of the observables and we will show that the resulting physical Hamiltonian cannot be quantized using loop quantum gravity techniques. In section 3 we will generalize the four KleinGordon scalar field model by adding in addition three more scalar fields. As we will show this model becomes a second class constraint model and the reduction with respect to the second class constraints results in a model with one ordinary and three generalized additional scalar fields whose dynamics can be quantized using standard loop quantum gravity methods.
2 where g µν is the space-time metric, g := | det(g µν )|, R (4) denotes the four-dimensional Ricci scalar, µ, ν = 0, · · · , 3 are space-time indices and I, J = 0, · · · , 3 label the four Klein-Gordon scalar fields. Note that the latter index is just an internal one labeling the reference matter fields and has no relation to the space-time indices. We choose our signature convention for the space-time metric tensor g µν to be (−, +, +, +). We restrict our discussion to the ADM variables here. Since all the obtained results here can be straightforward carried over to case of Ashtekar variables. Applying the ADM formalism, where dot denotes the derivative with respect to the time parameter t in the ADM frame, we end up with the following canonical action and
here Λ denotes the cosmological constant, D a is the torsion free metric compatible connection with respect to the ADM metric and q := det(q ab ). As usual z and z a are primary constraints of the canonical action. To analyze the time evolution of the primary constraints z and z a under the primary Hamiltonian we notice that the non-vanishing Poisson brackets on the phase space are given by
3)
The analysis of the stability of the primary constraints shows that c tot and c tot a are the secondary constraints of the system.ż
One can easily show that for {C ′ I } we have {T I , C ′ J } ≈ δ I J . Given these new set of constraints {C ′ I } we can use the reference fields {T I } to construct observables for a general phase space functions. This will be a particular combination of the original phase space function under considerations and the reference fields such that the combination is gauge invariant. To present this construction more in detail we consider the Hamiltonian vector field associated with C ′ I , which we denote by X I . As can be shown and will be crucial in the following constructions the X I mutually weakly commute. Let us introduce a set of up to now arbitrary real numbers {β I }, again one for each constraint C ′ I , and consider the following sum of Hamiltonian vector fields
Now we consider a function f on phase space and define a map f → α β (f ) on the set of smooth functions on phase space given by
here X n β · f = {C β , f } (n) , where {., .} (n) denotes the iterative Poisson bracket defined through 4 algebra of functions on phase space associated with the Hamiltonian vector field X β of C β = I β I C ′ I . We will use the map α β as well as the set of reference fields to construct an observable associated with a given phase space function f . A weak Dirac observable has to weakly Poisson commute with all constraints {C I }. Now the idea of the relational formalism is that although the phase space function f as well as the reference fields T I have non-vanishing Poisson brackets with the constraints a particular combination of the two involving the map α β has vanishing Poisson brackets with all constraints. We want to construct a map that returns the value of f at those values where the reference fields T I take the values τ I . In order to do so let us choose another set of real numbers {τ I }. We are interested in those values of the gauge parameters β I for which α β (T I ) = τ I . If we apply α β onto the reference fields we obtain α β (T I ) ≈ T I + β I , which can easily be solved for β I yielding β I = τ I − T I . We will denote this equation for short as β = τ − T suppressing the indices. Using this we can construct the following map for the
Note that only after we have computed the action of X β with β treated as a constant on phase space, we are allowed to set β = τ − T which then becomes phase space dependent. As has been proven in [6, 7] O f (τ ) is indeed a weak Dirac observable, that is for all I we have
We realize that we can also understand the map O f as a map that returns the value of f in the gauge β = τ − T . As also shown in [7, 16] the multi parameter family of maps
is a homomorphism from the commutative algebra of functions on phase space to the commutative algebra of weak Dirac observables, both with pointwise multiplication,
This will be a particularly useful property when the explicit construction of the observables is considered for the following reason: Let us denote the coordinates on phase space by (q A , p A ), where the index A is chosen such that all relevant phase space degrees of freedom are involved. Now for a phase space function f = f (q A , p A ) we have
This has the important consequence that it is sufficient to construct observables for the elementary phase space variables, something we will use below. Moreover, the multi parameter family of maps
is a Poisson homomorphism with respect to the Dirac bracket {., .} * associated with the system of second class constraints T I , C I [16, 7] , this means 15) where the Dirac bracket is defined as
In the following we want to discuss the special case of constraints that are in deparametrized form and understand how this simplifies the construction of the observables O f (τ ). In the case of deparametrization we can always find canonical coordinates that consists of two sets (T I , P I ) and (q a , p a ) such that all constraints C I of the system can be written in the following form
and thus do not depend on the configuration variables T I . In practice this is a very special case and most constrained systems, if at all, can only be written in partially deparametrized form, in which only part of the constraints deparametrize. However, for the following discussion let us assume that we consider a fully deparametrized system. Now following the steps of the construction of observables from the discussion above we first observe that
Considering the notation above this means the equivalent constraints C ′ I are identical to C I and thus the task of inverting a in general complicated matrix N J I is no longer necessary. Furthermore, if all constraints are linearly in the momenta P I then the associated constraint algebra is Abelian. For the reason that here also none of the h I depends on the reference fields T I we immediately get {h I , h J } = 0. This again implies {h I , C J } = 0 showing that each h I is already a Dirac observable. Moreover, from the Abelian constraint algebra it follows that also the associated Hamiltonian vector fields commute and in this case here not only on the constraint surface but on the entire phase space. As a consequence all weak equalities that we used above can be replaced by strong equalities here.
First let us discuss the construction of the observables for the elementary variables (q a , p a ). Since q a and p a both commute with all momenta P J we can consider the Hamiltonian vector field associated with the h I 's instead of defining X β via C ′ I . Moreover for the reason that also q a and p a commute with all reference fields T I we can already when applying X β to f replace β by the corresponding gauge τ I − T I yielding the following form for the observables for a function f that depends only on (q a , p a ) 19) where X τ is the Hamiltonian vector field of the function 20) where H I := O h I (τ ) denotes the observables associated with h I . Because h I = h I (q a , p a ) is a function of q a and p a only, once the observables for the elementary variables O q a (τ ) =: Q a (τ ) and O pa (τ ) =: P a (τ ) are constructed, we obtain H I as H I = O h I (τ ) = h I (Q a , P a )(τ ) using the homomorphism property of the observable map. In the particular case of deparametrization we have H I = h I because h I is already a Dirac observable as discussed above. Now if we restrict to functions that do only depend on q a and p a the Dirac bracket reduces to the Poisson bracket because those f commute with all reference fields T I . In particular for the algebra of the observables Q a (τ ) and P a (τ ) we obtain 21) showing that the reduced phase space has a very simple symplectic structure in terms of the coordinates Q a , P a , an important property if the quantization of such systems is considered.
Having finished the discussion about the non-reference field degrees of freedom, now let us discuss the case of the remaining reference field degrees of freedom. The observable associated to the reference fields T I is given by 22) and therefore is just a constant function on phase space. Since all momenta P I Poisson commute with all constraints they are already Dirac observables. In addition they can also be expressed as function of the observables Q a (τ ) and P a (τ ) because on the constraint surface we have
Hence, what we will finally be interested in is the reduced phase space with elementary variables Q a (τ ) and P a (τ ). 
where H 0 := d 3 xO h 0 is the integrated observable associated with h 0 that occurs in the constraint C 0 := P 0 − h 0 associated with the reference field T 0 that we interpret as a reference field for time. In the following we will call H 0 the physical Hamiltonian because in contrast to the constraint C 0 , that is generating gauge transformations, H 0 does not vanish on the constraint surface and can therefore be understood as a true Hamiltonian, which generates evolution with respect to physical time τ 0 . Note that because h 0 does not depend on T 0 (and also not on any other reference field) the final physical Hamiltonian H 0 is time independent.
Here we restricted our discussion to the case of deparametrization, but as has been shown in [8] and will be also important for the models discussed in this paper if the system does not deparametrize but the function h 0 depends on the partial derivatives of T 0 only, then the final physical Hamiltonian H 0 will be still independent of time.
Step 1: Construction of Observables
Now we will use the formalism introduced in section 2.1 and apply it to the four scalar field model in order to construct observables with respect to the Hamiltonian and spatial diffeomorphism constraint. For this purpose as a first step we have to rewrite the Hamiltonian as well as the spatial diffeomorphism constraint in an equivalent form such that the set of resulting constraints becomes weakly Abelian. To achieve this we will use the same strategy as in [14] , that is firstly solving the four constraints for the four reference field momenta π J and then apply the so called Brown-Kuchař mechanism in order to ensure that the final physical Hamiltonian is given in deparametrized form.
Weakly Abelian Set of Constraints
We start with the spatial diffeomorphism constraint c tot a and want to solve it for π j . In order that the scalar fields ϕ j with j = 1, 2, 3 serve as good reference fields we have to assume that ϕ : χ → S is a diffeomorphism, where S denotes the scalar field manifold consisting of the values the fields ϕ j can take. We denote by ϕ a j the inverse of ϕ
k . Using this we can solve for π j and get
Further, we want to solve c tot for π 0 . Considering the explicit form of c tot in (2.1) multiply c tot with 2 √ q and reinsert the result for the momenta π j from (2.25) into it, where the last step is known as the Brown-Kuchař mechanism. Note, that we apply the Brown-Kuchař mechanism not in its standard form here because then we would replace q ab ϕ 0 ,a ϕ 0 ,b by
but here we use the spatial diffeomorphism constraint to replace π j . The advantage of this is that we get at most a quadratic equation in π 0 and not a fourth order one as in [2] yielding in general to a more complicated form of the final physical Hamiltonian. These steps lead to
This is a quadratic equation for the scalar field momentum π 0 and can be rewritten as
Let us define the following abbreviations
then solving for π 0 yields
Note, that the application of the Brown-Kuchař mechanism in its standard way does not result in a form of the Hamiltonian constraint that can be written linearly in π 0 and a function that does not depend on the remaining scalar field momenta π j . In order to ensure later on that the physical Hamiltonian density is positive we choose the plus sign in the definition of h. Now we will use the results in (2.25) and (2.26) to write down an equivalent set of constraints that is linearly in the scalar field momenta. We obtain
where we used π 0 = h to obtain from h j a function h j that no longer depends on the momentum π 0 . Note, that this result also coincides with [17] , where a model with eight scalar fields was considered to implement the harmonic gauge condition. This second class model can be reduced to a first class model with four remaining scalar fields of the Klein-Gordon type. We realize that neither the new Hamiltonian constraint nor the spatial diffeomorphism constraint is in deparametrized form for the reason that the function h as well as the functions h j still depend on the scalar fields. However, as pointed out in [8] in case these functions depend only on spatial derivatives of the reference fields the final resulting physical Hamiltonian will still be time-independent and this is exactly the case for the present model as we will show in the next subsection. In contrast to the old constraints the constraints shown in (2.27) are weakly Abelian and can thus be used to construct observables for the geometric degrees of freedom using the four scalar fields as reference fields. In the following we will construct the observables in two steps. First we reduce with respect to the spatial diffeomorphism constraint and afterwards with respect to the Hamiltonian constraint.
Explicit Construction of the Observables
For the construction of the observables we can closely follow [14] where four dust reference fields are used. Likewise to the case of the dust reference fields, we will construct the final observable 8 in two steps. First, we derive spatially diffeomorphism invariant quantities. For this purpose, as in [14] , we define the smeared constraint
Observables with respect to K β are given by
For the dust reference fields in [14] an explicit form of the inductive Poisson bracket {K β 1 , f } (n) in terms of vector fields v j acting on a scalar g by v j ·g(x) := S a j g ,a was derived, where S j denotes the reference dust fields and S a j the inverse of S j ,a . All the steps used [14] in order to prove the explicit form of the inductive Poisson bracket go through also for the scalar field reference fields ϕ j . We just have to replace S a j by ϕ a j . For the benefit of the reader we have reviewed the proof in the appendix in section A. Using this result we consequently obtain for the case that f is a scalar, e.g. some function g : χ → R on χ
(2.30)
Hence the spatially diffeomorphism invariant quantity for g is given by
. The result is given by
As explained in the appendix we are allowed to choose any σ j and a convenient choice is σ j to be constant. This requires that ϕ j is invertible for j = 1, 2, 3 which is an assumption entering the whole construction and means that ϕ j : χ → S can be understood as a diffeomorphism, where we denote with S the scalar reference field manifold. Hence, for a scalar g on χ we therefore obtain the following explicit integral representation for the spatially diffeomorphism invariant expression
Now, as introduced in [14] for the quantities that are no scalars on χ we use the (ϕ j ) −1 : S → χ to pull back tensors that become scalars on χ but tensors of same rank on S where we denote the physical space being the range of σ j within S. Explicitly, we construct for all variables that are not reference fields for c tot j using the abbreviation J := | det(ϕ j /∂ x )| the following quantities
where J is used to transform the scalar/tensor densities of weight one π 0 and p ab into true scalars/tensors. The integral representations of the corresponding observables are then given by
where we will denote spatially diffeomorphism invariant quantities with a tilde. For the degrees of freedom that adopt the role of a reference field for c tot j we get
(2.36)
For the spatially diffeomorphism invariant version of the constraints c tot and c tot a thus we obtain:
where we used that (σ) = δ k j and with
Next, we will continue with constructing full observables that are also invariant under c tot . As before we denote the smeared Hamiltonian constraint as
Then the observables are given by the power series
Again we want d 3 σ(τ − ϕ 0 (σ)) h(σ) to be spatially diffeomorphism invariant. This requires a constant τ . We will denote full observables by capital letters, explicitly
Note, that Π 0 and Π j are no independent observables because using the constraints in (2.27) these can be expressed in terms of Q jk and P jk . Furthermore, we have
Step 2: Dynamics encoded in the physical Hamiltonian
Likewise to the dust case in [14] this power series for O f,{ϕ 0 ,ϕ j } (σ, τ ) cannot be written down in closed form. However, what is more important is that we know an explicit form of the physical Hamiltonian H phys generating the evolution with respect to the physical time τ . Hence, we could derive equations of motion for O f,{ϕ 0 ,ϕ j } (σ, τ ). Solving these equations yields a possibility to obtain an explicit expression for observables. When choosing dust fields as reference fields it could be shown that H phys is the (physical) space integral over S of the observable associated to the function h in c tot , see [14] for more details. The proof that H phys generates τ -evolution uses the property that c tot deparametrizes for the dust reference fields. Nevertheless, as we will show now also in the scalar field case where deperametrization is not present H phys can be expressed as the integral over the observable associated to h. Let us consider phase space functions f that are independent of the reference field degrees of freedom used for c tot that is f is not allowed to depend on ϕ 0 and/or π 0 . Then by considering the explicit power series for observables in equation (2.41) we have
In the third line we used that c tot (σ) mutually commute and in the fifth line that f is by assumption independent of ϕ 0 that allows us to replace c tot by h. Furthermore, we could use the Poisson bracket instead of the corresponding Dirac bracket because f (by assumption) does not depend on the reference field momentum π 0 . Consequently all terms in the Dirac bracket additional to the Poisson bracket vanish. The Dirac bracket here has the following form for the spatial diffeomorphism invariant quantities
and for the unreduced case
with c tot 0 := c tot . In the last before the last line we used the linearity of the observable map and introduced the abbreviation H(σ, τ ) := O h (σ, τ ). Thus, the physical Hamiltonian in case of the Klein-Gordon scalar field reference field is given by the following expression
here we denote the (full) observable associated to h according to our notation by H and the latter is explicitly given by
and does not depend on the physical time τ where
The reason why H includes less terms than h in equation (2.39) and looks less complicated is that all terms involving spatial derivatives of the reference field ϕ 0 can be dropped because
A side effect of this is that H phys although involving still explicit reference field variable dependence ϕ 0 , is nevertheless a time independent Hamiltonian since only derivative terms occur. However, the additional explicit dependence on the reference fields ϕ j survives because their derivatives give a contribution in terms of Kronecker deltas. From the first impression it sound astonishing that although we started with a full covariant theory, we end up with a physical Hamiltonian that looks not covariantly due to the occurring Kronecker deltas. However, we should keep in mind that the index j in the equation above refers to the label of the scalar reference fields and is no spatial index of a space-time index. Thus, the non-covariance of the physical Hamiltonian refers to the manifold S associated to the spatial reference fields ϕ j and there is no guarantee that H phys might be covariant there even if we start with a covariant action on χ. Furthermore, in contrast to the deparametrized dust case here we cannot conclude from the fact that the c tot 's mutually commute that also the h's do. For this reason it is more complicated to understand in the scalar field case what precise symmetries H phys possesses. This will be discussed more in detail in future work.
Step 3: Reduced Phase Space Quantization
Finally, we would like to complete the quantization program and find a representation of the observables algebra whose non-vanishing Poisson brackets are given by
For the reason that we want to apply the quantization used in loop quantum gravity, we formulate the geometry phase space in terms of su(2) connections and canonically conjugate fields (A A a , E a A ), also known as Ashtekar variables, rather than in terms of the ADM variables Q jk , P jk , where A is an su(2) index. This describes the geometrical sector of the phase space as an SU(2) Yang-Mills theory. As mentioned above, as a consequence we obtain next to the Hamiltonian and spatial diffeomorphism constraint the so called SU(2) Gauss constraint on the (extended) phase space. If we perform a symplectic reduction with respect to the Gauss constraint we get back the usual ADM phase space. Now in the context of Ashtekar variables the observables constructed in 2 describe a partially reduced phase space (only with respect to the Hamiltonian and spatial diffeomorphism constraint) on which we still have to solve the Gauss constraint given by
The introduction of Ashtekar variables allows to rewrite general relativity in terms of the language of gauge fields and this suggests to formulate the theory in terms of holonomies along [18, 19] showing that cyclic representations of the holonomy -flux algebra which implement a unitary representation of the spatial diffeomorphism gauge group Diff(χ) are unique and are unitarily equivalent to the Ashtekar -Isham -Lewandowski representation [20, 21] . In our case, that considers the (partially) reduced phase space, we do not have the diffeomorphism gauge group but rather a diffeomorphism symmetry group Diff(S) of the physical Hamiltonian H phys . This is physical input enough to also insist on cyclic Diff(S) covariant representations and correspondingly, like in [1] we can copy the uniqueness result. Hence, we choose the background independent and active diffeomorphism covariant Hilbert space representation of loop quantum gravity that becomes the representation of the physical Hilbert space here. Thus, H phys = L 2 (A, µ AL ) can be understood as the space of square integrable function over the set of generalized connections with respect to Ashtekar-Lewandowski measure, for more details and a pedagogical introduction, see for instance [12, 22, 23] . We solve the remaining Gauss constraint by simply restricting to the gauge invariant sector of that Hilbert space. This can be achieved by choosing appropriate intertwiners for the vertices of the so called spin network functions that provide an orthornomal basis in H phys . For more details see also [1] . As mentioned earlier we are only interested in those representations that also allow to implement the physical Hamiltonian H phys as a well defined operator. However, looking at the particular form of the physical Hamiltonian density in (2.48), we realize that it is exactly this point where the reduced phase space quantization cannot be performed. Let us explain this in detail: Due to the fact that in the loop quantum gravity representation used for H phys the spatial diffeomorphisms are not implemented weakly continuously, only finite diffeomorphism exists at the quantum level, but the associated infinitesimal generators cannot be defined as operators on H phys . In our model this carries directly over to C under the square root cannot be quantized and this implies that the physical Hamiltonian H phys cannot be implemented as a well defined operator on H phys . This shows that the four Klein-Gordon scalar fields model is an example for a model where Dirac quantization and reduced quantization yield very different results. In case we would use this model and apply Dirac quantization we would meet no technical problem in implementing the constraint operators on the kinematical Hilbert space that also involve the contribution from the Klein-Gordon scalar fields. Therefore, a formulation of the Quantum Einstein Equations in the context of Dirac quantization would be possible, although the final physical Hilbert space would still need to be derived. However, in the case of reduced quantization, we are able to construct the physical Hilbert space H phys , but then on H phys the dynamics encoded in the physical Hamiltonian cannot be formulated as a well defined operator. Therefore, the quantization program cannot be completed in the reduced case. This implies that four Klein-Gordon scalar fields do not provide an appropriate set of reference fields in order to obtain a reduced phase space quantization of general relativity.
Let us close this section with a few remarks.
1. One could ask the question why such issues are not present in any of the other currently available reference matter models. The reason for this is that in all current available models the generator C geo j occurs only in the combination Q jk C geo j C geo k and it is exactly this combination that can again be quantized in the usual loop quantum gravity representation [1] used for H phys here.
2. In [24] a lot of progress was made to formulate an operator that corresponds to infinitesimal spatial diffeomorphisms at the classical level. However, because this work requires a particular phase space dependent form of the shift vector, the techniques developed there
14 cannot be applied here in order to find a suitable quantization of H phys on H phys .
3. One could take the point of view that this negative result does only occur because we require the theory to be quantizable within the representation used in loop quantum gravity. However, if we drop this requirement and consider for instance Fock quantization, then we could not implement the original constraints and quantities like the volume operator as well defined operators on Fock space. Therefore the situation is even worse in that case.
In summary, we conclude that the four Klein-Gordon scalar fields model cannot be used as a natural extension of the APS-model [13] and the one scalar field model [2] to obtain the corresponding reduced quantum theories associated with these models. In the next section we will demonstrate that a slight generalization of the four Klein-Gordon scalar fields model is sufficient enough to get a model for which the dynamics can be implemented and thus the reduced phase space quantization program can be completed.
Generalized Model with Four Klein-Gordon Scalar Fields
In this section we want to extend the former model with four Klein-Gordon scalar fields in order to obtain a model that is suitable for completing the quantization program in the reduced case. The seminal models [17, 9] have a common property, namely that at first they introduce more than the necessary four scalar fields in addition to general relativity. It turns out that then these models describe a second class constraint system. A symplectic reduction with respect to the second class constraints results in a first class model with only four additional scalar fields. For the generalization of the four Klein-Gordon scalar field model we want to follow a similar line. We will introduce three additional scalar fields in a particular way such that the final physical Hamiltonian can be quantized on H phys . The model we want to consider can be described by the following action
here µ, ν runs from 0 to 3 whereas i, j runs only from 1 to 3. In principle we have introduced 9 new degrees of freedom sitting in a not further restricted arbitrary matrix M ij in three dimensions. However, we will assume further properties of this matrix and this reduces the number of independent degrees of freedom down to three. Note, that we also could have considered a model with a 4x4 matrix M IJ . However, then the reference field for the Hamiltonian constraint would no longer be a standard Klein-Gordon field and since we would like to compare our model to the one in [2] , we will work with only a spatial matrix here. The first assumption we make is that M jk is a symmetric matrix which reduces the number of degrees of freedom from 9 to 6. Further, we restrict our model to diagonal matrices only for the reason that this is only a minimal generalization from the former Klein-Gordon scalar field model that can be obtained by choosing M jk = δ jk . As will we show this extension is already sufficient to get a quantizable model. Thus, the form of M that we work with is 
and thus we have three additional degrees of freedom sitting in M jj (x).
Equations of Motion for the Generalized Model
We start with the equations of motion that follow from the Euler-Lagrange equation for the variables M jj and obtain for each j = 1, 2, 3
If we define for each j = 1, 2, 3 a four velocity U µ (j) := g µν ϕ j ,ν then the equation above can be rewritten as U
where L U denotes the Lie derivative with respect to U µ (j) . Thus, the reference field ϕ j is constant along the flow of the vector field U µ (j) . A similar property can be found in [9] , however there the four velocity is not constructed from one scalar field ϕ j only but it is constructed from 7 scalar fields T, W j , S j where j runs from 1 to 3. Next we discuss the equation of motion for ϕ 0 which is, as expected, the standard Klein-Gordon equation as can be seen from
here ∇ µ defines the torsion free covariant derivative metric compatible with g, ✷ (g) the d'Alembertian operator and we used how covariant derivatives act on tensor densities. Finally, we consider the equations of motion for ϕ j . In the former model discussed in section 2 the dynamics of ϕ j was also described by a Klein-Gordon equation. This will be modified in the generalized model here. We obtain for each j = 1, 2, 3
as before no summation over repeated indices is considered here. Hence, the equations of motion for each ϕ j are given by
where again no summation over repeated indices is assumed. Considering our definition of U µ (j) = g µν ϕ j ,ν and the equation of motion for M jj in (3.2) and the one for ϕ j in (3.3) we obtain
As a consequence, we realize that only on-shell the fields ϕ j also satisfy the standard KleinGordon equation. Comparing with the Brown-Kuchar dust model [11] the role M jj plays in our model is taken by the scalar fields ρ and W j in the Brown-Kuchar model. As discussed later, it is exactly this modification for the spatial reference fields that leads to a reduced model whose physical Hamiltonian can be quantized using loop quantum gravity techniques. In the next section we will show that the model is second class and can be reduced to a first class model with only four instead of seven additional scalar fields.
Constraint Analysis
Given the action in (3.1) we introduce the following canonical momenta
Note that we consider no summation over the repeated j indices here. Considering the fact that M jj in diagonal form is invertible we obtain the following primary constraints
The action in canonical form reads
with primary Hamiltonian and
The non-vanishing Poisson brackets are given by
As a first step we need to analyze the stability of the primary constraints under the dynamics of the primary Hamiltonian. For z and z a this can be easily computed and we obtaiṅ
In order to ensure that z and z a are stable we require c tot and c tot a to be secondary constraints and these are the Hamiltonian and diffeomorphism constraint. Next we consider the three constraints Λ jj . Under the primary Hamiltonian Λ jj evolves aṡ
here no summation over repeated j-indices is assumed. We realize that we obtain three more secondary constraints that we denote by c jj given by
Now given the set of secondary constraints {c tot , c tot a , c jj } we need to compute whether these constraints are stable or whether tertiary constraints occur. The details of the calculation can be found in appendix B , here we summarize only the results. When computing the stability in the case of c tot a all non-vanishing contributions are proportional to either c tot or c tot a . Thus, we can conclude {c tot a , H primary } ≈ 0. Further, for c tot we have a similar situation. There all non-vanishing contributions are proportional to c tot , c tot a or c jj respectively. Hence, also here we have
Finally, we consider the stability of c jj . Here we consider the individual contributions of the primary Hamiltonian separately. We have
again no summation of j is assumed here. The non-vanishing contributions that are not again proportional to already existing constraints come from
However, we do not need to compute these contributions in explicit form because the result in (3.7) involves the Lagrange multipliers µ jj in linear form. Therefore, although we have nonvanishing contributions from the Poisson brackets also on the constraint hypersurface we can solve {c 11 , H primary } = 0 for the Lagrange multiplier µ 11 and likewise in the cases j = 2, 3 where we can solve the corresponding equations for µ 22 and µ 33 respectively. As a consequence, the stability is also ensured for c jj and thus the model contains no tertiary constraints and the constraint algorithm stops here. The final set of constraints is given by {z, z a , c tot a , c tot , Λ jj , c jj }. Now we need to classify the constraints into first and second class. We define the following linear combination of constraints
The constraints c tot a are the generator of spatial diffeomorphisms on the phase space with elementary variables (q ab , p ab , n, p, n a , p a , M jj , Π jj ) and thus the constraints c tot a are first class constraints. For the constraint c tot we consider the following linear combination
and determine β jj such that c tot and c jj have vanishing Poisson brackets up to terms proportional to the constraints for all j = 1, 2, 3. We have
Solving this equation for β jj yields
In order to check whether β jj is well defined we need to compute {c tot (x), c jj (y)} explicitly. A rather lengthy but straight forward calculation presented in appendix C shows that
On the constraint surface c jj = 0 the expression for β jj reduces to
Given this choice of β jj also c tot is a first class constraint. The remaining constraints Λ jj and c jj build three second class pairs (c 11 , Λ 11 ), (c 22 , Λ 22 ) and (c 33 , Λ 33 ). Let us shortly summarize. We have extended the four Klein-Gordon scalar fields model by 6 additional degrees of freedom (M jj , Π jj ). The constraint analysis showed that our model has four first class constraints c tot a and c tot and six second class constraints c jj , Λ jj . Therefore, if we reduce with respect to the second class constraints and consider this partially reduced phase space, we also reduce exactly the six additional degrees of freedom because each second class constraints reduces one degree of freedom in phase space. This partially reduced model consists of gravity plus for scalar fields that we will use as reference fields later in order to derive the reduced phase space with respect to c tot and c tot a . To perform the reduction with respect to the second class constraints we need to compute the associated Dirac bracket. For this purpose we define
We have
Using this we obtain that the form of the matrix A jk (x, y) is given
with
Hence, the inverse is given by
(x, y).
Given the inverse matrix, we can write down the Dirac bracket that is given by
For the reason that the constraints Λ jj = Π jj are equal to the canonical momenta of M jj we can immediately conclude that the Dirac bracket for the subset of variables q ab , p ab , ϕ J , π J coincides with the usual Poisson bracket because each of the variables commutes with Λ jj . Hence, the Dirac brackets affects the variables (M jj , Π jj ) only. The algebra for this subset has the form
Now on the reduced phase space we can set Λ jj = Π jj = 0 and express M jj in terms of the remaining variables using c jj = 0. We get
and as usual no summation over repeated j's is considered here. On this partially reduced phase space the constraint c tot a has the following form
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Now as usual in the context of the ADM formalism we go to the reduced ADM phase space, that is the one where a reduction with respect to the primary constraints z and z a has been performed. In the reduced ADM phase space we can treat the lapse function n and the shift vector n a as Lagrangian multipliers. On the reduced ADM phase space we have c tot a = c tot a . Summarizing, starting from the model whose action is given in (3.1), we end up with a reduced ADM phase space with elementary variables (q ab , p ab , ϕ J , π J ) which is a model consisting of gravity and four scalar fields and a set of first class constraints given by
In the next subsection we will discuss the construction of observables for this model.
Step 1: Construction of Observables
Here we will follow very closely the presentation in section 2.2 because most of the steps performed for the four Klein-Gordon scalar fields model carry over to the generalized model. Again we start by rewriting the constraint in Abelianized form.
Weakly Abelian Set of Constraints
For this purpose we start with c tot in (3.9) and solve it for the reference field momentum π 0 . We get
We define the following abbreviations:
then solving for the momentum π 0 yields
As before, in order to ensure that the final physical Hamiltonian is positive, we choose the plus sign here in order to define h. The spatial diffeomorphism constraint c tot a can as in the former model be solved for π j using the inverse ϕ a j of ϕ j ,a leading to
Likewise to the model discussed in section 2 we can write down the following Abelian set of equivalent constraints
where h and h j are the functions defined in (3.10) and (3.11). We consider this set of Abelian first class constraints in the section where observables with respect to these constraints are constructed.
Explicit Construction of the Observables
We can apply the same procedure as was in detail presented in section 2.1. Hence, we will first construct observables with respect to the spatial diffeomorphism constraint c tot j and afterwards with respect to the Hamiltonian constraint c tot . Since we have explained the individual steps of the construction in section 2.2 and these can be carried over to the generalized model here, we will just present the results here. As before for all but the reference fields ϕ j we construct the following quantities:
where J := | det(ϕ j /∂ x )| is, as before, used to transform scalar/tensor densities into real scalars/tensors. Then the observables with respect to c tot j are given by
Here we used the integral representation for the observables introduced in section 2.1. For the reference fields the observable map leads to:
(3.15)
The spatially diffeomorphism invariant observables of the constraints are given by
22
where we used that
The observables with respect to the diffeomorphism constraint associated with h denoted as h can be easily obtained by using the property of the observable map. This implies that h = h( q jk , p jk , ϕ j , ϕ j ). Using this we obtain
Next, we want to derive the observables with respect to c tot and also here we can exactly follow the construction discussed in section 2.2. For this generalized model the full observables that we as before denote with capital letters are given by
Note, that also here Π 0 and Π j are no independent observables for the reason that these can be expressed in terms of Q jk and P jk using the constraints in (3.12). Furthermore, for the four reference fields we have
Hence, the elementary variables of the reduced phase space are (Q jk , P jk ). This finishes our discussion on the full observables and in the next section we are going to derive the physical Hamiltonian that is generating their dynamics on the reduced phase space.
Step 2: Dynamics encoded in the physical Hamiltonian
We have already shown in section 2.2 that even if the constraints do not deparametrize the physical Hamiltonian density is given by the full observables associated with the phase space function h that occurs in the rewritten version of the Hamiltonian constraint in (3.12). The same applies to the generalized model considered here. Using that the physical Hamiltonian is as before given by
here we denote the (full) observable associated to h according to our notation by H. Now looking into (3.18) and using the property of the observable map we get for the physical Hamiltonian density
We realize that the final physical Hamiltonian density is independent of the physical time τ because the reference field ϕ 0 occurred only via spatial derivatives and as pointed out already in [8] and also discussed in 2.2, we have O ϕ 0 ,j , ϕ 0 (σ, τ ) = dτ /dσ j = 0. Therefore, all terms that involve ϕ 0 ,j in h in (3.18) will be vanishing at the observable level. Let us compare the form of the physical Hamiltonian density in the four scalar field model shown in (2.48). First let us check that the density weight is correct in both cases. Each of the terms under the square root has density weight two and hence the physical Hamiltonian density is of weight one as it should be. The same is true for the physical Hamiltonian density in (3.22) of our generalized model. The main difference between the two models is that the term δ jk C geo j C geo k that occurred in (2.48) and that prohibited the completion of the reduced quantization program in the case of the four Klein-Gordon scalar fields model, is no longer present in (3.22) . Instead the physical Hamiltonian density for the generalized model contains terms of the form Q jj C geo j C geo j for j = 1, 2, 3. As we will discuss in the next subsection, it is exactly this feature of the model that allows to complete the reduced quantization program.
Step 3: Reduced Quantization
Given the fact that we want to quantize the reduced theory using techniques from loop quantum gravity, we will reformulate the reduced phase space in terms of Ashtekar variables (A A j , E j A ). Also in the generalized model the observable algebra of the elementary variables (A A j , E j A ) is isomorphic to the kinematical algebra and as discussed in detail in section 2.4 because of this we can use the usual Ashtekar-Lewandowski representation of loop quantum gravity to obtain the physical Hilbert space H phys of the generalized model. As before the price to pay when working in the connection formulation instead of the ADM formulation is an additional SU(2) Gauss constraint. However, this can be simply solved in the quantum theory but restricting to only gauge invariant spin networks in H phys . Where the quantization program stopped in the four Klein-Gordon scalar field case was, when we wanted to implement the physical Hamiltonian H phys as an operator on H phys . Now the situation has changed. The individual terms that occur under the square root of the physical Hamiltonian density in (3.22) can all be quantized on H phys using loop quantum gravity techniques. Let us consider the first term, that is −2 √ QC geo . The two individual contributions of √ Q and C geo will be quantized as individual operators. The first one, √ Q can be quantized by means of the volume operator [25, 26] . The observable associated to the geometric part of the Hamiltonian constraint C geo can be quantized using the techniques introduced in [28] . For the quantization of the second term −2 √ Q 3 j=1 Q jj C geo j C geo j , we will promote the entire term to an operator at the quantum level and this can be done using the usual quantization for holonomies and fluxes in loop quantum gravity. Note, that the quantization used in [1] for the Brown-Kuchař dust model does not carry over to this model because here the second terms does not involve a covariant contraction of the spatial indices between the observables associated with the metric Q jk and the geometric part of the spatial diffeomorphism constraint C geo j . As a consequence, a different regularization procedure needs to be considered and the details of the quantization of the physical Hamiltonian will be discussed elsewhere in [29] . The final physical Hamiltonian operator will be of the following form:
where we have introduced an appropriately chosen partition P of S into cubes. Note, that likewise to the other dust and scalar field models the expression under the square root is constrained to be positive at the classical level. However, at the quantum level we would need to restrict the physical Hilbert space to those states that have support only in the classically allowed region of the phase space for which we need sufficient control over the spectrum of the operator. In order to circumvent this problem we introduced the absolute value in the formula above.
Finally, let us compare this physical Hamiltonian operator to the one in [2] where only one Klein-Gordon scalar field is used as a reference field for the Hamiltonian constraint.
An additional term that involves Q jk C geo j C geo k at the classical level is neglected because in that model the spatial diffeomorphism constraint is solved via Dirac quantization and thus the physical Hamiltonian needs to be implemented on the spatial diffeomorphism invariant Hilbert space H dif f . The operator version of the neglected term is expected to vanish on spatially diffeomorphism invariant states. However, in our model the situation is different. Because we consider four reference fields at the classical level the term
can be understood as a contribution to the physical Hamiltonian density associated with the momentum density of the reference fields ϕ j that would be absent in case where we consider only one instead of three reference fields. As in the models in [1, 12] the observable C geo j is a constant of motion, as can be seen by using the properties of the observable map. We have
Thus, the fingerprint of the spatial reference fields encoded in
at the classical level, caused by the dynamical coupling of this reference fields, carries also over to the quantum theory. However, in the limit of vanishing momentum density of reference fields ϕ j the model in [2] and our model here posses the same physical Hamiltonian and in this sense the generalized model introduced in this section can be understood as the corresponding four scalar field model associated with the model introduced in [2] . In the context of cosmology it can also be understood as the natural full loop quantum gravity generalization of the APS-model [13] .
Conclusions
In this paper we discussed the reduced phase space quantization using four Klein-Gordon scalar fields as reference fields. Such a model can be understood as the natural generalization of the APS-model [13] to full loop quantum gravity as well as the natural four reference fields model associated with the one scalar field model introduced in [2] . We have shown in section 2 that for such a model the reduced quantization program cannot be completed because we obtain a physical Hamiltonian generating the dynamics of the observables that cannot be quantized in the context of loop quantum gravity. The main reason for this is that infinitesimal spatial diffeomorphisms cannot be implemented as well defined operators in the standard loop quantum gravity representation and these occur in a combination in the physical Hamiltonian that cannot be promoted to a well defined operator. This is an extreme example for the case where Dirac quantization and reduced quantization do not only lead to different results but in the case of Dirac quantization the Quantum Einstein Equations can be formulated whereas in the reduced case the quantization cannot be completed because the classical dynamics cannot be implemented at the quantum level. Given this negative result for the four Klein-Gordon scalar field model, we generalized this model in section 3. Likewise to the seminal dust model introduced in [9, 11] we considered a model that contains next to the four scalar field that we want to use as reference fields for the spatial diffeomorphism and the Hamiltonian constraint three further scalar fields. As discussed in detail in section 3.1 this model posses second class constraints. When we reduce with respect to the second class constraints we obtain a model with only first class constraints that involves gravity and four additional scalar fields. The reference field for the Hamiltonian constraint ϕ 0 is a standard Klein-Gordon scalar field likewise to the model in [2] . However, the dynamics of the spatial reference field ϕ j describe a generalized dynamics since they are coupled to three additional scalar fields. In section 3.4 we have discussed that the resulting dynamics encoded in the physical Hamiltonian can be quantized using techniques from loop quantum gravity, for details see [29] . As a consequence, using the generalized model we have now two models available. One obtained in the Dirac quantization program and one derived using reduced phase space quantization. Hence, now we will be able to work with these models and analyze how the different quantization procedure might influence physical properties of the dynamical models. This will be a topic for future analysis. As far as the discussion in [8] 
A Observable Construction Formula
If f is a scalar on phase space, e.g. some function g : χ → R we claim {K β 1 , g(x)} (n) = β We will proof the claim in equation (2.30) by induction. For this purpose it is of advantage to express {K β 1 , ϕ a j (x)} in terms of the vector fields v j . We have Here we used in the fourth line that h j is independent of the reference field momenta π j . Now we can prove the claim by induction. For n = 1 we get We have v j ϕ k = ϕ a j ϕ k ,a = δ k j . Using the abbreviation β j 1 := σ j − ϕ j we evaluate the action of v k on the spatially diffeomorphism invariant quantity O We realize that for constant σ j (x) the expression v k ·O
(1) g,{ϕ j } (σ) vanishes meaning that O
(1) g,{ϕ j } (σ) does not depend on x at all as expected for a spatially diffeomorphism invariant quantity. Consequently we have the freedom to choose any x in the expression for Og, {ϕ j }
(1) (σ). A convenient choice for which O
(1) g,{ϕ j } (σ) extremely simplifies is to choose x σ such that ϕ j (x σ ) = σ j , since then only the n = 0 term in the whole summation survives. This requires that ϕ j is invertible for j = 1, 2, 3 which is true because in order that ϕ j qualifies as a good reference field we have to assume that ϕ j are diffeomorphisms. For a scalar g on χ we therefore obtain the following explicit integral representation for the spatially diffeomorphism invariant expression 
B Constraint Analysis
In the following we need to perform the constraint analysis in order to check whether the primary constraints are stable under time evolution with respect to H primary or if secondary constraints arise. Recall that the non-vanishing Poisson brackets on the phase space are given by {q cd (x), p ab (y)} = κδ 
