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Em muitas áreas  criativas e  técnicas, os profissionais  fazem uso de esboços em papel 
para desenvolver e expressar conceitos e modelos. O papel oferece um ambiente quase  livre 
de restrições, onde eles têm tanta liberdade para se expressar quanto necessitam. No entanto, 







interacções mais  úteis  e  utilizáveis,  que  são  compostas  de  combinações  de multi‐toque  e 
caneta.  Como  domínio  de  aplicação  para  o  projecto  foram  seleccionadas  as  ferramentas 
Computer Aided Software Engineering  (CASE), uma vez que abordam uma disciplina sólida e 





sketches.  Em  seguida,  o  protótipo  foi  implementado,  através  do  qual  foi  possível  executar 
avaliações  de  utilizador  sobre  os  conceitos  de  interacção  criados.  Os  resultados  obtidos 
validaram a maioria das interacções, em face de somente testes limitados serem possíveis no 
momento.  Os  utilizadores  tiveram  mais  problemas  usando  a  caneta,  no  entanto  o 





















In many  creative  and  technical  areas,  professionals make  use  of  paper  sketches  for 
developing  and  expressing  concepts  and  models.  Paper  offers  an  almost  constraint  free 
environment where they have as much freedom to express themselves as they need. However, 
paper  does  have  some  disadvantages,  such  as  size  and  not  being  able  to manipulate  the 
content (other than remove it or scratch it), which can be overcome by creating systems that 
can  offer  the  same  freedom  people  have  from  paper  but  none  of  the  disadvantages  and 
limitations. Only  in  recent  years has  the  technology become massively available  that allows 
doing precisely that, with the development in touch‐sensitive screens that also have the ability 
to interact with a stylus. 
In  this project a prototype was created with  the objective of  finding a set of  the most 
useful and usable  interactions, which are composed of combinations of multi‐touch and pen. 
The  project  selected  Computer  Aided  Software  Engineering  (CASE)  tools  as  its  application 
domain, because  it addresses a solid and well‐defined discipline with still sufficient room  for 
new  developments.  This  was  the  result  from  the  area  research  conducted  to  find  an 
application domain, which  involved analyzing sketching tools from several possible areas and 
domains. 
User  studies  were  conducted  using  Model  Driven  Inquiry  (MDI)  to  have  a  better 
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Tablet‐PCs have been around  for quite some  time and with  them  the development of 
sketch applications that take advantage in using the Stylus to sketch or hand‐write. There have 
been developments in several areas such as architecture, graphic and industrial design, health 
care,  or  even  more  personal  uses  such  as  simple  note  taking  and  personal  journals. 
Nevertheless one area where  there have not been many developments  is CASE  tools. Some 
sketching tools exist that allow users to create complete diagrams or even models, but in most 
cases they are academic and usually not very stable versions. 








on  touch‐sensitive  screens  with  dual  input  digitizers.  These  developments  now  open  the 









To  find  these  interactions  some  sub‐goals  where  established,  namely  design  the 
interactions, build a prototype to be able to test these  interactions, and prove their usability 
and effectiveness through user testing. 











The  expected  result  is  to  create  a  prototype  that  enables  the  evaluation  of  a 
combination  of  pen  and  finger  interactions  that  contribute  to  improve  the  initial 
conceptualization of a sketching CASE tool system.   
In  the  course  of  this  project  there  will  be  the  need  to  research  and  devise  the 
requirements and users’ needs for the prototype, and from that a set of guidelines and user 
needs  for  sketching CASE  tools could be compiled, which could be  reused on other projects 
within the same domain area. 






sketching  tools  in general and  then a more  focused analysis of  the  tools existing within  the 
candidate domains. 
This  is a very  interaction focused project and with the approach used being UCD, there 




initial  conceptualizations  were  also  created,  then  the  observations  and  interviews  were 
executed. 
An important part of the approach is the cyclic nature of the project development as the 
results  from  the  user  studies  influenced  heavily  on  the  conceptualizations when  they were 
reviewed  afterwards;  also  as  the  interactions  where  conceptualized,  integrated  into  the 
prototype  and  then  evaluated  on  user  tests,  and  later  adjustments  were  made  to  the 
interactions or new interactions were devised and the cycle would start all over again. 
1.5 Document	Organization	
This document  is divided  into 7  chapters,  and  this  structure  is directly  related  to  the 
research approach taken to the project. 
The  first  chapter  is  this  one  the  Introduction  where  the  motivation,  problem  and 
objectives, contributions, approach and the structure of the document are stated. 
Next the second chapter is the State of the Art, which focuses on describing the context 
and  the current state of  the  technology  in which  the project  is based upon.  It will cover  the 
main concepts and interaction style on the Touch environment, and will take a look on Sketch 








mentioned  in  the previous  section and  involving  the participation of users  to have a better 
understanding of what are the project requirements and user needs. 




The hardware and  software used will be briefly  covered, and  then  the architecture and  the 
design of the interface as described. 
The  Validation  which  is  the  sixth  chapter  follows.  It  is  about  the  user  testing  and 
evaluation  stages,  it  will  cover  all  three  stages  of  tests  that  where  performed  during  the 
development of the prototype. First are the two  initial design‐guiding evaluations stages and 
then the final validation stage. 
The  seventh  chapter,  the  Conclusion,  summarizes  what  was  presented  and  found 
throughout  the  dissertation,  some  of  the  difficulties  throughout  the  project.  Finally  some 
perspectives on future work; which  include future functionalities or extensions that could be 
implemented. 
There are a  few appendixes  that complement  this document. Appendix 1  is about  the 







This  chapter  serves as an overview of  the  current  state of  the domain of  the project. 
Since  this  is  a  project with  a  very  strong  emphasis  in HCI  this  chapter will  cover  the main 
concepts and interaction style of the Touch environment. It will be a lot of material but it is all 
important  to provide  a  strong background  and  context of  the  area  and what  is  involved  in 
designing for this new type of interface that is going to be used in this project. 






This project  is based on a  recent  interface  type,  the Natural User  Interface  (NUI). This 






these  interfaces  “using  many  different  input  modalities,  including  multi‐touch,  motion 
tracking, voice, and  stylus”, our  input options are  increased. However “NUI  is a new way of 
thinking  about how we  interact with  computing  devices  and  it  is not  just  about  the  input” 
(Blake, Natual User Interfaces in .NET, 2011). 





 It  says  that  the  interfaces  are  designed  which  means  that  they  are  planned  to  have 
appropriate interaction for the user and the content. 
 Because users are humans, they possess skills that where gained through their lives. NUIs 
reuse  those  skills  and  make  use  of  today’s  technology  to  give  users  more  natural 
interfaces. 
 The content can be directly interacted with; this means that manipulating content directly 
should  be  the  primary method  of  interaction,  however  the  interface  can  have  controls 



























































































































































































































































































































2009),  defines  this  as  “OCGM breaks  down  the  basis  of  all  future  interfaces  into  two 




Objects can be anything and  take any shape on  the  interface, a picture, a  textbox, an 
icon or a button. An object basically represents something or an action of the system. Having 




relationship  existing  amongst  objects,  and  it  is  not  confined  to  the  traditional  form  of  a 
physical box or window. For instance “they could be 5 balls circled around a larger ball which 
forms a  sort of a menu. They could be a  simple  tagging  system”,  that when activated could 
“reveal  the  tagged  objects  and  therefore  reveal  the  container”  (George,  "Welcome  to  the 
OCGM Generation! Part 2" at Ron George Blog, 2009). 
One can  consider manipulations and gestures as being objects, and  in  this  sense  they 
could also be enveloped by containers. Furthermore Containers could be considered as objects 
themselves.  Therefore  the  interface  is  composed  of  objects  and  the  relationships  between 
them, which are  the key  to manage  the objects, and understanding  these  relationships  is a 
fundamental part of the design.  
Manipulations 	and 	gestures 	
The  main  difference  between  Manipulations  and  Gestures  is  the  nature  of  the 
interaction, as represented in Figure 1. 
Manipulations are  the natural direct  interactions mentioned before. They are easy  to 




















































































































































































































































































focus on one voice”  (Blake, Natual User  Interfaces  in  .NET, 2011). Other abilities develop as 
one matures, and examples of those are the abilities to eat, walk or talk.  
The 	ability 	to 	learn 	 	
Humans also have a very important innate ability which is the ability to learn. However 
despite  skills  and  abilities being used  to  accomplish  tasks,  “learned  skills  are different  than 




gradually  learn more  complex  skills and  can  increasingly perform more  complex  tasks. Then 
one can subdivide skills into two categories: simple skills and composite skills. 
Simple 	skills 	 	




An  example  is  tapping, because  it  is  a natural human behavior which  to master only 
requires the innate ability of fine eye‐hand coordination (Blake, Natual User Interfaces in .NET, 
2011). Tapping  can be easily  reused  in  interfaces,  it  could  for  instance be used  to  select an 
element from the interface or to activate a button, just like it is used in everyday situations to 
call attention to an object or to push a button on the radio of a car. 







































































































































































































































































































































































































































































































































































































































ing  at  the  s




















































































































































































































user to perform many more  interactions and get much more  feedback  in the process than a 
GUI‐style interface would allow” (Blake, Natual User Interfaces in .NET, 2011). 
When  users  are  for  instance  near  or  crossing  a  limit  of  the  interaction  they  are 
performing, the more frequent feedback from quick interactions helps users to have an easier 
and  faster comprehension of  it. This  is because they are  faster to process than  less  frequent 







reduce  the number of possible  tasks  to only  those  that  are  appropriate  at  the  time.  Fewer 
tasks  also  means  fewer  interface  elements  shown  at  once.  A  side‐effect  of  this  is  that 
interfaces have minimal clutter.” (Blake, Natual User Interfaces in .NET, 2011). 
When  humans  are  presented  with  many  possibilities  or  options  they  can  become 
overloaded and not able to choose one, this is called choice overload, and in the same way this 










The  applications  for  tablet‐pc  technology  are  very  diverse  and  go  from  the  simplest 


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































it  is  not  s
t is required
rite  is  a  v
pen interact
e the pen  is































































































































































































Digital  Arts  was  a  very  exciting  area  at  first.  But  then,  after  realizing  the  sensory 
experience  required  by  the  user,  and  the  fact  that  the  technology  which  provides  that 
experience is not easily accessible, this area was also not deemed adequate for this project. 
So that sorted Sketching tools as the elected area for the project. Not only because the 
others  were  rejected  but  as mentioned  before  Tablet‐PCs  are  a  suitable  environment  for 
sketching. Also there is still very much that can be done to further develop this area, so there is 
a lot this project can pick up from and improve on. 
Now  all  that was  left was  to decide  between  Sketching CAD  tools or  Sketching CASE 
tools.  That was  a  relatively  easy  decision  to make  since  this  is  a  software  engineering  and 
interaction design project, also here at the university there  is history with CASE tools related 
work, namely Metasketch  (Nobrega, Nunes, & Coelho, 2006). This  last  reason could provide 








Eventually  the  domain  got  more  focused  on  the  Participation  Map  from  HAM 
(Constantine, 2009) as the prototype got developed, but studies and concepts still used other 
diagram  types  form  HAM  and  UML  respectively  the  Performance Map  and  the  Use  Case. 
Participation Map was  chosen mainly  because  there was  a  possibility  to  collaborate with  a 
colleague that was doing his project MSc Dissertation on CASE tools as well, and his prototype 
fits quite well as  the  tool  that comes after  sketching.  It  is where  the models produced here 




development of software systems with  intention of  resulting  in high quality, defect  free and 
maintainable  software  products.  CASE  can  also  refer  to  the  methods  used  together  with 
automated  tools  in  the  software  development  process  for  the  development  of  information 
systems.  “CASE  functions  include  analysis,  design,  and  programming.  CASE  tools  automate 
methods for designing, documenting, and producing structured computer code in the desired 
programming language” (Wikipedia Foundation, Inc., 2004a). 
At  the University of Michigan,  the  ISDOS project started exploring  the concept. Daniel 
Teichroew with  “his  insights  into  the  power  of meta‐meta‐models”  (Wikipedia  Foundation, 




Then  emerged  the  logical  extension  to  the DBMS directory  and  so  “by  extending  the 
range of meta‐data held, the attributes of an application could be held within a dictionary and 
used  at  runtime”  (Wikipedia  Foundation,  Inc.,  2004a), which  later  gave  birth  to  the Model 
Driven Execution (MDE). The problem was that meta‐data was not represented graphically. 
So the term CASE first appeared in Michigan in 1982, with an integration of graphics and 
text  editor  in  GraphiText,  developed  by  a  software  company  called  Nastec  Corporation  of 
Southfield. GraphiText “was the first microcomputer‐based system to use hyperlinks to cross‐









were  to  be  undertaken  during  the  testing  phase  of  software”.  Then  in  late  80s  decade, 
“automatic  generation  of  code  took  a more  central  stage.  CASE  tools  that  generated  code 




interoperability.  Components  then  become  increasingly more  reusable  and  user  interfaces 
friendlier  to  reduce  the  learning  curve  of  software  engineers  and  programmers. With  the 
growing  coverage of  the  software development  paradigm by CASE  tools  they  started  to be 




shift back and  forth  from different platforms has  forced  the CASE  tools  to evolve  further  to 
meet  the needs of  the  industry. CASE  tools have  therefore been developed  to operate on a 
baseline  standard  such  as  the  .NET  framework”. Nowadays  “software  reengineering  is  also 
becoming a very  important methodology and CASE tools have been developed to provide for 
this need” (Bett, 2007). 
CASE  software  can be  classified  into 3  categories  (Wikipedia Foundation,  Inc., 2004a): 
Tools,  Workbenches  and  Environments.  This  project’s  prototype  is  a  Tool  because  only 
supports a specific task of the software process, which is the initial sketching of user activities. 
Further discriminatory classification puts it in the Upper Life‐Cycle Based CASE tool bin. 












tools or  that  can  be  engineered  into  other  forms  of  artifacts.  For  instance  a modeling  tool 
could take a model of an UML class diagram and generate code for the classes described. 
To be able to do that, the models produced are usually  in a standard formal  language, 
for  instance MOF  (Object Managment Group,  Inc, 2011)  (Wikipedia  Foundation,  Inc., 2002). 
This way these models can easily “be exported from one application,  imported  into another, 
transported  across  a  network,  stored  in  a  repository  and  then  retrieved,  rendered  into 
different  formats  (including XMI, OMG's XML‐based  standard  format  for model  transmission 
and storage), transformed, and used to generate application code” (Object Managment Group, 
Inc, 2011). 
Non 	modeling 	tools 	(diagram 	editors) 	
These tools differ from the previous ones because they do not produce models that can 
be used in the previews stated manners. They can only use their artifacts with themselves, and 
usually  export  those  artifacts  to  an  image  format.  Their  purpose  is  one  of  documenting 
product specifications and/or for development teams to use as reference. 
As seen before in the domain research this project had the possibility to be based on the 
MetaSketch  (Nobrega, Nunes, &  Coelho,  2006) which  is  a modeling  tool  that  uses MOF  to 










Microsoft 	Visio 	2010 	
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Touch  technology  as we  know  it  today  is  present  in many  areas  and  spread  through 









So  for  this  document  the  term  Touch‐screen  represents  “an  electronic 
visual  display  that  can  detect  the  presence  and  location  of  a  touch within  the 
display  area”.  Touch  here means  either  a  finger  or  a  passive  object,  such  as  a 
stylus  (Wikipedia  Foundation,  Inc.,  2004).  Adding  further  to  this  definition, 
depending on the characteristics of the device (touch‐screen) itself, a touch‐screen 
could detect other aspects of the touch, such as pressure, size, orientation, etc. 
However  touch  devices were  not  always  as  spread  and  accessible  as  today;  as many 
other technologies, touch started with  industry applications and only  later came to the more 
personal and mobile use. 
Actually “touch‐sensitive control devices pre‐dates  the age of  the PC”  (Buxton, "Multi‐
Touch Systems that I Have Known and Loved" at billbuxton.com, 2007) and the touch‐screen. 
Hugh  LeCaine  et  all,  started  experimenting  with  touch‐sensitive  capacitive‐sensors  on 
synthesizers to control sound and music. The touch‐screen only first showed up in 1965 by E.A. 
Johnson  at  the Royal Radar Establishment, Malvern, UK;  and  its  first  application was  an  air 
traffic control station, as suggested by Johnson in 1968 (Belis, n.d.). 
In the 70s several techniques to capture touch emerge, but all were single‐touch and not 
pressure‐sensitive.  In  1972  at  the  University  of  Illinois  created  the  terminal  PLATO  IV,  a 
computer assisted education  system, which had been  in development  since  the 60s; PLATO 
used  infrared  to  capture  touch  and  invented  the  flat panel plasma display  (Buxton,  "Multi‐
Touch Systems  that  I Have Known and Loved" at billbuxton.com, 2007). Sam Hurst develops 
the "Elograph" touch sensor back  in 1971,  it was not a transparent  like  the modern sensors, 













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































developed  their  one  dual  digitizers  (Buxton,  "Multi‐Touch  Systems  that  I  Have  Known  and 
Loved" at billbuxton.com, 2007). 
Then  in  2010  Apple  announced  and  released  its  iPad  tablet,  to  which many  others 
followed.  It  did  not  include  a  stylus  nor  it  supported  one, which was  a  runaway  form  the 
traditional  tablet, but  it  fully  supported multi‐touch  interaction  (Wikipedia  Foundation,  Inc., 
2009). This set the trend for the most recent tablets as Google also launched its own operating 
system,  the Android which was  first used  in smartphones. Most of  the recent  tablets use an 
installment  of  Google’s  OS  as  its  open  source,  in  contrast with  Apple’s mobile  iOS  that  is 
proprietary and it is used on other Apple’s mobile devices. 
2.5 Summary	
After having  the  initial  research, on  touch  environment,  several  aspects  and nuances 
were found that are well established and that give tremendous support  in terms of guidance 
to  this  type  of  project  in  the  sketch  application  domain.  This  is  in  reference  to  pieces  of 
knowledge, the guidelines and the requirements, and the inside knowledge that was dispersed 
throughout all the tools studied and the literature. All of those contributed to a clearer insight 





fitness  for  the  project  and  form  those  tools  some  requirements were  found  that  could  be 
applied in this case as well, they are presented in section 3.4 Requirements. 
We looked into CASE tools to find what had been done so far and to study a bit the user 
interfaces  and  the  interaction  styles  used. We  have  seen  that  annotation  using  a  pen  had 
already been used  in  some of  the  tools  that  still used Windows,  Icons, Menus and Pointers 
(WIMP)  interaction  style, and  the pen had become  the primary  input device  in  some of  the 
other CASE tools studied, which were trying to move away from the traditional WIMP and into 
a more natural interface type. 






HAM  can  be  considered  somewhat  an  early  diagramming  domain  still,  certainly  when 











there was  conducted  a  study  of  the  current way  of  doing  things  in  software  development 
process; that is the use of paper sketches to create the initial concepts when designing a new 
system or  application,  and  then  the  production of  the  “definitive” models  and diagrams  of 
those concepts in a CASE tool on a computer. 
This study begins with the first step of creating the  initial draft models of the activities 
users  perform  when  conceptualizing  a  new  application.  The  expected  result  was  a  better 
understanding  of  those  activities which  could  serve  as  foundation  to  a  reasonably  detailed 
description of the tasks users would make in the prototype, and a set of requirements needed 
to guide the design and development of the prototype. 








and  interviews, which  is  fully described  in Appendix  1  along with  all  the material  from  the 
study. A  scenario was  composed  in which  the observations  and  interviews would be based 
upon, and so a list of tasks was then devised for the user to perform on the observations and a 
questionnaire was  created  to  follow  up on  the observations.  Those,  including  the  scenario, 




shorter  version  of  the  task  sheet  and more  observations were  conducted which made  this 
somewhat an iterative process. 
3.1 Models	
























Next  is  an  activity  map  in  Figure  21  that  describes  the  relationships  between  the 
activities. 
Figure 21: Activity Map. 





After  the  initial sketches are created, comes  the painstaking  task of passing  them and 
the concepts within them to a more formal format, so information form the sketches is passed 
to the diagrams as represented by the connections from AC2 to AC5 and AC3. 

















































































































R2 because  there are many variations.  It  can be different  from project  to project  if  there  is 
actually an HCI Designer  integrated or not, and even  if there he might be responsible for the 





R2  – Model  Producer  does  not  have  to  simulate  those  rules  and  constraints,  because  the 
diagraming tool should already enforce them. 
This  is an obvious  relationship but  still  is  important  to point out  that R1 and AR1 are 



























































«  John  needs  money  to  go  to  lunch.  So  he  goes  to  an  ATM  to 




money"  and  then  enters  the  quantity  "10€".  Finally  he  selects  "Remove 
card". The card comes out and he gets  it from the machine. Afterwards he 
gets the money and then the receipt. » 
This  is  the  first  scenario,  scenario 2 can be  found  in Appendix 1. This  scenario  tries  to 
have  the most  common  elements  of  the  activity model  in  sufficient  quantity  for  the  tests, 
being those elements the activity and the task widgets and the relationships between them. 












go  in  to  the  diagram  and  their  relationships.  What  usually  happens  is  that  the  last  few 
elements added are squeezed  into the available space, or are put  in some available space  in 
the sheet  that breaks  the spatial context of  that element and  the elements  that  it  is related 
with. As such the “sheet of paper” (diagram area) should be “infinite” in the sense that when 






menu  and  toolbar  option,  users  are  somewhat  divided.  Maybe  both  features  should  be 
supported. 
The  same division happens with attached  connections when  removing an element,  to 
leave the existing connections or remove them. Some users say keep others remove, maybe 
provide a choice to the user. This also happens for the borders and their elements. 
One  thing  noticed  during  the  tests was  that  users  reused  the  connections  left  from 
elements  that  where  deleted.  They  just  scratched  the  unwanted  end  and  draw  from  the 

























To name  the elements users  tend  to pick  the  virtual  keyboard  and not  the pen even 
though they do not discard it. This is probably because they do not have prior experience with 
tablet  computers  and  handwriting  recognition,  so  they  are  being  resistant  to  change  input 







another colleague,  it was  just  for  tests purposes,  they did not  find a reason  to  transmit  that 
information to the next person reading the diagram. The feeling was that as the element was 
already  scratched  it  was  no  longer  important;  hence  no  further  information  about  the 
discarded element was added. 
Users  did  not  understand  the  border  concept  at  first,  because  the  models  being 
sketched  are  kind  of  a  novel  diagram  type  and  not  all  users  where  familiar  with  it.  But 
















 Simple elements  should be  added by  sketching  them; elements  that  resemble primitive 
shapes such as the rectangle, circle or line. 
 More complex shapes should be added via a toolbox or toolbar. 








After  reviewing  the  literature  several  requirements and user needs have been elicited 
for User Interface Design Sketching Tools (UIDST). They are presented in this section and a list 
of requirements is composed. 
From  Plimmer  and  Freeman’s  toolkit  approach  (Plimmer  &  Freeman,  2007),  some 
observations related to the UI of a UIDST: 
 For sketching applications  there are  two approaches  to  the user  interface: a single  large 
view or a two‐view interface. 
o In a single view a “virtual page can be very large, yet display space is finite, so large 





as  storyboard.  “It  suggests  a  linear  arrangement  of  the  sketches”.  It  is  not  an 
objective of this project to support storyboards, but a similar functionality could be 
implemented  to  be  able  to  relate  objects  that  are  present  in  several  diagrams. 
(Plimmer & Freeman, 2007) 
 “Sketch pages provide a place where users can draw and write with a pen much as they 











would  have  an  “infinite”  diagramming  area,  but  that  is  obviously  impossible,  as  the 
computer  resources are  limited, and  that would bring other  concerns,  for  instance user 
spatial  awareness  in  the  diagram  and  performance  of  the  application.  (Plimmer  & 
Freeman, 2007) 
Kieffer  et  al.  (Kieffer,  Coyette,  &  Vanderdonckt,  2010)  have  come  up  with  a  list  of 
requirements for UIDSTs, we can reuse that list and create a list for sketch based CASE tools: 
 “Naturalness: It is necessary that the” elements “being sketched are as natural as possible 
first. Then,  the  visual  similarity  should be  considered,  to easily differentiate  the  various 
representations.” 
 “Non‐obtrusion:  It  is  necessary  for  the  system  supporting  the  sketching  to  be  the  less 
obtrusive as possible so as to avoid disturbing the designer during the prototyping phase.” 
 “Continuity: The system supporting the sketching should support the drawing continuously 
whatever  the  nature  of  the  object”  being  sketched  (for  instance  a  diagram  element,  a 
connection, a text or notes). 




they  fail  users  get  very  frustrated  (Plimmer  &  Freeman,  2007).  So  any  gesture  that  is 
incorporated into the prototype should work properly 95% of the time or should be removed. 
One  thing  that  was  thought  of  being  a  guideline  for  the  conceptualizations  of  the 
interactions was to keep  the more complex and precise gestures to the pen and the simpler 
and more direct manipulations  to  the  fingers. So  for  instance moving or  resizing an element 
would  be  done  using  the  fingers,  since  those  are  direct  manipulations  of  elements.  And 
highlighting an element or adding a border around elements would be done using the pen. 
From  the  sketching  CASE  tools  analyzed  we  can  see  that  there  are  two  types  of 












which were  sketched  in  paper will  be  presented  first.  To  be  able  to  refine  the  concepts  a 











NUI  and  the  technology  that makes  it  possible  bring  new  affordances  that were  not 
available  in  more  traditional  interfaces.  So  in  this  section  we  will  explore  some  of  those 
affordances and compare them a bit with the affordances of other interface types. 
But  what  are  these  affordances?  Norman  (Norman,  1988)  explains  that  “the 
term affordance refers  to  the  perceived  and  actual  properties  of  the  thing,  primarily  those 
fundamental properties that determine just how the thing could possibly be used.” They give 
clues of how thing work. “Plates are for pushing. Knobs are for turning. Slots are for inserting 
things  into.”  In  this  case  Touch‐Screens  are  for  touching,  rubbing,  and  sliding,  holding  and 
dragging  the  fingers.  And  a  dual  digitizer  that  can  detect  a  pen  is  for  writing,  sketching 
drawing, pointing and erasing with the pen. 
A  list of  essential  affordances  that  the multi‐touch  technology  together with  the pen 
provides was created and can be seen in Appendix 2. This list of affordances is about what the 
user can do with his fingers and the pen on the touch screen, they are primarily about what 




This particular  revision was made  to have  a  greater understanding of what were  the 
possibilities with multi‐touch and to be able to refine the initial concepts. 
So the main things that can easily be seen from this list are that the dual digitizer allows 
interacting by  touching with  the  fingers and also using  the pen, as well  supporting multiple 
touch‐points. But the affordances in the list can be diminished depending on the limitations of 
individual screens. 


















































































































































































































































































mappings  complied with  the  guideline  above  and  as  those  stages where  the  design  guide 
stages, the purpose of that review was to asses if any other interaction needed to be studied in 
the evaluations. The  interactions  studied on  the evaluations either were deprecated  if  they 
showed negative results or kept if they were getting the evaluations approval. The results can 
be viewed in Appendix 2 on the observations column of the list. 
For  instance  the affordances  for adding and moving an element and also  selecting an 
element with the pen were subject of stage 1 of user evaluations. And in stage 2 was the turn 





could perform with  the prototype before starting  the  implementation of said  functionalities. 
For  that  to happen a  list of  tasks was devised based on all  the gathered  information  so  far, 
form the existing tasks in the models of chapter 3 Problem Analysis and from the conclusions 
of  the user  studies and  the  requirements gathered.  It  is also based on  the  concepts and on 




























These  task  cards were  called  Task Descriptions because  they  are detailed  versions of 
Task Cases  (or  Essential Use Cases  ‐  EUCs) which  are  an  abstract description of  tasks,  they 
abstract from the user interface and interaction details to allow the designer to have freedom 
in the design and not to be constraint by any kind of technology or interaction style. However 
since  here  there  was  already  an  interaction  style  defined  and  the  concepts  were  already 
































































  2. Offer  connection  types  on  a  popup 
window 
3. Choose connection type by tapping on it   
  4. Create  a  new  connection  between  the 
two elements 



































































































1. Indicate  element(s)  by  performing 
optionally [ 













































































































































































1. Indicate  element(s)  to  copy  and  copy’s 
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an  overview of  the  architecture  created which will  cover  the most  important  aspects  of  it. 







It  is  important  to  state  at  this  point  that  the  architecture  is  an  event  paradigm 
architecture which is based on the events from Windows and the Surface toolkit. With that in 
mind the analysis of the structure itself can be started. 
By  splitting  the  diagram  into  six  parts  as  seen  in  Figure  33  and  analyzing  each  part 
individually, the diagram becomes easily understood. Group 1  is concerned with the Diagram 
Elements and group 2 is about the Connections. Group 3 contains the interfaces that both the 
Diagram  Elements  and  Connections  share  and which  provide  that  common  functionality  to 

































































































































































































































































































easily  to  the  prototype.  The  style  of  the  elements  is  stored  on  a  style  sheet  in  a  resource 




A  similar  situation  as  with  the  Diagramelement’s  data  model  occurs  with  the 
connections  in  group  2  as  there  is  a  ConnectionDataModel, which  stores  the  name  of  the 
connection  and  its  type.  Adding  new  types  of  connections  then  is  easier.  Additionally 
depending on the type of connection arrows on the ends of it can be visible or not, and it is in 
the  data  model  this  information  can  be  retrieved  through  the  operations 
SourceArrowVisibility() and DestinationArrowVisibility(). 
The class Connection  is  responsible  for  the core  functionality of a connection. As with 
the DiagramElement  it manages the highlighted visual state of  the connection as well as  the 
other visual states. It is also responsible for detaching itself from any element when required, 
it does  so  through  the operation DetachElement(). As  the Connection has a  compound and 
spread  representation  on  the  prototype  it  is  required  to  keep  track  of  all  its  different 
components and to update  its geometry when the components change. For that purpose the 
operation  OnElementPropertyChange()  listens  to  changes  in  properties  form  the  attached 
DiagramElements,  and  the  operations  OnSourceHandlePropertyChange()  and 
OnDestinationHandlePropertyChange()  are  subscribed  to  the  properties  of  the  source  and 




using  the WPF binding  capabilities, and automatically  changes as  the handles are displaced. 
The advantage of this is that there is no further code needed for the line to follow the handles. 
Both  the  classes  Connection  and  DiagramElement  have  operation 
GetStylusPointRepresentation,  these  operations  are  about  the  different  layers  that  the 
DrawingBox  is  composed with.  As  each  layer  provides  different  functionalities  there  is  the 
need  to  represent  the  elements  and  connections  in  different  layers.  For  that  reason 
Connection class is not a specification of the class DiagramElement, because despite sharing a 





of  the  different  layers.  The  handles  reside  in  the  same  layer  as  the DiagramElements,  the 
ScatterView, and implement the INotifyPropertyChanged so the Connection can keep track of 
















user;  this  interface works  in  conjunction with  NUI  library  (Blake,  "Blake.NUI"  at  CodePlex, 









and the QuickNotes feature.  It  is also  in this class that selected  items, the component that  is 
editing its name and the component that is being held by the user are registered. 
The DrawingBox  is  the  one  that  has  to  detect when  elements  are  being  selected  or 
highlighted, and when complex and simple elements are being added or removed. This means 
that  it  has  to  support  both  pen  and  fingers  interactions.  So  to  select multiple  element  the 
operation  SelectionChanging()  detects  when  diagram  components  are  being  selected  or 
deselected. The operation StrokesCollected() detects when simple elements are being added 
to  the  diagram  and  the  operations  DropTargetDragEnter(),  DropTargetDragLeave()  and 
DropTargetDrop()  detect  when  complex  elements  are  being  added  from  the WidgetPanel. 
StrokeErasing()  detects  when  elements  are  being  removed  from  the  diagram.  Operation 
OnGesture  captures  the  gestures  created  by  the  pen  such  as  highlighting  elements  and 
selecting elements. 
Operations  PaintElementsOnCanvas  and  PaintConnectionsOnCanvas  are  used  to 
represent  the  elements  and  the  connections  on  the  GesturesInkCanvas,  which  uses  those 
representations  in  conjunction with  the  input  form  the  pen  and  fingers  to  select,  remove, 
create or highlight elements. 
To  directly  manipulate  elements  using  the  fingers,  additionally  to  the  functionality 
provided  by  Surface’s  ScatterView  and  ScatterViewItems,  the  operations 
DiagramTapGesture(), DiagramDoubleTapGesture()  and DiagramHoldGesture() are  registered 
in the class DrawingBox. These operations are provided by the Blake.NUI library. They function 
here  because  of  the  disperse  nature  of  the  several  components  that  comprise  a  diagram; 
where connections are  in one  layer and elements are  in another. Having  the  taps and holds 
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When  the Connection Handle  is moved by  the user,  it  fires a property changed event 
that is captured by the Connection’s On Handle Property Change event handler, if the property 
is  the  center  then  the  Handle  Position  Change  operation  is  called.  The  Update  Geometry 
method  is only called  if  the handle  is being manipulated by  the user,  if  it  is active.  If so  the 




the Connection Handles are attached. Furthermore  if the user  is  interacting with one handle, 
the Anchor  Point’s  calculations  only  occur  to  the  other  end’s  handle  if  it  is  attached  to  an 
element. After the calculations for the point are done the center of the Connection Handle  is 
updated, stopping the cycle when the handle is check to see if the user is interacting with it. 
If  the  component  changing  is  the attached Diagram Element,  then a property  change 
event is fired and captured by the connection’s event handler On Item Position Change, which 
calls  Update  Geometry.  It  calculates  the  Label  Position  and  the  Anchor  Position  using  the 
Diagram Element’s Center info for the connection end that the element is being moved, for the 
other end only  calculates  the Anchor  if  there  is an element attached. Finally  it updates  the 
Connection Handle center to the calculated Anchor. 
5.3.3 Components	
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into two  layers; the  line that represented the relationship was  in the connections canvas and 
the connections handles were  in another. The two parts had to be kept synchronized, as one 
moved  the  other  had  to  follow  and  vice‐versa.  This  also  happens  with  the  selection  and 
remove functionalities, as the elements are  in one  layer but the gestures and pen  interaction 
functions on another. Then all  the elements have  to be  represented  in  the  layer where  the 
gestures are recognized. 
There were also some hardware  limitations as the digitizer only recognizes two touch‐
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with  diagram  creation  and  questions  about  the  creation  of  the  diagrams  in  the  tools.  The 
diagram, the questionnaire and the results from the test is in Appendix 3 section 3. 
As the same diagram was asked to be created three times there could be  issues of the 
user  learning  the diagram  and become  faster with  each  test.  For  it not  to be  an  issue  that 
impacts heavily on  the outcome of  the  test,  the user was asked  to start  the diagram  from a 
different part  for each of the  three  tools. Moreover  the  tools where so much different  from 








to  happen,  namely  the  performance  of  the  prototype  seemed  to  deteriorate  considerably 
when  using  the  screencast  software which  affected  the  touch  responsiveness  and  the  ink 
recognition timings. This performance drop only worsened when more elements were added 
and the diagram grew in size, however the same was not noticed with the MetaSketch. Those 













aspects  that  could be  improved, but overall  is good. When questioned of  those aspects  the 









Developers  and  designers  make  use  of  paper  sketches  to  express  their  concepts, 
because of its almost constraint‐free environment where they have as much freedom as they 
need. Though paper has some disadvantages which computer systems that can offer the same 
freedom  people  have  from  paper  but  none  of  the  disadvantages  and  limitations  can  be 
overcome.  
Developments  on  touch‐sensitive  screens  with  dual  input  digitizers  now  open  the 
possibility of  interacting with portable devices  such  as  the  tablet‐pc using  a pen  as well  as 









In  this  research  some  sketching  and  CASE  tools where  analyzed  that  provided  useful 
information of  the needs and  requirements of a  tool  that used sketch  input. However more 




tools. Over  those models  scenarios,  tests  and  questionnaires were  devised  and  conducted 
which provided more  information  that  could be added  to  the models  completing  them and 
providing more concrete knowledge. 
With  all  the  information  gathered  the  system  could  then  start  to  take  shape  as  the 
concepts  for  the  interactions started to be devised and developed  into the prototype. These 
concepts were  put  to  the  test  in  the  evaluations  that  revealed which  concepts  should  be 
removed  and which  concepts  and  functionalities  should  be  further  developed.  This was  an 
iterative process as after  the evaluations  the concepts were  revised or new concepts where 
created  and  introduced  into  the prototype  for evaluation. This process had  three  iterations 
being  that  the  last  was  more  concerned  with  the  validation  of  the  interface  and  the 
interactions and not as much with guiding the development as the first two. 
The  development  of  the  prototype  occurred  over  the  recent  Microsoft  touch 
technology,  which  is  composed  by  the Windows  7  Touch  API  and  the  Surface  Toolkit  for 
Windows. Combining these two  is advantageous as  it provides the basic touch functionalities 
form Window 7 and the natural interactions and controls from the Surface Toolkit.  
However  that  combination  is  not  a  silver  bullet,  there  were  still  limitations  and 
constraints  that had  to be dealt with. As  this was a  recent  technology  that  indeed  supports 
 92 
 
very well  touch  interaction,  finding resources  to build upon  is not always easy as with other 
well established technologies. Moreover this is to a certain extent an area in development and 
rapid  expansion,  and  also  the  NUI  paradigm  is  an  extremely  recent  concept  and  the 
information available is sometimes hard to find or not available. 
Hardware also  imposed some  limitations as the maximum number of touch‐points was 
of  two  and  the  touch  and  the  pen were mutually  exclusive.  This  constrained  the  possible 
interactions and  the affordances, which  resulted  in  them having  to be devised around  those 
limitations. 
With the results from the first two stages of the evaluations it was possible to refine the 
interactions  and  improve  the  interface  itself.  They  also  validated  a  few  affordances  and 
interactions,  namely  copying  and  removing  elements. Because  of  those  contributions  these 
evaluations were an essential  tool and played a crucial part  in  the development process, as 
they pointed and guided the process in the right direction. 
Although only  limited final evaluations were possible, some conclusions can already be 
drawn. The overall  time  for  the completion of  the diagram  in  the prototype  took more  time 
than the paper and MetaSketch tests, but specific factors contributed to that such as the use 
of  the screen capture software  that seemed  to deteriorate considerably performance of  the 
prototype. This affected the touch responsiveness and the ink recognition timings; additionally 
users  said  that  they  did  not  like  to  write  on  the  Tablet‐PC  and  that  they  had  not  much 
experience with human activity modeling so the elements somehow confused them because 
they seemed all alike. 




As with all software projects and most  things,  there are aspects  that can be  improved 
and  further  developed,  new  functionalities  can  be  added  that  better  support  developers 
express and model their ideas and concepts. 




hurting user performance, by studying  it  further  it could bring a new perspective that would 
improve that. 
The  Ink  Recognizer  is  not  a  “real  component”,  because  it  is  embedded  in  the main 
window. However  just by separating  it a component could be created  that can be  reused  in 
any other  interface which when required collects the strokes and recognizes the handwritten 
text.  Rethinking  the  ink  recognizer  into  a  standalone  component  could  improve  its 
performance  and  make  the  interface  more  efficient.  Moreover  the  interaction  with  the 





transition  between  elements manipulation  and  name  edition,  despite  the  current  solution 
being less intrusive than the native ink input panel in Windows 7 which popped out when the 
cursor was placed in a text editable area. 
By  the conclusion of  this document only  limited usability evaluations were conducted, 
however  they yielded valuable  results and  information. More of  these evaluations  could be 
conducted that would result in more and better results and directly impact the prototype. 
Implementing MVC  architecture  would make  the  tool more  robust  and  less  change 
resilient.  It would  also  separate  the  interface  design  and  components  from  the  rest  of  the 




can  represent  the diagrams created  in a  formal model  that could  then be exported  to other 
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cash,  inserts his  card and enters  the PIN when asked. He  is not  sure how much 
money  is still  left  in his account, so John picks the option "Check balance" before 
making a withdrawal. He wants to check it on the monitor so he selects "Check on 
screen".  John  has more  than  enough  for  his  lunch  so  he  proceeds  by  choosing 
"Make another operation". The machine asks for the PIN again and John enters it. 
Then he chooses "Withdraw money" and then enters the quantity "10€". Finally he 
selects  "Remove  card".  The  card  comes  out  and  he  gets  it  from  the  machine. 
Afterwards he gets the money and then the receipt. » 
This is the complete initial scenario, the scenario 0, the bigger one. This scenario tries to 
















3. Add the tasks: "T2  ‐  Identify myself", "T3  ‐ Get my card", "T4  ‐ Get money" and "T5  ‐ 
Get  receipt". They are all  related  so  cluster  them  together, also  they are  related  to 
both activity AC1 and AC2. 
4. Add a border around  those  tasks and name  it  "common". Connect  it  to AC1 and  to 
AC2. 










11. And when  just  checking,  one might  have  to  get  a  receipt  after  getting  the  card,  so 
there is a “precedes” connection form T3 to T5. 
12. Add a border around T6 and T4, since  they are now clustered. And name  it "money 
withdrawal". Now activity AC1 is related to that cluster and not just with T6. Fix it. 
13. Add a note  to  task T1  saying: Do not  forget  to put  the options of  "Checking on  the 
receipt" and "Checking on the screen" on the task case. 





move components  to another part of  the  sketch or even  remove  them. Obviously  removing 
things form a paper sketch can be hard if using a pen, so we wanted to see if the subject would 
scratch out elements and add the new corrected elements on another part of the sketch, or if 
he would press harder on  the pen or multi‐stroke  the  corrections over  and used  the older 
component. Or maybe the subjects would do something different. 
With the same kind of objective, after users did the tasks in the list, they were asked to 











































































































































































































































Q8 ‐ In a paper sketch you  just write the name of an element with a pen/pencil. What  if you 
were using a sketch‐tool on a multi‐touch screen how do you think you would normally name 
an element? 





Find out which action  is more  commonly used  to highlight an element. 
Making  the edge of  that element  thicker or  its name,  shadowing, using 
colors … 
Expected answer:  Normally I just circle it a lot until it is pretty thick. 







Purpose:  To  see  the user preference  in  relation  to drawing or having  something 
drawn by the computer. 














adds  both  elements  first  and  then  connects  them,  or  if  he  adds  one 
element and then a connection and then the other element. 
















5. Tell  the  user  that  this  is  an  observation  of  the 
interaction  and  that  it  is  OK  and  normal  for  him  to  make 
mistakes. Explain the procedure and introduce the tasks. 
05:00 
6. Users  start  the  tasks.  Tell  users  to  give  a  running 


































some  cash,  inserts his card and enters  the PIN when asked. He has more 
than enough  for his  lunch so he proceeds by choosing "Withdraw money" 
and  then enters  the quantity "10€". Finally he selects "Remove card". The 




1. Add  the actor  "A1  ‐ Customer" who  is  connected  to  the activity  "AC1  ‐ Withdraw 
cash for lunch" which you will have to add as well.  
2. Add  the  tasks  "T1  ‐  Withdraw  money"  and  "T2  ‐  Identify  myself"  which  are 
connected to "AC1 ‐ Withdraw cash for lunch".  




5. Add  a  “precedes”  connection  from  "T3  ‐ Get my  card"  to  "T4  ‐ Get money"  and 
another form "T4 ‐ Get money" to "T5 ‐ Get receipt".  
6. Add  a  border  around  those  tasks  and  name  it  "common".  Connect  it  to  "AC1  ‐ 
Withdraw cash for lunch".  
7. Add a connection: Task "T1 ‐ Withdraw money" uses the cluster "common".  
8. Oops, you can only get any money  if  it  is a withdrawal. So "T4  ‐ Get money"  is not 
actually clustered with the others, it is with "T1 ‐ Withdraw money". Fix it.  
9. Do not forget that "T1 ‐ Withdraw money" now uses "T4 ‐ Get money".  
10. One  might  just  get  a  receipt  after  getting  the  card,  so  there  is  a  “precedes” 
connection form "T3 ‐ Get my card" to "T5 ‐ Get receipt".  
11. Add a border around  "T1  ‐ Withdraw money" and  "T4  ‐ Get money" and name  it 
"money withdrawal".  































































































































































































































































































































































































 When a contour  is drawn and then the name  is added,  if the name  is too big to fit  inside 
the shape, then the shape should grow. 
 The “sheet of paper” should be  infinite  in the sense that when adding a new element,  if 
there is no more space near the adding area, one should just be able to drag the diagram a 
bit more to get some clear space. 




 When  removing  an  element  leave  the  existing  connections  or  remove  them,  some  say 
keep others remove, maybe provide a choice to the user. This also happens for the borders 
and their elements. 



































































































































































































































































































































































































































































































































































































































































































































  the  user  c







































































































































































































































































































































































































































































































































































































































































































This  is  a  list  of  affordances  mapped  to  the  actions  elicited  from  the  user  studies,  the 
conceptualizations and the affordances above. It also followed this design guideline: 
Because the target platform  for  this project  is the small Tablet‐
PC/Slate with a 10  to 13’  screen and  the  items and  elements on  the 
diagram are a bit small, a separation principle was established for the 
interaction devices, the Pen and the Fingers. 
The  fingers  are  to  be  used  for  the  rougher  manipulations,  for 
instance  moving,  resizing,  rotating  and  selecting  elements  also 
zooming and panning  the diagram, and such. The pen would be used 
for  the  more  precise  interactions  and  gestures  such  as  drawing 
elements,  connections  and  groups,  renaming  an  element,  editing  a 
connection, highlighting an element, etc. 
This list despite being the “finalized” concepts also acts as an inventory for the implemented 
interactions  as  it was  updated  throughout  the  project well  into  the  implementation  and  user 
evaluations. In reality the first two stages of user implementations shaped some of the mappings 
seen in the list, as their purpose was to guide de design of the interactions and the interface. 
During  those  two  initial  stages of  evaluation  a  review of  the  list was made  to  see  if  the 
mappings complied with the guideline above and as those stages where the design guide stages, 
the  purpose  of  that  review was  to  asses  if  any  other  interaction  needed  to  be  studied  in  the 
evaluations. The  interactions studied on  the evaluations either were deprecated  if  they showed 
negative results or kept if they were getting the evaluations approval. 
The actions are organized  into groups of actions, as with the paper concepts. Each have a 
unique  ID  that  is composed with  initials  from  the action group  that  it belongs and  the order  in 
which it appears in that group. There is also an icon that represents the action, then the context in 
which  is performed by  the user,  the outcome of  the  action  and  some observations  about  that 
action  (issues,  conflict  with  other  actions,  limitations,  compliance  with  the  design  guideline, 
implementation status …). 
The IDs that are underlined mean that particular action was implemented in the prototype. 












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































1. Change the  names  of  the elements for  those 













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































  0  1  2  3  4 
1. General experience with diagrams  ○  ○  ○  ●  ○ 
2. Experience with HAM –Human Activity Modeling  ○  ●  ○  ○  ○ 
3. General easiness creating the paper sketch  ○  ○  ●  ○  ○ 
4. General easiness creating the diagram on MetaSketch  ○  ○  ○  ●  ○ 
5. General easiness creating the diagram in the prototype  ○  ○  ○  ○  ● 
 
The following questions are only related with the prototype: 
Evaluate the experience you had using the prototype relating:  0  1  2  3  4 
6. Adding elements  ○  ○  ○  ●  ○ 
7. Selecting elements   ○  ○  ○  ○  ● 
8. Positioning and adjusting elements’ positions  ○  ○  ○  ○  ● 
9. Changing elements’ name  ○  ○  ○  ●  ○ 
10. Navigating through the diagram  ○  ○  ○  ○  ● 
11. General use of the pen  ○  ○  ○  ●  ○ 
12. General use of touch  ○  ○  ○  ●  ○ 
 






































Metrics  M1 (M:S)  M2 (M:S)  M3 (M:S)  M4 #  M5 #  M6 # 










also  that  the  user  committed more mistakes.  However  several  factors  contributed  for  this  to 
happen,  namely  the  performance  of  the  prototype  seemed  to  deteriorate  considerably  when 











Then  after  the  user  responded  to  the  questionnaire  and  said  he  does  not  have  much 
experience  with  human  activity  modeling,  he  commented  that  the  elements  were  somehow 





About  the questions about  the user’s evaluation of his experience with  the  tool,  the user 
responded with  values of 3  and 4, which means  that  in  the user’s opinion  there are  still  some 
aspects that could be  improved, but overall  is good. When questioned of those aspects the user 
responded that they had to do with the pen itself and the button. That leads to the conclusion that 
this button, despite being useful gets in the way of the users and maybe should be deactivated. 
