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ABSTRACT We have extended a fast, stable, and accurate method for the numerical
solution of cable equations to include changes in geometry and membrane properties
in order to model a single excitable cell realistically. In addition, by including the
provision that the radius may be a function of distance along an axis, we have
achieved a general and powerful method for simulating a cell with any number of
branched processes, any or all of which may be nonuniform in diameter, and with no
restriction on the branching pattern.
INTRODUCTION
Our basic hypothesis is that the cell's electrical behavior results from its morphology
as well as its membrane properties. Therefore, the essential information needed to
model a cell is:
(a) a mathematical model of the membrane ionic conductances and equilibrium po-
tentials as functions of voltage and time specified for each segment of the cell; (b) spe-
cific cytoplasmic resistivity and specific membrane capacitance; (c) detailed cellular
geometry.
Previously, we developed the use of the method of Crank and Nicholson (1947) for
the implicit integration of cable equations describing axons with excitable membranes.
We obtained the solution for the propagating action potential as a function of time and
distance (Moore et al., 1975). In this paper, the method is extended to simulate
propagation in excitable cells with a wide range and complexity of morphologies.'
We assume that all electrical activity of the cell is produced by conductance changes
in the cell membrane, and that a small segment of the cell membrane may be repre-
sented by a parallel combination of a capacitor and a set of specific ionic conductances
in series with specific ionic equilibrium potentials. Our method is general and flexible,
allowing the membrane model (the set of equations representing the conductances as
functions of voltage and time) to differ for different segments throughout the cell. This
Dr. Joyner's present address is: Department of Physiology and Biophysics, University of Iowa, Iowa City,
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1The only geometric restriction is that the cell soma and all branches of cell processes (axons and dendrites)
must be surfaces of revolution. That is, the soma and each of the branches must have a structure defined by
a radius about some central axis. We are not aware of any cell morphology that this restriction would elim-
inate from treatment.
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FIGURE 1 Diagram of an axon with an abrupt change of diameter modeled by two attached
cables.
makes possible the inclusion of not only electrically excitable but also passive, synaptic,
pacemaker, or other desired membrane properties. Although extracellular fields and
ionic accumulations can be included in some special cases, we ignore them in this
paper.
NUMERICAL METHODS
The methods used to simulate the propagation of action potentials in a cell with branching
axons and dendrites are an extension of the Crank-Nicholson (CN) form of implicit solution of
the cable equations for a single homogeneous axon (Crank and Nicholson, 1947; Lieberman
et al., 1973; Kootsey, 1975; Moore et al., 1975). Because the uniform cable treatment is a
building block for the extensions, we include a brief summary of this approach. The basic
cable equations are easily derived from the representation of the homogeneous part of the
axon, shown in Fig. 1 A as a series of passive isopotential segments of length Ax (cm). The
equivalent electrical circuit for its representation as a cable is shown in Fig. 1 B. Each seg-
ment is represented by a membrane resistance and capacitance per unit length in parallel. Ad-
jacent segments are coupled by the axoplasmic resistance per unit length ra. These parameters
are derived from the specific membrane resistivity (Rm, ohm -cm2), specific membrane ca-
pacitance (Cm, F/cm2), the specific axoplasmic resistivity (Ra, ohm cm) and the axon radius
(a, cm) by these relations:
ra = Ra/(7ra2) ohm/cm (la)
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rm = Rm/(2wa) ohm-cm (lb)
cm = Cm*(2wa) F/cm (Ic)
Replacement of the passive elements by models of excitable membranes (e.g. equations of
Hodgkin and Huxley, 1952) allows simulation of action potential propagation in a homogeneous
axon by solving, for each time step, the set ofCN equations (Moore et al., 1975):
-KV,.+' + 2(1 + K)V,.+I - KV,++1
- 2(1 - K)Vj + K(Vj+1 + Yj'_/) - 24t11 (2)Cm
where Vj, is the membrane potential (mV) of segmentj at time t, i, is the noncapacitive mem-
brane current (mA/cm) and
AtK =
raCm(AX)2
Or, in a more general form,
ajV'+' + djVj+' + bjVj+J = cj, (3)
where
a. = = -K, dj = 2(1 + K),
and
cj = 2(1 - K)Vj' + K(V5+l + V_1) - (2At/cm)ij.
For an axon consisting ofM segments (and length = M. Ax), we can write down M equations
of this form, including M unknowns ( Vj+ ' for j = 1, 2, .... M). The terms aj, bj, and dj are
constants, and all of the parameters of cj are assumed to be known at time t. The boundary
conditions at the ends are conveniently included by the addition of virtual (pseudo) segments at
each end as follows:
Case 1: grounded ends. In this case, V, - V' = 0 and VM+ 1 = V -+I = 0 and the general
form is the same except that d, = 2(1 + K) = dM, bI = aM = -K, bM = aI = 0,
cl = 2(1 - K)V'1 + KVI- (2At/Cm)i'
and
CM = 2(1 - K)VM + KVI - (2At/Cm)i' -
Case 2: sealed ends, or no longitudinal current flow at the ends. In this case we define
V0 =Vl; VI' = VI' and VI = V; VM+ = V'1, and the parameters become
=dM= 2+K,b=aM =-K,bM=a1 = 0,
c1 = (2 - K)V' + KV'2- (2At/Cm),ji
and
CM = (2 - K)VM + KVMt - (2At/Cm)ii.
JOYNER ET AL. A Numenical Method to Model Excitable Cells 157
Now let us consider the arrangement in which one end of a uniform cable is connected to one
or more additional cables. This situation could represent a model of an axon and a cell body, a
dendritic tree, or, in the case of the specific interest here, a branching axon. Taking the simplest
case, consider a single cable such that over a lengthM- Ax it has a radius a, and over a length
MI * Ax it has a radius a' as shown in Fig. 1. Note that the parameters rm, cm and ra are func-
tions of the radius as given in Eqs. 1 a-c.
We can preserve the power and form of the CN method to solve the voltage distributions in
each cable if we can approximate the boundary conditions for the junction of the two cables.
We introduce the term "virtual" ends to indicate the contributions of each cable to the other at
the junction.
For each cable we define the virtual voltages VI and VF as the equivalent voltages in the
segments abutting its initial and final segments if the axon diameters were the same. The values
of VI and VF are determined from the equality of the longitudinal current flow in the case of the
virtual and real junctions. For example, if we assume that the left end of the axon shown in
Fig. 1 A is a sealed end (case 2), then VI = VI. We derive VF from
VM - VF VM - VI,
ra ra/2 +,ra/2'
therefore,
2ra (VM-_Vi). 4VF =V - (4)
ra + ra
If we now write the general form of the CN equation for segment M to include the virtual
voltage VF, we get
-KV'A+1 + 2(1 + K)Va+' - KV+ I
=2(1 - K) VI + K(VI
-I + VI) - 2At (5)
or, rearranged,
-KVI'+1 + 2(1 + K)V'+1
= 2(1 - K) VI + KV-1 + K(VF + V'+') - 2At (6)
Cm
and, for segment 1, we get
2(1 + K)V't+ - KV'+
= 2(1 - K)VI + KV2 + K(VI + V+ -) 2t i,. (7)2
~~~~Cm
Now, to preserve the CN form at the boundaries, for each time step we must compute
VF, VFI, Vl, and V+ '. However, because VF+' is a function of VM and V; at time t + 1, we
must approximate the value of VI + VI+', and of VI + VI+'. We have simply approximated
VF + VIF' by 2VF. The error of this approximation leads to a small degree of instability of
the solution at the junctional region of the two cables.2 We have found that this instability
2The method used to patch the ends together is an explicit one. Explicit methods become unstable if the At/
Ax2 ratio exceeds a certain value; see, for example, Moore et al., 1975.
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can be attenuated strongly by alternating the order of solution for the two cables. At one time
step the solution for the first cable leads the solution for the second cable and for the next time
step the solution for the first cable lags behind the solution for the second cable. This method
of alternating the order of solution for the two regions effectively removed the instability at the
junctional region. There remains a small oscillation in the solution at the junctional region.
The amplitude of the oscillation can be controlled by the choice of the time step for a given
value of Ax. When the Ax used was as large as the cell diameter, we found that the oscilla-
tions were < I mV in amplitude for a At of 10 ts or less.
Summarizing, the solution is obtained by the following progression. At time t we (a) compute
VI= V'1,
2ra+r (VI - VI'),VF = VIM - ,t M Il)
approximate VI + V+ ' by 2 V1 and VF + V'+I by 2 VF, (b) integrate all voltages of the first
cable by solving the set of CN equations for one time step; this gives us V'+' to use in
finding VI. (c) For the second cable compute
I= 2r'ra +ar. (Vi' - V+)
= VM and approximate vl + V"l' by 2VI and VFJ + F7+' by 2VF. (d) Integrate all
voltages of the second cable by solving the second set of CN equations for one time step.
At time t + 1 we reverse the order of solution so that, for the second cable, we use
~~~2r'V= V r+I - a (Vt',+ l -VtM I),
approximate Vl'+ v;+ ' + 2 by 2VI, and integrate the second cable one time step. Then for the
first cable, we compute
VF = VM -_ 2ra (VIM Vft+2),ra + ra
approximate V+ ' + VI+ 2 by 2 VF, and integrate the first cable one time step.
Boundary Conditionsfor a Branching Axon
For the branching axon shown in Fig. 2 we can use the same method of virtual ends to solve for
V(t) for each segment of the three cables modeling the branching axon. For the first cable
(radius = a), we use Vs = VI for a sealed end (or VI = 0 for a grounded end), and we derive VF
from
VAI- VF VM - VI' VM - V itVM V _ MV
+
MV
ra ra/2 + Ra/2 a12 + ra /2
or, rearranged to give the voltage at the virtual end,
VF = VM - (rjar ) (VM - V;) - (ra r) (VM - VI') (8)
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FIGURE 2 Diagram of a branching axon modeled by three cables attached at the branch point.
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FIGURE 3 Diagram of a cell with a continuously variable radius modeled by a cable whose ele-
ments represent stepwise variations in radius.
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For the second cable (radius = a'), we use
VI = VI 2,ra (VI - VM),=
-ri + ra I-V)
and for the third cable (radius = a"), we use V7' = V'; - [2ra'/(r + r')] (V' - VM).
As before, we must approximate the values for VI + Vl' and VF + Vp+ 1. Note that the
order of the CN solution for cables two and three (radii = a' and a") does not matter at all be-
cause their boundary conditions do not interact for any given time step. Although each branch
must be represented by a one-dimensional cable, the branches can be of any length and any
radius, and any number of branches may come from a single point. It should be clear that this
method can be extended to any branching network of fibers. Furthermore, the method can also
handle variable radii along any or all branches as is shown in the next section.
Solutionfor Axons of Varying Radius
Simulations of propagation of action potentials along a fiber of variable radius has been pre-
viously reported for analytical treatment of special cases (Goldstein and Rall, 1974) and an
iterative numerical integration method (Cooley and Dodge, 1966; Parnas et al., 1976). The
Crank-Nicholson method can be extended to include an axon with variable radius. This is il-
lustrated in Fig. 3, where A shows a portion of an axon with continuously varying radius and
B shows the approximation of this geometry by a series of straight segments of length Ax. Note
that the set of radii a(j ) are defined so that a(j ) is the radius for the first half of segment j,
and a(j + 1) is the radius of the second half of segment j. With this geometry we now re-
define our basic parameters as
rmUj) = Rm (air[a(j) + a(j + 1)] (9a)
Cm(j) = Cm [a(j) + a(j + 1)] X (9b)
ra.j) = Rac7)[a(j + 1)]2' (9c)
where rm(j ), cm(I), and ra(j ) are the components of the equivalent circuit in Fig. 3 C.
To derive a form of the CN equations applicable to this case, we first note that
i'(j) = V; V;+ ( 10)
Ax* ra(j)
and
U- 1) - P(M _ V.a a CM(j) + i; (11)
where i'(j) is the axial current (mA) at time t at segment j and I; is the total membrane cur-
rent at segment j at time t. To convert this to a form that can be numerically integrated,
we write the difference form, using the average value of ia between time t and time I + 1:
ia(- 1) - it(j) + ia+a(j - 1) - 4'(j) = m(i) [vt+l V +
2Ax At - 4i,. (2
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Now, multiplying through by ((j ) and substituting for ia we get
A t [Kv; '- v+, _ v' , - v, V+'-v'++, v+ -i
AX2Cm(j) L ra(I) ra(I - 1) ra(I ) ra(I - 1) J
= 2[Vj - Vj+'] - 2 i; (13)CM(I)
or, rearranged,
-KVj+ +[2+ Kj + K']Vj+I -KjVj++
Kj' Vyi + [2- Kj- K;m] Vjt + Kj V.+ - 2At fiCm(I) J
where
Kj = At/cm(j)ra(j + l)Ax2 andKj; = At/cm(j)ra(j)Ax2.
The general form of the CN equations has still been preserved: aj Vj+ + dj V,+' + bj Vj++l =
cj but aj =-Kj, bj =-Kj, dj =2 + K + Kj, and
2At
cj =K' Vj + [2 - Kj - K,'] Vj + KjVj+ I t ijt.cm
Boundary conditions can now be easily defined as in the homogeneous axon simulation.
Solutionfor Myelinated Axons
We have also extended the CN method to simulate action potential propagation along mye-
linated fibers. This was done by making the rm and cm for those segments that contain a
node different from those segments that are completely myelinated. The constants for my-
elinated segments are calculated on the assumption that it is composed of a large number of
turns of passive membrane. Any of several descriptions for active membranes can be used to
describe the nodal area. This extension is presented in detail elsewhere (Moore et al., 1978).
RESULTS
Goldstein and Rall (1974) presented a method for simulating the propagation of action
potentials along fibers in which the variation of the radius with length could be de-
scribed by certain analytical functions. They used a kinetic model for the membrane
conductances which produced an action potential similar to a squid giant axon at
260C. We have used exclusively the equations of Hodgkin and Huxley (1952) as the
mathematical model of membrane conductances as functions of voltage and time. This
allows us to test our simulations directly by performing experiments on squid giant
axons (see Ramon et al., 1975; 1976). Also it allows us to study the effect of tempera-
ture in the simulations, because we can change the effective temperature by scaling the
rate constants by a value computed from a Q10 of 3 and a base temperature of 6.30C.
Our simulations of action potentials propagating along inhomogeneous axons (those
with nonconstant diameter) are similar to those obtained by Khodorov et al., (1969),
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Goldstein and Rall (1974), and Parnas et al. (1976). As the action potential approaches
a region of increased diameter, the maximum amplitude, Vma., the conduction velocity,
0, and the maximum rate of rise, Vmax, all decrease. The safety factor for propagation
at this region is lowered, and propagation through this region will fail if the ratio of
diameter (large/small) is above a critical value. This critical value is lowest for an
abrupt increase in diameter, but increases as the transition from the small to large
diameter is made more gradual. We also found that the critical value of the diameter
ratio was strongly dependent on temperature.
For all of the simulations reported here, we used a Ax of 200 Am, a At of 5 As, and a
100-segment cable (total length 100 x Ax = 2 cm). The effective temperature was
16.3YC unless otherwise specified. For all of the simulated axons, the point of stimula-
tion is to the left of the region diagrammed in the figures. We have plotted results only
for those segments in the central portion of the cable to avoid the changes in Vmax,
Vmax, and 0 produced by the boundary conditions at the ends. We have used axon
diameters appropriate for the squid giant axons, but the results reported here are ap-
plicable to smaller axons as well, inasmuch as the effects of a change in radius depend
on the diameter ratio and not on the actual values of the diameters.
How an abrupt change in diameter affects 0, Vmax, and Vmax is shown in Fig. 4 for
diameter changes from 100 to 200Am (A) or to 50OAm (B). We defined the conduction
velocity as Ax/AT, where Ax is the segment length and AT is the difference in the
times at which the action potential reaches 50 mV in amplitude at adjacent segments.
Because the action potential shape changes dramatically near the transition region, this
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FIGURE 4 Simulation of 0, Vmax, and Vmax (as functions of distance along the axon) for action
potentials propagating along fibers with abrupt diameter increases as diagrammed in the figure.
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FIGURE 5 Simulation of 0, Vmax, and Vmax (as functions of distance along the axon) for action
potentials propagating along fibers with diameter increases occurring over a length of 600 (A) or
1,800,m (B) as diagrammed in the figure.
definition of conduction velocity no longer accurately represents the velocity of the
traveling impulse. We have simply deleted from the figures those values of 0 near the
transition region, that were clearly meaningless. The conduction velocity decreases
as the action potential approaches the transition region, jumps to a very large value as
it enters the region of larger diameter, and settles down to the new high velocity for the
larger diameter. Both Vmax and Vmax decrease as the action potential approaches the
transition region, then show a rapid recovery to their normal values as the action po-
tential enters the region of larger diameter. All of these effects become more marked
as the diameter ratio is increased.
Because our method allows the diameter to be any function of distance along the
fiber, we were able to study also how these variables changed when the transition in
diameters was accomplished with a linear increase over a distance L. Fig. 5 shows
how 0, Vmax, and Viax are affected by a diameter increase occurring over a short
distance (A, 600 ,m) and over a longer distance (B, 1,800 am). As might be expected,
making the taper more gradual diminishes and distributes the disturbances in all three
variables over a larger distance.
If the action potential propagates through a transition from a large to small
diameter, changes in 0, Vmax, and Vmax are different, as shown in Fig. 6. Here, 0,
Vmax, and Vmax all increase as the action potential approaches the transition region,
then decrease to steady values in the smaller fiber. These changes are produced by the
smaller electrical load seen by the action potential as the transition is approached from
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FIGURE 6 Simulation of 0, Vmax, and Pmax (as functions of distance along the axon) for action
potentials propagating in a fiber with abrupt diameter decreases as diagrammed in the figure.
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FIGURE 7 Simulation of 0, Vmax, and Vmax (as functions of distance along the axon) for action
potentials propagating along fibers with abrupt diameter increases as shown in the figure. The
effective temperature is 6.3°C (A) or 21.3C (B).
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the larger diameter region. In the limit, as the smaller diameter approaches zero, the
situation represents a fiber with a sealed end (see case 2 under Methods). If the
diameter decreases gradually, the effects on 0, V..,, and V..x are diminished and dis-
tributed along the fiber, similar to the results for a gradual diameter increase.
At higher temperatures, there is a more marked effect of the diameter change on all
three variables, 0, Vmax, and Vmax as can be seen in Fig. 7 for an abrupt diameter
increase from 100 to 400lm at temperatures of 6.30 (A) and 21Y.3C (B). Note that the
steady values, in the homogeneous regions of the axon, of 0, Vmax, and Vmax are func-
tions of temperature.
A change in the effective temperature also changes the critical value of the diameter
ratio at which propagation of action potentials will fail at the transition region, as
shown in Fig. 8. This critical value is rather high at low temperatures, 10-fold at 60C,
but drops to approximately 3.5 at 260C. The critical ratio seems to be closely corre-
lated with the duration of the Hodgkin-Huxley action potential which changes by
about fivefold over this temperature range. Goldstein and Rall (1974) found the same
critical ratio (3.5) using a kinetic model for the membrane conductances. Their action
potential duration was similar to that computed from the Hodgkin-Huxley equations
for 260C.
Goldstein and Rall (1974) stated that, for a branching axon, there are similar effects
on 0, Vmax, and Vmax if the load ratio of the daughter branches to the parent fiber
is greater than unity (expressed here as a geometric ratio):
2;d3/2
GR =
where da is the diameter of the parent fiber and the dj are the diameters of the
branches. Although these authors did not present their method or any numerical
results for propagation of action potentials along branching fibers, they stated that
when GR was greater than unity they found changes in the action potential shape
and velocity similar to those found for a single fiber with an abrupt change in
radius. They further stated that at a critical GR there was propagation failure and that
at some value ofGR less than this critical ratio there was retrograde propagation along
the stimulated fiber as well as in the branches.
Our method, using the Hodgkin-Huxley equations for the membrane properties and
the extended Crank-Nicholson method for the geometric properties of a branching
fiber, produces qualitatively similar results, with the additional finding that the effect of
a given GR was strongly dependent on temperature. These results, along with experi-
mental confirmation of this effect of temperature on failure at squid axon branch
points, are presented in detail elsewhere (Westerfield et al., 1978).
Simulation of action potential propagation near the junction of a small (100 ,um)
axon and a larger (200 ,m) axon is shown in Fig. 9 A. The arrows point to the seg-
ments from which the voltages are shown in Fig. 9 B. The effects on the shape of the
action potential in the transition region are very similar to those described for the
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FIGURE 8 Effect of temperature on the critical ratio of radii (a2 /a I) for which propagation will
fail at the axon region where the radius abruptly increases from al to a2 .
FIGURE 9 Simulation of a fiber of 200-Am diameter with a branch of 100-Mm diameter. Stimu-
lation is at the end of the branch and the four simulated recordings shown in B correspond to the
four electrodes shown in A. Stimulus interval was 3.5 ms, temperature 16'C.
single fibers with an abrupt diameter increase. The first action potential in the last
segment of the stimulated branch (recording V2) shows a slower rate of rise, smaller
amplitude, and an increased duration as compared with the action potentials in the
uniform regions. The second action potential (stimulated 3.5 ms after the first) shows
an even more prominent change in shape, but the third action potential is blocked at
the branch point. This failure allows the membrane of the branched region time to
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recover excitability. The fourth action potential is able to traverse the branch point
almost as easily as the first. This intermittent blocking of impulses is produced by the
increased latency and duration of the action potential in the region of the smaller fiber
near the branch point, which sees a much larger electrical load than that seen in regions
further away from the transition. This increased latency and duration allows the in-
activation of the membrane to accumulate so that a high frequency train of impulses
will show intermittent failures. A failure allows adequate time for almost complete re-
covery from inactivation, so that the subsequent spike propagates through the transi-
tion region.
It is important to note two factors that restrict the applicability of simulation to
propagation failure in real nerve. The first factor is that the Hodgkin-Huxley equa-
tions were formulated to describe conductance changes associated ,with short voltage
clamp pulses, and may not adequately describe electrical activity in nerve over long
time periods. The second is that these simulations have not taken into account the ac-
cumulation of potassium in the extracellular space surrounding the nerve as observed
by Frankenhaeuser and Hodgkin (1956). Their experiments and -the simulations of
membrane action potentials by Adelman and FitzHugh (1975) have shown that po-
tassium accumulation produces marked changes in the response to high frequency
trains of stimuli. Nevertheless, it is interesting to know that the Hodgkin-Huxley
formulation alone encompasses enough physiological detail to predict intermittent
failure at branch points.
DISCUSSION
We have presented here very powerful and general methods that will allow realistic
simulations of a complete neuron, including dendritic branches, soma, axon hillock,
and axon and terminal arborization. This work extends the compartmental modeling
approach used by Rall to simulate a number of geometric properties of passive and
excitable cells (Rall, 1964, 1967, 1969, 1970; Rall and Shepherd, 1968). We have
initiated investigations of some of these specific regions which will be reported else-
where (Westerfield et al., 1978; Moore et al., 1978). These studies are being followed
by others aimed at giving insight into the interplay of membranes and morphology.
This newly achieved ability to make realistic and detailed computer models of a
complete cell emphasizes the need to have detailed descriptions of the membrane and
the morphology of each region. If one takes the view that the active membrane
properties are not known until each region of the cell has been independently voltage
clamped and its properties measured, then we know of no cell that can be realistically
modeled. Therefore, membrane properties must be assumed for those regions not yet
characterized. We are in a position to model a cell with fully excitable, passive, or a
mixture of properties for each region, and to evaluate the effects of these assumptions
on the cellular electrical activity.
This lack of detailed data does not pose an immediate problem because there is much
to be learned from studies of arbitrarily shaped (or idealized) cells with arbitrarily as-
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signed membrane properties. Some examples are reported in this paper. A second ap-
plication of this method is to investigate the performance of a cell of known geometry
using various models and distributions of membrane properties as was done by Dodge
and Cooley (1973) for a motoneuron. It may not be possible to assign or distinguish a
unique set of membrane properties that fit the behavior of a motoneuron or of any
other cells. However, the methods presented here do allow one to independently in-
vestigate the contributions of the morphological and membrane characteristics to the
electrical behavior of excitable cells.
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