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Abstract
An impressive improvement of the eectiveness of medical care evident in the recent dec-
ades is to a large extent driven by the progress made in the elds of medical imaging and
analysis. A hallmark characteristic of this trend is the transition from a purely visual,
qualitative assessment of the medical images to a computational and more quantitative
assessment, which involves in vivo image-based measurements. In the domains of disease
diagnosis and monitoring, treatment ecacy assessment, but also in surgery and radio-
therapy planning and execution, the clinical workow is becoming increasingly dependent
on image-derived measurements (i.e. imaging biomarkers). Some of the quantitative ima-
ging biomarkers have already become well established as surrogates of clinical outcomes.
The values of these imaging biomarkes may directly impact the decision-making process
| hence, the accuracy and precision of the methods that extract the measurements from
the images need to be rigorously validated.
Problems of objective validation and comparison of measurement methods feature prom-
inently in the medical imaging discourse. In registration and segmentation | the two
major elds of image analysis, the state of the art of method validation and comparison
is based on reference measurements usually requiring some human involvement. In case
of registration it is the detection and manual localization of ducial markers. For seg-
mentation it is the manual delineation of anatomical structures by expert radiologists.
Certain problems are inherent in this approach: humans are subjective { measurements
by dierent experts usually disagree, they are error prone | they get distracted and
tired, and their time is costly. When human errors in validation standards propagate to
medical practice they acquire a potential to cause costly damages. The patients, medical
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care establishments and the economy at large are all impacted by the consequences of
these errors.
Strategies to predicting and preventing the measurement errors and cutting the costs as-
sociated with validation and comparison of measurement methods are discussed in this
Thesis. A direct strategy to alleviate the costs of the burdensome manual reference cre-
ation is through automation. Such strategy was applied in the rst contribution of this
Thesis using a novel automated computational approach to gold standard reference data-
set creation for validating rigid-body registration of pre-operative 3D and intra-operative
2D images. Therein, the use of automatic image analysis pipeline eliminated the need for
human interaction and manual input, previously required in a semi-automated approach.
This has signicantly improved the registration accuracy as validated on intra-operatively
acquired 3D and 2D images of twenty patients with cerebral aneurysms and arteriovenous
malformations.
A dierent, more inventive, strategy is to validate the measurement methods without
ever creating a reference, through advanced statistical inference. Two new reference-free
Bayesian frameworks for estimating the systematic and random errors of an ensemble
of (automated) measurement methods, are developed in this Thesis. They facilitate the
validation and comparison of measurement methods without requiring costly reference
measurements. A clear advantage of this strategy is that it eliminates the need for the
reference measurements altogether and therefore annihilates the associated costs. For
instance, in the image analysis domain, applying several automated methods to a certain
dataset requires only computational resources, which is much cheaper than engaging an
expert to manually create the reference. The two proposed frameworks were success-
fully validated on several synthetic and on relevant clinical datasets, involving imaging
biomarkers of neurological diseases. Theoretical developments of one of the proposed
frameworks allow to use it for advanced applications of estimation of latent true values
of an unobserved quantity and selection of best predictors for it from a set of related
biomarkers.
In conclusion, the contributions of this Thesis do not only solve the practical problems
of reference creation, but address the conceptual problems associated with reference-
based error estimation. The two proposed and validated Bayesian frameworks represent
important theoretical advances in the emerging eld of reference-free error estimation,
making this methodology practical for measurement method validation, comparison and
further beyond | for selection of best predictors of unobservable quantities and the their
estimation.
Povzetek
Izjemen napredek v ucinkovitosti medicinske oskrbe v zadnjih desetletjih v veliki meri
poganjajo napredki v povezanih in vzporednih podrocjih medicinskih slikovnih tehnologij
in racunalniske analize slik. Ena izmed poglavitnih znacilnosti tega trenda je prehod iz
povsem vizualnega, kvalitativnega vrednotenja medicinskih slik v bolj racunsko in kvan-
titativno vrednotenje. Slednje vkljucuje predvsem in vivo meritve racunsko izluscene iz
medicinskih slik. V kontekstu diagnoze in spremljanja razvoja bolezni ter vrednotenja
ucinkovitosti zdravljenja, pa tudi v kontekstu nacrtovanja in izvedbe kiruskih posegov
ter radioterapije, klinicni protokoli in smernice vedno bolj temeljijo na meritvah iz medi-
cinskih slik (i.e. slikovni biomarkerji). Nekateri slikovnih biomarkerji so se ze uveljavili
kot nadomestki klinicnih ciljev. Vrednosti slikovnih biomarkerjev torej lahko neposredno
vplivajo na odlocanje v omenjenih klinicnih kontekstih | zato mora biti natancnost in
tocnost postopkov izlocanja slikovnih biomarkerjev rigorozno validirana.
Problematika objektivnega vrednotenja in primerjave postopkov merjenja je zelo izrazena
na podrocju medicinskih slikovnih tehnologij. Pri poravnavi in razgradnji slik | dveh
glavnih metodoloskih pristopov k analizi medicinskih slik, so uveljavljeni nacini validacije
in primerjave sposobnosti teh postopkov osnovani na uporabi referencnih meritev. Re-
ferencne meritve obicajno pridobimo rocno s pomocjo eksperta. Pri poravnavi slik je to
lahko ocno zaznavanje in rocno oznacevanje oslonilnih markerjev na slikah, pri razgradnji
pa je to naprimer rocno obrisovanje anatomskih struktur, kar lahko naredi izkusen radi-
olog. V tem procesu je kriticen subjektiven doprinos posameznega eksperta | razlicni
eksperti bodo izluscili razlicne vrednosti meritev, izkljucena ni niti moznost vecjih na-
pak in razhajanj, kot posledica utrujenosti in nakljucnih dejavnikov. Cas, ki ga porabi
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ekspert je tudi zelo drag. Potencialno zelo drage so lahko tudi posledice prej omenjenih
napak in razhajanj v meritvah, ker vplivajo na medicinsko prakso in lahko povzrocijo
resne posledice. Tako bolniki, kot bolnisnice in druzba nasploh lahko cutijo posledice teh
napak.
Razprava in razvoj strategij za napovedovanje in preprecevanje merilnih napak in hkra-
tno zmanjsevanje stroskov pri validaciji in primerjavi postopkov merjenja predstavljajo
jedro te doktorske disertacije. Direktna strategija manjsanja stroskov je preko manjsanja
bremena bremena ustvarjanja reference, kar lahko dosezemo z avtomatizacijo. Zato je
prvi prispevek te disertacije nov avtomatski racunski pristop za ustvarjanje reference
oziroma zlatega standarda za validacijo toge poravnave med pred-operativnimi 3D in
med-operativnimi 2D slikami. Z uporabo verige avtomatskih postopkov analize slik smo
odpravili potrebo po interakciji z operaterjem in morebitne rocne vnose, kar je bilo si-
cer potrebno pri predhodnem pol-avtomatskem pristopu. Na ta nacin smo signikan-
tno izboljsali natancnost referencne poravnave, kot kazejo rezultati validacije pristopa na
med-operativno zajetih 3D in 2D slikah dvajsetih bolnikov z mozganskimi anevrizmami
in arteriovenoznimi malformacijami.
Povsem drugacna in bolj inovativna strategija je validacija postopkov merjenja brez upo-
rabe reference, in sicer z uporabo naprednega statisticnega sklepanja. V disertaciji predla-
gamo dva nova Bayesianska pristopa za oceno sistematicnih in nakljucnih napak mnozice
(avtomatskih) postopkov merjenja neke kolicine. Naprimer, v kontekstu slikovnih biomar-
kerjev je stroskovno precej bolj ucinkovito na doloceni zbirki slik uporabiti vec razlicnih
avtomatskih postopkov analize medicinskih slik kot pa pridobiti referenco s pomocjo ek-
sperta. Pristopa smo uspesno validirali na vec sinteticnih in klinicnih zbirkah podatkov,
kjer so slednje vkljucevale meritve slikovnih biomarkerjev nevroloskih bolezni. Teoreticna
dognanja v enem izmed predlaganih pristopov omogocajo tudi ocenjevanje vrednosti la-
tentne kolicine in hkratno izbiro najboljsih napovednih meritev te kolicine.
Prispevki te disertacije ne le resujejo prakticne probleme pri ustvarjanju reference, pac
pa naslavljajo tudi prikrite konceptualne probleme kot je napaka reference. Dva pre-
dlagana in validirana Bayesianska racunska pristopa predstavljata pomembne teoreticne
preskoke v okviru novonastalega podrocja ocenjevanja napake brez reference in s katerima
je ta postala prakticno uporabna za namen validacije in primerjave sposobnosti postop-
kov merjenja nasplosno. Se vec, eden izmed pristopov omogoca tudi dolocanje napovedni
vrednosti meritev glede na latentno kolicino in tudi oceno njene vrednosti.
It is impossible to escape the impression
that people commonly use false
standards of measurement |
that they seek power, success and wealth
for themselves and admire them in
others,
and that they underestimate what is of
true value in life.
Sigmund Freud, 1856 { 1939
(Civilization and Its Discontents, 1929)
CHAPTER 1
Introduction and Summary
Subjects of any complexity can be viewed from dierent perspectives, each bringing certain
features into the focus while suppressing the others. In this work the following perspective
is taken: an act of image analysis is thought of as an act of measurement. From this
perspective the \economy" of measurements is analyzed and the balances between their
desired characteristics and corresponding costs is examined.
Historically imaging procedures were used mostly for qualitative visual assessment of the
presence and severity of disease. Recent technical advances in acquisition equipment
and computational methods accompanied by increased availability of medical imaging
stimulate the development of quantitative imaging methods in order to better evaluate
preclinical in vivo features, personalize diagnosis and treatment. Novel quantitative ima-
ging mehods enable measurements of morphological and functional changes down to the
cellular level (Raunig et al., 2015). Examples of quantitative measurements derived from
medical images include lesion size and count, chemical tumor marker uptake rates, relat-
ive position of surgical targets and vulnerable anatomical structures and rate of change
of the above quantities over time. They are used in diagnosis of a vast multitude of
conditions including trauma, kidney stones and cysts, cancer, multiple sclerosis, Parkin-
son's disease progression etc. (Bigler, 2001, Giorgio and De Stefano, 2012, Marek et al.,
2001, Popescu et al., 2013). They are used in cancer staging (Freudenberg et al., 2004,
Huang et al., 2015) and treatment decision making (Rischin, 2006). Quantitative meas-
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urements are also used for preoperative planning, intraoperative guidance and postoper-
ative assessment in image-guided procedures such as surgery, endoscopy, radiation ther-
apy and biopsy (Jolesz, 1997, Vannier and Marsh, 1996). Quantitative image biomarkers
(QIB), which is a class of scalar measurements, are used as surrogate endpoints in clinical
trials (Abramson and Yankeelov, 2013, Richter, 2006, Tabrizi et al., 2012, Weber, 2006).
Quantitative measurements are estimates of the value of certain physical quantities that
characterize the object that is being imaged. These physical quantities can be scalar
(e.g. concentration of radioactive tumor marker in tissues measured from positron emis-
sion tomography (PET) images, tumor volume measured from magnetic resonance (MR)
images, etc.), vector (e.g. three dimensional (3D) position of a lesion relative to some
anatomical landmark) or otherwise multidimensional (e.g. parameters of a geometrical
transformation that brings two images into a common coordinate frame, i.e. image re-
gistration). The same physical quantity can be estimated using dierent measurement
methods having dierent characteristics. Some of the characteristics eventually contrib-
ute to the cost of measurement. We will focus on the following three constituents of the
overall cost: (i) costs of acquisition, (ii) costs of measurement and (iii) costs of errors.
First, there is a cost associated with the acquisition of images. For example, tumor volume
can be measured from dierent modalities: CT is generally cheaper than MR, which in
turn is cheaper than PET. Within the same modality generally higher resolution imaging
is more expensive, mainly due to a prolonged duration of imaging, physical limitations of
the current clinical scanners (e.g. low-eld 1.5T/3T MR scanners) and scarcity of high
resolution scanners (e.g. high-eld > 7T MR scanners, time-of-ight PET scanner).
Apart from acquisition costs there are costs associated with the act of measurement, i.e.
with conversion from image intensity values into numerical values that represent the
measured physical quantity. Employing an experienced radiologist to manually segment
the tumor in an image is more expensive than outsourcing this work to a non-specialist
rater or using an automatic image segmentation algorithm. Another example from a
surgical domain is the use of intrinsic anatomical landmarks visible in the images, which
is less expensive than using external localizers or implanting and removing physical ducial
markers.
Perhaps most importantly, in medical practice or policy making the errors inherent to the
measurement method induce further costs for parties involved { patients, clinical centers
and society at large. For example, wrong diagnosis based on an erroneous measurement
may lead to irreversible health deterioration or even death, and may be associated with
high cost for the patient in terms of time and money spent. Similarly errors in measure-
ments of position of surgical or radiotherapy targets can lead to ineective treatment and
damage to the healthy tissue. These in turn result in prolonged and thus more expensive
recovery or a need for re-treatment. For the clinical center such errors result in a waste
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of sta's time and medical supplies that are erroneously prescribed. For the economy
it means a larger or smaller loss of productivity and waste of resources depending on
frequency and severity of such errors.
As a general rule of thumb, measurement methods with smaller errors tend to have higher
acquisition and measurement costs. Hence, the choice of the measurement method has
to be based on the balance between these costs and gains for each particular application.
Accurate prediction and estimation of frequency and magnitude of measurement errors
is, therefore, of utmost importance.
1.1 Reference-based error estimation
The classical way to estimate errors of a given measurement method or methods is based
on the concept of a reference method, often called the \gold standard". It is the most
accurate, under reasonable conditions (e.g. non-invasiveness), chosen from methods that
measure a given quantity. Typically it is also associated with relatively high costs of
measurement. Then, the measurements with any method whose errors are to be estimated,
are performed on images from a sample of patient population, and compared to the
measurements obtained with a reference method. These images in conjunction with the
reference measurements are called gold standard dataset. Validation and comparison
is then based on certain statistics calculated on the residuals, i.e. the dierences of
measurements by the given method and the reference method. For instance, sample
mean of residuals is often used as a characteristic of systematic error of the evaluated
measurement method, while sample standard deviation of the residuals is a measure of
method's random error. These statistics are also estimates of corresponding quantities
for the entire patient population with a certain degree of uncertainty depending on the
sample size. This uncertainty is most often expressed as a condence interval at a given
statistical signicance level. With these statistics at hand frequentist hypothesis testing
is enabled, e.g. one may test for superiority, equivalence or non-inferiority, in terms
of bias or precision, of a given method over the other at a predened signicance level
(Obuchowski et al., 2015, Schuirmann, 1987).
Consider the next two examples of reference methods for quantitative measurements in
medical imaging: (i) an 1D measurement based on segmentation (e.g. a QIB) and (ii)
rigid-body registration of a pair of images. For measurements based on in vivo clinical
image segmentation (e.g. lesion volume, lesion count, maximal lesion diameter, anatomical
location, concentration and uptake of contrast agent in the volume occupied by the lesion,
etc.) the reference is usually obtained from manual delineations of structures of interest
by an expert radiologist. In 3D images this has to be performed for every 2D slice and is
known to be an exhausting task, straining the human visual system, even when assisted
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by semi-automated software. For rigid-body registrations of in vivo clinical images, the
reference is typically obtained by point cloud registration of ducial markers. This means
that the ducial markers have to be implanted or otherwise attached to the patient prior
to image acquisition. The center of each marker has to be manually localized in each
image and correspondences between marker locations have to be established.
The above procedures represent additional workload on both clinical sta and on research-
ers performing image analysis. To be representative of patient population and capture
the biological variability the image databases have to be large. This necessitates multiple
repetition of the procedures and increases the required amount of work accordingly. Prob-
lems with scalability of reference measurements on in vivo images has led to a widespread
use of surrogates | cadavers, articial phantom objects and synthetic images. In this
sequence the ease and accuracy with which the reference can be established increases from
cadavers to synthetic images. For synthetic images the exact values of ground truth are
known by construction. The problem, however, is that in the sequence in vivo { cadaver
{ phantom { synthetic the images become less and less representative of patient popu-
lation. In other words the samples are drawn from populations of images poorly related
or completely unrelated to the patients and their condition, invalidating the assumptions
underlying error prediction based on error estimation, and thus rendering any results
inapplicable in clinical practice.
Reducing the costs of measurement through automation of reference measurements is one
of the ways to make reference-based error estimation feasible on large samples. Therefore
one of the contributions of this Thesis is the automation of the process of gold standard
dataset creation for 3D-2D rigid-body image registration of cerebral angiograms. Auto-
mation, however, does not address neither the costs of acquisition nor the costs of errors
of reference methods.
1.2 Errors of the reference method
An often overlooked fact is that reference-based error estimation fails inconspicuously
when the reference measurement method is not precise. It was demonstrated by synthetic
tests for a number of measurement error estimators that, when the reference has low
precision, the reported estimates are generally biased and overcondent at the same time
(Obuchowski et al., 2015). This means that decisions based on error estimation with low
precision reference are likely to be erroneous. Hence, special care has to be taken to
ensure accuracy of the reference and in interpretation of the results of reference-based
error estimation. Often in medical imaging the reference is not precise indeed.
For example, for measurements based on segmentation, the reference is produced from
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delineation of objects of interest by human experts. It is, however, a well established fact
that these delineations will not be identical when made by two dierent experts (due to
inter-rater variability) nor even when the same expert creates two dierent delineations
(due to intra-rater variability) (Armato 3rd et al., 2011, Wareld et al., 2004). The ex-
tent of this variability is dependent on the properties of images being delineated, the
object imaged and the experience of the experts. Even without the eects of subjective
perception for objects with high surface to volume ratio (like white matter lesions or cor-
tical gray matter), the combination of partial volume eects and low resolution of clinical
MR scanners leads to high relative errors in the measured physical quantities (e.g. lesion
volume, cortical thickness). This shows that such a reference, which is used routinely in
most QIB studies and clinical trials with endpoints based on these QIBs, is in fact very
imprecise, rendering error estimation based on such a reference misleading and entailing
hidden costs for patients, clinics and the economy.
To deal with the problem of unreliable reference, error-in-variable models have been pro-
posed (Dunn, 2007, Dunn and Roberts, 1999). They work by explicitly modeling the
stochastic relationship between the observed measurements by the reference method and
the unobserved true value of the measurand. Error-in-variable models have been shown
to produce more realistic error estimates in synthetic tests with imperfect reference meas-
urements (Obuchowski et al., 2015). This result comes at a price | reduced amount of
information compared to the \known-truth" reference has to be compensated by increased
sample size in order to achieve a given level of condence.
Unlike automation, error-in-variable models deal with the costs of errors, but do not
address the measurement costs of the reference method. Neither automation nor error-
in-variable models address the costs of acquisition.
1.3 Reference-free error estimation
The emerging eld of reference-free error estimation provides a way to reduce all three
previously mentioned costs: (i) the costs of measurement, (ii) the costs of acquisition and
(iii) the costs of error by eliminating the need to rely on some dedicated measurement
method as a representative of the truth. Instead, it relies on statistical properties of an
ensemble of several measurement methods.
First such technique called Regression Without Truth (RWT) was proposed in 2002
(Kupinski et al., 2002). RWT takes in measurements by several methods, each applied
to the same set of subjects. For each method linear dependence between the measurand
and the measurement and additive method-independent Gaussian noise are assumed. An
informative prior distribution of the measurand is supplied from a certain parametric
10 1 - Introduction and Summary
family and a point of maximum marginal likelihood is then sought using quasi-Newton
optimizer and returned as an estimate of the model parameters.
Demonstration of feasibility of the reference-free approach to error estimation is an im-
portant achievement of this pioneering work, however, it has several serious deciencies.
First and foremost, the assumption of independence of the distribution of random error
across measurement methods is unrealistic and dangerous. Measurement methods are of-
ten based on similar physical principles and their random errors may be highly correlated,
rather than independent. Violation of this assumption can lead to estimates that are in
dramatic contradiction with the truth. Second, the class of priors that can be used with
RWT is fairly restrictive. Although later modications allow for prior hyperparameter
optimization, the choice of parametric family must be justied from existing research or
other considerations and has a sizeable inuence on the estimates. Third, the use of
maximum marginal likelihood as an estimate is an ad hoc approach that lacks solid the-
oretical justication. Therefore the second contribution of this Thesis is the development
of a novel reference-free error estimation framework from Bayesian first principles with
a more flexible modeling of systematic and random errors and minimal restrictions on the
prior distributions.
In its initial formulation or with minor modications RWT has been applied to compar-
ison of methods for measuring cardiac ejection fraction in cardiovascular MR images
(Kupinski et al., 2006, Lebenberg et al., 2015), volume activity estimation in SPECT
images (Jha et al., 2015), motion tracking algorithms in cardiac-gated MR images
(Parages et al., 2015), apparent diusion coecient estimation in diusion-weighted MR
images (Jha et al., 2012) and even metallic artifact reduction algorithms in CT-based at-
tenuation correction of PET data (Abdoli et al., 2010). What is noticeable in all these
works is a lack of validation of the RWT itself as an error estimation method. The third
contribution of this Thesis is, therefore, the validation of the proposed reference-free error
estimation techniques against the classical reference-based approach using synthetic data-
sets and measurements with state of the art image analysis algorithms on clinical datasets.
To achieve given level of certainty reference-free error estimation frameworks require lar-
ger samples than reference-based aproach. The attractiveness of reference-free estimation
is based on the premise that elimination of costs of acquisition and/or measurement as-
sociated with the reference method will outweigh the costs of acquisition of additional
images and corresponding measurements with non-reference methods. For example, in
order to compare QIB measurements derived from several automatic image segmenta-
tion algorithms, exactly the same images will have to be used for either reference-free
or reference-based error estimation. Because reference-free estimation requires a larger
sample it would entail higher costs of acquisition. However, since it is much more costly
to engage an expert radiologist even for a small dataset, than to procure a set of relevant
unannotated clinical images, the total measurement costs are expected to be driven down
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Table 1.1. Trade-os associated with various strategies for dealing with the costs of
reference.
Costs of reference
Strategy Acquisition Measurement Errors Trade-os
Automation | # | Implementation costs
Error-in-variable " " # Larger samples
Reference-free # # # Larger samples
Multiple measure methods
Less diagnostics
when using reference-free methods.
Ultimately, the choice of error estimation technique should be based on the balance
between the costs of subject recruitment and image acquisition for larger samples of
patient population, the costs of performing expensive reference measurements and risks
of overcondent, but erroneous error estimation in case the reference turns out to be im-
precise. A brief summary of the eects of the discussed strategies on costs of reference is
given in table 1.1
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1.4 Contributions
The contributions of this Thesis are united under the common goal of reducing the costs
associated with the creation of reference datasets for the purposes of validation and com-
parison of measurement methods in medical image analysis. In Chapter 2 a method
for automation of gold standard dataset creation for 3D-2D rigid-body registration al-
gorithms is proposed. The automation strategy reduces the costs of performing reference
measurements on large dataset.
In Chapter 3 a novel Bayesian reference-free error estimation framework is formulated
based ideas of RWT. In addition to addressing the shortcomings of RWT it oers more
general modeling of the systematic error. The framework is validated on synthetic and
clinical datasets.
In Chapter 4 a further improved version of the reference-free framework is presented.
Based on the theoretical analysis of the measurement method error model likelihood
density function a new parametrization of prior distribution is proposed. This allows to
eliminate some arbitrariness in prior distribution specication and extends the domain of
application from measurement method comparison and validation to two more problems
in biomarker research: i) problem of selection of biomarkers that are best predictors of
unobservable quantities such as disease duration or severity and ii) unobservable quantity
estimation from combined measurements of multiple biomarkers.
1.4.1 Development of a novel automatic framework for estab-
lishing a highly accurate reference rigid 3D-2D registra-
tion
CHAPTER 2: A Framework For Automatic Creation Of Gold Standard Rigid 3D-2D Re-
gistration Datasets
3D-2D image registration is a cornerstone technology widely used in image-guided pro-
cedures. Publicly available reference datasets for this image analysis task are, however,
extremely scarce. A total of ve public databases were announced in peer-reviewed public-
ations (Markelj et al., 2010b, Mitrovic et al., 2013, Pawiro et al., 2011a, Tomazevic et al.,
2004, van de Kraats et al., 2005b). Out of these only (Mitrovic et al., 2013) is based on
in vivo clinical images. Scarcity of publicly available datasets for rigid 3D-2D image re-
gistration can partially be explained by the sheer amount of eort needed to construct
such a dataset. Apart from eorts associated with acquisition of clinically relevant images
in specic conditions (ducial markers attached or implanted, stereotactic instrument at-
tached and tracked simultaneously with the acquisition hardware, hardware calibration
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with accuracy beyond routine levels, etc.), substantial human eorts are required for pro-
cessing the acquired images. When the gold standard dataset is to be based on ducial
markers they have to be accurately localized in all images and correspondences between
their locations in dierent images have to be established. To this date this task has been
performed manually or semi-automatically (manual initialization of marker positions for
a localization routine with subsequent visual inspection and correction of the results),
limiting the rate of production of reference datasets. Several attempts at automation
of marker localization in 3D CBCT, CT and MR images have been made (Dang et al.,
2012a, Fledelius et al., 2011a, Mao et al., 2008a, Poulsen et al., 2011b, Yaniv, 2009a). All
of them require setting of tuning parameters that can be found only through trial and
error. Apart from this the methods that claim automatic localization of ducial markers
in CBCT rely on availability of raw X-ray images that were used for its reconstruction
(Dang et al., 2012a). Some of the methods have high error rates making them unsuitable
for reference creation (Fattori et al., 2012a) or have accuracy lower than that expected of
a reference method (Mao et al., 2008a).
The reason for low robustness/accuracy of detection and localization algorithms is a fail-
ure to distinguish between individual ducial markers and anatomical structures in 2D
projections. This inability may be due to algorithm design but also due to the lack of
such information in the images alone.
We tackle this problem by arranging the ducials in a structured pattern, somewhat in
the spirit of glyph detection in computer vision. The pattern is exible enough not to
obstruct the clinical workow, an important consideration in context of clinical in vivo
imaging. The processing pipeline is then supplied with prior information about pattern
structure and physical ducial marker size which in conjunction with image data allows
for robust detection and localization of markers. With this approach it proved possible
to completely eliminate tuning parameters and correctly identify, localize in and match
between 3D CBCT and 2D X-ray images all ducial markers in a dataset from twenty
patients with intra-cranial aneurysms or arteriovenous malformations. In addition to
full automation a two-fold reduction in average ducial localization error (FLE) and a
corresponding 1.5-fold reduction in estimated target registration error (TRE) compared
to semi-automatic approach were achieved.
1.4.2 Development of a novel reference-free error estimation
framework for an ensemble of image analysis algorithms
CHAPTER 3: Reference-free error estimation for multiple measurement methods
CHAPTER 4: Practical priors for reference-free error estimation
As mentioned above, the rst reference-free measurement method error estimation frame-
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work RWT and it's variants, unrealistically assume that random errors of the measurement
methods are uncorrelated, are sensitive to prior distribution, and lack proper theoretical
justication. We use the pioneering ideas of RWT to formulate a Bayesian reference-free
error estimation framework which is free from these drawbacks. The framework incorpor-
ates modeling of correlated random errors and non-linear systematic errors and oers a
full spectrum of Bayesian inference, including uncertainty quantication and calculation
of arbitrary posterior expectations.
The initial version is presented in Chapter 3. A further improved framework with extended
domain of application is presented in Chapter 4. .
1.4.3 Validation of the novel reference-free error estimation
framework by applying state-of-the-art image analysis al-
gorithms on clinical image datasets
CHAPTER 3: Reference-free error estimation for multiple measurement methods
CHAPTER 4: Practical priors for reference-free error estimation
As mentioned above RWT was never satisfactory validated against the results of classical
reference-based error estimation. The authors using it were doing so at their own risk.
For both of the reference-free error estimation frameworks that are proposed in this
Thesis experimental validation using synthetic and clinical in vivo data is performed.
Results show that for the tasks of comparison and validation of measurement methods
the reference-free and the reference-based error estimation arrive at the same conclusions
modulo uncertainty of the estimates.
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Abstract
Purpose Advanced image-guided medical procedures incorporate 2D intra-interventional
information into pre-interventional 3D image and plan of the procedure through 3D/2D
image registration (32R). To enter clinical use, and even for publication purposes, novel
and existing 32R methods have to be rigorously validated. The performance of a 32R
method can be estimated by comparing it to an accurate reference or gold standard (GS)
method (usually based on ducial markers) on the same set of images (GS dataset). Ob-
jective validation and comparison of methods is possible only if evaluation methodology
is standardized and the GS dataset is made publicly available. Currently, very few such
datasets exist and only one contains images of multiple patients acquired during a proced-
ure. To encourage the creation of GS32R datasets we propose an automatic framework.
Methods The framework is based on rigid registration of ducial markers. The main nov-
elty is spatial grouping of ducial markers on the carrier device, which enables automatic
marker localization and identication across the 3D and 2D images.
Results The proposed framework was demonstrated on clinical angiograms of 20 patients.
Rigid 32R computed by the framework was more accurate than that obtained manually,
with the respective target registration error below 0.027 mm compared to 0.040 mm.
Conclusion The framework is applicable for GSsetup on any rigid anatomy, provided that
the acquired images contain spatially grouped ducial markers. The GSdatasets and
software will be made publicly available.
2.1 Introduction
In medicine, more and more procedures rely on or are facilitated by image guidance, com-
bining crucial information from images acquired at the onset or during the procedure and
high quality computed tomography (CT) or magnetic resonance (MR) three-dimensional
(3D) image acquired prior to the procedure (Peters and Cleary, 2008). For instance, in
surgical procedures intra-operatively acquired images and the pose of surgical instruments
obtained by tracking can be combined with the pre-operative 3D image so that the current
pose of surgical instruments relative to the planned trajectory, targeted lesion and nearby
critical structures can be visualized at any time and from any angle on the 3D image.
Such a scenario reduces the invasiveness of the procedure because complex interventions
inside the body can be performed without the need for direct open visual inspection. In
photon and proton beam therapy image guidance is used to assess inter-fraction anatom-
ical changes and set-up errors and intra-fraction anatomy deformation and motion, which
may require adjustments of the dose delivery plan. In image-guided endoscopy live im-
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ages are augmented with synchronized projections of 3D models of target and surrounding
critical structures extracted from the pre-operative 3D image. In interventional radiology,
fusing information from a pre-interventional 3D image and live intra-interventional im-
ages enables creation and projection of 3D roadmaps onto live images or even projection
of important information from live two-dimensional (2D) images onto the 3D image and
visualization of this information in real 3D.
3D/2D image registration (32R) is the key enabling technology of image-guided procedures
as it produces a spatial transformation that relates the pre-interventional 3D image and
one or several intra-interventional 2D images in some world (patient, operating room, etc.)
coordinate system and thus allows their fusion (Markelj et al., 2012). The incorporation
of intra-interventional information into the pre-interventional 3D image and plan of the
procedure through 32R has been extensively studied in the past within various clinical
contexts and with respect to feasibility, accuracy, robustness, speed, and required user
interaction (Markelj et al., 2012).
According to Maintz and Viergever (Maintz and Viergever, 1998) and Markelj et al.
(Markelj et al., 2012), 32R methods can be extrinsic, intrinsic or calibration-based. Ex-
trinsic methods rely on articial ducial markers, attached to a stereotactic frame or some
other carrier, skin-axed or bone implanted, which are visible in both the pre- and intra-
interventional images (Hamming et al., 2009, Navab et al., 2010, Varnavas et al., 2013).
Intrinsic methods rely on depicted anatomical structures and further split into feature-
, intensity- and gradient-based methods (Demirci et al., 2013, Mertzanidou et al., 2014,
Muenzing et al., 2010, Vermandel et al., 2006). Calibration-based methods do not use
any information from the images at all, instead the registration transformations are cal-
culated through pre-operative calibration of imaging equipment and readings of intra-
operative equipment position encoders and/or tracking devices (Brandenberger et al.,
2007, Jacob et al., 2007, Miquel et al., 2006, Mitschke and Navab, 2003). Extrinsic 32R
methods historically appeared the earliest and are the most mature. Currently they are
the method of choice since they generally oer accuracy, robustness and speed better than
those of intrinsic and calibration-based methods. For several reasons, however, there is a
great drive to develop and translate into clinical practice the intrinsic registration meth-
ods. First, unlike extrinsic methods they do not require external frames or implantation
of ducials and therefore exclude additional patient trauma and/or discomfort. Second,
extrinsic methods will generally fail if the targeted anatomy moves relative to ducial
markers, while the calibration-based methods are sensitive to patient movement between
the acquisition of 3D and 2D images. Lastly, while extrinsic and calibration-based 32R
are generally limited to rigid anatomies, intrinsic methods open the way to accurately
register non-rigid anatomical structures.
To enter clinical use, and even for publication purposes, all components of an image-guided
interventions (IGI) system, including the 32R method, have to be validated. Validation
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has to be performed according to the clinical context (Jannin et al., 2002) which species
the organ and pathology to be treated, the treatment procedure, the modalities of pre-
and intra-interventional images, the number of intra-interventional images that can be
simultaneously acquired and used for registration, the characteristics of the images, the
maximum time allowed for the registration, the level of tolerated user interaction and,
most importantly, the required accuracy at the target and critical structures. The accur-
acy of a 32R method can be estimated by comparing it to an accurate reference method
(usually based on ducial markers) on the same set of images. The reference method is
called the gold standard (GS) method and associated images and their registrations are
called the GS dataset.
The origin of images in the GSdataset can be synthetic, phantom, cadaver or clinical. In
this sequence, the realism increases from synthetic images to clinical images, while the
accuracy to which the ground truth can be known decreases in the same order. In case
of synthetic images, the ground truth is known exactly. In the remaining three cases an
approximation to the ground truth is usually obtained with a GS32R method based on
ducial markers.
Ideally, the GSdataset should contain clinical images of multiple cases acquired with
imaging modalities that will be used for image guidance(Jannin et al., 2002). Because
production of such a dataset is a laborious enterprise that involves cooperation between
clinicians, researchers and patients, researchers usually settle for a trade-o between clin-
ical realism and ease of production and use cadaver, phantom or synthetic models. Un-
fortunately, the GSdatasets usually remain undisclosed to the public. Publication of
GSdatasets is, however, of high importance, since public availability in conjunction with
standardized evaluation methodology constitute the single tool that enables independent
and objective comparison of multiple 32R algorithms. Moreover, it eliminates the need for
re-implementation of already evaluated algorithms, thereby accelerating the pace of tech-
nological advancement in the eld. Despite being extremely valuable, publicly available
datasets remain very scarce and not particularly representative. Most of them include a
single case and do not capture the rich biological variability.
2.1.1 Related work
In 2004 Tomazevic et al. published a ducial-based gold standard dataset based on a
cadaver spine segment imaged by CT, MR and X-ray modalities (Tomazevic et al., 2004).
Standardized methodology for evaluation of 32R and a GSdataset comprising cone-beam
computed tomogram (CBCT), CT, MR and X-ray images of two cadaveric spine segments
have been published by van de Kraats et al. (van de Kraats et al., 2005a). The CT and
MR volumes were registered by mutual information to the corresponding CBCT volumes
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to establish the gold standard for both CT and MR to X-ray registrations. The dataset
seems to be no longer available online, but variations of the evaluation methodology are
widely used in the literature. In 2010, Markelj et al. published a GSdataset containing
digitally reconstructed radiographs (DRRs) generated from a CT of a cadaver torso and
pelvis (Markelj et al., 2010a). In this scenario the ground truth was known exactly by
construction of DRRs. The so called Vienna dataset that includes ve 3D modalities
(CT,CBCT, MR T1, T2 and PD) and 2D kV and MV electronic portal images of a
cadaver swine head was presented by Pawiro et al. (Pawiro et al., 2011b) and is based on
ducial markers. To the best of our knowledge, the rst publicly available GSdataset based
on clinical images obtained with a C-arm was created by Mitrovic et al. (Mitrovic et al.,
2013). The dataset contains two 3D images (contrast enhanced CBCT and 3D digital
subtraction angiogram (3D-DSA)) and pairs of orthogonal 2D images (contrast enhanced
X-ray and 2D digital subtraction angiogram (2D-DSA)) of cerebral vasculature of 10
patients. The GSregistrations were dened by ducial markers.
All of the above GSdatasets that are based on ducial markers involved a human operator
who localized the markers in all image modalities and provided correspondences between
them either explicitly or implicitly by adhering to a specic order of marker localization.
The rst attempt to automate the creation of a GSdataset was presented by Madan et al.
(Madan et al., 2015), and tested on ten clinical cases from (Mitrovic et al., 2013) and ve
additional cases. As this method was not robust enough the authors proposed to visually
inspect the registration results to detect misregistration. Besides, the method could not
detect some of the ducial markers, which resulted in a less accurate GS.
2.1.2 Problem formulation
In the present paper, we consider the problem of 32R in the context of image-guided inter-
ventional radiology, more specically the endovascular treatment of cerebral aneurysms
and arteriovenous malformations (AVMs). In this context, the vasculature can be con-
sidered rigid and both pre-interventional 3D an intra-interventional 2D angiographic im-
ages are obtained with the same C-arm system a short time apart. In this scenario, the
32R involves estimation of two transformations: a rigid transformation T^r : R3 7! R3
that brings the 3D image into the C-arm frame of reference, and a central projection
P^ : R3 7! R2 onto the imaging plane. In homogeneous coordinates, T^r is dened by a
4  4 matrix Tr, while P^ is expressed by a 3  4 projection matrix P . The projection
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~u = (u1; u2)
T of a 3D image point ~x = (x1; x2; x3)
T can be dened by

0@u1u2
1
1A = P (qp)Tr(qr)
0BBB@
x1
x2
x3
1
1CCCA ; (2.1)
where  is a multiplicative constant. Tr is dened by a tuple of 6 parameters
qr = (tx; ty; tz; !x; !y; !z) and P is dened by a tuple of 6 projection parameters
qp = (PA; SA; SOD; SID; u
0
1; u
0
2) as follows(Shechter et al., 2005):
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where the rst matrix contains only the intrinsic parameters: source to detector distance
(SID) and principal point coordinates (u01; u
0
2). The second matrix depends on the three
extrinsic parameters: source to object distance (SOD), primary angle (PA) and secondary
angle (SA). RPA and RSA are 3 3 rotation matrices based on PA and SA, respectively.
Therefore P is dierent for dierent C-arm poses, while Tr remains xed as long as the
patient does not move.
The GS32R parameters q = (qr ; q

p1; q

p2), estimating the true parameters q = (qr; qp1; qp2),
can be obtained using eq. (2.1) from coordinates ~xfi and ~u
f
i of corresponding points in 3D
and 2D, respectively.
In principle, pose encoders of the C-arm pre-calibrated with ducial markers embedded
in a phantom also provide an estimate qc of q.
Validity of qc is, however, limited to C-arm poses that belong to the calibration orbits.
Moreover, any patient movement between 3D and 2D image acquisitions invalidates qc.
This latter event is undesired, but common. In general, qc cannot be used as a gold
standard but is useful for initialization of a more accurate and reliable GS32R creation
method.
The GSparameters q can be used as a reference for accuracy estimation of any 32R
method applied to the same set of 3D and 2D images. According to (van de Kraats et al.,
2005a), the accuracy can be estimated using mean projection distance (mPD) and/or
mean target registration error (mTRE) both based on a set of target points f~xti; i = 1::Ntg
dened in the 3D image. The mTRE denes the registration error in 3D space:
mTRE =
1
Nt
NtX
i=1
jT^r(~qr)~xti   T^r(qr)~xtij; (2.3)
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where ~qr are the six rigid transform parameters, obtained by the 32R method being
evaluated. This metric is best suited for patient-to-image registration in the context of
image-guided surgery and photon and proton beam therapy, where the registration error
has to be established in 3D. It enables assessment of probabilities of damage to critical
regions (Siebold et al., 2015). In applications where 3D information is projected onto a
2D image (e.g. 3D roadmapping in endovascular treatments) a more appropriate metric
is mPD:
mPD =
1
Nt
NtX
i=1
jP^ (~qp)T^r(~qr)~xti   P^ (qp)T^r(qr)~xtij: (2.4)
Construction of a ducial-based GSdataset requires precise localization of ducial markers
in 3D and 2D images and establishing correspondences between markers. This is subject-
ive and tedious if done manually or even semiautomatically, especially if performed on
multiple image datasets.
2.1.3 Contributions
The present work describes a fully automatic framework for ducial marker localization
and correspondence establishment used for accurate and robust point-based registration
of 3D and 2D images. The automation is enabled by a special arrangement of ducial
markers into several groups. The requirements of this arrangement are mild enough in
order not to constrain the clinical workow, as demonstrated with the use of an elastic
headband with integrated markers to establish 32R during endovascular IGI. The proposed
framework is free of tuning parameters and requires only general information about the
marker arrangement (number of groups, number of markers per group, marker size and
maximal distance between adjacent markers within a group) and C-arm pose parameters
to be read from the DICOM image headers.
The framework is applied for creation of 32R gold standard datasets based on 3D and 2D
clinical angiograms of 20 patients, showing improved accuracy and robustness compared
to previous work (Madan et al., 2015) and manual approach (Mitrovic et al., 2013). The
framework does not rely on assumptions specic to particular image modalities and can
be easily adapted to a wide variety of 3D-2D registration contexts. To encourage further
research, the datasets and software implementation of the proposed framework will be
made publicly available.
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2.2 Methods
A 3D and a corresponding pair of 2D images of a patient wearing a headband with ducial
markers (sections 2.2.1 and 2.2.2) are processed to extract ducial marker locations and
correspondences between them (sections 2.2.3 and 2.2.4). This information is used in an
iterative procedure (section 2.2.5) to obtain the GSregistration parameters q.
2.2.1 Arrangement of ducial markers
We have devised a headband made of two hook and loop (Velcro) straps (g. 2.1a). Twelve
2 mm steel balls were embedded into one strap and covered with the other to prevent
marker motion. The twelve markers are split into three groups of four. The distance
between two adjacent markers within a group was approximately 8 mm and the shortest
distance between groups was around 9 cm. At the onset of the endovascular procedure,
the headband was placed on the head of a patient so that two groups were situated
bilaterally frontally and the third one occipitally (g. 2.1b). This ensured that they
would have dierent orientations in the 2D images, which was benecial for establishing
correspondences between them (see section 2.2.4). With such an arrangement it is also
unlikely that the markers will overlap with the vessels of interest in typical projections
used for intervention (g. 2.1c). Note that the positions of ducial markers are not related
to typical locations of anatomical landmarks. The main consideration for positioning the
headband with the markers was to have the centroid of the marker conguration close to
the region of interest, thereby granting low target registration error (TRE) (see equation
(18)), while at the same time avoiding overlap of markers with the vasculature in the
working projection (WP) X-ray image.
2.2.2 Image acquisition
Pre-contrast (mask) and contrast enhanced 3D CBCT images of 20 patients wearing the
headband with ducial markers were acquired with a Siemens Axiom Artis dBA biplane
C-arm angiography system just prior to the planned intervention for aneurysm coiling or
AVM embolization. A 3D-DSA image was obtained by subtraction of the above CBCT
images. The 3D-DSA image was used to determine the working projection (WP) for the
intervention and pre-contrast and contrast-enhanced 2D projection images were obtained
by the C-arm in this projection and approximately orthogonally to it. All 3D images were
up to 512 512 391 voxels large with 0:46 0:46 0:46 mm voxels. All 2D images were
2480 1920 pixels large with 0:154 0:154 mm pixels.
The ducial markers were visible on the pre-contrast and contrast-enhanced 3D and 2D
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(a)
(b) (c)
Figure 2.1. Fiducial marker setup with carrier headband. (a) A fragment of the
marker carrier headband unwrapped demonstrates groups of markers. (b) Fiducial
marker arrangement that avoids overlap with vessels in lateral and anterio-posterior
projections while providing high registration accuracy in the vessels region. (c) A
contrast-enhanced X-ray image in WP. Arrows point at the top ducial marker of
each group.
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image but invisible on digital subtraction angiogram (DSA) images. Therefore, the GS32R
parameters q were established on 3D and 2D pre-contrast images. By construction, these
images are inherently registered with corresponding DSA images (i.e. q also apply for
DSA) which are used in 32R for image guided endovascular treatment of aneurysms and
AVMs.
2.2.3 Localization and grouping of markers in 3D
In order to obtain an accurate gold standard, corresponding ducial markers have to be
localized with subpixel accuracy in both the pre-contrast 3D and 2D images. A priori
information on the size, shape and arrangement of the ducial markers is used to localize
tentative markers in 3D, eliminate false positives like dental llings and identify groups
of markers.
Accurate ducial marker localization is based on tting a sphere to a cloud of points,
which has to be derived from a rather coarse image of a marker (g. 2.2a). The point
cloud search area is narrowed to volumes of interest (VOIs) around tentative locations
of markers. To nd these tentative locations, we create a gradient magnitude image,
threshold it with Otsu's method (Otsu, 1975), nd connected components spanning more
than half and less than double the physical marker diameter, and select a cubic VOI with
side equal to twice the marker diameter centered at each connected component (g. 2.2a).
Within each VOI the intensity at the site of the maximum gradient magnitude (g. 2.2b) is
used to construct an isosurface (g. 2.2c). By cubic interpolation, nely sampled gradient
magnitude line proles along normals to closed isosurfaces are dened. The location of the
maximum value along each line prole is found, and the set of all such locations, forming
a point cloud, is used for least square sphere tting (Jennings et al., 2013) (g. 2.2d). An
intensity weighted centroid of all image points that lie inside the tted sphere is calculated
and used as the centre of the marker in 3D (Bose and Amir, 1990).
On the pre-contrast CBCT images the method above generally locates all markers and
occasionally some false positives corresponding to structures like dental llings. The false
positives are detected and eliminated in the next step dealing with identication of groups
of ducial markers.
To identify groups of markers in 3D, we employ agglomerative hierarchical clustering
(AHC) (Ward, 1963). Initially, each marker center represents one cluster. In each iteration
of AHC, two clusters with the smallest single-link1 Euclidean distance are merged into a
new cluster. The iterations continue as long as the single-link distance remains smaller
than 1.1 times the maximum distance between two adjacent markers in a group. After
1the distance between the closest elements of the clusters
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(b)
(c) (d)
Figure 2.2. Fiducial marker detection in 3D. (a) A slice through a VOI in CBCT
image that contains a ducial marker. (b) A slice through the gradient magnitude of
the same VOI. 'x' denotes the maximum value. (c) An isosurface (approximated by
a triangular mesh) of a VOI containing a ducial marker at isovalue determined by
maximum value in (b). (d) Points represent local maxima along gradient direction at
vertices of the isosurface mesh. Least squares t of a sphere to these points is displayed
as wireframe.
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Figure 2.3. Elimination of false positive marker detections in CBCT image. (a)
Tentative marker locations (black dots) based on thresholding of gradient magnitude
of CBCT image with Otsu's method overlaid over coarsely reconstructed bone surface
(gray). Note a false positive detection in the left maxillary area, likely due to a
metallic dental lling. (b) A dendrogram representing the AHC procedure performed
over tentative marker locations from (a). Horizontal dotted line represents the cut-o
distance for AHC equal to 1.1 times maximal distance between adjacent markers in a
group in the physical setup. AHC yields four clusters, of which the one with less than
four markers is eliminated from further processing.
eliminating clusters with less than four elements we obtain three sets of coordinates of
markers in the pre-contrast 3D image g. 2.3:
Vg = f~xdetk jk = 1::Nmg; g = 1::Ng; (2.5)
where ~xdetk is a 3-vector dening the centre of the k-th marker in group g, Ng = 3 is the
total number of groups and Nm = 4 is the number of markers in a group.
2.2.4 Localization of corresponding markers in 2D
First, a marker detector returning the probability that a given pixel represents the
marker's center is applied to the pre-contrast 2D X-ray images. Next, local maxima
of this probability map are used as tentative marker center locations in an exhaustive
search for correspondences between groups of ducial markers in 3D and 2D, resulting in
regions of interest (ROIs) in the 2D image containing projections of individual markers.
In this way, the correspondences between the markers in 3D and 2D are established. Fi-
nally, a highly accurate circle detection algorithm is run within each ROI, to rene the
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localization of marker centers in 2D.
Marker probability map
We use a disk detection algorithm that uses only the direction of the intensity gradient
(g. 2.4b) of pre-contrast 2D X-ray images(g. 2.4a). The markers in the 2D intensity
gradient direction image (~u) have similar characteristic appearances regardless of their
intensities in the pre-contrast image: the gradients are pointing approximately towards
the center of the marker (g. 2.4b). Let 0(~u0) be an ideal gradient direction image of a
marker:
0(~u0) =  atan2(u01; u02); j~u0j < r0; (2.6)
where r0 is proportional to the marker's radius and radiographic magnication, while
atan2 is the two argument arctangent function (see g. 2.4c) 2 . 0(~u0) is then used as a
sliding template over (~u) to dene a marker probability map p(~u), where p(~u) is simply
the fraction of pixels in (~u) matching 0(~u0) :
p(~u) =
1
Ntot
n
~u
 j(~u+ ~u0)  0(~u0)j < tol(~u0); j~u0j < r0o; (2.7)
where Ntot =
n
~u0
 j~u0j < r0o  r20 is the total number of pixels in the circular mask, 
denotes the cardinality of a set, and tol(~u0) is the allowed tolerance (gradient direction
mismatch) introduced to account for nite resolution and noise in the digital images. A
typical response is shown in g. 2.4d.
Group matching
In the following a set of ROIs in the 2D image that contain projections of individual mark-
ers from the 3D image are found by group matching using p(~u) and a priori information
on the arrangement of markers into groups.
First, such a threshold p on p(~u) is found, that the connected component conguration
in the binarized image is compatible with a priori marker arrangement information. To
nd p, the threshold is iteratively set between max(p(~u)) and min(p(~u)) and in each
iteration AHC, with cuto distance set to maximum distance between adjacent markers
2 We assumed that the projection of spherical
marker is circular and the same circular template,
sampled at the resolution of the X-ray image, is
used to detect markers across the entire 2D gradi-
ent direction image. In general, the projections of
ball-shaped objects are not circular but rather el-
liptic, the more eccentric the further away they lie
from the projection axis. Under our C-arm projec-
tion geometry the ratio of major and minor marker
semi-axes was always less than 1.037, which is neg-
ligible and did not have an impact on marker loc-
alization.
28 2 - A Framework For Automatic Creation Of Gold Standard Rigid 3D-2D Registration Datasets
(a) (b)
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Figure 2.4. Initial localization of markers. (a) Fragment of original X-ray image,
showing the appearance of ducial markers, note the variation in contrast for dierent
markers and overlap with the bone edge for one of the markers. (b) Gradient direction
image of (a). (c) Ideal gradient direction image 0 of central marker projection sampled
at the resolution of the X-ray images was used as a template for marker detection. (d)
Detector response.
2 - A Framework For Automatic Creation Of Gold Standard Rigid 3D-2D Registration Datasets 29
in a group multiplied by radiographic magnication, is run on centroids of connected
components in the binary image. The iterations stop when either at least three clusters of
at least three marker centers or at least two clusters of which one contains at least three
and one contains at least seven markers are found. The latter case occurs when marker
groups are in close proximity or even overlap in the projection. In essence, we seek for
groups with up to one marker less than expected to accommodate for sometimes observed
complete marker loss in X-ray radiographs due to overexposure. The procedure results
in NC connected components Cj. Within each Cj the location of the maximum value of
p(~u) represents the center of a tentative marker. The set D denotes the locations of all
tentative markers ('+' in g. 2.5):
D =

~uj = argmax
~u
p(~u)
~u 2 Cj; j = 1::NC : (2.8)
Second, location of each group's projection in p(~u) is found using D to limit the search
space as follows. Let Pg be the 2D projection of a group of markers Vg detected in 3D,
obtained using the projection parameters qcp from the DICOM header:
Pg = f~uk = P^ (qcp)~xdetk j ~xdetk 2 Vg; k = 1::Nmg (2.9)
Generally, when using qcp, the tentative 2D markers and the projected 3D markers will not
match perfectly (gs. 2.5a and 2.5b). If the dierences between the DICOM header and
the true C-arm projection parameters are small and the out-of-plane dierences of marker
locations are much smaller than SOD then a geometric transformation S^ : R2 7! R2 can
be used to align Pg with markers in D:
S^(qs)~u = S^(s; ;~t)~u = sR()~u+ ~t; (2.10)
where s is a scaling factor, R() =

cos    sin 
sin  cos 

is a rotation matrix and ~t = (tx; ty) is
a translation vector. A minimal sample of two point correspondences is enough to estimate
the parameters qs. For each group Pg all possible minimal samples are matched to all
possible minimal samples in D exhaustively. Let M (M 2 M0) be a pairing from all
possible minimal sample pairings:
M0=
n
f(~uk1; ~uj1) ; (~uk2; ~uj2)g
~uk1;2 2 Pg; ~uj1;2 2 Do: (2.11)
For eachM the parameters qMs (eq. (2.10)) are estimated and the cost function using the
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Figure 2.5. Group matching procedure. (a) '+' denote likely coarse locations of
markers based on initial localization section 2.2.4. 'x' denote centers of markers from
groups detected in CBCT image, projected using C-arm calibration parameters qcp
from DICOM headers. (b) Zoomed in region of (a). (c) After matching each projected
group is transformed with a similarity transformation that minimizes the cost function
in eq. (2.12). (d) Region shown in (b) after matching.
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probability map p(~u) and penalizing rotation and scaling of S^(qMs ) is computed:
fg(q
M
s ) =  
NmQ
k=1
p(S^(qMs )~uk)  ejlogjsjj
1 + 2
; ~uk 2 Pg: (2.12)
The parameters that yield the smallest value of the cost function are determined:
qgs = argmin fg(q
M
s );M2M0 (2.13)
The transformation S^g = S^(q
g
s) is then used to transform coordinates of each marker
projection form Pg (crosses in gs. 2.5c and 2.5d). A square ROI around each transformed
projected marker contains the entire marker projection even if it has no correspondence
in D:
ROIgk =
n
~u
 S^g~uk   ~u1 < 2r0; ~uk 2 Pgo (2.14)
At this point the correspondences between markers in 2D and 3D are established, but the
centers of markers in 2D are still not accurately dened.
Marker localization renement
Let NROI be the total number of pixels in the square ROI. For each ROI the values of the
gradient magnitude image   are found, sorted, and the values above the 100%(1  2r0
NROI
)
percentile are replaced with the value at the percentile. This procedure is known as
winsorization in statistics and in our case used to improve the robustness of circle tting
by suppressing strong gradients which don't belong to markers. The percentile is chosen
so that the gradients of  2r0 pixels that belong to the marker border are not suppressed.
Let  W denote the winsorized gradient magnitude image. By exhaustive search over circle
parameters, followed by iterative optimization, a circle CW with maximal integral of  W
along its circumference is found (g. 2.6b). Let ~uc denote the center and the radius of
CW . The locations of maxima of   along rays originating from ~uc are found by cubic
interpolation. The maxima that lie more than one pixel away from CW are discarded and
the remaining maxima locations are used to algebraically t (Al-Sharadqah and Chernov,
2009) another circle C. Its centre is used as the rened location of the marker (g. 2.6c).
2.2.5 Projection parameters renement
By using the subpixel positions of corresponding markers in 3D and 2D images, we can
rene the C-arm parameters. We start with projection matrices P (qcp1) and P (q
c
p2), to
obtain epipolar reconstructions ~xepii of corresponding markers detected in the two 2D im-
ages (Dumay et al., 1994). Singular value decomposition (SVD) based 3D-3D registration
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Figure 2.6. Fine localization exemplied for two markers at dierent sites (top and
bottom row). (a) Input ROI. (b) Winsorized gradient magnitude of (a) with points of
the circle maximizing the contour integral along the circumference. (c) Subpixel edge
points (blue-green) that are consistent with the circle in (b) are used for algebraical
circle tting (green). Observe the eects of edge contrast on subpixel edge point
dispersion, e.g. marker in top-row is projected mostly over the air, leading to high
edge contrast and minor edge point dispersion, while bottom-row marker is projected
over head structures leading to lower contrast and larger edge point dispersion. Top-
row marker exemplies how partial occlusion is overcome by ltering out inconsistent
subpixel edge points.
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(Fitzpatrick et al., 1998) is used to nd the rigid transformation T^r
SVD
(qr) that aligns ~x
epi
i
with ~xdeti (eq. (2.5)). This allows for calculation of the ducial registration error (FRE):
FRE2 =
X
i
jT^rSVD(qr)~xepii   ~xdeti j2 (2.15)
Projection parameters qp1 and q

p2 that minimize FRE
2 are found by iterative optimization
(Powell, 1964). Together with the associated rigid parameters qr of T^r
SVD
they dene the
GSregistration.
2.3 Experiments and results
Here we estimate the accuracy of the gold standard dataset obtained using the proposed
framework and compare it to the accuracy estimates of the GSregistration obtained by
localizing the ducial markers manually (Mitrovic et al., 2013). We also examine how the
accuracy of the gold standard depends on the angle between the two X-ray projections.
2.3.1 Accuracy of automated and manual approaches
Gold standards with manual ducial marker localization and correspondence assignment
were created for 20 clinical cases using the procedure described in (Mitrovic et al., 2013).
In short, an operator marked the approximate positions of corresponding marker centers
(seeds) in the two pre-contrast X-rays and the pre-contrast CBCT. An intensity weighted
centroid (Bose and Amir, 1990) in a spherical VOI or circular ROI, centered at each seed
was automatically calculated and used as the marker's center ~yc:
~yc =
1
N
NX
i
~yiIi; ~yi 2 ROI orV OI; (2.16)
where Ii is the intensity at an image element (pixel or voxel) with radius-vector ~yi. Each
~yc was visually examined and in case of wrong location was corrected manually. The
resulting corresponding coordinates were then used to obtain GSregistration parameters
q in the same way as in the proposed automatic method.
The proposed method has proven to be more accurate than the manual approach (g. 2.7).
Wilcoxon signed rank test rejected the null-hypothesis of equal medians of rms(FRE)
distributions with p < 9  10 5. Moreover, for each input dataset the automatic method
was more accurate than the manual.
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Under the assumption of isotropic ducial localization error (FLE), the following expected
value can be estimated from the expected value of squared FRE(Fitzpatrick et al., 1998):
hFLE2i = (1  2
N
)hFRE2i; (2.17)
where N is the number of markers used in registration. Under the same assumption of
isotropic Gaussian i.i.d. FLE, the expected root mean squared (rms) TRE is given by
hj ~TRE(~r)2ji = 1
N
 
1 +
1
3
3X
k=1
d2k
f 2k
!
hFLE2i; (2.18)
where dk is the distance from the point ~r to the k-th principal axis of the ducial point-
cloud and fk is the mean squared distance from the ducials to this axis(Fitzpatrick et al.,
1998). By pooling FRE over all 20 cases we obtain an hFLE2i estimate of 6:4 10 3 mm2
for the manual approach and 2:9 10 3 mm2 for the automatic approach, or a 1.5 fold
reduction. This translates into a proportional reduction of expected j ~TRE(~r)2j at any
point (eq. (2.18)). With an assumption that any target point lies within 12 cm (half of
the CBCT image side) from all principal axes of the ducial point cloud, we obtain an
estimate of the upper bound on rms(TRE) of 0:040 mm for the manual approach and
0:027 mm for the automatic framework.
2.3.2 Eects of the angle between projections
A complete set of X-ray images used for CBCT reconstruction was available to us. The
set contained 126 images per semicircular sweep of the C-arm with PA varying from
-90 to +90. From the 126 images numerous pairs of projections separated by an ar-
bitrary angle  up to resolution of 1.43 were selected and used as an input to the
automatic GSregistration framework. The angle  between the projections was varied
from 101.43 to 1701.43, with an increment of 20. g. 2.7 shows rms(FRE) com-
puted across fty projection pairs for each value of . As expected, the highest accuracy
was achieved with close to orthogonal X-ray projections regardless of the C-arm PA with
FRE increasing as projections were approaching collinearity (101.43 and 1701.43).
This was due to increasing errors along epipolar lines during the epipolar reconstruction
phase. Values of  between 70 and 110 produce FRE distributions that are practically
the same.
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Figure 2.7. Left: Distribution of rms(FRE) of the GSregistration over 20 patient
cases. Right: Eects of the angle between projections on the FRE of the gold stand-
ard.
2.4 Publicly available data
All our data, needed for objective 32R method validation and comparison are made pub-
licly available. Apart from corresponding 3D and 2D contrast-enchanced and DSA im-
ages3 and GSregistration parameters q for these images, we also provide additional data
for objective comparison of 32R algorithms according to the standardized methodology
presented in (van de Kraats et al., 2005a). This data consists of target points represent-
ing vessel centerlines from the 3D-DSA images. The TRE averaged over these points can
be used as a measure of accuracy (mTRE) of an image-based 3D/2D image registration
(IB32R) algorithm. To test the robustness (capture range) of an algorithm (eq. (2.3)),
a set of 400 initial displacements from GSregistration that result in mTREs distributed
uniformly across ten 2 mm wide intervals between 0 and 20 mm are also provided. The
datasets are available for download at http://lit.fe.uni-lj.si/tools.
3In all 3D and 2D the images the ducial mark-
ers were masked and cubic spline interpolation was
used to impaint new intensity values. Hence, mark-
ers are not visible and thus cannot bias the regis-
tration.
36 2 - A Framework For Automatic Creation Of Gold Standard Rigid 3D-2D Registration Datasets
2.5 Discussion
A framework for automatic creation of GS32R datasets has been presented and it's ac-
curacy was compared to the manual approach. The proposed method uses several steps,
which replace interactive localization of markers in 3D and 2D images and manual as-
signing of correspondences between them. A common feature of each step is chaining of
algorithms, so that the output of a relatively robust, but less precise algorithm, is passed
to a less robust, but more accurate one.
For detection of markers in the 3D image, connected component analysis is being chained
to isosurface analysis, which in turn is chained to sphere tting and to intensity weighted
centroid calculation. If the intensity weighted centroid would have been applied directly
to connected components not only many false positives would have to be dealt with, but
also the accuracy of the true marker center detection would suer due to distortion of
connected components by streaking artifacts characteristic of CBCT images.
A body of work on automation of marker localization in CBCT exists (Dang et al., 2012b,
Fledelius et al., 2011b, Poulsen et al., 2011a, Yaniv, 2009b). All proposed methods rely
on segmentation of markers in individual X-ray projections that were used for CBCT
reconstruction, thus for these methods to work the raw X-ray sequence must be avail-
able. Segmentation in 2D is performed by intensity thresholding (Fledelius et al., 2011b,
Poulsen et al., 2011a), or by Hough transform (Dang et al., 2012b), however, both ap-
proaches require at least one tuning parameter to be set by experimentation. False posit-
ives are cleaned up either by setting arbitrary thresholds on connected components prop-
erties (Fledelius et al., 2011b, Poulsen et al., 2011a) or based on marker detection consist-
ency across all X-ray projections (Dang et al., 2012b). As can be seen these approaches
rely on a number of tuning parameters that have to be established by experimentation
or training. Mao (Mao et al., 2008b) proposes a method to nd spherical and cylindrical
ducial markers in MV and kV projections in image-guided radiation therapy (IGRT)
by utilizing a priori information in the form of marker segmentation from a planing CT
scan. For this segmentation intensity thresholding is used and is eective when no highly
attenuating structures other than ducial markers are present in the imaged volume, as
in phantom studies or prostate radiotherapy. The method for automatic segmentation of
markers in CT proposed in (Fattori et al., 2012b) has a rather small true positive rate
of 91%. We can conclude that the degree of automation in the above methods was not
sucient for our purposes.
In 2D the same pattern of algorithm chaining exists: rst only groups of 4 markers are
being localized, which allows to determine regions of 2D image that contain projection
of a particular marker from 3D. Next, within each region robust exhaustive search for
a circle that best matches the winsorized gradient magnitude image is followed by least
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square tting of a circle to reliable data without outliers. When exhaustive search and
least squares were applied to non-winsorized data, the results were often erroneous due to
ts to strong gradients, not related to the marker. Before settling with this solution, mul-
tiple algorithms for circle detection (Atherton and Kerbyson, 1999, Chauris et al., 2011,
Chen and Wu, 2014, Ni et al., 2012) and their combinations were tried with unsatisfactory
results. Apart from often not being robust enough to detect partially occluded markers
some of them (Atherton and Kerbyson, 1999, Chen and Wu, 2014) required setting mul-
tiple parameters through experimentation to achieve a desired performance, which is not
a practical solution.
For establishing the correspondences between 3D and 2D marker positions we ini-
tially attempted to use point-based algorithms from the literature (Baka et al., 2014,
Granger and Pennec, 2006, Myronenko and Song, 2010). These were found unsuitable,
either due to convergence to local minima (especially in the presence of false positive
marker detections) or a requirement to tune parameters that is not feasible within an
automated framework.
The proposed group matching method relies on the assumption that the C-arm calibration
data in the DICOM headers is close to correct and the condition that groups of markers are
not collinear with the direction of projection in the two views. The former is a reasonable
assumption for C-arms used in medical practice, since they are regularly calibrated, while
the latter was under our direct control. The group matching method implicitly relies on
dierences either in shape or orientation of groups of markers in X-ray projections. In our
case the desired dierences were the result of conformance of the elastic headband to the
head and the arrangement of the markers inside it. If rigid carriers are to be used special
care has to be taken to avoid identical shape and orientation of groups of markers in 2D
images. This can be easily achieved by using groups of dierent shapes or by avoiding
parallel alignment of groups in physical 3D space.
In addition to considerations of robustness and absence of tuning parameters the search
for the best algorithm combination was directed by the aim to obtain mean value of
rms(FRE) across all patients similar to the manual approach. Eventually, the combination
of algorithms that was developed yielded a smaller value of rms(FRE) for each case tested,
strongly suggesting an actual improvement in localization of ducials.
The herein developed software and the acquired 3D and 2D datasets used in the ex-
periments can be accessed freely at http://lit.fe.uni-lj.si/tools. The method is
implemented in MATLAB and was not optimized for speed. Should such optimization
be desired the algorithms readily lend themselves to parallelization. The development
version of the software will be hosted on GitHub upon publication.
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Abstract
We present a computational framework to select the most accurate and precise method
of measurement of a certain quantity, when there is no access to the true value of the
measurand. A typical use case is when several image analysis methods are applied to
measure the value of a particular quantitative imaging biomarker from the same images.
The accuracy of each measurement method is characterized by systematic error (bias),
which is modeled as a polynomial in true values of measurand, and the precision as
random error modeled with a Gaussian random variable. In contrast to previous works
the random errors are modeled jointly across all methods, thereby enabling the framework
to analyze measurement methods based on similar principles, which may have correlated
random errors. Furthermore, the posterior distribution of the error model parameters is
estimated from samples obtained by Markov chain Monte-Carlo and analyzed to estimate
the parameter values and the unknown true values of the measurand. The framework was
validated on six synthetic and one clinical dataset containing measurements of total lesion
load, a biomarker of neurodegenerative diseases, which was obtained with four automatic
methods by analyzing brain magnetic resonance images. The estimates of bias and random
error were in a good agreement with the corresponding least squares regression estimates
against a reference.
3.1 Introduction
Objective, accurate and reliable assessment of patient status is the foundation of medical
research and is nowadays possible through several clinical and paraclinical tests that
aim to quantify certain physical or functional characteristics of a patient. For certain
medical conditions there may be several tests available to measure the same characteristic
and the choice of best test is often a complex compromise between tests' performance
(i.e. sensitivity and specicity), availability and associated costs. A compelling class of
widely available and relatively inexpensive paraclinical tests emanates from the eld of
medical imaging, where computational image analysis methods enable in vivo extraction
of quantitative biological characteristics of tissue structure or function.
Examples of quantitative measurements derived from medical images include lesion size
and count, chemical tumour marker concentration, relative position of surgical targets
and nearby vulnerable anatomical structures and rate of change of the above quantities
over time. Such data is already being used in diagnosis of a vast multitude of conditions
including trauma, kidney stones and cysts, cancer, multiple sclerosis, Parkinson's dis-
ease progression etc. Bigler (2001), Giorgio and De Stefano (2012), Marek et al. (2001),
Popescu et al. (2013) as well as in cancer staging Freudenberg et al. (2004), Huang et al.
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(2015) and treatment decision making Rischin (2006). Quantitative measurements are
also used for preoperative planning, intraoperative guidance and postoperative assess-
ment in image-guided procedures such as surgery, endoscopy, radiation therapy and
biopsy Jolesz (1997), Vannier and Marsh (1996). Recently a class of scalar measurements
called quantitative imaging biomarker (QIB) dened as \an objective characteristic de-
rived from an in vivo image measured on a ratio or interval scale as an indicator of
normal biological processes, pathogenic processes or a response to a therapeutic interven-
tion"Kessler et al. (2015) has gained attention for its potential for application as surrogate
enpoints in clinical trials Abramson and Yankeelov (2013), Richter (2006), Tabrizi et al.
(2012), Weber (2006). However, evaluating the performance and choosing the best image
analysis method to extract a certain QIB is a dicult task Raunig et al. (2015).
Characteristics of image analysis methods generally contribute to the overall cost of meas-
urement. There is a cost associated with acquisition of images. For example, tumour
volume can be measured from dierent modalities: CT is generally cheaper than MR,
which is in turn cheaper than PET. There are costs associated with the act of measure-
ment, i.e. with conversion from image intensities to numerical values that represent the
measured physical quantity. For instance, employing an experienced radiologist to manu-
ally outline a tumour in order to measure its size is more expensive than using automatic
software.
In medical practice the errors inherent in the measurement method induce further costs for
the involved parties | patients, clinical centers and society at large. For example, a wrong
diagnosis and/or treatment decision based on an erroneous measurement may cost the
patient a great deal of time and money and may lead to irreversible health deterioration
or even death. For a hospital such a situation is at least a waste of sta's time and medical
supplies that are erroneously prescribed. For the economy the consequence is a certain
loss of productivity and resources depending on frequency and severity of errors.
As a rule of thumb, methods with smaller errors tend to have higher acquisition and
measurement costs. Therefore, the choice of a measurement method has to be based on
the balance between the aforementioned costs in a given application. Accurate prediction
and estimation of the measurement errors is, therefore, of utmost importance.
3.1.1 Reference-based error estimation
In medical imaging the usual way to estimate errors of a given measurement method
or methods is based on the concept of a reference method, often called gold-standard.
Out of many methods to measure the same quantity, one that is considered to produce
reasonably small errors is chosen as a substitute for the true values of the measurand. The
errors are then estimated from the dierences in measurements obtained with a test and
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the reference method, both applied to the same sample of patient population. With these
data a comparison of several measurement methods is enabled through statistical tests
for superiority, equivalence or noninferiority Obuchowski et al. (2015), Schuirmann (1987).
To be useful, reference based error estimation has to be performed with large samples,
representative of the underlying population. For in vivo images, however, measurements
with a reference method are generally prohibitively costly for large-scale application.
Another, often overlooked, fact is that reference-based error estimation fails inconspicu-
ously when the reference is not accurate. As was demonstrated by simulation studies for a
number of measurement error estimators, the reported estimates are generally biased and
overcondent at the same time when the reference has low accuracy Obuchowski et al.
(2015). This means that decisions based on error estimation with low accuracy reference
are likely to be erroneous. Therefore, special care has to be taken to ensure accuracy of
the reference and in interpretation of the results of reference-based error estimation.
In medical imaging, the reference is often not accurate indeed. For example, for meas-
urements based on segmentation, on which the majority of QIBs are based, the reference
is produced from the outlines of structures of interest made by human experts. It is,
however, a well established fact that these outlines will not be identical when made by
two dierent experts (inter-rater variability) nor even when the same expert creates two
dierent outlines (intra-rater variability) Armato 3rd et al. (2011), Wareld et al. (2004).
The extent of this variability depends on the properties of the imaging process, the object
imaged and the experience of the experts. Even excluding the subjective eects, for ob-
jects with high surface to volume ratio (like focal brain lesions), the combination of partial
volume eects and low resolution of clinical scanning protocols may lead to high relative
errors in physical size (e.g. volume, linear dimensions) estimationLesjak et al. (2017).
To deal with the problem of unreliable reference, error-in-variable models have been pro-
posed Carroll et al. (2006), Dunn (2007), Dunn and Roberts (1999), Gustafson (2003).
They work by explicitly modeling the variance of the values of the reference method
around the unobserved true value of the measurand. Error-in-variable models have been
shown to produce more accurate uncertainty estimates in synthetic tests with imperfect
reference measurements Obuchowski et al. (2015). This result comes at a price | reduced
amount of information compared to the \known-truth" reference has to be compensated
by increased sample size in order to achieve a given level of condence. More importantly,
error-in-variable models deal only with costs of errors, but do not address the measure-
ment and/or acquisition costs of the reference method.
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3.1.2 Reference-free error estimation
The emerging eld of reference-free error estimation aims to reduce the costs of acquis-
ition, measurement and of the errors associated with the reference method. Instead of
relying on some dedicated measurement method as representative of truth, the statist-
ical properties of an ensemble of several dierent measurement methods are exploited
Christensen and Blackwood (1993), Pennello (2003).
Regression without truth (RWT) proposed in 2002 by Kupinski and HoppinKupinski et al.
(2002) represents a framework for reference-free error estimation for several measurement
methods of a bounded continuous physical quantity. In RWT the measurement error of
each method is usually modeled as a sum of a linear systematic error and Gaussian random
error. By assuming a prior distribution on the true value of the measurand it is possible
to marginalize out the unknowns and calculate the point of maximum marginal likelihood
using quasi-Newton optimization. The RWT framework was applied for error estimation
in methods for measuring cardiac ejection fraction Kupinski et al. (2006), Lebenberg et al.
(2015), volume biological activity in SPECT images Jha et al. (2015, 2016) and apparent
diusion coecient in diusion-weighted MR images Jha et al. (2012).
A number of issues can be identied when applying RWT in practice. First, random er-
rors of a measurement method are assumed to be independent of those of other methods.
However, it is very often of interest to compare measurement methods that are based on
similar principles, but dier in details. Random errors of such variant methods cannot be
considered statistically independent. Second, it is important to initialize the iterative op-
timizer close to the unknown true values of the error model parameters or risk convergence
to a non-global maximum of marginal likelihood. Third, as a consequence of the use of an
iterative optimizer, only point estimates are returned without uncertainty quantication.
To some extent this can be remedied by bootstrap application Lebenberg et al. (2012).
Besides, to the best of our knowledge, there are no reports of RWT validation against
traditional least squares (LS) regression with a reference method on a clinical dataset.
A drawback expected of any reference-free error estimation, compared to the reference-
based, is that methods have to be applied to larger samples to achieve a given degree
of certainty. Nevertheless, the attractiveness of reference-free estimation is based on the
premise that eliminating the costs associated with the reference will outweigh the costs
of acquiring a larger sample.
3.1.3 Contributions
In this work, we continue the line of thought underlying RWT and aim to rectify the
aforementioned deciencies. First, possible lack of statistical independence between the
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random error of dierent measurement methods is modeled explicitly. Second, instead
of seeking point estimates based on quasi-Newton optimization of marginal likelihood
we employ sampling of the full posterior distribution using Markov chain Monte-Carlo
(MCMC). This enables detailed characterization of modes of the distribution, uncer-
tainty estimates, computation of various sample statistics and statistical tests. Third, a
set of validation experiment is performed on total lesion load (TLL) data calculated by
four automated methods from clinical magnetic resonance images (MRIs) of 22 multiple
sclerosis (MS) patients, for which a gold-standard reference was available, as well as on six
synthetic datasets, each exhibiting a varying degree of random error correlation between
the methods in ensemble.
3.2 Framework description
Consider a dataset of images of N patients and M dierent measurement methods for
a certain QIB. Note that QIB is only a practical example of a measurand, to which the
framework can be applied. In the rest of the paper we use terms QIB and measurand
interchangeably. Let xpm denote the value measured with method m for patient p and
let xpt denote the corresponding true value, which is unknown. Given a table of all
measurements X = [xpm] 2 RNM the question we want to answer is: \Which method
is the most accurate or precise?" The answer is obtained by estimating systematic and
random errors of each method.
3.2.1 Error model
The error model relates the measured xpm to the unknown true value of the measurand
xpt. We consider error models of the form
xpm =
KX
k=0
bkmx
k
pt + pm; (3.1)
where the polynomial represents the systematic error (bias) and pm the random error
(noise). Measurement methods, albeit dierent, are often based on similar principles,
thus the corresponding random errors pm are generally not statistically independent. We
model this explicitly by a multivariate Gaussian (MVG) distribution:
p  N (0;); (3.2)
where p = [p1; p2; : : : ; pm; : : : ; pM ] and  is an M M covariance matrix.
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3.2.2 Posterior probability
Let Lp denote the likelihood of observing the measurements for a patient p given the true
value of the measurand and error model parameters. By expressing pm from eq. (4.4) and
using eq. (4.5) we obtain:
Lp , P (xp j B;; xpt) = N (p;) ; (3.3)
where xp = [xp1; xp2; : : : ; xpm; : : : ; xpM ] and B = [bkm] 2 RKM . Since the true values xpt
across dierent patients p can be considered statistically independent, the likelihood of
observing the entire table of measurements X is given by:
L , P (Xj) =
NY
p=1
Lp; (3.4)
where  = (B;;xt) is the set of all parameters, including the vector of true values
xt = [x1t; x2t; : : : ; xpt; : : : ; xNt] of the measurand.
By Bayes's theorem the posterior probability of  and xt given the measurements X is:
P (jX) = L  P ()
P (X)
; (3.5)
where P () is prior probability of parameters, while P (X) is evidence probability, which
is a xed normalization constant for any observed dataset.
We use MCMC to sample from unnormalized posterior distribution P (jX) / L  P ().
The sample is then analyzed to arrive at the estimates of the error model parameters
and their uncertainties. Since MCMC is a well established method, we omit the theory
behind its workings and refer an interested reader to a simple and short introduction
van Ravenzwaaij et al. (2016).
3.2.3 Prior specication
To use MCMC it is necessary to specify the prior distribution P (). The dependence
between components of  is dened by the model eq. (4.4) and therefore is encoded in the
likelihood function L. When sucient amount of data is available, the priors on individual
components of  may be specied separately:
P () = P (B)  P ()  P (xt): (3.6)
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Regarding the systematic error coecients B it is reasonable to assume for all m that
b0m and b1m are likely close to zero and one, respectively, while all bkm; k > 1 are close to
zero. Note that although correlations between b0m; b1m;    ; bKm are expected regardless
of the observed data, specifying those in the prior is, again, superuous: this informa-
tion is ingrained in the model and, therefore, is already encoded in the likelihood. We
have found experimentally that N = K + 1, i.e. the absolute minimum of patients to
consider K-th degree polynomial for bias , is enough to observe these correlations in
the posterior. Therefore, P (B) can be specied as a product of univariate distributions
P (B) =
Q
m
Q
k P (bkm), where each P (bkm) attains a maximum at values 0; 1; 0; : : : for
k = 0; 1; 2; : : :
Given decomposition
 = SRS; (3.7)
where S = diag(1; : : : ; M) is a diagonal matrix of standard deviations and R is a sym-
metric correlation matrix, covariance matrix can be assigned Lewandowski-Kurowicka-Joe
(LKJ) prior Lewandowski et al. (2009) with  = 1, providing uniform distribution of Rij;
standard deviations can be assigned truncated Jereys priors:
m 
(
1
m
; min(m) < m < max(m)
0; otherwise
(3.8)
Truncation guarantees that the posterior is proper, and boundaries can be assigned from
physical considerations, e.g min(m) may be set to measurement resolution, while max(m)
is limited by the span of measurements.
Upper and lower bounds dictated by the nature of the measurement or by physiological
constraints can be established for any QIB. Given only this knowledge, for each patient
true QIB values can be assigned a uniform prior xpt  P (xt) , U(xmin; xmax). Then,
since QIB values of one patient don't depend on those of other patients, we write
P (xt) =
NY
p=1
P (xt) = P (xt)
N (3.9)
3.2.4 Parameter estimation
The expected values of error model parameters can be estimated from the posterior dis-
tribution sample obtained by MCMC. If the posterior is unimodal or has a dominant
mode the expected values of the parameters are approximated by the expected value of
the sample. If the posterior has several well separated modes with comparable probab-
ility it means that several distinct mechanisms, i.e. several distinct sets of parameters,
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explain the data. In this case, the sample will consist of several clusters { one per mode.
The expected values of parameters for each mechanism are approximated by the expected
value of the corresponding cluster (and not the expected value of the entire sample). In
Bayesian model selection the ratio of probabilities of each mechanism is equal to the ratio
of mode masses. The latter can be approximated by the ratio of the number of sample
points belonging to each cluster.
With the error model parameter estimates at hand the original question can be answered:
the measurement methods can be ranked according to their precision, i.e. m. Alternat-
ively, methods can be ranked according to accuracy, e.g. using Chebyshev norm of the
estimated bias as a metric
C
m = max
x2

j
X
k
bkmx
k   xj; (3.10)
where 
 is the interval of measurand values that is of practical interest.
3.3 Validation
The proposed framework was validated on six synthetic and one clinical dataset of total
lesion load (TLL) measurements, obtained from brain MRI by four dierent automated
methods. For all datasets reference TLL values were given and we evaluated the frame-
work's capability to estimate the error model parameters in comparison to LS regression
with respect to the reference.
3.3.1 Datasets
The clinical dataset was based on the analysis of MR images of 22 patients diagnosed
with MS (41.3  10.5 years old, 13 females) obtained from the University Medical Centre
Ljubljana (UMCL). All patients signed a written informed consent at the time of enroll-
ment for imaging and for this study the UMCL approved the use of these data, which
were analyzed anonymously.
Each patient's images were acquired on a 3T Siemens Magnetom Trio MR system at the
UMCL using conventional sequences such as 2D T1- and T2-weighted and 3D FLAIR,
from which white-matter lesions were segmented by four automatic algorithms. Three
of the algorithms were unsupervised and detected lesions as abnormal T1-weighted
and FLAIR intensitiesGalimzianova et al. (2015, 2016), Jain et al. (2015) as compared
to major brain tissues, while the fourth algorithm was a supervised random forest
classierJerman et al. (2016). Two of the unsupervised algorithms were similar, one
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Figure 3.1. A slice through FLAIR MRI image of a patient with multiple sclerosis
presenting characteristic hyperintense lesions (left). Reference lesion segmentation of
the given slice with volumes of corresponding lesions indicated in cm3 (right).
Galimzianova et al. (2016) being an incremental upgrade of the other Galimzianova et al.
(2015). Reference lesion segmentations were created by three neuroradiologists using
semi-automated image analysis toolsLesjak et al. (2015). The three segmentations were
merged and jointly revised by the neuroradiologists to obtain a consensus segmentation,
which was then used as a referenceLesjak et al. (2017). To specify a TLL value from a
lesion segmentation the count of voxels labeled as lesions was multiplied by the volume
of a voxel in an image.
In order to obtain the estimates of the \true" parameter values of the error model in
eq. (4.4), a LS regression of automatic versus manual reference TLL measurements was
performed to determine the coecients bkm 2 B of quadratic polynomial (K = 2) and
random error terms m 2 S for each method (M = 4). Correlations of the residuals
estimated the elements of the correlation matrix R. The t curves are shown in g. 3.2,
while the estimated parameter values are summarized in the rst section of table 3.1.
Synthetic TLL datasets were created such that they resembled the clinical dataset, how-
ever, a controlled amount of random error correlation between one pair of measurement
methods was simulated. For each synthetic dataset N = 22 points were drawn from
U(0; 55), where upper bound of 55 cm 3 was chosen to include the maximal reference
TLL value with a certain margin (2.3 cm3). Measurements with M = 4 methods were
synthesized by applying eq. (4.4) with bias parameters bkm obtained by LS regression from
clinical data (table 3.1) Random errors were drawn from a MVG with covariance matrix
structure as dened in eq. (4.35), where the diagonal elements in matrix S were set to m
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Figure 3.2. Lines of least-squares t of quadratic polynomial model to TLL measure-
ments extracted from MRI images by four automatic methods. Corresponding TLL
measurements computed from expert consensus segmentations were used as a reference.
The obtained estimates of model parameter values are given in table 3.1.
as reported in table 3.1 and correlation matrix R had the following form:
R =
0BBB@
1 R12 0 0
R12 1 0 0
0 0 1 0
0 0 0 1
1CCCA : (3.11)
Six dierent datasets were created, each with a dierent value of R12 2 R set as f0.0, 0.5,
0.6, 0.7, 0.8, 0.9g in order to simulate situations from zero to progressively higher degrees
of random error correlation.
3.3.2 Experiments
Two sets of experiments were performed on all datasets, so that two sets of estimates
were obtained. One experiment involved the proposed joint modeling of random errors,
while the other assumed independence of random errors, equivalent to constraining R
to the identity matrix (cf. eq. (4.35)). In the following we will refer to the respective
experiments as \proposed" and \control". The assumed prior distributions of paramet-
ers were as follows: b0m  N (0; 55=3) [cm3]; b1m  N (1; 0:5); b2m  N (0; 1=55) [cm 3];
m  1=m; 0:001 < m < 55 [cm3]; Rij  U( 1; 1) (only in \proposed" experiment);
xpt  U(0; 55) [cm3]. For evaluation purposes the reference-free estimates obtained with
MCMC were compared to the LS estimates based on a reference.
An implementation of No U-Turn Sampler(NUTS) Homan and Gelman (2014) from Py-
thon package pymc3 was used in the experiments. A draw from an approximation provided
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by Automatic Dierential Variational Inference (ADVI) algorithm Kucukelbir et al.
(2017) was used to initialize 6 parallel chains. For each chain 19000 samples were collec-
ted, rst 9000 samples were discarded as burn-in while last 10000 samples were used for
further analysis. This resulted in Gelman-Rubin potential scale reduction factor R^ < 1:04
for all variables.
To quantify the data prediction ability of obtained error model estimates, we use the fol-
lowing procedure. For each method, the estimates and the reference values of measurand
are plugged into the model eq. (4.4) assuming pm = 0 to obtain predicted measurements
~xpm. These are used to calculate the coecient of determination R
2 for each method:
R2m = 1 
PN
p=1(~xpm   xpm)2PN
p=1(xpm   xpm)2
(3.12)
These are normalized by the coecient of determination obtained with the reference bias
polynomial coecients (least squares estimates for the clinical and values used for data
generation for the synthetic experiments) and averaged over all methods to arrive at a
single scalar measure of performance:
q =
1
M
MX
m=1
R2m
R2refm
(3.13)
The larger the value the better the prediction. This summary statistic is only dependent
on bias coecient estimates. To quantify the ability to predict random error dispersion
we use the coecient of determination of m estimates with respect to reference standard
deviation:
R2 = 1 
P 
m   refm
2P
refm   refm
2 (3.14)
3.3.3 Results
In g. 3.3 both the \control" and \proposed" estimates of bkm and m along with 90%
credible intervals from the experiments on the six synthetic datasets are plotted against
the values used to generate the data. It is evident that the true values are always within
the 90% credible region for \proposed"experiments, while the \control" estimates become
incorrect for R12 > 0:7.
For the clinical dataset the posterior distribution obtained in the \proposed" experiment
contained two well separated modes (cf. example b21 histogram from method 1 in g. 3.4),
indicating two possible mechanisms that could have produced the data. Based on visual
assessment of b21 histogram the modes were separated at b21 = 5 10 3 cm 3 and, since
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Figure 3.3. Experiments on synthetic datasets: parameter estimates with \proposed"
(large black circles) and \control" (small gray circles) models versus the values used
to generate the data. The error bars stretch between 5th and 95th sample percentiles.
R12 indicates the correlation coecient between random errors of methods m = 1 and
m = 2 that was used as a parameter when generating the datasets.
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the mass was slightly higher for the left mode (i.e. 51% versus 49% of the sample), it was
designated as correct while the right mode was designated as incorrect. In the \control"
experiment, the posterior always contained only one mode.
Figure 3.4. Posterior sample histograms for error model parameters of the meas-
urement method m = 1. Dashed line indicates the value used to split the sample.
The predictive curves based on a sample from the posterior distribution in the \proposed"
experiment are shown in g. 3.5. Apparently, the estimates based on the correct mode ad-
equately describe the data and the width of the posterior distribution seems representative
of the actual uncertainty. This is not the case for the incorrect mode.
Figure 3.6 and table 3.1 give comparisons of the error model estimates obtained by the
proposed framework to those obtained by the LS regression based on the reference. Para-
meters b1m, b2m and m are in good agreement, while b0m are slightly oset. This is
expected as a result of multicollinearity of the polynomial bias model: small error in b1m
and b2m estimates has a large impact on b0m, but the model's overall data prediction
ability is not aected.
As mentioned earlier, the posterior sample can be used to estimate the true values of the
TLL, as shown in g. 3.7 for the clinical dataset. Here the nature of the incorrect mode
is especially apparent | the estimates of the true value of TLL are virtually identical
those from the \control" experiment, both being close to TLL values measured by the
related methods m = 1 and m = 2. On the other hand, the correct mode yields true TLL
estimates remarkably close to the reference.
The methods may be ranked according to the estimated precision m or according to
estimated accuracy C[0;55]m shown in table 3.1. According to the MCMC estimates the
best precision and accuracy were achieved by method m = 4, which was the supervised
method based on random forest classication Jerman et al. (2016). This result is in
agreement with the LS estimates based on reference. High precision and accuracy of
method m = 4 is also apparent in g. 3.2. Note that a reference is required to obtain
both the LS estimates and g. 3.2, whereas the MCMC estimates were obtained without
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Figure 3.5. Model predictions of individual points from the posterior sample in the
\proposed" experiment for each measurement method. Red and black curves corres-
pond to the correct and incorrect mode, respectively.
the reference.
From g. 3.6 and g. 3.7 it is evident that the \proposed" experiment yields two modes,
where one corresponds to the correct estimates, while the other is close to the \control"
experiment estimates. The correct mode had a higher maximal value of the posterior
probability and higher mass hinting that it represents the mechanism underlying the
data. Using additional knowledge that two of the methods are related it is possible to
select the mode that corresponds to the mechanism behind the data by taking into account
the posterior distribution of correlation coecient R12 between random errors of methods
m = 1 and m = 2 (cf. g. 3.8).
The values of q and R2 obtained on the synthetic and clinical datasets are summarized in
table 3.2. Apparently for correlation coecients up to 0.7 the ability to predict the data
and estimate the variance in both \proposed" and \control" experiments is comparable.
When signicant correlation between random errors of two or more methods is present
the \control" model starts to yield incorrect estimates.
3.4 Discussion
A framework for performance comparison and ranking of multiple measurement meth-
ods in the absence of a reference was presented. The framework estimates error model
parameters along with corresponding uncertainty of each parameter. A unique feature of
the framework is that it is is applicable even in situations when using both related and
unrelated measurement methods, which was achieved by modeling correlations between
random errors of the methods. The framework was validated on six synthetic and one
clinical MS datasets and produced error model parameter estimates.
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Table 3.1. Error model estimates and Chebyshev norm of the bias obtained with
LS regression using a gold standard, with MCMC without a gold standard, in the
correct mode of the \proposed" experiment, and in the \control" experiment, and in
the incorrect mode of the \proposed" experiment.
m LS (reference) MCMC correct mode
b0m b1m b2m m C[0;55]m b0m b1m b2m m C[0;55]m
cm3 1 10 3 cm 3 cm3 cm3 cm3 1 10 3 cm 3 cm3 cm3
1 3:7 0:99  19:2 7:0 54:9  0:3 1:07  18:8 6:5 53:0
2 2:7 1:15  20:1 6:2 49:9  1:6 1:22  19:5 5:7 48:3
3 1:2 0:55  3:6 4:3 34:4  2:1 0:69  5:1 4:9 35:1
4 11:6 0:35 4:0 2:2 12:1 9:3 0:38 4:4 2:8 11:2
m control experiment MCMC incorrect mode
b0m b1m b2m m C[0;55]m b0m b1m b2m m C[0;55]m
cm3 1 10 3 cm 3 cm3 cm3 cm3 1 10 3 cm 3 cm3 cm3
1  0:3 0:25 5:8 2:4 23:6  0:9 0:28 5:4 2:2 24:1
2  1:8 0:56  0:1 1:3 26:4  2:5 0:63  1:4 2:0 27:1
3  1:7 0:87  12:5 6:7 46:7  2:2 0:86  12:5 6:4 45:7
4 10:6 1:01  16:9 9:0 40:3 9:8 0:99  16:2 8:9 39:5
Table 3.2. Experiments summary. q | mean normalized coecient of determination.
R2 | coecient of determination of m. For synthetic datasets the reference is the
values used for data generation for the clinical dataset the reference is the least squares
estimates.
R12
q R2
\proposed" \control" \proposed" \control"
0.00 1.00 0.99 0.51 0.48
0.50 1.10 1.11 0.92 0.87
0.60 1.04 1.04 0.92 0.84
0.70 1.06 0.98 0.54 0.82
0.80 1.23 0.26 0.48 -2.21
0.90 0.85 0.29 0.75 -3.29
clinical 0.82 -1.31 0.89 -5.77
3 - Reference-free error estimation for multiple measurement methods 55
Figure 3.6. Experiments on clinical dataset: parameter estimates with \proposed"
(top row) and \control" (bottom row) model versus their estimates with least-squares
regression against manual reference. Black and gray markers correspond to the correct
and incorrect modes, respectively. The error bars stretch between 5th and 95th sample
percentiles.
Figure 3.7. Estimated true values xpt of the measurand, where the grey line indicates
corresponding linear trendline and dashed line the reference TLL.
The framework is based on full Bayesian inference and estimates the posterior probab-
ility density of model parameters. This density represents all the knowledge about the
model parameters that can be extracted from the data, the model and the prior densit-
ies. Depending on the data the inference might be ambiguous | multiple mechanisms,
i.e. multiple distinct sets of parameter values, would explain the data. This manifests
itself in posterior being multimodal, as was the case for our clinical dataset. If we want
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Figure 3.8. Posterior sample corner plot for correlation coecient R12 between
methods m = 1 and m = 2 and quadratic bias coecient b12 of method m = 1. The
\correct" mode corresponds to high correlation between random errors of methods
m = 1 and m = 2, while the \incorrect" mode corresponds to insignicant amount of
correlation. Straight black lines indicate the reference least squares estimates based on
reference.
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to resolve this ambiguity further information (beyond the data, the model and the pri-
ors) is necessary. In our case this information was the fact that two of the measurement
methods are related and therefore are likely to have correlated random errors. Generally
speaking, possible reasons for this kind of ambiguity include small datasets, a mismatch
between the model and the data generating process, distinct subpopulations within the
data, etc. Investigation into specic reasons for inference ambiguity in our clinical dataset
goes beyond the scope of this article.
In our framework MVG distribution of random errors is assumed. This must be justied
by the physics of the measurement { it should either grant normal distribution of errors or
a distribution for which normal approximation holds. Our TLL data is an example of the
latter: in an approximation of constant per-voxel true positive and true negative rates
of each segmentation algorithmWareld et al. (2004) the measurements are distributed
binomially, however, due to high voxel counts normal approximation holds. Note that with
LS regression against known reference deviations from this assumption can be diagnosed
by residual analysis. Without a reference we see little possibility for such post hoc analysis,
so one has to check the assumptions prior to application.
Another assumption is encoded in the choice of priors for bias coecients. The priors on
bkm express the belief that the measurements don't deviate too much from the true value
of the measurand at least around zero. Generally this should be true for a genuine meas-
urement method. If \measurement" methods signicantly deviate from these assumptions
the estimates will be biased.
With the error model parameter estimates at hand the methods can be ranked according
to some gure of merit. Early works on RWTKupinski et al. (2002) used a linear bias
model and m
b1m
to rank the methods. Such gure of merit can only be meaningfully
interpreted in the context of a linear bias model, but not for bias models based on higher
degree polynomials. Later worksLebenberg et al. (2012) used
Fm = E((xt  
KX
k
bkmx
k
t   m)2) (3.15)
which was calculated analytically. This is again a special situation, since P (xt) assumed
to be beta-distributed and bias model linear. Both of the two gures of merit take into
account both systematic and random errors. We prefer to treat these errors separately,
since it is possible to have a highly precise measurement method with a large bias, which is
easy to compensate. For example, in context of TLL a segmentation algorithm may con-
sistently, but incorrectly label the ow-induced artifacts within the ventricles as lesions,
thereby generating a large constant bias. Such consistent incorrect labelling is gener-
ally easy to detect and to remove using simple segmentation post-processing techniques.
Hence, we suggest that the choice of the best measurement method should be based
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primarily on m, whereas one should verify that the bias is monotonous within the range
of expected measurand values and the resolution of the method (i.e. d
PK
k bkmx
k
t

=dxt)
is suciently high compared to m.
To the best of our knowledge this work is the rst to successfully validate a reference-
free error estimation against least squares regression estimates on a clinical dataset
with a gold-standard reference. Although the proposed framework was inspired by the
RWT Kupinski et al. (2002) technique, important novel methodology was introduced,
which seems to have contributed to the success of validation. Compared to the RWT, our
improved error model captures correlated random errors, uses joint posterior probability
criterion that, besides the error model parameters, enables the estimation of measurand
values and employs MCMC that technically enables discovery and characterization of the
multiple modes of the posterior that arise when random errors of some of the methods are
suciently correlated. Lack of modeling of these correlations is likely to lead to results
not consistent with the estimates based on a reference. This might be a possible reason
that there are no previous reports on RWT validation on clinical in vivo datasets.
Besides the ability to rank the measurement methods, the analysis of the joint posterior
provided by the MCMC allows to estimate the unknown true values (g. 3.7). This opens
an avenue for a clinical application, in which several methods are employed to extract a
certain QIB value measurements that are further processed with the proposed framework
to compute the estimates of true QIB value. Such estimates may be more representative
of the true value than the measurement values obtained by any individual method and
can be better interpreted since the framework also estimates their uncertainty in the form
of a credible region.
Application of the technique to larger clinical datasets is an intriguing opportunity to
obtain the estimates with narrow credible regions and apply more complex error models.
TLL measurements with all measurement methods and with the gold stand-
ard, all synthetic datasets and Python code are available on Github ht-
tps://github.com/madanh/smmr code.
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Abstract
A need to compare and validate dierent measurement methods (MMs) arises frequently
in life sciences, particularly in medical image analysis and biomarker research. Reference-
free error estimation provides technical means to perform validation and comparison of
MMs of quantities for which the true values are unavailable and the gold standard (i.e.
the best method available under reasonable conditions) reference is either unreliable or
too costly.
Reference-free error estimation is a Bayesian framework and as such operates with prior
distributions of parameters. Previous works on this subject depend on informative priors
for the distribution of measurand values and parameters of the MMs' systematic error
model.
In the present work, based on a theoretical analysis, we propose a new way to encode prior
information for reference-free error estimation that a) allows for completely uninformative
priors for the parameters of systematic error model; b) is straightforward to interpret,
unlike the priors used in previous works; and c) allows for more objective prior specication
based on auxilliary measurements. The new priors have a theoretical property that, in
a general case, the relationship between the estimated measurand and its unknown true
values is approximately linear. We validate the theoretical ndings with experiments on
synthetic and clinical data including measurements based on in vivo imaging and image
analysis.
The new approach enables economical savings through reduction or elimination of costs
associated with the gold standard, such as cost of time on high-end acquisition equip-
ment, non-standard acquisition protocols, instrumentation and materials (ducial mark-
ers, contrast agent) and human expert time. Additionally, the new approach to priors
specication opens way for application of reference-free error estimation beyond MMs, for
instance, to estimate an unobservable quantity, such as disease duration, from observed
biomarkers exhibiting dierent functional dependencies on the unobservable quantity.
4.1 Introduction
The motivation for the method described in this paper comes from the eld of medical
image analysis, where the problem of validation and comparison of multiple measurement
methods (MMs) with unreliable or costly gold standard (GS) is widespread. The proposed
mathematical framework, however, is not limited to medical imaging and might nd
application in other elds. In the following we will describe the problem as it stands in
the medical image analysis eld.
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With the increasing scanner resolution and advent of computer data analysis medical
imaging is no longer a tool for mere qualitative assessment | quantitative measurements
of increasing complexity become feasible and desirable. When we talk about images
we talk about geometrical space. Measurements based on images necessarily involve a
spatial component, be it measuring the distance between detected features or segmenting
structures of interest and computing their volume. Traditionally this work is performed by
an expert radiologist who detects, segments and measures anatomical features of interest.
Expert's time is costly and the results vary both between dierent experts and between
repeated analyses by the same expert (Lesjak et al., 2018). Because of this there is high
interest to reduce or even completely eliminate human involvement in the analysis. This
interest manifests itself in a plethora of semi-automated and automated algorithms for
feature detection and segmentation with a varying degree of specialization to anatomy and
imaging modalities being proposed in the literature. In fact the stream of new algorithms
is so abundant that the problem of their objective comparison and validation becomes
ever so pertinent.
Usually, validation and comparison of these algorithms (e.g. for in vivo use) is performed
against a GS | a reference dataset with associated measurements performed with a
method deemed most accurate at costs reasonable for given application. For example, to
validate brain volume measurement algorithms, consensus segmentation of high resolution
magnetic resonance (MR) images by several experts might be employed as a GS. Despite
the fact that measuring the volume by, e.g., liquid displacement of an extracted brain
would be more accurate, it is unacceptable for obvious reasons.
For the comparison of several MMs to be objective it has to be performed against the
same GS dataset. This leads to an organizational problem: researchers from dierent
laboratories may not have access to the same GS dataset or choose dierent GS datasets
for certain reasons or coincidentally. This problem has been acknowledged by the scientic
community and several GS datasets have been made available through public repositories
(e.g. http://nitrc.org). Moreover, multiple \grand challenges" have been organized in the
form of workshops or conferences, where attendants execute their algorithms and compare
their performance on a particular GS dataset. Needless to say, this organizational activity
costs money and time for the parties involved.
In general, measurements with a GS method are associated with costs higher than
those of MMs it is validating. When GS measurements are performed by human ex-
perts this is mainly due to the cost of expert's time. What is worse is that, as men-
tioned above, human-derived measurements suer from inter- and intra-rater variabil-
ity (Armato 3rd et al., 2011, Wareld et al., 2004). When such variable GS measurements
are treated as being perfect, the estimates of MMs errors are generally biased and overcon-
dent (Obuchowski et al., 2015). These adverse eects are acknowledged and modeled in
\error-in-variable" literature (Carroll et al., 2006, Dunn, 2007, Dunn and Roberts, 1999,
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Gustafson, 2003). Explicit modeling of GS variance accounts for its eects on the MMs
validation, but does not address the costs of creating the GS. Besides, with human-derived
GS measurements we nd ourselves in a paradoxical situation | we try to replace human-
derived measurements as inaccurate and yet use them as an accuracy standard.
A relatively recent approach to the above problems is to eliminate the need for GS alto-
gether through clever use of statistical modeling. We call this emerging eld \reference-
free error estimation". In 2002, Kupinski observed that under certain assumptions and
prior information about the distribution of the unobserved true value of the measurand
one can infer systematic and random errors of several MMs even without a GS. This
technique, called regression without truth (RWT), was applied (with minor variations)
to several biomarkers in the works that followed (Jha et al., 2012, 2016, Kupinski et al.,
2002, Lebenberg et al., 2015). In 2017, Madan et. al. reformulated (Madan et al., 2017a)
the ad-hoc approach of RWT into a full Bayesian framework and lifted some of the as-
sumptions and reported (Madan et al., 2017b) on the rst instance of validation of a
reference-free technique against a known GS on a clinical in vivo dataset. In general, the
main advantage of the reference-free approach is that it dispenses with the costs of GS
creation at the price of requiring larger datasets for analysis. A downside is that familiar
techniques for post-hoc validation of the assumptions, such as residual analysis in least
squares (LS) regression, become unavailable without a GS.
The approach of our earlier works (Madan et al., 0, 2017a,b) was based on an assumption
that the systematic error of a genuine MM is smooth and has magnitude close to zero.
This assumption was encoded in the prior distribution of model parameters. In this
paper we analyze the properties of the model likelihood used in the above works and its
interplay with the priors. Based on this analysis we propose a novel approach for specifying
prior information that requires no advance knowledge of systematic or random error of
the MMs, but rather only certain minimal knowledge of the range of the unobserved
measurand range in the dataset. In principle, with no more than two GS measurements
one can eliminate the remaining arbitrary choices and specify this knowledge objectively.
We validate the new method on in vivo clinical and synthetic datasets. Among the
contributions are a number of important theoretical results and suggestions on how to
create the dataset so as to minimize the uncertainty of error estimation. Moreover, we
show in the experiments that the new method of prior specication extends the class of
problems to which the framework can be applied beyond MM comparison. For instance,
it can be used to estimate quantities that are either unobservable in principle, such as
disease duration, or are not observed due to diculties of measurement, such as in vivo
expression levels of a gene, from a set of observables dependent on it, such as some easy
to measure biomarkers.
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4.2 General framework description
Consider a set of real scalar functions fgm;m = 1::Mg of a single variable q analytic on
(q; q). Let observables ypm be dened by values of these functions at a nite set of points
qp; p = 1::N , corrupted by random noise :
ypm = gm(qp) + pm (4.1)
For example, in the context of comparison of M measurement methods in medical imaging,
ypm should be interpreted as individual measurements in p-th patient with m-th method,
qp as the true value of the quantity being measured (the measurand), gm(qp)  qp is then
the systematic error (\bias") of the method m and pm is the random error (\noise").
Assuming that we are dealing with values of qp from a nite interval [qp; qp] we may
approximate gm with a K   th degree polynomial representing truncated Taylor series
about a point qo 2 [qp; qp] at which the minimal error of approximation is desired (e.g. in
the middle of the interval of interest)
ypm =
KX
k=0
bkm(qp   q0)k + pm (4.2)
For the remainder of the paper we introduce the following notation
xp  qp   q0 (4.3)
in order to make expressions clearer and shorter, so that eq. (4.2) now becomes
ypm =
KX
k=0
bkmx
k
p + pm (4.4)
We further assume that the random errors of MMs are jointly distributed as multivariate
Gaussian (MVG)
p  N (0;) (4.5)
where p = (p1; :::; pM)
>,  a covariance matrix. It must be stressed here that this
assumption is the easiest to violate and must be justied from physical considerations.
Indeed the assumption of normality is violated when \outliers" are expected or when
the physical mechanism underlying the measurement leads to Poisson or binomial distri-
butions with low counts. On the other hand, when counts are high enough for normal
approximation to be valid the framework remains applicable.
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From eqs. (4.4) and (4.5) the likelihood of observing yp  [yp1; :::; ypM ] is
lp  f(yp j B;; xp) = N (p;) (4.6)
where f denotes probability density, B  [bkm] 2 RKM . The likelihood for the entire set
of observations is then
l  f(Y j ) =
NY
p=1
lp (4.7)
where Y = [ypm] 2 RNM ,  = fB;;xg, x = [x1; :::; xN ]. By Bayes' Theorem the
posterior probability density of  given the observed values Y is
f( j Y )  l  f() (4.8)
where f() is the prior probability density of model parameters. The prior f() encodes
our knowledge of the system before observing Y . When both l and f() are specied, we
can draw samples from f( j Y ) using Markov chain Monte-Carlo (MCMC) and calculate
estimates of quantities of interest and their uncertainties using those samples.
4.3 Theoretical analysis
The estimates are dened by the interplay between the likelihood l dened by the data and
the model, and the priors f() dened by our state of knowledge about model parameters
without the data. This knowledge is usually scant and amounts to vague estimates of bkm
and of the range of xp. Nevertheless, even this much plays a crucial role in this particular
mathematical system due to certain properties of the likelihood density function. Here
we provide two theorems describing the peculiar behavior of the likelihood and use them
to analyze the role of various priors on bkm and xp, namely: 1) uniform f(xp) with at
f(bkm); and 2) same uniform f(xp) in conjunction with informative f(bkm), as used in our
earlier works. Finally, we introduce the new prior on xp that is designed to work with at
f(bkm).
4.3.1 Properties of the likelihood
The likelihood density function eq. (4.7) does not have a unique maximum point, instead
maximum is dened up to a linear transformation of xp as shown by the following theorem.
Theorem 1. Let
x0p = 1xp + 0; 0; 1 = const; 1 6= 08p (4.9)
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then there exist b0km such that
KX
k=0
bkmx
k
p =
KX
k=0
b0kmx
0k
p 8m (4.10)
and thus
f(Y j B;;x) = f(Y j B0;;x0) (4.11)
Proof. We drop the m subscript in this proof for brevity. Substitution of eq. (4.9) into
eq. (4.10) gives
KX
k=0
bkx
k
p =
KX
k=0
b0k(1xp + 0)
k (4.12)
Equating coecients for the k-th power of xp
bK = b
0
K
K
1 (4.13)
and
b0K =
bK
K1
(4.14)
For the (K   1)-th power of xp:
bK 1 = b0K 1
K 1
1 + b
0
K

K
K   1

0
K 1
1 (4.15)
where
 


is binomial coecient. From eq. (4.14)
b0K 1 =
bK 1
K 11
  b0K

K
K   1

0 (4.16)
Proceeding similarly for lower powers we nd that for all k = K   l; l = 0::K
bK l = b0K l
K l
1 +
KX
j=K (l 1)

j
K   l

b0j
j k
0 
K l
1 (4.17)
bk = b
0
k
k
1 +
KX
j=k+1

j
k

b0j
j k
0 
k
1 (4.18)
and
b0k =
bk
k1
 
KX
j=k+1

j
k

b0j
j k
0 (4.19)
thereby dening b0k for all k.
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Thus we say that the likelihood density is degenerate. Problems with degenerate likeli-
hood are not amenable to orthodox statistical analysis, however, they are treatable with
Bayesian approach with suciently informative priors. We discuss various informative
priors further below.
We are now going to prove that in the general case the functional relationship between x0p
and xp that yield the maximum value of likelihood due to degeneracy can only be linear
(opposed to non-linear).
Theorem 2. Let h be analytic on (x; x) and
x0p = h(xp) 8p (4.20)
Then eq. (4.10) has a solution in b0km for general bkm only when
h(xp) = 1xp + 0; 0; 1 = const; 1 6= 0 (4.21)
Proof. First, since LHS of eq. (4.10) is a polynomial in powers of xp, RHS must be a
polynomial in powers of xp as well, consequently h(xp) is a polynomial. Let J be its
degree:
x0p =
JX
j=o
jx
j
p; J 6= 0: (4.22)
Then we have to prove that eq. (4.10) generally has no solutions when J > 1. Substitution
of eq. (4.22) in eq. (4.10) gives
KX
k=0
bkmx
k
p =
KX
k=0
b0km
 
JX
j=0
jx
j
p
!k
(4.23)
LHS is a polynomial of power K while RHS is a polynomial of power JK, therefore all
RHS coecients except the lowest K are equal to zero. Consequently for the subset of
terms that include J in RHS:
b0km
k
J = 0; 8k > K=J (4.24)
From eq. (4.22) J 6= 0, so
b0km = 0; 8k > K=J (4.25)
Now what remains is to consider b0km for k 6 K=J . For k =

K
J

, where [] is the integer
part operator, the coecient of xk must satisfy
bkm = b
0
km
k
J (4.26)
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The coecient of xk 1 must satisfy
b(k 1)m = b0km

k   1
1; k   2

k 2J 1

(4.27)
where
  
;

is multinomial coecient.
Eliminating b0km from the above two equations:
bkm
b(k 1)m
=
kJ 
k 1
1;k 2

1
k 2
J
8m (4.28)
These equations cannot be satised simultaneously for all m if bkm
b(k 1)m
dier across m, i.e.
in the general case, proving that generally we cannot have J > 1. Consequently h is (at
most) linear.
A consequence of the above theorems is that the likelihood alone, without priors, \recov-
ers" xp values only up to a linear transformation. The priors, hence, play a crucial role in
that they must supply additional information to disambiguate the scale (1) and location
(0) of the set of xp.
4.3.2 Uniform priors for xp: insucient infomation
Let xp denote the true values of xp. According to Theorems 1 and 2 a set x
0
p = 1x

p +0
produces the same value of the likelihood density as xp. Imposing a uniform prior f(xp) 
U(xp; xp) limits the values that 1 and 0 can take:
xp 6 1xp + 0 6 xp 8p (4.29)
This is equivalent to
xp 6
(
1x

p + 0; 1 > 0
1xp + 0; 1 < 0
xp 6
(
1xp + 0; 1 > 0
1x

p + 0; 1 < 0
(4.30)
where xp = max
p
xp and x

p = max
p
xp.
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Solving for 0 and 1:
0 6
(
xp   1xp; 1 > 0
xp   1xp; 1 < 0
0 >
(
xp   1xp; 1 > 0
xp   1xp; 1 < 0
(4.31)
This represents a parallelogram in 0, 1 space (g. 4.1). The point (0; 1) = (0; 1)
represents x0p = x

p. This point lies near one of the corners inside the parallelogram. The
posterior sample then represents the correct solution \smudged" over the parallelogram.
This renders the estimates very uncertain (wide) and, more importantly, biased: the
expected value of (0; 1) is at the center of the parallelogram at (
xp+xp
2
; 0) corresponding
to x0p =
xp+xp
2
= const 8p | an utterly useless result that does not even depend on xp.
Figure 4.1. Top left: region of equal posterior probability in 0; 1 space, when
only uniform priors on xp and at priors on bkm are assigned is a parallelogram. Top
right: when the limits on how far the end points xp can be from the boundaries xp,
xp of the uniform prior are additionally specied the posterior is guaranteed to be at
least bimodal, with one of the modes containing the truth point T=(0,1). Bottom:
the mode that does not contain the truth point corresponds to the estimates of the
true value (green points) occupying the same span as the estimates from the mode
with the truth point (red points) but in reverse order.
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4.3.3 Old priors: informative for bkm
Taken alone, uniform priors on xp are not suciently informative to provide useful in-
ferences. In our previous works we supplemented these with informative priors on bkm,
which eectively limit the high likelihood region to the vicinity of the true point. We
describe the full prior specication below for completeness:
f(xp)  U(xp; xp); 8p; (4.32)
f(b1m  N (1; b1); 8m; (4.33)
f(bkm  N (0; bk); 8m; k 6= 1; (4.34)
where xp and xp are either physical or physiological bounds on xp and bk = ck(xp xp) k,
ck  1. This choice was justied from the assumption that MMs should have response
close to the identity in the vicinity of zero. The covariance matrix was parametrized as
follows. First a decomposition is applied
 = SRS (4.35)
where S = diag([1; :::; M ]) is a diagonal matrix of random error standard deviations
(STDs) and R = [rij] is a symmetric correlation matrix. Then STDs were assigned
Jereys priors
f(m) =
1
m
(4.36)
In (Madan et al., 0) we truncated this distribution to ensure that the posterior is proper.
The correlation coecients are assigned uniform priors
f(rij) = U([ 1; 1]) (4.37)
In (Madan et al., 2017a,b) combinations that produced  that are not positive den-
ite were rejected, while in (Madan et al., 0) Lewandowski-Kurowicka-Joe (LKJ) priors
(Lewandowski et al., 2009) were used instead.
This approach was successfully validated for MMs of total lesion load (TLL) on a clinical
in vivo dataset and several synthetic sets (Madan et al., 0). Despite the usefulness of
informative priors on bkm in the context of MM comparison, these priors are apparently
somewhat ad-hoc. Besides, they limit the class of g(x) to functions close to identity.
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4.3.4 New priors: informative for xp jointly
In order to limit the region of equal likelihood in (0, 1) space to a small neighborhood
of (0; 1) (cf. g. 4.1) we propose a two-step procedure as follows.
We start by recalling that in the Bayesian interpretation probabilities encode our (human)
knowledge of the world. When a person species a U(xp; xp) prior on the components of
x, what is usually meant is not only that xp lie in [xp; xp]; 8p, but also that they actually
span this interval. I.e. that min
p
xp is close to xp and max
p
xp is close to xp | a certain
scale is implied. This implied scale is, however, not captured by uniform distribution, but
only limited from above: a sample where all points cluster in a small region around, e.g.,
the center of [xp; xp] is just as likely as a more spread-out sample or, indeed, any other
sample falling completely within [xp; xp].
The implied scale information can be encoded as the following conditions:
max
p
x0p  max
p
(1x

p + 0) > xp   
min
p
x0p  min
p
(1x

p + 0) 6 xp + 
(4.38)
where ;  > 0 are a priori limits on how far the smallest and the largest values of xp might
be from the boundaries of the specied uniform prior on xp. These equations dene a new
prior on xp. When taken into account, they reduce the feasible region in (0; 1) space to
two small parallelograms (g. 4.1) one of which contains the (0; 1) point.
The expected value of the feasible region is still at (0; 1) = (
xp+xp
2
; 0), but the pos-
terior will now contain (at least) two well-separated modes. The second step is to select
the correct mode | the one containing (0; 1) = (0; 1). In principle this can be done
after sampling from the posterior. For instance, by manually rejecting the incorrect
mode, which will most likely yield nonsensical estimates, but, of course, there are prob-
lems with this. First, the choice of the mode to reject will be based on subject matter
knowledge and/or intuition; this is hard to justify formally. Second, MCMC algorithms
encounter various problems (poor convergence, mixing and sensitivity to initialization)
when sampling from such multimodal posteriors with well-separated modes.
To specify this information a priori and reduce the eect of the above problems we note
that selecting the correct region in (0; 1) space is a binary choice and as such requires
only one additional bit of information. In order to understand how to acquire this informa-
tion we must understand what is the fundamental dierence between the two components
in (0; 1) space. The incorrect component contains the point (0; 1) = (xp; 1), for
which
x0p = xp   xp (4.39)
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This means that x0p occupy the same span as x

p but in reverse order (g. 4.1). To resolve
between the two components it is sucient to specify the correct order of xp. A simple
way to accomplish this is to nd certain p1 and p2 for which xp1 < x

p2 and demand that
x0p1 < x
0
p2 (4.40)
Conditions in eqs. (4.38) and (4.40) are straightforward to implement and we do not
pursue an explicit expression for the prior density thus dened. The expected value of
the feasible region in (0; 1) space is now at
h0i =
xp(xp + =2)  xp(xp   =2)
xp   xp
h1i =
xp   xp
xp   xp
  1
2
+ 
xp   xp
:
(4.41)
This is equal to exactly 0 and 1 if xp   =2 = xp and xp + =2 = xp. Even in this case,
however, there will still remain a certain residual error in the estimates since generally xp
would not coincide with their posterior expectations.
4.4 Experimental validation
In the following we provide results of three sets of experiments. The rst set relates to
the context of MM comparison, where the old priors were established and are expected
to perform well. We apply both the old and the new priors to a synthetic and then to a
clinical dataset so as to compare the results.
The second set of experiments is aimed at exploring another kind of application. We
envision that the framework with the new priors can be used to a) select from a large set
a subset of observable quantities that can be best used as predictors for on unobservable
(or too costly to measure directly) quantity on which the observables depend as per
eq. (4.1) without a need for a GS; b) to estimate the values of the unobservable or hard-
to-measure quantity from a large set of observables. We assume that observables relate to
the unobservables as y relate to q in eq. (4.1) but are not necessarily MMs for q and hence
there is no substantial prior information on the distribution of bkm in eq. (4.4). First,
we generate appropriate synthetic dataset to contrast the performance of the old and the
new priors. Second, we apply the new priors to a challenging clinical dataset and perform
tasks a) and b).
The third set of experiments explores the eects of dataset size on the estimates and
4 - Practical priors for reference-free error estimation 73
Figure 4.2. Left: y is useless as a measurement method for q. Middle: y
is useful as measurement method for q. Right: Two quantities that are useful as
measurement methods for q in dierent ranges.
highlights some important implications of the theory developed in section 4.3.
4.4.1 Performance metrics
A good MM allows to nd qp from ypm with low error. The magnitude of the systematic
error by itself is of little concern, since once it is known it can be compensated for. What
is important is how sensitive the measurements are to the changes of the measurand
compared to the random error. A method with gm(q) = const would be utterly useless
for recovering qp while the higher g
0
m is relative to pm the less error we would make
(g. 4.2).
Qm(q) =
j g0m(q) j
m
(4.42)
can be used as a quality measure at point q in the context of model eq. (4.1). MMs with
non-linear gm would generally be better at recovering q in some regions of their range than
others. As a consequence one might want to use dierent methods for dierent ranges of
the measurand (g. 4.2 right).
Posterior samples enable calculation of a multitude of estimators. To keep the length of
this report reasonable we focus on the ability of the framework to estimate the following
gure of merit of an MM as a predictor of q
Fm = max
q
Qm(q)  max
q2[qp;qp]
j g0m(q) j
m
(4.43)
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For Fm we provide Mean absolute error (MAE) and correlation coecient w.r.t the ref-
erence values as simple summary measures of quality of estimation dened as follows
MAE(z) 
MX
m=1
~z   z; (4.44)
Corr(z) 
PM
m=1(~z   h~zi)(z   hzi)PM
m=1(~z   h~zi)2(z   hzi)2
; (4.45)
where ~z is the estimate and z is the reference value for quantity z. If MAE is of the
order of reported credible region (CR) width then then this nominal width does reect
the actual error magnitude and the results can be used for validation of the MM. Corr
close to one means that the estimates are in an approximately linear relationship with
the reference values and can be used for comparison between m.
4.4.2 Comparison of measurement methods
The aim of the following two experiments is to compare previous old priors and proposed
new priors in a situation where they are expected to have similar performance, i.e., in the
context of measurement method comparison.
Synthetic data
In order to be able to disambiguate the correct and the reverse-order mode with the new
priors (section 4.3.4) we need to implement condition eq. (4.40), i.e. to provide a pair of
points p1 and p2 such that xp1 < x

p2 and therefore q

p1 < q

p2. For all synthetic data we
allowed ourselves the following convenience that does not result in loss of generality. We
xed p1 to be equal to one and p2 to be equal to N . We generated a set q  fq1; : : : ; qNg
by sampling N points from U(qp; qp). Then, if q1 happened to be greater than qN , we
simply swapped the values at the indices 1 and N .
For this experiment we have had N = 30, qp = 0 and qp = 55. Four quadratic polynomials
(M = 4; K = 2, coecients given in table 4.1) were evaluated at those points (xp = qp).
MVG noise with standard deviations given in table 4.1 and correlation matrix
R =
0BBB@
1 0:9 0 0
0:9 1 0 0
0 0 1 0
0 0 0 1
1CCCA (4.46)
was added to produce \measurements" ypm.
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Table 4.1. Parameters that were also used to generate the synthetic data that are
numerically equal to B and m estimated with LS regression against consensus seg-
mentation for the TLL experiment
m b0m b1m b2m  103 m
1 3:7 0:99  19:2 7:0
2 2:7 1:15  20:1 6:2
3 1:2 0:55  3:6 4:3
4 11:6 0:35 4:0 2:2
We obtained a posterior sample with the old priors with xp = 0, xp = 55, ck = 1,
m  1=m; 0:001 < m < 55, and with the new priors with xp = 0, xp = 55,  =  = 5 and
the rst and the last sample points as order-disambiguating pair. Both setups returned
similar estimates with MAE of the order of reported CR width and Corr close to one,
which renders them suitable for validation and comparison of \measurement methods"
(table 4.2). CR widths of Fm are slightly higher for the new priors meaning that they are
slightly less informative than the old ones in this experiment.
Table 4.2. Figure of merit estimates in the experiment with synthetic data modeling
measurement methods.
m Old priors New Priors Truth
1 0:118 0:079 0:17 0:12 0:16
2 0:145 0:083 0:20 0:12 0:185
3 0:24 0:10 0:22 0:12 0:128
4 0:54 0:19 0:59 0:20 0:359
MAE 0:09 0:09
Corr 0:893 0:959
Clinical data: total lesion load
Here we repeat the experiment on the clinical dataset used in our previous works to show
that essentially the same results (including two possible mechanisms that explain the
data) are obtained with the new priors.
The dataset consists of total lesion load (TLL) measurements based on the analysis of
MR images with four automatic segmentation algorithms. The MR scans including 2D
T1- and T2-weighted and 3D FLAIR images of 22 patients diagnosed with multiple scler-
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osis (MS) (41.3  10.5 years old, 13 females) were provided by the University Medical
Centre Ljubljana (UMCL). The TLL was measured as number of voxels labeled as le-
sion multiplied by voxel volume in each of the segmentations provided by four algorithms
(Galimzianova et al., 2015, 2016, Jain et al., 2015, Jerman et al., 2016), which are inter-
preted as MMs in the context of this work. GS delineations obtained by a consensus of
three expert radiologists were available as a reference for qp (Lesjak et al., 2018) and were
used in LS regression to obtain reference values for B and  (table 4.1). The data were
processed anonymously with written informed consent from all patients and approval from
UMCL.
The priors were setup as in the previous experiment (section 4.4.2). The posterior with
the old priors exhibited two modes, one of which corresponds to the correct estimation
as observed before in (Madan et al., 0). As expected for this small dataset the posterior
exhibited two modes with the new priors as well. We show the results only for the correct
mode (table 4.3, g. 4.3).
Figure 4.3. Figure of merit estimates in the experiment with clinical total lesion load
data. Left: old priors. Right: new priors.
As in the previous synthetic experiment, both priors have MAE comparable to CR width,
making results suitable for validation, and a correlation coecient that makes them suit-
able for MM comparison. Again the new priors are somewhat less informative then the
old ones, this is reected in CR widths and values of MAE and Corr.
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Table 4.3. Figure of merit estimates in the experiment with clinical Total Lesion
Load data.
m Old priors New priors LS regression
1 0:179 0:097 0:26 0:12 0:153
2 0:22 0:10 0:31 0:14 0:177
3 0:35 0:19 0:35 0:21 0:34
4 0:11 0:11 0:13 0:13 0:123
MAE 0:03 0:07
Corr 0:976 0:749
4.4.3 Unobservable quantity estimation
As mentioned before, we envision a new class of practical applications of reference-free
error estimation framework with the new priors. With the restrictive assumptions on the
shape of gm dropped we may now attempt to use measurements of observable quantities
dependent on an unobservable (or simply hard to measure) quantity as potentially highly
biased \measurements". For instance, we might treat intracellular concentration of some
molecule as an unobservable quantity qp and cerebrospinal uid (CSF) and blood concen-
trations of this molecule and its metabolites as ypm. Or treat disease duration or severity
as qp and values of biomarkers for this disease as ypm. Then we can answer two questions:
a) which observables are the best \predictors" for the unobserved quantity, by analyzing
Qm(q) or Fm; b) what is the probability of the values of the unobserved quantity given
observed measurements.
Synthetic data
As in the previous synthetic experiment (section 4.4.2) we generated N = 30 points
from U(0; 55). Then we evaluated polynomials with coecients given in table 4.4 at those
points. The values of the polynomials were then perturbed with MVG noise with standard
deviations from table 4.4 and correlations as per eq. (4.46). Note that polynomials are
now much further from identity function than previously.
The priors were setup as in section 4.4.2. The results are presented in table 4.5. This
time the estimates with the old priors were unrepresentative of the true values while the
new priors yielded the estimates close to the truth. Figure of merit estimates with the old
priors have negative correlation meaning that they are unsuitable neither for validation
nor for comparison of MMs. The new priors, on the other hand, maintain estimation
performance. Figure of merit estimates are representative of the true values and as such
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Table 4.4. Parameters used to generate synthetic data for the unobserved quantity
estimation experiment.
m b0m b1m b2m m
1 80  4:0 0:01 7:0
2  80 4:0  0:02 6:2
3  80 12:0  0:20 4:3
4 40  3:5 0:04 2:2
allow to answer the question a). A graphical representation of the results obtained with
the new priors for other parameters can be seen in g. 4.4. Apparently the unobserved
quantity estimates are very close to the true values and can be used to answer the question
b).
Table 4.5. Figure of merit estimates in the experiment with synthetic data modeling
observed quantities dependent on the unobserved quantity as polynomial with arbitrary
magnitude of the coecients.
m Old priors New Priors Truth
1 0:329 0:067 0:53 0:11 0:571
2 0:235 0:064 0:65 0:11 0:645
3 0:052 0:038 4:30 0:59 2:79
4 0:201 0:057 2:15 0:29 1:91
MAE 1:27 0:45
Corr  0:921 0:984
Clinical data: disease duration estimation
The dataset consisted of four image-derived measurements (TLL lesion count, grey matter
(GM) volume and normalized brain volume) together with ten clinical measurements
(EDSS, CVLT, SDMT, BVMR, 25 foot walk, PASAT, 9 peg test, MSFC, MFIS and
age)1 for 127 MS patients along with a record of diagnosis date obtained from University
Medical Centre Maribor (UMCM) with written informed consent from all patients and
approval from the ethics committee. We applied our framework to estimate the \true"
1 EDSS | Extended Disability Status Scale,
CVLT | California Verbal Learning Test, SDMT
| Symbol Digit Modalities Test, BVMR | Brief
Visual Memory Test Revised PASAT | Paced
Auditory Serial Addition Test, MSFC | Multiple
Sclerosis Functional Composite, MFIS | Modied
Fatigue Impact Scale
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Figure 4.4. Experiment with synthetic data for unobserved quantity estimation. Top
row compares the gure of merit, standard deviations of the random error and unob-
served quantity estimates with their true values. Bottom two rows contain posterior
predictive curves for each method and the actual \measurement" values. Red and
green points mark the order-disambiguating pair.
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disease duration assuming that the above measurements depend on it. Records of the
diagnosis date were used both as GS values for disease duration and to acquire reference
values for B and  using LS regression.
The bias was modeled with linear functions (K = 1). The priors were set to xp = 0,
xp = 22,  = 1,  = 2 years. The pair of patients for order disambiguation was chosen
from the reference values. Results are shown in g. 4.5, where the estimates of B and 
agree with the results of LS regression.
The exact ordering of Fm estimates diers between MCMC and LS regression estimates,
however, it must be understood that at this level of uncertainty (due to noisy data), declar-
ing any one of the biomarkers to be \the best predictor" is not meaningful. Nevertheless,
association between MCMC's \best choice" MSFC and disease duration is consistent with
earlier reports (Kalkers et al., 2000).
MCMC estimates of the disease duration are noisy and tend to be greater than the ref-
erence values. Poor accuracy of qp estimation is expected for this kind of data. The
overestimation is most likely due to violation of normality assumption on the noise, how-
ever, it might be partly due to a few years delay between the actual physiological disease
onset and the rst diagnosis for some of the patients. Note that MS diagnosis is based
on clinical manifestation, while MR activity related to MS may be observed years earlier
(so-called radiologically isolated syndrome).
4.4.4 Synthetic data: dependence on N
The aim of this experiment is to observe the behavior of the performance metrics with
respect to the sample size. Data generation procedure was the same as in the experiment
in section 4.4.2 except that we generated samples with N from 30 to 3000. Posterior
samples were obtained using the new priors set up as in the previous experiments.
With the increase of N there remained a residual error in Fm estimates (g. 4.6). This
error depends on the error of m estimation and the error of derivative estimation which
depends on bkm; k > 1. For m the error falls o rapidly, while for bkm the error of
estimation does not decrease with N . With increasing N the main source of error in bkm
estimation becomes the mismatch between scale and location of actual set of qp and those
encoded in the prior. According to eq. (4.19), despite the posterior containing the correct
values of polynomial coecients, the expected value would generally be biased. Since the
priors remained the same for all N this component of the error did not depend on the
amount of data and dominated at large N .
The correlation coecient for Fm was close to unity in all experiments, meaning that the
methods may be safely ranked using the estimates.
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Figure 4.5. Posterior estimates with new priors modeling 14 clinical and imaging
parameters as functions of disease duration in multiple sclerosis patients.
Figure 4.6. Eects of data sample size on estimation accuracy in synthetic experi-
ments.
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4.5 Discussion
The experiments show that the new priors for reference-free error estimation framework
perform similarly to the old ones, when the latter are applicable, and can be used as
a drop-in replacement. On the other hand, the new priors can be thought of as being
more practical and objective | they don't require guesswork regarding coecients of the
polynomials, only sucient knowledge of the measurand span qp in form of additional
tolerance parameters  and  and the order-disambiguating pair of indices (p1, p2).
In some situations additional parameters can be measured or inferred with certainty. For
example, in case of TLL measurements, by including a healthy control subject in the
dataset  is reduced to exactly 0. Furthermore, if the patient with the highest TLL can
be identied, then by a single application of a gold standard MM,  can be reduced to
this method's (nominal) accuracy. As for the order-disambiguation pair, we can think
of three practical ways to select p1 and p2. The rst way is to use controls: for a large
class of biomarkers it is known that a healthy control subject has the true value of the
biomarker exactly equal to zero and is guaranteed to be less than the corresponding value
for a patient who has the relevant medical condition. The second way is to use up to
two applications of a GS method. The third way is an educated guess: if m are genuine
measurement methods there might be a pair of patients for which the measurements are
such as to virtually guarantee a certain ordering of the underlying measurand.
Since the new priors lift all assumptions on the coecients of polynomials, which model
the systematic error, the class of problems that can be addressed by the reference-free
approach is signicantly extended. The framework becomes applicable to the problems
of multiple biomarker validation and unobserved quantity estimation. This is exemplied
to some extent by our synthetic experiment (section 4.4.3) and the disease duration es-
timation experiment (section 4.4.3). The synthetic experiment shows that despite highly
non-linear gm it is possible to recover qp with high accuracy as long as m remains low
relative to the derivative of at least one of gm in all subregions of [qp; qp]. The disease dur-
ation dataset did not possess this quality, but nevertheless the estimates are reasonable,
especially given the fact that the true values were in principle unobtainable.
Whenever applicable, reference-free error estimation provides signicant savings of time
and costs associated with creation of the GS dataset. These include rst and foremost
costs of human time, but also costs of non-standard acquisition protocols, high-end ac-
quisition equipment, material costs (e.g. contrast agents, or materials of phantoms),
instrumentation costs (frames, ducial markers), administrative overhead and possible
side eects for the patients. It is premature to say whether this technique can be used
as a replacement for traditional validation in regulatory studies, however, its utility as a
tool for initial validation of research ndings is doubtless.
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The theoretical analysis provided in the present work uncovers the essence of the reference-
free scheme: the measurement data alone does contain signicant recoverable information
about the underlying measurand, but only up to a linear transformation. Information
about the scale and location of the measurand distribution must be supplied separately
in the priors in order to enable eective inference.
With our proposed new priors we have shown one of the ways in which this information
can be encoded. Other ways can be imagined and might be preferable in some applic-
ations. Regardless of the exact encoding of scale and location information, its quality
(accuracy and precision) will directly inuence the quality of inference. This is exempli-
ed in our synthetic experiments where dependence of estimation accuracy on the number
of measurand points N was studied. Constant and relatively low precision of scale and
location specication encoded in  and  prevented an improvement of the accuracy of
systematic error estimation with increasing dataset size.
We have chosen polynomials to model the systematic error in this work simply because
they are the rst choice that comes to mind for generic modeling of smooth functions.
Needless to say, when physical considerations suggest a dierent functional form it should
be used instead. The proofs that we have provided are not applicable in such cases,
however, we conjecture that the general property that the measurand is encoded in the
likelihood up to some transformation would still hold. It might even be that, if for dierent
m the gm belong to dierent parametric families, then the measurand would be identied
by the likelihood uniquely.
The results in this work showcase the power of Bayesian method and demonstrate what
can be achieved by means of even a very primitive theoretical analysis. The area of
possible application is truly wide and encompasses some important cases. Apart from
obvious use in medical image analysis and biomarker research it has implications for
metrology in general. It shows how MMs can be treated symmetrically without arbitrarily
declaring any method to represent the \gold standard". The authors would like to point
out that the emeging eld of Bayesian reference-free error estimation deserves attention
from theoreticians and experimentalists alike. We expect that good results can be achieved
by modeling systematic error with functions dictated by physical considerations, instead
of using generic decompositions. Such functions may provide constraints to substantially
improve the inference. As the functional form of systematic error model would depend
on the dataset in this case, there is little possibility for an analysis based o of general
theoretical assumptions, it will have to be driven by the realities at the experimental level.
A software implementation of the framework, software used to generate the synthetic data
and analyze the MCMC samples along with the clinical datasets used in this work are
available on Github http://github.com/madanh/practical_priors.
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