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Abstract 
This paper proposes a concept to optimize tolerance synthesis process. Tolerance synthesis is getting more and more important to limit 
inaccuracies of the product during the manufacturing process. Today tolerance synthesis is used to assign the “right tolerance range” to the 
called out geometrical and dimensional tolerances. This can be achieved using tolerance analysis tools. However to reach the defined target 
value (e.g. maximum allowed deviation of a gap-/ flushness- measurement) there are multiple input parameters available towards the tolerance 
simulation model, which can be modified to a certain range. To address these issues, the approach in this paper is showing a way to couple an 
optimization tool to a CAT-simulation. This approach shall consider all the input parameters in a tolerance simulation model to stand out from 
existing tolerance optimization approaches. Also a unique feature of the approach is using a non-static simulation deck for the coupled 
tolerance analysis. This means all the tolerance simulation models are generated subjected to the deviating input parameters defined by the 
optimization tool. The optimization tool then uses the results of the CAT-simulations to calculate the response surface model. Using an 
optimization algorithm on this response surface model (RSM) helps to find an optimal set of parameters to reach the required quality features. 
Thus the tolerance planning engineer can give a well-founded feedback to the departments involved. 
© 2016 The Authors. Published by Elsevier B.V. 
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1. Introduction 
Nowadays, there is a remarkable competition between 
automobile producing companies. In order to satisfy 
customers’ needs the focus of this sector is on: 
x expanding the number of derivatives of one product [1] 
x raising quality requirements on more complex products 
x cutting down development times, realized by shrinking or 
cancelling hardware prototype phases [2] 
x using IT resources to a larger extent to perform a digital 
verification of the product [3]. 
The usage of IT tools in all fields of the product 
development process opens up several possibilities to interlink 
the different engineering tasks. Today, in large scaled 
enterprises the functionality and manufacturability of a 
complex product is ensured by tolerance management. Ref. [4] 
gives the following definition of tolerance management: 
“Tolerance management is a sub-process of the 
development process which aims at fulfilling the functionality 
of a product with an optimal tolerance concept by means of 
management methods and by creating the lowest possible 
manufacturing costs.” Finding out an optimal tolerance 
concept is an iterative process of tolerance analysis and 
tolerance synthesis. In the automotive body-in-white sector 
tolerance analysis is frequently addressed with the help of 
simulation tools (tolerance simulation). Thereby, the 
manufacturing process in the plant is digitally reproduced. The 
deviations of the single parts (caused by the manufacturing 
process of each of these parts – e.g. stamping process) and 
also deviations caused by the assembling process itself (e.g. 
positional inaccuracies) are considered in the simulation 
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model. As a result, it can be derived whether or not the 
functional and/or optical requirements would be fulfilled in 
series production. Multidimensional oriented tolerance chains 
require an extent knowledge of the process in order to 
determine which parameters have a significant influence on 
the requirements. Thus, a tolerance synthesis can only be 
performed by experts. 
During the product development process it is common to 
have a predefined deviation on the closing dimension. For 
example the maximum allowed deviation in gap- and 
flushness measurements is set by management positions in a 
very early stage of the product development process based on 
internal quality requirements and benchmark analyses of other 
OEM’s products. Hence, an efficient method for tolerance 
synthesis which does not require long-term experience 
becomes necessary. 
Approach and Structure of the Paper 
An approach has been developed to allow effective 
tolerance synthesis during the product development process. It 
is described in detail along in this paper. Therein, an 
optimization tool is used to detect the critical parameters 
towards the deviation of a closing dimension. In the context of 
the workflow of the optimization tool, tolerance analysis is 
regarded as a solver. Input data and target values are derived 
out of product and production development information of the 
automotive body-in-white development process. 
In subdivision two a brief state of the art on optimization 
and its software technical implementation is given. 
Subdivision three describes the limitation of performing 
tolerance management tasks without optimization tools and 
existing approaches on tolerance management using 
optimization. The general approach of optimization using 
tolerance analysis as well as the process integration in the 
automotive body-in-white sector is described in subdivision 
four. Subdivision five contains an example which is used to 
evaluate the previous approach. The paper ends with a 
conclusion and further research scopes. 
2. State of the Art 
In literature there is an ample range of definitions for the 
term “optimization“. For example Ref. [5] describes it as a 
systematic process to solve a short-timed, mid-timed or long-
timed problem using quantitative methods to find an optimal 
or approximately optimal solution. For this purpose, the 
engineering task has to be cut down to an abstract format and 
separated out of its context without changing the boundary 
conditions. Hereby, the relation towards a mathematical 
problem description is obvious [6]. For these mathematical 
problems unknown parameters and functions have to be found 
which are able to fulfil the target function (minimum or 
maximum of the function). A violation of the boundary 
condition is not permitted. 
In general, the variables of an optimization task can be 
differentiated between continuous and discrete design 
variables. Hereby continuous variables are able to take values 
in a certain range ሺ݂݅݊ǡ ݏݑ݌ሻ  as well as certain deviations 
( ο࢖ ). On the contrary the discrete design variables are 
determined by a finite number of different characteristics. 
Mathematically the formulation of the multiobjective 
optimization problem is defined in equation 1.a according to 
Ref. [7, 8]: 
  ࢖א௉ ݂ሺ࢖ሻ   (1.a) 
over:  ࡼ ൌ ሼ࢖௦௧ǡ ࢖ௗ௘௩ሽ   (1.b) 
subjected to: ݃௜ሺ࢖ሻ ൑ Ͳǡ݅ ൌ ͳǡ ʹǡǥ ǡ ݊ (1.c) 
Continuous design variables without deviation are defined as 
follows: 
 ࡼ௦௧ ൌ ൛࢖௦௧ א Թ௠ȁ࢖௜௡௙ ൑ ࢖ ൑ ࢖௦௨௣ൟ (1.d) 
Variables carrying certain deviations are defined in (1.e): 
 ࡼௗ௘௩ ൌ ൛࢖ௗ௘௩ א Թ௠ȁ࢖ െ ο࢖௜௡௙ ൑ ࢖ ൑ ࢖ ൅ ο࢖௦௨௣ൟ (1.e) 
where ࢖  are the design variables carrying upper and lower 
bounds ሺ࢖௜௡௙ǡ ࢖௦௨௣ሻ  and݉  represents the dimension of the 
design space. ݃௜  represents the ith inequality constrain 
function. Finding Pareto optimal solutions of the problem 
means to find a feasible point ࢖כ א Թ௠ ensuring there is no 
other feasible point ࢖ א Թ௠ so that ׊݅ǡ ݆Ǣ ௜݂ሺ࢖ሻ ൑ ௜݂ሺ࢖כሻ with 
strict inequality in at least one condition, ௝݂ሺ࢖ሻ ൑ ௝݂ሺ࢖כሻ. Ref. 
[8] claims for single objective optimization problems (݉ ൌ ͳ) 
the solution ࢖כ  for the Pareto optimum furthermore has to 
satisfy the Karush-Kuhn-Tucker condition which can be 
found in Ref. [9]. 
The rising interest on optimization leads to different kinds 
of software solutions. Figure 1 shows the general architecture 
of an optimization system. 
Figure 1 Architecture of an optimization system based on Ref. [11] 
The optimization system always starts with an initial 
design (start design). This design, e.g. a structural mechanical 
task, is handed over to a simulation environment. Therein, the 
simulation sequence is responsible for the reading and writing 
of the different kinds of information. In order to perform an 
optimization the information that is to be used as design 
variables has to be defined, as well as data regarding the 
location of target values. Once this data evaluation has been 
carried out, the control mechanism of the optimization tool 
starts analyzing different kinds of design variable 
combinations and then comparing the target value with a 
predefined abort criterion of the optimization task. As long as 
the abort criterion is not reached another variation of the 
design variables is calculated. 
Current optimization systems offer the possibility to set up 
a design of experiments (DoE). Generally, an initial sampling 
of the design variables is performed. Thereby, a predefined 
number of sample designs ࢘௞ is generated. There are basically 
two different schemes when performing a design of 
experiments: Deterministic DoE schemes and stochastic 
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sampling. In Ref. [10] a brief overview on the different 
methods is given, describing their intended purpose. For a 
small amount of samples and a high number of input variables 
Ref. [10] proposes Advanced Latin Hypercube Sampling 
(ALHS) in combination with a single-switch-method to 
reduce correlation errors. These sample points are then used 
as supporting nodes to calculate the response surface model. 
To calculate this response surface the software optiSLang, for 
example, offers a so called Metamodel of Optimal Prognosis 
(MOP), in which the program automatically searches for the 
best response surface technique on a given dataset regarding 
the chosen validation method. At the moment, Polynomial 
Least Squares Approximation, Moving Least Squares and 
ordinary Kriging are the methods provided by optiSLang [10]. 
Based on the Metamodel, an optimization can be performed 
using different kinds of optimization algorithms. Due to its 
high flexibility, evolutionary or genetic algorithms are 
frequently used to solve optimization tasks in engineering 
design [12]. The initial success of these optimization 
algorithms might not lead to a global optimum (reasoned by 
stochastic components) but an improvement of the initial 
design is always reached after a few samples [6]. 
In general, a distinction between evolutionary and genetic 
algorithms can be made. The evolutionary algorithm means to 
create several descendants out of a single design from the 
initial population. On each subsequent generation only the 
fittest design survives providing the basis for further 
generations, which are mutation of this individual fittest 
design. The selection of the fittest design is done by specified 
criteria in the optimization software. 
The genetic algorithm, on the other hand, uses a crossover 
mutation of several best individual designs in addition to 
mutations to create descendants. The population is thereby 
created systematically and the newly created designs carry the 
“genetic” information, i.e. the properties that made them 
better, of the parents [13]. 
3. Need for action 
In today’s automotive industries and especially in the 
body-in-white stages, the build-up process of a tolerance 
simulation model is significantly time-consuming. This is one 
of the main reasons why these are not frequently considered 
to validate many tolerance concepts during the product 
development process. Instead, it is common for a tolerance 
planning engineer to assess whether the concepts are feasible 
or not based on their experience. However, due to the high 
complexity of new products and the even increasing pressure 
to cut down development times, it is not practical to consider 
all of the possible concept variants. It is therefore likely that 
the optimal tolerance concept is overlooked due to human 
error. Thus, certain quality requirements might fail to be 
fulfilled. As explained earlier in this paper, the deviation of 
the quality requirements (closing dimension) depends on a 
specific design variable combination of product and 
production development information. If the tolerance 
simulations and the optimization programs could be somehow 
coupled, it would definitely prove advantageous. Hence, 
tolerance systems could be optimized to achieve minimal 
deviations in gap or flushness measurements, for example. 
The various optimization approaches that can be found in 
literature can be divided into tolerance-cost optimizations, 
tolerance optimizations using response surfaces, tolerance 
allotment approaches and alignment optimizations. An 
overview on these approaches is shown in table 1. 
Table 1. Optimization approaches with regards to dimensional management 
RDO in 
dimensional 
management 
Tolerance-
cost 
optimization 
Tolerance 
optimization 
using RSM 
Tolerance 
allotment 
approaches 
Alignment 
optimization  
[14], [15], 
[16]  
[17], [18], [19], 
[20], [21], [22], 
[23], [24], [25] 
[26], [27] [28], [29] [30], [31], 
[32], [33] 
As explained in Ref. [34] in more detail, the conventional 
approaches in table 1 only take the optimization of a single 
design variable of the tolerance simulation into account (e.g. 
tolerance range). In fact, the focus of attention should be on a 
wide range of design variables and how they affect each other. 
These are variables such as shape and dimension of certain 
geometries of the parts, e.g. tolerance compensating elements, 
location of datum target points, jig and fixture concept, 
connecting elements, assembly graph, etc. Therefore, an 
optimized design variable combination that takes into account 
development time, product quality and cost at the same time 
has to be found. 
4. Proposed Approach 
The approach followed to couple the optimization system 
with tolerance analysis is structured in two stages. First, a 
general approach is presented, in which concepts are viewed 
abstractly with the aim of ensuring transferability to other 
disciplines. Afterwards, a system specific solution for the 
automotive body-in-white development process is explained. 
4.1. General Approach 
In order to build-up a tolerance simulation model certain 
product and production development information is needed. 
Ref. [35] gives an adequate example of which data is 
necessary to build a body-in-white tolerance simulation. To 
couple the optimization tool, this information is first read 
from the system-specific environment (e.g. PDM-system, 
CAD-system) and stored in a system-independent format (e.g. 
XML database) (see M, N in figure 2). Once the database is 
set up, the optimization tool is able to register the predefined 
input variables (e.g. joining locations, datum targets, tolerance 
range, etc.) (see O in figure 2) and it is possible to set a 
design of experiments. Thus, the required tolerance analysis 
calculations which have to be solved to create a response 
surface model are identified. Step by step the optimization 
tool now changes the input variables within their specified 
range. The changed data in the database is then used to 
formulate the simulation models. Therefore, an algorithm has 
been developed (see P in figure 2). This algorithm ensures 
the body-in-white simulation model build-up guidelines to be 
fulfilled (e.g. correct assembly operation adjustment for the 
deposed assembly graph, faultless linking of tolerance 
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information to specific body-in-white points, etc.). After 
solving the resulting simulation models (see Q in figure 2), 
the results are handed back to the optimization tool. Thus, the 
supporting points for creating the response surface model are 
known. 
Figure 2 General coupling approach 
4.2. Process integration 
For evaluation purposes, the general approach has been 
integrated into an automotive body-in-white product 
development process. A PDM/CAD environment is the data 
source (see M in figure 3). Today, the 3D-master method 
presented in Ref. [36] facilitates access to the required data 
for building tolerance simulation model. For example, the 
application programming interface NX-Open can be used to 
access data in the CAD-system Siemens NX. An XML 
database is created in this application example to store 
information, which is organized similar to the assembly graph 
(assembly nodes, single parts). Therein, the point information 
which is later on used for the simulation model setting is 
assigned to the single parts (jig and fixture information, 
joining location, datum target information, measurement 
points). Furthermore, the tolerance information is linked to 
these points (see N in figure 3). To create a variation analysis 
based on this database several user settings are necessary. For 
this purpose, a “Variation Analysis Tool” has been created 
(see O in figure 3). The project initialization phase requires in 
a first step some user input. Once done, the initial XML 
database is handed over towards the tool and the so called 
“start design” is solved by the tolerance simulation tool. In the 
project settings phase, a selection of the input design variables 
has to be done by the user. Additionally, the output response 
can be selected based on the initial tolerance simulation. 
Several DoE settings can be configured (sampling method, 
number of samples, etc.) as well as a definition of specific 
constraints. Once these settings are done, the sensitivity 
analysis project can be executed. In this application example, 
the software optiSLang is batch-called using Python scripts 
(see P in figure 3). The parametric system for the sensitivity 
analysis is created and the software itself starts to calculate 
the required designs for the DoE. Thus, the input variables 
(defined by the user) are changed in their predefined range 
(also user-defined). For each design the modified XML 
database is stored (see N in figure 3) and, in an additional 
step, handed over to the “Tool for automated CAT 
simulation” where the specific tolerance simulation model is 
created automatically (see Q in figure 3). In this application 
example, the XML based format provided by the 3DCS 
tolerance simulation software is used. Once all the simulation 
models for the DoE are created, they can be solved by the 
tolerance simulation software (see R in figure 3) and the 
results are handed back to the optimization tool. A calculation 
of the MOP is now possible. An additional “Tool for 
visualization of the results” has been created to display the 
sensitivity and tolerance analysis results (see S in figure 3). 
Figure 3 Process integration for the coupling approach 
The explained approach was further used for the evaluation 
of an example which is shown in the following subdivision. 
5. Evaluation 
5.1. Description of the Example 
In order to evaluate the approach a simple example 
consisting of three parts is considered (see figure 4).  
Figure 4 Example for evaluation of the coupling approach 
Thereby, the two grey parts are aligned in the assembly 
station using a 3-2-1 alignment. The blue part is then mounted 
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in between these two parts using an alignment in the Z and X 
directions onto the grey parts. Finally, the assembly station is 
used for the alignment in the Y direction. To describe the 
inaccuracy of the assembling process a tolerance in the 
assembly station is given (profile of a surface ±0.5). 
Furthermore, to simulate deviations caused by the stamping 
process the blue part carries a tolerance (profile of a surface 
±0.5). The assembly forms a gap where several quality 
features are located (gap and flushness measurement, tilt 
angle measurement). 
5.2. Setting for the tolerance analysis and the variation 
analysis 
To set up the system for a tolerance analysis a point based 
model is used. In case of the automotive body-in-white 
environment point based models are frequently used instead 
of the feature based models because the relevant engineering 
data mainly focuses on points (e.g. jig and fixture, joining 
locations, datum target points, measurement points, etc.). 
Furthermore, a point based assembling process of the parts 
seems legitimate if one considers that the interacting surface 
between parts is small in comparison to the shape of the 
whole part. The considered example is set to be statically 
determinate, using simple six-plane-moves. Simple linear 
tolerances are used to map the profile of a surface tolerance 
on the used points. Regarding the variation analysis, several 
settings have to be made. First of all, the input variables that 
will allow variation of their design values have to be selected. 
These are the parameters that will be optimized according to a 
later defined objective. In the example at hand, the three Z 
alignments of the centered (blue) part of figure 4 are the 
selected input variables. For each of these three alignments, 
the maximum allowed design value variations in both X and 
Y direction is ±4 mm (see cross-hatched area top of figure 5). 
The aim of selecting only three input variables is merely to 
keep the example simple and allow for an easy understanding 
of the resulting data and to ensure an adequate calibration of 
the model (e.g. settings for DoE, optimization algorithm, etc.). 
For the sensitivity analysis, the ALHS method with a number 
of samples of 1000 is used. The chosen regression method in 
this example is polynomial and classic mean least square. The 
standard deviations of each of the three measurements are 
stored as result variables. 
5.3. Results 
The results of the sensitivity analysis can be displayed in 
different ways. For instance, the main contributors for a 
deviation in each measurement can be derived. Table 2 shows 
a list of these main contributors sorted by the measurements. 
Table 2. Main contributors of the system 
                    Datum target direction of 
            influence 
Measurement 
Z3 (X) Z1 (Y), 
Z2 (Y), 
Z3 (Y) 
Z1 (X), 
Z2 (X) 
Flushness measurement 65% 62% - 
Gap measurement 21% 17% 81% 
Tilt angle measurement - 33% 147% 
To calculate the main contributors the fraction of variance 
of the single input variable is used (see formula 5.a): 
  ܵሺ ௜ܺሻ ൌ ͳ െ ௏ሺ௒ȁ௑೔ሻ௏ሺ௒ሻ   (5.a) 
where ܵሺ ௜ܺሻ is the single variable sensitivity, ܸሺܻȁ ௜ܺሻ the 
variance of the system without the single variable ௜ܺ  and 
ܸሺܻሻ the variance of the system using all design parameters. 
It is easy to detect that maximal two of the six design 
variables have strong influence on one of the measurements. 
If an optimization of the standard deviation of all the three 
measurements is now pursued, finding a solution might be 
complex because of the influence of parameters with one 
another. The sum of the percentages for one measurement is 
an indicator of this fact: if these values go above 100%, it is a 
sign that the parameters are interacting among themselves 
[13]. Thus, in order to find a Pareto optimal solution an 
optimization should be performed and, before this can be 
done, the MOP has to be calculated based on the supporting 
nodes of the DoE. To validate the optimization results a 
manual calculation of the best design was performed. Ref. [4] 
advises “[…] it is especially important to create a stable 
datum system. […] In the primary datum plane, this is 
achieved with datum targets positioned as far apart as 
possible. […] It is also important that all datum targets have 
the same direction of action, […]”. Thus the triangle area in 
between the three alignment points (Z1, Z2, Z3) is calculated. 
A comparison of the different triangle areas for initial design, 
Best Design after the optimization and theoretical Worst-Case 
design is given in table 3 in consideration of a maximal 
allowed movement of the datum target points of ±4 mm in X, 
Y direction. 
Table 3. Comparison Best design, Worst-Case design based on manual 
calculation of the triangle area 
Case Triangle area Standard deviation 
(Measurement Flush/Gap/Tilt) 
Initial design 301.98 mm² 0.168 / 0.13 / 0 
Best design 578.71 mm² 0.167 / 0.004 / 0 
Worst-Case design 85.91 mm² 0.178 / 0.05 / 0 
To find a Pareto optimal solution, an evolutionary 
algorithm is used. As explained earlier in this paper this 
algorithm might not find the global optimum but an 
improvement of the initial design is reached after few 
iterations. In this example the standard deviations of the 
measurements converges to zero already after 80 designs. 
Table 4 shows the results of the multi-objective optimization 
using different settings for the evolutionary algorithm. 
Table 4. Results of a multi-objective optimization using an evolutionary 
algorithm 
Case Triangle area Standard deviation 
(Measurement Flush/Gap/Tilt) 
Optimization (EA1) 565.8 mm² 0.167 / 0.0023 / 0.007 
Optimization (EA2) 405.93 mm² 0.167 / 0.0021 / 0.005 
It is easily extracted that an improvement of the initial 
design can be reached by enlarging the triangle area. This 
means that the magnitude of the standard deviation seems to 
be dependent to the triangle area. If now the mean value over 
all standard deviations is compared with the triangle areas, the 
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dependency can be analyzed in more detail. There is an upper 
bound for the mean value of the standard deviation with 
respect to the specific triangle area. What also can be seen is 
that there are solutions which have small triangle areas but 
lead to little standard deviations. This fact explains the results 
of table 4 using Optimization (EA2). The resulting solution for 
the Pareto optimization problem can finally be displayed in 
the evaluation example as shown in figure 5. 
Figure 5 Optimization results displayed in the application example 
6. Conclusion and scope of future work 
The approach described in this paper shows a method to 
interlink tolerance analysis, built out of product and 
production development data, to an optimization tool with a 
minimum of human interaction. With the help of this 
methodology it is possible to investigate a very large number 
of tolerance design concepts in a very short amount of time, 
as opposed to the manual preparation process of the tolerance 
simulation models, with which only a few concepts can be 
tested. Thus, a well-founded feedback to the design engineers 
can be given if, for example, geometrical changes 
(displacement of hole and slot or change in the flange size) 
are required. Moreover, the feasibility of the approach was 
proven with the help of a simple example. Future work 
involves including further design variables within the 
variation analysis. Thereby, joining locations, tolerances and 
jig and fixture positions, among others, shall be considered. 
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