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A transformation graph is a finite directed graph with exactly 
one edge issuing from each vertex. A graph is subdirectly decom- 
posed into two factor graphs, if it is isomorphic to a subgraph of their 
direct (Cartesian) product. The decomposition is A-optimal, if the 
maximM order (i.e., number of vertices) of the factor graphs is mini- 
mal. It is Bioptimal, if the sum of the orders is minimal. This paper 
describes techniques for obtaining optimal decompositions of a 
given connected transformation graph. To achieve this objective, 
computationally convenient expressions are introduced for the 
isomorphism classes of transition graphs, i.e., finite, directed graphs 
with at most one edge issuing from each vertex. Then, formulas are 
derived for computing the expression of the direct (Cartesian) 
product of given transition graphs. The decomposition techniques 
are based on these expressions and formulas. The results obtained 
are directly applicable to the synthesis of autonomous sequential 
networks by means of parallel-connected smaller networks. 
I. INTRODUCTION 
A transition graph (¥oel i  and Ginzburg, 1964) is a couple (~, r ) ,  
where ~ is a finite set of points (or vertices) and F is a partial trans- 
formation of Z, i.e., a single-valued mapping of its domain D(F )  g 
onto its image Im (F)  ~ Z. I f  F is a transformation of Z, i.e., D(F )  = Z, 
then (Z, F) is a transformation graph. Algebraically speaking, a trans- 
formation graph is a (finite) unary algebra (N[areia and Bryant,  1960) 
i.e., a finite algebraic system with a single unary operation. Similarly, 
transition graphs correspond to (finite) partial unary algebras. 
I n  the first part  of this paper (Sections I I - IV )  we introduce con- 
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Symposium on Switching and Automata Theory, Berkeley, California, October, 
1966. 
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venient canonical expressions for describing transition graphs (up to 
isomorphism). In the second part (Sections V-VII) we discuss the 
direct (Chrtesian) product of transition graphs, defned as usual (see 
Berge, 1958 and 0re, 1962). Thus, (~1, rl) X (Z2, r2) = (Z1 X ~2, r),  
where r is defined compoaentwise on D(r) = D(rl) X D(r2). We 
develop an easy cbmputational procedure for deriving the canonical 
expression for the direct product from those of the factor graphs. In the 
third part (Sections VII I -X) we apply these techniques to the sub- 
direct decomposition of flowers, i.e., connected transformation graphs 
(where "connected" refers to the corresponding nondirected graph). 
By subdirect decomposition of a graph (or abstract algebra) we mean, 
as usual, its representation as subsystem of a direct product. Two 
optimality criteria are considered. The subdirect decomposition of a 
transition graph into factor graphs G1 and G~ is A-optimal, if max (~G1, 
#G2) is minima], where ~G denotes the order (i.e., the number of points) 
of G. The decomposition is B-optimal, if #G~ + #G2 is minimal. In Sec- 
tion X we illustrate how (A- or B-). optimal decompositions of a 
given flower may be obtained. • 
Although OUr paper was prepared independently of those of Marica 
and Bryant (1960) and of Ivanova (1964), we use closely related con- 
cepts and methods. However, whereas the objectives of these authors 
were to prove certain uniqueness theorems (see below Section VI, 
Theorems 4, 5) our approach is essentially computational. The results 
obtained in this paper have evident applications to the synthesis of 
autonomous (single-input) sequential machines by parallel decomposi- 
tion techniques (see Yoeli 1961, 1963 and Griffiths, 1963). 
The present paper is a revised version of Yoeli and Ablow, 1965c, 
1965b. An extension of this work has appeared in Ablow et al., 1968. 
II. PRELIMINARIES 
In this section we set up our basic terminology and notations. Let 
G = (~, r)  be a transition graph. We shall denote the image of a point 
~ D(r), under r by zr  (rather than rz).  If z ~ D(r), the ordered 
pair (~, zr)  is an edge of G. Frequently, we shall identify r with the set 
of all edges of G. 
A source is a point in D ( r )  -- Im( r ) .  A sinl~ is a point in Im (F) -- 
D(r). An isolated point is a point in E , D(r ) -  Im (r) .  A cycle 
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FIG. 1. A transition graph 
sequence (no, ~1, " . .  , a,_l>, such that  a~_~F = a~ (i  = 1, . . .  , n -- 1) 
and o._ l r  = ~0 • 
A transition graph containing a cycle is cyclic, otherwise acyclic. 
A directed tree is an acyclie graph with a single sink and no isolated 
points. A forest is an acyclic graph without isolated points. A flower is a 
transformation graph (~, r )  which contains one cycle only. 
The transition graph of Fig. 1 contains two isolated points, ~1 and 
as, sources a~ (i = 1, 2, . - -  , 14), sinks ~ and ~2, the forest F with 
the two directed trees, T1, T2, and the flower L. 
I f  r and r '  are partial transformations of the set ~, their product 
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(composition) r l  4 is defined as follows: 
z l ( r r ' )  = z,  if zip o2 and z~r' = = z3 for some ~E ~.  
Clearly, FF' is again a partial transformation f Z. 
We set FF = 1 ~2, etc. 1 ~° is the identity mapping of the set of non- 
isolated points, D( r )  U Im ( r ) .  If (~, F) is a transition graph and 
2:' c ~, the point z E E is an rth order predecessor (r >- 0) of ~', if 
z r  r E :~'. If z E Z, we denote by zD -r the set of all rth order predecessors 
of ~, and by Pred (~) the set of all its predecessors. 
A transition graph G is connected if it either consists of a single isolated 
point or contains a point ~ such that every point of G is a predecessor f
~. One easily verifies that G is connected if and only if G is either a single 
isolated point or a directed tree or a flower. 
The height [T 1 of a directed tree T is the largest integer h, such that 
there are points ~ and z r  h in the tree T. Evidently, ~ is a source and 
~r h is the sink of the tree. The height ] F 1 of a forest F is the height of 
its highest ree. 
Two transition graphs G = (~, F) and G' = (~', r') are isomorphic, 
if there exists a one-to-one mapping z -~ of ~ onto such that 
(~1, ~) E r ~ (~1', ~2') E r ' .  
The isomorphism class of G will be denoted by G. Operations defined on 
graphs will be assumed to apply also to their isomorphism classes in the 
usual way. 
G' = (Z', r ' )  is the restriction of G -- (~, 1 ~) to ~', if ~' ___ ~ and 
r '  = r FI (z '  X z ') .  If G~ = (z i ,  r l)  and G2 = (~2, r~) are disjoint 
graphs, i.e., Z~ N ~2 --- ~b, we define their sum as 
G1 + G~ = (~ U ~,  r l  U r~). 
Every graph G is known to be the sum of connected graphs G = Z~G~. 
These components Gi are uniquely determined by G. Thus every forest is 
the sum of directed trees, and every transition graph without isolated 
points is the sum of flowers and a forest. 
III. CANONICAL  EXPRESS IONS FOR FORESTS 
Let T be a directed tree of height 1 with k ->_ 1 edges. We call T a 
/c-fan and set T = h. If F is a forest with no more than k sinks, we define 
the star connection between the k-fan k and F as k • F -- G, where G is 
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any graph obtained by identifying the sinks of F with distinct sources 
of a representative of k disjoint from F. 
In Fig. 1, one sees that T1 = 3 • T~. 
THEORE~ 1. I f  F is a forest, F can be obtained from a finite collection of 
fans by means of the operations -~ and ,. 
Proof. F is the sum of directed trees. The theorem therefore needs 
only be proven for trees. We do this by induction on the height. If T is 
a tree of height 1, T is a fan. Assuming the theorem is true for trees of 
heights less than h(h > 1), we show that it holds for trees of height h. 
For any tree T = (Z, P) of height h consider the restriction of T to 
Z - { ~0}, where ~ is the sink of T. Let T' be this restriction with isolated 
points omitted. Then T' = TI' + . . .  + Tin', m > 1, where the Ti t are 
directed trees each with height less than h. Let k be the number of 
first-order predecessors of {~}. Then k => m and T = k • (T1 t -~ - . .  + 
Tin'). Applying the induction hypothesis to the T /  (i = 1, . . .  , m) 
proves the theorem. 
The expression of F by means of fans and the two operations, according 
to Theorem 1, is unique except for the order of the summations and is 
called the canonical expression of F. Thus, for example, the forest in 
Fig. 1 is expressed by 
F = T~ + T2 = (3 . (1 . (2 . (1  + 2)) ) )  + (1 . (2 , (1  + 2))) .  
Such expressions are simplified by the notational convention that the 
star operator is a stronger connective than the sum operator. We note 
further that k l *k2*k3* . . . *k~ can only be read as k l , (k2 .  
(k3 * ( ." • * (]c~) . - .  ) ) ). We have for the above forest 
F = 3 ,1 ,2 ,  (1 + 2) + 1 ,2 ,  (1 + 2). 
IV. CANONICAL EXPRESSIONS FOR FLOWERS 
LetL  = (~, F) beaf lower  and C its cycle of length n => 1. Let 
G ~ -- (~, 1 ~') be the transition graph obtained from L by removing all 
cycle edges (i.e., F' = g -- C~). Clearly, G L will consist of n components. 
If 0 C C, let RL(8) be the component of G L containing 0. GL(0) is either 
a directed tree or an isolated point. The sequence (RL(0), R~(er), . . . ,  
R~(0F~-~)> completely determines L. However, for computational pur- 
poses, as will become vident in the sequel, it is preferable to associate 
with L the expression 
L(O)= (r~(e), T~(er), . , -  , T~(Or~-i)} 




FIG. 2. I l lustrat ion of forest products 
where TL(6~) is derived from RL(O~) as follows: 
If RL(0~) is an isolated point, then TL(0~) = 1. 
If RL(8~) = k .F ,  then T~(O~) = (k -~ l ) ,F .  
Two expression (T1, T2, . . -  , T~) and (TI', T2', -. • , T'~,) are considered 
equivalent, if and only if n = n I, and one can be obtained from the other 
by a cyclic shift. One easily verifies that two flowers are isomorphic if 
and only if they have equivalent expressions. Any of these equivalent 
expressions i a canonical expression for L. 
If G is a cyclic graph and 0 a cycle point of G, let L be the component 
of G contai~fing 8. Clearly, L is a flower, and, we set T°(O) = T~(O), 
V. FOREST PRODUCTS 
The direct product of two graphs G1 = (Z1, F1) and G2 = (~,  r2) has 
been defined in Section I as the graph G~ X G2 = (Z, F) where Z = 
E~ X Z~ and (~1, ~) r  = (~',  ~2') if ~r~ = ~1' and ~2F2 = ~2'. If either 
~1 or ~2 is a sink, then (~1, ¢~) is either a sink or an isolated point. 
Similarly, if ~1 or ¢~ is a source, then (~1, ~2) is either a source or an 
isolated point. I t  follows that if ~ and ~ are a source and a sink, then 
(~,  ~,) is an isolated point. 
The reduced direct product of two graphs, G~ and G2, is their direct 
product with isolated points omitted and is denoted by G1 R G~. If 
k~ and k~ are fans, one sees that k~ ~ k~ = k~k~, a k~k~-fan. 
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If G1, G2, and G~ are graphs with G1 and G2 disjoint, then clearly 
G1 X Ga and G~ X Ga are disjoint, (G1 + G2) X G~ -- GI X 68 -]- G2 X G~, 
and (G1 -~- G2) >~ G~ ---- G1 ~< G~ + G2 X Ga. 
The null graph is (¢, ¢) and is denoted by 0. We have 
0 X0  = 0 XG= GX0 = 0 for any graph G. 
Let F be a forest and e the set of its sinl£s. Let Z~ be the set of all 
predecessors of e of order r or greater. The restriction of F to Z, with 
isolated points omitted is denoted by F ('). Thus F (°) = F and F (lrt) = 0. 
If F~ and F2 are forests and el and e2 the sets of their respective sinks, 
then the diagonal product of F1 and F2, F1 a F2, is defined to be the 
restriction of F~ × F2 to the set of all predecessors ofel X P~. 
In Fig. 2, one sees that 
F1=2+1.2 ,  F~ ~) =2,  F~ 2) =0,  
F2 = 1+ 1 .2 ,  F2 (~) = 2, F2 (2) = 0, 
F~ )~ F2 = 1 + 2 + 2 + 2 + 2 + 2+ 4 + 1 .4 ,  
F1 J  F2 = 1 -t- 2 + 2 + 1 .4 ,  
F1 (1) A F2 = 2+2,  
and 
Thus 
F1 A F (1) ---- 9. + 4. 
F~ X F2 = F~A F2-5 F~ ~) A F2-}- F~A F~ ~) 
which is an instance of the following Theorem 2. 
THEOREM 2. I f  F1 and F~ are forests, then 
IF1]--1 Ig21--1 
FI ~ F~ = F1A F2 + ~_, F(~') A F2 + ~,  F1AF~ (') (1) 
r=l r=l 
Proof. From the definition of the diagonal product each term on the 
right in the above equation is a forest each tree of which is the set of all 
predecessors of a sink in Fs × F2. It is therefore only necessary to show 
that each sink of F1 )~ F~ are the pairings of the sinks of F~ with points 
other than sources in F2 and the sinks of F2 paired with points other than 
sources in F1. 
Denoting the sinks of a forest F by 9(F), one sees that each point of 
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F, not a source, is contained in just one of ~t (F), ft ( F a) ), . . -  , ~ (F ('F'-~)). 
The terms on the right side of (1) do therefore contain each sink of 
F1 ~ F2 once and only once. 
Given the canonical expression of a forest F, the expression for 
F (r), r -> 1, is easily computed by successive applications of the following 
rules: 
(i) (k) (r) = 0 r >_- 1 
(ii) (k ,  F) (r) = (F) (~-1) r > 1 
(iii) (FI + F2) (r) = F~ r) + F~ ~) 
Similarly, the canonical expression for the diagonal product of forests 
can be computed by means of the following rules, where the F's denote 
either forests or the null graph. 
(iv) F IAF2= F~AF~ 
(v) (F1 -t- F2) /% F3 = F~ A F~ -f- F~/% F3 
(vi) (k~ • F~) A (k2 • F~) = k~k,~ • (F~ A F~) 
(vii) F AO = 0 
(viii) k ,0  = k 
It  follows that Theorem 2provides a computational method of ewluating 
Fa )~ F=, if F1 and F2 are give~ (by their canonical expressions). 
VI. FLOWER PRODUCTS 
Let L be a flower and C its cycle. For every point 0 on C, and every 
positive integer m, we define the expression TL(0; m) as follows: 
TL(0;1) = k ,F  
TL(o; m + 1) = k • [F + TL(O; m)] 
where k ,  F = TL(O) and t) is the immediate predecessor of 0 on C. 
These expressions play an essential role in obtaining the canonicM 
expression for a product of flowers. They are closely related to the 
"unraveled algebras" defined in Marica and Bryant (1960). 
If L(  O) = <k~ • F,~ , k,~_l * F,,_I , . . . ,  k~ • F1), so that TL( oF ~) = k,~_~ 




FzG. 3. Illustration for Tr'(0; m). (a) Flower L; (b) Tree TL(0; 5) 
• F~_~, then the inductive definition above implies that 
TL(O;u) = k,,.[F~ + kl.[F1-+- . . .  -~ k~ . I F ,  Jr kl 
• IF1 + . . .  ]1 . . .  ]] 
so that m of the ks and m of the F, appear. 
Figure 3 exhibits a flower L and a corresponding tree TL(O; m). 
T~IEO~EM 3. Let L1 and L2 be flowers. Let 01 and 02 be points on the cycles 
of L1 and L2 , respectively. Then 0 =- ( 01, 02) is a cycle point of G = L1 X L~ 
and 
TG(o) -- kzk2 * [FI A F~ + FI A TL2(02 ;I F~ I) 
+ F~ A rL~(~ ;I F2 f)] 
where ks * F~ = TLi(0i); 0~ is the first-order predecessor f O~ on the cycle 
of L, ( i  = 1, 2 ) .  
Proof. Let L~ = (E~, F~), with cycle C~, i = 1, 2, and let, G = (Z, T). 
If n is a common multiple of the lengths of C~ and C~, then clearly 
0F" = 0. Thus 0 is a cycle point of G. Every point ¢ in Ta(O) is of the 
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kl k2 [-i ~ [-2 
FIG. 4. I l lustration of flower products 
form ~ = (~1, ¢2) where ~1 and ~2 are predecessors of 01 and 02, respec- 
tively, of the same order r. There will be klk2 first-order predecessors of
0 in T°(O). 
Predecessors a = (al,  a2) of 0 in Ta(O) of order higher than 1, are of 
the following types: 
Type 1. ~F~ -1 # Ol ; i = 1, 2. 
Type 2. ~lr~ -1 # 01 ; g~r~ -1 = 02. 
Type 3. a2F~ -1 # ~2 ; O-lr~ - I  = 61 .  
(Points z for which aiI~ -1 = 0k, i = 1, 2, are predecessors of O, but do 
not belong to Ta(O).) 
One easily verifies that these 3 types correspond to the 3 terms in the 
formula so that the theorem is proved 
If L1 and L2 are flowers with cycles of lengths nl and n2, then G = 
Lt X L2 consists of m flowers each with its cycle of length n, where m and 
n are the greatest common divisor and least common multiple of nl and 
n2, respectively (see McAndrew, 1963). If L~(Oi) = (TL~(0i), TL~(0~Fi), 
-.- ), i = 1, 2, then the flower L of G containing the point 0 = (01,02) 
is given by the expression 
n(o)  = <TG(0), rG(er) ,  . . .  > 
Thus, given the canonical expressions of two flowers, we now have 
available a computational procedure for deriving the canonical expres- 
sion of their product. 
An example of a produc~ of flowers is given by Griffiths (1963), 
Fig. 11, which is reproduced in Fig. 4. Using our notation, and Theorem 
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3, we have: 
EXAMPLE 1. 
(2,1> >~(1,2> = (2 ,2 ,4 ,1> 
A more interesting example is furnished by the following flower with 
cycle of length one which is found to be the product of two different 
pairs of flowers. 
EXAMPLE 2. 
(24 . (1+1- t -2 - [ -2+3+4+4+6- t -8+8- t -12)> 
= <3 • (i + i)> >~ <s • (i + s + 4)) 
= <4,1> 2 <6,(1 + i + 2 + 9. + 3)>. 
However, the following uniqueness theorems are proven in 1V[arica 
and Bryant (1960) and Ivanova (1964). The Li denote flowers and L ~ 
is the nth Cartesian power of L. 
THEOREM 4 (Marica and Bryant). 
L1 X L~ = L2 X L3 implies L1 --= L2. 
THEOREM 5 (Ivanova). 
L1 ~ = L2 ~ implies L1 = L~, n >= 2. 
Theorem 5, for n = 2, is due to l~¢Iarica nd Bryant (1960). 
VII. GENERAL PRODUCTS 
In previous ections we discussed the multiplication of forests and the 
multiplication of flowers. A general transition graph without isolated 
points is the sum of directed trees and flowers. Therefore, in order to 
multiply arbitrary transition graphs, one still needs to know how to 
multiply a directed tree with a flower. This is given in the following: 
THEOREM 6. Let L be a flower with cycle C, and T a directed tree. 
Then 
r ~ L = ~2 T A r~(0; I T 1) + ~ T A [r~(0)] or) 
OEC OEC 
r>=l 
Proof. A point ~ = (o.~, o-2) of the product graph cannot be a cycle 
point, since this would require both o-1 and o-2 to be eyele points. Thus, 
the product is a forest. The sinks ~ of this forest are of two types: 
Type 1. ~ -- (~1,03) 
Type 2. ~ = (~1, ~2) 
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where ~1 is the sink of T, 02 is an arbitrary cycle point on C, and o2 is 
any point in L, which is neither a cycle point nor a source. 
Trees with sinks of Type 1 are represented by terms ia the first sum 
and trees with sinks of Type 2 by those in the second sum. 
An illustration of Theorem 6 is the following product of a tree and a 
flower: 
EXAMPLE 3. 
(3 , (2+4) ,2 ,5 )  ~2,1 ,2 ,1  
= 6 ,  (2 + 4 + 5 ,4 ,3 )  + 4 ,3 ,  (4 + 8 + 10 ,2)  
+10,2 ,6 , (2+4+5)  +4+8 
VII I .  SUBDIRECT DECOMPOSITIONS 
Let G = (Z, 1~) and G' = (Z', F') be transition graphs. G' is a sub- 
graph of G if ~' _ Z and F' _ F. If G' is isomorphic to a subgraph of 
G' G, we write G' < G, as well as =< G. If 
G < G1 X G2 (2) 
we call (2) a subdirect decomposition of G into G1 and G2. The decom- 
position (2) is reduced, if or~e cannot replace G1 or G2 (or both) by transi- 
tion graphs having fewer points. 
In the sequel we are concerned with computational methods for ob- 
taining reduced ecompositions of flowers. Such decompositions are not 
unique (of. Section VI, Example 2). Thus, various optimality criteria 
may be imposed. In this paper we discuss the following two: 
Optimality Criterion A. (2) is A-optimal, if max (#G1, #G~) is 
minimal. 
Optimality Criterion B. (2) is B-optimal, if #G1 + #G2 is minimal. 
To describe our decomposition techniques, we need some additional 
notation. Let G = (~, F) be a transition graph. The restriction of G 
to Ira(P), with isolated points omitted, will be denoted by G/1. Als0, 
we set G/r + 1 = (G/r)/1, r -__ 1, and G/r= G/r. One easily verifies 
the following. 
THEOREM 7. 
(i) (G1 + G2)/r = Gi/r + G~/r 
(ii) (G~ ~( G2)/r = G~/r ~( G~/r 
(iii) G~ < G2 implies G1/r <= G2/r 
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THEOREM 8. I f  t l l  ~( H2 >= G/l ,  then there exist transition graphs, G1, 
G2 , such that GI/1 = H1, G:/1 = H~ , and G1 ~ G~ > G. 
By Theorem 7, (2) implies 
G/r <= G1/r ~( G2/r (3) 
for any r >_- 1. However, if (2) is reduced, (3) is not necessarily a reduced 
decomposition of G/r (cf. Section X, Example 5). On the other hand, 
one easily sees that, if (2) isreduced, then #G~/r <= #G/r, i = 1, 2, r >= 1. 
We now list the rules which, together with Theorem 7, (i), enable one 
to compute G/1 from the canonical expression for G (the k's, T's, F's, 
and L's denote fans, directed trees, forests and flowers, respectively) : 
(i) hi1 = 0 
(ii) [k . (T1  + . . . - t -  Tin)]/1 = m,  (T1/1 + . . .  + Tin~l) 
(iii) Let L = (T1, . . - ,  T.) and 
Ti/1 = m~.  F~, 1 <- i <- n 
ThenL/1 = ((ml + 1) • F1, - . .  , (m~ + 1) • F~). 
Ix. REDUCED SUBDIRECT DECOMPOSITIONS OF FLOWERS 
If G in (2) is a flower, and (2) is reduced, then G1 and G~ must also be 
flowers. Moreover, we have: 
TH~o~ 9. I f  L is a flower and L <= L1 ~( I~ is a reduced subdirect 
decomposition of L, then LI ~( L~ consists of a single flower. 
In the proof of this theorem, we shall make use of the following notion 
of "flower shrinking": 
Let L = (~, r )  be a flower with cycle C of length n, 0 a point on C, 
and m a divisor of n. We define an equivalence r lation E on C as follows: 
or  ~ ~ 0r J (E )  ~ i - j (rood m). 
E is clearly a congruence, i.e., 0~ ------ 02(E) ~ 0~F ---- 0~r(E). Let L' be 
the flower obtained from L by identifying all cycle points which are 
E-equivalent. We shall say that L' has been obtained from L by shrink- 
ing its n-cycle into an m-cycle. 
Proof of Theorem 9. Let L N L1 )~ L~ be an arbitrary subdirect decom- 
position of L. Let n, nt ,  n~ be the cycle lengths of L, L1, L~, respectively, 
and denote by (nl,  n~) the greatest common divisor of nl and n2. We 
shall show that for a reduced ecomposition, we must have (n~, n2) = 
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1; i.e., L~ ~( L2 consists of a single flower. Indeed, for any value of (nl ,  
n2) there exist positive integers ml, m2 such that m~m2 = (nl ,  n2) and 
(kl, k2) = 1, whereki = nl/m~ (i = 1, 2). Let Li' (i = 1, 2) be the 
flower obtained from L~ by shrinking its n~-eyele into a k~-eyele. One 
easily verifies that L <_ LI' ~( L2' . Now, #Li' <= #L~ , (i = 1, 2). Hence, 
if L _-__ L~ ~( L2 is reduced, then kl = ni (i = 1, 2), i.e., (nl ,  n2) = 1. 
X. DECOMPOSIT ION TECHNIQUES 
We shall illustrate our decomposition techniques by means of suitable 
examples. 
EXAMPLE 4. We wish to find an A-optimal subdireet decomposition 
of the following 1-flower (i.e., flower with cycle length 1) : 
L = (6 , [7+10+4, (2+2)1}  
If L ___ L~ ;~ L~, where the L~ are flowers, then they must be 1-flowers. 
Applying the rules (i)-(iii) of Section VIII, we have L/1 = (4 • 2). 
Now, L _-< L1 )~ L2 implies 15/1 <-_ L1/1 "~ L2/1. 
An evident subdireet decomposition f L/1 is L/1 = <4 • 2} --- <2 • 1) 
X (2}. Hence (el. Theorem 8) we set (tentatively) L1/1 = <2 * 1) and 
L~/1 = (2}. Inverting rules (i)-(iii) of Section VIII, we obtain L1 = 
(x~ • x2 * x3), L2 = (yl * y~>, where x~, x2, x~, yl,  y2 are positive integers 
to be determined. By Theorem 3 we obtain: 
= (x ly l  * [Xly2 * x~y~ * x2yl * (x3yl  -l- x3y~)]) 
Thus the x~'s and y~'s must satisfy the inequalities xiyj <= a~i, where 
[] a~j ]1 is either one of the following two matrices: 
6 7 6 !0!  
A1 = 4 10 A2 = 4 ~ I] 
22 22  Ii 
We also have the constraints x~ _-> 2 and y~ > 2, since otherwise the 
above expressions for LI and L2 would have no meaning, iVforeover, the 
optimality criterion A corresponds to the minimization of the objective 
function z = max (Zx~, 2y~). 
By elementary methods one easily verifies that A2 is preferable. The 
corresponding solution becomes x~ = 3, x~ = 2, x~ = 1, y~ = 2, y2 = 4, 
yielding the decomposition 
L -<_ (3 ,2 ,1 )  ~( <2,4} (4) 
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SinceL =< L1 >~/aalwaysimplies (#L1)" (#L~) => #L = 31, itiselear that 
(4) is A-optimal. 
EXAMPLE 5. Find a B-optimal decomposition of the 1-flower L = 
<15 • (10 + 10 + 2)>. We have L/1 = (4) = <2) X <2}. Similarly as in 
Example 4, we set (tentatively) L1/1 = L2/1 = <2}. Thus L1 = (xl * x~>, 
L2 = (Yl * Y2) and 
L1 X L2 = (x ly  I * (xly2 -~- x~y, + x2y2) 
We are thus led to the following quadratic integer programming problem. 
PROBLnM. Find integers x3 _-> 2, x2 _-_ 1, Yl >_- 2, y2 _-_ 1, such that 
xlyl >= 15, xly~ > 10, and either x2yl >= 10, x2y~ >= 2, or alternatively 
x~yl >= 2, xsy2 >= 10. The objective function z = x~ + x.~ + yl + y~ is 
to be minimized. 
Such quadratic integer programming problems are discussed in detail 
in Yoeli and Ablow (1965a). In our ease one easily verifies that the mini- 
mal value of z is 14. A corresponding solution is e.g., x~ = yt --- 4, 
x2 = y~ = 3. However, since #L = 37 only implies that #L1 + #L~ --- 13, 
we do not know yet whether this solution is indeed B-optimal or not. 
Next, we consider the decomposition 
L/1 <= (2) × (3) (5) 
Proceeding similarly as before, we obtain e.g., the following subdirect 
decomposition ofL: 
L-< (5 ,1 )  X (3 , (2+2) )  (6) 
Since (6) satisfies the condition #L1 + #L~ = 13, (6) is B-optimal. 
Clearly, the decomposition (6) of L is reduced, whereas the "induced" 
decomposition (5) of L/1 is not. 
xI.  CONCLUSIONS 
The main purpose of this paper was to establish a computatiollally 
convenient echnique to represent ransformation graphs and their 
direct products, and to demonstrate its applicability to the problem of 
subdirectiy decomposing a given transformation graph. This has been 
done for two different optimality criteria, and the relationship between 
these decomposition problems and corresponding quadratic illteger 
programming problems has been established. At present he computa- 
tional methods developed are best suited to yield a near-optimal solution. 
The determination of all optimal solutions will still require a consider- 
able search effort. 
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A transformation graph is irreducible if it has only trivial subdirect 
decompositions. Irreducible transformation graphs have been completely 
characterized in Yoeli (1967a, b). The computational procedures of this 
paper are also applicable to the decomposition f a give transformation 
graph into irreducible factors, as illustrated in Yoeli (1967b), p. 8. 
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