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Abstract
Asymptotics of determinants for finite sections of operators with almost periodic
diagonals
by
Zheng Zhou
Let A = (aj,k)∞j,k=−∞ be a bounded linear operator on l2(Z) whose diagonals
Dn(A) = (aj,j+n)∞j=−∞ ∈ l∞(Z) are almost periodic sequences. For certain classes
of such operators and under certain conditions, we are going to determine the
asymptotics of the determinants detAn1,n2 of the finite sectionsAn1,n2 = (aj,k)n2−1j,k=n1
as their size n2 − n1 tends to infinity. Examples of such operators include block
Toeplitz operators and the almost Mathieu operator.
Keywords: Szegö-Widom limit theorem, Toeplitz operator, almost Mathieu op-
erator, determinants of finite sections
iv
Chapter 1
Introduction
1.1 Background
Asymptotics of determinants of finite sections. For a symbol a ∈ L∞(T),
T = {t ∈ C : |t| = 1} being the unit circle, the n×n Toeplitz matrices are defined
by
Tn(a) = (aj−k), 0 ≤ j, k ≤ n− 1, (1.1.1)
where ak stands for the k-th Fourier coefficients of a,
ak =
1
2pi
∫ 2pi
0
a(eix)e−ikxdx, k ∈ Z.
Under certain assumption on the symbol a, the strong Szegö-Widom limit theorem
[30, 31] states that
lim
n→∞
detTn(a)
G[a]n = E[a],
where G[a] and E[a] are explicitly defined non-zero constants.
The Toeplitz matrices Tn(a) can be viewed as the finite sections of Laurent
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operators L(a), i.e., as the compressions
Tn(a) = PnL(a)Pn|imPn ,
where the Laurent operators
L(a) = (aj−k), j, k ∈ Z, (1.1.2)
are acting on l2(Z), and Pn are the finite section projections
Pn : {xk}k∈Z 7→ {yk}k∈Z, yk =

xk if 0 ≤ k < n
0 if k < 0 or k ≥ n.
Note that Laurent operators are constant on each diagonal, that means they are
shift-invariant in the sense that U−nL(a)Un = L(a) for all n ∈ Z, where Un = L(tn)
are the shift operators
Un : {xk}k∈Z 7→ {xk−n}k∈Z (1.1.3)
acting on l2(Z).
For n1, n2 ∈ Z such that n2 > n1 let us define more general finite section
projections
Pn1,n2 : {xk}k∈Z 7→ {yk}k∈Z, yk =

xk if n1 ≤ k < n2
0 if k < n1 or k ≥ n2
(1.1.4)
thought of as operators acting on l2(Z). The goal of the paper is to describe the
asymptotic behavior of the determinants
detPn1,n2APn1,n2
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as the size n2 − n1 of the finite sections tends to ∞, where A is a bounded linear
operator on l2(Z) with almost periodic diagonals which has to satisfy various
conditions. As usual, the finite sections Pn1,n2APn1,n2 therein are identified with
matrices of order n2−n1. Notice, however, that even in the case of band operators
with periodic diagonals (see the comments on Theorem 1.1.1 below) one cannot
expect an asymptotic behavior of the kind
lim
n2−n1→∞
detPn1,n2APn1,n2
Gn2−n1
= E. (1.1.5)
In fact, in order for a limit to exist one has to consider appropriate sequences
of integers h1 = {h1(n)}n≥0 and h2 = {h2(n)}n≥0 (which will be called fractal
sequences in this paper) such that h(n) := h2(n) − h1(n) > 0 and h(n) → ∞ as
n→∞. Then, under the appropriate assumptions on A, one of our main results
(referred to as the fractal version of the limit theorem) states that
lim
n→∞
detPh1(n),h2(n)APh1(n),h2(n)
Gh(n)
= Eh1,h2 , (1.1.6)
where G is a nonzero constant only depending on A and Eh1,h2 is a constant
depending on A and the sequences h1 and h2. This generalizes the results of [14],
where the case of h1(n) = 0 and very particular fractal sequences h(n) = h2(n)
(therein referred to as distinguished sequences) was considered.
The notion of fractal sequences is general enough to allow a “complete” un-
derstanding of the determinant asymptotics in the following sense. Namely, as
another main result (referred to as the uniform version of the limit theorem) we
will establish that
lim
n2−n1→∞
(
detPn1,n2APn1,n2
Gn2−n1
− E[n1, n2]
)
= 0 (1.1.7)
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under appropriate conditions on A. To make this a non-trivial statement, it is also
established that E[n1, n2] = ΘA,1(τn1)ΘA,2(τn2) with explicitly defined elements τn
of a compact Hausdorff space and continuous complex-valued functions ΘA,1 and
ΘA,2. The limit (1.1.7), being of the form lim
n2−n1→∞
σn1,n2 = 0, is understood in
the usual way, i.e., meaning that for each  > 0 there exists k ∈ N such that
|σn1,n2| <  whenever n1, n2 ∈ Z and n2 − n1 > k.
Let us now introduce the notions of almost periodic sequences and band dom-
inated operators with almost periodic diagonals, the latter being the class of
operators A for which the limits (1.1.6) and (1.1.7) will be established.
Almost periodic sequences. Denote by AP (Z) the set of almost periodic
sequences consisting of all a = {a(k)}k∈Z ∈ l∞(Z) for which the set
{Una : n ∈ Z}
is relatively compact in the norm topology of l∞(Z). Here
Un : a ∈ l∞(Z) 7→ b ∈ l∞(Z), b(k) := a(k − n) (1.1.8)
is the shift operator acting (isometrically) on l∞(Z). Despite the difference of the
underlying spaces in (1.1.3) and (1.1.8), we will use the same symbol for brevity.
There is an equivalent definition of AP (Z) as the closure in l∞(Z) of the set of all
finite linear combinations of sequences eξ ∈ l∞(Z), where
eξ(k) = e2piikξ, k ∈ Z, ξ ∈ R. (1.1.9)
Note that eξ depends on ξ ∈ R only modulo Z. Therefore, it is more appropriate to
think of ξ as an element in R/Z, the additive group arising from R by identifying
4
two numbers whose difference is an integer.
For each a = {a(k)}k∈Z ∈ AP (Z), its mean M(a) is well-defined by the limit
M(a) = lim
n→∞
1
n
n−1∑
k=0
a(k). (1.1.10)
The Fourier coefficients of a sequence a ∈ AP (Z) are defined by
aξ = M(ae−ξ), ξ ∈ R/Z. (1.1.11)
It is known that the set of all ξ for which aξ 6= 0 is at most countable for each
a ∈ AP (Z). This set is called the Fourier spectrum of a. The theory of almost
periodic sequences is similar to the theory of almost periodic functions on R. For
details and basic information we refer to [8].
Band-dominated operators with almost periodic diagonals. We define
the classOAP of operators with almost periodic diagonals as the set of all bounded
linear operators A on l2(Z) whose n-th diagonal a(n) belongs to AP (Z) for each
n ∈ Z. In other words,
a(n) = Dn(A) := D(AU−n) ∈ AP (Z), (1.1.12)
where D(A) ∈ l∞(Z) stands for the main diagonal of a bounded linear operator
A on l2(Z). While a Laurent operator can be written as
L(a) =
∑
n∈Z
a(n)Un
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where a(n) ∈ C are constants, an operator A ∈ OAP can be formally written as
A =
∑
n∈Z
(a(n)I)Un (1.1.13)
where a(n) = Dn(A) ∈ AP (Z) is the sequence representing the n-th diagonal of A
and aI stands for the multiplication operator generated by a = {a(k)}k∈Z ∈ l∞(Z),
i.e.,
aI : {xk}k∈Z ∈ l2(Z) 7→ {a(k)xk}k∈Z ∈ l2(Z). (1.1.14)
A subclass of OAP is the collection of band-dominated operators with almost
periodic diagonals, the notion of which is used rather loosely. One can define
it as the closure of the set of all band operators with almost periodic diagonals
with respect to some appropriate norm. Band operators are operators of the form
(1.1.13) with the sum being finite. For more on the theory of band-dominated
operators, see [19, 20, 21, 24].
The strong Szegö-Widom limit theorem. The class AP (Z) includes pe-
riodic sequences as a special case. Indeed, the sequence eξ is periodic if and only
if ξ ∈ Q/Z. An operator acting on l2(Z) whose diagonals are periodic sequences
with period N can be identified with a block Laurent operator, which is defined by
(1.1.2) with a being an N ×N matrix-valued function whose Fourier coefficients
an are N ×N matrices.
The classical strong Szegö-Widom limit theorem [31] describes the asymptotics
of the determinants of the finite sections Pn1,n2L(a)Pn1,n2 of block Laurent opera-
tors in the case when n1 = 0 and n2 = nN as n→∞. Let us recall this result for
generating functions in BN×N , where B = W ∩ F`2,21/2,1/2 is the Banach algebra of
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all a ∈ L∞(T) for which
‖a‖B :=
∞∑
n=−∞
|an|+
( ∞∑
n=−∞
|n| · |an|2
)1/2
<∞.
Further information and different versions of this limit theorem for various classes
of functions can be found in [5, 6, 11, 24, 29] and in the references given there.
Theorem 1.1.1 (Szegö-Widom limit theorem). For a ∈ BN×N assume that
det a(t) 6= 0 for all t ∈ T and that det a(t) has winding number zero. Then
lim
n→∞
detP0,nNL(a)P0,nN
G[a]n = E[a], (1.1.15)
where G[a] = exp
(
1
2pi
2pi∫
0
log det a(eix) dx
)
and E[a] = detT (a)T (a−1).
Therein T (a) = (aj−k)∞j,k=0 is the block Toeplitz operator thought of as acting
on l2(Z+). The constant E[a] is given in terms of a well-defined operator deter-
minant. In the scalar case (N = 1) the constant E[a] admits a more explicit
expression and is always nonzero. In general (N ≥ 2), the constant E[a] can
happen to be zero and explicit expressions are known only in very special cases
(e.g., if a or a−1 are trigonometric matrix polynomials).
The classical Szegö-Widom limit theorem can be used to determine the asymp-
totics of detPn1,n2L(a)Pn1,n2 when the block size fits the size of the finite sections,
i.e., when N divides n2 − n1. Indeed, for fixed k ∈ {0, . . . , N − 1} the identity
detPk,k+nNL(a)Pk,k+nN = detP0,nNL(a[k])P0,nN
holds, where a[k] are slightly modified symbols determined by U−kL(a)Uk = L(a[k]).
These symbols yield the same constant G but in general different values for E.
This observation corroborates the statement made above that one cannot expect
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an asymptotics of the kind (1.1.5), and gives an indication of the notion of fractal
sequences in this case.
In Subsection 4.1.3, as a consequence to our main results, we will obtain a
limit theorem for the determinants detPn1,n2L(a)Pn1,n2 where the condition that
N divides n2 − n1 is removed.
The almost Mathieu operators. The other most prominent example of
operators to which the main results can be applied (under certain conditions) is
the almost Mathieu operator defined on l2(Z),
Ma = U1 + aI + U−1, (1.1.16)
where a ∈ AP (Z) is given by a(n) = β cos 2pi(ξn + δ), and β, ξ, and δ are
certain (real) constants. The interesting case is when ξ is irrational. Then the
spectrum of the almost Mathieu operator is a Cantor-like set. This was an open
conjecture attracting quite some attention before it was finally proved by Avila
and Jitomirskaya [1]. For more on the history and on general information about
the almost Mathieu operators see [1, 3] and the references therein.
One can ask the question for which values of ξ, β, δ, and λ, it is possible to
apply our results to A = Ma−λI and obtain a corresponding asymptotics (1.1.6)
and (1.1.7). One restriction is that ξ is not a Liouville number, another one is
that A is invertible on l2(Z). These restrictions can probably not be relaxed very
much. If a conjecture raised in Subsection 4.2.1 turns out to be true, then these
are the only restrictions (assuming Ma to be self-adjoint).
Regardless of whether the conjecture is true, we can still say that for non-
Liouville numbers ξ, our results can be applied to A = Ma − λI whenever |λ| is
sufficiently large. For details see again Subsection 4.2.1.
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1.2 About the paper
The notion of fractal sequences. In Sections 2.1 and 2.2 we will introduce
the notion of a fractal sequence. It is an integer sequence h : Z+ → Z, i.e., h =
{h(n)}n≥0, characterized by a property that guarantees the existence of certain
limits in various settings. More precisely, we will encounter
(i) fractal sequences for an additive subgroup Ξ of R/Z,
(ii) fractal sequences for a Banach subalgebra A of l∞(Z),
(iii) fractal sequences for a Banach subalgebra R of L(l2(Z)).
The name “fractal” is chosen because (in the appropriate setting, see Lemma 3.2.3)
each integer sequence has subsequence which is fractal. Furthermore, there seems
to be a connection with the work of Roch and Silbermann on fractal algebras of
approximation sequences (see [23, 22] and the references therein). Although their
notion of fractality is used in the setting of C∗-algebras, it can be given for Banach
algebras as well. It is not too hard to see that if h1 and h2 are fractal sequences
(in our sense), then the Banach algebra Sh1,h2 to be defined in Theorem 2.3.4 is
fractal in the sense of Roch/Silbermann. Note that this Banach algebra plays the
crucial role in the proof of our main results in Section 3.1.
On the assumptions encountered in the limit theorems. In our main
results, the fractal and the uniform version of the limit theorem (Theorems 3.1.4
and 3.2.4), several assumptions have to be imposed. One may wonder about the
form of these assumptions and whether they are really necessary. We want to
argue here that they are at least close to be necessary. We will encounter three
kinds of assumptions on the “symbol” A that occurs in the limits (1.1.6) and
(1.1.7), which could be referred to as
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(i) a smoothness assumption,
(ii) a regularity assumption,
(iii) a diophantine assumption.
The first two already occur naturally in the Szegö-Widom limit theorem, where
A = L(a). Therein first condition comes down to assume the function a to be
sufficiently smooth. The second one is the requirement that det a(t) does not
vanish and has winding number zero. Equivalently, this means that det a has
a continuous logarithm or that the matrix function a is the finite product of
exponentials. (To be precise, the equivalence holds for various classes of smooth
functions. It breaks down for the rather exotic classes of Krein algebras. For
details see Proposition 6.4 and the concluding remarks in [11].)
In our limit theorems the first assumption corresponds to assuming a suffi-
ciently fast decay of the diagonals ofA (therefore the restriction to band-dominated
operators) and in addition a sufficiently fast decay of the Fourier coefficients of the
almost periodic sequences that occur as the diagonals of A. More specifically, we
will consider weighted Wiener-type algebras of such operators, which involve an
“admissible” weight β on an additive subgroup Ξ ⊆ R/Z containing the Fourier
spectra of the diagonals of A.
The regularity assumption in our limit theorems comes down to assuming that
A is a finite product of exponentials, i.e., A = eA1 · · · eAr , where A1, . . . , Ar have
to belong to the afore-mentioned Wiener-type algebras. This is stronger than
invertibility, but seems natural in view of what is assumed in the classical Szegö-
Widom limit theorem. For another interpretation of this condition and its relation
to inverse closedness, see Section 4.2.1.
Finally, the diophantine assumption is peculiar to the almost periodic case. It
occurs in the form that the weight β has to be “compatible”. The compatibility
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condition involves the underlying group Ξ of the Fourier spectra, and it is con-
ceivable that not every Ξ has an admissible and compatible weight. However, if
the elements of Ξ have “nice” diophantine properties then the existence of such
weights is guaranteed by non-trivial results from diophantine approximation (see
the beginning of Section 4.1 and Subsection 4.1.2 in particular for details). As
already demonstrated in [14] and as we will indicate next, without the compatibil-
ity condition the asymptotics of the determinants may not take the desired form,
the reason being that the trace computations break down.
Method of proof: reduction of determinants to traces, and the com-
patibility condition. Let us make one important point pertaining to the method
of proof and explaining how the compatibility condition arises from the asymp-
totics of the traces. First of all, if one wants to study the asymptotics of the
determinants detPh1(n),h2(n)APh1(n),h2(n) for band-dominated operators A one has
to be able to describe the asymptotics of the traces of the finite sections of such
operators in the first place. Indeed, this can be seen by considering the special
case of a diagonal operator A = eaI with a ∈ AP (Z) and notice that
det
(
Ph1(n),h2(n)(eaI)Ph1(n),h2(n)
)
= exp
(
tracePh1(n),h2(n)(aI)Ph1(n),h2(n)
)
.
Conversely, our method of establishing the determinant asymptotics consists in
assuming that A = eA1 · · · eAr , where Ak are operators taken from certain sub-
classes of OAP , and then reducing asymptotics of detPh1(n),h2(n)APh1(n),h2(n) to
the asymptotics of the traces
trace
(
Ph1(n),h2(n)(A1 + · · ·+ Ar)Ph1(n),h2(n)
)
.
This idea is realized in the first of our main results, the abstract version of the
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limit theorem (Theorem 3.1.3). Notice that the above trace equals
trace(Ph1(n),h2(n)(aI)Ph1(n),h2(n)) =
h2(n)−1∑
k=h1(n)
a(k), (1.2.1)
where a = D(A1 + · · · + Ar) ∈ AP (Z). Thus, to summarize, we are led to
the problem of describing the asymptotics of traces (1.2.1) for a = {a(k)}k∈Z ∈
AP (Z).
Since we assume that h(n) := h2(n) − h1(n) → ∞ as n → ∞, the theory of
almost periodic sequences implies that (1.2.1) equals
h(n) ·M(a) + o(h(n)), n→∞,
where M(a) is the mean of a ∈ AP (Z) defined in (1.1.10). However, what we
would like to have (in view of the desired asymptotics (1.1.6)) is an asymptotics
of the kind
h(n) ·M(a) + Ch1,h2 + o(1), n→∞, (1.2.2)
with some constant Ch1,h2 possibly depending on the underlying sequences h1 and
h2. In order to see when we can expect such a behavior, consider the case where
a ∈ AP (Z) is a finite sum of the form
a =
∑
ξ
aξeξ, aξ ∈ C. (1.2.3)
Then we have (for details see the proof of Theorem 2.1.3 below)
h2(n)−1∑
k=h1(n)
a(k) = h(n) ·M(a) + ∑
ξ 6=0
aξ
e2piih1(n)ξ − e2piih2(n)ξ
1− e2piiξ .
In order for the last term to converge as n → ∞ one should assume that the
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sequences h1 and h2 are such that the limits
lim
n→∞ e
2piihj(n)ξ =: τj(ξ), j = 1, 2,
exist for each ξ over which the summation is taken. This condition will later be
conceptionalized by saying that h1 and h2 are fractal sequences. If this holds then
the trace equals
h(n) ·M(a) + ∑
ξ 6=0
aξ
τ1(ξ)− τ2(ξ)
1− e2piiξ + o(1), n→∞, (1.2.4)
where the second term is a well-defined constant Ch1,h2 depending on h1 and h2.
Things get more complicated if we consider a ∈ AP (Z) for which the sum
(1.2.3) involves infinitely many terms. Then we encounter a “small denominator
problem” in the expression for the traces and in its expected asymptotics (1.2.4).
In some cases, when the Fourier spectrum of a is “non-Liouville” and the decay of
the Fourier coefficients aξ is sufficiently fast we can still guarantee the asymptotics
(1.2.4). A corresponding result is established in Theorem 2.1.3, which involves
the compatibility condition. The relationship with diophantine properties will be
discussed in Section 4.1 (see Subsection 4.1.1 in particular).
On the other hand, there exists a ∈ AP (Z) for which an asymptotics of the
form (1.2.2) does not hold, even if we assume h1 and h2 to be fractal sequences.
This was shown by explicit (though complicated) examples in Section 6 of [14],
and will be briefly mentioned at the beginning of Section 4.1. Therefore, one
cannot completely eliminate the diophantine assumption in the formulation of
our limit theorems.
Outline of the paper. The paper is organized as follows. Section 2.1 deals
with Banach algebras of almost periodic sequences. The notions of fractality
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and of admissible and compatible weights on an additive subgroup Ξ of R/Z are
introduced as well.
In Section 2.2 we consider Banach algebras of operators on l2(Z) which are
characterized by properties called suitablity, shift-invariance and rigidity. Based
on Section 2.1, concrete examples of such Banach algebras are described.
Sections 2.3 and 3.1 are devoted to the abstract version of the limit theorem
and its proof. Note that the abstract version applies to operators A taken from
any suitable, shift-invariant, rigid, and unital Banach algebra of operators on
l2(Z). The proof is based on a Banach algebra method introduced by one of the
authors in [11] for the classical Szegö-Widom limit theorem. This approach was
also employed in [14].
At the end of Section 3.1 we establish the fractal version of the limit theorem
using the previous results. In Section 3.2 we obtain the uniform version, and we
show that certain quantities appearing in the limit are continuous functions.
Section 4.1 discusses a variety of issues that naturally arise when trying to ap-
ply the limit theorems to concrete operators. In particular we will discuss the case
of finitely generated groups and explain the relationship between the compatibility
condition and diophantine properties. We will also establish a generalization of
the block Szegö-Widom limit theorem dealing with “non-standard” finite sections
of Laurent operators. Finally a conjecture concerning an inverse closedness prob-
lem is raised in Section 4.2, and the applicability of our results to almost Mathieu
operators is discussed.
14
Chapter 2
Preliminaries
2.1 Banach algebras of almost periodic sequences
A Banach subalgebra A of l∞(Z) is called shift-invariant if for each a ∈ A and
n ∈ Z we have Una ∈ A and
‖Una‖A = ‖a‖A.
Let A be a shift-invariant Banach subalgebra of l∞(Z). A sequence h : Z+ → Z
is called fractal for A if for each a ∈ A there exists an element Ua ∈ A such that
lim
n→∞ ‖U−h(n)a− Ua‖A = 0. (2.1.1)
It is easy to see that then the map U : A → A is an isometric Banach algebra
homomorphism. Indeed, note that U is multiplicative because each Un acts mul-
tiplicatively on A. If A contains the unit element of l∞(Z), then U is unital. As
the sequence h determines uniquely the map U by (2.1.1), we will also say that h
is fractal for A with associated U .
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In what follows we are going to describe shift-invariant Banach subalgebras A
of AP (Z) ⊆ l∞(Z) which are characterized by an additive subgroup of R/Z. For
this purpose we extend our conceptual framework with the following definitions.
For an additive subgroup Ξ of R/Z denote by Hom(Ξ,T) the set of all group
homomorphisms τ : Ξ → T. Recall that T = {t ∈ C : |t| = 1} is the (multi-
plicative) circle group. Then Hom(Ξ,T) is a compact abelian group with group
multiplication defined by (τ1τ2)(ξ) = τ1(ξ)τ2(ξ). The topology of Hom(Ξ,T) arises
from the local bases at τ given by the collection of all neighborhoods
Uξ1,...,ξN ;ε[τ ] =
{
τ ′ ∈ Hom(Ξ,T) : |τ ′(ξk)− τ(ξk)| < ε for all 1 ≤ k ≤ N
}
(2.1.2)
with ε > 0, N ∈ N, ξ1, . . . , ξN ∈ Ξ. Note that if we consider Ξ with discrete
topology, then Hom(Ξ,T) is the dual group of Ξ.
Given an additive subgroup Ξ of R/Z, we say that a sequence h : Z+ → Z is
fractal for Ξ if for each ξ ∈ Ξ the limit
τ(ξ) := lim
n→∞ e
2piih(n)ξ (2.1.3)
exists. Obviously, in this case, τ ∈ Hom(Ξ,T). Therefore we will say that the
sequence h is fractal for Ξ with associated τ ∈ Hom(Ξ,T).
We can give another interpretation of (2.1.3). To each n ∈ Z there exists
a naturally associated τn ∈ Hom(Ξ,T) defined by τn(ξ) = e2piinξ. Using this
notation, h being fractal for Ξ is equivalent to saying that τh(n) → τ in the
topology of Hom(Ξ,T) as n→∞.
Proposition 2.1.1. Let Ξ be an additive subgroup of R/Z, and let A be a shift-
16
invariant Banach subalgebra of AP (Z) such that the linear span of
{eξ : ξ ∈ Ξ}
is contained and dense in A. Let h : Z+ → Z.
(a) The sequence h is fractal for A if and only if it is fractal for Ξ.
(b) If this is true, and if h is fractal for Ξ with associated τ ∈ Hom(Ξ,T), then
h is fractal for A with the associated U given by
U : A → A, ∑
ξ
aξeξ 7→
∑
ξ
aξτ(ξ)eξ. (2.1.4)
Therein, the operation is defined for finite linear combinations and extends
by continuity to all of A.
Proof. Let us first show that if h is fractal for A with associated U , then it is
fractal for Ξ. Indeed, for each ξ ∈ Ξ,
‖U−h(n)eξ − Ueξ‖A = ‖e2piih(n)ξeξ − Ueξ‖A → 0
as n→∞. This implies that e2piih(n)ξeξ is a Cauchy sequence in A, and therefore
so is the scalar sequence e2piih(n)ξ. Hence the limit (2.1.3) exists. In fact, we have
Ueξ = τ(ξ)eξ.
Now let us assume that h is fractal for Ξ with associated τ ∈ Hom(Ξ,T).
We are going to show that h is fractal for A with associated U given above.
First consider those a ∈ A which can be written as a finite linear combination
a = ∑ξ aξeξ. Since U−h(n)eξ = e2piih(n)ξeξ it follows that
U−h(n)a =
∑
ξ
aξe
2piih(n)eξ →
∑
ξ
aξτ(ξ)eξ =: Ua,
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as n → ∞, where the convergence is in the norm of A. Considering U−h(n) as a
bounded linear operator on the Banach space A we thus have strong convergence
on the dense subset of A. Because of shift-invariance, i.e., ‖U−h(n)a‖A = ‖a‖A, the
operator norm of U−h(n) equals one. A standard approximation argument implies
that we have strong convergence of U−h(n) on all of A, and that the operator U
(already defined on a dense subset) extends by continuity to all of A. In fact, we
have ‖Ua‖A = ‖a‖A.
Let us now proceed with describing a concrete class of shift-invariant Banach
algebras A to which the previous proposition can be applied. They arise from
any additive subgroup Ξ of R/Z and can be considered as a weighted Wiener-
type algebra of almost periodic sequences. We call a mapping β : Ξ → R+ an
admissible weight on Ξ if
1 ≤ β(ξ1 + ξ2) ≤ β(ξ1)β(ξ2) (2.1.5)
for each ξ1, ξ2 ∈ Ξ. For such Ξ and β let APW (Z,Ξ, β) be the set of all sequences
a ∈ l∞(Z) of the form
a =
∑
ξ∈Ξ
aξeξ (2.1.6)
for which
‖a‖Ξ,β :=
∑
ξ∈Ξ
β(ξ)|aξ| <∞. (2.1.7)
As usual, in the case when Ξ is uncountable it is agreed that at most countably
many of the aξ’s are nonzero, and only over those the sum is taken.
The following result is almost obvious and was proved in [14, Thm. 2.6]. It im-
plies that Proposition 2.1.1 can be applied to A = APW (Z,Ξ, β). In addition, it
is easy to see that the map U is given by formula (2.1.4) for all a ∈ APW (Z,Ξ, β).
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Proposition 2.1.2. Let β be an admissible weight on an additive subgroup Ξ
of R/Z. Then APW (Z,Ξ, β) is a shift-invariant, continuously embedded Banach
subalgebra of AP (Z), and the linear span of {eξ : ξ ∈ Ξ} is a dense subset.
We need one more property about weights. A weight β is said to be compatible
on Ξ if
Cβ := inf
ξ∈Ξ,ξ 6=0
β(ξ) · ‖ξ‖R/Z > 0. (2.1.8)
Therein, we use the natural metric on R/Z given by
‖ξ‖R/Z = inf{|ξ − n| : n ∈ Z}. (2.1.9)
The next theorem gives us information about the asymptotics of the trace of the
finite sections Ph1(n),h2(n)(aI)Ph1(n),h2(n) under certain conditions (see also (1.2.1)).
Theorem 2.1.3. Let β be an admissible and compatible weight on an additive
subgroup Ξ of R/Z. If h1, h2 : Z+ → Z are two fractal sequences for Ξ with
associated τ1, τ2 ∈ Hom(Ξ,T), respectively, then for each a ∈ APW (Z,Ξ, β) we
have
h2(n)−1∑
k=h1(n)
a(k) = (h2(n)− h1(n)) ·M(a) + Fa(τ1)− Fa(τ2) + o(1) (2.1.10)
as n→∞, where
Fa(τ) :=
∑
ξ∈Ξ,ξ 6=0
aξ
τ(ξ)
1− e2piiξ (2.1.11)
is a well defined constant depending on a and τ ∈ Hom(Ξ,T).
Proof. First note that Fa(τ) is well-defined for each τ ∈ Hom(Ξ,T) with a given
by (2.1.6). Indeed, the corresponding series (2.1.11) is absolutely convergent since
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β is compatible, since (2.1.7) is finite, and since
1
|1− e2piiξ| =
1
2| sin(piξ)| ≤
1
4 ‖ξ‖R/Z ≤
β(ξ)
4Cβ
, ξ ∈ Ξ, ξ 6= 0. (2.1.12)
Recall that we identify ξ ∈ R/Z with any real number representing it.
Now let a ∈ APW (Z,Ξ, β) be of the form (2.1.6). Since
h2(n)−1∑
k=h1(n)
a(k) =
∑
ξ∈Ξ
aξ
h2(n)−1∑
k=h1(n)
eξ(k)
 ,
M(a) = a0 and eξ(k) = e2piikξ, we obtain that
h2(n)−1∑
k=h1(n)
a(k)− (h2(n)− h1(n)) ·M(a) =
∑
ξ∈Ξ,ξ 6=0
aξ
h2(n)−1∑
k=h1(n)
eξ(k)

=
∑
ξ∈Ξ,ξ 6=0
aξ
e2piih1(n)ξ − e2piih2(n)ξ
1− e2piiξ .
Since h1 and h2 are fractal for Ξ with associated τ1 and τ2 we have that for each
fixed ξ ∈ Ξ, ξ 6= 0,
e2piih1(n)ξ − e2piih2(n)ξ
1− e2piiξ →
τ1(ξ)− τ2(ξ)
1− e2piiξ
as n → ∞ by (2.1.3). Now use the estimate (2.1.12) together with a dominated
convergence argument and the finiteness of (2.1.7) to see that
∑
ξ∈Ξ,ξ 6=0
aξ
e2piih1(n)ξ − e2piih2(n)ξ
1− e2piiξ →
∑
ξ∈Ξ,ξ 6=0
aξ
τ1(ξ)− τ2(ξ)
1− e2piiξ = Fa(τ1)− Fa(τ2)
as n→∞. This concludes the proof of (2.1.10).
One can consider Fa as a function in τ ∈ Hom(Ξ,T). In fact, we will show
later in Proposition 3.2.1 that Fa is continuous on Hom(Ξ,T) for each fixed a.
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2.2 Banach algebras of operators on l2(Z)
In this section we are going to characterize certain classes of Banach algebras
of operators on l2(Z) for which we will prove an abstract version of a Szegö-Widom
type limit theorem in Section 3.1. The proof of this limit theorem is based on a
“Banach algebra approach”, which was introduced in [11] and used also in [14].
The main goal of the approach is to reduce the asymptotics of determinants to
the asymptotics of traces of certain operators.
The operators A that belong to these classes of Banach algebras can be con-
sidered as “symbols” for the corresponding finite sections An1,n2 = Pn1,n2APn1,n2 .
Moreover, these operators also serve as “symbols” for corresponding compression
operators on l2(Z+), quite analogous to the classical case of symbols of Toeplitz
operators.
The main property that such Banach algebras have to possess is suitability (in
the sense of [11] or [14]). In addition, the notions of shift-invariance and rigidity
are needed, and the notion of fractal sequences will occur again.
Let L(H) denote the Banach algebra of all bounded linear operators on a
Hilbert space H. Furthermore, let P, J stand for the following operators on l2(Z),
P : (xn)n∈Z 7→ (yn)n∈Z with yn =

xn if n ≥ 0
0 if n < 0,
J : (xn)n∈Z 7→ (x−n−1)n∈Z.
For each operator A ∈ L(l2(Z)), define
T (A) := PAP, H(A) := PAJP, A˜ := JAJ.
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Identifying the image of P with l2(Z+), we will consider T (A) and H(A) as op-
erators acting on l2(Z+). The notation above is inspired by the classical notation
for Toeplitz and Hankel operators. In fact, the following simple, but important
identities hold for any A,B ∈ L(l2(Z)),
T (AB) = T (A)T (B) +H(A)H(B˜), (2.2.1)
H(AB) = T (A)H(B) +H(A)T (B˜), (2.2.2)
generalizing the classical identities for Toeplitz and Hankel operators.
Rigidity and suitability. A set R of bounded linear operators on l2(Z) is
called rigid if for each A ∈ R the following statement holds:
If T (A) or T (A˜) is compact, then A = 0.
The notion is modelled after the corresponding property for Toeplitz operators.
It was proved in [14, Thm. 3.1] that the class OAP is rigid.
A Banach algebraR of bounded linear operators on l2(Z) will be called suitable
if the following conditions hold:
(a) R is continuously embedded into L(l2(Z)) and
‖A‖L(l2(Z)) ≤ ‖A‖R for all A ∈ R.
(b) For all A,B ∈ R, the operators H(A)H(B˜) and H(A˜)H(B) are trace class,
and there exists M > 0 such that
max{‖H(A)H(B˜)‖C1 , ‖H(A˜)H(B)‖C1} ≤M‖A‖R‖B‖R for all A,B ∈ R.
(2.2.3)
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Therein, for 1 ≤ p < ∞, let Cp(H) stand for the Schatten-von Neumann class of
operators on a Hilbert space H, i.e., the set of all (compact) operators A ∈ L(H)
for which
‖A‖Cp :=
∑
n≥0
sn(A)p
1/p <∞,
where sn(A) refers to the n-th singular value of A. The operators belonging to C1
are called trace class operators. We refer to [16] for more information about these
concepts.
For sake of illustration, let us present an example of a class of suitable Banach
algebras (see also [14, Ex. 3.2 and Prop. 3.3]).
Example 2.2.1. For p, q ≥ 1, define
Rp,q :=
{
A ∈ L(l2(Z)) : H(A) ∈ Cp(l2(Z+)), H(A˜) ∈ Cq(l2(Z+))
}
along with a norm
‖A‖Rp,q := ‖A‖L(l2(Z)) + ‖H(A)‖Cp + ‖H(A˜)‖Cq .
With the above norm, Rp,q is a Banach algebra, and it is suitable if, in addition,
1/p+ 1/q = 1.
Shift-invariance and fractal sequences. Finally, let us define the notions of
shift-invariance and fractal sequences for Banach algebras of operators on l2(Z). A
Banach algebraR of bounded linear operators on l2(Z) is said to be shift-invariant
if
U−nAUn ∈ R and ‖U−nAUn‖R = ‖A‖R (2.2.4)
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for each A ∈ R and n ∈ Z. Occasionally, we will also use the notation
Un : A ∈ R 7→ U−nAUn ∈ R, (2.2.5)
noting that Un is an isometric Banach algebra isomorphism on R.
Assuming R to be shift-invariant, we call a sequence h : Z+ → Z to be fractal
for R if for each A ∈ R there exists an element UA ∈ R such that
lim
n→∞ ‖U−h(n)AUh(n) − UA‖R = 0. (2.2.6)
It is easy to see that in this case U : R → R is an isometric Banach algebras
homomorphism, which is unital if R is unital. We will also say that the sequence
h : Z+ → Z is fractal with associated Banach algebra homomorphism U on R.
The Banach algebras Wα1,α2(A). Let A be a shift-invariant and con-
tinuously embedded Banach subalgebra of l∞(Z). We are going to introduce
corresponding Banach algebras Wα1,α2(A) of operators on l2(Z) as follows. For
given α1, α2 ≥ 0, define the weight function α on Z by
α(k) =

(1 + k)α1 if k ≥ 0,
(1 + |k|)α2 if k < 0.
(2.2.7)
Now letWα1,α2(A) refer to the set of all operators A ∈ L(l2(Z)) for which Dk(A) ∈
A for each k ∈ Z and
‖A‖Wα1,α2 (A) :=
∑
k∈Z
α(k)‖Dk(A)‖A <∞.
Recalling (1.1.12) note that Dk(A) stands for the k-th diagonal of A, a sequence
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in l∞(Z). It is easy to see that A ∈ Wα1,α2(A) if and only if it can be written as
A =
∑
k∈Z
(a(k)I)Uk (2.2.8)
with a(k) ∈ A (k ∈ Z) such that
‖A‖Wα1,α2 (A) =
∑
k∈Z
α(k)‖a(k)‖A <∞.
Note that (2.2.8) converges absolutely both in the norm of Wα1,α2(A) and in
the operator norm. Clearly, Wα1,α2(A) is a Banach space. In fact, we have the
following results.
Proposition 2.2.2. Let α1, α2 ≥ 0, and let A be a shift-invariant and continu-
ously embedded Banach subalgebra of l∞(Z). Then Wα1,α2(A) is a shift-invariant
and continuously embedded Banach subalgebra of L(l2(Z)). Moreover,
(a) if α1, α2 ≥ 0, α1 + α2 = 1, and if ‖a‖l∞(Z) ≤ ‖a‖A for all a ∈ A, then
Wα1,α2(A) is suitable,
(b) if A ⊆ AP (Z), then Wα1,α2(A) is rigid.
For a detailed proof we refer to [14, Thm. 3.5]. The cases of α1 = 0 or α2 = 0
in (a) were not explicitly stated there, but the proof proceeds along the same lines.
To eleborate a little bit more, let us remark that the proof of (a) is based on the
fact thatWα1,α2(A) is continuously embedded in Rp,q as defined in Example 2.2.1
with p = 1/α2 and q = 1/α1. Part (b) follows from the fact that the class OAP
is rigid. This was proved in [14, Thm. 3.1] and uses the property that for each
a ∈ AP (Z) there exists a strictly increasing integer sequence k : Z+ → Z such
that U−k(n)a→ a in l∞(Z) as n→∞.
Concerning the notion of fractal sequences the following result holds.
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Proposition 2.2.3. Let α1, α2 ≥ 0, and let A be a shift-invariant Banach subal-
gebra of l∞(Z). Then
(a) a sequence h : Z+ → Z is fractal for R = Wα1,α2(A) if and only if h is
fractal for A.
(b) If this is true, and if h is fractal for A with associated U : A → A, then h
is fractal for R with the associated U given by
U : ∑
k∈Z
(a(k)I)Uk 7→
∑
k∈Z
(U(a(k))I)Uk. (2.2.9)
Therein, the operator is defined for finite linear combinations and extends
by continuity to all of R.
Proof. To show the ‘only if’ part of (a), assume that h is fractal for R with
associated U . Considering the special case A = aI with a ∈ A we have
‖U−h(n)AUh(n) − UA‖R = ‖(U−h(n)a)I − U(aI))‖R → 0
as n → ∞. Therefore, U(aI) = U(a)I for some U(a) ∈ A, and ‖U−h(n)a −
U(a)‖A → 0 as n → ∞. Hence, if we identify A with {aI : a ∈ A}, then
U : A → A is the restriction map of U onto A and (2.1.1) is satisfied. Therefore,
h is fractal for A.
Let us now show (b) and the ‘if’ part of (a). Assume that h is fractal for A with
associated U . We are going to show that h is fractal for R with the associated U
given above. Firstly consider those A ∈ R which can be written as a finite linear
combination A = ∑k(a(k)I)Uk, a(k) ∈ A. Observing that
U−h(n)AUh(n) =
∑
k
((U−h(n)a(k))I)Uk →
∑
k
(U(a(k))I)Uk = UA
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as n → ∞, where the convergence is in the norm of R. In other words, we have
strong convergence of the bounded linear operators Uh(n) defined by A ∈ R 7→
U−h(n)AUh(n) ∈ R on the dense subset of R. In addition, the norm of Uh(n) equals
one because of shift-invariance, and we have strong convergence of Uh(n) to U on all
of R followed by a standard approximation argument. It follows that the operator
U extends by continuity to all of R and ‖UA‖R = ‖A‖R for all A ∈ R.
Besides establishing an abstract version of a Szegö-Widom limit theorem in
Section 3.1, we will specialize it to the Banach algebras R = Wα1,α2(A) with
A = APW (Z,Ξ, β), where Ξ and β have to satisfy certain conditions. Apart from
Theorem 2.1.3, we will only need the following summary of statements resulting
from Propositions 2.1.1, 2.1.2, 2.2.2, and 2.2.3.
Corollary 2.2.4. Let β be an admissible weight on an additive subgroup Ξ of
R/Z, and let α1, α2 ≥ 0 such that α1 + α2 = 1.
(i) R =Wα1,α2(A) with A = APW (Z,Ξ, β) is a rigid, suitable, shift-invariant
and unital Banach algebra of bounded linear operators on l2(Z).
(ii) If h : Z+ → Z is a fractal sequence for Ξ with associated τ ∈ Hom(Ξ,T),
then h is fractal for R with associated U given by
U : ∑
n∈Z
∑
ξ∈Ξ
a
(n)
ξ (eξI)Un 7→
∑
n∈Z
∑
ξ∈Ξ
a
(n)
ξ τ(ξ)(eξI)Un. (2.2.10)
2.3 Banach algebras associated with suitable
Banach algebras
In this section, we will continue to prepare the proof of the abstract version
of the limit theorem in the next section. We construct three types of Banach
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algebras which are naturally associated with any suitable, rigid, shift-invariant
and unital Banach algebra R.
2.3.1 Banach algebras of operators on l2(Z+)
The first two are the Banach algebras O(R) and O(R˜). They were already
considered in [14, Sect. 4.1], and it suffices to cite the corresponding result from
there. Recall that A˜ = JAJ .
Proposition 2.3.1. Let R be a rigid, suitable and unital Banach subalgebra of
L(l2(Z)).
(a) The set
O(R) := {T (A) +K : A ∈ R, K ∈ C1(l2(Z+))} (2.3.1)
is a unital Banach algebra with the norm
‖T (A) +K‖O(R) := ‖A‖R + ‖K‖C1 . (2.3.2)
(b) The set
O(R˜) := {T (A˜) +K : A ∈ R, K ∈ C1(l2(Z+))} (2.3.3)
is a unital Banach algebra with the norm
‖T (A˜) +K‖O(R˜) := ‖A‖R + ‖K‖C1 . (2.3.4)
We also need the following two results, which were established in [14, Sect. 3.3].
Proposition 2.3.2. Let R be a suitable and unital Banach algebra, and let
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A1, . . . , Ar ∈ R. Then the functions
F0(λ1, . . . , λr) := T (eλ1A1 · · · eλrAr)e−λrT (Ar) · · · e−λ1T (A1) − P,
F1(λ1, . . . , λr) := T (eλ1A˜1 · · · eλrA˜r)e−λrT (A˜r) · · · e−λ1T (A˜1) − P
are analytic with respect to each variable λk ∈ C and take values in C1(l2(Z+)).
As a consequence, the operator determinants
detT (eλ1A1 · · · eλrAr)e−λrT (Ar) · · · e−λ1T (A1),
and
detT (eλ1A˜1 · · · eλrA˜r)e−λrT (A˜r) · · · e−λ1T (A˜1)
are well-defined and depend analytically on each of the complex variables λk. For
the definition and basic properties of operator determinants, see, e.g., [16]. As it
turns out, these two kinds of operator determinants are related to each other.
Proposition 2.3.3. Let R be a suitable and unital Banach algebra, and let
A1, . . . , Ar ∈ R. Then for each λ1, . . . , λr ∈ C, the operator determinant
f(λ1, . . . , λr) := detT (eλ1A˜1 · · · eλrA˜r)e−λrT (A˜r) · · · e−λ1T (A˜1)
is equal to the operator determinant
g(λ1, . . . , λr) := det eλ1T (A1) · · · eλrT (Ar)T (e−λrAr · · · e−λ1A1).
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2.3.2 Banach algebras of sequences of finite sections
The third kind of Banach algebras associated with R are Banach algebras
Sh1,h2(R) of sequences of matrices. In contrast to [14, Sect. 4.2] we need to
consider a more general situation, which involves fractal sequences h1 and h2 for
R (instead of distinguished sequences) and is motivated by the following.
Let h1, h2 : Z+ → Z be two fractal sequences for R such that h(n) := h2(n)−
h1(n) > 0 and h(n)→∞ as n→∞. Then, for A ∈ R ⊆ L(l2(Z)),
Ph1(n),h2(n)APh1(n),h2(n) = Uh1(n)Ph(n)P (U−h1(n)AUh1(n))PPh(n)U−h1(n),
i.e., the sequence of finite sections obtained through Ph1(n),h2(n) can be identified
with a sequence of h(n)× h(n) matrices. Using the notation defined in (2.2.5) we
obtain
detPh1(n),h2(n)APh1(n),h2(n) = detPh(n)T (Uh1(n)A)Ph(n), (2.3.5)
tracePh1(n),h2(n)APh1(n),h2(n) = tracePh(n)T (Uh1(n)A)Ph(n). (2.3.6)
Therefore, as far as traces and determinants are concerned, instead of the finite
sections Ph1(n),h2(n)APh1(n),h2(n) it suffices to consider Ph(n)T (Uh1(n)A)Ph(n). In the
following theorem we define the Banach algebra Sh1,h2(R), the elements of which
include such sequences.
We also need the reflection operator Wn : l2(Z+) → l2(Z+), n ∈ Z+, defined
by
Wn : (xk)k∈Z+ 7→ (yk)k∈Z+ , yk =

xn−1−k if 0 ≤ k < n
0 if k ≥ n.
(2.3.7)
Note that W 2n = Pn and imWn = imPn.
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Theorem 2.3.4. Let R be a rigid, suitable, shift-invariant and unital Banach
subalgebra of L(l2(Z)), and let h1 and h2 be fractal sequences for R with associated
U1 and U2, respectively, such that h(n) := h2(n) − h1(n) > 0 and h(n) → ∞ as
n→∞.
Then the set Sh1,h2(R) consisting of all sequences (An)n≥1 of operators An :
imPh(n) → imPh(n) of the form
An = Ph(n)T (Uh1(n)A)Ph(n) + Ph(n)KPh(n) +Wh(n)LWh(n) +Gn (2.3.8)
with A ∈ R, K,L ∈ C1(l2(Z+)), Gn ∈ C1(imPh(n)) and ‖Gn‖C1 → 0 forms a unital
Banach algebra with respect to the operations
(An) + (Bn) = (An +Bn), (An) · (Bn) = (AnBn), λ(An) = (λAn)
and with the norm
‖(An)n≥1‖Sh1,h2 (R) := ‖A‖R + ‖K‖C1 + ‖L‖C1 + sup
n≥1
‖Gn‖C1 . (2.3.9)
Moreover, the set Jh(R) of all sequences (Jn) of the form
Jn = Ph(n)KPh(n) +Wh(n)LWh(n) +Gn
with K,L ∈ C1(l2(Z+)), Gn ∈ C1(imPh(n))and ‖Gn‖C1 → 0 forms a closed two-
sided ideal of Sh1,h2(R).
Proof. Since h1 and h2 are fractal sequences for R with associated isometric Ba-
nach algebra homomorphisms U1 and U2 on R, we have for any A ∈ R that
lim
n→∞ ‖U
h1(n)A− U1A‖R = 0 and lim
n→∞ ‖U
h2(n)A− U2A‖R = 0. (2.3.10)
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Note that this implies, in particular, convergence in the operator norm.
Let us first show that the norm (2.3.9) is well-defined. For this we need to show
that the various terms on the right hand side of (2.3.8) are uniquely determined
by the sequence (An). Therefore, consider a sequence
Ph(n)T (Uh1(n)A)Ph(n) + Ph(n)KPh(n) +Wh(n)LWh(n) +Gn = 0.
Since Wh(n) → 0 weakly, taking the strong limit as n→∞ yields that T (U1A) +
K = 0. Because of rigidity we have K = 0 and U1A = 0, which implies that A = 0
as well. It follows that
Wh(n)LWh(n) +Gn = 0.
Multiplying with Wh(n) from both sides and noting that W 2h(n) = Ph(n), we obtain
L = 0 by taking again strong limits. Thus Gn = 0 as well, and this shows that
the norm is well-defined.
It is obvious that Sh1,h2(R) is a linear space, which is complete with respect
to its norm. It remains to show that it is indeed a Banach algebra. Consider
An = Ph(n)T (Uh1(n)A)Ph(n) + Ph(n)K1Ph(n) +Wh(n)L1Wh(n) +G(1)n , (2.3.11)
Bn = Ph(n)T (Uh1(n)B)Ph(n) + Ph(n)K2Ph(n) +Wh(n)L2Wh(n) +G(2)n . (2.3.12)
We have to show that (AnBn) ∈ Sh1,h2(R) and
‖(AnBn)‖Sh1,h2 (R) ≤ C ‖(An)‖Sh1,h2 (R)‖(Bn)‖Sh1,h2 (R)
for some constant C. For that purpose, we multiply each term in the first sum
with each term in the second sum and are led to consider several cases. Note that
if one of the factors is G(1)n or G(2)n , then the product can easily be taken care of.
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The remaining products are dealt with as follows. Firstly,
Ph(n)K1Ph(n) · Ph(n)K2Ph(n) = Ph(n)K1K2Ph(n) − Ph(n)K1Qh(n)K2Ph(n),
Wh(n)L1Wh(n) ·Wh(n)L2Wh(n) = Wh(n)L1L2Wh(n) −Wh(n)L1Qh(n)L2Wh(n),
Ph(n)K1Ph(n) ·Wh(n)L2Wh(n) = Ph(n)K1Wh(n)L2Wh(n),
Wh(n)L1Wh(n) · Ph(n)K2Ph(n) = Wh(n)L1Wh(n)K2Ph(n).
Since Qh(n) := P − Ph(n) converges to zero strongly, and Wh(n) converges to zero
weakly on l2(Z+), the last term in the first two equations as well as the terms in
the third and fourth equation converge to zero in the trace norm.
Now consider the following product and write it as
Ph(n)T (Uh1(n)A)Ph(n) · Ph(n)K2Ph(n)
= Ph(n)T (Uh1(n)A)K2Ph(n) − Ph(n)T (Uh1(n)A)Qh(n)K2Ph(n)
= Ph(n)T (U1A)K2Ph(n) + Ph(n)T (Uh1(n)A− U1A)K2Ph(n) − Ph(n)T (Uh1(n)A)Qh(n)K2Ph(n)
= Ph(n)T (U1A)K2Ph(n) + C ′n,
where C ′n consist of the last two terms, both of which converge to zero in the trace
norm due to (2.3.10) and since Qn = Q∗n → 0 strongly. Similarly,
Ph(n)K1Ph(n) · Ph(n)T (Uh1(n)B)Ph(n)
= Ph(n)K1T (U1B)Ph(n) + Ph(n)K1T (Uh1(n)B − U1B)Ph(n) − Ph(n)K1Qh(n)T (Uh1(n)B)Ph(n)
= Ph(n)K1T (U1B)Ph(n) + C ′′n,
where C ′′n converges to zero in the trace norm for the same reasons. Morevover,
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observe that we have the estimates
‖C ′n‖C1 ≤ 3‖A‖R‖K2‖C1 , ‖C ′′n‖C1 ≤ 3‖K1‖C1‖B‖R
for all n.
Before proceeding to the next cases, remark that
Wh(n)P = Ph(n)PJU−h(n) and PWh(n) = Uh(n)JPPh(n), (2.3.13)
and therefore
Wh(n)T (Uh1(n)A)Wh(n) = Ph(n)PJU−h(n)(Uh1(n)A)Uh(n)JPPh(n)
= Ph(n)T (U˜h2(n)A)Ph(n).
Here recall that A˜ = JAJ , that Uhi(n) are defined in (2.2.5), and note that h(n) =
h2(n)− h1(n). Using this identity, the following two products can be written as
Ph(n)T (Uh1(n)A)Ph(n) ·Wh(n)L2Wh(n) = Wh(n)
(
Ph(n)T (U˜h2(n)A)Ph(n))L2Ph(n)
)
Wh(n),
Wh(n)L1Wh(n) · Ph(n)T (Uh1(n)B)Ph(n) = Wh(n)
(
Ph(n)L1Ph(n)T (U˜h2(n)B)Ph(n)
)
Wh(n).
The resulting expressions are of the same form as those in the last two cases
except for the Wh(n)’s on each side. One can deal with them in the same manner
to obtain
Ph(n)T (Uh1(n)A)Ph(n) ·Wh(n)L2Wh(n) = Wh(n)T (U˜2A)L2Wh(n) +D′n,
Wh(n)L1Wh(n) · Ph(n)T (Uh1(n)B)Ph(n) = Wh(n)L1T (U˜2B)Wh(n) +D′′n,
whereD′n andD′′n are sequences tending to zero in the trace norm, while in addition
34
their trace norms are bounded.
Finally, the last case to consider is that of the product
Ph(n)T (Uh1(n)A)Ph(n) · Ph(n)T (Uh1(n)B)Ph(n)
= Ph(n)T (Uh1(n)(AB))Ph(n) − Ph(n)H(Uh1(n)A)H(U˜h1(n)B)Ph(n)
− Ph(n)T (Uh1(n)A)Qh(n)T (Uh1(n)B)Ph(n).
Here we used (2.2.1) and that Uh1(n) is multiplicative. The second termH(Uh1(n)A)H(U˜h1(n)B)
is trace class and we have
‖H(Uh1(n)A)H(U˜h1(n)B)‖C1 ≤M‖Uh1(n)A‖R‖Uh1(n)B‖R = M‖A‖R‖B‖R
by (2.2.3) and since R is shift-invariant. In fact, we can write
H(Uh1(n)A)H(U˜h1(n)B)
= H(U1A)H(U˜1B) +H(Uh1(n)A− U1A)H(U˜1B) +H(Uh1(n)A)H( ˜Uh1(n)B − U1B).
Using (2.3.10) and the estimate of the kind we just employed, it is easily seen that
the last two terms converge to zero in the trace norm as n → ∞. Their trace
norm can be estimated uniformly as well. Therefore, the second term becomes
Ph(n)H(Uh1(n)A)H(U˜h1(n)B)Ph(n) = Ph(n)H(U1A)H(U˜1B)Ph(n) + E ′n
with H(U1A)H(U˜1B) being trace class, and E ′n → 0 in trace norm, and ‖E ′n‖ ≤
2M‖A‖R‖B‖R. Regarding the third term we note that
Ph(n)T (Uh1(n)A)Qh(n)T (Uh1(n)B)Ph(n) = Wh(n)H(U˜h2(n)A)H(Uh2(n)B)Wh(n).
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Indeed, this identity can be verified by using (2.3.13) and the identity PQh(n)P =
Uh(n)PU−h(n). With the same kind of arguments as just employed it follows that
this equals
Wh(n)H(U˜2A)H(U2B)Wh(n) + E ′′n
with H(U˜2A)H(U2B) being trace class, and E ′′n → 0 in trace norm, and ‖E ′′n‖ ≤
2M‖A‖R‖B‖R. We now arrive at
Ph(n)T (Uh1(n)A)Ph(n) · Ph(n)T (Uh1(n)B)Ph(n)
= Ph(n)T (Uh1(n)(AB))Ph(n) − Ph(n)H(U1A)H(U˜1B)Ph(n)
− Ph(n)H(U˜2A)H(U2B)Wh(n) − E ′n − E ′′n.
To summarize what we have done so far, the product of the above (An) and
(Bn) can be written as
AnBn = Ph(n)T
(
Uh1(n)(AB)
)
Ph(n) + Ph(n)KPh(n) +Wh(n)LWh(n) +Gn, (2.3.14)
where
K = K1K2 + T (U1A)K2 +K1T (U1B)−H(U1A)H(U˜1B), (2.3.15)
L = L1L2 + T (U˜2A)L2 + L1T (U˜2B)−H(U˜2A)H(U2B) (2.3.16)
and where Gn is a sequence of trace class operators converging to zero in the trace
norm. Expressing Gn explicitly using the above computations, it is easily seen
that there exists a constant C such that
‖(AnBn)‖Sh1,h2 (R) ≤ C ‖(An)‖Sh1,h2 (R)‖(Bn)‖Sh1,h2 (R).
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Therefore, we can conclude that Sh1,h2(R) is a Banach algebra.
Finally, formulas (2.3.14)–(2.3.16) imply that Jh(R) is an ideal of Sh1,h2(R),
and it is indeed closed by the definition of the norm.
Theorem 2.3.5. Under the assumptions of the preceding theorem, the mappings
Wh1,h2 and W˜h1,h2 defined by
Wh1,h2 : (An)n≥1 ∈ Sh1,h2(R) 7→ T (U1A) +K ∈ O(R), (2.3.17)
W˜h1,h2 : (An)n≥1 ∈ Sh1,h2(R) 7→ T (U˜2A) + L ∈ O(R˜), (2.3.18)
where (An) is of the form (2.3.8), are well defined unital Banach algebra homo-
morphisms.
Here, as before, U1 and U2 are the (isometric, unital) Banach algebra homo-
morphisms on R associated with the fractal sequences h1 and h2.
Proof. The norms of these mappings applied to a sequence (An) of the form (2.3.8)
are given by
‖Wh1,h2((An))‖O(R) = ‖U1A‖R + ‖K‖C1 = ‖A‖R + ‖K‖C1 ,
‖W˜h1,h2((An))‖O(R˜) = ‖U˜2A‖R˜ + ‖L‖C1 = ‖A‖R + ‖L‖C1 .
In view of (2.3.9) this implies that these mappings are well defined and continuous.
Linearity is obvious. Multiplicativity follows from formulas (2.3.14)–(2.3.16). For
instance, if (An) and (Bn) are given by (2.3.11) and (2.3.12), then
Wh1,h2((An)) = T (U1A) +K1, Wh1,h2((Bn)) = T (U1B) +K2,
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while
Wh1,h2((An)(Bn)) = T (U1(AB))+K1K2+T (U1A)K2+K1T (U1B)−H(U1A)H(U˜1B).
Now take (2.2.1) into account and note that U1 is multiplicative as well.
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Chapter 3
Main results
3.1 First versions of the limit theorem
In this section we establish the abstract version and a more concrete version
of the limit theorems. Both deal with the asymptotics of the determinants of
Ph1(n),h2(n)APh1(n),h2(n) where h1 and h2 are fractal sequences.
The abstract version reduces the determinant asymptotics to the asymptotics
of traces. It applies to operators A taken from any suitable, rigid, shift-invariant
and unital Banach algebra R.
In the more concrete version (referred to as the fractal version), we specialize
to the case of the Banach algebras R =Wα1,α2(A) with A = APW (Z,Ξ, β). Here
the trace computation is carried out by help of Theorem 2.1.3.
We need two more auxiliary results for the abstract version. The first one is a
direct consequence of the results of the previous section.
Proposition 3.1.1. Let R be a rigid, suitable, shift-invariant and unital Banach
subalgebra of L(l2(Z)), and let h1 and h2 be fractal sequences for R with associated
U1 and U2, respectively, such that h(n) := h2(n) − h1(n) > 0 and h(n) → ∞ as
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n→∞.
Then for any A1, . . . , Ar ∈ R, the sequence (Bn) defined by
Bn := Ph(n)T (Uh1(n)(eA1 · · · eAr))Ph(n)·e−Ph(n)T (Uh1(n)Ar)Ph(n) · · · e−Ph(n)T (Uh1(n)A1)Ph(n)
(3.1.1)
belongs to Sh1,h2(R). Furthermore, there exist K,L ∈ C1(l2(Z+)), and Gn ∈
C1(imPh(n)) with ‖Gn‖C1 → 0 such that
Bn = Ph(n) + Ph(n)KPh(n) +Wh(n)LWh(n) +Gn. (3.1.2)
The operators K and L are determined by
P +K = T (U1(eA1 · · · eAr))e−T (U1Ar) · · · e−T (U1A1), (3.1.3)
P + L = T ( ˜U2(eA1 · · · eAr))e−T (U˜2Ar) · · · e−T (U˜2A1). (3.1.4)
Proof. Note that for any (An) ∈ Sh1,h2(R), (eAn) = e(An), and hence (Bn) defined
above is in Sh1,h2(R). Define the bounded linear map
Λ : A ∈ R 7→ (Ph(n)T (Uh1(n)A)Ph(n)) ∈ Sh1,h2(R). (3.1.5)
We rewrite (Bn) as
(Bn) = Λ(eA1 · · · eAr)e−Λ(Ar) · · · e−Λ(A1).
Furthermore, denote by Φ the natural homomorphism
Φ : Sh1,h2(R)→ Sh1,h2(R)/Jh(R), (An) 7→ (An) + Jh(R).
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Then Φ ◦ Λ : R → Sh1,h2(R)/Jh(R) is a continuous Banach algebra homomor-
phism. Indeed, in view of (2.3.11), (2.3.12), and (2.3.14) we have
(Φ ◦ Λ)(A)(Φ ◦ Λ)(B) = (Ph(n)T (Uh1(n)A)Ph(n)) · (Ph(n)T (Uh1(n)B)Ph(n)) + Jh(R)
= (Ph(n)T (Uh1(n)(AB))Ph(n)) + Jh(R) = (Φ ◦ Λ)(AB).
Applying the homomorphism Φ to (Bn) yields
Φ((Bn)) = (Φ ◦ Λ)(eA1 · · · eAr)e−(Φ◦Λ)(Ar) · · · e−(Φ◦Λ)(A1)
= (Φ ◦ Λ)(eA1 · · · eAre−Ar · · · e−A1)
= (Φ ◦ Λ)(I)
= (Ph(n)) + Jh(R),
which shows (Bn) is of the form (3.1.2). To determine the operators K and L,
we apply the Banach algebra homomorphisms Wh1,h2 and W˜h1,h2 to both sides of
(3.1.2).
The second auxilliary result is the following. Its (simple) proof can be found,
e.g., in Lemmas 9.1 and 9.3 of [11].
Lemma 3.1.2. Let An = Pn + PnKPn +WnLWn + Cn with
K,L ∈ C1(l2(Z+)) , Cn ∈ C1(imPn) and ‖Cn‖C1 → 0 as n→∞.
Then
lim
n→∞ detAn = det(P +K) det(P + L). (3.1.6)
Now we are able to state the first of our main results.
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Theorem 3.1.3 (Abstract version of the limit theorem). Let R be a rigid, suit-
able, shift-invariant and unital Banach subalgebra of L(l2(Z)), and let h1 and
h2 be fractal sequences for R with associated U1 and U2, respectively, such that
h(n) := h2(n)− h1(n) > 0 and h(n)→∞ as n→∞.
If A1, . . . , Ar ∈ R and A = eA1 · · · eAr , then
lim
n→∞
det(Ph1(n),h2(n)APh1(n),h2(n))
exp(trace(Ph1(n),h2(n)(A1 + · · ·+ Ar)Ph1(n),h2(n)))
= det(B1) det(B2),
(3.1.7)
where
B1 = T (U1A) · e−T (U1Ar) · · · e−T (U1A1), (3.1.8)
B2 = eT (U2A1) · · · eT (U2Ar) · T
(
U2(A−1)
)
. (3.1.9)
Proof. As pointed out in (2.3.5),
det(Ph1(n),h2(n)APh1(n),h2(n)) = det(Ph(n)T (Uh1(n)A)Ph(n)),
and therefore it suffices to consider the latter. Let (Bn) be the sequence defined
by (3.1.1). Taking the determinant, we have
detBn
= det
(
Ph(n)T (Uh1(n)(A))Ph(n) · e−Ph(n)T (Uh1(n)Ar)Ph(n) · · · e−Ph(n)T (Uh1(n)A1)Ph(n)
)
= det
(
Ph(n)T (Uh1(n)(A))Ph(n)
)
· e− trace(Ph(n)T (Uh1(n)Ar)Ph(n)) · · · e− trace(Ph(n)T (Uh1(n)A1)Ph(n))
= det
(
Ph(n)T (Uh1(n)(A))Ph(n)
)
· e− trace(Ph(n)T (Uh1(n)(A1+···+Ar))Ph(n))
= det
(
Ph(n)T (Uh1(n)(A))Ph(n)
)
· e− trace(Ph1(n),h2(n)(A1+···+Ar)Ph1(n),h2(n)).
In the last step we used (2.3.6). By Proposition 3.1.1, Bn is of the form (3.1.2),
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where
det(P +K) = det
(
T (U1A) · e−T (U1Ar) · · · e−T (U1A1)
)
,
det(P + L) = det
(
T (U˜2A) · e−T (U˜2Ar) · · · e−T (U˜2A1)
)
.
We apply Lemma 3.1.2 to obtain the limit (3.1.7). Using Proposition 2.3.3 the
second operator determinant can be rewritten as
det
(
eT (U2A1) · · · eT (U2Ar) · T
(
U2(A−1)
))
,
and both determinants together yield the well-defined constant det(B1) det(B2).
In what follows we will apply the previous theorem to the Banach algebra
R =Wα1,α2(A) with A = APW (Z,Ξ, β), where β is an admissible and compatible
weight on the additive subgroup Ξ of R/Z, and α1, α2 ≥ 0, α1 + α2 = 1. Note
that Corollary 2.2.4(i) implies that R is a rigid, suitable, shift-invariant, and
unital Banach algebra. Moreover, the compatibility condition will facilitate the
computation of the trace by Theorem 2.1.3.
Let us recall the notation that is used in the following theorem. First, M(a)
stands for the mean of an almost periodic sequence a as defined in (1.1.10), and
D(A) ∈ l∞(Z) denotes the main diagonal of an operator A ∈ L(l2(Z)).
Furthermore, Corollary 2.2.4(ii) implies that if h is fractal for Ξ with associated
τ ∈ Hom(Ξ,T), then h is fractal for R with associated U τ given by
U τ : R → R, ∑
n∈Z
∑
ξ∈Ξ
a
(n)
ξ (eξI)Un 7→
∑
n∈Z
∑
ξ∈Ξ
a
(n)
ξ τ(ξ)(eξI)Un. (3.1.10)
In fact, it is easy to see that U τ is well-defined for all τ ∈ Hom(Ξ,T) and is a
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unital isometric Banach algebra isomorphism on R (see also Proposition 3.2.2(a)
below).
Therefore, for any τ ∈ Hom(Ξ,T) and any A ∈ R of the form
A = eA1 · · · eAr
with A1, . . . , Ar ∈ R, it is possible to define the constants
ΘA,1(τ) = exp
 ∑
ξ∈Ξ,ξ 6=0
aξ
τ(ξ)
1− e2piiξ
 · det (T (U τA)e−T (UτAr) · · · e−T (UτA1)) ,
(3.1.11)
ΘA,2(τ) = exp
 ∑
ξ∈Ξ,ξ 6=0
aξ
−τ(ξ)
1− e2piiξ
 · det (eT (UτA1) · · · eT (UτAr)T (U τA−1)) ,
(3.1.12)
where
a =
∑
ξ∈Ξ
aξeξ = D(A1 + · · ·+ Ar) ∈ A. (3.1.13)
Observe that the operator determinants are well-defined by Proposition 2.3.2.
Since β is compatible on Ξ, the sums are finite as shown in Theorem 2.1.3. Note
that the definition of the constants depends also on the choice of A1, . . . , Ar, which
is omitted in the notation.
Theorem 3.1.4 (Fractal version of the limit theorem). Let β be an admissible
and compatible weight on an additive subgroup Ξ of R/Z. Let R = Wα1,α2(A)
with α1, α2 ≥ 0, α1 + α2 = 1, and A = APW (Z,Ξ, β). Suppose that h1 and h2
are fractal sequences for Ξ with associated τ1 and τ2 in Hom(Ξ,T), respectively,
such that h(n) := h2(n)− h1(n) > 0 and h(n)→∞ as n→∞.
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If A1, . . . , Ar ∈ R and A = eA1 · · · eAr , then
lim
n→∞
det(Ph1(n),h2(n)APh1(n),h2(n))
Gh2(n)−h1(n)
= ΘA,1(τ1)ΘA,2(τ2), (3.1.14)
where
G = exp(M(a)), a = D(A1 + · · ·+ Ar). (3.1.15)
Proof. Because of Corollary 2.2.4(i), Theorem 3.1.3 can be applied and we are left
with the evaluation of the asymptotics for
trace(Ph1(n),h2(n)(A1 + · · ·+ Ar)Ph1(n),h2(n)) =
h2(n)−1∑
k=h1(n)
a(k)
= trace(Ph1(n),h2(n)(aI)Ph1(n),h2(n))
with a given by (3.1.15). Theorem 2.1.3 can be applied and yields
h2(n)−1∑
k=h1(n)
a(k) = (h2(n)− h1(n)) ·M(a) + Fa(τ1)− Fa(τ2) + o(1), n→∞,
where Fa(τ) is given by (2.1.11). Combining the exponentials of the constants
Fa(τk) with the operator determinants det(Bk) gives the constants ΘA,k(τk).
Remark 3.1.5. The constant G defined in the above theorem is only defined
implicitly in terms of A. Namely, different choices of A1, . . . , Ar may yield the
same A, but different constants G. It was conjectured in [14] that this can always
happen in the almost periodic setting.
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3.2 A uniform version of the limit theorem
In this section let us assume that R = Wα1,α2(APW (Z,Ξ, β)) with the same
assumptions as before: α1, α2 ≥ 0, α1 +α2 = 1, Ξ is an additive subgroup of R/Z,
and β is an admissible and compatible weight on Ξ.
In this setting the constants ΘA,1(τ) and ΘA,2(τ) are well-defined for all τ ∈
Hom(Ξ,T). For fixed A = eA1 · · · eAr with A1, . . . Ar ∈ R these quantities can be
considered as functions on Hom(Ξ,T). The goal of the following two propositions
is to show that these functions are continuous on Hom(Ξ,T). After this we will
derive the uniform version of the limit theorem.
Recall that Hom(Ξ,T) is a compact topological space with the topology de-
termined by the local bases of the form
Uξ1,...,ξN ;ε[τ ] =
{
τ ′ ∈ Hom(Ξ,T) : |τ ′(ξk)− τ(ξk)| < ε for all 1 ≤ k ≤ N
}
,
(3.2.1)
where ε > 0, N ∈ N, ξ1, . . . , ξN ∈ Ξ.
Proposition 3.2.1. Let β be an admissible weight on an additive subgroup Ξ of
R/Z. For each fixed a = ∑
ξ∈Ξ
aξeξ ∈ A = APW (Z,Ξ, β),
(a) the function ψa : Hom(Ξ,T)→ A defined by
ψa(τ) = U τa :=
∑
ξ∈Ξ
aξτ(ξ)eξ (3.2.2)
is well-defined and continuous;
(b) the function Fa : Hom(Ξ,T)→ C defined by
Fa(τ) =
∑
ξ∈Ξ,ξ 6=0
aξ
τ(ξ)
1− e2piiξ
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is well-defined and continuous provided the weight β is compatible.
Proof. (a): Since the spectrum of a is at most countable and ∑
ξ∈Ξ
|aξ|β(ξ) < ∞,
for any given  > 0, there is a finite subset S = {ξ1, . . . , ξn} of Ξ, such that
∑
ξ∈Ξ\S
|aξ| · β(ξ) < 4 .
For each fixed τ ∈ Hom(Ξ,T), consider U = Uξ1,··· ,ξn,0 [τ ] defined by (3.2.1) with
0 = 2‖a‖A , and note that
‖U τa− U τ ′a‖A =
∑
ξ∈S
|aξ| · |τ(ξ)− τ ′(ξ)|β(ξ) +
∑
ξ∈Ξ\S
|aξ| · |τ(ξ)− τ ′(ξ)|β(ξ)
< 0
∑
ξ∈S
|aξ|β(ξ) + 2
∑
ξ∈Ξ\S
|aξ|β(ξ)
<

2 +

2 = 
for any τ ′ ∈ U . It implies that ψa is a continuous function on Hom(Ξ,T) for each
fixed a.
(b): Similarly, for any given  > 0, there exists a finite subset S = {ξ1, · · · , ξn}
of Ξ, such that ∑
ξ∈Ξ\S
|aξ| · β(ξ) < Cβ,
where Cβ is the constant given in (2.1.8). For each fixed τ ∈ Hom(Ξ,T), consider
the open neighborhood U = Uξ1,··· ,ξn,0 [τ ] with 0 =
Cβ
‖a‖A . Then, for any τ
′ ∈ U ,
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using estimate (2.1.12)
|Fa(τ)− Fa(τ ′)| ≤
∑
ξ∈S,ξ 6=0
|aξ| |τ(ξ)− τ
′(ξ)|
|1− e2piiξ| +
∑
ξ∈Ξ\S,ξ 6=0
|aξ| |τ(ξ)− τ
′(ξ)|
|1− e2piiξ|
≤ 14Cβ
∑
ξ∈S,ξ 6=0
|aξ|β(ξ) · |τ(ξ)− τ ′(ξ)|+ 12Cβ
∑
ξ∈Ξ\S
|aξ|β(ξ)
<

2 +

2 = .
Since the choice of  and τ is arbitrary, Fa is a continuous function on Hom(Ξ,T).
Proposition 3.2.2. Let β be an admissible weight on an additive subgroup Ξ of
R/Z. Let R =Wα1,α2(A) with α1, α2 ≥ 0, α1 + α2 = 1, and A = APW (Z,Ξ, β).
(a) For each fixed A ∈ R, the function ΨA(τ) defined by
ΨA : Hom(Ξ,T)→ R, τ 7→ U τA (3.2.3)
is well-defined and continuous.
(b) For each fixed A = eA1 · · · eAr with A1, . . . , Ar ∈ R, the functions
∆A,1(τ) = det
(
T (U τA)e−T (UτAr) · · · e−T (UτA1)
)
,
∆A,2(τ) = det
(
eT (U
τA1) · · · eT (UτAr)T (U τA−1)
)
are well-defined and continuous on Hom(Ξ,T).
(c) For each fixed A = eA1 · · · eAr with A1, . . . , Ar ∈ R, the functions ΘA,1(τ)
and ΘA,2(τ) given by (3.1.11) and (3.1.12) are well-defined and continuous
on Hom(Ξ,T) provided that the weight β is compatible.
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Proof. (a): Recall that
‖A‖R =
∑
k∈Z
α(k)‖a(k)‖A =
∑
k∈Z
α(k)
∑
ξ∈Ξ
|a(k)ξ |β(ξ),
where
A =:
∑
k∈Z
(a(k)I)Uk and a(k) =:
∑
ξ∈Ξ
a
(k)
ξ eξ.
For any given  > 0, there exist K ∈ N and a finite subset S = {ξ1, . . . , ξn} of Ξ,
such that ∑
|k|≥K
α(k)‖a(k)‖A < 6 ,
and ∑
ξ∈Ξ\S
|a(k)ξ |β(ξ) <

12KMK
whenever |k| < K, whereMK = max{α(k) : |k| < K}. For a fixed τ ∈ Hom(Ξ,T),
consider the open neighborhood U = Uξ1,··· ,ξn,0 [τ ] with 0 = 3‖A‖R . We have
‖U τA− U τ ′A‖A =
∑
|k|<K
α(k)‖U τa(k) − U τ ′a(k)‖A +
∑
|k|≥K
α(k)‖U τa(k) − U τ ′a(k)‖A
<
∑
|k|<K
α(k)
∑
ξ∈S
|a(k)ξ | · |τ(ξ)− τ ′(ξ)|β(ξ) + 2
∑
ξ∈Ξ\S
|a(k)ξ |β(ξ)
+ 3
<
∑
|k|<K
α(k)0
∑
ξ∈S
|a(k)ξ |β(ξ) +

6KM
∑
|k|<K
α(k) + 3
<

3 +

3 +

3 = 
for any τ ′ ∈ U . Since the choices of  and τ are arbitrary, ΨA is a continuous
function on Hom(Ξ,T) for each fixed A.
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(b): It suffices to show that the two operators
B1(τ) := T (U τA)e−T (UτAr) · · · e−T (UτA1),
B2(τ) := eT (UτA1) · · · eT (UτAr)T (U τA−1)
are both continuous functions from Hom(Ξ,T) to O(R). Note that,
‖T (U τA)− T (U τ ′A)‖O(R) = ‖U τA− U τ ′A‖R,
and thus
χA : Hom(Ξ,T)→ O(R), τ 7→ T (U τA) (3.2.4)
is continuous for each fixed A ∈ R by part (a).
Next, note that the exponential function is continuous in any Banach algebra,
and thus
ηA : Hom(Ξ,T)→ O(R), τ 7→ e−T (UτA)
is continuous from Hom(Ξ,T) to O(R) for each fixed A ∈ R. Finally, for fixed
A1, . . . Ar ∈ R and A = eA1 · · · eAr , we have that
B1(τ) = χA(τ)ηAr(τ) · · · ηA1(τ),
B2(τ) = η−A1(τ) · · · η−Ar(τ)χA−1(τ)
are continuous functions from Hom(Ξ,T) to O(R), and in addition, B1(τ) − P
and B2(τ) − P are both trace class by Proposition 2.3.2. It follows that ∆A,1(τ)
and ∆A,2(τ) are well-defined continuous on Hom(Ξ,T).
Part (c) follows directly from part (b) above and from Proposition 3.2.1(b).
We also need the following simple lemma. Therein the additional assumption
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on Ξ being at most countable is imposed.
Lemma 3.2.3. Let Ξ be an at most countable additive subgroup of R/Z. For any
sequence n = {n(k)}∞k=1 of integers there exists a subsequence h = {h(k)}∞k=1 of n
which is fractal for Ξ.
Proof. The proof is based on a standard diagonal argument. Since Ξ is countable
we can assume that Ξ = {ξt : t ∈ N}. Starting with n0 := n one can recursively
construct a collection of integer sequences nt = {nt(k)}∞k=1, t ∈ N, such that nt is a
subsequence of nt−1 and such that {e2piint(k)ξt}∞k=1 converges for every fixed t ∈ N.
Indeed, suppose we are given nt−1. Then we can consider {e2piint−1(k)ξt}∞k=1 and
select a convergent subsequence {e2piint(k)ξt}∞k=1, thereby defining a subsequence nt
of nt−1. Moreover, we can keep the first t−1 terms of the sequence nt−1 unchanged
when passing to nt, i.e., nt(k) = nt−1(k), k = 1, . . . , t− 1.
Having defined sequences nt = {nt(k)}∞k=1 for all t ∈ N, we define
h(k) =: nk(k).
It is straightforward to verify that h = {h(k)}∞k=1 is a subsequence of each sequence
nt, t = 0, 1, . . . , in particular of the sequence n = n0. Now h being a subsequence
of nt implies that {e2piih(k)ξt}∞k=1 converges for every fixed t ∈ N. But this implies
that h = {h(k)}∞k=1 is fractal for Ξ by the definition of fractality.
For each n ∈ Z we define a corresponding τn ∈ Hom(Ξ,T) by
τn(ξ) := e2piinξ, ξ ∈ Ξ. (3.2.5)
As a consequence of Theorem 3.1.4 we obtain the following version of the limit
theorem.
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Theorem 3.2.4 (Uniform version of the limit theorem). Let β be an admissible
and compatible weight on an at most countable additive subgroup Ξ of R/Z. Let
R =Wα1,α2(A) with α1, α2 ≥ 0, α1 + α2 = 1, and A = APW (Z,Ξ, β).
If A1, . . . , Ar ∈ R and A = eA1 · · · eAr , then
lim
n2−n1→∞
(
det(Pn1,n2APn1,n2)
Gn2−n1
−ΘA,1(τn1)ΘA,2(τn2)
)
= 0, (3.2.6)
where
G = exp(M(a)), a = D(A1 + · · ·+ Ar),
and with ΘA,1 and ΘA,2 given by (3.1.11) and (3.1.12).
Proof. For each pair of integers (n1, n2) such that n2−n1 > 0 define the quantity
F [n1, n2] :=
det(Pn1,n2APn1,n2)
Gn2−n1
−ΘA,1(τn1)ΘA,2(τn2).
We will prove the theorem by contradiction. Assume that (3.2.6) does not hold.
Then there exists an  > 0 such that for each k ∈ N there exists two integers n1(k)
and n2(k) with n2(k)− n1(k) > k such that
|F [n1(k), n2(k)]| ≥ .
Thus we obtain two integer sequences {n1(k)}∞k=1 and {n2(k)}∞k=1 such that n2(k)−
n1(k) → ∞ as k → ∞. By applying Lemma 3.2.3 twice, there exists a strictly
increasing sequence {kj}∞j=1 of positive integers such that h1 = {h1(j)}∞j=1 :=
{n1(kj)}∞j=1 and h2 = {h2(j)}∞j=1 := {n2(kj)}∞j=1 are both fractal sequences for
Ξ. Assume that these fractal sequences h1 and h2 have associated τh1 , τh2 ∈
Hom(Ξ,T). Then τhi(j) converges to τhi in the natural topology of Hom(Ξ,T) as
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j →∞ (for i = 1, 2), and therefore
ΘA,1(τh1(j))ΘA,2(τh2(j))→ ΘA,1(τh1)ΘA,2(τh2)
as j →∞ by Proposition 3.2.2. On the other hand,
det(Ph1(j),h2(j)APh1(j),h2(j))
Gh2(j)−h1(j)
→ ΘA,1(τh1)ΘA,2(τh2)
as j →∞ by Theorem 3.1.4, which contradicts the fact that |F [h1(j), h2(j)]| ≥ 
for each j ∈ N since h1 and h2 are subsequences of {n1(k)}∞k=1 and {n2(k)}∞k=1,
respectively.
Note that the additional assumption that Ξ is at most countable is not a
serious restriction. Indeed, for a given operator A with almost periodic diagonals,
one can take for Ξ the additive subgroup of R/Z generated by the union of the
Fourier spectra of all the diagonals Dk(A) ∈ AP (Z) of A. Recall that the Fourier
spectrum of any sequence in AP (Z) is at most countable.
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Chapter 4
Further Remarks
4.1 Special cases of the limit theorem
If one wants to verify whether the limit theorems (Theorem 3.1.4 or Theorem
3.2.4) can be applied to a concrete operator A ∈ OAP ⊆ L(l2(Z)) one faces the
following problems:
(i) Does there exist an admissible and compatible weight β on Ξ, where Ξ
is a subgroup of R/Z containing the Fourier spectra of all the diagonals
Dk(A) ∈ AP (Z) of A ?
(ii) Does the operator A belong to R =Wα1,α2(APW (Z,Ξ, β)) ?
(iii) Moreover, can A be written as a product of exponentials of operators in R?
As we will see below, the first problem is related to diophantine approximation,
and the last problem naturally leads to the question whether R is inverse closed
in L(l2(Z)).
The questions are also related to each other in the following sense. On the one
hand, the compatibility condition requires the weight β to grow sufficiently fast
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(depending on Ξ). A fast growing weight, on the other hand, severely restricts the
class R. In addition, it may prevent the inverse closedness of R in L(l2(Z)). For
this reason, it would be desirable to consider (admissible and compatible) weights
β satisfying the Gelfand-Raikov-Shilow condition (or, GRS-condition), namely
lim
k→∞
β(kξ)1/k = 1 for all ξ ∈ Ξ. (4.1.1)
(Therein k is a positive integer and kξ ∈ Ξ is well-defined.) In fact, this conditions
is necessary for the inverse closedness of R in L(l2(Z)).
Consequently, we may pose the following question: For which (countable)
subgroups Ξ of R/Z do there exist admissible and compatible weights β satisfying
in addition the GRS-condition?
This question is not easy to answer in general, and we will discuss it to some
extent for finitely generated groups Ξ. However, let us first present a simple
positive example (mentioned already in [14, Ex. 2.9]) as well as a (not so simple)
counter-example.
Example 4.1.1. Let Ξ = Q/Z. This is a countable subgroup of R/Z which is not
finitely generated. Yet, we can define an admissible and compatible weight on Ξ
simply by β(ξ) = q whenever ξ = [p/q] with p ∈ Z, q ∈ N being coprime. This
weight also satisfies the GRS-condition.
Here and in what follows, we will notationally distinguish between an equiv-
alence class [x] ∈ R/Z and its representative x ∈ R. Furthermore, for a given
subset S ⊆ R/Z, let grS stand for the subgroup of R/Z generated by the set S.
In other words, grS consists of all finite integer linear combinations of elements
from S.
Example 4.1.2. Let Ξξ = gr{[ξ]} denote the subgroup generated by an irrational
55
number ξ. In Section 6 of [14] (see Example 6.7 in particular), the following class
of examples has been exhibited.
Let 1 < b < c and α be real numbers such that 0 < α < 1 − log blog c < 1.
Then one can construct a Liouville number ξ and a (stricly increasing) sequence
h = {h(n)}∞n=1 of integers such that
(i) the sequence h is distinguished for Ξξ in sense of [14] (hence fractal for Ξξ
in our sense), and
(ii)
h(n)−1∑
k=0
a(k) = h(n)α(1 + o(1)), n→∞,
where a = ∑∞k=1 b−kekξ ∈ AP (Z).
This class of examples has the following consequences. Suppose there exists an
admissible and compatible weight β on Ξξ satisfying in addition
lim
k→∞
β(kξ)1/k < b,
(the latter being the case if β satisfies the GRS-condition). Then a ∈ APW (Z,Ξ, β),
and it would be possible to apply Theorem 2.1.3 with h1(n) = 0 and h2(n) = h(n)
and obtain the asymptotics (2.1.10). But this contradicts the asymptotics given in
(ii).
Therefore we can conclude that for the Liouville numbers ξ constructed above,
there exists no weight β on Ξξ which is admissible, compatible, and satisfies the
GRS-condition.
It is an open question whether there exist Liouville numbers ξ for which there
exists no admissible and compatible weight β on Ξξ (regardless of the GRS-condition).
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4.1.1 The structure of finitely generated subgroups Ξ of
R/Z
Let us now consider finitely generated subgroups Ξ of R/Z. Such subgroups
are necessarily countable. The following two results characterize the structure of
such subgroups. Therein, let ZN = Z/(NZ) denote the set of congruence classes
modulo N . The proof of the first proposition is straightforward. The second one
could certainly be derived from the general structure theorem for finitely generated
abelian groups, but we provide a proof which is constructive.
Proposition 4.1.3. For n ≥ 0, let ξ1, . . . , ξn be real numbers such that {ξ1, . . . , ξn, 1}
is linearly independent over Q, and let N ∈ N. Then the map
(α1, . . . , αn, αn+1) ∈ Zn × ZN 7→
[
α1ξ1 + · · ·αnξn + αn+1 1
N
]
∈ R/Z (4.1.2)
is a well-defined group isomorphism between the additive group Zn × ZN and the
finitely generated subgroup Ξ = gr
{
[ξ1], . . . , [ξn], [ 1N ]
}
of R/Z.
Proposition 4.1.4. If Ξ is a finitely generated subgroup of R/Z, then there exists
n ≥ 0 and N ≥ 1 such that Ξ is group-isomorphic to Zn×ZN via an isomorphism
of the form (4.1.2).
Proof. The group Ξ being finitely generated means that there exist generators
[ξ1], . . . , [ξm] ∈ R/Z such that
Ξ = gr {[ξ1], . . . , [ξm]} :=
{
m∑
k=1
αk[ξk] : αk ∈ Z
}
.
The numbers ξk therein are either irrational or rational. Among all tuples ([ξ1], . . . , [ξm])
of elements in R/Z generating the group Ξ consider one in which the number of
irrational generators is as small as possible, say equal to n. Therefore, without
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loss of generality, we can assume that
Ξ = gr {[ξ1], . . . , [ξn], [ξn+1], . . . , [ξn+k]} (4.1.3)
where ξ1 . . . , ξn ∈ R \Q, ξn+1, . . . , ξn+k ∈ Q, and n, k ≥ 0.
Concerning the number k of rational generators we made no assumption at
this point. However, it is possible to modify the rational generators in (4.1.3) and
keeping the irrational generators unchanged such that the resulting representation
has precisely one rational generator and in addition that this rational generator
equals [ 1
N
] for some integer N ≥ 1. In other words, we can turn (4.1.3) into
Ξ = gr
{
[ξ1], . . . , [ξn], [ 1N ]
}
. (4.1.4)
The argument is as follows. First of all, if k = 0, we can add the ‘dummy’ element
[1] = [0]. If k ≥ 1, then each rational generator [p
q
] in which p ∈ Z and q ≥ 1
are coprime can be replaced by [1
q
]. This is because gr{[p
q
]} = gr{[1
q
]}. If we have
more than one rational generator (k ≥ 2) then we can replace two generators [ 1
q1
]
and [ 1
q2
] by a single generator [1
q
] with q being the least common multiple of q1
and q2. Here the reason is that gr{[ 1q1 ], [ 1q2 ]} = gr{[1q ]}.
We can now assume that Ξ is given by (4.1.4) and that the number n of
irrational generators cannot be reduced. We claim that {ξ1, . . . , ξn, 1} is rationally
independent over Q. Suppose this is not the case. Then n ≥ 1 and there are
a1, . . . , an ∈ Z such that
a1ξ1 + · · ·+ anξn = p
q
∈ Q
while not all a1, . . . , an are zero. In fact, one can assume that gcd(a1, . . . , an) = 1.
58
It is well-known and straightforward to show (e.g., by induction on n) that there
exists a unimodular n×nmatrixM with entries in Z whose last row is (a1, . . . , an).
Define the elements [ξ′1], . . . , [ξ′n] by

[ξ′1]
...
[ξ′n]
 := M

[ξ1]
...
[ξn]

and note that [ξ′n] = [pq ]. Because M
−1 has entries in Z as well, it is easily seen
that
gr {[ξ1], . . . , [ξn]} = gr {[ξ′1], . . . , [ξ′n]} .
Therefore,
Ξ = gr
{
[ξ′1], . . . , [ξ′n−1], [pq ], [
1
N
]
}
.
But this means that the number of irrational generators of Ξ can be reduced,
contrary to our assumption.
We therefore conclude that {ξ1, . . . , ξn, 1} is linearly independent overQ, which
makes it possible to apply Proposition 4.1.3. Since Ξ is given by (4.1.4), it follows
that Ξ is group-isomorphic to Zn × ZN via the map (4.1.2).
After having seen that every finitely generated subgroup of R/Z is group-
isomorphic to Zn×ZN , the question now is for which of them does there exist an
admissible and compatible weight satisfying the GRS-condition. This depends, of
course, on the irrational generators ξ1, . . . , ξn featured in the description of the
group Ξ.
Before going into this, let us mention the trivial case of n = 0, i.e., Ξ =
gr{[ 1
N
]} ∼= ZN . Since this group is finite the choice of the weight β is irrelevant
(one can take β ≡ 1). The corresponding Banach algebra APW (Z,Ξ, β) consists
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of all sequences in l∞(Z) that have period N . Even though this is the trivial case,
Theorem 3.1.4 or Theorem 3.2.4 implies a generalization of the classical strong
Szegö-Widom limit theorem (see Subsection 4.1.3 below).
Let us now consider the case n ≥ 1. We denote by Sn ⊆ (R/Z)n the set of all
(ξ1, . . . , ξn) for which there exist ω > 0 and C > 0 such that
‖α1ξ1 + · · ·+ αnξn‖R/Z ≥ C
(
max
1≤i≤n
|αi|
)−ω
(4.1.5)
for all (α1, . . . , αn) ∈ Zn \ {0}.
As the following result shows, absence from Sn is rather exceptional. For a
proof see, e.g., Section 3.5.3 (n = 1) and Section 4.3.2 (n ≥ 2) of [4]. Note that
the set S1 corresponds to irrational numbers which are not Liouville numbers.
Theorem 4.1.5. The complement of Sn in (R/Z)n has Hausdorff dimension n−1,
hence Lebesgue measure zero in (R/Z)n.
It is easy to see that condition (4.1.5) implies that {ξ1, . . . , ξn, 1} is linearly
independent over Q. Hence for each N ≥ 1, the group
Ξ = gr
{
[ξ1], . . . , [ξn], [ 1N ]
}
(4.1.6)
can be identified with Zn × ZN as described in Proposition 4.1.3.
Proposition 4.1.6. For n ≥ 1, let (ξ1, . . . , ξn) ∈ Sn, and let ω be the constant in
(4.1.5). Then for each N ≥ 1 one can define an admissible and compatible weight
on
Ξ =
{
ξ =
[
α1ξ1 + · · ·+ αnξn + αn+1 1
N
]
: α = (α1, . . . , αn, αn+1) ∈ Zn × ZN
}
,
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satisfying the GRS-condition, by
β(ξ) := (1 + |α|)ω, |α| = max
1≤i≤n
|αi|. (4.1.7)
Proof. Obviously, the weight is admissible and satisfies the GRS-condition. Note
that ‖ x
N
‖R/Z ≥ 1N ‖x‖R/Z. Therefore, whenever |α| 6= 0,
‖ξ‖ =
∥∥∥∥α1ξ1 + · · ·+ αnξn + αn+1N
∥∥∥∥ ≥ 1N ‖Nα1ξ1 + · · ·+Nαnξn + αn+1‖
= 1
N
‖Nα1ξ1 + · · ·+Nαnξn‖ ≥ C
N1+ω
(1 + |α|)−ω = C
N1+ωβ(ξ) .
Taking also into account the trivial case of |α| = 0, αn+1 6= 0, this implies that β
is compatible by the definition (2.1.8).
In order to practically apply the previous proposition one would have to know
when (ξ1, . . . , ξn) ∈ Sn. We confine ourselves to briefly state two examples, both
of which rely on deep results about diophantine approximation (see, e.g., [7, 27]).
These examples were discussed thoroughly in [14, Section 2.3], where also further
references can be found.
Example 4.1.7. (Roth-Schmidt, [25, 28]) Let ξ1, . . . , ξn be (real) algebraic
numbers such that {ξ1, . . . , ξn, 1} is linearly independent over Q. Then for every
ε > 0 there exists a constant Cε > 0 such that
‖α1ξ1 + · · ·+ αnξn‖R/Z ≥ Cε
(
max
1≤i≤N
|αi|
)−n−ε
for every (α1, . . . , αn) ∈ Zn \ {0}.
The second example concerns logarithms of algebraic numbers.
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Example 4.1.8. (Baker-Feldman, [2, 15]) Let Λ = {λ ∈ C : exp(λ) ∈ Q},
where Q denotes the set of all (possibly complex) algebraic numbers. Consider
ξ1, . . . , ξm ∈ Λ ∩ R, ξm+1, . . . , ξn ∈ iΛ ∩ R,
such that {ξ1, . . . , ξm} and {ξm+1, . . . , ξn} are linearly independent over Q. Then
there exists (effectively computable) constants C > 0 and ω > 0 such that (4.1.5)
holds.
4.1.2 The limit theorem for finitely generated subgroups
Let Ξ be a finitely generated subgroup of R/Z which is group-isomorphic to
Zn × ZN . Then, as we will see shortly, Hom(Ξ,T) is naturally isomorphic as a
compact group to Tn × TN , where TN := {ω ∈ C : wN = 1}.
We will use this observation in order to replace in the uniform version of the
limit theorem (Theorem 3.2.4) the continuous functions ΘA,1 and ΘA,2 defined on
Hom(Ξ,T) by continuous functions defined on Tn × TN .
Assume that Ξ is group-isomorphic to Zn × ZN via the group-isomorphism
(4.1.2). Then Hom(Ξ,T) can be identified with Tn × TN as follows. Each
(t1, . . . , tn, tn+1) ∈ Tn × TN gives rise to a τ ∈ Hom(Ξ,T) defined by
τ(ξ) = tα11 · · · tαnn tαn+1n+1
with ξ = [α1ξ1 + . . . αnξn + αn+1 1N ], (α1, . . . , αn, αn+1) ∈ Zn × ZN . Conversely, it
is easy to see, that each τ ∈ Hom(Ξ,T) arises in this way. In fact, the underlying
map
Λ : (t1, . . . , tn, tn+1) 7→ τ
62
is both a group-isomorphism and a homeomorphism between Tn×TN and Hom(Ξ,T).
The following theorem also includes the case n = 0, in which we stipulate
Ξ = gr{[ 1
N
]} and β ≡ 1. For n ≥ 1, notice that the weight β depends on the
parameter ω given by (4.1.5), which in turn depends on (ξ1, . . . , ξn).
Theorem 4.1.9 (Limit theorem for finitely generated groups). Let n ≥ 0, (ξ1, . . . , ξn) ∈
Sn, and N ≥ 1, and consider the group Ξ with the weight β defined by (4.1.6) and
(4.1.7). Let R =Wα1,α2(A) with α1, α2 ≥ 0, α1+α2 = 1, and A = APW (Z,Ξ, β).
If A1, . . . , Ar ∈ R and A = eA1 · · · eAr , then there exist continuous functions
Θ̂A,k : Tn × TN → C, k = 1, 2,
such that
lim
n2−n1→∞
(
det(Pn1,n2APn1,n2)
Gn2−n1
− EA,1(n1)EA,2(n2)
)
= 0 (4.1.8)
with
EA,k(m) = Θ̂A,k(e2piiξ1m, . . . , e2piiξnm, e2pii
1
N
m), k = 1, 2, m ∈ Z,
G = exp(M(a)), a = D(A1 + · · ·+ Ar).
Proof. In Theorem 3.2.4 we encountered the functions ΘA,1 and ΘA,2 defined by
(3.1.11) and (3.1.12), and we know from Proposition 3.2.2(c) that these functions
are continuous on Hom(Ξ,T). Considering the composition of these functions
with Λ,
Θ̂A,k(t1, . . . , tn, tn+1) = ΘA,k(Λ(t1, . . . , tn, tn+1)),
we obtain continuous function Θ̂A,k : Tn × TN → C. The limit (3.2.6) contains
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the quantities ΘA,k(τm) where τm ∈ Hom(Ξ,T) is given by τm(ξ) = e2piimξ, ξ ∈ Ξ.
It is easy to see that
Λ(e2piiξ1m, . . . , e2piiξnm, e2pii 1Nm) = τm.
Hence
ΘA,k(τm) = Θ̂A,k(e2piiξ1m, . . . , e2piiξnm, e2pii
1
N
m).
We now obtain formula (4.1.8) from formula (3.2.6).
Note that we did not write down formulas for Θ̂A,k(t1, . . . , tn, tn+1) in terms
of operator determinants showing the dependence on (t1, . . . , tn+1) ∈ Tn × TN
explicitly since the concrete evaluation of such operator determinants seems to be
illusive in general. Still one could ask whether such an evaluation is possible in
such cases where A is an almost Mathieu operator.
While Θ̂A,k(t1, . . . , tn, tn+1) are continuous, one could further ask if (or under
what conditions) these functions are differentiable in t1, . . . , tn ∈ T. We leave this
as an open question.
Another issue is the vanishing of these operator determinants. Numerical
evidence suggests that for certain (exceptional) A it is possible that the functions
ΘA,1(τ) and ΘA,2(τ) can vanish at particular values of τ . However, an even more
“undesirable” situation would occur if one of the functions vanishes identically on
Hom(Ξ,T). For the case n ≥ 1 we do not know whether this can be ruled out. In
the case where n = 0 and N ≥ 2 it can happen, see Subsection 4.1.3 below.
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4.1.3 The case of block Laurent operators revisited
Let us consider the case of block Laurent operators again and establish a
generalization of the strong Szegö-Widom limit theorem. Such a generalization
seems to be stated here for the first time. The classical result (in the form of
Theorem 1.1.1) is recovered from the theorem below with k1 = k2, although for a
slightly different class of symbols.
To obtain the generalization we apply Theorem 3.2.4 (or Theorem 4.1.9) to
the case of Ξ ∼= ZN . Then the operators under consideration are block Laurent
operators where the symbol is a smoothN×N matrix valued function. To be more
specific, define for α1, α2 ≥ 0 the Wiener class Wα1,α2 consisting of all a ∈ L1(T)
such that
‖a‖Wα1,α2 =
∑
k∈Z
α(k)|ak| <∞,
where α(k) is defined by (2.2.7).
Theorem 4.1.10 (Generalized block Szegö-Widom limit theorem). For N ≥ 1
and for α1, α2 ≥ 0 with α1 +α2 = 1, let a ∈ WN×Nα1,α2 be such that det a(t) 6= 0 for all
t ∈ T and det a(t) has winding number zero. Then for each k1, k2 ∈ {0, . . . , N−1}
we have that
lim
m→∞
detPk1,k2+mNL(a)Pk1,k2+mN
Gk2−k1+mN
= Ea,1[k1]Ea,2[k2],
where G = exp
(
1
2piN
∫ 2pi
0 log det a(eix) dx
)
and Ea,1[k1] and Ea,2[k2] are certain
constants.
Proof. We first have to use a result from [11], more precisely, the equivalence of
the statements (i) and (ii) in [11, Prop. 6.4] in the setting S = Wα1,α2 . Note
that statement (ii) amounts to the above assumptions on the symbol a, whereas
statement (i) asserts that we can write a = ea1 · · · ear for certain a1, . . . , ar ∈
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WN×Nα1,α2 . Therefore, it follows that
L(a) = eL(a1) · · · eL(ar)
with L(a1), . . . , L(ar) ∈ R, R =Wα1,α2(APW (Z,Ξ, β)), Ξ = gr{[ 1N ]}, β ≡ 1.
We can now apply Theorem 4.1.9 with n1 = k1, n2 = k2 + mN and m → ∞.
Note that in the terms of the fractal version (Theorem 3.1.4) we would consider
the fractal sequences h1(m) = k1 and h2(m) = k2 +mN . The expressions for the
constants in (4.1.8) are given by
EA,j(nj) = Θ̂A,j(e2piinj
1
N ) = Θ̂A,j(e2piikj
1
N ) =: Ea,j[kj], j = 1, 2.
They do not depend onm, but only on k1 and k2. The computation of the constant
G can be done straightforwardly.
In the classical case and when N ≥ 2 it is possible that the constant E[a] in
(1.1.15) is zero (even though this is considered ‘exceptional’). In our situation the
same can happen when N ≥ 2. For instance, in the case of the symbol
a(t) =
 t 0
0 t−1

one finds that both constants Ea,1[k1] and Ea,2[k2] are zero for all k1, k2, while
with little effort it can be seen that a is a product of exponentials of trigonometric
matrix functions. We leave the details to the reader.
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4.2 Future problems and remarks
4.2.1 The inverse closedness problem
Problem (iii) mentioned at the beginning of Section 4.1 asks the question how
to decide whether a given operator A ∈ R ⊆ L(l2(Z)) is the finite product of
exponentials of operators in R. It would be desirable to have at least some (non-
trivial) sufficient conditions available. We will make a connection between this
problem and the question whether R is inverse closed in L(l2(Z)).
Recall that a unital Banach subalgebra R of L(l2(Z)) is inverse closed in
L(l2(Z)) if
G(R) = R∩ G(L(l2(Z))).
Here G(B) stands for the group of invertible elements in a unital Banach algebra
B.
The group G(R) may consist of several connected components. It is well known
(see, e.g, [26, Thm. 10.34]) that A is a finite product of exponentials of elements
in R if and only if A belongs to the connected component of G(R) containing the
identity operator. With this equivalence, the following proposition is obvious.
Proposition 4.2.1. LetR be unital, inverse closed Banach subalgebra of L(l2(Z)).
For A ∈ R assume that there exists a continuous function σ : [0, 1]→ R such that
σ(0) = I, σ(1) = A, and σ(t) is invertible in L(l2(Z)) for all t ∈ [0, 1].
Then A = eA1 · · · eAr for certain A1, . . . , Ar ∈ R.
Under the assumption that R is inverse closed, this proposition provides useful
sufficient criteria for A ∈ R to be a product of exponentials. For instance, a
function σ with the required properties exists if the unbounded component of the
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spectrum of A in L(l2(Z)) contains zero. The latter is the case, for instance, if A
is invertible in L(l2(Z)) and is self-adjoint.
It would be interesting to know under which conditions R has the inverse
closedness property. We raise the following conjecture.
Conjecture 4.2.2. Let β be an admissible weight on an additive subgroup Ξ of
R/Z satisfying the GRS-condition, and let α1, α2 ≥ 0. Then the Banach algebra
R =Wα1,α2(APW (Z,Ξ, β)) is inverse closed in L(l2(Z)).
Assume that β is an admissible weight on Ξ. Then the GRS-condition is
necessary for the inverse closedness of R in L(l2(Z)). In fact, it is easy to see
(e.g., by using Gelfand theory) that the GRS-condition is necessary and sufficient
for the inverse closedness of A = APW (Z,Ξ, β) in l∞(Z). On the other hand,
proving that the GRS-condition implies the inverse closedness of R in L(l2(Z))
seems difficult.
In the case of finitely generated groups Ξ ∼= Zn the conjecture is motivated by
the work of Gröchenig and Leinert [17], where a similar inverse closedness property
is proved. They consider (non-commutative) weighted Wiener-type algebras with
twisted convolutions as the product and symmetric weights on Zd. Their algebras
are isomorphic as Banach algebras to our algebras R with d = n + 1 in certain
cases. Unfortunately, the difference is that their algebras are represented on l2(Zd),
whereas our R is represented on l2(Z).
The almost Mathieu operators revisited. Recall that the almost Mathieu
operator is given by
Ma = U1 + aI + U−1, (4.2.1)
where a ∈ AP (Z) is a(n) = β cos 2pi(ξn+ δ). We assume that β, ξ, and δ are real
numbers in which case Ma is a selfadjoint operator on l2(Z).
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Suppose in addition that ξ is not a Liouville number. This means that ξ is
either rational or belongs to the set S1 defined in Subsection 4.1.1. In both cases
we can conclude that there exists an admissible and compatible weight β on the
group Ξξ = gr{[ξ]} (see Proposition 4.1.6). In addition, this weight satisfies the
GRS-condition. It is also clear that
Ma ∈ R :=W1/2,1/2(APW (Z,Ξξ, β)).
Now assume that the above conjecture is true. Then we can conclude that if
λ ∈ C is such that A = Ma − λI is an invertible operator on l2(Z), then A is a
finite product of exponentials of elements in R. Hence our limit theorems (e.g.,
Theorem 4.1.9) are applicable to A.
Without having the conjecture available we can still say something, namely,
that the limit theorems apply to A = Ma − λI provided that λ ∈ C is such that
|λ| > ‖Ma‖R. Indeed, in this case A possesses a logarithm in R. Notice that the
norm of ‖Ma‖R depends on β and thus on the diophantine properties of ξ.
4.2.2 In connection with Random Matrix Theory
In Random Matrix Theory, the bulk scaling limit (the probability that an
interval contains no eigenvalues) and edge scaling limit (which describes the dis-
tribution of the extreme smallest or largest eigenvalue) can often be expressed as
a Fredholm determinant with certain kernel function K,
det(I −K)|L2(I) := 1 +
∞∑
k=1
(−1)k
k!
∫
I
· · ·
∫
I
k
det
i,j=1
K(xi, xj)
k∏
i=1
dxi. (4.2.2)
A Toeplitz determinant can be represented as a Fredholm determinant with cer-
tain kernel function on L2(T), and the asymptotics of determinants of Toeplitz
matrices and other Toeplitz-like matrices has been put into great use to evaluate
69
the asymptotics of Fredholm determinants, e.g., with the sine kernel [10, 12, 18, 32]
and with the Bessel kernel [9, 13].
In the setting of band-dominated operators with almost periodic diagonals,
one can deal with a larger scale of Toeplitz-like operators, and the limit theorems
presented in this paper can provide a great tool to evaluate the corresponding
Fredholm determinants under certain assumptions. It will be interesting to di-
rectly look at random matrix ensembles representing matrices with almost periodic
diagonals as well.
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