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ЗАБЕЗПЕЧЕННЯ ЦІЛІСНОСТІ ІНФОРМАЦІЙНИХ РЕСУРСІВ  
НА ОСНОВІ МЕТОДІВ ДВООЗНАКОВОГО СТРУКТУРНОГО КОДУВАННЯ ДАНИХ 
Розроблено методи оцінювання завадостійкості та самокорекції структурних кодових конструкцій під час 
передавання даних в інформаційно-комунікаційних системах та мережах з урахуванням забезпечення цілісності 
інформаційного ресурсу. 
Developed methods of estimation of noise stability and correction of structural code constructions to distortion in 
comunication of data in informatively communication systems and networks taking into account providing of integrity 
of informative resource. 
 
Вступ 
На сучасному етапі розвитку інформаційно-
комунікаційних систем та мереж (ІКСМ) пот-
рібний високий рівень технічних і соціальних 
вимог до якості інформаційних ресурсів та 
безпосередньо до систем передавання, оброб-
лення та відображення даних. Порушення ос-
новних властивостей інформації цілісності, 
конфіденційності і доступності веде до неякіс-
них процедур прийняття рішень або зовсім 
унеможливлює цей процес.  
Випадкові та штучні завади спотворюють ін-
формаційні потоки, які надходять від джерела 
повідомлення до споживача, що призводить до 
втрати цілісності даних. Отже, забезпечення 
цілісності інформації під час її передавання 
каналами зв’язку є найактуальнішим завданням 
в умовах створення розвинутого інформаційного 
суспільства. Вимоги до методів виявлення і ви-
правлення помилок у каналах передавання даних 
безупинно зростають. Виникає необхідність у 
розробленні методів ефективного завадостійкого 
канального кодування з максимально простою 
реалізацією для забезпечення цілісності та віро-
гідності переданих даних. 
Постановка завдання 
Мета роботи − розроблення методів оціню-
вання завадостійкості та самокорекції структу-
рних кодових конструкцій до спотворення під 
час передавання даних в ІКСМ з урахуванням 
забезпечення цілісності інформаційного ресур-
су. При цьому враховано як особливість 
моделі появи помилок у кодах під час їх пере-
давання каналами зв’язку, так і властивості 
методів кодування та декодування структур-
них кодових комбінацій.  
Аналіз структурних кодових конструкцій 
Під цілісністю інформаційних ресурсів будемо ро-
зуміти цілісність кодових конструкцій, сформова-
них на основі методів двоознакового структурного 
кодування даних [1; 2].  
Розроблені методи двоознакового структурного ко-
дування даних дають змогу проводити процедури ко-
дування довільного джерела повідомлення без втрат 
інформації на основі скорочення структурної надмір-
ності в інформаційних потоках ІКСМ. Ці методи ко-
дування дають змогу підвищити ступінь стику да-
них, що забезпечує отримання виграшу за часом 
оброблення і передавання інформації в ІКСМ 
(для розробленого методу відносно відомих) у 
середньому від 2,1 до 4,2 разу [2]. 
Однак для забезпечення контролю та поновлення 
цілісності кодових комбінацій до складу даних 
включають надлишкову інформацію − ознаку цілі-
сності або контрольну ознаку, процедура форму-
вання якої відома та належить до завадостійких ме-
тодів кодування. Ці методи штучно вводять над-
лишковість до кодової конструкції з метою встано-
влення завадостійкого кодового правила або алго-
ритму відновлення цілісності інформації.  
Найцікавішим методом кодування з точки зору за-
безпечення мінімального часу на оброблення та за-
вадостійкого передавання каналами зв’язку було б 
використання не двох кодових ітерацій [4−6] (ко-
дування джерела повідомлення, без втрат інформа-
ції з забезпеченням максимального ступеня стиску 
даних, забезпечення завадостійкого канального  
кодування з урахуванням максимальної вірогіднос-
ті інформаційного потоку, тобто забезпечення  
цілісності кодової конструкції на основі введення 
структурної надлишковості даних), а однієї,  
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що впроваджувала б метод одночасного коду-
вання довільного джерела даних з урахуван-
ням канальної завадостійкості сформованих та 
переданих кодових конструкцій.  
З цією метою розробимо методи та оцінимо 
ефективність завадостійкості кодових конс-
трукцій, що сформовані на основі структурно-
го кодування довільного джерела повідомлень. 
Завдяки розробленому методу структурного 
відновлення можна без викривлень отримати 
вихідний фрагмент джерела повідомлення до-
вільного алфавіту. Однак у випадку переда-
вання кодових комбінацій стислих даних кана-
лами зв’язку з помилками можуть виникнути 
викривлення, що впливають на вірогідність ві-
дновлюваної інформації.  
Для достовірного отримання інформації струк-
турне компактне подання даних повинно мати 
не тільки властивість взаємно однозначного 
відновлення, але й бути завадостійким до по-
милок у каналі зв’язку. Розглянемо властивості 
завадостійкості двоознакових структурних ко-
дів j
kmN ),,( )(ΘΛ  у випадку їх передавання 
каналами зв’язку з помилками (довжина кодо-
вої послідовності m , структурні ознаки кодо-
вих послідовностей:  
Λ − обмеження на позиції із припустимою по-
явою одиничних елементів;  
)(kΘ − обмеження на число серій одиниць у 
припустимих зонах) [1−2].  
У процесі двоознакового структурного коду-
вання двійкових даних у структурному прос-
торі для двійкової послідовності j
kmA ),( )(Θ , 
елементи якої задовольняють систему обме-
жень, формується код-номер j
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де структурні ознаки інформаційного потоку − 
вектор S -заборони появи на певній позиції 
одиничного елемента ( misS i ,1},{ ==  ; is – 
ознака заборони появи на i -й позиції одинич-
ного елемента; якщо ,0=is  то на i -й позиції 
заборонена поява одиниці і навпаки); число серій 
одиниць ϑ  у двійковій послідовності [1]. 
При цьому в канал зв’язку, якщо немає завадостій-
кого кодування, передається двійкове кодове по-
дання )(2
)( ),,( jkmN ΘΛ  коду-номера j





kjk mVogmN ℓ       (2) 
Оскільки на передавання коду-номера 
j
xmN ),,( )(ΘΛ  припадає заздалегідь виділена кіль-
кість розрядів L , то в загальному випадку викону-
ється нерівність LmN jx ≤ΘΛ )(2
)( ),,( , тобто старші 
розряди кодового слова можуть не дорівнювати 
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Рис. 1. Схема кодового слова LA , що містить значення 
коду-номера j
xmN ),,( )(ΘΛ  
Під час передавання даних каналами зв’язку  
можуть виникнути помилки. Тоді буде прийняте 
кодове слово •LA , що відрізняється від вихідного 
кодового слова LA  значеннями одного або більше 
розрядів )()( •ξξ ≠=ν ℓℓnAL , L,1=ξ ,  
де )( LAν  − кількість викривлених розрядів, які до-
рівнюють кількості розрядів )( •ξξ ≠ ℓℓn , що відріз-
няють вихідне LA  і прийняте 
•
LA  кодові слова.  
У загальному випадку величина )( LAν  змінюється 
в межах LAL ≤ν≤ )(0 . Якщо 1)( ≥ν LA , то отри-
мане на прийомній стороні значення коду-номера 
•ΘΛ j
kmN ),,( )(  не буде дорівнювати вихідному зна-
ченню коду-номера j




k mNmN ),,(),,( )()( ΘΛ≠ΘΛ • . 
Викривлення значення коду-номера двоознакового 
структурного числа або кодової конструкції визна-
чають значенням помилки j
kme ),,( )(ΘΛ , яка дорі-
внює абсолютному значенню різниці між 
•ΘΛ j
kmN ),,( )(  й j
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ISSN 1813-1166. Вісник НАУ. 2009. №1 
 
© О.К. Юдін, О.Л. Яковенко, 2009 
191
Згідно з системою правил двоознакового стру-
ктурного кодування формується код-номер 
j
kmN ),,( )(ΘΛ  для двійкового структурного 
числа j
kmA ),( )(Θ .  
Отже, якщо 1),,( )( ≥ΘΛ j
kme , то після прове-
дення двоознакового структурного декодуван-
ня відновлюється число •Θ j
kmA ),( )( , що може 
відрізнятися від вихідної послідовності зна-
ченнями двійкових елементів.  
Кількість ν  двійкових елементів, відновлених 
з помилкою, дорівнює кількості двійкових 
елементів, для яких виконується нерівність 
•≠ jiji aa , mi ,1= , Оскільки довжина двоозна-
кового структурного числа дорівнює m , то кі-
лькість елементів ν , якими відрізняються ви-
хідні j
kmA ),( )(Θ  й відновлена •Θ j
kmA ),( )(  
двійкові послідовності, змінюється у межах 
m≤ν≤0 . На основі аналізу виявлено, що по-
милки в кодовому слові LA  можуть відбутися 
як у незначимих, так і у значимих розрядах. 
Незначимими є g  старших розрядів коду LA . 
Існує можливість виявити будь-яку кількість 
таких помилок у старших розрядах, для яких 




)( jkjk mNgmN ΘΛ+≤≤+ΘΛ ξ  
Якщо виникає похибка, буде відновлена двій-
кова послідовність •Θ j
kmA ),( )( , для якої 1ν ≥  
та знайдеться хоча б один двійковий елемент, 
яким будуть відрізнятися вихідні й прийнята 
двійкові послідовності. Тоді можливі два варі-
анти прояву помилок каналу зв’язку.  
Для першого варіанта цікавим є абсолютне 
значення, що подано у двійковому вигляді по-
слідовністю j
kmA ),( )(Θ .  
Для другого варіанта кожен компонент послі-
довності j
kmA ),( )(Θ  розглядається як окремий 
елемент оброблюваних даних.  
Межі відхилення коду-номера для будь-якої 
кількості помилок, що виникли у двоознаковій 
структурній кодовій конструкції (під час її пе-
редавання каналом зв’язку), тобто значення 
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ξ ϑϑ         (3) 
де min),( ξϑmN , max),( ξϑmN  – значення коду-
номера з урахуванням обмеження на кількість се-
рій, що дорівнює ξϑ , відповідно для початкової й 
кінцевої двійкової послідовності множини двооз-
накових структурних чисел у двійковому структу-
рному просторі. 
Межі локалізації впливу помилки каналу зв’язку, 
для будь-якої кількості помилок, що виникли у 
двоознаковій структурній кодовій конструкції (у 
разі її передачі каналами зв’язку) для абсолютної 
величини ε  відхилення від вихідного значення 
mN , визначаються на основі виконання нерівності. 
Властивість локалізації впливу помилки каналу 
зв’язку під час декодування двоознакових структу-
рних кодових комбінацій проявляється в обмежен-
ні знизу й зверху можливих значень значення від-
хилення ε  відновленого числа •mN  від вихідного 
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Показником завадостійкості є значення кількості ν  
двійкових елементів, відновлених з помилкою. 
Якщо довжина двоознакового числа дорівнює m , 
то значення ν  змінюється в межах m≤ν≤0 .  
Методи оцінювання завадостійкості  
структурного кодування даних 
У загальному випадку помилки в кодовому слові 
LA  можуть виникнути як у незначимих, так і у зна-
чимих розрядах. Розглянемо варіант, коли помилки 
виникли в незначимих розрядах кодового слова 
LA . Тоді на прийомному боці буде прийнятий код 
•
LA , що містить значення 
•
LN . Відповідно до вира-
зів (3),(4) для довільної кількості помилок у незна-
чимих розрядах виконується нерівність 
•≤ΘΛ Lj
x NmN ),,( )( .           (5) 
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Відповідно значення коду-номера обмежене 
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де  
)(xΘ - вектор, елементами якого є значення об-






xx ϑϑϑ=Θ ;  
Z  – кількість дозволених зон у двійковій пос-
лідовності; 
),,( )(xmV ΘΛ  − кількість двійкових послідов-
ностей; )(xzϑ  - значення числа серій одиниць 
для z -ї дозволеної зони двійкової послідовно-
сті;  
zm  − кількість двійкових елементів у z -й до-
пустимій зоні. 
З порівняння нерівностей (5), (6) випливає, що 
якщо виконується умова: 
•≤ΘΛ L
x NmV ),,( )( , 
то в старших, незначимих розрядах коду LA  
з’явилися помилки. Відповідно до виразів (3), 
(4) існує можливість виявити будь-яку кіль-
кість таких помилок у старших розрядах, для 





)( ),,(1),,( jxjx mNgmN ΘΛ+≤ξ≤+ΘΛ .   (7) 
Тому будь-яка кількість помилок у старших 
розрядах, для яких виконується умова (7), мо-
же бути виправлена обнулінням mL < . Тобто, 
для випадку викривлення незначимих розрядів 
двоознакове структурне подання має більшу 
завадостійкість порівняно з передаванням ка-
налами зв’язку m  двійкових розрядів у нестис-
лому вигляді. Розглянемо варіант, коли помил-
ки відбулися у значимих розрядах кодового 
слова LA . У цьому випадку на приймальному 
боці буде прийнятий код-номер 
•ΘΛ j




x mNmN ),,(),,( )()( ΘΛ≠ΘΛ • , 
).,,(),,( )()( xj
x mVmN ΘΛ<ΘΛ •   
Оскільки двоознакове структурне подання є 
взаємно однозначним [3], то буде відновлена 
двійкова послідовність •Θ j
xmA ),( )( , для якої 
1≥ν , тобто знайдеться хоча б один двійковий 
елемент, яким будуть відрізнятися вихідна й 
прийнята двійкові послідовності.  
Тоді можливими є два варіанти прояву помилок 
каналу зв’язку.  
Для першого варіанта являє інтерес абсолютне зна-
чення, подане у двійковому вигляді послідовністю 
j
xmA ),( )(Θ .  
Для другого варіанта кожний компонент послідов-
ності j
xmA ),( )(Θ  розглядається як окремий еле-
мент оброблюваних даних. 
Перший варіант прояву помилок каналу зв’язку 
виникає, наприклад, у випадку оброблення на двій-
ковому рівні елементів вихідних інформаційних 
потоків в ІКСМ. У цьому випадку кінцевим етапом 
відновлення даних є не окремі елементи двійкової 
послідовності, а число mN :  
0
1
11 2...2...2 aaaN ii
m
mm ++++=
−− ,        (8) 
де  
ia  – значення i - го розряду числа mN , mi ,1= . 
З аналізу виразу (8) випливає, що значення числа 
mN  може змінюватися в межах  
120 −≤≤ mmN ,           (9) 
тобто максимальна абсолютна різниця ε  між вихі-
дним mN  і відновленим 
•
mN  числами дорівнюва-
тиме  
12 −≤−=ε • mmm NN .        (10) 
Наприклад, якщо 8=m  (оброблення елементів по-
току даних), то 2550 ≤≤ mN .  
Отже, для такого варіанта прояву помилки каналу 
зв’язку обґрунтування завадостійкості двоознако-
вих структурних кодів зводиться до визначення 
можливості локалізувати значення помилки ε . Для 
цього розглянемо структуру двоознакового числа 
j
xmA ),( )(Θ  у двійковому структурному просторі 
(рис. 2). 
00. . . 00. . . 
   
1m zm Zm
ja ,1,1 ja ,1,1 ja ,1,1
jma ,,1 1 jmza ,,1 jmZa ,,1  
Рис. 2. Структура числа j
xmA ),( )(Θ  
Оскільки на можливі значення елементів числа 
j
xmA ),( )(Θ  накладаються обмеження, задані вира-
зами (1), (2), то не всі значення числа •mN  на інтер-
валі (9), (10) є припустимими. Кількість )( •Ω mN  
можливих значень числа •mN  визначається за спів-
відношенням: 
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)()( ),(  – кількість послідовнос-
тей, в яких комбінація )(kΘ  числа серій оди-
ниць не збігається із заданою комбінацією 
)(xΘ ; 
K  – кількість векторів )(kΘ  (кількість комбі-
націй довжиною Z , складених з елементів 
( )k
zϑ ; 
Z  – кількість допустимих зон у двійковій пос-
лідовності;  
),( )()( kkzV Θϑ  – кількість допустимих двійко-
вих послідовностей, отриманих для z -ї припу-
стимої зони за кількістю серій одиниць, що 
дорівнює )(kzϑ  для вектора 
( ) ;kΘ  
zm  – кількість двійкових елементів в z -й до-
пустимій зоні; 
( )k
zϑ  – значення числа серій для z -ї допустимої 
зони двійкової послідовності A ; 
)(kΘ  – вектор, елементами якого є та комбіна-
ція кількостей серій одиниць ( )kzϑ  у допусти-





kk ϑϑϑ=Θ  Kk ,1= . 




















m .  
Така кількість комбінацій виключається за ра-
хунок накладення обмеження на число серій 
одиниць jϑ=ϑ .  
Сумарна кількість двійкових комбінацій, в 
яких на заборонених позиціях стоять одиничні 
елементи )),,(),(( ϑΛ−ϑ mVmV j  виключа-
ється за рахунок накладання структурних об-
межень у двійковому просторі.  
Приклад скорочення кількості допустимих 
двійкових послідовностей для 8=m , 4=ϑ , 
12 =λ  і 14 =λ  подано на рис. 3.  
За рахунок зменшення кількості допустимих ком-
бінацій інтервал можливих значень величини •mN  
звузиться:  
••• ≤≤ maxmin NNN m ,      
де •minN , 
•
maxN  – відповідно мінімальне й максима-
льне значення, яких набуває •mN . 
Для будь-якої кількості помилок, які виникли в 
двоознаковій структурній кодовій конструкції під 
час її передавання каналом зв’язку значення відхи-
лення коду-номера •mN  буде в таких межах: 
1 1




( , ) 2 ( , ) ,
m m
m





ϑ ≤ ≤ − ϑ∑ ∑   
де min),( ξϑmN , max),( ξϑmN  – значення коду-
номера з урахуванням обмеження на число серій, 
що дорівнює ξϑ , відповідно для початкової й кін-
цевої двійкової послідовності множини двоознако-
вих структурних чисел у двійковому просторі. 
Можливі значення •mN  належать множині )(
)(xΘΨ  
двоознакових структурних чисел.  
Значення •minN  формується як кількість двійкових 
комбінацій, не задовольняючи обмеження (1), (2) і 
попередньої початкової двійкової послідовності 
множини )( )(xΘΨ .  
1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1 1 1 1 10 0 0 0
0 0 0 0 0 0 0 01 1 1 1 1 1 1 1
0
1 0 1 0 1 0 1 0 0 1 0 11 0 1
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1 1 0 0 0 0 0 1 1
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••• NNN m  
Рис. 3. Схема відновлення вихідного числа mN  
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Множини попередніх комбінацій повинні мати 
менший лексикографічний номер порівняно з 
початковою послідовністю множини )( )(xΘΨ  
й задовольняти одне з обмежень:  







− для числа серій одиниць, яке дорівнює jϑ , 
повинні допускатися появи одиниць на забо-
ронних зонах для jϑ  й Λ .  
Самокорекція структурних  
кодових конструцій 
Уся множина попередніх комбінацій поділя-
ється на три підмножини, які взаємно не пере-


































  (11) 
де )( )(xΘΨ min),,( jmN ϑΛ  – кількість двійко-
вих послідовностей із числом серій ϑ , допуску 
появи одиниць на заборонних зонах і поперед-
ній початковій послідовності множини 












)()( ),(  – кількість двійкових пос-
лідовностей із числом серій jϑ , що задоволь-
няють вектор обмежень Λ , але у яких комбі-
нація )(kΘ  числа серій одиниць не збігається із 
заданою комбінацією )(xΘ . 











)()( ),(  до-
рівнює min),( jmN ϑ .  












jmNN .  
Значення •maxN  формується як кількість двійкових 
комбінацій, що не задовольняє  
обмеження (1), (2) і що має більший лексикографі-
чний номер порівняно з кінцевою двійковою послі-
довністю множини )( )(xΘΨ .  
Отже, значення •maxN  становитиме різницю між 
сумарною кількістю двійкових послідовностей до-
вжиною m  елементів, на які не накладені ніякі об-
меження, й кількістю комбінацій попередньої кін-













m mNN . 
Для будь-якої кількості помилок, що виникли в 
двоознаковій структурній кодовій конструкції під 
час її передавання каналом зв’язку, для абсолютно-
го значення відхилення ε  від вихідного значення 






















































−= .                               (12) 
Якщо 
m mN N
•ε = − , 
то для чисел mN  й 
•
mN , оскільки вони належать 
множині )( )(xΘΨ , виконується нерівність (12). 
Отже, верхньою межею ε  буде права частина нері-
вності (12).  
Для умов приклада, показаного на рис. 3, отримає-
мо: 
165min =
•N ,  
173max =
•N ,  
отже,  
8165173 =−≤ε . 
Відхилення ε  залежить від різниці між лексиког-
рафічними номерами початкової й кінцевої послі-
довностей множини )( )(xΘΨ .  
У випадку передавання двійкових даних у незжа-
тому вигляді значення відхилення 0ε  буде обме-
жене зверху значенням 12 −m  тобто  
ISSN 1813-1166. Вісник НАУ. 2009. №1 
 
© О.К. Юдін, О.Л. Яковенко, 2009 
195
120 −≤ε
m . Звідси треба встановити нерівність  
0ε<ε .                                      (13) 
Відповідно до виразу (12) різниця між 0ε  й ε  
буде тим більше, чим менша кількість допус-
тимих послідовностей, тобто  
0 2 1
mε − ε → −  
1),,()( )()( →ΘΛ=ΘΨ xx mV .                    (14) 
Більше число серій одиниць jϑ  в оброблюва-
ній послідовності j
xmA ),( )(Θ  встановлюється 
тим, що, з одного боку, 0min >>
•N , тому що 
для складання початкової послідовності мно-
жини )( )(xΘΨ  буде потрібно як мінімум 
)]2/1[( +m  одиничних елементів. Це приво-
дить до збільшення лексикографічного номера 
початкової послідовності множини )( )(xΘΨ .  
З другого боку, 12max −<<
• mN , тому що для 
складання кінцевої послідовності буде потріб-
но як мінімум )1]2/1[( −+m  нульових елеме-
нтів. Це приводить до зменшення лексикогра-
фічного номера кінцевої послідовності мно-
жини )( )(xΘΨ  за  
)]2/1[( +→ϑ mj :  
120 −→ε−ε
m .  
Отже, властивість локалізації впливу помилки 
каналу зв’язку під час декодування двоознако-
вих структурних кодових комбінацій проявля-
ється в обмеженні знизу й зверху можливих зна-
чень відхилення ε  відновленого числа •mN  від 
вихідного mN , заданого нерівностями (12), (13). 
Оцінимо виграш за мінімальним значенням 
співвідношення сигнал/шум (ССШ) для випад-
ку передавання каналами зв’язку кодів-
номерів двоознакових структурних чисел порі-
вняно з передаванням каналом зв’язку вихід-
них двійкових послідовностей. У першому ви-
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 ε= ×  
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Відповідно до співвідношення (13) буде виконува-
тися нерівність 0)0(minmin >− hh .  
За рахунок властивості локалізації помилки двооз-
накові структурні коди мають більші завадостійкі 
можливості порівнянно з передаванням даних у 
випадку, коли результатом відновлення є числові 
значення. 
Ступінь локалізації відхилення ε  відновленого чи-
сла •mN  від вихідного числа mN  прямо пропорцій-
на значенню множини )( )(xΘΨ  (див. співвідно-
шення (13); (14)). Тому треба оцінити завадостійкі 
характеристики двоознакових структурних кодів у 
граничних випадках, коли  
1),,( )( =ΘΛ xmV .  
Для початку визначимо умови, за яких значення 
множини )( )(xΘΨ  дорівнює одиниці. Виходячи з 
обмежень, заданих системою (1), (2), значення 
множини двоознакових структурних чисел буде 
дорівнює 1 у таких випадках. 
1. Для довільних значень компонентів вектора 
структурних обмежень Λ  значення числа серій 
0=ϑ j  або ]2
1
[
+=ϑ mj ,  
для непарного значення довжини двійкової послі-
довності m . Це визначається тим, що для цих зна-
чень числа серій існує тільки одна припустима 
двійкова послідовність. 
2. Коли компоненти вектора Λ  структурних обме-
жень розбивають вихідну двійкову послідовність 
по заборонних зонах так, що компоненти вектора 
обмежень )(xΘ  на число серій у допустимих зонах 
набувають значення  
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+=ϑ mjz   
для непарного m .  
Для випадків  




помилка дорівнює 0=ε . Значить, відбуваєть-
ся самокорекція помилок у кодових конструк-
ціях, які виникли в каналі зв’язку ІКСМ.  
За рахунок самокорекції досягається віднов-
лення вихідного числа без похибок, тобто за-
безпечується цілісність даних кодової конс-
трукції, сформованої на основі двоознакового 
структурного кодування. Узагальнивши зазна-




{ 1} , 0,
1
[ ]  для непарного   ;
2( , , ) 1
{ } , 0,
1














Λ= λ = ϑ =
 +
ϑ = −
Λ Θ = 
Λ= λ ϑ =





Розроблено методи оцінювання завадостійкості 
структурних кодових конструкцій. Створені методи 
враховують особливості формування кодових слів і 
процесу декодування двоознакових структурних ко-
дових комбінацій. Ці методи дають можливість оці-
нити можливості структурних кодових конструкцій 
до локалізації впливу помилок, а також використати 
методи двоознакового структурного кодування до-
вільного джерела повідомлень, одночасно, як ме-
тод кодування джерела повідомлення, з забезпе-
ченням максимального ступеня стиску даних та за-
вадостійкого канального кодування. 
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