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Abstract: Boulders provide ecologically important hard grounds in shelf seas, and form protected
habitats under the European Habitats Directive. Boulders on the seafloor can usually be recognized
in backscatter mosaics due to a characteristic pattern of high backscatter intensity followed by an
acoustic shadow. The manual identification of boulders on mosaics is tedious and subjective, and
thus could benefit from automation. In this study, we train an object detection framework, RetinaNet,
based on a neural network backbone, ResNet, to detect boulders in backscatter mosaics derived
from a sidescan-sonar operating at 384 kHz. A training dataset comprising 4617 boulders and 2005
negative examples similar to boulders was used to train RetinaNet. The trained model was applied
to a test area located in the Kriegers Flak area (Baltic Sea), and the results compared to mosaic
interpretation by expert analysis. Some misclassification of water column noise and boundaries of
artificial plough marks occurs, but the results of the trained model are comparable to the human
interpretation. While the trained model correctly identified a higher number of boulders, the human
interpreter had an advantage at recognizing smaller objects comprising a bounding box of less than
7 × 7 pixels. Almost identical performance between the best model and expert analysis was found
when classifying boulder density into three classes (0, 1–5, more than 5) over 10,000 m2 areas, with
the best performing model reaching an agreement with the human interpretation of 90%.
Keywords: acoustic backscatter; habitat mapping; sidescan-sonar; automatic seafloor classification;
neural network; Baltic Sea
1. Introduction
Hard substrata are ecologically important as they provide habitat structures for highly
specialized communities that in turn significantly contribute to benthic production, and provide
irreplaceable ecosystem services [1]. Often, hard bottom habitats feature a complex topography.
The three-dimensional structures enhance small-scale spatial habitat variability and thereby lead to
high biodiversity. They provide refuge or serve as nursery areas for a variety of species throughout
the marine food-webs and the inhabiting communities play a major role in benthic-pelagic coupling
and nutrient cycling. Consequently, marine hard-substrata are not only areas of special interest to
study ecosystem functioning, but also for marine nature conservation and their detection should be a
key goal of geological seafloor mapping. In the Baltic Sea, hardgrounds are mostly fields of cobbles
(6.4 cm to 25.6 cm), boulders (25.6 cm to 4.1 m), and blocks (>4.1 m) [2] that eroded out of glacial
till deposits [3–5]. Hard substrates as the southern Baltic boulder fields are protected habitats under
European Habitats Directive (HD 92/43/EEC annex 1 1170—reefs). Boulder distribution and the area
they provide for settlement of marine life is not quantitatively known. A reason for this is that cobbles
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and boulders (or features of similar acoustic appearance such as certain biogenic reefs [6] or underwater
mines [7]) currently cannot reliably be detected automatically especially on heterogenous seafloor.
In current practice, boulder detection often requires time-consuming manual interpretation of
sidescan-sonar or multibeam echo sounder backscatter mosaics and/or confirmation by underwater
video footage [8]. In principle, it has to be differentiated between the detection of buried boulders, and
boulders exposed at the seafloor. Buried boulders may be detected by seismic methods [8]. While
the detection of slightly buried boulders is important, especially considering dynamic areas such as
parts of the North Sea, where boulders may be frequently exposed or covered based on environmental
conditions [9], the focus of this study is on the detection of stable surficial boulders widespread in the
Baltic Sea. Ongoing, full-coverage hydroacoustic surveys in the Baltic Sea [10] utilize sidescan-sonar
technology. Lacking the morphological information provided by multibeam echo sounders frequently
used for habitat classification in recent years [11], towed sidescan-sonar systems offer the advantage of
lower grazing angles and thus increased presence of acoustic shadows due to the elevated boulder
surface [12,13]. Since backscatter mosaics are essentially georeferenced acoustic imagery of the seafloor
following data processing, techniques for the detection of objects in images can be applied to the
problem. Techniques that have been developed for the identification of man-made objects rely on
feature extraction and selection of classification algorithms by human experts [14–16]. These methods
rely on spatial domain filtering to detect highlight-shadow sequences and often operate on raw sonar
images to transparently provide high detection performance in real-time. In contrast, during training
on labeled data, neural networks independently learn patterns in input data—in this study, comprising
processed backscatter mosaics and no raw sonar data—that can be used for classification. Especially in
the field of computer vision, deep convolutional neural networks [17] were found to be highly capable
tools for the recognition and classification of objects within images.
While neural networks have been previously applied to backscatter mosaics in the field of
marine habitat mapping [18,19], these were not convolutional networks optimized for image analysis.
Convolutional neural networks operate by convolving an input image with different kernel functions,
thus generating a large number of filtered images that differ due to the different weights of the
kernels. The basic assumption of convolutional neural networks is that no connection between all
pixels of an image is required for classification, but that local pixel patterns have a higher significance.
During training on labelled images, the weights of the randomly initialized kernels are continuously
adjusted to be sensitive to characteristic features of the sample data. A stack of several trained
convolutional layers, each layer operating on the output of the previous layer and combined with
activation functions that allow the network to learn nonlinear relationships as well as regular reductions
in image size to assess large scale patterns, detects increasingly abstract features of images and can
be used for image classification tasks. Well known implementations of such convolutional neural
networks for image classification are, e.g., AlexNet [20] or different instances of the VGG network [21].
Deeper convolutional networks become increasingly difficult to train due to different learning rates
in the individual layers of the network, which is an issue commonly termed the vanishing gradient
problem [22,23]. To resolve this issue, deep residual networks (e.g., ResNet) [24] were developed, which
add shortcuts between selected layers of a convolutional network. This causes networks to learn on the
residuals of the filtered input image, allowing the construction of very deep networks. For the purpose
of object detection, the network structures introduced above are embedded into frameworks [25] that
merge the task of image classification with the detection of boundary boxes or masks of different
objects within one image. These frameworks are directly applicable to the interpretation of backscatter
mosaics. Thus, the objective of this study is to train an object detection framework (RetinaNet) on
boulders apparent in backscatter mosaics in the Baltic Sea (Figure 1) and determine boulder densities
as currently suggested for the German Mapping Guidelines for North Sea and Baltic Sea.
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Figure 1. Location of the investigation area in the Baltic Sea and position of mosaics used for testing 
and training. Full resolution mosaics are available as Supplementary Material S2. 
2. Materials and Methods  
2.1. Preparation of Train, Validation, and Test Datasets 
The Department of Hydrographic Surveying and Marine Geodesy of the German Federal 
Maritime and Hydrographic Agency (BSH) provided sidescan-sonar raw data. Data were recorded 
using an EG&G DF-1000 side scan sonar in July 2013. The 384 kHz channel was used to create the 
mosaics. The altitude of the sidescan-sonar in the investigation area varied between 15 m and 37 m 
above the seafloor, due to extensive seafloor morphology and a constant cable length. The recorded 
slant range was 84 m. Sidescan-sonar mosaics were produced within an administrative agreement 
between the Leibniz Institute for Baltic Sea Research Warnemünde (IOW) and the BSH. In this study, 
higher backscatter intensities are displayed in darker colors. To obtain a training dataset, three 
sidescan-sonar mosaics of ~2.5 km² in total (Figure 1) were manually interpreted regarding the 
occurrence of boulders and blocks using the open-source software QGIS 3.4 (https://qgis.org, last 
accessed on 21 March 2019). The native resolution of the backscatter mosaics is 0.25 m in the 
horizontal and vertical direction. For each detected boulder, a georeferenced boundary box was 
saved within a SQlite database (www.sqlite.org, last accessed on 21 March 2019). Examples of 
training boundary boxes are displayed in Figure 2. A total number of 4617 boulders were identified. 
In addition, a total of 2005 negative examples were digitized. These examples include nadir effects, 
plough marks, and effects of water column stratification.  
Subsequently, the mosaics of the training area were exported as square GeoTiff tiles with a 
spatial extension of 25 m² and 225 m². The individual tiles include between 0 and more than 160 
manually detected boulders. To avoid boundary effects, where bounding boxes of manually 
interpreted boulders are cut by the tile boundary, tiles were exported with an overlap of 1.0 m. This 
ensures that the large majority of observed boulders are completely visible on at least one image. Due 
to the overlap, identical boulders can be present on different images. Therefore, for the purpose of 
this study, subsequent detections that are within 0.5 m of an already present detection are ignored, 
which may cause an underestimation of boulders in areas with high boulder density. The coordinates 
of the manually interpreted bounding boxes in the database were compared with the geographical 
extension of each tile. If the bounding box of boulder is situated completely within a tile, pixel 
coordinates of the boulder were calculated and a training/validation sample was created. This check 
is necessary to avoid the boundary of an image tile being trained as a boulder.  
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2. Materials and Methods
2.1. Preparation of Train, Validation, and Test Datasets
The Department of Hydrographic Surveying and Marine Geodesy of the German Federal Maritime
and Hydrographic Agency (BSH) provided sidescan-sonar raw data. Data were recorded using an
EG&G DF-1000 side scan sonar in July 2013. The 384 kHz channel was used to create the mosaics.
The altitude of the sidescan-sonar in the investigation area varied between 15 m and 37 m above
the seafloor, due to extensive seafloor morphology and a constant cable length. The recorded slant
range was 84 m. Sidescan-sonar mosaics were produced within an administrative agreement between
the Leibniz Institute for Baltic Sea Research Warnemünde (IOW) and the BSH. In this study, higher
backscatter intensities are displayed in darker colors. To obtain a training dataset, three sidescan-sonar
mosaics of ~2.5 km2 in total (Figure 1) were manually interpreted regarding the occurrence of boulders
and blocks using the open-source software QGIS 3.4 (https://qgis.org, last accessed on 21 March
2019). The native resolution of the backscatter mosaics is 0.25 m in the horizontal and vertical
direction. For each detected boulder, a georeferenced boundary box was saved within a SQlite database
(www.sqlite.org, last accessed on 21 March 2019). Examples of training boundary boxes are displayed
in Figure 2. A total number of 4617 boulders were identified. In addition, a total of 2005 negative
examples were digitized. These examples include nadir effects, plough marks, and effects of water
column stratification.
Subsequently, the mosaics of the training area were exported as square GeoTiff tiles with a spatial
extension of 25 m2 and 225 m2. The individual tiles include between 0 and more than 160 manually
detected boulders. To avoid boundary effects, where bounding boxes of manually interpreted boulders
are cut by the tile boundary, tiles were exported with an overlap of 1.0 m. This ensures that the large
majority of observed boulders are completely visible on at least one image. Due to the overlap, identical
boulders can be present on different images. Therefore, for the purpose of this study, subsequent
detections that are within 0.5 m of an already present detection are ignored, which may cause an
underestimation of boulders in areas with high boulder density. The coordinates of the manually
interpreted bounding boxes in the database were compared with the geographical extension of each
tile. If the bounding box of boulder is situated completely within a tile, pixel coordinates of the boulder
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were calculated and a training/validation sample was created. This check is necessary to avoid the
boundary of an image tile being trained as a boulder.
Following this procedure, the results were randomly shuffled to create separated training (80% of
samples) and validation (20% of samples) datasets using the scikit-learn library of Python [26]. For
testing of the trained models, a fourth mosaic (Figure 1) was tiled with the same spatial extension,
resolution and overlap. To assess the performance of the trained model on widespread 1 m resolution
mosaics, the test backscatter mosaic was also downsampled to a resolution of 1 m.
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could not be individually digitized and have not been included in the training dataset. Arrows 
indicate the direction of insonification in A and B. Several cobbles or small boulders (upper right) 
have been missed during mosaic screening. All training boundary boxes are available as 
Supplementary Material S3. 
For classification and object detection, we use an open source RetinaNet [27] implementation in 
Python, available on GitHub (https://github.com/fizyr/keras-retinanet, last accessed on 6 February 
2019). The architecture of RetinaNet includes a backbone convolutional neural network connected to 
a feature pyramid [28], which detects potential objects in the backscatter mosaics. The detected objects 
are forwarded to two subnetworks, one for classifying the objects within the bounding box (in this 
case, the two available classes are boulders and background), and one for the regression of the 
bounding box coordinates. As a backbone for classification we used ResNet50, with pretrained 
weights from the Microsoft Coco dataset [29] to speed up training. Initial tests not reported here were 
carried out using VGG16 as a backbone as well, but ResNet50 consistently provided better results. 
To update the weights of the convolutional layers, RetinaNet implements a focal loss mechanism [27] 
for backpropagation of errors during training, which puts an emphasis on the loss contributed by 
difficult training samples.  
RetinaNet expects by default an input image side length of 800 pixels, corresponding to 200 m 
or 800 m depending on the resolution of the image tiles (0.25 m or 1 m). During training, the extent 
of the input image is reduced to 1/16th of the original image. This deletes most of the cobbles and fine 
boulder information from the data if large scale mosaics were fed directly into the network. Hence, 
the smaller tiles exported from the backscatter mosaics were upscaled to values between 300 and 1200 
pixels, which is the simplest approach to facilitate small object detection [30,31]. The size of anchor 
boxes used to determine the bounding box of objects were left at their standard settings of 32, 64, 128, 
Figure 2. Examples of boulder bounding s anually interpreted from the training mosaic.
Ideally, stones are characteriz d by a high backsc tt r front facing the sidescan-so ar, an intermediate
backscatter top, and an adjacent acoustic shadow (A). In several cases, densely packed boulders
(B) could not be individually digitized and have not been included in the training dataset. Arrows
indicate the direction of insonification in A and B. Several cobbles or small boulders (upper right) have
been missed during mosaic screening. All training boundary boxes are available as Supplementary
Material S3.
For classific tion and object detection, we use an open source RetinaN t [27] implementation in
Python, available on GitHub (https://github.com/fizyr/keras-reti a t, last accessed on 6 February
2019). The architecture of RetinaNet includes a backbone convolutional neural network connected to a
feature pyramid [28], which detects potential objects in the backscatter mosaics. The detected objects
are forwarded to two subnetworks, one for classifying the objects within the bounding box (in this case,
the two available classes are boulders and background), and one for the regression of the bounding
box coordinates. A a backbone for classific tion we us d ResNet50, with retrained weights from the
Microsoft Coco dataset [29] to speed up training. Initial tests not reported here were carried out using
VGG16 as a backbone as well, but ResNet50 consistently provided better results. To update the weights
of the convolutional layers, RetinaNet implements a focal loss mechanism [27] for backpropagation of
errors during training, which puts an emphasis on the loss contributed by difficult training samples.
RetinaNet expects by default an input image side length of 800 pixels, corresponding to 200 m or
800 m depending on the res lu ion of the image tiles (0.25 m or 1 m). During rai ing, the xt nt of the
input image is reduced to 1/16th of the original i age. This deletes most of the cobbles and fine boulder
information from the data if large scale mosaics were fed directly into the network. Hence, the smaller
tiles exported from the backscatter mosaics were upscaled to values between 300 and 1200 pixels,
which is the simplest approach to facilitate small object detection [30,31]. The size of anchor boxes
used to determine the bounding box of objects were left at their standard settings of 32, 64, 128, 256,
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and 512 pixels. An areal overlap of the bounding box with a manually interpreted bounding box of 0.5
was required to count as a positive detection. To counter overfitting, and the constant orientation of
acoustic shadows in the North-South direction due to the East-West tow direction of the acoustic sonar,
which cannot be assumed in general, a strong random transformation was applied to the training data.
We applied a random rotation, a translation by −0.3 to 0.3 times the image size, a shearing of the picked
boulders between −114◦ and 114◦, random scaling down to 0.7 and up to 1.4 and a chance of 0.5 to
mirror the image in the North–South and East–West directions.
2.2. Training of RetinaNet
For training of RetinaNet, we set the batch size to 2 and the steps per training epoch between 50
and 800. The number of epochs was kept constant at 30, since the deep network is rapidly overfitting
on the limited training dataset after few epochs. Independent models were calculated for the tiles of
25 m2 and 225 m2, and termed the 25 m2 and 225 m2 model. For all image sizes, losses and mean
average precision (mAP) [32] are peaking rapidly following 5–15 training epochs. The mAP describes
the classification accuracy of the detected boulders, the overlap of the detected bounding boxes with
the training bounding boxes, and the percentage of objects identified in every tile. A higher mAP
corresponds to a better identification. The data were evaluated on the validation dataset (Figure 3).
The following description relates to training on mosaics with 0.25 m resolution. It can be observed
that the mAP on the validation dataset is controlled by the size of the input image. The mAP for tiles
of 25 m2 exceed 0.6. It drops to slightly below 0.4 for image sizes of 225 m2. This decrease is only
partially offset by increasing the upscaled image extension presented to the neural network. Here,
a higher upscaling causes a change in mAP of less than 0.1. As larger images consume increasingly
more memory and computing capacity, it was not possible to test the relationship routinely upwards
of 800 pixels, and limited example runs indicate no mAP increase for upscaling factors exceeding ~15×.
The number of steps per epoch has an impact on final mAP of 0.1 to 0.15 chiefly for small image tiles of
25 m2, where it was found that a mean number of steps of ~500 delivered the best results. For larger
images, the impact of steps per epoch decreases, and is offset by a larger number of training epochs
before overfitting occurs. For mosaics downscaled to 1 m resolution, mAP on the validation dataset
were generally less than 0.1.
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Figure 3. Training results of the different model . I age size r fers to the width and height of the
backscatter mosaic tiles. Pixel size refers t i el count each mosaic tile is upscaled to prior to
training with the neural network. The mean av rage precision (mAP) represents the model perf rmance
on the validation dataset.
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Based on these observations, a model trained with 225 m2 mosaic tiles, upscaled to 800 pixels, and
a model trained with 25 m2 image tiles, upscaled to 300 pixels, were used for further testing on 0.25 m
resolution mosaics. The upscaling causes a magnification of boulders by a factor of 13.3 to 15. A model
with 225 m2 tiles, upscaled to 300 pixels, was used for classification of mosaics with 1 m resolution,
corresponding to an upscaling factor of 20×. The threshold score (probability) for including an object
as a boulder was set to 0.5 for all models trained on 0.25 m mosaics and 0.25 for models trained on 1 m
mosaics. Detections with lower scores were omitted.
2.3. Determination of Boulder Densities
Boulder densities over 100 × 100 m boxes in the test area (Figure 1) were grouped into three
classes, following recent agreements of national German expert groups for the initial assessment of
boulder density in large-scale surveys in the German Baltic Sea and North Sea. Classes comprise 0
boulders, 1–5 boulders, and 6 and more boulders. The human interpretation was taken as a baseline.
To estimate model performance in comparison to the human interpretation, a confusion matrix was
calculated, and the accuracy (ACC), precision (P), and recall (R) were determined by utilizing Pythons
sklearn.metrics package (version 0.20.3) [26]. Accuracy describes the percentage of boxes where the
interpretation of human interpreter and trained model agree. Precision describes the tendency of the
model to not produce false positives, where the best value is 1 and the worst 0. Recall describes the
ability of the model to find the same number of boxes for each boulder density class as the human
interpreter, where the best value is 1 and the worst 0.
3. Results
3.1. Description of Backscatter Mosaics
Two natural features—glacial till covered by lag deposits and sand areas—are distinguished in
the backscatter mosaics and occur both in the training and testing area (Figure 1), corresponding
to published maps of seafloor composition [33]. Displayed in darker colors that represent higher
backscatter intensities, extended areas of glacial till covered with lag sediment are visible. The majority
of surficial boulders in the investigation area are located within lag deposits. The boulders are
characterized by increased backscatter on the side that faces the sonar, and decreased backscatter
(acoustic shadow) on the other side. Acoustic shadows are either facing towards north or south in
all our backscatter mosaics due to east–west ship routes. Grayish colors representing intermediate
backscatter intensities, typically corresponding to sandy sediments, are located adjacent to the glacial
till covered with lag sediments. Pockets of sandy material are situated within areas covered by lag
sediment. While visually decreasing in abundance, individual boulders occur on top of the sandy
seafloor, indicating the presence of lag deposits or glacial till closely beneath the surface. In total,
4617 boulders have been recognized on the training mosaics, while a manual counting at a scale of
1:250 yielded 3192 boulders in the test area (Figure 4). The size distribution of the visually interpreted
objects in the training mosaics (Figure 5) shows an increasing probability of occurrence for objects with
bounding boxes approx. 4.5 m2 in area, with rapidly decreasing probability of occurrence for larger
and smaller objects. Crossing both glacial till and sand, elongated plough marks created as a side
effect of offshore windpark construction work are present in all backscatter mosaics. The boundaries of
the plough marks are typically marked by one or two lines of elongated high backscatter intensity
(Figure 6). Within the cable plough marks, boulders or boulder-like features occur frequently, as well as
areas of low backscatter intensity between the elongated high backscatter lines. The sedimentological
composition of the areas of low backscatter intensities is unknown due to the lack of dedicated ground
truthing. East–west directed areas of low backscatter contrast present in all mosaics correspond to the
nadir lines of the used sidescan-sonar (Figure 6), where no usable backscatter information is present.
In addition, the impact of internal water column stratification is frequently observed. It is caused by
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small irregularities of the stratification scattering the acoustic signal and is recognized by a curved,
chaotic change of backscatter intensities especially in the outer parts of the sonar swath (Figure 6).Geos iences 2019, 9, 159 7 of 1  
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test mosaic, no bounding boxes are available. 
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3.2. Application of RetinaNet to the Test Backscatter Mosaic
The models trained on 25 m2 and 225 m2 m image subsets were applied to the test mosaic.
The following description relates to the application on the 0.25 m resolution mosaic. For the 25 m2
model, the total number of detected boulders in the test area is 5330 (Figure 4). This model detects a
higher number of boulder candidates within the sandy seafloor area characterized by intermediate
backscatter intensities. In comparison to the visual interpretation, a higher number of objects are
detected near the boundaries of the high backscatter plough marks. Some misclassification occurs due
to artefacts caused by scatter on internal water column stratification (Figure 6). Within the glacial till
boundaries, the 25 m2 model detects a high number of cobbles or small boulders, only a few pixels
in size and partly showing only a minimal acoustic shadow 1 pixel in width. However, a visual
comparison with the manually interpreted mosaics indicates that the human expert is able to interpret
smaller features (Figure 4). A histogram showing the bounding box size of the detected objects
(Figure 5) confirms this observation, with the percentage of objects with a bounding box size smaller
than 5 m2 considerably higher compared to the 225 m2 model, but still below manual interpretation.
Boulders with extensive shadows exceeding 1 m in size can be detected several times due to the
overlapping image tiles. For the 25 m2 model, it was tested whether model and human agree if a
boulder is present in a tile for 6933 randomly selected samples chosen from the test area. The results
are displayed as a binary Receiver Operating Characteristic (ROC) curve available in the supplemental
material (Figure S1). The area under the ROC (AUC) is 0.97.
The number of boulders detected by the 225 m2 model is 666 (Figure 4). Few classifications near
the boundaries of the cable plough marks occur. The model is not sensitive to artifacts from water
column stratification. The number of boulders detected in sandy areas and inside the lag deposits is
considerably lower compared to the 25 m2 model (Figure 4). The 225 m2 model captures individual
boulders but is not detecting fine boulders or boulders that show only a minimal acoustic shadow.
This is reflected in a histogram of the bounding box area (Figure 5), which demonstrates a decrease in
detected boulders of small size compared to the 25 m2 model.
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Figure 5. Histogram of the relative percentage of different bounding box areas of boulders and their
shadows. The side length of a square object equivalent to the bounding box area is given for 0.25 m and
1 m backscatter mosaics. B unding boxes for manual classificati n were determined from the training
mosaics, the bounding boxes for the models are derived from the test mosaics.
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Figure 6. Details of classification results on sand and exa ples of isclassification due to water
column stratification and cable plough marks. All boulder detections are based on the 25 m2 model.
The underlying mosaic resolution is 0.25 m.
For the mosaic of 1 m resolution, the 225 m2 model found a total of 572 boulders (Figure 4).
A direct comparison with the interpretation of 0.25 m resolution mosaics shows that both smaller and
larger boulders are not detected when using a coarser resolution, and several small boulders may
be interpreted as a single large object in lower resolution. The first mode of the bounding box size
distribution is located at 10 m2 (Figure 5).
3.3. Boulder Densities
For assessing the applicability of the network in practical work, we compared the classification of
boulder density per 10,000 m2 boxes in three groups (no boulder, 1–5 boulders, >5 boulders). The visual
interpretation of boulder densities into three classes (Figure 7) confirms high boulder densities on areas
covered by lag sediment, while low boulder abundances or the absence of boulders characterize the
sand seafloor facies. Accuracy for the 25 m2 model is 0.9 over all classes. The model detects higher
boulder densities in low density areas compared to expert classification, with 27% of the boxes that
were visually empty counted to contain at least one object by the model. Therefore, the number of
empty boxes is underestimated, resulting in a reduced recall for class 0, and reduced precision for
class 1–5 (Table 1). Almost no misclassification occurs for boxes visually interpreted to include 1–5 or
more than 5 boulders, with recall values of 0.88 and 0.98, respectively. In contrast, the 225 m2 model
tends to underestimate boulder density compared to the expert interpretation, with most of the boxes
with 1–5 boulders classified as empty, and 28% of the boxes with >5 boulders classified as medium
density (Figure 8). This outcome is reflected in low precision and recall rates for the 1–5 class, and
reduced recall for the >5 class. The automatic classification of boulder densities based on mosaics
with 1 m resolution shows an increase of empty and intermediate boxes compared both to the human
interpretation and the higher resolution models, with overall accuracy dropping to 0.54, and precision
and recall being less than 0.7 for class 0, and less than 0.5 for class 1–5.
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Figure 7. Block densities as determined by expert interpretation (A), the 25 m2 model based on a 0.25 m
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Table 1. Accuracy (ACC), precision (P), and recall (R) of the boulder de sity confusion matrix.
Model 0 (P/R) 1–5 (P/R) >5 (P/R) ACC
25 m2 0.93/0.72 0.54/0.88 1.00/0.98 0.90
225 m2 0.75/1.00 0.20/0.38 1.00/0.72 0.75
225 m2 @ 1 m 0.60/0.67 0.14/0.50 1.00/0.50 0.54
4. iscussion
4.1. Constraining the Minimum Size of Detected Boulders
In marine conservation, all hard substrata with a diameter >64 mm can potentially form a geogenic
reef (DG ENV). Therefore, it is mandatory to detect objects of the smallest possible size and to consider
the minimum object size detectable by the trained models. The minimum size of objects whose
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detection can be trained by RetinaNet depends on a) the resolution of the input backscatter mosaic
and b) the minimum anchor box of the network measured in pixels multiplied by the threshold of
areal overlap of 0.5 required for a positive training [30,31]. For a minimum anchor box of 32 pixels,
this results in a theoretical minimum threshold for positive training of 23 × 23 pixels. With the used
strong upscaling factor of 13×–15×, this would in principle allow objects of 1 × 3 pixel extension to
be trained upon, corresponding to a minimum bounding box area of approx. 0.2 m2 at a backscatter
mosaic resolution of 0.25 m, and 3 m2 at a backscatter mosaic resolution of 1 m. However, the detection
of objects three pixels in size prior to upscaling would likely result in substantial misclassification
due to noise and artefacts inherent in the sidescan-sonar data or due to upscaling artefacts, since
no real internal features could be learned by a neural network. In addition, the creation of training
datasets at these scales is highly challenging, since the differentiation between real features and noise or
artifacts becomes difficult for the human expert interpreter as well, and the pixel-accurate digitization
of bounding boxes is unfeasible. Therefore, almost no objects of this size are included in the training
dataset (Figure 5). For objects with a 4 × 4 pixel extension, equal to 1 m2 at 0.25 m mosaic resolution,
a detection appears possible, since they result in 52 × 52 to 60 × 60 pixels following upscaling and a
higher number of corresponding objects is included in the training dataset. However, the bounding
box threshold criterion of 0.5 may still be missed for these size classes in case of different alignment
of bounding boxes. In addition, it needs to be considered that manually digitized bounding boxes
are necessarily inaccurate at the pixel-level and may not be reproduced by the model, and errors on
bounding boxes effect smaller objects more than larger objects [30]. For 7 × 7 pixel bounding boxes
(3.1 m2 at 0.25 m resolution), a detection appears feasible following the upscaling, as can be observed
by the increased detection frequency by the 25 m2 model rivaling the human interpreter (Figure 5).
Naturally, the size of the boulders is not equal to the size of the bounding box, which includes
the shadow and some surrounding background. Sidescan-sonar backscatter mosaics do not preserve
information on acoustic incidence angles and towfish height that would be needed for an accurate
geometrical reconstruction of object size [34], but rough approximations may be made nonetheless.
To constrain object size, the area of several boulders facing towards the sidescan-sonar and an eventual
transition zone representing the boulder top were measured and divided by the total area of the
bounding box (examples shown in Figure 9). Albeit highly variable, the actual boulder encompasses
approximately 20% of a bounding box area on average for mosaics of 0.25 m resolution. For bounding
boxes of 7 × 7 pixels (3.1 m2) that are picked up with high frequency by the model and the human
interpreter, this would equal a boulder-covered area of 3 × 3 pixels (approx. 0.6 m2) at 0.25 m mosaic
resolution. In the following, it is assumed that most boulders have a round shape. If the assumption
of round shape is violated, e.g., for artificial objects, their detection by the model depends on the
orientation of the object to the sidescan-sonar. Ideally, this orientation would be made available as
additional data during model training. For round boulders, the diameter of a boulder fitting within a
3 × 3 pixel square will be between 0.5 m at minimum and 0.75 m at maximum. Based on the resolution
of the input data, the composition of the training dataset and training parameters chosen in this study,
boulders of smaller diameter would likely not be picked up reliably by either the trained model or
a human interpreter. For mosaics of 1 m resolution, the minimum size of detected objects decreases
correspondingly. For these mosaics, the ratio between bounding box area and estimated stone surface
is closer to 0.3 (one example shown in Figure 9). With the most frequent bounding box at 1 m mosaic
resolution located at 10 m2, corresponding to approx. 3 × 3 pixels (Figure 5), boulders below diameters
of 2 m to 3 m will not be detected reliably.
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of insonification.
With the spatial resolution available in large-scale practical applications today, the models trained
by neural networks may be useful for the secure id ntification of medium nd large boulders as well
as blocks, but not fine boulders or cobbles. A reliable direct classificati n of cobbles and fine l rs
will need higher resolution input ata, which can be difficult for large areas f interest. If coveri g
a larg percentage of seafloor, the presence of cobbles and fine boulders may b detected indirectly,
e.g., by utilizing angular resp n curves [35,36] and multifrequency backscatter appro ches currently
under activ development [37–40]. Eventually, the density of medium and large boulders may be
used s a proxy for the over ll d nsity of hard substrata a ailable for biota and conseq ently for th
identification of reefs sensu habitats dir cti (co 1170). However, future work on the statistical
distrib tion of cobbles and boulders in lag deposits of different geol gical origin is recommended.
4.2. Model Performance on the Validation Dataset
The accuracy of the different models on the validation dataset were highly variable. In contrast to
the models trained on 0.25 m resolution mosaics, the mAP of models validated on the 1.0 m backscatter
mosaic is significantly wors (Figure 3). This is caused by the use of a tra ning d taset digitized on
the 0.25 m re olut on mosaics for t aining. On the 1 m mosaic, a high number of boulders cannot be
differentiated due to the de reased resolution, and are not fo nd during model validation. It was
attempted to create a t aining dataset on 1 m mosaics, but due to the coarse resol tion (examp es in
Figures 4 and 9), i is not possibl for a human interpreter to reliably distinguish potential boulders
from nois and create accurate bou ding boxes. As an effect, the score assigned by the 1 m trained
model to detect ons in the test area decreased, which was offset by cutting the score threshold required
f r a positive tecti n from 0.5 to 0.25.
For the 0.25 m resoluti n mosaics, the main diff rence in performance betwe n the 25 m2 and
225 m2 mode is the higher sensitiv ty of the 25 m2 odel, picking more boulders on the lag deposits
and the sandy seafloor, but also being more sensitive to boundaries of the cable ploug marks. It is
unlikely that the different upscaling of boulders in the original mosaic is responsible for the sensitiv y
i crease, as it is very similar f r both odels (15× for the 25 m2 model and 13.3× for the 225 m2
mod l), and both should be able to detect boulders of 7 × 7 pixels in extension a discussed abov .
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It may rather be assumed that the reason is the different amount of background, which is implicitly
trained in ResNet. While to our knowledge no boulder size distributions of the different Baltic Sea lag
deposits area exist, it may be a reasonable assumption that the number of small boulders is increasing
nonlinearly: The source of objects exposed on Kriegers Flak are glacial till deposits. A correlation of
grain size distribution on the type of till, original bedrock, and topography exists [41], but lodgement
tills widespread in the Baltic show grain size maxima in the silt-clay and gravel domain [42]. Given
that significant reemergence of cobbles and boulders from glacial till takes place over decades [43], thus
quickly regenerating following submergence of the former coastlines, effects of Holocene water level
fluctuations [44] in the Baltic Sea do not need to be considered. The grain size of the armor layer that
forms on top of glacial is typically located in the gravel fraction in the Baltic Sea [45], not resolved by
the acoustic backscatter mosaics and below the 3 m2 to 5 m2 bounding box related to boulders of ~0.7 m
diameter. Hence, the decrease in objects with bounding boxes smaller than approx. 3 m2 is presumably
caused by increasing difficulty of interpreting small objects from the background, ultimately limited
by mosaic resolution, and does not represent the true geological conditions. Therefore, a lot of small
boulders or large cobbles are overlooked by the human interpreter (Figure 2), forming false negatives
during training. These objects are trained as background during the training runs especially for the
225 m2 model, reducing its sensitivity to small objects. For further optimization of the neural network,
efforts to improve the training dataset with more extensive ground truthing including small objects
are required.
4.3. Sources of Error and Comparison with Expert Interpretation
A main criteria for the practical applicability of automated objects detections is to reduce the
number of false positive detections. An especially difficult source of error during the detection of
objects of small size—both for humans and the trained models—is caused by stratification of the
water column, which scatters acoustic waves at oblique incidence angles and is very prominent in
sidescan-sonar backscatter data especially in the Baltic Sea (an example shown in Figure 6). A second
source of misclassification are the boundaries of the plough marks. The higher backscatter intensities
at their boundary facing towards the sidescan-sonar due the morphological depression formed by
the central trough, are in some cases wrongly picked up especially by the 25 m2 model (Figure 6).
However, due to the glacial till situated closely beneath the sand surface, boulders may have been
exposed within the plough marks. Therefore, a judgement whether an object was picked correctly
or erroneously by the model was not always possible. It is expected that the use of snippet-derived
multibeam echo sounder backscatter data [46], would mitigate both sources of misclassification. Since
snippet derived backscatter centers the backscatter time series on the detected seafloor position,
effects of noise situated in the water column are minimized. In addition, the availability of a local
bathymetric data would help to distinguish the boundaries of plough marks from discrete objects. Still,
for a random selection of samples, the AUC of 0.97 between the best model and human interpreter
(Figure S1) indicates a generally very high agreement between model and human. The remaining
misclassifications in backscatter mosaics can be mitigated using a raster-based approach (Figure 7) that
also allows to distinguish boulder densities into the three classes mentioned above. The reasoning
behind this classification was that a human interpreter can quickly recognize 5 items in a 100 × 100 m
box at a glance, but is required to count objects exceeding four or five [47]. With an overall average
accuracy of 0.9, the performance of the trained 25 m2 model is very close to the results of a human
interpreter. All models achieve a precision of 1.0 on boulder densities class >5 (Table 1), indicating
the quality of the found boxes needs no further quality check by the human interpreter. However,
the recall (and corresponding overall accuracy) is continuously decreasing with tile size and mosaic
resolution, indicating an increasing amount of seafloor with high density coverage of boulders is
not recognized. A higher disagreement is observed for boxes interpreted as empty, or including 1–5
boulders, where values for either precision or recall drop below 0.6, potentially requiring additional
quality assurance by human interpreters. However, it has to be taken into account that the human
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interpretation is certainly not always correct, given the inevitable lack of ground truthing, and absolute
performance of the models may be better than indicated by these values. In summary, it is suggested
that neural networks could take over most of the tedious process of digitizing boulder sized objects
from backscatter data into maps of boulder density. Those maps can in turn serve as a baseline for
the identification of reefs (code 1170) protected under European legislation, but to obtain complete
maps of individual boulders, an improvement of the training datasets to increase the sensitivity of the
models will be required.
5. Conclusions
Neural networks are capable of detecting boulder sized objects in sidescan-sonar backscatter
mosaics. It is found that a reliable detection requires boulders to encompass at least 3 × 3 pixels in
the backscatter mosaics of 0.25 m and 1 m resolution, thus dictating the minimum boulder diameter
that is reliably detected. To further improve the trained models, an improved training dataset with
more positive and negative examples including other environments, such as shallow waters, will
be required. In addition, the models should be transferred to include multibeam echo sounders or
interferometric sidescan-sonar derived mosaics, because coregistered bathymetric data would be
available for detection and effects of water column noise minimized. With these modifications in
place, the proposed approach may serve as a tool to identify reefs that are protected under European
legislation in offshore areas where remote sensing by drones, airplanes, or satellites is not applicable
and may also replace the time consuming manual interpretation in reporting for marine constructions.
Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3263/9/4/159/s1,
Figure S1: Binary ROC curve for the 25 m2 model compared against the human interpretation of 6933 samples
from the test area. It was tested whether model and human agree if a boulder is present in a 25m2 area. S2:
Full resolution mosaics of the training and test area in geographic coordinates (WGS84). S3: Sqlite database
(geographic coordinates WGS84) with the boundary boxes of manually picked stones and negative examples.
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