Both the Linear Recursive Networks and the hypercubic Networks are known to be self-similar in their interconnection topologies. Here it is shown that multicasting can be efficiently performed on these networks. the n-cube. Therefore, we will be satisfied to consider the simpler problem of obtaining an upper-bound.
Analysis of Network Topologies
Efficient routing of data i s a basic requirement of the inLet N denote the number of nodes in the network. terconnection topologies for parallel or distributed sys-The following lists some properties of the two classes of tems (cf., e.g., [3, 6, 2, 8, 4, 17, 9, 11). Because'a com-networks and their possible applications [E]:
plete graph is usually expensive to implement, most systems use interconnection topologies that are based on less densely connected graphs. In other words, it may be necessary to make use of a number of intermediate nodes when setting up the communication path between a pair of nodes in the network. In high-speed networks 0 The degree of each node is always bounded by O(1og N ) ; therefore, the total number of edges grows as an O ( N log N ) function. In other words, the cost of interconnection will grow moderately as the number of nodes increases.
Introductions and Synopsis
(e.g., optical fiber networks using Wavelength Division Multiplexing technique ['21]), the delay involved in setting up these intermediate nodes often dominates the routing time. Clearly, there are tradeoffs between the cost of interconnections and the cost of communications. One objective of the study of network topologies is to better understand these Itradeoffs.
Here we show that Multzcastzng can be efficiently performed on two classes of network topologies, viz., the Lznear Recurszve Networks [15] and the hypercubzc Networks [13] . Multicasting is an operation that generalizes the point-to-point send/receive and the one-toall broadcasting operations. Basically, one source node sends a message of length L to several other destznatzon nodes in the networks. The usual goal is to either 1) minimize the total number of links used in the multicasting or to 2) minimize the delay time measured in terms of a) the average delay for all the destination nodes or b) the longest delay time. Unfortunately, as simple as it appears, this optimization problem is known to be NP-hard even on regular topologies such as the mesh or ' 0 Fault Tolerance: For all connected Hypercubic Networks (CHNs) and a subclass of the LRNs called the Congruent LBNs, there are @(log N ) node-disj oint (hence edge-disj oint ) paths bet ween each pair of nodes the network. This property implies that two nodes can communicate by using alternative or concurrent routes. As a result, the communication can be done reliably and efficiently. As mentioned earlier, for large-scale systems, only networks that are relatively sparser than the complete graph are feasible. Here we will only consider subgraphs of the hypercube. Let B, denote the hypercube of dimension n. It is rather well known that the nodes in B, can be labeled exactly by binary codes that are of length n (called it {0,1}: ). Clearly a subset of (0, l}: also corresponds to a subgraph of the hypercube. The theory of formal languages (see, e.g., [11, 51) can be applied to precisely describe the strings (hence the graph) of interest.
Associated with a set of strings (generators) S, we will construct a set of strings (node labels) of length n called L, (S) . The strings in L,(S) are then used to label the nodes of a graph, G,(S), called the ndimensional network associated with S . The edges of G n ( S ) are determined by the Hamming distance between the node labels. The strings S will be referred to as the generators of the language (hence of the network). Properties of the class of networks are then analyzed and performance of algorithms determined in terms of
Hypercubic Networks
Let S = {si : Is;/ = k , l 5 i 5 m} denote a given set of strings of a same length. We will use the language Ln(S) = { z E (SI + s2 + . . . + sn)* : 1x1 = n } to label the vertices of the target graph Gn(S). The two classes of networks are generated by differ- It should be clear that hypercubes of any dimension can be generated by S = {O,l}, i.e., they are special cases of the Hypercubic networks. Since only connected graphs are of interest to parallel or distributed systems [lo, 71, henceforth only the CHNs will be studied.
LRNs
As mentioned earlier, the generators of the LRNs are of unequal length. The choice of these generators requires some care. If the generators are chosen so that one node identifier (a binary string) may be generated in non-unique ways, then the analysis will be more complicated than if otherwise. To simplify our analysis, therefore, we will considler only generators that guarantee the uniqueness, i.e., that one node ID is generated in exactly one way. One approach to give such generators is 'based on the concept of prefix codes, which is described in the following two steps. In [15] , it is shown that this approach indeed ensures the uniqueness mentioned above.
We will derive a set of generators SA from an (arbitrary) binary string A.
Step ( j l , j,, . . . , j m ) be as specified in the preceding paragraphs.
Definition 3
Define that "0" < "l", The language L,(SA) (called node labels) is defined as follows:
1.
& ( S A )
= {A}. It should be clear that every network in the two classes is a subgraph of the hypercube. Let B, = (V,, E,) denote the n-dimensional hypercube defined by V, = C: and, for 2, y E V , (2, y) E E, iff H ( z , y) = 1. HN (or an L R N ) For the performance analysis, by the multi-port model we will mean that all incident links of a given node can be used simultaneously to transmit data., The uni-port m o d e l is more restrictive, allowing at most one active incident link at a time. We will assume that each intermediate node takes one unit time to receive, setup, and forward a unit-length message.
Lemma 2 Let B, denote the hypercube and Gn(S) an
Let N denote the total number of nodes in a given CHN or LRN. Let L denote the length of a data item. Clearly, when x = 1, i.e., there is only one destination node, the multicast is reduced to a Point-to-point Send; when 2 = N -1 it is reduced to a Broadcast. Therefore, the time required for a multicast should be no more than the time for invoking z times of Point-toPoint Send or a single broadcast. In fact, when 2 tends toward either 1 or N , using this approach probably is already the best possible. However, in most other cases (i.e., when x lies in the middle range between 1 and a large N ) , using multiple P T P will take too much time O ( N log N ) , while applying a Broadcast would involve too much resource (in terms of the number of nodes and links involved). Therefore, there is a need to develop a multicast algorithm for this general case.
Our multicast algorithms will be based on the following lemma from [13] and [15] , which states that each network in the two classes has a recursive structure. Moreover, the number of generators of the network determines the number of sub-networks in the decomposition.
Lemma 3 ( R e c u r s i v e D e c o m p o s i t i o n )

L e t Gn(S) = (Vn(S),En(S)) d e n o t e a HN. L e t k d e n o t e t h e length of t h e generators; let m denote
t h e cardinality of S. T h e n , f o r all n = k . i, t h e graph c a n be decomposed i n t o m node-disjoint subgraphs g j , w h e r e g j = Gn-k, f o r 1 < J' < m.
L e t G n ( S~) be a n LRN, t h e indices ji f o r 1 5 i 5 m be defined a s before. T h e n , f o r all n 2
IAl, G n ( S~) c a n be decomposed i n t o a s e t of m subgraphs g I , g 2 , . . . , gm, such t h a t
Multicast on CHNs
To perform a multicast on a CHN, we will make use of a simple strategy: concurrent divide-and-conquer. Basically, we divide the networks into disjoint subsets and if set includes a destination node, then identify one 3>3lb n the subset as a representative. Now, perform a multicast to these representatives, and these representatives, in turn, act as sources in their respective subset and perform multicasting recursively and concurrently.
denote the label of the source node, where ATZ is an (arbitrary) generator of the given n-dimensional CHN. 
Notice that the set of representatives is a subset of Gk(S), which means that a multicast from the source to these representatives can be done in constant time, provided IC is a constant. Now, since each subset is equivalent to Gn-k(S), the multicast can be performed recursively (and concurrently) from the representatives. Under both the uni-and multi-port models, the total time for sending a unit-length message using the algo- 
Multicast on LRNs
To perform a multicast on a given LRN, we will make use of a rooted tree. As the first step, the multicast message is sent to the root of the tree, then, from there, sent recursively to each subtree that contains a destination node. Clearly the overall time complexity is bounded by the height of the tree. The following lemma ensures that a rooted tree of height O(1ogN) exists in an LRN. 
Lemma 4 L e t
T h e hezghl of T is bounded by n
The total number of links that are used in this strategy is bounded by N , which is typically much less than the total number of links in the network.
