This paper deals with the estimation of the flat fading Rayleigh channel with Jakes' Doppler spectrum (model due to R.H. Clarke in 1968) and slow fading variations. A common method in literature consists in approximating the variations of the channel using an auto-regressive model of order p (AR(p)), whose parameters are adjusted according to the "correlation matching" (CM) criterion and then estimated by a Kalman filter (KF). Recent studies based on first order AR(1) showed that the performance is far from the Bayesian Cramer-Rao bound for slow to moderate channel variations, which is the case for many applications. The same studies on first order model have shown the importance of replacing the CM criterion with a MAV criterion (Minimization of Asymptotic Variance). Moreover, it has been shown in literature that increasing the order of the model by passing from AR(1) to AR(2) did not improve the performance when the CM criterion is considered. In order to obtain an improvement in performance, it is essential to consider the MAV criterion with second order autoregressive model AR(2), as shown in this article. By imposing a linear relation between one of the parameters and the Doppler frequency, we derive analytic formulas for suboptimal adjustment of the parameters of AR(2) as a function of the noise level and the Doppler frequency of the channel. Theoretical assumptions are validated via simulation.
I. INTRODUCTION
This paper deals with channel estimation for radio-mobile communications. The problem is the estimation of a channel which evolves according to a Rayleigh random model with Jakes Doppler spectrum (most common model due to R.H. Clarke in 1968 [1] ). Conventionally, the channel estimation is performed with Kalman filter (KF), which requires choosing state model to approximate channel variations. The most commonly state model used in the literature is autoregressive model of order p (AR(p)), whose parameters are adjusted according to correlation matching criterion (CM) [2] 1 . However, the performance in terms of distance with the Bayesian Cramer-Rao Bound (BCRB) is disappointing in the case of a slow to moderate channel variation. It has been shown in [3] , [4] that even by increasing the order of the AR model from p = 1 to p = 2 or 3, the performance of the estimation stagnates (see [3] [2] proposed to correct the CM criterion by adding a very small parameter on the diagonal of the correlation matrix to improve its conditioning, which makes it possible to improve the performance considerably. However, the parameter is set only by simulation and the mean square error (MSE) curve is still far from the BCRB. Recent work has focused on another state model, the random walk (RW) model with the minimization of the asymptotic variance (MAV) criterion [5] - [7] . These studies showed that switching from order 1 to a higher order allowed to obtain a significant gain in performance. In addition, the KF with RW set by MAV had a lower mean squared error (MSE) than the KF with AR set by CM. Moreover, these studies had the advantage of providing the analytical formulas for the optimal adjustment of the model parameters. Although the RW and AR models have notable differences (the RW model is nonstationary in contrast to the AR model, and is mainly referred to model the phase evolution which is modulo 2π), we can assume that the use of a well tuned second order autoregressive model AR(2) must also allow a significant improvement over the first order autoregressive model AR (1) . However, eventhough the AR model is the most used in literature to model and estimate the channel, there is no analytical work on the optimal setting (according to MAV criterion instead of CM) of the second order autoregressive model in this context. Such work has recently been carried out with promising results, but only with the AR model of first order AR(1) [3] . We propose to extend this work to the second order model. Thus, analytical formulas for setting parameters are established, and it is shown that the passage from a first order to a well tuned second order effectively allows a marked increase in the performance of the estimation in terms of MSE. This paper is organized as follows. Section 2, describes the system model. In section 3, the Kalman filter and the steady state are discussed. Section 4 and 5 present respectively the results and conclusion of this paper.
II. SYSTEM MODEL
We consider the estimation of a flat Rayleigh fading channel. The observation is 2 :
where k is the time index, w (k) is a zero-mean additive white circular complex Gaussian noise with variance σ 2 w and α (k) is a zero-mean correlated circular complex Gaussian channel gain with variance σ 2 α . The signal to noise ratio is SNR = σ 2 α /σ 2 w and the normalized Doppler frequency of this channel is f d T , where T is the symbol period. The Jakes' Doppler spectrum for this channel is:
The autocorrelation coefficient R α [m] of the stationnary channel gain α is defined for a lag m by :
where J 0 is the zeroth-order Bessel function of the first Kind.
In this article we approximate the channel gain α (k) by a second order autoregressive model AR (2):
whereα (k) is the approximation of α (k) AR(2) and u (k) is a white circular complex Gaussian state noise with variance
. This expression is calculated using Yule-Walker equations [8] . It is assumed that
Using these expressions we obtain σ 2 u only as a function of a 1 and a 2 , which will be useful for the following:
By passing to the z-transformation of the equation (4), the transfer function of the AR(2) model is:
In our case Jakes model is approximated by the AR(2) model.In order to design low-pass filter with a peak around f d T , we need to place a set of complex conjugate poles in the z-plane at z 1 = r · e −j2πfAR(2)T and z 2 = r · e +j2πfAR(2)T [9] , [10] :
Comparing equations (6) and (7) we have :
With f AR (2) T close to f d T 1 and r close to 1, we obtain a 1 close to 2 and a 2 close to -1 [9] , with |a 1 | < 2 and |a 2 | < 1 to ensure stationarity [11] . These orders of magnitude for a 1 and a 2 will be used in our theoretical developments to obtain simplified analytical formulas. [9] 
However, in both cases no expression is given for the choice of r. In the following, we consider channel estimation with KF. The criterion for tuning the model parameters is based on an approximation of the minimization of the mean square error (MSE) in steady state mode,
III. KALMAN FILTER A. Kalman filter equations
The second order autoregressive model can be reformulated in a state model. The state vector to be considered includes the channel gain at k and k − 1,
and the state noise vector is :
The selection vector of size 1 × 2 is s T = [1, 0]. The state evolution of (4) and observation (1) becomes:
Regarding the state-space formulation (9) and (10), the two stages of the filter are :
Time update equations:
Measurement update equations:
where
is the Kalman gain vector, U = σ 2 u 0 0 0 , I 2 2 × 2 identity matrix and P (k|k) and P (k|k−1)
are respectively the 2 × 2 a posteriori and predicted error covariance matrices.
B. Kalman filter steady-state
Since the linear system is observable and controlable, an asymptotic regim is quickly reached for which the covariances and gain of the filter become constant :
The objective of this section is to compute K 1 as a function of σ 2 u (itself a function of a 1 and a 2 ) to be able to do the optimization in the following section. For this reason, it is necessary to solve the Ricatti's equations (12) (13) (15) in P 11 by manipulating the previous equations. A quartic equation is obtained after calculation :
where A, B, C and D are coefficients in terms of σ 2 w , σ 2 u , a 1 and a 2 . This equation is hard to solve or to approximate due to the large numbers of coefficients and the complexity of the method used to solve this equation [12] . In [13] , it is demonstrated that the solution of equations (12) and (15) is given by the eigen vector of the following matrice :
[ 14] gives an analytical solution based on the work of [13] . In our case and by applying the same methods used in [13] , [14] we get the approximateed expression:
where we have used the following assumptions for the approximation:
This approximation is validated by simulation in figure (1) . In this figure we see that the approximation (18) is close to the asymptotic value of K 1 obtained by Monte-Carlo simulation in all the range of usual SNR.
C. Variance of MSE in steady-state and optimization
L(z) is the transfer function of the filter which givesα (k|k) with the observation y (k) as input. In a steady state, the solution is given by the system of equations (11) and (14) of the KF by: where
From the filtering equations, we haveα(z) = L(z)(α(z) + w(z)) and the estimation error :
Therefore, it remains to calculate the power of the error from (z) (20):
• the dynamic error variance σ 2 α is due to the variations of α (k) filtered by the high pass filter 1 − L(z) :
The approximation in (22) is made by using the previous approximation of K 1 , and in assuming low Doppler normalized frequency f d T 1 and K 4 1
The exact integration is then computed from Γ α (f ) defined in (2) by changing variable : cos(θ) = (f /f d ).
• the static error variance σ 2 w is due to additive noise w (k) filtered by the low pass filter L(z):
The exact integration of (23) is obtained from exact L(z) in using method of the article [15] . The approximation in (23) is the same used in previous calculation. In summary we have the global MSE σ 2 :
We use the expression of (18) in (24), then we search σ 2 u that minimizes σ 2 . We obtain:
According to (5) , σ 2 u can be expressed in terms of a 1 , a 2 :
assuming that 1 − a 2 2, 1 + a 1 − a 2 4, 1 + a 2 1 and 1 − a 1 − a 2 1. From equations (25) and (26) we deduce the following relation between a 1 and a 2 when the MAV criterion is approximately satisfied :
Equation (27) makes it possible to set a 1 as a function of a 2 and thus simplifies the search for one parameter instead of two : the asymptotic MSE is measured by "Monte-Carlo" simulation for a grid of values of a 2 , and the value of a 2 corresponding to the minimum MSE is recorded. Figure 2 shows the experimental value of optimal a 2 as a function of f d T for different SNR. The curves show an approximative linear behavior of type a 2 = −1 + γf d T , that depends on the SNR. Figure 3 shows that γ = 2 3 (optimal for SNR = 20dB) is a good compromise. Therefore, we impose : And the corresponding optimal MSE obtained by injecting (18) and (25) in (24) results in :
These MSE expression is close to the one obtained by using (non-stationary) second-order random walk model instead of the stationary AR(2) model [5] ( 
IV. SIMULATION, DISCUSSION AND COMPARISON TO

OTHER MODELS
In [3] , [4] it was shown that for low Doppler frequency and low SNR, the AR(1)-MAV coefficient a noted a M AV allows to minimize the asymptotic estimation error variance σ 2 of the AR(1)-MAV is:
And the closed-form expression of the corresponding asymptotic estimation error variance is :
Comparing equations (29) and (31) we have : Equation (32) is valid for usual range of SNR. Figure 4 compares the asymptotic MSE of the KF obtained by Monte-carlo simulations with AR(1)-MAV [3] , AR(2)-CM with [2] , AR(2)-CM and proposed (approximate) AR(2)-MAV. We also plot the on-line BCRB [16] and equation (29) as references. We verify by these figures that :
• For the AR(2)-MAV, the MSE computed by simulation is very close to σ 2 (AR(2)-MAV) obtained by the closedform expression in (29) thus validating the theoretical analysis.
• An important point is that with the proposed AR(2)-MAV and its optimization, we are closer to the BCRB than with AR(1)-MAV for normalized Doppler frequencies f d T ≤ 10 −3 which validates our theoretical analysis. This point confirms the advantage of using an approriate second order modeling versus a first order in slow fading [5] .
• Comparing with the AR(2)-CM and to the improved version [2] (AR(2)-CM( )) where parameters are generated by adding to the diagonal of the autocorrelation matrix, we found that the MSE of these models are far from the BCRB and higher than proposed (approximate) AR(2)-MAV.
V. CONCLUSION
Our study deals with the estimation of flat fading Rayleigh channels with Jakes spectrum using a Kalman filter (KF) with a second order autoregressive model (AR (2)). We first show from simulation that it can be pertinent to impose a linear relation between a 2 of the AR(2) parameters and the normalized Doppler-frequency f d T . Once imposing this relation, we then derive closed-form expression for the tuning of the other parameter a 1 of the AR(2) model. We then get a suboptimal adjustement of the parameters that approximately satisfies the MAV criterion (minimization of the asymptotic error variance). Simulation results show better performance in terms of MSE compared to the literature. This work was supported by the ELSAT2020 project, cofinanced by the European Union with the European Regional Development Fund, the French state and the Hauts of France Region Council.
