Abstract-Feature selection is an indispensable pre-processing step when mining huge datasets that can significantly improve the overall system performance. Therefore in this paper we focus on a hybrid approach of feature selection. This method falls into two phases. The filter phase select the features with highest information gain and guides the initialization of search process for wrapper phase whose output the final feature subset. The final feature subsets are passed through the K-nearest neighbor classifier for classification of attacks. The effectiveness of this algorithm is demonstrated on DARPA KDDCUP99 cyber attack dataset.
INTRODUCTION
Feature selection aims to choose an optimal subset of features that are necessary and sufficient to describe the target concept. It has proven in both theory and practice effective in enhancing learning efficiency, increasing [1] [2] predictive accuracy and reducing complexity of learned results. Optimal feature selection requires an exponentially large search space, where N is the number of features [3] . So it may be too costly and impractical. Many feature selection methods have been proposed in recent years. The survey paper [4] gives the complete scenario of different approaches used in cyber attack detection systems. They can fall into two approaches: filter and wrapper [5] . The difference between the filter model and wrapper model is whether feature selection relies on any learning algorithm. The filter model is independent of any learning algorithm, and its advantages lies in better generality and low computational cost [6] . The wrapper model relies on some learning algorithm, and it can expect high classification performance, but it is computationally expensive especially when dealing with large scale data sets [7] like KDDCUP99. This paper combines the two models to make use of their advantages. We adopt a two-phase feature selection method. The filter phase selects features and uses the feature estimation as the heuristic information to guide wrapper algorithm. We adopt information gain [8] uncertainty to get feature estimation. The second phase is a data mining algorithm which is used to estimate the accuracy of cyber attack detection. We use K-nearest neighbor based wrapper selector. The feature estimation obtained from the first phase is used for building the initialization of the search process. The effectiveness of this method is demonstrated through empirical study on KDDCUP99 datasets [9] .
II. THE KDDCUP99 DATASET
In the 1998 DARPA cyber attack detection evaluation program an environment [9] [10] was setup to acquire raw TCP/IP dump data for a network by simulating a typical U.S. Air Force LAN. The LAN was operated like a true environment, but being blasted with multiple attacks. For each TCP/IP connection, 41 various quantitative (continuous data type) and qualitative (discrete data type) features were extracted among the 41 features, 34 features are numeric and 7 features are symbolic. The data contains 24 attack types that could be classified into four main categories: a  m  p  l  e  s  S  a  m  p  l  e  s  S  a  m  p  l  e  s  S  a  m  p  l  e  s  C  l  a  s  s C  l  a  s  s C  l  a  s  s C  l  a  s  s  S  m  u  r  f  2  8  0  7  9  0  D  O  S  N  e  p  t  u  n  e  1  0  7  2  0  1  D  O  S  B  a  c  k  2  2  0  3  D  O  S  T  e  a  r  d  r  o  p  9  7 
This dataset contains 22 attack types which can be classified into five classes i.e. Normal, DOS Probe, U2R and R2L and sample size of each attack which is shown in table Table-I. III. INFORMATION GAIN Let S be a set of training set samples with their corresponding labels. Suppose there are m classes and the training set contains S i samples of class I and S is the total number of samples in the training set. Expected information needed to classify a given sample is calculated by:
A feature F with values {f 1, f 2,…….. fv}can divided the training set into v subset {S 1, S 2, ……S v } where S j is the subset which has the value f j for feature F is
Information gain for F be calculated A typical hybrid algorithm makes use of both an independent measure and a mining algorithm to evaluate feature subsets: It uses the independent measure to decide the best subsets for a given cardinality and uses the mining algorithm to select the final best subset among the best subsets across different cardinalities.
Basically, it starts the search from a given subset S 0 (usually, an empty set in sequential forward selection) and iterates to find the best subsets at each increasing cardinality. In each round for a best subset with cardinality c, it searches through all possible subsets of cardinality c+1 by adding one feature from the remaining features. Each newly generated subset S with cardinality c+1 is evaluated by an independent measure M and compared with the previous best one. If S is better, it becomes the current best subset ‫ݏ‬ ௦௧ ᇱ t at level c+1. At the end of each iteration a mining algorithm A is applied on ‫ݏ‬ ௦௧ at level c+1 and the quality of the mined result is compared with that from the best subset at level c. If ‫ݏ‬ ௦௧ is better, the algorithm continues to find the best subset at the next level.
A. Ensemble approach
In this approach, we combine the two algorithms for final feature selection. The filter phase select the features with highest information gain and guides the initialization of search process for wrapper phase whose output the final feature subset. The propose hybrid algorithm is given below:
Proposed ensemble Algorithm ( ) if(accuracy2>accuracy1) then
The above mentioned pseudo code is our proposed hybrid algorithm for feature selection. This algorithm makes use of both a filter algorithm and wrapper algorithm to evaluate feature subsets. It uses the filter algorithm to decide the best subsets for a given cardinality and uses wrapper algorithms to select the final best subset among the best subset across different cardinalities. While in our filter algorithm is used to rank the feature on the basis of information gain. A feature which is having higher information gain for the prediction of the class is ranked high among other features. Algorithm starts with one cardinality means starting subset contain only one feature having highest information gain. Wrapper algorithm is used to evaluate the subset on the basis of accuracy. The final feature subsets are passed through the K-nearest neighbor classifier for classification of attacks.
V. K-NEAREST NEIGHBOR CLASSIFIER
The k-nearest neighbor (KNN) [19] classifier is amongst the simplest of all machine learning algorithms. An object is classified by a majority vote of its neighbors, with the object being assigned to the class most common amongst its k nearest neighbors. k is a positive integer, typically small. If k =1, then the object is simply assigned to the class of its nearest neighbor. In binary (two class) classification problems, it is helpful to choose k to be an odd number as this avoids tied votes. The same method can be used for regression, by simply assigning the property value for the object to be the average of the values of its k nearest neighbors. It can be useful to weight the contributions of the neighbors, so that the nearer neighbors contribute more to the average than the more distant ones.
The neighbors are taken from a set of objects for which the correct classification (or, in the case of regression, the value of the property) is known. This can be thought of as the training set for the algorithm, though no explicit training step is required. In order to identify neighbors, the objects are represented by position vectors in a multidimensional feature space. It is usual to use the Euclidean distance, though other distance measures, such as the Manhattan distance could in principle be used instead. The k-nearest neighbor algorithm is sensitive to the local structure of the data.
The performance of a KNN classifier is primarily determined by the choice of K as well as the distance metric applied. However, it has been shown in that when the points are no t uniformly distributed, predetermining the value of K becomes difficult. Generally, larger values of K are more immune to the noise presented, and make boundaries smooth between classes. As a result, choosing the same (optimal) K becomes almost impossible for different applications.
A. training
The training phase of the algorithm consists only of storing the feature vectors and class labels of the training samples. In the actual classification phase, the test sample (whose class is not known) is represented as a vector in the feature space. Distances from the new vector to all stored vectors are computed and k closest samples are selected. There are a number of ways to classify the new vector to a particular class. One of the most used techniques is to predict the new vector to the most common class amongst the K nearest neighbors. A major drawback to using this technique to classify a new vector to a class is that the classes with the more frequent examples tend to dominate the prediction of the new vector, as they tend to come up in the K nearest neighbors when the neighbors are computed due to their large number. One of the ways to overcome this problem is to take into account the distance of each K nearest neighbors with the new vector that is to be classified and predict the class of the new vector based on these distance. 
B. Parameter selection
The best choice of k depends upon the data; generally, larger values of k reduce the effect of noise on the classification, but make boundaries between classes less distinct. A good k can be selected by various heuristic techniques, for example, cross-validation. The special case where the class is predicted to be the class of the closest training sample (when k=1) is called the nearest neighbor.
The accuracy of the k-NN algorithm can be severely degraded by the presence of noisy or irrelevant features, or if the feature scales are not consistent with their importance. Much research effort has been put into selecting or scaling features to improve classification. A particularly popular approach is the use of evolutionary algorithms to optimize feature scaling. Another popular approach is to scale features by the mutual information of the training data with the training classes. 
VI. EXPERIMENTS AND RESULTS

Information
We applied the preprocessing algorithm to translate data in the format we need. In preprocessing steps we read data file line by line where each line contain a record. It replaces the comma by blanks and each feature is converted from text or symbolic from into numerical form. We place the data from file corrected.txt into two dimensional As KNN work first it takes a record from test dataset and calculates its distance from each records of training dataset. Then take 10 records of training dataset which have minimum distance. Then examine maximum of these 10 records belongs to which class. If the actual class of the test record is same as the resulting class then it is positive prediction. Same procedure run for each record in test dataset and at the end it finds out the accuracy by ratio of positive prediction and total number of records in the data set. If we have N records for test and after applying KNN we only fined x positive prediction, then accuracy is given by The k-nearest neighbor is instance based classifier it randomly selects the different number of records from KDDCUP99 dataset to see the behavior of algorithm. When we apply the dataset of different sizes to the classifier and we compare the classifier accuracy for all 41 features and selected features as shown in Fig.1 accuracy of the selected features is increasing with the size of data. As shown in figure the accuracy of the classifier is increasing as with the data and it is higher than the accuracy of full features. We also analyze that all selected feature comes in the first 15 highest ranked features.
VII. CONCLUSION
In this paper we use an ensemble approach for feature selection of KDDCUP99 dataset. Which consist of two techniques of feature selection that are filter and wrapper. The filter phase calculates the information gain of each feature and ranks them and gives input to wrapper phase. Wrapper phase searches for the final best subset of feature. The experiment demonstrate the effectiveness of our algorithm on KDDcup99 dataset which can be seen from the table IV the accuracy of the classifier with 41 features are less as compared to the accuracy of the same classifiers with selected features. As shown in the table IV there is no significant improvement in the detection accuracy (when 1000 records, accuracy improved from 72.21% to 80.09%) when attack records are small. But when the data size of attacks are huge (say 250000 records accuracy improved from 73.04% to 92.02%) there is an improvements in detection accuracy. Although we are getting improved cyber attack detection accuracy there is still a need for improvement the detection accuracy. We will investigate new technique for further improvement. 
