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Abstract 
By Dana Divine, M.S. 
Washington State University 
May 2002 
This thesis consists of two parts. The goal of first section is to better understand the 
influence of heterogeneity on contaminant transport. This objective is approached by 
quantifying the heterogeneity that may have affected transport of the Stanford-Waterloo 
tetrachloroethene (PCE) plume. Specifically, I determine the statistical distribution ofthe PCE 
sorption distribution coefficient (Kd) at Canadian Forces Base Borden, identify the spatial 
distribution of Kd, and determine the cross-correlation structure between PCE Kd and 
permeability (k). The results show that Kd is not lognormally distributed, and that variance is 
insufficient to fully describe heterogeneity. Skewness may be an important aspect ofthe In Kd 
distribution because the samples constituting the high Kd tail are clustered spatially into 
predominantly one lens. The cross-correlation in this section of the aquifer is both very weak 
positive and negative, the sign depending on the spatial location of the samples. 
The primary goal of the second section is to determine if geologic processes separate 
sediment into distinct zones of chemical reactivity. If such a correlation exists, the 
sedimentology of site may be used to constrain the prediction of subsurface chemical 
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heterogeneity. An intermediate step to achieving this goal is to determine if characteristic Kd 
values can be assigned to lithofacies; qualitative lithofacies information may be used to generate 
quantitative model input if such a relationship exists. The results suggest that distinct Kd 
distributions can be linked to lithofacies and that chemical reactivity does correlate to 
depositional processes. The observation that sorption and permeability are related to different 
aspects of facies, coupled with the observation that cross-correlation between sorption and 
permeability varies spatially, suggests that synthetic sorption and permeability fields should be 
generated independently and be constrained by sedimentology of the site. 
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CHAPTER 1: Heterogeneity of physical and chemical aquifer properties: implications for 
transport 
1. Introduction 
Groundwater contaminated with organic and inorganic chemicals is a widespread threat 
to human health and the environment in urban and rural areas worldwide. As an increasing 
variety of chemicals are identified at dangerous concentrations in groundwater, increasing 
numbers of clean-up standards are set to constrain the negative impacts of the pollutants [e.g. 
Westrick, 1990]. Regulation clean-up levels depend largely on the risk contaminants are deemed 
to place upon human health and the environment. The degree of risk depends on the present and 
future location of the contaminants (e.g. industrial versus residential areas) and the proximity of 
that location to drinking water supplies [e.g. Westrick, 1990; Domenico and Schwartz, 1998]. 
Clean-up levels, and the associated amount of money needed to reach the specified level, are 
determined based on rate and extent of contaminant movement. Unfortunately, how far and how 
fast dissolved contaminants will travel through uniquely variable subsurface material are difficult 
to predict accurately. In the uncertainty surrounding the controls on contaminant transport, 
regulators must often accept the worse case scenario of extensive and speedy transport and 
enforce a conservative clean-up standard. Accurate prediction of pollutant behavior, aided by 
precise retardation estimates, will reduce the number of conservative evaluations, leading to 
appropriate assignment of clean-up levels, less expense to property holders, and security in 
knowing the true threat contaminants pose to potable water supplies. 
One of the first significant steps toward accurate prediction of plume movement was 
taken at Canadian Forces Base Borden (Ontario, Canada) in ajoint experiment by Stanford 
University and the University of Waterloo. The experiment involved dissolving two tracers and 
five organic solutes in a sandy aquifer and carefully monitoring their concentrations at different 
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points along the groundwater gradient over a period of 650 days during 1984-1986. The 
resulting contaminant plume is now referred to as the Stanford-Waterloo plume. The objective 
of the Stanford-Waterloo (SW) study was to improve the understanding of plume movement by 
careful observation at all stages of transport under natural conditions [Roberts et al., 1986]. 
Several unexpected observations resulted, some of which have yet to be satisfactorily explained. 
The most surprising observation was the diminishing velocity of the organic plume centers of 
mass with time. The slowing of the plumes reflected an increasing effective retardation, the 
cause of which has continued to be a subject of research [e.g. Durant, 1986; Ball et al., 1990; 
Ball and Roberts, 1991a, b; Kwan, 1991; Burr et al., 1994; Brusseau and Srivastava, 1997; 
Rivett and Allen-King, in review]. Other significant observations were the more extensive 
longitudinal spreading and tailing of breakthrough curves for the organic solutes with respect to 
the conservative tracers [Roberts et al., 1986]. Ideal contaminant behavior is marked by constant 
velocity, dispersion consistent with that of nome active tracers, and symmetrical breakthrough 
curves [e.g. Domenico and Schwartz, 1998]; failure to meet these standards classifies the 
contaminant behavior of the SW plume as nonideal. 
Nonideal transport can be caused by a variety of factors including but not limited to: 
field-scale spatial variability of hydraulic conductivity or retardation caused by sorption, local-
scale physical heterogeneity producing variable rates of contaminant mass transfer to sorbing 
sites, nonlinear sorption, or rate-limited sorption in which high flow velocities prohibit 
attainment of equilibrium. Numerous, more extensive discussions of nonideal behavior exist in 
the literature [e.g. Brusseau and Srivastava, 1997]. The above causes of nonideal behavior can 
be simplified to two controls: physical and chemical heterogeneity of the subsurface aquifer 
material. Physical heterogeneity refers to variability in the rate at which water can pass through 
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the solids, and is controlled by such factors as grain size, pore connectivity, and sorting. 
Chemical heterogeneity refers to the variability with which contaminants sorb to the aquifer 
solids [Domenico and Schwartz, 1998]. Sorption is controlled by numerous factors, including: 
percent, type, and age of the carbonaceous material (which includes organic matter, soot, char, 
and kerogen, but not carbonate) associated with the minerals, surface area ofthe sediments, and 
(in the case of nonlinear sorption) the concentration of the contaminant [e.g. Luthy et ai., 1997; 
Kleineidam et al., 1999; Johnson et al., 2001; Allen-King et ai., in press]. The nonideal behavior 
exhibited in the first moment (center of mass) and second moment (dispersion) of the SW plume 
(and many other plumes) mayor may not be a result of subsurface heterogeneity. Numerous 
studies have tried to ascertain the role of heterogeneity in nonideal behavior [e.g. Burr et al., 
1994; Brusseau and Srivastava, 1997; Zhang and Brusseau, 1999], but limited data regarding the 
spatial distribution of physical and chemical properties in the subsurface diminishes the certainty 
of the results. 
Either physical or chemical heterogeneity of sediments alone can cause nonideal 
behavior. Generally, however, both properties vary spatially in the subsurface [Domenico and 
Schwartz, 1998]. Ifhigh values ofthe physical property (e.g. permeability (k» are found in the 
same location as high values of the chemical property (e.g. sorption distribution coefficient (Kd», 
a positive cross-correlation between the two parameters is said to exist. Conversely, if low 
values of one variable tend to occur with high values of the other variable, negative cross-
correlation exists [Bosma et al., 1993; Bellin and Rinaldo, 1995]. 
Cross-correlation is important to the prediction of contaminant transport at Borden 
because, in addition to the magnitude and variability of permeability and sorption, it affects the 
center of mass and dispersion observed in the plume. Cross-correlation and field-scale 
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heterogeneity are important influences on contaminant transport when sorption is linear 
[Abulaban and Nieber, 2000], but are less important when sorption is nonlinear [Abulaban and 
Nieber, 2000]. With linearly sorbing solutes, perfect negative cross-correlation enhances 
dispersion relative to the uncorrelated case; conversely, perfect positive cross-correlation 
decreases dispersion [Bosma et aI., 1993]. Positive cross-correlation reduces dispersion because 
when sorption capacity is high, k is also high and the water moves through the sediment quickly, 
significantly limiting the amount oftime the solute has to sorb to the sediment. Desorption 
occurs at different rates, so that the more solute sorbed and later released at varying times, the 
more dispersion that occurs [Desbarats, 1990]. When k is low, Kd is also low, again resulting in 
little sorption and subsequent dispersion of the solute. Partial positive cross-correlation reduces 
dispersion even more than does perfect positive, while at small to moderate Kd values, partial 
negative cross-correlation increases spreading with respect to perfect negative. As the geometric 
mean of Kd increases, the differences between perfect and partial correlation disappear [Bellin 
and Rinaldo, 1995]. 
Though much attention is given the effects of cross-correlation on the second moment, it 
has an equally important effect on the first moment. Similar to reduction of dispersion, positive 
cross-correlation between Kd and k slows the plume center of mass relative to uncorrelated cases 
[Luffman, 1997]. Additionally, if the cross-correlation varies at different scales, which it has 
been shown to do [Robin et al., 1991], the plume is more retarded than if the cross-correlation is 
constant across the site [Luffman, 1997]. Large-scale features (e.g. cross-correlation at large 
scales) have more significant impact on retarding plume center of mass than do small-scale 
features [Luffman, 1997]. 
4 
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In discussing the affects of cross-correlation on contaminant transport, the importance of· 
the magnitude of Kd must not be overlooked. Increasing Kd magnitudes produce increased 
longitudinal dispersion in uncorrelated and negatively cross-correlated cases. Conversely, large 
Kd values reduce spreading in positively cross-correlated sediment relative to small Kd values. A 
study by Bellin et al. [1995] concludes that longitudinal dispersion is more influenced by the 
magnitude of the geometric mean Kd than by the cross-correlation between Kd and k, making the 
accurate estimation of Kd more important than identifying the degree of correlation between Kd 
and k, in at least some scenarios. 
As important as the magnitude of Kd and its cross-correlation with k are, the variance (0'2) 
of the lognormally distributed parameters is also given much attention in the prediction of 
contaminant transport through a heterogeneous subsurface. Variance is important because equal 
degrees of physical and chemical heterogeneity are generally thought to exist if the coefficients 
of variation of k and Kd are the same. Equal coefficients of variation are fulfilled if 
al~lk = 0' l~Kd [Bosma et al., 1993]. Thus, if the variance of the natural log transformed k 
distribution equals the variance of the natural log Kd distribution, the degrees of physical and 
chemical heterogeneity in the subsurface is equal. Analytical models use only variance to define 
heterogeneity [e.g. Riva et aI., 2001], though numerical simulations typically use at least the 
additional parameter of autocorrelation range [e.g. Burr et al., 1994; Zhang and Brusseau, 1999; 
Abulaban and Nieber, 2000]. Variance is a logical variable with which to define heterogeneity; 
however, because very few data sets provide detailed analysis of both the Kd and k variance, the 
statement that equal degrees of heterogeneity exist if the variances are equal can only be an 
assumption. Likewise, the lognormal distribution of Kd has not been verified. 
5 
Several attempts have been made to provide Kd and k distributions for organic 
compounds at the Borden aquifer. While the studies have made significant contributions, they 
failed to provide the longitudinal spatial information necessary for models. Durant [1986], 
Kwan [1991], and Allen-King et ai. [1998] all investigated the sorption of the organic 
contaminant tetrachloroethene (PCE) to Borden sediment. In the case of Allen-King et ai. [1998], 
longitudinal spatial information was not the goal of the study; too large of a spacing between 
cores prohibited the collection of the longitudinal spatial information in the other studies. 
MacIntyre et al. [1998] investigated the distribution of another organic compound, naphthalene, 
in the Columbus, Mississippi aquifer, but was also unsuccessful in generating spatial 
information. The first study to generate useful Kd information along with longitudinal spatial 
data and cross-correlation information was Robin et ai. [1991], working with the inorganic 
chemical strontium (Sr2+) at Borden. Their main conclusions are that the cross-correlation 
between Kd and k is overall weak negative, and more importantly, that the cross-correlation is 
scale-dependent. Nearly all of the very low hydraulic conductivity (K) values in the Robin et ai. 
[1991] study are associated with high Kd values, producing the overall negative cross-correlation. 
An example of the scale dependence can be seen by considering the longitudinal horizontal 
transect, in which the negative cross-correlation was observed at scales larger than four meters, 
but not at smaller scales. 
The aforementioned studies acknowledge the importance of quantifying the spatial 
distributions of chemical and physical parameters and their cross-correlation; the quantification 
of those parameters are difficult to accomplish in practice, however. One reliable picture of 
inorganic contaminant behavior in the subsurface is available from Robin et ai. [1991]. The next 
step towards the accurate prediction of plume movement (and more certainty in our ability to 
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safeguard water resources) is increasing our knowledge regarding the spatial behavior of organic 
contaminants in the subsurface. The SW observations of nonideal PCE behavior illuminated the 
need to investigate organic contaminant transport; subsequent experiments have provided the 
information necessary to make quantifying the spatial behavior of an organic contaminant in the 
subsurface likely to succeed. Thus, the goal ofthis study is to quantify the heterogeneity that 
may have affected transport ofthe SW PCE plume in an effort to better understand the influence 
of heterogeneity on contaminant transport in general. Specifically I 1) determine the statistical 
distribution ofPCE Kd at Borden, 2) identify the spatial distribution, and 3) determine the cross-
correlation structure between PCE Kd and k. 
The SW natural gradient plume at CFB Borden is one ofthe most extensively examined 
and well-known field-scale experiments investigating transport of sorbing solutes [e.g. Bohla, 
1986; Curtis et al., 1986; Durant, 1986; Freyberg, 1986; Mackay et al., 1986a; Mackay et al., 
1986b; Roberts et al., 1986; Sudicky, 1986; Ball et al., 1990; Ball and Roberts, 1991a, b; Kwan, 
1991; Robin et at., 1991; Woodbury and Sudicky, 1991; Burr et at., 1994; Mackay et at., 1994; 
Thorbjarnarson and Mackay, 1994; Turcke and Kueper, 1996; Brusseau and Srivastava, 1997; 
Allen-King et at., 1998]. The SW study has lead to intense characterization of hydraulic 
conductivity, PCE Kd, and many other Borden sediment parameters. Sedimentary facies have 
been described [Bohla, 1986; Allen-King et al., 1998], as have detailed mineralogy and 
geochemistry for a bulk sample [Ball et al., 1990]. The preponderance of data existing at Borden 
provides data with which to compare and interpret the results of this study. PCE is used as the 
organic contaminant of choice in my study because it is one of the solutes exhibiting nonideal 
behavior in the SW plume, and because PCE Kd values estimated from other studies provide 
context for the Kd values ofthis study. 
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2. Methods 
2.1. Site Geology and Sampling 
The sediments comprising the unconfined sand aquifer at Canadian Forces Base Borden 
are shallow near shore deposits of glacial lake Algonquin [Fitzgerald, 1982; BahIa, 1986] and 
the associated glacio-fluvial outwash of its feeder system [Burwasser and Cairns, 1974]. The 
aquifer extends from the ground surface to a depth of approximately nine meters, where a thick 
clay layer is encountered [Mackay et al., 1986a]. The aquifer material is mostly well sorted, fine 
to coarse grained sand with occasional lenses of granules or pebbles and small, discontinuous 
intervals of silt. 
The samples used in this study are collected from a series of eleven 1.5 m long cores 
spaced one meter apart along the direction of groundwater flow (Figure 1-1). The cores are 
extracted according to the method of Starr and lngletan [1990] from the sediment interval 
approximately 1.5 to 3.0 meters below ground surface, the same vertical interval through which 
the SW natural gradient plume migrated. The ends of each core are sealed with wax and the 
cores stored at 4°C until use. The elevation of the ground surface along the line of coring 
fluctuates; depth corrections are thus made using a survey of the ground surface elevation so that 
an accurate picture of the facies distribution in the subsurface can be obtained (Appendix A). 
Cores are opened by removing a 90° arc of aluminum casing lengthwise from the core, 
causing as little sediment disturbance as possible. The exposed sediment is leveled and 
catalogued into ten lithofacies [Allen-King et al., 1998]. Davis et al. [1997] and Allen-King et al. 
[1998] postulate that because lithological bounding surfaces separate dissimilar materials, the 
surfaces are important boundaries in mapping heterogeneity. To accurately capture parameter 
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magnitude and variability specific to each facies, bounding surfaces are avoided during 
sampling. Horizontal (relative to the ground surface) sub cores used to measure permeability are 
collected by inserting 1.3 cm outer diameter stainless steel tubes immediately adjacent to one 
another down the center length of the core (except when avoiding bounding surfaces), resulting 
in approximately 90 uniformly spaced subcores per 1.5 meter long core. Material surrounding 
each sub core is saved. All samples are dried immediately and completely in a 40°C oven prior to 
analysis. The permeability of approximately 30 samples in each of cores 10,9 and 10,10 is not 
reported, as the measurements were made while the sediment was still damp and are therefore 
not accurate. In the majority of cores, the material surrounding one of every two permeability 
subcores is analyzed to determine Kd; however, some cores are analyzed at a lower density of 
one Kd determination for every four permeability samples. The different sample spacings are 
used to maximize the number of lags available for spatial analysis. 
2.2. Permeability Methodology 
Because of the ease and speed of collection, air permeability (k) measurements are made 
in preference to saturated hydraulic conductivity. An air-minipermeameter was built similar to 
the design specified by Davis et al. [1994], where a falling plunger forces air through a sample. 
Calibration was also completed following the general method of Davis et al. [1994] (Appendix 
J). The net pressure on the air flowing through the sample is calculated by the equation [after 
Davis et at., 1994] 
(1) 
9 
where X is the mass of plunger (128.3 g), g is the acceleration due to gravity (980.76 cm/s2), A is 
the cross-sectional area of the plunger (10.0 cm2), ~ (1131.1 dyne/(cm2/s2)) and cp (2805.1 dyne/ 
(cm/s)) are both frictional losses in the plunger, Vis the volume of the syringe between sensors 
(93 cm3), a is the loss of pressure over a check valve (13.61 dyne), t is the plunger fall time 
between sensors, and b is the threshold pressure required to induce flow through the system (0 
dyne). Frictional loss in the plunger has the form 
(2) 
where v is velocity. 
Air permeability for a sample encased in a tube is calculated as [Springer et ai., 1998] 
k = Q (2~Ls ~ J 
o A p2_p2 
s I 0 
(3) 
where Qo is the volume of air flowing through the sample's cross section As (1.08 cm2), Ls is the 
sample length, ~ is the dynamic viscosity of air, Po is the air pressure at the syringe outlet 
(atmospheric), and Pi is the air pressure applied to the sample (Pi = Po + Pn). Algebraic 
manipulation transforms equation 3 into measured quantities: 
(4) 
where Pn is the net pressure exerted by plunger. Po is set at one atmosphere and barometric 
effects ignored, as Springer et al. [1998] show that such effects are negligible for this flow 
geometry. Permeability results appear in Appendix N. 
10 
Both air and water penneability were measured on a group of test samples taken from 
three different cores to test the legitimacy of using air penneability as a substitute for water 
penneability/hydraulic conductivity. Two of the cores (one three meters east of the core line, one 
two meters east) were taken solely for side investigations ofthis type, and do not contribute any 
additional data to this study. The third core is number 10,5 (the numbers represent east and west 
coordinates, respectively), which does contribute k and Kd data. Air penneability in this 
comparison trial is measured according to the method described above, except that 2.5 cm 
stainless steel tubes were used to subsample instead of the 1.3 cm tubes used in all the other k 
data collected (Appendix F). Following the measurement of air penneability, water penneability 
was measured on the same sample using a constant head penneameter. Each water penneability 
sample is purged with CO2 for twenty minutes to displace air from the pores; deaired (boiled) 
water is then allowed to flow from the reservoir through the sample. The sample height is 
adjusted to achieve a predetennined head difference relative to the reservoir, and the system 
allowed to stabilize for approximately one minute. After stabilization, the amount of water 
collected in a graduated cylinder over the course of sixty seconds is recorded, and the processes 
repeated at the same gradient. Data was collected at head differences of 5, 10, 15, and 20 cm for 
each sample. 
Figure 1-2 depicts the observed relationship between air and water penneability. Water 
penneability appears to be smaller than air penneability by a factor ofO.78. Examination of 
four different types of porous media by Springer et ai. [1998] found that the ratio of water 
penneability to air penneability ranged between 0.11 to 0.86, depending on soil texture. Though 
the slope is approximately equal to one, a consistent offset exists. The consistency ofthe offset 
indicates a systematic bias, probably due to either non-Darcy flow behavior [Springer et ai., 
11 
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1998], the existence of macropores between the sample and the permeameter tube [Tokunaga, 
1988], or air entrained in pores during water permeability measurements. 
2.3. Sorption Methodology 
Tetrachloroethene (PCE) Kd is determined using a batch technique in which 
approximately 7g pulverized sediment, 3.35f.lg PCE dissolved in 4 f.lL methanol, and 4 mL 
synthetic groundwater are combined in 5 mL (nominal) Wheaton glass ampoules (Appendix C 
and G). The resulting average equilibrium PCE concentration in the aqueous phase is 466 f.lg/L 
(() = 1 02 f.lg/L) (Appendix M). The dominant mode of sorption (i.e. adsorption versus 
partitioning) is known to depend on concentration [Xia and Ball, 1999]; the transition from 
adsorption at low concentrations to partitioning at higher concentrations occurs at approximately 
10 mg/L for PCE in Borden sand [Allen-King and Mackay, 2000]. Thus, the concentrations and 
sorption mechanisms of this study and that of Allen-King et al. [1998] are comparable to those 
operating in the SW natural gradient plume, where the initial PCE concentration was 
approximately 30 f.lg/L. Ampoules containing only synthetic groundwater are made to serve as 
controls, as are replicate sample ampoules. The ampoules are rotated for seventy-two hours after 
spiking, centrifuged, and 100 f.lL ofthe supernate sampled via 100 f.lL gas-tight syringe and 
injected into an autosampler vial where the dissolved PCE is extracted by 1 mL TCE/hexane 
internal standard solution. 
The apparent sorption distribution coefficient is calculated using the equation [after Ball 
and Roberts, 1991a] 
Kd = [Mo -{CwVJ-{HCwVJ] 
msCw 
(5) 
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The initial mass ofPCE added to each ampoule (Mo) is detennined by interspersing multiple 
hexane-filled vials with the samples during spiking and immediately analyzing the amount of 
PCE in the hexane. Equilibrium concentration ofPCE in the aqueous phase ofa sample (Cw) is 
detennined via hexane extraction and gas chromatography; volume of water (Vw) is detennined 
gravimetrically, as is the mass of solids (ms). Volume of air (Va) is known by difference (total 
ampoule volume-volume water-volume solids). Henry's Law constant (li) is calculated using the 
equation [Gossett, 1987] 
(I-JI) 
e IT 
H=--
RT 
where R is the gas constant, T is temperature, and I and J are compound specific regression 
coefficients. For the estimated average laboratory temperature of 22°C, the above equation 
yields a dimensionless Hvalue of 0.610. 
Several types of control solutions are analyzed in conjunction with Mo vials (used to 
measure the initial mass ofPCE injected in the samples) and sample ampoules in order to 
(6) 
quantify confidence in Kd measurements. Multiple water-only control ampoules measure PCE 
volatilization to the headspace and sorption to glass. Synthetic groundwater and internal standard 
blanks verify that the only source ofPCE to the system is the mass measured by the Mo vials; 
check standards confinn the consistency ofthe calibration curve (Appendix D). Replicates of 
selected samples or homogenized bulk Borden material (referred to as "bulk replicates" 
throughout the rest of this paper) are analyzed in a subset of batches as an additional method to 
quantify error on Kd measurements. Theoretically, H can be calculated from water-only control 
ampoules, but because of the relatively large amount of error associated with the resulting value, 
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the H calculated from Gossett [1987] is preferred (Appendix E). Thus, the sole purpose ofthe 
control ampoules is to verify the legitimacy of using the H calculated via Gossett [1987]. 
Standard error propagation techniques [e.g. Meyer, 1975] produce the following equation 
quantifying the relative error on Kd 
(7) 
Where Mo is the initial mass ofPCE added to the system, Mw is the mass ofPCE in the water, Ms 
is mass ofPCE sorbed, Ma is mass ofPCE in the air, His the calculated Henry's Law constant, 
Va is the volume of air in the ampoule, and Cw is the concentration ofPCE in the water phase of 
the ampoule. Si represents standard error and Ei relative error; i represents the parameter for 
which the standard or relative error was calculated (Appendix B). Equation 7 represents four 
main sources of error: that associated with the M o, error due to uncertainty on Cw, error 
introduced due to uncertainty on Va, and error due to the difference between the actual 
(unknown) H controlling PCE mass in air and the estimated value of 0.610. In actuality, there are 
many more than four sources of error; errors due to incomplete mixing, sorption to glass, day to 
day temperature variations in the lab, and other unquantified variations also cause uncertainty on 
Kd values. These errors are not separated from one another, but instead grouped with the 
recognized unquantified error on H, and the resulting tenn called H + X, where X represents the 
unidentified errors (Appendix L). Equation 7 becomes 
S 2 S 2M 2 2 2 S 2M 2 S 2M 2 S 2 
2 Mo Cw a S H+X M a Va a ell.' W Cw 
EKd =--+ + + + +--M 2 C 2M 2 M 2 H2 M 2V 2 M 2C 2 C 2 
s w s s sa sw w 
(8) 
Excepting the standard error on H + X and the relative error on Kd, all of the variables in equation 
8 are known. The average relative error on Kd is calculated by: 
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(9) 
where the variance of Kd on bulk replicates (cr2 Kd, rep) is 0.0029 and the average Kd of the bulk 
replicates (Kd, rep) is 0.32, resulting in Et =0.0285. Solving for E H+X produces 0.345, which is 
used in equation 8 to calculate relative error on Kd for all individual samples. Relative Kd errors 
in the samples varied from 0.02 to 0.68 (mean = 0.18, cr = 0.095). When mass fraction sorbed is 
below approximately 0.3, relative error in Kd increases exponentially [Ball and Roberts, 1991a]; 
mass fraction of total PCE sorbed at equilibrium varied from 0.11 to 0.89 (mean = 0.35, cr = 
0.13) over all the samples, explaining the large range of relative error (Appendix K). When a 
high mass fraction ofPCE is sorbed, uncertainty on Cw dominates error; when sorption is low, 
however, most ofthe error is due to uncertainty on Va and H+X. 
3. Results and Discussion 
3.1. Descriptive Statistics 
The mean of 374 sorption distribution coefficient (Kd) measurements is -1.05 (geometric 
mean 0.35 mUg, arithmetic mean 0.45 mUg), the range -2.55 to 1.72 (0.08 to 5.60 mUg), and 
variance 0.37. The distribution is skewed right (1.16) and leptokurtic (2.96). No commonly used 
distribution function(normal, exponential, chi square, gamma, and uniform distributions are 
tested) fit the natural log transformed Kd data (Figure 1-3a). Many modeling studies assume a 
lognormal distribution for Kd when generating a synthetic Kd field [e.g. Burr et al., 1994; 
Brusseau and Srivastava, 1997; Abulaban and Nieber, 2000]; however, according to this sample 
set, such an assumption is incorrect for Borden. 
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Numerous studies have measured PCE retardation at Borden using a variety of 
procedures (Table 1-1); comparison of the Kd values provide a context for the results of my 
study, as well as an analysis of the impact of scale on the obtained value of Kd. The two types of 
field transport experiments listed in Table 1-1 are natural gradient and forced gradient tests. 
Both tests measure the retardation of reactive solutes in the subsurface; the retardation can be 
converted to Kd ifbulk density and porosity are known or assumed. The number of cores 
reported represents the number of monitoring wells along the plume trajectory, while the 
reported number of samples corresponds to the number of different depths at which the 
concentration of a solute is measured in the monitoring wells. The distance between the 
injection well and final monitoring well is the horizontal distance sampled; the vertical distance 
sampled is the screened interval of the monitoring wells. The natural gradient test shown in 
Table 1-1 is the SW experiment. Seven monitoring wells exist in the 13 m traveled 
longitudinally by the PCE plume during the experiment, with the final monitoring well 
containing a nest of20 vertically distinct points of measurement extending over 4.5 m. 
Retardation (and subsequently Kd) can also be measured in the field using columns [e.g. Ptacek 
and Gillham, 1992]. Column experiments test a vertical section of the aquifer (10 cm in the 
study presented in Table 1-1), producing one estimate of Kd per column (or core); horizontal 
heterogeneity is not included in the estimate because the horizontal distance included is only that 
within the diameter of the column. Batch experiments measure Kd directly from core samples. 
Depth-integrated samples are cores that have been homogenized over a depth of one to two 
meters, while vertical interval samples produce an individual Kd value for a specific depth 
interval in a core. Averaged values of vertical interval samples from one core are equivalent to 
depth integrated values. In my study, each sample measures the Kd within a 1.5 cm vertical 
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section of sediment in 11 different cores. Each core is separated by one meter, producing a 
quantified heterogeneity field extending ten meters in the longitudinal direction. 
The comparisons in Table 1-1 show that batch experiments produce estimates of Kd 
comparable to those obtained from in situ field experiments and illustrate the importance of the 
vertical sampling interval in Kd estimation. The average PCE Kd of 0.45 mUg found in my study 
falls within the Kd range of 0.31-0.89 mUg estimated by the natural gradient Standford-Waterloo 
plume [Roberts et aI., 1986] and within the range of 0.11-0.60 estimated by forced gradient 
experiment [Thorbjarnarson and Mackay, 1994]. The average Kd values from all the other batch 
experiments also fall within the range ofthe natural gradient plume, but on the border or outside 
of the upper range estimated from the forced gradient test. The range of Kd values observed in 
my study is similar to that of Allen-King et al. [Allen-King et ai., 1998], as is the vertical 
sampling interval. The Kd ranges in these studies are much larger, however, than the ranges 
found by either the natural or forced gradient tests, where the vertical sampling intervals are 
much larger. The notable difference between tight and wide ranges of PCE Kd values is 
therefore likely due to the sample intervals over which Kd is estimated. In almost all cases 
shown on Table 1-1, a smaller sampling interval results in a wider range of Kd values, likely 
because less averaging ofthe heterogeneity occurs. Though chemical variability of sediment is 
generally recognized as having the potential to be quite large, it should be emphasized that the 
three orders of magnitude seen in the ranges of some of the studies listed on Table 1-1 are 
comparable to the range of the physical property of permeability. 
In an effort to compare Kd average values and ranges and confirm the effect of vertical 
averaging on the extent Kd ranges, data from my study are manipulated to match the vertical 
sampling intervals used in other studies appearing in Table 1-1. Specifically, Kd values from 
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core 10,15 (numbers represent east and north coordinates, respectively) of this study were 
averaged over 10 em increments and compared to the results of Kwan [1991] core IWl, also 
sampled at 10 em increments. The calculation produces an average Kd of 0.54 mUg with a range 
of 0.17-1.58 mUg, similar to Kwan [1991] who found an average of 0.60 and range of 0.00-1.77. 
The comparability of the results indicates that the sediment sampled in this study and that of 
K wan [1991] are chemically similar with regard to PCE and that results from Borden that look 
different can be made similar by using the same vertical sample interval. Kwan [1991] and 
Thorbjarnarsen and Mackay [1994] share a field site, suggesting that manipulation of data from 
this study to match the sampling interval and longitudinal extent of aquifer characterization by 
Thorbjarnarsen and Mackay [1994] may also produce similar results. The data from cores 
10,11; 10,12 and 10,13 of my study spaced one meter apart represents the chemical 
heterogeneity across a horizontal distance of two meters, the distance across which the forced 
gradient plume traveled. As the Thorbjarnarsen and Mackay [1994] sampling interval is 
approximately 15 em (13 samples taken over the vertical interval of 1.75 m), the data within 
every 15 em increment of each of the three cores of my study is averaged. The three Kd values 
(one from each core) that result for each 15 em depth increment are averaged to produce one Kd 
value for each 15 em increment. The result of such an exercise produces an average of 0.36 
mUg with a range of 0.24-0.53 mUg from the data of my study, similar to that of 
Thorbjarnarsen and Mackay [1994] who estimated an average of 0.34 and a range of 0.11-0.60 
mUg. The depth integrated values on the table estimated from laboratory analyses agree fairly 
well with each other when put into context of the possible ranges ofPCE Kd. 
In addition to PCE Kd comparisons within Borden, comparison of the variability of 
Borden PCE Kd to other chemicals and other aquifers (where available) is also instructive (Table 
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1-2). One might not expect the distributions of organic and inorganic compounds to be similar 
because organic and inorganic sorption can be controlled by different mechanisms and 
sedimentary properties [e.g. Weber et aI., 1991]. The limited evidence in the table, however, 
indicates that some similarities exist between inorganic and organic sorption, at least at Borden. 
The geometric mean Kd of strontium (Sr2+), the inorganic compound investigated by Robin et al. 
[1991] at Borden, is much higher than the geometric mean Kd of PCE, but the spread around 
their respective means (indicated by the coefficient of variation) is about the same. The slightly 
tighter range of Robin et al. [1991] may be due to their slightly larger, and therefore more 
homogenizing, sampling interval. The similarities in sorption may be due to the brown/orange 
coating observed on many of the mineral surfaces at Borden, interpreted to be iron in the form of 
amorphous oxyhydroxide [Ball et aI., 1990]. Inorganic, amorphous coatings are often 
electrically charged due to the imperfections in their crystal lattice or dissociation of OH- groups 
at the particle surface [Freeze and Cherry, 1979]. This charge is balanced by surface 
accumulation (i.e. adsorption) of ions of the opposite charge [Freeze and Cherry, 1979], such as 
Sr2+. Conversely, nonpolar organic solutes such as PCE sorb primarily to organic carbon [e.g. 
Schwarzenbach and Westall, 1981; Curtis et al., 1986; Ball and Roberts, 1991b; Murphy et aI., 
1994; Murphy and Zachara, 1995; Luthy et al., 1997; Kleineidam et aI., 1999; Lueking et al., 
2000; Johnson et al., 2001; Allen-King et aI., in press], which at Borden is thought to occur as 
coatings in internal pores of carbonate aggregates [Ball et al., 1990]. Though the amorphous 
iron coatings do not exclusively coat carbonates [Ball et aI., 1990], the presence of both the 
coatings and the organic carbon provide for sorption of both Sr2+ and PCE in the same sediment. 
The large sampling interval used by MacIntyre et al. [1998] may be responsible for the 
similar spread in organic Kd values for Borden and Columbus aquifers. Naphthalene and PCE 
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are organic compounds with comparable Kow values; however, the Columbus, Mississippi aquifer 
is considerably more physically heterogeneous than is the Borden aquifer [Mackay et at., 1986b; 
Boggs et at., 1992]. The larger variety of sediments at Columbus would lead one to expect a 
much larger range of Kd values there; such a range is not observed, however, and the sample 
spacing from the two aquifers can not be made compatible. Thus, it is impossible to say if 
organic sorption has a similar distribution in the two aquifers. Within Borden, using similar 
vertical sampling intervals and the same solute (PCE) both my study and that of Allen-King et at. 
[1998] produce an almost identical spread in Kd values. This parity of results is to be expected 
given the similar conditions of the experiments, and confirm the results of both studies. 
The permeability data collected in my study (Figure 1-3b) fit a lognormal distribution 
reasonably well (X2 = 13.49, p = 0.096), as is commonly found by other researchers working at 
Borden [Sudicky, 1986; Woodbury and Sudicky, 1991; Turcke and Kueper, 1996]. The mean of 
the natural log transform is -14.90 (geometric mean 3.38xl0-7 cm2, arithmetic mean 4.07xl0-
7cm2), the range -16.98 to -13.27 (4.24E-8 to 1.73E-6 cm2), and the variance 0.37 (Figure 1-3b). 
Translating the mean k into hydraulic conductivity (K) produces a result comparable to other 
studies of K at Borden (Table 1-3). The entries in Table 1-3 are for context and are limited to 
studies conducted at Borden, as summarizing the large body of literature describing permeability 
distributions is beyond the scope of my study. The value of K found from my study is 
approximately 2.5 times that of Woodbury and Sudicky [1991], and about four times that of 
Turcke and Kueper [1996]. The difference between my value of K and those ofthe other two 
studies may result from differences in method of data collection more than from actual 
differences in hydraulic conductivity. My study measured air permeability and converted to K, 
while the other two studies measured K directly. Also, the K values reported by Sudicky [1986] 
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and Turcke and Kueper [1996] were produced from falling-head permeameter tests on 
homogenized samples; the permeability samples in my study retained in situ sedimentary 
structure. Additionally, the conversion between air and water permeability used in my study is 
based on measurements from a constant head permeameter. 
3.2. Spatial analysis of the sorption distribution coefficient (Kd) and permeability (k) 
3.2.1. Sorption distribution coefficient 
Vertical and horizontal variograms of the In Kd data from this study (Figure 1-4) indicate 
spherical behavior and autocorrelation range scales of 0.20 m (lower 5% level of significance 
0.16 m, upper 0.24 m) and 4.0 m (lower 5% level of significance 1.8 m, upper 6.2 m), 
respectively. One reason for the large uncertainty on the horizontal variogram is because only 11 
cores exist in the longitudinal direction, resulting in a maximum of ten points used to define the 
variogram. The common practice of limiting the maximum lag appearing on the variogram to 
one-half the longest lag sampled is not followed in this case, due to the already limited number 
of lags available and the fact that the points appear to be contributing data rather than noise. The 
nuggets are approximately 21 % and 44% of the sill for vertical and horizontal variograms, 
respectively. The larger nugget on the horizontal variogram is likely another reflection of 
uncertainty due to few lag points. No trends were detected in either the vertical or horizontal 
directions for the extent of sediment characterized (1.5 m vertically, 10m horizontally) 
(Appendix H); the lack of trend at this scale, however, does not preclude trends at larger scales. 
The horizontal variogram parameters (nugget, sill and range) are used to generate a 
contour plot of a cross-section of the subsurface, estimating the Kd at unsampled points via 
kriging (Figure 1-5a,b). The cross-section appears to be rather uniform, -with the highest Kd 
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values clustered in one central lens and a lesser zone at the west (right) end of the section. The 
central lens accounts for roughly four percent of the cross-sectional area, but contains 
approximately 17% of the sorption capacity. The appearance of the high Kd values (constituting 
the skewed right tail on the histogram) in a lens against a background of relatively lower values 
has important implications for transport. If the high Kd values appeared randomly across the 
field, their individual effect on plume movement would be minimal. A contaminant passing over 
isolated high Kd points would diffuse into the points, attaining immediate equilibrium because 
the points contain no internal volume. As the plume moves beyond each point, the contaminant 
instantaneously diffuses back into the water. After a plume passes beyond a lens, however, the 
contaminant requires some amount of time to diffuse out of the center of the high sorbing lens 
[Ball et at., 1997]. This time lag generates a dissolved contaminant concentration behind the 
initial plume, which amounts to dispersion of the plume. Because no time lag is associated with 
discrete points, no dispersion occurs. The clustering of high Kd values in one or two regions 
therefore suggests that the degree of skewness in Kd distributions may be an important aspect of 
the distribution. If the high Kd values popUlating the skewed tail of a distribution occurred in a 
random or more evenly distributed pattern, they would have little effect on solute transport, and 
the extent of the skew would be unimportant. However, the clustering of the relatively higher Kd 
values in the subsurface observed in my study indicates that a moderate number of higher Kd 
values (e.g. 5-10% of the samples) that produce only a small tail on the Kd distribution may have 
a noticeable effect on contaminant transport. 
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3.2.2. Permeability 
The permeability variograms are best fit (using least squares regression) with exponential 
models having vertical and horizontal autocorrelation ranges of 0.11 m (lower 5% level of 
significance 0.09 m, upper 0.13 m) and 0.91 m (lower 5% level of significance -0.21 m, upper 
2.02 m), respectively (Figure 1-6). The uncertainty is much smaller than that on Kd because k is 
measured at approximately twice the density of Kd, providing more lag separation distances and 
therefore more points to define the variogram. A slight vertical trend exists, but was removed 
prior to the generation of va rio grams to ensure covariance stationarity. As with Kd, the 
horizontal variogram is not limited to one-half of the maximum lag. The nuggets are 
approximately 30% and 34% the sill for the vertical and horizontal variograms, respectively; the 
error on the permeability samples is assumed to be approximately 5% [Davis et al., 1994], 
indicating natural variability of the sediment is responsible for most of the nugget. 
The contoured cross-section of the subsurface permeability transect appears in Figure 1-
5c,d. In contrast to the Kd cross-section, the permeability field appears to be more 
heterogeneous, with approximately equal amounts high and low values (as predicted by the 
normal distribution of the In k data) scattered throughout the entire field. 
3.2.3. Comparison a/the Spatialfields 
The near-equal sills in the vertical and horizontal directions for both k and Kd indicate a 
lack of zonal anisotropy, meaning the horizontal and vertical variability are approximately equal. 
Not only is the variance the same horizontally and vertically within a parameter, in this specific 
case the variance is roughly the same between parameters (as would be expected from the equal 
variance seen in the distributions). The large vertical-horizontal disparity in autocorrelation 
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ranges, however, confinn strong geometric anisotropy. Thus, the spatial range in which the 
values of an individual parameter are related varies depending on the horizontal or vertical 
direction. In the case of Kd, the horizontal autocorrelation range is 20 times that in the vertical 
direction; for k the horizontal range is eight times the vertical. The difference between 
orientations is likely due to the roughly continuous horizontal deposition of aquifer sediments, 
compared to the large number of facies transitions in the vertical direction. 
The autocorrelation ranges defined by the variograms contribute to the extent of 
heterogeneity visually apparent in the cross-sections (Figure 1-5). Zones of similar sorption are 
more horizontally continuous than zones of similar penneability because the autocorrelation 
range for sorption is approximately four times longer than that of penneability. This horizontal 
continuity decreases the heterogeneity ofthe sorption cross-section. Kurtosis is a second factor 
reducing the heterogeneity of the sorption field with respect to the penneability field. The 
leptokurtic nature ofthe sorption distribution (Figure 1-3a) indicates that samples are lacking 
from the limbs (relative to a nonnal distribution). A visual inspection ofthe distribution shows 
that values are especially lacking from the limb on the high Kd side of the x-axis. The relative 
scarcity of Kd values between the peak and the tail of the sorption distribution explains why the 
sorption cross-section appears as a relatively homogeneous low Kd field accentuated with a lens 
of much higher sorption. Few samples ofintennediate Kd exist to increase variability ofthe 
background sorption field, diminishing its heterogeneity. 
The disparate degrees of heterogeneity in the Kd and k fields depicted in the cross-
sections (Figure 1-5) are of more than passing interest because the two distributions have the 
same variance. Analytical transport models use variance to describe heterogeneity, with the 
assumption that if k and Kd are both assigned the same variance, the fields will be equally 
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heterogeneous [e.g. Bosma et al., 1993]. Clearly, the empirically derived fields of this study do 
not have the same degree of heterogeneity, even though they do have the same variance. 
Numerical models also use variance to describe heterogeneity, though several other variables 
(especially autocorrelation range scales) may also be used [e.g. Brusseau and Srivastava, 1997; 
Abulaban and Nieber, 2000]. Regardless of the type of modeling, the results of this study 
suggest that variance does not adequately describe heterogeneity, and additional variables should 
be used when describing heterogeneity. 
3.3. Correlation of the Sorption Distribution Coefficient and Permeability 
The scatterplot points in Figure 1-7 comparing the sorption distribution coefficient and 
permeability appear to be random, suggesting that there is no apparent cross-correlation between 
Kd and k. Due to the large number of samples, however, Spearman's rank correlation coefficient 
of 0.21 is statistically significant (Appendix I). Thus, weak positive correlation can be said to 
exist, though the importance of such a weak correlation has arguably little effect on plume 
transport. 
Cross-correlation has been shown to be scale dependent [Robin et aI., 1991], making 
spatial analysis ofthe cross-correlation desirable. Scale dependent relationships can be detected 
using spectral analysis techniques described by Robin et al. [1991]. Spectral analysis reduces a 
data series to a collection of sinusoidal curves having different amplitudes and wavelengths, with 
each curve being statistically independent of the others. Manipulating the data into cross-spectra 
give the density of covariance between two variables, with a positive or negative density 
indicating a positive or negative cross-correlation. Cross-spectra consist oftwo parts: the real 
component (C) called the cospectrum, and the imaginary component (Q) called the quadrature 
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spectrum. The cospectrum gives the degree of covariance between two series when they are not 
off set relative to each other (in-phase), and Q the out-of-phase covariance. 
Figure 1-8a shows the averaged cross-spectra for cores 10,12; 10,14 and 10,15. The 
density of cross-covariance is highest at the smallest wavelengths indicating that the values ofk 
and Kd correlate most strongly at small separation distances. Because the density of covariance 
fluctuates above and below zero, the degree and sign of correlation between k and Kd varies with 
the scale considered. Coherency spectra (Figure 1-8b) measure the R2 for the cross-spectra, with 
points above the dashed lines indicating scales at which the cross-correlation shown in the cross-
spectra is statistically significant. Comparing the cross-spectrum and coherency spectrum 
indicate that both slightly negative and slightly positive cross-correlations at various scales are 
significant. The strongest (though still very weak) cross-correlation that is significant occurs at 
scales of approximately four centimeters. 
An illustration of the means by which scale-dependence translates to spatial variability of 
cross-correlation is provided by a closer examination of my data. Figure 1-5 depicts high k and 
Kd values (dark shading) in the bottom third of cores 10,12; 10,13; 10,14 and 10,15; cross-
correlation of the data produce a Spearman's rank correlation coefficient ofO.58, meaningful at 
the 5% level of significance. Conversely, the top quarter of cores 10,11; 10,12 and 10,13 have 
low values on the Kd cross-section, but high values on the k cross-section (Figure 1-5), producing 
a Spearman's rank correlation coefficient of 0.16, which is not meaningful at the 5% level of 
significance. Thus, a fairly strong positive cross-correlation exists in the bottom right hand side 
of the cross-section, while the top of the same part of the cross-section has no cross-correlation. 
Despite the conclusion presented by Robin et al. [1991] that cross-correlation is scale-
dependent, results are still often reported as one definitive number (e.g. the 0.21 value of this 
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study). The definitive numbers are not wrong, as they represent an average cross-correlation, but 
the spatial information accompanying scale-dependent cross-correlation values provide a more 
descriptive, detailed answer to the question of sign and strength of cross-correlation. Spatial 
cross-correlation requires at least one vertical sequence of evenly spaced measurements; when 
data is not properly spaced, the average cross-correlation value is better than no estimate at all. 
Allen-King et at. [1998] report a significant cross-correlation ofPCE Kd and k in Borden 
sediment of 0.37. When they group k and Kd values by sedimentary facies, they find a different 
cross-correlation for each facies, though most are positive. MacIntyre et al. [1998] also reports a 
significant positive cross-correlation of 0.25 for naphthalene Kd and K at the Columbus, MS 
aquifer. This study could reference Figure 1-7 (scatter plot) to say that the cross-correlation in 
this section ofthe Borden aquifer is significant at 0.21 (weak positive). However, such a 
conclusion would neglect some of the information, as weak negative correlation also exists at 
some scales of comparison. 
Assuming only positive or only negative cross-correlation that remains constant over the 
entire field of interest wi11likely reduce the accuracy of models by failing to identify and recreate 
details of the subsurface that have a large impact on plume movement. For example, if one 
generates a synthetic k field similar to the k field identified in my study (namely one with an 
visually random arrangement of k), and assumes a constant perfect negative cross-correlation, the 
resulting Kd field would be the inverse of the k field. The existing features of the Kd field would 
not be reproduced; the resulting model would have to assign the nonidealities of the contaminant 
behavior caused by the lens to a different (and incorrect, possibly nonexistent) aspect of the 
subsurface. Modeling studies investigating nonideal transport at Borden have made just such 
incorrect assumptions regarding the cross-correlation (i.e. constant, perfect negative) structure of 
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the aquifer [e.g. Burr et al., 1994; Brusseau and Srivastava, 1997], affecting the estimation of 
both the plume center of mass and dispersion. Assuming perfect cross-correlation also produces 
identical autocorrelation ranges for k and Kd [Burr et at., 1994], another incorrect assumption, as 
evidenced by the disparate ranges of the variograms. Assigning identical autocorrelation ranges 
prohibits that parameter from contributing to differing degrees of heterogeneity between k and 
Kd, making variance the sole variable defining heterogeneity. This study has shown that k and Kd 
distributions with differing degrees of heterogeneity do not necessarily have equal variances; 
thus, variance is not a reliable estimator of heterogeneity. If variance were a good estimator of 
heterogeneity, a large variance would be associated with a very heterogeneous field, while a 
small variance would be associated with a relatively homogenous subsurface. The same value of 
variance associated with a fairly homogeneous field and a relatively heterogeneous field in my 
study indicates that variance alone may not be the best parameter with which to generate 
synthetic images of the subsurface. All of these observations result in the conclusion that 
synthesized heterogeneity fields may be inaccurate due to a few wrong assumptions resulting 
from a lack of data. 
The new information made available by this study merits another modeling study 
investigating the role of heterogeneity in contaminant transport. Heterogeneity of aquifer solids 
has been investigated as a possible cause for the increased retardation [Burr et al., 1994] and 
dispersion [Brusseau and Srivastava, 1997] of the SW plume. Based on heterogeneity fields 
generated on all the inaccurate assumptions described above, Burr et at. [1994] suggest that the 
amount of heterogeneity in the Borden subsurface is not sufficient to explain the extent of the 
plume retardation. Brusseau and Srivastava [1997], using the same incorrect assumptions, 
discount heterogeneity as the cause for the dispersion observed in the SW plume. The Brusseau 
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and Srivastava [1997] model, however, matches the observed data only if a horizontal trend in 
the PCE Kd field exists. As no such trend was found in my study, and the horizontal extent of 
sediment examined in my study (ten meters) is similar to the distance traveled by the PCE in the 
SW experimental plume (13 m), a trend in Kd is an unlikely explanation for the nonideal 
behavior observed in the plume. A similar study (Durant [1986] and Mackay [1994]) also 
reported no horizontal trend in Kd. Robin et al. [1991] did identify a trend in In Kd, though the 
trend was weak and accounted for less that 4% of the In Kd variability. Studies that depend on a 
trend to explain the nonideal behavior of the SW plume should more closely consider other 
aspects of the subsurface that may be causing the reduced velocity and increased dispersion 
observed in the plume. Field-scale variability of hydraulic conductivity or retardation, local-
scale physical heterogeneity producing variable rates of contaminant mass transfer, rate-limited 
sorption, competition for adsorption sites, or several other possible factors may contribute to the 
observed solute behavior. Many of these aspects of the subsurface are difficult to quantify 
accurately due to a lack of empirical data. The results of my study may be used to more 
accurately predict the field-scale variability of k and Kd, perhaps producing better estimates of 
the effect of physical and chemical heterogeneity on contaminant transport. 
A unique, site specific sampling interval based on the estimated horizontal autocorrelation 
range scale and vertical variability of sediment should be chosen for the determination of 
heterogeneity. The quantification of subsurface heterogeneity leading to the conclusions of this 
study was performed at a fairly detailed scale (e.g. a vertical sample interval of 1.5 cm and 
horizontal extent often meters). This level of detail is chosen to correspond to the SW PCE 
transport distance, so that the heterogeneity effecting the plume within that scale could be 
identified. All heterogeneity studies should not necessarily sample at such a detailed scale. 
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Many plumes migrate much farther than ten meters through aquifers much more heterogeneous 
than the sand aquifer at Borden. Over these larger scales and more variable sediments, the 
detailed differences defining significant heterogeneity at Borden would likely have negligible 
effects on plume movement. 
4. Conclusions and Implications 
Natural log Kd and In k distributions have the same variance, but differing degrees of 
heterogeneity in the subsurface; consequently, variance may not be an adequate measure of 
heterogeneity. Skewness is also an important aspect ofthe In Kd distribution because the 
samples constituting the high Kd tail are clustered spatially in one main lens. The spatial 
association of these high Kd samples has significant import to contaminant transport, as one lens 
will affect plume movement much more than random distribution ofthe same Kd values. High Kd 
values from a symmetric distribution (i.e., not skewed) could also be clustered spatially, but the 
effect on transport would be less prominent than the clustering of values from a skewed right tail 
because the sorption capacity of samples in a symmetrical distribution are not drastically 
different from the sorption capacity ofthe rest ofthe aquifer material. The cross-correlation 
observed between k and Kd in this section ofthe aquifer is both very weak positive and negative, 
depending on the spatial location of the samples compared. These results have fundamental 
applications in the prediction of transport because they reveal not only the amount of sorption 
that can be expected, but also the association of Kd values throughout the subsurface with each 
other and physical heterogeneity. 
Transport and remediation research both benefit from these findings. On the transport 
side of research, investigations of dual-porosity media have found that interregional mass 
30 
diffusion significantly affects the first and second moments of reactive contaminant plumes 
[Huang and Hu, 2001]. Interregional mass diffusion varies spatially as a function of both Kd and 
the cross-correlation between k and Kd. Because Kd and Kd / K correlation data is limited, the 
data generated by this study should be of value in estimating the distribution of interregional 
mass diffusion, thus enhancing understanding ofthe role of immobile water in nonideal transport 
in the SW plume. Forced-gradient tests may also benefit from the results of this study. The 
variability of measured and inferred transport parameters from forced gradient tests is largely a 
function of the number of autocorrelation range scales over which the subsurface heterogeneity 
has been averaged [Ptak, 1994]. The information generated in this study should give some 
indication of scales at which Borden forced gradient tests should be designed in order to capture 
either the variability of the sediments or average transport parameters, depending on the goal of 
the study. For example, the forced gradient data of Thorbjarnarson and Mackay [1994] 
encompasses two meters of horizontal distance in the aquifer; the results of my study suggest 
that the autocorrelation range of Kd is between two and six meters, while the autocorrelation for k 
is no more than two meters. The Thorbjarnarson and Mackay [1994] data therefore extend 
across approximately one k autocorrelation range scale and no more than one Kd autocorrelation 
range scale. Many autocorrelation range scales should be included in an experiment designed to 
produce average transport parameters [Ptak, 1994]; the Thorbjarnarson and Mackay [1994] data 
is thus likely a better representation of the variability of Borden sediments rather than a 
representation of the average transport parameters across the aquifer. 
Heterogeneity is also important to remediation efforts such as bioattenuation and pump-
and-treat design. Maximizing desired bioattenuation reactions while minimizing waste 
production is primarily achieved by promoting optimal location of the reactants and ensuring 
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proper mixing [Zhang et al., 1998; Zalc and Muzzio, 1999], two tasks accomplished through 
knowing the chemical and physical heterogeneity of the subsurface. The reduced efficiency of 
pump-and-treat programs (manifested by extensive tailing) is likely caused by the spatial 
variability of chemical properties such as sorption capacity and residual saturation of immiscible 
liquid. Limited data often makes the inclusion of chemical heterogeneity in simulations 
impossible, however. The chemical heterogeneity estimated in this study, when compared to the 
tailing of the forced-gradient tests preformed at Borden, may help correlate the degree of 
heterogeneity to the amount of tailing expected in pump-and-treat programs at different sites. 
Future work that stems from this study includes the investigation of the role of facies in 
the spatial distribution ofthe sorption coefficient and permeability. The repetition of this study 
at more heterogeneous sites is also a necessary step in order to gauge the general applicability of 
these findings to diverse sites. An additional modeling study using the new information 
regarding Kd distribution, the role of variance in measuring heterogeneity, and spatially variable 
correlation may also be desirable for further understanding the role of heterogeneity in 
contaminant transport. 
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Table 1-1. Comparison ofPCE Sorption Distribution Coefficient (~) Estimates From Borden 
Estimation Technique 
Field transport experiments 
Natural gradient 
Forced gradient 
In situ column 
Laboratory batch experiments 
Depth-integrated samples 
Vertical inverval samples 
Kd 
(mL/g) 
0.34' 
0.19,0.2I b 
0.74 
0.67 
geometric arithmetic 
mean mean 
Kd Range 
(mL/g) 
0.31-0.89C 
0.11-0.60 
Horizontal Vertical 
Distance 
Number of Number of Sampled 
Samples Cores (m) 
20 
13 
2 
3 
7 
2 
2 
13.2 
2 
0.07 
0.16 
0.16 
Interval 
Sampled 
(m) 
4.5 
1.75 
0.1 
3 
3 
Reference 
Roberts et al (1986) 
Thorbjamarson and Mackay (1994) 
Ptacek and Gillham (1992) 
Ball and Roberts (1991a) 
Roberts et al. (1986) 
0.6 0.00-1.77 16 0.1 Kwan (1991), core IWI 
0.86 0.02-2.12 44 0.05 Kwan (1991), core ML2 
0.58 0.72 0.11-5.3 152 0.02 Allen-King et al. (1998) 
0.35 0.45 0.08-5.6 374 11 10 0.015 This study 
a Thorbjarnarson and Mackay [1994] cakulated from retardation factor obtained from breakthrough curve fit. 
b Ptacek and Gillham [1992] calculated from retardation factor obtained from breakthrough curve fit. 
C Calculated from retardation factors based on synoptic samples presented by Roberts et al. [1986], assuming porosity of 0.33 and the 
solid density is 2.71g/cm3 [Mackay et at., 1986a]. Retardation increased over time, which leads to estimates of Kd which increase over 
the range listed. 
Table1-2. Comparison of Sorption Studies 
Vertical 
Geometric Coefficient Sample 
Mean Kd of Interval 
Study Chemical Aquifer (mLlg) Variation* (m) 
Robin et a1. (1991) Sr 2+ Borden 9.49 0.76, 1.31 0.05 
MacIntyre et a1. (1998) naphthalene Columbus 0.198 0.49,0.98 0.3-1.5 
Allen-King et a1. (1998) PCE Borden 0.58 0.55, 1.86 0.02 
This study PCE Borden 0.35 0.54, 1.83 0.015 
*values are the low and high :K! values bracketing one standard deviation about the 
mean. The values are normalized by their respective means to provide for direct 
comparison between studies. 
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Table 1-3. Comparison of Borden hydraulic conductivity estimates 
Study 
Turcke & Kueper (1996)11' 
Woodbury & Sudicky (1991) 
This study 
MeanK 
(cm/s) Variance 
6.20E-03 0.59 
9.28E-03 0.36 
2.30E-02* 0.37 
Ij/located 60 m north-northeast from the Woodbury and Sudicky site. 
*Calculated by converting the average measured air permeability (ka) 
to average water permeability (kw) by multiplying ka by 0.78 
(see Methods section). The resulting value was multiplied by pg/ JL 
where p is the density of water, g is acceleration due to gravity, and Jl 
is the viscosity of water. In converting to K, the kw distribution is 
shifted by a constant; the distribution is not changed, so the variance 
ofK is the same as the variance ofkw. 
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Figure 1-1. Eleven, 1.5 m long cores were extracted from the interval 1.5-3.0 m below 
ground surface (bgs) in the sandy aquifer at Canadian Forces Base Borden. The cores of 
this study (Core line F) were collected adjacent to and at the same depth interval as the 
Stanford-Waterloo natural-gradient plume. The PCE plume is that of Mackay et al. 
[1986b]. Core line A corresponds to the study of Mackay et al. [1986a], while core line 
B marks the samples analyzed by Sudicky [1986], Woodbury and Sudicky [1991], and 
Robin et al. [1991]. Core C is the core used by Allen-King et al. [1998] in a preliminary 
study of correlation between heterogeneity and lithofacies. Cores D and E are the cores 
used by Kwan [1991] and mark the locations ofthe Thorbjarnson and Mackay [1994] 
data referred to in Table 1-1. Core G is the sediment used by Ball and Roberts [1991a]. 
Figure modified from Rivett and Allen-King [in review]. 
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Figure 1-2. Comparison of air and water permeability. The dashed line represents a 1: 1 
relationship. The regression line through the samples has a slope of 0.98 (95% 
confidence interval 0.80 to 1.17), a y-intercept of 0.25 (95% confidence interval-2.57 to 
3.08), and an R-square of 0.85. The units ofk and kw measurements are cm2 . The kw 
values are 78% the k values in general. 
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Figure 1-3. Histograms of (a) In Kd and (b) In k data. Normal distribution does not match 
In Kd data, but does fit In k data. Measured units of Kd and k are mLig and cm2, 
respectively. Bin labels are the maximum sample values that can be included in each bin. 
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Figure 1-4. Variograms of In Kd data in the vertical (a) and horizontal (b) directions. 
Diamonds represent the semivariogram values; the dashed line is the spherical model 
determined using nonlinear least squares regression. The 95% confidence limits for the 
sill and range are marked. (a) Only data points from the same core are paired. Nugget = 
0.08, sill = 0.38, range = 0.20. (b) Horizontal bandwidth is 7.6 cm. Nugget = 0.17, sill = 
0.39, range = 4.0. 
39 
10 
en -2 
OJ 
..0 
:5 -2.5 
Q. 
0) 
"0 
.---
5 
~ -2 . 
..0 
:5 -2 
Q. 
0) 
"0 -3 
6 
" i 
I 
i 
I 
• 
5 6 
7 8 9 10 11 12 13 14 
horizontal distance along section (m) 
-2.50 -1.76 -1.02 -0.28 0.46 1.20 
i I i i i I i I I I I I I I I I I I i • I • I • I !! 
7 8 9 10 11 12 13 14 
horizontal distance along section (m) 
-17.00 -16.26 -15.52 -14.78 -14.04 -13.30 
Figure 1-5. Contoured sorption (b) and permeability (d) fields with post plots of sampled 
points (a & c). Each dash on the post plots represents one sample. Each shade on the 
contour plots represents 0.37 in Kd or in k units, equal to the variance. Sorption and 
permeability values at unsampled locations are estimated via kriging with input 
parameters estimated from the horizontal semivariogramso 
40 
a 
b 
15 
c 
d 
15 
• 
y 
0.4 
a 
0.3 
0.2 
, 
,6 
0.1 
y 
o -~------~----~------~------~----~------~------~-----4 
o 0.1 0.2 0.3 0.4 
lag (m) 
0.5 0.6 0.7 0.8 
0.4 -.~----------------------------------------------------~ 
0.3 -
b o _----~---------o---"~---------~ I 
<;>----0 <> 
0.2 -
0.1 -
o 
-1 o 1 2 3 4 5 6 7 8 9 10 
lag (m) 
Figure 1-6. Variogram of detrended In k data in the vertical (a) and horizontal (b) 
directions. Diamonds represent the semivariogram values; the dashed line is the 
exponential model determined by nonlinear least squares regression. The 95% confidence 
limits for sill and range are marked. (a) Only data points from the same core are paired. 
Nugget = 0.09, sill = 0.30, range = 0.11 (b) Horizontal bandwidth is 3 cm. Nugget = 0.11, 
sill = 0.32, range = 0.91. 
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CHAPTER 2: Relating chemical reactivity to depositional processes: Using a facies-based 
approach to conceptually model the subsurface 
1. Introduction 
The advection-dispersion-retardation (ADR) equation is the guiding tenant behind many 
groundwater studies, and its form is well known. Less understood is how variability of its 
parameters (water velocity, dispersion, and retardation) in aquifers affect the overall movement 
of water and its dissolved constituents through the subsurface. The retardation factor, 
responsible for altering the advection-dispersion equation to describe reactive transport, is a 
function of the bulk density, the porosity, and the sorption distribution coefficient associated with 
the sediment. All of these parameters are partially (sorption) or fully determined by the porous 
media, indicating that understanding the physical and chemical controls on contaminant transport 
lies in discovering the heterogeneity of the sediment. This heterogeneity is in part due to 
variations in grain size, packing, composition, sorting, and sedimentary structures, all of which 
are used to define facies. 
The termfacies has had numerous different meanings since its inception in modem 
geological use in 1838 [Walker, 1979], and can thus have an ambiguous connotation. For the 
research presented here, facies are defined as individual, three-dimensional packages of sediment 
having distinct texture and sedimentary structure with respect to the sediment directly above and 
below. Since the facies definitions in this study are based on sediment characteristics, the terms 
facies and lithofacies are used interchangeably when referring to sediment categories defined in 
my study. Sedimentologists commonly define facies in their effort to classify sedimentary 
features and identify repeating patterns, with the goal of creating conceptual facies models [e.g. 
Miall, 1978; Rust, 1978]. Facies models are idealized associations of facies that characterize 
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depositional environments; specific facies associations are compared with idealized versions to 
determine similar depositional histories. 
Because ofthe sediment controls on contaminant transport, hydrogeologists also have an 
interest in facies; facies may provide a framework within which variation in water velocity 
(represented by hydraulic conductivity, K or permeability, k) and sorption of contaminants 
(represented by Kd) can be characterized and explained. Grain size distribution and 
mineralogical composition are two defining characteristics of facies, as well as the two main 
controls on permeability and sorption [e.g. Ball and Roberts, 1991a; Koltermann and Gorelick, 
1995]. The grain size distribution and mineralogical composition of facies are a function of (1) 
the source material composition, (2) diagenetic processes, (3) transport processes, and (4) 
depositional processes [Allen-King et aI., 1998]. For example, fine sands at Borden, generated 
by erosional abrasion and segregated during tractional transport, are typically enriched with 
igneous and metamorphic minerals (e.g., quartz, feldspars, magnetite, ilmenite, hornblende) as 
those minerals are generally more resistant to erosion than sedimentary lithic components (e.g. 
carbonate). Variations in flow parameters associated with sedimentary transport and deposition 
are capable of generating both fine-grained facies enriched in igneous and metamorphic minerals 
as well as coarser-grained, lithic carbonate-containing facies from the same source material. 
Differences in grain size have a direct effect on permeability, with smaller grain sizes resulting in 
smaller pore spaces, increased pore friction, and lower permeabilities. Differences in grain size 
have also been shown to correspond to differences in sorption. Ball and Roberts [1991a] found 
that the three largest size fractions of Borden sand in their study accounted for 22% of the 
sediment mass, but over 50% of the sorption. They suggest that the high sorption values may be 
due to unidentified strongly sorbing material associated with the intergranular pore spaces of 
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carbonate minerals. Subsequent research has identified carbonaceous material (organic matter, 
soot, char and kerogen, but not carbonate), as controlling the sorptive interactions between 
organic contaminants and the solids [e.g.Murphy and Zachara, 1995; Huang and Weber, 1997; 
Luthy et aI., 1997; Kleineidam et aI., 1999a; Lueking et aI., 2000; Weber et al., 2001; Allen-King 
et al., in press]. Both amorphous organic matter and thermally altered carbon have been observed 
in Borden sediment [personal communication, Grathwohl, 2001], and likely have some effect on 
sorption, though they have not yet been associated with carbonate grains. Facies therefore have 
as important a role in determining Kd as they do in defining k. 
The subtle differences in texture, mineralogy, and structure that define individual 
lithofacies may not always affect the magnitude of k and Kd. When similar k values are shared 
by two or more distinct lithofacies, the lithofacies are grouped into a common hydrofacies 
[Anderson et al., 1999; Klingbeil et al., 1999]. Anderson et al. [1999] define a hydrofacies as "a 
homogeneous but anisotropic unit that is hydrogeologically meaningful." Poeter and Gaylord 
[1990] use a similar definition. A hydrofacies is "hydrogeologically meaningful" because it has 
a uniform k or Kd throughout, indicating that a specific physical or chemical behavior of the 
dissolved contaminant can be expected as it moves through that section ofthe aquifer. 
Individual lithofacies are not classified as "hydrogeologically meaningful" because dissolved 
contaminants may move though two distinct lithofacies in much the same manner, making their 
visual distinction unimportant. Very few lithofacies or hydrofacies are homogenous; previously 
this complication was essentially ignored by assuming that the heterogeneities significant at the 
scale of study were averaged over the volume of the measurement [Anderson, 1989]. 
Subsequent research has shown that in some cases the variability of permeability can be greater 
within a facies than between facies [Davis et aI., 1997], indicating that the assumption of 
51 
... 
homogeneity within a facies is not valid. The hydrofacies can still be hydrogeologically 
meaningful, however, because distinct k or Kd distributions can be observed even though distinct 
values are not. A relatively heterogeneous hydrofacies would thus have a wider distribution of k 
or Kd values assigned to it than would a more homogeneous hydrofacies. 
To date, hydrofacies have been defined primarily on the basis of hydraulic conductivity 
[Anderson et a!., 1999; Klingbeil et a!., 1999]. In both the Anderson et al. [1989] and Klingbeil 
et a!. [1999] studies sedimentological mapping was performed on glacio-fluvial outwash deposits 
at the architectural element scale (m to tens of m). Grain sizes generally varied from gravel to 
fine sand. Within the sand facies Klingbeil et al. [1999] observed planar and trough 
crossbedding, horizontal strata, massive, and graded structure. They grouped all of these sand 
facies into one hydro facies, noting no difference in horizontal or vertical k or porosity. Anderson 
et al. [1999] observed trough crossbedding as well as horizontal to low angle cross-stratification 
in sand facies, all of which were grouped into the same hydrofacies. 
Though hydraulic conductivity has been the parameter most commonly used to define 
hydrofacies, some classification has been done using chemical reactivity. Kleineidam et a!. 
[1999b] measured equilibrium sorption isotherms for phenanthrene in a variety of sediments and 
were able to group the sediments into four categories of distinct sorption isotherms based on the 
type of organic matter associated with the sediments. Igneous and metamorphic rock samples, 
monominerals, and quartz-dominated sandstones all contained organic matter (humic substances) 
derived almost exclusively from soils that adsorbed to grain surfaces. Sorption was low in this 
group, and the isotherm very nearly linear. At the other end of the spectrum, sediments 
containing charcoal showed very high sorption and nonlinear isotherms. The study found that in 
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general, sediment containing only one type of organic matter had a much more linear isotherm 
than those containing either charcoal or a wide variety of organic matter types. 
It is unknown, however, if lithofacies that group into a common physical hydro facies 
(i.e., share similar permeability or hydraulic conductivity) will also group together in a common 
chemical hydro facies. As reactive contaminant transport cannot be modeled without knowledge 
ofthe chemical heterogeneity of the subsurface, an important gap in understanding exists 
regarding the relation of Kd to lithofacies and defined physical hydro facies. 
Studies have recognized that the heterogeneity observed in the subsurface is a product of 
geologic processes, and if quantified values of a parameter (e.g. k or Kd) can be associated with 
sediments resulting from a specific geologic process, geologic/geomorphic information can be 
used to constrain the prediction of subsurface heterogeneity [e.g. Tyler et al., 1992]. Davis et al. 
[1993] showed that a geologic process, namely fluvial channel deposition, generated a specific 
range of permeability trends at the architectural element scale in an area of New Mexico. 
Whether or not physical heterogeneity at smaller scales, and chemical heterogeneity at any scale, 
can be correlated to geologic processes is not known. 
Davis et al. [1997] hypothesized that not only is permeability (k) controlled by geologic 
processes, but the individual lithofacies produced by such processes have characteristic 
permeability values. The results of the Davis et al. [1997] study showed that distinct k values are 
associated with lithofacies, though only three lithofacies were compared. If the magnitudes of k 
and Kd can be confirmed to correlate with visually or geophysically recognizable facies, much of 
the data needed to predict contaminant transport would be more easily obtainable and more 
spatially continuous coming from facies. Currently, mineralogy, percent organic matter, type of 
organic matter, grain size, cross-correlation and all the other variables affecting contaminant 
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transport must be measured at discrete points throughout the region of interest if contaminant 
plumes are to be accurately predicted. Comprehensive measurement of all these variables is time 
and cost prohibitive; prediction of plume movement must therefore be based on a subset of 
measured variables and an estimation of the rest. However, some knowledge of facies 
distribution in the subsurface is generally available from outcrops [Klingbeil et at., 1999], 
geophysical tests [Moysey et at., 2002], bore holes, or water supply wells in the vicinity, 
providing facies information and quantitative input for contaminant transport prediction. 
Allen-King et at. [1998] hypothesized that, analogous to the link between permeability 
and lithofacies, chemical reactivity is related to lithofacies. Allen-King et at. [1998] mapped one 
three meter long core, calculated hydraulic conductivity (K) from grain size and measured the Kd 
of an organic contaminant. The results confirmed that k is related to lithofacies, and conclude 
that characteristic Kd values are also linked to lithofacies; no effort was made to group lithofacies 
into hydrofacies. The Allen-King et at. [1998] study was designed as a preliminary investigation 
of the relationship of Kd to lithofacies; the single core used in the study did not contribute any 
information regarding the spatial relationship between Kd and lithofacies in the horizontal 
direction. The horizontal direction is the most important orientation at Borden, as the most 
extensive contaminant transport is longitudinal to groundwater flow. 
Given the indications in previous work of an identifiable relationship between physical 
heterogeneity and depositional history, the primary goal of this study is to determine if 
hydrochemical reactivity correlates to geologic processes. Because of the differences in scales of 
study, a secondary result will be to determine if physical heterogeneity can be correlated to 
smaller-scale geologic processes than those responsible for the deposition of architectural 
elements. 
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In light of the Davis et al. [1997] and Allen-King et al. [1998] studies, another goal of my 
study is to determine if a relationship between Kd and facies can be identified in the longitudinal 
direction and if qualitative facies identification may be used to improve prediction of 
contaminant transport in lieu of extensive quantitative data collection. These goals are 
approached by (1) characterizing the lithofacies present in a cross-section of the aquifer at 
Canadian Forces Base Borden, (2) interpreting the depositional processes acting to produce such 
lithofacies, (3) determining the distribution of k and Kd by facies, and (4) identifying chemical 
and physical hydro facies by grouping lithofacies independently two times, once on the basis of 
similar Kd distributions, and once according to similar k distributions. 
C.F.B. Borden was chosen as the location for this study because K, organic Kd , 
geochemistry, mineralogy, and many other sediment parameters have been extensively studied 
there [e.g. Durant, 1986; Freyberg, 1986; Mackay et al., 1986a; Mackay et al., 1986b; Sudicky, 
1986; Ball et al., 1990; Ball and Roberts, 1991a, b; Kwan, 1991; Robin et al., 1991; Woodbury 
and Sudicky, 1991; Burr et aI., 1994; Mackay et aI., 1994; Thorbjarnarson and Mackay, 1994; 
Turcke and Kueper, 1996; Brusseau and Srivastava, 1997; Allen-King et al., 1998]. Sedimentary 
facies have also been described [Bohla, 1986; Allen-King et aI., 1998]; though lithofacies are 
defined independently in my study, the previously defined facies provide a reference point. The 
large amount of data existing at Borden provides information with which to compare and 
interpret the results of this study. 
The scale of aquifer heterogeneity examined in my study is determined in part by my 
desire to examine heterogeneity relevant to Borden transport experiments. Mapping second-
order bounding surfaces (Figure 2-1) provided the level of detail necessary to quantify 
heterogeneity on the appropriate scale (mesoscopic, tenths of m to m). Second-order bounding 
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surfaces are typically weakly erosional and signify a change in flow conditions; thus, they 
usually separate lithofacies [Davis et al., 1997]. First-order bounding surfaces separate 
individual sets within facies, and are typically nonerosional; the number of different dip angles, 
extent of intersection, and other complexities of the first-order bounding surfaces are a meaSure 
of the within-facies heterogeneity. A lithofacies scale is chosen for this study because a smaller 
scale (i.e. first-order bounding surfaces) is not applicable to the distances over which plumes 
migrate. The larger scale of architectural elements is applicable to the movement of large 
plumes, but an architectural element study cannot as easily detect the subtle controls on plume 
migration as can a study at the lithofacies scale. 
2. Methods 
2.1. Site Geology and Sampling 
The sediments comprising the unconfined sand aquifer at C.F.B. Borden are shallow near 
shore deposits of glacial lake Algonquin [Fitzgerald, 1982; Bohla, 1986] and the associated 
glacio-fluvial outwash of its feeder system [Burwasser and Cairns, 1974]. The aquifer extends 
from the ground surface to a depth of approximately nine meters, where a thick clay layer is 
encountered [Mackay et al., 1986a; Ball et al., 1990]. The aquifer material is mostly well-sorted 
fine to coarse-grained sand with occasional lenses of granules or pebbles and small, 
discontinuous intervals of silt. Compared to other glacio-fluvial aquifers [e.g. Anderson, 1989; 
Klingbeil et al., 1999], Borden is relatively homogeneous. 
The mineralogy ofthe aquifer is predominantly quartz (58%), with lesser amounts of 
feldspars (19%) and carbonates (14%). Amphiboles are also present (7%), as is chlorite (2%), 
the only detected clay mineral [Mackay et ai., 1986b]. The organic carbon content of the aquifer 
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averages 0.02%, with ranges from 0.01 % in sediments containing less carbonate an more dark 
minerals to 0.09% in sediments with relatively more abundant carbonates and lesser amounts of 
dark minerals [Mackay et al., 1986b]. Most of the organic carbon is associated with carbonates 
having high intraparticular porosity, the organic carbon coating the intraparticular pores [Suess, 
1973; Ball et al., 1990]. The bulk density of the aquifer is approximately 1.81 g/cm3, while the 
particle density is 2.71 g/cm3 [Mackay et al., 1986b]. Porosity, calculated from values of bulk 
density and particle density, is 0.33 [Mackay et aI., 1986b]. The horizontal hydraulic gradient in 
the area of my study ranges from 0.0035 to 0.0054, with an average of 0.0043; flow direction 
varies seasonally from N400E to N53°E [Mackay et al., 1986b]. 
The samples used in this study are collected from a series of eleven 1.5 m long cores 
spaced one meter apart along the direction of groundwater flow (Figure 2-2). The cores are 
extracted according to the method of Starr and lngletan [1990] from the sediment interval 1.5 to 
3.0 meters below ground surface. The ends of each core are sealed with wax and stored at 4°C 
until use. The elevation of the ground surface along the line of coring fluctuates; depth 
corrections are thus made using a survey of the ground surface elevation so that an accurate 
picture ofthe facies distribution in the subsurface can be obtained (Appendix A). 
Cores are opened by removing a 90° arc of aluminum casing lengthwise from the core, 
causing as little sediment disturbance as possible. The exposed sediment is leveled and 
catalogued into ten lithofacies [Allen-King et aI., 1998]. Davis et al. [1997] and Allen-King et al. 
[1998] postulate that because lithological bounding surfaces separate dissimilar materials, the 
surfaces are important boundaries in mapping heterogeneity. To accurately capture parameter 
magnitude and variability specific to each facies, bounding surfaces are avoided during 
sampling. Horizontal (relative to the ground surface) subcores used to measure permeability are 
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collected by inserting 1.3 cm outer diameter stainless steel tubes immediately adjacent to one 
another down the center length of the core (except when avoiding bounding surfaces), resulting 
in approximately 90 uniformly spaced subcores per 1.5 meter long core. Material surrounding 
each subcore is saved. All samples are dried immediately and completely in a 40°C oven prior to 
analysis. In the majority of cores, the material surrounding one of every two permeability 
subcores is analyzed to determine Kd; however, some cores are analyzed at a lower density of 
one Kd determination for every four permeability samples. The different sample spacings are 
used to maximize the number of lags available for spatial analysis. 
2.2. Facies Definition and Mapping 
Lithofacies determinations are made based on a defined set of observed parameters: 
proportion of dark minerals present, grain size, sorting, nature ofthe contact between facies (i.e. 
gradational or sharp), and the thickness and dips of laminations. Characteristic behavior of each 
facies with regard to these parameters was predetermined from cores collected adjacent to the 
transect taken for the purpose of defining facies. Though grain size and sorting are initially 
estimated by eye, subsequent quantitative analysis shows that the visual estimations were for the 
most part accurate (Appendix 0). 
Two to five samples of each facies (except silt, where only one sample was measured) are 
analyzed for grain size using a Mastersizer®. A Mastersizer® is an instrument that sweeps a laser 
across suspended particles, measures the refraction of the laser off the particles, and from that 
information determines the distribution of grain sizes in the sample. The samples chosen for 
grain size analysis are meant to be representative of the whole range of facies. Sample selection 
is based on the permeability distribution of each facies, with each sample having a permeability 
that falls near the 10, 50, or 90% quantile. When five samples are used, one sample represents 
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the 10% quantile, one the 90%, and three are clustered around the 50% quantile. The grain size 
analysis of a facies based on two samples is estimated from the 10% and 90% quantiles. 
Miall [1978] proposed a now widely used (and modified) classification of common alluvial 
facies based on grain size and sedimentary structures in which seven facies consisting of sand-
sized particles are defined. The distinctive sedimentary structures defined by Miall [1978] are 
trough, planar, low angle «10°), and crude cross beds; ripple cross lamination; horizontal 
lamination; and scours. Miall [1978] also describes four silt facies. Of the ten facies defined for 
this study, eight are related to the facies defined by Miall [1978]. Variations of planar cross-
stratified structure (complex, faint, low-angle, and high-angle planar cross-stratified) are 
apparent in four of my facies, two facies exhibit variations of horizontal lamination (distinct 
plane laminated and faint plane laminated), one facies is ripple cross-laminated, and one is 
massive silt. The two facies observed in this study that do not have analogues in Miall's [1978] 
definition are coarse- and fine-grained massive sand. 
Dark minerals, often denser than light minerals, typically concentrate in lamina, making 
the laminations easy to recognize and measure, and highlight the distribution ofintemal (first-
order) bounding surfaces. Most laminations can be distinguished from the matrix material on the 
basis of both distinct grain size and mineralogy. The fine-grained facies whose laminations 
include resistant dark minerals are much more evident than the facies in which the fine-grained 
dark minerals are more dispersed. Laminations in facies containing few dark minerals were 
defined on subtle changes in grain size. 
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2.3. Sample Analysis 
Because of the ease and speed of collection, air permeability (k) measurements are made 
in preference to saturated hydraulic conductivity (K). A discussion of the correlation between 
the two parameters can be found in chapter 1. An air-minipermeameter was built following the 
design specified by Davis et al. [1994], where a falling plunger forces air through a sample. 
Instrument calibration was also completed following Davis et al. [1994] (Appendix J). The 
equation used to calculate air permeability in a cylindrical sample with one dimensional flow is: 
(1) 
where t is the fall time between sensors, /.l is the viscosity of air at a given temperature, Ls the 
length of the sample, As the area of sample, Po atmospheric pressure, Pn the net pressure exerted 
by plunger, and V the volume of the syringe between sensors. Po is set at one atmosphere and 
barometric effects ignored, as Springer et al. [1998] show that such effects are negligible. More 
detailed description of air permeability analysis appears in Divine et al. [in review] 
The sorption distribution coefficient (Kd) is determined using tetrachloroethene (peE) 
according to the batch method outlined in Allen-King et al. [1998], with the exception that in this 
study peE is extracted from a 100 /.lL sample of the aqueous solution using a 100 /.lL aliquot of 
hexane/trichloroethene (TeE) internal standard solution (Appendix e). Initial mass peE added 
to the sample ampoules averages 3.35 /.lg, resulting in an average equilibrium peE concentration 
in the aqueous phase of 466 /.lg/L (0" = 102 ~lg/L) (Appendix M). The dominant mode of sorption 
(i.e. adsorption versus partitioning) is known to depend on concentration [Xia and Ball, 1999]; 
the transition from adsorption at low concentrations to partitioning at higher concentrations 
60 
occurs at approximately 10 mg/L for PCE [Allen-King and Mackay, 2000]. Thus, the 
concentrations and sorption mechanisms of this study and that of Allen-King et al. [1998] are 
comparable to those operating in the much-studied Stanford-Waterloo natural gradient plume 
[e.g. Roberts et al., 1986], where the initial PCE concentration was approximately 30 /-lg/L 
[Mackay et al., 1986b]. 
The equilibrium sorption distribution coefficient is calculated using the equation [after 
Ball and Roberts, 1991a] 
Kd = [Mo -(CwVJ-(HCwVJ] 
msCw 
(2) 
The initial mass ofPCE added to each ampoule (Mo) is determined by interspersing multiple 
hexane-filled vials with the samples during spiking and immediately analyzing the amount of 
PCE in the hexane. Equilibrium concentration ofPCE in the aqueous phase ofa sample (Cw) is 
determined directly via gas chromatography; volume of water (Vw) is determined gravimetrically, 
as is the mass of solids (ms). Volume of air (Va) is known by difference (total ampoule volume 
minus the volume of water minus the volume of solids). Henry's Law constant (If) is calculated 
using an equation given by Gossett [1987] 
eV-fy) 
H=--
RT 
(3) 
where I and J are compound specific regression coefficients, R is the gas constant, and T is the 
temperature. Divine et al. [in review] include a more complete description of sorption 
methodology. 
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3. Results and Discussion 
3.1. Characterization of Lithofacies 
The ten facies identified in this study and the parameters used to define them are shown 
in Table 2-1. Most of the facies have a mean grain size falling in the fine sand range and are 
moderately well sorted at the sampling scale of approximately 1.5 cm. The notable exceptions 
are the massive coarse-grained (MCG) and the high-angle planar cross-stratified (HPXS) facies, 
which are coarser, with a mean grain size in the medium sand range. Silt (Z) is another 
exception in that it is the only observed facies that is not sand. Silt and MCG are also exceptions 
in sorting, both being poorly sorted according to the geological definition of the term (i.e., 
contain a wide range of grain sizes) [Folk, 1980]. Skewness is included on Table 2-1 to give an 
indication of the relative percent fines in a facies; of two facies having the same mean grain size, 
the facies with a larger proportion of fines will generally exhibit diminished permeability 
[Koltermann and Gorelick, 1995]. Sedimentologists often define grain size according to the 
Wentworth (phi) classification [Folk, 1980]; as phi is not a commonly used unit in hydrogeology, 
the grain sizes reported in Table 2-1 are converted to mm. External bounding surfaces refers to 
the second-order contacts between lithofacies, while internal bounding surfaces refers to the 
first-order bounding surfaces within the lithofacies (i.e. lamina). 
Sedimentary structures are produced by variations in mineralogy, grain size, sorting, 
orientation, and packing of sediments. The grain sizes involved in this study were too small to 
observe imbrication or other aspects of orientation with the naked eye, and no analysis of 
packing was done. Thus, interpretations of the structures at the grain scale are based on 
mineralogy, grain size, and sorting. At a slightly larger scale of observation, the geometry of the 
lamina (e.g. thickness, dip and bounding surfaces) greatly aid in the interpretation of the 
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depositional process generating specific lithofacies. All ofthe structures observed in this study 
are interpreted to result from tractional transport, or in other words, fluid reworking of the bed 
load. High-angle (HPXS), low-angle (LPXS), and faint (FPXS) planar cross-stratified facies are 
all very likely partial cross-sections of subaqeous dunes. The laminae in these three facies are 
visible as relatively coarse-grained swaths cross-cutting less coarse material. Such laminations 
are consistent with dunes, which build and migrate as coarser-grained material cascades or is 
otherwise transported down the lee face of the relatively finer-grained dune [Simons et aI., 1965]. 
In the case of FPXS, the cascading material is not much coarser than the rest of the dune sand, 
making the stratification difficult to see. 
The lamina in the complex planar cross-stratified (CPXS) facies intersect often at a 
variety of different angles, and are more distinctive than the laminations ofHPXS, LPXS and 
FPXS because they contain concentrates of dark minerals relative to the surrounding material. 
The crosscutting, curvilinear, and dipping nature of the lamina is consistent with sinuous-crested, 
migrating ripples or dunes. Ripples and dunes both develop in the lower flow regime, where 
flow is relatively tranquil compared to the sheet flows characterizing the upper flow regime 
[Jopling, 1965; Simons et aI., 1965]. Since all the planar cross-stratified facies are likely 
deposited in the same flow regime, the difference between CPXS and the other three planar 
cross-stratified facies is likely due to fluctuations in flow character that cause dense dark 
minerals to be deposited together along discrete planar and/or curved surfaces. 
Like the four planar cross-stratified facies, the ripple cross-laminated facies (XSS) is also 
a product of the lower flow regime. The climbing ripples characterizing this facies do not often 
exceed two centimeters in height, enabling the person mapping the core to see more of the 
original bedform, rather than just a fragment of the bedform as is the case with the planar cross-
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stratified facies. A slightly increased amount of dark minerals in XSS also accentuates the ripple 
structure, making them visually distinct. 
The upper flow regime, characterized by more bed load than the lower flow regime 
[Simons et al., 1965], is represented in this study by the distinct (DPL) and faint (FPL) plane 
laminated facies. Like CPXS, DPL is distinct because it contains a relatively high concentration 
of dark minerals along individual laminations (the highest overall concentration of dark minerals 
out ofthe ten facies in this study). DPL and FPL are nearly identical in their sorting, mean grain 
size, range of grain size, and skewness; the only apparent difference is mineralogy. As with the 
planar cross-stratified facies, internal segregation of dense clasts during transport and deposition 
is likely responsible for the distinct stratification. 
Massive facies often result either from bioturbation or rapid deposition of relatively 
poorly segregated sediment from a sediment-laden flow. The rapid deposition may be caused by 
several different factors, two of which are a sudden decrease in the stream gradient or slow water 
associated with topographic depressions. The relatively large grains of the massive coarse-
grained facies (MCG) are very likely associated with relatively high flow strengths compared to 
the massive fine-grained (MFG) facies, owing to differences in stream competence. 
The number of times each facies is identified in the eleven cores of my study and the 
average thickness of each facies occurrence appears in Table 2-2. FPL is the most frequently 
occurring facies, followed by DPL; the two facies are often of comparable thickness. HPXS is 
on average the most continuous facies, with a thickness that often exceeds ten centimeters. Silt 
and XSS typically appear as relatively thin packages of sediment. 
During coring the radial orientation of the in situ cores could not be preserved, causing 
some ambiguity in facies determination. Without directionality, cores are opened in random 
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orientations, making it impossible to know if the exposed surface is perpendicular, parallel, or at 
some other angle to the primary bedding direction. For example, looking perpendicular to 
bedding, a sinuous-crested ripple may appear in the sedimentary record as trough cross-bedded, 
while a parallel view to bedding may cause the structures to appear as high-angle planar cross-
stratified (Figure 2-3). Likewise, a straight ripple may produce plane laminations if viewing the 
sedimentary record perpendicular to bedding, or high-angle planar cross stratification if looking 
in the parallel orientation. 
Burger and Belitz [1997] examined the effect of primary bedding orientation on 
horizontal hydraulic conductivity in unconsolidated sands; they found that horizontal hydraulic 
conductivity is greater when measured parallel to structures (rather than perpendicular to 
structures) for 90% of the samples. The mean hydraulic conductivity ratios of parallel to 
perpendicular-oriented subcores ranged from 1.33 to 1.57; they determined that preferential grain 
orientations resulted in the discrepancy between the two orientations, with additional influences 
from the prominence of bedding structures. Thus, in my study the possibility exists that two 
different facies with distinct mean In k values, may actually be the same facies viewed and 
measured from different angles. Due to the large number of parameters used to define the facies, 
however, this confusion is unlikely. Only facies with the same grain size have the possibility of 
being the same facies viewed from a different orientation. Since silt is distinct from the sand 
facies in grain size, and massive facies will look the same from all angles, none of the facies Z, 
MFG, MCG, or HPXS can be misinterpreted as two facies (HPXS because the only other coarse-
grained facies is MCG). Structurally, CPXS could be interchanged with LPXS or FPXS if 
viewed from different orientations, but the higher dark mineral content of CPXS keeps it distinct 
from LPXS and FPXS. The sedimentary structure ofFPL could appear the same as those of 
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LPXS and FPXS, but again, the slightly higher dark mineral component ofFPL should provide a 
distinction between the facies. Possible confusion could arise between DPL and XSS because 
they are approximately the same grain size and both have a relatively high dark mineral content. 
This ambiguity in orientation does not affect my ability to achieve the goals of the study. 
The main goals of this study focus on chemical reactivity, which is independent of core 
orientation. Additionally, the effect of sedimentary structure, grain size, and sorting on k can be 
observed without reference to orientation, as can any similarity in k between facies being similar 
in these three parameters. Not knowing the orientation ofthe core in relation to the hydraulic 
gradient would limit interpretation of the data if the goal of my study was to quantify the actual 
advection and dispersion of a plume, but transport prediction of a specific plume is not the 
purpose of this study. 
3.2. Distribution of permeability (k) and the sorption distribution coefficient (K~ and 
identification of hydrofacies 
The cumulative distribution functions (cd/) for In kby facies (Figure 2-4) indicate that 
distinct values of mean k can be assigned to facies. Differences in the distributions are tested by 
the nonparametric Kolmogorov-Smimov two-sample test, with the null hypothesis that the 
distributions of two facies are identical. The Kolmogorov-Smimov test is a common 
nonparametric goodness-of-fit test, useful in identifying differences between any two 
distributions. The test measures the distance between two distributions at discrete intervals along 
their lengths and compares the maximum vertical difference to a two-tailed critical value to 
determine if the difference is significant [Sokal and Rohlf, 1981]. Determination of significance 
is limited because 45 comparisons are being made, each with an a probability of a Type I error. 
If a for the entire experimental set (as) of 45 is to be held to a specified probability of Type I 
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error (in this case 0.05), the probability of Type I error on the individual comparisons (aI) is 
calculated by the Bonferroni inequality [Ott and Longnecker, 2001]: 
(4) 
where m is the number of comparisons. The 45 comparisons of In k between the ten different 
facies requires a very small aI (0.0011 for a = 0.05) (Table 2-3). Lithofacies that do not have 
significantly different distributions are grouped into the same hydrofacies. 
In the case of k, three sandy groups with distinct means (i.e. three physical hydrofacies) 
are defined, with silt forming a fourth distinct physical hydrofacies (Table 2-4). The grouping of 
lithofacies indicated by the Kolmogorov-Smimov tests conform to sedimentological 
observations of grain size and structure. Small grain sizes and strong sedimentary structures are 
recognized for impeding flow [e.g. Burger and Belitz, 1997]. The fine-grained and highly 
structured facies (i.e., DPL, XSS, CPXS) therefore appear on the low end of the k spectrum with 
respect to coarser-grained and/or less structured facies. Silt (Z) is distinctly finer grained than 
the sand facies, and has a cd! position to the left of all the other facies. Conversely, MCG and 
HPXS share a relatively coarser-grain size relative to the other facies, and therefore are the two 
highest permeability facies. DPL, XSS, CPXS, FPL, LPXS, FPXS, and MFG are all fine sand, 
though DPL, XSS, and CPXS have permeabilities significantly lower than the other facies 
(Figure 2-5). Hydrofacies 4 is thus distinguished from hydrofacies 1 not by grain size, but by 
sedimentary structure. FPL, FPXS, LPXS, and MFG have subtle to no sedimentary structures, 
while DPL, CPXS, and XSS are characterized by distinct lamina. Thus, the importance of 
structure to permeability is observed in this data set. 
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Mean permeability is the most important element permitting distinction between the 
permeability-based lithofacies, as manifested in the x-axis spacing of the distribution curves 
(Figure 2-4). The S-shape ofthe distributions indicates that the data are symmetrically 
distributed around a mean, with fewer values at extremities. Similar slopes among the ten facies 
suggests that variance of In k is similar between all facies, while symmetry between the ten 
distributions indicates similar skewness. Individual lithofacies distributions having similar 
position and were combined to form one distribution and the Kolmogorov-Smimov test applied 
to the four aggregated distributions to confirm that all the physical hydro facies are distinct. The 
separation of the facies into groups of statistically distinct distributions suggests that knowing the 
facies constituting the subsurface region of interest will help predict the permeability mean and 
range in that facies. Similar shapes, slopes, and symmetry between curves indicate one value of 
variance and skewness can be used to predict k, regardless of the identity of the facies present. 
The only distinction needed between hydro facies is the mean k. 
The cumulative distribution functions (cdi) for In Kd (Figure 2-6) are spaced differently 
from one another along the x-axis, indicating that distinct mean Kd values can also be assigned to 
lithofacies. Individual In Kd lithofacies have distributions that differ from one another (Table 2-
3), suggesting that there will be several distinct groups of chemical reactivity, as was the case 
with permeability. DPL and MeG, if allowed to remain as individual distributions (instead of 
combing them with similar, nearby distributions), are distinct from one another and also 
significantly different from the other facies (Table 2-4). Three hydro facies result; one is DPL, 
the second is MeG, and the third consists the remaining eight lithofacies. 
DPL is the least sorbing facies, likely because its small grain size and high dark mineral 
content dominate over a lesser amount of carbonate, to which high peE sorption in the Borden 
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aquifer is linked [Ball et ai., 1990; Ball and Roberts, 1991a]. Conversely, MCG contains a 
relatively high concentration of carbonate grains, helping explain why it the highest sorbing 
facies. 
Eight of the lithofacies in my study exhibit similar mean Kd, but because DPL and MCG 
have statistically distinct distributions, the high (MCG) and low (DPL) end members of chemical 
reactivity, plus an intermediate value, are likely to be adequately predicted from facies maps. 
The different slopes, shapes, and means ofDPL and MCG distributions indicate that different 
variance and skewness are needed to characterize in Kd from those two facies. 
The above results apply to the second goal ofthis study by confirming that chemical 
reactivity can be correlated to facies in the longitudinal direction. Consequently, qualitative 
facies information may be used to improve the prediction of contaminant transport in place of 
extensive quantitative data collection. The above results also indicate that facies with similar in 
k distributions do not necessarily have similar in Kd distributions. Thus, physical and chemical 
hydro facies are not the same within a given area of study. 
The results of a one-way analysis of variance test on the in k data shown in Table 2-5 
indicate that more variability exists between facies than within facies. Lithofacies distinctions 
define the groups, making the test a comparison of the variability of the mean within a lithofacies 
to the variability of the means between lithofacies. Variability within facies is much less than 
between facies, as evidenced by the mean square values. Silt (Z) is excluded because very few 
silt samples exist and the variations of the sand facies are of most interest because sand 
dominates the strata. The lower variability within facies compared to between facies confirms the 
conclusion that facies are a viable framework for classifying physical aquifer characteristics. 
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One-way analysis of variance could not be applied to the In Kd data because it is not nonnally 
distributed. 
Given that characteristic distributions of Kd can be assigned to lithofacies, and specific 
geological processes produce specific lithofacies, chemical reactivity correlates to geologic 
processes. The differences in Kd distributions between MeG and DPL (MeG representing high 
flow strengths, DPL lower flow strengths typical of the lower flow regime), suggest that 
sediments with distinct chemical reactivity are separated from one another via geological 
processes. The relationship between mineralogy, density, and grain size helps explanation why 
chemical reactivity can be related to depositional environment. Sorption is a function of 
composition (mineralogy); composition has a fundamental impact on the nature ofthe particle 
(e.g. its density and erodability), that in tum is characteristically influenced by the laws of 
physics governing transport and deposition. 
Depositional processes at different scales are important to the prediction of chemical 
heterogeneity. While the chemical and depositional differences between MeG and DPL occur 
across depositional environments having different transport and depositional histories, the 
chemical differences between DPL and FPL occur in the context of two facies that are deposited 
in the same flow regime, likely under very similar conditions. Pulsating variations in flow 
velocity are possibly the reason a larger proportion of dense minerals settled out of suspension to 
produce DPL rather than FPL. Such minor variations in flow could, however, have much larger 
repercussions to the retardation of dissolved contaminants, as FPL will allow transport of more 
dissolved contaminant than DPL. 
Physical heterogeneity, namely penneability (k), is also a function of sedimentation at 
multiple scales. Davis et al. [1993] found the relationship between k and geologic process to 
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exist at the architectural element scale. The differences in k between fine-grained facies with 
distinct sedimentary structure and fine-grained facies without clear structure in my study show 
that the relationship also exists at the much smaller mesoscale. Of the seven facies having very 
similar grain size, the three facies with distinct structures (DPL, XSS, and CPXS) have 
significantly lower permeability than those with less distinct or no structures (FPL, LPXS, FPXS, 
MFG). While the distinct structures are partly due to better segregation of dark minerals, the 
different densities of particles of approximately the same size are not likely to affect 
permeability. More likely, either packing or orientation are responsible for the different 
permeabilities. Both parameters are controlled by depositional processes, suggesting that very 
subtle aspects of deposition (e.g. minor variations in packing or orientation of grains) may effect 
physical heterogeneity. 
3.3. Cross-correlation and the definition of synthetic heterogeneity fields 
The relationship between k and Kd has important effects on plume movement. Perfect 
and partial positive cross-correlation both act to slow the center of mass and reduce the 
longitudinal dispersion, while perfect and partial negative cross-correlation increase longitudinal 
spreading [Bosma et al., 1993; Bellin and Rinaldo, 1995; Luffman, 1997]. The sign and 
magnitude of cross-correlation has been shown to vary spatially [Robin et al., 1991; Divine et al., 
in review] however, complicating its application to subsurface regions of interest. 
The rank correlation coefficients in Table 2-6 indicate that k and Kd cross-correlation is a 
function of facies. The two parameters are positively cross-correlated in each of the facies and 
overall, though the cross-correlation is significant only in FPL and when the facies are grouped. 
The significant cross-correlation in FPL, accentuated by the complete absence of cross-
correlation in any other facies, indicates that facies can provide information regarding cross-
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correlation. The mean, variance, and additional cross-correlation statistics of In k and In Kd are 
also shown. The nonparametric Spearman's rank correlation is used here to evaluate the 
relationship between the sorption distribution coefficient and permeability instead of the more 
common Pearsonian product-moment correlation coefficient (Appendix I). The Pearsonian 
method uses the Student's t-test to identify the significance; the t-test, however, assumes the 
measured parameters are normally distributed and independent [Davis, 1986]. Natural log 
transformed Kd is not normally distributed and the data of neither parameter are independent. 
Thus, the nonparametric test of cross-correlation, which does not use the t-test to identify 
significance, is more appropriate. 
Our study, Robin et al. [1991], and Allen-King et al. [1998] all identify weak cross-
correlation at Borden. Robin et al. [1991] found a weak negative cross-correlation between 
strontium and hydraulic conductivity (K) , while Allen-King et al. [1998] found a weak positive 
cross-correlation between PCE Kd and K. The disparity in the sign of cross-correlation may arise 
because inorganic and organic contaminants react differently to the same aquifer solids. Perhaps 
more importantly, cross-correlation is known to be spatially variable [Robin et al., 1991; Divine 
et al., in review]; the weak values of cross-correlation reported in each study are not spatial, and 
so average out any stronger negative or positive cross-correlation that may exist in specific areas 
of the subsurface. Thus, it is likely that the spatial variability and scale dependence of cross-
correlation is complicating comparisons of cross-correlation between studies. 
A rudimentary spatial analysis of cross-correlation between five of the most common 
facies ofthis study (CPXS, DPL, FPL, HPXS, and MFG) confirms that cross-correlation varies 
in space even within the same facies. The cross-correlation data are divided according to their 
locations on the east or west ends of the coring transect. Separate Spearman rank correlation 
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coefficients are calculated within each lithofacies present at the east and west ends of the 
transect. The coefficients of all analyzed lithofacies, with the exception of FPL, failed to be 
statistically significant. The FPL data from the west end of the transect proved to be positively 
cross-correlated; the FPL data from the east end of the transect, however, were not significantly 
cross-correlated. Thus, a difference in cross-correlation exists within different areas of the same 
facies. 
The conclusion that cross-correlation between hydraulic conductivity (or permeability) 
and the sorption distribution coefficient is weak, and varies between facies as well as spatially 
within facies, suggests that accurate design of synthetic heterogeneity fields will be in error if 
one parameter (e.g. Kd) is defined on the basis of its cross-correlation with another parameter 
(e.g. k). Due to a lack of data regarding chemical heterogeneity, contaminant transport models 
often define heterogeneity fields in the above fashion, or alternatively, generate fields with 
random distributions of k and Kd. The results of this study show that neither chemical nor 
physical heterogeneity are distributed randomly, but are related to the depositional processes and 
the lithofacies those processes produced. Though both chemical and physical properties are 
related to the sedimentology of a site, they are related to different aspects of that sedimentology, 
and should be assigned independently of one another. 
4. Conclusions 
Distinct permeability distributions can be assigned to lithofacies, suggesting that 
lithofacies identification can provide quantitative information regarding physical heterogeneity 
of the subsurface. In the area studied, four distinct permeability distributions exist; the similar 
shapes, slope and symmetry of their cumulative distribution functions suggest that the same 
73 
-
variance and skewness can be used when estimating permeability from different hydro facies. 
Mean permeability is the only variable that differs between the distributions. 
Chemical reactivity, represented by the sorption distribution coefficient, Kd , can also be 
correlated to facies in the longitudinal direction, suggesting that quantitative information 
regarding chemical heterogeneity ofthe subsurface can also be obtained from lithofacies. Three 
distinct Kd distributions were observed in this study: one consisting of distinct plane laminated 
(DPL) samples, one of massive coarse-grained (MCG) samples, and one from all the samples of 
the remaining eight lithofacies. DPL is the lowest sorbing lithofacies, likely because its small 
grain size and high dark mineral content are not associated with carbonate grains, to which high 
sorption is linked. Conversely, MCG contains a relatively large amount of carbonate grains, 
making it the highest sorbing facies. Because eight of the lithofacies exhibit similar means and 
DPL and MCG have statistically distinct distributions, the high (MCG) and low (DPL) end 
members of chemical reactivity, plus an intermediate distribution of values are likely to be 
adequately predicted from facies maps. The different slopes, shapes, and means ofDPL and 
MCG distributions indicate that different variance and skewness are needed to characterize In Kd 
from those two lithofacies. 
Lithofacies having similar permeability distributions do not necessarily have similar Kd 
distributions, indicating that physical and chemical heterogeneity should be assigned to the 
subsurface independently from one another. The lack of definite cross-correlation underlines the 
need to assign chemical and physical heterogeneity separately. The observation that cross-
correlation differs depending on the facies being modeled, as well as spatially within a facies, 
indicates that a synthetic chemical heterogeneity field will be difficult to generate accurately if 
based on an assumed cross-correlation. 
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The common practice of generating synthetic heterogeneity fields by defining the 
permeability field, assuming a cross-correlation between physical and chemical heterogeneity, 
and from those two factors generating possible chemical heterogeneity may be replaced by 
generating heterogeneity based on the sedimentology ofthe site. Given that characteristic values 
of Kd can be assigned to lithofacies, and specific geological processes are known to produce 
specific lithofacies, chemical reactivity correlates to geologic processes. The differences in Kd 
distributions between MCG and DPL (MCG representing high flow strengths, DPL lower flow 
strengths typical of the lower flow regime), suggest that sediments with distinct chemical 
reactivity are separated from one another via geological processes. 
Depositional processes at varying scales are important to the prediction of chemical 
heterogeneity. While the chemical and depositional differences between MCG and DPL occur 
across depositional environments of different energies, the chemical differences between DPL 
and faint plane laminated facies (FPL) occur in the context of two facies that are deposited in the 
same flow regime, likely under very similar conditions. Physical heterogeneity, namely 
permeability, is also a function of geologic processes at multiple scales. Davis et at. [1993] 
found the relationship to exist at the architectural element scale. The differences in k between 
fine-grained facies with and without distinct structures of my study show that the relationship 
also exists at smaller scales. Of seven facies having very similar grain size, the three facies with 
distinct structure (DPL, XSS, and CPXS) have significantly lower permeability than those with 
less distinct or no structure (FPL, LPXS, FPXS, MFG). While the distinct structures are partly 
due to preferential stratification and concentration of dark minerals, the different densities of 
particles ofthe same size are not likely to affect permeability. More likely, either packing or 
orientation is responsible for the different permeabilities observed. Both packing and grain 
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orientation are controlled by depositional processes, suggesting that very subtle aspects of 
deposition can effect physical heterogeneity. 
Future work testing the accuracy of facies in predicting k and Kd in a transverse core line 
from the same field location is planned. Repetition of this study at a variety of sites is also 
necessary for wider application ofthe findings, as these findings are based only on the section of 
CFB Borden from which the cores were taken. Additionally, all the conclusions ofthis study are 
based on a dissolved contaminant at equilibrium. Real-world contaminant transport is much 
more complex, involving not only a dissolved phase, but also vapor and oil phases. The effect of 
physical and chemical heterogeneity in the vadose zone and in areas where NAPL oil phases are 
present cannot be determined from the results of my study, and should be investigated more 
thoroughly. Nonideal behavior of contaminant plumes is also commonly observed, but not 
addressed in my research. Both physical and chemical heterogeneity are directly related to such 
phenomena as rate limited sorption and dual-porosity media, both recognized causes of non ideal 
contaminant behavior; investigation of the effects of heterogeneity on such processes would also 
be very applicable to prediction of contaminant transport. 
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Table 2-1. Sedimentological characterization oflithofacies 
I Facies Notation I I Grain Size Laminations 
External Internal 
% dark No. of Mean Thickness Dips bounding bounding 
mineralsa sam~lesb mmc {ol Ranli!e Sortinli! Skewnesse {mm} {deli!} surfaces surfaces 
Planar cross-stratified facies 
near 
HPXS high-angle planar med sand vfine sand- moderate symmetrical >20-
cross-stratified <5 3 0.29 (0.08) pebbles -0.03 5-10 repose gradational dip, intersect 
LPXS low-angle planar fine sand silt- med poor fine skew 
cross-stratified <5 3 0.14 (0.11) sand 0.14 2-10 10-15 gradational dip, intersect 
near 
FPXS faint planar cross- fine sand silt-med moderate symmetrical 
stratified <5 3 0.16 (0.04) sand 0.05 2-10 10-15 gradational dip, intersect 
near 
CPXS complex planar fine sand vfine-med moderately symmetrical >20-
cross-stratified <15 2 0.16 (0.02) sand well 0.06 2-10 repose gradational dip, intersect 
Ripple laminated facies 
near 
---J 
XSS silt-med moderately symmetrical >20----J fine sand 
cross-stratifi ed <15 3 0.17 (0.02) sand well 0.09 2-10 repose sharp flat, parallel 
Horizontal E.!!!..ne laminated facies 
DPL distinct plane fine sand silt-med moderate fine skew 
laminated 9-15 5 0.19 (0.03) sand 0.11 1-2 <10 sharp flat, parallel 
near 
FPL faint plane fine sand silt-med moderately symmetrical 
laminated 5-10 5 0.19 (0.01) sand well 0.09 2-10 <10 gradational flat, parallel 
Massive faices 
MCG massive coarse med sand vfine sand- poor coarse skew 
grained <5 2 0.30 (0.06) pebbles -0.10 N/A N/A gradational N/A 
MFG massive fine fine sand silt-med moderate fine skew 
grained <5 5 0.18 (0.05) sand 0.16 N/A N/A gradational N/A 
Silt 
silt clay to vfine poor strongly fine dip, intersect & 
Z silt 0 0.05 sand skew 0.39 1-2 <5 sharp flat, parallel 
'--.I 
OJ 
Facies are organized on the basis of similar sedimentary structures; all facies having variations of planar cross-stratification appear 
together, as do the facies exhibiting horizontal laminations and facies with no structure at all (massive). Entries of "v fine" and 
"med" signify "very fine" and "medium," respectively. 
a Percent dark minerals is visually estimated, except for DPL and FPL where magnetic separation following the method of Ball and 
Roberts [ 1991 a] provides a measure of dark mineral content. Though not all dark minerals are magnetic, a good separation of 
light and dark fragments is attained in our study. 
b Facies characterized by 5 samples contain one sample from the 0.1 quantile of the k cumulative distribution function, three samples 
from the 0.5 quantile, and one sample from the 0.9 quantile. Samples characterized by 3 samples contain one sample from each 
from the 0.1, 0.5 and 0.9 quantiles. Samples characterized by 2 samples contain one sample each from the 0.1 and 0.9 quantiles. 
Silt (Z) data is from one sample occurring near the 0.1 quantile. 
C mm = 1 O-<p log2 is the conversion for grain size between phi (<p), the unit commonly used in sedimentology, and millimeter (mm) 
units. 
d Standard deviations are based on the number of samples listed in the previous column. 
e Skewness values are dimensionless; larger numbers indicate more finely skewed distributions. 
Standard deviations are in parentheses. 
Table 2-2. Summary of lithofacies abundance in cores 
# of Avg. Thickness of 
Abbrevation Facies Name Occurances Occurance (cm) 
CPXS complex planar cross-stratified 27 6.5 
DPL distinct planar lamination 35 6.5 
FPL faint planar lamination 47 7.0 
FPXS faint planar cross-stratified 6 5.6 
HPXS high-angle planar cross-stratified 21 11.3 
LPXS low-angle planar cross-stratified 10 8.4 
MCG massive coarse grained 13 5.2 
MFG massive fine grained 25 7.9 
XSS cross-stratified 16 4.5 
Z silt 5 3.4 
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Table 2-3. Kolmogorov-Smimov comparisons of individual lithofacies 
Kolmogorov-Smirnov results for In k 
Z MFG LPXS MCG HPXS CPXS FPXS FPL DPL MFG <0.0001 
LPXS <0.0001 0.5849 
MCG <0.0001 0.0003 <0.0001 
HPXS <0.0001 <0.0001 <0.0001 0.0876 
CPXS <0.0001 <0.0001 0.1011 <0.0001 <0.0001 
FPXS <0.0001 0.4041 0.2654 0.0136 0.0002 0.0014 
FPL <0.0001 0.0038 0.0023 <0.0001 <0.0001 <0.0001 0.0008 DPL <0.0001 <0.0001 0.0105 <0.0001 <0.0001 0.1402 0.0359 0.0016 XSS <0.0001 <0.0001 0.0022 <0.0001 <0.0001 0.3752 0.0197 0.0003 0.316 
Kolmogorov-Smirnov results for In Kd 
Z MFG LPXS MCG HPXS CPXS FPXS FPL DPL MFG 0.0527 
LPXS 0.5715 0.4372 
MCG 0.3364 0.021 0.0957 
HPXS 0.1018 0.4304 0.4742 0.0282 
CPXS 0.0074 0.2012 0.0166 0.0004 0.1515 
FPXS 0.0741 0.9107 0.5242 0.0497 0.8301 0.9479 
FPL 0.0433 0.6087 0.191 0.002 0.4867 0.081 0.9903 DPL 0.0024 0.0009 0.0025 <0.0001 <0.0001 0.0074 0.2235 <0.0001 XSS 0.0111 0.1369 0.0325 0.0554 0.0554 0.9668 0.9686 0.1567 0.0209 
The values in the table are probabilities. P values 40.0011 identify lithofacies that have 
significantly different distributions. :;. 
80 
Table 2-4. Kolmogorov-Smimov comparisons of physical and chemical hydro facies 
Koimogorov-Smirnov results for in k 
Z MFG/LPXS/FPXS/FPL MCG/HPXS 
MFG/LPXS/FPXS/FPL 
MCG/HPXS 
DPL/CPXS/XSS 
<0.0001 
<0.0001 
<0.0001 
Koimogorov-Smirnov results for in Kd 
DPL 
MCG 
all other facies 
<0.0001 
0.0023 
<0.0001 
<0.0001 <0.0001 
P values ~ 0.0083 identify physical hydro facies (In k) that have statistically different 
distributions. 
P values of ~ 0.0167 identify chemical hydrofacies (In K d) having statistically different 
distributions. 
81 
Table 2-5. One-way analysis of variance on lithofacies 
Analysis of Variance of In k data 
Source of Variation 
between lithofacies 
within lithofacies 
total 
SS 
38.2 
64.1 
102.3 
df 
8 
279 
287 
MS 
4.8 
0.23 
P-value 
<0.0001 
Thirty-two randomly selected points were used from each facies with the exception of Z. 
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Table 2-6. In k and In Kd cross-correlation statistics 
In k InKd In k-IIlK dreg 
Rank corr facies # samples Mean Variance Mean Variance Slope Intercept coeff. 
all 341 -14.90 (0.03) 0.41 -1.07 (0.03) 0.30 0.27 (0.06) -14.60 (0.07) 0.21* CPXS 33 -15.11 (0.09) 0.24 -1.15 (0.06) 0.11 0.03 (0.26) -15.08 (0.31) 0.02 DPL 56 -15.22 (0.06) 0.19 -1.42 (0.05) 0.13 -0.02 (0.16) -15.25 (0.24) 0.05 FPL 85 -14.94 (0.05) 0.22 -1.02 (0.06) 0.27 0.30 (0.09) -14.63 (0.11) 0.27* FPXS 10 -15.02 (0.13) 0.16 -1.10 (0.14) 0.20 0.28 (0.30) -14.71 (0.35) 0.29 HPXS 65 -14.45 (0.09) 0.47 -0.93 (0.07) 0.34 0.12 (0.15) -14.33 (0.16) 0.06 LPXS 15 -14.66 (0.18) 0.51 -0.83 (0.19) 0.54 0.12 (0.27) -14.56 (0.29) 0.19 MCG 12 -14.28 (0.13) 0.20 -0.62 (0.28) 0.97 0.18 (0.13) -14.17 (0.15) 0.52 MFG 34 -14.69 (0.11) 0.40 -1.10 (0.10) 0.31 0.05 (0.20) -14.63 (0.25) 0.10 XSS 22 
-15.40 (0.08) 0.15 -1.17 (0.06) 0.08 0.43 (0.28) -14.89 (0.34) 0.28 Z 6 -16.06 (0.26) 0.41 -0.65 (0.15) 0.14 0.85 (0.74) -15.52 (0.54) 0.60 
Standard errors are shown in parentheses. Standard error of slope and intercept taken from 
ANOYA tables, while standard error for the means calculated from S = () (~l/n), where () is 
standard deviation and n is the number of samples. 
*Significant at the 95% level. 
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Figure 2-1. Definition of first- and second-order bounding surfaces. Higher-order bounding surfaces contain or cross-cut lower-order bounding surfaces. The sediment 
encased by second-order bounding surfaces is mapped as one facies [after Miall, 1984]. 
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Figure 2-2. Site map of study area at Canadian Forces Base Borden. The PCE plume is 
that of Mackay et al. [1986b]. Core line A corresponds to the study of Mackay et al. 
[1986a], while core line B marks the samples analyzed by Sudicky [1986], Woodbury 
and Sudicky [1991], and Robin et al. [1991]. Core C is the core used by Allen-King et al. 
[1998] in a preliminary study of correlation between heterogeneity and lithofacies. Cores 
D and E are the cores used by Kwan [1991] and mark the locations of the Thorbjamson 
and Mackay [1994] data referred to in Table 1-1. Core line F marks the location of cores 
used in our study. Core G is the sediment used by Ball and Roberts [1991a]. Figure 
modified from Rivett and Allen-King [in review]. 
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Figure 2-3. Block diagrams depicting possible appearances of sedimentary structures 
when viewed from different perspectives. 
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Figure 2-4. (a) Hydrofacies 1: XSS, DPL, CPXS; Hydrofacies 2: HPXS, MCG (b) 
Hydrofacies 3: Z; Hydrofacies 4: FPL, FPXS, LPXS, MFG. Cumulative distribution 
functions by facies for In k, (measured in cm2). Plots are separated for clarity. 
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Figure 2-5. Schematic showing lithofacies grouped into physical hydrofacies. 
Permeability is a function of both grain size and sedimentary structure. 
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constitute hydrofacies 3. Cumulative distribution functions by facies for In Kd, (measured 
in mUg). Plots are separated for clarity. 
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APPENDIX A 
DEPTH CORRECTION OF CORES 
Each sample number in this study corresponds to the depth in feet below ground surface 
from which the sample was taken. Fluctuation of the ground surface causes identical depth 
values along the core line to occur at slightly different elevations. Subsurface facies distributions 
are not controlled by ground surface fluctuations; thus, if facies occurrences are mapped using 
depth below ground surface instead of absolute elevations, artificial variability of facies 
distribution in the vertical direction will appear. The purpose of depth correcting the cores is to 
adjust sample numbers so that identical sample numbers represent identical elevations. The top 
of core 10,15, lowest in elevation with respect to the tops of other cores, is set as the elevation 
datum. Thus, each core must be "moved" down (defined as negative) a specific amount so that 
its sample numbers are aligned with those of core 10,15. The below table documents the needed 
adjustments. 
core length lost total adjust wrt dataum 
set to datum recorded 
Core 10 Elev (m) Elev (tt) (tt) cut-off (in) (in) (ft) (ft) (in) 
10E,05 221.287 726.007 -0.098 12.50 0.5 0.0417 -0.06 -0.68 
10E,06 221.275 725.968 -0.059 11.00 -1.0 -0.0833 -0.14 -1.71 
10E,07 221.262 725.925 -0.016 12.00 0.0 0.0000 -0.02 -0.19 
10E,08 221.272 725.958 -0.049 11.00 -1.0 -0.0833 -0.13 -1.59 
10E,09 221.359 726.243 -0.334 13.00 1.0 0.0833 -0.25 -3.01 
10E,10 221.363 726.257 -0.348 12.00 0.0 0.0000 -0.35 -4.17 
1 OE, 11 221.347 726.204 -0.295 12.00 0.0 0.0000 -0.30 -3.54 
10E,12 221.302 726.056 -0.147 12.00 0.0 0.0000 -0.15 -1.77 
1 OE, 13 221.322 726.122 -0.213 12.50 0.5 0.0417 -0.17 -2.06 
10E,14 221.314 726.096 -0.187 12.50 0.5 0.0417 -0.15 -1.74 
1 OE, 15 221.257 725.909 0.000 12.00 0.0 0.0000 0.00 0.00 
"Recorded cut-off' length represents the length of core that was removed from the top of 
the core during the coring process. The amount of core in the drill head (12 inches) can never be 
recovered, though in some cases additional segments of core were also lost. Regardless of 
whether or not a segment of the core was lost, the top of the core is labeled as "5.0 ft," even 
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though in actuality the sediment at the top of the core came from an interval somewhat deeper 
than five feet if an additional portion of the core was lost Positive values in the "core length 
lost" column indicate the amount by which the core falls short the standard five feet. In some 
cases more than five feet of core was obtained even after the length in the drill head was 
removed; the amount by which the core exceeds five feet is listed as a negative number. The 
total adjustment with respect to the datum is calculated by adding the value in the "length of core 
lost" column to the corresponding value in the "set to datum" column. Cores with additional 
sediment on top need to be "moved" down more than the ground surface elevation would suggest 
if corresponding sediment intervals are to be aligned. Thus the use of a negative sign to 
designate excess material in the "core length lost" column The resulting number in the "total 
adjust wrt datum" column is then added (or the absolute value subtracted) to the sample number 
to obtain the corrected depth. 
EXAMPLE: Core 10,5 would need to be moved down 0.06 ft so that its 5.17 measurement point 
lines up with the 5.17 point on 10,15 (i.e. is at the same elevation). The core cannot be 
physically moved, so instead it is understood that 5.17+0.06 ft. on 10,5 is equivalent to 5.17 on 
core 10,15. Therefore, sample 5.23 on core 10,5 becomes 5.17 corrected depth. 
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APPENDIXB 
DERIVATION OF RELATIVE ERROR ON K! 
Notation 
Ca = concentration ofPCE in the headspace 
Cs = concentration of PCE sorbed 
Cw = concentration ofPCE in the water 
:KJ = sorption distribution coefficient 
Ma = mass PCE in the headspace 
Mo = initial mass ofPCE injected 
Ms = mass PCE sorbed 
ms = mass of solids 
Mw = mass PCE in the water 
8 = relative error 
S = standard error 
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For the quotient z = x/y, the relative error Ez is calculated by [Meyer, 1975]: 
For the difference z = x-y, the standard error is calculated by [Meyer, 1975]: 
The sorption distribution coefficient is given by: 
where 
Substituting equation 3 
into equation 2: 
K - es d-
ew 
Ms=Mo-Ma-Mw 
222 2 SMs = SMo + SMa + SMw 
e
s 
= Mo- Ma-Mw 
ms 
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(2) 
(3) 
(4) 
(5) 
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The standard error on the mass of solids (ms) is negligible, and is discounted. 
Substituting equation 
3 into equation 7: 
Substituting 
equation 8 into 
equation 9: 
2 2 2 
S2 = SMo+ SMa + SMw C2 CS 2 s 
Ms 
2 2 2 2 
2 _ S Mo + SMa + S Mw + S Cw 
CKd- -M; C~ 
Finding the standard error on the mass ofPCE in the water (Mw): 
Mw=CwVw 
2 2 2 
cM2 = SMw = SCw + SVw 
v w 2 2 2 
Mw Cw Vw 
The standard error in the volume of water (Vw) is negligible and is discounted: 
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(6) 
(7) 
(8) 
(9) 
(10) 
(11) 
(12) 
2 
S2 = SCW M 2 Mw 2 w Cw 
2 2 2 
SMw = 8CwMw 
(13) 
(14) 
The standard error on the concentration ofPCE in the water is calculated using the water 
calibration data. With the exception of cores 10,6; 10,10 and 10,13 the sample calibration for 
each core consists of two vials spiked at each of seven different PCE concentrations. The 
response factor (RF) of the gas chromatograph is taken as the independent x variable, and the 
PCE concentration in the water as the dependent y variable. In practice, the calibrations are 
plotted opposite these designations. Trials on the calibration data show that interchanging the x 
and y variables has no effect on the calibration or the associated errors. The x and y coordinate 
for each data point is unique, though the coordinates of the replicate water calibration vials are 
very similar. The resulting calibration curve thus consists of closely spaced pairs of data points 
at widely spaced RF values. Computation of regression values and standard error on y when 
multiple y values per value x exist are demonstrated by [Sakal and Rohlf, 1981] in Boxes 14.4 
and 14.5, respectively. 
For the specific case of this data, regression values are roughly the same when either the 
multiple y per x method or the typical one y per x regression is used. Differences do however 
arise in the amount of standard error on y between the two methods. The multiple y per x 
method produces standard error approximately 8% lower than that of the one y per x method for 
the data in this study, and is therefore used in all estimates of error. 
Finding the standard error in the mass ofPCE in the air (Ma): 
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Ma=CaVa 
C a = Cw H 
Ma = CwHVa 
2 2 2 2 
CMa = CCw+ CH +SVa 
2 (2 2 2) 2 SMa = &Cw+ &H +EVa Ma 
The relative error on the volume of air in the ampoule (Va): 
SVa 0.106 
EVa=-=--
Va Va 
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(16) 
(17) 
(18) 
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APPENDIXC 
EXPLICIT METHODS FOR DETERMINATION OF:K! 
-----------------------------
PCE Kd is determined using a batch technique in which 5 mL Wheaton glass ampoules 
containing approximately 7g pulverized sediment, 3.4/lg PCE dissolved in 4 /ll methanol, and 4 
I mL synthetic groundwater. The log mole fraction of methanol to water was approximately -3.35, 
a value appropriate to avoid cosolvent effects [Curtis et al., 1986]. The sorption distribution 
I coefficient is calculated using the equation 
I K - Cs d- Cw (1) 
I where Cs and Cware the concentration ofPCE sorbed (/lg/g) and concentration PCE in water 
I (/lg/mL), respectively at equilibrium. Water concentrations are determined via gas 
chromatography (Hewlett-Packard 5890 Series II) with electron capture detector and a 30 m 
I Hewlett-Packard fused silica capillary column with a film thickness of0.25/lm. All chemicals 
I were used as received. 
Pulverization vastly decreases the average particle radius of the sample, reducing time 
I required for PCE equilibrium with sediments from 30 or more days to 72 hours, without altering 
I sorption magnitude [Ball and Roberts, 1991]. Thus, each sample is pulverized in a 10 cm inner-
diameter alumina ceramic shatterbox for 45 seconds, emptied onto aluminum foil and then 
I poured into prewashed glass jars. The shatter box is cleaned between each sample by 
I pulverizing one teaspoon of baked silica sand for 45 seconds, removing that dust completely, and 
then repeating the process with another teaspoon of baked silica sand, this time pulverizing for 
two minutes. Total carbon analysis tests show a sample carryover of 0.2%. 
Prior to use, the glass ampoules are rinsed with nanopure water, dried at 100°C, and 
stored in a box lined with aluminum foil. The ampoules are blown out with nitrogen gas just 
prior to filling with sample to prevent any dust particles from contaminating the samples. At the 
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start of a new batch t.ile ampoules are weighed empty on a closed scale to the fourth decimal 
place. Approximately 7g ofthe pulverized sample is weighed in a 20 mL beaker on an open 
scale, transferred via a funnel to an ampoule, and the ampoule again weighed to the fourth 
decimal place on the closed scale so that the precise amount of sediment in the ampoule can be 
determined. The funnel is also blown out with nitrogen between samples. 
The synthetic groundwater is made by dissolving 0.137 g ofCaC03 per liter ofnanopure 
water via CO2 bubbling on a stir plate. After approximately 20 minutes, the water is bubbled 
with N2 until the pH is close to neutral; some CaC03 typically remains undissolved and sits on 
the bottom ofthe glass container or flocculates on the water surface. Using a 5 mL glass syringe, 
approximately 4 ml of synthetic groundwater is injected into the sample ampoules; 6.6 ml of 
synthetic groundwater is injected into eight water-only control ampoules per batch using a 10 mL 
glass syringe. The control vials contain no sediment, as their purpose is to measure PCE 
volatilization to the headspace and sorption to the glass. The amount of water in the control 
ampoules is designed to leave the approximate amount of heads pace in the sample ampoules so 
that the loss ofPCE to the headspace in the samples can be reproduced. The ampoules are again 
weighed to the fourth decimal place, spiked with the PCE/methanol solution via a I011l gas-tight 
syringe fitted with a Chenny adapter, and flame sealed to prevent PCE loss from the system by 
diffusion through or sorption to a septa [e.g. Curtis et aI., 1986; Ball and Roberts, 1991] 
After being spiked and sealed, the ampoules are placed on their sides and rotated at 4 
RPM for 72 hours. Once every 24 hours the ampoules are removed and vortex shaken to 
dislodge sediment packed in the neck of the ampoule, which enhances proper mixing and 
attainment of equilibrium. 
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Mo vials (weighed 8-ml vials filled with hexane and capped with teflon/silicone septa) 
measure the mass PCE injected into ampoules; seven to eight such vials are interspersed with 
sample and control ampoules during spiking. Eight-milliliter vials are used so that the 
concentration ofPCE in the vials approximate that in the control ampoules. After shaking for 
ten minutes, 100 IlL is withdrawn from the Mo vials through the septa via a 100 IlL gas-tight 
syringe and injected into an autosampler vial containing 1 mL (via repipeter) TCE/hexane 
internal standard solution and 100)lL ofnanopure water (via 100 IlL gas-tight syringe). The 
autosampler vials are shaken for ten minutes and GC analysis done immediately in triplicate. 
The Mo calibration curve is made by injecting eight weighed 4 mL glass vials (filled with 
hexane and capped with teflon/silicone septa) with varying amounts ofPCE standard solutions 
through the septa so that a concentration range of 0 to approximately 1000 )lg/L is obtained. 
One vial is not spiked so that it may serve as a hexane blank. One hundred (100) IlL is 
withdrawn from the vials and injected into the autosampler vials identical to those previously 
mentioned. One autosampler vial receives no injection and serves as a blank for the internal 
standard solution. The autosampler Mo calibration vials are shaken for ten minutes and 
intermixed with the Mo vials in the GC autosampler tray so that the hexane calibration curve is 
generated at the same time as the Mo measurements, eliminating errors in Mo due to shifts in 
calibration over a period of days. 
Water calibration is done in roughly the same fashion as hexane calibration. Fifteen 4 
mL glass vials with teflon/silicone septa are filled with nanopure water so that no air bubble is 
present (to prevent PCE loss to the air). Fourteen water-filled vials are spiked with varying 
amounts ofthree different standard solutions in duplicate so that a range ofPCE concentrations 
from 0-1100 )lg/L is obtained. One vial is not spiked and serves as a blank. The vials are shaken 
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for ten minutes (glass beads placed in the vials prior to weighing insure mixing) and 100 ilL 
sampled into autosampler vials and extracted with 1 mL TCE/hexane internal standard solution. 
No additional water needs to be added to these autosampler vials as was the case with the hexane 
calibration and Mo vials. In water samples, a small amount ofPCE may remain in the water 
rather than partitioning into the hexane of the internal standard solution. An amount of water 
equivalent to the volume of water sample is added to the hexane-based Mo calibration and Mo 
samples so that the amount ofPCE partitioned into water is constant throughout all types of 
analyses. 
Seventy-two hours after spiking, the sample and control ampoules are removed from the 
rotator and as much sediment as possible removed from the neck of the sample ampoule (via 
vortexing and low-speed centrifuging) so that sediment does no fall into the water sample when 
the top of the ampoule is snapped off. The ampoules are then centrifuged for 15 minutes at 1900 
RPM, opened one at a time, and 100 ilL of the supernate sampled via 100 ilL gas-tight syringe 
and injected into an autosampler vial where the dissolved PCE is extracted by 1 mL TCE/hexane 
internal standard solution. One extra autosampler vial per ten samples is injected with 100 ilL of 
the stock synthetic groundwater to serve as blanks. Five water calibration vials are also made 
and run with the samples during GC analysis as check standards to insure that the calibration 
curve has not changed overnight; full water calibrations are run the day before a batch is 
sampled. 
The apparent sorption distribution coefficient (Kel) is calculated by substituting the 
response factor generated by GC analysis into the water calibration equation and acquiring the 
concentration ofPCE in the water (Cw). Knowing the amount of water (Vw) in the ampoule, the 
mass ofPCE in the water (Mw) can then be calculated. Using the bulk density of Borden 
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sediments determined by Ball et al. [1990] the volume of solids (Vs) is calculated, allowing the 
amount of heads pace (Va) to be calculated by difference: 
(2) 
where 7.65 ml is the average total volume of 5 mL (nominal) ampoules after flame sealing. The 
concentration ofPCE in the air (Ca) is calculated by: 
where His Henry's constant, a measure of volatility. The temperature of the lab in 
which Kd measurements were taken for this study is variable, with an estimated average 
temperature of 22°C. Gossett [1987] gives the following equation to calculate H for a given 
temperature: 
e(A-o/r) 
H=--
RT 
where R is the gas constant, T temperature, and A and B are compound specific regression 
coefficients listed by Gossett [1987]. The above equation yields the value 0.610 for H at 22°C. 
(3) 
(4) 
As this value falls within the error bars of all but one of the H estimates from the controls (Figure 
C-l), it is confirmed as a possible actual value ofH and is used to calculate Ca using equation 3. 
The mass ofPCE in air can then be calculated, as can the mass ofPCE sorbed: 
M,,=CaVa 
Ms=Mo-Mw-M" 
The concentration PCE sorbed (Cs) is calculated by: 
Cs=Ms 
ms· 
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(5) 
(6) 
(7) 
d 
Where Ms is mass PCE sorbed and ms is mass of solids, resulting in 
(8) 
Figure C-2 shows the Kd values associated with homogenized bulk Borden sand ran as replicates 
in four different batches. 
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Figure C-l. Average H calculated from eight water-only control ampoules per core. Error bars 
represent the 95% confidence interval ofH+Y. X-axis designations include only the second core 
identification coordinate. Core 10,11 was analyzed in two different batches. 
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Figure C-2. Replicates of homogenized bulk Borden sand analyzed along with samples from 
cores 10,10; 10,12; 10,14 and a miscellaneous batch. Mean = 0.32, (J = 0.054. Error bars 
represent total relative error on :K! using equation 9 presented in the main text. 
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APPENDIXD 
TYPICAL GC CALIBRATION CURVE 
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Calibration for core 10,15. Diamonds represent hexane calibration points, squares water 
calibration points, and triangles water calibration check standards. The slope of the regression 
line for water calibration is 0.0043 (95% confidence interval 0.0042 to 0.0044) and the intercept 
is -0.0878 (95% confidence interval-0.152 to -0.023). R2 = 0.9986. 
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APPENDIXE 
DISCUSSION OF ERROR DUE TO H+X AND H+Y 
Error on H+ X contributes to the error on the mass ofPCE in the ampoule headspace, which is 
represented by: 
(1) 
(2) 
(3) 
(4) 
Many of the unquantified errors (e.g. sorption to glass and minor variations of H) are 
functions ofPCE concentration in the water, so it is appropriate thatXbe weighted by CWo X, 
however, should not be weighted by the amount of heads pace in the ampoule (Va), as Va does not 
control any chemical processes acting to produce error in Kd• Thus, instead of equation 4 the 
calculation of mass ofPCE in the air should be: 
(5) 
The first terms of equations 4 and 5 are equal, so it is the disparity between the second terms that 
decides how different the standard error on Ma will be by lumping the errors due to X and H 
(equation 4) versus considering them separately (equation 5). The two alternative calculations of 
error on the second terms are: 
(6) 
(7) 
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Where (8) 
(9) 
The relative error on Va in the samples is fairly small and uniform (mean = 0.10, cr = 4.4E-3), 
while the relative error on H+ X is more than five times larger (0.566). Thus, the inclusion ofthe 
small, uniform term Va in the estimation of relative error on Ma, and ultimately Kd, is 
inconsequential. 
Insteadof calculating H from the equation given by Gossett [1987], H may also be 
calculated from the water-only control vials. The initial mass (Mo) PCE injected into the control 
vials is known, as is the mass ofPCE in the water. Mass PCE in air can be calculated by 
difference because only two phases are present: 
Ma=Mo-Mw (10) 
(11) 
allowing (12) 
to be solved for H. 
Henry's constant calculated from the control ampoules is rarely equal to that given in the 
literature, and is not necessarily the best value to use because of the large error associated with 
its measurement (Figure C-1). In practice, the error on H and other unquantified errors in the 
water-only control ampoules are grouped together to form error due to H+ Y, where Y is 
analogous to X, except errors introduced by the presence of sediment in the ampoules is absent in 
Y. The error bars shown in Figure C-l represent H+ Y error, which is calculated by: 
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(j H ,controls 
=8H+Y 
H controls (13) 
EH+Y= 0.289 for the water controls, slightly less than the EH+X(0.32), which is to be expected 
given that errors due to the sediment are not included in EH+ y. EH+X is used in the calculation of 
error on samples, as the samples contain sediment. EH+yis used to confirm that the 0.61 value for 
H calculated from Gossett (1987) is an reasonable value, given that it falls within all but one of 
the error bars on the control ampoules (which is acceptable since the error bars delineate the 95% 
confidence interval). EH+yalso shows that H estimated from water only control ampoules might 
be inaccurate by almost ± 30%, confirming that the calculated value of H gives a better estimate 
of Kd than do the control ampoules. 
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APPENDIXF 
COMPARISON OF PERMEABILITY IN LARGE VS. SMALL TUBES 
Comparisons of air to water permeability use 2.5 cm diameter stainless steel tubes, while all the 
permeability data reported in this study is from sediment collected in 1.3 cm diameter tubes. A 
comparison of permeability measured on a sample repacked into both tube sizes is shown below. 
Three of the samples are from core 13,9, though the rest are from RMH cores. Each sample was 
repacked into a 2.5 cm tube, measured, removed and split, and a portion repacked into a 1.3 cm 
tube and permeability measured again. The slope of the regression line is 1.006 and R2 is 
0.9369. 
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APPENDIXG 
CALCULATION OF METHANOL/WATER RATIO IN SAMPLE AMPOULES 
I 
I 
I 
"The distribution coefficient is insensitive to methanol concentrations up to mole fractions 10-3 ... " [Curtis et al., 1986]. 
Sample ampoules contain approximately 4.0 ml water, spiked with 4.1 /-11 PCE/methanol 
solution. 
Moles H20 in the ampoules: 
4ml* 0.998~ = 3.992g 118.0l5~ = 0.22 mol 
ml mol 
Moles CH30H in the ampoules, assuming the entire 4.1 /-11 spike is methanol (overestimates the 
amount of methanol in the ampoules): 
Ratio: 
4.1,ul*0.79 mg = 3.24mg /32.042~ = O.OOOlOlmol /-11 mol 
10g(0.0001 Olmol] = -3.33 
0.22 mol 
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APPENDIXH 
TREND ANALYSIS OF MEANS AND VARIANCE 
Figures H -1 through H -10 depict the vertical and horizontal distribution of In k, In ~ and 
their variances. Figure H -1 indicates that the mean permeability is not the same over the entire 
sampling area (i.e., a vertical trend exists). However, the sorption mean is stationary, as is the 
variance of both sorption and permeability. The student's t-test was used to determine the 
significance of the permeability slopes, as permeability is normally distributed. Sorption, 
however, does not have a normal distribution, making it necessary to find a nonparametric 
alternative to the t-test. [Conover, 1980] suggests that Spearman's rank correlation coefficient 
be adapted for this purpose. This nonparametric measure of linear regression assumes only that 
the y values are independent, the regression is linear, and that the residual of y regressed over x 
is independent of x [Conover, 1980]. Both x and y parameters must be ranked from smallest to 
largest in the first step of this test, making it impossible to use all the data in the graphs depicting 
~ values vertically and horizontally. As is evident from the graphs, numerous y values exist for 
every x value, resulting in difficulty in ranking the y values. To side-step this problem, the In ~ 
was averaged over an entire core for the horizontal trend examination and over a series of 20 
2.54-cm increments for the vertical examination. Student t-tests, though not strictly legitimate 
indicators for this data set, gave the same results. 
Identification of trends is important if geostatistics are going to be used to estimate values 
at unsampled locations, as different estimators have different stationarity requirements. 
Variograms, the typical precursors to kriging, assume second order stationarity, meaning the 
location of data points in the sampling grid is unimportant (only separation distance is relevant), 
and variance in the samples is finite [Isaaks and Srivastava, 1989]. Ifthe parameter mean differs 
in some portion of the sample area, the difference between two points constituting a pair will not 
only be a function of separation distance, but also of location. 
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The trend in the In k data is linear, having the form y = -O.61x-13.5, as determined by 
regression through the points (Figure H-l). The trend was removed by adding the factor O.61x to 
each In k value. Regression on the detrended In k values produced residuals, the variogram of 
which plotted directly on top of the detrended In k values, indicating that the trend had been 
completely removed. Variograms ofln Ko data and its residuals are nearly identical, confirming 
the lack of trend in the mean In Ko data. 
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Figure H -1. In k values along the vertical sections of all cores. The slope of the regression line 
is -0.61 and the intercept is -13.5. The slope is significantly different from zero at the 95% 
confidence level (t = -13.5, critical = ± 1.96). A vertical trend in the In k data exists. 
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Figure H-2.ln k values in the horizontal direction of sampling. The slope of the regression line 
is 0.002 and the y-intercept is -14.91. The slope is not significantly different from zero at the 
95% confidence level (t = 0.30, critical = ± 1.92). There is no horizontal trend the In k data. 
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Figure H-3. The variance in In k with depth. Each point represents the variance in samples 
occurring within a 0.03 m vertical bandwidth centered on the plotted point. The slope ofthe 
regression line is 0.062 and the y-intercept is 0.156. The slope is not significantly different from 
zero at the 95% confidence level (t = 1.03, critical = ± 2.10). There is no vertical trend in 
variance of In k. 
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Figure H-4. Variance of In k in the horizontal direction. Variances are calculated over each 
core. The slope of the regression line is -0.0028 and the y-intercept is 0.377. The slope is not 
significantly different from zero at the 95% confidence level (t = -0.27, critical = ± 2.26). There 
is no horizontal trend in the variance of In k. 
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Figure H-S. In ~ values with depth for all cores. The slope of the regression line is 0.11 and 
the y-intercept is -1.30. The slope is not significantly different from zero at the 95% confidence 
level. There is no vertical trend in the In ~ data when the parametric t-test used to analyze 
nonparametric data. 
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Figure H-6.ln ~ values averaged over 0.076 m vertically. Slope is not significant at 95% 
confidence level (r'=-0.317, with r' 0.05/2,20 = 0.4451). When a nonparametric method of data 
analysis is correctly used, there is still no vertical trend in In Kd• 
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line is 0.024 and the y-intercept is 1.31. The slope is not different from zero at the 95% 
confidence level. There is no horizontal trend in the In KI data when the parametric t-test used to 
analyze nonparametric data. 
0-
-0.2 
-0.4 
-0.6 
-0.8 - o 
o o 
-1 o 
0 o o 
-1.2 -
o 
0 o 
-1.4 .. 
-1.6 -
0 5 10 15 20 25 30 35 40 
horizontal distance along section (ft) 
Figure H-S. In KI values in the longitudinal direction; each point represents the average In Kd 
for one core. The slope is not significantly different from zero at the 95% confidence limit (r' = 
0.509, r' 0.05/2,11 = 0.6091). When a nonparametric method of data analysis is correctly used, there 
is still no horizontal trend in In Kd. 
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Figure H-9. The variance in In Kd values with depth. Each point represents the variance in 
samples occurring within a 0.03 m vertical bandwidth centered on the plotted point. The slope of 
the regression line is -0.22 and the y-intercept is 0.82. The slope is not significantly different 
from zero at the 95% confidence level (r' = -0.32, critical = ±0.45). 
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Figure H-IO. Variance in In Kct in the longitudinal direction. The slope of the regression line is 
0.0016 and the y-intercept is 0.32. Each point represents the variance over an entire core. The 
slope is not significantly different from zero at the 95% confidence level (r' = 0, critical = 
±0.61). 
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Nonparametric Linear Regression [Conover, 1980] 
The hypothesis for a two-tailed test: 
where b is the slope of the regression line. 
For each pair (Xi, YD compute Y i - OXi = Ui 
In this study X is the nomandom quantity of depth and Y is 1li.KJ . 
The Spearman rank correlation coefficient is then found on the pairs (Xi, UD 
Quantiles of the Spearman test statistic serve as critical values. 
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I Vertical In Kd values 
depth (m) R(X) mean R(Y) (R(X)-R(Y»J\2 
1.54 1 -1.788 1 0 
2.30 11 -1.424 2 81 
1.68 3 -1.351 3 0 
2.21 10 -1.344 4 36 
1.60 2 -1.276 5 9 
2.97 20 -1.242 6 196 
2.82 18 -1.128 7 121 
2.06 8 -1.123 8 0 
2.36 12 -1.063 9 9 
2.15 9 -1.063 10 1 
2.76 17 -1.059 11 36 
2.00 7 -1.037 12 25 
2.91 19 -1.034 13 36 
2.67 16 -0.964 14 4 
1.84 5 -0.959 15 100 
2.61 15 -0.845 16 1 
1.75 4 -0.684 17 169 
1.91 6 -0.679 18 144 
2.51 14 -0.629 19 25 
2.45 13 -0.487 20 49 
1042 sum 
6252 1042*6 
0.783458647 62521 (20*(20J\2-1» 
0.216541353 1-.78346 
Horizontal In Kct values 
x (m) R(X) mean R(y) (R(X)-R(Y»J\2 
1.00 1 -1.347536 1 0 
7.00 7 -1.328389 2 25 
3.00 3 -1.251357 3 0 
4.00 4 -1.089824 4 0 
9.00 9 -1.08672 5 16 
2.00 2 -1.078063 6 16 
8.00 8 -1.009835 7 1 
11.00 11 -0.962197 8 9 
5.00 5 -0.911099 9 16 
10.00 10 -0.899187 10 0 
6.00 6 -0.811569 11 25 
108 sum 
648 108*6 
0.490909091 6481 (11*(11J\2-1» 
0.509090909 1-0.4909 
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• 
I Vertical In Kd variance 
depth (m) R(X) variance R(Y) (R(X)-R(Y»A2 
2.06 8 0.039 1 49 
2.97 20 0.048 2 324 
I 
1.54 1 0.061 3 4 
2.67 16 0.073 4 144 
2.76 17 0.112 5 144 
I 
2.91 19 0.127 6 169 
2.36 12 0.130 7 25 
2.61 15 0.194 8 49 
I 
2.21 10 0.209 9 1 
1.60 2 0.267 10 64 
2.30 11 0.288 11 0 
I 
2.82 18 0.291 12 36 
2.15 9 0.321 13 16 
1.75 4 0.392 14 100 
III 
2.00 7 0.418 15 64 
1.84 5 0.433 16 121 
1.68 3 0.520 17 196 
2.45 13 0.536 18 25 I 2.51 14 0.573 19 25 1.91 6 1.483 20 196 
1752 sum 
10512 1752*6 
1 .317293233 105121 (20*(20A2-1» 
-0.317293233 1-1.317 
Horizontal In Kct variance 
I x(m) R(X) variance R(Y) (R(X)-R(Y»A2 
3.00 3 0.108124267 1 4 
1 0.00 10 0.159310226 2 64 
8.00 8 0.202425001 3 25 I 
9.00 9 0.225073741 4 25 
7.00 7 0.285285179 5 4 
1.00 1 0.318796924 6 25 1 
2.00 2 0.330249772 7 25 
I 4.00 4 0.430868502 8 16 5.00 5 0.54383811 9 16 
6.00 6 0.636766133 10 16 
11.00 11 0.644435823 11 0 
220 sum 
1320 220*6 
1 13201 (11 *(11 A2-1» 
0 1-1 
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APPENDIX I 
SPEARMAN'S NONP ARAMETRIC RANK CORRELATION 
I 
I 
I 
Spearman's Nonparametric Rank Correlation [Davis, 1986] 
where the term inside the brackets is the difference in In ~ and In k rank for a particular sample 
and n is the number of samples. 
Critical values are read off a table unique to the Spearman's Rank Correlation Coefficient, or 
approximated using the equation [Conover, 1980]: 
where Xp is the p quantile of the standard normal curve. 
The table for Spearman's rank correlation coefficient is generally only published up to n = 30. 
The above equation was therefore used to calculate the critical values for HPXS, MFG, CPXS, 
FPL, DPL and all the facies grouped together. 
The upper limit p quantile for the 95% confidence limit is l-a/2 = 0.975. The corresponding 
value on the standard normal curve is 1.96. 
Example calculation (critical value for FPL): 
1.96 = 0.21 
-J87 -1 
The rank correlation coefficients appearing in Table 2-5 were not directly calculated, but read 
from scatter plots generated in GSLib. 
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-APPENDIX] 
CALIBRATION CHECK OF AIR MINIPERMEAMETER 
I 
I 
I 
I 
Recalibration of the air penneameter is done following the methods established by Justin 
Morgeau in the initial calibration; Justin's calibration was in tum based on the methods outlined 
by Davis et al. [1994J. The pressure exerted at the base of the penneameter syringe and at the 
inlet to the sample is measured with a pressure transducer connected to a volt meter (Figure J -1, 
Tables J-1 & J-2). Figure J-2 depicts the pressure exerted at the base of the syringe, at the 
sample when Justin calibrated the penneameter in November 1999, and at the sample when the 
penneameter was recalibrated in 2002. 
The first step in detennining the effect of the calibration shift on penneability values is to 
redefine the "constants" used in the calculation. Table J-3 shows the November 1999 constants 
and the new constants detennined in the 2002 recalibration. Beta and gamma result from the 
regression line through the data from the syringe base (Figure J-3). Alpha was not calculated, 
but found by fitting a model penneability curve to the data (Figure J-4, Table J-4). Alpha, beta, 
and gamma are the three variables in which the calibration shift is reflected; once their new 
values are detennined, penneability is calculated for a variety of common fall times via the 1999 
and 2002 equations in order to detennine the disparity in penneability values (Table J-5). The 
results show that the calibration shift caused no more than approximately 1.5% difference in 
calculated penneability values. 
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syringe 
Tygon 
tubing 
~ 
Stopper 
assembly 
Pressure 
transducer 
resistance 
Figure J-l. Schematic of the penneameter configuration for calibration. The stopper assembly 
consists of the stainless steel tube wrapped with the white tape held in place with a silver tubing 
clamp. The resistance would nonnally he a sample, but for calibration anything that impedes air 
flow will work. 
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Table J-l. Data recorded with the pressure transducer attached to syringe outlet 
(schematic not shown) 
Pressure at base of slringe 
Fall Time Fluke Reading 
(sec) measured (V) corrected (V) (inches H2O) (pa) 
1.37 3.53 2.55 2.55 632.18 
1.40 3.70 2.71 2.71 673.66 
1.40 3.69 2.71 2.71 671.92 
1.43 3.70 2.72 2.72 674.41 
1.47 3.86 2.88 2.88 714.15 
1.47 3.86 2.88 2.88 714.15 
1.47 3.86 2.88 2.88 714.15 
1.72 4.35 3.37 3.37 835.87 
1.75 4.35 3.37 3.37 835.87 
1.75 4.35 3.37 3.37 835.87 
1.93 4.64 3.66 3.66 907.90 
1.93 4.65 3.67 3.67 910.39 
1.94 4.65 3.67 3.67 910.39 
2.41 5.09 4.11 4.11 1019.68 
2.44 5.11 4.13 4.13 1024.65 
2.50 5.14 4.16 4.16 1032.10 
2.53 5.17 4.19 4.19 1039.55 
2.53 5.16 4.18 4.18 1037.07 
2.56 5.19 4.21 4.21 1044.52 
3.16 5.44 4.46 4.46 1106.62 
3.19 5.44 4.46 4.46 1106.62 
3.21 5.46 4.48 4.48 1111.59 
3.22 5.45 4.47 4.47 1109.11 
3.25 5.46 4.48 4.48 1111.59 
3.25 5.46 4.48 4.48 1111.59 
4.19 5.66 4.68 4.68 1161.27 
4.22 5.66 4.68 4.68 1161.27 
4.22 5.66 4.68 4.68 1161.27 
4.78 5.73 4.75 4.75 1178.66 
4.78 5.73 4.75 4.75 1178.66 
4.81 5.74 4.76 4.76 1181.14 
4.82 5.73 4.75 4.75 1178.66 
5.07 5.76 4.78 4.78 1186.11 
5.10 5.76 4.78 4.78 1186.11 
5.22 5.77 4.79 4.79 1188.59 
5.38 5.79 4.81 4.81 1193.56 
7.09 5.88 4.90 4.90 1215.92 
7.12 5.88 4.90 4.90 1215.92 
7.16 5.88 4.90 4.90 1215.92 
8.00 5.91 4.93 4.93 1223.37 
8.18 5.91 4.93 4.93 1223.37 
8.25 5.91 4.93 4.93 1223.37 
8.25 5.91 4.93 4.93 1223.37 
8.32 5.91 4.93 4.93 1223.37 
8.34 5.91 4.93 4.93 1223.37 
8.44 5.91 4.93 4.93 1223.37 
8.56 5.92 4.94 4.94 1225.85 
8.72 5.92 4.94 4.94 1225.85 
12.22 5.97 4.99 4.99 1238.27 
15.38 5.99 5.01 5.01 1243.24 
16.19 5.99 5.01 5.01 1243.24 
16.72 5.99 5.01 5.01 1243.24 
17.35 5.99 5.01 5.01 1243.24 
25.47 6.01 5.03 5.03 1248.21 
25.88 6.01 5.03 5.03 1248.21 
26.90 6.02 5.04 5.04 1250.69 
27.15 5.97 4.99 4.99 1238.27 
29.09 6.02 5.04 5.04 1250.69 
29.56 6.02 5.04 5.04 1250.69 
29.60 6.02 5.04 5.04 1250.69 
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Table J-2. Pressure exerted at the sample. Data corresponds to schematic of Figure J-l. 
Pressure at sample inlet 
measured: 01131102 
Fluke Reading Base voltage Fluke reading- Pressure 
Fall time (s) (V) (V) base volt (V) (pa) 
1.56 2.624 0.984 1.64 407.376 
2 3.771 0.983 2.788 692.539 
2 3.743 0.983 2.76 685.584 
2 3.736 0.985 2.751 683.348 
2 3.735 0.985 2.75 683.100 
1.97 3.73 0.984 2.746 682.106 
1.97 3.729 0.985 2.744 681.610 
1.97 3.727 0.986 2.741 680.864 
1.75 3.208 0.983 2.225 552.690 
1.75 3.21 0.984 2.226 552.938 
1.75 3.207 0.986 2.221 551.696 
2.59 4.56 0.984 3.576 888.278 
2.62 4.57 0.984 3.586 890.762 
2.62 4.57 0.985 3.585 890.514 
2.62 4.58 0.985 3.595 892.998 
4.84 5.44 0.984 4.456 1106.870 
4.84 5.43 0.985 4.445 1104.138 
4.84 5.45 0.986 4.464 1108.858 
4.84 5.45 0.984 4.466 1109.354 
4.85 5.45 0.985 4.465 1109.106 
4.84 5.45 0.986 4.464 1108.858 
7.47 5.72 0.987 4.733 1175.677 
7.5 5.72 0.986 4.734 1175.926 
7.53 5.73 0.983 4.747 1179.155 
7.53 5.72 0.986 4.734 1175.926 
7.56 5.72 0.985 4.735 1176.174 
7.57 5.72 0.986 4.734 1175.926 
7.59 5.72 0.984 4:736 1176.422 
1.85 3.461 0.984 2.477 615.287 
1.87 3.53 0.987 2.543 631.681 
1.91 3.565 0.987 2.578 640.375 
1.91 3.585 0.987 2.598 645.343 
14.63 5.89 0.987 4.903 1217.905 
14.68 5.91 0.985 4.925 1223.370 
14.56 5.92 0.987 4.933 1225.357 
14.75 5.92 0.986 4.934 1225.606 
14.72 5.93 0.983 4.947 1228.835 
11.94 5.88 0.987 4.893 1215.421 
12.03 5.87 0.986 4.884 1213.186 
12.16 5.88 0.985 4.895 1215.918 
12.16 5.89 0.986 4.904 1218.154 
1.31 1.658 0.984 0.674 167.L1-22 
1.34 1.662 0.986 0.676 167.918 
1.35 1.667 0.986 0.681 169.160 
1.34 1.678 0.984 0.694 172.390 
1.34 1.677 0.984 0.693 172.141 
3.54 5.11 0.984 4.126 1024.898 
3.5 5.1 0.985 4.115 1022.166 
3.47 5.09 0.984 4.106 1019.930 
3.53 5.11 0.984 4.126 1024.898 
6.16 5.61 0.982 4.628 1149.595 
6.25 5.64 0.984 4.656 1156.550 
6.31 5.64 0.985 4.655 1156.302 
6.38 5.62 0.982 4.638 1152.079 
6.38 5.63 0.984 4.646 1154.066 
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Figure J-2. Calibrations curves. The curve labeled "Justin" is the 1999 calibration; the curve 
labeled "sample" is the 2002 calibration curve. 
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Table J-3. Constants used to calculate permeability 
Old Constants 
Calculated 
Constants Constants 
Permeameter tube 
L 2.4 As L (em2) 4.523893 
S 1.17 As S (em2) 1.075132 
Permeameter aparatus 
beta [dyn/(em2/s2)] 1131.1 A [em2] 10.00982 
gamma [dyn/(em/s)] 2805.1 mg/A 12570.77 
alpha [dyr] 13.61 beta*V2/A3 9754.117 
b [dyne] 0 gamma*V/A2 2603.626 
m [g] 128.3 alpha *V 1265.73 
d [em] 3.57 2mu*V/As 0.007458 
V [em3] 93 As 4.523893 
9 [em/s2] 980.757 for 50 latitude and 1 km elevation 
New Constants 
Calculated 
Constants Constants 
Permeameter tube 
L 2.4 As L (em2) 4.523893 
S 1.17 As S (em2) 1.075132 
Permeameter aparatus 
beta [dyn/(em2/s2)] 1417.8 A [em2] 10.00982 
gamma [dyn/(em/s)] 0 mg/A 12570.77 
alpha [dyr] 50 beta*V2/A3 12226.49 
b [dyne] 0 gamma*V/A2 0 
m [g] 128.3 alpha *V 4650 
d [em] 3.57 2mu*V/As 0.007458 
V [em3] 93 As 4.523893 
9 [em/s2] 980.757 for 50 latitude and 1 km elevation 
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Figure J-3. Graph producing beta (slope) and gamma (intercept). 
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Table J-S. Comparison of permeability values from old and new calibration curves 
fall time (s) new k (cm2) Justin's k (cm2) % difference 
7 9.71 E-07 9.58E-07 1.40 
8 8.40E-07 8.30E-07 1.16 
9 7.40E-07 7.32E-07 0.99 
10 6.61 E-07 6.56E-07 0.86 
11 5.98E-07 5.93E-07 0.76 
12 5.46E-07 5.42E-07 0.68 
13 5.02E-07 4.99E-07 0.62 
14 4.65E-07 4.62E-07 0.56 
15 4.33E-07 4.30E-07 0.52 
16 4.05E-07 4.03E-07 0.48 
17 3.80E-07 3.79E-07 0.45 
18 3.59E-07 3.57E-07 0.42 
19 3.39E-07 3.38E-07 0.39 
20 3.22E-07 3.21 E-07 0.37 
21 3.06E-07 3.05E-07 0.35 
22 2.92E-07 2.91 E-07 0.33 
23 2.79E-07 2.78E-07 0.31 
24 2.67E-07 2.66E-07 0.30 
25 2.56E-07 2.56E-07 0.29 
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APPENDIXK 
DEPENDENCE OF ERROR ON MASS FRACTION SORBED 
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Replicate samples showing dependence of relative error on mass fraction ofPCE sorbed. High 
sorbing samples show lower relative error and higher reproducibility of measured Kc!. Sample 
designations are the last coordinate of the core number followed by the sample number. 
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Relative error on three cores. Core 10,9 represents an average relative error curve; core 10,5 has 
the highest relative error of all cores (0.68). Core 10,12 has no samples that sorb less than 20% 
ofthe PCE in the ampoule, resulting in a much lower maximum relative error of 0.26. 
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APPENDIXL 
CALCULATION OF THE RELATIVE ERROR ON H+ X 
>-' 
~ 
\.D 
2 22 2 2 22222 
2 _ SMa + SCwMa + SH+XMa + SVaMa + SCwMw + SCw CKd--- --
M; C~M; MHH+XY M;V~ M;C~ C~ 
Cw Kd, 
(ug/L) Mw(ug) Va (L) Ca (ug/L) Ma (ug) Ms (ug) (mllg) EvaA2 SmaA2 SmwA2 
mise 510.254 2.057 1.029E-03 311.255 0.320 1.023 0.286 1.06E-02 1.09E-03 2.22E-04 
490.200 1.971 1.029E-03 299.022 0.308 1.121 0.325 1.06E-02 1.01 E-03 2.04E-04 
507.638 2.048 1.025E-03 309.659 0.318 1.035 0.290 1.07E-02 1.08E-03 2.20E-04 
490.803 1.975 1.029E-03 299.390 0.308 1.117 0.323 1.06E-02 1.01E-03 2.05E-04 
538.608 2.168 1.036E-03 328.551 0.340 0.892 0.236 1.05E-02 1.22E-03 2.47E-04 
448.675 1.812 1.028E-03 273.692 0.281 1.307 0.416 1.06E-02 8.46E-04 1.73E-04 
10,10 458.187 1.842 1.027E-03 279.494 0.287 1.261 0.390 1.07E-02 9.02E-04 1mE-03 
454.414 1.835 1.016E-03 277.192 0.282 1.273 0.398 1.09E-02 8.87E-04 1.01 E-03 
484.551 1.953 1.029E-03 295.576 0.304 1.132 0.333 1.06E-02 1.01 E-03 1.14E-03 
474.768 1.912 1.032E-03 289.609 0.299 1.179 1.06E-02 9.69E-04 1.09E-03 
485.364 1.956 1.006E-03 296.072 0.298 1.136 0.330 1.11E-02 1.01 E-03 1.14E-03 
571.230 2.308 1.012E-03 348.450 0.353 0.730 1.10E-02 1.40E-03 1.59E-03 
10,12 524.264 2.101 1.046E-03 319.801 0.335 0.955 0.259 1.03E-02 1.16E-03 2.36E-04 
466.190 1.872 1.046E-03 284.376 0.297 1.220 0.373 1.03E-02 9.13E-04 1.87E-04 
484.226 1.962 1.113E-03 295.378 0.329 1.100 0.337 9.07E-03 9.86E-04 2.05E-04 
504.728 2.037 1.014E-03 307.884 0.312 1.041 0.293 1.09E-02 1.07E-03 2.21E-04 
516.630 2.042 1.107E-03 315.144 0.349 0.999 0.275 9.16E-03 1.12E-03 2.23E-04 
529.037 2.134 1.006E-03 322.713 0.324 0.931 0.249 1.11E-02 1.18E-03 2.43E-04 
10,14 527.926 2.128 1.031E-03 322.035 0.332 0.930 0.251 1.06E-02 1.17E-03 3.19E-04 
488.102 1.968 1.040E-03 297.742 0.310 1.112 0.326 1.04E-02 1.00E-03 2.73E-04 
514.080 2.073 1.033E-03 313.589 0.324 0.993 0.276 1.05E-02 1.11E-03 3.03E-04 
448.001 1.811 1.024E-03 273.281 0.280 1.300 0.414 1.07E-02 8.45E-04 2.31 E-04 
502.775 2.023 1.037E-03 306.693 0.318 1.049 0.297 1.04E-02 1.06E-03 2.88E-04 
470.327 1.872 1.004E-03 286.900 0.288 1.230 0.362 1.11E-02 9.31E-04 2.47E-04 
Ave 495.457 1.994 1.033E-03 302.229 0.312 1.086 0.320 1.05E-02 1.04E-03 4.68E-04 
Bold values substituted into the above equation to calculate relative error on H+ X. 
core ECWA2 SmoA2 
misc 5.25E-05 8.92E-04 
10,14 7.05E-05 5.67E-04 
10,12 5.34E-05 2.42E-04 
10,10 2.99E-04 5.14E-04 
Ave 1.19E-04 5.54E-04 
I 
I 
I 
APPENDIXM 
SELECTED SORBTION DATA 
~. 
f-' 
l.~ 
f-' 
I I 
I cortd I 
Mo I Cw I depth' Mw I Ca Ma 
core I (tt) sample (ug) (ug/L) % (ug/L) % 
5 5.14 5.20 , 3.48 576.59 66.0 351.72 10.9 
5 5.39 5.45 3.48 590.46 66.31 360.18 12.0 
5 , 5.59 ' 5.65 3.48 668.31 77.0 407.67 12.4 
5 5.74 5.80 3.48 529.80 60.7 323.18 10.1 
5 5.89 5.95 3.48 538.45 62.0 328.45 10.0 
5 I, 6.14 6.20 3.48 346.84 39.8 211.57 6.5 
5 I 6.79 6.85 3.48 457.04 52.0 278.79 8.8 
5 i 6.99 7.05 3.48 613.65 70.1 374.32 11.9 
5 7.14 I 7.20 ,:3.48 611.80 69.8 373.20 11.8 
5 7.29 7.35 3.48 538.98 I 61.9 328.78 10.1 
5 7.59 7.65 3.48 635.20 72.5 387.47 12.1 
5 7.79 7.85 3.48 475.79 54.9 290.23 8.8 
5 i 7.99 8.05 3.48 545.47 62.5 332.73 10.4 
5 8.19 i 8.25 3.48! 505.98 57.8 308.65 9.6 
5 8.39 8.45 3.48 487.25 55.8 297.22 9.4 
5 I 8.55 ' 8.61 3.48 341.62 39.2 208.39 6.5 
5 8.76 8.82 3.48 413.12 47.8 252.00 7.6 
5 8.96 9.02 ' 3.48' 596.49 68.8 363.86 11.1 
5 9.19 i 9.25 3.48 567.81 ' 65.5 346.36 10.6 
5 J 9.39 9.45 3.48 491.87 56.4 300.04 9.3 
5 , 9.56 i 9.62 3.48 i 539.09 61.7 328.85 10.3 
5 9.74 9.80 3.48 561.01 64.4 342.21 ' 10.7 
6 I 5.21 ' 5.35 ,3.40 435.39 51.5 265.59 8.2 
6 5.41 5.55 3.51 574.27 65.6 350.31 10.5 
6 5.66 ' 5.8 I 3.51 I 618.32 69.4 377.18 11.5 
6 5.86 6 3.51 490.32 I 56.1 299.09 8.9 
6 5.99 6.13 3.51 i 556.39 63.3 339.40 , 10.4 
6 J 6.20 6.34 3.51 438.91 50.4 267.73 7.8 
6 6.41 ' 6.55 3.40 i 472.16 55.9 288.01 8.8 
6 6.60 6.74 3.51 536.86 61.6 327.48 9.8 
6 i 6.81 i 6.95 I 3.51 i 498.64 56.8 304.17 9.2 
6 6.99 7.13 3.51 629.00 71.9 383.69 11.4 
6 I 7.17 ! 7.31 I 3.51 ' 430.07 49.4 262.34 7.8 
6 7.41 7.55 3.51 617.81 70.5 , 376.87 11.2 
6 7.64 7.78 3.51 I 526.94 60.0 321.43 9.8 
~ ... 7Jl4 1_7.98_1 3.~ I 480.04 _.52.01292.83 I 1 0.6 
EhA2 = 0.3205 
Cs(ug 
I Kd, I I PCE/g 
EkdA21 Ekd EcwA 2 I SmoA 2 solid) Ms % (mllg) EvaA 2 SmaA 2 SmwA 2 
0.114 23.1 0.20 0.0096 0.0476 0.0004 0.0750 0.2739 6.872E-05 1.805E-04 
0.108 21.7 0.18 0.0084 0.0573 0.0004 0.1016 0.3187 6.872E-05 1.805E-04 
0.052 10.6 0.08 0.0100 0.0615 0.0005 0.4624 0.6800 6.872E-05 1.805E-04 
0.145 29.2 0.27 0.0095 0.0407 0.0003 0.0400 0.2000 6.872E-05 1.805E-04 
0.139 28.0 0.26 0.0101 0.0398 0.0003 0.0426 I 0.2065 6.872E-05 1.805E-04 
0.266 53.6 0.77 0.0097 0.0171 0.0001 0.0051 0.0713 6.872E-05 1.805E-04 
0.194 39.1 0.42 0.0093 0.0310 0.0002 0.0171 0.1306 6.872E-05 I 1.805E-04 
0.090 18.0 0.15 0.0092 0.0564 0.0004 0.1459 0.3819 6.872E-05 1.805E-04 
0.091 18.5 0.15 0.0094 0.0550 0.0004 0.1350 0.3674 6.872E-05 ' 1.805E-04 
0.139 28.0 0.26 0.0099 0.0404 0.0003 0.0431 0.2077 6.872E-05 1.805E-04 
0.076 15.3 0.12 0.0095 0.0588 0.0004 0.2100 0.4582 6.872E-05 1.805E-04 
0.180 36.3 0.38 0.0101 0.0310 0.0003 0.0198 0.1408 I 6.872E-05 1.805E-04 
0.135 27.1 0.25 0.0095 0.0433 0.0003 0.0496 0.2227 6.872E-05 1.805E-04 
0.161 32.5 0.32 0.0095 0.0371 0.0003 0.0295 0.1717 6.872E-05 1.805E-04 
0.173 34.9 0.36 0.0094 0.0350 0.0003 0.0242 0.1557 6.872E-05 1.805E-04 
0.270 54.3 0.79 0.0094 0.0171 0.0001 0.0050 0.0704 6.872E-05 1.805E-04 
0.222 44.6 0.54 0.0102 0.0231 0.0002 0.0098 0.0991 6.872E-05 1.805E-04 
0.100 20.1 0.17 0.0100 0.0491 0.0004 0.1022 0.3197 6.872E-05 1.805E-04 
0.119 23.9 0.21 0.0099 0.0448 0.0004 0.0657 0.2564 i 6.872E-05 1.805E-04 
0.170 34.3 0.35 0.0098 0.0342 0.0003 0.0244 0.1562 6.872E-05 1.805E-04 
0.139 28.0 0.26 0.0095 0.0422 0.0003 0.0451 0.2123 6.872E-05 1.805E-04 
0.124 25.0 0.22 0.0096 0.0455 0.0003 0.0611 0.2473 6.872E-05 1.805E-04 
0.196 40.3 0.45 0.0101 0.0260 0.0002 0.0145 0.1204 5.254E-05 8.916E-04 
0.119 23.9' 0.21 0.0102 0.0446 0.0002 0.0641 0.2532 ! 4.073E-05 1.394E-04 
0.093 19.1 0.15 0.0098 0.0538 0.0002 0.1206 0.3473 4.073E-05 1.394E-04 
0.175 35.0 0.36 0.0103 0.0323 0.0002 0.0216 0.1471 I 4.073E-05 1.394E-04 
0.132 26.3 0.24 0.0097 0.0441 0.0002 0.0522' 0.2285 4.073E-05 1.394E-04 
0.208 41.7 0.47 0.0106 0.0251 0.0001 0.0119 0.1090 4.073E-05 I 1.394E-04 
0.171 I 35.3 0.36 0.0104 0.0297 0.0002 0.0215 0.1465 5.254E-05 8.916E-04 
0.144 28.6 0.27 0.0102 0.0393 i 0.0002 0.0394 , 0.1984 ' 4.073E-05 1.394E-04 
' 0.169 34.0 0.34 0.0101 0.0342 0.0002 0.0242 0.1557 4.073E-05 1.394E-04 
0.083 16.7 0.13 ' 0.0104 0.0525 0.0003 0.1534 0.3916 4.073E-05 1.394E-04 
0.214 42.9 0.50 0.0104 0.0246 0.0001 0.0111 0.1051 4.073E-05 1.394E-04 
0.091 18.3 0.15 0.0103 0.0513 0.0002 0.1257 0.3545 4.073E-05 1.394E-04 
0.151 30.3, 0.29 0.0099 0.0388 0.0002 0.0348 0.1865 4.073E-05 1.394E-04 
0.187 ~.5 0.39 I 0.0070 0.0451 0.0001 0.0263 0.1622 4.073E-05 I 1.394E-04 
I-' 
U1 
N 
I cortd i ! Cs (ug I 
depth I Mo Cw Mw Ca Ma I PCE/g I Kd, 
core! (ft) sample I (ug) (ug/L) % (ug/L) % I solid) Ms % (mllg) EvaA 2 
6 8.06 I 8.2 I 3.51 I 458.85 I 52.2 279.90 8.6 I 0.196 39.2 I 0.43 0.0097 
6 ' 8.28 8.42 3.51 431.54 49.5 263.24' 7.7 0.213 I 42.8 0.49 0.0107 
6 8.41 I 8.55 I 3.40, 388.32 45.9 236.88 7.2 0.227 46.9 0.58 0.0105 
6 8.61 8.75 3.51 164.18 18.9 100.15 3.0 0.391 78.2 2.38 0.0105 
6 I 8.81 I 8.95 3.51 472.27 53.9 288.08 8.6 0.186 37.5 0.39 0.0103 
6 9.01 9.15 ' 3.51 466.07 53.2 284.30' 8.5 0.191 38.3 0.41 0.0102 
6 9.21 9.35 ,3.51 552.95 63.1 337.30 10.1 0.133 26.8 0.24 0.0101 
6 9.41 9.55 3.40 I 507.42 60.1 309.53 9.4 0.148 30.5 0.29 0.0105 
6 9.61 9.75 3.51 510.64 58.1 311.49 9.5 0.162 32.4 0.32 0.0098 
6 i 9.83 9.97 3.51 535.43 '60.8 326.61 9.9 0.146 29.3 0.27 0.0099 
7 5.15 5.17 3.51 560.71 63.6 342.03 10.5 0.129 25.9 . 0.23 0.0098 
7 , 5.35 i 5.37 3.51 . 453.52 51.7 276.65 8.3 0.199 40.0 0.44 '0.0102 
7 5.55 5.57 3.51 449.68 i 51.3 274.31 8.4 0.202 40.3 0.45 0.0098 
7 5.75 5.77 i 3.51 491.21 55.6 299.64 9.3 0.175 35.1, 0.36 0.0095 
7 5.95 : 5.97 . 3.51 I 475.03 54.1 289.77 8.8 0.185 37.1 0.39 0.0099 
7 6.15 6.17 3.51 529.59 60.6 323.05 9.8 0.149 29.6 0.28 0.0100 
7 6.35 1_ 6.37*1 3.51 459.58 52.4 280.35 8.5 0.196 39.1 0.43 0.0100 
7 6.55 , 6.57 3.51 550.03 62.5 335.52 10.3 0.136 27.2 0.25 0.0097 
7 6.75 6.77 13.51 490.90 55.9 299.45 9.2 0.175 34.9 0.36 '0.0097 
7 6.95 I 6.97 ,3.51 573.52 58.3 349.84 15.0 0.134 26.7 0.23 0.0050 
7 i 7.15 7.17 ' 3.51 447.74 50.6 273.12 8.5 0.204 40.9 0.46 0.0094 
7 7.35 7.37 3.51 601.18 68.1 366.72 11.2 0.103 20.7 0.17 0.0098 
7 7.55 7.57 3.51 607.77 68.9 370.74 . 11.5 0.098 19.5 0.16 0.0094 
7 I 7.75 7.77 3.51 554.61 I 63.7 338.31 9.9 0.132 26.3 0.24 0.0106 
7 7.95 7.97 3.51 584.36 66.3 , 356.46 11.0 0.113 22.7 0.19 0.0096 
7 ! 8.15 8.17 3.51 ' 568.57 65.4 346.83 10.2 0.122 24.4 0.21 0.0105 
7 8.35 , 8.37 3.51 529.06 60.9 322.73 9.4 0.148 29.8 0.28 0.0108 
7 ! 8.55 8.57 3.51 570.04 64.8 347.72 10.7 0.123 24.5 0.22 0.0097 
7 8.75 I 8.77 3.51 549.05 62.1 334.92 10.5 0.137 27.4 0.25 0.0093 
7 8.95 8.97 ' 3.51 522.47 58.7 318.71 10.2 0.156 31.2 0.30 0.0090 
7 ! 9.15 I 9.17 3.51 398.06 45.2 242.82 7.5 0.237 47.3 0.60 0.0095 
7 9.35 9.37 3.51 553.56 63.6 337.67 10.0 0.132 26.5 0.24 0.0104 
7 i 9.55 9.57 3.51 I 491.21 56.4 299.64 6.9 I 0.169 36.7 0.34 0.0173 
7 9.75 9.77 3.51 509.57 57.7 310.84 9.7 0.163 32.6 0.32 0.0094 
7 9.95 , 9.97 3.51! 529.60 60.0 323.06 10.0, 0.150 30.1 0.28 0.0096 
8 I 5.42 5.55 3.40 496.17 58.3 302.66 9.5 0.156 32.2 0.32 0.0098 
- - - - -
.... 
-
EhA2 = 0.3205 
SmaA2 SmwA 2 EkdA 2 Ekd EcwA2 SmoA 2 
0.0299 0.0001 0.0160 0.1265 4.073E-05 . 1.394E-04 
0.0242 0.0001 0.0109 0.1044 4.073E-05 I 1.394E-04 
0.0198 0.0001 0.0083 0.0909 5.254E-05 8.916E-04 
0.0035 0.0000 0.0005 0.0231 4.073E-05 1.394E-04 
0.0299 0.0001 0.0175 0.1322 4.073E-05 1.394E-04 
0.0294 0.0001 0.0165 0.1283 4.073E-05 1.394E-04 
0.0417 0.0002 0.0477 I 0.2185 4.073E-05 ' 1.394E-04 
0.0340 0.0002 0.0326 0.1807 5.254E-05 8.916E-04 
0.0367 0.0002 0.0287 0.1695 4.073E-05 1.394E-04 
0.0400 0.0002 0.0383 0.1958 4.073E-05 1.394E-04 
0.0444 0.0005 0.0554 0.2353 1.011 E-04 7.722E-04 
0.0278 0.0003 0.0148 0.1215 1.011 E-04 7.722E-04 
0.0286 . 0.0003 0.0149 0.1222 1.011 E-04 7.722E-04 
0.0350 0.0004 0.0239 0.1546 1.011E-04 I 7.722E-04 
0.0315 0.0004 0.0194 0.1393 1.011E-04! 7.722E-04 
0.0389 0.0005 0.0373 0.1930 1.011 E-04 7.722E-04 
0.0293 0.0003 0.0163 0.1276 1.011E-04 I 7.722E-04 
0.0430 0.0005 0.0488 0.2210 1.011E-04 7.722E-04 
0.0342 0.0004 0.0237 0.1541 1.011E-04' 7.722E-04 
0.0896 0.0004 0.1036 0.3218 I 1.011 E-04 7.722E-04 
0.0295 0.0003 0.0149 0.1223 1.011E-04 7.722E-04 
0.0509 0.0006 0.0991 0.3148 1.011 E-04 7.722E-04 
0.0540 0.0006 ' 0.1181 0.3437 1.011 E-04 7.722E-04 
0.0402 0.0005 0.0487 I 0.2207 1.011E-04 7.722E-04 
0.0492 0.0005 0.0799 0.2826 1.011E-04 7.722E-04 
0.0424 0.0005 0.0600 0.2449 1.011E-04 7.722E-04 
0.0359 0.0005 0.0342 0.1849 1.011 E-04 7.722E-04 
0.0462 0.0005 0.0644 ' 0.2538 1.011 E-04 7.722E-04 
0.0446 0.0005 0.0498 0.2232 1.011E-04 7.722E-04 
0.0419 0.0004 0.0361 0.1900, 1.011 E-04 7.722E-04 
0.0230 0.0003 0.0088 , 0.0939 1.011 E-04 7.722E-04 
0.0406 0.0005 0.0487 0.2207 1.011 E-04 7.722E-04 
0.0197 0.0004 ,0.0127 0.1126 1.011 E-04 7.722E-04 
0.0380 0.0004 0.0301 0.1734 1.011 E-04 7.722E-04 
0.0404 0.0004 0.0376 I 0.1939 1.011E-041 7.722E-04 
0.0347 0.0004 0.0303 0.1740 1.103E-04 I 9.622E-04 
f-' 
In 
W 
I 
cortd I ! Cs(ug 
depth! I Mo , Cw Mw Ca Ma PCE/g 
core (tt) sample (ug) (ug/L) % (ug/L) % solid) Ms% 
8 I 5.62 5.75 3.40 402.10 46.5 I 245.28' 8.1 0.220 145.4 
8 5.82 5.95 3.40 364.49 42.9 222.34 7.0 0.244 50.1 
8 6.02 i 6.15 3.40 400.67 47.2 244.41 7.5 0.219 45.3 
8 I 6.22 6.35 i 3.40! 163.80 19.3 99.92 3.1 0.375 77.6 
8 ! 6.44 6.57 3.40 578.59 67.8 352.94 11.2 0.102 21.0 
8 6.64 6.77 3.40 431.89 50.7 263.45 8.2 0.198 41.1 
8 6.84 6.97 3.40 564.99 . 67.4 344.64 10.4 0.109 22.3 
8 7.04 7.17 3.40 520.88 61.4 317.73 9.9 0.139 28.7 
8 ! 7.24 7.37 3.40 361.77 42.9 220.68 6.6 0.243 50.5 
8 i 7.44 7.57 3.40 591.38 69.7 I 360.74 11.3 0.093 19.1 
8 7.64 7.77 3.40 643.88 76.1 392.77 11.9 0.058 12.0 
8 7.84 ' 7.97 3.40' 575.16 67.3 350.85 11.1 0.104 21.6 
8 8.04 8.17 3.40 500.98 58.9 305.60 I 9.5 0.153 ,31.6 
8 8.24 8.37 3.40 552.73 65.8 337.16 10.1 0.117 24.1 
8 8.44 I 8.57 ,3.40, 441.74 51.6 269.46 8.7 0.193 39.7 
8 I 8.64 i 8.77 3.40! 444.63 52.0 271.22 8.7 0.191 39.4 
8 8.84 8.97 3.40 539.02 63.0 328.80 10.7 0.129 26.3 
8 9.04 , 9.17 3.40 454.44 53.4 i 277.21 8.6 0.183 38.0 
8 9.24 I 9.37 3.40 I 492.50 58.5 300.42 8.9 0.157 32.6 
8 9.44 9.57 3.40 418.69 48.3 255.40 8.4 0.209 43.3 
8 9.64 9.77 3.40 533.25 62.9 325.29 10.1 0.131 27.0 
8 9.84 9.97 3.40 516.76 .61.2 I 315.22 9.6 0.142 . 29.2 
9 4.97 I 5.22 2.45 I 444.66 I 72.8 271.25 11.8 0.054 15.4 
9 , 5.17 5.42 2.45 411.72 67.0 251.15 11.0 0.076 22.0 
9 5.37 5.62 2.45 412.57 67.9 251.67 10.6 I 0.075 21.5 
9 5.57 5.82 2.45 352.25 57.6 214.87 9.3 0.115 33.1 
9 5.57 ! 5.82** 2.45 359.57 I 59.0 I 219.34 9.4 0.110 31.7 
9 i 5.77 ! 6.02 I 2.45 I 275.35 45.0 167.96 7.3 0.166 47.7 
9 1 5.97 6.22 2.45 283.07 46.5 172.67 7.3 1 0.161 46.2 
9 6.17 6.42 2.45 125.41 20.5 76.50 , 3.3 0.265 76.2 
9 6.37 6.62 2.45 108.95 17.7 66.46 i 2.9 0.276 79.3 
9 6.57 6.82 2.45 186.87 30.4,113.99 5.0 0.225 64.5 
9 6.57 I 6.82** I 2.45 I 186.58 30.7 113.82 4.8 0.225 64.5 
9 6.77 ! 7.02 12.45 342.44 56.4 208.89 8.9 0.121 34.7 
9 I 6.97 7.22 2.45 384.07 62.8 234.28 10.2 0.094 27.0 
9 7.17 7.42 2.45 329.92 53.9 201.251 8.7 0.130 37.3 
Eh"2 = 0.3205 
Kd, 
(ml/g) Eva"2 Sma"2 Smw"2 Ekd"2 Ekd Ecw"2 Smo"2 
0.55 . 0.0088 0.0253 I 0.0003 0.0112 0.1061 I 1.103E-04 I 9.622E-04 
0.67 0.0099 0.0185 0.0002 0.0069 0.0829 1.103E-04 9.622E-04 
0.55 0.0103 0.0216 0.0003 0.0097 0.0987 1.103E-04 9.622E-04 
2.29 0.0104 0.0036 0.0000 0.0008 0.0277 1 1.103E-04 9.622E-04 
0.18 0.0097 0.0479 0.0006 0.0971 0.3116 1.103E-04 ! 9.622E-04 
0.46 0.0101 0.0256 0.0003 0.0139 0.1178 1.103E-04 9.622E-04 
0.19 0.0108 0.0411 0.0006 0.0743 0.2725 1.103E-04 9.622E-04 
0.27 0.0101 0.0372 0.0005 0.0407 0.2017 1.103E-04 9.622E-04 
0.67 0.0110 0.0165 0.0002 1 0.0061 I 0.0782 1.103E-04 I 9.622E-04 
0.16 0.0100 0.0486 0.0006 0.1195 0.3457 1.103E-04 9.622E-04 
0.09 0.0106 0.0543 0.0007 0.3346 0.5785 1.103E-04 9.622E-04 
0.18 0.0098 0.0467 0.0006 0.0893 0.2988 1.103E-04 ! 9.622E-04 
0.31 0.0100 0.0347 0.0004 0.0314 0.1772 1.103E-04 9.622E-04 
0.21 0.0108 0.0391 0.0006 0.0603 0.2456 1.103E-04 9.622E-04 
0.44 0.0093 0.0289 0.0003 0.0167 0.1291 ! 1.103E-04 9.622E-04 
0.43 0.0095 0.0288 I 0.0003 0.0169 0.1300 1.103E-04 1 9.622E-04 
0.24 0.0092 0.0435 0.0005 0.0562 . 0.2371 1.103E-04 I 9.622E-04 
0.40 0.0102 0.0280 0.0004 0.0177 0.1330 1.103E-04 9.622E-04 
0.32 I 0.0110 0.0306 0.0004 0.0261 0.1615 1.103E-04 9.622E-04 
0.50 0.0089 0.0272 0.0003 0.0132 0.1150 1.103E-04 I 9.622E-04 
0.25 0.0101 0.0389 0.0005 I 0.0479 0.2190 1.103E-04 I 9.622E-04 
0.27 0.0105 0.0353 0.0005 0.0375 0.1936 1.103E-04 9.622E-04 
0.12 0.0099 0.0276 0.0000 0.1963 0.4430 0.00 3.954E-04 
0.19 0.0098 0.0240 0.0000 0.0841 0.2900 0.00 , 3.954E-04 
0.18 0.0106 0.0223 0.0000 0.082310.2870 0.00 3.954E-04 
0.33 0.0100 I 0.0171 0.0000 0.0267 0.1635 0.00 3.954E-04 
0.31 i 0.0103 0.0174 0.0000 0.0297 0.1722 0.00 3.954E-04 
0.60 0.0100 0.0105 0.0000 0.0080 0.0893 0.00 3.954E-04 
0.57 0.0105 0.0106 0.0000 0.0086 0.0927 0.00 3.954E-04 
2.11 0.0100 0.0022 0.0000 0.0007 0.0272 0.00 3.954E-04 
2.53 0.0098 0.0017 0.0000 0.0006 0.0235 ! 0.00 3.954E-04 
1.20 0.0096 0.0050 i 0.0000 0.0022 0.0467 0.00 I 3.954E-04 
1.20 0.0104 0.0046 0.0000 0.0020 I 0.0449 0.00 3.954E-04 
0.35 0.0103 I 0.0157 0.0000 0.0224 0.1495 0.00 3.954E-04 
0.25 0.0099 0.0205 0.0000 0.0479 0.2190 I 0.00 3.954E-04 
0.39 1 0.0100 0.0151 0.0000 0.0186 0.1364 ! 0.00 3.954E-04· 
>-' 
\..Jl 
.p-. 
I I 
cortd ! Cs (ug I 
I depth Mo Cw Mw I Ca Ma PCE/g Kd, 
core (tt) sample (ug) (ug/L) % (ug/L) % solid) Ms % (ml/g) EvaA2 SmaA2 I SmwA2 
9 I 7.37 I 7.62 i 2.45 I 343.21 56.3 . 209.36 1 9.0 0.121 34.7 0.35 I 0.0102 0.0160 1 0.0000 
9 7.57 7.82 2.45 417.25 68.2 254.52 11.0 0.072 20.8 0.17 0.0101 0.0238 0.0000 
9 I 7.57 7.82** 2.45 387.03 ! 63.1 236.09 10.4 0.093 26.5 0.24 0.0097 0.0212 0.0000 
9 7.77 8.02 2.45 385.20 63.3 234.97 10.1 0.093 26.6 i 0.24 0.0101 0.0203 0.0000 
9 7.97 8.22 2.45, 365.32 59.4 . 222.85 9.9 0.107 30.7 0.29 0.0096 0.0192 0.0000 
9 8.17 8.42 2.45 348.75 57.0 212.74' 9.2 0.118 33.8 0.34 0.0101 0.0167 0.0000 
9 8.37 8.62 2.45 325.13 53.8 198.33 8.8 0.134 37.4 0.41 0.0094 0.0155 0.0000 
9 ' 8.57 8.82 i 2.45 306.33 50.2 186.86 8.1 0.146 41.7 0.48 0.0101 0.0129 0.0000 
9 8.77 I 9.02 2.45 348.64 56.7 212.67 9.3 0.118 34.0 0.34 0.0098 0.0172 0.0000 
9 9.17 9.42 2.45 289.78 47.3 176.77' 7.7 0.156 45.0 0.54 0.0100 0.0116 0.0000 
9 9.37 9.62 I 2.45, 307.28 50.2 187.44 8.0 0.145 41.7 0.47 0.0102 0.0128 0.0000 
9 1 9.57 9.82 3.40 473.15 55.8 288.621 8.8 0.171 35.3 0.36 0.0104 0.0297 0.0002 
10 5.00 i 5.35 I 3.39 I 571.02 67.5 348.32 10.8 0.105 21.7 0.18 0.0102 0.0443 0.0016 
10 i 5.10 I 5.45 13.39 545.38 65.0 332.68' 9.9 0.121 25.0 0.22 0.0110 0.0376 0.0015 
10 I 5.20 I 5.55 I 3.39 I 540.22 64.0 329.53 10.2, 0.125 25.8 0.23 0.0103 0.0392 0.0014 
10 5.30 5.65 3.39 501.67 59.5 ' 306.02 9.4 0.150 31.0 0.30 0.0103' 0.0338 0.0012 
10 5.40 5.75 3.39, 498.34 59.3 303.99 9.3 0.152 31.4 0.31 0.0105 0.0326 0.0012 
10 5.50 5.85 3.39 511.43 60.8 311.97 9.3 0.143 29.9 0.28 0.0110 0.0329 0.0013 
10 I 5.60 5.95 I 3.39' 543.25 64.6 331.38 10.1 0.122 25.3 0.23 0.0105 0.0389 0.0014 
10 5.70 6.05 3.39 521.30 61.6 317.99 9.8 0.138 28.5 0.26 0.0102 . 0.0368 0.0013 
10 , 5.80 6.15 3.39 i 388.40 46.2 236.93 7.2 0.225 46.6 0.58 0.0107 0.0196 0.0007 
10 5.90 6.25 3.39 272.42 32.4 166.17 5.0 0.301 62.6 1.11 0.0109 0.0095 0.0004 
10 , 6.00 6.35 3.39 255.22 29.6 155.68 5.1 0.313 65.3 1.23 0.0090 0.0100 0.0003 
10 6.12 6.47 3.39 114.61 ,13.2 69.91 2.4 0.410 84.4 3.57 0.0082 0.0022 0.0001 
10 I 6.22 6.57 3.39 96.87 11.6 59.09 1.7 0.417 86.7 4.30 0.0117 0.0011 0.0000 
10 6.30 6.65 3.39 76.66 9.3 46.76 1.3 0.429 89.4 5.60 0.0125 0.0007 0.0000 
10 I 6.60 6.95 3.39 440.17 52.3 268.50 8.2 0.191 39.5 0.43 0.0105 0.0255 0.0009 
10 6.70 7.05 3.39 491.14 58.1 299.60 9.2 0.157 32.8 0.32 0.0104 0.0321 0.0012 
10 6.78 I 7.13 3.39 I 522.86 62.1 318.94 9.6 0.136 28.3 0.26 0.0109 0.0348 0.0013 
10 6.88 7.23 3.39 514.54 61.0 313.87 9.7 0.142 29.3 0.28 0.0103 0.0354 0.0013 
10 6.98 I 7.33 3.39 398.00 i 47.6 242.78 7.2 0.218 45.2 0.55 0.0110 0.0199 0.0008 
10 7.08 7.43 3.39 311.54 37.0 190.04 5.8 0.276 57.2 0.89 0.0104 0.0129 0.0005 
10 I 7.20 7.55 3.39 487.49 57.9 297.37 9.2 0.160 32.9 0.33 0.0103 0.0320 0.0011 
10 1 7.30 7.65 3.39 489.32 58.0 298.49 9.1 0.158 ' 32.9 0.32 0.0105 0.0317 0.0012 
10 7.40 7.75 3.39 465.00 55.2 283.65 8.8 0.175 36.0 0.38 0.0102 0.0292 0.0010 
10 1 7.50 I 7.85 3.39 566.30 167.1 345.44 10.5 0.108 22.4 I 0.19 0.0106 0.0420 0.0015 
- - -
Ehl\2 = 0.3205 
I 
EkdA2 Ekd EcwA2 I SmoA2 
0.0227 0.15071 0.00 3.954E-04 
0.0931 0.3051 0.00 ! 3.954E-04 
0.0514 0.22661 0.00 3.954E-04 
0.0490 0.2215 0.00 3.954E-04 
0.0347 0.1863 0.00 i 3.954E-04 
0.0250 0.1581 0.00 3.954E-04 
0.0190 0.1377 0.00 3.954E-04 
0.0128 0.1130 0.00 3.954E-04 
, 0.0255 I 0.1596 0.00 ' 3.954E-04 
0.0099 0.0995 0.00 3.954E-04 
0.0127 0.1126 0.00 i 3.954E-04 
0.0214 0.1462 5.254E-05 8.916E-04 
0.0862 0.2936 2.985E-04 i 5.143E-04 
0.0552 0.2349 2.985E-04 I 5.143E-04 
0.0539 0.2322 I 2.985E-04 5.143E-04 
0.0324 0.1800 2.985E-04 I 5.143E-04 
0.0306 0.1749 2.985E-04 5.143E-04 
0.0340 0.1845 2.985E-04 5.143E-04 
0.0558 0.2363 2.985E-04 I 5.143E-04 
0.0416 0.2039 2.985E-04 5.143E-04 
0.0086 0.0929 2.985E-04 ! 5.143E-04 
0.0026 0.0509 I 2.985E-04 5.143E-04 
0.0025 , 0.0500 2.985E-04 5.143E-04 
0.0006 0.0253 2.985E-04 5.143E-04 
0.0005 0.0222 2.985E-04 ' 5.143E-04 
0.0004 0.0207 2.985E-04 5.143E-04 
0.0154 0.1239 2.985E-04 5.143E-04 
0.0277 0.1665 2.985E-04 5.143E-04 
0.0401 0.2002 2.985E-04 5.143E-04 
0.0380 0.1950 2.985E-04 5.143E-04 
0.0093 I 0.0966 2.985E-04 5.143E-04 
0.0040 0.0631 2.985E-04 5.143E-04 
0.0273 0.1652 2.985E-04 5.143E-04 
0.0272 0.1649 I 2.985E-04 5.143E-04 
0.0209 0.1447 2.985E-04 5.143E-04 
0.0767 0.2770 , 2.985E-04 5.143E-04 
• 
f-' 
\Jl 
\Jl 
! i 
I cortd 1 . 
I depth Mo Cw I Mw Ca 
core· (tt) sample (ug) (ug/L) % (ug/L) 
10 7.60 7.95 3.39 537.46 63.6 327.85 
10 7.70 8.05 3.39 531.18 62.8 324.02 
10 7.80 8.15 3.39 471.83 56.1 287.82 
10 7.90 1 8.25 3.39 432.40 51.31 263.77 
10 8.00 8.35 3.39 413.36 49.1 252.15 
10 8.10 8.45 3.39 413.17 49.0 i 252.03 
10 8.17 8.52 3.39 292.83 33.6 178.63 
10 i 8.30 8.65 3.39 430.56 50.8 262.64 
10 8.40 8.75 3.39 410.10 48.7 250.16 
10 ! 8.50 8.85 3.39 386.96 46.0 236.05 
10 ! 8.60 8.95 3.39 451.01 53.4 275.11 
10 8.72 9.07 13.39 489.11 58.2 298.36 
10 i 8.80 9.15 13.39 533.94 ,63.4 325.70 
10 8.90 I 9.25 . 3.39' 491.14 57.8 299.59 
10 9.00 9.35 3.39 499.67 59.3 304.80 
10 9.10 9.45 3.39 514.56 60.9 313.88 
10 9.20 9.55 3.39 476.76 56.5 290.82 
10 ' 9.30 9.65* 13.39 423.40 50.4 258.28 
10 9.40 9.75* 3.39 413.33 .49.0 252.13 
10 9.50 9.85* 3.39 505.59 59.9 308.41 
10 9.60 9.95* 13.39 529.95 63.4 323.27 
11 i 4.98 1 5.28 3.51 559.10 63.3 341.05 
11 5.08 5.38 3.35 612.54 ,73.0 373.65 
11 I 5.18 I 5.48 1 3.40 440.88 52.1 268.94 
11 5.28 I 5.58 3.35 580.93 69.6 354.36 
11 5.38 5.68 . 3.40 1 443.04 52.4 270.25 
11 5.48 1 5.78 3.351 560.65 66.9 342.00 
11 5.58 5.88 3.51 616.24 70.0 375.91 
11 5.68 1 5.98 3.35 527.12 62.9 321.54 
11 5.68 5.98** 3.35 552.15 66.7 336.81 
11 5.78 6.08 3.51 515.84 57.7 314.66 
11 5.88 6.18 3.35 467.45 55.91 285.14 
11 5.98 6.28 3.51 477.58 54.31 291.32 
11 6.08 6.38 3.35 446.83 53.9 272.57 
11 6.18 i 6.48 3.51 241.08 27.5 147.06 
11 I 6.28 ! 6.58 ,3.35 452.87 54.2 276.25 
I Cs (ug 
Ma PCE/g 
% i solid) 
10.11 0.127 
9.9 0.131 
8.7 0.170 
8.1 0.196 
7.6 0.208 
7.7 0.209 
6.2 0.292 
8.2 0.198 
7.7 0.211 
7.1 0.225 
8.5 0.184 
9.0 0.158 
10.0 0.129 
9.6 0.158 
9.3 0.151 
9.6 . 0.142 
8.9 0.167 
7.8 0.202 
7.8 0.209 
9.5 0.148 
9.6 0.131 
10.6 0.131 
12.0 0.072 
8.1 0.192 
11.2' 0.092 
8.3 0.191 
10.7 0.106 
11.6 0.093 
10.1 0.128 
10.3 0.110 
10.0 0.161 
9.1 0.168 
8.9 0.185 
8.3 0.180 
4.4 0.341 
8.7 0.177 
EhA2 = 0.3205 
! 
I I i I I Kd, 
EvaA21 SmaA 2 SmwA 2 EcwA 2 I Ms % (ml/g) EkdA 2 Ekd SmoA 2 26.3 0.24 0.0103 0.0387 0.0014 0.0514 0.2268 2.985E-04 5.143E-04· 27.3 0.25 0.0105 0.0371 0.0014 0.0457 0.2139 2.985E-04 5.143E-04 ' 35.1 0.36 0.0106 0.0290 0.0011 0.0218 0.1478 2.985E-04 5.143E-04 40.6 0.45 0.0105 0.0248 0.0009 0.0141 0.11871 2.985E-04 5.143E-04 43.3 0.50 0.0107 0.0221 0.0008 0.0112 0.10571 2.985E-04 5.143E-04 43.3 0.51 1 0.0105 0.0226 1 0.0008 0.0114 0.1068 2.985E-04 5.143E-04 60.2 1.00 0.0081 0.0146 0.0004 0.0040 0.0634 2.985E-04 5.143E-04 41.0 0.46 1 0.0101 0.0254 1 0.0009 0.0142 0.1191 2.985E-04 5.143E-04 43.6 0.51 0.0104 0.0223 0.0008 0.0111 0.1055, 2.985E-04 5.143E-04 46.9 0.58 0.0109 0.0191 0.0007 0.0083 ' 0.0913 2.985E-04 5.143E-04 38.1 0.41 0.0104 0.0272 0.0010 0.0175 0.1323 2.985E-04 I 5.143E-04 32.8 0.32 0.0108 0.0306 1 0.0012 0.0264 0.1625 2.985E-04 I 5.143E-04 26.6 0.24 0.0104 0.0379 0.0014 0.0493 0.2220 2.985E-04 5.143E-04 32.6 0.32 0.0096 0.0347 0.0011 10.030010.1731 2.985E-04 5.143E-04 31.4 0.30 0.0106 0.0327 0.0012 0.0307 0.1752 2.985E-04 5.143E-04 29.5 0.28 0.0104 0.0351 0.0013 10.0373 0.1930 2.985E-04 5.143E-04 34.6 0.35 0.0104 0.0302 0.0011 0.023410.1531 2.985E-04 5.143E-04 41.8 0.48 0.0106 0.0234 0.0009 0.012710.1127 2.985E-04 5.143E-04 43.3 0.51 0.0102 0.0231 0.0008 0.0117 0.1081 2.985E-04 5.143E-04 30.5 0.29 0.0102 0.0346 0.0012 1 0.0342 0.1849 2.985E-04 5.143E-04 27.0 0.25 0.0110 0.0353 0.0014 0.0448 0.2115 2.985E-04 5.143E-04 26.2 0.23 0.0095 0.0454 0.0002 0.0543 0.2330 4.305E-05 2.245E-04 15.0 0.12 0.0097 0.0537 0.0005 0.2172 0.4660 9.162E-05 1.711E-04 39.8 0.43 0.0106 0.0254 0.0002 0.014510.1205 5.254E-05 8.916E-04 19.2 0.16 0.0101 0.0463 0.0005 0.1134 0.3367 9.162E-05 1.711E-04 39.3 0.43 0.0104 0.0262 0.0002 0.0153 0.1237 5.254E-05 8.916E-04 22.3 0.19 0.0102 0.0427 0.0005 I 0.0775 0.2785 9.162E-05 1.711 E-04 18.5 0.15 0.0096 0.0546 0.0003 0.1310 0.3619 4.305E-05 2.245E-04 27.0 0.24 0.0101 0.0381 0.0004 0.0475 0.2180 9.162E-05 1.711E-04 23.0 0.20 0.0107 0.0394 0.0005 0.0675 0.2597 9.162E-05 1.711E-04 32.2 0.31 0.0089 0.0411 I 0.0002 0.032410.1800 4.305E-05 2.245E-04 35.0 0.36 0.0098 0.0308 0.0003 0.0229 0.1513 9.162E-05 1.711E-04 36.9 0.39 0.0098 0.0320 1 0.0002 0.0193 0.1391 4.305E-05 2.245E-04 37.8 0.40 0.0107 0.0258 0.0003 0.0165 . 0.1285 9.162E-05 1.711 E-04 68.1 1.42 0.0101 0.0080 0.0000 0.0015 0.0385 4.305E-05 . 2.245E-04 37.1 0.39 0.0101 0.0281 I 0.0003 0.0186 0.1363 , 9.162E-05 . 1.711 E-04 
I-' 
\Jl 
0\ 
),~ ~ ;:Iiiiiiiiiiiiiii ,-.-.... 
- - -
i i , ! I Ehl\2 = 0.3205 
! cortd I I Cs(ug 
Kd, I 
I, 
,I depth, ' Mo Cw Mw Ca Ma PCE/g 
EkdA21 Ekd core (tt) i sample' (ug) (ug/L) % (ug/L) % solid) ,Ms % (ml/g) EvaA2 SmaA2 SmwA2 
11 1 6.38 1 6.68 3.51 1 514.85 59A 314.06 9.0 1 0.158 31.6 0.31 0.0112 0.0329 1 0.0002 0.0271 0.1647 
11 1 6A8 6.78 3.35 595.04 71.3 362.98 . 11.3 0.083 17A 0.14 0.0103 0.0475 0.0005 0.1428 0.3778 
11 I 6.58 6.88 3.51 489.37 ' 55.5 298.51 9.0 0.177 35.5 0.36 0.0100 0.0331 0.0002 0.0215 0.1468 
11 6.68 6.98 3.35 516.55 62.0 315.10 9.7 0.134 28.3 0.26 0.0106 0.0350 0.0004 0.0396 0.1990 
11 6.68 I 6.98** 3.35 473.32 56.8 288.72 9.0 0.163 34.2 0.34 0.0104 0.0298 0.0003 0.0231 0.1521 
11 6.78 ! 7.08 3AO 459.17 54.3 , 280.09 8.6 0.180 37.1 0.39 0.0103 0.0282 0.0002 0.0185 I 0.1360 
11 6.88 7.18 3.35 595.54 70.9 363.28 11.8 0.083 17.3 0.14 0.0095 0.0513 0.0005 0.1546 0.3932 
11 6.98 7.28 3AO 430.35 51.2 262.51 7.8 0.198 41.1 OA6 0.0111 0.0232 0.0002 0.0125 10.1118 
11 I 7.08 7.38 3.35 357.91 42.8 218.33 6.9 0.240 50.3 0.67 0.0101 0.0175 0.0002 0.0064 0.0798 
11 7.18 7A8 ' 3.51 576.26 65.1 351.52 11.0 0.120 23.9 0.21 0.0092 0.0496 ' 0.0002 0.0713 i 0.2670 
11 7.28 7.58 3.35 585.27 70.3 357.01 11.3 0.089 18A 0.15 0.0099 0.0476 0.0005 0.1274 0.3570 
11 7A8 7.78 3.35 586.88 69.9 I 358.00 11.6 0.089 18.6 0.15 0.0096 0.0494 0.0005 0.1293 0.3596 
11 7.68 i 7.98 3.35 567.26 67.5 346.03 10.9 0.102 21.6 0.18 0.0101 0.0439 0.0005 0.0851 0.2917 
11 I 7.68 7.98** 1 3.35 557.00 66.5 339.77 10.7 0.108 22.8 0.19 0.0102 0.0421 0.0005 0.0733 0.2707 
11 7.88 I 8.18 3.35 593.95 70.8 362.31 11.5 0.084 17.8 0.14 I 0.0100 0.0487 0.0005 0.1399 0.3741 
11 8.08 8.38 13.35 526.88 62.9 I 321AO 10.2 0.128 26.8 0.24 0.0099 0.0388 0.0004 '0.0490 0.2213 
11 8.28 8.58 13.35 397.93 47.3 242.74 7.8 0.214 44.9 0.54 0.0096 0.0228 0.0002 0.0104 0.1018 
11 8A8 8.78 3.35 508.06 61.0 309.92 9.6 0.140 29.5, 0.28 0.0105 0.0340 0.0004 0.0356 0.1886 
11 I 8.58 8.88 3.51 539.60 61.6 329.15 9.8 0.143 28.6 0.26 0.0103 0.0392 0.0002 0.0394 0.1985 
11 'r 8.68 8.98 3.35 556.32 67.0 339.36' 10.5 0.108 22.5 0.19 0.0104 0.0413 0.0005 0.0741 0.2722 
11 I 8.78 I 9.08 3.51 453A3 51.6 276.59 8A 0.200 40.0 OA4 '0.0100 0.0285 0.0001 0.0147 0.1211 
11 i 8.88 9.18 3.35 523.58 62.9, 319.39 10.0 0.130 27.1 0.25 0.0102 0.0372 0.0004 0.0461 ' 0.2147 
11 8.98 9.28 3.51 , 481A3 54.7 293.67 9.1 0.183 36.2 0.38 0.0095 0.0335 0.0002 0.0210 0.1448 
11 9.08 9.38 3.35 580.15 69.7 353.89 11.1 0.092 19.1 0.16 0.0101 0.0460 0.0005 0.1137 0.3372 
11 9.18 9A8 3.51 533.24 60.6 325.27 9.9 0.148 29.6 0.28 0.0099 0.0397 0.0002 0.0372 0.1928 
11 9.28 9.58 3.35 615.02 73.8 , 375.16 11.8 0.069 14A 0.11 0.0101 0.0519 0.0006 0.2263 OA757 
11 9A8 9.78 3.35 585A7 70.3 357.13 11.2 0.089 18.5 0.15 0.0102 0.0463 0.0005 0.1220 0.3493 
11 I 9.58 9.88 3.51 505.62 57.6 308A3 9.3 0.166 33.1 0.33 0.0100 0.0353 0.0002 '0.0264 0.1625 
12 I 5.00 5.15 3.39 557.39 65.6 340.01 10.8,0.114 23.6 0.20 0.0098 0.0440 0.0003 0.0696 0.2638 
12 5.10 5.25 3.39 563A3 67.3 I 343.69 10.3 0.108 22A 0.19 0.0108 0.0407 0.0003 0.0718 I 0.2680 
12 5.20 5.35 3.39 554.05 65.5 337.97 10A 0.116 24.1 0.21 0.0104 0.0408 0.0003 0.0618 0.2487 
12 5.30 i 5A5 3.39 522.27 60.3 318.58 10.7 0.140 i 29.0 0.27 0.008T 0.0433 0.0002 0.0453 0.2129 
12 5AO 5.55 3.39 501.86 59.7 306.14 9.3 0.150 31.1 0.30 0.0106 0.0328 0.0002 0.0300 0.1733 
12 5.50 5.65 3.39 371.99 43.9 226.92 7.1 0.237 49.0 0.64 0.0099 0.0193 0.0001 0.0072 0.0847 
12 5.60 I 5.75 3.39 488.53 57.8 298.00 9.1 0.159 33.1 0.33 0.0105 0.0314 0.0002 0.0253 0.1591 
12 5.70 ! 5.85 3.39 I 267.75 31.8 163.33 4.9 0.303 63.3 1.13 0.0110 0.0091 I 0.0001 0.0021 0.0457 
- - - -
EcwA2 SmoA2 
4.305E-05 2.245E-04 
9.162E-05 ' 1.711 E-04 
4.305E-05 2.245E-04 
9.162E-05 1.711 E-04 
9.162E-05 1.711E-04 
5.254E-05 8.916E-04 
9.162E-05 1.711E-04 
5.254E-05 8.916E-04 
9.162E-05 1.711E-04 
4.305E-05 2.245E-04 
9.162E-05 1.711E-04 
9.162E-05' 1.711E-04 
9.162E-05 1.711E-04 
9.162E-05 1.711 E-04 
9.162E-05 1.711 E-04 
9.162E-05 1.711 E-04 
9.162E-05 1.711 E-04 
9.162E-05 1.711 E-04 
4.305E-05 i 2.245E-04 
9.162E-05 1.711 E-04 
4.305E-05 2.245E-04 
9.162E-05 1.711 E-04 
4.305E-05 2.245E-04 
: 
9.162E-05 1.711 E-04 
4.305E-05 2.245E-04 
9.162E-05 1.711E-04 
9.162E-05 1.711 E-04 
4.305E-05 2.245E-04 
5.339E-05 2A20E-04 
5.339E-05 2A20E-04 
5.339E-05 I 2A20E-04 
5.339E-05 2A20E-04 
5.339E-05 2A20E-04 , 
5.339E-05 2.420E-04 
5.339E-05 2.420E-04 
5.339E-05 I 2A20E-04_ 
....... 
V1 
-...J 
I 
cortd 
depth 
core (tt) 
12 I 5.90 
12 6.00 
12 6.10 
12 6.20 
12 6.32 
12 6.42 
12 6.52 
12 6.60 
12 6.70 
12 I 6.82 
12 i 6.92 
12 7.02 
12 7.12 
12 7.22 
12 1 7.32 
12 7.42 
12 7.52 
12 7.60 
12 7.70 
12 7.80 
12 7.90 
12 ! 8.00 
12 I 8.10 
12 , 8.20 
12 I 8.30 
12 i 8.40 
12 ! 8.50 
12 8.62 
12 8.67 
12 8.82 
12 i 8.87 I 
12 9.00 
12 9.10 
12 9.20 
12 9.30 
12 9.42 
sample 
6.05 
6.15 
6.25 
6.35 
6.47 
6.57 
6.67 
6.75 
6.85 
6.97 
7.07 
7.17 
7.27 
7.37 
7.47 
7.57 
7.67 
7.75 
7.85 
7.95 
8.05 
8.15 
8.25 
8.35 
8.45 
8.55 
8.65 
8.77 
8.82 
8.97* 
9.02 
9.15 
9.25 
9.35 
9.45 
9.57 
I EhA2 = 0.3205 
Cs(ug 
Mo Cw Mw Ca Ma PCE/g Kd, 
(ug) (ug/L) % I (ug/L) i % solid) Ms% (mllg) EvaA 2 SmaA 2 SmwA 2 EkdA 2 Ekd EcwA 2 SmoA 2 
3.39 538.97 63.8 328.77 10.3 0.126 25.9 0.23 0.0100 0.0403 0.0002 0.0530 0.2301 5.339E-05 2.420E-04 
3.39 489.71 58.1 298.72 9.2 0.158 32.7 0.32 0.0103 0.0321 0.0002 0.0265 0.1627 5.339E-05 2.420E-04 
3.39 I 549.28 65.0 335.06 . 10.2 0.119 24.8 0.22 0.0106 0.0394 0.0003 0.0565 0.2378 5.339E-05 2.420E-04 
3.391 473.84 56.3 289.04 8.7 0.168 35.0 0.36 0.0108 0.0289 0.0002 0.0209 0.1445 5.339E-05 2.420E-04 
3.40 I 464.83 55.0 283.55 8.6 0.176 36.4 0.38 0.0106 0.0282 0.0002 0.0191 0.1383 5.254E-05 8.916E-04 
I 3.391 316.45 37.4 193.03 6.1 0.275 56.5 0.87 0.0098 0.0142 0.0001 0.0040 0.0632 5.339E-05 2.420E-04 
13.39 i 482.10 57.6 294.08 8.9 0.163 33.5 0.34 0.0107 0.0301 .0.0002 0.0237 0.1540 5.339E-05 2.420E-04 
I 3.39! 551.90 64.6 336.66 I 10.7 0.119 24.7 0.21 0.0096 0.0437 0.0003 0.0633 0.2516 5.339E-05 2.420E-04 
3.39 513.84 61.1 313.44 9.5 0.142 29.4 0.28 0.01071 0.0341 0.0002 0.0348 0.1864 5.339E-05 2.420E-04 
3.39 356.66 42.5 217.56 6.4 0.245 51.0 0.69 0.0112 0.0158 0.0001 0.0054 0.0738 5.339E-05 2.420E-04 
3.39 487.71 57.9 297.50 9.1 0.160 33.0 0.33 0.0104 0.0316 0.0002 0.0256 0.1601 5.339E-05 2.420E-04 
3.39 544.78 64.7 332.31 10.3 0.122 25.0 0.22 0.0102 0.0403 0.0003 0.0568 0.2382 5.339E-05 2.420E-04 
3.39 515.93 61.4 314.71 9.4 0.140 29.2 0.27 0.0109 0.0337 0.0002 0.0350 0.1870 5.339E-05 2.420E-04 
. 3.391 514.25 60.8 313.69 9.5 1 0.142 29.7 0.28 0.0106 0.0344 0.0002 0.0346 0.1859 5.339E-05 2.420E-04 
3.39 518.85 61.6 316.50 9.7 0.139 28.6 0.27 0.01031 0.0361 0.0002 0.0388 0.1970 5.339E-05 2.420E-04 
3.39 436.70 52.2 266.39 8.0 0.193 39.8 0.44 0.0109 0.0243 0.0002 0.0136 0.1166 5.339E-05 2.420E-04 
3.391 374.83 44.4 228.64 7.0 0.234 48.6 0.62 0.0105 0.0185 0.0001 0.0070 0.0836 5.339E-05 2.420E-04 
3.39 461.47 53.1 281.50 9.5 0.180 37.4 0.39 0.0085 1 0.0344 0.0002 0.0217 0.1473 5.339E-05 2.420E-04 
3.39 428.31 50.9 261.27 8.0 1 0.199 41.1 I 0.46 0.01041 0.0243 0.0002 0.0128 0.1131 5.339E-05 2.420E-04 
3.39 465.27 55.2 283.81 8.7 I 0.175 36.0 0.38 0.0103 0.0290 0.0002 0.0198 0.1406 5.339E-05 2.420E-04 
3.39 414.07 48.9 252.58 7.8 1 0.208 43.3 0.50 0.01041 0.0229 0.0001 0.0109 0.1042 5.339E-05 2.420E-04 
3.39 382.66 45.4 233.42 7.2 1 0.230 I 47.4 1 0.60 0.0103 0.0197 0.0001 0.0078 0.0885 5.339E-05 2.420E-04 
3.39 203.55 24.1 124.16 3.8 0.347 I 72.1 1.70 0.0106 0.0054 0.0000 1 0.0010 0.0317 5.339E-05 2.420E-04 
3.39 402.91 49.2 245.77 6.7 0.213 44.1 I 0.53 0.0130 0.0174 0.0001 I 0.0080 0.0895 5.339E-05 2.420E-04 
3.39 452.30 53.6 275.90 8.6 0.183 37.8 0.41 0.0101 0.0279 0.0002 0.0173 0.1315 5.339E-05 2.420E-04 
3.39 493.06 58.7 300.77 9.0 0.155 32.3 0.32 0.0109 0.0308 0.0002 0.0261 0.1617 5.339E-05 2.420E-04 
13.39 456.69 54.2 278.58 8.4 0.180 37.41 0.39 0.0106 0.0271 0.0002 0.0172 0.1313 5.339E-05 2.420E-04 
3.39 500.83 59.6 305.51 9.4 0.151 30.9 0.30 0.0103 0.0338 0.0002 0.0312 0.1765 5.339E-05 2.420E-04 
13.39 459.51 54.4 280.30 8.7 0.179 36.9 0.39 0.0100 0.0291 0.0002 I 0.0189 0.1375 5.339E-05 2.420E-04 
3.39 409.18 48.9 249.60 7.4 0.210 43.8 0.51 0.0112 0.0206 0.0001 0.0096 0.0981 5.339E-05 2.420E-04 
13.39 464.34 I 55.1 283.25 8.5 0.175 36.4 0.38 0.0108 0.0276 0.0002 0.0185 0.1360 5.339E-05 2.420E-04 
3.39 440.36 52.4 268.62 8.2 0.191 39.5 0.43 0.0106 0.0254 0.0002 0.0145 0.1202 5.339E-05 2.420E-04 
3.40 562.25 66.7 342.97 10.4 0.111 22.9 0.20 0.0106 0.0415 1 0.0003 0.0703 0.2651 5.254E-05 8.916E-04 
3.39 488.56 58.0 298.02 9.1 0.159 32.9 0.33 I 0.0105 0.0315 0.0002 0.0257 0.1604 I 5.339E-05 2.420E-04 
3.39 532.00 63.2 324.52 10.0 0.130 26.8 0.24 I 0.0103 0.0381 0.0002 0.0467 0.2161 5.339E-05 2.420E-04 
3.39 441.51 52.7 269.321 8.1 0.190 39.3 0.43 I 0.0109 0.0248 0.0002 0.0143 0.1195 5.339E-05 , 2.420E-04 
....... 
V1 
00 
cortd 
depth 
core (tt) sample 
12 9.52 9.67 
12 9.62 9.77 
12 9.70 ; 9.85 
12 9.82 I 9.97 
13 5.00 5.17 
13 5.20 5.37 
13 5.40 5.57 
13 5.60 5.77 
13 I 6.00 6.17 
13 6.10 6.27 
13 ' 6.20 6.37 
13 6.30 6.47 
13 6.40 I 6.57 
13 6.50 i 6.67 
13 6.60 I 6.77 
13 i 6.70 ! 6.87 
13 i 6.80 6.97 
13 I 6.90 7.07 
13 7.00 7.17 
13 7.10 7.27 
13 7.20 7.37 
13 7.30 7.47 
13 7.40 I 7.57 
13 , 7.50 7.67 
13 ! 7.60 7.77 
13 I 7.70 7.87 
13 ! 7.80 7.97 
13 7.90 8.07 
13 8.00 8.17 
13 ! 8.10 8.27 
13 I 8.20 I 8.37 
13 I 8.30 8.47 
13 8.40 8.57 
13 8.50 8.67 
13 I 8.60 I 8.77 
13 8.70 8.87 
I 
I EhA2 = 0.3205 I 
Cs(ug I 
I I Mo Cw Mw Ca Ma PCE/g Kd, 
(ug) (ug/L) % (ug/L) I % I solid) Ms% (mlfg) EvaA2 SmaA2 SmwA2 EkdA2 Ekd EcwA2 I SmoA2 I 
3.39 476.65 56.51 290.75 8.8 0.167 34.7 0.35 . 0.0107 0.0295 I 0.0002 0.0217 0.1472 5.339E-05 2.420E-04 
3.39 505.40 59.8 i 308.29 9.5 0.148 30.6 0.29. 0.0102 0.0347 0.0002 0.0327 0.1807 5.339E-05 2.420E-04 
3.39 468.58 55.9 I 285.83 8.7 0.172 35.5 0.37 0.0106 0.0286 I 0.0002 0.0202 0.1420 5.339E-05 2.420E-04 
3.39 486.47 I 57.6 i 296.75 9.1 0.160 I 33.3 0.33 0.0104 0.0316 I 0.0002 0.0252 0.1588 I 5.339E-05 2.420E-04 
3.38 572.82 67.9 349.42 10.7 0.102 21.3 I 0.18 0.0104 0.0436 0.0004 0.0854 0.2922 7.148E-05 4.133E-04 
3.38 357.98 43.2 218.37 6.6 0.246 50.2 0.69 0.0108 0.0164 0.0002 0.0059 I 0.0771 7.148E-05 I 4.133E-04 
3.381 290.49 34.3 177.20 5.6 0.289 60.1 1.00 0.0099 0.0118 0.0001 0.0030 0.0552 7.148E-05 4.133E-04 
3.381 512.51 60.7 312.63 9.6 0.142 29.6 0.28 0.0103 0.0352 0.0003 0.0358 0.1893 7.148E-05 4.133E-04 
3.38 521.66 61.9 318.21 I 9.7 I 0.136 28.3 0.26 I 0.0105 0.0360 0.0003 0.0401 0.2002 7.148E-05 4.133E-04 
3.40 492.23 I 57.7 300.261 9.5 0.159 32.8 0.32 I 0.0097 0.0344 0.0002 0.0286 0.1691 5.254E-05 8.916E-04 
3.38 593.88 70.4 362.26 11.1 0.088 18.4 0.15 0.0104 0.0469 , 0.0004 0.1226 0.3502 7.148E-05 4.133E-04 
3.40 497.60 '59.1 I 303.54 9.1 0.154 31.8 I 0.31 0.0107 0.0320 0.0002 0.0284 0.1687 5.254E-05 8.916E-04 
13.38 546.27 1 64.5 333.22 10.4 0.120 25.1 1 0.22 0.0102 0.0406 0.0003 I 0.0575 0.2399 7.148E-05 I 4.133E-04 
3.40 506.14 59.3 308.74 9.8 0.150 31.0 0.30 ' 0.0097 0.0366 0.0002 0.0341 10.1846 5.254E-05 ! 8.916E-04 
3.38 I 357.67 42.6 218.18 6.6 0.243 50.8 0.68 0.0109 0.0163 0.0001 0.0058 0.0761 7.148E-05 4.133E-04 
[3.40 488.35 57.7 297.89 9.1 0.161 33.3 0.33 I 0.0105 0.0314 0.0002 0.0255 0.1596 5.254E-05 8.916E-04 
3.381 519.06 62.3 316.63 9.3 0.136 28.4 0.26 0.0114 0.0329 0.0003 0.0367 0.1915 7.148E-05 4.133E-04 
3.40 440.28 51.8 268.57 8.4 I 0.193 39.8 0.44 0.0100 0.0269 I 0.0002 0.0153 0.1238 5.254E-05 8.916E-04 
3.38 518.05 61.3 316.01 I 9.8 0.139 28.9 0.27 0.0103 0.0362 I 0.0003 0.0387 0.1967 7.148E-05 I 4.133E-04 
3.40 514.67 61.0 313.95114.0 0.149 25.0 0.29 0.0049 0.0734 0.0002 0.1033 0.3214 5.254E-05 I 8.916E-04 
3.38 575.36 I 68.9 350.97 10.4 0.099 20.7,0.17 0.0112 0.0410 0.0004 I 0.0851 I 0.2917 7.148E-05 I 4.133E-04 
3.40, 528.38 I 62.6 322.31 12.2 0.135 25.2 0.26 0.0068 I 0.0560 0.0002 0.0778 ! 0.2789 5.254E-05 8.916E-04 
3.38 I 568.05 68.1 346.51 10.1 0.104 21.8 0.18 0.0116 0.0387 0.0004 0.0728 0.2699 7.148E-05 4.133E-04 
I 3.40 I 483.90 57.2 295.18 9.1 0.164 33.7 0.34 0.0102 0.0316 0.0002 0.0250 0.1581 5.254E-05 8.916E-04 
'3.38 434.70 51.9 265.17 8.0 0.193 40.1 0.44 i 0.0109 0.0241 0.0002 0.0135 0.1162 7.148E-05 4.133E-04 
3.40 473.96 56.0 289.12 8.9 0.170 35.1 0.36 0.0103 0.0302 0.0002 0.0220 0.1483 I 5.254E-05 8.916E-04 
3.38 229.52 27.6 140.01 4.0 I 0.327 68.4 1.42 0.0119 0.0061 0.0001 0.0013 0.0362 7.148E-05 ! 4.133E-04 
3.40 445.61 54.4 271.82 7.2 I 0.186 38.4 0.42 0.0137 0.0202 0.0002 0.0126 0.1120 5.254E-05 8.916E-04 
3.38 315.13 37.6 192.23 5.8 0.272 I 56.6 0.86 0.0109 0.0127 0.0001 0.0037 I 0.0606 7.148E-05 I 4.133E-04 
3.40 470.29 55.6 286.88 8.8 0.173 35.5 0.37 0.0103 0.0297 0.0002 0.0211 1 0.1453 5.254E-05 8.916E-04 
3.40 483.30 57.3 294.81 13.5 0.178 29.2 0.37 0.0046 I 0.0687 0.0002 0.0708 0.2662 5.254E-05 8.916E-04 
3.40 483.82 57.4 295.13 9.0 0.163 33.6 0.34 0.0104 0.0311 0.0002 0.0247 0.1571 5.254E-05 8.916E-04 
3.38 439.24 52.6 267.94 8.0 0.190 39.4 0.43 0.0111 0.0241 0.0002 0.0140 0.1182 7.148E-05 4.133E-04 
3.401 490.71 57.5 299.33 9.5 0.160 33.0 0.33 0.0097 0.0344 0.0002 0.0282 0.1680 5.254E-05 8.916E-04 
3.40 425.79 I 50.41 259.73 7.9 0.202 41.6 0.47 0.0104 0.0241 0.0002 0.0126 0.1123 5.254E-05 8.916E-04 
3.40 I 489.49 I 57.9 298.59 9.2 0.160 32.9 0.33 0.0102 0.0326 0.0002 0.0271 0.16451 5.254E-05 8.916E-04 
! 
I-' 
\.)1 
'-D 
cortd-I 
depth 1 
core (ft) 1 sample 
13 i 8.80 1 8.97 
13 i 8.90 1 9.07 
13 I 9.00 I 9.17 
13 i 9.10 I 9.27 
13 I 9.20 \ 9.37 
13 I 9.30 I 9.47 
13 I 9.40 I 9.57 
13 I 9.50 \ 9.67 
13 I 9.60 I 9.77 
13 I 9.70 1 9.87 
14 i 5.16 1 5.31 
14 i 5.26 \ 5.41 
14 5.36 I 5.51 
14 5.46 I 5.61 
14 i. 5.56 \ 5.71 
14 5.66 I 5.81 
14 5.76 I 5.91 
14 5.88 1 6.03 
14 5.96 1 6.11 
14 i 6.06 I 6.21 
14 I 6.16 I 6.31 
14 6.26 I 6.41 
14 I 6.38 I 6.53 
14 I 6.49 1 6.64 
14 i 6.65 I 6.8 
14 i 6.75 I 6.9 
14 I 6.85 7 
14 6.95 1 7.1 
14 1 7.05 1 7.2 
14 7.15 \ 7.3 
14 \ 7.25 \ 7.4 
14 \ 7.35 \ 7.5 
14 \ 7.45 \ 7.6 
14 I 7.55 i 7.7 
14 \ 7.65 I 7.8 
14 I 7.75 \ 7.9 
Mo 
(ug) 
3.40 
3.401 
3.40 
3.401 
3.381 
3.401 
3.38 
[3.40 
3.38 
13.40 
3.39 [ 
3.39 
13.39 
13.39 
13.391 
3.39 
13.39 ' 
3.391 
13.39 
3.39 
3.39 
3.391 
3.39 
1 3 .391 
13.391 
3.391 
3.39 
Cs(ug 
Cw Mw Ca Ma PCE/g 
(ug/L) % (ug/L) % solid) Ms% 
465.03 I 55.0 283.671 8.7 1 0.176 36.3 
499.12 159.0 304.46 1 9.3 1 0.153 1 31.6 
456.92 ! 53.4 278.72 I 8.9 I 0.182 137.7 
511.78 160.51312.191 9.7 0.145 129.9 
437.05 I 50.8 I 266.60 I 8.9 0.194 i 40.3 
507.88 I 60.1 ! 309.80 1 9.4 0.148 i 30.6 
606.79 171.41370.14 i 11.8 0.081 I 16.7 
503.48 159.71307.13 I 9.3 0.150 131.0 
546.85 164.21 333.581 10.7 0.121 i 25.1 
519.95 161.61317.171 9.7 1 0.140 128.7 
486.80 1 57.8 I 296.95 \ 9.1 1 0.160 \ 33.1 
511.40 \60.21311.95\ 9.9 \ 0.145 \ 29.9 
435.13 \51.7\265.43\ 9.7 \ 0.202 \ 38.7 
434.08 \ 51.31 264.79 \ 8.3 \ 0.196 \ 40.4 
425.96 I 50.5 I 259.84 I 7.9 I 0.200 I 41.6 
326.94 138.81 199.43 \ 6.5 \ 0.272 \ 54.7 
384.78 I 45.6 \ 234.71 1 7.3 I 0.228 i 47.2 
389.84 \ 46.4 ! 237.80 1 7.3 1 0.225 1 46.3 
467.24 ! 55.6 I 285.02 1 8.7 I 0.173 i 35.7 
468.97 I 55.7 \ 286.07 \ 8.8 \ 0.172 \ 35.5 
522.41 162.2\ 318.671 9.7 I 0.136 128.1 
490.43 I 58.5 I 299.16 I 8.9 I 0.157 i 32.6 
508.65160.51310.2819.410.145130.1 
474.64 156.51289.53 I 8.7 i 0.168 134.7 
363.74 ! 43.1 I 221.88 I 6.8 I 0.242 1 50.0 
466.12 \ 55.4 \ 284.33 \ 8.6 \ 0.173 \ 36.0 
474.27 \ 56.3 \ 289.30 \ 9.0 \ 0.169 \ 34.8 
3.39\ 397.51 \ 47.3 \ 242.48 I 7.4 I 0.219 I 45.3 
3.39 \ 554.11 \ 65.9 \ 338.01 \ 10.2 \ 0.115 I 23.9 
3.39\ 540.72 \64.3\ 329.84\ 9.9 \ 0.124 \ 25.8 
3.39 \ 532.23 \ 63.2 r 324.66 1 9.8 \ 0.130 \ 26.9 
3.39\ 537.31 \ 63.8\ 327.76110.11 0.126 \ 26.1 
3.39\ 555.84 \ 66.2\ 339.06 \10.3\ 0.114 1,23.4 
3.39\ 540.09 i 64.1 \ 329.45 \10.0 \ 0.125 \ 25.9 
3.391 384.88 \45.81234.77 \ 7.1 \ 0.228 147.1 
i 3.39\ 363.76 \ 43.1 \ 221.89 \ 6.8 \ 0.242 \ 50.0 
~ ~ ~ :~ .~ ~ c .. . ~.--' 
EhA2 = 0.3205 
Kd, I 
(mllg) EvaA2 1 SmaA 2 1 SmwA 2 1 EkdA 2 I Ekd 1 EcwA 2 1 SmoA 2 
0.38 1 0.0104 1 0.0287 1 0.0002 1 0.0196 1 0.1399 [ 5.254E-05 I 8.916E-04 0.31 10.01031 0.0334 1 0.0002 10.02981 0.1727 [ 5.254E-05 I 8.916E-04 0.40 1 0.0096 1 0.0300 1 0.0002 I 0.0189 I 0.1376 1 5.254E-05 I 8.916E-04 0.28 1 0.0102 1 0.0356 I 0.0002 I 0.0357 I 0.1889 I 5.254E-05 I 8.916E-04 0.44 10.00871 0.0301 1 0.0002 i 0.0166 1 0.12901 7.148E-05 1 4.133E-04 0.29 1 0.0106 I 0.0338 1 0.0002 1 0.0324 1 0.1800 i 5.254E-05 I 8.916E-04 0.13 10.00961 0.0529 I 0.0004 10.167610.40941 7.148E-05 1 4.133E-04 0.30 1 0.0107 1 0.0330 1 0.0002 I 0.0307 I 0.1753 1 5.254E-05 1 8.916E-04 0.22 \ 0.00961 0.0430 \ 0.0003 \ 0.0607\ 0.2464\ 7.148E-05 \ 4.133E-04 0.27 \ 0.0103 \ 0.0362 1 0.0002 1 0.0392 \ 0.1980 \ 5.254E-05 \ 8.916E-04 0.33 \ 0.0103 I 0.0318 \ 0.0003 \ 0.0260 \ 0.1613 \ 7.047E-05 \ 5.670E-04 0.28 \ 0.0098\ 0.0369 \ 0.0003 10.03671 0.1916\ 7.047E-05 \ 5.670E-04 0.46 \ 0.0074 \ 0.0352 1 0.0002 \ 0.0210 \ 0.1448 \ 7.047E-05 \ 5.670E-04 0.45 I 0.00991 0.0262 I 0.0002 \ 0.0145 \ 0.1204 I 7.047E-05 \ 5.670E-04 0.47 I 0.Q105\ 0.0238 ! 0.0002 \ 0.0125\ 0.11161 7.047E-05 \ 5.670E-04 0.83 10.0092 I 0.0161 I 0.0001 10.0049 \ 0.0703 I 7.047E-05 I 5.670E-04 0.59 0.0102 I 0.0200 0.0002 I 0.0082 \ 0.0905 I 7.047E-05 I 5.670E-04 
0.58 0.0104 I 0.0202 0.0002 1 0.0086 I 0.0925 I 7.047E-05 I 5.670E-04 0.37 0.0106 I 0.0285 0.0003 10.0201 10.1418 I 7.047E-05 ! 5.670E-04 
0.37 0.01031 0.0295 0.0003 10.0210 I 0.1448 I 7.047E-05 I 5.670E-04 0.26 0.0106 I 0.0357 0.0003 1 0.0403 1 0.2008 ! 7.047E-05 1 5.670E-04 0.32 0.0110 I 0.0304 0.0003 1 0.0257 I 0.1603 I 7.047E-05 I 5.670E-04 
0.29 0.0107 I 0.0335 0.0003 10.0331 10.1819 I 7.047E-05 I 5.670E-04 0.35 0.0107 I 0.0291 0.0003 1 0.02161 0.1471 1 7.047E-05 ! 5.670E-04 
0.67 0.0103 I 0.0178 0.0002 I 0.0065 1 0.0807 I 7.047E-05 I 5.670E-04 0.37 0.0107 I 0.0280 0.0002 10.019410.13921 7.047E-05 ! 5.670E-04 0.36 0.0102 I 0.0305 0.0003 \ 0.0226 \ 0.1504 \ 7.047E-05 1 5.670E-04 0.55 0.0106 I 0.0206 0.0002 \ 0.0091 \ 0.0955 I 7.047E-05 I 5.670E-04 
0.21 0.0106 I 0.0399 0.0004 \ 0.0624 \ 0.2497 \ 7.047E-05 i 5.670E-04 
0.23 0.0108 \ 0.0376 0.0003 1 0.0504 \ 0.2245 \ 7.047E-05 I 5.670E-04 0.24 0.0107\ 0.0367 0.0003 \ 0.0452 \ 0.2126 \ 7.047E-05 I 5.670E-04 
0.24 0.01041 0.0386 0.0003 \ 0.0506 \ 0.2248 \ 7.047E-05 \ 5.670E-04 
0.20 0.0105 \ 0.0407 0.0004 \ 0.0661 \ 0.2571 \ 7.047E-05 I 5.670E-04 
0.23 0.01071 0.0378 1 0.0003 \ 0.0504 I 0.2244 \ 7.047E-05 \ 5.670E-04 
0.59 0.0106 \ 0.0194 0.0002 \ 0.0080 \ 0.0893 I 7.047E-05 \ 5.670E-04 
0.67 0.0103 \ 0.0178 1 0.0002 \ 0.0065 1 0.0807 \ 7.047E-05 \ 5.670E-04 
....... 
0\ 
o 
I I I i 
cortd I I Cs (ug 
depth I Mo Cw Mw Ca Ma PCE/g 
core (tt) I sample I (ug) (ug/L) % (ug/L) % solid) 
14 7.85 8 3.39 I 325.66 I 38.6 198.65 6.1 I 0.267 
14 7.95 8.1 3.39 345.47 41.0 210.73 6.5 0.254 
14 8.05 i 8.2 3.39 286.33 33.2 174.66 5.8 0.293 
14 8.35 I 8.5 3.39 447.75 53.2 273.13 8.3 0.186 
14 I 8.45 I 8.6 3.39 467.42 55.7 285.12 8.6 0.172 
14 8.55 8.7 3.39 346.85 41.5 211.58 6.3 0.253 
14 8.65 I 8.8 3.39 429.78 50.8 262.17 8.2 0.199 
14 I 8.75 8.9 3.39 399.32 47.6 243.59 7.4 0.218 
14 i 8.85 9 3.39 431.68 51.0 263.33 8.3 I 0.198 
14 I 8.95 9.1 3.39 470.25 55.4 286.85 9.0 0.172 
14 9.05 9.2 3.39 449.27 53.2 274.05 8.5 0.185 
14 9.15 9.3 3.39 461.12 54.7 281.28 8.6 0.177 
14 9.25 9.4 3.39 468.63 55.9 285.86 8.6 0.172 
14 9.35 9.5 3.39 474.78 56.4 289.62 8.7 0.168 
14 9.47 I 9.62 3.39 452.58 53.6 , 276.07 8.5 0.183 
14 9.57 , 9.72 3.39 509.05 60.2 310.52 9.5 0.146 
14 9.68 i 9.83 3.39 492.99 58.4 300.73 9.2 0.156 
15 5.17 I 5.17 3.35! 566.57 67.2 345.61 11.2 0.103 
15 5.27 5.27 3.37 557.61 66.8 340.14 10.3 0.110 
15 I 5.37 5.37 3.37 526.59 62.4 321.22 10.3 0.131 
15 i 5.47 5.47 3.37 646.06 76.9 394.09 12.4 I 0.051 
15 I 5.57 5.57 3.35 594.41 71.6 362.59 11.2 0.083 
15 i 5.67 5.67 3.37 554.57 65.4 338.29 11.0 0.113 
15 I 5.77 5.77 3.35 243.66 29.2 148.641 4.6 0.315 
15 i 5.87 5.87 3.35 545.72 65.3 332.89 10.4 0.116 
15 5.97 5.97 3.37 565.64 67.0 345.04 11.0 0.105 
15 5.97 ! 5.97** 3.35 625.19 i 75.6 381.37 11.4 0.062 
15 6.07 ! 6.07 3.35 590.46 70.9 360.18 11.1 0.086 
15 6.17 1 6.17 3.35 585.95 70.3 357.43 10.9 0.089 
15 6.27 i 6.27 3.37 596.13 71.1 363.64 11.3 0.084 
15 I 6.37 I 6.37 13.35 566.59 68.0 345.62 10.7 0.102 
15 6.47 I 6.47 3.37 488.36 58.4 297.90 9.2 0.156 
15 I 6.57 1 6.57 3.35 563.88 67.5 343.96 10.8 0.104 
15 I 6.67 6.67 13.40 355.05 42.1 216.58 6.6 0.249 
15 6.77 6.77 13.35 537.36 64.6 327.79 10.2 0.121 
15 6.97 ! 6.97 3.37 457.10 54.4 278.83 8.8 0.177 
I EhA2 = 0.3205 ! 
I I I 
i 
I Kd, ! i 
Ms% (mlfg) EvaA2 SmaA 2 SmwA 2 EkdA 2 Ekd EcwA 2 SmoA 2 
55.3 0.82 0.0105 0.0140 0.0001 0.0043 0.0653 7.047E-05 5.670E-04 
52.6 0.73 0.0104 0.0159 0.0001 0.0053 0.0728 7.047E-05 5.670E-04 
61.1 1.02 0.0090 0.0126 0.0001 0.0032 0.0562 7.047E-05 5.670E-04 
38.5 0.42 I 0.0105 0.0265 0.0002 0.0161 0.1268 7.047E-05 5.670E-04 
35.7 0.37 0.0108 0.0279 0.0003 0.0197 0.1402 7.047E-05 5.670E-04 
52.2 0.73 0.0109 0.0153 0.0001 0.0052 0.0720 7.047E-05 I 5.670E-04 
40.9 0.46 0.0099 0.0258 0.0002 0.0139 0.1178 7.047E-05 I 5.670E-04 
45.0 0.55 0.0105 0.0210 0.0002 I 0.0094 0.0970 7.047E-05 I 5.670E-04 
40.7 0.46 0.0099 0.0261 0.0002 10.0142.0.1192 7.047E-05 I 5.670E-04 
35.6 0.37 0.0100 0.0305 0.0002 0.0216 0.1469 7.047E-05 5.670E-04 
38.3 0.41 0.0102 0.0273 0.0002 0.0168 0.1295 7.047E-05 5.670E-04 
36.7 0.38 0.0106 0.0279 0.0002 0.0186 0.1363 7.047E-05 5.670E-04 
35.6 0.37 0.0109 0.0280 0.0003 0.0199 0.1410 7.047E-05 5.670E-04 
34.9 0.35 0.0109 0.0287 0.0003 0.0212 0.14561 7.047E-05 5.670E-04 
37.9 0.40 '0.0103 0.0275 0.0002 0.0172 0.1310 7.047E-05 5.670E-04 
30.3 0.29 0.0104 0.0344 0.0003 0.0335 0.1831 7.047E-05 5.670E-04 
32.4 0.32 0.0105 0.0321 0.0003 0.0273 0.1653 7.047E-05 ! 5.670E-04 
21.6 0.18 0.0095 0.0466 0.0001 I 0.0928 0.3047 2.481E-05 1.953E-03 
23.0 0.20 0.0109 0.0397 0.0001 1 0.0699 0.2644 2.481E-05 1.953E-03 
27.4 0.25 0.0097 0.0393 0.0001 0.0488 0.2210 2.481E-05 1.953E-03 
10.7 I 0.08 0.0100 0.0578 0.0002 0.4635 0.6808 2.481E-05 1.953E-03 
17.2 0.14 0.0105 i 0.0465 0.0001 0.1454 0.3814 2.481 E-05 1.953E-03 
23.6 0.20 0.0094 1 0.0452 0.0001 0.0751 0.2741 2.481 E-05 1.953E-03 
66.2 1.29 0.0106 0.0077 0.0000 0.0020 0.0446 2.481 E-05 1.953E-03 
24.3 0.21 0.0103 0.0401 0.0001 0.0633 0.2516 I 2.481 E-05 1.953E-03 
22.0 0.19 I 0.0097 0.0456 0.0001 0.0873 0.2955 2.481 E-05 I 1.953E-03 
13.1 0.10 0.0112 0.0483 i 0.0002 0.2625 0.5123 2.481 E-05 I 1.953E-03 • 
18.0 0.15 0.0105 0.0461 1 0.0001 0.1321 0.3635 2.481 E-05 i 1.953E-03 
18.7 0.15 0.0106 0.0447 0.0001 0.1186 0.3444 2.481E-05 1.953E-03 
17.6 0.14 0.0102 0.0482 0.0001 0.1435 0.3788 2.481E-05 1.953E-03 
21.3 0.18 0.0105 0.0425 0.0001 0.0870 0.2950 2.481E-05 1.953E-03 
32.4 0.32 0.0103 0.0320 0.0001 0.0287 0.1694 2.481E-05 1.953E-03 
21.7 0.18 0.0102 0.0432 0.0001 0.0852 0.2919 2.481 E-05 1.953E-03 
51.3 0.70 0.0104 0.0167 0.0001 0.0059 1 0.0766 5.254E-05 8.916E-04 
25.2 0.23 0.0103 0.0388 0.0001 0.0573 0.2394 2.481 E-05 1.953E-03 
36.9 0.39 0.0100 0.0288 0.0001 0.0201 0.1416 2.481 E-05 1.953E-03 
I-' 
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i I ! 1 I EhA2 = 0.3205 
cortd I I, Cs (ug 
Ecw'2 I Smo'2 depth 1 Mo Cw Mw Ca Ma I PCE/g Kd, core (ft) I sample (ug) (ug/L) % (ug/L) % I solid) Ms% (ml/g) EvaA 2 SmaA 2 SmwA 2 EkdA2 Ekd 
15 I 6.97 6.97** '3.35 458.52 54.5 279.70' 9.0 0.175 36.51 0.38 0.0096 I 0.0302 0.0001 0.02151 0.1466 2A81E-05 1.953E-03 
15 7.07 7.07 3.37 499.09 I 59.7 304045 904 0.148 30.9 0.30 0.0105 0.0328 0.0001 0.0322 0.1794 2A81E-05 1.953E-03 
15 7.17 7.17 3.37 476.30 57.0 'I 290.54 9.0 0.164 34.0 0.34 0.0104 0.0303 0.0001 0.024710.1570 20481 E-05 1.953E-03 
15 7.27 7.27 3.35 544.88 65.2 I 332.38 10.3 0.117 24.5 0.21 0.0104 0.0395 0.0001 0.0619 0.2488 2A81E-05 1.953E-03 
15 i 7.37 7.37 3.35 540.91 64.7 329.96 1004 0.119 24.9 0.22 '0.0101 0.0401 0.0001 0.0604 0.2457 2A81E-05 1.953E-03 
15 7047 7047 3.37 557.80 66.2 340.26 10.7, 0.111 23.1 0.20 0.0100 0.0432 0.0001 0.0748 0.2735 20481 E-05 1.953E-03 
15 i 7.57 7.57 3.37 466.66 55.7 284.66 8.8 0.170 35.5 0.36 0.0103 0.0291 0.0001 0.0219 0.1479 20481 E-05 1.953E-03 
15 I 7.67 7.67 3.37 506.19 60.3 308.78 9.7 0.144 30.0 0.28 0.0101 0.0349 0.0001 0.0362 0.1903 2A81E-05 1.953E-03 
15 7.77 7.77 3.37 476047 57.3 290.65 8.7 0.163 34.0 0.34 0.0110 0.0287 0.0001 0.0235 0.1534 2A81E-05 1.953E-03 
15 7.87 7.87 3.35 472.14 56.9 288.00 8.8 0.164 34.3 0.35 0.0107 0.0288 0.0001 0.0234 0.1529 2A81E-05 1.953E-03 
15 7.97 7.97 3.35 I 271.83 32.5 165.82 5.2 0.298 62.3 1.10 0.0102 0.0100 0.0000 0.0028 0.0527 20481 E-05 1.953E-03 
15 7.97 7.97** I 3.37 272.26 3204 166.08 5.2 0.299 6204 1.10 0.0102 0.0100 0.0000 0.0027 0.0524 20481 E-05 I 1.953E-03 
15 8.07 I 8.07 3.35 155.99 18.6 95.15 3.0 0.374 ' 7804 2040 0.0102, 0.0033 0.0000 0.0008 0.0280 2A81E-05 1.953E-03 I 
15 8.17 8.17 3.35 135.82 16.3 82.85 2.6 0.389 81.1 2.86 0.0102 0.0025 0.0000 0.0006 , 0.0251 2A81E-05 1.953E-03 ' 
15 8.27 8.27 13.37 174.87 20.8 106.67 304 0.366 75.8 2.09 0.0097 0.0044 0.0000 0.0010 0.0316 2A81E-05 1.953E-03 
15 8.37 8.37 3.35 406.27 4804 247.82 7.8 0.209 43.8 0.51 0.0101 0.0226 0.0001 0.0114 0.1069 , 20481 E-05 I 1.953E-03 
15 8047 8047 . ' 3.35 315.31 37.5 192.34 6.1 0.269 56.3 0.85 0.0099 0.0139 0.0000 0.0045 ' 0.0670 2A81E-05 1.953E-03 
15 , 8.57 I 8.57 3.35 439.08 5204 267.84 8.5 0.187 39.1 0043 0.0100 0.0267 0.0001 0.0167 0.1293 2A81E-05 1.953E-03 
15 8.67 8.67 3.37 372.17 '44.5 227.02 7.0 0.233 48.5 0.63 0.0104 0.0185 i 0.0001 0.0077 0.0878 2A81E-05 1.953E-03 
15 8.77 8.77 3.35 454.61 54.7 277.31 804 0.176 36.9 0.39 0.0108 0.0264 0.0001 0.0186 0.1363 20481 E-05 1.953E-03 
15 8.87 8.87 3.37 387.17 4604 236.17 7.3 0.223 4604 0.58 0.0105 0.0198 0.0001 0.0090 0.0947 2A81E-05 1.953E-03 
15 j 8.97 i 8.97 ,3.35 452.05 54.2 275.75 8.5 0.178 37.2 0.39 0.0104 0.0271 0.0001 0.0187 0.1369 20481 E-05 ' 1.953E-03 
15 9.07 I 9.07 3.35 463.25 55.6 282.58 8.8 0.171 35.6 0.37 0.0103 0.0289 0.0001 0.0217 0.1474 20481 E-05 1.953E-03 
15 'L 9.17 9.17 3.37 460.50 55.2 280.91 8.7 0.174 36.2 0.38 0.0105 0.0281 0.0001 0.0203 I 0.1426 I 20481 E-05 1.953E-03 
15 9.27 9.27 3.37 339.12 4004 206.87 6.5 0.255 53.1 0.75 0.0102, 0.0156 0.0000 0.0055 0.0744 2A81E-05 1.953E-03 
15 9.37 I 9.37 3.35 374.19 44.7 228.25 7.1 0.230 48.1 0.61 0.0102 0.0190 0.0001 0.0081 0.0899 20481 E-05 ' 1.953E-03 
15 9047 9047 3.37 299.36 35.8 182.61 5.7 0.282 58.5 0.94 0.0104 0.0120 0.0000 0.0036 0.0602 I 20481 E-05 1.953E-03 
15 9.57 9.57 3.37 323.55 38.6 197.37 6.1 0.265 55.3 0.82 0.0103 0.0140 0.0000 0.0047 1 0.0683 2A81E-05 1.953E-03 
15 9.67 9.67 3.37 332.85 39.7 203.04 6.3 0.260 53.9 0.78 0.0101 0.0151 0.0000 0.0052 0.0722 20481 E-05 I 1.953E-03 
APPENDIXN 
SELECTED PERMEABILITY DATA 
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core 
5 
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Corrected 
sample Sample 
depth (tt) No. 
5.14 5.20 
5.24 5.30 
5.29 5.35 
5.39 5.45 
5.44 5.50 
5.49 5.55 
5.54 5.60 
5.59 5.65 
5.64 5.70 
5.74 5.80 
5.79 5.85 
5.89 5.95 
5.99 6.05 
6.09 6.15 
6.14 6.20 
6.29 6.35 
6.34 6.40 
6.39 6.45 
6.44 6.50 
6.49 6.55 
6.59 6.65 
6.64 6.70 
6.79 6.85 
6.89 6.95 
6.99 7.05 
7.09 7.15 
7.14 7.20 
7.19 7.25 
7.29 7.35 
7.39 7.45 
7.49 7.55 
7.59 7.65 
7.69 7.75 
7.79 7.85 
7.89 7.95 
7.99 8.05 
Lor Facies 
S code 
S MFG 
S MFG 
L MFG 
S MFG 
S MFG 
S MFG 
S MFG 
L MFG 
S MFG 
L MFG 
S MFG 
L MFG 
S FPL 
L FPL 
S HPXS 
L HPXS 
S CPXS 
L DPL 
S DPL 
L CPXS 
S FPL 
L FPL 
L FPL 
S FPL 
L DPL 
S FPL 
S MCG 
S MCG 
L MFG 
S FPL 
L LPXS 
L MCG 
S HPXS 
L HPXS 
S HPXS 
L HPXS 
Avg. ka Temp 
Note [cm2] Porosity [C] Date 
VFPL 4.13E-07 0.46 24 4/26/00 
VFPL 5. 94E-07 0.50 24 4/26/00 
VFPL 2.67E-07 0.45 24 4/26/00 
VFPL 4.91 E-07 0.47 24 4/26/00 
VFPL 2.71E-07 0.51 24 4/26/00 
VFPL 3.91 E-07 0.45 24 4/26/00 
VFPL 3.05E-07 0.47 24 4/26/00 
VFPL 2.37E-07 0.44 24 4/26/00 
VFPL 8.41E-07 0.49 24 4/26/00 
VFPL 2.79E-07 0.45 24 4/26/00 
VFPL 3.98E-07 0.52 24 4/26/00 
VFPL 3.08E-07 0.45 24 4/26/00 
4.69E-07 0.45 24 4/26/00 
3.44E-07 0.44 24 4/26/00 
1.14E-06 0.51 24 4/26/00 
4.42E-07 0.48 24 4/26/00 
x contct 5.44E-07 0.44 24 4/26/00 
1.85E-07 0.39 24 4/26/00 
2. 74E-07 0.46 24 4/26/00 
2.29E-07 0.43 24 4/26/00 
1.87E-07 0.49 24 4/26/00 
1.71 E-07 0.41 24 4/26/00 
2.09E-07 0.45 25 4/26/00 
3.58E-07 0.45 25 4/26/00 
1.20E-07 0.41 25 4/26/00 
4.46E-07 0.46 25 4/26/00 
4.19E-07 0.47 25 4/26/00 
6.75E-07 0.49 25 4/26/00 
3.64E-07 0.45 25 4/26/00 
4.21 E-07 0.50 25 4/26/00 
3.71E-07 0.45 25 4/26/00 
4. 95E-07 0.45 25 4/26/00 
8.72E-07 0.49 25 4/26/00 
7.14E-07 0.44 25 4/26/00 
9.81E-07 0.46 25 4/26/00 
5.13E-07 _ L ...... 0.40 25 4/26/00 
- - -
Sample Tube 
Gap tf [s] tf [s] +tube empty 
[cm] #1 tf [s] #2 #3 mass[g] [g] 
3.0 15.54 15.41 15.85 22.0292 14.2261 
2.8 11.22 11.44 11.60 21.9670 14.3721 
3.4 5.62 5.60 5.63 72.3673 41.6042 
3.0 13.28 13.19 13.15 22.0260 14.3453 
2.6 25.50 25.41 25.37 22.1190 14.3591 
3.5 14.87 14.87 14.84 21.4894 14.3119 
3.1 20.63 20.50 20.57 21.9156 14.3666 
3.5 6.12 6.12 6.13 72.2480 41.2769 
2.8 8.28 8.10 8.22 22.1474 14.3726 
3.5 5.28 5.28 5.28 71.5934 41.2351 
2.6 17.68 17.43 17.31 21.9874 14.4092 
3.5 4.84 4.84 4.84 71.3809 40.8879 
3.0 13.78 13.82 13.78 22.4802 14.4237 
3.5 4.41 4.41 4.40 72.0384 41.1119 
3.2 5.78 5.75 5.72 21.1891 14.3311 
3.5 3.56 3.60 3.57 70.0036 41.2696 
2.8 12.57 12.43 12.28 22.8291 14.3016 
3.4 7.88 7.87 7.87 75.4186 41.2198 
3.5 21.07 21.03 21.03 21.4093 14.2845 
3.4 6.47 6.44 6.41 73.5506 41.1669 
2.3 38.81 38.69 38.63 22.7636 14.3044 
3.5 8.28 8.25 8.28 73.7861 41.1367 
3.5 6.91 6.88 6.88 71.9836 41.4023 
3.5 16.19 16.25 16.22 21.4295 14.1961 
3.5 11.66 11.66 11.69 73.4394 41.1326 
3.1 14.28 14.25 14.25 21.9560 14.3123 
4.3 11.54 11.56 11.53 20.0985 14.3449 
3.1 9.56 9.56 9.56 21.7021 14.3547 
3.5 4.22 4.22 4.19 71.7790 41.2566 
2.6 16.81 16.43 16.50 22.0885 14.2900 
3.5 4.16 4.12 4.13 71.3358 41.1883 
3.6 3.22 3.22 3.22 70.5052 40.9760 
3.1 7.69 7.63 7.22 21.6188 14.3750 
3.4 2.56 2.50 2.59 72.7437 41.2542 
3.1 6.75 6.75 6.72 21.7793 14.1366 
3.5 3.19 3.19 3.19 73.8219 40.9341 
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Corrected 
sample 
depth (tt) 
8.09 
8.19 
8.29 
8.39 
8.46 
8.55 
8.61 
8.69 
8.76 
8.84 
8.96 
9.04 
9.11 
9.19 
9.26 
9.31 
9.39 
9.46 
9.51 
9.61 
9.74 
9.81 
5.21 
5.26 
5.31 
5.41 
5.56 
5.66 
5.76 
5.86 
5.99 
6.06 
6.12 
6.20 
6.26 
"-6~ 
Sample Lor 
No. S 
8.15 S 
8.25 L 
8.35 S 
8.45 L 
! 8.52 S 
8.61 L 
8.67 S 
8.75 L 
8.82 S 
8.90 L 
9.02 S 
9.10 L 
9.17 S 
9.25 L 
9.32 S 
9.37 S 
9.45 L 
9.52 S 
9.57 S 
9.67 S 
9.80 L 
9.87 S 
5.35 S 
5.40 S 
5.45 S 
5.55 S 
5.70 S 
5.80 S 
5.90 S 
6.00 S 
6.13 S 
6.20 S 
6.26 S 
6.34 S 
6.40 S 
~44_ ,--S_ 
Facies Avg.ka Temp 
code Note [cm2] Porosity [C] 
HPXS 7. 82E-07 0.48 25 
HPXS 5.27E-07 0.41 25 
HPXS 6.29E-07 0.48 25 
HPXS 5.32E-07 0.43 25 
FPL 4.71E-07 25 
FPL 7. 64E-07 25 
FPL 5.26E-07 25 
FPL 5.20E-07 25 
FPL 8.65E-07 25 
FPL 4.80E-07 25 
DPL 3.83E-07 25 
DPL 3.80E-07 25 
DPL 2.46E-07 25 
FPL 1.91E-07 25 
FPL 2.04E-07 25 
FPL 1.97E-07 25 
XSS 2.61E-07 25 
XSS 3.53E-07 25 
XSS 2.65E-07 25 
FPXS 1.11 E-07 25 
CPXS 2.11E-07 25 
MFG 1.71E-07 25 
MFG 2.93E-07 0.45 22 
MFG 2. 94E-07 0.46 22 
MFG 4.80E-07 0.48 22 
MFG to FPL 3.94E-07 0.56 22 
MFG to FPL 4.89E-07 0.48 22 
MFG to FPL 4.00E-07 0.46 22 
MFG to FPL 3.43E-07 0.46 22 
MFG to FPL 4.98E-07 0.44 22 
MCG to LPXS 4.71E-07 0.44 22 
MCG to LPXS 6.43E-07 0.44 22 
MCG 6. 94E-07 0.43 22 
MCG 1.41 E-06 0.46 22 
CPXS 2.83E-07 0.44 22 
~p~ 
--_ ..
2.41E-07 0.45 22 
~--------.~~ 
Sample Tube 
Gap tf [s] tf [s] +tube empty 
Date [cm] #1 tf [s] #2 #3 mass[g] [g] 
4/26/00 3.1 8.34 8.32 8.31 21.7935 14.3973 
4/26/00 3.5 3.12 3.13 3.12 73.8233 41.4607 
4/26/00 3.3 9.81 9.84 9.84 21.5212 14.3588 
4/26/00 3.5 3.10 3.10 3.10 72.6798 41.0866 
6/6/00 21.29 22.16 21.93 23.1710 15.1950 
6/6/00 3.66 3.65 3.69 
6/6/00 19.50 19.53 19.72 21.3720 15.3210 
6/6/00 5.10 5.10 5.06 
6/6/00 12.09 12.03 12.06 19.8690 15.0640 
6/6/00 5.65 5.47 5.25 
6/6/00 26.59 26.75 26.81 24.0530 15.2560 
6/6/00 6.72 6.75 6.75 
6/6/00 41.21 41.47 41.56 23.9710 15.1660 
6/6/00 12.75 13.22 12.91 
6/6/00 49.35 49.81 50.22 23.1530 15.2740 
6/6/00 51.28 51.56 51.75 23.3790 15.1920 
6/6/00 9.60 9.60 9.59 
6/6/00 28.50 29.16 29.37 20.8010 15.2120 
6/6/00 38.22 38.47 38.63 23.3191 15.3145 
6/6/00 91.19 92.03 92.18 23.7480 15.4070 
6/6/00 11.59 11.75 11.87 
6/6/00 59.38 59.50 59.81 23.1090 15.2790 
1/24/00 4.6 14.94 14.91 14.91 19.7617 14.3324 
1/24/00 3.6 19.41 18.75 19.22 21.1308 14.2695 
1/24/00 2.8 14.06 13.94 13.82 22.0903 14.2474 
1/24/00 2.5 17.91 17.88 17.81 21.4211 14.3536 
1/24/00 2.7 14.03 13.91 13.88 22.3419 14.3387 
1/24/00 3.2 15.41 15.44 15.41 21.7158 14.2221 
1/24/00 3.3 17.53 17.53 17.53 21.5186 14.1713 
1/24/00 3.7 11.22 11.22 11.19 21.3044 14.2786 
1/24/00 3.5 12.47 12.32 12.25 21.6414 14.2437 
1/24/00 3.6 9.00 8.97 8.97 21.4315 14.2208 
1/24/00 3.6 8.37 8.34 8.35 21.7556 14.3871 
1/24/00 4.3 3.81 3.81 3.81 20.1751 14.3600 
1/24/00 2.8 23.90 23.09 23.03 22.7858 14.3332 
1/24/00 2.8 27.69 27.35 27.13 22.7214 14.3881 
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Corrected 
sample 
depth (tt) 
6.35 
6.41 
6.48 
6.55 
6.60 
6.64 
6.70 
6.76 
6.81 
6.86 
6.92 
6.99 
7.09 
7.17 
7.30 
7.36 
7.41 
7.47 
7.54 
7.59 
7.64 
7.69 
7.74 
7.79 
7.84 
7.89 
7.94 
8.06 
8.11 
8.16 
8.28 
8.41 
8.46 
8.51 
8.56 
8.61 
Sample Lor 
No. S 
6.49 S 
6.55 S 
6.62 S 
6.69 S 
6.74 S 
6.78 S 
6.84 S 
6.90 S 
6.95 S 
7.00 S 
7.06 S 
7.13 S 
7.23 S 
7.31 S 
7.44 S 
7.50 S 
7.55 S 
7.61 S 
7.68 S 
7.73 S 
7.78 S 
7.83 S 
7.88 S 
7.93 S 
7.98 S 
8.03 S 
8.08 S 
8.20 S 
8.25 S 
8.30 S 
8.42 S 
8.55 S 
8.60 S 
8.65 S 
8.70 S 
8.75 S 
Facies Avg. ka Temp 
code Note [cm2] Porosity [C] 
DPL 1.90E-07 0.42 22 
CPXS 4.19E-07 0.46 22 
CPXS 2.59E-07 0.44 22 
CPXS 2.12E-07 0.45 22 
FPL 2.30E-07 0.47 22 
FPL 2.47E-07 0.45 22 
FPL 5.01 E-07 0.48 22 
FPL 3.11 E-07 0.46 22 
FPL 2.24E-07 0.47 22 
DPL 1.92E-07 0.46 22 
FPL 1.89E-07 0.43 22 
FPL 4.20E-07 0.45 22 
MFG to FPL 4. 99E-07 0.49 22 
MFG to FPL 7.37E-07 0.48 22 
CPXS 6.65E-07 0.49 22 
CPXS 3.24E-07 0.47 22 
CPXS 4.72E-07 0.43 22 
CPXS 4.05E-07 0.49 22 
HPXS 4.50E-07 0.49 22 
HPXS 8.45E-07 0.48 22 
HPXS 1.14E-06 0.49 22 
HPXS 7. 12E-07 0.47 22 
HPXS 8.64E-07 0.49 22 
HPXS 8.50E-07 0.46 22 
HPXS 6.56E-07 0.45 22 
HPXS 6.52E-07 0.47 22 
HPXS 4.73E-07 0.47 22 
HPXS 1.11 E-06 0.49 22 
HPXS 8.26E-07 0.46 22 
HPXS 8.05E-07 0.49 22 
HPXS 1.42E-06 0.49 22 
HPXS 7.33E-07 0.46 22 
HPXS 5.83E-07 0.44 22 
HPXS 5.37E-07 0.43 22 
HPXS 5.23E-07 0.47 22 
HPXS 4.39E-07 0.46 22 
Sample Tube 
Gap tf [5] tf [5] +tube empty 
Date [cm] #1 tf [5] #2 #3 mass[g] [g] 
1/24/00 3.7 28.75 28.72 28.66 21.5665 14.3311 
1/24/00 2.9 15.65 15.78 15.41 22.3477 14.3637 
1/24/00 3.1 24.59 23.94 23.65 22.3604 14.3184 
1/24/00 3.0 29.91 29.91 29.90 22.2038 14.2211 
1/28/00 2.2 32.18 31.97 31.84 23.2480 14.2628 
1/28/00 2.0 31.07 30.78 30.66 23.7984 14.2691 
1/28/00 2.2 15.00 14.88 14.75 23.0737 14.3203 
1/28/00 2.6 22.25 22.16 21.97 22.5725 14.0179 
1/28/00 2.1 33.47 33.44 33.28 23.2550 14.1568 
1/28/00 2.2 38.34 38.25 38.28 23.3724 14.2406 
1/28/00 2.7 35.50 35.38 35.78 23.0344 14.1881 
1/28/00 3.5 13.78 13.81 13.78 21.4230 14.1817 
1/28/00 2.6 14.00 13.91 13.87 22.3349 14.3690 
1/28/00 3.9 7.38 7.40 7.40 20.4522 14.1826 
1/28/00 2.1 11.53 11.50 11.47 23.0440 14.3093 
1/28/00 3.9 16.28 16.22 16.15 20.5876 14.2062 
1/28/00 2.6 14.72 14.68 14.69 23.2270 14.2085 
1/28/00 2.9 16.19 16.13 16.06 21.9413 14.3130 
1/28/00 2.1 16.81 16.78 16.78 23.0694 14.3326 
1/28/00 2.9 8.06 7.97 7.88 21.9594 14.2853 
1/28/00 3.1 5.81 5.85 5.81 21.6434 14.3013 
1/28/00 2.5 10.10 10.09 10.03 22.7437 14.2969 
1/28/00 2.1 9.00 8.94 8.94 22.8837 14.1682 
1/28/00 2.5 8.50 8.53 8.50 22.9804 14.2625 
1/28/00 3.0 10.00 9.94 9.87 22.2640 14.2418 
1/28/00 3.5 9.09 9.04 9.00 21.1614 14.2169 
1/28/00 3.3 12.88 12.85 12.75 21.3987 14.1448 
1/28/00 3.1 5.94 5.97 5.97 21.5924 14.2653 
1/28/00 2.6 8.59 8.50 8.69 22.7464 14.2231 
1/28/00 2.4 9.25 9.09 9.00 22.5800 14.3136 
1/28/00 2.4 5.43 5.37 5.41 22.5839 14.2650 
2/6/00 3.1 8.78 8.78 8.78 21.9155 14.2562 
2/6/00 3.0 11.12 11.12 11.13 22.4159 14.2171 
2/6/00 3.3 11.38 11.35 11.34 21.9524 14.2024 
2/6/00 2.5 13.69 13.53 13.44 23.0306 14.5111 
2/6/00 2.7 15.65 15.56 15.25 22.8381 14.4592 
t-' 
(j\ 
(j\ 
core 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 I 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
Corrected 
sample 
depth (tt) 
8.66 
8.76 
8.81 
8.86 
8.91 
8.96 
9.01 
9.06 
9.11 
9.16 
9.21 
9.26 
9.36 
9.41 
9.46 
9.51 
9.56 
9.61 
9.66 
9.76 
9.83 
9.91 
5.20 
5.25 
5.35 
5.40 
5.45 
5.50 
5.55 
5.60 
5.65 
5.70 
5.75 
5.80 
5.85 
5.90 
Sample Lor 
No. S 
8.80 S 
8.90 S 
8.95 S 
9.00 S 
9.05 S 
9.10 S 
9.15 S 
9.20 S 
9.25 S 
9.30 S 
9.35 S 
9.40 S 
9.50 S 
9.55 S 
9.60 S 
9.65 S 
9.70 S 
9.75 S 
9.80 S 
9.90 S 
9.97 S 
10.05 S 
5.22 S 
5.27 S 
5.37 S 
5.42 S 
5.47 S 
5.52 S 
5.57 S 
5.62 S 
5.67 S 
5.72 S 
5.77 S 
5.82 S 
5.87 S 
5.92 S 
Facies Avg.ka Temp 
code Note [cm2] Porosity [C] 
HPXS 2.06E-07 0.42 22 
DPL 2.50E-07 0.46 22 
DPL 2.54E-07 0.48 22 
DPL 3.18E-07 0.47 22 
DPL 2.02E-07 0.46 22 
DPL 4.96E-07 0.45 22 
DPL 2.80E-07 0.53 22 
DPL 4. 97E-07 0.43 22 
FPL 1.98E-07 0.43 22 
FPL 2.64E-07 0.46 22 
FPL 1.92E-07 0.47 22 
FPL 2.06E-07 0.49 22 
CPXS 1.39E-07 0.46 22 
CPXS 4.43E-07 0.46 22 
CPXS 2.42E-07 0.45 22 
CPXS 3.00E-07 0.41 22 
MFG bed in CPXS 2.60E-07 0.41 22 
CPXS 3.55E-07 0.46 22 
CPXS 2.52E-07 0.44 22 
CPXS 1.65E-07 0.51 22 
MFG bed in CPXS 6.52E-08 0.39 22 
CPXS 1.56E-07 0.47 22 
MCG 1.27E-06 0.57 25 
MFG 5.44E-07 0.56 25 
FPL VFPL 8.04E-07 0.57 25 
FPL VFPL 3.29E-07 0.59 25 
FPL VFPL 6.42E-07 0.58 25 
FPL VFPL 5.66E-07 0.57 25 
FPL VFPL 3.45E-07 0.62 25 
FPL 3.54E-07 0.59 25 
MCG 5.66E-07 25 
MCG 3.80E-07 0.59 25 
MCG 6.50E-07 0.57 25 
MCG 4.88E-07 0.57 25 
MCG 5.91E-07 0.60 25 
MCG 7.17E-07 0.60 25 
Sample Tube 
Gap tf [5] tf [5] +tube empty 
Date [cm] #1 tf [5] #2 #3 mass[g] [g] 
2/6/00 3.2 29.60 29.59 29.59 22.3401 14.2542 
2/6/00 3.0 25.50 25.50 25.32 22.3756 14.4748 
2/6/00 3.0 25.10 25.06 25.00 22.1620 14.5246 
2/6/00 2.9 20.50 20.40 20.41 22.1747 14.2478 
2/6/00 3.5 28.28 28.22 28.16 21.2577 14.2061 
2/6/00 3.5 11.72 11.79 11.75 21.5446 14.3316 
2/6/00 3.1 22.28 22.25 22.22 22.2069 15.5186 
2/6/00 2.9 13.22 13.25 13.25 22.8362 14.3490 
2/6/00 3.3 30.18 30.25 30.06 22.0488 14.2001 
2/6/00 3.0 24.09 24.06 24.03 22.4446 14.5335 
2/6/00 2.9 33.56 33.15 34.03 22.1515 14.2781 
2/6/00 2.8 32.00 31.93 31.90 22.1114 14.3859 
2/6/00 3.0 45.56 45.53 45.44 22.1058 14.2073 
2/6/00 3.0 14.53 14.50 14.50 22.3193 14.3931 
2/6/00 3.3 24.81 24.69 24.65 21.8705 14.2829 
2/6/00 3.4 19.56 19.53 19.53 22.2992 14.4346 
2/6/00 2.8 25.53 25.41 25.31 23.2297 14.2402 
2/6/00 2.7 19.06 19.06 19.06 22.5553 14.2359 
2/6/00 4.0 20.22 20.22 20.25 20.7841 14.2284 
2/6/00 2.5 42.25 42.09 42.07 22.3112 14.4711 
2/6/00 5.2 54.12 54.15 54.12 19.2560 14.3028 
2/6/00 3.0 40.85 40.69 39.91 22.0266 14.2958 
6/29/00 4.2 4.25 4.28 4.25 19.1480 14.3620 
6/29/00 2.0 14.53 14.19 14.15 22.0340 14.2670 
6/29/00 2.0 9.69 9.81 9.97 22.1020 14.5030 
6/29/00 5.4 10.35 10.37 10.38 17.5420 14.4070 
6/29/00 2.5 11.25 11.19 11.19 21.1220 14.3870 
6/29/00 2.1 13.44 13.56 13.60 21.8880 14.4320 
6/29/00 5.5 9.53 9.56 9.57 17.2580 14.5050 
6/29/00 5.5 9.31 9.31 17.3430 14.3820 
6/29/00 2.0 13.72 13.72 13.87 
6/29/00 2.2 19.50 19.56 19.78 21.4570 14.5020 
6/29/00 2.1 11.78 11.85 11.91 21.7970 14.3430 
6/29/00 2.8 13.60 13.94 13.97 21.0030 14.5590 
6/29/00 2.5 11.88 12.22 12.28 20.9010 14.5410 
6/29/00 2.5 10.03 10.00 10.22 20.8790 14.3970 
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core 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
i 
i 
Corrected 
sample 
depth (ft) 
5.95 
6.00 
6.05 
6.11 
6.15 
6.20 
6.25 
6.30 
6.36 
6.40 
6.45 
6.50 
6.55 
6.60 
6.70 
6.75 
6.80 
6.85 
6.90 
6.95 
7.00 
7.05 
7.10 
7.15 
7.20 
7.25 
7.35 
7.40 
7.45 
7.50 
7.55 
7.60 
7.65 
7.70 
7.75 
7.80 
Sample Lor 
No. S 
5.97 S 
6.02 S 
6.07 S 
6.13 S 
6.17 S 
6.22 S 
I 6.27 S 
6.32 S 
6.38 S 
6.42 S 
6.47 S 
6.52 S 
6.57 S 
6.62 S 
6.72 S 
6.77 S 
6.82 S 
6.87 S 
6.92 S 
6.97 S 
7.02 S 
7.07 S 
7.12 S 
7.17 S 
7.22 S 
7.27 S 
7.37 S 
7.42 S 
7.47 S 
7.52 S 
7.57 S 
7.62 S 
7.67 S 
7.72 S 
7.77 S 
7.82 S 
Facies Avg.ka Temp 
code Note [cm2] Porosity [C] 
MCG 7.03E-07 0.62 25 
MCG 4.13E-07 0.65 25 
MCG 6.14E-07 0.63 25 
CPXS 1.49E-06 0.61 25 
CPXS 3.82E-07 0.53 25 
CPXS 3.49E-07 0.58 25 
CPXS 4.78E-07 0.54 25 
LPXS 8.23E-07 0.59 25 
OS 6.21E-07 0.59 25 
OS 5.96E-07 0.56 25 
OS 3.79E-07 0.52 25 
OS 3. 84E-07 0.57 25 
OS 3.26E-07 0.52 25 
OS 3.B4E-07 0.56 25 
OS 2.25E-07 0.56 25 
FPL 5.37E-07 0.44 25 
MFG 3.58E-07 0.46 25 
MFG 3.38E-07 0.44 25 
MFG VFPL 4.64E-07 0.41 25 
MFG VFPL 4.61E-07 0.47 25 
MFG VFPL 7.74E-07 0.49 25 
MFG VFPL 8.82E-07 0.49 25 
MFG VFPL 8.61 E-07 0.47 25 
MFG VFPL 5.23E-07 0.46 25 
MFG VFPL 8.25E-07 0.48 25 
OPL 1.60E-07 0.26 25 
OPL 3.42E-07 0.43 25 
OPL 2.53E-07 0.42 25 
OPL 1.55E-07 0.37 25 
OPL 1.59E-07 0.37 25 
OPL 1.56E-07 0.37 25 
OPL 3.23E-07 0.45 25 
FPL 4.18E-07 0.45 25 
FPL 4.16E-07 0.46 25 
FPL 2.86E-07 0.39 25 
FPL 3.27E-07 0.43 
_ 2~ 
-
___ .-A!!!!!!!!!!!!I ... .-~ 
Sample Tube 
Gap tf [5] tf [5] +tube empty 
Date [cm] #1 tf [5] #2 #3 mass[g] [g] 
6/29/00 3.5 8.47 8.50 8.50 19.3990 14.4680 
6/29/00 4.2 12.03 12.00 11.94 18.4710 14.5460 
6/29/00 4.4 7.79 7.79 7.88 18.4660 14.5660 
6/29/00 3.6 4.34 4.28 4.04 19.6730 14.6520 
6/29/00 2.5 18.47 18.28 18.91 22.0110 14.5320 
6/29/00 3.0 17.06 17.59 20.72 20.5580 14.4590 
6/29/00 4.0 10.62 11.16 11.06 19.8640 14.5080 
6/29/00 3.6 6.19 7.12 8.22 19.8810 14.6170 
6/29/00 4.0 8.16 8.40 9.05 19.1920 14.4560 
6/29/00 2.5 12.10 12.05 11.97 21.6350 14.5390 
6/29/00 5.0 10.37 10.41 10.41 18.6520 14.4360 
6/29/00 5.1 10.15 10.12 9.50 18.1180 14.4900 
6/29/00 3.2 18.75 18.94 19.25 21.0820 14.3600 
6/29/00 2.5 17.66 18.37 19.38 21.4550 14.4400 
6/29/00 2.9 29.28 28.72 28.97 20.9640 14.4710 
7/14/00 2.9 12.06 12.38 12.66 22.8874 14.5872 
7/14/00 2.5 19.63 19.75 19.88 23.0700 14.4152 
7/14/00 3.1 18.65 18.66 18.66 22.3843 14.4173 
7/14/00 2.6 15.00 15.00 15.22 23.7318 14.4119 
7/14/00 2.2 16.19 16.25 16.35 23.2846 14.3409 
7/14/00 2.1 10.00 10.03 10.03 23.3594 14.5495 
7/14/00 3.6 6.72 6.75 6.72 20.9613 14.4049 
7/14/00 2.8 7.91 8.03 8.18 22.6573 14.5724 
7/14/00 2.5 13.60 13.66 13.69 23.2659 14.5651 
7/14/00 2.2 9.25 9.31 9.28 23.4412 14.6118 
7/14/00 2.8 40.28 41.13 42.44 25.8088 14.5875 
7/14/00 5.4 10.19 10.12 10.22 18.8198 14.3855 i 
7/14/00 2.1 29.93 29.81 29.82 23.4927 13.5286 
7/14/00 3.0 41.03 41.09 41.06 22.6869 13.4639 i 
7/14/00 2.9 40.94 40.97 40.90 23.0156 13.5924 i 
7/14/00 2.8 42.47 42.66 42.43 23.0009 13.4816 
7/14/00 2.7 20.69 21.09 21.41 23.1062 14.5999 i 
7/14/00 2.3 17.04 17.59 18.09 23.5831 14.5229 I 
7/14/00 2.2 17.78 17.94 18.19 23.5590 14.4337 . 
7/14/00 4.0 18.19 18.03 18.53 21.5890 14.3422 
~14/00_ ,---2.6 19.96 21.53 22.13 23.5880 14.5489 I 
I-' 
0\ 
OJ 
core 
7 
7 
7 
7 
7 
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7 
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7 
7 
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7 
7 
7 
7 
7 
7 
7 I 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
Corrected 
sample 
depth (ft) 
7.85 
7.90 
7.95 
8.00 
8.05 
8.10 
8.15 
8.20 
8.25 
8.30 
8.35 
8.40 
8.45 
8.50 
8.55 
8.60 
8.65 
8.70 
8.75 
8.80 
8.85 
8.90 
8.95 
9.00 
9.05 
9.10 
9.15 
9.20 
9.25 
9.30 
9.35 
9.40 
9.45 
9.50 
9.55 
9.60 
Sample Lor 
No. S 
7.87 S 
7.92 S 
7.97 S 
8.02 S 
8.07 S 
8.12 S 
8.17 S 
8.22 S 
8.27 S 
8.32 S 
8.37 S 
8.42 S 
8.47 S 
8.52 S 
8.57 S 
8.62 S 
8.67 S 
8.72 S 
8.77 S 
8.82 S 
8.87 S 
8.92 S 
8.97 S 
9.02 S 
9.07 S 
9.12 S 
9.17 S 
9.22 S 
9.27 S 
9.32 S 
9.37 S 
9.42 S 
9.47 S 
9.52 S 
9.57 S 
9.62 S 
Facies Avg. ka Temp 
code Note [cm2] Porosity [C] 
FPL 3.11 E-07 0.43 25 
FPL 2.76E-07 0.42 25 
FPL 2.26E-07 0.39 25 
FPL 3. 1 OE-07 0.47 25 
FPL 0.41 25 
FPL 0.44 25 
FPL 3.68E-07 0.45 25 
FPL 4.02E-07 0.40 25 
FPL 4.73E-07 0.43 25 
FPL 3.81E-07 0.41 25 
XSS 1.84E-07 0.41 25 
XSS 3.84E-07 0.45 25 
XSS 4.51 E-07 0.43 25 
FPL 2.26E-07 0.42 25 
FPL 1.81E-07 0.42 25 
FPL 2.88E-07 0.43 25 
FPL 3.74E-07 0.46 25 
DPL 4.29E-07 0.45 25 
DPL 3.61 E-07 0.45 25 
DPL 2.73E-07 0.46 25 
DPL 2. 95E-07 0.43 25 
DPL 3.16E-07 0.45 25 
FPL 2.98E-07 0.45 25 
FPL 3.27E-07 0.45 25 
FPL 2.42E-07 0.41 25 
FPL 2.39E-07 0.45 25 
FPL 2.43E-07 0.43 25 
DPL 2.37E-07 0.44 25 
DPL 2.42E-07 0.47 25 
DPL 2.38E-07 0.47 25 
DPL 2.19E-07 0.45 25 
XSS 1.76E-07 0.44 25 
CPXS 1.98E-07 0.42 25 
CPXS 2.43E-07 0.42 25 
CPXS 1.61 E-07 0.41 25 
CPXS 2.84E-07 0.43 25 
Sample Tube 
Gap tf [5] tf [5] +tube empty 
Date [cm] #1 tf [5] #2 #3 mass[g] [g] 
7/14/00 3.5 18.68 18.94 18.97 21.9860 14.4797 
7/14/00 2.6 25.16 25.34 24.75 23.6771 14.6036 
7/14/00 3.8 23.90 23.81 23.84 21.8320 14.3948 
7/14/00 5.0 12.47 12.63 12.75 19.0831 14.4069 
7/14/00 3.0 23.1537 14.5616 
7/14/00 2.5 23.4751 14.4650 
7/14/00 2.4 19.19 19.59 19.97 23.3876 14.3940 
7/14/00 3.5 13.25 14.66 15.65 22.5018 14.6202 
7/14/00 2.6 14.75 14.78 14.85 23.3759 14.4750 
7/14/00 4.3 12.62 12.65 12.69 20.8610 14.4907 
7/14/00 3.4 31.90 31.90 31.94 21.4686 13.6199 
7/14/00 2.5 17.81 18.34 19.25 23.2618 14.3809 
7/14/00 3.1 13.84 14.19 14.28 22.4199 14.3337 
7/18/00 2.9 28.87 28.82 28.91 22.1855 13.5014 
7/18/00 2.4 39.56 39.22 39.29 22.7565 13.3508 
7/18/00 2.3 25.21 25.00 25.81 23.0725 13.5336 
7/18/00 2.2 19.91 19.91 19.94 22.4284 13.3719 
7/18/00 2.0 18.00 18.00 18.06 23.0785 13.4391 
7/18/00 2.3 20.50 20.22 20.25 22.6130 13.4590 
7/18/00 3.5 21.16 21.22 21.21 20.4320 13.3638 
7/18/00 2.6 23.37 23.38 23.35 22.4324 13.5328 
7/18/00 2.6 21.93 21.94 21.94 22.1010 13.4712 
7/18/00 2.5 23.62 23.71 23.72 22.1858 13.3802 
7/18/00 2.4 21.97 22.03 22.00 22.6098 13.5749 
7/18/00 2.6 28.59 28.57 28.59 22.7702 13.5606 
7/18/00 2.4 29.88 29.94 29.97 22.4569 13.4077 
7/18/00 2.4 29.44 29.44 29.50 22.7042 13.4717 
7/18/00 2.2 31.25 31.28 31.19 22.7773 13.3399 . 
7/18/00 2.2 30.34 30.28 31.22 22.2529 13.3314 
7/18/00 2.4 30.15 30.10 30.10 22.1674 13.5955 
7/18/00 3.4 26.90 26.87 26.94 20.9142 13.5842 
7/18/00 2.5 39.79 39.72 39.65 22.2705 13.3510 
7/18/00 3.0 32.19 32.18 32.19 21.9565 13.5245 
7/18/00 3.0 26.41 26.32 26.22 21.9855 13.4953 
7/18/00 3.4 36.40 36.22 36.44 21.4071 13.5394 
7/18/00 2.6 24.47 24.03 24.53 22.3828 13.4718 
f-' 
0\ 
\0 
core 
7 
7 
7 
7 
7 
7 
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8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
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8 
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8 
8 
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8 
8 
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8 
Corrected 
sample 
depth (ft) 
9.65 
9.75 
9.80 
9.85 
9.90 
9.95 
5.27 
5.32 
5.37 
5.42 
5.47 
5.52 
5.57 
5.62 
5.67 
5.72 
5.77 
5.82 
5.87 
5.92 
5.97 
6.02 
6.17 
6.22 
6.27 
6.34 
6.39 
6.44 
6.49 
6.54 
6.59 
6.64 
6.69 
6.74 
6.79 
6.84 
Sample 
No. 
9.67 
9.77 
9.82 
9.87 
9.92 
9.97 
5.40 
5.45 
5.50 
5.55 
5.60 
5.65 
5.70 
5.75 
5.80 
5.85 
5.90 
5.95 
6.00 
6.05 
6.10 
6.15 
6.30 
6.35 
6.40 
6.47 
6.52 
6.57 
6.62 
6.67 
6.72 
6.77 
6.82 
6.87 
6.92 
6.97 
Lor Facies 
S code 
S CPXS 
S Zpxs 
S Zpxs 
S FPL 
S FPL 
S FPL 
S FPXS 
S FPXS 
S FPXS 
S FPXS 
S FPXS 
S FPXS 
S FPXS 
S FPXS 
S FPXS 
S FPXS 
S FPXS 
S FPXS 
S FPXS 
S LPXS 
S LPXS 
S LPXS 
S LPXS 
S LPXS 
S LPXS 
S FPL 
S FPL 
S CPXS 
S FPL 
S FPL 
S FPL 
S FPL 
S FPL 
S FPL 
S FPL 
S DPL 
Avg. ka Temp 
Note [cm2] Porosity [C] Date 
1.91 E-07 0.43 25 7/18/00 
7.18E-08 0.42 25 7/18/00 
3.91 E-07 25 7/18/00 
3.06E-07 0.46 25 7/18/00 
5.08E-08 0.44 25 7/18/00 
1.30E-07 0.43 25 7/18/00 
to MFG 3.93E-07 0.50 24 2/9/00 
to MFG 5.29E-07 0.51 24 2/9/00 
to MFG 4.67E-07 0.51 24 2/9/00 
to MFG 2.86E-07 0.50 24 2/9/00 
to MFG 3.56E-07 0.49 24 2/9/00 
to MFG 7.27E-07 0.52 24 2/9/00 
to MFG 5.63E-07 0.50 24 2/9/00 
to MFG 3.69E-07 0.49 24 2/9/00 
to MFG 3.58E-07 0.48 24 2/9/00 
to MFG 4.19E-07 0.50 24 2/9/00 
to MFG 5.50E-07 0.48 24 2/9/00 
to MFG 6.00E-07 0.50 24 2/9/00 
to MFG 7.57E-07 0.50 24 2/9/00 
8.43E-07 0.47 24 2/9/00 
7.64E-07 0.49 24 2/9/00 
1.25E-06 0.49 24 2/9/00 
5.18E-07 0.58 24 2/9/00 
9.73E-07 0.50 24 2/9/00 
3.36E-07 0.46 24 2/9/00 
2.99E-07 0.45 24 2/9/00 
4.80E-07 0.50 24 2/9/00 
3.55E-07 0.47 24 2/9/00 
2.62E-07 0.52 24 2/9/00 
2.44E-07 0.47 24 2/9/00 
3.26E-07 0.44 24 2/9/00 
3.80E-07 0.48 23.5 2/11/00 
3.85E-07 0.44 23.5 2/11/00 
4.64E-07 0.46 23.5 2/11/00 
2.51E-07 0.48 23.5 2/11/00 
3.40E-07 0.45 23.5 2/11/00 
Sample Tube 
Gap tf [5] tf [5] +tube empty 
[cm] #1 tf [5] #2 #3 mass[g] [g] 
3.0 26.69 36.72 36.75 21.7758 13.5013 
3.2 86.54 84.90 82.91 22.3810 14.3310 
2.5 18.19 18.07 18.09 
2.5 23.04 23.15 23.08 22.0199 13.3075 
3.0 126.84 124.50 122.50 22.5360 14.3120 
3.4 45.07 45.07 45.12 21.1132 13.5247 
2.6 17.68 17.69 17.65 22.1877 14.3566 
2.8 12.78 12.75 12.75 21.7694 14.3525 
2.7 14.72 14.69 14.63 21.8188 14.1863 
3.9 18.47 18.44 18.41 20.3555 14.3383 
2.6 19.53 19.50 19.44 22.1499 14.1736 
2.6 9.72 9.78 9.75 21.7022 14.2282 
3.0 11.62 11.56 11.53 21.6132 14.3703 
2.8 18.22 18.13 18.06 22.1017 14.3494 
3.5 16.28 16.19 16.09 21.0436 14.2835 
3.2 15.06 14.78 14.53 21.2950 14.3354 
3.0 12.25 11.78 11.44 21.8972 14.3127 
2.5 12.06 11.97 11.75 22.1669 14.1905 
3.5 8.03 7.90 7.78 20.8439 14.2979 
2.5 8.78 8.60 8.50 22.6360 14.1400 
4.1 6.93 6.84 6.81 20.0326 14.1955 
4.2 4.35 4.31 4.28 19.9353 14.3374 
5.7 6.09 6.03 6.00 17.0642 14.2671 
4.5 5.03 5.00 4.97 19.3890 14.3273 
2.5 21.03 20.97 20.93 22.8050 14.2136 . 
2.5 23.59 23.53 23.40 23.0197 14.1803 I 
2.1 15.87 15.85 15.81 22.9796 14.3410 
2.5 19.94 19.87 19.82 22.7203 14.1703 
2.1 28.81 28.75 28.69 22.4124 14.2418 
2.5 28.93 28.69 28.53 22.8152 14.3121 
2.5 21.62 21.59 21.56 23.2790 14.2777 
3.2 16.35 16.28 16.19 21.4734 14.1840 
4.0 13.31 13.35 13.66 20.6983 14.1782 
2.7 14.75 14.75 14.75 22.7453 14.3786 
2.5 28.06 27.88 27.87 22.6487 14.3632 
2.6 20.37 20.35 20.28 23.0709 14.3460 
f-' 
'-I 
o 
core 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
Corrected 
sample 
depth (ft) 
6.89 
6.94 
6.99 
7.04 
7.09 
7.14 
7.19 
7.24 
7.29 
7.34 
7.39 
7.44 
7.49 
7.54 
7.59 
7.64 
7.69 
7.74 
7.79 
7.84 
7.89 
7.94 
7.99 
8.04 
8.09 
8.14 
8.19 
8.24 
8.29 
8.34 
8.44 
8.49 
8.54 
8.64 
8.69 
8.74 
Sample Lor 
No. S 
7.02 S 
7.07 S 
7.12 S 
7.17 S 
7.22 S 
7.27 S 
7.32 S 
7.37 S 
7.42 S 
7.47 S 
7.52 S 
7.57 S 
7.62 S 
7.67 S 
7.72 S 
7.77 S 
7.82 S 
7.87 S 
7.92 S 
7.97 S 
8.02 S 
8.07 S 
8.12 S 
8.17 S 
8.22 S 
8.27 S 
8.32 S 
8.37 S 
8.42 S 
8.47 S 
8.57 S 
8.62 S 
8.67 S 
8.77 S 
8.82 S 
8.87 S 
Facies Avg.ka Temp 
code Note [cm2] Porosity [C] 
DPL 1.94E-07 0.51 23.5 
DPL 2.70E-07 0.47 23.5 
DPL 5.77E-07 0.47 23.5 
MFG 5. 84E-07 0.47 23.5 
MFG 2.79E-07 0.49 23.5 
MFG 7.36E-07 0.47 23.5 
MFG 8.68E-07 0.47 23.5 
CPXS 7.54E-07 0.49 23.5 
CPXS 3.41E-07 0.49 23.5 
DPL 3.48E-07 0.40 23.5 
DPL 1.96E-07 0.44 23.5 
DPL 2.33E-07 0.34 23.5 
DPL 2.53E-07 0.31 23.5 
DPL 3.77E-07 0.42 23.5 
DPL 2.10E-07 0.44 23.5 
DPL 3.04E-07 0.43 23.5 
DPL 2.81E-07 0.52 23.5 
DPL 2.43E-07 0.48 23.5 
DPL 2.85E-07 0.48 23.5 
DPL 3.43E-07 0.47 23.5 
FPL 3.35E-07 0.48 23.5 
FPL 2.60E-07 0.48 23.5 
FPL 2.90E-07 0.47 23.5 
FPL 2.51E-07 0.48 23.5 
FPL 2.88E-07 0.48 23.5 
FPL 3.52E-07 0.47 23.5 
FPL 2.86E-07 0.45 23.5 
FPL 2.56E-07 0.46 23.5 
FPL 2.16E-07 0.48 23.5 
MFG 2.52E-07 0.44 23.5 
MFG 7.81E-08 0.40 23 
LPXS 3. 1 OE-07 0.42 23 
LPXS 4.64E-07 0.41 23 
CPXS 2.31 E-07 0.42 23 
CPXS 1.85E-07 0.42 23 
CPXS 1.35E-07 0.46 23 
~ ~ ~ ~ ~ 
Sample Tube 
Gap tf [5] tf [5] +tube empty 
Date [cm] #1 tf [5] #2 #3 mass[g] [g] 
2/11/00 2.5 36.00 35.94 35.91 22.1479 14.3251 
2/11/00 2.6 25.63 25.50 25.44 22.6995 14.4151 
2/11/00 2.7 11.96 11.93 11.90 22.4067 14.2249 
2/11/00 2.4 12.44 12.44 12.44 22.9124 14.2740 
2/11/00 2.5 25.18 25.15 25.13 22.3872 14.2646 
2/11/00 2.6 9.65 9.63 9.59 22.5308 14.2271 
2/11/00 3.4 7.10 7.09 7.09 21.3079 14.2141 
2/11/00 2.4 9.72 9.75 9.75 22.6596 14.3655 
2/11/00 2.5 20.62 20.63 20.63 22.5176 14.4226 
2/11/00 3.2 17.72 17.75 17.71 22.6078 14.2189 
2/11/00 2.7 34.43 34.34 34.34 23.0984 14.3858 
2/11/00 3.7 23.59 23.53 23.50 22.5171 14.2088 
2/11/00 2.7 26.75 26.72 26.66 24.9154 14.2752 
2/11/00 2.5 18.78 18.71 18.72 23.6935 14.3437 
2/11/00 2.6 32.75 32.62 32.54 23.0095 14.2298 
2/11/00 2.9 21.53 21.44 21.41 22.6792 14.2231 
2/11/00 3.0 22.78 22.75 22.68 21.1545 14.1758 
2/11/00 2.6 28.28 28.25 28.25 22.4480 14.2419 
2/11/00 2.6 24.25 24.21 24.22 22.5697 14.3215 
2/11/00 2.4 21.31 21.12 20.29 22.8712 14.2987 
2/11/00 2.0 22.97 22.84 22.82 23.3041 14.1891 
2/11/00 2.9 25.06 25.06 25.03 22.0066 14.3212 
2/11/00 2.7 23.38 23.32 23.34 22.4887 14.2671 
2/11/00 2.8 26.40 26.37 26.40 22.3202 14.3721 
2/11/00 2.5 24.47 24.40 24.38 22.4715 14.2127 
2/11/00 2.5 20.07 19.90 20.15 22.7711 14.2503 
2/11/00 3.8 20.03 18.21 18.25 20.9286 14.2055 
2/11/00 2.3 28.38 28.34 28.34 23.3610 14.3773 
2/11/00 2.5 32.41 32.44 32.32 22.6736 14.3251 
2/11/00 3.0 25.34 25.31 25.25 22.3347 14.1238 
2/14/00 3.6 71.19 71.04 71.22 21.9277 14.2231 
2/14/00 3.1 20.18 20.19 20.19 22.5806 14.2302 
2/14/00 3.6 12.28 12.32 12.28 21.7822 14.1967 
2/14/00 2.8 28.62 28.62 28.59 22.8944 14.1418 
2/14/00 3.1 33.72 33.62 33.65 22.6074 14.2968 
2/14/00 2.6 50.59 50.50 50.31 22.7117 14.1738 
...... 
---J 
...... 
core 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
Corrected 
sample 
depth (ft) 
8.79 
8.84 
8.89 
8.94 
8.99 
9.04 
9.09 
9.14 
9.19 
9.24 
9.34 
9.39 
9.44 
9.49 
9.54 
9.59 
9.64 
9.69 
9.74 
9.79 
9.84 
4.97 
5.02 
5.07 
5.12 
5.17 
5.32 
5.37 
5.42 
5.47 
5.52 
5.57 
5.62 
5.67 
5.72 
5.77 
Sample Lor 
No. S 
8.92 S 
8.97 S 
9.02 S 
9.07 S 
9.12 S 
9.17 S 
9.22 S 
9.27 S 
9.32 S 
9.37 S 
9.47 S 
9.52 S 
9.57 S 
9.62 S 
9.67 S 
9.72 S 
9.77 S 
9.82 S 
9.87 S 
9.92 S 
9.97 S 
5.22 S 
5.27 S 
5.32 S 
5.37 S 
5.42 S 
5.57 S 
5.62 S 
5.67 S 
5.72 S 
5.77 S 
5.82 S 
5.87 S 
5.92 S 
5.97 S 
6.02 S 
Facies Avg. ka Temp 
code Note [cm2] Porosity [C] 
CPXS 8.97E-08 0.43 23 
CPXS 1.43E-07 0.42 23 
MFG 2.51 E-07 0.46 23 
MFG 2.88E-07 0.47 23 
MFG 1.11 E-07 0.41 23 
MFG 1.50E-07 0.40 23 
FPXS 3.41E-07 0.44 23 
FPXS 1.58E-07 0.46 23 
FPXS 1.48E-07 0.43 23 
FPXS 1.46E-07 0.48 23 
FPL 2.13E-07 0.42 23 
FPL 2.27E-07 0.45 23 
FPL 1.47E-07 0.49 23 
FPL 1.30E-07 0.48 23 
CPXS 1.85E-07 0.44 23 
CPXS 1.61 E-07 0.49 23 
CPXS 1.31E-07 0.47 23 
CPXS 1.09E-07 0.49 23 
CPXS 9.65E-08 0.49 23 
CPXS 1.15E-07 0.46 23 
CPXS 1.75E-07 0.46 23 
FPL 1.78E-07 0.41 25 
FPL 3.92E-07 0.38 25 
FPXS 6.12E-07 0.39 25 
FPXS 2.41E-07 0.41 25 
FPXS 2.99E-07 0.43 25 
FPL 2.99E-07 0.42 25 
FPL 2.20E-07 0.46 25 
MFG 2.99E-07 0.49 25 
MFG 3.37E-07 0.47 25 
MFG 3.35E-07 0.50 25 
MFG 3.41 E-07 0.49 25 
MFG 3.00E-07 0.46 25 
MFG 4.18E-07 0.46 25 
MFG 3.95E-07 0.43 25 
MFG 2.89E-07 0.47 25 
Sample Tube 
Gap tf [s] tf [s] +tube empty 
Date [cm] #1 tf [s] #2 #3 mass[g] [g] 
2/14/00 3.2 67.63 67.63 67.60 22.2101 14.3041 
2/14/00 3.2 42.43 42.46 42.40 22.2253 14.1533 
2/14/00 2.4 28.22 28.38 28.47 23.1051 14.2796 
2/14/00 2.4 24.78 24.78 24.79 23.0261 14.3155 
2/14/00 3.1 56.00 56.03 56.00 22.6205 14.1603 
2/14/00 3.3 39.94 39.72 39.49 22.4074 14.1632 
2/14/00 2.7 19.88 19.87 19.90 22.8302 14.1994 
2/14/00 2.6 43.28 43.28 43.29 22.8190 14.3132 
2/14/00 3.2 41.21 41.25 41.22 22.1445 14.1642 
2/14/00 2.6 47.06 46.91 46.90 22.4267 14.1752 
2/14/00 3.5 26.94 26.94 26.97 21.7166 14.1710 
2/14/00 3.3 26.53 26.41 26.19 21.7014 14.1246 
2/14/00 2.6 46.47 46.41 46.34 22.2979 14.2358 
2/14/00 2.7 51.50 51.44 51.47 22.1504 14.1926 
2/14/00 2.6 37.10 37.09 37.16 23.0600 14.2165 
2/14/00 2.4 44.28 44.16 43.97 22.7134 14.3491 
2/14/00 2.6 52.29 52.22 52.19 22.5240 14.1418 
2/14/00 2.6 62.68 62.65 62.56 22.3470 14.3203 
2/14/00 2.6 70.65 70.72 70.56 22.3281 14.3028 
2/14/00 2.9 56.10 55.75 55.63 22.2951 14.2676 
2/14/00 3.1 36.69 34.00 35.72 21.9459 14.2522 
7/26/00 5.1 21.65 21.06 20.10 19.2650 14.2410 
7/26/00 5.1 10.91 9.43 8.85 20.4040 15.1330 
7/26/00 5.2 6.00 6.37 6.29 19.2830 14.3030 
7/26/00 5.0 16.15 16.09 16.00 19.5200 14.3890 
7/26/00 5.0 13.37 12.87 12.84 19.3760 14.4300 
7/26/00 5.0 14.50 12.50 12.19 19.6060 14.5400 
7/26/00 4.9 18.31 18.16 18.00 19.4120 14.5120 
7/26/00 4.8 14.06 13.90 13.68 19.2510 14.4540 
7/26/00 5.0 11.62 11.63 11.66 19.0360 14.3620 
7/26/00 4.7 12.84 12.84 12.82 19.2690 14.4720 
7/26/00 4.9 11.81 11.84 11.94 19.1070 14.4770 
7/26/00 4.9 13.97 13.85 12.41 19.2950 14.4310 
7/26/00 5.0 9.34 9.53 9.50 19.2940 14.5640 
7/26/00 5.1 9.63 9.72 9.62 19.1640 14.3330 
7/26/00 4.8 14.38 14.38 14.34 19.2780 14.3680 
...... 
'-.J 
N 
core 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
Corrected 
sample Sample 
depth (tt) No. 
5.87 6.12 
6.62 6.87 
6.67 6.92 
8.32 8.57 
8.37 8.62 
8.42 8.67 
8.47 8.72 
8.52 8.77 
8.57 8.82 
8.62 8.87 
8.67 8.92 
8.72 8.97 
8.77 9.02 
8.87 9.12 
8.92 9.17 
8.97 9.22 
9.02 9.27 
9.07 9.32 
9.12 9.37 
9.27 9.52 
9.32 9.57 
9.37 9.62 
9.42 9.67 
9.52 9.77 
9.57 9.82 
9.62 9.87 
6.45 6.80 
6.55 6.90 
6.60 6.95 
6.65 7.00 
6.70 7.05 
6.78 7.13 
6.83 7.18 
6.88 7.23 
6.93 7.28 
6.98 7.33 
Lor Facies 
S code 
S MFG 
S MCG 
S MCG 
S FPL 
S FPL 
S ZI 
S ZI 
S ZI 
S ZI 
S ZI 
S CPXS 
S CPXS 
S CPXS 
S CPXS 
S MCG 
S MCG 
S MFG 
S LPXS 
S LPXS 
S LPXS 
S LPXS 
S CPXS 
S CPXS 
S CPXS 
S CPXS 
S CPXS 
S MCG 
S MCG 
S FPL 
S FPL 
S DPL 
S FPL 
S FPL 
S FPL 
S FPL 
S FPL 
Avg. ka Temp 
Note [cm2] Porosity [C] Date 
2.29E-07 0.46 25 7/26/00 
1.16E-06 0.50 25 7/26/00 
1.55E-06 0.51 25 7/26/00 
4.79E-07 0.47 25 8/7/00 
3.53E-07 0.45 25 8/7/00 
Zm 5.97E-08 0.44 25 8/7/00 
Zm 8.30E-08 0.44 25 8/7/00 
Zm 1.05E-07 0.49 25 8/7/00 
Zm 4. 92E-08 0.46 25 8/7/00 
Zm 4.24E-08 0.44 25 8/7/00 
2.36E-07 0.45 25 8/7/00 
3.52E-07 0.46 25 8/7/00 
5.13E-07 0.44 25 8/7/00 
9.51 E-07 0.49 25 8/7/00 
6.95E-07 0.46 25 8/7/00 
x contct 6.63E-07 0.44 25 8/7/00 
8.46E-07 0.48 25 8/7/00 
6.30E-07 0.45 25 8/7/00 
4.24E-07 0.44 25 8/7/00 
3.58E-07 0.46 25 8/7/00 
2.49E-07 0.41 25 8/7/00 
4.59E-07 0.42 25 8/7/00 
1.85E-07 0.44 25 8/7/00 
2.69E-07 0.47 25 8/7/00 
1.52E-07 0.42 25 8/7/00 
1.35E-07 0.43 25 8/7/00 
4.06E-07 0.41 22 3/12/01 
8.30E-07 0.43 22 3/12/01 
5.67E-07 0.45 22 3/12/01 
2.66E-07 0.45 22 3/12/01 
1.96E-07 0.43 22 3/12/01 
1.76E-07 0.42 22 3/12/01 
2.40E-07 0.43 22 3/12/01 
3.02E-07 0.41 22 3/12/01 
3.97E-07 0.45 22 3/12/01 
2.65E-07 0.43 22 3/12/01 
Sample Tube 
Gap tt [5] tf [5] +tube empty 
[cm] #1 tf [5] #2 #3 mass[g] [g] 
5.1 16.47 16.40 16.25 19.0280 14.4810 
6.9 1.91 1.91 1.91 15.9940 14.4040 
3.5 4.28 4.16 4.03 20.9640 14.4930 
2.7 14.57 14.31 14.19 22.6860 14.4440 
2.7 19.40 19.25 19.25 22.9800 14.5280 
3.5 95.41 95.65 95.81 21.6200 14.3400 
3.0 76.57 76.34 76.31 22.5310 14.4410 
3.2 58.10 58.09 58.06 21.5700 14.5000 
3.3 120.94 120.90 120.91 21.7900 14.4200 
3.3 140.50 140.50 140.44 21.9300 14.2400 
3.1 26.66 26.56 26.56 22.2680 14.3850 
2.8 19.00 19.00 19.07 22.6830 14.5110 
3.3 11.93 11.97 11.97 21.9290 14.3040 
2.5 7.69 7.75 7.71 22.7130 14.4880 
2.8 9.84 9.81 9.88 22.5520 14.3420 
3.0 9.87 9.94 9.94 22.5350 14.4270 
2.5 8.66 8.63 8.56 22.8670 14.5370 
3.3 9.75 9.78 9.91 21.8730 14.4050 
2.8 16.03 15.81 15.75 22.8750 14.3590 
2.7 19.21 19.09 18.90 22.7040 14.3080 
5.0 15.53 15.66 15.59 19.6050 14.4610 
2.5 15.47 15.54 15.53 23.7200 14.4300 
3.0 34.47 34.53 34.60 22.7000 14.5900 
2.5 25.91 26.38 26.19 22.8900 14.4500 
3.1 40.91 41.06 41.09 22.7950 14.5520 
3.5 42.56 42.19 42.25 22.0250 14.5380 
4.3 11.81 11.82 11.78 21.1881 14.7871 
2.8 8.34 8.25 8.19 23.3970 14.7847 
3.5 10.53 10.28 10.18 21.8769 14.6929 
2.7 25.82 25.10 25.09 23.3039 14.7469 
2.7 34.66 34.19 33.94 23.6051 14.8088 
2.9 36.91 36.63 36.50 23.1693 14.6187 
2.8 27.90 27.44 27.19 23.4176 14.8220 
5.1 12.88 12.41 12.00 19.6603 14.6997 
3.3 15.34 15.22 15.03 22.1889 14.6479 
3.2 23.28 22.97 22.78 22.7028 14.6866 
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10 
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Corrected 
sample 
depth (ft) 
7.03 
7.08 
7.15 
7.20 
7.25 
7.30 
7.35 
7.40 
7.50 
7.55 
7.60 
7.65 
7.70 
7.75 
7.80 
7.85 
7.90 
7.95 
8.00 
8.05 
8.10 
8.17 
8.23 
8.30 
8.35 
8.40 
8.45 
8.50 
8.55 
8.60 
8.66 
8.72 
8.80 
8.85 
8.90 
8.95 
Sample Lor 
No. S 
7.38 S 
7.43 S 
7.50 S 
7.55 S 
7.60 S 
7.65 S 
7.70 S 
7.75 S 
7.85 S 
7.90 S 
7.95 S 
8.00 S 
8.05 S 
8.10 S 
8.15 S 
8.20 S 
8.25 S 
8.30 S 
8.35 S 
8.40 S 
8.45 S 
8.52 S 
8.58 S 
8.65 S 
8.70 S 
8.75 S 
8.80 S 
8.85 S 
8.90 S 
8.95 S 
9.01 S 
9.07 S 
9.15 S 
9.20 S 
9.25 S 
9.30 S 
Facies Avg.ka Temp 
code Note [cm2] Porosity [C] Date 
FPL 4.36E-07 0.46 22 3/12/01 
MCG 5.33E-07 0.46 22 3/12/01 
DPL 1.80E-07 0.40 22 3/12/01 
DPL 3.14E-07 0.41 22 3/12/01 
DPL 2.90E-07 0.37 22 3/12/01 
DPL 2.85E-07 0.43 22 3/12/01 
FPL 4.46E-07 0.45 22 3/12/01 
FPL 3.79E-07 0.43 22 3/12/01 
DPL 2.81 E-07 0.42 22 3/12/01 
DPL 1.52E-07 0.39 22 3/12/01 
DPL 2.20E-07 0.43 22 3/12/01 
DPL 2.32E-07 0.41 22 3/12/01 
DPL 1.64E-07 0.40 22 3/12/01 
DPL 3.56E-07 0.46 22 3/12/01 
DPL 3.25E-07 0.46 22 3/12/01 
FPL 3.55E-07 0.46 22 3/12/01 
FPL 2.29E-07 0.42 22 3/12/01 
FPL 6.20E-07 0.46 22 3/12/01 
FPL 2.39E-07 0.44 22 3/12/01 
FPL 4.30E-07 0.47 22 3/12/01 
XSS 2.20E-07 0.45 22 3/12/01 
ZI 1.38E-07 0.46 22 3/16/01 
XSS 6.87E-07 0.45 22 3/16/01 
ZXs 6.86E-08 0.46 22 3/16/01 
ZXs 6.53E-08 0.46 22 3/16/01 
ZXs 1.44E-07 0.48 22 3/16/01 
ZXs 2.08E-07 0.48 22 3/16/01 
ZXs 2.81 E-07 0.44 22 3/16/01 
CPXS 2.47E-07 0.48 22 3/16/01 
CPXS 1.32E-07 0.44 22 3/16/01 
XSS 1.44E-07 0.39 22 3/16/01 
XSS 1.01 E-07 0.35 22 3/16/01 
HPXS 1.59E-07 0.44 22 3/16/01 
HPXS 2.86E-07 0.46 22 3/16/01 
HPXS 1.96E-07 0.44 22 3/16/01 
LPXS 1.98E-07 0.45 22 3/16/01 
-
Sample Tube 
Gap tf [5] tf [5] +tube empty 
[cm] #1 tf [5] #2 #3 mass[g] [g] 
4.1 12.00 11.56 11.22 20.8167 14.6294 
2.7 13.06 12.79 12.66 23.1035 14.7936 
2.6 40.37 37.09 36.53 24.2859 14.8092 
4.4 14.84 14.68 14.75 20.8338 14.6645 
2.4 25.13 24.56 23.97 25.1138 14.8270 
2.5 25.13 24.31 24.22 23.9489 14.8929 
4.0 11.85 11.50 11.50 21.1283 14.6710 
2.6 18.53 18.22 17.88 23.6326 14.7180 
4.4 16.59 16.35 16.28 20.6317 14.5989 
2.8 42.91 43.94 42.59 23.8384 14.6416 
2.4 32.56 32.25 31.87 24.0196 14.6475 
5.3 15.03 14.97 14.88 19.2705 14.6602 
3.1 38.18 37.66 37.47 23.1984 14.6344 
2.3 20.47 20.22 20.50 23.6519 14.6669 
2.3 23.19 21.93 21.81 23.6176 14.6331 
5.3 9.97 9.88 9.91 18.9937 14.7325 
3.2 26.97 26.62 26.41 22.9864 14.8179 
4.6 7.44 7.25 7.19 20.1349 14.7760 
2.9 27.41 27.10 26.78 23.1433 14.7904 
2.5 17.00 16.13 16.07 23.2354 14.7671 
2.9 30.28 28.66 29.19 22.9739 14.7802 
3.6 40.22 40.43 40.22 21.6261 14.6959 
4.4 7.00 7.00 6.97 20.4222 14.6915 
2.3 104.34 104.34 104.68 23.7357 14.7009 
3.4 89.25 89.22 87.28 21.9488 14.6899 
2.8 48.50 45.19 43.50 22.4867 14.6528 
3.1 29.75 29.78 30.00 22.2222 14.8313 
3.0 22.59 22.69 22.65 22.8926 14.6871 
2.4 29.25 28.90 28.28 23.4088 14.8448 
3.5 44.03 42.97 42.18 22.0765 14.7482 
6.2 16.28 16.03 15.93 17.8896 14.6766 
6.0 25.81 25.12 24.68 18.4166 14.6009 
2.6 44.13 42.69 42.28 23.5338 14.7510 
2.5 24.46 24.44 24.34 23.4196 14.7195 
2.5 35.91 35.50 35.25 23.6415 14.7400 
2.6 34.91 34.47 34.41 23.4609 14.8249 
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Corrected 
sample 
depth (tt) 
9.00 
9.05 
9.10 
9.15 
9.20 
9.25 
9.30 
9.35 
9.40 
9.45 
9.50 
9.55 
9.60 
9.65 
4.93 
4.98 
5.03 
5.08 
5.13 
5.18 
5.23 
5.28 
5.33 
5.48 
5.53 
5.58 
5.63 
5.68 
5.73 
5.78 
5.83 
5.88 
5.93 
5.98 
6.03 
6.08 
Sample Lor 
No. S 
9.35 S 
9.40 S 
9.45 S 
9.50 S 
9.55 S 
9.60 S 
9.65 S 
9.70 S 
9.75 S 
9.80 S 
9.85 S 
9.90 S 
9.95 S 
10.00 S 
5.23 S 
5.28 S 
5.33 S 
5.38 S 
5.43 S 
5.48 S 
5.53 S 
5.58 S 
5.63 S 
5.78 S 
5.83 S 
5.88 S 
5.93 S 
5.98 S 
6.03 S 
6.08 S 
6.13 S 
6.18 S 
6.23 S 
6.28 S 
6.33 S 
6.38 S 
Facies Avg.ka Temp 
code Note [cm2] Porosity [C] 
LPXS 1.54E-07 0.43 22 
L.PXS 3.28E-07 0.45 22 
LPXS 2.60E-07 0.45 22 
LPXS 1.65E-07 0.43 22 
LPXS 2.75E-07 0.46 22 
LPXS 1.46E-07 0.42 22 
LPXS 1.62E-07 0.42 22 
LPXS 2.52E-07 0.44 22 
LPXS 3.21E-07 0.46 22 
LPXS 2.08E-07 0.46 22 
LPXS 1.43E-07 0.43 22 
XSS 1.94E-07 0.45 22 
XSS 1.45E-07 0.43 22 
XSS 2.09E-07 0.44 22 
MFG 6.91 E-07 0.46 23.5 
MFG 1.04E-06 0.49 23.5 
MFG 6.83E-07 0.46 23.5 
MFG 1.25E-06 0.50 23.5 
LPXS 3.89E-07 0.43 23.5 
LPXS 8.54E-07 0.49 23.5 
LPXS 7.27E-07 0.48 23.5 
LPXS 6.89E-07 0.48 23.5 
LPXS 5.77E-07 0.47 23.5 
HPXS 1.03E-06 0.50 23.5 
HPXS 7. 82E-07 0.47 23.5 
HPXS 1.22E-06 0.49 23.5 
HPXS 7.28E-07 0.46 23.5 
HPXS 7.06E-07 0.48 23.5 
HPXS 4.50E-07 0.48 23.5 
HPXS 1.02E-06 0.49 23.5 
HPXS 6.08E-07 0.50 23.5 
HPXS 8.59E-07 0.47 23.5 
HPXS 3.09E-07 0.48 23.5 
HPXS 5.41 E-07 0.45 23.5 
HPXS 5.26E-07 0.47 23.5 
HPXS 1.27E-06 0.50 23.5 
Sample Tube 
Gap tf [5] tf [5] +tube empty 
Date [cm] #1 tf [5] #2 #3 mass[g] [g] 
3/16/01 2.7 44.03 43.29 42.81 23.6003 14.7679 
3/16/01 2.5 21.40 21.40 21.31 23.5008 14.6821 
3/16/01 2.4 27.53 27.28 27.09 23.6501 14.7054 
3/16/01 2.9 39.09 39.03 38.88 23.2633 14.7518 
3/16/01 2.3 26.50 26.22 26.16 23.6774 14.6608 
3/16/01 2.8 45.34 45.16 44.87 23.6600 14.7974 
3/16/01 3.0 39.28 39.13 39.00 23.3313 14.8183 
3/16/01 2.4 28.28 28.15 28.04 23.7396 14.6197 
3/16/01 2.4 22.25 22.28 22.18 23.4493 14.6792 
3/16/01 2.5 33.44 33.28 33.60 23.4446 14.8043 
3/16/01 3.2 42.56 42.34 42.19 22.6371 14.7313 
3/16/01 2.6 35.43 35.53 34.94 23.4057 14.7418 
3/16/01 2.9 44.41 44.47 44.21 23.3005 14.7640 
3/16/01 3.4 27.97 27.97 27.66 22.3563 14.8668 
2/16/00 2.6 10.28 10.18 10.19 22.7602 14.2697 
2/16/00 2.6 7.03 6.97 6.84 22.4075 14.3918 
2/16/00 3.3 9.09 9.06 9.03 21.5076 14.1515 
2/16/00 2.5 6.03 6.00 5.87 22.4707 14.3952 
2/16/00 3.5 14.90 14.91 14.91 21.6642 14.1265 
2/16/00 2.6 8.35 8.35 8.38 22.4271 14.3911 
2/16/00 3.0 8.72 9.72 8.72 21.7693 14.1888 
2/16/00 3.0 9.59 9.60 9.40 21.8632 14.2785 
2/16/00 3.6 10.00 10.00 9.97 20.9514 14.1063 
2/16/00 2.7 6.91 6.91 6.91 22.0460 14.3254 
2/16/00 2.6 9.09 9.09 9.09 22.5456 14.2245 
2/16/00 2.6 6.09 6.00 6.00 22.1800 14.1770 
2/16/00 3.2 8.72 8.69 8.69 21.7305 14.2379 
2/16/00 3.0 9.34 9.28 9.29 21.9759 14.3282 
2/16/00 2.5 15.81 15.72 15.68 22.5113 14.1757 
2/16/00 2.6 7.09 7.13 7.00 22.3211 14,3376 
2/16/00 2.7 11.41 11.35 11.31 21.9979 14.3214 
2/16/00 2.8 8.03 8.03 8.03 22.1828 14.2238 I 
2/16/00 2.8 21.54 21.56 21.53 22.1750 14.3615 
2/16/00 3.2 11.53 11.56 11.56 21.8138 14.1498 
2/16/00 3.2 11.88 11.87 11.82 21.4911 14.1097 
2/16/00 2.6 5.88 5.84 5.69 22.1567 14.3262 
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! Corrected 
sample 
depth (tt) 
6.13 
6.18 
6.23 
6.28 
6.33 
6.38 
6.48 
6.53 
6.58 
6.63 
6.68 
6.73 
6.78 
6.83 
6.88 
6.93 
6.98 
7.03 
7.08 
7.13 
7.18 
7.23 
7.28 
7.33 
7.38 
7.43 
7.48 
7.53 
7.58 
7.63 
7.68 
7.73 
7.78 
7.83 
7.88 
7.93 
Sample Lor 
No. S 
6.43 S 
6.48 S 
6.53 S 
6.58 S 
6.63 S 
6.68 S 
6.78 S 
6.83 S 
6.88 S 
6.93 S 
6.98 S 
7.03 S 
7.08 S 
7.13 S 
7.18 S 
7.23 S 
7.28 S 
7.33 S 
7.38 S 
7.43 S 
7.48 S 
7.53 S 
7.58 S 
7.63 S 
7.68 S 
7.73 S 
7.78 S 
7.83 S 
7.88 S 
7.93 S 
7.98 S 
8.03 S 
8.08 S 
8.13 S 
8.18 S 
8.23 S 
Facies Avg. ka Temp 
code Note [cm2] Porosity [C] 
HPXS 1.18E-06 0.51 23.5 
HPXS 8.63E-07 0.48 23.5 
HPXS 1.31E-06 0.49 23.5 
HPXS 1.03E-06 0.47 23.5 
CPXS 5.53E-07 0.45 23.5 
CPXS 2.56E-07 0.45 23.5 
FPL 3.06E-07 0.48 23 
FPL 1.88E-07 0.46 23 
FPL 2.00E-07 0.44 23 
FPL 3.92E-07 0.45 23 
FPL 4.35E-07 0.45 23 
FPL 2.42E-07 0.42 23 
FPL 2.71 E-07 0.49 23 
FPL to MFG 3.58E-07 0.49 23 
FPL to MFG 3.B4E-07 0.46 23 
FPL to MFG 3.58E-07 0.45 23 
FPL to MFG 2.89E-07 0.48 23 
FPL to MFG 4.60E-07 0.44 23 
FPL coarse bed 5.65E-07 0.47 23 
FPL 2.87E-07 0.46 23 
DPL 2. 1 OE-07 0.41 23 
DPL 2.52E-07 0.44 23 
DPL 3.75E-07 0.36 23 
DPL 4.37E-07 0.40 23 
DPL 3.41E-07 0.45 23 
FPL to MFG 3.58E-07 0.47 23 
FPL to MFG 3.61 E-07 0.48 23 
FPL to MFG 4.54E-07 0.44 23 
FPL to MFG 3.82E-07 0.45 23 
FPL 2.42E-07 0.48 23 
FPL 4.78E-07 0.46 23 
FPL 2.50E-07 0.49 23 
FPL 2.25E-07 0.46 23 
FPL to MFG 3.07E-07 0.48 23 
FPL to MFG 2.41E-07 0.52 23 
FPL to MFG 3.13E-07 0.49 23 
Sample Tube 
Gap tf [5] tf [5] +tube empty 
Date [cm] #1 tf [5] #2 #3 mass[g] [g] 
2/16/00 2.7 6.19 6.06 6.00 21.9549 14.4028 
2/16/00 3.1 7.81 7.25 7.62 21.6059 14.2185 
2/16/00 3.1 5.37 5.13 5.00 21.5520 14.3010 
2/16/00 3.1 6.59 6.41 6.25 21.8099 14.3078 
2/16/00 2.7 12.78 12.31 12.21 22.7710 14.2542 
2/16/00 3.2 24.03 23.94 23.81 21.8374 14.1888 
2/23/00 2.3 25.63 22.50 23.09 22.9552 14.2488 
2/23/00 2.5 34.60 39.50 37.09 22.8430 14.1944 
2/23/00 3.4 29.47 29.06 29.03 21.8498 14.3369 
2/23/00 3.4 15.25 15.06 15.00 21.5321 14.1006 
2/23/00 2.8 15.38 15.38 15.38 22.6204 14.2602 
2/23/00 3.1 25.85 25.78 25.78 22.5999 14.2658 
2/23/00 2.3 27.07 26.65 26.50 22.6727 14.1583 
2/23/00 2.0 21.88 21.69 20.65 23.0800 14.2269 
2/23/00 2.6 18.10 18.00 17.94 22.6717 14.2370 
2/23/00 3.0 17.91 17.91 17.87 22.3430 14.2783 
2/23/00 2.3 25.16 25.13 25.03 22.8485 14.2339 
2/23/00 3.3 13.31 13.19 13.16 21.8790 14.2755 
2/23/00 2.5 12.63 13.47 11.75 22.7076 14.2324 
2/23/00 2.8 23.50 22.81 22.93 22.3155 14.1349 
2/23/00 2.9 30.46 30.34 31.63 22.9370 14.1322 
2/23/00 2.5 27.81 27.72 27.72 23.1465 14.2125 
2/23/00 2.5 18.75 18.85 18.75 24.4324 14.1350 
2/23/00 2.6 15.94 15.84 15.84 23.6509 14.1445 
2/23/00 2.5 20.78 20.68 20.40 23.2016 14.3828 
2/23/00 2.4 20.38 19.84 19.81 22.8252 14.2060 
2/23/00 2.5 19.79 19.40 19.35 22.5855 14.3250 
2/23/00 3.0 14.06 14.09 14.47 22.5506 14.3360 
2/23/00 3.2 16.69 16.03 15.75 22.0496 14.3444 
2/23/00 2.5 28.87 29.03 28.85 22.5517 14.2170 
2/23/00 2.8 14.03 14.03 14.06 22.4126 14.2544 
2/23/00 2.6 27.50 27.46 27.37 22.3779 14.3229 
2/23/00 2.5 31.34 31.00 30.84 22.9545 14.3071 
2/23/00 1.6 26.54 26.50 26.47 23.8865 14.1516 
2/23/00 2.1 31.16 31.04 31.00 22.4399 14.2628 
2/23/00 2.1 23.97 23.88 24.28 23.0271 14.3125 
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Corrected 
sample 
depth (tt) 
7.98 
8.03 
8.08 
8.13 
8.18 
8.23 
8.28 
8.33 
8.38 
8.48 
8.53 
8.58 
8.63 
8.68 
8.73 
8.78 
8.83 
8.88 
8.93 
8.98 
9.03 
9.08 
9.13 
9.18 
9.23 
9.28 
9.33 
9.38 
9.43 
9.48 
9.53 
9.58 
9.63 
5.05 
5.15 
5.20 
Sample Lor 
No. S 
8.28 S 
8.33 S 
8.38 S 
8.43 S 
8.48 S 
8.53 S 
8.58 S 
8.63 S 
8.68 S 
8.78 S 
8.83 S 
8.88 S 
8.93 S 
8.98 S 
9.03 S 
9.08 S 
9.13 S 
9.18 S 
9.23 S 
9.28 S 
9.33 S 
9.38 S 
9.43 S 
9.48 S 
9.53 S 
9.58 S 
9.63 S 
9.68 S 
9.73 S 
9.78 S 
9.83 S 
9.88 S 
9.93 S 
5.20 S 
5.30 S 
5.35 S 
Facies Avg. ka Temp 
code Note [cm2] Porosity [C] 
FPL to MFG 3.56E-07 0.45 23 
FPL to MFG 2.97E-07 0.52 23 
FPL 1.89E-07 0.47 23 
CPXS 1.94E-07 0.49 23.5 
CPXS 2.67E-07 0.47 23.5 
CPXS 2.52E-07 0.43 23.5 
CPXS 3.28E-07 0.45 23.5 
Zpl 1.12E-07 0.42 23.5 
Zpl 8.44E-08 0.47 23.5 
FPL 1.90E-07 0.47 23.5 
FPL 1.60E-07 0.47 23.5 
XSS 1.62E-07 0.46 23.5 
XSS 1.66E-07 0.46 23.5 
XSS 2.25E-07 0.52 23.5 
FPXS 2.01 E-07 0.46 23.5 
FPXS 3.03E-07 0.47 23.5 
FPXS 3.40E-07 0.48 23.5 
FPXS 2.00E-07 0.50 23.5 
FPXS 4.00E-07 0.48 23.5 
FPXS 2.26E-07 0.47 23.5 
FPXS 3.00E-07 0.47 23.5 
FPXS 4.01E-07 0.48 23.5 
OPL to FPL 1.94E-07 0.48 23.5 
OPL to FPL 2.38E-07 0.47 23.5 
OPL to FPL 2.87E-07 0.43 23.5 
OPL to FPL 2.82E-07 0.44 23.5 
OPL to FPL 1.71 E-07 0.46 23.5 
OPL to FPL 2.08E-07 0.45 23.5 
OPL to FPL 2.21 E-07 0.46 23.5 
OPL to FPL 1.82E-07 0.49 23.5 
OPL to FPL 1.73E-07 0.47 23.5 
OPL to FPL 2.30E-07 0.48 23.5 
OPL to FPL 1.79E-07 0.50 23.5 
OS 5.79E-07 0.46 22 
OS 5.59E-07 0.45 22 
OS 8.86E-07 0.46 22 
_ 
_ 
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Sample Tube 
Gap tf [s] tf [s] +tube empty 
Date [cm] #1 tf [s] #2 #3 mass[g] [g] 
2/23/00 3.1 17.85 17.75 17.31 22.0640 14.2465 
2/23/00 2.6 23.25 23.15 23.12 21.8650 14.2708 
2/23/00 3.4 31.25 30.94 30.66 21.3404 14.2313 
2/25/00 3.2 31.62 31.57 31.44 21.6742 14.4827 
2/25/00 2.6 25.65 25.69 26.06 22.6431 14.3244 
2/25/00 2.8 26.31 26.31 26.31 22.8720 14.2662 
2/25/00 3.2 19.66 18.54 18.09 22.0353 14.2740 
2/25/00 3.7 48.69 48.68 48.66 21.5642 14.3365 
2/25/00 2.5 82.28 82.35 82.25 22.6398 14.1665 
2/25/00 2.6 36.16 36.18 36.16 22.7955 14.3853 
2/25/00 2.6 43.34 42.88 42.47 22.6258 14.2621 
2/25/00 2.2 45.47 45.47 45.41 23.5028 14.3115 
2/25/00 2.3 43.50 43.47 43.43 23.3238 14.4085 
2/25/00 2.2 32.75 32.72 32.72 22.4094 14.3050 
2/25/00 2.8 32.90 32.78 32.78 22.2763 14.0855 
2/25/00 2.9 21.59 21.53 21.47 22.2295 14.2941 
2/25/00 2.7 19.96 19.97 19.97 22.4220 14.3588 
2/25/00 2.6 34.44 34.37 34.35 22.3129 14.4385 
2/25/00 2.5 17.65 17.66 17.66 22.6005 14.3082 
2/25/00 2.6 30.56 30.47 30.34 22.6060 14.2411 
2/25/00 2.5 23.50 23.44 23.41 22.7933 14.3556 
2/25/00 2.5 17.53 17.69 17.69 22.6476 14.3389 
2/25/00 2.5 36.06 36.03 36.00 22.4570 14.1981 
2/25/00 2.6 29.16 28.97 28.53 22.6026 14.2709 
2/25/00 3.0 22.31 22.38 22.07 22.4592 14.1859 
2/25/00 3.5 20.41 20.41 20.41 21.5656 14.2298 
2/25/00 2.5 40.79 40.75 40.69 22.8531 14.2688 
2/25/00 3.2 29.44 29.35 29.47 21.9347 14.2022 
2/25/00 2.5 31.65 31.59 31.57 22.7761 14.1538 
2/25/00 2.2 40.38 40.31 40.34 23.0312 14.4399 
2/25/00 2.5 40.28 40.29 40.22 22.7806 14.2518 
2/25/00 2.2 32.03 32.03 32.03 22.8983 14.1559 
2/25/00 2.5 38.94 38.94 38.87 22.2578 14.2253 
2/18/01 3.1 11.03 11.00 10.94 22.5333 14.8697 
2/18/01 3.0 11.71 11.56 11.53 22.8608 14.8227 
2/18/01 3.0 7.50 7.50 7.47 22.6320 14.7893 -- -- - -- - - -----
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Corrected 
sample Sample 
depth (ft) No. 
5.25 5.40 
5.30 5.45 
5.35 5.50 
5.40 5.55 
5.45 5.60 
5.50 5.65 
5.60 5.75 
5.65 5.80 
5.70 5.85 
5.77 5.92 
5.82 5.97 
5.90 6.05 
5.95 6.10 
6.00 6.15 
6.05 6.20 
6.10 6.25 
6.15 6.30 
6.20 6.35 
6.25 6.40 
6.32 6.47 
6.37 6.52 
6.42 6.57 
6.47 6.62 
6.52 6.67 
6.60 6.75 
6.65 6.80 
6.70 6.85 
6.77 6.92 
6.82 6.97 
6.87 7.02 
6.92 7.07 
6.97 7.12 
7.02 7.17 
7.07 7.22 
7.12 7.27 
_7 . .!l _ 7.32 
_ .. --
Lor Facies 
S code Note 
S HPXS 
S HPXS 
S HPXS 
S HPXS 
S HPXS 
S HPXS 
S HPXS 
S HPXS 
S HPXS 
S FPL 
S FPL 
S LPXS 
S LPXS 
S DPL 
S DPL 
S DPL 
S DPL 
S XSS 
S XSS 
S XSS 
S DPL 
S FPL 
S DPL 
S DPL 
S FPL 
S FPL 
S FPL 
S MFG 
S MFG 
S DPL 
S DPL 
S DPL 
S DPL 
S DPL 
S DPL 
S DPL 
- -
-----_~ __ _.J~ 
Sample Tube 
Avg.ka Temp Gap tf [5] tf [5] +tube empty 
[cm2] Porosity [C] Date [cm] #1 tf [5] #2 #3 mass[g] [g] 
5.78E-07 0.45 22 2/18/01 2.8 11.69 11.66 11.60 23.2060 14.8174 
1.14E-06 0.47 22 2/18/01 2.8 6.16 6.12 6.12 22.6523 14.6219 
9.75E-07 0.47 22 2/18/01 2.8 7.63 6.84 6.85 22.7559 14.7686 
1.24E-06 0.48 22 2/18/01 3.1 5.41 5.41 5.41 22.0758 14.6240 
1.52E-06 0.49 22 2/18/01 2.7 4.84 4.85 4.85 22.6941 14.7878 
1.32E-06 0.47 22 2/18/01 3.1 5.13 5.12 5.13 22.1556 14.6412 
9.63E-07 0.47 22 2/18/01 2.5 7.63 7.59 7.50 23.3532 14.9019 
7. 85E-07 0.47 22 2/18/01 2.7 8.88 8.85 8.84 23.0186 14.8527 
7.03E-07 0.46 22 2/18/01 2.9 9.47 9.56 9.44 22.7596 14.6943 
7.45E-07 0.46 22 2/18/01 3.0 8.78 8.90 8.75 22.6297 14.7078 
7. 72E-07 0.46 22 2/18/01 3.4 7.88 7.87 7.88 21.8213 14.6189 
8.13E-07 0.45 22 2/18/01 4.2 6.28 6.28 6.31 20.7429 14.6297 
8.97E-07 0.45 22 2/18/01 3.2 7.19 7.10 7.09 22.2584 14.6282 
7.99E-07 0.43 22 2/18/01 3.3 8.09 7.54 7.72 22.6935 14.8293 I 
3.90E-07 0.42 22 2/20101 3.0 16.47 16.44 16.40 23.1996 14.7205 
1.89E-07 0.38 22 2/20101 3.1 32.25 32.25 34.25 23.5972 14.7968 
2.68E-07 0.40 22 2/20101 3.0 23.69 23.75 23.68 23.4997 14.8189 
2.97E-07 0.45 22 2/20101 2.4 24.03 24.00 24.00 23.6018 14.6320 
1.45E-07 0.43 22 2/20101 2.8 45.41 45.41 45.34 23.2929 14.6616 
1.62E-07 0.42 22 2/20101 2.9 40.03 39.82 39.63 23.3494 14.7063 
1.61E-07 0.44 22 2/20101 2.7 41.97 41.56 41.47 23.5742 14.8580 
2.46E-07 0.44 22 2/20101 2.5 28.68 28.35 28.16 23.7162 14.6950 
3.61 E-07 0.45 22 2/20101 2.4 19.85 19.72 19.82 23.6563 14.6929 
1.22E-07 0.39 22 2/20101 3.2 49.68 49.88 49.44 23.4236 14.8773 
3.54E-07 0.48 22 2/22/01 2.4 20.40 20.03 20.03 23.3259 14.8250 
4.49E-07 0.47 22 2/22/01 2.5 15.69 15.72 15.72 23.3353 14.7807 
4.89E-07 0.47 22 2/22/01 4.0 10.65 10.66 10.60 20.9582 14.7420 
1.24E-06 0.50 22 2/22/01 2.5 6.03 6.00 6.00 22.6317 14.6218 
1.22E-06 0.51 22 2/22/01 2.5 6.56 5.94 5.78 22.7898 14.8592 
4.44E-07 0.46 22 2/22/01 2.3 16.53 16.47 16.35 23.7279 14.7738 
4.25E-07 0.47 22 2/22/01 2.3 17.44 17.15 16.97 23.7114 14.8387 
4.14E-07 0.47 22 2/22/01 2.4 17.94 18.31 15.69 23.6013 14.8950 
3.06E-07 0.42 22 2/22/01 2.9 21.28 21.25 21.25 23.3778 14.6949 
4.66E-07 0.46 22 2/22/01 2.2 16.09 15.91 15.84 23.8595 14.6579 
2.85E-07 0.41 22 2/22/01 3.8 18.84 18.81 18.78 22.0191 14.8330 
3.61 E-07 0.42 22 2/22/01 2.0 21.50 21.22 20.91 25.1235 14.8991 
- - - - - -
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Corrected 
sample 
depth (ft) 
7.22 
7.27 
7.32 
7.37 
7.42 
7.47 
7.52 
7.60 
7.65 
7.70 
7.75 
7.80 
7.85 
7.90 
7.95 
8.00 
8.05 
8.10 
8.15 
8.20 
8.30 
8.35 
8.40 
8.45 
8.50 
8.57 
8.62 
8.67 
8.75 
8.72 
8.87 
8.95 
9.00 
9.05 
9.10 
9.15 
Sample Lor 
No. S 
7.37 S 
7.42 S 
7.47 S 
7.52 S 
7.57 S 
7.62 S 
7.67 S 
7.75 S 
7.80 S 
7.85 S 
7.90 S 
7.95 S 
8.00 S 
8.05 S 
8.10 S 
8.15 S 
8.20 S 
8.25 S 
8.30 S 
8.35 S 
8.45 S 
8.50 S 
8.55 S 
8.60 S 
8.65 S 
8.72 S 
8.77 S 
8.82 S 
8.90 S 
8.87 S 
9.02 S 
9.10 S 
9.15 S 
9.20 S 
9.25 S 
9.30 S 
Facies Avg. ka Temp 
code Note [cm2] Porosity [C] 
DPL 6.38E-07 0.44 22 
DPL 4.99E-07 0.46 22 
MFG 5.11E-07 0.44 22 
MFG 8.23E-07 0.49 22 
MFG 7.61 E-07 0.48 22 
MFG 9.97E-07 0.48 22 
MFG 6.25E-07 0.46 22 
FPL 4.73E-07 0.48 22 
FPL 2.22E-07 0.45 22 
FPL 3. 1 OE-07 0.47 22 
DPL 2.43E-07 0.43 22 
XSS 3.83E-07 0.45 22 
XSS 3.80E-07 0.47 22 
XSS 5.68E-07 0.47 22 
MCG 1.73E-06 0.47 22 
LPXS 4.98E-07 0.46 22 
LPXS 5.53E-07 0.45 22 
LPXS 3.17E-07 0.44 22 
LPXS 3.20E-07 0.43 22 
LPXS 5.26E-07 0.46 22 
CPXS 3.16E-07 0.45 22 
CPXS 4.47E-07 0.45 22 
CPXS 4.02E-07 0.44 22 
CPXS 3.34E-07 0.41 22 
DPL 2.01E-07 0.44 22 
XSS 1.86E-07 0.44 22 
XSS 1.59E-07 0.44 22 
XSS 2.99E-07 0.44 22 
FPL 4.98E-07 0.46 22 
HPXS 2.53E-07 0.46 22 
HPXS 2.88E-07 0.45 22 
CPXS 2.79E-07 0.46 22 
CPXS 3.04E-OT 0.46 22 
CPXS 2.29E-07 0.44 22 
CPXS 1.74E-07 0.38 22 
CPXS 2.42E-07 0.45 22 
- -
Sample Tube 
Gap tf [5] tf [5] +tube empty 
Date [cm] #1 tf [5] #2 #3 mass[g] [g] 
2122101 3.5 9.06 9.06 9.60 22.0680 14.7201 
2122101 2.3 14.75 14.66 14.60 23.8062 14.8274 
2122101 3.6 11.19 11.16 11.15 21.8089 14.6362 
2122101 2.2 9.22 9.22 9.25 23.3931 14.7799 
2122101 2.3 9.87 9.75 9.72 23.6654 14.9516 
2122101 2.4 7.43 7.47 7.47 23.2696 14.8501 
2122101 2.9 10.63 10.66 10.56 22.9329 14.8570 
2122101 2.5 15.03 14.91 14.90 23.1470 14.7866 
2122101 3.0 29.37 29.18 27.25 22.9869 14.9150 
2/22/01 2.6 22.10 22.22 22.22 23.2941 14.9531 
2/22/01 3.0 26.16 26.09 26.13 23.0910 14.8540 
2/22/01 2.5 18.31 18.41 18.31 23.5236 14.7751 
2122101 2.4 19.00 18.78 18.69 23.5988 14.9170 
2/22/01 2.2 13.19 13.19 13.16 23.8105 14.9040 
2122101 4.6 3.00 3.03 3.06 20.0574 14.7962 
2122101 2.6 14.13 13.90 13.81 23.3488 14.8562 
2122/01 3.7 10.10 10.12 10.16 21.5666 14.7307 
2/22101 2.8 20.84 20.91 20.94 23.3679 14.8905 
2/22101 3.0 20.25 19.84 19.78 22.9873 14.7450 
2/22/01 2.7 13.03 13.00 13.00 23.1198 14.8035 
2125/01 2.7 21.50 21.37 21.16 23.2568 14.7901 
2/25/01 2.8 14.94 14.97 14.94 23.3188 14.9289 
2/25/01 2.5 17.78 17.47 17.32 23.7269 14.7500 
2125/01 2.4 21.50 21.40 21.28 24.3704 14.7906 
2/25/01 2.5 34.72 34.62 34.40 23.6490 14.7116 
2125/01 2.6 36.88 36.72 36.66 23.7238 14.8722 
2/25/01 2.8 42.00 40.88 40.84 23.3568 14.9022 
2125/01 2.7 22.66 22.57 22.50 23.3895 14.6670 
2/25/01 4.3 9.72 9.68 9.72 20.6394 14.7862 
2125/01 2.7 26.91 26.66 26.35 23.1999 14.8163 
2/25/01 2.6 24.09 23.82 23.63 23.4899 14.7808 
2125/01 2.5 25.06 24.97 25.06 23.3288 14.6766 
2/25/01 3.0 21.25 21.03 20.69 22.7163 14.8546-, 
2/25/01 2.8 29.06 28.85 28.56 23.3047 14.8628 
2125/01 5.4 19.06 19.06 19.06 19.3880 14.6685 i 
2/25/01 2.6 29.40 27.97 27.62 23.3374 14.6745 I 
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Corrected 
sample 
depth (ft) 
9.20 
9.30 
9.35 
9.42 
9.47 
9.52 
9.57 
9.62 
9.70 
9.75 
9.82 
5.00 
5.05 
5.10 
5.15 
5.20 
5.25 
5.30 
5.35 
5.40 
5.45 
5.50 
5.55 
5.60 
5.65 
5.70 
5.75 
5.80 
5.85 
5.90 
5.95 
6.00 
6.05 
6.10 
6.15 
6.20 
Sample Lor Facies 
No. S code 
9.35 S CPXS 
9.45 S DPL 
9.50 S DPL 
9.57 S XSS 
9.62 S XSS 
9.67 S XSS 
9.72 S XSS 
9.77 S XSS 
9.85 S DPL 
9.90 S DPL 
9.97 S HPXS 
5.17 S FPL 
5.22 S FPL 
5.27 S FPL 
5.32 S FPL 
5.37 S FPL 
5.42 S FPL 
5.47 S HPXS 
5.52 S HPXS 
5.57 S HPXS 
5.62 S HPXS 
5.67 S HPXS 
5.72 S HPXS 
5.77 S HPXS 
5.82 S HPXS 
5.87 S HPXS 
5.92 S HPXS 
5.97 S HPXS 
6.02 S MFG 
6.07 S MFG 
6.12 S MFG 
6.17 S XSS 
6.22 S XSS 
6.27 S XSS 
6.32 S XSS 
6.37 S XSS 
Avg. ka Temp 
Note [cm2] Porosity [C] Date 
1.98E-07 0.43 22 2/25/01 
1.57E-07 0.37 22 2/25/01 
1.89E-07 0.41 22 2/25/01 
1.63E-07 0.43 22 2/25/01 
2.39E-07 0.46 22 2/25/01 
2.02E-07 0.45 22 2/25/01 
1.85E-07 0.46 22 2/25/01 
2.51E-07 0.46 22 2/25/01 
1.76E-07 0.44 22 2/25/01 
2.02E-07 0.44 22 2/25/01 
1.16E-07 0.42 22 2/25/01 
4.85E-07 0.47 23 3/3/00 
5.41 E-07 0.48 23 3/3/00 
5. 94E-07 0.48 23 3/3/00 
7.51E-07 0.50 23 3/3/00 
1.12E-06 0.51 23 3/3/00 
5.00E-07 0.46 23 3/3/00 
6.83E-07 0.49 23 3/3/00 
7.80E-07 0.53 23 3/3/00 
1.52E-06 0.52 23 3/3/00 
9. 77E-07 0.49 23 3/3/00 
9.84E-07 0.47 23 3/3/00 
1.11E-06 0.48 23 3/3/00 
4.B4E-07 0.46 23 3/3/00 
5.15E-07 0.45 23 3/3/00 
6.05E-07 0.50 23 3/3/00 
5.20E-07 0.44 23 3/3/00 
xcontct 1.03E-06 0.47 23 3/3/00 
5.87E-07 0.48 23 3/3/00 
2.42E-07 0.50 23 3/3/00 
1.98E-07 0.48 23 3/3/00 
2.36E-07 0.48 23 3/3/00 
2.92E-07 0.47 23 3/3/00 
1.47E-07 0.51 23 3/3/00 
1.69E-07 0.49 23 3/3/00 
1.70E-07 0.47 23 3/3/00 
Sample Tube 
Gap tf [s] tf [s] +tube empty 
[cm] #1 tf [s] #2 #3 mass[g] [g] 
2.8 33.44 33.28 33.28 23.5787 14.9116 
2.8 42.19 42.18 41.22 24.3681 14.8174 
2.7 35.78 35.46 35.40 23.8402 14.6878 
2.8 41.35 40.66 38.69 23.4126 14.7573 
2.5 29.18 29.22 29.16 23.3184 14.6461 
2.6 34.25 33.87 33.60 23.4730 14.8540 
3.0 35.00 33.94 33.43 22.8624 14.9259 
2.8 26.56 26.32 26.04 22.9147 14.7741 
3.1 35.85 35.69 33.94 22.7941 14.8202 
3.2 30.09 30.12 30.12 22.6992 14.8452 
4.5 38.47 38.00 38.15 20.8833 14.9295 
2.9 13.78 13.53 13.43 22.0431 14.1929 
2.6 13.00 12.90 12.87 22.3803 14.2256 
2.4 12.28 12.22 12.19 22.7583 14.2777 
2.7 9.35 9.25 9.21 22.0664 14.3342 
2.6 6.50 6.50 6.47 22.0617 14.3633 
3.1 12.72 12.69 12.65 21.9978 14.2368 
2.9 9.82 9.75 9.75 21.8461 14.3197 
2.2 9.75 9.69 9.78 22.1712 14.2208 
2.5 5.03 5.03 4.97 22.0263 14.3738 
2.7 7.25 7.25 7.21 22.2176 14.2908 
3.5 6.18 6.18 6.19 21.2469 14.3044 
3.0 6.12 6.06 6.06 21.7644 14.2101 
3.6 11.85 11.72 11.81 21.1834 14.2212 
3.4 11.50 11.41 11.93 21.4944 14.1727 
2.6 11.69 11.59 11.53 22.0523 14.2414 
3.3 11.81 11.78 11.59 21.8554 14.2300 
3.1 6.41 6.41 6.41 21.9231 14.3167, 
2.7 11.72 11.72 11.72 22.3514 14.3027 
2.5 28.97 28.88 28.81 22.2036 14.1303 
2.7 33.35 34.47 34.31 22.4112 14.3405 
2.5 29.60 29.59 29.53 22.5164 14.2195 i 
3.5 20.56 19.50 19.12 21.1965 14.2108 I 
2.7 45.63 45.59 45.56 21.9582 14.3337 
2.4 42.03 41.91 41.87 22.6413 14.2633 I 
2.6 40.16 40.40 40.06 22.6037 14.2208 I 
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Corrected 
sample 
depth (ft) 
6.25 
6.30 
6.35 
6.40 
6.45 
6.50 
6.55 
6.60 
6.65 
6.70 
6.75 
6.80 
6.85 
6.90 
7.00 
7.05 
7.10 
7.15 
7.20 
7.25 
7.30 
7.35 
7.40 
7.45 
7.50 
7.55 
7.60 
7.65 
7.70 
7.75 
7.80 
7.85 
7.90 
7.95 
8.00 
8.05 
Sample Lor 
No. S 
6.42 S 
6.47 S 
6.52 S 
6.57 S 
6.62 S 
6.67 S 
6.72 S 
6.77 S 
6.82 S 
6.87 S 
6.92 S 
6.97 S 
7.02 S 
7.07 S 
7.17 S 
7.22 S 
7.27 S 
7.32 S 
7.37 S 
7.42 S 
7.47 S 
7.52 S 
7.57 S 
7.62 S 
7.67 S 
7.72 S 
7.77 S 
7.82 S 
7.87 S 
7.92 S 
7.97 S 
8.02 S 
8.07 S 
8.12 S 
8.17 S 
i 8.22 S 
- --
Facies Avg. ka Temp 
code Note [cm2] Porosity [C] 
FPL to DPL 2.04E-07 0.45 23 
FPL to DPL 2.38E-07 0.48 23 
XSS 2.63E-07 0.45 23 
XSS 2.41E-07 0.44 23 
FPL 3.52E-07 0.50 23 
FPL 2.72E-07 0.44 23 
FPL 1.97E-07 0.55 23 
FPL 1.89E-07 0.48 23 
FPL 2.76E-07 0.43 23 
FPL 2.56E-07 0.49 23 
FPL 2.21E-07 0.49 23 
FPL 2.27E-07 0.49 23 
FPL to MFG 4.26E-07 0.47 23 
FPL to MFG 6.79E-07 0.48 23 
DPL 2.45E-07 0.47 23 
DPL 2. 94E-07 0.48 23 
DPL 6.06E-07 0.48 23 
DPL 1.54E-07 0.46 23 
DPL 2.69E-07 0.48 23 
DPL 4.56E-07 0.47 23 
DPL 3.47E-07 0.40 23 
DPL 4.63E-07 0.43 23 
DPL 4.22E-07 0.43 23 
DPL 2.56E-07 0.45 23 
FPL 8.06E-07 0.50 23 
FPL 6.04E-07 0.47 23 
FPL 4.85E-07 0.43 23 
FPL 1.18E-06 0.50 23 
MFG to FPL 4. 84E-07 0.45 23 
MFG to FPL 4.60E-07 0.52 23 
MFG to FPL 4.97E-07 0.45 23 
MFG to FPL 4. 15E-07 0.48 23 
MFG to FPL 7. 75E-07 0.51 23 
FPL 8.04E-07 0.50 23 
FPL 5.63E-07 0.48 23 
FPXS 3.39E-07 0.49 23 
------. ...... ... 
Sample Tube 
Gap tf [5] tf [5] +tube empty 
Date [cm] #1 tf [5] #2 #3 mass[g] [g] 
3/3/00 2.7 33.13 33.03 33.03 22.8019 14.3677 
3/3/00 3.0 26.81 26.78 26.78 22.0088 14.3627 
3/3/00 3.1 23.78 23.78 23.84 21.9833 14.1988 
3/3/00 3.2 25.34 25.38 25.37 22.0000 14.1702 
3/3/00 2.2 21.63 20.81 20.66 22.6753 14.2509 
3/3/00 2.9 23.87 23.91 23.90 22.3931 14.1298 
3/3/00 2.2 37.50 37.37 37.32 21.7406 14.1713 
3/3/00 2.4 37.85 37.56 37.51 22.8672 14.3030 
3/3/00 2.7 24.69 24.37 24.34 22.9055 14.1653 
3/3/00 2.2 28.94 28.84 28.78 22.8969 14.3329 
3/3/00 2.4 32.35 32.19 32.06 22.4679 14.2127 
3/3/00 2.5 30.78 30.69 30.72 22.5520 14.3466 
3/3/00 2.7 16.07 15.97 15.91 22.3368 14.1758 
3/3/00 2.6 10.38 10.40 10.38 22.4209 14.2824 
3/3/00 2.3 29.68 29.59 29.50 23.1513 14.2663 
3/3/00 2.4 24.37 24.29 24.13 22.8154 14.2963 
3/3/00 2.2 12.47 12.40 12.32 23.1278 14.3562 
3/3/00 2.5 44.65 45.50 45.47 23.1147 14.3915 
3/3/00 2.2 27.50 27.43 27.41 23.0634 14.3247 
3/3/00 2.2 16.37 16.35 16.34 23.2373 14.3057 
3/3/00 2.5 20.34 20.25 20.19 23.9389 14.3804 
3/3/00 2.5 15.35 15.28 15.25 23.4788 14.3784 
3/3/00 3.1 14.94 14.97 14.91 22.2916 14.1665 
3/3/00 2.7 26.92 26.12 26.16 22.7398 14.3039 
3/3/00 2.1 9.78 9.56 9.44 23.0197 14.3659 
3/3/00 2.1 12.72 12.66 12.57 23.2983 14.2467 ' 
3/3/00 3.0 13.34 13.31 13.34 22.4992 14.2364 i 
3/3/00 1.9 6.94 6.91 6.87 23.2199 14.3948 
3/3/00 3.2 12.85 12.84 12.84 21.9408 14.1893 I 
3/3/00 1.9 17.06 17.03 16.97 22.8574 14.2429 
3/3/00 3.0 13.03 13.00 13.00 22.1277 14.1079 
3/3/00 2.6 16.68 16.72 16.72 22.5622 14.3760 
3/3/00 2.1 9.97 9.94 9.97 22.7491 14.2959 
3/3/00 2.5 9.00 9.00 9.00 22.3726 14.3566 
3/3/00 2.7 12.19 12.22 12.22 22.3197 14.3535 
3/3/00 2.0 22.62 22.56 22.66 23.0580 
--.1'£1..969 
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Corrected 
sample 
depth (ft) 
8.10 
8.15 
8.20 
8.25 
8.30 
8.35 
8.40 
8.45 
8.50 
8.55 
8.60 
8.65 
8.70 
8.75 
8.80 
8.85 
8.90 
8.95 
9.00 
9.05 
9.10 
9.15 
9.20 
9.25 
9.30 
9.35 
9.40 
9.45 
9.50 
9.55 
9.60 
9.65 
9.70 
9.75 
5.01 
5.06 
Sample Lor 
No. S 
8.27 S 
8.32 S 
8.37 S 
8.42 S 
8.47 S 
8.52 S 
8.57 S 
8.62 S 
8.67 S 
8.72 S 
8.77 S 
8.82 S 
8.87 S 
8.92 S 
8.97 S 
9.02 S 
9.07 S 
9.12 S 
9.17 S 
9.22 S 
9.27 S 
9.32 S 
9.37 S 
9.42 S 
9.47 S 
9.52 S 
9.57 S 
9.62 S 
9.67 S 
9.72 S 
9.77 S 
9.82 S 
9.87 S 
9.92 S 
5.16 S 
5.21 S 
Facies Avg. ka 
code Note [cm2] Porosity 
FPXS 3.89E-07 0.49 
FPXS 1.96E-07 0.50 
DPL 3.89E-07 0.44 
FPL 1.92E-07 0.42 
FPL 2.01E-07 0.49 
FPL 2.17E-07 0.50 
FPL 3.40E-07 0.50 
FPL 2.91 E-07 0.52 
FPL 5. 1 OE-07 0.48 
FPL to CPXS 3.24E-07 0.52 
FPL to CPXS 4.67E-07 0.49 
FPL to CPXS 2.20E-07 0.52 
FPL to CPXS 2.32E-07 0.52 
CPXS 2.47E-07 0.51 
CPXS 3.57E-07 0.51 
CPXS 3.83E-07 0.52 
CPXS 3.74E-07 0.51 
CPXS 3.18E-07 0.47 
CPXS 2.56E-07 0.43 
DPL 1.40E-07 0.43 
FPL 2.94E-07 0.43 
FPL 1.85E-07 0.49 
FPL 2.17E-07 0.52 
FPL 2.54E-07 0.50 
FPL 1.87E-07 0.51 
FPL 2.67E-07 0.46 
DPL 1.32E-07 0.44 
DPL 1.71 E-07 0.47 
DPL 1.37E-07 0.42 
MFG 1.27E-07 0.50 
MFG 5.68E-07 0.51 
CPXS 1.66E-07 0.49 
CPXS 1.87E-07 0.48 
CPXS 1.74E-07 0.50 
HPXS 5.39E-07 0.42 
HPXS 3.94E-07 0.40 
Sample 
Temp Gap tf [5] tf [5] +tube 
[C] Date [cm] #1 tf [5] #2 #3 mass[g] 
23 3/3/00 2.6 17.85 17.81 17.78 22.1621 
23 3/3/00 2.2 37.44 37.44 37.44 22.7376 
23 3/3/00 3.0 16.53 16.53 16.50 22.3420 
24.5 3/8/00 3.1 32.69 32.59 32.59 22.7227 
24.5 3/8/00 2.4 35.50 35.44 35.40 22.7395 
24.5 3/8/00 2.5 32.28 32.25 32.25 22.3245 
24.5 3/8/00 2.3 21.53 21.44 21.47 22.5980 
24.5 3/8/00 2.1 26.00 25.90 25.84 22.5233 
24.5 3/8/00 2.7 13.85 13.35 13.25 22.2309 
24.5 3/8/00 2.3 22.63 22.54 22.53 22.1592 
24.5 3/8/00 2.3 15.59 15.94 15.72 22.6063 
24.5 3/8/00 2.6 31.34 31.28 31.22 21.9537 
24.5 3/8/00 2.1 32.43 32.37 32.31 22.6588 
24.5 3/8/00 2.2 30.00 29.88 29.87 22.6916 
24.5 3/8/00 2.1 21.25 21.21 21.21 22.7872 
24.5 3/8/00 2.0 20.13 20.12 20.09 22.6362 
24.5 3/8/00 2.1 20.31 20.25 20.25 22.7411 
24.5 3/8/00 2.7 21.44 21.40 21.38 22.3064 
24.5 3/8/00 3.2 24.06 24.00 24.00 22.2484 
24.5 3/8/00 2.6 49.10 49.06 48.97 23.3241 
24.5 3/8/00 3.5 19.66 19.65 19.63 21.6033 
24.5 3/8/00 2.5 37.94 37.90 37.88 22.3439 
24.5 3/8/00 2.7 31.22 31.22 31.18 21.7705 
24.5 3/8/00 2.2 29.15 29.09 29.06 22.6510 
24.5 3/8/00 2.5 37.53 37.56 37.53 22.2960 
24.5 3/8/00 2.9 24.50 24.40 24.31 22.4036 
24.5 3/8/00 2.9 49.25 49.13 49.06 22.5567 
24.5 3/8/00 3.0 37.28 37.25 37.22 21.8939 
24.5 3/8/00 2.6 50.12 50.19 50.13 23.2530 
24.5 3/8/00 2.5 54.90 54.94 54.87 22.3512 
24.5 3/8/00 2.1 13.50 13.47 13.47 22.8327 
24.5 3/8/00 2.1 45.22 45.12 45.13 22.9792 
24.5 3/8/00 2.6 37.00 36.78 36.78 22.3443 
24.5 3/8/00 2.9 37.41 37.31 37.22 21.7516 
23 2/2/01 3.3 11.15 11.00 11.84 23.6535 
23 2/2/01 3.4 15.10 15.21 14.75 23.6694 
Tube 
empty 
[g] 
14.1206 
14.2720 
14.2164 
14.3868 
14.3585 
14.3765 
14.3451 
14.3322 
14.2438 
14.2015 
14.1852 
14.4057 
14.3778 
14.3673 
14.2783 
14.3188 
14.2435 
14.1072 
14.3105 
14.2921 
14.1388 
14.2449 
14.2943 
14.1873 
14.3700 
14.3119 
14.1655 
14.1485 
14.1970 
14.3875 
14.3265 
14.2718 
14.1961 
14.3767 
15.6432 
15.6443 
I-' 
OJ 
N 
~ ~ 
Corrected 
sample 
core depth (tt) 
14 5.11 
14 5.16 
14 5.21 
14 5.26 
14 5.31 
14 5.36 
14 5.46 
14 5.51 
14 5.56 
14 5.61 
14 5.66 
14 5.71 
14 5.76 
14 5.81 
14 5.88 
14 5.93 
14 5.96 
14 6.01 
14 6.06 
14 6.11 
14 6.16 
14 6.21 
14 6.26 
14 6.31 
14 6.38 
14 6.43 
14 6.60 
14 6.65 
14 6.70 
14 6.75 
14 6.80 
14 6.85 
14 6.90 
14 6.95 
14 7.00 
14 7.05 
Sample Lor 
No. S 
5.26 S 
5.31 S 
5.36 S 
5.41 S 
5.46 S 
5.51 S 
5.61 S 
5.66 S 
5.71 S 
5.76 S 
5.81 S 
5.86 S 
5.91 S 
5.96 S 
6.03 S 
6.08 S 
6.11 S 
6.16 S 
6.21 S 
6.26 S 
6.31 S 
6.36 S 
6.41 S 
6.46 S 
6.53 S 
6.58 S 
6.75 S 
6.80 S 
6.85 S 
6.90 S 
6.95 S 
7.00 S 
7.05 S 
7.10 S 
7.15 S 
7.20 S 
Facies Avg. ka Temp 
code Note [cm2J Porosity [CJ 
HPXS 5.19E-07 0.41 23 
HPXS 4.52E-07 0.40 23 
HPXS 4.05E-07 0.39 23 
HPXS 5.40E-07 0.44 23 
HPXS 4.39E-07 0.40 23 
HPXS 4. 94E-07 0.37 23 
FPL 2.36E-07 0.35 23 
FPL 7.21E-07 0.47 23 
FPL 5.31 E-07 0.45 23 
FPL 4.78E-07 0.46 23 
FPL 7.43E-07 0.47 23 
FPL 7.32E-07 0.46 23 
OS 9.30E-07 0.46 23 
OS 5.84E-07 0.42 23 
MeG 7.84E-07 0.45 23 
MeG 2.05E-07 0.39 23 
FPL 3.64E-07 0.42 23 
FPL 2.40E-07 0.41 23 
FPL 2.58E-07 0.43 23 
XSS 2.69E-07 0.42 23 
XSS 1.87E-07 0.42 23 
XSS 1.40E-07 0.40 23 
XSS 1.19E-07 0.40 23 
HPXS 1.47E-07 0.28 23 
OPL 3.19E-07 0.45 23 
OPL 2.56E-07 0.43 23 
OPL 1.23E-07 0.40 23 
OPL 8.69E-08 0.30 23 
HPXS 9.69E-08 0.34 23 
HPXS 1.33E-07 0.60 23 
HPXS 1.22E-07 0.32 23 
HPXS 1.47E-07 0.32 23 
MeG 2.58E-07 0.41 23 
MeG 2.48E-07 0.35 23 
MeG 3.63E-07 0.36 23 
OPL 1.43E-07 0.33 23 
Sample Tube 
Gap tf [sJ tf [sJ +tube empty 
Date [cmJ #1 tf [sJ #2 #3 mass[gJ [gJ 
2/2/01 3.5 11.44 11.18 11.19 23.4116 15.6756 
2/2/01 3.4 13.19 13.16 13.12 23.6770 15.6451 
2/2/01 4.0 12.93 12.75 12.63 22.6072 15.5546 
2/2/01 3.7 10.56 10.32 10.28 22.4441 15.3949 
2/2/01 3.3 13.94 13.81 13.68 23.8490 15.6208 
2/2/01 3.5 12.03 11.85 11.63 23.9310 15.6535 
2/2/01 5.3 15.12 14.69 14.50 20.8215 15.6942 
2/2/01 3.0 9.03 9.03 9.06 23.9271 16.2124 
2/2/01 4.2 9.41 9.40 9.34 21.6394 15.5247 
2/2/01 4.2 10.37 10.41 10.38 21.6067 15.6047 
2/2/01 2.8 9.25 9.19 9.15 23.7977 15.7183 
2/2/01 2.7 9.53 9.50 9.44 23.9205 15.6345 
2/2/01 2.7 7.66 7.62 7.44 24.0973 15.8170 
2/2/01 4.2 8.62 8.57 8.56 21.9545 15.5795 
2/2/01 3.0 8.44 8.41 8.40 23.7112 15.7712 
2/2/01 4.0 25.40 24.72 24.62 22.7760 15.6872 
2/2/01 3.3 16.63 16.60 16.53 23.4688 15.5060 
2/2/01 2.8 28.00 27.59 27.28 24.5460 15.5527 
2/2/01 4.2 19.65 17.62 19.40 21.9291 15.5752 
2/2/01 4.4 17.43 17.19 16.84 21.6562 15.5850 
2/2/01 3.0 34.09 34.13 33.62 24.2148 15.7131 
2/2/01 3.2 43.59 43.18 43.13 24.1667 15.7078 
2/2/01 3.1 50.90 50.03 54.78 24.2580 15.6311 
2/2/01 4.5 31.87 31.25 27.75 22.9210 15.5565 
2/2/01 2.5 20.19 22.56 23.28 24.3722 15.5463 
2/2/01 4.0 20.71 19.63 19.56 22.5412 15.8556 
2/9/01 3.4 45.40 53.31 43.50 23.5283 15.4307 
2/9/01 3.7 62.28 62.00 63.25 24.4603 15.6663 
2/9/01 4.0 53.03 52.03 51.60 23.1698 15.5239 
2/9/01 3.0 50.34 46.44 45.94 21.2613 15.5042 
2/9/01 4.0 41.72 40.81 41.79 23.4247 15.5070 
2/9/01 4.0 39.41 33.47 30.78 23.6605 15.7553 
2/9/01 3.9 19.69 20.81 20.50 22.5102 15.4683 
2/9/01 3.8 21.88 21.69 21.31 23.5523 15.5941 
2/9/01 4.0 15.59 16.19 10.81 22.9401 15.4892 
2/9/01 3.7 39.19 37.85 37.18 24.1229 15.6754 
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I Corrected 
sample 
depth (ft) 
7.10 
7.15 
7.20 
7.25 
7.30 
7.35 
7.40 
7.45 
7.50 
7.55 
7.60 
7.65 
7.70 
7.75 
7.80 
7.85 
7.90 
7.95 
8.00 
8.05 
8.10 
8.20 
8.30 
8.35 
8.40 
8.45 
8.50 
8.55 
8.60 
8.65 
8.70 
8.75 
8.80 
8.85 
8.90 
8.95 
Sample Lor 
No. S 
7.25 S 
7.30 S 
7.35 S 
7.40 S 
7.45 S 
7.50 S 
7.55 S 
7.60 S 
7.65 S 
7.70 S 
7.75 S 
7.80 S 
7.85 S 
7.90 S 
7.95 S 
8.00 S 
8.05 S 
8.10 S 
8.15 S 
8.20 S 
8.25 S 
8.35 S 
8.45 S 
8.50 S 
8.55 S 
8.60 S 
8.65 S 
8.70 S 
8.75 S 
8.80 S 
8.85 S 
8.90 S 
8.95 S 
9.00 S 
9.05 S 
9.10 S 
Facies Avg. ka Temp 
code Note [cm2] Porosity [C] 
DPL 1.78E-07 0.38 23 
DPL 2.83E-07 0.43 23 
DPL 1.36E-07 0.31 23 
DPL 1.43E-07 0.38 23 
DPL 1.70E-07 0.38 23 
DPL 1.49E-07 0.35 23 
DPL 1.40E-07 0.34 23 
HPXS 1.48E-07 0.35 23 
HPXS 1.50E-07 0.29 23 
DPL 2.42E-07 0.36 23 
FPL 2.01 E-07 0.35 23 
FPL 2.76E-07 0.40 23 
FPL 3.01 E-07 0.39 23 
FPL 3.09E-07 0.40 23 
FPL 4.60E-07 0.43 23 
FPL 2.76E-07 0.39 23 
FPL 4.27E-07 0.43 23 
FPL 3.20E-07 0.41 23 
FPL 2.07E-07 0.37 23 
FPL 5.97E-07 0.47 23 
FPL 1.61 E-07 0.29 23 
DPL 1.25E-07 0.30 23 
HPXS 4.34E-07 0.45 22 
HPXS 4.76E-07 0.47 22 
HPXS 2.18E-07 0.44 22 
HPXS 2.96E-07 0.45 22 
HPXS 2.38E-07 0.43 22 
HPXS 5. 98E-07 0.47 22 
HPXS 2.68E-07 0.43 22 
HPXS 1.75E-07 0.42 22 
HPXS 1.92E-07 0.47 22 
HPXS 4.82E-07 0.47 22 
HPXS 2.14E-07 0.42 22 
HPXS 2.26E-07 0.46 22 
HPXS 2.34E-07 0.47 22 
HPXS 2.17E-07 0.45 22 
Sample Tube 
Gap tf [5] tf [s] +tube empty 
Date [cm] #1 tf [s] #2 #3 mass[g] [g] 
2/9/01 3.3 33.87 33.47 33.16 24.1926 15.6829 
2/9/01 3.7 19.75 19.41 19.16 22.7463 15.5770 
2/9/01 3.7 40.50 40.06 39.85 24.3407 15.7235 
2/9/01 3.1 43.81 43.41 42.94 24.4464 15.5255 
2/9/01 4.2 29.88 27.81 27.40 22.4136 15.5596 
2/9/01 3.3 39.43 39.00 41.79 24.4186 15.5843 
2/9/01 3.4 41.09 40.90 42.62 24.4076 15.4958 
2/9/01 3.2 40.09 39.56 43.38 24.8754 15.7388 
2/9/01 4.0 37.63 32.16 31.94 23.9748 15.6758 
2/9/01 3.5 24.44 23.75 22.93 23.9577 15.5441 
2/9/01 3.5 28.66 28.37 28.28 24.1652 15.6998 
2/9/01 3.4 21.59 21.28 20.97 23.4742 15.4607 
2/9/01 3.4 19.69 19.50 19.44 23.7496 15.6141 
2/9/01 4.0 16.69 16.63 16.63 22.6909 15.7278 
2/9/01 2.9 14.34 14.29 14.25 23.9741 15.5377 
2/9/01 3.4 21.44 21.31 21.25 23.7881 15.5925 
2/9/01 3.0 15.44 15.00 14.82 23.8445 15.5795 
2/9/01 4.2 15.56 15.25 15.03 22.0913 15.5483 
2/9/01 3.5 27.78 27.65 27.53 23.8323 15.6006 
2/9/01 2.5 12.00 11.97 11.90 23.9410 15.4741 
2/9/01 4.1 31.59 30.50 30.25 23.7603 15.7417 
2/9/01 4.3 37.13 38.34 36.96 23.1462 15.6141 
2/11/01 3.1 14.53 14.53 14.53 23.4484 15.6269 
2/11/01 2.7 14.32 14.34 14.31 23.9015 15.6862 
2/11/01 3.0 29.15 29.06 29.21 23.7319 15.5040 
2/11/01 3.0 21.53 21.41 21.60 23.5023 15.4372 
2/11/01 2.8 27.84 27.75 27.75 24.2815 15.6036 
2/11/01 2.3 12.34 12.31 12.34 24.4088 15.5255 
2/11/01 4.5 16.75 16.75 16.75 21.4439 15.6051 
2/11/01 3.0 36.22 36.15 36.13 24.0011 15.5378 
2/11/01 2.8 34.41 34.50 34.16 23.7683 15.7116 
2/11/01 2.5 14.65 14.66 14.69 24.0060 15.4692 
2/11/01 3.5 26.72 26.66 26.68 23.1179 15.5706 
2/11/01 2.7 29.66 29.72 29.72 24.0807 15.6928 
2/11/01 2.6 29.31 29.31 29.29 23.7561 15.4478 
2/11/01 2.5 32.16 32.16 32.10 24.3463 15.5060 
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14 
14 
14 
14 
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15 
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Corrected 
sample 
depth (tt) 
9.00 
9.05 
9.10 
9.15 
9.20 
9.25 
9.30 
9.35 
9.40 
9.47 
9.52 
9.57 
9.63 
9.68 
5.17 
5.22 
5.27 
5.32 
5.37 
5.42 
5.52 
5.57 
5.62 
5.67 
5.72 
5.77 
5.82 
5.92 
5.97 
6.02 
6.07 
6.12 
6.17 
6.22 
6.27 
6.32 
Sample Lor 
No. S 
9.15 S 
9.20 S 
9.25 S 
9.30 S 
9.35 S 
9.40 S 
9.45 S 
9.50 S 
9.55 S 
9.62 S 
9.67 S 
9.72 S 
9.78 S 
9.83 S 
5.17 S 
5.22 S 
5.27 S 
5.32 S 
5.37 S 
5.42 S 
5.52 S 
5.57 S 
5.62 S 
5.67 S 
5.72 S 
5.77 S 
5.82 S 
5.92 S 
5.97 S 
6.02 S 
6.07 S 
6.12 S 
6.17 S 
6.22 S 
6.27 S 
6.32 S 
Facies Avg.ka Temp 
code Note [cm2J Porosity [CJ 
HPXS 1.73E-07 0.42 22 
HPXS 1.43E-07 0.40 22 
HPXS 1.64E-07 0.41 22 
HPXS 2.16E-07 0.43 22 
CPXS 2.24E-07 0.43 22 
CPXS 2.02E-07 0.40 22 
CPXS 1.96E-07 0.40 22 
FPL 2.45E-07 0.41 22 
FPL 1.33E-07 0.34 22 
CPXS 1.24E-07 0.45 22 
CPXS 1.43E-07 0.42 22 
CPXS 3.41E-07 1.95 22 
CPXS 2.16E-07 0.41 22 
CPXS 1.64E-07 0.42 22 
LPXS 7. 87E-07 0.46 25 
LPXS 3.56E-07 0.42 25 
HPXS 7. 18E-07 0.46 25 
HPXS 9.16E-07 0.44 25 
HPXS 6. 77E-07 0.46 25 
HPXS 4.94E-07 0.44 25 
HPXS 8.32E-07 0.44 25 
HPXS 7. 77E-07 0.45 25 
HPXS 5. 37E-07 0.44 25 
HPXS 4. 77E-07 0.42 25 
HPXS 4.45E-07 0.43 25 
HPXS 4.59E-07 0.41 25 
HPXS 6. 96E-07 0.45 25 
HPXS 7.13E-07 0.43 25 
HPXS 4.68E-07 0.42 25 
HPXS 5.83E-07 0.44 25 
CPXS 6.50E-07 0.44 25 
CPXS 7.48E-07 0.42 25 
HPXS 6.36E-07 0.43 25 
HPXS 3.19E-07 0.42 25 
HPXS 5.36E-07 0.43 25 
HPXS 3.16E-07 0.41 25 
Sample Tube 
Gap tt [sJ tf [sJ +tube empty 
Date [cmJ #1 tf [sJ #2 #3 mass[gJ [gJ 
2/11/01 3.0 36.68 36.63 36.66 23.8184 15.4374 
2/11/01 2.7 46.90 46.91 46.84 24.6252 15.4367 
2/11/01 3.2 37.00 37.00 36.97 23.6110 15.4101 
2/11/01 3.2 28.25 28.19 28.16 23.5247 15.6108 
2/11/01 3.1 27.79 27.72 27.68 23.6803 15.5350 
2/11/01 3.3 29.50 29.53 29.44 23.6956 15.4940 
2/11/01 3.6 28.47 28.43 28.35 23.3835 15.6799 
2/11/01 3.6 22.56 22.69 23.19 23.0815 15.4817 
2/11/01 5.2 26.94 26.69 26.69 20.9009 15.5158 
2/11/01 3.0 51.00 50.81 50.57 23.6536 15.5767 
2/11/01 3.2 41.25 43.12 42.50 23.5532 15.4519 
2/11/01 3.2 18.07 17.93 17.93 2.3391 15.5666 
2/11/01 3.1 28.93 28.78 28.75 24.1851 15.7703 
2/11/01 2.9 39.37 39.31 39.28 24.2737 15.5855 
8/9/00 3.4 7.78 7.81 7.81 21.6160 14.3560 
8/9/00 3.3 16.06 18.41 16.62 22.3550 14.3690 
8/9/00 2.9 9.34 9.37 9.40 22.5120 14.5200 
8/9/00 3.0 7.28 7.32 7.35 22.5880 14.3960 
8/9/00 3.2 9.28 9.44 9.34 21.9780 14.3670 
8/9/00 3.0 13.19 13.16 13.12 22.5340 14.4220 
8/9/00 3.0 8.00 8.00 8.00 22.5220 14.3670 
8/9/00 3.0 8.53 8.50 8.56 22.4200 14.3740 
8/9/00 3.0 12.10 12.12 12.19 22.7240 14.5010 
8/9/00 3.0 13.56 13.60 13.66 22.8830 14.4180 
8/9/00 2.9 14.84 14.84 14.88 22.9280 14.4260 
8/9/00 3.3 13.35 13.28 13.32 22.5160 14.3810 
8/9/00 3.0 9.38 9.50 9.54 22.6300 14.5560 
8/9/00 2.9 9.41 9.43 9.44 22.9840 14.5360 
8/9/00 3.0 13.82 13.84 13.90 22.8060 14.3880 
8/9/00 3.0 11.06 11.28 11.31 22.5810 14.4450 
8/9/00 2.9 10.28 10.28 10.34 22.6590 14.3210 
8/9/00 3.0 8.78 8.88 8.88 22.7720 14.3810 
8/9/00 3.0 10.32 10.31 10.34 22.6210 14.2660 
8/9/00 3.4 18.56 18.59 18.63 22.1260 14.4040 
8/9/00 3.0 12.00 12.25 12.25 22.6390 14.3890 
8/9/00 3.0 20.35 20.34 20.38 22.8540 14.3050 
I-' 
(Xl 
In 
Lff""P"ffGG~":"" 
core 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 I 
15 
15 
15 
15 
15 
15 
15 
15 
15 
Corrected I 
sample I Sample 
depth (ft) I No. 
6"37 6"37 
6A2 6A2 
6A7 6A7 
6.52 6.52 
6"57 6"57 
6"62 6"62 
6"67 6.67 
6.72 6.72 
6.82 6.82 
6.87 6.87 
6"92 6.92 
6"97 6"97 
7.02 I 7.02 
7"07 T07 
T12 T12 
7"17 7" 17 
T22 T22 
T27 T27 
7.32 T32 
7"37 T37 
7A2 7A2 
7A7 7A7 
7.52 T52 
T57 T57 
T62 T62 
7.67 7.67 
7.72 7.72 
7.77 T77 
T82 7.82 
T87 7.87 
T92 7"92 
7"97 7.97 
8.02 8.02 
8"07 8.07 
8.12 8.12 
8"17 8" 17 
Lor Facies Avg. ka Temp 
S code Note [cm2] Porosity [C] 
S HPXS 7.31 E-07 OA4 25 
S HPXS T20E-07 0.44 25 
S HPXS 1.76E-07 OA4 25 
S FPL 2"92E-07 OA7 25 
S FPL 3.69E-07 OA9 25 
S FPL 1 " 97E-07 OA1 25 
S FPL 2.06E-07 OA2 25 
S FPL 2.15E-07 OA3 25 
S FPL 4A2E-07 OA8 25 
S FPL 3.72E-07 OA5 25 
S FPL 6.91E-07 OA8 25 
S FPL 8"26E-07 0.50 25 
S FPL 5"89E-07 OA6 25 
S DPL 2"27E-07 OA3 25 
S DPL 3"08E-07 0.44 25 
S DPL 2.90E-07 OA8 25 
S DPL 2"69E-07 OA2 25 
S DPL 1 "51E-07 0.38 25 
S DPL 1 " 87E-07 OA1 25 
S DPL 2"D4E-07 OA1 25 
S DPL 3"01 E-07 OA5 25 
S DPL 1.57E-07 0.37 25 
S DPL 1 "67E-07 0.38 25 
S DPL 2.23E-07 0.39 25 
S DPL 1 "62E-07 0.36 25 
S FPL 4.01 E-07 0.44 25 
S FPL 2.00E-07 OAO 25 
S FPL 2.57E-07 OA4 25 
S FPL 3"79E-07 OA8 25 
S FPL 3A7E-07 OA3 25 
S FPL 3A9E-07 OA5 25 
S MeG 8.35E-07 OA7 25 
S MeG 9.72E-07 OA5 25 
S MeG 1 "01 E-06 OA6 25 
S MeG 9.93E-07 OA1 25 
S MeG 6"87E-07 OA5 25 
-
Sample! Tube 
Gap tf [5] tf [5] +tube empty 
Date [cm] #1 tf [5] #2 #3 mass[g] [g] 
8/9/00 3.0 9.28 8.91 8.94 22.9560 14"7430 
8/9/00 3.0 9.31 9.21 9.00 22.8800 14J030 
8/9/00 3.5 32.78 32.65 32"50 21"6550 14.3040 
8/9/00 2.7 23.31 23.25 23.28 22.6720 14A180 
8/9/00 2.6 18.97 18.91 18.72 22.3230 14"2670 
8/9/00 4"0 26"09 25.97 25.84 21.1230 14"2940 
8/9/00 3A 28.72 28"62 28"44 222800 14.5260 
8/9/00 2"9 30A1 30"34 30.25 22"9880 14A860 
8/11/00 2"6 15"78 15"78 15"79 24"7000 16"5100 
8/11/00 2.5 19.03 WOO W06 25"0800 16.2600 
8/11/00 2.5 10.44 10A3 10.44 24"6500 16.3800 
8/11/00 2"5 8J8 8"84 8"81 24"5100 16A500 
8/11/00 3"0 11"06 11"06 1U9 24"2400 16"3700 
8/11/00 2"6 30"28 30"44 30.37 25"2500 16"2500 
8/11/00 2A 23"38 23"31 23.34 25AOOO 16"3100 
8/11/00 3"5 19"22 21"75 18"96 23" 1800 16"3200 
8/11/00 3"2 22"91 22"88 22"91 24"3400 16.2600 
8/11/00 3"2 38"90 39"00 43"57 24"9800 16"3700 
8/11/00 3"2 32"65 32"63 33"15 24"6800 16A900 
8/11/00 3"0 31"09 31"03 31"91 24"9900 16.3300 
8/11/00 2"5 23"97 23"50 22"72 25"1300 16.3600 
8/11/00 3"0 40"63 40A6 40A6 25"5700 16A300 
8/11/00 3"3 35"93 35"94 35"91 24"7600 16.2400 
8/11/00 3"0 28.72 28"72 28.72 25"1600 16.3200 
8/11/00 3"5 35A1 35A1 35A1 24"7800 16.3500 
8/11/00 4"3 11"72 12"63 11"78 22"3700 16.3200 
8/11/00 3.2 30"72 30.56 30.62 24.8100 16A700 
8/11/00 3"0 25"00 24"90 24"97 24A600 16.3100 i 
8/11/00 4"3 12"87 12.81 12A7 21"9600 16"3200 
8/11/00 3.2 17.94 17.81 17.78 24A300 16"5000 
8/11/00 42 13"78 H84 14J8 22A500 16.3600 
8/11/00 2"6 8"56 8"60 8"56 22"8050 14A530 
8/11/00 4.2 5.28 5.62 5.28 20.3620 14"3110 
8/11/00 3"3 6.28 6.31 6"31 21 "651 0 14.3070 
8/11/00 4A 5"38 4"91 4"84 22"6700 16A600 
8/11/00 5.3 6.75 4.78 4.72 20.6100 m2800 
....... 
(X) 
0\ 
core 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
Corrected 
sample 
depth (ft) 
8.22 
8.27 
8.32 
8.37 
8.42 
8.47 
8.52 
8.57 
8.62 
8.67 
8.72 
8.77 
8.82 
8.87 
8.92 
8.97 
9.02 
9.07 
9.12 
9.17 
9.22 
9.27 
9.32 
9.37 
9.42 
9.47 
9.52 
9.57 
9.62 
9.67 
9.72 
Sample 
No. 
8.22 
8.27 
8.32 
8.37 
8.42 
8.47 
8.52 
8.57 
8.62 
8.67 
8.72 
8.77 
8.82 
8.87 
8.92 
8.97 
9.02 
9.07 
9.12 
9.17 
9.22 
9.27 
9.32 
9.37 
9.42 
9.47 
9.52 
9.57 
9.62 
9.67 
9.72 
Lor Facies Avg.ka 
S code Note [cm2] 
S FPL 4.43E-07 
S FPL 9.05E-07 
S HPXS 4.98E-07 
S HPXS 2.56E-07 
S HPXS 3.99E-07 
S HPXS 5.30E-07 
S MFG 6.12E-07 
S MFG 3.99E-07 
S MFG 6.35E-07 
S MFG 4.38E-07 
S MFG 4.69E-07 
S MFG 3.49E-07 
S MFG 2.B4E-07 
S MFG 4.09E-07 
S MFG 3.67E-07 
S HPXS 5.36E-07 
S HPXS 2.56E-07 
S HPXS 5.34E-07 
S HPXS 5.15E-07 
S MFG 4.88E-07 
S MFG 6.66E-07 
S HPXS 9.84E-07 
S HPXS 5.53E-07 
S HPXS 3.60E-07 
S HPXS 4.73E-07 
S HPXS 1.46E-06 
S HPXS 8.25E-07 
S HPXS 4.15E-07 
S HPXS 4.35E-07 
S HPXS 1.02E-06 
S HPXS 7.82E-07 
-------
Sample Tube 
Temp Gap tf [s] tf [s] +tube empty 
Porosity [C] Date [cm] #1 tf [s] #2 #3 mass[g] [g] 
0.44 25 8/11/00 3.0 14.66 14.63 14.62 24.4900 16.2600 
0.49 25 8/11/00 2.6 7.94 7.97 7.94 22.5270 14.4540 
0.50 25 8/11/00 3.5 11.78 11.78 11.79 23.0100 16.3900 
0.42 25 8/11/00 3.2 24.03 24.03 23.97 24.3900 16.2600 
0.45 25 8/11/00 4.2 12.41 12.44 12.40 22.3700 16.2900 
0.48 25 8/11/00 3.7 10.65 10.62 10.66 22.8500 16.3300 
0.45 25 9/18/00 3.4 9.84 9.90 9.90 21.7080 14.3590 
0.44 25 9/18/00 3.3 15.26 15.22 15.22 21.9520 14.3300 
0.46 25 9/18/00 3.4 9.53 9.53 9.56 21.5100 14.3140 
0.42 25 9/18/00 3.3 13.93 13.93 13.94 22.3860 14.4130 
0.45 25 9/18/00 .3.2 13.32 13.28 13.31 22.1410 14.5110 
0.46 25 9/18/00 3.2 17.78 17.72 17,72 22.2580 14.6390 
0.43 25 9/18/00 3.5 20.38 20.34 20.34 21.9220 14.3890 
0.43 25 9/18/00 3.4 14.56 14.54 14.59 21.9260 14.3160 
0.42 25 9/18/00 3.5 15.91 15.84 15.84 21.9020 14.3290 
0.46 25 9/18/00 3.0 12.44 12.09 11.94 22.3820 14.5230 
0.40 25 9/18/00 3.7 21.44 21.56 21.66 22.0180 14.5450 
0.45 25 9/18/00 3.1 11.93 12.00 12.00 22.2620 14.4380 
0.44 25 9/18/00 2.9 13.59 12.56 12.47 22.7200 14.3570 
0.44 25 9/18/00 3.0 13.35 13.31 13.28 22.5010 14.3470 
0.44 25 9/18/00 2.9 10.06 10.06 10.06 22.6210 14.3620 
0.46 25 9/18/00 3.2 6.56 6.56 6.66 22.1370 14.5540 
0.43 25 9/18/00 3.2 11.32 11.34 11.38 22.1460 14.2120 
0.42 25 9/18/00 4.2 13.66 13.72 13.75 20.7690 14.3460 
0.41 25 9/18/00 3.4 12.59 12.66 12.71 22.3700 14.5090 
0.45 25 9/18/00 2.9 4.88 4.87 4.91 22.5810 14.4350 
0.45 25 9/18/00 3.2 7.78 7.75 7.75 22.0270 14.3240 
0.42 25 9/18/00 3.4 14.31 14.34 14.41 22.1880 14.3890 
0.40 25 9/18/00 3.4 13.72 13.72 13.72 22.3420 14.3650 
0.41 25 9/18/00 3.3 6.25 6.34 6.25 22.6700 14.5360 
0.44 25 9/18/00 3.3 7.94 8.00 8.06 22.1070 14.3820 
J 
APPENDIX 0 
SUMMARY OF GRAIN SIZE DATA 
-
I-' 
00 
00 
- -
*coarse fraction sieved 
position on In k cdf 
IG std dev (sorting) (mm): 
graphic mean (mm): 
IG skewness (mm): 
median (mm): 
mode (mm): 
d10 (mm): 
IG std dev (sorting): 
graphic mean: 
IG skewness: 
median: 
mode: 
d10 
IG std dev (sorting): 
graphic mean: 
IG skewness: 
median: 
mode: 
d10 
Quantile: 5 
10 
16 
50 
84 
90 
95 
5 
10 
16 
50 
84 
90 
95 
10,10 7.90 10,11 7.53 
0.1 0.5 
0.66 0.62 
0.17 0.16 
0.92 0.94 
0.17 0.16 
0.18 0.18 
0.09 0.08 
mod well sorted mod well sorted 
fine sand fine sand 
fine skewed near symmetrical 
fine sand fine sand 
fine sand fine sand 
very fine sand very fine sand 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
70.92 65.75 
93.29 84.85 
109.82 100.69 
168.23 163.02 
243.75 251.74 
269.90 284.26 
304.53 327.25 
very fine sand very fine sand 
very fine sand very fine sand 
very fine sand very fine sand 
fine sand fine sand 
fine sand medium sand 
medium sand medium sand 
medium sand medium sand 
DPL 
10,5 9.17 10,6 8.90 10,7 8.72 
0.5 0.5 0.9 
0.50 0.57 0.61 
0.22 0.21 0.18 
0.87 0.94 0.95 
0.22 0.21 0.18 
0.24 0.21 0.18 
0.09 0.10 0.09 
poorly sorted mod sorted mod well sorted 
fine sand fine sand fine sand 
fine skewed near symmetrical near symmetrical 
fine sand fine sand fine sand 
fine sand fine sand fine sand 
very fine sand very fine sand very fine sand 
0.04 0.00 0.00 
0.00 0.00 0.00 
0.04 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
43.66 73.86 72.40 
92.84 98.05 94.14 
118.23 118.32 111.27 
222.28 210.59 182.18 
387.72 356.31 287.94 
446.98 408.28 327.92 
523.37 474.98 382.49 
silt very fi ne sand very fine sand 
very fine sand very fi ne sand very fine sand 
very fine sand very fi ne sand very fine sand 
fine sand fine sand fine sand 
medium sand medium sand medium sand 
medium sand medium sand medium sand 
coarse sand medium sand medium sand 
f-' 
00 
1.0 
*coarse traction sieved 
position on In k cdt 
IG std dey (sorting) (mm): 
graphic mean (mm): 
IG skewness (mm): 
median (mm): 
mode (mm): 
d10 (mm): 
IG std dey (sorting): 
graphic mean: 
IG skewness: 
median: 
mode: 
d10 
IG std dey (sorting): 
graphic mean: 
IG skewness: 
median: 
mode: 
d10 
Quantile: 5 
10 
16 
50 
84 
90 
95 
5 
10 
16 
50 
84 
90 
95 
10,10 9.01 * 
0.1 
0.65 
0.18 
0.97 
0.18 
0.18 
0.10 
mod well sorted 
fine sand 
near symmetrical 
fine sand 
fine sand 
very fine sand 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
81.46 
100.85 
116.21 
178.21 
266.35 
299.19 
352.83 
very fine sand 
very fine sand 
very fine sand 
fine sand 
medium sand 
medium sand 
medium sand 
, 
XSS 
10,10 10.00 10,7 8.42 
0.5 0.9 
0.63 0.64 
0.15 0.20 
0.92 0.93 
0.15 0.20 
0.15 0.21 
0.08 0.11 
mod well sorted mod well sorted 
fine sand fine sand 
fine skewed fine skewed 
fine sand fine sand 
fine sand fine sand 
very fine sand very fine sand 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
58.56 80.90 
81.37 107.37 
96.77 126.74 
152.85 199.22 
230.80 298.29 
258.17 337.31 
298.48 388.85 
silt very fine sand 
very fine sand very fine sand 
very fine sand fine sand 
fine sand fine sand 
fine sand medium sand 
medium sand medium sand 
medium sand medium sand 
~ 
, 
'~~ 
f-' 
\.0 
o 
-
*coarse fraction sieved 
position on In k cdf 
IG std dev (sorting) (mm): 
graphic mean (mm): 
IG skewness (mm): 
median (mm): 
mode (mm): 
d10 (mm): 
IG std dev (sorting): 
graphic mean: 
IG skewness: 
median: 
mode: 
d10 
IG std dev (sorting): 
graphic mean: 
IG skewness: 
median: 
mode: 
d10 
Quantile: 5 
10 
16 
50 
84 
90 
95 
5 
10 
16 
50 
84 
90 
95 
10,8 9.02 10,9 5.92 
0.1 0.5 
0.55 0.65 
0.11 0.15 
0.91 0.91 
0.11 0.15 
0.12 0.15 
0.05 0.08 
mod sorted mod well sorted 
very fine sand fine sand 
fine skewed fine skewed 
very fi ne sand fine sand 
very fine sand fine sand 
silt very fine sand 
0.00 0.00 
0.00 0.00 
0.00 0.01 
0.00 0.00 
0.01 0.00 
0.00 0.00 
34.87 59.39 
49.82 84.94 
61.64 100.47 
114.33 153.10 
194.18 223.46 
222.42 250.14 
259.59 282.43 
silt silt 
silt very fine sand 
silt very fine sand 
very fine sand fine sand 
fine sand fine sand 
fine sand medium sand 
medium sand medium sand 
MFG 
10,13 7.92 10,13 8 .. 02 10,5 5.70 
0.5 0.5 0.9 
0.60 0.57 0.57 
0.23 0.21 0.20 
0.93 0.91 0.82 
0.23 0.21 0.20 
0.24 0.21 0.00 
0.11 0.10 0.11 
mod sorted mod sorted mod sorted 
fine sand fine sand fine sand 
near symmetrical fine skewed fine skewed 
fine sand fine sand fine sand 
fine sand fine sand fine sand 
very fine sand very fine sand very fine sand 
0.00 0.00 0.01 
0.00 0.00 0.00 
0.01 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
82.98 62.75 34.33 
114.97 99.85 107.82 
138.46 123.37 131.57 
231.41 212.26 202.79 
373.46 346.76 292.42 
422.14 396.35 325.24 
483.13 458.96 365.30 
very fine sand very fine sand silt 
very fine sand very fine sand very fine sand 
fine sand very fine sand fine sand 
fine sand fine sand fine sand 
medium sand medium sand medium sand 
medium sand medium sand medium sand 
medium sand medium sand medium sand 
j 
~ 
,..... 
1..0 
,..... 
- - - -
*coarse fraction sieved 
position on in k cdf 
IG std dev (sorting) (mm): 
graphic mean (mm): 
IG skewness (mm): 
median (mm): 
mode (mm): 
d10 (mm): 
IG std dev (sorting): 
graphic mean: 
IG skewness: 
median: 
mode: 
d10 
IG std dev (sorting): 
graphic mean: 
IG skewness: 
median: 
mode: 
d10 
Quantile: 5 
10 
16 
50 
84 
90 
95 
5 
10 
16 
50 
84 
90 
95 
- - - - -
10.5 9.37 10,11 8.13 
0.1 0.5 
0.55 0.70 
0.18 0.19 
0.97 0.95 
0.18 0.19 
0.18 0.18 
0.08 0.12 
mod sorted mod well sorted 
fine sand fine sand 
near symmetrical near symmetrical 
fine sand fine sand 
fine sand fine sand 
very fine sand very fine sand 
0.00 0.00 
0.00 0.00 
0.01 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
57.73 95.07 
82.12 116.44 
100.48 131.97 
178.09 189.00 
315.69 262.20 
374.46 290.63 
457.11 327.60 
silt very fine sand 
very fine sand very fine sand 
very fine sand fine sand 
fine sand fine sand 
medium sand medium sand 
medium sand medium sand 
medium sand medium sand 
- - - - - - - - -
FPL 
10,7 7.87 10,7 8.02 10,7 5.52 
0.5 0.5 0.9 
0.70 0.69 0.62 
0.22 0.20 0.18 
0.92 0.92 0.94 
0.22 0.20 0.18 
0.22 0.21 0.18 
0.13 0.12 0.10 
mod well sorted mod well sorted mod well sorted 
fine sand fine sand fine sand 
fine skewed fine skewed near symmetrical 
fine sand fine sand fine sand 
fine sand fine sand fine sand 
fine sand very fine sand very fine sand 
0.00 0.00 0.01 
0.00 0.00 0.00 
0.00 0.00 0.01 
0.00 0.00 0.00 
0.02 0.00 0.00 
0.00 0.00 0.00 
105.47 95.07 67.22 
133.41 119.40 98.21 
152.57 136.67 117.10 
218.46 198.37 182.53 
300.17 275.10 281.29 
330.67 299.10 320.47 
363.35 337.01 377.17 
very fine sand very fine sand very fine sand 
fine sand very fine sand very fine sand 
finesand fine sand very fine sand 
fine sand fine sand fine sand 
medium sand medium sand medium sand 
medium sand medium sand medium sand 
medium sand medium sand medium sand 
----
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*coarse fraction sieved 
position on In k cdf 
IG std dev (sorting) (mm): 
graphic mean (mm): 
IG skewness (mm): 
median (mm): 
mode (mm): 
d10 (mm): 
IG std dev (sorting): 
graphic mean: 
IG skewness: 
median: 
mode: 
d10 
IG std dev (sorting): 
graphic mean: 
IG skewness: 
median: 
mode: 
d10 
Quantile: 5 
10 
16 
50 
84 
90 
95 
5 
10 
16 
50 
84 
90 
95 
-
- -
10,10 9.50 
0.1 
0.66 
0.16 
0.94 
0.17 
0.18 
0.09 
mod well sorted 
fine sand 
near symmetrical 
fine sand 
fine sand 
very fine sand 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
74.89 
94.44 
109.46 
165.61 
242.38 
268.88 
304.40 
very fine sand 
very fine sand 
very fine sand 
fine sand 
fine sand 
medium sand 
medium sand 
LPXS 
10,5 7.55 10,8 6.05 
0.5 0.9 
0.66 0.18 
0.24 0.02 
0.93 0.85 
0.24 0.03 
0.24 0.04 
0.14 0.00 
mod well sorted very poorly sorted 
fine sand silt 
fine skewed fine skewed 
fine sand silt 
fine sand silt 
fine sand clay 
0.00 0.00 
0.00 0.00 
0.01 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
107.99 0.73 
138.93 1.92 
161.25 4.02 
244.19 30.74 
352.35 117.12 
393.50 169.39 
442.53 264.60 
very fine sand clay 
fine sand clay 
fine sand silt 
fine sand silt 
medium sand very fine sand 
medium sand fine sand 
medium sand medium sand 
HPXS 
10,14 8.85 * 10,6 8.65 * 10,13 5.72 * 
0.1 0.5 0.9 
0.52 0.51 0.54 
0.20 0.32 0.35 
1.06 0.99 1.01 
0.20 0.31 0.32 
0.18 0.50 0.50 
0.09 0.13 0.16 
mod sorted mod sorted mod sorted 
fine sand medium sand medium sand 
near symmetrical near symmetrical near symmetrical 
fine sand medium sand medium sand 
fine sand medium sand medium sand 
very fine sand fine sand fine sand 
0.00 0.00 0.01 
0.00 0.00 0.00 
0.00 0.00 0.01 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
69.83 100.87 106.99 
92.51 131.05 157.34 
111.06 157.92 189.39 
197.24 309.62 320.88 
I 376.15 697.70 691.46 512.91 722.31 695.20 
703.23 742.82 729.53 
very fine sand very fine sand very fine sand 
very fine sand fine sand fine sand 
very fi ne sand fine sand fine sand 
fine sand medium sand medium sand 
medium sand coarse sand coarse sand 
coarse sand coarse sand coarse sand 
coarse sand coarse sand coarse sand 
- - - - - - -
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*coarse fraction sieved 
Iposition on In k cdf 
IG std dev (sorting) (mm): 
graphic mean (mm): 
IG skewness (mm): 
median (mm): 
mode (mm): 
d10 (mm): 
IG std dev (sorting): 
graphic mean: 
IG skewness: 
median: 
mode: 
d10 
IG std dev (sorting): 
graphic mean: 
IG skewness: 
median: 
mode: 
d10 
Quantile: 5 
10 
16 
50 
84 
90 
95 
5 
10 
16 
50 
84 
90 
95 
10,14 7.15 * 
0.1 
0.55 
0.35 
1.00 
0.33 
0.50 
0.16 
mod sorted 
medium sand 
near symmetrical 
medium sand 
medium sand 
fine sand 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
122.05 
155.34 
184.50 
329.84 
677.61 
706.37 
730.34 
very fine sand 
fine sand 
fine sand 
medium sand 
coarse sand 
coarse sand 
coarse sand 
MCG CPXS 
10,7 5.22 * 10,9 9.87 10,7 6.27 
0.9 0.1 0.9 
0.43 0.67 0.62 
0.26 0.14 0.17 
1.14 0.97 0.95 
0.22 0.14 0.17 
0.50 0.14 0.18 
0.10 0.08 0.09 
poorly sorted mod well sorted mod well sorted 
medium sand fine sand fine sand 
coarse skewed near symmetrical near symmetrical 
fine sand fine sand fine sand 
medium sand fine sand fine sand 
very fine sand very fine sand very fine sand 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
I 
0.00 0.01 0.00 
0.00 0.00 0.00 
66.17 66.47 67.16 
95.83 82.59 90.69 
117.16 94.92 107.52 
217.28 140.77 171.93 
703.67 207.37 267.22 
730.61 232.01 302.59 
840.23 267.81 356.54 
very fine sand very fine sand very fine sand 
very fine sand very fine sand very fine sand 
very fi ne sand very fi ne sand very fine sand I 
fine sand fine sand fine sand 
coarse sand fine sand medium sand 
coarse sand fine sand medium sand 
coarse sand medium sand medium sand 
- --
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r 
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*coarse fraction sieved 10,8 9.32 
Iposition on In k cdf 0.1 
IG std dev (sorting) (mm): 0.64 
graphic mean (mm): 0.14 
IG skewness (mm): 0.97 
median (mm): 0.14 
mode (mm): 0.13 
d10 (mm): 0.08 
IG std dev (sorting): mod well sorted 
graphic mean: fine sand 
IG skewness: near symmetrical 
median: fine sand 
mode: fine sand 
d10 very fine sand 
IG std dev (sorting): 0.00 
graphic mean: 0.00 
IG skewness: 0.00 
median: 0.00 
mode: 0.00 
d10 0.00 
Quantile: 5 62.39 
10 78.50 
16 91.01 
50 140.34 
84 215.44 
90 244.32 
95 284.04 
5 silt 
10 very fine sand 
16 very fine sand 
50 fine sand 
84 fine sand 
90 fine sand 
95 medium sand 
FPXS Z 
10,8 9.22 10,9 5.32 10,9 8.87 
0.5 0.9 0.1 
0.54 0.60 0.40 
0.15 0.21 0.05 
0.95 0.97 0.76 
0.15 0.21 0.05 
0.15 0.21 0.06 
0.07 0.11 0.01 
mod sorted mod sorted poorly sorted 
fine sand fine sand silt 
near symmetrical near symmetrical strongly fine skewed 
fine sand fine sand silt 
fine sand fine sand silt 
very fine sand very fine sand silt 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.01 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
0.00 0.00 0.00 
44.68 76.80 2.73 
65.53 108.91 9.88 
81.02 129.06 21.56 
147.34 207.41 50.55 
258.39 339.08 86.44 
305.66 391.93 100.00 
379.77 462.34 118.81 
silt very fi ne sand clay 
very fine sand very fine sand silt 
very fine sand fine sand silt 
fine sand fine sand silt 
medium sand medium sand very fine sand 
medium sand medium sand very fine sand 
medium sand medium sand very fine sand 
- --
~ 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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