The aim of this contribution is to discuss the characterizations of L-semilinear spaces which are generated by strong linearly independent vectors. First, we show that the basis in L-semilinear spaces which are generated by strong linearly independent vectors is also strong linearly independent. Then we prove that the analogue of the Kronecker-Capelli theorem is valid for systems of equations.
Introduction
The study of semilinear structures over zerosumfree semirings has a long history. In 1979, CuninghameGreen built a theory similar to that of linear algebra in min-plus algebra, for instance in [5] , systems of linear equations, eigenvalue problems, independence, rank and dimension. Since then, a number of works on semilinear structure over zerosumfree semirings were published (see e.g. [2, 3, 4, 10, 11] ). In 2007, Di Nola et al. used the notions of semirings and semimodule to introduce the concept of semilinear space in the MV-algebraic setting, and obtained some similar results as those of classical linear algebras (see [7] ). In 2010, Perfilieva and Kupka showed that the necessary condition of the Kronecker-Capelli theorem is valid for systems of equations in a semilinear space of n-dimensional vectors (see [12] ), Zhao and Wang gave a sufficient condition that each basis in similinear spaces of ndimensional vectors has the same number of elements over commutative zerosumfree semirings (see [20] ), moreover, 1n 2011, they obtained a necessary and sufficient condition that each basis has the same number of elements over join-semirings (see [21] ), where a join-semiring is just a kind of zerosumfree semiring. In 2011, Shu and Wang showed some necessary and sufficient conditions that each basis has the same number of elements over commutative zerosumfree semirings and proved that a set of vectors is a basis if and only if they are standard orthogonal (see [15] ). In 2012, Shu and Wang showed that a set of linearly independent non standard orthogonal vectors can not be orthogonalized if it has at least two nonzero vectors, and proved that the analog of the Kronecker-Capelli theorem was valid for systems of equations when the column vectors of coefficient matrix was standard orthogonal(see [16] ). It is obvious that the problem is still open if the column vectors of coefficient matrix is not standard orthogonal. In this paper, we shall investigate it when the column vectors of coefficient matrix is strong linearly independent. First, we will show that the basis in L-semilinear spaces which are generated by strong linearly independent vectors is also strong linearly independent. Then we prove that the analogue of the Kronecker-Capelli theorem is valid for systems of equations.
Semilinear Spaces
In this section, we give some definitions and preliminary lemmas.
Definition 2.1 ( Golan [8],Zimmermannn[22])
A semiring L = L, +, ·, 0, 1 is an algebraic structure with the following properties: 
The following definition is a general version of that of a semilinear space in [7] :
Note that in Definition 2.3, a semimodule stands for a left L-semimodule or a right L-semimodule as in [7] . Elements of an L-semilinear space will be called vectors and elements of a semiring scalars. The former will be denoted by bold letters to distinguish them from scalars.
Without loss of generality, in what follows, we consider left L-semimodules for convenience of notation. Let n = {1, · · · , n}. Then we can construct an L-semilinear space as follows. 
Example 2.4 (Shu and Wang, 2011)
Let
From now on, without causing confusion we use ra instead of r * a for all r ∈ L and a ∈ A in an L-semilinear space L, +, ·, 0, 1; * ; A, + A , 0 A .
Definition 2.5 (Di Nola et al., 2007) In
Lsemilinear space, a single vector a is linearly independent. Vectors a 1 ,· · · , a n , n 2, are linearly independent if none of them can be represented by a linear combination of the others. Otherwise, we say that vectors a 1 , · · · , a n are linearly dependent. An infinite set of vectors is linearly independent if any finite subset of it is linearly independent.
Remark 2.1 In general, the cardinality of a basis is not unique (see e.g. [7, 15, 20, 21] ).
A nonempty subset G of an L-semilinear space is called a set of generators if every element of the Lsemilinear space is a linear combination of elements in G (see [6] ). Let S be a set of generators of Lsemilinear space A. Then denote as A = S . 
Note that if a set of vectors is semi-linearly dependent, then it is linearly independent. In general, the converse is not true. For example, vectors 
pendent and not semi-linearly dependent. Some authors defined linear dependence of vectors as that: vectors a 1 ,· · · , a n , n 2, are linearly dependent if and only if there exist two nonempty disjoint subsets of indices J 1 ⊂ n and J 2 ⊂ n together with 0 = λ i ∈ L, i ∈ J 1 ∪ J 2 , such that j∈J1 λ j a j = j∈J2 λ j a j (see e.g. [8] ). This definition means that if a set of vectors is linearly dependent if and only if it is either linearly dependent in the sense of Definition 2.5 or semi-linearly dependent in the sense of Definition 2.8.
Definition 2.9 (Wang and Shu, 2014)
In V n , a single vector a is strong linearly independent. Vectors a 1 ,· · · , a n , n 2, are strong linearly independent if and only if they are linearly independent and not semi-linearly dependent.
Bases in L-semilinear spaces which are generated by strong linearly independent vectors
Definitions 2.8 and 2.9 we know that, every set of linearly independent vectors either strong linearly independent or semi-linearly dependent. And on the other hand, it is clear that a standard orthogonal vectors are strong linearly independent, but the converse is not true (see [17, 19] ). We know that in L-semilinear space over commutative semirings which are generated by standard orthogonal, the basis is standard orthogonal, which is different with the conclusion in classical algebra. A natural question to ask now is: if the set of generators of an L-semilinear space is strong linearly independent, what about the other bases? In this section, we shall solve this problem under certain condition. In what follows, we always suppose that L = L, +, ·, 0, 1 is a commutative zerosumfree semiring. We now present another weak version of the condition of having an additive inverse. Set
the semiring L is said to be yoked (see [8] ). 
Definition 3.3 (Kuntzman, 1972) Let
A ∈ M n (L). Denote P (resp. Q) the set of even (resp. odd) permutations of the set n. A bideterminant det(A) of A is an ordered pair
Note that if det 1 (A) = det 2 (A), then det(A) ≡ 0 (see [19] ). Otherwise, we use symbols det(A) ≡ 0.
Lemma 3.1 (Shu and Wang, 2013)
In a cancellative, yoked and entire semiring L, let W = x 1 , x 2 , · · · , x t , where x 1 , x 2 , · · · , x t are strong linearly independent in V n . Then every a ∈ W, can be uniquely represented by a linear combination of 
Lemma 3.2 (Poplin et al., 2004) If
A, B ∈ M n (L), then det 1 (AB) + det 1 (A)det 2 (B) + det 2 (A)det 1 (B) = det 2 (AB) + det 1 (A)det 1 (B) + det 2 (A)det 2 (B).
Lemma 3.3 (Wang and Shu, 2014) In a cancellative, yoked and entire semiring L, let A = (a ij ) ∈ M n (L). Then det(A) ≡ 0 if and only if the column-vectors of A are linearly dependent or semi-linearly dependent.

Theorem 3.1 In a cancellative, yoked and entire semiring
with
Since y 1 , y 2 , · · · , y s are linearly independent, then every column of A has nonzero element. In a similar way, we can let
and every row of B has nonzero element. Therefore,
Since {y 1 , y 2 , · · · , y s } is linearly independent, then by Definitions 2.8 and 2.9, we know that {y 1 , y 2 , · · · , y s } is either strong linearly independent or semi-linearly dependent. If it is semilinearly dependent, then by Definition 2.8, there exist two disjoint subsets of indices J 1 ⊂ n and
where
Let c 1 , c 2 , · · · , c s be column-vectors of A. Then it is obvious that j∈J1 λ j c j = j∈J2 λ j c j , i.e.,{c 1 , c 2 , · · · , c s } is linearly dependent or semilinearly dependent. Thus by Lemma 3.3, we have det(A) ≡ 0, i.e. det 1 (A) = det 2 (A). In the other hand, by Lemma 3.2 and Definition 3.3 we have
But by Eq.(2), Lemma 3.1 we have AB = I s , i.e. det(AB) ≡ 0, a contradiction. In the second case, there exists
Then in similar to the proof of the first case, we can prove that this case dose not exist. Therefore by the discuss as above, we know that {y 1 , y 2 , · · · , y s } is strong linearly independent.
By Theorem 3.1, we have the following statement
Corollary 3.1 In a cancellative, yoked and entire semiring
Note that in Theorem 3.1 the condition of semiring L is cancellative, yoked and entire can not be deleted generally. For instance, over semiring as Fig. 1 , it is obvious that L is not cancellative, yoked and entire. Then it is easy to see that in
} are equivalent and linearly independent.
However,
By Theorem 3.1, we also have
semiring L is cancellative, yoked and entire, then each basis has the same number of elements.
Lemma 3.4 (Tan [18]) Let
A, B ∈ M n (L). If A is invertible, then det(AB) = det(A) · det(B) and det(BA) = det(B) · det(A).
Lemma 3.5 (Tan [18]) Let
A, B ∈ M n (L). If AB = I n , then (1)a ij a ik = a ji a ki = b ij b ik = b ji b ki = 0 for any i, j, k ∈ n with j = k; (2)( k∈n a ik )( l∈n b li ) = ( k∈n a kj )( l∈n b jl ) = 1 for any i, j ∈ n. Theorem 3.2 Let A ∈ M n (L). If L is entire, then A
is invertible if and only if there exists a permutation matrix
Proof. Suppose that A is invertible. Then there exists a matrix B in M n (L) such that AB = I n . From Lemma 3.4, we have det(A) ∈ U (L), thus every column of A has a nonzero element and every row of A has a nonzero element. By Lemma 3.5, every column and every row of A has exact one invertible and the others are zeros. Thus there exists a permutation matrix P ∈ M n (L) such that P A is an invertible diagonal matrix. The converse part directly comes from the hypothesis. 
Proof. By Lemma 3.1, it is clear that s = p. Let
In a similar way, we can let
By Lemmas 3.1 and 3.6, AB = I s .
Generalized Kronecker-Capelli theorem
In this section, we shall prove that the KroneckerCapelli theorem for a matrix equation is valid over a commutative zerosumfree semiring.
Definition 4.1 (Shu and Wang [16])
We call the dimension (if it exists) of column (resp. row) space of A the column (resp. row) rank of A, denoted by r c (A) (resp. r r (A)). If r c (A) = r r (A), then we say that the rank of A, written r(A), is r c (A) or r r (A).
Consider the following system of equations
with respect to an unknown vector x = (
Denote the column vectors of A by a 1 , a 2 , · · · , a n . Obviously, they are elements of V n .
Lemma 4.1 In a cancellative, yoked and entire semiring
The following theorem is the Kronecker-Capelli theorem for system (4) over a commutative zerosumfree semiring. k j a j , a 2 , · · · , a n ) = kdet(b, a 2 , · · · , a n ) + j =1,j∈n k j det(a j , a 2 , · · · , a j , · · · , a n ).
Therefore we can prove that
and j =1,j∈n k j det 1 (D j ) = j =1,j∈n k j det 2 (D j ). Thus det(A) = kdet(D 1 ), a contradiction. Therefore if r(A) = r(Ab) then system (4) is solvable. By Lemma 3.1, we also know that system (4) has a unique solution.
Conclusions
In this contribution, we have shown some necessary and sufficient conditions that a set of vectors is a basis of an L-semilinear subspace which is generated by strong linearly independent vectors and have proven that the analog of the KroneckerCapelli theorem is valid in an L-semilinear vector space. It is worth to point out that we just discuss the L-semilinear subspace which is generated by strong linearly independent vectors. Therefore, it remains open whether there are other conditions under which the similar results hold.
