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Abstract—Emotional content is a crucial ingredient in user-
generated videos. However, the sparsity of emotional expressions
in the videos poses an obstacle to visual emotion analysis. In this
paper, we propose a new neural approach, Bi-stream Emotion
Attribution-Classification Network (BEAC-Net), to solve three
related emotion analysis tasks: emotion recognition, emotion
attribution, and emotion-oriented summarization, in a single
integrated framework. BEAC-Net has two major constituents, an
attribution network and a classification network. The attribution
network extracts the main emotional segment that classification
should focus on in order to mitigate the sparsity issue. The
classification network utilizes both the extracted segment and the
original video in a bi-stream architecture. We contribute a new
dataset for the emotion attribution task with human-annotated
ground-truth labels for emotion segments. Experiments on two
video datasets demonstrate superior performance of the proposed
framework and the complementary nature of the dual classifica-
tion streams.
I. INTRODUCTION
The explosive growth of user-generated video has created
great demand for computational understanding of visual data
and attracted significant research attention in the multimedia
community. Research from the past few decades shows the
cognitive processes responsible for emotion appraisals and
coping play important roles in human cognition [1], [2]. It
follows that computational understanding of emotional content
in video will help predict how human audience will interact
with video content and help answer questions like:
• Will a video recently posted on social media go viral in
the next few hours [3]?
• Will a commercial break disrupt the emotion of the video
and ruin the viewing experience [4]?
As an illustrative example, a food commercial probably should
not accompany a video that elicits the emotion of disgust.
Proper commercial placement would benefit from the precise
location of emotions, in addition to identifying the overall
emotion.
Significant successes have been achieved on the problem
of video understanding, such as the recognition of activi-
ties [5], [6] and participants [7]. Nevertheless, computational
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recognition and structured understanding of video emotion
remains largely an open problem. In this paper, we focus
on the emotion perceived by the audience. The emotion may
be expressed by facial expressions, event sequences (e.g., a
wedding ceremony), nonverbal language, or even just abstract
shapes and colors. This differs from work that focus on one
particular channel such as the human face [8]–[11], abstract
paintings [12] or music [13]. Although it is possible for the
perceived emotion to differ from the intended expression in
the video, like jokes falling flat, we find such cases to be
uncommon in the datasets we used.
We identify three major challenges faced by video emotion
understanding. First, usually only a small subset of video
frames directly depicts emotions, whereas other frames pro-
vide context that is necessary for understanding the emotions.
Thus, the recognition method must be sufficiently sensitive
to sparse emotional content. Second, there is usually one
dominant emotion for every video, but other emotions could
make interspersed appearances. Therefore, it is important to
distinguish the video segments that contribute the most to the
video’s overall emotion, a problem known as video emotion
attribution [14]. Third, in comparison to commercial produc-
tion, user-generated videos are highly variable in production
quality and contain diverse objects, scenes, and events, which
hinders computational understanding.
Observing these challenges, we argue that it is crucial to
extract feature representations that are sensitive to emotions
and invariant under conditions irrelevant to emotions from
the videos. In previous work, this is achieved by combining
low-level and middle-level features [15], or by using auxiliary
image sentiment dataset to encode video frames [14], [16]. The
effectiveness of these features has been demonstrated on three
emotion-related vision tasks, including emotion recognition,
emotion attribution, and emotion-oriented video summariza-
tion. However, a major drawback of previous work is the three
tasks were tackled separately and cannot inform each other.
Extending our earlier work [17], we propose a multi-
task neural architecture, the Bi-stream Emotion Attribution-
Classification Network (BEAC-Net), which tackles both emo-
tion attribution and classification at the same time, thereby
allowing related tasks to reinforce each other. BEAC-Net is
composed of an attribution network (A-Net) and a classifica-
tion network (C-Net). The attribution network learns to select a
segment from the entire video that captures the main emotion.
The classification network processes the segment selected by
the A-Net as well as the entire video in a bi-stream architecture
in order to recognize the overall emotion. In this setup, both
the content information and the emotional information are
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2retained to achieve high accuracy with a small number of
convolutional layers. Empirical evaluation on the Ekman-6
and the Emotion6 Video datasets demonstrate clear benefits
of the joint approach and the complementary nature of the
two streams.
The contributions of this work can be summarized as
follows: (1) We propose BEAC-Net, an end-to-end trainable
neural architecture that tackles emotion attribution and classi-
fication simultaneously with significant performance improve-
ments. (2) We propose an efficient dynamic programming
method for video summarization based on the output of A-
Net. (3) To establish a good benchmark for emotion attribution,
we re-annotate the Ekman-6 dataset with the most emotion-
oriented segments which can be used as the ground-truth for
the emotion attribution task.
II. BACKGROUND AND RELATED WORK
A. Psychological Theories and Implications
Most works on recognizing emotions from visual content
follow psychological theories that lay out a fixed number of
emotion categories, such as Ekman’s six pan-cultural basic
emotions [18], [19] and Plutchik’s wheel of emotion [20].
These emotions are considered to be “basic” because they
are associated with prototypical facial expressions, verbal and
non-verbal language, distinct antecedent events, and physio-
logical responses. The emotions constantly affect our expres-
sion and perception via appraisal-coping cycles throughout our
daily activities [21], including video production and consump-
tion.
Recent psychological theories [22], [23] suggest the range
of emotions is far more varied than prescribed by basic emo-
tion theories. The psychological constructionist view argues
that emotions emerge from other, more basic cognitive and
affective ingredients. For example, bodily sensation patterns
can be identified for both basic and non-basic emotions [24].
The ingredients that form emotions include interaction among
cognitive processes, temporal succession of appraisals, and
coping behaviors [21], [25]. This may have inspired compu-
tational work like DeepSentiBank [26] and zero-shot emotion
recognition [14], which broaden the emotion categories that
can be recognized.
In a similar vein, dimensional theories of emotion [27]–
[29] characterize emotions as points in a multi-dimensional
space. These theories also allow richer emotion descriptions
than the basic categories. Early works almost exclusively use
the two dimensions of valence and arousal [27], whereas more
recent theories have proposed three [29] or four dimensions
[28]. To date, most computational approaches that adopt
the dimensional view [30]–[32] employ valence and arousal.
Notably, [33] proposes a three-dimensional model for movie
recommendation, where the dimensions include passionate vs.
reflective, fast vs. slow paced and high vs. low energy.
Though we recognize the validity of recent theoretical
developments, in this paper we adopt the six basic emotion
categories for practical reasons, as these categories provide a
time-tested scheme for classification and data annotation.
B. Multimodal Emotion Recognition
Researchers explored features for visual emotion recogni-
tion, such as features enlightened by psychological and art
theories [34] and shape features [35]. Jou et al. [36] focused
on animated GIF files, which are similar to short video clips.
Sparse coding [37], [38] also proves to be effective for emotion
recognition.
Facial expressions have been used as a main source of
information for emotion recognition [8], [9]. Zhen et al. [10]
create features by localizing facial muscular regions. Liu et
al. [11] construct expressionlet, a mid-level representation for
dynamic facial expression recognition.
Combining multimodal information with visual input is
another promising direction. A number of works recognize
emotions and/or affects from speech [39]–[41]. Wang et al
[42] adapted audio-visual features to classify 2040 frames
of 36 Hollywood movies into 7 emotions. [43] jointly uses
speech and facial expressions. [44] extracts mid-level audio-
visual features. [45] employs the visual, auditory, and textual
modalities for video retrieval. [46] provides a comprehen-
sive technique that exploits audio, facial expressions, spatial-
temporal information, and mouth movements.
Deep neural networks have also been used for visual
sentiment analysis [47], [48]. A large-scale visual sentiment
dataset was proposed in Sentibank [48] and DeepSentiBank
[26]. Sentibank is composed of 1,533 adjective-noun pairs,
such as “happy dog” and “beautiful sky”. Subsequently, the
authors used deep convolutional neural networks (CNN) to
deal with images of strong sentiment and achieved improved
performance. For a recent survey on understanding emotions
and affects from video, we refer readers to [49].
Most existing works on video emotion understanding focus
on classification. As emotional content is sparsely expressed
in user-generated videos, the task of identifying emotional
segments in the video [14], [16], [50] may facilitate the
classification task. Noting the synergy between the two tasks,
in this paper, we propose a multi-task neural network that
tackles both simultaneously.
C. Emotion-oriented video summarization
Video summarization has been studied for more than two
decades [51] and a detailed review is beyond the scope of
this paper. In broad strokes, we can categorize summarization
techniques into two major classes: keyframes extraction and
video skims. A large variety of video features have been
exploited, including visual saliency [52], motion cues [53],
mid-level features [54], [55], and semantic recognition [56].
Inspired by the task of semantic attribution in text analysis,
the task of emotion attribution [14] is defined as attributing
the video’s overall emotion to its individual segments. In
[14], emotion recognition, summarization and attribution tasks
are tackled individually. Intuitively, emotion recognition can
benefit from emotion attribution, which identifies emotional
segments. Based on this insight, we propose to solve the two
tasks together in an end-to-end manner.
In the previous work [17], we focused on only the emotional
segment and neglected other frames, which may serve as the
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Fig. 1. An overview of the BEAC-Net neural architecture. We extract features from every video frame from the “fc7” layer of the DeepSentiBank convolutional
neural network model. The attribution network extracts one video segment that expresses the dominant emotion, which is fed to the emotion stream of the
classification network. The whole video is downsampled using convolution along the temporal dimension (dashed green box) and fed to the content stream
of the classification network.
context for understanding emotional activities. In this paper,
the emotion segment and its context are combined within a
two-stream architecture.
D. Spatial-temporal Neural Networks
The proposed technique in this paper is inspired partially
by the Spatial Transformer Network (ST-Net) [57], which is
firstly proposed for image classification. ST-Net provides the
capability for fully-differentiable spatial transformation, which
facilitates tasks like co-localization [58] and spatial attention
[59].
ST-Net could be split into three parts: 1) Localization Net-
work, which outputs parameters θ that control a spatial trans-
formation applied on the input feature map. 2) Parameterized
Sampling Grid, which realizes the spatial transformation by
mapping individual elements on the input feature to elements
on a regular grid G. This mechanism supports a broad list of
transformations, such as rotation, reflection, cropping, scaling,
affine transformation, etc. 3) Differentiable Image Sampling,
a sampling kernel that interpolates the input feature map to
handle fractional coordinates. This mechanism is differentiable
and hence allows gradient information from later stages to
propagate back to the input.
There are several variants of ST-Net. Singh and Lee [58]
proposed a loss function to solve the problem that ST-Net’s
output patch may extend beyond the input boundaries. Lin et
al. [60] improved upon ST-Net by connecting it to the inverse
compositional LK algorithm.
The attribution network in BEAC-Net can be seen as per-
forming a similar transformation on the temporal dimension.
It enables the network to identify video segments that carry
emotional content, which alleviates the sparsity of emotion
content in videos.
BEAC-Net contains a two-stream architecture that extracts
features not only from the video segment identified by the
attribution network but also the entire video as its context.
This is different from the two-stream architecture introduced
by [61], which contains a convolutional stream to process
pixels of the frames and another convolutional stream for
optical flow features. [62] provides a further generalization
to 3D convolutions. By leveraging local motion information
from optical flow, these approaches are effective at activity
recognition. Optical flow features are not used in this paper,
though we believe they could lead to further improvements.
III. THE EMOTION ATTRIBUTION-CLASSIFICATION
NETWORK
BEAC-Net is an end-to-end multi-task network that tackles
both emotion recognition and attribution. In this section, we
describe its two constituents: the emotion attribution network
(A-Net) and the emotion classification network (C-Net). The
former extracts a segment from the video that contains emo-
tional content, whereas the latter classifies the video into
an emotion by using the extracted segment together with its
context. Each input video is represented by features extracted
using the CNN trained on DeepSentiBank, as described in
[26]. Fig. 1 provides an illustration of the network architecture.
4A. Feature Extraction
We extract video features using the deep convolutional net-
work provided by [26], which classifies images into adjective-
noun pairs (ANPs). Each ANP is a concept consists of an
adjective followed by a noun, such as ‘‘creepy house’’ and
‘‘dark places’’. The network was trained on 867, 919 images
for classification into 2, 089 ANPs. The network in [26] con-
tains five convolutional layers and three fully connected layers.
We take the 4096-dimensional activation from the second fully
connected layer labeled as “fc7”. The classification into ANPs
can be considered as the joint recognition of objects and the
emotions associated with the object. We believe the features
extracted by this network retain both object and affective
information from the images.
Formally, let us denote the whole dataset as D =
{(Xi, yi, αi)}i=1,...,N where Xi denotes the ith video , yi denotes
its emotion label, and αi denotes the supervision on emotion
attribution, which is explained in the next section. The M
frames of Xi are denoted as xi = {xi,t }t=1,...,M . Let φ(·)
be the feature extraction function; the ith video features are
represented as φ(xi).
B. The Attribution Network
The emotion attribution task is to identify video frames re-
sponsible for a particular emotion in the video. The attribution
network learns to select one continuous segment of L frames
that contains the main emotion in the original video of M
frames. The network predicts two parameters α1 and α2, which
are in the fixed range [-1,1] and sufficient for selecting of any
continuous video segment. This formulation simplifies training
and inference.
Formally, the indices of frames are in the range [1,M].
We let the indices be continuous due to the possibility of
interpolation. For any given starting frame ts and ending frame
te (te > ts), we can compute α = (α1 α2) as follows.
α1 =
1
M
(te − ts)
α2 =
1
M
(te + ts) − 1
(1)
Obviously, α1 ∈ (0, 1] and α2 ∈ [−1, 1]. We then define the
transformation function fα(t) : [ts, te] 7→ [−1, 1] as:
fα(t) = 2t
α1M
− α2 − 1 (2)
Therefore, α sufficiently parameterizes the frame-selection
operation. We use two fully connected layers to project the
video features φ(xi) to α. In order to solve the emotion
attribution task, we perform the inverse operation of Eq. 1 and
recover the start time ts and end time te from the regression
output αˆ:
tˆs =
M
2
(αˆ2 − αˆ1 + 1)
tˆe =
M
2
(αˆ1 + αˆ2 + 1)
(3)
The network utilizes the following square loss function for
regression, which computes the differences between the output
of the network αˆi and the externally supplied supervision αi .
LAi =
( (
αi,1 − αˆi,1
)2
+
(
αi,2 − αˆi,2
)2) (4)
For training, we interpolate video features when tˆs and tˆe are
not integers. During inference, they are rounded to the nearest
integer.
C. The Classification Network
The emotion recognition task, as the name implies, classifies
a video as one of the emotions. We propose a novel two-
stream neural architecture that employs the emotion segment
selected by the attribution network in combination with the
original video. This architecture allows us to focus on the
dominant emotion, but also consider the context it appears
in. It may also be seen as a multi-resolution network, which
applies coarse resolution on the entire video and fine resolution
on the emotional segment. We call the two streams the emotion
stream and the content stream respectively.
Before the content stream, we perform a temporal convo-
lution in order to compress M frames from the video to L
frames. This results in an input dimension L × 4096, identical
to the input to the emotion stream.
The two streams have symmetrical architectures, containing
one convolution layer before two fully connected layers, fol-
lowed by a final, softmax function. The convolution parameters
are shared between the streams, which we find to accelerate
training. It is worth noting that the two streams capture com-
plementary information and the interaction between streams
is critical for high accuracy (see the ablation experiments in
Section IV-D).
The classification network adopts the standard cross-entropy
loss. For a K-class classification, the loss function is written
as
LCi =
K∑
k=1
−yik · log(yˆik) (5)
where yi is a ground-truth one-hot vector and yˆi is the output
of the softmax function.
D. Joint Training
In order to stabilize optimization, for every data point Xi , we
introduce an indicator function 1(oi ≥ β), where oi indicates
the temporal intersection over union (tIoU) between the A-
Net’s prediction αˆi and ground truth αi . β is a predefined
threshold. That is, the indicator function returns 1 if and only
if the attribution network is sufficiently accurate for Xi .
We combine the standard cross-entropy classification loss
and the attribution regression loss to create the final loss
function as
L = 1
N
∑
i
[
1(oi ≥ β)LCi + 1(oi < β)LAi
]
(6)
In plain words, although A-net and C-net are trained jointly,
gradients from the classification loss are backpropagated only
when the attribution network is accurate enough. Otherwise,
5only the gradients from the attribution loss are propagated
backward and the parameters from C-net remain the same.
For each data point, the network focuses on training either the
A-Net or the C-Net, but not both. We find this to stabilize
training and improve performance.
E. Emotion-Oriented Summarization
In this section, based on the output of the emotion attribution
network, we formulate the emotion-oriented summarization
problem as a constrained optimization problem. The summa-
rization aims to maintain continuity between selected video
frames while select as few frames as possible and focus on
the emotional content. This problem can be efficiently solved
by MINMAX dynamic programming [63].
The emotion-oriented summarization problem can be for-
mally stated as follows. From a video Xi containing M
frames {xi, j}j=1,...,M , we want to select a subset of frames
h1, . . . , hP ∈ {1, . . . ,M} that minimizes the sum of individual
frame’s cost:
min
∑
p
cost(hp) (7)
subject to the following constraints.
• h1 = 1, hP = M . Always select the first and the last
frames.
• hp+1 − hp ≤ Kmax . The frames are not too spaced out.
The constant Kmax is the maximum index difference for
adjacent summary frames.
• ∀hp ≤ i, j ≤ hp+1, d(φ(xi), φ(x j)) ≤ Dmax , where d(·) is
the Euclidean distance. In words, there is no large feature-
space discontinuity (≤ Dmax) between hp and hp+1 in the
video.
In other words, we minimize the total cost by selecting fewer
frames, but we must also make sure removing a frame does
not create a large gap in feature space. This prevents large
discontinuity from disrupting the viewing experience.
Based on the emotional segment identified by the A-Net, we
encourage the inclusion of emotional frames in the summary
by setting
cost(i) =
{
1 if xi in the emotional segment
2 if xi not in the emotional segment
We present a solution to the problem using the MINMAX
dynamic programming technique [63]. We measure the discon-
tinuity between adjacent frames in the video summary between
the selected frames hp and hp+1 as
Dp+1p =

max
i, j∈[hp,hp+1]
d
(
φ(xhi ), φ(xh j )
)
i f hp+1 − hp ≤ Kmax
∞ otherwise
where d(·) denotes the Euclidean distance between the features
φ(xhi ) and φ(xh j ). The cost of this segment, denoted by Rp+1p ,
is
Rp+1p =
{
cost(hp) if Dp+1p ≤ Dmax
∞ otherwise
This requires the discontinuity in every segment to be smaller
than the maximum allowable amount Dmax . If the sequence
segment has an admissible discontinuity, the cost of the
segment is represented by the cost of the summary frame.
Using the dynamic programming technique, we define the
quantity N
(
t, hp+1
)
as the minimum cost where t is the number
of frames selected so far and hp+1 is the next frame to select.
The recurrence equation is given by
N
(
t, hp+1
)
= min
hp ∈[hp+1−Kmax,hp+1]
(
N
(
t − 1, hp
)
+ Rp+1p
)
(8)
for all Rp+1p < ∞. To obtain the optimal solution, we find
the minimum value mint N(t,M) because we must include
the last frame of the original value. The whole sequence is
found by tracing through the intermediate minima back to the
first frame. It is easy to see that the time complexity of the
algorithm is O(MKmaxTmax), where Tmax is the maximum
number of frames that the video summary can have.
IV. EXPERIMENTS
A. Dataset and Preprocessing
We conduct experiments on two video emotion datasets
based on Ekman’s six basic emotions.
The Emotion6 Video Dataset. The Emotion6 dataset [64]
contains 1980 images that are labeled with a distribution
over 6 basic emotions (anger, surprise, fear, joy, disgust, and
sadness) and a neutral category. The images do not contain
facial expressions or text directly associated with emotions.
We consider the emotion category with the highest probability
as the dominant emotion.
For the purpose of video understanding, we create Emotion6
Video (Emotion6V), a synthetic dataset of emotional videos
using images from Emotion6. We collected an auxiliary set
of neutral images from the first few seconds and the last few
seconds of YouTube videos as these frames are unlikely to
contain emotions. After the frames are collected, we manually
examine these frames and select a subset that contains no
emotions.
In order to create a video with a particular dominant emo-
tion, we select images from Emotion6 that have the dominant
emotion or from the neutral set. This allows us to create
ground-truth emotion labels and duration annotations for the
emotional segment. We created 600 videos for each class for
a total of 3,600 videos.
The Ekman-6 Dataset. The Ekman-6 dataset [14] contains
6 basic types of emotions: anger, surprise, fear, joy, disgust,
and sadness. The total number of videos is 1637. In this
paper, we use 1496 videos whose sizes are greater than
45MiB, which are composed of 213 videos labeled as anger,
331 as surprise, 276 as fear, 289 as joy, 195 as sadness
and 192 as disgust. To further assist the tasks of attribution
and video-oriented summarization, every video is annotated
with the most significant emotion segment. For every video,
three annotators selected no more than 3 key segments that
contribute the most to the overall emotion of the video. The
longest overlap between any two annotators was considered to
be the ground truth.
6Preprocessing. We use the same split for the two datasets,
with 70% of the data used as the training set, 15% as
validation, and 15% for testing. As a preprocessing step, we
uniformly sample 30 frames for each video in the Emotion6
Video dataset. Due to the fact that videos in the Ekman-
6 dataset are slightly longer than Emotion6V, we uniformly
sample 100 frames from each video. Black frames are added
if the video contains less than 100 frames. Less than 1% of
the videos comprise less than 100 frames, so the padding is
rarely necessary. We also create two variations for the Ekman-
6 dataset. The two-class condition focuses on the two largest
emotion categories, anger and surprise. The second condition
employs all videos in the dataset. The data and source code
are available at https://github.com/guoyuntu/BEAC network.
B. Hyperparameter Settings
The convolution layer before the content stream has a single
filter with kernel size 5 × 1 (temporal dimension × feature
dimension) and stride 5 × 1. The convolutional layer in the
classification network, which is shared by both streams, has 8
convolutional filters with 5 × 1 kernels and 1 × 1 stride. The
two fully connected layers have 32 units each. The threshold
β in the loss function is set to 0.6. The parameter M is the
overall video length and is set to 30 and 100 for Emotion6V
and Ekman-6, respectively. The extracted length L is always
set to 20.
We set the initial value of α1 and α2 to 0.5 and 0 re-
spectively. The models are trained for 200 epochs. Dropout
is employed here on all fully-connected layers and the keep
ratio is set as 0.75. The network is optimized using Adam
[65]. For each dataset, experiments are repeatedly 5 times and
the averaged performance is reported.
C. Competing Baselines
Our model is compared to the following baseline models.
Image Transfer Encoding (ITE). Our model is compared
against the state-of-the-art method – Image Transfer Encoding
(ITE) [14], which uses an emotion-centric dictionary extracted
from auxiliary images to encode videos. The encoding scheme
has been shown to have a good performance in emotion
recognition, attribution, and emotion-oriented summarization.
We replicated the same setting of ITE as described in [14]:
we first cluster a set of auxiliary images into 2000 clusters
using K-means on features extracted from AlexNet [66]. For
each frame, we select K clusters whose center are the closest
to the frame and the video feature vector is computed as the
sum of the individual frames’ similarity to the K clusters.
Formally, let {cd}d=1,...,2000 denote the cluster centers. The
representation for the ith video is a 2000-dimensional vector
si , which is computed as a summation over all frames:
si,d =
M∑
j=1
cos(φ(xi, j), cd) 1
(
cd ∈ KNN(xi, j)
)
(9)
where the indicator function equals 1 if and only if the cluster
center cd is among the K nearest clusters of xi, j . A linear
SVM model is trained for the emotion recognition task. The
attribution can be solved by selecting a sequence of frames
whose similarities to video-level representation are greater
than a predefined threshold while no more than 10 consecutive
frames falling below the threshold. The frames with maximal
similarities to the video-level representation are chosen as the
summary of the video.
Support Vector Machine (SVM). The f c7 features are used
to train a linear SVM classifier on each frame of the video.
The majority vote is extracted as the final classification label.
The attribution results are obtained by selecting the longest
segment classified as the same emotion and the summarization
results are obtained by selecting the frames with the highest
emotion scores.
The Content Stream Only (C-Stream). For the task of
video emotion classification, we perform an ablation study by
removing the attribution network and the associated emotion
stream from the classification network. What remains is a
single-stream, conventional convolutional neural network. We
report the result for emotion classification only, as this network
is not capable of emotion attribution.
Supervised Emotion Stream (E-Stream). As a second ab-
lated network, we remove the content stream from the clas-
sification network. The attribution network and the associated
emotion stream are kept intact. The attribution loss is also kept
as part of the loss function.
Unsupervised Emotion Stream (Unsup. E-Stream). This is
a third ablated network. Similar to the E-Stream version, we
remove the content stream from the classification network. In
addition, we also remove the attribution loss from the loss
function. The A-Net and the emotion stream are kept intact.
That is, we use only the emotion stream for classification, but
do not supply supervision to the attribution network.
C-Stream and Unsupervised E-Stream (C+UnsupE). This
is a fourth ablated network. We use both the C-stream with
E-Stream but remove the attribution loss. This is equivalent
to the full BEAC-Net sans the supervision signal for emotion
attribution.
Temporal Attention. Due to the popularity of the attention
mechanism (e.g., [67]) in neural networks, we create a base-
line using a typical attention formulation over the temporal
dimension (e.g., [68]). We modify the A-Net by adding two
fully connected layers with 128 hidden units and the ReLU
activation function, followed by a softmax operation. The
output is an attention weight βi,t for every frame t in the
ith video, such that βi,t > 0 and
∑
t βi,t = 1. Recall that the
features of frame t in the ith video are denoted as φ(xi,t ). The
final representation for the entire video is computed as the
convex combination
∑
t βi,tφ(xi,t ) and fed to the E-stream.
The E-stream and C-Stream remain unchanged from the full
BEAC-Net.
D. Results and Discussion
Emotion recognition. We perform emotion recognition on
the Emotion6 Video dataset and the Ekman-6 dataset, where
Ekman-6 has two experimental conditions with different num-
bers of classes. Table 1 reports the classification accuracy,
7TABLE I
EMOTION RECOGNITION RESULTS.
Dataset SVM ITE [14] C-Stream Unsup.
E-Stream
E-stream C+UnsupE Temporal
Attention
BEAC-Net
Emotion6 Video 80.0% 77.5% 81.3% 82.2% 99.5% 88.9% 91.0% 99.7%
Ekman-6 (two classes) 62.8% 65.3% 59.5% 68.9% 70.4% 69.8% 60.5% 71.6%
Ekman-6 (all classes) 42.8% 43.2% 47.1% 41.7% 44.9% 47.1% 39.9% 49.3%
which is the simple average across different emotion cate-
gories.
We observe that BEAC-Net achieves the best performance
among all baseline models, including all ablated versions.
Compared to the previous state-of-the-art method ITE, BEAC-
Net improves classification performance by 22.2%, 6.3% and
6.1%, respectively.
The three experimental conditions establish an easy-to-
hard spectrum. The artificial Emotion6 Video dataset is the
simplest, for which a simple SVM can achieve 80% accuracy.
The full Ekman-6 with all 6 emotions is the most difficult. It is
worth noting that the effectiveness of the bi-stream architecture
is the most obvious on the most difficult full Ekman-6 dataset,
leaving a 2.2% gap between BEAC-Net and the second-best
technique. E-Stream is almost the same as BEAC-Net on the
simplest conditions, but the gap widens as the task gets more
difficult.
The ablation study reveals the complementarity of all
constituents of BEAC-Net. The C-Stream convolutional net-
work underperforms BEAC-Net by 18.4%, 12.1%, and 2.2%.
The E-Stream with attribution supervision underperforms by
0.2%, 1.2%, and 4.4%. Interestingly, the E-Stream beats the
C-Stream on the Emotion6V and two-class Ekman-6, but
underperforms on the full Ekman-6 dataset. These results
indicate that the two streams indeed complement each other
under different conditions and their co-existence is crucial for
accurate emotion recognition. The comparison between the
unsupervised E-stream and E-stream as well as that between
C+UnsupE and BEAC-Net demonstrate the benefit of the at-
tribution supervisory signal. On average, the improvements on
the three conditions are 14.1%, 1.7%, and 2.7%, respectively.
The comparison between Temporal Attention and
C+UnsupE is particularly interesting due to their similarity.
The only differences lie in the following. First, C+UnsupE
uses hard cutoffs whereas the temporal attention baseline
assigns a non-zero weight βt to every frame. Second, the
A-Net selects a continuous video chunk, whereas the temporal
attention may pay attention to arbitrary frames. Therefore,
this comparison can help us understand if the proposed A-Net
is better than the classical attention mechanism.
The results confirm the superiority of A-Net over temporal
attention. Temporal attention performs better on the synthetic
dataset, Emotion6V, by 2.1%. However, C+UnsupE performs
substantially better on the other two experimental conditions
by margins of 9.3% and 8.2%, respectively. Since Ekman-6
is a natural dataset, we consider the performances on Ekman-
6 to be more realistic and more representative. This result
indicates that excluding many frames in the video is beneficial,
TABLE II
TRANSFER LEARNING: OUT-OF-DOMAIN BEAC-NET FINETUNED ON 20%
IN-DOMAIN DATA VS. TRAINING FROM SCRATCH ON 20% IN-DOMAIN.
Test Set Training Procedure Accuracy
Emotion6 Video Ekman-6 → 20% Emotion6V 69.8%20% Emotion6V only 18.0%
Chance 16.7%
Ekman-6 Emotion6V → 20% Ekman-6 21.6%20% Ekman-6 only 20.7%
Chance 16.7%
corroborating our claim that A-Net’s hard cutoff is effective
in the handling of sparse emotional data.
Transferring Emotion Recognition. In order to gain a better
understanding of the two datasets, we perform an additional
experiment on transfer learning. BEAC-Net is first trained on
the full out-of-domain training set and finetuned for 10 epochs
using only 20% of the in-domain training set. This is compared
to training BEAC-Net from scratch using the 20% in-domain
training set. Other settings, including learning rates, are kept
identical to the emotion recognition experiments.
The results, shown in Table II, indicate that transfer learn-
ing in the low-data setting is advantageous. The benefit is
the most pronounced when transferring from the real-world
dataset, Ekman-6, to the synthetic dataset, Emotion6V, with
an improvement of 61.8%. This suggests learning on the real-
world dataset creates transferrable representation of emotion
information. Transferring from Emotion6V to Ekman-6 ap-
pears to be less beneficial, but still better than training from
scratch. The synthetic construction of Emotion6 Video could
be seen as a form of data augmentation.
Emotion Attribution. We report the results on emotion at-
tribution. Here the comparison baselines include ITE, SVM
and Unsupervised E-Stream. For SVM, the longest majority-
voted video emotion segment is considered to be the extracted
emotional segment.
We use mean average precision (mAP) to evaluate the
performance of emotion attribution, following the convention
in video understanding [69]. To calculate the mAP, we first
compute the overlap between the predicted video segment and
the ground-truth segment, as the temporal intersection over
union (t IoU). The predicted segment will be marked as correct
if the overlap is greater than a threshold, which varies from
0.1 to 0.7 in the experiments. The three datasets, Emotion6
Video, two-class Ekman-6, and all-class Ekman-6 are the same
as before. Fig. 2 shows the results, where the horizontal axis
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indicate different tIoU thresholds.
Once again, we observe strong performance from BEAC-
Net, which achieves the best performance in almost all condi-
tions. This validates that the A-Net can help identify the video
segments that contribute the most to the overall emotion of
one video. The unsupervised E-Stream performs worse than
BEAC-Stream, but remains a close second in the Ekman-6
experiments.
On the Emotion6V dataset, BEAC-Net outperforms other
methods except for the last two tIoU thresholds, where the
SVM method has very good and stable performance. We
hypothesize that this is because every frame in Emotion6V was
drawn from an image dataset, where every image is annotated
with a definite emotion label. The SVM method classifies
individual images to one label and thus is a good fit for this
type of data. On the Ekman-6 dataset, the supervisions have
been labeled for video segments instead of individual frames.
Thus, not every frame in the emotional segment necessarily
expresses the emotion. This is likely a reason why the frame-
based SVM performs poorly in those conditions.
On the two-class Ekman-6 condition, BEAC-Net beats the
rest, except for the very first tIoU setting. On the full Ekman-6
condition, BEAC-Net still outperforms the baselines, but the
performance gap is smaller. This agrees with our observation
that the full Ekman-6 is the most difficult dataset.
We also observe that this is still a remarkable disparity
among the performance of our network across the two datasets
TABLE III
CLASSIFICATION ACCURACY WITH DIFFERENT PROPORTIONS OF FRAMES
WITHOUT HUMAN FACE IN THE EKMAN-6 DATASET.
Frames without Faces Data Proportion Classification Accuracy
0-40% 20.6% 44.4%
40-60% 18.3% 45.0%
60-80% 13.8% 56.7%
80-95% 13.3% 51.7%
>95% 31.1% 54.4%
with varying complexity. Fig. 3 demonstrates the result. We
observe that once the mAPs drop below 0.9, it would become
extremely sensitive to tIoU threshold. Thus, we find it neces-
sary to compare the performance across tIoU thresholds.
Error Analysis. We analyze the relation between the presence
of human faces and the emotion classification accuracy of
BEAC-Net. First, we detect the presence of faces in the test set
of the full Ekman6 dataset, which consists of 218 videos, using
a highly accurate face detection algorithm.1 Next, we calculate
the proportion of frames that contain faces for each video.
Table III shows the classification accuracy for five buckets for
different levels of face appearance. The accuracy of BEAC-
Net generally increases when fewer frames contain faces, but
the highest accuracy is achieved when 20-40% of the frames
contain faces. However, the lowest accuracy, 44.4%, is still
better than the average performance of the SVM and the ITE
baseline.
The results suggest that BEAC-Net learns to use some
facial information but does not use it very effectively, leading
to degraded performance when 40% or more frames contain
faces. This is consistent with the task being investigated, which
is about detecting the overall emotion of videos, rather than
only faces or people. We hypothesize the reason is the lack
of a module dedicated to faces, such as one that recognizes
facial landmarks and extracts features from them. Adding such
a module would improve the data efficiency for learning facial
expressions and would be a promising direction for future
research.
We also manually examined a few failure cases. Fig. 4
1https://github.com/ageitgey/face recognition. The algorithm achieves
99.28% accuracy on the Faces in the Wild dataset [70].
9Fig. 4. A study of failure cases. Every row shows 4 manually extracted key frames from the original videos and from the attribution result of BEAC-Net.
The correct labels for the three videos are fear, fear and sadness, respectively, but BEAC-Net classifies them as joy, sadness and anger.
demonstrates the key frames in three videos where BEAC-Net
failed on both the emotion attribution task and the classifica-
tion task. The first case is labeled as joy but the ground truth is
fear. The video shows a lady scared of the height on a gondola
lift. As her face was mostly covered by the sunglasses and the
hat, and audio information like her screaming was not used in
this work, BEAC-Net was unable to recognize the emotion. In
the second case, the emotion is expressed by a serial of car
crashes, which was perceived as fear by the annotators, but
BEAC-Net’s prediction of sadness is also reasonable. In the
third case, BEAC-Net was not able to reconcile the emotions
in the facial expression and the gesture. Holding one’s head
could also indicate anger, but the woman’s facial expressions
help resolve the ambiguity; however, BEAC-Net could not
understand the two information sources jointly.
Emotion-oriented Summarization. We carried out a user
study to quantitatively evaluate the video summaries. We
randomly selected two videos from each of the 6 emotion
categories in the Ekman-6 dataset and randomly assigned them
to the 3-frame and the 6-frame conditions. Videos in the 3-
frame condition were summarized into 3 frames and similarly
for the 6-frame condition. After that, for every video, we
create four summaries using three baselines and the proposed
technique, yielding 48 summaries in total. The three baseline
techniques are:
Uniform: uniformly sample the frames/clips from the videos;
SVM: the video is summarized by the scores of SVM predic-
tion. The frames with top-6 or top-3 scores of each label are
selected in practice.
ITE: we use the summarization method based on ITE, as
described in [14].
Ten human participants rated all summaries, with no knowl-
edge of the techniques that created them, after viewing the
corresponding video. The summaries were rated on a five-
point Likert scale and using the following four criteria [14]:
Accuracy: does the summary accurately describe the main
content of the original video?
Coverage: how much content of the video is covered in the
summary?
Quality: how is the overall subjective quality of the summary?
Emotion: To what extent does the summary faithfully capture
the emotion in the original video?
Fig. 5 shows the results from the user study, where the
average column reports the average rating across four ques-
tions. On four out of the five measures (including the Av-
erage), our method outperforms all baseline methods. The
largest improvement of 0.83 appears on the Emotion criterion,
suggesting our summaries covers emotional content substan-
tially better than other methods. On the Quality criterion, we
perform slightly worse than the uniform method, but the gap
is a mere 0.07.
Figure 6 compares examples from the different summa-
rization methods. We make the following observations. First,
our technique is able to cover sparsely positioned emotional
expressions in the summary. Figure 6 b) contains an illustrative
example. The original video contains an interview of a young
romantic couple recalling their love stories. The vast majority
of the video contains an interview with the couple sitting on
a couch, as shown in the uniform row; emotional expressions
are sparse and widely dispersed. Our model accurately chose
multiple memory flashbacks as the summary while other meth-
ods give priority to the interview shots. Second, the proposed
technique captures the main emotion segment. Benefiting from
the results of the attribution framework, our summarization
method focuses on clips that contain the main emotion of the
video. Figure 6 a) shows a video with mainly angry content,
and the video summary created by our method shows the
fighting scenes. Figure 6 c) shows a video with sadness; our
summary not only captures the crying but also the cause of
sadness, a photo of a murdered child.
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Fig. 5. Quantitative evaluation of video summaries, as rated by 10 human
judges across 12 videos on a 1-to-5 Likert scale (higher is better). The Average
column reports the average of the other four scores. The vertical black line
segments indicate the standard deviation of the scores.
V. CONCLUSIONS
Computational understanding of emotions in user-generated
video content is a challenging task due to the sparsity of
emotional content, the presence of multiple emotions, and
the variable quality of user-generated videos. We suggest that
the ability to locate emotional content is crucial for accurate
emotion understanding.
Toward this end, we present a multi-task neural network
with a novel bi-stream architecture, called Bi-stream Emotion
Attribution-Classification Network (BEAC-Net). The network
is end-to-end trainable and solves emotion recognition and
attribution simultaneously. The attribution network locates the
emotional content, which is processed in parallel with the
original video within the bi-stream architecture. An ablation
study shows the bi-stream architecture provides significant
benefits for emotion recognition and the proposed emotion
attribution network outperforms traditional temporal attention.
The results indicate that the proposed technique improves the
handling of sparse emotional content. In addition, we propose
a video summarization technique based on the attribution
provided by BEAC-Net. The technique outperforms existing
baselines in a user study.
Emotions play an important role in human cognition and
underlie proper social interactions and daily activities. An
accurate understanding of human emotions can enable many
interesting applications such as story generation based on
visual information [71]. We believe this work represents a
significant step in improving understanding emotional content
in videos.
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