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Abstract—This paper presents a robotic simulation system, that 
combines task allocation and motion planning of multiple mobile 
robots, for performance optimisation in dynamic environments.  
While task allocation assigns jobs to robots, motion planning 
generates routes for robots to execute the assigned jobs.  Task 
allocation and motion planning together play a pivotal role in 
optimisation of robot team performance. These two issues 
become more challenging when there are often operational 
uncertainties in dynamic environments. We address these issues 
by proposing an auction-based closed-loop module for task 
allocation and a bio-inspired intelligent module for motion 
planning to optimise robot team performance in dynamic 
environments. The task allocation module is characterised by a 
closed-loop bid adjustment mechanism to improve the bid 
accuracy even in light of stochastic disturbances.  The motion 
planning module is bio-inspired intelligent in that it features 
detection of imminent neighbours and responsiveness of virtual 
force navigation in dynamic traffic conditions. Simulations show 
that the proposed system is a practical tool to optimise the 
operations by a team of robots in dynamic environments.  
Keywords- task allocation; motion planning; optimisation; 
mutiple mobile robots; dynamic environments 
I.  INTRODUCTION 
Coordination of multiple mobile robots is essential for a 
number of real world applications, such as military [1], 
transport services [2], and search-and-rescue [3].  Research in 
this field dates back to the late 1980s and has flourished ever 
since.  It involves two essential issues, namely task allocation 
and motion planning. Task allocation addresses the problem of 
how to assign a set of tasks to the corresponding robots.  After 
distributing the tasks, motion planning formulates how the 
team of robots can move around the shared workspace, while 
avoiding interference with one another. Research in task 
allocation and motion planning is devoted to developing 
effective and efficient methods to achieve some specified 
objectives of team performance. 
 
The environments of robot coordination can be classified 
into static or dynamic [3].  In a static environment, the 
situation is completely known and keeps constant, in terms of 
layout, obstacles, task requests, traffic conditions, etc. 
Traditionally, applications in multi-robot domains have largely 
remained in static scenarios with an aim to minimise a cost 
function, such as total path length, or execution time of the 
team. In a dynamic environment, on the other hand, decision-
makings are based on constantly changing circumstances. This 
paper assumes a set of dynamically released tasks to be 
completed by a team of robots, and the traffic conditions keep 
changing during task execution. This kind of dynamic working 
environments is ubiquitous in real-life applications, such as 
exploring and mapping by robots in an unknown environment, 
unexpected adversarial targets in a combat, and stochastic 
pickup-and-delivery transport services [4]. 
 
At the beginning of an operation, a coordination system 
allocates the tasks to robots first.  The problem of multi-robot 
task allocation is typically NP-hard.  The challenges become 
more complicated when considering operational uncertainties, 
such as changing traffic conditions, stochastic task requests, 
inconsistent information, communication delay, and various 
component failures [4].  In these cases, it is not worth 
spending time and resources to secure an optimal solution, if 
that solution keeps changing. Also, if there are time-window 
constraints, there may not be enough time to compute an exact 
and global solution. Some techniques have been proposed, 
such as genetic algorithm [5], mixed integer linear 
programming [6], and tree search [7]. Most of them, however, 
are computation-intensive and mainly suitable for static 
applications. Auction-based, or market-based approaches, on 
the other hand, assemble team information at a single location 
to distribute tasks over the team to produce practicable 
solutions efficiently. It significantly reduces the combinatorial 
nature of task assignment problems. The solution quality, 
although not optimal, is ensured in most cases [8].  
 
In an auction, tasks are offered by an auctioneer in the 
announcement phase. Each of the robots estimates the cost of 
task separately and submits a bid to the auctioneer. Once all 
bids are received, the auction is cleared. In the winner 
determination phase, the auctioneer decides with some 
selection criteria which robot wins which task. This paper 
considers the case of minimisation of operational time, and 
hence an auctioned task is awarded to a robot offering the 
lowest bid price.  A simple yet commonly used kind of auction 
is single-item auction in which only one task is offered at a 
time. On the other hand, combinatorial auctions are more 
complex in that each participant can bid on any combination 
of these tasks.  Since there are an exponential number of 
combinations, auction administration such as bid valuation, 
communication, and auction clearing would become 
intractable [9].  Sequential single-item auction is a practicable 
approach when tasks are dynamically released, and is adopted 
in this paper. 
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However, some issues of auction-based methods, 
particularly the reliability of bid prices [8], have yet to be 
further investigated.  The premise of success in an auction 
relies on the ability of individual robots to make reasonable 
cost estimation and submit acceptably accurate bid prices. But 
robots generally do not have sufficient information for reliable 
cost calculation, which requires an accurate model of the 
environment and computation-expensive operations. Thus, 
heuristics and approximation algorithms are commonly used. 
Some progress has been made to improve the accuracy of bid 
prices, by incorporating more environmental factors into the 
estimation function [10], or by applying imitation learning 
techniques to bias the bid prices [11]. Nevertheless, the above-
mentioned approaches to improving cost estimation, like most 
of the current auction-based methods, are open-looped. They 
do not have a mechanism to evaluate a bidder’s performance 
after winning the task. In real-life applications, there are often 
discrepancies between the bid prices and the actual costs, 
particularly in dynamic environments.  Discrepancies are 
usually caused by operational uncertainties. Unfortunately, 
these uncertainties are difficult to explicitly model in advance. 
By submitting either over-estimated or under-estimated bids, 
robots may not be able to deliver on their task promises [12].  
 
After the task allocation, the team of robots plan their 
routes to fulfil the jobs. The main objective of motion planning 
for robots is to generate effective and efficient routes that guide 
the individual robots from starts to destinations, as well as to 
avoid collisions with other robots or obstacles [13].  A number 
of open issues in multi-robot motion planning remain.  Firstly, 
dynamic re-planning of motion is important in stochastic 
environments, and most of the current techniques still have 
difficulty in handling environmental uncertainties, such as 
unexpected traffic conditions. Secondly, existing techniques 
typically do not scale well to coordinate a relatively large 
number of robots, and there are limitations for extensions to 3D 
applications like aerial robots. Thirdly, developing motion 
planning techniques that incorporate practical motion, sensing, 
and communication constraints of physical robots is also 
desirable [14]. There are some popular techniques, such as 
virtual force approaches [15], potential field methods [16], 
spatiotemporal planning [17], and graph-based [18].  Each of 
these techniques, has its own merits and deficiencies, and is 
applicable only in a limited range of applications. 
 
Among these techniques, the virtual force approaches are 
generally preferable for robots to perform team work in a 
dynamic environment. These approaches compose virtual 
attractive forces that drive the robots towards their targets and, 
at the same time, exert repulsive forces to steer the robots away 
from the neighbouring robots. The virtual force approaches are 
easy to understand, with clear mathematic formulation, and 
most importantly, reactive to environmental uncertainties [14]. 
And yet, they suffer some limitations.  Firstly, for a robot in 
question, most of the current methods unnecessarily take all the 
detected neighbouring robots into account to exert repulsive 
forces to this robot concerned, incurring redundant 
computation overheads and undesirable robot movements.  
Secondly, the current virtual force approaches use simple 
functions for force calculation. This may impede the 
responsiveness of the robot movements in a dynamic 
environment, and lead to some possible robot collisions [19]. 
 
It can be concluded that task allocation and motion 
planning are vital for optimal performance of robots.   While 
auction-based task allocation and virtual force motion planning 
are favourable for dynamic applications, they, however, suffer 
some limitations above-mentioned. As a result of 
unsatisfactory task allocation and motion planning, the overall 
team performance would be significantly hampered. 
 
Hence, it is desirable to develop a performance 
optimisation system to improve the task allocation and motion 
planning of robots in dynamic environments. This paper 
presents such as a system, which is characterised by a task 
allocation module integrated with a closed-loop bid adjustment 
mechanism and a bio-inspired intelligent motion planning 
module for coordination of mobile robots under uncertainties.  
 
The closed-loop bid adjustment mechanism can assess and 
improve the bid accuracy. Each of the robots maintains an 
array of track records that serve as closed-loop feedback 
information to adjust the bid prices in future auctions. 
Moreover, a series of performance records, with time-
discounting factors, are taken into account to damp out 
fluctuations. As such, bid prices can be fine-tuned to alleviate 
some deviations of cost estimation due to operational 
uncertainties. Tasks are more likely allocated to competent 
robots that offer more reliable bids. On the other hand, the 
motion planning module is bio-inspired intelligent, which is 
characterised by detection of imminent neighbours and 
responsiveness of virtual force navigation. This module allows 
each of the robots keep sensing its local environment to detect 
imminent neighbours which are likely to pose immediate 
collision dangers. With this merit, which is not considered by 
most of the similar methods, only those robots likely to collide 
will be processed at the following stage of virtual force 
navigation, thus reducing computation overheads and 
eliminating redundant robot movements. The other merit of the 
motion planning module is that it adopts a more adaptive two-
section function to calculate the repulsive forces to improve 
collision avoidance, as most other methods are only based on a 
simple function. It is aimed that, with the closed-loop bid 
adjustment mechanism for task allocation and the bio-inspired 
intelligent method for motion planning, the proposed 
performance optimisation system could be a practical tool to 
simulate and optimise the operations by a team of robots in 
dynamic environments. 
 
II. THE PERFORMANCE OPTIMISATION SYSTEM 
A. Task Allocation Module 
Fig. 1 shows the task auction architecture with different 
types of tasks stochastically released. A central auctioneer 
auctions these tasks one by one.  All the idle robots bid for a 
task being auctioned, and the one that submitted the lowest bid 
price wins the task. Each of the robots maintains an array of 
track records for the corresponding types of tasks that it has 
ever executed. Fig. 2 shows a block diagram of this bid 
adjustment mechanism.  After a robot has completed a specific 
type of task, it evaluates its own performance and records a 
reward or a penalty accordingly. This track record facilitates 
adjustment of the bid price that the robot in question will 
subsequently submit for another task of the same type.   
 
 
 
  
 
 
 
 
 
 
 
 
The detailed algorithm of the closed-loop bid adjustment 
mechanism is as follows. For a specific type of tasks, we 
denote kActual  as the k 
th record of actual cost, and kBid as 
the k th record of bid price. Adjustments are in the form of 
either rewards or penalties: k k kAdjust Actual Bid= − . If the 
actual cost of the task is smaller than the proposed bid price, it 
means that the robot has kept its commitment to the task or 
even has performed better than its promise.  The robot will get 
a reward with a negative adjustment value. Otherwise, a 
penalty with a positive adjustment value will be imposed on 
this robot if the actual cost is larger than the proposed bid 
price, which means the robot has underestimated the cost of 
task and has not honoured its promise.   
 
When a robot bids for a next task of the same type, it first 
estimates the cost, and then tunes the bid price based on the 
previous adjustment: 1 1k k kBid Cost Adjust+ += + , where 
1kCost +  is the (k+1) 
th estimated cost, which can be acquired 
by other heuristics or approximation methods. 
 
To damp out huge fluctuations and to reflect more reliable 
estimations, a series of previous adjustments should be taken 
into account. Moreover, since the working environment is 
dynamically changing, older track records are deemed 
relatively obsolete as time elapses. Hence, a time-discounting 
factor α , where 0 < α <1, is introduced to weigh the track 
records. 
 The averaged bid adjustment is: 
1 1
0 0
k k
j j
k j
j j
Adjustα α
− −
−
= =
∑ ∑ . 
The complete form of the proposed bid adjustment mechanism 
is given in (1). 
                  
1 1
1 1
0 0
k k
j j
k k k j
j j
Bid Cost Adjustα α
− −
+ + −
= =
= +∑ ∑          (1) 
The task being auctioned is assigned to the robot that 
submitted the lowest adjusted bid price, based on (1).  
 
The complete workflow of task auctions during operation is 
listed as follows: 
 
Step  1:  A task is released and a request for auction is sent to 
the auctioneer to announce; 
Step  2:  For each idle robot to participate in the auction: 
(2a): If this type of task has NOT been executed before, 
sets the bid adjustment to 0 and creates a track 
record for this type of tasks; 
   else 
Reads the bid adjustment from the track record; 
(2b): Estimates the cost of the task; 
   (2c): Adjusts the bid price by adding the bid adjustment 
to the estimated cost; 
(2d): Submits adjusted bid price before clearing time; 
Step 3:  The auctioneer assesses the bid prices and awards the 
task to the robot offering the lowest bid price; 
Step  4:  The winning robot executes its awarded task; 
Step  5: The robot compares the actual cost with the proposed  
bid price, and updates the bid adjustment;  
Step 6:  The robot logs the bid adjustment into its related track 
record and calculates the averaged adjustment value; 
Step 7:   Repeats from Step 1 until no more task is released. 
B. Motion Planning Module 
The proposed motion planning module is inspired by the 
motion behaviour of natural creatures. Intelligent motion 
planning can be observed from natural creatures in a dynamic 
environment, such as a flock of animals, and human 
pedestrians in a crowd. These creatures maintain local sensing 
to spot imminent neighbours without explicit communications.  
They tend to adaptively evade the obstructing neighbours and 
move towards their respective destinations. It includes three 
stages, namely local sensing, detecting imminent neighbours, 
and adaptive navigation, as shown in Fig. 3. 
    
   The field of view of a range sensor can be 180°, 360°, or 
other values.  In this paper, sonars, with a 180° field of view, 
are used, as shown by the red robot in Fig. 4.  This is similar to 
most creatures, which need not observe situations at their back, 
since the neighbours behind are also sensing and avoiding 
collision with their neighbours in front. Moreover, a scanning 
view of 180° is usually twice as efficient as 360° scanning.   
    
   Most similar motion planning methods discussed in Section 1 
simply take all the sensed neighbours into account. Such an 
auctioneer 
idle robot 
Figure 1.  Task auction architecture  
dispatched 
robot 
type 1 
type i 
type n 
tasks for auctions 
type 1 records 
type i records 
type n records 
 
Figure 2.  The closed-loop bid adjustment mechanism
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Figure 3.  Three stages in a bio-inspired intelligent motion planning 
A robot motion planning cycle 
approach is not only computation-expensive but also results in 
undesirable robot movements. The proposed motion planning 
module features instead a detection function to spot imminent 
neighbours which pose immediate dangers to the robot 
concerned. Incorporating this function, the subsequent virtual 
force navigation should outperform the existing ones.  
 
 Fig. 4 shows a robot motion planning cycle in which the red 
robot senses four neighbours. Detection of imminent 
neighbours is achieved by computing possible intersections of 
robot motions in range.  Referring to Fig. 4, if the extended 
velocity vector of a robot i intersects with that of the red robot, 
then robot i, within the sensing range, is an imminent 
neighbour to the red robot.  It can be expressed as: 
           
 ,   is imminent
 ,       otherwise
1
( )
0
i
g i
⎧⎪⎪= ⎨⎪⎪⎪⎩
                          (2) 
where ( )g i  is the detection function. Hence, the blue and the 
green robots are considered as imminent neighbours that are 
likely to collide with the red robot. With this detection module, 
only such imminent neighbours posing immediate threats will 
be processed accordingly at the navigation stage later. This 
reduces computation overheads and eliminates redundant robot 
movements. 
    
   Based on sensing the local environment and detection of 
imminent neighbours, a virtual force navigation function is 
developed to guide the individual robots. The virtual force 
navigation approach is adopted due to its responsiveness to 
dynamic traffic conditions. It is assumed that each robot is 
driven by a virtual attractive force of its destination and by 
some virtual repulsive forces of its imminent neighbours. To 
describe the dynamics of these virtual forces on the motion of 
each robot, the navigation function is derived in the form of 
Newton’s law of motion: ( ) goal inetf d m v dt f f
→ → → →
= = −∑ , 
where 
net
f
→
 is the net force, goalf
→
 is the attractive force by the 
destination, while if
→∑  is the composed repulsive force by 
its imminent neighbours. 
 
   To calculate the attractive force, it is necessary to alleviate 
overshoot and subsequently fluctuations when a robot 
approaches very close to its destination. Its magnitude is 
therefore assumed to be proportional to the distance from the 
goal, as follows: goalgoalf k d
→ →
= , where goald
→
 is the distance 
vector pointing from the robot to its goal, and k is a scaling 
factor.  
    
   To enhance the responsiveness of a robot to different threats 
of collision posed by its imminent neighbours, a two-section 
function is formulated to calculate the repulsive forces.  When 
an imminent neighbour is detected at the outer half of the 
sensing range, an inversely proportional function is used to 
mildly steer the robot away: if , 2ii if A d R d R
→ →
= < ≤ , 
where id
→
 is the distance vector pointing from an imminent 
neighbour to the robot, and A is a scaling factor.  When an 
imminent neighbour is detected at the inner half of the sensing 
range, an exponential function is introduced to exert tight 
repulsion on the robot:  if  0, 2id Ci if Be d R
→→ −= < ≤ , 
where B is a constant giving the largest repulsive force, and C 
indicates the changing rate. Like most of the similar 
approaches mentioned in Section 1, the scaling factors and 
parameters in force calculation are usually determined by trial 
and error. Incorporating the detection function (2), the 
complete function of a repulsive force is: 
  if  
  if  0
( ) , 2
( ) , 2
i
i i
i
d C
i
g i A d R d R
f
g i Be d R
→
→
→
−
⎧⎪⎪ < ≤⎪⎪= ⎨⎪⎪ < ≤⎪⎪⎩
i
i
 
   Take the situation in Fig. 4 for example.  The red robot is 
attracted by its destination while being repelled by its two 
imminent neighbours.  The net force calculation is shown in 
Fig. 5.  In this motion planning cycle, the red robot steers to 
the right by the net force 
net
f
→
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
III. CASE STUDY AND SIMULATIONS 
A simulator is developed in the Player/Stage [20] and C++ 
programming language. The Player/Stage is an open-source 
package widely used for multi-robot control and simulation. It 
runs in a Linux-based operating system called Fedora 13.  
Figure 5. Net force calculation of the case in Figure 4 
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Figure 4. Detection of imminent neighbours with 180° sensing view
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This paper presents a scenario where a team of automated 
guided vehicles (AGVs) cooperatively working at a container 
terminal, transporting containers from the quay-side to the 
yard-side, as shown in Fig. 6.  An AGV, with autonomous 
control and sensing devices, can be regarded as an 
autonomous robot. There are two vessels berthed at the quay-
side. Each vessel is served by five quay cranes which unload 
the containers from the vessels. Small rectangles in black 
represent containers. Containers beside the vessels are ready to 
be picked up, while those being handled by the quay cranes 
are not shown in the figure. Racks at the quay-side are labelled 
as 1, 2, …, 10, while racks at the yard-side are labelled as A, 
B, …, J. A specific type of tasks is described by the pick-up 
location and the destination of delivery, as T(n, x), where n 
specifies the label of the pick-up location at quay-side, and x 
specifies the label of the destination at yard-side. For example 
in Fig. 6, T(8, E) is a type of tasks requiring to transport 
containers from rack 8 at quay-side to rack E at yard-side.  
The field of view of sonars is 180°, with a scanning range 
R=50m.  
 
 
 
 
 
 
 
 
 
 
 
 
 
There are two major operational uncertainties for AGVs at 
container terminals, i.e. stochastic task requests, and dynamic 
traffic conditions [21]. Stochastic task requests are mainly due 
to the variation of vessel arrival time, the handling time of 
quay cranes, and the characteristic of containers to be 
transported. Dynamic traffic conditions are mainly due to 
uncertain interferences between AGVs. Whenever a container 
is put onto a rack from a quay crane, it is ready for auction. 
The winning AGV will subsequently plan its motion to fulfil 
this task. Hence, this scenario of free-range AGVs working at 
a dynamic container terminal is a good test-bed to validate the 
proposed performance optimisation system for mobile robots. 
 
A case study involving simulation of ten AGVs to transport 
400 containers was carried out. Fig. 7 shows the track records 
of eighteen tasks of type T(8, E) ever performed by AGV*, 
which is the red one on the right side of Fig. 6. The time-
discounting factor, α, was set to be 0.5. For the first time after 
AGV* had executed a T(8, E) type of task, the adjustment was 
a penalty of about two minutes. It means that AGV* under-
estimated the cost of the task and submitted a bid price which 
turned out to be much lower than the actual cost incurred 
afterwards. Being imposed with this penalty, AGV* adjusted 
the bid price for task type T(8, E). The subsequent 2nd to 12th 
adjustment values of this task type were within the accuracy of 
±1.1 minutes band. Since these adjustment values indicate the 
discrepancies between the bid prices and the related actual 
costs, it verifies that, with the closed-loop bid adjustment 
mechanism in auctions, the discrepancies were effectively 
reduced. With the improved bid prices, tasks were assigned to 
the competent robots that proposed more reliable bid prices, 
accordingly enhancing the overall team performance. To 
verify the robustness of the bid adjustment mechanism, the 
characteristic of task type T(8, E) was deliberately modified 
after some time in the operation, for example, to transport 
lighter containers. In this case, an AGV carrying a lighter 
container should be more agile to evade obstacles in the way, 
and hence can travel faster. As a result, the actual cost of task 
fulfilment should be lower than that before the modification. 
Nevertheless, the bidding AGVs only received the task 
information with pick-up and drop-off locations, not knowing 
the relevant weight of containers had been changed. The 
bidding AGVs still offered the previously adjusted bid prices. 
Therefore, a winning and dispatched AGV, like AGV*, was 
able to complete the task earlier than expected, and got a 
reward of about 2.4 minutes. With this reward, the AGV* 
adjusted the bidding price for task type T(8, E) in the future 
auctions.  The subsequent 14th to 18th adjustments were within 
the accuracy of ±1 minute band. It shows that, even in some 
dynamic situations, the closed-loop bid adjustment mechanism 
can still stably reduce the discrepancies between the bidding 
prices and the actual costs. 
 
  Figure 7.  Adjustment records of task type T(8, E) performed by AGV* 
 
   
 
Figure 8 (a). Snapshot with a traditional method 
 
 
Figure 8 (b). Snapshot with the proposed motion planning module 
 
The merit of the proposed motion planning module is 
validated as well. The bio-inspired intelligent module features 
a detection function to identify imminent neighbours and a 
two-section function for adaptive repulsive force calculation. 
Fig. 8(a) and (b) show snapshots of simulations with the 
traditional method, and with the proposed motion planning 
module, respectively. In Fig. 8(a), the orange AGV collided 
with the red one, as highlighted in the dashed circle. Collision 
was attributed to the weak repulsive force by only an inverse 
Figure 6.  Simulated scenario of free-range AGVs at a container terminal
vessel vessel 
quay-side 
1 2 3 4 5 6 7 8 9 10 
A 
AGV* 
B C D E F G H I J 
yard-side 
proportional function and unnecessarily taking the green 
neighbour into account. Fig. 8(b) shows a similar scenario in 
Fig. 8(a) but the collision was avoided. This time, the 
repulsive force by the two-section function could exert a 
stronger force to steer away the orange AGV and it did not 
consider the non-imminent green neighbour. It illustrates that 
the proposed motion planning module can spot and only 
consider the imminent neighbours that pose possible collision 
danger, reducing the computational overheads and eliminating 
undesirable robot movements. Moreover, the module uses a 
two-section function to calculate the repulsive force, making it 
more responsive to different levels of collision danger. 
 
The proposed performance optimisation system features a 
task allocation module with the closed-loop bid adjustment 
mechanism and a motion planning module with the bio-
inspired intelligent method. Operating in dynamic 
environments, it can improve the bid prices and assign tasks to 
the more competent robots.  It can also intelligently streamline 
the motions of robots, by identifying imminent neighbours and 
responsively avoiding collisions. As such, the overall team 
performance can be enhanced considerably. Fig. 9 shows the 
comparison of team performances by the optimisation system 
and by a tradition one without the featured modules. Again, it 
involved simulation of ten AGVs to transport 400 containers. 
An improvement of operational time by 34% can be achieved. 
 
 
 
 
 
 
 
IV. CONCLUSION AND FUTURE WORK 
This paper presents a performance optimisation system of 
robots in dynamic environments.  It is characterised by the 
proposed task allocation and motion planning modules. 
Simulations show that the system can allocate tasks to the more 
competent robots and can also streamline the motions of 
robots. The overall team performance is improved 
significantly. The performance optimisation system is indeed a 
practical tool to simulate and optimise the operations by a team 
of robots in dynamic environments. 
Despite the advances made, there is still some room for 
improvement. Firstly, for the task allocation module, it seems 
better if the bid adjustment process could be enhanced, in terms 
of the overshot values in Fig. 7, as well as the transient 
fluctuations. These phenomena are inevitably caused by the 
operational uncertainties even though suppressed by our 
approach. Some techniques of learning theory and adaptive 
regulation might help, although their responsiveness to 
dynamic situations is a concern. Secondly, for the motion 
planning module, the parameters of the virtual force functions 
are empirical. Like most of the similar approaches, there is still 
a lack of effective analytic guideline to design the parameters.  
It would be more fruitful if a preliminary analytical model 
could be derived. 
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