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Abstract: In this work, the construction of an m-dimensional Beta distri-
bution from a 2m-dimensional Dirichlet distribution is proposed, extending
work by Olkin and Trikalinos (2015). To illustrate for which correlation
structures such a distribution can exist, a necessary and sufficient condi-
tion is derived. This readily leads to a multivariate Beta-binomial model for
which simple update rules from the common Dirichlet-multinomial model
can be adopted. A natural inference goal is the construction of multivariate
credible regions. This is for instance possible by sampling from the under-
lying Dirichlet distribution. For higher dimensions (m > 10), this extensive
approach starts to become numerically infeasible. To counter this problem,
a reduced representation is proposed which has only 1 + m(m + 1)/2 pa-
rameters describing first and second order moments. A copula approach can
then be used to obtain a credible region. The properties of different credible
regions are assessed in a simulation study in the context of investigating
the accuracy of multiple binary classifiers. It is shown that the extensive
and copula approach lead to a (Bayes) coverage probability very close to
the target level. In this regard, they outperform credible regions based on a
normal approximation of the posterior distribution, in particular for small
sample sizes. Additionally, they always lead to credible regions which lie
entirely in the parameter space which is not the case when the normal
approximation is used.
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1. Introduction
This work is motivated by the goal to conduct Bayesian inference for multi-
ple proportions ϑj ∈ (0, 1), j = 1, . . . ,m, which are possibly correlated. In
particular, the goal is to derive a multidimensional credible region for ϑ =
(ϑ1, . . . , ϑm) ∈ (0, 1)m taking into account the dependency structure. The au-
thor’s main application of interest are model evaluation and comparison studies
where the accuracy of m binary classifiers is assessed on the same dataset. Pre-
vious work in the machine learning context has shown that evaluating multiple
promising models on the final test data (instead of a single prespecified model)
can improve the final model performance and statistical power in the evaluation
study. Hereby, it is beneficial to take into account model similarity when ad-
justing for multiplicity as the according adjustment needs to be less strict when
different models give similar predictions (Westphal and Brannath, 2019a,b).
In these previous works, the focus was on frequentist methods, in particular a
multivariate normal approximation for the vector of test statistics in conjunction
with the so called maxT-approach (projection method) (Hothorn, Bretz and
Westfall, 2008). From a Bayesian viewpoint, this can (at least numerically)
be seen as a multivariate normal-normal model under the assumption of a flat
(improper) prior distribution. This approach showed good performance in terms
of family-wise error rate control in extensive simulation studies. It has however
three drawbacks. Firstly, the resulting confidence region is not guaranteed to
lie entirely in the parameter space (0, 1)m. Secondly, the needed estimate of
the covariance matrix may be singular, which is e.g. the case if any observed
proportion ϑˆj is zero or one. This scenario becomes increasingly likely when
m → ∞. Finally, for (close to) least favourable parameter configurations, this
approach leads to an increased type 1 error rate in the frequentist sense. While
many ad hoc remedies exist for these problems (e.g. parameter transformation,
shrinkage estimation), the main goal of this work to derive a more self-contained
model. Moreover, it may be desirable to include prior knowledge to the inference
task which calls for a Bayesian treatment of the problem.
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For a single proportion ϑ ∈ (0, 1), a common Bayesian approach is the Beta-
binomial model where each observation Xi is a Bernoulli variable such that
Y =
∑
i
Xi ∼ Bin(n, ϑ).
Assuming a Beta prior distribution with shape parameters α > 0, β > 0 for ϑ,
i.e.
ϑ ∼ Beta(α, β)
leads to the posterior distribution
ϑ | y ∼ Beta(α+ y, β + n− y) (1)
given y =
∑
i xi ∈ {0, 1, . . . , n} successes have been observed (Held and Bove´,
2013, pp. 172-173).
The goal of this work is twofold. Firstly, the Beta distribution shall be gen-
eralized to higher dimensions allowing general correlation structures. A multi-
variate generalization of the Beta distribution has been studied in several works
(Jones, 2002; Olkin and Liu, 2003; Nadarajah and Kotz, 2005; Arnold and Ng,
2011), mostly however limited to the bivariate case. Olkin and Trikalinos (2015)
discuss shortcomings of some of these approaches such as a restricted range of
possible correlations or a complicated extension to higher dimensions. Another
general access to this problem the separation of marginal distributions and de-
pendency structure via copula models (Kotz, Balakrishnan and Johnson, 2004;
Balakrishnan and Lai, 2009; Nyaga, Arbyn and Aerts, 2017). The second aim
is to then derive a multivariate Beta-binomial model which allows to conduct
Bayesian inference regarding ϑ or transformations thereof.
To this end, the bivariate Beta distribution by Olkin and Trikalinos (2015)
based on an underlying Dirichlet distribution is extended to higher dimensions.
This was already adumbrated in section 3 of the original article. While this
construction works in theory for any dimension m, it suffers from the fact that
it depends on 2m parameters. This may serve problems, in particular when
posterior samples consisting of a large number of observations of (initially) 2m
variables need to be drawn. In practice, it is thus only feasible for dimensions not
much larger than m = 10 (depending on computational resources). However, it
will be shown that a reduced parametrisation with 1 +m(m+ 1)/2 parameters
allows to handle much higher dimensions with reasonable computational effort
by employing a copula model.
The construction shown in this article has methodological similarities to ex-
isting work in the context of multivariate Bernoulli or Binomial distributions
with general correlation structures (Madsen, 1993; Kadane et al., 2016; Fontana
and Semeraro, 2018). In particular, the question which correlation structures are
admissible for an m-dimensional Beta distribution can directly be transferred to
the same question regarding an m-dimensional Bernoulli distribution (Hailperin,
1965; Chaganty and Joe, 2006). Similar considerations have been made regard-
ing the question how to generate correlated binary data (Leisch, Weingessel and
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Hornik, 1998; Xue et al., 2010; Preisser and Qaqish, 2014; Shults, 2017). The
distinctive feature of this work is thus the different (Bayesian) setting and the
focus on statistical inference. Moreover, to the best of the author’s knowledge,
the necessary and sufficient moment conditions that are provided in section 2.1
have not been mentioned in this form in the literature despite the fact that
many authors have recognized the connection to linear programming (Madsen,
1993; Fontana and Semeraro, 2018; Shults, 2017).
The remainder of this work is structured as follows: In the section 2, the
construction and several properties of the multivariate Beta distribution as well
as restrictions on the admissible correlation structures are described. Moreover,
a multivariate analogue to the common Beta-binomial model is introduced. In
section 3, different methods for the derivation of multivariate credible regions are
described. Details regarding the numerical implementation are given in section
4. Section 5 covers numerical simulations in the context of model evaluation
and comparison studies to access the properties of different credible regions.
Finally, section 6 contains a summary of the present work and a discussion on
the connection between multivariate credible regions and Bayesian hypothesis
testing.
2. Statistical Model and Theoretical Results
2.1. Multivariate Beta Distribution
Our goal is a joint model for the success probabilities ϑj of m ∈ N Binomial
variables Yj =
∑
iXij ∼ Bin(n, ϑj), j = 1, . . . ,m, with arbitrary correlation
structure between the variables Xj , Xj′ . Conditional on the observed data Yj =
yj , we assume that marginally
ϑj | yj ∼ Beta(αj + yj , βj + n− yj)
as introduced in equation (1). The variables Yj are the sum Yj =
∑n
i=1Xij of
Bernoulli variables Xij
iid∼ Bin(1, ϑj), j = 1, . . . ,m, which are also observed.
The subsequent construction of an m-dimensional Beta distribution is based
on a 2m-dimensional Dirichlet distribution such as proposed by Olkin and Trikali-
nos (2015) for the bivariate case. The Dirichlet distribution is frequently em-
ployed in the so called Dirichlet-multinomial model for the success probabilities
of multinomial data. A multinomial random variable is the generalization of
a Binomial random variable, i.e. each observation is one of w distinct events
{1, . . . , w} where each event k has a probability of pk to occur, such that
||p||1 =
∑
k pk = 1. A Dirichlet random variable p = (p1, . . . , pw)
> ∼ Dir(γ)
has support P = {p ∈ (0, 1)w : ||p||1 = 1} and is fully characterized by the
concentration parameter (vector) γ = (γ1, . . . , γw)
> ∈ Rw+. A comprehensive
overview of the Dirichlet distribution is given by Ng, Tian and Tang (2011).
In the following, an m-dimensional random variable with multivariate Beta dis-
tribution will be constructed from a 2m-dimensional Dirichlet random variable.
We will see that this can be achieved by a convenient parametrisation and a
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simple linear transformation. Although the case m = 1 can easily be recovered,
m ≥ 2 is assumed in the following to avoid laborious case distinctions.
A single binary observation is assumed to be a realization of anm-dimensional
random variable X = (X1, . . . , Xm)
> ∈ X = {0, 1}m. The complete experi-
mental data, n i.i.d. observations of X, is collected in the rows of the n × m
binary matrix X. We define a categorical random variable C = h−1(X) ∈ C =
{c ∈ {0, 1}w : ||c||1 = 1}, w = 2m, which is linked to X via the mapping h
which is defined in the following.
Definition 1 (Transformation matrix). Define the linear mapping h : Rw → Rm,
z 7→ Hz, whereby the j-th column of the transformation matrix H = H(m) ∈
{0, 1}m×w corresponds to the binary representation (of length m) of the integer
j − 1, j = 1, . . . , w.
This definition uniquely defines H(m) for any dimension m. For instance, for
m = 3,
H = H(3) =
 0 0 0 0 1 1 1 10 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
 .
It is easy to see that h(C) = X and that |X | = |C| = 2m. In effect, h defines a
bijection between C and X which is illustrated below for m = 3:
X = (0, 0, 0)> ⇔ C = (1, 0, 0, 0, 0, 0, 0, 0)>
X = (0, 0, 1)> ⇔ C = (0, 1, 0, 0, 0, 0, 0, 0)>
X = (1, 1, 0)> ⇔ C = (0, 0, 1, 0, 0, 0, 0, 0)>
...
X = (1, 1, 0)> ⇔ C = (0, 0, 0, 0, 0, 0, 1, 0)>
X = (1, 1, 1)> ⇔ C = (0, 0, 0, 0, 0, 0, 0, 1)>.
Hence, the function h defines a one-to-one correspondence between observing
(a) m correlated Bernoulli variables Xj and (b) a single categorical variable C
with 2m possible events. The same link may be used to relate (a) m correlated
Binomial variables Yj =
∑
iXij and (b) a single multinomial variable D =∑
iCi. A realization d = d(X) = d(C) of D is referred to as the cell count
version of the experimental data. It can easily be computed as the sum of all
rows of the matrix C. Clearly, the probabilities pk = P(C = ck) for the w
distinct events ck, k = 1, . . . , w, can be modelled via the Dirichlet distribution as
||p||1 = 1. This allows us to define the random variable ϑ = Hp and investigate
it’s properties.
Definition 2 (Multivariate Beta (mBeta) distribution). Let m ≥ 2, w = 2m
and γ ∈ Rw+. Let p = (p1, . . . , pw)> ∼ Dir(γ) follow the Dirichlet distribution
with concentration parameter γ. Define the linear transform ϑ = Hp of p
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whereby the transformation matrix H = H(m) ∈ {0, 1}m×w is defined in def-
inition 1. In this case ϑ is said to follow a multivariate Beta distribution with
concentration parameter γ or ϑ ∼ mBeta(γ) for short.
Proposition 1 (Properties of the mBeta distribution). Let ϑ ∼ mBeta(γ) as
defined in definition 2. Then the following assertions hold:
1. ϑj = P(Xj = 1) for j = 1, . . . ,m.
2. ϑ is a m-dimensional random variable with support Θ = (0, 1)m.
3. For any j ∈ {1, . . . ,m}, ϑj marginally has a Beta(αj , βj) distribution with
parameters α = Hγ and β = ν −α whereby ν = ||γ||1.
4. The mean vector of ϑ is given by E(ϑ) = α/ν.
5. Define Γ = diag(γ) and A = HΓH> ∈ Rm×m+ . Then α = diag(A) and
the covariance of ϑ is given by
cov(ϑ) = Σ =
(
νA−αα>) /(ν2(ν + 1)).
6. Probabilities of products ϑJ = P(
⋂
j∈J{Xj = 1}) = P(
∏
j∈J Xj = 1) with
J ⊂ {1, . . . ,m} have a Beta(αJ , βJ) distribution with
αJ = HJγ ∈ R and βJ = ν − αJ .
Hereby, HJ = (j∈JHj:) ∈ {0, 1}1×w is the Hadamard product of associ-
ated rows Hj: of H.
Most of the above claims follow immediately from the definition of ϑ. Fur-
ther details are provided in appendix A. The symmetric matrix A contains the
(scaled) first-order moments α = νµ = diag(A) and mixed second-order mo-
ments αjj′ as off-diagonal elements and will prove to be useful later. Olkin and
Trikalinos (2015) state that the density function of ϑ does not have a closed
form expression and show several representations for different subregions of the
unit square in the bivariate setting. The next definition will allow a characteri-
zation of the correlation structures that are admissible for a multivariate Beta
distribution.
Definition 3 (Moment conditions). Let ν ∈ R+ and A ∈ Rm×m+ be a symmetric
matrix. Define 1w = (1, . . . , 1)
> ∈ Rw,
H(2) = (Hj: Hj′:) j=1,...,m−1
j′=j+1,...,m
=

H1: H2:
H2: H3:
...
H(m−1): Hm:

and H˜ =
 HH(2)
1>w
 ∈ {0, 1}r×w
with r = 1+m(m+1)/2. Hereby Hj: is the j-th row of H and  the Hadamard
(entrywise) product of vectors. In addition, let α˜ = (α>,α(2)>, ν)> whereby
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α(2) = (α11, α12, . . . , α(m−1)m)> contains the upper off-diagonal elements of A.
Then the pair (ν,A) is said to satisfy the moment conditions if
∀b ∈ R1+m(m+1)/2 : H˜>b ≥ 0 ⇒ b>α˜ ≥ 0. (MC)
Note that the binary matrix H˜ only depends on the dimension m and not
on A. By imputing suitable vectors b in (MC) it is easy to see that the moment
bounds
∀J ⊂ {1, . . . ,m} : ν ≥
∑
j∈J
αj −
∑
j,j′∈J:j 6=j′
αjj′ (MB)
are a consequence of (MC). Hereby, the sum over an empty index set is defined
to be zero. Moreover, (MC) also implies the Fre´chet type bounds
max(0, RA +CA − ν) = A− ≤ A ≤ A+ = min(RA,CA) (FB)
whereby both inequalities and min and max operations are meant component-
wise. Hereby RA is the m × m matrix with all rows identical and equal to
α = diag(A) and CA = R
>
A. The derived conditions (MB) and (FB) or vari-
ations thereof have appeared several times in the relevant literature (Leisch,
Weingessel and Hornik, 1998; Shults, 2017).
Proposition 2 (mBeta parametrisation).
1. (Existence) Let ν ∈ R+, µ ∈ (0, 1)m and R ∈ (−1, 1)m a valid (symmet-
ric, positive-definite) correlation matrix with diag(R) = 1m. Then, there
exists a vector γ ∈ Rw+, w = 2m, with ||γ||1 = ν and a random variable
ϑ ∼ mBeta(γ) such that
E(ϑ) = µ and cov(ϑ) = Σ = V 1/2RV 1/2
if and only if ν and the derived moment matrix
A = A(ν,µ,R) = ν((ν + 1)Σ + µµ>)
satisfy (MC). Hereby, V = diag(µ (1− µ))/(ν(ν + 1)).
2. (Uniqueness) Given parameters ν and A fulfilling (MC) as in (1), the pa-
rameter γ can be uniquely determined if and only if m = 2. For m > 2,
uniqueness can be achieved by imposing additional constraints, e.g. by min-
imization of ||γ − 1wν/w||2.
The first result can be proven by applying Farkas’ Lemma, a standard result
from linear programming, to the linear program
H˜γ = α˜ (LP)
which needs to be solved for γ. Details are given in appendix A.
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The moment conditions give some intuition on the admissible correlation
structures, in particular by means of the weaker but more interpretable necessary
conditions (MB) and (FB). However, a direct verification of (MC) is usually not
feasible in practice, at least not more efficiently than attempting to solve (LP).
A more practical approach to translate a correlation into a moment description
is described in section 4.
The bounds on the derived moment matrixA induced by (MC) imply bounds
on the correlation matrix R because the elements of A are monotone in the ac-
cording elements of R. The construction and the according conditions translate
to a multivariate Bernoulli distribution with minor modifications. In this con-
text, several works have illustrated the bounds on the correlation coefficients for
low dimensions (Prentice, 1988; Preisser and Qaqish, 2014; Shults, 2017). For
instance, for m = 2, (FB) implies
max
(−(ψ1ψ2)−1,−ψ1ψ2) ≤ ρ12 ≤ min(ψ1
ψ2
,
ψ2
ψ1
)
with ψj =
√
µj/(1− µj), j = 1, 2. These necessary correlation bounds also
apply to the case m > 2 for all ρjj′ but are only sufficient for R being admissible
for m = 2. It should be noted, that the overall concentration parameter ν =
||γ||1 only drives the variances of the ϑj . That is to say, two mBeta distributions
induced by the parameters γ1 and γ2 with γ1/||γ1||1 = γ2/||γ2||1 have the
same correlation structure. Below, several simple results concerning (MC) are
described, some of which will be utilized in the next section.
Proposition 3 ((MC) in practice).
1. For all γ ∈ Rw+, the pair ν = ||γ||1, A = HΓH> satisfies (MC).
2. Let d = d(X) be the cell count version of the experimental data and ∆ =
diag(d). Then the pair n = ||d||1, U = H∆H satisfies (MC).
3. If (ν,A) and (n,U) both satisfy (MC), the pair (ν∗,A∗) = (ν+n,A+U)
does as well.
4. Not all ν ∈ R+ and A× Rm×m+ satisfy (MC).
2.2. Multivariate Beta-Binomial Model
The next result formalizes that the update rule γ∗ = γ+d from the well-studied
Dirichlet-multinomial model can be adopted for the multivariate generalization
of the Beta-binomial model. Hereby, observed cell counts dk are added to cor-
responding prior parameters γk.
Proposition 4 (Multivariate Beta-binomial model). Let ϑ ∼ mBeta(γ) be the
prior distribution for ϑ and let X ∈ {0, 1}n×m be the observed data matrix with
cell count representation d = d(X). Then:
1. The posterior distribution of ϑ is given by
ϑ |d ∼ mBeta(γ∗)
whereby γ∗ = γ + d.
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(a) Prior distribution (ν = 20) (b) Posterior distribution (ν∗ = 337)
Fig 1: Visualization of prior and posterior mBeta distribution corresponding
to the example in appendix B. Plots show the marginal densities (diagonal),
bivariate densities (lower panel) and correlation coefficients (upper panel).
2. Let γ and γ∗ be the parameter of prior and posterior distribution of ϑ,
respectively. Let A = HΓH> and A∗ = HΓ∗H>. Then
A∗ = A+U and ν∗ = ν + n
whereby the update matrix U = H∆H> depends on the data X due to
∆ = diag(d(X)).
The second result is useful as it allows to work with a reduced parametrisation
from which the mean vector and covariance matrix of the distribution can still
be derived, see proposition 1. It depends on ν ∈ R+ and the symmetric matrix
A ∈ Rm×m+ and thus requires 1 + (m + 1)m/2 parameters. Hereby, neither
the prior parameter γ nor the posterior parameter γ∗ are needed to derive the
posterior matrixA∗ from the prior matrixA and the dataX. The term ’reduced
parametrisation’ will be used when ν and A are known but γ is unknown.
When the reduced parametrisation is employed, as a consequence of propo-
sition 3, the only worry is to correctly specify a prior parameter A, either di-
rectly or implicitly (via R). As previously stated, checking (MC) for the prior
distribution may not always be feasible, especially in high dimensions. For cer-
tain priors with simple structure, this is however easily possible. In particular,
mBeta distributions with ν ∈ R+, µ = 1m/2 and R = Im, i.e. independent
Beta(ν/2, ν/2) distributions are always admissible. One can simply check that
one possible parameter vector to obtain these properties is γ = 1wν/w. The
case ν = 2 corresponds to independent uniform distributions over (0, 1)m which
will be employed as a vague prior in the simulation study in section 5. Another
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simple and practically relevant way to ensure the validity of A is to construct
it based on previous experimental data dp via A = H diag(dp)H
>, see propo-
sition 3. Figure 1 illustrates the update rule by visualizing a prior and posterior
distribution in the three dimensional case. The underlying numerical example
is provided in appendix B.
3. Bayesian Inference
3.1. Construction of Credible Regions
Assume that the prior distribution pi ≡ mBeta(γ) has been updated to the pos-
terior distribution pi∗ ≡ mBeta(γ∗) with γ∗ = γ + d (proposition 4). Deriving
a simultaneous credible region for all proportions ϑ |d ∼ pi∗ of interest is a typ-
ical data analysis goal. A 100(1−α)% credible region is a set CR1−α ⊂ (0, 1)m
with the property Ppi∗(ϑ ∈ CR1−α) = 1−α (Berger, 2013). For simplicity, only
equi-tailed, two-sided credible regions are considered in this work. In the normal
posterior case, this corresponds to highest density regions (HDR) while for the
mBeta distribution this is in general not true.
There are several ways to construct credible regions for ϑ. One possibility is
to approximate the posterior distribution by a multivariate normal by matching
the first two moments and use established methods for this case. The normal
approximation of this posterior distribution is then given by
ϑ |d ·∼ Nm(µ∗,Σ∗)
whereby µ∗ and Σ∗ are derived according to proposition 1 from A∗. From this,
a simultaneous credible region
CR1−α =
m∏
j=1
(
µ∗j − cα(v∗j )1/2, µ∗j + cα(v∗j )1/2
)
,
can be derived. Hereby, the posterior variance vector v∗ ∈ Rm contains the
diagonal elements of Σ∗. The ’critical value’ cα can be computed numerically as a
suitable equi-tailed quantile of the standard multivariate normal with correlation
matrix R∗ = diag(v∗)−1/2Σ diag(v∗)−1/2 (Hothorn, Bretz and Westfall, 2008).
Note that such approximate credible regions are not guaranteed to lie in (0, 1)m.
Moreover, this approach does not benefit from the fact that the type of the
marginal posterior distributions is known and non-Gaussian.
This can be alleviated by employing a copula approach (Nadarajah, Afuecheta
and Chan, 2018). A copula model allows to disentangle marginal distribu-
tions FX1 , . . . , FXm and dependency structure of a multivariate random vari-
able X = (X1, . . . , Xm)
>. More specifically, Sklar’s theorem states that for
every random vector X with joint cumulative distribution function (CDF) FX
there exists a copula function C : [0, 1]m → [0, 1] such that
FX(x) = C(FX1(x1), . . . , FXm(xm)), x ∈ R¯m.
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Furthermore, the copula C is unique if all m marginal distributions FXj are
continuous (Sklar, 1959; Nadarajah, Afuecheta and Chan, 2018). For instance,
a Gaussian copula may be utilized which is parametrized via a correlation matrix
Rm and given by
CRm(u) = Φm(Φ
−1(u1), . . . ,Φ−1(um); 0m,Rm).
Hereby Φ is the univariate standard normal CDF and Φm is the m-dimensional
normal CDF with mean 0m and covariance matrix Rm. When modelling the
posterior distribution ϑ |d, an obvious choice for Rm is R∗, the posterior corre-
lation matrix which can be obtained by standardizing the posterior covariance
Σ∗ (see proposition 1). Following similar arguments as given by Dickhaus and
Gierl (2012), this can be used to construct a simultaneous credible region. For
this, the same critical value cα as for the normal approximation is used and
translated to adjusted local tail probabilities α˜ = 1 − Φ(cα). The credible re-
gion is then based on the α˜/2 and (1− α˜/2) quantiles of the m marginal Beta
distributions of the the joint mBeta posterior.
Lastly, we may base our inference regarding ϑ |d on p |d, the underlying
Dirichlet-multinomial model (section 2). To pursue this route, a posterior sample
Sp ∈ Pnr ⊂ (0, 1)nr×w of size nr can be drawn from the underlying Dir(γ∗)
Distribution which is then transformed to a posterior sample Sϑ = SpH> ∈
Θnr ⊂ (0, 1)nr×m for ϑ, compare section 2.1. Denote by
CR(α˜) =
m∏
j=1
(ϑ−j , ϑ
+
j )
the credible region such that P(ϑj < ϑ−j ) = P(ϑ > ϑ
+
j ) = α˜/2 is satisfied
for all margins j, meaning that ϑ−j , ϑ
+
j are suitable marginal Beta quantiles.
Subsequently, α˜ can be tuned such that (1−α)nr data points of Sϑ are contained
in CR(α˜). This can be achieved by a simple numerical root finding. While
normal approximation and copula model only require knowledge of the reduced
representation (ν,A), this extensive posterior sampling approach is only feasible
when the complete parameter vector γ∗ is known. It is thus the only of the three
approaches which employs all available information - if it is indeed available. In
high dimensions it is however computationally expensive or even infeasible as
the original Dirichlet sample is of size nr · 2m.
Note that all three approaches to construct credible regions are Bayes actions
in the sense that they are based on (different approximations of) the posterior
expected coverage probability. In section 5, the influence of these approximations
on the Bayes coverage probability, i.e. the expected coverage under different
generative prior distributions, will be assessed in a simulation study.
3.2. Inference for Transformed Parameters
Besides inference for the proportions ϑj themselves, transformations of them
might also be of interest. The three approaches described in the last section
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(normal approximation, copula model, extensive sampling approach) can be
modified for this purpose. A commonly investigated case are linear contrasts
defined by a contrast matrix K ∈ Rt×m where t is the dimension of the target
space. A popular example are all-vs-one comparisons (w.l.o.g.) defined by K =
(Im−1,−1m−1) ∈ {−1, 0, 1}(m−1)×m. Hereby Im−1 is the (m − 1)-dimensional
identity matrix and 1(m−1) = (1, . . . , 1)>. In the model evaluation context, this
would relate to comparing the accuracy ϑj of all models j = 1, . . . ,m−1 against
ϑm, the accuracy of the m-th model.
For the normal approximation and the copula method, the fact that ϑ |d ·∼
Nm(µ∗,Σ∗) implies
Kϑ |d ·∼N t(Kµ∗,KΣ∗K>)
can be utilized. For the copula approach, it is important to note, that the differ-
ence of two Beta random variables no longer follows a Beta distribution (Gupta
and Nadarajah, 2004). One solution to obtain correct marginal quantiles is to
rely on posterior sampling for this case as well. Non-linear transformations will
not be investigated in this work, could however be tackled by employing the
multivariate delta method. For the extensive sampling approach, any transfor-
mation can be applied to the posterior sample. The transformed sample can
then be processed by the same means as before.
4. Numerical Implementation
Functions for prior definition, update rules and calculation of credible regions
have been implemented in the new R package SIMPle1. It’s main goal is to con-
duct simultaneous inference for multiple proportions by means of the proposed
multivariate Beta-binomial model. It allows the definition of a prior distribution
based on the mean vector and correlation matrix. Instead of solving the obvi-
ous linear system (LP), the least squares problem with equality and inequality
constraints
min
γ∈Rw
||H(2)γ −α(2)||22 (LS)
subject to
(
H
1>w
)
γ =
(
α
ν
)
and Iwγ ≥ 0w
is solved for a given input (ν,A) with help of the lsei package (Lawson and
Hanson, 1995; Wang, Lawson and Hanson, 2017). That is to say, we require
the first-order moments to be matched exactly and the mixed second-order
moments should be fitted as closely as possible. The moment matrix A can be
specified explicitly or implicitly via mean vector µ and correlation matrix R,
compare proposition 2. If a solution γ of (LS) is found, it defines a valid mBeta
distribution. If the solution is exact, i.e. ||H(2)γ − α(2)||22 = 0, it defines an
1A development version of the SIMPle package is available at https://github.com/
maxwestphal/SIMPle (accessed November 11, 2019).
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mBeta distribution with exactly the targeted mean and correlation structure.
If ||H(2)γ −α(2)||22 > 0, the solution γ defines a valid mBeta distribution with
targeted mean but only approximated correlation structure.
For dimensions m > 10 the reduced parametrisation in conjunction with the
copula approach described in section 3 is employed by default because solving
(LS) or (LP) becomes numerically expensive. In this case only the necessary
bounds (FB) are checked. As a result, the prior matrix A is in general not
guaranteed to satisfy (MC), unless simplifying structural assumptions are made.
5. Simulation Study: Comparison of Multiple Classifiers
5.1. Method Comparison
This section covers the results of a simulation study in the context of classi-
fier evaluation. In machine learning, prediction models should be trained and
evaluated on independent data sets to avoid an overoptimistic performance as-
sessment (Friedman, Hastie and Tibshirani, 2009; Japkowicz and Shah, 2011;
Kuhn and Johnson, 2013). Earlier work has shown that a simultaneous eval-
uation of multiple promising classifiers is beneficial as the test data can then
be employed for the final model selection. (Westphal and Brannath, 2019a,b).
Hereby, an adequate adjustment for the introduced selection-induced bias needs
to be employed.
The goal of this simulation study is to compare the properties of different
credible regions which have been outlined in section 3:
1. approximate: normal approximation of posterior distribution
2. copula: exact posterior marginals, copula model for dependency structure
3. extensive: based on a posterior sample of size nr = 10, 000, drawn from
the underlying Dirichlet distribution
Our primary interest is to assess the Bayes coverage probability of these
credible regions, i.e. the expected coverage probability
BCP = Epig1(ϑ ∈ CR1−α),
when parameters arise from different generative prior distributions pig. The BCP
definition is inspired by the standard Bayes risk definition (Berger, 2013, p. 11).
Each credible region depends on the employed approach and on the analysis
prior pi = pia. We investigate two cases here: (a) pia = pig, i.e. the true generative
prior is known, and (b) a vague prior is used. The latter case will implemented as
m independent uniform variables, corresponding to the parameter γa = 1w · 2/w
which was discussed at the end of section 2.2. Because all approaches are con-
structed as (approximate) Bayes actions, we expect a BCP close to 1− α when
(a) pia = pig or (b) the sample size is large.
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5.2. Scenarios
The employed generative prior distributions pig ≡ mBeta(γg) are character-
ized by dimension m, concentration parameter ν, mean vector µ and correla-
tion matrix R. For a given scenario g = (m, ν,µ,R) the according parameter
vector γg is obtained by solving (LS). The following cases are investigated:
for m = 5, we consider means of µj = 0.75 for all models with a concentra-
tion parameter of ν = 20 or 40 and a equicorrelation of ρ = 0.5 or 0.75. For
m = 10, we define two blocks of five models as above. The prior mean is given
as µ = (0.75, . . . , 0.75, 0.7, . . . , 0.7). This is supposed to mimic the case that two
learning algorithms with different hyperparameters are investigated whereby
one of them (averaged over the hyperparameters) yields classifiers with higher
accuracy. The correlation between models of different algorithms is defined to
be ρ2 such that the overall correlation matrix is a block matrix consisting of
5× 5 blocks.
For each simulation run, the underlying parameter vector p is drawn from a
Dir(γg) distribution. The experimental data is then drawn from a w−dimensional
multinomial distribution with parameters n,p and then transformed to a multi-
variate Binomial distribution with the same parameters via X = HC, compare
section 2.1. We have investigated the sample sizes n = 50, 100, 200, 400, 800.
As the BCP is a proportion, the standard error of its simulated estimate is
bounded from above by 0.5/
√
Nsim which is approximately 0.001 in the overall
analysis (figures 2 and 3; Nsim = 200, 000) and 0.002 in the stratified analysis
(appendix C;Nsim = 50, 000). The three investigated methods are applied to the
same simulated datasets. The target coverage probability is set to 1− α = 0.95
for all simulations. The numerical experiments were conducted in R with help
of the batchtools package (Lang, Bischl and Surmann, 2017). Software and
custom functions that were used to conduct the simulation study are partially
publicly available.2
5.3. Results
Figure 2 shows the Bayes coverage probability of the different credible regions
for the raw proportions ϑ. The results are only stratified for the number of
proportions m and whether the correct or a vague prior is used for the analysis.
In effect, each simulated BCP in figure 2 is the average over all four scenarios
(ν ∈ {20, 40}, ρ ∈ {0.5, 0.75}) and is thus comprised of 200, 000 = 4 · 50, 000
simulation runs.
If the analysis prior corresponds to the true generative prior distribution,
all methods have close to target coverage level for m = 5. As the dimension
increases to m = 10, the BCP deviates more from the target level 95%. If the
vague analysis prior is employed, the normal approximation clearly performs
worse compared to the copula and the extensive approach, in particular for
low sample sizes. More detailed results in appendix C suggest that the normal
2See https://github.com/maxwestphal/SEPM.PUB (accessed July 07, 2019).
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Fig 2: Simulated Bayes coverage probability of different credible regions for raw
proportions ϑ. Results are averaged over four different generative distributions
for each m = 5, 10.
approximation becomes worse not only as m increases but also as the concentra-
tion ν or the correlation ρ decrease. This is plausible as in both cases parameter
values ϑj near the boundaries of the unit interval become more likely which
negatively inflects the quality of the normal approximation.
Figure 3 shows similar investigations for credible regions for differences of
parameters ϑj −ϑm, j = 1, . . . ,m− 1. Overall, the picture is similar to the pre-
vious analysis. The deviations from the target coverage probability are larger
for small n (compared to large n) and when the normal approximation is used
(compared to the other two approaches). The main difference is that the actual
BCP is larger than the target 1 − α for small n when the vague prior is em-
ployed. We attribute this observation to the fact that the (induced) prior for the
difference ϑj − ϑm is no longer a uniform but rather a triangular distribution.
Besides the coverage probabilities we also investigated the frequency to obtain
a credible region CR 6⊂ (0, 1)m not entirely in the support of the distribution.
While for the copula and extensive approach this probability is zero for all
sample sizes by construction, for the approximate method it is nonzero. For the
raw proportion analysis (figure 2) this probability is as low as 42% (vague prior)
or 78% (correct prior) for n = 50 and m = 10 and does stabilize to at least 94%
for all scenarios where n ≥ 200.
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Fig 3: Simulated Bayes coverage probability of different credible regions for
differences of proportions ϑj −ϑm. Results are averaged over four different gen-
erative distributions for each m = 5, 10.
6. Discussion
6.1. Summary
In this work, a simple construction of a bivariate Beta distribution from a four-
dimensional Dirichlet distribution due to Olkin and Trikalinos (2015) was gen-
eralized to higher dimensions. As 2m parameters are needed to describe the m-
dimensional Beta distribution, it is of limited to no use in high dimensions. To
counter this problem, a reduced parametrisation only requiring 1 +m(m+ 1)/2
parameters was proposed which can be derived from an overall concentration
parameter ν a mean vector µ and a correlation matrix R. Necessary and suffi-
cient conditions have been provided that need to be satisfied such that an mBeta
distribution for a given triple (ν,µ,R) can exist.
These moment conditions (MC) provide some intuition on which correlation
structures are admissible. However, they are also of limited use in practice as
checking the conditions for general µ and R is usually not feasible, at least
not in a numerically efficient manner. A more concrete descriptions of these
conditions may be obtained by calculating the extreme rays of the polyhedral
cone {b : H˜>b ≥ 0w}. That is, one would need to compute the so-called V-
representation {B λ| λ ≥ 0} which implies a finite but potentially large number
of conditions b>α˜ ≥ 0, imposed by the columns b of the matrix B. In R,
algorithms for that matter are for instance implemented in the package rcdd
(Geyer and Meeden, 2019). As the number of generating rays is rapidly growing
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in the dimension m, this method is again only helpful for small dimensions. A
similar approach was recently pursued by Fontana and Semeraro (2018) in a
related context. Altogether, it appears that the verification of the validity of a
multivariate Beta distribution in terms of its mean µ and correlation structure
R is only feasible in higher dimensions when making simplifying structural
assumptions, see section 2.2. This is only a concern for the prior distribution, as
we are guaranteed to end up with a valid posterior when we start with a valid
prior (proposition 3).
An example of a valid prior was the vague prior employed in the simula-
tion study which corresponds to independent uniform prior distributions. This
case can be connected to the so-called Bayes prior which is frequently em-
ployed for the Bayesian analysis of a single proportion (Held and Bove´, 2013,
p. 173). Marginally the two approaches do the same, namely adding two pseudo-
observations (one success, one failure) to the dataset leading to shift of posterior
mass towards 1/2. The proposed mBeta model additionally includes a prior on
and update of the mixed second-order moments. From a frequentist viewpoint,
this approach can thus be used for a joint shrinkage estimation of sample mean
and covariance matrix as they both depend only on the posterior parameters
(ν∗,A∗) (proposition 1).
The idea to connect marginal Beta-binomial models via a copula is not new.
In previous work following this direction, marginal distribution and copula pa-
rameters were usually jointly estimated (Nyaga, Arbyn and Aerts, 2017; Yam-
aguchi and Maruo, 2019). In contrast, in this work the copula model is only fitted
to the ’correct’ joint posterior distribution to construct simultaneous credible
regions.
The simulation study indicates that the copula and extensive sampling ap-
proach result in credible regions with close to the desired Bayes coverage prob-
ability. The loss in accuracy when employing the copula approach seems to be
negligible in the situations that were assessed. In contrast, the normal approx-
imation only produces satisfactory results when the sample size is sufficiently
high, as expected. As it provides no benefits compared to the copula approach
besides simplicity, the latter seems a reasonable default choice for the considered
problem.
A methodological limitation of this work is that the adequateness of the re-
duced relative to the full parametrisation cannot be assessed via numerical sim-
ulation in higher dimensions. This is due to the fact that data generation from
the full underlying Dirichlet distribution becomes also numerically infeasible for
m much larger than 10.
6.2. Extensions
The present work focused on the construction of multivariate credible regions.
Decisions regarding prespecified hypotheses based the posterior distribution of
the parameters may of course also be of interest in practice. Madruga, Esteves
and Wechsler (2001) and Thulin (2014) connect credible regions to hypothesis
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testing in a decision theoretic framework. They show that for specific loss func-
tions, the standard Bayes test, i.e. deciding for the hypothesis with lowest poste-
rior expected loss, corresponds to comparison of parameter values with credible
bounds which may be denoted as ϕCR = (1(ϑ0 /∈ CR(j)1−α))j=1,...,m ∈ {0, 1}m.
An advantage of the approach of Thulin (2014) is that the employed loss
function does not depend on the observed data. This was a non-standard fea-
ture of the proposal by Madruga, Esteves and Wechsler (2001). It appears that
the approach of Thulin (2014) can however not easily be transferred to the mul-
tivariate setting which would require to specify a loss function L : Θ×A→ R
such that
ϕCR = argminϕ∈A Epi∗L(ϑ,ϕ).
Hereby, the action space A consists of all possible test decisions, e.g. A =
{0, 1}m for the one-sided hypothesis system
H = {Hj : ϑj ≤ ϑ0, j = 1, . . . ,m},
A possible generalization of the loss function L(2) from Thulin (2014, p. 136) is
L(ϑ,ϕ) = ||ϕ (1m − χ)||∞(1− α) + ||(1m −ϕ) χ||∞α, (2)
whereby χ = (1(ϑj ∈ Kj))j=1,...,m indicates for all j = 1, . . . ,m whether ϑj is
contained in the alternative Kj = Θ \ Hj . Thulin (2014) showed that ϕCR is
a Bayes test under the loss function (2) in the case m = 1. In the multivariate
setting (m > 1), this no longer holds true which can be confirmed via numerical
examples. However, ϕCR can be seen as a constrained Bayes test. That is to say,
from all tests with posterior false positive probability Ppi∗(||ϕ(1m−χ)||∞ = 1)
bounded by α ∈ (0, 1), it minimizes the posterior false negative probability
Ppi∗(||(1m −ϕ) χ||∞ = 1).
These considerations are somewhat opposing the usual (empirical-) Bayes
approach to multiplicity adjustment which is usually based on modifying the
prior distribution rather than the loss function (Scott, 2009; Guo and Heitjan,
2010; Scott et al., 2010). This established strategy could also be employed for the
multinomial Beta-binomial model considered in this work. For instance the prior
distribution could be modified such that the tail probability u(m) = Ppi(||ϑ||∞ >
ϑ0) is controlled, e.g. by increasing the concentration parameter ν (assuming
µ < ϑ0). Under the vague (independent uniform) prior employed in chapter 5,
such a control is not given as u(m) = 1−ϑm0 → 1 form→∞. The above sketched
approaches (adaptation of the loss function, e.g. (2)) to multiple hypothesis
testing in the Bayesian framework should be contrasted thoroughly with the
established methods (adaptation of the prior, hierarchical models) in the future.
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Appendix A: Technical Details
At first, some established results concerning the Dirichlet distribution are stated.
Let p = (p1, . . . , pw)
> ∼ Dir(γ) with support P = {p ∈ (0, 1)w : ||p||1 = 1}
whereby γ = (γ1, . . . , γw)
> ∈ Rw+ and ν = ||γ||1. An essential property of
the Dirichlet distribution is the so-called aggregation property (Ng, Tian and
Tang, 2011, Theorem 2.5 (i)). It concerns the vector p˜ where two components
pk and pk′ from the original p are replaced by their sum which has the following
distribution:
(p1, . . . , pk + pk′ , . . . , pw) ∼ Dir(γ1, . . . , γk + γk′ , . . . , γw). (A.1)
Repeated application of this result allows to aggregation of arbitrary subvectors
of p. In particular, the marginal distribution of the component pk turns out to
be
pk ∼ Beta(γk, ν − γk).
Additionally, we will use the fact that var(pk) =
γk(ν−γk)
ν2(ν+1) and cov(pk, pk′) =
−γkγk′
ν2(ν+1) for k 6= k′ (Ng, Tian and Tang, 2011, p. 39). When setting Γ = diag(γ),
this amounts to
cov(p) =
νΓ− γγ>
ν2(ν + 1)
. (A.2)
Proof of proposition 1.
1. Follows from the definition X = HC.
2. We have H ∈ {0, 1}m×w and ||p||1 = 1 for all p. Thus, ϑ = Hp ∈ (0, 1)m.
3. Is a consequence of the aggregation property (A.1).
4. Follows from ϑj ∼ Beta(αj , βj)⇒ E(ϑj) = αj/(αj + βj) and (3).
5. Follows from (A.2) and the the fact ϑ = Hp is a linear transformation of
p.
6. A generalization of (3) and again a consequence of (A.1). The only thing
left to check is that the correct parameters γk are added up.
For the proof of proposition 2, Farkas’ lemma will be employed which is stated
below (Boyd and Vandenberghe, 2004, p. 263). As usual, inequalities between
vectors should be interpreted component-wise.
Lemma 1 (Farkas’ lemma). For any matrix A ∈ Rn×m and vector b ∈ Rm,
the following two statements are equivalent:
1. The linear system of equations Ax = b is feasible, i.e. has a solution
x ∈ Rm, with x ≥ 0.
2. For all y ∈ Rn, A>y ≥ 0 implies y>b ≥ 0.
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Proof of proposition 2.
1. For a given A or derived moment matrix A(ν,µ,R), the linear system
(LP) needs to be solved for γ ∈ Rw+, w = 2m. Hereby H˜ and α˜ are given
as in definition 3. Farkas’ lemma implies that (LP) is feasible if and only
if (MC) holds.
2. The linear system (LP) consists of r = 1 + m(m + 1)/2 equations and
w = 2m unknowns. Thus, it has a unique solution only for m = 2 as then
w = r. On the other hand m > 2 implies w > r and thus (LP) is underde-
termined and has no unique solution in this case. To enforce uniqueness,
the minimization of (e.g.) ||γ − 1wν/w||2 under the side condition (LP)
can be reformulated as a convex linearly constrained quadratic program
and thus has has a unique solution.
Proof of proposition 3.
1. It was shown in the proof of proposition 2 that (MC) is equivalent to the
feasibility of (LP). Hence, specification of a feasible solution γ of (LP)
implies (MC).
2. Follows immediately from (1), as d ∈ Rw+.
3. Let b ∈ R1+m(m+1)/2 with H˜>b ≥ 0 be given. Let u˜ and α˜∗ be the
derived moment vectors from U and A∗ = A+U , respectively, similar as
in definition 3. Then
b>α˜∗ = b>(α˜+ u˜) = b>α˜+ b>u˜ ≥ 0 + 0 = 0.
4. For m = 2, the parameters ν = 4 and A =
(
2 3
3 3
)
together with the
vector b = (1, 0,−1, 0)> provide a counterexample as b>α˜ = −1 < 0 but
H˜>b =

0 0 0 1
0 1 0 1
1 0 0 1
1 1 1 1


1
0
−1
0
 =

0
0
1
0
 ≥ 0.
Proof of proposition 4.
1. The first assertion follows from the one-to-one connection between mBeta
and Dirichlet distribution and their respective samples (X,C) and the es-
tablished update rule γ∗ = γ + d for the Dirichlet-multinomial model.
2. The second result follows by noting that
A∗ =HΓ∗H> = H diag(γ + d)H>
=H diag(γ)H> +H diag(d)H> = A+U .
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Appendix B: Numerical Example
Example 1 (mBeta update rule). Three proportions ϑ = (ϑ1, ϑ2, ϑ3)
> shall be
assessed on the same dataset. Our prior belief in terms of the mean vector is
µ = (0.8, 0.775, 0.75)>. The parameters are assumed to be positively correlated,
modeled as an equicorrelation of ρ = 0.5. Our certainty in this prior is limited,
expressed by an overall concentration parameter ν = 20 which can be interpreted
as the prior sample size. This can be modeled as ϑ ∼ mBeta(γ) with
γ = (2.57, 0.00, 0.16, 1.27, 0.36, 1.57, 1.91, 12.17)>
⇒ ν = 20, A =
16.00 14.07 13.7314.07 15.50 13.43
13.73 13.43 15.00
 ,
whereby A represents the reduced parametrisation. The observed experimental
data
d = (24, 10, 0, 29, 9, 8, 58, 179)>
⇒ n = 317, U =
254 237 187237 266 208
187 208 226
 ,
leads to a posterior distribution ϑ |d ∼ mBeta(γ∗) with
γ∗ = γ + d
= (26.57, 10.00, 0.16, 30.27, 9.36, 9.57, 59.91, 191.17)>
and reduced representation
ν∗ = ν + n = 337,
A∗ = A+U =
270.00 251.07 200.73251.07 281.50 221.43
200.73 221.43 241.00
 .
This can be translated back to posterior mean and correlation matrix
µ∗ = (0.80, 0.84, 0.72)>, R∗ =
1.00 0.51 0.130.51 1.00 0.36
0.13 0.36 1.00
 .
A visualization of prior and posterior distribution of this example is provided in
figure 1 in section 2.2.
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Appendix C: Additional Simulation Results
C.1. Analysis of Raw Proportions
Fig C.1: Simulated Bayes coverage probability of different credible regions for
raw proportions ϑj , j = 1, . . . ,m. Results are stratified by generative prior
distribution, see section 5.2. Only results for the correct analysis prior are shown.
Each point is based on 50, 000 simulations.
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Fig C.2: Simulated Bayes coverage probability of different credible regions for
raw proportions ϑj , j = 1, . . . ,m. Results are stratified by generative prior
distribution, see section 5.2. Only results for the vague analysis prior are shown.
Each point is based on 50, 000 simulations.
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C.2. Analysis of Differences of Proportions
Fig C.3: Simulated Bayes coverage probability of different credible regions for
differences of proportions ϑj − ϑm, j = 1, . . . ,m − 1. Results are stratified by
generative prior distribution, see section 5.2. Only results for the correct analysis
prior are shown. Each point is based on 50, 000 simulations.
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Fig C.4: Simulated Bayes coverage probability of different credible regions for
differences of proportions ϑj − ϑm, j = 1, . . . ,m − 1. Results are stratified by
generative prior distribution, see section 5.2. Only results for the vague analysis
prior are shown. Each point is based on 50, 000 simulations.
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