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OPTIMAL NON-ADAPTIVE GROUP TESTING
AMIN COJA-OGHLAN, OLIVER GEBHARD, MAXHAHN-KLIMROTH, PHILIPP LOICK
ABSTRACT. In non-adaptive group testing we aim to identify a small set of k ∼nθ infected individuals out of a population
size n, 0 < θ < 1. We avail ourselves to a test procedure that can test a group of individuals, with the test rendering a
positive result iff at least one individual in the group is infected. All tests are conducted in parallel. The aim is to devise a
(possibly randomised) test design with as few tests as possible so that the infected individuals can be identified with high
probability. We prove that there occurs a sharp information-theoretic/algorithmic phase transition as the number of tests
passes an explicit thresholdminf. Hence, if more than (1+ε)minf tests are conducted, then there exist a test design and
a polynomial time algorithm that identifies the set of infected individuals with high probability. By contrast, identifying
the infected individuals is information-theoretically impossible with fewer than (1− ε)minf tests. These results resolve
problems prominently posed in [Aldridge et al. 2019, Johnson et al. 2018].
1. INTRODUCTION
1.1. The group testing problem. Various intriguing computational challenges come as inference problems where
we are to get at a hidden ground truth by means of somewhat indirect queries. The goal is to infer the ground
truth by diligently posing as small a number of queries as possible. Ideally, the ultimate solution to such a problem
should consist of a positive algorithmic result showing that a certain number of queries suffice to learn the ground
truth efficiently along with a matching information-theoretic lower bound showing that with fewer queries infer-
ence is impossible, regardless of computational resources.
Non-adaptive group testing is a prime example of an inference problem. The problem has been receiving a
great deal of attention recently; Aldridge, Johnson and Scarlett [6] provide an up-to-date survey. The task is to
identify within a large population those individuals infected with a rare disease. At our disposal we have a test
procedure capable of not merely testing one individual but an entire group. The test will come back positive if
any one individual in the group is infected and negative otherwise. All tests are conducted in parallel, i.e., there
is one round of testing only. We are free to allocate individuals to test groups as we please. In particular, we may
allocate each individual to an arbitrary number of groups, with no restriction on the group sizes. Randomisation
is allowed. What is the least number of tests required so that the set of infected individuals can be inferred from
the test results with high probability?
The twomain results of this paper furnishmatching algorithmic upper and information-theoretic lower bounds.
These results close the considerable gap that the best prior bounds left. To elaborate, a key feature of group testing
is that the test design is at our discretion. We exercise this discretion by equipping the new inference algorithm
with a tailor-made test design. While the best previous algorithms relied on a test design based on a plain random
bipartite graph, we instead harness a blend of a geometric and a random construction. This design, reminiscent
of recent advances in coding theory known as spatially coupled codes [23, 32], enables an optimal combinatorial
inference algorithm that is easy to comprehend, implement and run. With respect to the lower bound, we combine
a recent idea of Mézard & Toninelli [36] and Aldridge [5] based on positive correlation and the FKG inequality with
a subtle use of the probabilistic method. Let us proceed to state the main results formally.
1.2. Results. Within a population of size n we aim to identify a set of k ∼ nθ infected individuals for a fixed 0 <
θ < 1. Further, let σ ∈ {0,1}n be the vector whose 1-entries mark the infected individuals. Permuting the indices if
necessary, wemay assume that σ is a random vector of Hamming weight k. Let
minf =minf(n,θ)=max
{
θ
ln2 2
,
1−θ
ln2
}
nθ lnn. (1.1)
Theorem 1.1. Let 0 < θ < 1 and ε > 0. There exists a randomised test design comprising no more than (1+ ε)minf
tests and a polynomial time algorithm that given the test results outputs σw.h.p.
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FIGURE 1. The phase transitions in group testing. The solid red line shows the information-
theoretic phase transition minf for any non-adaptive test design. Below this line finding the in-
fected individuals is impossible, while above the line there is an efficient inference algorithm.
The dotted red line shows the information-theoretic transition for adaptive group testing. The
red area charts the adaptivity gap (which was not previously known to exist). Finally, the blue
area illustrates the improvement of the new SPIV algorithm over the DD algorithm.
The second theorem establishes the matching information-theoretic lower bound.
Theorem 1.2. Let 0< θ < 1 and ε> 0. Let G be any test design with fewer than (1−ε)minf tests. Then there does not
exist any algorithm, efficient or not, that givenG and the test results outputs σwith non-vanishing probability.
Theorems 1.1 and 1.2 show that there occurs an algorithmic/information-theoretic phase transition atminf. In-
deed, if we allow for a number of tests greater than minf, then there exist a test design and an efficient algorithm
that solve the group testing problem w.h.p. By sharp contrast, once the number of tests drops below minf, iden-
tifying the set of infected individuals is information-theoretically impossible. In particular, because the bounds
provided by the two theorems match, both are optimal.
1.3. Discussion. Theorem 1.1 significantly improves over the best previous algorithms for non-adaptive group
testing. Indeed, the best previous efficient algorithm, a greedy algorithm called DD, requires
mDD ∼max
{
θ
ln2 2
,
1−θ
ln2 2
}
nθ lnn (1.2)
tests [28]. The DD algorithm comes with the simple random bipartite test design where every individual indepen-
dently joins an equal number of test groups, chosen uniform at random [3, 28]. For this simple test design a more
sophisticated algorithm called SCOMP has been proposed [28]. However, a recent result shows that SCOMP does not
actually outperform DD [14]. Thus, prior to this work (1.2) remained the best known algorithmic bound. Interest-
ing enough, mDD matches the optimal bound from Theorem 1.1 for infection densities θ ≥ 1/2, while the bounds
diverge for θ < 1/2.
Regarding the information-theoretic lower bound, the best prior result derived from the folklore observation
that in order to identify k infected individuals w.h.p. the numberm of tests must satisfy
2m ≥ (1+o(1))
(
n
k
)
. (1.3)
This is because the total number 2m of conceivable tests results must asymptotically exceed the number
(n
k
)
of
possible sets of infected individuals to answer correctly w.h.p. Taking logarithms in (1.3) and applying Stirling’s
formula, we obtain the lower bound
mad =
1−θ
ln2
nθ lnn. (1.4)
This bound matchesminf from Theorem 1.2 for
θ ≤ ln2
1+ ln2 ≈ 0.41, (1.5)
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but the bounds differ for larger θ. Prior to this work no better bound than (1.4) was known, apart from a result of
Aldridge [5] that showed that for a linear number k =Θ(n) of infected individuals the optimal test design features
n tests, a separate one for each individual.
The lower bound (1.3) actually also holds for adaptive group testing where tests are conducted sequentially
and the composition of the group to be tested next may depend on the results of the preceding tests [10]. An
important contribution of Allemann [7] developed a delicate multi-round adaptive test design that matches the
bound (1.3). Remarkably, Theorem 1.1 shows that for the range (1.5) the information-theoretic bound (1.3) can
be reached non-adaptively. Thus, adaptivity confers no advantage, while practically non-adaptive test designs
are decidedly preferable because tests may be time-consuming [13, 34]. Indeed, the question of whether there
exists an ‘adaptivity gap’ has been raised prominently [2, 4, 6, 28]. Theorems 1.1 and 1.2 answer this question
comprehensively by identifying not merely the set of infection densities for which an adaptivity gap persists, but
also the precise size of the gap, see Figure 1.
2. OVERVIEW: THE NEW ALGORITHM AND THE NEW LOWER BOUND
In this section we describe the test design and the algorithm for Theorem 1.1. Moreover, we sketch the key ideas
behind the proof of the information-theoretic lower bound for Theorem 1.2. Although not strictly necessary for
either, we begin by discussing the simple random bipartite design harnessed in prior work [3, 14, 28], whose study
highlights several key concepts.
2.1. The random bipartite design. A natural first stab at a promising test design seizes upon a simple random
bipartite multi-graph model. One vertex class V = {x1, . . . ,xn } comprises the individuals. The other class F =
{a1, . . . ,am } represents the tests. The edges are induced by having each individual independently join an equal
number ∆ of test, chosen uniformly at random with replacement. For an individual xh let ∂xh be the set of tests
that it joins. Similarly, for a test ai let ∂ai be the set of participants.
How should we choose ∆ to extract the maximum amount of information? It seems natural to maximise the
entropy of the vector
σˆ= (σˆa)a∈F with σˆa =max
x∈∂a
σx (2.1)
of test results. Naturally, the average test degree equals ∆n/m. Thus, since a total of k individuals are infected,
the average number of infected individuals per test is ∆k/m. More precisely, since k is much smaller than n, the
number of infected individuals in test ai asymptotically has a Poisson distribution. Hence, choosing
∆∼m ln(2)/k, (2.2)
effects that a test contains Po(ln2) infected individuals. Thus, w.h.p. about half the tests are positive.
Given the test results, how do we best set about inferring the infected individuals? Clearly, every individual that
occurs in a negative test is uninfected. Furthermore, each individual xh that appears in a positive test ai whose
other participants all occur in negative testsmust be infected; for xh being infected is the only possible explanation
of ai being positive.
Thus, we are left with two sets of individuals that it may be difficult to diagnose. First, the set
V0+ = {x ∈V :∀a ∈ ∂x : σˆa = 1}
of ‘potential false positives’, i.e., uninfected x that appear in positive tests only. Second, the set
V1+ =
{
x ∈V :∀a ∈ ∂x : max
y∈∂a\{x}
σy = 1
}
of ‘potential false negatives’, i.e., infected individuals x that only appear in tests a that contain another infected
individual. Indeed, ifm is so small that both sets V0+, V1+ are non-empty w.h.p., then inferring the set of infected
individuals is information-theoretically impossible [14]. This is because the test results remain unchanged if we
declare any one individual x ∈ V0+ infected and another x ∈ V1+ uninfected. Oncem exceeds minf, the set V1+ of
false potential negatives is empty w.h.p. In effect, even though the set V0+ of potential false positives may still be
non-empty, the set of infected individuals can be inferred by computing the (w.h.p. unique) assignment σ ∈ {0,1}V
of minimum Hamming weight that ‘explains’ the test results [14]. The problem of finding this σ can be expressed
as a minimum hypergraph vertex cover problem, the vertices being the individuals and the hyperedges being the
positive test groups. Thus, while the problemcould be solved in exponential time, even on the randomhypergraph
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FIGURE 2. The spatially coupled test design with n = 36,ℓ = 9, s = 3. The individuals in the seed
groups V [1]∪·· ·∪V [s] (blue) are equipped with additional test F [0] (blue rectangles). The black
rectangles represent the tests F [1]∪·· ·∪F [ℓ].
no polynomial time vertex cover algorithm is known. Indeed, the problem is similar in flavour to the notorious
planted clique problem [8]. In summary, the algorithmic challenge in group testing is to discriminate between the
potential false positives V0+ and actual infected individuals.
Finally, matters improve once the number m of tests exceeds the bound mDD from (1.2). Then the set V0+ of
potential false positives is emptyw.h.p. In effect, a simple greedy algorithmknown as DD (for ‘DefinitiveDefectives’)
succeeds [28]. In its first step DDmarks all individuals that appear in negative tests as uninfected. Then it labels as
infected every individual that appear in a positive tests whose other individuals have all been marked uninfected
by the first step. All remaining individuals are marked uninfected.
No better algorithm was known previously.
2.2. The new test design. To better discriminate between potential false positives and actual infected individuals
we devise a new test design with a superimposed geometric structure. Specifically, we divide both the individuals
and the tests into ℓ = ⌈ln1/2n⌉ compartments of equal size. The compartments are arranged in a ring and each
individual joins a number of random tests in the s = ⌈lnlnn⌉ = o(ℓ) subsequent compartments along the ring.
To get the algorithm started, we equip the first s compartments of individuals with additional tests so that they
can be easily diagnosed via a greedy strategy. Then the algorithm will work its way along the ring, diagnosing one
compartment after the other guided by the information gathered on the previous compartments. The construction
of the test design is inspired by the recently discovered spatially coupled linear codes [23, 32, 33].
To make this idea precise write V = {x1, . . . ,xn } for the set of individuals. We partition V into pairwise disjoint
subsets V [1], . . . ,V [ℓ] of size |V [ j ]| ∼ n/ℓ each. With these compartments we associate sets F [1], . . . ,F [ℓ] of tests of
equal sizes |F [i ]| =m/ℓ, where we let ε= ln−1/3n and where1
m = (1+ε)max
{
θ
(1−θ) ln2 2
,
1
ln2
}
k ln(n/k)+O(ℓ) (2.3)
is an integer divisible by ℓ. Additionally, we require a set F [0] of 2ms/ℓ extra tests to facilitate the greedy algorithm
for diagnosing the first s compartments. Thus, the total number of tests comes to
|F [0]|+
ℓ∑
i=1
|F [i ]| = (1+2s/ℓ)m ∼minf.
For notational convenience we define V [ℓ+ i ]=V [i ] and F [ℓ+ i ]= F [i ] for i = 1, . . . , s.
The test groups are composed as follows. Let ∆ =m ln(2)/k +O(s) be an integer divisible by s (cf. (2.2)). For
i = 1, . . . ,ℓ and j = 1, . . . , s every individual x ∈V [i ] joins ∆/s tests in the set F [i + j −1]. These tests are chosen uni-
formly at randomwith replacement. All choices aremutually independent. Thus, the individuals in compartment
V [i ] take part in the next s compartments F [i ], . . . ,F [i + s−1] of tests along the ring. Additionally, each individ-
ual from the seed V [1]∪ ·· ·∪V [s] joins 2∆ independently chosen random tests from F [0], drawn uniformly with
replacement. Figure 2 illustrates the test design.
1Although not strictly necessary, to simplify the exposition we assume that k is known to the algorithm. This is convenient because k goes
into the expression (2.3). Generally, the exact value of k could be replaced by an estimate at the expense of a worse error parameter ε.
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We think of this random test design, denoted by G , as a random bipartite (multi-)graph with vertex classes
V = {x1, . . . ,xn } and F = F [0]∪F [1]∪·· · ∪F [ℓ]. The set of neighbours of a vertex v of G is denoted by ∂v . Moreover,
σˆ= (σˆa)a∈F [0]∪···∪F [ℓ] signifies the vector of test results as defined in (2.1).
2.3. The Spatial Inference Vertex Cover (‘SPIV’) algorithm. We aim to infer the vector σ from the test results σˆ
and, of course, the test design G . The algorithm for Theorem 1.1 proceeds in three phases.
Phase 1: the seed. The plan of attack is for the algorithm to work its way along the ring, diagnosing one compart-
ment after the other aided by what has been learned about the preceding compartments. But, of course, we need
to start somewhere. This is what the tests F [0] comprising individuals from the seed compartments V [1], . . . ,V [s]
are for. Thus, in its first phase the SPIV algorithm simply applies the DD algorithm from [2] to identify the infected
individuals among V [1], . . . ,V [s] from the tests F [0]. The vector τ signifies the algorithm’s current estimate of σ.
Input: G , σˆ, k, ε> 0
Output: estimate of σ
1 Initialise τx = 0 for all individuals x;
2 Let (τx )x∈V [1]∪···∪V [s] ∈ {0,1}V [1]∪···∪V [s] be the result of applying DD to the tests F [0];
Algorithm 1: SPIV, phase 1
Aldridge [28, Theorem 3] analysed the DD algorithm on the plain random bipartite test design and determined
the number of tests required. Crucially, we apply the DD algorithm to the seedV [1]∪·· ·∪V [s] only, which comprises
merely ns/ℓ = o(n) individuals. Therefore, the number of dedicated seed tests F [0], while exceeding the number
of tests required by DD, is negligible by comparison to m. The following proposition summarises where we stand
at the end of phase 1.
Proposition 2.1. W.h.p. the output of DD satisfies τx =σx for all x ∈V [1]∪·· · ∪V [s].
Phase 2, first attempt: enter the ring. This is the main phase of the algorithm. Thanks to Proposition 2.1 we may
assume that the seed has been diagnosed correctly. Now, the grand strategy is to diagnose one compartment
after the other, based on what the algorithm learned previously. Hence, assume that we managed to diagnose
compartments 1, . . . , i correctly. How do we proceed to compartment i +1?
For a start, we can safely mark as uninfected all individuals in V [i +1] that appear in a negative test. Unfortu-
nately, a simple calculation reveals that this will still leave us with
n1−max{(1−θ) ln2,θ}+o(1)≫ k
undiagnosed individuals w.h.p. Thus, only a small fraction of the as yet undiagnosed individuals in V [i + 1] are
actually infected. Hence, we need to discriminate between the set
V0+[i +1]= {x ∈V [i +1] :σx = 0 and σˆa = 1 for all a ∈ ∂x}
of ‘potential false positives’, i.e., uninfected individuals that fail to appear in any negative test, and the set V1[i +1]
of actual infected individuals in compartment i +1.
The key observation is that we can tell these sets apart by counting currently ‘unexplained’ positive tests. To
be precise, for an individual x ∈V [i +1] and 1 ≤ j ≤ s let W x, j be the number of tests in compartment F [i + j −1]
that contain x but that do not contain an infected individual from the preceding compartments V [1]∪·· · ∪V [i ].
In formulas,
W x, j =
∣∣{a ∈ ∂x∩F [i + j −1] : ∂a∩ (V1[1]∪·· · ∪V1[i ])=;}∣∣ . (2.4)
Crucially, the mean of this random variable depends on whether x is infected or a potential false positive.
Infected individuals (x ∈V1[i +1]): consider a test a ∈ ∂x ∩F [i + j ], j = 1, . . . , s. Because the tests that indi-
viduals join are chosen independently, conditioning on x being infected does not skew the distribution of
the individuals from the prior compartments V [i + j − s +1], . . . ,V [i ] that appear in a. Furthermore, we
chose ∆,m so that for each of these compartments V [h] the expected number of infected individuals that
join a has mean (ln2)/s. Indeed, because the individuals choose their tests independently, |V1[h]∩∂a| is
asymptotically Poisson. Consequently,
P [V1[h]∩∂a =;]∼ exp(−(ln2)/s)= 2−1/s . (2.5)
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Since, finally, the events {V1[h]∩∂a =;}h=i+ j−s+1,...,i are mutually independent and x joins a total of ∆/s
tests a ∈ F [i + j ], (2.5) implies
E
[
W x, j
]∼ 2−(s− j )/s∆/s = 2 j /s−1∆/s. (2.6)
Potential false positives (x ∈V0+[i +1]): Similarly as above, for any individual x ∈ V [i +1] and any a ∈ ∂x ∩
F [i + j ] the unconditional number of infected individuals in a is asymptotically Po(ln2). But given x ∈
V0+[i + 1] we know that a is positive. Thus, ∂a \ {x} contains at least one infected individual. In effect,
the number of positives in a turns into a conditional Poisson Po≥1(ln2). Consequently, for test a not to
include any infected individual from one of the known compartments V [h], h = i + j − s +1, . . . , i , every
infected individual in test a must stem from the j yet undiagnosed compartments, an event that occurs
with probability (1+ o(1)) j/s. Summing up the conditional Poisson and recalling that x appears in ∆/s
tests a ∈ F [ j ], we thus obtain
E
[
W x, j
]∼ ∆
s
∑
t≥1
P [Po≥1(ln2)= t ] ( j/s)t = (2 j /s −1)∆/s. (2.7)
Since 2 j /s−1 > 2 j /s − 1 for j = 1, . . . , s − 1, the mean (2.6) always exceeds (2.7). Therefore, it seems natural to
consider the sum W x =
∑s−1
j=1W x, j , whose mean comes to
E[W x ]∼∆ ·
{
1/(2ln2) if x ∈V1[i +1],
(1− ln2)/ln2 if x ∈V0+[i +1].
Providing the algorithmmade nomistake diagnosing the first i compartments, it can easily calculate W x for every
x ∈V [i +1] because the summands W x, j depend on the test results and the infected individuals in V [1]∪·· ·∪V [i ]
only. Thus, we could use the W x to sieve out the potential false positives so long as no (or very few) x ∈V0+[i +1]
reach a value W x as high as ∆/(2ln2), the mean for infected individuals. Hence, we need to analyse the upper tail
of the random variable W x for x ∈V0+[i +1].
This large deviations analysis, though delicate, can be carried out precisely. Unfortunately, it turns out that the
tail ofW x is too heavy. Thus, even though the number of potential false positives x ∈V0+[i+1] withW x ≥∆/(2ln2)
is tiny by comparison to the total size |V0+[i + 1]|, the number of outliers still far exceeds even the number k of
infected individuals w.h.p. Hence, it’s back to the drawing board.
Phase 2, second attempt: optimal weights. The random variableW x simply counts ‘unexplained’ positive tests that
do not feature an infected individual from the known compartments V [1], . . . ,V [i ]. But not all of these tests reveal
the same amount of information about x. For instance, we should really be paying more attention to ‘early’ unex-
plained tests a ∈ F [i+1] than to ‘late’ tests b ∈ F [i+s]. Indeed, we already diagnosed s−1 out of the s compartments
of individuals from which the participants of test a are drawn. Now, if x ∈ V0+[i +1] is a potential false positive,
then a contains at least one infected individual, which thus belongs to V [1]∪·· · ∪V [i ] with probability (s−1)/s.
Hence, a large number of unexplained tests a ∈ F [i +1] are quite a strong indication against x being a potential
false positive. By contrast, only about a 1/s fraction of the individuals in a later test b ∈ F [i+s] belong to the already
recovered classes V [1]∪ ·· · ∪V [i ]. Such a positive test being ‘unexplained’ therefore does not have a very strong
bearing on the status of x at all. Consequently, it seems promising to replace W x by a weighted sum
W
⋆
x =
s−1∑
j=1
w jW x, j (2.8)
with suitably chosen weights w1, . . . ,ws−1 ≥ 0.
To choose w1, . . . ,ws−1 optimally we need to investigate the tails of the weighted sums of the form (2.8). From
(2.6) we readily obtain the conditional mean of W ⋆x given that x is infected:
E
[
W
⋆
x | x ∈V1[i +1]
]= ∆
s
s−1∑
j=1
2 j /s−1w j . (2.9)
Hence, we need to choose w1, . . . ,ws−1 such that given x ∈ V0+[i + 1] the probability of W ⋆x growing as large as
(2.9) is minimised. Thanks to a moderately intricate analysis that reveals the large deviations rate function of W ⋆x
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given x ∈V0+[i +1], we can express this probability for given weights w1, . . . ,ws in terms of a convex optimisation
problem I (w1, . . . ,ws−1):
1
∆
lnP
[
W
⋆
x ≥
∆
s
s−1∑
j=1
2 j /s−1w j | x ∈V0+
]
∼−I (w1, . . . ,ws−1), where
I (w1, . . . ,ws−1)=min
s−1∑
j=1
z j ln
z j
2 j /s −1 + (1− z j ) ln
1− z j
2−2 j /s s.t.
s−1∑
j=1
w j (z j −2 j /s−1)= 0, 0≤ z j ≤ 1.
Thus, we need to maximise I (w1, . . . ,ws−1) on w1, . . . ,ws−1.
Employing Lagrange multipliers, we obtain
w j = ln
(1−2ε)2 j /s−1(2−2 j /s )
(1− (1−2ε)2 j /s−1)(2 j /s −1) ∼− ln
(
1−2− j /s
)
(2.10)
The following lemma shows that with this optimal choice of weights the scores do indeed discriminate between
the potential false positives and the infected individuals.
Lemma 2.2. With the weights (2.10)we have
E
∣∣∣∣∣
{
x ∈V1[i +1] :W ⋆x < (1−ε/2)
∆
s
s−1∑
j=1
2 j /s−1w j
}∣∣∣∣∣= kn−Ω(1)
E
∣∣∣∣∣
{
x ∈V0+[i +1] :W ⋆x > (1−2ε)
∆
s
s−1∑
j=1
2 j /s−1w j
}∣∣∣∣∣= kn−Ω(1).
Together withMarkov’s inequality, Lemma 2.2 shows that if we regard x ∈V [i+1] infected iff W ⋆x ≥ (1−ε/2)∆, then
wemisclassify no more than kn−Ω(1) = o(k) individuals w.h.p.
Lemma 2.2 leaves us with two loose ends. First, calculating the scores W ⋆x involves the correct infection status
σx of the individuals x ∈V [1]∪·· ·∪V [i ] from the previous compartments. Naturally, while executing the algorithm
we need to replaceσx by the algorithm’s estimate τx . Thus, the algorithmworks with the approximate scores
W ⋆x (τ)=
s−1∑
j=1
w j
∣∣{a ∈ ∂x∩F [i + j −1] :∀y ∈ ∂a : τy = 0}∣∣ . (2.11)
To be precise, phase 2 of SPIV reads
3 for i = s+1, . . . ,ℓ do
4 for x ∈V [i ] do
5 if ∃a ∈ ∂x : σˆa = 0 then
6 τx = 0 // classify as uninfected
7 else if W ⋆x (τ)< (1−ε)∆s
∑s−1
j=1 2
j /s−1w j then
8 τx = 0 // tentatively classify as uninfected
9 else
10 τx = 1 // tentatively classify as infected
Algorithm 2: SPIV, phase 2.
The second issue is that phase 2 of SPIV is not going to classify all individuals correctly. Hence, there seems to
be the risk of errors amplifying as we move from compartment to compartment. Fortunately, as the number ℓ of
compartments is sub-logarithmic, errors proliferate only moderately. In effect, the second phase of the algorithm
will merely misclassify a total of kn−Ω(1) = o(k) individuals. The following proposition summarises the analysis of
phase 2.
Proposition 2.3. W.h.p. the assignment τ obtained after steps 1–10 satisfies
∑
x∈V 1 {τx 6=σx }≤ kn−Ω(1).
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Phase 3: clean-up. How dowe correct the errors incurred during phase 2? A key insight is that w.h.p. every infected
individual has at least Ω(∆) positive tests ‘to itself’, i.e., they do not feature a second infected individual. Phase 3
of the algorithm exploits this observation by simply threshold the numberUx of tests where x is the unique sup-
posedly infected individual. Thanks to the expansion properties of the graph G , each iteration of the thresholding
procedure reduces the number ofmisclassified individuals by at least a factor of three. In effect, after lnn iterations
all individuals will be classified correctly w.h.p. Of course, we do not need to reconsider the individuals in the seed
departments V [1]∪·· ·∪V [s] as Proposition 2.1 guarantees that these are anyhow classified correctly.
11 Let τ(1) = τ;
12 for i = 1, . . . ,⌈lnn⌉ do
13 For all x ∈V [s+1]∪·· · ∪V [ℓ] calculate
14 Ux (τ
(i))=
∑
a∈∂x:σˆa=1
1
{
∀y ∈ ∂a \ {x} : τ(i)y = 0
}
;
15 Let τ(i+1)x = τ(i)x 1 {x ∈V [1]∪·· · ∪V [s]}+1
{
x 6∈V [1]∪·· ·∪V [s]∧Ux
(
τ(i)
)
> ln1/4n
}
;
16 return τ(⌈lnn⌉)
Algorithm 3: SPIV, phase 3.
Proposition 2.4. W.h.p. for all i we have
∑
x∈V 1{τ
(i+1)
x 6=σx }≤ 13
∑
x∈V 1{τ
(i)
x 6=σx }.
Proof of Theorem 1.1. The theorem is an immediate consequence of Propositions 2.1, 2.3 and 2.4. 
2.4. The information-theoretic lower bound. The proof of Theorem 1.2 begins with an elementary (and well
known) but crucial observation. Suppose that any G is a test design with a set V (G) of n individuals and a set
F (G) of tests. As before let σ be the random {0,1}-vector with precisely k ones that indicates which individuals are
infected and let σˆ be the vector of test results. Further, let Sk (G,σˆ) be the set of all vectors σ ∈ {0,1}V (G) of Ham-
ming weight k that render the same test results σˆ, i.e., for every test a ∈ F (G) we have maxx∈∂Gaσx =maxx∈∂Gaσx .
Then Bayes’ rule immediately yields the following.
Fact 2.5. The posterior ofσ given σˆ is the uniform distribution on Sk (G,σˆ).
Consequently, for any test design the information-theoretically optimal (albeit not generally efficient) inference
algorithm is to simply output a uniform sample from Sk (G,σˆ). Hence, σ can be inferred correctly w.h.p. from
σˆ iff |Sk (G,σˆ)| = 1 w.h.p. Thus, in order to prove an information-theoretic lower bound it suffices to prove that
P [|Sk (G,σˆ)| > 1]=Ω(1) for all test designsG.
To prove Theorem 1.2 we proceed in two steps. First, we establish a lower bound for θ close to one.
Proposition 2.6. For any η> 0 there exists θ0 = θ0(η)< 1 such that for all θ ∈ (θ0,1) uniformly for all test designs G
with |F (G)| ≤ (1−η)minf(n,θ) tests we have |Sk (G,σˆ)| =nΩ(1) w.h.p.
The somewhat subtle proof of Proposition 2.6 relies on two ingredients. First, we notice that there is no point
in G having very big tests a ∈ F (G) that contain more than, say, n1−θ ln(n) individuals. This is because w.h.p. all
such tests are positive; they could therefore simply be replaced by constants. As a consequence, double counting
shows that very few individuals occur in, say, more than ln3n tests. Thus, the bipartite graph representation of G
is relatively sparse, the sparser the closer θ approaches one. Second, we adapt an argument from Aldridge’s proof
[5] of the information-theoretic lower bound for k = Θ(n). That proof does not extend directly to the sublinear
scaling k = nθ as the argument only shows that the event |Sk (G,σˆ)| > 1 occurs with a probability that tends to
zero. However, one key step of the proof based on the FKG inequality can be used to show that there exists an
individual y that is either a potential false positive or a potential false negative with a small but not extremely small
probability. In formulas,
P
[
y ∈V0+(G,σˆ)
]
≥ (1+o(1))exp
(
− ln2(2)|F (G)|/k
)
, (2.12)
P
[
y ∈V1+(G,σˆ)
]
≥ (1+o(1))nθ−1 exp
(
− ln2(2)|F (G)|/k
)
. (2.13)
Unlike in the case that Aldridge considered, the probabilities on the r.h.s. tend to zero. However, because the graph
G is quite sparse, we can construct a relatively big set Y of at least n1−4(1−θ)variables y for which the bounds (2.12)–
(2.13) hold such that the events {y ∈V1+(G,σˆ)}y∈Y are only weakly correlated, and similarly for {y ∈V0+(G,σˆ)}y∈Y .
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This enables us to conclude that both |V0+(G,σˆ)|, |V1+(G,σˆ)| = nΩ(1) w.h.p., provided that θ is sufficiently close to
one. Finally, as we saw in Section 2.1 already, if |V0+(G,σˆ)| , |V1+(G,σˆ)| =nΩ(1), then |Sk (G,σˆ)| = nΩ(1).
The second step towards Theorem 1.2 is a reduction from larger to smaller values of θ. Due to the elementary
lower bound (1.3)–(1.4) wemay confine ourselves to θ > ln(2)/(1+ ln2).
Proposition 2.7. Let η > 0 and ln(2)/(1+ ln(2)) < θ < θ′ < 1. If there exists a test design G with |F (G)| ≤ (1−
2η)minf(n,θ) tests such that |Sk (G,σˆ)| = t for t ∈ N w.h.p., then there exists a test design G ′ with n′ ∼ nθ/θ
′
indi-
viduals and |F (G ′)| ≤ (1−η)minf(n′,θ′) tests such that |Sk (G,σˆ)| = t w.h.p.
The basic idea behind the proof of Proposition 2.7 is to add to the n′ ∼ nθ/θ′ = o(n) individuals forG ′ another n−n′
uninfected dummies, thereby bringing the infection density down from θ′ to θ. Then the test design G can be
applied to identify the infected individuals, and the dummies can just be disregarded.
Proof of Theorem 1.2. Assume that for a θ > ln(2)/(1+ln(2)) a test designG with (1−2η)minf(n,θ) tests and |Sk (G,σˆ)| =
1 w.h.p. exists. Then Proposition 2.7 shows that for θ′ arbitrarily close to one for infinitely many n′ a successful test
design with (1−η)minf(n′,θ′) tests exists, in contradiction to Proposition 2.6. Moreover, Proposition 2.6 evinces
that there are infinitely many indistinguishable configurations, which by Proposition 2.7 and the generalized pi-
geonhole principle also exist for all ln(2)/(1+ ln(2))< θ < 1. Thus, choosing a configuration uniformly at random
will not return the correct configuration w.h.p. 
3. COMMENTS AND FURTHER RELATED WORK
3.1. Group Testing. The group testing problemwas first raised byDorfman [18] in 1943, who proposed a two-stage
adaptive test design. In a first round disjoint groups of equal size are tested. Allmembers of negative test groups are
uninfected. Then, in the second round themembers of positive test groupswould be tested individually. Of course,
this test design is far from optimal. An optimal multi-round test design that meets the adaptive information-
theoretic bound (1.3) was proposed by Allemann [7], who built upon [25]. However, a drawback of adaptive group
testing is that multiple rounds of tests may be exceedingly time-consuming and that the test design is difficult to
automatise [13, 34]. As a consequence, some of the most popular applications such as DNA screening [34, 38, 40]
or protein-interaction experiments [37, 41] resort to non-adaptive designs where all tests are conducted in parallel.
Regarding non-adaptive group testing, Aldridge [5] proved that in the case k =Θ(n) where a constant fraction of
individuals are infected, the design that tests each individual separately is information-theoretically optimal. As a
consequence, recent research has focused on the sub-linear case k ∼ nθ for θ ∈ (0,1) (e.g., [3, 4, 14, 35, 39]), which
the present work considers as well. This scaling is practically relevant because Heap’s law in epidemiology [11]
predicts that certain infections spread sublinearly in the total population size. The best previous test design, both
algorithmically and information-theoretically, was the plain random bipartite ones as described in Section 2.1.
Several inference algorithms were proposed for this test design [2, 12], with the simple DD algorithm achieving the
best previously known algorithmic bound. In [36], Mézard and Toninelli showed that a specific class of algorithms
to which DD belongs is not able of reach the universal information-theoretic lower bound in two stages, let alone
non-adaptive group testing.
A further variant of the problem is known as combinatorial group testing. While we consider the vector σ of
infected individuals to be random (and independent of the test design), in combinatorial group testing this vector
is chosen by an adversary that knows the test design. Thus, the aim is to devise a test design that answers correctly
for all vectors σ [21, 24]. The best current bounds on the number of tests for non-adaptive combinatorial group
testing are significantly worse than minf. In [15], D’yachkov & Rykov established an information-theoretic lower
bound of m = min{Ω(k2),n} = ω(k lnn). The best-known upper bound is m = Ω(k2 lnn) [19, Theorem 8.1.3].
Several other intriguing variations on group testing have been investigated, including quantitative and noisy group
testing, the coin weighting problem [1, 6, 22, 26, 39], on which it should be most interesting to try the techniques
developed in the present work.
3.2. Spatial coupling. The new test design for the SPIV algorithm is inspired by recent advances in coding theory
known as spatially coupled low-density parity check codes [23, 32, 33]. The Tanner graphs (or parity check ma-
trices) upon which such codes are based exhibit a spatial structure similar to our test design, with the bits of the
code word partitioned into compartments arranged along a line segment. The Tanner graph is a random graph
with a bounded average degree. Spatially coupled LDPC codes are known to asymptotically achieve capacity on
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binary memoryless channels [30]. These codes come with an efficient decoding algorithm based on the Belief
Propagationmessage passing scheme.
The idea of spatial coupling has been extended to a few other inference problems, with compressed sensing
possibly being the best known example [16, 17, 29, 31]. The inference algorithm in this case is based on message
passing as well, specifically an approximate version of Belief Propagation known as ApproximateMessage Passing.
The algorithm, which runs on a dense graph, meets the information-theoretic bound for compressed sensing.
By comparison to prior instalments of spatial coupling, a novelty of the present paper is that we obtain a sim-
ple combinatorial inference algorithm based merely on computing the weighted sum (2.8). This weighted sum
incorporates a natural random variable that discriminates between positives and false positives and the analysis
is based on a subtle but conceptually transparent large deviations analysis. It would be most interesting to see if
similar combinatorial ideas extend to other inference problems, including but not limited to the other variants of
the group testing problem.
Organisation. The remainder of the paper is organised as follows. Sections 4 and 5 contain the details of the
analysis of the SPIV algorithm. Specifically, in Section 4 we prove Proposition 2.3 and Section 5 contains the proof
of Proposition 2.4. Finally, Section 6 contains the proof of Theorem 1.2 as outlined in Section 2.4.
Preliminaries and notation. We continue to view test designs G as bipartite graphs (V (G),F (G),E (G)) with V (G)
the set of individuals, F (G) the set of tests and E (G) a set of edges indicating which individuals participate in which
tests. For a vertex v of G we let ∂v = ∂Gv denote the set of neighbours, i.e., either the set of tests that v takes part
in if v ∈V (G), or the individuals that participate in test v if v ∈ F (G). We use standard graph theoretic terminology
forG. For instance, the distance between two nodes ofG is defined as the length of a shortest path between them.
Furthermore, for an integer h we write ∂hv = ∂h
G
v for the set of nodes at distance precisely h from v .
Throughout the paper we write G for the spatially coupled test design defined in Section 2.2. For an individual
x of that test design we define the index ind(x) as the number i ∈ [ℓ] such that x ∈ V [i ]. Similarly, for a test a the
index ind(a) is defined as the number 0≤ i ≤ ℓ such that a ∈ F [i ].
Finally, we generally assume tacitly that n is sufficiently large for our various estimates to hold. Moreover, unless
otherwise specified asymptotic notation refers to the limit n→∞.
4. PROOF OF PROPOSITION 2.3
4.1. Proof strategy. The proof of Proposition 2.3 hinges on the following three lemmas. The first lemma shows
that there are few infected individuals with a low score w.h.p.
Lemma 4.1. W.h.p. we have∣∣∣∣∣
{
x ∈
⋃
s<i≤ℓ
V1[i ] :W
⋆
x < (1−ε/2)
∆
s
s−1∑
j=1
2 j /s−1w j
}∣∣∣∣∣= kn−Ω(1). (4.1)
The second lemma shows that there are few potential false positives with a high score w.h.p.
Lemma 4.2. W.h.p. we have∣∣∣∣∣
{
x ∈
⋃
s<i≤ℓ
V0+[i ] :W ⋆x > (1−2ε)
∆
s
s−1∑
j=1
2 j /s−1w j
}∣∣∣∣∣= kn−Ω(1). (4.2)
Finally, the following lemma establishes an expansion property of G. Specifically, if S is a small set of individuals,
then there are few individuals x that share many tests with individuals from S.
Lemma 4.3. W.h.p. for any set S ⊂V of size at most kn−Ω(1) we have
∣∣{x : ∣∣∂2x∩S∣∣≥ ⌈ln1/4n⌉}∣∣≤ |S|/3.
Proof of Lemma 2.2. The lemma follows directly from Lemmas 4.1 and 4.2. 
Proof of Proposition 2.3. Let
M[i ]= {x ∈V [i ] : τx 6=σx }
be the set of misclassified individuals in class i .
Proposition 2.1 shows that M[i ]=; for i ≤ s. Proceeding to i > s, we claim that for any individual x ∈M[i ] one
of the following three statements is true.
(i) x ∈V1[i ] and W ⋆x < (1−ε)∆s
∑s−1
j=1 2
j /s−1w j ,
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(ii) x ∈V0+[i ] and W ⋆x > (1−ε)∆s
∑s−1
j=12
j /s−1w j , or
(iii) x ∈V [i ] and |∂2x∩M[1]∪·· · ∪M[i −1]| ≥ ln1/4n.
Indeed, if x ∈ V [i ] and
∣∣{∂2x∩ (M[1]∪·· · ∪M[i −1]}∣∣ < ln1/4n, then a maximum Θ(ln1/4n) of its tests will contain
another misclassified individual. In effect, |W ⋆x −W ⋆x (τ)| < ε∆ by the choice of ε,∆ and the weights w j . Hence,
unless x satisfies (iii) above, either (i) or (ii) must be satisfied so that x ∈M[i ]. Therefore, we obtain
|M[i ]| ≤
∣∣{x ∈V [i ] : ∣∣{∂2x∩ (M[1]∪·· · ∪M[i −1])}∣∣> ln1/4n}∣∣
+
∣∣∣∣∣
{
x ∈V1[i ] :W ⋆x < (1−ε)
∆
s
s−1∑
j=1
2 j /s−1w j
}∣∣∣∣∣
+
∣∣∣∣∣
{
x ∈V0+[i ] :W ⋆x > (1−ε)
∆
s
s−1∑
j=1
2 j /s−1w j
}∣∣∣∣∣ (4.3)
Further, Lemmas 4.1 and 4.2 imply that w.h.p.∣∣∣∣∣
{
x ∈V1[i ] :W ⋆x < (1−ε)
∆
s
s−1∑
j=1
2 j /s−1w j
}∣∣∣∣∣+
∣∣∣∣∣
{
x ∈V0+[i ] :W ⋆x > (1−ε)
∆
s
s−1∑
j=1
2 j /s−1w j
}∣∣∣∣∣≤ kn−Ω(1).
Moreover, Lemma 4.3 shows that w.h.p.∣∣{x ∈V [i ] : ∣∣{∂2x∩ (M[1]∪·· · ∪M[i −1])}∣∣> ln1/4n}∣∣≤ |M[1]∪·· · ∪M[i −1]|/3.
Plugging these estimates into (4.3), we obtain
|M[i ]| ≤ |M[1]∪·· · ∪M[i −1]|/3+kn−Ω(1). (4.4)
SinceM[h]=; for h ≤ s by Proposition 2.1 and ℓ= o(lnn), summing (4.4) on s < i ≤ ℓ yields∣∣∣∣∣⋃
i≤ℓ
M[≤ i ]
∣∣∣∣∣= kn−Ω(1),
as desired. 
4.2. Proof of Lemma 4.1. Let k[i ]= |V1[i ]| be the number of infected individuals in compartment i . We show that
k[i ] concentrates about its expectation. To be precise, let
kmin =min
i∈[ℓ]
k[i ] and kmax =max
i∈[ℓ]
k[i ].
Further, let K be the event that (
1−n−Ω(1)
) k
ℓ
≤ kmin ≤ kmax ≤
(
1+n−Ω(1)
) k
ℓ
. (4.5)
Lemma 4.4. With probability 1−o(n−2)we have
k/ℓ−
p
k/ℓ lnn ≤ kmin ≤ kmax ≤ k/ℓ+
p
k/ℓ lnn
Proof. Since σ is uniformly chosen out of all configurations with hamming weight k, each infected individual
is assigned to one of ℓ compartments u.a.r.. Therefore, k[i ] has distribution Bin(k,1/ℓ) for each i ∈ [ℓ] and the
assertion follows from the Chernoff bound. 
The next lemma shows that any individual occurs in a lot of distinct tests; the simple proof resembles arguments
from [14].
Lemma 4.5. W.h.p.minx∈V |∂x| ≥∆−2/θ2 .
Proof. Recall that m = k∆/ln2. Because each individual x ∈ V [i ] joins ∆/s independent random tests in each of
the compartments F [i ], . . . ,F [i + s−1], the probability that x is linked to a single test by t ≥ 2 edges can be upper
bounded by
s
(
∆/s
t
)
(m/ℓ)1−t ≤ sm
(
ℓ ln2
sk
)t
≤ sc ln(n/k)k1−t (ℓ ln2)t =nθ(1−t )+o(1). (4.6)
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Clearly, the r.h.s. of (4.6) tends to zero for t > 1+ 1/θ. Similarly, we can bound the probability of an individual
choosing at least l tests multiple times by
st
(∆/s)2t
(m/ℓ)t
≤ O
(
ℓ ln2n
)t
(ck ln(n/k))t
= n−θt+o(1). (4.7)
The r.h.s. of (4.7) tends to zero for t > 1/θ. Therefore, the lemma follows from (4.6) and (4.7). 
We are ready to estimate the individual counts W x, j from (2.4).
Lemma 4.6. For all s ≤ i < ℓ, x ∈V1[i +1] and j ∈ [s],
P
[
W x, j < (1−ε/2)2 j /s−1∆/s
]
= n−Ω(1). (4.8)
Proof. Recall the event K from (4.5). Lemma 4.4 ensures that P [K ]≥ 1−n−Ω(1). Further, let D be the event that
every x ∈V [i +1] is adjacent to at least ∆/s−Θ(1) different tests in each compartment F [i + j ], j ∈ [s]. Lemma 4.5
shows that P [D]≥ 1−n−Ω(1). Moreover, denote by
∆x [ j ]=
∣∣∂x∩F [i + j ]∣∣ (x ∈V [i +1])
the number of different adjacent tests in compartment F [i+ j ] that x is adjacent to. To establish (4.8) we introduce
for an individual x ∈V1[i +1] the random variable
Ψx, j ,l =
∑
a∈∂x∩F [i+ j ]
|∂a∩V1[l ]| (i + j − s < l ≤ i ).
This is the total number of infected individuals from compartment l that appear in some test a ∈ ∂x from com-
partment F [i + j ] for an individual x ∈V1[i +1]. Given ∆x [ j ] and k[ℓ], we find
Ψx, j ,l ∼Bin(k[l ]∆/s,∆x [ j ]ℓ/m).
Indeed, there are k[l ] infected individuals in compartment l , each of which chooses ∆/s tests in compartment
F [i + j ] uniformly and independently. Consequently, the total number
Ψx, j =
∑
i+ j−s+1≤l≤i
Ψx, j ,l
of infected occurrences in tests ∂x∩F [i + j ] has conditional distribution
Ψx, j ∼Bin
( ∑
i+ j−s+1≤l≤i
k[l ]∆/s,∆x [ j ]ℓ/m
)
.
Therefore,
E[Ψx, j |D,K ]≥
(∆/s−Θ(1))∆ℓ
ms
∑
i+ j−s+1≤l≤i
k[l ]= (1+O(ln−1n))∆
2k(s− j )
ms2
.
Hence, letting δn = ln−1n and applying the Chernoff bound, we obtain
P
[
Ψx, j ≤ (1+δn )
∆
2k(s− j )
ms2
]
=
(
1−n−Ω(1)
)
P
[
Ψx, j ≤ (1+δn )
∆
2k(s− j )
ms2
|D,K
]
=n−Ω(1). (4.9)
To complete the proof, think ofΨx, j infected occurrences in ∂x∩F [i + j ] as balls that get tossed into |∂x| bins.
Given the bound (4.9) and D, the average number of balls per bin comes to
(1+δn )
∆
2k(s− j )
ms2
· s
∆−Θ(1) = (1+δn)
s− j
s
ln2.
Thus, the numberUx, j of empty bins (viz. ‘unexplained’ positive tests) has mean
exp(−(1+δn)(s− j ) ln2/s)∆/s =∆2−(1+δn )(s− j )/s/s.
Standard large deviations bounds for the number of empty bins [20] therefore yield
P
[
W x, j < (1−ε/2)∆2−(s− j )/s/s |D,K
]
≤n−Ω(1). (4.10)
The lemma follows from (4.10) and the estimates P [D] ,P [K ]= 1−n−Ω(1). 
Proof of Lemma 4.1. Since W ⋆x =
∑s
j=1w jW x, j , Markov’s inequality and Lemma 4.6 readily imply the lemma. 
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4.3. Proof of Lemma 4.2. For starters, let us recall the following tight version of the Chernoff bound.
Lemma 4.7 ([27]). Let X be a random variable with a binomial distribution Bin(n,p). Then
P
[
X ≥ qn]≤ exp(−nDKL (q‖p)) for p < q < 1,
P
[
X ≤ qn]≤ exp(−nDKL (q‖p)) for 0< q < p .
where DKL
(
q‖p) is the Kullback-Leibler-Divergence between Be(q) and Be(p) defined as
DKL
(
q‖p)= q ln( q
p
)
+ (1−q) ln
(
1−q
1−p
)
For j ∈ [ℓ] let
U i+1, j =
∑
a∈F [i+ j ]:σˆa=1
1 {∂a∩ (V1[1]∪·· · ∪V [i ])=;}
be the number of positive tests in compartment i + j that do not contain any infected individuals from the first i
compartments.
Lemma 4.8. W.h.p. for all i , j we haveU i+1, j =
(
1−n−Ω(1)
)(
2 j /s −1
)
m
2ℓ .
Proof. Let a ∈ F [i + j ] be a (positive or negative) test. Define I a[i +1] as the set of infected individuals in a that
come from the first i compartments; that is,
I a [i +1]= ∂a∩ (V1[1]∪·· · ∪V [i ]).
We claim that given (k[1], . . .k[ℓ])= (|V1[1]| , . . . |V1[ℓ]|),
|I a [i +1]| ∼Bin
(
i∑
l=i+ j−s+1
k[l ]∆/s,ℓ/m
)
. (4.11)
Indeed, there are k[l ] infected individuals in compartment l . Thinking of each as tossing ∆/s balls intom/ℓ bins
corresponding to the tests F [i + j ], we obtain (4.11).
Recall the definition of event K (4.5). Then Lemma 4.4 guarantees P [K ] ≥ 1−n−Ω(1). Therefore, invoking
(4.11), we can bound the probability that a test a ∈ F [i + j ] satisfies I a[i +1]=; as follows:
P [|I a[i +1]| = 0]=
(
1−n−Ω(1))P [|I a[i +1]| = 0 |K ]
=
(
1−n−Ω(1)
)
P
[
Bin
(
i∑
l=i+ j−s+1
k[l ]∆/s,ℓ/m
)
= 0 |K
]
= (1−n−Ω(1))(1−ℓ/m)(s− j )k∆(1−n−Ω(1))/(ℓs) = (1−n−Ω(1))exp(−(s− j ) k∆
sm
)
=
(
1−n−Ω(1)
)
2 j /s−1. (4.12)
The lemma follows from (4.12) and Bayes rule. Indeed, (4.12) shows that
P [|I a[i +1]| ≥ 1]=
(
1−n−Ω(1))(1−2 j /s−1) .
Furthermore, since P [|I a[i +1]| ≥ 1]=P [|I a[i +1]| ≥ 1∧ σˆa = 1] and P [σˆa = 1]∼ 1/2 by the choice of ∆, we obtain
P [|I a[i +1]| ≥ 1 | σˆa = 1]=
(
1−n−Ω(1)
)(
2−2 j /s
)
.
Consequently,
E[U i+1, j ]=P [|I a[i +1]| = 0 | σˆa = 1]m/ℓ=
(
1−n−Ω(1))(2 j /s −1)m/ℓ. (4.13)
Finally, having computed the mean ofU i+1, j , we complete the proof of the lemma by way of a second moment
calculation. To this end, consider two tests a,a′ ∈ F [i + j ]. We need to calculate
P [|I a[i +1]| = |I a′ [i +1]| = 0]=P [|I a[i +1]| = 0 | |I a′[i +1]| = 0]P [|I a′ [i +1]| = 0]. (4.14)
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Thus, suppose I a′ [i+1]=;. Thenwe can think of the k[l ] infected individuals from compartment l as each tossing
∆ infected balls into them/ℓ−1 remaining bins corresponding to tests b ∈ F [i+ j ]\
{
a′
}
. Calculating the probability
that none of these balls hits test a along the lines of (4.12), we obtain
P[|I a [i +1]| = 0 | |I a′ [i +1]| = 0]
= (1−n−Ω(1))P [|I a[i +1]| = 0 |K ]P
[
Bin
(
i∑
l=i+ j−s+1
k[l ]∆
s
,
ℓ
m−ℓ
)
= 0 |K
]
= (1−n−Ω(1))(1−ℓ/(m−ℓ))(s− j )k∆/(ℓs) = (1−n−Ω(1))2 j /s−1. (4.15)
Combining (4.13), (4.14) and (4.15), we obtain
E
[
U
2
i+1, j
]
E
[
U i+1, j
]2 = 1+n−Ω(1). (4.16)
Thus, the lemma follows from (4.13), (4.16) and Chebyshev’s inequality. 
LetU = (U i+1, j )i , j and let U be the event that
(
1−n−Ω(1))(2 j /s −1) m
2ℓ
≤U i+1, j ≤
(
1+n−Ω(1))(2 j /s −1) m
2ℓ
. (4.17)
for all i , j . Then Lemma 4.8 implies together with the choice of ℓ, s that
P [U ]=
(
1−n−Ω(1)
)
. (4.18)
Lemma 4.9. GivenU for all individuals x ∈V0+[i +1] all j ∈ [s]we have
W x, j ∼Bin
(∣∣∂x∩F [i + j ]∣∣ ,(1−n−Ω(1))2 j /s −1)
Proof. Each individual x ∈ V1+[i +1] selects ∆/s test uniformly at random with replacement. Therefore, given
U i+1, j we have
W x, j ∼Bin
(∣∣∂x∩F [i + j ]∣∣ ,U i+1, jℓ/m) . (4.19)
The lemma is immediate from (4.19) and the definition of U (4.17). 
Lemma 4.10. Let
M =min 1
s
s−1∑
j=1
1
{
z j ≥ 2 j /s −1
}
DKL
(
z j ‖2 j /s −1
)
s.t.
s−1∑
j=1
z jw j = (1−2ε)
s−1∑
j=1
2 j /s−1w j , z1, . . . ,zs ∈ [0,1].
Then for all s ≤ i < ℓ, x ∈V0+[i +1],
P
[
W
⋆
x >
(1−2ε)∆
s
s−1∑
j=1
2 j /s−1w j |U
]
≤ exp(−(1+oε(1))M∆).
Proof. Lemma 4.9 shows that for all s ≤ i < ℓ, x ∈V0+[i +1],
P
[
W
⋆
x >
(1−2ε)∆
s
s−1∑
j=1
2 j /s−1w j |U
]
≤P
[
s−1∑
i=1
w jBin(∆/s,U i , j ℓ/m)≥
1−2ε
s
s−1∑
j=1
2 j /s−1w j |U )
]
=
∑
0≤y1...ys≤∆
1
{
s−1∑
j=1
w j y j =
1−2ε
s
s−1∑
j=1
2 j /s−1w j
}
s−1∏
j=1
P[Bin(∆/s,U i , j ℓ/m)≥ y j |U )]
≤ (∆+1)s max
0≤y1...ys≤∆
s−1∏
j=1
P[Bin(∆/s,U i , j ℓ/m)≥ y j |U )] s.t .
s−1∑
j=1
w j y j =
1−2ε
s
s−1∑
j=1
2 j /s−1w j . (4.20)
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We substitute z j = y j s/∆. Applying Lemma 4.7 to each factor of (4.20) independently, we obtain
P
[
W
⋆
x > (1−2ε)
∆
s
s−1∑
j=1
2 j /s−1w j |U
]
≤(∆+1)s max
z1 ...zs
exp
{
−∆
s
s∑
j=1
1
{
z j ≥U i , jℓ/m
}
DKL
(
z j ‖U i , jℓ/m
)}
s.t.
s∑
j=1
z jw j = (1−2ε)
s−1∑
j=1
2 j /s−1w j .
Therefore,
P
[
W
⋆
x > (1−2ε)
∆
s
s−1∑
j=1
2 j /s−1w j |U
]
≤ (∆+1)s max
0≤z1...zs≤s
exp(−(1+oε(1))∆M ),
as claimed. 
Lemma 4.11. We have M = 1− ln2+O(1/s).
Proof. We set up the Lagrangian
L (y1, . . . , ys ,λ)=
s−1∑
j=1
DKL
(
y j ‖2 j /s −1
)
+λ
(
1
s
s∑
j=1
w j
(
y j − (1−2ε)2 j /s−1
))
Its derivatives work out to be
∂L
∂λ
=−1
s
s∑
j=1
((1−2ε)2 j /s−1− y j )w j ,
∂L
∂y j
=−λw j + ln
y j (2−2 j /s )
(1− y j )(2 j /s −1)
Recalling the w j from (2.10), we verify that at the point (y
∗,λ∗) with y∗ = (y∗
j
) j=1,...,s and y∗j = (1−2ε)2 j /s−1 and
λ∗ = 1 the partial derivatives come out as
∂L
∂λ
|y∗,λ∗ =−
1
s
s∑
j=1
(y∗j − y∗j )w j = 0 and
∂L
∂y j
|y∗,λ∗ =−w j +w j = 0.
Consequently, since L (y1, . . . , ys ,λ) is strictly convex in y1, . . . , ys , the point (y
∗,λ∗) is the global minimiser of the
objective function 1
s
∑s
j=1DKL
(
y j ‖2 j /s −1
)
subject to 1
s
∑s
j=1w j
(
y j − (1−2ε)2 j /s−1
)
. The minimum objective func-
tion value therefore works out to be
M = 1
s
s∑
j=1
DKL
(
y∗j ‖2 j /s −1
)
= (1+O(1/s))
∫1
0
DKL
(
2z−1‖2z −1
)
dz = 1− ln2+O(1/s),
as claimed. 
Having obtained the probability that an individual x ∈V0+[i +1], s ≤ i < ℓ, has too high value W ⋆x , we next need
to get a handle on the size of the setV0+. To this endwe adapt the technique developed in [14] for the plain random
bipartite test design to the spatially coupled design. Thus, let Γa[l ] = |{∂a∩V [l ]}| be the number of individuals
from compartment l in test a and let
Γa =
ind(a)∑
l=ind(a)−s−1
Γa[l ]
be the total degree of test a across all its s adjacent compartments. Further, we define
Γmin = min
a∈F,l∈[s]
Γa[l ] and Γmax = max
a∈F,l∈[s]
Γa[l ]
In the following, let T be the event that(
1−n−Ω(1))∆n/(ms)≤ Γmin ≤ Γmax ≤ (1+n−Ω(1))∆n/(ms). (4.21)
Lemma 4.12. With probability at least 1−o(n−2)we have
∆n/(ms)−
√
∆n/(ms) lnn ≤ Γmin ≤ Γmax ≤∆n/(ms)+
√
∆n/(ms) lnn.
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Proof. Since each individual is assigned to ∆/s tests in each of its s adjacent compartments, for every a ∈ F, j ∈ [ℓ]
and with probability 1−n−Ω(1) by Lemma 4.5 we find for z ∈N
P
[
Γa[ j ]> z
]≤P [Bin(n∆/(ℓs),ℓ/m)> z] and
P
[
Γa[ j ]< z
]≤P [Bin(n(∆−Θ(1))/(ℓs),ℓ/m)< z] .
Therefore, the assertion follows from the Chernoff bound. 
The next step is to derive the number of positive and negative tests. To this end, let m1 be the number of
positive tests and let m0 be the number of negative tests. Clearly, m0+m1 =m. Determining m0 is not entirely
straightforward because of (slight) dependencies between tests. In order to cope with the ensuing correlations, we
introduce a set of independent random variable and show that the independent random variables behave as the
dependent random variable in the graph conditioned on a sequence of events Ei [ j ]. Specifically, for every i ∈ [ℓ]
and j ∈ [s] we define X F [i][ j ]= (X a [ j ])a∈F [i] as a sequence of independent Bin
(
Γa[ j ],k[ j ]ℓ/n
)
- random variables.
Furthermore we define
Ei [ j ]=
{ ∑
a∈F [i]
X a[ j ]= k[ j ]∆/s
}
As all X a[ j ] are independent, the local limit theorem for the binomial distribution guarantees that
P
(
Ei [ j ]
)=Ω(1/√∆n/(ℓs)) (4.22)
Let Y F [i][ j ]= (Y a[ j ])a∈F [i] be the number of edges that connect a test a ∈ F [i ] with infected individuals fromV [ j ].
Further, let us denote the set of tests in F [i ] as (al [i ])l∈[m/ℓ].
Lemma 4.13. For any i and j , the sequences X F [i][ j ] given Ei [ j ] and Y F [i][ j ] are identically distributed.
Proof. For any integer sequence (yl )l∈[m/ℓ] with yl ≥ 0 and
m/ℓ∑
l=1
yl = k[ j ]∆/s
we find
P
[∀l ∈ [m/ℓ] :Y al [i][ j ]= yl |G]
=
(
k[ j ]∆/s
y1...ym/ℓ
)(
(n/ℓ−k[ j ])∆/s
Γa1[i][ j ]− y1, ...,Γam/ℓ[i][ j ]− ym/ℓ
)(
n∆/(ℓs)
Γa1[i][ j ], ...,Γam/ℓ[i][ j ]
)−1
=
(
n∆/ℓs
k[ j ]∆/s
)−1m/ℓ∏
l=1
(
Γal [i][ j ]
yl
)
Now, for any sequences (yl ), (y
′
l
),
P
[∀l ∈ [m
ℓ
]
: Y al [i][ j ]= yl |G
]
P
[∀l ∈ [m
ℓ
]
: Y al [i][ j ]= y ′l |G
] =m/ℓ∏
l=1
(
Γal [i ]
[ j ]
yl
)
(Γal [i ][ j ]
y ′
l
) = P
[∀l ∈ [m
ℓ
]
: X al [i][ j ]= yl |G ,Ei [ j ]
]
P
[∀l ∈ [m
ℓ
]
: X al [i][ j ]= y ′l |G ,Ei [ j ]
] ,
whence the lemma follows. 
Lemma 4.13 establishes that conditioned on event Ei [ j ], the number of infected individuals from compartment
j in a test a ∈ F [i ] can be described in terms of independent random variables. At the same time, the different
compartments contributing to test a are independent by construction. Recall that for a test a, ind(a) indicates the
compartment to which a belongs.
Lemma 4.14. We have m0 =m/2+O(
p
m lnn)with probability at least 1−o(n−2).
Proof. By definition, m0 =
∑
a∈F 1
{∑
j∈[s] Y a[ j ]= 0
}
. In a similar vein, let m′0 =
∑
a∈F 1
{∑
j∈[s] X a[ j ]= 0
}
. For m′0 we
have
E[m′0]=
∑
a∈F
P
[
ind(a)∑
j=ind(a)−s+1
Bin(Γa[ j ],k[ j ]ℓ/n))= 0
]
16
Hence, Lemma 4.4 and 4.12 show that with probability 1−o(n−2),
E[m′0 |G ]≥m(1−kmaxℓ/n)Γmax =m ·exp
(
(∆n/m+O(
p
∆n/m lnn)) ln
(
1−k/n− lnn
p
kℓ/n
))
=m/2 ·
(
exp
(
−n−Ω(1)
))
, (4.23)
E[m′0 |G ]≤m(1−kminℓ/n)Γmin =m/2 ·
(
exp
(
n−Ω(1)
))
. (4.24)
Because the X
j
F [i]
aremutually independent, m′0 is a binomial variable. Therefore, the Chernoff bound shows that
P
[∣∣m′0−E[m ′0 |G ]∣∣>pm lnn |G ]= o(n−10). (4.25)
Finally, the assertion follows from (4.23)–(4.25), Lemma 4.13 and (4.22). 
Let V0+ =
⋃
i≤ℓV0+[i ].
Lemma 4.15. W.h.p. |V0+| =
(
1+O
(
n−Ω(1)
))
2−∆n.
Proof. Lemma 4.12, Lemma 4.14 and the symmetry of the test design imply that with probability 1−o(n−2) the
total degree of the negative tests in a compartment j comes to∑
a∈F [ j ]
1 {∂a ⊂V0}Γa =
∆n
2ℓ
·exp(n−Ω(1))+O (p∆nm lnn)= ∆n
2ℓ
·exp (n−Ω(1))+O (pnk ln2n) . (4.26)
Consequently, with probability 1− o(n−2) the total number of edges between V0 and the set of positive tests in
a specific compartment is
(
1+O(n−Ω(1))
)
(1−1/2)∆n/ℓ. We denote by R the event, that this is indeed true. For
an uninfected individual to be in V0+, all of the assigned tests need to be positive. Since each individual divides
its ∆ edges equally among s compartments, the total number of edges between V0[i +1] and F [i + j ] is, given R,(
1+O(n−Ω(1))) ∆n
2sℓ
if j ∈ [s] and 0 otherwise. Therefore, the probability, given R, that a given x ∈V0 belongs to V0+
(i.e. all edges extend to positive tests) comes out as((
∆n
2ℓs
(
1+O (n−Ω(1)))
∆/s
)(
∆(n−k)
ℓs
(
1+O (n−Ω(1)))
∆/s
)−1)s
= (1+O (n−Ω(1)))2−∆. (4.27)
Therefore, by (4.27), we conclude
E [|V0+| |R]=
(
1+O
(
n−Ω(1)
))
2−∆n. (4.28)
In order to proof the assertion, we employ a second-moment calculation. The probability, given R that x,x′ ∈
V0∩V [i +1] both belong to V0+ is given by((
∆n
2ℓs
(
1+O
(
n−Ω(1)
))
2∆/s
)(
∆(n−k)
ℓs
(
1+O
(
n−Ω(1)
))
2∆/s
)−1)s
= (1+O (n−Ω(1)))2−2∆. (4.29)
Hence,
E[|V0+|2 |R]=Θ
(
E[|V0+| |R]2
)
(4.30)
Therefore, the lemma follows from (4.28), (4.30) and Chebyshev’s inequality. 
Proof of Lemma 4.2. Recall the events U given through (4.17) and K given through (4.5). Let M be the number of
misclassified individuals x ∈V0+. Then Lemma 4.11 yields
E [M |K ,U ]=|V0+|P
[
W
⋆
x > (1−ε)
∆
s
s−1∑
j=1
2 j /s−1w j |K ,U
]
= (1+O (n−Ω(1)))n2−∆ exp(−∆(1− ln2+O(1/s)))= (1+O (n−Ω(1)))n exp(−∆(1+O(1/s)))
= (1+O (n−Ω(1)))n exp((1+η)(1+O(1/s)) ln(k/n)max{ θ
(1−θ) ln2 ,1
})
.
Furthermore, invoking Markov’s inequality, we can set κ=κ(θ) as
Ω(1)=κ< (1−θ)(1+η)(1+O(1/s))max
{
θ
(1−θ) ln2 ,1
}
− (1−θ)
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such that
P
[
M > kn−κ |K ,U ]≤ o(1). (4.31)
The lemma follows from (4.31). 
4.4. Proof of Lemma 4.3. Let S be an arbitrary subset of variable nodes and x ∈V . Let
XS =
{
x ∈V :
∣∣∂2x∩S∣∣≥ ln1/4n} .
Recall the definition ofT given in (4.21), then Lemma 4.12 shows that P [T ]= 1−o(1). Therefore, givenT , we can
bound the expectation of 1 {XS > |S|/3} as follows.
E [1 {|XS | > |S|/3} |T ]≤
n∑
j=
⌈
ln1/4n
⌉
(
n
|S|/3
)(((
1−n−Ω(1)
)
∆ ln(2)n/k
j
)( |S|ℓ
n
) j )|S|/3
(4.32)
≤n
(
n
|S|/3
)(((
1−n−Ω(1))∆ ln(2)n/k⌈
ln1/4n
⌉
)( |S|ℓ
n
)⌈ln1/4n⌉)|S|/3
. (4.33)
The first binomial coefficient of the r.h.s. of (4.32) counts the number of possible subsets XS ⊂V of size |S|/3. For
a vertex x ∈V , the higher
∣∣∂2x∣∣, the more probable it is to find x ∈ XS . Given T , we find
|∂a| ≤ (1+n−Ω(1))∆n/m.
Therefore, given T we find ∣∣∂2x∣∣≤∆ · (1+n−Ω(1))∆n/m = (1−n−Ω(1))∆ ln(2)n/k.
Thus, the second and third term describe the probability that an individual x ∈V finds j individuals in its second
neighbourhood to lie in S, i.e.
∣∣∂2x∩S∣∣= j . Therefore, (4.33) implies
E [1 {|XS | > |S|/3} |T ]≤n
(
n
|S|/3
)(((
1−n−Ω(1)
)
∆ ln(2)n/k⌈
ln1/4n
⌉
)( |S|ℓ
n
)⌈ln1/4n⌉)|S|/3
. (4.34)
Denote by s˜ = |S| the size of S. There are
(n
s˜
)
possible choices for S in V , therefore, by (4.34) we find that, given
T , the expected number of sets XS that fulfil the assertion, can be bounded through a union bound as follows.
n
(
n
s˜
)(
n
s˜/3
)((
∆ ln(2)n/k⌈
ln1/4n
⌉
)(
s˜ℓ
n
)⌈ln1/4n⌉)s˜/3
≤O(n)
(en
s˜
)2s˜ ( en∆ ln2
k
⌈
ln1/4n
⌉
)⌈ln1/4n⌉ (
s˜ℓ
n
)⌈ln1/4n⌉
s˜/3
≤O(n)

(en
s˜
)6 ( e∆ ln2⌈
ln1/4n
⌉
)⌈ln1/4n⌉ (
s˜ℓ
k
)⌈ln1/4n⌉
s˜/3
. (4.35)
Clearly, when s˜ = kn−Ω(1), the r.h.s. of (4.35) tends to zero. Therefore, the lemma follows fromMarkov’s inequality.
As an immediate consequence of the proof of Proposition 2.3, particularly Lemma 4.11 we obtain
Corollary 4.16. W.h.p. the assignment τ obtained after steps 1–10 satisfies
∑
x∈V 1 {τx 6=σx }≤ kn−Ω(1) already, when
m ≥ (1+ε)(1−θ) ln−1(2)nθ lnn
5. THE CLEAN-UP STEP: PROOF OF PROPOSITION 2.4
Let
W x = |{a ∈ ∂x : (∂a \ x)∩V1 =;}|
be the number of ‘unexplained’ positive tests in the neighbourhood of x when disregarding the impact of x itself.
To be precise, a test is counted in W x , if it does not contain any infected individual besides x. Denote for i ∈ [ℓ]
m0[i ]= |{a ∈ F [i ] : σˆa = 0}| , (5.1)
(the number of negative tests in compartment i ). Furthermore, consider the events
Vi =
{
m/(2ℓ)−
√
m/(2ℓ)≤m0[i ]≤m/(2ℓ)+
√
m/(2ℓ)
}
and V =
ℓ⋂
i=1
Vi . (5.2)
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By Lemma 4.14 and the Chernoff bound, we find P [V ]= 1−o(1).
Lemma 5.1. Let x ∈V1[i +1] for s ≤ i ≤ ℓ−1. Given V , we find W x ∼Bin(∆,1/2+o(1)).
Proof. Let m0[i ]= |{a ∈ F [i ] : σˆa = 0}| for i ∈ [ℓ]. Furthermore, for x ∈V1 let
m0,x [i ]= |{a ∈ F [i ] : (∂a \ x)∩V1 =;}|
be the number of tests in compartment i that do not contain any infected individuals besides potentially x. Be-
cause each individual x ∈V1 occurs in ∆/s tests in any of its test compartments, we have∣∣m0[i ]−m0,x [i ]∣∣≤∆/s. (5.3)
Given Vi , (5.3) shows that
(1−o(1))m/(2ℓ)≤m0,x [i ]≤ (1+o(1))m/(2ℓ). (5.4)
Furthermore, because each infected individual x ∈ V1[l ] joins ∆/s tests uniformly random tests in each of its test
compartments, given m0,x [i ] we have
W x ∼
s∑
j=1
Bin(∆/s,m0,x [l + j ]ℓ/m) (5.5)
Hence, the assertion follows from (5.4) the definition of V and (5.5). 
Corollary 5.2. There is a small constant ξ= ξ(η,θ)> 0 s.t. given V , we have∣∣∣{x ∈V1 :W x < ξ∆}∣∣∣= 0.
Proof. Given V , Lemma 5.1 shows for any z ≤ E[W x ] that
P
[
W x ≤ z
]
= (1−n−Ω(1))P [Bin(∆/s,1/2+o(1)) ≤ z] .
Let 0< ξ< 1
2
. Then, the Chernoff bound from Lemma 4.7 guarantees
P[W x < ξ∆]≤ exp(−∆DKL (ξ‖1/2+o(1)))= exp
(
−max
{
θ
ln2
,(1−θ)
}
DKL (ξ‖1/2+o(1)) lnn
)
.
Since
DKL (ξ‖1/2+o(1))= ξ lnξ+ (1−ξ) ln(1−ξ)+ ln2+o(1)
and
ξ lnξ+ (1−ξ) ln(1−ξ)ր 0,
as ξ→ 0, we can choose ξ= ξ(θ,η)> 0 small enough so that
∆(ξ lnξ+ (1−ξ) ln(1−ξ)+ ln2+o(1))> lnk
The lemma follows. 
Proof of Proposition 2.4. For j = 1. . . ⌈lnn⌉, let M j =
{
x ∈V : τ jx 6=σx
}
be the set of misclassified individuals in the
j th round of the clean-up step of the algorithm. Proposition 2.3 shows that w.h.p.
|M1| ≤ kn−Ω(1).
Let x ∈M1. Let δ = ∆−1 ln1/4n and let A be the event that any infected individual appears in at least δ∆ tests as
the only infected individual. Then Corollary 5.2 shows that that P [A ]= 1−o(1). Further, given A , the only way to
misclassify an individual x ∈ V1 is by having misclassified another individual in the previous round in one of the
δ∆ tests where x occurs as the only individual that is actually infected. In symbols, x ∈M j+1 only if∣∣M j ∩∂2x∣∣≥ δ∆.
Similarly, x ∈ V0+ gets misclassified only if in at least δ∆ of its tests there is a misclassified individual. Lemma 4.3
therefore implies
|M2| ≤ |M1|/3 and inductively
∣∣M j ∣∣≤ |M1| ·3− j+1.
Consequently,
∣∣M⌈lnn⌉∣∣= 0, whence the proposition is immediate. Proposition 2.4 follows. 
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6. INFORMATION-THEORETIC LOWER BOUND
In this self-contained section we implement the sketch from Section 2.4 in full detail and prove Theorem 1.2.
6.1. Outline. For a test designG = (V (G),F (G),E (G)) and a sequence σˆ ∈ {0,1}F (G) of test results we let Sk (G,σˆ) be
the set of all vectors τ ∈ {0,1}V (G) of Hamming weight k whose test results coincide with σˆ, i.e.,
σˆa = max
x∈∂Ga
τx for all a ∈ F (G).
Further, let Zk (G,σˆ)= |Sk (G,σˆ)| be the number of possible solutions. Additionally, let σ ∈ {0,1}V (G) signify a ran-
dom vector of Hamming weight k and let σˆ= (σˆa )a∈F (G) be the vector of associated test results
σˆa = max
x∈∂Ga
τx .
In light of Fact 2.5, the information-theoretically optimal algorithm for inferring σ from the test results is to
draw a uniform sample from the set Sk (G,σˆ) of vectors that ‘explain’ the test results. As a consequence, inferring
σ correctly with high probability is impossible unless Zk (G,σˆ)= 1 with high probability.
This insight motivates the following definitions. Given 0 < θ < 1, a sequence (Gn)n≥1 of test designs with
|V (Gn)| = n solves the θ-group testing problem if for a random vector σ = σn ∈ {0,1}V (Gn ) of Hamming weight
k = kn = ⌊nθ⌋ we have
lim
n→∞P [Zk (Gn ,σˆ)= 1]= 1.
Further, we say that a sequence (Gn)n≥1 of test designs with |V (Gn)| = n weakly solves the θ-group testing problem,
if
liminf
n→∞ Zk (Gn ,σˆ)<∞.
Given an integer sequence m = (mn)n≥1 we say that group testing is (θ,m)-soluble if there exists a sequence of
test designs (Gn)n≥1 with |V (Gn)| = n and |F (Gn)| ≤mn that solves the θ-group testing problem. If there does not
exist a sequence of test designs that weakly solves the group testing instance, we say that group testing is strongly
(θ,m)-insoluble. In order to prove Theorem 1.2 we establish the following proposition.
Proposition 6.1. Let ln(2)/(1+ ln(2))≤ θ < 1 and η> 0. Then for any m =mn such that
m ≤ (1−η)θn
θ ln(n)
ln2 2
group testing is strongly (θ,m)-insoluble.
Theorem 1.2 is an immediate consequence of Proposition 6.1 and the elementary information-theoretic lower
bound (1.3).
Thus, we are left to prove Proposition 6.1. We proceed in three steps. First, we show that there is no point in
constructing tests of exceedingly high degree. Throughout we let k = ⌊nθ⌋.
Proposition 6.2. Let ln(2)/(1+ ln(2))≤ θ < 1. If a sequence (Gn)n≥1 of test designs with
|F (Gn)| ≤
θ
ln2 2
nθ lnn
weakly solves the θ-group testing problem, then there exists a sequence (G ′n)n of test designs with |F (G ′n)| ≤ |F (Gn)|
and
max
a∈F (G ′n )
|∂G ′n a| ≤ n ln(n)/k
that also weakly solves the θ-group testing problem.
We prove Proposition 6.2 in Section 6.2.
Hence, we are left to refute the existence of test designs with test degrees bounded by n ln(n)/k that solve the
group testing problem. The following proposition summarises the key step of the proof by ruling out the existence
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of successful test designs with far fewer than minf tests for θ sufficiently close to one. We recall that V0+(G,σˆ),
V1+(G,σˆ) signify the sets of potential false positives and potential false negatives, respectively; in symbols,
V0+(G,σˆ)=
{
x ∈V (G) :σx = 0, min
a∈∂G x
max
y∈∂a
σy = 1
}
,
V1+(G,σˆ)=
{
x ∈V (G) :σx = 1, min
a∈∂G x
max
y∈∂a\{x}
σy = 1
}
.
Proposition 6.3. For any η > 0 there exists ε > 0 such that for every θ > 1− ε and every ξ > 0 there exists n0 =
n0(η,ε,ξ) > 0 with the following properties. If G is a test design with |V (G)| = n ≥ n0 individuals and m ≤ (1−
η) ln−2(2)θnθ ln(n) tests of maximum degree
max
a∈F (G)
|∂Ga| ≤n ln(n)/k,
then
P [|V0+(G,σˆ)|, |V1+(G,σˆ)| ≥ lnn]> 1−ξ.
The proof of Proposition 6.3 can be found in Section 6.3.
As an immediate consequence of Propositions 6.2 and 6.3 we obtain the following.
Corollary 6.4. For any η> 0 there exists ε> 0 such that for all θ > 1−ε the following is true. If
m ≤ (1−η)θn
θ ln(n)
ln2 2
,
then group testing is (θ,m)-insoluble.
Proof. By Proposition 6.3 we find |V1+(G,σ∗)| , |V0+(G,σ∗)| ≥ lnn. Let x ∈ V1+(G,σ∗) and y ∈ V0+(G,σ∗). Define
τx = 1 σx ,τy = 1−σy , thus τ leads to σˆ. As this is possible for all pairs (x, y) ∈V1+(G,σ∗)×V0+(G,σ∗) we yield
Zk (G,σˆ)≥ ln2n.
The corollary follows immediately. 
Finally, we need to extend the information-theoretic lower bound from Corollary 6.4 to lower values of θ. The
following proposition fills this order.
Proposition 6.5. For any η> 0, ln(2)/(1+ ln(2))≤ θ′ < θ < 1 the following is true. Let
m =mn =
(1−η/2)θ
ln2 2
·nθ lnn, m′ =m′n =
(1−η)θ′
ln2 2
·nθ′ lnn. (6.1)
If group testing is strongly (θ,m)-insoluble, then group testing is strongly (θ′,m′)-insoluble as well.
We prove Proposition 6.5 in Section 6.4.
Proof of Proposition 6.1. The proposition is an immediate consequence of Corollary 6.4 and Proposition 6.5. 
6.2. Proof of Proposition 6.2. Assume that ln(2)/(1+ ln(2)) ≤ θ < 1 and let (Gn)n≥1 be a sequence of test designs
with |F (Gn)| ≤ θ ln−2(2)nθ lnn.
Lemma 6.6. W.h.p. for all tests a ∈ F (Gn)with |∂Gn a| ≥ ln(n)n/k we have σˆ∗a = 1.
Proof. Consider a test a ∈ F (Gn) of degree Γ= |∂Ga| ≥ ln(n)n/k. Then
P [σˆa = 0]=
(
n−Γ
k
)(
n
k
)−1
≤
(
n−Γ
n
)k
≤ (1− ln(n)/k)k ≤ 1/n.
Since |F (G)| ≤minf = o(n), the assertion follows from the union bound. 
Proof of Proposition 6.2. Lemma 6.6 shows that w.h.p. all tests a ∈ F (Gn) of degree |∂Gn a| ≥ ln(n)n/k are positive.
The presence of these tests does, therefore, have no impact on the posterior distribution ofσ given σˆw.h.p. Hence,
omitting all tests of degree at least ln(n)n/k changes the success probability of the group testing scheme by o(1).

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6.3. Proof of Proposition 6.3. Given a small η > 0 we set ε = η/(4+η) and pick 1−ε < θ < 1. Further, choosing a
small enough ξ= ξ(ε,η,θ) > 0 along with a large enough n0 = n0(θ), we assume that n ≥ n0. Let G be a test design
with |V (G)| = n individuals andm ≤ (1−η) ln−2(2)θnθ ln(n) tests of maximum degree
max
a∈F (G)
|∂Ga| ≤n ln(n)/k. (6.2)
Our goal is to lower bound |V0+(G,σˆ)|, |V1+(G,σˆ)|.
We are going to lower bounding the number of potentials false positives/negatives with respect to a binomial
random infection vector rather than the vector σ of Hamming weight precisely k. Specifically, let
p = k−
p
k lnn
n
and obtain σ∗ ∈ {0,1}n by letting σ∗i = 1 with probability p independently for i = 1, . . . ,n. The following lemma
shows that it suffices to study |V0+(G,σˆ∗)|, |V1+(G,σˆ∗)|.
Lemma 6.7. Assume that
P
[|V0+(G,σ∗)|∧ |V1+(G,σ∗)| ≥ 2lnn]∼ 1.
Then
P [|V0+(G,σ)|∧ |V1+(G,σ)| ≥ lnn]∼ 1.
Proof. We can couple σ∗,σ such that the latter is obtained from the former by turning at most 2
p
k lnn randomly
chosen zero entries into one entries. Under this coupling we naturally have V1+(G,σ∗)⊂V1+(G,σ). Furthermore,
the only way how x ∈ V0+(G,σ∗) could not also belong to V0+(G,σ) is via the event σ∗x = 0,σx = 1. Moreover, for
any x we have
P
[
σ
∗
x = 0,σx = 1 |σ∗
]
≤ 2k lnn
n−k = o(1).
Consequently,
E
[∣∣V0+(G,σ∗) \V0+(G,σ)∣∣ |σ∗]= o(|V0+(G,σ∗)|),
whence the assertion is immediate. 
In order to lower bound |V0+(G,σˆ∗)|, |V1+(G,σˆ∗)| we are going to apply the probabilistic method. More specifi-
cally, we are going to show that there exist many individuals at pairwise distance at least four inG that are relatively
likely to belong to V0+(G,σˆ∗) or V1+(G,σˆ∗). To make this argument work we first need to estimate the number of
individuals of very high degree inG.
Lemma 6.8. We have
∣∣{x ∈V (G) : |∂Gx| > ln3n}∣∣=O(n/ln(n)).
Proof. Since maxa |∂Ga| ≤ ln(n) ·n/k, we obtain∑
x∈V (G)
|∂G x| =
∑
a∈F (G)
|∂Ga| ≤m ln(n) ·n/k ≤
(1−η)θ
ln2 2
n ln2n.
Consequently, there can be at most
(1−η)θ
ln2 2
n
lnn
summands of size ln3n on the l.h.s. Therefore, the lemma follows. 
Starting from G, we delete all individuals x ∈ V (G) with |∂Gx| > ln3n (while keeping all tests in which such
individuals occur). Lemma 6.8 guarantees that there is a number C =C (η,θ) such that we remove a maximum of
Cn/lnn many individuals. Denote the resulting test design by G[0] and let n[0] = |V (G[0])|. By construction, any
variable x ∈V (G[0]) has degree at most ln3n and any test a has degree at most ln(n)n/k.
Let N = ⌈n1−4ε⌉. Starting from G[0], we construct a sequence of test designs G[1],G[2], . . . ,G[N ] as follows. For
each i ≥ 1 select a variable yi−1 ∈ V (G[i −1]) that maximises P
[
yi−1 ∈V+(G[i −1])
]
(ties broken arbitrarily). Then
obtainG[i ] fromG[i−1] by removing yi−1 along with all tests at distance one or three from yi−1 and all individuals
at distance two or four from yi−1 .
Following [5] we call x ∈V (G[i ]) disguised in a ∈ ∂G[i]a if there exists y ∈ ∂G[i]a\{x} such thatσ∗y = 1. Moreover, x
is totally disguised if x is disguised in every test a ∈ ∂G[i]a. Let V+(G[i ]) be the set of all totally disguised individuals.
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Lemma 6.9. For all 0≤ i ≤N we have P[yi ∈V+(G[i ])]≥ (1−o(1))exp (− ln2(2)m/k) .
The proof of Lemma 6.9 requires two intermediate steps. First, we need a lower bound on the ratio of tests to
individuals inG[i ].
Claim 6.10. Uniformly for all 0≤ i ≤N we have
|F (G[i ])|
|V (G[i ])| ≥ (1−n
−Ω(1))
m
n
.
Proof. The construction ofG[0] ensures that |∂G[i]x| ≤ ln3n for all x ∈V (G[i ]). Therefore, for every i ≤N we have
|F (G[i ]) \F (G[i +1])| ≤ |V (G[i ]) \V (G[i +1])| ln3n. (6.3)
Similarly, because by the construction ofG[0] all test degrees are bounded by n ln(n)/k, we obtain
|V (G[i ]) \V (G[i +1])| ≤
(n
k
ln4(n)
)2
≤n2ε ln9n (i ∈ [N ]) (6.4)
Further, iterating (6.4), we obtain the estimate
|V (G[0]) \V (G[N ])| ≤Nn2ε ln9n ≤n1−3ε/2 (6.5)
Combining (6.3) and (6.5) yields
|F (G[i ])|
|V (G[i ])| =
|F (G[0])|− |F (G[0]) \F (G[i ])|
|V (G[0])|− |V (G[0]) \V (G[i ])| ≥
|F (G[0])|− |V (G[0]) \V (G[i ])| ln3(n)
|V (G[0])|− |V (G[0]) \V (G[i ])|
≥ |F (G[0])|− |V (G[0]) \V (G[N ])| ln
3(n)
|V (G[0])|− |V (G[0]) \V (G[N ])| . (6.6)
Finally, since |F (G[0])| =m =Ω(n1−ε lnn) and |V (G[0])| ≤n, (6.6) implies that
|F (G[i ])|
|V (G[i ])| ≥
|F (G[0])|−n1−3ε/2 ln3n
|V (G[0])|−n1−3ε/2 ≥
(
1−n−Ω(1)
) |F (G[0])|
|V (G[0])| ≥
(
1−n−Ω(1)
)m
n
,
as desired. 
The statement and proof of the following claim resembles work of Mézard & Toninelli [36] and Aldridge’s proof
of the information-theoretic lower bound in the case that the number of infected individuals is of orderΩ(n) [5].
Claim 6.11. letDi (x) be the event that x is totally disguised in G[i ] and let
Li = |V (G[i ])|−1
∑
x∈V (G[i])
lnP [Di (x)] .
Then
Li ≥
|F (G[i ])|
|V (G[i ])| mina∈F (G[i])
∣∣∂G[i]a∣∣ ln(1− (1−p)|∂G[i ]a|−1) . (6.7)
Proof. Let Di (x,a) be the event that x is disguised in test a inG[i ], Clearly, for every x ∈V (G[i ]) we have
P [Di (x)]=P
[ ⋂
a∈∂G[i ]x
Di (x,a)
]
. (6.8)
The events Di (x,a) are increasing with respect to the binomial random vector σ
∗. Therefore, (6.8) and the FKG
inequality (e.g., [9, Proposition 6.3.1]) imply that
P [Di (x)]=P
[ ⋂
a∈∂G[i ]x
Di (x,a)
]
≥
∏
a∈∂G[i ]x
P
[
DG[i](x,a)
]
(x ∈V (G[i ])). (6.9)
Furthermore, because each entry ofσ∗ is onewithprobability p independently, the logarithmLi (x)= lnP [Di (x)]
of the probability that x ∈V (G[i ]) is totally disguised satisfies
Li (x)
(6.9)≥ ln
∏
a∈∂G[i ]x
P
[
DG[i](x,a)
]= ∑
a∈∂G[i ]x
ln
(
1− (1−p)|∂G[i ]a|−1) . (6.10)
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In effect,
Li ≥
1
|V (G[i ])|
∑
x∈V (G[i])
∑
a∈F (G[i])
1
{
a ∈ ∂G[i]x
}
ln
(
1− (1−p)|∂G[i ]a|−1
)
= 1|V (G[i ])|
∑
a∈F (G[i])
∑
x∈V (G[i])
1
{
x ∈ ∂G[i]a
}
ln
(
1− (1−p)|∂G[i ]a|−1
)
= 1|V (G[i ])|
∑
a∈F (G[i])
∣∣∂G[i]a∣∣ ln(1− (1−p)|∂G[i ]a|−1)
≥ |F (G[i ])||V (G[i ])| mina∈F (G[i])
∣∣∂G[i]a∣∣ ln(1− (1−p)|∂G[i ]a|−1) ,
as claimed. 
Proof of Lemma 6.9. The convex function z ∈ (0,∞) 7→ z ln(1−(1−p)z−1) attains itsminimumat z = (1+n−Ω(1)) ln2/p.
To see this, we distinguish the cases that z = o(1/p), z =ω(1/p) and z = d/p for some constant d .
Case 1: z = o(1/p): We readily yield
z ln
(
1− (1−p)z−1
)
= z ln
(
1−exp
(
−pz+O(p2z)
))
= z ln
(
1−
(
1−pz+O(p2z)+O(pz)2
))
= 1
p
zp ln(−zp+O(zp)2)= o(1/p) (6.11)
Case 2: z =ω(1/p): Similarly, we find
z ln
(
1− (1−p)z−1)= z ln(1−exp (−pz+O(p2z)))=−z (exp(−pz)+O (exp(−2pz)))
=− 1
p
pz
(
exp
(−pz)+exp(−2pz))= o(1/p) (6.12)
Case 3: z = d/p: We get
z ln
(
1− (1−p)z−1)= d
p
ln
(
1−exp (−d +O(p)))= d
p
ln
(
1−exp(−d )
)+O(p) (6.13)
The convex function d ∈ (0,∞) 7→ d ln(1−exp(−d)) attains its minimum at d = ln2.
Combining (6.7)–(6.13) and invoking Claim 6.10, we find
Li ≥−
(
1+n−Ω(1)
) |F (G[i ])| ln2(2)
|V (G[i ])|p ≥−
(
1+n−Ω(1)
)m ln2(2)
k
. (6.14)
Finally, since Li is the average of the (Li (x))x∈V (G[i]) , (6.14) implies that there exists x ∈ V (G[i ]) such that Li (x) ≥
−(1+n−Ω(1))m ln2(2)/k. Thus, recalling the definition Li (x)= lnP [Di (x)], we conclude that
P [Di (x)]= exp(Li (x))≥ exp
(
−(1+n−Ω(1))m ln2(2)
k
)
∼ exp
(
−m ln
2(2)
k
)
[asm =O(k ln(n/k))],
thereby completing the proof. 
As a next step we use Lemma 6.9 to estimate the sizes of V0+(G[0],σ∗), V1+(G[0],σ∗).
Lemma 6.12. W.h.p. we have |V0+(G[0],σ∗)| , |V1+(G[0],σ∗)| = nΩ(1).
Proof. First, observe that the probability of being disguised only decreases fromG[i ] toG[i +1], that is
P [D0(x)]≥P [Di (x)] ∀i ∈ [N ] and ∀x ∈V (G[0]).
Indeed, for any individual x ∈ V (G[i ]), no adjacent test is removed. Furthermore, the infection status of any in-
dividual is stochastically independent from the probability of being disguised and additionally, individuals that
get removed during the process have distance at least four while the property of being disguised is induced by the
second neighbourhood. Therefore, since the iterative process of removing individuals yielded N individuals be
totally disguised with probability at least q = (1−o(1))exp
(
−m ln2(2)/k
)
, we find that the size of V+(G[0]) stochas-
tically dominates the binomial distribution Bin(N ,q). As a consequence, the size of V0+(G[0],σ∗) is stochastically
dominated by Bin(N , (1−p)q) and V1+(G[0],σ∗) is dominated by Bin(N ,pq). Recalling that, by assumption,
m ≤ (1−η)min
{
θ
(1−θ) ln2 2
,
1
ln2
}
k ln(n/k),
24
we find
E
[∣∣V1+(G[0],σ∗)∣∣]≥ (1+o(1))Npq = (1+o(1))n−4εk exp(−m ln2(2)/k)
≥ (1+o(1))n1−5ε(k/n)(1−η)(1−ε)/ε = (1+o(1))n−4ε+(1−ε)η,
E
[∣∣V0+(G[0],σ∗)∣∣]≥ (1+o(1))N (1−p)q ≥ (1+o(1))n−3ε+(1−ε)η.
The lemma thus follows from the Chernoff bound. 
Proof of Proposition 6.3. The construction of G[0] ensures that V0+(G[0]) ⊂ V0+(G) and V1+(G[0]) ⊂ V1+(G) be-
cause going from G to G[0] we merely removed individuals but no tests. Therefore, Lemma 6.12 implies that
|V0+(G,σ∗)| , |V1+(G,σ∗)| =nΩ(1) w.h.p. Thus, the assertion follows from Lemma 6.7. 
6.4. Proof of Proposition 6.5. Let η > 0, ln(2)/(1+ ln(2)) ≤ θ′ < θ < 1. Then for an integer n > 0 and a suitable
choice of L = L(n,θ)≤nθ/θ′−1, we consider
n′ =
⌈
nθ/θ
′ +L
⌉
. (6.15)
By the mean value theorem, we find ⌈
nθ/θ
′⌉−⌈(n−1)θ/θ′⌉≤ L,
therefore for any n′ ∈ N there are L,n such that n′ =
⌈
nθ/θ
′ +L
⌉
. Assume that there exists a test design G ′ with
|V (G ′)| =n′ and
|F (G ′)| ≤ (1−η)θ
′
ln2 2
·n′θ
′
ln(n′) (6.16)
such that for a random σ′ ∈ {0,1}V (G ′) of Hamming weight k ′ = ⌊n′θ′⌋ ≤nθ +nθ−θ′ ∼nθ we have
Zk ′(G
′,σˆ′)= t for t ∈
[
nΩ(1)
]
w.h.p. (6.17)
Recall that k = ⌊nθ⌋. We construct a random test design G from G ′ with |V (G)| = n as follows. Let V (G) be a
random subset of V (G ′) of size n. Moreover, pick a random subset V ∗(G) ⊂ V (G ′) \V (G) of size k ′−k. The set of
tests ofG is defined as
F (G)= {a ∈ F (G ′) : ∂G ′a∩V ∗(G)=;} .
Moreover, the neighbourhood of a test a ∈ F (G) is defined as ∂Ga = ∂G ′a∩V (G).
Lemma 6.13. With σ ∈ {0,1}V (G) a random vector of Hamming weight k we have Zk(G,σˆ)= 1w.h.p.
Proof. For a given vector σ ∈ {0,1}V (G) of Hamming weight k let σ∗ ∈ {0,1}V (G ′) be the vector with entries
σ
∗
v = 1 {v ∈V (G)}σv +1
{
v ∈V ∗(G)
}
.
Since V ∗(G) is a uniformly random subset of V (G ′) \V (G) of size k ′−k, σ∗ is a uniformly random vector of Ham-
ming weight k ′. Hence,σ∗ is distributed asσ′. Consequently, (6.17) implies that for t ∈Nwe find
Zk ′(G
′,σˆ∗)= t w.h.p. (6.18)
Now, extend a vector σ ∈Sk (G,σˆ) to a vector σ∗ ∈ {0,1}V (G
′) by setting
σ∗v = 1 {v ∈V (G)}σv +1
{
v ∈V ∗(G)} .
Then the construction ofG ensures that σ∗ ∈Sk ′(G ′,σˆ∗). Therefore, (6.18) impliesZk (G,σˆ)= t w.h.p. 
Proof of Proposition 6.5. SinceG is obtained fromG ′merely by removing tests or individuals, (6.15) and (6.16) yield
|F (G)| ≤ |F (G ′)| ≤ (1−η)θ
′
ln2 2
·n′θ
′
ln(n′)≤ (1−η)θ
′
ln2 2
(nθ+2) ln
(
1+ (nθ +1)1/θ′
)
= (1−η+o(1))θ
ln2 2
nθ lnn ≤ (1−η/2)θ
ln2 2
nθ lnn. (6.19)
Combining (6.19) with Lemma 6.13 and recalling m,m′ from (6.1), we conclude that group testing is strongly
(θ′,m′)-insoluble if it is strongly (θ,m)-insoluble, as claimed. 
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