Abstract. We discuss the refined analytic torsion, introduced by M. Braverman and T. Kappeler as a canonical refinement of analytic torsion on closed manifolds. Unfortunately there seems to be no canonical way to extend their construction to compact manifolds with boundary. We propose a different refinement of analytic torsion, similar to Braverman and Kappeler, which does apply to compact manifolds with and without boundary. In a subsequent publication we prove a surgery formula for our construction.
Introduction
The refined analytic torsion, defined by M. Braverman and T. Kappeler in [BK1] and [BK2] on closed manifolds, can be viewed as a refinement of the Ray-Singer torsion, since it is a canonical choice of an element with Ray-Singer norm one, in case of unitary representations.
The complex phase of the refinement is given by the rho-invariant of the oddsignature operator. Hence one can expect the refined analytic torsion to give more geometric information than the Ray-Singer torsion. This is indeed the case in the setup of lens spaces with explicit formulas for the associated Ray-Singer torsion and eta-invariants, see [RH, Section 5] and the references therein. There it is easy to find explicit examples of lens spaces which are not distinguished by the Ray-Singer torsion, however have different rho-invariants of the associated odd-signature operators.
An important property of the Ray-Singer torsion norm is its gluing property, as established by W. Lück in [Lü] and S. Vishik in [V] . It is natural to expect a refinement of the Ray-Singer torsion to admit an analogous gluing property.
The presented construction is analogous to the definition in [BK1] and [BK2] , but applies to any smooth compact Riemannian manifold, with or without boundary. For closed manifolds the construction differs from the original definition in [BK2] . Nevertheless we still refer to our concept as "refined analytic torsion" within the present discussion.
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Motivation for the generalized construction
The essential ingredient in the definition of the refined analytic torsion in [BK2] is the twisted de Rham complex with a chirality operator and the elliptic oddsignature operator associated to the complex, viewed as a map between the even forms. Hence in the case of a manifold with boundary we are left with the task of finding elliptic boundary conditions for the odd-signature operator which preserve the complex structure and provide a Fredholm complex, in the sense of [BL1] .
The notions of a Hilbert and a Fredholm complex were studied systematically in [BL1] and will be provided for convenience in the forthcoming section. The boundary conditions, that give rise to a Hilbert complex are referred to as "ideal boundary conditions". It is important to note that the most common self-adjoint extensions of the odd-signature operator between the even forms do not come from ideal boundary conditions.
The existence and explicit determination of elliptic boundary conditions for the odd-signature operator between the even forms, arising from ideal boundary conditions, is an open question. However, it is clear that the absolute and relative boundary conditions do not satisfy these requirements.
On the other hand the gluing formula in [V] and [Lü] for the Ray-Singer torsion makes essential use of the relative and absolute boundary conditions. Since the establishment of a corresponding gluing formula for the refined analytic torsion is a motivation for our discussion, these boundary conditions seem to be natural choices.
We are left with a dilemma, since neither the relative nor the absolute boundary conditions are invariant under the Hodge operator. We resolve this dilemma by combining the relative and absolute boundary conditions. This allows us to apply the concepts of [BK2] in a new setting and to establish the desired gluing formula.
Definition of Refined analytic torsion
Let (M m , g M ) be a smooth compact connected odd-dimensional oriented Riemannian manifold with boundary ∂M , which may be empty. Let (E, ∇, h E ) be a flat complex vector bundle with any fixed Hermitian metric h E , which need not to be flat with respect to ∇.
The flat covariant derivative ∇ is a first order differential operator
satisfying the Leibniz rule ∇ X (f s) = (Xf )s + f ∇ X s, s ∈ Γ(E), X ∈ Γ(T M ), f ∈ C ∞ (M ).
The covariant derivative ∇ extends by the Leibniz rule to the twisted exterior differential ∇ : Ω Due to flatness of (E, ∇) the twisted exterior differential gives rise to the twisted de Rham complex (Ω * 0 (M, E), ∇). The metrics g M , h E induce an L 2 −inner product on Ω * 0 (M, E). We denote the L 2 −completion of Ω * 0 (M, E) by L 2 * (M, E).
Next we introduce the notion of the dual covariant derivative ∇ ′ . It is defined by requiring:
to hold for all u, v ∈ C ∞ (M, E) and X ∈ Γ(T M ). In the special case that the Hermitian metric h E is flat with respect to ∇, the dual ∇ ′ and the original covariant derivative ∇ coincide. More precisely the Hermitian metric h E can be viewed as a section of E * ⊗ E * . The covariant derivative ∇ on E gives rise to a covariant derivative on the tensor bundle E * ⊗ E * , also denoted by ∇ by a minor abuse of notation.
For u, v, X as above one has:
In view of (3.1) we find ∇h
As before, the dual ∇ ′ gives rise to a twisted de Rham complex. Consider the differential operators ∇, ∇ ′ and their formal adjoint differential operators ∇ t , ∇ ′t . The associated minimal closed extensions ∇ min , ∇ 
These extensions define Hilbert complexes in the following sense, as introduced in [BL1] . 
This defines a complex
This operator extends to a well-defined self-adjoint involution on L 2 * (M, E), which we also denote by Γ. The following properties of Γ are essential for the later construction.
Lemma 3.3. The self-adjoint involution Γ relates the minimal and maximal closed extensions of ∇ and ∇ ′ as follows
Proof. One first checks explicitly, cf. [BGV, Proposition 3 .58]
Recall that the maximal domain of ∇, ∇ ′ can also be characterized as a subspace of L 2 * (M, E) with its image under
min . Taking adjoints on both sides of the last relation, we obtain the full statement of the lemma, since Γ is self-adjoint. Now we can introduce the following central concepts. 
The Fredholm complex ( D, ∇) with the chirality operator Γ is in case of a flat Hermitian metric a complex with Poincare duality, in the sense of [BL1, Lemma 2.16] 
which follows directly from Lemma 3.3. We now apply the concepts of Braverman and Kappeler to our new setup. Before we can state some basic properties of the odd signature operator, let us recall the notions of the Gauss-Bonnet operator and its relative and absolute self-adjoint extensions. The Gauss-Bonnet operator
admits two natural self-adjoint extensions
respectively called the relative and the absolute self-adjoint extensions. Their squares are correspondingly the relative and the absolute Laplace operators: 
All connections differ by an endomorphism-valued differential form of degree one, which can be viewed as a differential operator of order zero. This implies the statement on the leading symbol of B and Γ D
A differential operator of zero order naturally extends to a bounded operator on the L 2 -Hilbert space, and hence does not pose additional restrictions on the domain, in particular we obtain (compare Lemma 3.3)
Using these domain relations we find:
Note by the arguments of the lemma above that B is a bounded perturbation of a closed operator Γ D GB rel ⊕ D ′GB abs and hence is closed, as well. Before we continue analyzing the spectral properties of the odd-signature operator B, let us introduce some concepts and notation. 
we have the following spectral relation 
be a differential operator of order ω such that ω·rankF is even. Consider a boundary value problem (D, B) strongly elliptic with respect to C\R * in the sense of [Gi] . Then For the proof of the theorem note that the notion of strong ellipticity in the sense of [Gi] in fact combines ellipticity with Agmon's conditions, as in the treatment of elliptic boundary conditions by R.T. Seeley in [Se1, Se2] . The statement of the theorem above follows then from [Ag] and [Se1, Se2] .
Remark 3.9. The definition of a zeta-function, as in Theorem 3.8 (ii) , also applies to any operator D with finite spectrum {λ 1 , .., λ n } and finite respective multiplicities {m 1 , .., m n }. For a given Agmon angle θ ∈ [0, 2π) the associated zeta-function
is holomorphic for all s ∈ C, since the sum is finite and the eigenvalue zero is excluded. Now we return to our specific setup. The following result is important in view of the relation between B and the Gauss-Bonnet operators with relative and absolute boundary conditions, as established in Lemma 3.6. 
are strongly elliptic with respect to C\R * and C\R + , respectively, in the sense of P. Gilkey [Gi] .
rel is strongly elliptic with respect to C\R + is already encountered in Theorem 3.2. The strong ellipticity of D now follows from [Gi, Lemma 1.11.2] . Note that this result in the reference [Gi] is proved explicitly, even though other aspects of [Gi, Section 1.11 ] are rather expository.
Since Lemma 3.6 asserts the equality between the leading symbols of the differential operators B, D and moreover the equality of the associated boundary conditions, the odd signature operator B and its square B 2 are strongly elliptic as well. This proves together with Theorem 3.8 the next proposition.
Proposition 3.11. The operators B and B 2 are strongly elliptic with respect to C\R * and C\R + , respectively, in the sense of P. Gilkey [Gi] . The operators B, B 2 are discrete with their spectrum accumulating only at infinity.
Let now λ ≥ 0 be any non-negative real number. Denote by Π B 2 ,[0,λ] the spectral projection of B 2 onto eigenspaces with eigenvalues of absolute value in the interval [0, λ]:
with C(λ) being any closed counterclockwise circle surrounding eigenvalues of absolute value in [0, λ] with no other eigenvalue inside. One finds using the analytic Fredholm theorem that the range of the projection lies in the domain of B 2 and that the projection commutes with B 2 .
Since B 2 is discrete, the spectral projection Π B 2 ,[0,λ] is of finite rank, i.e. with a finite-dimensional image. In particular
is a direct sum decomposition into closed subspaces of the Hilbert space L 2 * (M, E ⊕ E).
Note that if B
2 is self-adjoint, the decomposition is orthogonal with respect to the fixed L 2 −Hilbert structure, i.e. the projection Π B 2 ,[0,λ] is an orthogonal projection, which is the case only if the Hermitian metric h E is flat with respect to ∇.
The decomposition induces by restriction a decomposition of D, which was introduced in Definition 3.4:
Since ∇ commutes with B, B 2 and hence also with Π B 2 ,[0,λ] , we find that the decomposition above is in fact a decomposition into subcomplexes:
where
Further Γ also commutes with B, B 2 and hence also with Π B 2 , [0,λ] . Thus as above we obtain
Consequently the odd-signature operator of the complex ( D, ∇) decomposes correspondingly
The closedness of the subspace
is closed under the graph-norm, hence the operator B (λ,∞) is a closed operator in the Hilbert space Image(1 − Π B 2 , [0,λ] ).
We need to analyze the direct sum component B (λ,∞) . For this we proceed with the following general functional analytic observations. 
exists and is bounded, by definition of the resolvent set. With the inclusion ι being a compact operator we find directly that (D − z) −1 is compact as an operator from
−1 is compact for some z ∈ Res(D), then by the second resolvent identity it is compact for all z ∈ Res(D), see also [K, p.187] .
Conversely assume that for some (and therefore for all) z ∈ Res(D) the resolvent operator (D − z) −1 is compact as an operator from H into H. Observe
By compactness of the resolvent operator, ι is compact as an operator between the Hilbert spaces D(D) and H. 
is relatively D-compact in the sense of [K, Section 4.3, p.194] . More precisely this means, that if for a sequence {u n } ⊂ D(D) both {u n } and {Du n } are bounded sequences in H, then {ι(u n )} ⊂ H has a convergent subsequence.
is invertible and hence trivially a Fredholm operator with trivial kernel and closed range H. In particular index(D − λι) = 0. Now, from stability of the Fredholm index under relatively compact perturbations (see [K, Theorem 5.26] and the references therein) we infer with the inclusion ι being relatively compact, that D is a Fredholm operator of zero index:
Corollary 3.14. The operator
Proof. Consider any λ ∈ C\SpecB. By the strong ellipticity of B, the operator
is bijective with compact inverse. Hence we immediately find that the restriction
is bijective with compact inverse, as well. Now we deduce from Proposition 3.13 that
The operator B (λ,∞) is injective, by definition. Combining injectivity with the vanishing of the index, we derive surjectivity of B (λ,∞) . This proves the statement.
Note, that in case of a flat Hermitian metric the assertion of the previous corollary is simply the general fact that a self-adjoint Fredholm operator is invertible if and only if its kernel is trivial.
) is acyclic and
Proof. Corollary 3.14 allows us to apply the purely algebraic result [BK2, Lemma 5.8] . Consequently ( D (λ,∞) , ∇ (λ,∞) ) is an acyclic complex. Together with the decomposition (3.5) this proves the assertion.
Observe that since the spectrum of B 2 is discrete accumulating only at infinity, ( D [0,λ] , ∇ [0,λ] ) is a complex of finite-dimensional complex vector spaces with Γ [0,λ] : 0,λ] being the chirality operator on the complex in the sense of [BK2, Section 1.1].
We also use the notion of determinant lines of finite dimensional complexes in [BK2, Section 1.1], which are given for any finite complex of finite-dimensional vector spaces (C * , ∂ * ) as follows:
We follow [BK2, Section 1.1] and form the "refined torsion" (note the difference to "refined analytic torsion") of the complex ( ,λ] ) are arbitrary elements of the determinant lines,
By Corollary 3.15 we can view ρ [0,λ] canonically as an element of Det(H * ( D, ∇)), which we do henceforth.
The second part of the construction is the graded determinant. The operator B (λ,∞) , λ ≥ 0 is bijective by Corollary 3.14 and hence by injectivity (put I = (λ, ∞) to simplify the notation)
Further the complex ( D I , ∇ I ) is acyclic by Corollary 3.15 and due to Γ I being an involution on
We have Im( Γ I ∇ I ) + Im( ∇ I Γ I ) = Im(B I ) and by surjectivity of B I we obtain from the last three relations above
Note that B leaves ker( ∇ Γ) and ker( Γ ∇) invariant. Put
We obtain a direct sum decomposition
As a consequence of Theorem 3.8 (ii) and Proposition 3.11 there exists an Agmon angle θ ∈ (−π, 0) for B, which is clearly an Agmon angle for the restrictions above, as well.
By Theorem 3.8 and Proposition 3.11 the zeta function ζ θ (s, B) is holomorphic for Re(s) sufficiently large. The zeta-functions
, defined with respect to the given Agmon angle θ, are holomorphic for Re(s) large as well, since the restricted operators have the same spectrum as B but in general with lower or at most the same multiplicities.
We define the graded zeta-function
In the next subsection we prove in Theorem 4.4 that the graded zeta-function extends meromorphically to C and is regular at s = 0. For the time being we shall assume regularity at zero and define the graded determinant. Proposition 3.17. The element
is independent of the choice of λ ≥ 0 and choice of Agmon angle θ ∈ (−π, 0) for the odd-signature operator B (λ,∞) .
. Since the odd-signature operator respects this spectral direct sum decomposition (see (3.6)), we obtain
Further the purely algebraic discussion behind [BK2, Proposition 5.10] implies
This proves the following equality
To see independence of θ ∈ (−π, 0) note that the strongly elliptic operator (cf. Lemma 3.6)
is self-adjoint and B differs from D by a bounded perturbation. By a Neumannseries argument and the asymptotics of the resolvent for D (see [Se1,  Lemma 15]) we get:
By discreteness of B we deduce that if θ, θ ′ ∈ (−π, 0) are both Agmon angles for B (λ,∞) , there are only finitely many eigenvalues of B (λ,∞) in the solid angle between θ and θ ′ . Hence
and therefore det gr,θ (B
This proves independence of the choice of θ ∈ (−π, 0) and completes the proof.
The element ρ(∇, g M , h E ) is well-defined but a priori not independent of the choice of metrics g M , h E and so does not provide a differential invariant. In the next subsection we determine the metric anomaly of ρ(∇, g M , h E ) in order to construct a differential invariant, which will be called the refined analytic torsion.
Metric Anomaly and Refined Analytic Torsion
We introduce the notion of the eta-function leading to the notion of the etainvariant of an elliptic operator. The eta-invariant was first introduced by AtiyahPatodi-Singer in [APS] as the boundary correction term in their index formula. 
where m(λ) denotes the finite (algebraic) multiplicity of the eigenvalue λ , is holomorphic for Re(s) large and extends meromorphically to C with at most simple poles.
(ii) If D is of order one with the leading symbol 
is holomorphic for all s ∈ C, since the sum is finite and the zero-eigenvalue is excluded. 
where m ± is the number of B even −eigenvalues on the positive, respectively the negative part of the imaginary axis and m 0 is the dimension of the generalized zero-eigenspace of B even .
Implicit in the notation is also the fact, that η(B even ) does not depend on the Agmon angle θ ∈ (−π, 0). This is due to the fact that, given a different Agmon angle θ ′ ∈ (−π, 0), there are by (3.12) and discreteness of B only finitely many eigenvalues of B even in the acute angle between θ and θ ′ .
Similarly we define the eta-invariants of B 
do not contain eigenvalues of B 
Proof. For Re(s) ≫ 0 the general identities [BK1 (4.10), (4.11)] imply the following relation between holomorphic functions:
, where f (s) is a holomorphic function (combination of zeta-functions associated to finite-dimensional operators) with
, where m ± (·) denotes the number of eigenvalues of the operator in brackets, lying on the positive, respectively the negative part of the imaginary axis.
Put I = (λ, ∞) to simplify notation. Recall (3.10) and show that
is bijective. Indeed, injectivity is clear by (3.8). For surjectivity let x = ∇ I Γ I v ∈ Im( ∇ I Γ I ) with (recall (3.11))
In particular v ′′ ∈ Im( Γ I ∇ I ) = ker ∇ I Γ I and v ′ = ∇ I Γ I ω for some ω. Hence we obtain
and Γ I ∇ I Γ I ω ∈ ker ∇ I Γ I .
In other words we have found a preimage of any x ∈ Im( ∇ I Γ I ) under ∇ I . This proves bijectivity of the map in (4.2) and consequently, since ∇ I commutes with B I and (B I ) 2 , we obtain in any degree k = 0, .., m
Using this relation we compute straightforwardly for Re(s) sufficiently large:
We arive at the following preliminary result for Re(s) ≫ 0
We find with Theorem 3.8 and Proposition 4.3 that the right hand side of the equality above is a meromorphic function on the entire complex plane and is regular at s = 0. Hence the left hand side of the equality, the graded zeta-function, is meromorphic on C and regular at s = 0, as claimed and as anticipated in Definition 3.16. Computing the derivative at zero, we obtain the statement of the theorem.
As a consequence of the theorem above, we obtain for the element ρ(∇, g M , h E ) defined in Proposition 3.17 the following relation
Now we can identify explicitly the metric dependence of ρ(∇, g M , h E ) using the formula (4.6).
First note that the construction is in fact independent of the choice of a Hermitian metric h E . Indeed, a variation of h E does not change the odd-signature operator B as a differential operator. However it enters a priori the definition of D(B), since h E defines the L 2 −Hilbert space.
Recall that different Hermitian metrics give rise to equivalent L 2 −norms over compact manifolds. Hence a posteriori the domain D(B) is indeed independent of the particular choice of h E .
Independence of the choice of a Hermitian metric h E is essential, since for nonunitary flat vector bundles there is no canonical choice of h E and Hermitian metric is fixed arbitrarily.
Consider a smooth family g M (t), t ∈ R of Riemannian metrics on M . Denote by Γ t the corresponding chirality operator in the sence of Definition 3.2 and denote the associated refined torsion (recall (3.7)) of the complex ( D t,[0,λ] , ∇ t, [0,λ] ) by ρ t, [0,λ] .
Let B(t) = B(∇, g M (t)) be the odd-signature operator corresponding to the Riemannian metric g M (t). Fix t 0 ∈ R and choose λ ≥ 0 such that there are no eigenvalues of B(t 0 ) 2 of absolute value λ. Then there exists δ > 0 small enough such that the same holds for the spectrum of B(t) 2 for |t − t 0 | < δ. Under this setup we obtain: 
Indicate the metric dependence by
Proof. Indicate the dependence of D *
Note first the by the choice of
Since B [0,λ] even (t) is finite-dimensional, we infer from the definition of the eta-invariant (cf. [BK2, (9.11) 
even (t)). Hence, in view of (4.9), it suffices (modulo Z) to study the metric dependence of the eta-invariant of η(B even (t)).
View B even (t) as a pair of a differential operator P E (t) with its boundary conditions Q E (t). Similarly view B trivial (t) as a pair (P C (t), Q C (t)). Note that by construction the pair (P E (t), Q E (t)) is locally isomorphic to (P C (t), Q C (t)) × 1 k , since the flat connection ∇ is locally trivial in appropriate local trivializations.
Since the variation of the eta-invariants is computed from the local information of the symbols (cf. [GS1, Theorem 2.8, Lemma 2.9]), we find that the difference
is independent of t ∈ R modulo Z. The modulo Z reduction is needed to annihilate discontinuity jumps arising from eigenvalues crossing the imaginary axis. This proves the statement of the proposition. 
Proof. We show first that modulo Z it suffices to study the metric dependence of
Indeed, by construction we have
Anticipating the auxiliary result of Lemma 4.8 (iii) below, we obtain
Recall that B(∇ trivial , g M ) × 1 rkE and B(∇, g M ) are locally isomorphic, as already encountered in the proof of Proposition 4.6. Now the statement of the proposition follows from the fact that the value of a zeta function at zero is given, modulo Z in order to avoid dim ker B(t) ∈ Z, by integrands of local invariants of the operator and its boundary conditions. Lemma 4.8. Let I ⊂ R denote any bounded intervall. Then
Hence with r = (m + 1)/2 we obtain:
This proves the first statement. For the second statement assume 0 / ∈ I till the end of the proof. Consider the operators
Since 0 / ∈ I, the maps B ±,I k are isomorphisms by bijectivity of the map in (4.2). Furthermore they commute with (B ±,I ) 2 in the following way
k . (4.14)
Hence we obtain with D ±,k I denoting the span of generalized eigenforms of (B
Finally recall the explicit form of (B ± ) 2 :
2,k . Note the following relations
Due to 0 / ∈ I these relations imply, similarly to (4.14), spectral equivalence of D ±,I 1,k and D
±,I
2,k in the middle degree k = 2p for dim M = 4p± 1, respectively. This finally yields the desired relations
Propositions 4.5, 4.6 and 4.7 determine together the metric anomaly of ρ(∇, g M , h E ) up to a sign and we deduce the following central corollary. 
is modulo sign independent of the choice of g M in the interior of M .
In view of the corollary above we can now define the "refined analytic torsion". It will be a differential invariant in the sense, that even though defined by geometric data in form of the metric structures, it is shown to be independent of their form in the interior of the manifold. Note that the sign indeterminacy is also present in the original construction by Braverman and Kappeler, see [BK2, Remark 9 .9 and Remark 9.10]. In the presentation below, we refer to the representative ρ an (∇) of the class ρ an (M, E) as refined analytic torsion, as well.
Ray-Singer norm of Refined analytic torsion
Recall first the construction of the Ray-Singer torsion as a norm on the determinant line bundle for compact oriented Riemannian manifolds. Let (M, g M ) and (E, ∇, h E ) be as in Subsection 3.
Let △ rel be the Laplacian associated to the Fredholm complex (D min , ∇ min ) defined at the beginning of Section 3. As in (3.5) in case of the squared odd-signature operator B 2 , it induces a spectral decomposition into a direct sum of subcomplexes for any λ ≥ 0.
The scalar product on D 
]). There is a canonical isomorphism
is the Laplacian associated to the complex (D
min ). Note the difference to the sign convention of [RS] . However we are consistent with [BK2] .
The Ray-Singer norm on DetH * (D min , ∇ min ) is then defined by
With a completely analogous construction we obtain the Ray-Singer norm on the determinant line DetH
Both constructions turn out to be independent of the choice of λ ≥ 0, which follows from arguments analogous to those in the proof of Proposition 3.17. In fact we get for 0 ≤ λ < µ: (λ,µ] (∇ min/max ), which implies that the Ray-Singer norms are well-defined. Furthermore by the arguments in [Mu, Theorem 2.6 ] the norms do not depend on the metric structures in the interior of the manifold.
Remark 5.1. Note that the Ray-Singer analytic torsion considered in [V] and [Lü] differs from our setup in the sign convention and by the absence of factor 1/2.
We can apply the same construction to the Laplacian of the complex ( D, ∇) introduced in Definition 3.4
Similarly we obtain
This "doubled" Ray-Singer norm is naturally related to the previous two norms in (5.1) and (5.2). There is a canonical "fusion isomorphism", cf. [BK2, (2.18) ] for general complexes of finite dimensional vector spaces
Further we have by the definition of ( D, ∇) following relation between the scalar analytic torsions:
Combining (5.4) and (5.5) we end up with a relation between norms
The next theorem provides a motivation for viewing ρ an (∇) as a refinement of the Ray-Singer torsion. 
Proof. Recall from the assertion of Theorem 4.4
Flatness of h E implies by construction that B 2 = △ rel ⊕ △ abs and hence Furthermore we know from [BK2, Lemma 4.5] , which is a general result for complexes of finite-dimensional vector spaces,
Now the assertion follows by combining the definition of the refined analytic torsion with (5.7), (5.8) and the fact that the additional terms annihilating the metric anomaly are all of norm one. In fact we have:
If the Hermitian metric is not flat, the situation becomes harder. In the setup of closed manifolds M. Braverman and T. Kappeler performed a deformation procedure in [BK2, Section 11] and proved in this way the relation between the RaySinger norm and the refined analytic torsion in [BK2, Theorem 11.3] .
Unfortunately the deformation argument is not local and the arguments in [BK2] do not apply in the setup of manifolds with boundary. Nevertheless we can derive appropriate result by relating our discussion to the closed double manifold.
Assume the metric structures (g M , h E ) to be product near the boundary ∂M . The issues related to the product structures are discussed in detail in [BLZ, Section 2] . More precisely, we identify using the inward geodesic flow a collar neighborhood U ⊂ M of the boundary ∂M diffeomorphically with [0, ǫ) × ∂M, ǫ > 0. Explicitly we have the diffeomorphism
where γ p is the geodesic flow starting at p ∈ ∂M and γ p (t) is the geodesics from p of length t ∈ [0, ǫ). The metric g M is product near the boundary, if over U it is given under the diffeomorphism φ :
The diffeomorphism U ∼ = [0, ǫ) × ∂M shall be covered by a bundle isomorphism φ : E| U → [0, ǫ) × E| ∂M . The fiber metric h E is product near the boundary, if it is preserved by the bundle isomorphism, i.e.
The assumption of product structures guarantees that the closed double manifold
is a smooth closed Riemannian manifold and the Hermitian vector bundle (E, h E ) extends to a smooth Hermitian vector bundle (E, h E ) over the manifold M.
Moreover we assume the flat connection ∇ on E to be in temporal gauge. The precise definition of a connection in temporal gauge and the proof of the fact that each flat connection is gauge-equivalent to a flat connection in temporal gauge, are provided in [BV4, ] .
The assumption on ∇ to be a flat connection in temporal gauge is required in the present context to guarantee that ∇ extends to a smooth flat connection D on E, with D| M = ∇. 
Proof. By assumption we obtain a closed Riemannian double manifold (M, g M ) and a flat Hermitian vector bundle (E, D, h E ) over M with a flat Hermitian metric h E . Denote by (D, D) the unique boundary conditions (see [BL1] ) of the twisted de Rham complex (Ω * (M, E), D). Denote the closure of Ω * (M, E) with respect to the L 2 −scalar product defined by
The Riemannian metric g M gives rise to the Hodge star operator * and we set
which extends to a self-adjoint involution on L 2 * (M, E). We define the odd signature operator B of the Hilbert complex (D, D):
This is precisely the odd-signature operator associated to the closed manifold M, as used in the construction of [BK1, BK2] .
Note that we now have two triples: the triple (D, G, B) associated to the closed manifold M and the triple ( ∇, Γ, B) associated to (M, ∂M ), as defined in Subsection 3.
Consider now the diffeomorphic involution on the closed double
interchanging the two copies of M . It gives rise to an isomorphism of Hilbert complexes
which is an involution as well. We get a decomposition of (D, D) into the (±1)-eigenspaces of α * , which form subcomplexes of the total complex:
where the upper-indices ± refer to the (±1)-eigenspaces of α * , respectively.
The central property of the decomposition, by similar arguments as in [BL1, Theorem 4.1], lies in the following observation
By the symmetry of the elements in D ± we obtain the following natural isomorphism of complexes:
which extends to an isometry with respect to the natural L 2 −structures. Using the relations
we obtain with ∆ and △, denoting respectively the Laplacians of the complexes
Hence the odd-signature operators B, B as well as the Laplacians ∆, △ are spectrally equivalent. Consider the spectral projections Π B 2 , [0,λ] and Π B 2 , [0,λ] , λ ≥ 0 of B and B respectively, associated to eigenvalues of absolute value in [0, λ] . By the spectral equivalence B and B we find
Hence the isomorphism Φ reduces to an isomorphism of finite-dimensional complexes:
Moreover Φ λ induces an isometric identification of the corresponding determinant lines, which we denote again by Φ λ , by a minor abuse of notation
where we use the notation for determinant lines of finite-dimensional complexes in [BK2, Section 1.1]. By Corollary 3.15 we have the canonical identifications of determinant lines
The determinant lines on the left hand side of both identifications carry the natural L 2 −Hilbert structure. Denote the norms on det H * (D, D) and det H * ( D, ∇) which turn both identifications into isometries, by · λ and · ∼ λ , respectively. Then we can view Φ λ as where ρ an (D) denotes the refined analytic torsion as defined by M. Braverman and T. Kappeler in [BK2] and ρ an (∇) denotes the refined analytic torsion in the sense of the present discussion.
The statement now follows from [BK2, Theorem 11.3 ].
In the setup of the previous theorem we can improve the sign indeterminacy of ρ an (∇) as follows:
Remark 5.5. The interdeterminacy of ρ an (∇) modulo multiplication by the factor e iπrkE in fact corresponds and is even finer than the general indeterminacy in the construction of M. Braverman and T. Kappeler on closed manifolds, see [BK2, Remark 9.9 and Remark 9 .10].
Open Problems

Ideal Boundary Conditions
As explained in the introduction, the approach of Braverman and Kappeler in [BK1, BK2] requires ideal boundary conditions for the twisted de Rham complex, which turn it into a Fredholm complex with Poincare duality and further provide elliptic boundary conditions for the associated odd-signature operator, viewed as a map between the even forms. In our construction we pursued a different strategy, however the question about existence of such boundary conditions remains.
This question was partly discussed in [BL1] . In view of [BL1, Lemma 4 .3] it is not even clear whether ideal boundary conditions exist, satisfying Poincare duality and providing a Fredholm complex. For the approach of Braverman and Kappeler we need even more: the ideal boundary conditions need to provide elliptic boundary conditions for the odd-signature operator. We arrive at the natural open question, whether such boundary conditions exist.
Conical Singularities
Another possible direction for the discussion of refined analytic torsion is the setup of compact manifolds with conical singularities. At the conical singularity the question of appropriate boundary conditions is discussed in [Ch2], as well as in [BL2] .
It turns out that on odd-dimensional manifolds with conical singularities the topological obstruction is given by H ν (N ), where N is the base of the cone and ν = dim N/2. If 
Combinatorial Counterpart
Let us recall that the definition of the refined analytic torsion in [BK1, BK2] was partly motivated by providing analytic counterpart of the refined combinatorial torsion, introduced by V. Turaev in [Tu1] .
In his work V. Turaev introduced the notion of Euler structures and showed how it is applied to refine the concept of Reidemeister torsion by removing the ambiguities in choosing bases needed for construction. Moreover, Turaev observed in [Tu2] that on three-manifolds a choice of an Euler structure is equivalent to a choice of a Spin c -structure.
Both, the Turaev-torsion and the Braverman-Kappeler refined torsion are holomorphic functions on the space of representations of the fundamental group on GL(n, C), which is a finite-dimensional algebraic variety. Using methods of complex analysis, Braverman and Kappeler computed the quotient between their and Turaev's construction.
A natural question is whether this procedure has an appropriate equivalent for our proposed refined analytic torsion on manifolds with boundary. In our view this question can be answered affirmatively.
Indeed, by similar arguments as in [BK1, BK2] the proposed refined analytic torsion on manifolds with boundary can also be viewed as an analytic function on the finite-dimensional variety of representations of the fundamental group.
For the combinatorial counterpart note that M. Farber introduced in [Fa] the concept of Poincare-Reidemeister metric, where using Poincare-duality in the similar spirit as in our construction, he constructed an invariantly defined Reidemeister torsion norm for non-unimodular representations. Further M. Farber and V. Turaev elaborated jointly in [FaTu] the relation between their concepts and introduced the refinement of the Poincare-Reidemeister scalar product.
The construction in [Fa] extends naturally to manifolds with boundary by similar means as in our definition of refined analytic torsion. This provides a combinatorial torsion norm on compact manifolds, well-defined without unimodularity assumption. It can then be refined in the spirit of [FaTu] . This would naturally provide the combinatorial counterpart for the presented refined analytic torsion.
