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EXPLICIT FORMULAS OF A GENERALIZED RAMANUJAN SUM
PATRICK KU¨HN AND NICOLAS ROBLES
Abstract. Explicit formulas involving a generalized Ramanujan sum are derived. An analogue
of the prime number theorem is obtained and equivalences of the Riemann hypothesis are shown.
Finally, explicit formulas of Bartz are generalized.
1. Introduction
In [13] Ramanujan introduced the following trigonometrical sum.
Definition 1.1. The Ramanujan sum is defined by
cq(n) =
∑
(h,q)=1
e2πinh/q,(1.1)
where q and n are in N and the summation is over a reduced residue system mod q.
Many properties were derived in [13] and elaborated in [8]. Cohen [3] generalized this arithmetical
function in the following way.
Definition 1.2. Let β ∈ N. The c(β)q (n) sum is defined by
c(β)q (n) =
∑
(h,qβ)β=1
e2πinh/q
β
,(1.2)
where h ranges over the non-negative integers less than qβ such that h and qβ have no common
β-th power divisors other than 1.
It follows immediately that when β = 1, (1.2) becomes the Ramanujan sum (1.1). Among the
most important properties of c
(β)
q (n) we mention that it is a multiplicative function of q, i.e.
c(β)pq (n) = c
(β)
p (n)c
(β)
q (n), (p, q) = 1.
The purpose of this paper is to derive explicit formulas involving c
(β)
q (n) in terms of the non-trivial
zeros ρ of the Riemann zeta-function and establish arithmetic theorems.
Definition 1.3. Let z ∈ C. The generalized divisor function σ(β)z (n) is the sum of the zth powers
of those divisors of n which are βth powers of integers, i.e.
σ(β)z (n) =
∑
dβ |n
dβz.
The object of study is the following.
Definition 1.4. For x ≥ 1, we define
C
(β)(n, x) =
∑
q6x
c(β)q (n).
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For technical reasons we set
(1.3) C♯,(β)(n, x) =
{
C
(β)(n, x), if x /∈ N,
C
(β)(n, x)− 12c
(β)
x (n), if x ∈ N.
The explicit formula for C♯,(β)(n, x) is then as follows.
Theorem 1.1. Let ρ and ρm denote non-trivial zeros of ζ(s) of multiplicity 1 and m ≥ 2 respec-
tively. Fix integers β, n. There is an 1 > ε > 0 and a T0 = T0(ε) such that (2.1) and (2.2) hold
for a sequence Tν and
C
♯,(β)(n, x) = −2σ(β)1 (n) +
∑
|γ|<Tν
σ
(β)
1−ρ/β(n)
ζ ′(ρ)
xρ
ρ
+KTν (x)−
∞∑
k=1
(−1)k(2π/x)2k
(2k)!kζ(2k + 1)
σ
(β)
1+2k/β(n) +ETν (x),
where the error term satisfies
ETν (x)≪
x log x
T 1−εν
,
and where for the zeros of multiplicity m ≥ 2 we have
KTν (x) =
∑
m>2
∑
|γm|<Tν
κ(ρm, x), κ(ρm, x) =
1
(m− 1)! lims→ρm
dm−1
dsm−1
(
(s− ρm)m
σ
(β)
1−s/β(n)
ζ(s)
xs
s
)
.
Moreover, in the limit ν →∞ we have
C
♯,(β)(n, x) = −2σ(β)1 (n) + limν→∞
∑
|γ|<Tν
σ
(β)
1−ρ/β(n)
ζ ′(ρ)
xρ
ρ
+ lim
ν→∞
KTν (x)−
∞∑
k=1
(−1)k(2π/x)2k
(2k)!kζ(2k + 1)
σ
(β)
1+2k/β(n).
The next result is a generalization of a well-known theorem of Ramanujan which is of the same
depth as the prime number theorem.
Theorem 1.2. For fixed β and n in N, we have
σ
(β)
1−s/β(n)
ζ(s)
=
∞∑
q=1
c
(β)
q (n)
qs
(1.4)
at all points on the line Re(s) = 1.
Corollary 1.1. Let β ∈ N. One has that
(1.5)
∞∑
q=1
c
(β)
q (n)
q
= 0, β ≥ 1, and
∞∑
q=1
c
(β)
q (n)
qβ
=
{
σ
(β)
0 (n)
ζ(β) if β > 1,
0 if β = 1.
In particular
∞∑
q=1
cq(n)
q
= 0 and
∞∑
q=1
µ(q)
q
= 0.(1.6)
It is possible to further extend the validity of (1.5) deeper into the critical strip, however, this is
done at the cost of the Riemann hypothesis.
Theorem 1.3. Let β, n ∈ N. The Riemann hypothesis is true if and only if
∞∑
q=1
c
(β)
q (n)
qs
(1.7)
is convergent and its sum is σ
(β)
1−s/β(n)/ζ(s), for every s with σ >
1
2 .
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This is a generalization of a theorem proved by Littlewood (see [10] and §14.25 of [14]) for the
special case where n = 1.
Theorem 1.4. A necessary and sufficient condition for the Riemann hypothesis is
(1.8) C(β)(n, x)≪n,β x
1
2
+ε
for every ε > 0.
We recall that the von Mangolt function Λ(n) may be defined by
Λ(n) =
∑
dδ=n
µ(d) log δ.
Since c
(β)
q (n) is a generalization of the Mo¨bius function, we wish to construct a new Λ(n) that
incorporates the arithmetic information encoded in the variable q and the parameter β.
Definition 1.5. For β, k,m ∈ N the generalized von Mangoldt function is defined as
Λ
(β)
k,m(n) =
∑
dδ=n
c
(β)
d (m)log
kδ.
We note the special case Λ
(1)
1,1(n) = Λ(n). We will, for the sake of simplicity, work with k = 1.
The generalization for k > 1 requires dealing with results involving (computable) polynomials of
degree k − 1, see for instance §12.4 of [5] as well as [6] and [7].
Definition 1.6. The generalized Chebyshev function ψ
(β)
m (x) and ψ
♯,(β)
m (x) are defined by
ψ(β)m (x) =
∑
n6x
Λ
(β)
1,m(n), and ψ
♯,(β)
m (x) =
1
2
(ψ(β)m (x
+) + ψ(β)m (x
−)).
for β,m ∈ N.
The explicit formula for the generalized Chebyshev function is given by the following result.
Theorem 1.5. Let c > 1, β ∈ N, x > m, T ≥ 2 and let 〈x〉β denote the distance from x to the
nearest interger such that Λβ1,m(n) is not zero (other than x itself). Then
ψ♯,(β)m (x) = σ
(β)
1−1/β(m)x−
∑
|γ|6T
σ
(β)
1−ρ/β(m)
xρ
ρ
− σ(β)1 (m) log(2π)−
∞∑
k=1
σ
(β)
1+2k/β(m)
x−2k
2k
+R(x, T ),
where
R(x, T )≪ xεmin
(
1,
x
T 〈x〉β
)
+
x1+ε log x
T
+
xlog2T
T
,
for all ε > 0.
Taking into account the standard zero-free region of the Riemann-zeta function we obtain
Theorem 1.6. One has that
|ψ(β)m (x)− σ(β)1−1/β(m)x| ≪ x1+εe−c2(log x)
1/2
,
for β ∈ N.
Moreover, on the Riemann hypothesis, one naturally obtains a better error term.
Theorem 1.7. Assume RH. For β ∈ N one has that
ψ(β)m (x) = σ
(β)
1−1/β(m)x+O(x
1/2+ε)
for each ε > 0.
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Our next set of results is concerned with a generalization of a function introduced by Bartz [1, 2].
The function introduced by Bartz was later used by Kaczorowski in [9] to study sums involving the
Mo¨bius function twisted by the cosine function. Let us set H = {x+ iy, x ∈ R, y > 0}.
Definition 1.7. Suppose that z ∈ H, we define the ̟ function by
̟(β)n (z) = limm→∞
∑
ρ
0<Im ρ<Tm
σ
(β)
1−ρ/β(n)
ζ ′(ρ)
eρz.(1.9)
The goal is to describe the analytic character of ̟
(β)
n (z). Specifically, we will construct its
analytic continuation to a meromorphic function of z on the whole complex plane and prove that
it satisfies a functional equation. This functional equation takes into account values of ̟
(β)
n (z) at
z and at z¯; therefore one may deduce the behavior of ̟
(β)
n (z) for Im(z) < 0. Finally, we will study
the singularities and residues of ̟
(β)
n (z).
Theorem 1.8. The function ̟
(β)
n (z) is holomorphic on the upper half-plane H and for z ∈ H we
have
2πi̟(β)n (z) = ̟
(β)
1,n(z) +̟
(β)
2,n(z)− e3z/2
∞∑
q=1
c
(β)
q (n)
q3/2(z − log q)
where the last term on the right hand-side is a meromorphic function on the whole complex plane
with poles at z = log q whenever c
(β)
q (n) is not equal to zero. Moreover,
̟
(β)
1,n(z) =
w −1/2
−1/2+i∞
σβ1−s/β(n)
ζ(s)
eszds
is analytic on H and
̟
(β)
2,n(z) =
w 3/2
−1/2
σβ1−s/β(n)
ζ(s)
eszds
is regular on C.
Remark 1.1. This is done on the assumption that the non-trivial zeros are all simple. This is
done for the sake of clarity, since straightforwad modifications are needed to relax this assumption.
See §8 for further details.
Theorem 1.9. The function ̟
(β)
n (z) can be continued analytically to a meromorphic function on
C which satisfies the functional equation
̟(β)n (z) +̟
(β)
n (z¯) = A
(β)
n (z) = −
∞∑
q=1
µ(q)
q
∞∑
k=0
1
k!
{(
e−z
2πi
q
)k
+
(
−e−z 2πi
q
)k}
σ
(β)
1+k/β(n),(1.10)
where the function A
(β)
n (z) is entire and satisfies
A(β)n (z) = 2
∞∑
k=1
(−1)k(2π)2k
(2k)!
e−2kzσ
(β)
1+k/β(n)
ζ(1 + 2k)
.
Theorem 1.10. The only singularities of ̟
(β)
n (z) are simple poles at the points z = log q on the
real axis, where q is an integer such that c
(β)
q (n) 6= 0, with residue
res
z=logn
̟(β)n (z) = −
1
2πi
c(β)q (n).
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2. Proof of Theorem 1.1
In order to obtain unconditional results we use an idea put forward by Bartz [2]. The key is to
use the following result of Montgomery, see [11] and Theorem 9.4 of [5].
Lemma 2.1. For any given ε > 0 there exists a real T0 = T0(ε) such that for T ≥ T0 the following
holds: between T and 2T there exists a value of t for which
|ζ(σ ± it)|−1 < c1tε for − 1 ≤ σ ≤ 2,
with an absolute constant c1 > 0.
That is, for each ε > 0, there is a sequence Tν , where
(2.1) 2ν−1T0(ε) ≤ Tν ≤ 2νT0(ε), ν = 1, 2, 3, . . .
such that
(2.2) |ζ(σ ± iTν)|−1 < c1T εν for − 1 ≤ σ ≤ 2.
Finally, towards the end we will need the following bracketing condition: Tm (m ≤ Tm ≤ m + 1)
are chosen so that
(2.3) |ζ(σ + iTm)|−1 < T c1m
for −1 ≤ σ ≤ 2 and c1 is an absolute constant. The existence of such a sequence of Tm is guaranteed
by Theorem 9.7 of [14], which itself is a result of Valiron, [15].
We will use either bracketing (2.1)-(2.2) or (2.3) depending on the necessity. These choices will
lead to different bracketings of the sum over the zeros in the various explicit formulas appearing in
the theorems of this note.
The first immediate result is as follows.
Lemma 2.2. The generalized divisor function σ
(β)
z (n) satisfies the following bound for z ∈ C, n ∈ N
|σ(β)z (n)| ≤ σ(β)Re(z)(n) ≤ nβmax(0,Re(z))+1.
In [3] the following two properties of c
(β)
q (n) are derived.
Lemma 2.3. For β and n integers one has
c(β)q (n) =
∑
d|q
dβ |n
µ
(q
d
)
dβ
where µ denotes the Mo¨bius function.
Lemma 2.4. For Re(s) > 1 and β ∈ N one has
∞∑
q=1
c
(β)
q (n)
qβs
=
σ
(β)
1−s(n)
ζ(βs)
.
From Lemma 2.3 one has the following bound
|c(β)q (n)| 6
∑
d|q
dβ |n
dβ 6
∑
dβ |n
dβ = σ
(β)
1 (n).
Suppose x is a fixed non-integer. Let us now consider the positively oriented path C made up of
the line segments [c − iT, c + iT,−2N − 1 + iT,−2N − 1 − iT ] where T is not the ordinate of a
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non-trivial zero. We set aq = c
(β)
q (n) and we use the lemma in §3.12 of [14] to see that we can take
ψ(q) = σ
(β)
1 (n). We note that for σ > 1 we have
∞∑
q=1
|c(β)q (n)|
qσ
6 σ
(β)
1 (n)
∞∑
q=1
1
qσ
= σ
(β)
1 (n)ζ(σ)≪
1
σ − 1
so that α = 1. Moreover, if in that lemma we put s = 0, c = 1+1/ log x and w replaced by s, then
we obtain
C
(β)
0 (n, x) =
1
2πi
w c+iT
c−iT
σ
(β)
1−s/β(n)
ζ(s)
xs
s
ds + E1,T (x),
where E1,T (x) is an error term that will be evaluated later. If x is an integer, then
1
2c
(β)
x (n) is to
be substracted from the left-hand side. Then, by residue calculus we have
1
2πi
z
C
σ
(β)
1−s/β(n)
ζ(s)
xs
s
ds = R0 +Rρ(T ) + K(x, T ) +R−2k(N),
where each term is given by the residues inside C
R0 = res
s=0
σ
(β)
1−s/β(n)
ζ(s)
xs
s
= −2σ(β)1 (n),
and for k = 1, 2, 3, · · · we have
R−2k(N) =
N∑
k=1
res
s=−2k
σ
(β)
1−s/β(n)
ζ(s)
xs
s
=
N∑
k=1
σ
(β)
1+2k/β(n)
ζ ′(−2k)
x−2k
−2k =
N∑
k=1
(−1)k−1(2π/x)2k
(2k)!kζ(2k + 1)
σ
(β)
1+2k/β(n).
For the non-trivial zeros we must distinguish two cases. For the simple zeros ρ we have
Rρ(T ) =
∑
|γ|<T
res
s=ρ
σ
(β)
1−s/β(n)
ζ(s)
xs
s
=
∑
|γ|<T
σ
(β)
1−ρ/β(n)
ζ ′(ρ)
xρ
ρ
,
and by the formula for the residues of order m we see that K(x, T ) is of the form indicated in the
statement of the theorem. We now bound the vertical integral on the far left
w −2N−1+iT
−2N−1−iT
σ
(β)
1−s/β(n)
ζ(s)
xs
s
ds =
w 2N+2+iT
2N+2−iT
σ
(β)
1−(1−s)/β(n)
ζ(1− s)
x1−s
1− sds
=
w 2N+2+iT
2N+2−iT
x1−s
1− s
σ
(β)
1−(1−s)/β(n)2
s−1πs
cos(πs2 )Γ(s)
1
ζ(s)
ds
≪
w T
−T
1
T
(
2π
x
)2N+2
e(2N+3) log(n)+2N+2−(2N+
3
2 ) log(2N+2)dt,
since by the use of Lemma 2.2 we have σ
(β)
1−(1−s)/β(n)≪ σ
(β)
1−(1−2−2N)/β(n)≪ n2N+3. This tends to
zero as N →∞, for a fixed T and a fixed n. Hence we are left with
C
(β)
0 (n, x) = −2σ(β)1 (n) +
∑
|γ|<T
σ
(β)
1−ρ/β(n)
ζ ′(ρ)
xρ
ρ
+K(x, T )
+
∞∑
k=1
(−1)k−1(2π/x)2k
(2k)!kζ(2k + 1)
σ
(β)
1+2k/β(n) +
1
2πi
(w −∞−iT
c−iT
+
w c+iT
−∞+iT
)σ(β)1−s/β(n)
ζ(s)
xs
s
ds −E1,T (x)
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= −2σ(β)1 (n) +
∑
|γ|<T
σ
(β)
1−ρ/β(n)
ζ ′(ρ)
xρ
ρ
+K(x, T ) +
∞∑
k=1
(−1)k−1(2π/x)2k
(2k)!kζ(2k + 1)
σ
(β)
1+2k/β(n)
+ E2,T (x)− E1,T (x),
where the last two terms are to be bounded. For the second integral, we split the range of integration
in (−∞+ iT,−1 + iT ) ∪ (−1 + iT, c+ iT ) and we write
w −1+iT
−∞+iT
σ
(β)
1−s/β(n)
ζ(s)
xs
s
ds =
w ∞+iT
2+iT
σ
(β)
1−(1−s)/β(n)
ζ(1− s)
x1−s
1− sds
=
w ∞+iT
2+iT
x1−s
1− s
σ
(β)
1−(1−s)/β(n)2
s−1πs
cos(πs2 )Γ(s)
1
ζ(s)
ds
≪
w ∞
2
1
T
(
2π
x
)σ
e((β+σ) logn+σ−(σ−
1
2 ) log σdσ ≪ 1
Tx2
.
We can now choose for each ε > 0, T = Tν satisfying (2.1) and (2.2) such that
1
ζ(s)
≪ tε, 1
2
6 σ 6 2, t = Tν .
Thus the other part of the integral is
w c+iTν
−1+iTν
σ
(β)
1−s/β(n)
ζ(s)
xs
s
ds≪
w min(β,c)
−1
T ε−1ν e
(β−σ+1) lognxσdσ +
w c
min(β,c)
T ε−1ν x
σdσ ≪ xT ε−1ν .
The integral over (2 − iTν ,−∞ − iTν) is dealt with similarly. It remains to bound E1,Tν (x), i.e.
the three error terms on the right-hand side of (3.12.1) in [14] . We have ψ(q) = σ
(β)
1 (n), s = 0,
c = 1 + 1log x and α = 1. Inserting these yields
ETν (x) = E2,Tν (x)− E1,Tν (x)
≪ xT ε−1ν +
x log x
Tν
+
xσβ1 (n) log x
Tν
+
xσβ1 (n)
Tν
≪ x log x
T 1−εν
.
If we assume that all non-trivial zeros are simple then term KTν (x) disappears. Theorem 1.1 can
be illustrated by plotting the explicit formula as follows.
Figure 2.1. In blue: C♯,(1)(12, x), in red: the main terms of Theorem 1.1 with 5
and 25 pairs of zeros and 5 ≤ x ≤ 100.
Increasing the value of β does not affect the match. For β = 2:
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Figure 2.2. In blue: C♯,(2)(24, x), in red: the main terms of Theorem 1.1 with 5
and 25 pairs of zeros and 1 ≤ x ≤ 100.
For β = 3 we have the same effect
Figure 2.3. In blue: C♯,(3)(810, x), in red: the main terms of Theorem 1.1 with 5
and 25 pairs of zeros and 1 ≤ x ≤ 100.
3. Proof of Theorem 1.2 and Corollary 1.1
We shall use the lemma in §3.12 of [14]. Take aq = c(β)q (n), α = 1 and let x be half an odd
integer. Let s = 1 + it, then
∑
q<x
c
(β)
q (n)
qs
=
1
2πi
w c+iT
c−iT
σ
(β)
1−(s+w)/β(n)
ζ(s+ w)
xw
w
dw +O
(
xc
Tc
)
+O
(
1
T
σ
(β)
1 (n) log x
)
=
σ
(β)
1−s/β(n)
ζ(s)
+
1
2πi
(w −δ−iT
c−iT
+
w −δ+iT
−δ−iT
+
w c+iT
−δ+iT
)σ(β)1−(s+w)/β(n)
ζ(s+ w)
xw
w
dw,
where c > 0 and δ is small enough that ζ(s+ w) has no zeros for
Re(w) > −δ, | Im(s+ w)| = |t+ Im(w)| 6 |t|+ T.
It is known from §3.6 of [14] that ζ(s) has no zeros in the region σ > 1 − A log−9 t, where A is a
positive constant. Thus, we can take δ = A log−9 T . The contribution from the vertical integral is
given by
w −δ+iT
−δ−iT
σ
(β)
1−(s+w)/β(n)
ζ(s+ w)
xw
w
dw ≪ x−δnδlog7T
w T
−T
dv√
δ2 + v2
≪ x−δnδlog8T.
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For the top horizontal integral we get
w c+iT
−δ+iT
σ
(β)
1−(s+w)/β(n)
ζ(s+ w)
xw
w
dw ≪ log
7T
T
(w min(c,β−1)
−δ
nβ−uxudu+
w c
min(c,β−1)
xudu
)
≪ log
7T
T
xc
(w min(c,β−1)
−δ
nβ−udu+ c
)
≪ log
7 T
T
xcnδ,
provided x > 1. For the bottom horizontal integral we proceed the same way. Consequently, we
have the following
∑
q<x
c
(β)
q (n)
qs
−
σ
(β)
1−s/β(n)
ζ(s)
≪ x
c
Tc
+
1
T
σ
(β)
1 (n) log x+ x
−δnδlog8T +
log7T
T
xcnδ.
Now, we choose c = 1/ log x so that xc = e. We take T = exp{(log x)1/10} so that log T =
(log x)1/10, δ = A(log x)−9/10 and xδ = TA. Then it is seen that the right-hand side tends to zero
as x→∞ and the result follows.
Corollary 1.1 follows by Lemma 2.4 for β ≥ 1 and, by Theorem (1.2) with Re(s) ≥ 1. If s = 1
then the first equation follows. If in (1.4) we set s = 1 then the second equation follows. Setting
s = β = 1 yields the third equation. Finally, putting n = 1 in the third equation yields the fourth
equation.
The plots of Corollary 1.1 are illustrated below.
200 400 600 800 1000
-0.05
0.05
0.10
200 400 600 800 1000
-0.06
-0.04
-0.02
0.02
0.04
0.06
Figure 3.1. Plot of
∑x
q=1 c
(1)
q (24)/q and of
∑x
q=1 c
(2)
q (24)/q for 1 ≤ x ≤ 1000.
200 400 600 800 1000
-0.00015
-0.00010
-0.00005
0.00005
0.00010
0.00015
200 400 600 800 1000
-1.´10-6
-5.´10-7
5.´10-7
1.´10-6
Figure 3.2. Plot of
∑x
q=1 c
(2)
q (24)/q2 − σ(2)0 (24)/ζ(2) and of
∑x
q=1 c
(3)
q (24)/q3 −
σ
(3)
0 (24)/ζ(3) for 1 ≤ x ≤ 1000.
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4. Proof of Theorem 1.3
In the lemma of §3.12 of [14], take aq = c(β)q (n), f(s) = σ(β)1−s/β(n)/ζ(s), c = 2, x half an odd
integer. Then
∑
q<x
c
(β)
q (n)
qs
=
1
2πi
w 2+iT
2−iT
σ
(β)
1−(s+w)/β(n)
ζ(s+ w)
xw
w
dw +O
(
x2
T
)
=
1
2πi
(w 1
2−σ+δ−iT
2−iT
+
w 1
2−σ+δ+iT
1
2−σ+δ−iT
+
w 2+iT
1
2−σ+δ+iT
)σ(β)1−(s+w)/β(n)
ζ(s+w)
xw
w
dw
+
σ
(β)
1−s/β(n)
ζ(s)
+O
(
x2
T
)
,
where 0 < δ < σ − 12 . If we assume RH, then ζ(s)≪ tε for σ ≥ 12 and ∀ε > 0 so that the first and
third integrals are
≪ T−1+ε
(w min(β−σ,2)
1
2−σ+δ
nβ−σ+vxvdv +
w 2
min(β−σ,2)
xvdv
)
≪ T−1+εx2,
provided x > 1. The second integral is
≪ x12−σ+δnβ+δ+1
w T
−T
(1 + |t|)−1+εdt≪ x12−σ+δT ε.
Thus we have ∑
q<x
c
(β)
q (n)
qs
=
σ
(β)
1−s/β(n)
ζ(s)
+O(x
1
2−σ+δT ε) +O(x2T ε−1).
Taking T = x3 the O-terms tend to zero as x → ∞, and the result follows. Conversely, if (1.7)
is convergent for σ > 12 , then it is uniformly convergent for σ ≥ σ0 > 12 , and so in this region it
represents an analytic function, which is σ
(β)
1−s/β(n)/ζ(s) for σ > 1 and so throughout the region.
This means that the Riemann hypothesis is true and the proof is now complete.
5. Proof of Theorem 1.4
In the lemma of §3.12 of [14], take aq = c(β)q (n), f(w) = σ(β)1−w/β(n)/ζ(w), c = 2, s = 0, δ > 0
and x half an odd integer. Then
C
(β)(n, x) =
∑
q<x
c(β)q (n) =
1
2πi
w 2+iT
2−iT
σ
(β)
1−w/β(n)
ζ(w)
xw
w
dw +O
(
x2σ
(β)
1 (n)
T
)
=
1
2πi
(w 1
2+δ−iT
2−iT
+
w 1
2+δ+iT
1
2+δ−iT
+
w 2+iT
1
2+δ+iT
)σ(β)1−w/β(n)
ζ(w)
xw
w
dw +O
(
x2
T
)
≪
w T
−T
x1/2+δσ
(β)
1−( 1
2
+δ)/β
(n)(1 + |t|)ε−1dt+ T ε−1x2σ(β)
1−( 1
2
+δ)/β
(n) +
x2
T
≪ T εx1/2+δ + T ε−1x2 + x
2
T
.
If we take T = x2, then
C
(β)(n, x)≪ x1/2+ε′ .
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for ε′ = 2ε+ δ > 0 and (1.8) follows. Conversely, if (1.8) holds, then by Abel summation
∑
q≤x
c
(β)
q (n)
qs
≪ C(β)(n, x)x−σt+
w x
1
C
(β)(n, t)t−σ−1dt≪ x 12−σ+ε
converges as x→∞ for σ > 12 , and thus the Riemann hypothesis follows.
6. Proof of Theorem 1.5
First, the Dirichlet series are given by the following result.
Lemma 6.1. For Re(s) > 1 and β, k ∈ N one has
∞∑
n=1
Λ
(β)
k,m(n)
ns
= (−1)kσ(β)1−s/β(m)
ζ(k)(s)
ζ(s)
,
where ζ(k)(s) is the kth derivative of the Riemann zeta-function.
Proof. By Lemma 2.4, and
∞∑
n=1
logk n
ns
= (−1)kζ(k)(s)
for Re(s) > 1, the result follows by Dirichlet convolution. 
From Lemma 6.1 we deduce that
Λ
(β)
1,m(n)≪ nε
for each ε > 0, otherwise the sum would not be absolutely convergent for Re(s) > 1. It is known,
see for instance Lemma 12.2 of [12], that for each real number T ≥ 2 there is a T1, T ≤ T1 ≤ T +1,
such that
ζ ′
ζ
(σ + iT1)≪ (log T )2
uniformly for −1 ≤ σ ≤ 2. By using Perron’s inversion formula with σ0 = 1 + 1/ log x we obtain
ψ
(β)
0,m(x) = −
1
2πi
w σ0+iT1
σ0−iT1
σ
(β)
1−s/β(m)
ζ ′
ζ
(s)
xs
s
ds+R1,
where
R1 ≪
∑
x/2<n<2x
n 6=x
Λ
(β)
1,m(n)min
(
1,
x
T |x− n|
)
+
x
T
∞∑
n=1
Λ
(β)
1,m(n)
nσ0
.
The second sum is
−σ(β)1−σ0/β(m)
ζ ′
ζ
(σ0) ≍
σ
(β)
1−σ0/β
(m)
σ0 − 1 = σ
(β)
1−(1+1/ log x)/β(m) log x.
The term involving the generalized divisor function can be bounded in the following way:
σ
(β)
1−(1+1/ log x)/β(m) ≤ mβ+1/ log x
if 1log x ≤ β − 1, and ≤ m otherwise. In both cases, this is bounded in x. For the first sum we do
as follows. The terms for which x+ 1 ≤ n < 2x contribute an amount which is
≪
∑
x+16n<2x
x1+ε
T (n− x) ≪
x1+ε log x
T
.
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The terms for which x/2 < n ≤ x − 1 are dealt with in a similar way. The remaining terms for
which x− 1 < n < x+ 1 contribute an amount which is
≪ xεmin
(
1,
x
T 〈x〉β
)
,
therefore, the final bound for R1 is
R1 ≪ xεmin
(
1,
x
T 〈x〉β
)
+
x1+ε log x
T
.
We denote by N an odd positive integer and by D the contour consisting of line segments connecting
σ0 − iT1,−N − iT1,−N + iT1, σ0 + iT1. An application of Cauchy’s residue theorem yields
ψ
(β)
0,m(x) = M0 +M1 +Mρ +M−2k +R1 +R2
where the terms on the right-hand sides are the residues at s = 0, s = 1, the non-trivial zeros ρ
and at the trivial zeros −2k for k = 1, 2, 3, · · · , respectively, and where
R2 = − 1
2πi
z
D
σ
(β)
1−s/β(m)
ζ ′
ζ
(s)
xs
s
ds.
For the constant term we have
M0 = res
s=0
σ
(β)
1−s/β(m)
ζ ′
ζ
(s)
xs
s
= σ
(β)
1 (m)
ζ ′
ζ
(0) = σ
(β)
1 (m) log(2π),
and for the leading term
M1 = res
s=1
σ
(β)
1−s/β(m)
ζ ′
ζ
(s)
xs
s
= σ
(β)
1−1/β(m)x.
The fluctuaring term coming from the non-trivial zeros yields
Mρ =
∑
ρ
res
s=ρ
σ
(β)
1−s/β(m)
ζ ′
ζ
(s)
xs
s
=
∑
ρ
σ
(β)
1−ρ/β(m)
xρ
ρ
,
by the use of the logarithmic derivative of the Hadamdard product of the Riemann zeta-function,
and finally for the trivial zeros
M−2k =
∞∑
k=1
res
s=−2k
σ
(β)
1−s/β(m)
ζ ′
ζ
(s)
xs
s
=
∞∑
k=1
σ
(β)
1+2k/β(m)
x−2k
−2k .
Since |σ ± iT1| > T , we see, by our choice of T1, that
w σ0±iT1
−1±iT1
σ
(β)
1−s/β(m)
ζ ′
ζ
(s)
xs
s
ds≪ log
2T
T
(w min(β,σ0)
−1
( x
m
)σ
dσ +
w σ0
min(β,σ0)
xσdσ
)
≪ xlog
2T
T log x
≪ xlog
2T
T
.
Next, we invoke the following result, see Lemma 12.4 of [12]: if A denotes the set of points s ∈ C
such that σ ≤ −1 and |s+ 2k| ≥ 1/4 for every positive integer k, then
ζ ′
ζ
(s)≪ log(|s|+ 1)
uniformly for s ∈ A. This, combined with the fact that
log |σ ± iT1|
|σ ± iT1| ≪
log T
T
,
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gives us
w −1±iT1
−N±iT1
σ
(β)
1−s/β(m)
ζ ′
ζ
(s)
xs
s
ds≪ log T
T
w −1
−∞
( x
m
)σ
dσ ≪ log T
xT log x
≪ log T
T
.
Thus this bounds the horizontal integrals. Finally, for the left vertical integral, we have that
| −N + iT | ≥ N and by the above result regarding the bound of the logarithmic derivative we also
see that
w −N+iT1
−N−iT1
σ
(β)
1−s/β(m)
ζ ′
ζ
(s)
xs
s
ds≪ logNT
N
x−Nσ
(β)
1+N/β(m)
w T1
−T1
dt≪ T logNT
N
(m
x
)N
.
This last term goes to 0 as N →∞ since x > m.
7. Proof of Theorems 1.6 and 1.7
Let us denote by ρ = β∗ + iγ a non-trivial zero. For this, we will use the result that if |γ| < T ,
where T is large, then β∗ < 1−c1/ log T , where c1 is a positive absolute constant. This immediately
yields
|xρ| = xβ∗ < xe−c1 log x/ log T .
Moreover, |ρ| ≥ γ, for γ > 0. We recall that the number of zeros N(t) up to height t is (Chapter
18 of [4].)
N(t) =
t
2π
log
t
2π
− t
2π
+O(log t)≪ t log t.
We need to estimate the following sum
∑
0<γ<T
σ
(β)
1−γ/β(m)
γ
=
∑
1<γ<T
σ
(β)
1−γ/β(m)
γ
.
This is
≪
w T
1
σ
(β)
1−t/β(m)
t2
N(t)dt≪ m
w β
1
log t
t
dt+mβ+1
w T
β
log t
tmt
dt≪ log2T.
Therefore, ∑
|γ|<T
∣∣∣∣σ(β)1−ρ/β(m)xρρ
∣∣∣∣≪ x(log T )2e−c1 log x/ log T .
Without loss of generality we take x to be an integer in which case the error term of the explicit
formula of Theorem 1.5 becomes
R(x, T )≪ x
1+ε log x
T
+
xlog2T
T
.
Finally, we can bound the sum
∞∑
k=1
σ
(β)
1+2k/β(m)
x−2k
2k
≤ mβ+1
∞∑
k=1
m2k
x−2k
2k
=
1
2
mβ+1 log
(
1−
(
x
m
)−2)
= o(1).
Thus, we have the following
|ψ(β)m (x)− σ(β)1−1/β(m)x| ≪
x1+ε log x
T
+
xlog2T
T
+ x(log T )2e−c1 log x/ log T ,
for large x. Let us now take T as a function of x by setting (log T )2 = log x so that
|ψ(β)m (x)− σ(β)1−1/β(m)x| ≪ x1+ε log xe−(log x)
1/2
+ x(log x)e−c1(log x)
1/2 ≪ x1+εe−c2(log x)1/2 ,
for all ε > 0 provided that c2 is a suitable constant that is less than both 1 and c1.
14 PATRICK KU¨HN AND NICOLAS ROBLES
Next, if we assume the Riemann hypothesis, then |xρ| = x1/2 and the other estimate regarding∑
σ
(β)
1−γ/β(m)γ
−1 stays the same. Thus, the explicit formula yields
|ψ(β)m (x)− σ(β)1−1/β(m)x| = O
(
x1/2 log2 T +
x1+ε log x
T
+
xlog2T
T
)
provided that x is an integer. Taking T = x1/2 leads to
ψ(β)m (x) = σ
(β)
1−1/β(m)x+O(x
1/2log2x+ x1/2+ε log x) = σ
(β)
1−1/β(m)x+O(x
1/2+ε)
8. Proof of Theorem 1.8
We now look at the contour integral
Υ(β)(n, z) =
z
Ω
σ
(β)
1−s/β(n)
ζ(s)
eszds
taken around the path Ω = [−1/2, 3/2, 3/2 + iTn,−1/2 + iTn].
For the upper horizontal integral we have∣∣∣∣w 3/2+iTm−1/2+iTm
σ
(β)
1−s/β(n)
ζ(s)
eszds
∣∣∣∣ 6 w min(β,3/2)−1/2
∣∣∣∣σ
(β)
1−s/β(n)e
sz
ζ(σ + iTm)
∣∣∣∣dσ + w 3/2min(β,3/2)
∣∣∣∣σ
(β)
1−s/β(n)e
sz
ζ(σ + iTm)
∣∣∣∣dσ
≪ T c1m nβ+1e−Tmy
w min(β,3/2)
−1/2
n−σeσxdσ + ne−Tmy
w 3/2
min(β,3/2)
eσxdσ
→ 0
as m→∞. An application of Cauchy’s residue theorem yields
w −1/2
−1/2+i∞
σ
(β)
1−s/β(n)
ζ(s)
eszds+
w 3/2
−1/2
σ
(β)
1−s/β(n)
ζ(s)
eszds+
w 3/2+i∞
3/2
σ
(β)
1−s/β(n)
ζ(s)
eszds = 2πi̟(β)n (z),(8.1)
where for Im(z) > 0 we have
̟(β)n (z) = limm→∞
∑
ρ
0<Im ρ<Tm
1
(kρ − 1)!
dkρ−1
dskρ−1
[
(s− ρ)kρ
σ
(β)
1−s/β(n)
ζ(s)
esz
]
s=ρ
with kρ denoting the order of multiplicity of the non-trivial zero ρ of the Riemann zeta-function.
We denote by ̟
(β)
1,n(z) and by ̟
(β)
2,n(z) the first and second integrals on the left hand-side of (8.1)
respectively. If we operate under assumption that there are no multiple zeros, then the above can
be simplified to (1.9). This is done for the sake of simplicity, since dealing with this extra term
would relax this assumption.
If z ∈ H then by (8.1) one has
2πi̟(β)n (z) = ̟
(β)
1,n(z) +̟
(β)
2,n(z) +̟
(β)
3,n(z),
where the last term is given by the vertical integral on the right of the Ω contour
̟
(β)
3,n(z) =
w 3/2+i∞
3/2
σ
(β)
1−s/β(n)
ζ(s)
eszds.
By the use of the Dirichlet series of c
(β)
q (n) given in Lemma 2.4 and since we are in the region of
absolute convergence we see that
̟
(β)
3,n(z) =
∞∑
q=1
c(β)q (n)
w 3/2+i∞
3/2
esz−s log qds = −e3z/2
∞∑
q=1
c
(β)
q (n)
q3/2(z − log q) .
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By standard bounds of Stirling and the functional equation of the Riemann zeta-function we have
that
|ζ(−12 + it)| ≈ (1 + |t|)
as |t| → ∞. Therefore, we see that
|̟(β)1,n(z)| =
∣∣∣∣w −1/2−1/2+i∞
σ
(β)
1−s/β(n)
ζ(s)
eszds
∣∣∣∣ = O
(
nβ+3/2e−x/2
w ∞
0
e−tydt
)
= O
(
nβ+3/2e−x/2
y
)
,
and ̟
(β)
1,n(z) is absolutely convergent for y = Im(z) > 0. We know that ̟
(β)
n (z) is analytic for y > 0
and the next step is to show that that it can be meromorphically continued for y > −π. To this
end, we go back to the integral
̟
(β)
1,n(z) = −
w −1/2+i∞
−1/2
σ
(β)
1−s/β(n)
ζ(s)
eszds
with y > 0. The functional equation of ζ(s) yields
̟
(β)
1,n(z) = −
w −1/2+i∞
−1/2
σ
(β)
1−s/β(n)
Γ(s)
ζ(1− s)e
s(z−log 2π−iπ/2)ds
−
w −1/2+i∞
−1/2
σ
(β)
1−s/β(n)
Γ(s)
ζ(1− s)e
s(z−log 2π+iπ/2)ds
= ̟
(β)
11,n(z) +̟
(β)
12,n(z).(8.2)
Since one has by standard bounds that
Γ(−12 + it)
ζ(32 − it)
≪ e−πt/2
it then follows that
̟
(β)
11,n(z)≪ nβ+3/2
w ∞
0
e−πt/2e−
1
2x−ty+tπ/2dt≪ e
−x/2nβ+3/2
y
,
and hence ̟
(β)
11,n(z) is regular for y > 0. Similarly,
̟
(β)
12,n(z)≪ nβ+3/2e−x/2
w ∞
0
e−(π+y)tdt≪ n
β+3/2e−x/2
y + π
,
so that ̟
(β)
12,n(z) is regular for y > −π. Let us further split ̟(β)11,n(z)
̟
(β)
11,n(z) =
(
−
w −1/2+i∞
−1/2−i∞
+
w −1/2
−1/2−i∞
)
es(z−log 2π−iπ/2)σ
(β)
1−s/β(n)
Γ(s)
ζ(1− s)ds = I
(β)
1,n (z) + I
(β)
2,n (z).
By the same technique as above, it follows that the integral I
(β)
2,n (z) is convergent for y < π.
Moreover, since ̟
(β)
11,n(z) is regular for y > 0, then it must be that I
(β)
1,n (z) is convergent for 0 < y <
π. Let
f(n, q, s, z) = σ
(β)
1−s/β(n)e
s(z−log 2π−iπ/2+log q)Γ(s).
By the theorem of residues we see that
−
w −1/2+i∞
−1/2−i∞
f(n, q, s, z)ds = −
w 1+i∞
1−i∞
f(n, q, s, z)ds + 2πi res
s=0
f(n, q, s, z)
= −
w 1+i∞
1−i∞
f(n, q, s, z)ds + 2πiσ
(β)
1 (n).(8.3)
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This last integral integral is equal to
w 1+i∞
1−i∞
f(n, q, s, z)ds = 2πi
∞∑
k=0
(−1)k
k!
(
e−z
2πi
q
)k
σ
(β)
1+k/β(n),(8.4)
where the last sum is absolutelty convergent. To prove this note that
Re(e−(z−log 2π−iπ/2+log q)) = (e−x2π/q) sin y > 0
for 0 < y < π. Next, consider the path of integration with vertices [1 ± iT ] and [−N ± iT ], where
N is an odd positive integer. By Cauchy’s theorem(w 1+iT
1−iT
−
w 1+iT
−N+iT
−
w −N+iT
−N−iT
+
w 1−iT
−N−iT
)(
e−z
2πi
q
)−s
σ
(β)
1−s/β(n)Γ(s)ds
= 2πi
N−1∑
k=0
(−1)k
k!
(
e−z
2πi
q
)k
σ
(β)
1+k/β(n).
The third integral on the far left of the path can be bounded in the following way
I3 :=
w −N+iT
−N−iT
(
e−z
2πi
q
)−s
σ
(β)
1−s/β(n)Γ(s)ds≪
w T
−T
(
e−x
2π
q
)N
e−t(y−
pi
2
)nβ+N+1e−
pi
2
|t|dt
≪
(
e−x
2πn
q
)N w T
−T
e−t(y−
pi
2
)e−
pi
2
|t|dt≪
(
e−x
2πn
q
)N
(eT (y−π) + e−Ty)
≪ e−Nx+N log 2pinq e−T min(y,π−y).
We now bound the horizontal parts. For the top one
I+ :=
w 1+iT
−N+iT
(
e−z
2πi
q
)−s
σ
(β)
1−s/β(n)Γ(s)ds≪
w 1
−N
(
e−x
2π
q
)−σ
e−T (y−
pi
2
)nβ−σ+1T
1
2 e−T
pi
2 dσ
≪ T 12 e−Ty
w 1
−N
(
e−x
2πn
q
)−σ
dσ ≪ T 32 eT (y−π)
(
e−x
2πn
q
)N
≪ T 12 e−Nx+N log 2pinq e−Ty,
and analogously for the bottom one
I− :=
w 1−iT
−N−iT
(
e−z
2πi
q
)−s
σ
(β)
1−s/β
(n)Γ(s)ds≪
w 1
−N
(
e−x
2π
q
)−σ
eT (y−
pi
2
)nβ−σ+1T
1
2 e−T
pi
2 dσ
≪ T 12 e−T (π−y)
(
e−x
2πn
q
)N
≪ T 12 e−Nx+N log 2pinq e−T (π−y).
Let now T = T (N) such that
T >
N(−x+ log 2πnq )
min(y, π − y) .
It is now easy to see that all of the three parts tend to 0 as N →∞ through odd integers, and thus
the result follows. Thus, putting together (8.4) with (8.2) and (8.3) gives us
I
(β)
1,n (z) = −
w −1/2+i∞
−1/2−i∞
es(z−log 2π−iπ/2)σ
(β)
1−s/β(n)
Γ(s)
ζ(1− s)ds
= −
∞∑
q=1
µ(q)
q
w −1/2+i∞
−1/2−i∞
es(z−log 2π−iπ/2)qsσ
(β)
1−s/β(n)Γ(s)ds
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= −
∞∑
q=1
µ(q)
q
(
2πi
∞∑
k=0
(−1)k
k!
(
e−z
2πi
q
)k
σ
(β)
1+k/β(n)− 2πiσ
(β)
1 (n)
)
= −2πi
∞∑
q=1
µ(q)
q
∞∑
k=0
(−1)k
k!
(
e−z
2πi
q
)k
σ
(β)
1+k/β(n)(8.5)
since
∑∞
q=1 µ(q)/q = 0. Moreover,
|(2πi)−1I(β)1,n (z)| =
∣∣∣∣
∞∑
q=1
µ(q)
q
( ∞∑
k=0
(−1)k
k!
(
e−z
2πi
q
)k
σ
(β)
1+k/β(n)− σ
(β)
1 (n)
)∣∣∣∣
=
∣∣∣∣
∞∑
q=1
µ(q)
q
( ∞∑
k=1
(−1)k
k!
(
e−z
2πi
q
)k
σ
(β)
1+k/β(n)
)∣∣∣∣
6 nβ+1
∞∑
q=1
1
q
( ∞∑
k=1
1
k!
(
e−x
2π
q
)k
nk
)
= nβ+1
∞∑
q=1
1
q
(
exp
(
e−x
2π
q
n
)
− 1
)
≪ nβ+1e2πn/ex
∑
q6[2πn/ex]
1
q
+
2πnβ+2
ex
∑
q>[2πn/ex]+1
1
q2
≪ c2(x),
and the series on the right hand-side of (8.5) is absolutely convergent for all y. Thus, this proves
the analytic continuation of ̟
(β)
1,n(z) to y > −π. For |y| < π one has
̟
(β)
1,n(z) = I
(β)
1,n (z) + I
(β)
2,n (z) +̟
(β)
12,n(z) = −2πi
∞∑
q=1
µ(q)
q
∞∑
k=0
(−1)k
k!
(
e−z
2πi
q
)k
σ
(β)
1+k/β(n)
+
w −1/2
−1/2−i∞
es(z−log 2π−iπ/2)σ
(β)
1−s/β(n)
Γ(s)
ζ(1− s)ds
−
w −1/2+i∞
−1/2
es(z−log 2π+iπ/2)σ
(β)
1−s/β(n)
Γ(s)
ζ(1− s)ds
where the first term is holomorphic for all y, the second one for y < π and the third for y > −π.
Hence, this last equation shows the continuation of ̟
(β)
n (z) to the region y > −π. To complete the
proof of the theorem, one then considers the function
ˆ̟ (β)n (z) = limm→∞
∑
ρ
−Tm<Im ρ<0
σ
(β)
1−ρ/β(n)
ζ ′(ρ)
eρz,
where the zeros are in the lower part of the critical strip and z now belongs to the lower half-plane
Hˆ = {z ∈ C : Im(z) < 0}. It then follows by repeating the above argument that
ˆ̟
(β)
1,n(z) = ˆ̟
(β)
11,n(z) + ˆ̟
(β)
12,n(z),
where
ˆ̟
(β)
11,n(z) = −
w −1/2
−1/2−i∞
es(z−log 2π−iπ/2)σ
(β)
1−s/β(n)
Γ(s)
ζ(1− s)ds
is absolutely convergent for y < π and
ˆ̟
(β)
12,n(z) = −
w −1/2
−1/2−i∞
es(z−log 2π+iπ/2)σ
(β)
1−s/β(n)
Γ(s)
ζ(1− s)ds
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is absolutely convergent for y < 0. Spliting up the first integral just as before and using a similar
analysis to the one we have just carried out, but using the fact that ζ(s¯) = ζ(s) and choosing Tm
(m ≤ Tm ≤ m+ 1) such that ∣∣∣∣ 1ζ(σ − iTn)
∣∣∣∣ < T c1n , −1 6 σ 6 2,
yields that
ˆ̟
(β)
1,n(z) = −2πi
∞∑
q=1
µ(q)
q
∞∑
k=0
1
k!
(
e−z
2πi
q
)k
σ
(β)
1+k/β(n)
−
w −1/2
−1/2−i∞
es(z−log 2π−iπ/2)σ
(β)
1−s/β(n)
Γ(s)
ζ(1− s)ds
+
w −1/2+i∞
−1/2
es(z−log 2π+iπ/2)σ
(β)
1−s/β(n)
Γ(s)
ζ(1− s)ds.
Therefore, ˆ̟
(β)
n (z) admits an analytic continuation from y < 0 to the half-plane y < π.
9. Proof of Theorem 1.9
Adding up the two results of our previous section
̟
(β)
1,n(z) + ˆ̟
(β)
1,n(z) = −2πi
∞∑
q=1
µ(q)
q
∞∑
k=0
1
k!
{(
e−z
2πi
q
)k
+
(
−e−z 2πi
q
)k}
σ
(β)
1+k/β
(n).
The other terms do not contribute since
̟
(β)
2,n(z) + ˆ̟
(β)
2,n(z) =
(w 3/2
−1/2
+
w −1/2
3/2
)
esz
σ
(β)
1−s/β(n)
ζ(s)
ds = 0,
and by the Theorem 1.8 we have
̟
(β)
3,n(z) + ˆ̟
(β)
3,n(z) = 0.
Consequently, we have
̟(β)n (z) + ˆ̟
(β)
n (z) = −
∞∑
q=1
µ(q)
q
∞∑
k=0
1
k!
{(
e−z
2πi
q
)k
+
(
−e−z 2πi
q
)k}
σ
(β)
1+k/β(n)(9.1)
for |y| < π. Thus, once again, by the previous theorem for all y < π
̟(β)n (z) = − ˆ̟ (β)n (z) −
∞∑
q=1
µ(q)
q
∞∑
k=0
1
k!
{(
e−z
2πi
q
)k
+
(
−e−z 2πi
q
)k}
σ
(β)
1+k/β(n)
by analytic continuation, and for y > −π
ˆ̟ (β)n (z) = −̟(β)n (z)−
∞∑
q=1
µ(q)
q
∞∑
k=0
1
k!
{(
e−z
2πi
q
)k
+
(
−e−z 2πi
q
)k}
σ
(β)
1+k/β(n).
This shows that̟
(β)
n (z) and ˆ̟
(β)
n (z) can be analytically continued over C as a meromorphic function
and that (9.1) holds for all z. To prove the functional equation, we look at the zeros. If ρ is a
non-trivial zero of ζ(s) then so is ρ¯. For z ∈ H one has
̟(β)n (z) = limm→∞
∑
ρ
0<Im ρ<Tm
σ
(β)
1−ρ/β(n)
ζ ′(ρ)
eρz.
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By using σ
(β)
1−ρ/β(n) = σ
(β)
1−ρ¯/β(n) and since ζ(s¯) = ζ(s) we get
̟(β)n (z) =
∑
ρ
0<Im ρ<Tm
σ
(β)
1−ρ/β(n)
ζ ′(ρ)
eρz =
∑
ρ
0<Im ρ<Tm
σ
(β)
1−ρ¯/β(n)
ζ ′(ρ¯)
eρz
=
∑
ρ
−Tm<Im ρ<0
σ
(β)
1−ρ/β(n)
ζ ′(ρ)
eρz¯ = ˆ̟
(β)
n (z¯).
Invoking (9.1) with z ∈ H we see that
̟(β)n (z) = ˆ̟
(β)
n (z¯) = −̟(β)n (z¯)−
∞∑
q=1
µ(q)
q
∞∑
k=0
1
k!
{(
e−z¯
2πi
q
)k
+
(
−e−z¯ 2πi
q
)k}
σ
(β)
1+k/β(n)
= −̟(β)n (z¯)−
∞∑
q=1
µ(q)
q
∞∑
k=0
1
k!
{(
e−z
2πi
q
)k
+
(
−e−z 2πi
q
)k}
σ
(β)
1+k/β(n)
and by complex conjugation for z ∈ Hˆ, and by analytic continuation for z with y = Im(z) = 0.
This proves the functional equation (1.10).
Another expression can be found which depends on the values of the Riemann zeta-function at
odd integers
A(β)n (z) = −
∞∑
q=1
µ(q)
q
( ∞∑
k=0
1
k!
((
e−z
2πi
q
)k
+
(
−e−z 2πi
q
)k)
σ
(β)
1+k/β(n)− 2σ
(β)
1 (n)
)
= −
∞∑
q=1
µ(q)
q
∞∑
k=1
1
k!
((
e−z
2πi
q
)k
+
(
−e−z 2πi
q
)k)
σ
(β)
1+k/β(n)
= −
∞∑
k=1
1
k!
(e−z2πi)
k
σ
(β)
1+k/β(n)
∞∑
q=1
µ(q)
q1+k
−
∞∑
k=1
1
k!
(−e−z2πi)kσ(β)1+k/β(n)
∞∑
q=1
µ(q)
q1+k
= −
∞∑
k=1
1
k!
((e−z2πi)
k
+ (−e−z2πi)k)σ(β)1+k/β(n)
1
ζ(1 + k)
= −2
∞∑
k=1
(−1)k(2π)2k
(2k)!
e−2kzσ
(β)
1+2k/β
(n)
ζ(2k + 1)
,
since the even terms vanish. Finally, if z = x+ iy, then we are left with
|A(β)n (z)| ≤ 2nβ+1
∞∑
k=1
(2πne−x)2k
(2k)!
,
which converges absolutely. Thus A
(β)
n (z) defines an entire function.
10. Proof of Theorem 1.10
This now follows from Theorem 1.9.
11. Acknowledgements
The authors acknowledge partial support from SNF grants PP00P2 138906 as well as 200020 149150\1.
They also wish to thank the referee for useful comments which greatly improved the quality of the
paper.
20 PATRICK KU¨HN AND NICOLAS ROBLES
References
[1] K. M. Bartz, On some complex explicit formulae connected with the Mo¨bius function, I, Acta Arithmetica 57
(1991).
[2] K. M. Bartz, On some complex explicit formulae connected with the Mo¨bius function, II, Acta Arithmetica 57
(1991).
[3] E. Cohen, An extension of Ramanujan’s sum, Duke Math. J. Volume 16, Number 1 (1949).
[4] H. Davenport, Multiplicative Number Theory, Lectures in Advanced Mathematics, 1966.
[5] A. Ivic´, The Riemann Zeta Function, John Wiley & Sons, 1985.
[6] A. Ivic´, On certain functions that generalize von Mangoldt’s function Λ(n), Mat. Vesnik (Belgrade) 12 (27),
361-366 (1975).
[7] A. Ivic´, On the asymptotic formulas for a generalization on von Mangoldt’s function, Rendiconti Mat. Roma 10
(1), Serie VI, 51-59 (1977).
[8] G. H. Hardy, Note on Ramanujan’s trigonometrical function cq(n), and certain series of arithmetical functions,
Proceedings of the Cambridge Philosophical Society, 20, 263-271.
[9] J. Kaczorowski, Results on the Mo¨bius function, J. London Math. Soc. (2) 75 (2007), 509-521.
[10] J. E. Littlewood, Quelques conse´quences de l’hypothe`se que la fonction ζ(s) de Riemann n’a pas de ze´ros dans le
demi-plan R(s) > 1
2
, C.R. 154 (1912), 263-6.
[11] H. L. Montgomery, Extreme values of the Riemann zeta-function, Comment. Math. Helvetici 52 (1977), 511-518.
[12] H. L. Montgomery and R. C. Vaughan, Multiplicative Number Theory I. Classical Theory, Cambridge Univ.
Press, 2007.
[13] S. Ramanujan, On certain trigonometrical sums and their applications in the theory of numbers, Transactions of
the Cambridge Philosophical Society, vol. 22, (1918).
[14] E. C. Titchmarsh, The Theory of the Riemann Zeta-Function, 2nd ed., Oxford Univ. Press, 1986.
[15] G. Valiron, Sur les fonctions entieres d’ordre nul et ordre fini, Annales de Toulouse (3), 5 (1914), 117-257
Institut fu¨r Mathematik, Universita¨t Zu¨rich, Winterthurerstrasse 190, CH-8057 Zu¨rich, Switzer-
land
E-mail address: patrick.kuehn@math.uzh.ch
E-mail address: nicolas.robles@math.uzh.ch
