Motivated by applications in combinatorial geometry, we consider the following question: Let λ = (λ 1 , λ 2 , . . . , λ m ) be an m-partition of n, let S i ⊆ C λi be finite sets, and let S := S 1 × S 2 × . . . × S m ⊂ C n be the multi-grid defined by S i . Let p be a degree d polynomial with n variables. How many zeros can p have on S?
Introduction
Counting the number of zeros of a polynomial on a finite grid of points has been a subject of extensive research in combinatorics and theoretical computer science (see for instance [Sax09, RSS14] and references therein). On the computer science side of things, one is interested in using the grid to quickly certify that two algebraic equations are not the same. Schwartz-Zippel-DeMillo-Lipton Lemma is a well known result in this line of research [Lip] .
Theorem 1.1 (Schwartz-Zippel-DeMillo-Lipton Lemma). Let S ⊆ F be a finite set where F is a field and let p ∈ F[x 1 , x 2 , . . . , x n ] be a polynomial of degree d. Suppose |S| > d and let S n = S × S × . . . × S. Then, we have |Z(p) ∩ S n | ≤ d|S| n−1 .
⋄ On the combinatorics side of things, one is interested in using polynomials to understand the structure of a discrete object represented by the grid. Alon's Combinatorial Nullstellensatz is a cornerstone in this part of mathematics [Alo99] .
Theorem 1.2 (Combinatorial Nullstellensatz). Let p ∈ F[x 1 , x 2 , . . . , x n ] with deg(p) = n i t i for some positive integers t i , and assume that the coefficient of i x t i i in p is non-zero. Let S i ⊆ F be finite sets with |S i | > t i and let S ⊆ F n be defined by S = S 1 × S 2 × . . . S n . Then, there exists a t ∈ S such that p(t) = 0. ⋄ In this article we consider zero sets of polynomials on multivariate grids. Our motivation comes from combinatorial geometry. Let us give some examples: Given a set of points P and a set of lines L in the plane, how many incidences can happen between these points and lines? More generally, given a set of points P in R n and a set of degree d polynomials L in n variables, how many incidences can occur between the points in P and hypersurfaces defined by polynomials in L? Our main theorem below provides a general bound for such incidence questions.
A diligent reader might wonder who but a curious combinatorist would be interested in extremal configurations in discrete geometry and incidence bounds therein? Incidence geometry is interconnected and motivated by several subjects with surprising strong ties to harmonic analysis, number theory, and theoretical computer science. For an excellent exposition of these connections we refer the interested reader to [D + 12, Tao14] .
We would like to start by presenting a multivariate generalization of Combinatorial Nullstellesantz. We need the following definition: to be the algebraic degree of S.
For the univariate case S ⊂ F, clearly deg(S) = |S|. This was one of the key observations in Alon's celebrated Combinatorial Nullstellensatz. However, for n ≥ 2 one can have arbitrarly large sets of degree one in F n : just consider many points sampled from a hyperplane. The only general relation between the size and the degree of a set S ⊂ F n seems to be the following inequality that can be proved by basic linear algebra:
We continue with the notation: We say λ = (λ 1 , λ 2 , . . . , λ m ) is a partition of n into m pieces if n = λ 1 + λ 2 + . . . + λ m and λ i are positive integers. We denote such a partition with λ −→ m n. For instance, λ −→ n n if and only if λ = (1, 1, 1, . . . , 1).
Let S i ⊆ C λ i be finite sets, and consider the grid S ⊆ C n created by taking cartesian products: S := S 1 × S 2 × . . . × S m . Here, the structure of the grid is determined by the partition λ. So, we use the following convention on variables;x 1 = (x 1 , x 2 , . . . , x λ 1 ), x 2 = (x λ 1 +1 , x λ 1 +2 , . . . , x λ 1 +λ 2 ) and so on. We denote by deg i (p) the degree of p in terms of the variablesx i . Clearly deg i (p) ≤ deg(p), and deg(p) ≤ i deg i (p). We also need to define degree of a finite set.
Below is a multivariate generalization of Combinatorial Nullstellensatz.
Theorem 1.4. Let F be a field, λ −→ m n be a partition, and let p(x) ∈ F[x 1 , x 2 , . . . , x n ] be a polynomial with deg i (p) = d i . Furthermore, suppose that there exists a nonzero term x α in p(x) that satisfies deg i (x α ) = d i for all i ∈ {1, 2, . . . , m}. Let S i ⊂ F λ i be finite sets, and let the multigrid S ⊂ F n be defined by S :
. . , m}, then there exists a t ∈ S such that p(t) = 0.
⋄ Like Alon's Nullstellensatz is used for understanding structure of a grid created out of finite sets S i ⊆ F, Theorem 1.4 could be used for certifying S ⊂ Z(p) for a multi-grid. For applications in incidence geometry, however, one needs to have a quantitative statement like Schwartz-Zippel-DeMillo-Lipton lemma. We will prove such a quantitative statement in Theorem 1.7, but first we would like to consider some examples: Let g 1 , g 2 ∈ C[x 1 , x 2 , x 3 ], let g 3 , g 4 ∈ C[x 4 , x 5 , x 6 ], and let p = g 1 h 1 + g 2 h 2 + g 3 h 3 + g 4 h 4 where h i ∈ C[x 1 , x 2 , . . . , x 6 ]. For generic g 1 , g 2 the intersection of Z(g 1 ) ∩ Z(g 2 ) is a one dimensional variety and Z(g 3 ) ∩ Z(g 4 ) likewise. It is also clear that we have the following inclusion:
Therefore, for any S 1 ⊂ Z(g 1 ) ∩ Z(g 2 ) and S 2 ⊂ Z(g 3 ) ∩ Z(g 4 ), we have S 1 × S 2 ⊂ Z(p). More generally one can pick two positive dimensional varieties V 1 , V 2 ⊆ C n and consider the ideal I = I(V 1 ) + I(V 2 ); any polynomial f ∈ I would vanish on V 1 × V 2 .
As the examples above show, in order to have a quantitative statement on |Z(p) ∩ S| one has to assume certain compatibility conditions between the pair p and S. Since we assume the structure of the multi-grid S is a priori not known, we take it as a Gordian knot and seek polynomials that are compatible with any grid. We call such polynomials λ-irreducible.
Definition 1.5 (λ-irreducible algebraic sets). Let λ −→ m n be an m-partition of n, and let V ⊆ C n be an algebraic set. We say V is λ-reducible if there exist positive dimensional varieties V i ⊆ C λ i for i = 1, 2, . . . , m such that
We call V a λ-irreducible algebraic set otherwise. If V is a hypersurface defined by a polynomial p, then we say p is λ-reducible (resp. λ-irreducible).
Mojarrad, Pam, Valculescu and De Zeeuw studied the same problem that we address in this paper for the special case of λ = (2, 2) [MPVdZ15] . They observed that (2, 2)-reducible polynomials has a particularly concrete form. Namely, p(x) ∈ C[x 1 , x 2 , x 3 , x 4 ] is (2, 2)reducible if and only if there exist polynomials g 1 ∈ C[x 1 , x 2 ] , g 2 ∈ C[x 3 , x 4 ] with degree at least one, and h 1 , h 2 ∈ C[x 1 , x 2 , x 3 , x 4 ] such that
The authors of [MPVdZ15] then raise the following question: Is there an algorithm that checks if a given p(x) ∈ C[x 1 , x 2 , x 3 , x 4 ] is (2, 2)-reducible? Our symbolic algorithm in this paper answers this quesion in a more general setting.
Theorem 1.6. Let λ = (λ 1 , λ 2 , . . . , λ m ) be an m-partition of n, and let p ∈ C[x 1 , x 2 , . . . , x n ] be a polynomial of degree d. There exists a symbolic algorithm is decomposable (Alg. 3) which for a given polynomial p ∈ C[x 1 , x 2 , . . . , x n ] finds irreducible polynomials g i ∈ C[x i ] with degree at least 1 and
or certifies no such decomposition exists.
Theorem 1.6 solves the following problem: Given a let p ∈ C[x 1 , x 2 , . . . , x n ], are there irreducible hypersurfaces
This covers all λ-reducible polynomials only if λ = (2, 2, . . . , 2). We leave it as on open problem to develop an algorithm that detects all λ-reducible polynomials for arbitrary λ.
The algorithm is decomposable (Alg. 3) uses some standard tools from computer algebra, namely resultants and Canny's generalized characteristic polynomial [Can90] . These tools are introduced in the preliminaries section.
We are now ready to state our main result.
Theorem 1.7. Let λ = (λ 1 , λ 2 , . . . , λ m ) be an m-partition of n, let S i ⊆ C λ i be finite sets, and let S := S 1 × S 2 × . . . × S m be the multi-grid defined by S i . Then for a λ-irreducible polynomial p of degree d ≥ 2, and for every ε > 0 we have
where O n,ε notation only hides constants depending on ε and n. ⋄ Theorem 1.7 can also be used for higher codimension varieties. We would like to state a simple corollary as an example and leave the reader full liberty to derive any useful corollaries for non-commercial purposes.
Corollary 1.8. Let V ⊂ C 6 be a (3, 3)-irreducible variety of codimension three and degree d, let S 1 , S 2 be two finite sets in C 3 .Then, we have
for any ε > 0.⋄ 1.1. Some Applications in Combinatorial Geometry. A classical gem in incidence geometry is Szemeredi-Trotter theorem on the number of incidinces between points and lines in the real plane [ST83] . We recover this theorem in the complex plane except for the ε in the exponent (this complex version seems to be first proved by Tóth [Tót15] ). Proof. Let p(x 1 , x 2 , x 3 , x 4 ) = x 1 +x 2 x 3 +x 4 . It is easy to prove p is (2, 2)-irreducible, Theorem 1.7 yields the desired result.
More generally, one can consider incidinces between sparse hypersurfaces and points.
Corollary 1.10 (Sparse Hypersurface-Point Incidence Theorem). Let A = {a 1 , a 2 , . . . , a k } be a set of lattice points in Z n ≥0 with n j=1 a ij ≤ d for all 1 ≤ i ≤ k. We say a polynomial f is supported on A if
where c i ∈ C and x a i := x a i1 1 x a i2 1 . . . x a in . Let P be a set of points in C n , L be a set of polynomials supported with A, and let I(P, L) denote the collection of incidinces between P and L. We assume for any sets U 1 ⊂ P and U 2 ⊂ L with |U 1 | > d n and |U 2 | > d k , U 1 × U 2 is not included in I(P, L). Then,
⋄ Proof. We define p(x, y) := k i=1 y i x a i where y = (y 1 , y 2 , . . . , y k ) represents polynomials in L, and x = (x 1 , x 2 , . . . , x n ) represents points in P . The assumption on large cartesion products not being included in I(P, L) implies p(x, y) is not (n, k)-reducible on P × L (see Lemma 2.3), hence using the main theorem completes the proof.
Our next application is a variant of Erdös distinct distances problem. Real analog of this problem in the plane was considered by Spencer, Szemeredi and Trotter [SST84] .
Corollary 1.11 (Unit Distance Problem). Let P be a finite set of points in C n , and consider the distances between elements of the set P . We have the following upper bound for the number of elements achieving unit distance:
where ε > 0 is arbitrary, and the constants hidden in O n,ε only dependes on ε and n. ⋄ One can also consider the same result for any λ-irreducible polynomial.
Corollary 1.12 (Repeated Values of Polynomials). Let λ = (λ 1 , λ 2 , . . . , λ m ) be an mpartition of n, let S i ⊆ C λ i be finite sets, and let S := S 1 × S 2 × . . . × S m be the multi-grid defined by S i . Let p be a polynomial of degree d, assume that q = p − 1 is a λ-irreducible polynomial. Then, for every ε > 0 we have
Comparison with Previous
Results. There has been numerous remarkable articles that focus on incidinces between a collection of real algebraic sets and a set of points under certain tameness assumptions, we humbly provide a sample: [ST12, PS98, SSZ18]. These articles pose natural assumptions on the input data and derive sharp estimates. However, mostly, these combinatorial assumptions on the input data are not formalized as a checkable condition but assumed to be granted. The contribution of our paper is to locate a workable assumption on the input (λ-irreducibility) accomponied with an algorithm for the case λ = (2, 2, 2, . . . , 2). Moreover, using the fact that λ-irreducibility is preserved under projections allows us to provide self-contained proofs. The bounds in our main result are sharp at this generality except some loss on the exponents of d; this can be seen from sharp corollaries such as complex Szemeredi-Trotter theorem. However, unlike the mentioned results in the literature, our estimates do not improve with extra assumptions on the data.
Preleminaries

Resultants and Generalized Characteristic Polynomial.
For a polynomial f , respectively a polynomial system F , we denote by V(f ), respectively V(F ), its zero set. Suppose a polynomial system (F ), consist of m equations f i = 0 in n variables, where m ≤ n. Then every component of V(F ) has dimension at least n − m. The proper components are the ones with dimension n − m. The components of dimension greater than n − m are called excess component.
From the system (F ) we can eliminate m − 1 variables and obtain a single polynomial in n − m + 1 variables. This polynomial vanishes if the original input system has a solution, and we call it resultant or eliminant.
We can think of the resultant as a projection operator from a space of dimension n to a space of dimension n − m + 1, as it defines an algebraic set that is the projection of the set defined by the input polynomial system. Resultant is one of the most important tools in (computational) algebraic geometry, and it can be computed efficiently as the determinant or a non-trivial divisor of the determinant of a matrix, see [GKZ08, EM99] .
Resultant is well-defined for a system of homogeneous polynomials; it provides a necessary and sufficient condition for the existence of a solution in the projective space. This is not the case anyomore if one seeks solutions of an arbitrary system of polynomials over the affine space. If we homogenize the polynomials and compute the resultant, then the resultant might vanish even when there are no affine solutions. The reason for this is the presence of solutions at infinity in the projective closure of the affine zero set.
If there are excess components, then the resultant vanishes identically. To overcome such obstacles, Canny [Can90] introduced a projection operator that he called Generalized Characteristic Polynomial (GCP). The idea is to perturb the polynomials of the initial system symbolically using a new parameter, say s, and then compute the resultant of the perturbed system, which is a polynomial in s. The perturbation is such that it guarantees the new resultant polynomial with variables s is not identically zero. The lowest degree nonidentically zero coefficient in s of this polynomial is the projection operator of interest.
The GCP guarantees that we can recover all the proper components of the intersection, that is the components of the expected dimension. However, it might also contain additional proper components, that live in the excess components; these components can also be projected in the resultant polynomial. In our case, this does not affect our algorithms. Nevertheless, we can identify (in a randomized way) the additional components by performing many random perturbations.
In what follows, for a polynomial system f 1 , . . . , f m with polynomials in C[x 1 , . . . , x n ], the operator R = Elim(f 1 , . . . , f m : x 1 , . . . , x m ) eliminates the variables x 1 , . . . , x m and results a nonindetically zero polynomial R ∈ C[x m+1 , . . . , x n ] by applying a symbolic perturbation and using the CGP.
2.2. Some Basic Algebraic Geometry. We start with presenting Noether normalization lemma which is a basic result in commutative algebra and algebraic geometry.
where V is an m-dimensional affine variety in C n with degree d. Let ℓ 1 , ℓ 2 , . . . , ℓ m be generic linear forms in variables x 1 , x 2 , . . . , x n , and suppose ℓ
We define the following map Φ:
Then the image Φ(V ) is C m , and for every point y ∈ C m the fiber Φ −1 (y) consist of finitely many points. ⋄ Now we concern ourselves with an affine version of Bezout's theorem. This result is certainly well-known but we do not know who was the first person to write it down. The version of the result we need in our proofs is stated below. For square systems (the case m = n), an affine Bezout's inequality was subject to a nice paper by Schmidt [Sch95] . The more general version we need can also be proved by essentially repeating Schmidt's argument, where u-resultant in his proof needs to be replaced by the generalized characteristic polynomial of Canny. One can also give a proof based on regular sequences and Schmidt's result for square systems. We will give a sketch of the latter idea.
Theorem 2.2 (Affine Bezout Inequality for Overdetermined Systems). Let p 1 , p 2 , . . . , p m be polynomials with n-variables and degree at most d. Let V (p 1 , p 2 , . . . , p m ) be the affine variety defined by p i in C n . Further assume that
where V 0 is a pure zero-dimensional variety, and V 1 is either empty set or a positive dimensional variety. Then, we have |V 0 | ≤ d n . ⋄ Proof. Let I := (I(V (p 1 , p 2 , . . . , p m )) : I(V 1 )) be the ideal defined by the saturating the radical ideal I(V ) with I(V 1 ). By definition I = I(V 0 ), and also I =<f 1 ,f 2 , . . . ,f m > for somef i of degree at most d. Since V 0 is zero dimensional, I =<f 1 ,f 2 , . . . ,f m > has depth n; this means once can find a regular sequencef σ(1) ,f σ(2) , . . . ,f σ(n) that generate the ideal I, and are given by linear combinations
. . ,f σn ), and the cardinality of this set is bounded above by d n due to affine Bezout inequality.
We use Theorem 2.2 for developing a discrete criterion for λ-reducibility of a polynomial. We present the result in the special case of two partitions for simplicity, however the same statement holds true for any number of partitions.
Lemma 2.3. Let U 1 ⊂ C n 1 and U 2 ⊂ C n 2 be finite sets, with |U 1 | > d n 1 and |U 2 | > d n 2 for some integer d ≥ 1. Let p be a degree d polynomial with n variables, where n = n 1 + n 2 . Suppose that p vanishes on U 1 × U 2 , then p is (n 1 , n 2 )-reducible. ⋄ Proof. For every point y ∈ U 2 , we define a polynomial p y in n 1 variables by simply setting p y (x) = p(x, y). Similarly, for every point x ∈ U 1 we define a polynomial p x in n 2 variables. Then we consider the following varieties:
We observe that U 1 ⊂ V 1 and U 2 ⊂ V 2 . This means V i are positive dimensional: otherwise we would have |V i | ≤ d n i by Theorem 2.2. Let C 1 be the positive dimensional part of V 1 . By construction U 2 ⊂ ∩ x∈C 1 V (p x ), hence it follows from Theorem 2.2 that there exist a positive dimensional variety C 2 included in ∩ x∈C 1 V (p x ). Thus p vanishes on C 1 × C 2 , and we are done.
Some Tools from Real Algebraic Geometry and Polynomial Partitioning.
We first present a useful tool invented by Guth and Katz in their solution to Erdös distinct distances problem [GK15] , see Theorem 6.6 of [Tao14] for details.
Proposition 2.4 (Polynomial Partioning Lemma). Let Q ⊂ R n be a finite set of points, and let d ≥ 2 be an integer. Then, there exist a polynomial p ∈ R[x 1 , x 2 , . . . , x n ] with degree at most d and a partition
such that the boundary of each set Ω i is included in Z(p), and |Q ∩ Ω i | ≤ |Q|/d n for all i = 1, 2, . . . , M. Now we recall a result from real algebraic geometry which has been proved in a more general form by several authors (see for instance Appendix Theorem A.2 of [ST12] and [BB12] ).
Theorem 2.5. Let p ∈ R[x 1 , . . . , x n ] be a polynomial of degree d, and let V ⊆ R n be real part of a k-dimensional complex variety. Then the semi-algebraic set {x ∈ V : p(x) = 0} has at most O n,k (d k ) many connected components.
Symbolic Algorithm
To simplify the presentation we change the notation of the variables. Let x i = (x i,1 , . . . , x i,n ) for i ∈ [m + 1]. That is we assume λ = (n, n, . . . , n) is an m + 1-partition of n(m + 1). We are interested in an algorithm that solves the following problem.
Equivalently, are there hypersurfaces V i ⊂ C n such that
The algorithm is decomposable (Alg. 3) provides a solution to the problem. It depends on two sub-algorithms. The first one recover m (Alg. 1) recovers candidates for G 1 , . . . , G m and the second one, recover last (Alg. 2) provides candidates for G m+1 . Given the various candidates for G 1 , . . . , G m , the algorithm is decomposable checks if there is a certain combination of them that allows us to write F as in (1).
An important observation that we exploit is the following. Assume that we are given points {(α m , x m+1 ), L(x m+1 )}, where L(x m+1 ) = ℓ 0 + ℓ 1 x m+1,1 + · · · + ℓ n x m+1,n is a generic linear form. The zero set of (Σ) is not empty, that is V(Σ) = ∅, because V m+1 is positive dimensional. Our goal is to search for suitable sets of points {(α (j) 1 , . . . , α (j) m )} that have this property. These sets will be the candidates for the sets V 1 , . . . , V m .
We present in detail how to extract candidates for the polynomial G 1 , or equivalently for the set V 1 . The algorithm recover m does this, and in addition it computes candidates for the polynomials G 2 , . . . , G m ; this is the semantics of the loop over the variable ν. Let x (j) i be n-tuples of new variables, where i ∈ [n] and j ∈ [mn]. We arrange the new variables in a square mn × mn matrix M as follows:
We consider the polynomial M(x i j , t) = 1 − t det(M). It serves the following purpose: If for a given set of points x then the rows of the matrix M are linearly independent. This will prevents from constructing the trivial zero set by repeating twice or more the same polynomial.
We need to introduce (mn) 2 − mn + 1 generic linear polynomial in the variables x m+1 , say L k (x m+1 ). Consider the linear polynomial L 1 and the polynomial system
The system (Σ 1 ) consists of mn + 2 polynomial equations in (mn) 2 + n + 1 variables. Hence, using a resultant operator we can eliminate mn + 1 of the variables. We choose to eliminate
m , x m+1 , t. We denote this elimination by
We repeat this elimination process (mn) 2 −mn+ 1 times, each time using a different linear polynomial, say L k (x m+1 ). Thus, after elimination, we obtain (mn) 2 − mn + 1 polynomials
Next, we consider the polynomial system consisting of the (mn) 2 − mn + 1 resultant polynomials, {R 1 , . . . , R (mn) 2 −mn+1 }, in (mn) 2 −mn+ n variables. We can eliminate (mn) 2 − mn of them. We choose to eliminate x By construction the projection V 1 is included in V(G 1 ). Therefore, if we can write F as in (1), then we can recover G 1 as a factor of G 1 , because we have assumed that it is irreducible over the rationals. Thus, we should perform a factorization of G 1 over the rationals.
To recover candidates for G 2 , when we compute the resultants R k we choose to eliminate the variables x (1)
m , x m+1 , t. Subsequently, the elimination procedure gives us G 2 , which is a polynomial in Q[x (1) 2 ]. We work similarly for G 3 , . . . , G m .
To obtain G m+1 we should choose a different generic linear polynomial, but the algorithm is almost the same. We call it recover last (Alg. 2). In this case we introduce linear forms L k ∈ Q[x 1 ] and we choose the variables that we elimate in order to end up with a polynomial
Finally, is decomposable (Alg. 3) combines the various candidates to test if it is possible to write F as in (1). This step relies purely on linear algebra. Recall, that we know the degrees of the polynomials H i . If we are given G 1 , . . . , G m+1 , then we consider the coefficients of H i as unknowns and we construct the linear system formed by identifying the coefficients of F with those of the polynomial m+1 i=1 G i H i . If the linear system has a solution, then we have obtained a decomposition.
Proofs
4.1.
Proof of Theorem 1.4. We assumed existence of a non-zero monomial x α in the expnasion of p with deg i (x α ) = d i for all i. We usex 1 = (x 1 , x 2 , . . . , x λ 1 ), andx i were Algorithm 1: recover m Input:
Rename the variables so that G ν ∈ Q[x ν ] ; 11 return G 1 , . . . , G m defined similarly. We usex α 1 1 to denote the monomial x α 1 1 x α 2 2 . . . x α λ 1 λ 1 andx α 2 2 , . . . ,x αm m are used in the same fashion. We will now construct some auxiliary functions for our proof: We claim existence of functions f i : S i → F for i = {1, 2, . . . , m} with the following properties:
(1) For all β ∈ Z λ i ≥0 with deg i (x β i ) ≤ d i and β = α i , we have y∈S i f i (y)y β = 0.
(2) For the case ofx α i i we have
We prove the existence of f 1 , and the same proof works for all f i . We construct a λ 1 +d 1 d 1 ×|S 1 | matrix A as follows: Every row of the matrix A corresponds to a β ∈ Z λ 1 ≥0 with deg 1 (x β 1 ) ≤ d 1 and is of the form (y β 1 , y β 2 , . . . , y β |S 1 | ) where y j are distinct elements from S 1 . Clearly, there are λ 1 +d 1 d 1 rows and |S 1 | columns. By the assumption that deg(S 1 ) > d 1 , we have |S 1 | ≥ λ 1 +d 1 d 1 . We will show that A is full rank, i.e rank(A) = λ 1 +d 1 d 1 . Assume that rows of A are linearly dependent. That is, we assume there exists a λ 1 +d 1 d 1 × 1 vector C = (c β ) with C T A = 0. Then for any y ∈ S 1 we have deg(β)≤d 1 c β y β = 0.
Algorithm 2: recover last Input:
1 G 1 , . . . , G m ← recover m(F ) ; 2 G m+1 ← recover last(F ) ; /* Perform a square-free decomposition and factorization to each G k .
Check (using linear algebra) if there are H 1 , . . . , H m+1 such that
If this is the case, then return TRUE 7 return FALSE If we define a polynomial g ∈ F[x 1 ] by setting g(x 1 ) = deg(β)≤d 1 c βx β 1 , then g vanishes on the entire set S 1 . This contradicts with the assumption that deg(S 1 ) > d 1 . Thus, the rows of A are linearly independent. Now we can find the desired function f 1 by solving the linear system A[f 1 (y 1 ), f 1 (y 2 ), . . . , f 1 (y |S 1 | )] T = [0, 0, . . . , 0, 1] T where the only non-zero entry in the right hand side is placed on the coordinate corresponding to α 1 .
Using the above functions f i completes the proof as follows: Assume that p ∈ F[x 1 , . . . , x n ] satisfies the hypothesis of the theorem and also vanishes on the entire set S. Let p = β c β x β where we consider all monomials x β with deg i (x β ) ≤ d i . Now consider the following sum:
Due to the assumption that p(t) = 0 for all t ∈ S, this sum is 0. On the other hand, we have the following way of rewriting the sum.
Note the following identity:
By the established properties of f i , we have
In conclusion, we have
By the hypothesis of the theorem we have c α = 0, which implies that there exists a t ∈ S with p(t) = 0.
4.2.
Proof of Corollary 1.8. Since V is a (3, 3)-irreducible variety, there exist f 1 , f 2 ∈ I(V ) such that f 1 has a non-zero term involving variable x 1 , and f 2 has a non-zero term involving x 6 ; otherwise a copy of the two dimensional linear space spanned by e 1 , e 6 would be included in V . By a generic change of variables we can assume f 1 has a non-zero term x d 1 1 for some d 1 , and f 2 has a non-zero term x d 2 6 for some d 2 . We can now assume the projection π from (x 1 , x 2 , . . . , x 6 ) to (x 2 , x 3 , x 4 , x 5 ) has finite fibers on V and is one-to-one on the set S 1 × S 2 . Moreover, by the extension theorem of elimination theory (see [CLO13] ) one can assume π(V ) is closed in Zariski topology. Since π(V ) is a three dimensional variety embedded in C 4 , it is a hypersurface defined by a polynomial g(x 2 , x 3 , x 4 , x 5 ). g is clearly (2, 2)-irreducible; assume C 1 × C 2 ⊂ Z(g) with C i positive dimensional, lifting Z(g) into V creates a contradiction. Moreover, since projections only decrease degree of a variety the degree of g is at most d. Hence, one just uses Theorem 1.7 on Z(g) π(S 1 × S 2 ) with λ = (2, 2) to count V S 1 × S 2 . 4.3. Proof of Theorem 1.7. For the sake of simplicity we will present the proof in the case m = 2. It should be clear how the same proof works for arbitrary m. For clarity, let us state what we will prove in this section.
Theorem 4.1 (The case of m = 2). Let S 1 ⊂ C n 1 and S 2 ⊂ C n 2 be finite sets. Let n = n 1 + n 2 , and let p be a (n 1 , n 2 )-irreducible polynomial of degree d. Then, for every ε > 0 we have
where O n,ε only hides constants depending on ε and n. ⋄
We start with a few auxiliary lemmas, then we give an inductive proof of Theorem 4.1.
Lemma 4.2. Let L be a collection of polynomials all of which have n variables and degree d, and let P be a collection of points in C n . We denote the set of incidinces between L and P with I(L, P ). Suppose that for any n-tuple of distinct polynomials f 1 , f 2 , . . . , f n in L the Bezout bound holds:
For every x ∈ P we define the set of incidences; I x := {f ∈ L : f (x) = 0}. Then, we have
We set the vector I := (|I x |) x∈P . We have |I(L, P )| = I 1 . Now, we consider the expansion of I n n :
(4)
We divide (4) into two summands; the first summand consist of n-tuples (f 1 , f 2 , . . . , f n ) where all f i are distinct, and the second summand consist of n-tuples f i where at least one of the f i is repeated. This gives us the following:
Here we used the crude estimate n I n−1 n−1 to bound the second summand: Either we have I n ≤ 2n|P | 1 n or 1 2 I n > n|P | 1 n . In the second case, we have
where we used (6) for the later inequality. Using Hölder's inequality and Stirling's estimate gives us the following:
In the first case, we would have I 1 ≤ I n |P | 1− 1 n ≤ 2n|P |.
Lemma 4.3. Let S 1 ⊂ C n 1 and S 2 ⊂ C n 2 be finite sets, and let p be a (n 1 , n 2 )-irreducible polynomial of degree d. Then there exist sets S 1i with the following properties:
(2) For every 1 ≤ i ≤ t and I ⊂ S 1i with |I| = n 2 we have the following bound:
where p x (y) = p(x, y), and V (p x (y)) denotes the zero set of p x in C n 2 . ⋄ Proof. We consider all n 2 -element subsets I of S 1 , and write down the corresponding varieties V I := ∩ x∈I V (p x ). We discard all zero-dimensional varieties among V I and keep track of positive dimensional ones. Suppose we have a list V 1 , V 2 , . . . , V M ⊂ C n 2 . For every positive dimensional V i in the list, we define U i ⊂ S 1 as follows:
Since V i are positive dimensional, we must have |U i | ≤ d n 1 . Assume otherwise, w.l.o.g. say |U 1 | > d n 1 and pick a subset W 1 of V 1 with more than d n 2 many elements. Then p vanishes on U 1 × W 1 by construction, and this gives a contradiction by Lemma 2.3. Now we know |U i | ≤ d n 1 for all 1 ≤ i ≤ M, we will create d n 1 many slots and distribute elements of U i into these slots for all i. We start by distributing elements U 1 where place at most one element in each slot. Then we pass to second element in the list U 2 , some elements of U 2 may have been already placed in a slot, we distribute the remaining one by one. We disribute elements of U i for i = 1, 2, . . . , M into the slots in the same fashion. When the process is completed, we distribute the elements of S 1 that are not included in any U i into the slots in an arbitrary way. These slots are our S 1i . Notice that any collection of elements I in S 1 with V I := ∩ x∈I V (p x ) being positive dimensional is now separated one by one into S 1i , and we are done.
Our main purpose in the rest of this section is to prove the following proposition.
Proposition 4.4. Let n = n 1 + n 2 be a two partition, and let S 1 ⊂ C n 1 , S 2 ⊂ C n 2 be finite sets. Let p ∈ C[x 1 , x 2 , . . . , x n 1 , y 1 , y 2 , . . . , y n 2 ] be a polynomial degree d. Suppose that for every n 2 -element subset I of S 1 , and for every n 1 -element subset J of S 2 , the polynomial p(x, y) satisfies the following:
Then for every ε > 0, we have
where c ε is a constant that depends only on ε. ⋄ First, we need to convince ourselves that proving Proposition 4.4 is suifficient to prove Theorem 4.1. Suppose two sets S 1 and S 2 are given and we use Lemma 4.3 to create partitions
We apply Proposition 4.4 for all pairs of S 1i , S 2j . By Hölder's inequality we have
Also note that, since 1 ≤ i ≤ M ≤ d n 1 and 1 ≤ j ≤ N ≤ d n 2 we have 1≤i≤M 1≤j≤M
which completes the proof of Theorem 4.1.
4.4.
Proof of Proposition 4.4. To begin we note that Lemma 4.2 gives a direct bound:
Note that the inequality (8) gives a bound stronger than our claim, and there is no work to do in this special case. So we assume
. Our proof will go by double induction on two quantities: |S 1 | + |S 2 | and n = n 1 + n 2 . First note that if min{|S 1 |, |S 2 |} ≤ 2nd n 3 the claim immediately holds. So throughout the proof we assume min{|S 1 |, |S 2 |} ≥ 2d n 3 , and this creates the base for induction. For min{n 1 , n 2 }, Schwartz-Zippel lemma covers the base case min{n 1 , n 2 } = 1, so throughout the proof we will assume min{n 1 , n 2 } ≥ 2, i.e. n = n 1 + n 2 ≥ 4.
The proof below will count every zero of p on S 1 × S 2 twice. We start by embedding S 1 (resp. S 2 ) to R 2n 1 (resp. R 2n 2 ). Then we use Lemma 2.4 to find degree d 2 polynomials h 1 (resp. h 2 ) which gives the following partitioning of R 2n 1 (resp. R 2n 2 ):
where T ≤ d 4n 1 and |Ω i ∩ S 1 | ≤ |S 1 |/d 4n 1 for all i = 1, 2, . . . , T . Since we are only interested in counting zeros on S 1 × S 2 , in the rest of the proof Ω i would simply denote Ω i ∩ S 1 . Now we would like to count zeros of p on (S 1 \ Z(h 1 )) × S 2 . For this we define the following sets:
Note that for a fixed y ∈ S 2 the set {x ∈ C n 1 : p(x, y) = 0} is a (n 1 − 1)-dimensional variety. Therefore the number of connected components of the semialgebraic set {x ∈ Z(p y ) : h 1 (x) = 0} is bounded by O(d 2n 1 −2 ) due to Theorem 2.5. This simply shows that any y ∈ S 2 can be included in at most O(d 2n 1 −2 ) many L i 's. So we have
Using the induction hypothesis, we can bound incidinces between Ω i and L i :
Summing through Ω i we have:
Using Hölder's inequality and (9) we have
4n 1 ( 1 n 2 +1 −ε)+(2n 1 −2)(1− 1 n 2 +1 +ε) |S 2 | 1− 1 n 2 +1 +ε .
Now we need to collect the exponents of d in last two inequalities and make it human readable:
This expression can be bounded above following basic algebra and using min{n 1 , n 2 } ≥ 2:
(2n 1 + 2)( 1 n 2 + 1 − ε) + 2n 1 − 2 − 4n 1 − 4n 1 ε + 5 ≤ 11 − 4n 1
We note that the difference (d − d 1− 4(n−4) 3 −4nε )|S 1 | 1− 1 n 1 +1 +ε |S 2 | 1− 1 n 2 +1 +ε is bigger than d n 3 (n−4) (|S 1 | + |S 2 |), so for this part of the induction we are done. Now we are interested in counting (S 1 ∩ Z(h 1 )) × (Z(h 2 ) ∩ S 2 ) Z(p). We start by considering Z(h 1 )×Z(h 2 ) Z(p) in C n 1 +n 2 . Using a generic change of variables and Noether normalization Lemma, we can assume that the projection of Z(h 1 ) into coordinates x 2 , x 3 , . . . , x n 1 is onto and has finite fibers. Similarly we can assume the projection of Z(h 2 ) into coordinates y 2 , y 3 , . . . , y n 2 is onto and it has finite fibers. We can also assume these projections are one-to-one on the set S 1 × S 2 .
Note that the polynomial p(x 1 , . . . , x n 1 , y 1 , . . . , y n 2 ) is (n 1 , n 2 )-irreducible, which implies the variety Z(h 1 ) × Z(h 2 ) Z(p) has dimension at most n 1 + n 2 − 3 and degree at most d 5 . W.l.o.g. assume Z(h 1 ) × Z(h 2 ) Z(p) has dimension n 1 + n 2 − 3. Let W denote the projection of Z(h 1 )×Z(h 2 ) Z(p) on (x 2 , . . . , x n 1 , y 2 , . . . , y n 2 ). We claim W is (n 1 −1, n 2 −1)irreducible. Assume otherwise; since W lifts inside Z(h 1 ) × Z(h 2 ) ∩ Z(p) which is included in Z(p), this would immediately imply p is (n 1 , n 2 )-reducible. By induction hypothesis on n 1 + n 2 , we can bound incidinces of W with S 1 × S 2 :
(10) c ε d 5 |S 1 | 1− 1 n 1 +ε |S 2 | 1− 1 n 2 +ε + 2(n − 2)d (n−2) 3 (|S 1 | + |S 2 |) .
We assumed |S 1 | ≥ d 2n 3 , so |S 1 |
n 1 +1 +ε . So, we can rewrite the bound in (10) as follows:
(11) c ε d 5−2n |S 1 | 1− 1 n 1 +1 +ε |S 2 | 1− 1 n 2 +1 +ε + 2(n − 2)d (n−2) 3 (|S 1 | + |S 2 |) . Since n = n 1 + n 2 ≥ 4, we have d 5−2n ≤ d −3 , and the induction is completed.
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