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Abstract
Of concern is the functional evolution equation
du
dt
∈ Bu+ F(t, ut ), t > 0,
u0 = φ(s) ∈ C1
([−r,0];X),
where ut (s)= u(t+ s), r > 0, s ∈ [−r,0], and X is a real Banach space. It is shown by the method of
lines combined with the Crandall–Pazy theorem, that for the initial data u0 in a generalized domain,
this equation has a limit solution, which is Lipschitz continuous in t , and that this limit solution is
a unique strong one if further assumptions on B are imposed, and that the zero solution is asymp-
totically stable. An application is given to a class of partial functional differential boundary value
problems.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Let r > 0 and (X,‖ · ‖X) be a real Banach space with the norm ‖ · ‖X . Let
(C([−r,0];X),‖ · ‖C) be the real Banach space of all continuous functions from [−r,0] to
X with the norm ‖ · ‖C . Let F : [0,∞)×C([−r,0];X)→X be a single-valued function.
Let B :D(B) ⊂ X → X be a multi-valued nonlinear operator. Assume that B − ω is
m-dissipative on X [22], that is, B −ω satisfies (i), (ii):
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u,v ∈D(B), g ∈ (B − ω)u, h ∈ (B − ω)v; equivalently, η(g − h)  0 for some η ∈
G(u−v)≡ {ξ ∈X∗: ‖u−v‖2X = ξ(u−v)= ‖ξ‖2X∗ }, the duality map of (u−v). Here
(X∗,‖ · ‖X∗) is the dual space of X.
(ii) The range condition. The range of (I − λB) equals X for all λ > 0.
Consider the functional evolution equation
du
dt
∈ Bu+ F(t, ut ), t > 0,
u0 = φ(s) ∈ C1
([−r,0];X), (1)
where ut (s)= u(t + s) for s ∈ [−r,0] and C1([−r,0];X) is the real Banach space of all
continuously differentiable functions from [−r,0] to X.
Define a nonlinear nonautonomous operator A(t) :D(A(t)) ⊂ C([−r,0];X) →
C([−r,0];X) by A(t)u = du/ds for u ∈ D(A(t)) ≡ {u ∈ C1([−r,0];X): du(0)/ds ∈
Bu(0)+ F(t, u)}.
In this paper, we will use the method of lines [13,26], combined with the Crandall–Pazy
theorem [3] to show that for
wn(t, s)≡
n∏
k=1
(
I − t
n
A
(
kt
n
))−1
u0,
where u0 ∈ Dˆ(A(0)), w(t, s) ≡ limn→∞wn(t, s) exists uniformly for bounded t , that
w(t, s) is the limit solution to
dut
dt
∈A(t)ut , t > 0,
u0 = φ(s), (2)
that w(t,0) is a limit solution to (1), and that the limit solutions are Lipschitz continuous
in t . Here
Dˆ
(
A(0)
)≡ {u ∈D(A(0)): ∣∣A(0)u∣∣≡ lim
λ→0
∥∥A(0)λu∥∥C
= lim
λ→0
∥∥∥∥I − (I − λA(0))−1λ u
∥∥∥∥
C
<∞
}
,
a generalized domain for A(0), introduced by Crandall [4]. Further, if B is what we call
(see Section 4) embeddedly quasi-demi-closed, w(t,0) will be shown a unique strong so-
lution. When 0 ∈B0∩F(t,0) and φ ≡ 0, the zero is a solution to (1) and is asymptotically
stable if ω is sufficiently negative. Here the zero solution is asymptotically stable if
(i) for each  > 0 there is a δ > 0 such that if ‖φ‖C < δ then∥∥w(t,φ)∥∥
C
<  for all t  0
and
(ii) ‖w(t,φ)‖C → 0 for all φ as t → 0.
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in Section 5.
When Bu≡ 0, w(t,0) is the unique solution to the functional differential equation
du
dt
= F(t, ut ),
u0 = φ(s) ∈ C1
([−r,0];X). (3)
There are many works in relation to (1). To cite a few, we mention [1–3,5–8,10–12,
14–16,19–23,25,28–33]. In these works, the Crandall–Pazy theorem (e.g., [1–3,17,22]) or
traditional method is mostly used. In this paper, following [19], we start with the method
of lines [13,26] to obtain a sequence of approximate solutions. To have a convergent sub-
sequence of that sequence, we employ the Crandall–Pazy theorem. Here compare how
differently the Crandall–Pazy theorem is used in the previous literature and in this paper.
To obtain a strong solution, the previous literature needs to assume reflexive X. In this
paper, we assume embeddedly quasi-demi-closed B and obtain a strong solution. This re-
sult is applied to a class of partial functional differential boundary value problems with
nonreflexive X in Section 5. The translation property ut (s) = u(t + s) for (1) and (3) is
proved, following [21], by the method of characteristics from the theory of partial differ-
ential equations of first order, as opposed to the probability method [5,11]. The result here
also applies to the nonlinear nonautonomous partial functional differential boundary value
problems in [20]. Also the asymptotic stability result in this paper may be considered as
the nonlinear analogue of that in [33].
We remark that the arguments in this paper are applicable to the nonautonomous case
B = B(t) with t-dependence. In that case, the assumptions for B(t) in the Crandall–Pazy’s
paper need to be imposed. But here for simplicity, we content ourselves with the au-
tonomous case B .
The rest of this paper is organized as follows. Section 2 contains some basic assump-
tions and preliminary results. Section 3 deals with a limit solution and Section 4 a strong
solution. Finally, Section 5 concerns an application.
2. Preliminary results
From here on, let k be a generic constant which can vary with different occasions.
Assume the following (2.1).
(2.1) Let F be a continuous function from [0,∞)×C([−r,0];X) to X, such that∥∥F(t, x)− F(t, y)∥∥
X
 α(t)‖x − y‖C
for x, y ∈C([−r,0];X), and∥∥F(t, x)− F(τ, x)∥∥
X

∣∣β(t)− β(τ)∣∣γ (‖x‖C)
for x ∈ C([−r,0];X), where α(t) is a nonnegative continuous function with L ≡
supt>0 α(t)  k <∞, β(t) is boundedly continuous and of bounded variation, and γ is
nonnegatively monotone increasing. Here C([−r,0];X) is as in Section 1.
466 C.-Y. Lin / J. Math. Anal. Appl. 285 (2003) 463–476Define nonlinear multi-valued operators B and A(t) as in Section 1.
Proposition 1. (A(t) − (ω + L)) is dissipative on C([−r,0];X) and for bounded t > 0
and each h ∈C([−r,0];X), there is a unique solution u to
u−  A(t)u  h, u ∈D(A(t)) (4)
for small enough  > 0.
Proof. The proof goes as in [32,33], which is given here for easy reference. (4) is the same
as
u(s)= exp
(
s
 
)
u(0)−
s∫
0
 −1 exp
(
s − τ
 
)
h(τ) dτ,
u′(0)= u(0)− h(0)
 
∈ Bu(0)+ F(t, u). (5)
Since (B −ω) is m-dissipative, (I −  B)−1 :X→X exists for all  > 0 and∥∥(I −  B)−1x − (I −  B)−1y∥∥
X
 1
1−  ω‖x − y‖X
for small enough  > 0. It follows from (6) that u(0) satisfies
u(0)= Su(0)
≡ (I −  B)−1
(
h(0)+  F
(
t, exp
(
s
 
)
u(0)−
s∫
0
 −1 exp
(
s − τ
 
)
h(τ) dτ
))
.
The multi-valued operator S :X→X defined above, satisfies
sup
u∈Sx, v∈Sy
‖u− v‖X  11−  ω L sups∈[−r,0]exp
(
s
 
)
‖x − y‖X
by using the assumption (2.1). Hence S is a strict contraction for small enough  > 0
and has a unique fixed point by the multi-valued version of Banach contraction mapping
theorem. Thus (4) uniquely solved for small enough  > 0.
Now we prove dissipativity. As in [33] (proof of Proposition 3.4, p. 404), let u −
 A(t)u  g and v −  A(t)v  h, where u,v ∈D(A(t)) and  > 0. Then
u(s)− v(s)= exp
(
s
 
)(
u(0)− v(0))−
s∫
0
 exp
(
s − τ
 
)(
g(τ)− h(τ))dτ
and
u(0)− v(0) ∈ (g(0)− h(0))+  (Bu(0)−Bv(0))+  (F(t, u)− F(t, v)).
From the dissipativity of B −ω, we have∥∥u(0)− v(0)∥∥
X

∥∥g(0)− h(0)∥∥
X
+  ω∥∥u(0)− v(0)∥∥
X
+  L‖u− v‖C
by the assumption (2.1).
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∥∥u(s)− v(s)∥∥
X

∥∥∥∥exp
(
s
 
)(
u(0)− v(0))∥∥∥∥
X
+
(
1− exp
(
s
 
))
‖g − h‖C
 exp
(
s
 
)[‖g − h‖C +  ω‖u− v‖C +  L‖u− v‖C]
+
(
1− exp
(
s
 
))
‖g − h‖C
and so,
‖u− v‖C  ‖g − h‖C +  (ω+L)‖u− v‖C
since µ> 0 is arbitrary. Thus A(t)− (ω+L) is dissipative on C([−r,0];X). ✷
Let T > 0 and consider the evolution equation (2) on (0, T )
dut
dt
∈A(t)ut , t ∈ (0, T ),
u0 = φ(s). (6)
Discretize (6) to
ui −  A(ti)ui  ui−1, ui ∈D
(
A(ti)
)
,
where  = T/n, i = 1,2, . . . , n, n ∈ N is large enough, and ti = i . We assume u0 = φ ∈
D(A(0)) and for convenience, let v0 ∈A(0)u0 and u−1 be such that u0 −  v0 = u−1.
Proposition 2. If u0 ∈ D(A(0)), 0 ∈ D(A(t)) for each t  0, supx∈B0 ‖x‖X  k, and
supt>0 supy∈F(t,0) ‖y‖X  k, then∥∥∥∥ui − ui−1 
∥∥∥∥
C
 kkw0
and ‖ui‖C  k. Here kw0 depends on w0 ≡ |A(0)u0| ≡ infz∈A(0)u0 ‖z‖.
Proof. By Proposition 1, ui exists and
ui − ui−1
 
= exp
(
s
 
)
ui(0)− ui−1(0)
 
−
s∫
0
 −1 exp
(
s − τ
 
)
ui−1(τ )− ui−2(τ )
 
dτ
and
ui(0)− ui−1(0)
 
∈ ui−1(0)− ui−2(0)
 
+ (Bui(0)−Bui−1(0))
+ (F(ti, ui)−F(ti−1, ui−1)).
By the dissipativity of B −ω and the assumption (2.1), we have
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∥∥∥∥ui(0)− ui−1(0) 
∥∥∥∥
x

∥∥∥∥ui−1(0)− ui−2(0) 
∥∥∥∥
X
+ω∥∥ui(0)− ui−1(0)∥∥X
+L∥∥ui(0)− ui−1(0)∥∥X + ∣∣β(ti)− β(ti−1)∣∣γ (‖ui‖C)
and so,∥∥∥∥ui(0)− ui−1(0) 
∥∥∥∥
X

(
1−  (ω+L))−1[∥∥∥∥ui−1(0)− ui−2(0) 
∥∥∥∥
X
+ ∣∣β(ti)− β(ti−1)∣∣γ (‖ui‖C)
]
for small enough  > 0.
Let a = (1−  (ω+L))−1 and bi = |β(ti)− β(ti−1)|γ (‖ui‖C). It follows that∥∥∥∥ui − ui−1 
∥∥∥∥
C
 a
(∥∥∥∥ui−1 − ui−2 
∥∥∥∥
C
+ bi
)
 ai‖v0‖C + aib1 + ai−1b2 + · · · + abi
 exp
(
i (ω+L))
[
‖v0‖C + sup
i
γ
(‖ui‖C) n∑
i=1
∣∣β(ti)− β(ti−1)∣∣
]
.
The same calculations also give that
‖ui‖C  exp
(
i (ω+L))
[
‖u0‖C +
(
inf
x∈B0‖x‖X + supti
inf
y∈F(ti,0)
‖y‖X
) n∑
i=1
 
]
 k <∞
and so,∥∥∥∥ui − ui−1 
∥∥∥∥
C
 k
since v0 ∈A(0)u0 is arbitrary. ✷
Proposition 3. The result in Proposition 2 is still true for u0 ∈ Dˆ(A(0))≡ {w ∈D(A(0)):
|A(0)w| ≡ limλ→0 ‖A(0)λw‖C <∞}. Here
A(0)λw = I − (I − λA(0))
−1
λ
w ∈−A(0)(I − λA(0))−1w.
Proof. For u0 ∈ Dˆ(A(0)), let uλ0 = (I − λA(0))−1u0, where λ > 0. Let ui and uλi cor-
respond to u0 and uλ0 through the above discretized equation, respectively. As in [24]
(Lemma 3.2, p. 9), uλ0 → u0 as λ→ 0. Also it is easy to see that
uλi =
i∏
k=1
(
I −  A(tk)
)−1(
I − λA(0))−1u0 → ui = i∏
k=1
(
I −  A(tk)
)−1
u0 as λ→ 0
since A(t)− (ω+L) is dissipative.
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‖uλi − uλi−1‖
 
 k1.
Here k1 depends on ‖wλ0‖C ≡ |A(0)(I − λA(0))−1u0|, which is finite for all λ > 0 since
A(0)λu0 ∈−A(0)(I − λA(0))−1u0 and u0 ∈ Dˆ(A(0)). Letting λ→ 0, we see that
‖ui − ui−1‖
 
 k. ✷
3. A limit solution
Construct the Rothe functions [13,26]. Let χn0 = u0 = φ, Cn(0)= A(0) and χnt = ui ,
Cn(t)=A(ti) for t ∈ (Ti−1, ti], and let un0 = u0 = φ and
unt = ui−1 + (ui − ui−1)
t − ti−1
 
for t ∈ (ti−1, ti] ⊂ [0, T ].
Since ‖(ui − ui−1)/ ‖C  k by Proposition 3, it follows that
lim
n→∞ supt∈[0,T ]
∥∥unt − χnt ∥∥C = 0,∥∥unt − unτ∥∥C  k|t − τ | (7)
for t, τ ∈ (ti−1, ti], and
dunt
dt
∈Cn(t)χnt , un0 = φ (8)
for t ∈ (ti−1, ti], where the last equation has values in B([0, T ];C([−r,0];X)), the real
Banach space of all bounded functions from [0, T ] to C([−r,0];X).
Proposition 4. If the assumption in Proposition 3 holds, where u0 ∈ Dˆ(A(0)), then for each
t ∈ [0, T ], unt converges in C([−r,0];X) and so, unt is relatively compact in C([−r,0];X).
Proof. For each bounded t ∈ (0, T ), we have t ∈ [ti−1, ti) for some i and so, i−1= [t/ ].
Here for each x ∈R, [x] is the greatest integer that is less than or equal to x .
From the definition of unt , we have that pointwise convergence of unt is the same as that
of ui−1 since ‖(uu − ui−1)/ ‖C  k by Proposition 3. Here note that
ui =
i∏
k=1
(
I −  A(tk)
)−1
u0
and the convergence of ui as  → 0 is the same as the convergence of
wn ≡
n∏
k=1
(
I − t
n
A
(
k
t
n
))−1
u0
for each bounded t as n→ 0.
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Compare [5, Theorem 1, p. 226].
For g ∈ C([−r,0];X), let u −  A(t)u  g and v −  A(τ)v  g, where  > 0, u ∈
D(A(t)), and v ∈D(A(τ)). As in proving the dissipativity of A(t)− (ω+L), we have
u(s)− v(s)= exp
(
s
 
)(
u(0)− v(0)),
u(0)− v(0) ∈  (Bu(0)−Bv(0))+  (F(t, u)− F(τ, v)),
and ∥∥u(0)− v(0)∥∥
X
  ω
∥∥u(0)− v(0)∥∥
X
+  L‖u− v‖C +  
∣∣β(t)− β(τ)∣∣γ (‖v‖C)
by the dissipativity of B −ω and the assumption (2.1), and it follows that
‖u− v‖C   (ω+L)‖u− v‖C +  
∣∣β(t)− β(τ)∣∣γ (‖v‖C),
or equivalently,
‖u− v‖C 
(
1−  (ω+L))−1( ∣∣β(t)− β(τ)∣∣γ (‖v‖C)).
for small enough  > 0. But similar calculations give
‖v‖C 
(
1− (ω+L))−1(‖g‖C +  ( sup
x∈B0
‖x‖X + sup
τ
∥∥F(τ,0)∥∥
X
))
,
and so
‖u− v‖C   
∣∣β(t)− β(τ)∣∣ζ (‖g‖C)
for some monotone increasing function ζ . Thus Dˆ(A(t)) and the closure D(A(t)) of
D(A(t)) are constant (see [4, p. 63], [9, Lemma 3.1]).
Therefore wn converges by the Crandall–Pazy theorem. ✷
From (7), we see that unt is equicontinuous in C([0, T ];C([−r,0];X)), the real Banach
space of all continuous functions from [0, T ] to C([−r,0];X). Since for each t ∈ [0, T ],
unt is relatively compact in C([−r,0];X) by Proposition 4, the Ascoli–Arzela theorem
[26] shows that unt converges uniformly to some ut ∈C([0, T ];C([−r,0];X)). We call ut
a limit solution to (2) and ut (0) a limit solution to (1) on [0, T ) and then on [0,∞) since
T is arbitrary. From Eq. (7), we see that the limit solutions are Lipschitz continuous in t .
Thus we proved
Theorem 1. If the assumptions in Proposition 3 hold, where u0 ∈ Dˆ(A(0)), then there is a
limit solution respectively to (2) and (1), and the limit solutions are Lipschitz continuous
in t .
Remark. Note that Dˆ(A(t)) is constant in t and that the limit solution is even exists for
u0 ∈ D(A(t)). The latter follows as in [3] from the dense and limiting arguments since
Dˆ(A(t)) is dense in D(A(t)) [3] and A(t)− (ω + L) is dissipative. In the latter case, the
limit solution is not necessarily Lipschitz continuous in t .
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‖ui‖C  exp
(
ti (ω+L)
)[‖u0‖C + ( inf
x∈B0‖x‖X + supti
inf
x∈F(ti,0)
‖x‖X
) n∑
i=1
 
]
in the proof of Proposition 3, we have
Corollary 1. If φ ≡ 0 and 0 ∈ B0 ∩ F(t,0), then the zero is a solution to (2) and (1), and
it is asymptotically stable if (ω+L) < 0.
4. A strong solution
Let (Y,‖ · ‖Y ) be a real Banach space with (X,‖ · ‖) being continuously embedded into
it. Assume additionally that B is embeddedly quasi-demi-closed, that is, assume that if
xn ∈ D(B)→ x and ‖yn‖X  k for some yn ∈ Bxn, then x ∈ D(η ◦ B) (that is, η(Bx)
exists) and∣∣η(ynk )− z∣∣→ 0
for some subsequence ynk of yn, for some z ∈ η(Bx) and for each η ∈ Y ∗ ⊂X∗, the indi-
cated real dual spaces of Y and X, respectively.
Let vnt ∈ Cn(t)χnt for t ∈ (ti−1, ti ], such that (8) gives
dunt
dt
= vnt
for t ∈ (ti−1, ti]. Integrating (8) gives that unt − φ =
∫ t
0 v
n
τ dτ and
unt − φ ∈
t∫
0
Cn(τ)χnτ dτ, (9)
and we note that ‖vnt ‖C  k is uniformly bounded for finite t by ‖(ui − ui−1)/ ‖C  k.
Evaluating (9) at s = 0 gives that for each η ∈ Y ∗ ⊂X∗, η(unt (0)−φ(0))=
∫ t
0 η(v
n
τ (0)) dτ
and
η
(
unt (0)− φ(0)
) ∈
t∫
0
η
(
Bχnτ (0)+ F
(([
τ
 
]
+ 1
)
 ,χnτ
))
dτ. (10)
Here note that integration over a set of functions is naturally defined as integrating over
each function in the set and then putting the results into a set. Here also note that for
τ ∈ (0, t), we have τ ∈ [ti−1, ti) for some i and then, (i − 1)  τ < i . It follows that
i − 1 = [τ/ ], the greatest integer that is less than or equal to τ/ , and that ti = i =
([τ/ ] + 1) .
Since unt → ut uniformly in C([0, T ];C([−r,0];X)), vnt (0) ∈ (Bχnt (0) + F(([t/ ]
+ 1) ,χnt )), and B is embeddedly quasi-demi-closed, we have η(vnt (0)) converges to
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the Lebesgue convergence theorem, we have
η
(
ut (0)− φ(0)
)=
t∫
0
η
(
vτ (0)
)
dτ = η
( t∫
0
vτ (0)
)
dτ
since ‖vnt ‖C  k. Thus ut (0)−φ(0)=
∫ t
0 vτ (0) dτ in Y . Therefore, we have by the Radon–
Nikodym type theorem that
dut (0)
dt
= vt (0) in Y for almost every t ∈ (0, T )
and then
dut (0)
dt
∈But (0)+F(t, ut ) in Y for almost every t ∈ (0, T ),
u0 = φ. (11)
Next apply the Fubini theorem to (8) to obtain that
s∫
0
(
unt (s¯)− un0(s¯)
)
ds¯ =
t∫
0
(
χnτ (s)− χnτ (0)
)
dτ,
which converges to
s∫
0
(
ut (s¯)− u0(s¯)
)
ds¯ =
t∫
0
(
uτ (s)− uτ (0)
)
dτ. (12)
Now use the method of characteristics in the theory of partial differential equations of
first order. Consider ut (s) on the curve s = s(t) with ds/dt = −1 and use the integrated
version of total derivative
dut (s(t))
dt
= ∂ut (s(t))
∂t
+ ∂ut (s(t))
∂s
ds
st
= ∂ut (s(t))
∂t
− ∂ut (s(t))
∂s
of ut (s(t)) with respect to t . It follows from (12) that
s∫
0
(
ut (s¯)− u0
(
s¯(0)
))
ds¯ =
s∫
s¯=0
t∫
τ=0
duτ (s¯(τ ))
dτ
dτ ds¯ = 0.
Thus ut (s(t)) = u0(s(0)) which, together with ds/dt = −1, implies that ut (s) = u0(t +
s) = φ(t + s). Letting u(t) = ut (0), we see that ut (s) = u(t + s), dut/dt = dut/ds,
u0 = φ, and
du
dt
∈ Bu+ F(t, ut ) in Y for almost every t ∈ (0, T ).
Since T > 0 is arbitrary, (2) and (1) are solved in Y .
To seek uniqueness of solution, let ut , vt be two solutions to (2) in X. For some f ∈
G(ut − vt ), the duality map of ut − vt (defined in Section 1), we have
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‖ut − vt‖2C =
d
dt
f (ut − vt )= f
(
d
dt
(ut − vt )
) (∈ f (A(t)ut −A(t)vt ))
for almost every
t  f
(
(ω+L)(ut − vt )
)

(|ω| +L)‖ut − vt‖2C
since A(t)− (ω+L) is dissipative. Thus we have ‖ut −vt‖2C 
∫ t
0 (|ω|+L)‖uτ −vτ ‖2C dτ
and so by the Gronwall inequality, ‖ut − vt‖2C ≡ 0, that is, ut ≡ vt . Hence we proved
Theorem 2. If B is embeddedly quasi-demi-closed and u0 ∈ Dˆ(A(0)), then (2) has a strong
solution ut in Y and (1) has a strong solution ut (0) in Y , where ut and ut (0) respectively
satisfy Eqs. (2) and (1) in Y for almost every t > 0. Furthermore, ut and ut (0) are unique
in Y if Y ≡X.
Corollary 2. When B ≡ 0, the fundamental theorem of calculus applies since F(t, z) is
continuous and so, (3) has a unique classical solution.
5. An application
Consider the nonlinear nonautonomous partial functional differential boundary value
problem
∂
∂t
u(x, t)= φ(x,ux)uxx + F(t, ut ), (x, t) ∈ (0,1)× (0,∞),
ux(j, t) ∈ (−1)jβj
(
u(j, t)
)
, j = 0,1,
u0 =ψ ∈ C1
([−r,0];C[0,1]). (13)
Here ux = ∂u/∂x, ut (x, s)= u(x, t + s), r > 0, s ∈ [−r,0].
We assume that (i) for all x, ξ , φ(x, ξ)  δ0 > 0 for some δ0, (ii) β0 and β1 :R→
R are maximal monotone graphs such that 0 ∈ β0(0) ∩ β1(0), and (iii) F is a function
[0,∞)×C([−r,0]; (C[0,1],‖.‖∞))→ (C[0,1],‖.‖∞) such that∥∥F(t, u)− F(t, v)∥∥∞  α(t)‖u− v‖C
and ∥∥F(t, u)− F(τ,u)∥∥∞  ∣∣β(t)− β(τ)∣∣γ (‖u‖C),
where α, β, and γ are as in Section 2.
Define a nonlinear operator E :D(E)⊂ (C[0,1],‖.‖∞)→ (C[0,1],‖.‖∞) by
Eu= φ(x,u′)u′′
for u ∈D(E)≡ {v ∈ C2[0,1]: v′(0) ∈ β0(v(0)), v′(1) ∈ (−1)β1(v(1))}. It was shown in
[18] that B is m-dissipative in (C[0,1],‖.‖∞). We continue to show that B is embeddedly
quasi-demi-closed, so that Theorem 2 applies. Let (Y,‖.‖) = (L2(0,1),‖.‖), which has
(C[0,1],‖.‖∞) continuously embedded into it. Let un ∈ D(E)→ u and ‖Eun‖∞  k.
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un → u in C1[0,1] through some subsequence. Apply this to the following.
Let η ∈L2(0,1)= (L2(0,1))∗. Formally, we have
η(Eun)=
∫
η(Eun) dx =
∫
η
(
φ(x,u′n)u′′n
)
dx
=
∫
ηφ(x,u′)(un − u)′′ dx +
∫
η
(
φ(x,u′n)− φ(x,u′)
)
u′′n dx
+
∫
η(Eu)dx ≡
3∑
i
Ii .
Here the integration range [0,1] is omitted.
It follows that I1 converges to 0 since ‖un‖C2  k, W 2,2(0,1) is a Hilbert space,
and u′′n converges weakly to u′′ through some subsequence, that I2 converges to 0 by
|I2|  ‖φ(x,u′n) − φ(x,u′)‖∞‖η‖‖u′′n‖. Thus η(Eun) →
∫
η(Eu)dx = η(Eu) and so,
E is embeddedly quasi-demi-closed.
Note that F(x, z) : [0,∞)×C([−r,0]; (C[0,1],‖.‖∞))→ (C[0,1],‖.‖∞) is a function
such that∥∥F(t, u)− F(t, v)∥∥∞  α(t)‖u− v‖C
and ∥∥F(t, u)− F(τ,u)∥∥∞  ∣∣β(t)− β(τ)∣∣γ (‖u‖C),
where α, β, and γ are as in Section 2. Then from Theorem 2, we have
Theorem 3. If u0 ∈ Dˆ(A(0)), then there is a strong solution to
∂
∂t
u(x, t)= φ(x,u′)u′′ + F(t, ut ), (x, t) ∈ (0,1)× (0,∞),
ux(j, t) ∈ (−1)jβj
(
u(j, t)
)
, j = 0,1,
u0 = φ ∈ C1
([−r,0];C[0,1]), (14)
where ut (s) = u(t + s) for s ∈ [−r,0]. If, further, φ(s) ≡ 0 ≡ F(x,0), then the zero is a
solution to (14) and is asymptotically stable for L< 0.
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