We investigate the problem of deriving posterior concentration rates under different loss functions in nonparametric Bayes. We first provide a lower bound on posterior coverages of shrinking neighbourhoods. This lower bound relates the metric or loss under which the shrinking neighbourhood is considered, and an intrinsic (pre)-metric linked to frequentist separation rates. The result sheds some light on proof strategies to derive posterior concentration rates. In the context of the Gaussian white noise model, we construct feasible priors based on a spike and slab procedure reminiscent of wavelet thresholding that achieve adaptive rates of contraction under L 2 or L ∞ metrics when the underlying parameter belongs to a collection of Hölder balls and that moreover achieve our lower bound. We also discuss some consequences on the asymptotic behaviour of posterior credible balls. Our results are appended with an upper bound for the contraction rate under an arbitrary loss in a generic regular experiment. The upper bound is attained for certain sieve priors and enables in particular to extend our adaptation results to the model of density estimation.
Introduction
Over the last decade, there has been a growing literature on posterior concentration rates in various types of Bayesian nonparametric models, initiated by the seminal papers of Schwartz [26] , Barron [2] , and Ghosal et al. [16] . These studies include in particular density estimation in the case of independent and identically distributed observations as in Ghosal et al. [16] , nonparametric regression (Ghosal and van der Vaart [17] ) and the white noise model (Zhao [32] , Belitser and Ghosal [3] ), Markov models (Tang and Ghosal [29] ), Gaussian time series (Choudhuri et al. [12] and Rousseau et al. [25] ) to name but a few, or the recent canonical statistical setting of Castillo et al. [11] . For each of these models a variety of families of priors have been investigated. Consider a statistical model {P n θ , θ ∈ Θ}, generated by data Y n , with measurable parameter space Θ equipped with a prior π. We say that the posterior distribution P π (·|Y n ) concentrates at rate ǫ n > 0 under P n θ 0 for the loss function ℓ : Θ × Θ → [0, ∞) if
Concentration properties of the posterior distribution have a direct impact on the properties of the statistical model in frequentist sense: indeed, by Theorem 2.5 in Ghosal et al. [16] , (1) implies the existence of an estimator that converges (in probability) under P n θ 0 to θ 0 at rate ǫ n for the loss ℓ. Consistently with this result, we say that the posterior concentration rate ǫ n is (asymptotically) minimax over Θ if (1) holds uniformly in θ 0 ∈ Θ and if ǫ n agrees with the minimax rate of estimation over Θ for the loss ℓ, see for instance Tsybakov [30] , p.61. In that case, the concentration ǫ n is the best achievable rate of convergence for which (1) uniformly in θ 0 ∈ Θ. We further say that the posterior distribution P π (·|Y n ) concentrates adaptively over the collection {Θ β , β ∈ I} of subsets of Θ if
where ǫ n (β) is the minimax rate of estimation over Θ β . In the same way as for (1) , existence of results of the type (2) have some implication for the existence of minimax adaptive estimators. Equivalently, non-existence of adaptive estimators in some nonparametric situations (see for instance Lepski [22] , Brown and Low [5] ) yield limitations about the best possible achievable concentration rates over collection of subsets of the parameter space. In this paper, we are interested in the interplay between nonparametric minimax rates of convergence and the existence of adaptive concentration rates for appropriate priors in nonparametric estimation. We cover in particular the two paradigmatic examples of density estimation, when the data Y n is drawn from a n-sample of an unknown distribution, and the case of a signal observed in Gaussian white noise.
Adaptive concentration rates
An interesting feature of the Bayesian nonparametric approach is that for certain types of loss functions ℓ, minimax adaptive concentration rates are achieved by a wide variety of priors, up to a log n term in some cases. One way is to consider hierarchical types of priors where, at the highest level of hierarchy some hyperparameter, somehow related to the class index β, is itself given a prior distribution. For instance in the case of density estimation, the renown class of Dirichlet process mixtures or related types of mixtures lead to adaptive posterior concentration rates over collections of Hölder balls of regularity β, up to a log n term, see for instance Rousseau [24] , Kruijer et al. [20] , Shen et al. [28] and Scricciolo [27] under the Hellinger or the L 1 losses on the densities. Gaussian random fields, with inverse Gamma bandwidth as prior models also lead to adaptive posterior concentration rates up to a log n term for a large class of models, including the nonlinear regression model under the empirical quadratic loss on the design and the classification problem under the L 2 loss, see van der Vaart and van Zanten [31] . Similarly orthonormal basis expansions with random truncations generically yield adaptive posterior concentration rates too, provided the loss function is well chosen, see Arbel et al. [1] . All these results are proved using the approach proposed by Ghosal and van der Vaart [17] , which relies on the existence of tests having exponentially small error of the second kind outside ℓ-neighbourhoods of the true parameter. However, some disturbingly bad asymptotic behaviours of posterior distributions have also been observed under not so well behaved loss functions. To illustrate this, let us consider the framework of Arbel et al. [1] that is the usual formulation of a signal in Gaussian white noise: we have
where the signal of interest θ belongs to the Hilbert space Θ = L 2 = L 2 ([0, 1]) = θ : [0, 1] → R, [0, 1] θ(x) 2 dx < ∞ andẆ is a Gaussian white noise on Θ. The noiseẆ is not realisable as a random element of L 2 , it is therefore viewed as the standard iso-Gaussian process for the Hilbert space Θ. Picking an orthonormal basis (u k ) k∈N of Θ, the observation (3) takes the equivalent sequence space formulation
via the correspondence θ k = [0, 1] θ(x)u k (x)dx. Abusing notation slightly, we identify θ with its expansion (θ k ) k∈N . We further equip Θ with the random truncation prior
for some λ > 0, τ > 1/2 and where P(λ) is the Poisson distribution with parameter λ. It is proved in Arbel et al. [1] that the prior defined in (5) achieves the adaptive posterior concentration rate under the squared loss
over Sobolev balls of smoothness β > 0 but that it leads to the substantially suboptimal posterior concentration rate
instead of the optimal (minimax) rate n −(β−1/2)/2β . The same phenomenon takes place when Hölder balls instead of Sobolev balls are considered and when the signal is projected on a wavelet basis, see Section 3 below. Although there exist priors different than (5) with minimax posterior concentration rates in the white noise model (4) under pointwise loss, and more generally under L r losses, with 1 ≤ r ≤ ∞, these posteriors are non-adaptive, see Giné and Nickl [18] , Zhao [32] , Belitser and Ghosal [3] and their concentration rate sometimes misses the optimal (minimax) rate of convergence by a polynomial order. To our knowledge, the question of the existence of adaptive minimax posterior concentration rates when ℓ is the pointwise loss or even the sup-norm loss L ∞ is an open question (for nonadaptive minimax concentration rates in sup-norm, see however the recent preprint of Castillo [10] ). A consequence of the results of the present paper is the explicit construction of priors that lead to adaptive concentration rates for various loss functions (including the sup-norm L ∞ ) under certain assumptions on the underlying model (covering density estimation and Gaussian white noise model). Given a prior π and a loss function ℓ, the best achievable rate of concentration of the posterior distribution is intimately linked to the geometry of the experiment E n = {P n θ , θ ∈ Θ} in the most classical sense of Le
Cam (see for instance Le Cam and Yang [21] ). By "geometry", we simply mean here the existence of a tractable (pre)-metric d that controls the statistical distance between parameters: this can be the Hellinger distance used in the Birgé-Le Cam testing theory in density estimation or simply the L 2 -distance in Gaussian white noise model linked to the Hilbert space structure on which relies the existence of an iso-normal process. The behaviour of such a pair (ℓ, d) is reminiscent of several phenomena in the minimax nonparametric literature: these include estimation of linear functionals Donoho and Liu [15] , constrained risk inequalities Brown and Low [5] , Cai and Low [9] , Cai et al. [8] or the existence of adaptive confidence sets (Low [23] , Cai and Low [6] ). In all these studies, a key ingredient is the behaviour of a (ℓ, d) modulus of continuity
that quantifies the maximal error in the desired ℓ-loss for a prescribed statistical distance ǫ induced by the experiment E n via the intrinsic (pre)-metric d.
More precisely, for two sequences ǫ n > 0 and θ n ∈ Θ such that d(θ 0 , θ n ) ≤ ǫ n implies that there exist no convergent test of
then ω(ǫ n ) yields a lower bound for the minimax estimation of θ in ℓ-loss.
The non-existence of adaptive confidence intervals over Hölder balls lies at the heart of this simple phenomenon: in that case, ℓ is the pointwise or L ∞ -norm and d is the L 2 -metric. The fact that an irregular function can be close to a smooth functions in L 2 while away from the smooth target in L ∞ explains the negative result of Low [23] , see also Giné and Nickl [18] , Hoffmann and Nickl [19] and is quantified by ω(ǫ). Interestingly, in the Bayesian framework developed in the example above of Arbel et al. [1] , the elements θ 0 of a Hölder balls with smoothness β > 0 for which the posterior concentration rate is sub-optimal in either the pointwise or the sup-norm L ∞ loss are those for which the posterior concentrates on a random truncation K which is too small to achieve the desired rate, in other words there are elements that are close for the L 2 -metric to parameters with smoothness β ′ > β but not for the pointwise loss or under the L ∞ -metric. The paper is an attempt to answer the following related questions:
(1) Can we formalise further the connexion between posterior concentration rates and the minimax theory? (2) In the specific framework of the L 2 and L ∞ metric, what are the connexions between minimax adaptivity and rates of concentration? Subsequently, can we construct feasible priors for which posterior distributions contract adaptively in standard models such as Gaussian white noise or density estimation?
applying successively Pinsker's inequality and the Cameron-Martin formula. Analogous computations in the density model suggest to pick the Hellinger distance as an intrinsic (pre)-metric d (see Birgé [4] and the references therein). The regularity condition (condition (16) below) connects d and the model by imposing that the estimate (8) holds in both ways (up to constants) when the L 2 -metric is replaced by d. The exponent Ω(ǫ n , Θ, ℓ) appearing in (7) is a dual formulation of the modulus of continuity ω(·) mentioned above and introduced by Donoho and Liu [15] and considered by Cai and Low [7] , Cai et al. [8] . Theorem 1 also admits a stronger local version: ǫ n can be a function of θ 0 also in a manner similar to the between classes modulus of continuity of Donoho and Liu [15] . Another important consequence deals with the possibility and the limitation of using the testing approach considered in Ghosal and van der Vaart [17] in order to obtain posterior concentration rates. More in Section 2 below.
1 i.e. we only require that d is nonnegative and d(θ, θ ′ ) = 0 implies θ = θ ′ .
In Section 3, we explicitly construct a prior -in the family of spike and slab priors -that achieves the lower bound of Theorem 1 in the white noise model simultaneously over a collection of Hölder balls H(β, L) for β ∈ I, where I is a compact subset of (0, ∞). In order to do so, we recast Y n into a regular wavelet basis and obtain the sequence model
where k ∈ I j is a location parameter at scale 2 −j with I j having approximately 2 j terms, and the ǫ j,k are i.i.d. standard normal. The spike and slab prior is constructed as follows: for j less than a maximal resolution level 2 J n with 2 J n ≍ n, the θ j,k 's are drawn independently according to
for appropriate level-dependent weights w j,n > 0. Here, δ y (dx) is the Dirac mass at point y and g is a bounded density on R locally bounded away from zero. For j > J n we put θ j,k = 0. The spike and slab prior acts as a thresholding procedure that takes advantage of the multiresolution structure of the sequence space provided by a wavelet basis, and this yields adaptive concentration rates. We prove in Theorem 2 that
uniformly in β ∈ I, where ǫ n (β) = M (n/ log n) −β/(2β+1) and for some constants B, M > 0 depending on π and I only. Moreover, the polynomial speed n −B at which the contraction holds is sharp according to Theorem 1 (up to the exponent B). The spike and slab prior (9) therefore leads to an adaptive minimax posterior concentration rate over Hölder balls H(β, L) for the sup-norm loss, without additional log n term. To the best of our knowledge, this is the first construction of a prior leading to an optimal adaptive posterior concentration rate in sup-norm. However, we miss the optimal rate by a logarithmic term if, for the same prior, we consider contraction under the L 2 -metric instead of L ∞ . We show in Theorem 3.2 how to modify the spike and slab prior in order to remove the logarithmic terms in the L 2 -metric and achieve exact adaptivity in that setting too.
An extension to a generic upper bound, neither restricted to the white noise model nor to L 2 or L ∞ losses, is presented in Section 4, using discrete sieve priors. Under an appropriate compactness property of the parameter space in term of the loss ℓ, the prior consists in picking uniformly at random a point in the discrete (finite) sieve {θ (1) , . . . , θ (Nn) } of size N n , where the θ (l) are centers of balls measured in ℓ-loss of a finite covering of Θ. In order to obtain that the posterior has a well-behaved concentration around a given point θ 0 ∈ Θ in ℓ (quasi)-metric, we need an essential property of the existence of a θ 0 -dependent partition of the sieve into slices measured in the d (pre)-metric, for which the prior mass is well behaved (conditions (26) and (27) below). In this abstract framework, we prove in Theorem 4 that under these conditions, there exists a constant C > 0 such that
for every θ 0 ∈ Θ. The bound (10) can be improved by letting ǫ n = ǫ n (θ 0 ) vary with θ 0 enabling adaptivity results, and some uniformity in θ can be obtained likewise. Comparing (10) with the lower bound (7), we see in particular that the upper and lower bounds agree, up to the constants c and C, and are therefore sharp in that sense. The rather abstract conditions (26) and (27) 
A generic lower bound
In this section, we exhibit tractable conditions on the structure of a statistical experiment E n = {P n θ , θ ∈ Θ} generated by data Y n in order to obtain explicit lower bounds on
where ǫ n can be either fixed or a function of θ 0 , π is a prior on Θ, P π (·|Y n ) denotes the posterior distribution associated to π and ℓ : Θ × Θ → [0, ∞) is a given (measurable) loss function.
Lower bound and modulus of continuity
Assume that the parameter space Θ is equipped with a (pre)-metric d.
Let Θ 0 ⊂ Θ and let (ǫ(θ), θ ∈ Θ 0 ) denote a collection of positive θ-dependent radii over Θ 0 . We define a local and a global modulus of continuity related to ǫ(·) between d and ℓ over a class Θ 0 by setting
and
To illustrate the meaning of Ω, consider for instance the context of the Gaussian white noise model (3) where
then
Assume that ℓ is a pseudo-metric 4 on Θ 0 , and that the prior π and the family of positive sequences (ǫ n (θ), θ ∈ Θ 0 ) satisfy the posterior concentration:
Assume that the family {P n θ : θ ∈ Θ 0 } is dominated and that there exists a constant K > 0 such that for every θ, θ ′ ∈ Θ 0 satisfying
3 A rigorous definition in terms of wavelet sequence space is given in Section 3 below 4 i.e. the axioms of a metric are required with ℓ(θ, θ) = 0 but possibly ℓ(θ, θ ′ ) = 0 for some distinct θ = θ ′ .
we have
where L n (θ) = log dP n θ dµ (Y n ) denotes the log-likelihood ratio w.r.t. some dominating measure µ. Then there exists C > 0 such that for all θ 0 ∈ Θ 0 and large enough n
The proof if delayed until Section 6.
Remark 1.
By taking ǫ n (θ) = ǫ constant on Θ 0 and additionally assuming that (15) holds uniformly over Θ 0 we retrieve the more stringent result (7) announced in Section 1.2.
Remark 2 (About the assumptions). Assumption (16) is merely on the pre-metric d that must be related to the intrinsic geometry of the experiment E n : it shows in particular that d must be able to control locally the likelihood ratio. It is therefore related to a contiguity condition. Note also that since d not required to be symmetric, the order d(θ, θ ′ ) is important in assumption (16).
In Sections 3 and 4 we show that under some additional assumptions the lower bound (17) is sharp.
Some consequences of Theorem 1
The lower bound in Theorem 1 has an interesting consequence for nonparametric Bayes in general. So far, the state of the art techniques for deriving posterior consistency and concentration rates date back to the work of Schwartz [26] . Her approach relies on two key ideas. Firstly, treat numerator and denominator in the Bayes formula separately. Secondly, introduce an abstract test and express the upper bound in terms of errors of the first and second type. These methods were later refined by Barron [2] , Ghosal et al. [16] , and Ghosal and van der Vaart [17] . In particular from the proof of Theorem 1 of Ghosal and van der Vaart [17] , if for ǫ n their conditions (2.4), (2.5) (associated to the loss ℓ) are satisfied and
for some c 2 > 0. The lower bound of Theorem 1, however, implies that
Therefore, if the targeted concentration rate (say the minimax estimation rate over some given class) ǫ * n satisfies
then the approach of Ghosal and van der Vaart [17] , Theorem 1, leads to a suboptimal posterior concentration rate. The core of the problem comes from the decomposition of the posterior probability which treats separately the denominator D n and the numerator N n , see Section A.2, where the main steps of the arguments of Ghosal and van der Vaart [17] are recalled. Denote by Φ n the test for H 0 : θ = θ 0 versus H 1 : ℓ(θ, θ 0 ) > ǫ n . Then, the derived upper bound can be written as follows: There exists a positive sequence (u n ) n , such that
with finite constants c, c ′ > 0 on which we do not have good control. For the right hand term of (18) to be small we need
Hence ǫ n shall verify the constraint Ω(ǫ n , θ 0 , ℓ) u n ; and if the minimax estimation rate ǫ * n over a given class satisfies Ω(ǫ * n , θ 0 , ℓ) = o(u n ), the approach through tests is typically going to lead to suboptimal posterior concentration rates. To illustrate why this is so, consider the white noise model where d is the L 2 loss, ℓ = ℓ ∞ , and θ 0 belonging to a Hölder ball with smoothness
for some fixed arbitrary C. Any test Φ n with error of first kind smaller than some small ǫ must have a second kind error greater than that of the likelihood ratio test φ n,θ 1 for the two-points test θ 0 against θ 1 , in other words
for some c 1 > 0. This implies Ω(ǫ n , θ 0 , ℓ) u n . The above argument can be generalized to other models, in particular to density estimation with
If we rely on the bound (18), the best achievable concentration rate is given by the (ℓ, d)-modulus of continuity ω(u n ) as defined in (6) . As an example consider density estimation. Any prior which leads to the minimax estimation error n −β/(2β+1) in the Hellinger metric, gives u n = n −β/(2β+1) in (18) (possibly up to log n terms). Since for ℓ the sup-norm and θ 0 ∈ H(β, L), ω(n −β/(2β+1) ) n −(β−1/2)/(2β+1) , this explains the (suboptimal) rate observed in Giné and Nickl [18] which was derived using the standard approach and thus a bound of the type (18).
3 Upper bounds for L 2 and L ∞ losses in the white noise model via spike and slab priors
In this Section we prove that the lower bound obtained in (17) is sharp in the case of the white noise model when ℓ is either the sup-norm L ∞ or the L 2 -norm. This is done using spike and slab types of priors. We assume that the observation
as in (3), that we recast in a wavelet basis: equivalently, we observe
where
is the wavelet coefficient associated to a given compactly supported wavelet
We append the basis with boundary conditions and assume that it is associated with a R-regular multiresolution of L 2 , see Cohen [13] and Cohen et al. [14] . The terms corresponding to j = 0 incorporate the scaling function and we have that |I j | is of order 2 j . We identify Θ = L 2 with
and we transfer two loss functions on the sequence space model: the L 2 -loss:
, and the L ∞ -loss:
However, the losses ℓ ∞ and L ∞ are not comparable on Θ = L 2 identified with ℓ 2 (Λ), but rather on smooth subspaces of Θ. To that end, introduce the Hölder balls 5
3.1 Adaptive posterior concentration rates under the supnorm loss: spike and slab prior
We consider the following family of priors for θ ∈ Θ = ℓ 2 (Λ). Let J n = ⌊log n/ log 2⌋ be such that n/2 < 2 Jn ≤ n. For all j ≤ J n and k ∈ I j , the θ j,k 's are drawn independently from
for some K > 0, τ > 1/2, where δ y (dx) is the Dirac mass at point y and where g is a bounded density on R, which satisfies
for some L 0 > 0. This is the case for instance if g is positive and continuous on R. The constraint on w j,n implies in particular that the prior favours very sparse models since the individual probability to be non null becomes very small as the resolution level j increases. We then have the following theorem Theorem 2. Under the spike and slab prior (21) and if Y n is drawn from the white noise model (19) , for every 0
The proof of Theorem 2 is given in Section 6.3. It is based on a fine description of the asymptotic behaviour of the posterior distribution on the selected sets of coefficients θ j,k . A selected set of coefficient has the form S = {(j, k), θ j,k = 0}, i.e. we consider coefficients that are not equal to 0 under the posterior distribution. We prove in Lemma 1 in Appendix A.3 that the posterior distribution is asymptotically neither forgetting non negligible coefficients θ 0 j,k nor selecting too small coefficients θ 0 j,k under P n θ 0
As follows from the proof, if the prior density g is positive and continuous on R, then the conclusion of Theorem 2 remains valid for every L > 0 and the procedure is independent of both the smoothness β and the radius L.
and according to Theorem 1, the best possible expectation of the posterior probability of complements on M ǫ n (β) neighbourhoods in ℓ ∞ is at most of polynomial order n −B ′ for some B ′ > 0. Thus, Theorem 2 is sharp up to the constants B ′ and B.
3.2 Adaptive posterior concentration rates under the L 2 loss: block spike and slab prior Theorem 2 implies the existence of M > 0 such that
uniformly in β ∈ [β 1 , β 2 ] since ℓ 2 is dominated by ℓ ∞ . Therefore, an adaptive minimax posterior concentration rate in the ℓ 2 -norm is also obtained up to a log n term. It can indeed be proved that for this prior the log n term cannot be avoided. To circumvent this drawback, we propose in this section a block spike and slab prior which achieves the minimax adaptive rate for the ℓ 2 -loss without additional log n term. The posterior associated to this prior is easier to simulate from numerical data since the space of possible selected sets is much smaller than the local spike and slab prior (21) . It leads however to suboptimal posterior concentration rates in the sup-norm loss. For all j ≤ J n , pick a family of independent random vectors θ j = (θ j,k , k ∈ I j ) for j ∈ N according to the distribution
where g j is a density with respect to Lebesgue measure on R |I j | which satisfies sup
and ν j,n = n |I j |/2 e −c|I j | for some constants G > 0 and c ≥ 4 + G. Condition (24) is satisfied in particular if, given that group j is not 0, the θ j,k 's are i.i.d with the density g satisfying the same conditions as in the local spike and slab prior (21).
Theorem 3.
Under the spike and slab prior (23) and if Y n is drawn from the white noise model (19) , for every 0
The proof is given in Section 6.4.
Remark 4.
Note that not only do we recover the optimal posterior concentration rate (without any log n term) but we also bound from above the expectation of the posterior concentration rate by a term of the order 
A generic upper bound
So far, we have shown -Section 3 -that in the case of the representative Gaussian white noise model with the intrinsic metric d = ℓ 2 and loss function being either ℓ = ℓ 2 or ℓ = ℓ ∞ , we have that 1) minimax adaptive posterior concentration rates can be obtained by explicit and feasible priors and 2) the expectation of the posterior probabilities of complements of these shrinking neighbourhood is of the order exp − cnΩ(ǫ n , Θ 0 , ℓ) 2 with ǫ n being the minimax rate of convergence over the class of interest Θ 0 ⊂ Θ for the loss ℓ. (In our examples, Θ 0 = H(β, L) and ǫ n is either n −β/(2β+1) for ℓ = ℓ 2 or (n/ log n) −β/(2β+1) for ℓ = ℓ ∞ .) In this section, we explore a more general situation and show that the generic lower bound obtained in Theorem 1 is indeed sharp in a wider sense than the one considered in Section 3. In the context of an arbitrary experiment E n we construct priors with finite and increasing support, usually referred to as sieve priors. Sieve priors have already been considered in the Bayesian nonparametric literature in some specific context, see Ghosal et al. [16] and Ghosal and van der Vaart [17] . In both cases, the interest of these priors is that they lead to optimal posterior concentration rates, without additional log n terms. From a practical point of view however, the construction of their support and their implementation is close to being impossible. Moreover, they have poor behaviour in terms of credible and confidence sets. In this section, we shall use such priors in the same way, as a device for the existence of an optimal procedure, not as priors to be used in practice.
We consider the same general framework as in Section 2: the experiment E n = {P n θ , θ ∈ Θ} generated by the observation Y n is dominated by some σ-finite measure µ, and L n (θ) = 
that we understand as the target posterior concentration rate at point θ relative to the loss ℓ. Typically ǫ n (θ) is the minimax rate of estimation over a subclass Θ 0 ⊂ Θ which contains θ. Let (Θ n ) n≥1 be an increasing sequence of compact subsets of Θ with respect to the topology induced by the loss ℓ. More precisely, we only require that Θ n can be covered by a finite collection of balls centred at θ with radius ǫ n (θ) in terms of the loss ℓ. We denote by N n the number of such balls and by θ (l) the centers of these balls for l = 1, . . . , N n . Note that we do not necessarily require that N n is the minimal number of such balls satisfying the coverage property. We define a sieve prior as follows
To control the posterior concentration rate we need to partition the sieve (θ (l) , 1 ≤ l ≤ N n ) into slices.
Theorem 4. Assume that there exist constants C 0 , K 0 , K 1 > 0 and for every θ 0 ∈ Θ n a θ 0 -admissible partition (J r , 1 ≤ r ≤ R n ) together with injective maps j r : J r → J 0 such that
The proof is delayed until Section 6. Conditions (26) and (27) on the admissible partition are rather abstract. Interestingly, (26) is the only condition which links the geometry of Θ to the model {P n θ , θ ∈ Θ}. To illustrate Conditions (26)- (27) and the admissible partition, consider the following setup:
where the Hölder ball H(β, L) is defined in Section 3. Put ℓ(θ, θ ′ ) = ℓ ∞ (θ, θ ′ ) and d(θ, θ ′ ) = ℓ 2 (θ, θ ′ ). Let Θ n = {θ ∈ Θ : θ j,k = 0, ∀j > J n } with n ≤ 2 Jn ≤ 2n and set φ n = φ 0 log n/n, where φ 0 > 0 is fixed. Define
and identify D n as a subset of Θ n by appending zeros, i.e. θ j,k = 0 whenever j > J n . The set D n defines the sieve, which we can enumerate as
there exists an integer J n (β) and a constant b 0 such that
and we can pick θ * ∈ D n such that
This implies in particular that ∀j > J n (β), ∀k ∈ I j , θ * j,k = 0, and ℓ ∞ (θ 0 , θ * ) ≤ (φ 0 + 2)ǫ n (β). We are ready to construct an admissible partition. First, consider the semi-metric
Using the semi-metric d 1 we say that θ, θ ′ ∈ D n are equivalent if d 1 (θ, θ ′ ) = 0, which defines an equivalence relation and we denote by I r the elements of the corresponding quotient space, and let I 0 be the equivalent class of θ * . Noting that for all θ ∈ I 0
Eventually, we can define for A ≥ 4(3φ 0 b 1/2 0 + 1) the sets
where we have identified the partition of the indices with the partition of the elements of D n . We then have the following:
, and consider the partition (J r , r ≥ 0) (depending on θ 0 ) defined as in (32) above. Then, if ℓ = ℓ ∞ , the partition (J r , r ≥ 0) is θ 0 -admissible and satisfies (27) .
Moreover, if Y n is drawn from the white noise model (19) , for every 0 < β 1 ≤ β 2 and L > 0, there exist M, B > 0 such that
The proof of Proposition 1 is given in Appendix A.4. The generic upper bound allows us to prove posterior concentration in L 2 loss with the 'clean' adaptive rate ǫ n (β) = n −β/(2β+1) as well. In fact, we obtain an analogous result to Theorem 3 by constructing an appropriate sieve prior and using Theorem 4. For sake of brevity, we give the statement without a proof.
Proposition 2.
There exists a sieve prior π n , such that if Y n is drawn from the white noise model (19) , for every 0 < β 1 ≤ β 2 and L > 0, there exist M, B > 0 with
Even more interesting is that the generic upper bound can be also applied to prove adaptive rates for density estimation, with respect to ℓ ∞ loss. In this model we observe Y n = (Y 1 , . . . , Y n ), where Y i , i = 1, . . . , n are independent and identically distributed on [0, 1] with density f θ and write
Here, the parameter space consists of vectors θ = (θ j,k ) (j,k)∈Λ ∈ H(β, L) such that the r.h.s. is larger than some constant c > 0 and θ L 2 = 1. We refer to this restricted Hölder space as H ′ (β, L) in the sequel. In this case, we can take d = ℓ 2 again. 
The proof of Proposition 3 is given in Section A.5.
Further consequences of posterior concentration rates : links between credible and confidence balls
The posterior distribution presents the advantage to not only provide point estimators but also measures of uncertainty. These are Bayesian measures of uncertainty and apart from regular parametric models, it is not always clear that these measures of uncertainty can also have a frequentist interpretation of measures of confidence. As noted previously minimax posterior concentration rates leads to the construction of minimax point estimators. In this section we also discuss some consequences on the asymptotic behaviour of posterior credible balls. Assume that the prior π leads to a concentration rate ǫ n over some subset Θ 0 of the parameter space :
as discussed in the beginning of the paper and that we also have a point estimatorθ n satisfying
uniformly in θ 0 . In the case of a convex loss function, the point estimator can be chosen as the posterior mean. Let α n > 0 be a sequence possibly going to 0 satisfying e −ncΩ(ǫn,θ 0 ,ℓ) 2 = o(α n ) and construct the credible ball
where q π αn is the 1 − α n posterior quantile of ℓ(θ,θ n ) so that
We then have the following two properties for C n
where ℓ(C n ) = sup{ℓ(θ, θ ′ ) : θ, θ ′ ∈ C n } = 2q π αn is the diameter of C n .
Proof of (35). The first inequality is a consequence of Fubini since (34) is true for all Y n so that
where m π is the marginal distribution of Y n . The second inequality of (35) follows from the fact that for all θ ∈ C n ,
Thus on the event where ℓ(θ 0 ,θ n ) ≤ ǫ n , for all t < q π αn , for all θ 0 ∈ Θ 0 ,
completing the proof of (35).
A natural question which arises is then whether the first inequality of (35) can be turned into
at least for some reasonably small α.
Of particular interest is the case of adaptive posterior concentration rate, which we illustrate considering the sup-norm loss ℓ = L ∞ over a collection of Hölder balls ∪ β∈[β 1 ,β 2 ] H(β, L) = H(β 1 ) with 0 < β 1 ≤ β 2 and L > 0 fixed. Assume that
with ǫ n (β) = M (n/ log n) −β/(2β+1) for some M > 0 and sup
This is for instance achieved by a spike and slab prior as described in Section (3.1). Let α n ≥ n −B+t for some t > 0, then, following from (35) we obtain
In this case, there exists no adaptive confidence band, see for instance Hoffmann and Nickl [19] , so that (36) implies that for all α > 0,
The non existence of adaptive confidence bands means that requiring both honest frequentist coverage and adaptive length of the band is too strong. It is thus necessary to weaken it. Integrating out the confidence band is a weaker notion and a possible alternative to the approach of Hoffmann and Nickl [19] which modifies confidence bands by taking off some points θ and by demanding coverage and adaptive length over this restricted set. Further notice that the first inequality of (36) implies that
however this is not enough to characterize which are the parameter values θ 0 such that P n θ 0 (θ 0 ∈ C n ) is small. This question is of interest but beyond the scope of the present paper.
Proofs

Proof of Theorem 1
We prove Theorem 1 by contradiction. Assume that there exist θ 0 ∈ Θ 0 and C n going to infinity such that
infinitely often, which without loss of generality we can assume to be satisfied for all n. By definition of Ω(ǫ n (·), θ 0 , ℓ), we can choose θ * ∈ Θ 0 satisfying
simultaneously. Then for every θ ∈ Θ,
which contradicts (37).
Proof of Theorem 4
For θ 0 ∈ Θ n , let (J r , 0 ≤ r ≤ R n ) be a θ 0 -admissible partition satisfying (26) and (27) . Let A n (θ 0 ) = {θ ∈ Θ n : ℓ(θ 0 , θ) > Aǫ n (θ 0 )}, where A is defined via the admissible partition in (32) .
For the sieve prior π n defined in (25) ,
On {Y n ∈ Ω n (θ 0 )},
thanks to assumption (27) , which combined with assumption (26) concludes the proof.
Proof of Theorem 2
Recall that the prior can be written in the following hierarchical way: first select a set of non-zero components S, with distribution P the product of independent Bernoulli random variables B(w j,n ) for j ≤ J n . Given S, draw independently θ j,k ∼ g for all (j, k) ∈ S, and put θ j,k = 0 otherwise. Asymptotically, the posterior concentrates on supports S containing only indices (j, k) with |θ 0 j,k | > γ log n/n and all indices (j, k) with |θ 0 j,k | > γ log n/n, where 0 < γ < γ < ∞ are appropriate constants. In this respect the posterior behaves similar as hard thresholding. Indeed, for
we have the following.
Lemma 1. Under the conditions of Theorem 2, for every
and sup
uniformly in β ∈ [β 1 , β 2 ], for some constants 0 < γ < γ < ∞.
The proof of Lemma 1 is delayed until Appendix A.3. Suppose for the moment that there exists B > 0 such that
uniformly in β ∈ [β 1 , β 2 ] and γ, γ as in Lemma 1. The last equation ensures that the posterior concentrates around θ 0 j,k with the good rate log n/n on every component (j, k) on which signal might be detected. Now we are ready to complete the proof. The definition of a Hölder ball in (20) implies that there exists a J n (β) with 2 Jn(β) ≤ k 2 (n/ log n) 1/(2β+1) for some constant
Let M be a sufficiently large constant. In order to prove the theorem, it is sufficient to show that ℓ ∞ (θ, θ 0 ) ≤ M ǫ n (β) for all θ with max (j,k)∈Jn(γ) |θ j,k − θ 0 j,k | ≤ γ log n/n and support S satisfying the constraints S c ∩ J n (γ) = ∅ and S ∩ J c n (γ) = ∅. Using the properties of J n (β),
Jn(β)/2 log n/n + ǫ n (β) and the r.h.s. can further be uniformly bounded by M ǫ n (β). This proves the theorem. It remains to show (40). By Lemma 1 we can restrict ourselves to parameters with support S satisfying S c ∩ J n (γ) = ∅. Using a union bound and considering the cases γ < |θ 0 j,k | ≤ γ and γ < |θ 0 j,k | separately,
Consider the event
where Φ(x) = Pr(N (0, 1) ≤ x). Thus, for all (j, k) ∈ J n (γ),
On Ω n ,
and together with the union bound and the estimate of P n θ 0
(Ω c n ) above, equation (40) follows for γ sufficiently large. The proof of Theorem 2 is complete.
Proof of Theorem 3
We set Y j = (Y j,k , k ∈ I j ) and similarly θ j = (θ j,k , k ∈ I j ). Whenever convenient, we identify Y j and θ j as sequences indexed by the whole set of indices Λ, setting their value to be 0 on the complement of I j . Thus, if · denote the usual Euclidean norm on R |I j | , we have ℓ 2 (θ j , θ
with a slight abuse of notation.
The proof of Theorem 3 follows the classical line for studying posterior concentration rates as proposed in Ghosal and van der Vaart [17] , with some extra care that has to be taken in order to avoid the usual log n term that appears in this case. Set u n (β) = n −β/(2β+1) and letJ n (β) satisfy
, where K 1 is a constant to be large enough. Define
We first prove that for some c 1 ,
with L ≤ L 0 − 1 and L 0 is the constant appearing in condition (24) . Denote by B n the intersection of the events
Set c e = e/2−1 and C e = (1−e −ce ) −1 . For a χ 2 p distributed random variable ξ we have Pr(ξ > eq) ≤ e −ceq whenever q ≥ p. Hence
for n large enough, with A proportional to K 1 . Since
(here θ I j = 0 means θ j,k = 0 for at least one k ∈ I j ) we conclude
, for the radius of the Hölder ball L and some constant C > 0 which is decreasing (to 0) in K 1 . On the event B n , we thus infer n Y j 2 ≤ 2(C + e)|I j |. Therefore, on B n ,
log 2π−C)|IJ n(β) | ≤ 2e
for some b > 0 as soon as c > G + e + 1 2 log 2π provided we choose K 1 large enough. This proves (43). We are ready to complete the proof. For
We bound the first term of the right hand side of the above inequality by
On B n , with obvious notation,
It follows that for
We now study the numerator in
On B n , we can subsequently bound P π (A c n |Y n ) by 2e
Choosing M large enough and using the exponential bound on P n θ 0
. This completes the proof of Theorem 3.
A Additional proofs A.1 Explicit bounds on Ω n Proof of (13) . Since we are on a Hölder space, we can prove the result for ℓ = ℓ ∞ (see also Section 3). Consider θ = (θ j,k ) (j,k)∈Λ ∈ H(β, L) and pick
On resolution level J n (β) chose an arbitrary index in Λ, (J n (β), k * ) say.
A.2 Derivation of (18)
We briefly recall the main arguments of Ghosal et al. [16] leading to inequality (18) . Their method is based on two assumptions, namely a bound on the local entropy as well as existence of a decomposition Θ = Θ n ∪ (Θ \ Θ n ) such that the prior is uniform on Θ n (with respect to Kullback-Leibler balls) and assigns negligible mass to Θ \ Θ n (cf. Ghosal et al. [16] , Equations (2.7), (2.3), and (2.5)). To derive (18) only the assumption on the prior needs to be imposed. Recall that
and notice
with Φ n a test function. Under the imposed conditions there are constants c, c
Ghosal et al. [16] , Lemma 8.4) and hence
A.3 Proof of Lemma 1
Proof of (38). We have
If Y n ∈ Ω n with Ω n as in the proof of Theorem 2, then |Y j,k | > 1 2 γ log n/n. Further using (42),
and together with (41) this completes the proof of (38) provided γ is sufficiently large.
Proof of (39). We have
Let τ + 1/4 > τ ′ > 3/4, with τ defined in the prior w j,n and set
On Ω n (τ ′ ), we have
for some constant C. Note that (j, k) ∈ J n (γ) implies j ≤ J n . Hence, for all Y n ∈ Ω n (τ ′ ),
for some B > 0 as soon as τ ′ < τ +1/4 by choosing γ small enough. Moreover
for some B > 0 as soon as τ ′ > 3/4, and the proof of (39) follows.
A.4 Proof of Proposition 1
We start with verifying condition (27) . For r ≥ 1, there exists an injective mapping ψ : I r → I 0 such that
This implies in particular that |J r | ≤ |I r | ≤ |I 0 | ≤ |J 0 | and the partition is admissible. Also, by construction of D n , for every θ ∈ J r we have that ℓ 2 (θ, ψ(θ)) 2 takes its values in the lattice {φ 2 n , 2φ 2 n , 3φ 2 n , . . .} and the cardinality of {r : u 2 r = φ 2 n } is bounded by 2 j≤Jn |I j | = I. By induction on M = 1, 2, . . ., the cardinality of {r : u 2 r = M φ 2 n } is further bounded by
which has polynomial decay in n as soon as φ 0 > 2K 0 , and can thus be taken of the form e −K 1 nΩ(ǫn(·),H(β,L),ℓ∞) 2 for some K 1 > 0. This bound is not based on any specific assumption on the experiment {P n θ , θ ∈ Θ} and only depends on the set Θ, the loss ℓ = ℓ ∞ , and d = ℓ 2 . It remains to check condition (26) . We first consider the white noise model. Then,
The above computation is simply a sequential formulation of the CameronMartin formula: here, we emphasise on the property that ℓ 2 (θ, θ ′ ) = θ − θ ′ L 2 is a Hilbert norm associated to the scalar product ·, · L 2 . The sum in (j, k) ∈ Λ involving Y j,k has to be understood as a limit in L 2 (P n θ ), and it is well defined since θ − ψ(θ) ∈ ℓ 2 (Λ) and the Y j,k are independent and standard normal under P n θ . Recall the definition of U in (31) . For (j, k) ∈ U , we have by construction
In the latter case, we also know that |θ j,k − ψ(θ) j,k | = φ n but has values in {0, 2φ n , 3φ n , . . .}. Therefore,
Introduce the event Ω n = {max j≤Jn, (26) is satisfied. This concludes the proof of Proposition 1.
A.5 Proof of Proposition 3
We start with the construction of the prior π n . Contrariwise to the white noise model, we truncate j ≤ J n with √ n/ log n ≤ 2 Jn ≤ 2 √ n/ log n.
Recall the definition of D n in (29) with φ n = φ 0 n/ log n and consider
as set of non-normalized test densities. By construction j,k θ j,k Ψ j,k ≥ c/2, ∀θ ∈ D ′ n and therefore
is well-defined, that is, f θ is a density (note that this definition extends (33) in a consistent way). The set D ′ n constitutes the sieve and the prior is given by π n ∝ θ∈D ′ n δ θ/ θ L 2 . For the subsequent analysis, we need some inequalities for the elements in D ′ n , which are derived next. Due to β 1 > 1/2, the coefficients of the parameter vectors are absolutely summable and
n . By construction there exists a θ ′ ∈ Θ with θ ′ L 2 = 1 and
Next, let us construct an admissible partition. Notice that there is a finite
Let Q = ⌈L 2 2 11 ⌉. For every (j, k) we can define an equivalence relation ≃
j,k | ≤ 2 −9 φ n . This induces an equivalence relation on the non-normalized densities D ′ n via θ ≃ θ ′ iff θ j,k ≃ θ ′ j,k for all (j, k), j ≤ J n . By construction there exists θ * ∈ D ′ n such that |θ 0 j,k − θ * j,k | ≤ 1 2 φ n for all (j, k). Denote by I 0 the equivalence class of θ * in D ′ n . Let J n (β) be as in (30) , replacing φ n /4 by 2 −9 φ n in the first condition. Using (44), there exists a constant A = A(β, L, φ 0 , Q) such that, for all θ ∈ I 0 , ℓ ∞ (θ 0 , θ/ θ L 2 ) ≤ ℓ ∞ (θ 0 , θ) + 4Lφ n ℓ ∞ (θ/ θ L 2 , 0) ≤ 2Qφ n Jn(β) j=0 2 j/2 + ǫ n (β) + 4L 2 φ n ≤ Aǫ n (β).
For this A, we define J 0 = {θ ∈ D ′ n : ℓ ∞ (θ 0 , θ/ θ L 2 ) ≤ Aǫ n (β)}, J r = I r ∩ J c 0 . Now, for any r ≥ 1, we construct an injective map ψ : J r → J 0 and verify that for this map the properties (26) and (27) hold. To this end, define ι(θ j,k ) as ⌈θ 0 j,k φ −1 n ⌉φ n if θ j,k > θ 0 j,k and ⌊θ 0 j,k φ −1 n ⌋φ n otherwise. If (j, k) ∈ J r , r = 0,
Using the inequalities (44), we can bound the second term on the r.h.s. by τ φ −1
0 (1 + 16L 2 )n θ − ψ(θ) 2 L 2 and thus, making φ 0 large enough we obtain on Y n ∈ Ω n,1 (τ ),
(II): Similar as for (I), set Ω n,2 for the event (Ω c n,2 ) n −1 for n large enough. On Y n ∈ Ω n,2 , we see that
be bounded by its expectation plus
Due to the compact support of Ψ, there are of the order of log n index pairs (j ′ , k ′ ) with j ′ ≤ J n and Ψ j,k Ψ j ′ ,k ′ = 0. Using that ψ(θ) ∈ J 0 , together with the inequalities (44), yields |θ 0 j,k − ψ(θ) j,k / ψ(θ) L 2 | ≤ (Q + 4L)φ n . Because of |θ j,k − ψ(θ) j,k |1 θ j,k =ψ(θ) j,k ≥ φ n , the expression in the last display is smaller than 2 −9 n θ − ψ(θ) 2 L 2 , for sufficiently large n, and therefore, on Y n ∈ Ω n,2 ,
(III): This case works similar as (II) and is therefore only sketched here. In fact, we need to consider Ω n,3 which is the same event as Ω n,2 but applied to the random variables Ψ j 1 ,k 1 (Y i )Ψ j 2 ,k 2 (Y i )Ψ j 3 ,k 3 (Y i )/f 3/2 θ 0 (Y i ) (and the n 3/4 should be exchanged with n). Since these random variables are bounded in absolute value by const.×n 3/4 and have second moment smaller than const.×n, we obtain P n θ 0
(Ω c n,3 ) n −1 . Using the inequalities (44) again, on Y n ∈ Ω n,3 , ψ(θ) 2 L 2 for some positive constant K 0 . Combining the estimates in (I) − (IV ), with (46) and (47), we find, for sufficiently large n,
If |θ 0 j,k | > 2 −9 φ n , then by construction of ψ(θ) j,k , we have
Otherwise, if |θ 0 j,k | ≤ 2 −9 φ n , then ψ(θ) j,k = 0 and so 2 ψ(θ) L 2 j,k (θ j,k − ψ(θ) j,k )(θ
Since also j,k θ j,k (θ 0 j,k − ψ(θ) j,k ) ≤ LQφ n , 
, we obtain that n −1 L n (θ) − L n (ψ(θ)) is less than
Now, we need to distinguish two cases. First, assume that there is a (j, k) with j ≤ J 0 and ψ(θ) j,k = θ j,k . In this case, θ − ψ(θ) 2 L 2 ≥ Q 2 φ 2 n . By (44) and the choice of Q,
Now, suppose the opposite, that is, whenever ψ(θ) j,k = θ j,k then j > J 0 . By construction of J 0 (see (45)),
Similar, we obtain
by using Cauchy-Schwarz inequality instead. Therefore, in this case, we also get
This completes the proof.
