Trade in natural resources increased significantly between 2000 and 2010, not only in value terms but also in terms of volume. In 2012, the combined share of agricultural products and fuel and mining products in world trade was 31. Several resource-rich countries achieved significant growth rates during the years of soaring natural resource prices, but the social and environmental impact of natural resource extraction remain significant challenges.
Throughout this section, the word "commodities" will refer both to what Morris et al. (2012) call "soft commodities" (predominantly agriculture) and to what they call "hard commodities" (predominantly mining) and "energy commodities" (predominantly oil and gas). Mineral products (including metals) and energy products (coal, oil and natural gas) will fall under the designation of "natural resources". Agricultural products, in turn, will include traditional products, fresh fruit and vegetables, specialty products and processed products (see Box D.3). In line with the rest of the Report, in this section G-20 developing countries indicates developing country members of the G-20 (as defined in Appendix Table  B .1) and not the "G-20 group of developing countries" relevant for agricultural negotiations at the WTO. This section will analyse natural resources 1 and agriculture separately. This is for three main reasons. First, there are differences in the production and consumption structure across the two sectors. The weight of the agricultural sector in terms of employment and consumption is significantly higher than that of the natural resources sector. Moreover, agricultural production relies a lot more on smallholder production than the natural resources sector. Secondly, most (although not all) of the development challenges and opportunities are different in the two sectors. To provide an example, while the issue of management of windfall revenue is crucial in the natural resources sector, it does not play a significant role in the agricultural sector. 2 Thirdly, the trade policy issues are very different. While in the natural resources sector they mostly relate to export restrictions applied by exporting countries, in the agricultural sector they also relate to market access (subsidies, tariffs and non-tariff measures applied by importing countries).
This section is divided into six parts. Section D.1 provides an overview of historical price developments in natural resources and in agriculture. For a long time, the debate about the role of commodities in developing countries has been dominated by the notion that the price of primary products, such as natural resources, relative to manufactured goods tends to decline, a phenomenon known as the Prebisch-Singer Hypothesis. Although the validity of this hypothesis, dating from the 1950s, is disputed by experts (see discussion in Cadot et al., 2011), it has often been used as an argument against developing countries' strengthening and expanding production in the primary sector, and in favour of these countries diversifying into other areas, such as manufacturing. Recent years have been characterized, however, by high commodity prices. The aim is to establish whether the high prices that have been characteristic of this sector since the mid-2000s are likely to stay, especially in view of the recently observed price reductions from the historical highs of 2008 and 2011. At this stage, the analysed evidence seems to suggest that, in the medium-term, commodity prices are likely to remain relatively high but that high prices will be accompanied by the volatility typical for prices in this sector. Section D.2 focuses on the link between agricultural trade and development and investigates how the changing structure and nature of agricultural trade affects this link. Section D.3 considers the policy environment in agriculture, focusing on productivity-enhancing policies, standards, market access restrictions, bargaining power within global value chains, and policies to cope with volatility. Section D.4 considers natural-resource-based growth. It asks whether such growth can be sustained and whether it can be translated into positive development outcomes. Section D.5 considers trade policies explicitly, with a particular focus on the policies implemented by resource-endowed countries in their quest for development. Section D.6 concludes. While energy prices have remained remarkably stable since 2011 (mostly due to stability in oil prices), prices of metals and minerals have experienced a significant downward trend in the last two years. As reported by the World Bank (2014), real prices of internationally traded metals, denominated in US dollars, declined by 30 per cent between their peaks in early 2011 and November 2013. In the same period, real prices of internationally traded food, denominated in US dollars, declined by 13 per cent. Even though prices have eased recently, they are still twice as high compared with a decade ago.
Episodes of increasing commodity prices and boombust cycles are not uncommon (Fuglie, 2012; WTO, 2010) . Figure D .2 plots the historical evolution of real commodity prices since 1960. In the top panel, it is immediately apparent that energy prices and, to a lesser extent, mineral prices have experienced several episodes of upward and downward evolution between 1960 and 2000. The same volatility is also apparent for agricultural commodities. Box D.1 discusses in more detail the volatility of commodity prices.
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Note: A detailed description of the series, including data sources, is available in the "Description" section of the annual World Bank Commodity Price Data.
Box D.1: Commodity price volatility
It is widely recognized that natural resource prices are highly volatile. The WTO (2010), for instance, included volatility in the list of distinctive characteristics of natural resources. As explained by the WTO (2010) with reference to oil prices, volatility (at least in the long run) is largely caused by demand-driven factors, such as the rapid income growth of key G-20 developing economies. Volatility has long been a concern for resourceexporting countries for at least three reasons. First, it is a source of uncertainty that adversely affects investment and production decisions. Secondly, risk-averse consumers need to spend income on hedging against the risk of large swings in resource prices. Thirdly, when exporters borrow against high export earnings to fund additional imports and consumption, they may confront worrisome debt burdens when natural resource prices fall. 5 Volatility of agricultural commodity and food prices has also been a concern for several decades. As argued by Gilbert and Morgan (2010), volatile grain prices impact disproportionately the poorer rather than the richer economies, and the poor rather than the rich within each economy. This is because direct consumption of grains declines as societies and individuals get richer. They argue that food price volatility can raise consumer price inflation and create exchange rate uncertainty. In particular, scarce foreign exchange reserves can be exhausted relatively quickly following a sudden spike in food prices, as the demand for food imports is relatively constant despite fluctuations in prices. Price volatility can even lead to social unrest.
Following Lee et al. (2012) , we have constructed two measures of commodity price volatility, using monthly data from the World Bank Commodity Price Data since 1970. The first measure is a moving-window standard deviation. The second measure is a moving-window coefficient of variation (standard deviation divided by mean). In both cases, each window is defined over a 60-month interval. The first measure, therefore, captures standard deviation of monthly values from the five-year average. The second measure captures the percentage deviation from the same average.
The results for energy and for metals and minerals prices are, respectively, in the top and bottom panels of Figure  D .4. Prices are indeed volatile, and volatility has been high during the last decade. An interesting question is whether price volatility has increased over time. To answer this question, one should probably consider the relative size of price shocks in proportion to prevailing price levels (bottom panel) rather than the absolute size of price fluctuations (top panel). The time-series evolution of the coefficient of variation indicates that energy prices were far more volatile after the first oil price shock of 1973 than in the aftermath of the crisis of 2008. Metals and mineral prices, conversely, experience record-high levels of volatility in 2008 compared with any other year since 1960.
Observers appear to agree that price volatility for agricultural commodities in the last five years has been higher than in the previous two decades, but lower than in the 1970s. When comparing recent price changes with price behaviour over the very long run, there is also no evidence that there has been a permanent increase in commodity price volatility (Jacks et al., 2011) . This is confirmed by the data reflected in Figure D .5 that illustrates the standard deviation and the coefficient of variation of agricultural products (raw agricultural materials, food products and beverages).
The overall conclusion is that, in recent years, volatility has been high. In most cases, it has not reached the peaks observed during the 1970s. Still, price volatility is, and is likely to continue to be, a concern for importing and exporting countries.
developing economies has been the main driver of the third super-cycle. As argued by the Africa Progress Panel (2013) with reference to mineral commodities, China has been the real game-changer in global commodity markets because of its rapid resource-intensive growth, coupled with the high costs of extraction of its ores. 4 Figure D .3 shows the evolution of demand for metals for China, countries of the Organisation for Economic Co-operation and Development (OECD) and the group of other countries. The spectacular growth in China's consumption is clearly apparent.
China's demand for energy has also increased substantially, both in absolute terms and in comparison with other industrial countries. 50   60   1965  1967  1969  1971  1973  1975  1977  1979  1981  1983  1985  1987  1989  1991  1993  1995  1997  1999  2001  2003  2005  2007  2009 1   1965  1967  1969  1971  1973  1975  1977  1979  1981  1983  1985  1987  1989  1991  1993  1995  1997  1999  2001  2003  2005  2007  2009  2011  2013 Energy coefficient of variation Metals and minerals coefficient of variation * "m" refers to "month". 7 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 Demand-side effects will continue to dominate energy price trends in the near future. The International Energy Agency (IEA) (2013) predicts that global energy demand will increase by one-third from 2011 to 2035. Although the share of fossil fuels, such as coal, oil or natural gas, in the world's energy mix is predicted to fall from 82 per cent to 76 per cent in 2035, demand will grow for all forms of energy, including fossil fuels. 6 Notably, demand for natural gas is expected to rise by almost 50 per cent by 2035 (IEA, 2013).
In the case of agricultural commodities, different causes have been identified for the price hikes that began in 2003. The most notable are extreme weather, policies to promote use of biofuels, depreciation of the US dollar, longer-term economic growth in several large developing countries, increased demand for commodity futures markets as a result of both speculation and portfolio diversification, low levels of stocks caused in part by some of the factors noted above, and trade policies that encouraged producers to withhold supplies (Anderson et al., 2013; Gilbert and Morgan, 2010).
There are, however, reasons to believe that demand for food will grow in the future because of the growth in a number of large G-20 developing economies. The Food and Agriculture Organization of the United Nations (FAO) (2011b), for instance, predicts that by 2050 global food production will have to further expand by 70 per cent in order to feed a growing world population and simultaneously address existing malnutrition and hunger. Some have therefore argued that high (rather than declining) food prices are going to predominate in years to come.
Another reason why agricultural and food prices are likely to remain high in the years to come is the relationship between oil and food prices, which has increased dramatically since 2006. Some claim that the connection between food and oil is systemic: modern agriculture uses oil products to fuel farm machinery, to transport other inputs to the farm and to transport farm output to the ultimate consumer (Heinberg, 2011). Moreover, oil is often used as input in agricultural chemicals. Oil price increases therefore put pressure on all these aspects of commercial food systems. The European Commission (2012) confirms that energy prices (costs) cause an increase in the price of fertilizers and food commodity prices. A recent study by Baffen and Dennis (2013) reaches similar conclusions: oil prices affect food prices more significantly than several other long-term price drivers, including exchange rates, interest rates and income. 7
Demand-and supply-side developments, technological change, environmental policies, consumers' preferences and several other factors will interact in complex ways to affect the evolution of prices of commodities. 8 Such evolution is therefore subject to uncertainty, and that uncertainty needs to be taken into account when formulating growth strategies based on commodity production and export.
Agricultural trade and development
The agricultural sector represents an important share in the overall economy in developing countries and above all in least-developed countries (LDCs). In many countries, technological change and changes in production and distribution processes have contributed to modernizing parts of the agricultural sector in recent years and to giving the sector a more dynamic role within the overall economy. High agricultural prices relative to other sectors have also provided an opportunity for some countries to reap windfall benefits, notably through agricultural exports. For other countries, high agricultural prices have increased the cost of importing food, with potentially undesirable consequences for poverty levels.
The question discussed in this section is whether recent changes in the agricultural sector are likely to affect the sector's role in developing countries. The question is also asked whether these countries have been able to take advantage of recent price changes or whether those changes have represented a burden for them.
(a) The agricultural sector is important for development
In many developing countries, the agricultural sector is crucial both in terms of production and consumption. On the supply side, the agricultural sector employs around half of the labour force in the developing world. The sector represents over 70 per cent of the labour force in LDCs. The sector's relevance in terms of consumption stems from the fact that poor households tend to spend a large share of their income on food. Combined with the fact that three out of every four poor people live in rural areas in developing countries and that most of them depend on agriculture for their livelihoods (World Bank, 2007) , it is obvious that the sector is of utmost importance for any development strategy in the developing world.
Evidence suggests that growth in agriculture delivers more poverty reduction than growth in other sectors in lowincome economies and that virtually all economies that managed to reduce poverty significantly went through a period of increased agricultural productivity (World Bank, 2007; Timmer, 2009 ). More specifically, Christiaensen et al.
(2011) find that growth in agriculture is significantly more effective in reducing poverty among the poorest of the poor than growth in other sectors. This is the case because of the much larger participation of poorer households in growth from agriculture and the lower poverty reducing effect of non-agriculture sectors, particularly extractive industries.
According to Maertens et al. (2011) , a positive effect on reducing poverty also materializes if agricultural productivity is enhanced through the integration of developing countries into global value chains -effectively world production lines. Globally, over one-third of the workforce active in agriculture has the status of "own account workers" (i.e. the self-employed) and around onequarter of the workforce consists of contributing (unpaid) family workers (Cheong and Jansen, 2013). This suggests that informal employment is widespread in developing countries' agriculture as both groups of workers are often informally employed (International Labour Office (ILO) and WTO, 2009). Households in this sector are also often resource-poor and lowly educated. One way through which integration in global markets contributes to poverty reduction is by giving such households access to paid (wage) employment in the agro-industry. The number of smallholders may decline but overall the effect on poverty reduction is significant because the poorest households are better off in a situation of wage employment (Maertens and Swinnen, 2009; Maertens et al., 2011 ).
In the following section, we examine whether recent developments in the agricultural sector have affected developing countries' possibilities to use increased integration in global agricultural markets as a development strategy.
(b) Agricultural trade: new opportunities and challenges for developing countries
The agricultural sector has changed remarkably in the past decades. Global agricultural trade has increased significantly and the relative weight of different market segments has changed both in terms of products and destination markets. In addition, new production structures are being used across the world. These changes represent both opportunities and challenges for developing countries. The 12 DTISs analysed for this report all highlighted the potential role of agricultural exports for poverty reduction. Nine of them also indicated that there was potential for increased exports in the sector. 10 Cotton, coffee and fish are among the products with export potential most frequently highlighted in the 12 DTISs (see Table D .1).
Recent microeconomic studies have made it possible to get a better understanding of the channels through which agricultural exports contribute to poverty reduction. Box D.2 illustrates this using the example of bean and tomato exports in Senegal. Increasingly, private and public sector initiatives build on this experience to increase the integration of domestic production in global markets, with resulting benefits for the local economy.
Awareness of the potential of agricultural exports for development has thus risen in recent years. Increasingly, developing countries have access to tools and information that can help them to connect to global markets. Implementing an export strategy successfully nevertheless remains challenging for many developing countries, notably in the context of the dynamic and changing environment described in the following sections.
(
ii) New market segments gaining in prominence
Agricultural products differ significantly regarding the climate in which they are produced (e.g. temperate vs. tropical), the production process used (plantation vs. small scale; gestation period), transport methods used for trade (marine bulk cargo vs. air cargo) and the role of the product in the population's diet (e.g. staple crops vs. other food items). As a consequence, different categorizations for agricultural products have been used in the trade literature.
For the purpose of this section on the role of agricultural trade for development, agricultural trade is subdivided into four groups: traditional exports, fresh fruit and vegetables, specialty products, and processed agricultural goods (see Source: FAO data and World Development Indicators (WDI).
Note:
The chart reflects the correlation between GDP per capita growth and the average growth of agricultural exports per employee. Box D.3). The three last groups are typically considered to represent high value added agricultural exports and are therefore considered by some to have a greater potential to contribute to growth. Box D.3 provides more insights on the composition of the groups and on how the categories used in this section relate to those used in the relevant literature.
An important phenomenon of the past 50 years has been that the share of raw traditional agricultural exports in global agricultural exports has declined significantly, implying that the weight of high value-added agricultural trade has increased. The traditional agricultural exports segment includes cereals (including wheat, rice and maize), beverages (coffee, tea, cocoa), banana and citrus fruit, oilseeds and raw materials (including wood and rubber). Until the mid-1980s, raw traditional agricultural products represented around 40 per cent of total trade in agricultural goods. In the following decade, the share dropped sharply by over ten percentage points (see Figure  D .7). Processed agricultural products (which include processed traditional export products) now represent over 60 per cent of total exports of agricultural goods. Table  D .2). The role of Asia as a destination market for LDC exports is lower in agriculture than it is for fuel and mining products (54 per cent) but more important than in the case of manufacturing exports (19 per cent). 
(iii) New destination markets

(iv) New production structures
The agricultural sector has been undergoing a number of other important changes in recent years. The sector has attracted significant levels of investment, including in the form of foreign direct investment (FDI). Food standards are spreading rapidly and food supply chains are characterized by increased levels of vertical coordination. These changes have important implications for developing countries (Maertens and Swinnen, 2014).
A series of major food safety problems in high-income countries has led to increased demand in these countries for food safety and for standards and regulation guaranteeing food safety. As a consequence, there appears to be an increased use of food safety and quality standards within agricultural value chains. Those standards can be of a public or private nature. 12 The need for final consumer products to meet certain standards has led to an increased emphasis on quality control within agricultural value chains and this, in turn, has affected the way in which such chains function. In addition, final good producers and retailers in industrialized countries increasingly apply product differentiation strategies in food products. This means that competition takes place not only in price but also in factors such as reliability, product variety, product quality and speed of innovation (Dolan and Humphrey, 2010 Two Senegalese case studies illustrate the channels through which agricultural exports contribute to poverty reduction. They also show that contributions to poverty reduction can be strong in cases where smallholder farming is replaced by wage employment.
The Senegalese tomato export sector is dominated by one multinational company that started exporting tomatoes from Senegal to the European Union in 2003. The tomato export supply chain is completely vertically integrated under a common ownership. Smallholder procurement is 0 per cent and production, processing, trade and distribution are completely integrated within the subsidiaries of the multinational company. This is an extreme case of complete vertical integration. Rural households only benefit through labour market effects as there is no contract-farming and procurement from smallholder farms.
Evidence, however, suggests that poor households, and in particular the poorest among them, benefit from this form of integration because of the creation of employment in tomato export chains. Households employed in the tomato export industry, either on the fields or in the processing units of the export company, have incomes that are more than double the income of other households in the region (see Figure D .8). Before the multinational company was established in 2003, these households had lower land and non-land asset holdings. Increased tomato exports have resulted in increased employment, increased incomes and ultimately reduced levels of poverty and extreme poverty (see Figure D .9).
The Senegalese bean export sector has also been characterized by increased vertical integration although to a lesser extent. In this sector, increasing standards have prompted a shift from smallholder contract-farming to vertically integrated estate production by the exporting companies themselves. It is estimated that smallholder procurement under contract decreased from 95 per cent of export produce in 1999 to 52 per cent in 2005. The change in the supply chain structure has also shifted the way that local households benefit. These benefits are increasingly through agro-industrial employment and labour market effects rather than through contract farming and product market effects.
In the bean sector, both participation in contract farming and participation in agro-industrial employment have resulted in significantly higher incomes (see Figure D .10). It is estimated that contracting within the export sector leads to incomes that are 110 per cent higher than the average income in the region, while for employment in the export industry this is 60 per cent. It is important to emphasize that the shift in the supply chain structure, with increased agro-industrial production, has resulted in a stronger poverty-alleviating effect. This is because the poorest households, with less land and non-land asset holdings and a lower level of education, mainly benefit through labour market effects and agro-industrial employment. Note: "Total sample" refers to 299 households in 18 villages in two rural communities (Gandon and Ross Bethio).
*CFA stands for "Communautés Financières d'Afrique" ("African Financial Community").
When comparing employees in certified and non-certified export companies, employees in certified companies are found to reap greater rewards. Certification to GlobalGAP is found to increase the length of companies' export season, which results in longer employment periods for workers in certified companies. In addition, workers in certified companies receive slightly higher wages than workers in non-certified companies.
Moreover, employees in the export sector invest the wage earned in the export companies at least partially in their own farms. Access to wages from the export sector therefore has a positive effect on farm intensification and leads to increased use of modern inputs, such as mineral fertilizer and improved seeds. Notes: "Total sample" refers to 300 households in 15 villages in three rural communities (Sangalkam, Diender, and Noto).
*CFA stands for "Communautés Financières d'Afrique" ("African Financial Community"). retail chains or producers of final consumption goods try to coordinate production processes within value chains from the top, imposing, for instance, requirements regarding costs, quality, delivery, product variety and quality systems. This has led to increased levels of vertical integration within the value chain.
D. A NEW ROLE FOR COMMODITIES IN DEVELOPMENT STRATEGIES
Increasing flows of FDI across the globe have allowed multinational retailers or food companies to invest directly in the countries where the raw product is produced. Increased FDI inflows, the increasing role of standards within value chains and increased levels of vertical integration within those chains have together probably contributed to an increased level of technological transfers to developing country producers that are integrated in those chains. Such technological transfers can represent important contributions to productivity increases in the agricultural sector and resulting poverty-reducing effects. These new production structures, however, can also lead to situations of "capture", whereby lead firms in the value chain use their dominant position to appropriate most of the gains generated within the chain (see also Section C). It is, therefore, important for developing country exporters to adjust to these new structures and processes applied in agricultural value chains.
(c) The changing nature of agricultural trade
The changes in agricultural trade described above have impacted developing countries in different ways depending notably on their competitive position. Some countries have managed to enter the growing processed food market while others have increased their contribution to the growing fresh fruit and vegetable segment. For many net importers of food, however, rising food prices have represented a challenge rather than an opportunity.
(i) Emerging economies and the exports of processed products
Industrialized countries are the dominant players in agricultural markets and have been so for the past 50 years. Their share in global exports increased steadily between the early 1960s and 1990. In the early 1990s, however, they started to lose market share, and developing countries have increased their share in world agricultural trade from 30 per cent to around 40 per cent in recent years. The classification used in this report is inspired by the discussion of development strategies: processing or new products. According to our classification, there are two dimensions of agricultural product classification. The first one is based on the stage of processing (raw vs. processed). The second one is based on the type of product: traditional, fruit and vegetables (including nuts), specialties, and others. Processed agricultural goods, fresh fruit and vegetables, and specialty products are typically considered to represent relatively high value added products. Table D .4 reflects the allocation of agricultural product groups into the categories used in this section. Whenever the terms traditional, specialties or fresh fruit and vegetables are used alone, they only refer to the raw products within this category. Whenever the term "processed" agricultural goods is used alone, it refers to all the processed product lines identified in the righthand column.
The differentiation between the segments of fresh fruit and vegetables, specialities and processed goods used in this section has been inspired by the FAO (2004) study on non-traditional agricultural exports. FAO data on trade flows, however, do not include information on cut flowers and on fish. These two product groups are therefore only included in this section when WTO trade data or WTO tariff data are used.
The definition of the category "processed agricultural goods" is consistent with the definition used in the study by Liapis (2011) on processed agricultural exports. The classification used in this section is consistent with the one used in WTO (2008), but is broader as it covers product lines not included in the discussion of tariff escalation in that document. 14 More generally, the definition of "agricultural products" used in this section is also broader than the one applied in the WTO Agreement on Agriculture, which does not cover, for instance, fish, fish products, rubber and wood.
Last but not least, the categories used in Maertens and Swinnen (2014) differ from the ones used here. Their "tropical and temperate" agricultural exports category is close to "traditional exports" in the table above. The "high value" products group in Maertens and Swinnen (2014) includes fruit, vegetables, meat and meat products, milk and dairy products. prominent export products. Among the top items for LDC exports, agricultural products rank significantly behind a number of fuel and mining and textile products. Fish and crustaceans are in eighth place; coffee, tea, mate and spices are in ninth position; and cotton is tenth (WTO, 2013a).
In recent years, high value-added product segments have played an increasingly important role in LDC agricultural exports. Figure D. 14 illustrates that the share of traditional agricultural exports has dropped by around ten percentage points in the last decade. LDCs have managed to move increasingly into exporting processed agricultural goods and fresh fruits, vegetables and nuts. It nevertheless continues to be the case that the share of these segments in total exports is lower in LDC exports than in global export, reflecting that their revealed comparative advantage continues to be in traditional agricultural exports.
(iii) Agricultural exports and their changing weight in developing countries' GDP
In G-20 developing countries, agricultural exports represent a lower proportion of the economy than in LDCs or in other developing countries. 1961  1963  1965  1967  1969  1971  1973  1975  1977  1979  1981  1983  1985  1987  1989  1991  1993  1995  1997  1999  2001  2003  2005  2007 1961  1963  1965  1967  1969  1971  1973  1975  1977  1979  1981  1983  1985  1987  1989  1991  1993  1995  1997  1999  2001  2003  2005  2007 processed goods" -a segment that notably includes poultry and dairy products. This market segment, however, continues to be largely dominated by developed economies that together hold around 70 per cent of the share of global exports.
ii) The share of high value-added products in LDC agricultural exports
Traditional raw agricultural products represent an important export item for LDCs, with beverages and cotton being 2011a), and there is evidence that price hikes affect the food intake of the poor. 19 The ILO (2011) reports that, in most developing countries, the poorest households (those in the lowest income quintile) spend more than 60 per cent of their income on food, according to a sample Note: For definition of product segments, see Table D. 2.
In LDCs, for instance, export growth in fuels and mining products were twice as high as those of agricultural goods (WTO, 2013a). 16 As a result, the overall share of agricultural goods in LDC exports went down from 21.1 per cent in 2000 to 9.7 per cent in 2012.
(iv) LDCs and increasing prices of food imports
Price volatility is a particular challenge for net food importers. As a group, LDCs import more agricultural goods in absolute value than they export, and most LDCs are net food-importing countries (Cheong et al., 2013). Ng and Aksoy (2008), however, highlight that countries with larger food deficits tend to be either oil exporters or countries in conflict. 17 Figure D.16 illustrates that the gap between the value of imports and the value of exports of food has increased over time in LDCs. This is in line with findings in Ng and Aksoy (2010b), who find that trade deficits increased in low-income countries over the period 2000-07. 18 In middle-income countries, on the other hand, food exports increased more than food imports over the same period. These findings are in line with the evidence presented above that emerging economies and "other developing countries" have been more successful than LDCs in taking advantage of the agricultural price boom.
Food represents a high share of spending for poor households, which typically cannot further reduce the quantities they consume (low price elasticity). Price hikes therefore hit poor households particularly hard (FAO, 
Making agricultural trade work for development: the policy environment
Given the importance of the agricultural sector for poverty reduction and given the increasing importance of international trade for agricultural activity, the policy and institutional environment governing agricultural trade has important impacts on developing countries' development strategies. Indeed, the agricultural sector is much more likely to contribute positively to growth within a sound policy environment and with high-quality institutions (Mehlum et al., 2006) . This is the case for both net exporters and net importers. In the next section, five policy areas will be discussed that affect the role agriculture can play in development strategies:
(a) productivity gap -where significant productivity gaps exist, developing country producers may find it hard to maintain existing production levels or to grow through exports when markets are open (b) price-based policy measures, such as tariffs and subsidies -these have been frequently used in the agricultural sector and may continue to affect developing country exporters (c) trade-related fixed costs, such as those related to implementing sanitary and phytosanitary (SPS) measures, present a particular challenge to producers in developing countries (d) value chains in the agricultural sector -these chains are characterized by market concentration, creating problems in particular for small producers in developing countries (e) prices in the agricultural sector -these are notoriously volatile, creating difficulties for resource-constrained consumers and for producers needing to take investment decisions.
(a) Overcoming productivity gaps Source: WTO Secretariat. While increased R&D spending is likely to affect the agricultural sector positively, R&D and resulting productivity increases are unlikely to affect all farmers equally. It has been argued that large-scale developing country farmers are more likely than subsistence farmers to gain from this (Pray et al., 2007). The overall economic effects of such productivity increases are nevertheless likely to be significant. Cheong and Jansen (2013), for instance, highlight, the possible contribution of increases in agricultural productivity to decreasing informal urban employment.
D. A NEW ROLE FOR COMMODITIES IN DEVELOPMENT STRATEGIES
(b) Price-based policy interventions
Price-based measures have traditionally been quite prominently used in global agricultural markets and have most likely played a role in determining agricultural trade patterns. The phenomenon of tariff escalation -the practice of imposing higher import duties on semi-processed and finished products than on raw materials -has often been raised in the debate about the difficulties that developing countries face to move into processed agricultural exports. Another price-based measure that has mainly been used by industrialized economies is export or producer subsidies.
(i) Tariffs
It has been illustrated above that emerging economies have been significantly more successful than poorer developing countries, notably LDCs, in taking advantage of high prices in the agricultural sector. They have also been more successful in moving away from traditional agricultural exports of raw commodities and into processed exports. LDC exports tend to face lower tariffs than exports from other developing countries, in particular for exports destined for industrialized economies. Average weighted tariffs imposed by developed countries on LDC agricultural exports decreased from 3.6 per cent in 2000 to 1.0 per cent in 2011. 24 The preference accorded to LDCs is significant in the agricultural sector as developing countries faced an average tariff of 9.2 per cent in 2000 and of 7.2 per cent in 2011. Regarding tariff escalation, the tariff pattern faced by LDCs does not differ significantly from the pattern faced by other developing countries. In general, tariff escalation is rather low for exports to developed economies.
Tariffs on agricultural goods are, however, often higher than tariffs on other goods. The WTO (2013b), for instance, finds that, in developing countries, the average duty applied on agricultural imports from LDCs was above 12 per cent in 2011. This is significantly higher than the average duty applied to oil or minerals (close to zero) and to nonagricultural products (around 2 per cent).
(ii) Production and export subsidies The seemingly contradictory evidence about the effects of standards on trade can be explained in the following way. Meeting a standard implies costs but adhering to higher standards may also make it easier to conquer new market segments and/or to benefit from the higher prices attached to products meeting higher standards. The lower the cost of meeting the standard and the higher the return from meeting the standards -in terms of higher sales or higher prices -the more likely it is that the benefits from adhering to standards is positive. On the other hand, the retailer significantly decreases transaction costs for the suppliers and makes it possible for them to supply markets nationally while producing locally. Iacovone et al. (2011) show that this arrangement is very profitable for suppliers that are relatively productive and that find it relatively easy to meet standards. The direct link to the retailer thus contributes to a process that ultimately leads to increased productivity in the relevant market segment.
Similar evidence exists for cases where suppliers sell inputs into downstream production processes, notably where the buyer of the inputs is a multinational. In these cases, part of the costs of meeting higher standards is borne by the foreign multinational, which has an implicit role in transmitting new technological know-how.
In cases where the types of private sector linkages described above do not exist, technical assistance can contribute to overcoming the costs of meeting standards or to facilitating access to foreign markets for products meeting standards. Box D.5 provides an example of a relevant technical assistance project.
Another type of fixed cost that can have a significant impact on export and import flows is costs occurring at the border. Some of these costs stem from administrative processes linked to the certification of standards or regulation. Other costs simply stem from administrative or logistical processes related to the importing or exporting of goods in general. To the extent that such processes take time, they can significantly hamper exports or imports, in particular for time-sensitive products such as fresh fruit and vegetables or flowers. The United States Agency for International Development (USAID) (2007) estimates that even for less perishable crops, such as cereals, each day of delay from harvest to market corresponds to a 0.8 per cent tariff equivalent. 32 Liapis (2011) finds that measures that reduce time delays in crossing borders also have a significant effect on the export performance of processed agricultural goods. With the spread of private standards, the export volumes and values have continued to increase. Yet, this does not necessarily imply that private standards have had a positive effect on export volumes. Certified firms are observed to export larger volumes and values but they were already doing so before they became certified. It is the bestperforming companies that seek certification and this can be confounded with certification having an impact on the export performance of companies. 34 However, certification in line with private standards has had an effect on the sourcing strategies of export companies. Certified export firms currently source less from smallholder producers (1. (e) Dealing with price volatility Commodity prices are notoriously volatile, as discussed in Section D.1. Price volatility is a major challenge for both producers and consumers. For producers, it is difficult to take investment decisions in an environment of volatile
Box D.5: Access to European markets for Central American agrofood exports
Agro-food exporters in a number of Central American countries face three main challenges in connecting to global value chains, according to the Centre for the Promotion of Imports from developing countries (CBI) (2014). These challenges are to identify products with export potential, to meet relevant product standards and to establish access to the relevant supply or retail chains. The Centre's technical assistance activities have helped to address these challenges in the following ways: 1) To identify products with export potential, first research was undertaken. Products with high export potential for European markets were identified as tropical fruit (including avocado, mango, pineapple, banana, rambutan and berries), processed fruits and ingredients (including fruit juice, fruit pulps and concentrates) and honey, sesame seed, peanuts and spices.
2) To help exporters meet relevant product standards, technical assistance was provided in the form of coaching and support for businesses and business support organizations. For the identified products with export potential, compliance with food safety protocols is typically a minimum requirement. Furthermore standards certifying sustainable production and Corporate Social Responsibility play an important role.
3) To help exporters establish access to the relevant supply or retail chains, assistance has focused on the development of branding and marketing strategies at the national level and supporting individual exporters in attending European trade fairs relevant for their products.
prices, in particular in the case of crops that have a relatively lengthy gestation period. 35 For consumers, volatile prices are above all a problem when prices are high, as was the case at the end of the 2000s. Poor households typically spend a large share of their income on food, and high food prices can have severely negative impacts on these households, as discussed above. This explains why concerns about food security were at the forefront of the political debate during the Great Recession of 2008-09, as reflected, for instance, in the establishment of the High Level Panel of Experts on Food Security and Nutrition (HLPE) as the science-policy interface of the UN Committee on World Food Security (CFS).
Different policy instruments exist to deal with price volatility. The High Level Panel of Experts on Food
Security and Nutrition (HLPE) (2011) distinguishes between two types of measures that aim at reducing the impact of price volatility: measures to manage price volatility and measures to cope with price volatility. In addition, measures can be designed to work through the market and mainly private actors, through direct state interventions or through and with civil society.
Measures to cope with price volatility include emergency loan programmes for producers or consumers and social protection schemes for vulnerable households (e.g. cash and food benefits and school feeding programmes).
Measures to manage price volatility include financial products (e.g. crop insurance) and investments in agriculture, notably to stabilize food production through diversification and the resilience of food systems (HLPE, 2011).
In periods of increased concern about food security, as experienced at the end of the 2000s, governments often intervene directly in markets, with the objective of reducing prices and price volatility. Governments may, for instance, use food tariffs or taxes in a "counter-cyclical" way, which would involve decreasing taxes or tariffs when international prices increase. Such policies, however, affect governments' budgets. Quantitative measures include the use of export restrictions. Governments that hold public stocks may consider releasing those when food prices are high.
All of these policies have the potential to affect international markets. Evidence notably suggests that if countercyclical measures are introduced jointly by net importers and net exporters, price hikes may actually be exacerbated. Indeed, if governments restrict exports in net-exporting countries and subsidize consumption in net-importing countries, this is likely to increase excess demand globally and lead to further price increases Countries in these regions have experienced noticeable economic growth during the years of sustained resource price increases. The question is, however, whether resourcebased growth can be sustained and translated into positive development outcomes. A series of policies can potentially underpin resource-based development. These are analysed in the second part of the section and include policies to harness windfall revenues, diversification policies, FDI policies, and policies to address social and environmental concerns. In regions such as Sub-Saharan Africa and Latin America and the Caribbean, the share of fuels and mining products in total merchandise exports increased significantly (see Figure D .24).
For countries and regions with high shares of natural resources in exports, fiscal revenue or economic output, the question is whether specialization in natural resource sectors can be an engine of growth and development.
(b) Can the "natural resource curse" be made history?
The idea that there is a "natural resource curse" is common. The WTO (2010) identifies three transmission channels for the resource curse:
(1) the "Dutch disease"; (2) adverse effects on institutional determinants of growth; and (3) civil conflict. First, the Dutch disease occurs when an increase in revenues from natural resources de-industrializes a nation's economy by raising the real exchange rate, making the manufacturing sector less competitive. Secondly, resource dominance may hamper growth in the presence of weak institutions, such as badly defined property rights, poorly functioning legal systems, and weak rule of law, or it may itself contribute to institutional worsening. Thirdly, natural resources may increase the probability of civil wars, especially in countries marked by an uneven distribution of natural resources within their territory and ethnic divisions.
As argued in WTO (2010) Natural resource abundance, however, has not been the only route to strong and sustained growth in these regions. In a recent study, the IMF (2013a) identifies the top six growth performers in Sub-Saharan Africa between 1995 and 2010 based on two criteria: real output growth greater than 5 per cent and real GDP per capita growth of more than 3 per cent. The following countries meet these criteria: Burkina Faso, Ethiopia, Mozambique, Rwanda, Tanzania and Uganda. None of these countries was resource-rich at the beginning of the sample period. 38 In these countries, growth was spurred and sustained by improved macroeconomic management, stronger institutions, increased aid and higher investment in both physical and human capital (IMF, 2013a). High prices of natural resources played an indirect role, with some of these countries (especially Mozambique) having received large investments related to discovery of natural resources.
Some countries have managed to translate growth into broad-based prosperity (Dobbs et al., 2013a). The relationship between natural resource dependence and broad measures of social development, such as health and education, is however a source of concern. Figure D . 25 shows the correlation between natural resource abundance (proxied by total natural resources income as a percentage of GDP) and the Human Development Index (HDI), which uses statistics on life expectancy, education and income to rank countries. 39 The correlation is negative, meaning that growing dependence on natural resources is associated with declining levels of health and education.
The empirical literature has consistently found that social development is, on average, lower in resource-rich countries. Carmignani and Avom (2010) The question of whether natural resources can be leveraged to sustain broad-based development remains therefore open. The remainder of this section considers several challenges faced by resource-abundant countries in the implementation of a resource-based development strategy. Not only the economic but also the social and environmental aspects will be analysed.
(i) Harnessing revenues and avoiding boom-bust cycles
Both in the metals and mineral sectors and in the energy sectors, rising prices have led to increased exploration efforts in several countries. Mining investments have increased more than fourfold over the past decade, to around US$ 80 billion, with iron ore and copper dominating. The pace and intensity of new discoveries have been particularly intense in Africa, where, since 2000, drilling has increased threefold and the ratio of proven oil reserves to production has increased from 30 to over 40 per cent (Africa Progress Panel, 2013). Oil and natural gas exploration has increased both in traditional West African producers, such as Angola and Nigeria, but also in East Africa. It is estimated that the coastal areas of the Indian Ocean could hold more oil than the known reserves of the United Arab Emirates and the Bolivarian Republic of Venezuela. Due to underexploration so far, the success rate of new explorations is exceptionally high in East Africa, and the exploration and development costs exceptionally low, at US$ 6-14 per barrel (Africa Progress Panel, 2013). 41 A similar pattern holds for mineral resources, in particular iron ore, with increased exploration especially in West Africa.
Increased exploration and exploitation of natural resources implies large potential revenue windfalls. Governments face a number of policy options in making productive use of such windfalls. 42 The commonly held view is they should not be consumed immediately but put in a fund, typically a sovereign wealth fund (see Box D.6), to spread the benefits across generations and deal with the otherwise adverse effects of the Dutch disease and the resource curse (Van der Bremer and Van der Ploeg, 2013). The optimal policy is, however, dependent on factors such as the price volatility of the resource in question, the level of development of the country and the broader constraints faced by the economy. Van der Ploeg and Venables (2011) examine policy options for a country experiencing a pre-announced windfall in oil revenues, lasting between T 0 and T 1 (see Figure D. 26).
A possible strategy would be to consume the revenue as it comes in, so that the increment in consumption is equal to the revenue flow (green line in the figure) . Under the permanent income hypothesis (PIH), however, the optimal policy would be the spreading of consumption over a number of years, as indicated by the PIH dashed line. This involves borrowing ahead of the revenue flow, then during the period of flow first repaying debt and subsequently accumulating assets in a sovereign wealth fund. After the windfall, the interest on the wealth fund pays for the permanent increase in public spending and private consumption. There is 
(WDI).
Note: Canada: Alberta; United States: Alaska, New Mexico and Texas; United Arab Emirates: Abu Dhabi and Dubai. If a country has more than one fund, the column "Origin" is the earliest year and the column "Assets (US$ billion)" is the sum of the assets of each fund.
a third, more conservative approach, which is to build up a sovereign wealth fund and only consume its interest, generating a consumption profile represented by the "bird-in-hand" dashed line. Under this approach, consumption would build up more slowly than under the PIH approach, as it would reach its maximum only after the resource has been depleted.
For countries with under-developed capital markets and high sovereign borrowing costs, however, Van der Ploeg and Venables (2011) show that the optimal strategy implies: (1) an immediate increase in consumption, to raise incomes of the present generation, which is poorer than future generations; (2) investment in domestic assets (physical infrastructure and human capital); and (3) some repayment of foreign debt, to reduce interest rates in the domestic economy. This generates the hump-shaped consumption path in Figure D 
Box D.6: Sovereign wealth funds
There are two main origins of funding for sovereign wealth funds (SWFs): resources such as oil, gas and copper; and financial non-commodity sources. The focus of this box is on resource-backed SWFs.
If natural resources generate a substantial stream of income, resource-rich countries will often channel this into their newly established SWFs. As already highlighted, these funds are created not only to stabilize the economy and to support intergenerational savings but also to boost domestic investment, mainly in infrastructure. Even though SWFs are a relatively recent phenomenon, they have managed to accumulate significant reserves. In 2012, the average amount of assets in SWFs of an oil-rich country was above 100 per cent of the country's GDP, as shown in Table D .7.
Some African countries have developed explicit fiscal frameworks aimed at saving resources for the future or creating a fiscal "buffer" to help protect budget spending from revenue volatility. Since 1994, fiscal policy in Botswana has been guided by a Sustainable Budget Index principle, which seeks to ensure that non-investment spending is financed only with non-resource revenue. Nigeria created a SWF in 2011. Ghana put 70 per cent of petroleum revenue revenues into public spending and divided the rest between a stabilization fund and a heritage fund.
Investment in social protection is one of the most powerful ways in which governments in Africa can extend the benefits of resource wealth to their citizens. The United Nations Educational, Scientific and Cultural Organization (UNESCO) (2012) estimates that increased revenue from minerals could put another 16 million children into school across 17 resource-rich countries. In Rwanda, much of the rapid decline in poverty, from 57 per cent of the population in 2006 to 45 per cent in 2011, results from the Umurenge Programme of Public Works and from government payments to the poor. During the 2011 drought in East Africa, Ethiopia's Productive Safety Net Programme not only saved lives but also provided support to help people cope with the crisis without having to sell off vital productive assets or take children out of school.
need to finance infrastructure and debt reduction. Higher investment puts the economy on a higher growth path, with beneficial effects on wages and on subsequent consumption. After depletion, the consumption increment remains positive, but moves towards zero. This is because instead of building up an overseas sovereign fund, the resource wealth has been used to build up the human and physical capital stock of the economy, improving its growth prospects.
The results of Van der Ploeg and Venables (2011) suggest that the establishment of an intergenerational fund that would spread out the benefit of resource windfalls across generations is relatively more attractive for rich countries than for poor countries. 43 Resource-rich countries facing capital scarcity and paying a risk premium on their sovereign debt would instead find it more attractive to build a domestic investment fund (Van der Bremer and Van der Ploeg, 2013; Arezki et al., 2012). Such a fund would channel part of the windfall towards domestic investment in infrastructure, health and education. The important caveat, underlined both by Van der Bremer and Van der Ploeg (2013) and by Arezki et al. (2012) , is that, if a country has limited capacity to utilize funding (due to planning and implementation lags, for example), there is a rationale for temporarily putting savings in a "parking fund" until capacity constraints are addressed.
As discussed above, natural resource sectors are subject to high volatility in prices. Since supply tends to remain constant despite fluctuations in prices, at least in the short run, this translates into high volatility in revenues. For this reason, Van der Bremer and Van der Ploeg (2013) and Cherif and Hasanov (2013) argue in favour of the establishment of a liquidity fund to accumulate savings that would help to protect exporters from price volatility. According to Van der Bremer and Van der Ploeg (2013), the size of such a liquidity fund is increasing with price volatility, with the degree of risk aversion of policy-makers, and with the size of the windfall revenue over time. Conversely, growth in the non-resource part of the economy curbs the need for precautionary savings in the liquidity fund.
Volatile commodity prices have often induced boombust cycles (Van der Ploeg, 2011). During the 1970s when commodity prices were high, several resource-rich countries used revenue as collateral for debt but during the 1980s commodity prices fell significantly, contributing to the onset of debt crises. At the root of boom-bust cycles is the link between surging resource revenue and increased spending levels (i.e. pro-cyclical spending), especially in countries with relatively weak institutional environments (
ii) Diversification
Diversification of the production and export structure has long been at the forefront of economic policy in most resource-rich countries. A very general rationale for diversification is that diversified economies tend to perform better over the long term (Hesse, 2008; Imbs and Wacziarg, 2003; Lederman and Maloney, 2007) . 47 There are other rationales for diversification that apply in particular to economies that specialize in natural resources.
First, diversification towards non-natural resource sectors may be justified if: (1) these sectors are characterized by positive spillovers on the rest of the economy, such as learning-by-doing or knowledge spillovers; and (2) Advocates of diversification away from natural resources have often argued that the production of fuel and mineral products is carried out in enclaves, with little or no linkages with the rest of the economy. A prominent example is Rodrik (2013), who contrasts "natural resource enclaves" with "escalator industries". In Rodrik's view, the former are skill and capital intensive, and disentangled from the domestic economy. The latter are adept at absorbing technologies from abroad, they employ relatively unskilled workers, and they establish significant linkages with the domestic economy. A related argument is that natural resources production has a lower growth potential than other economic sectors because it carries little scope for innovation and productivity growth. While both critiques are valid in several contexts, 51 they cannot be applied generally. For instance, evidence on Peruvian gold mining shows the presence of extensive linkages through purchases of local labour and other inputs. Each 10 per cent increase in the mine's purchases is associated with a 1.7 per cent increase in local incomes, with a significant impact on alleviating poverty. 52
In the presence of within-sector diversification, Sinnott et al. (2010) argue that the mining sector can generate a high degree of innovation and productivity growth. In particular, international trade in metals is associated with a high degree of intra-industry trade and with good potential to specialize in (and upgrade to) high-value, high-quality varieties within product categories (horizontal diversification). It is also associated with moving up the value chain to more processed products (vertical diversification). 53 Sinnott et al. (2010) estimate that much of the growth in sectoral exports of Latin American countries can be attributed to these countries moving towards production of more sophisticated and highervalue-added metal products. Diversification within the resource sector also carries the potential to alleviate the tendency to real exchange rate appreciation associated with resource windfalls (Beverelli et al., 2011). 54 Each option for diversification has advantages and disadvantages, and there is no one-size-fits-all approach. Rather, the right kind of diversification that can (from a positive perspective) or should (from a normative one) be attained depends on sector-and country-specific characteristics. If the natural resource is subject to accelerated depletion, for instance, the only viable option might be diversification into other sectors rather than the development of a downstream industry.
If the economic and institutional environment functions well, the incentives may favour quality upgrading and technological spillovers rather than enclave production (Sinnott et al., 2010). 55 A final point concerns employment. As argued by UNCTAD (2013b), "where exports are based on natural resource extraction, the employment intensity of growth has been low. In countries whose tradable sector is dominated by export-oriented labour-intensive manufactures, by contrast, more jobs have been generated". This observation calls for particular emphasis on job creation in any diversification effort, be it within or away from natural resource sectors.
(iii) Foreign direct investment
Resource-seeking is, in principle, a motive for firms to be engaged in foreign direct investment (FDI) because natural resources are location-specific. Indeed, according to Dunning (1993) , natural resources justified much of the FDI flows in the 1800s and early 1900s, largely from the most industrialized nations to the less developed areas of the globe. The exploration and extraction of natural resources is often conducted by foreign multinationals. Due to a combination of high commodity prices and concerns about the security of supply of critical resources, in recent years there has been a global surge in investment activity -including exploration -in resource sectors (see Section D.1). There are several other FDI-related challenges facing resource-rich countries. First, there may be substantial differences in access to information between a government and a multinational oil or mining company, whereby the latter has better access to geological analysis, commercial market information, and information on technologies for exploration and extraction (Africa Progress Panel, 2013). To overcome such differences, the Sustainable Development Solutions Network (SDSN) (2013) proposes the establishment of competitive bidding mechanisms because they can reveal the market value of a host country's assets. 57 Secondly, and related to the first, there is the "hold-up" problem, whereby a government may have an interest in renegotiating ex post the terms of a contract, and investors are likely to be deterred by the consequent risk. Since these changes (renegotiation or outright nationalization) are most likely to occur if outcomes are better than expected, 58 they have the effect of reducing the expected returns to investment, and the government will receive a lower payment in the initial auction of licences (Collier and Venables, 2010). 59 To address such hold-up problems, the Sustainable Development Solutions Network (SDSN) (2013) proposes the establishment of a tax regime that builds on contingencies such as changes in global commodity prices.
Thirdly, foreign investors in extractive industries tend to operate across jurisdictions and through complex company structures (Africa Progress Panel, 2013 
(iv) Addressing social and environmental concerns
The distribution of natural resource windfalls across the population is an important question in every country but it is particularly important in most developing countries in view of its role in poverty reduction. There is no consensus in the economic literature on whether natural resource wealth is associated with inequality. Davis and Vásquez Cordano (2013), for instance, find no support either for the claim that extraction-led growth is good for the poor or that it is bad for the poor. Goderis and Malone (2011) show that a rise in the prices of non-agricultural commodities lowers inequality in the same year but it has no impact on the longrun income inequality. In a study on commodity price shocks in Australia, Bhattacharyya and Williamson (2013) show that a sustained increase in the price of renewables (wool) reduces inequality whereas the same for non-renewable resources (minerals) increases inequality.
Across countries and years, the correlation between natural resource abundance (proxied by total natural resources income as a percentage of GDP) and inequality (proxied by the Gini index of income distribution) is positive, as shown in Figure D .28, suggesting that inequality increases in line with a country's abundance of natural resources. However, the correlation loses statistical significance in a regression controlling for general country-and year-specific factors. 61 The impact of natural resources on income inequality, therefore, is likely to depend on other country characteristics. Fum and Holder (2010) show that the degree of ethnic polarization matters. Natural resources raise income inequality in ethnically polarized societies but reduce income inequality in ethnically homogenous ones.
Natural resource-based industries commonly impose environmental harm. In the case of large-scale mining, there is degradation of the land surface and underlying strata as well as degradation of surface and underground water resources, both in the exploration and exploitation phases (Sinnott et al., 2010) . In the case of smallscale mining, the major environmental problems are due to mercury escaping into the environment (Sinnott et al., 2010). Finally, in the case of oil production, the major environmental problems are related to waste pits contaminated with oil or drilling mud, 62 un-remediated spills, discharge of untreated produced water, installations The aggregated data show a negative correlation between natural resource abundance (proxied, as above, by total natural resources income as a percentage of GDP) and the Environmental Performance Index (EPI), 64 as shown in Figure D. 29. This correlation stays negative, although it loses statistical significance after controlling for general country-and year-specific factors.
Role of trade policy measures for natural resources
In natural resource sectors, it may be argued that the world is "upside-down": import restrictions are much less prevalent than export restrictions. As argued by the WTO (2010), tariff protection in these sectors is generally lower than for overall merchandise trade. In particular, tariff protection is very low in mining and fuels, with an average applied tariff of 5. From a theoretical perspective, export restrictions may serve the following purposes: achieve terms-of-trade gains; production relocation; support to downstream sectors (closely related to the production relocation motive); export diversification (closely related to the two previous motives); protection of the environment; avoidance of resource depletion; income stabilization; and response to tariff escalation in export markets (see WTO 2009; 2010). The OECD inventory reports an alleged justification for 3,236 measures, which constitute almost 60 per cent of the 5,503 measures included in the dataset. This makes it possible to compare governments' stated motives with the various rationales put forward by economic theory. The motives stated in the OECD inventory can be split into seven broad categories: addressing the current economic conditions; preventing illegal activities; collecting revenues; ensuring export; protecting domestic industries; conserving exhaustible resources; and protecting the environment.
As shown in Table D .9, most measures for which a purpose is declared are explicitly imposed to protect domestic industries. Promotion of domestic processing/ value added is a more frequently cited justification for regulation of exports of semi-processed commodities than for regulation of exports of unprocessed raw materials (Fliess and Mård, 2012). These findings are consistent with the fact that several resource-rich countries set de-escalating (or degressive) export tax structures (WTO, 2010). On the import side, the low level of tariff protection does not tell the whole story. In the mining sector (but not in fuels) there is evidence of tariff escalation (i.e. the use of higher import duties on semi-processed products and on finished products than on raw materials) in developed countries, which represent the biggest markets for developing country exporters. Latina et al. (2011) argue that export restrictions can be a response to tariff escalation in a production relocation effort. The evidence presented above on "protection of domestic industries" being the most cited motivation for export restrictions is in line with their argument. More research is however needed on discerning the determinants of export restrictions.
One of the overarching objectives of resource-rich countries has been to increase local content (the share of domestic products in the inputs used by extractive industries) or local value added (the share of domestic value added in total value added). Governments use various instruments to implement local content/value added policies. Tordo et al. (2011) list nine categories of instruments, ranging from contractual requirements that favour the use of local goods and services to direct government intervention through state-owned enterprises (SOEs). The aim of local content policies has evolved from creating backward linkages (that is, supplying input to the local economy through transfer of technology, the creation of local employment opportunities, and increasing local ownership and control) to creating forward linkages (that is, processing the sector's output prior to export) (Tordo et al., 2011). Economic theory argues that the capability of the domestic economy to develop backward linkages is important for local content policies to be effective tools of long-term economic development (Tordo et al., 2011).
Conclusions
The substantial price increases between 2003 and 2008 have led some commentators to argue in favour of a "commodity super-cycle". Although prices of natural resources and of agricultural products have recently subsided, they are still substantially higher than a decade ago. The question of whether commodities could be part of a development strategy remains relevant. It is certainly not possible to offer a definitive "yes" or "no" answer. Rather, the focus of this section has been on the challenges and opportunities that resource-endowed developing countries face.
Trade in natural resources (defined as fuels and mining products for the purposes of this report) has increased both in value and in volume terms since 2000 (notwithstanding a slump in 2008), especially in regions such as Sub-Saharan Africa and Latin America and the Caribbean. Countries in these regions have experienced noticeable economic growth during the years of sustained resource price increases. Several countries have improved the management of windfall revenues and have managed to attract significant FDI related to exploration and exploitation of newly discovered resources. Economic diversification and the broad social and environmental impact of natural resource extraction and trade, however, remain significant challenges.
Several countries (mostly, but not exclusively developing ones) adopt some type of restriction on the exportation of their natural resources. There are, in principle, several reasons behind this. Based on a recent OECD database, the section has reviewed the available evidence on the alleged purpose of export restrictions. Most measures are explicitly imposed to protect domestic industries and to promote domestic processing/value added. This may partly be in response to tariff escalation in importing countries. Local content schemes are also motivated by the wish to increase domestic value added. Economic theory argues that the capability of the domestic economy to develop backward linkages is important for local content policies to be effective tools of long-term economic development.
Agriculture represents an important sector, both in terms of production and in terms of consumption, for many developing and least-developed countries (LDCs). The sector therefore plays a crucial role for their development strategies. Countries that managed to increase productivity in the agricultural sector have been characterized by high rates of economic growth and poverty reduction (in particular, improvements in the livelihoods of the very poor). Agricultural trade has increased significantly in recent years, in the context of high and rising agricultural prices. This has created opportunities for developing countries to leverage agricultural exports for development.
This section has highlighted the various development challenges facing exporters of agricultural goods, and in particular LDCs. First, the rising share of processed goods in total agricultural trade, which reflects increased vertical coordination of production structures, indicates that involvement in food supply chains is very important. Secondly, productivity gaps may represent a disadvantage for developing country producers in global competition. Thirdly, access to developed and G-20 developing countries' markets continues to be an issue, especially for LDC exporters. This is partly due to relatively high agricultural tariffs but in particular it is due to the costs of meeting standards (including private standards) and sanitary and phytosanitary (SPS) regulations, and to the costs caused by delays in crossing borders.
The section has highlighted two more challenges. First, numerous value chains in the agricultural sector are characterized by market concentration, sometimes at multiple points along the value chain. This may create problems for small producers in developing countries. Secondly, prices in the agricultural sector are notoriously volatile, which can create difficulties for consumers and for producers in the light of investment decisions they may have to take. Evidence suggests that if counter-cyclical measures that aim at reducing volatility are introduced jointly by net importers and net exporters, price hikes may actually be exacerbated.
Endnotes
1 Forestry and fishery are excluded from the definition of natural resources because the focus of the literature that has analysed the link between natural resource exports and development has exclusively been on extractive resources, such as minerals and oil.
2 Some challenges are, however, common to both the natural resources and agricultural sectors. These include the management of price volatility and the attraction of foreign direct investment (FDI).
3 See, for instance, Erten and Ocampo (2012). The authors define commodity super-cycles as episodes in which the upward price trend lasts much longer than usual (10-35 years) and covers a broad range of commodities.
4 The Africa Progress Panel (2013) reports that since the end of the 1990s, consumption of refined metals in China has climbed by 15 per cent a year on average. The country's share of global demand for copper, aluminium and zinc has more than doubled; for iron ore, nickel and lead it has tripled. Metal intensity (measured as resource use per US$ 1,000 of real GDP) is nine times higher in China than the global average. The fact that China's ores are lean and difficult to smelt raises their extraction costs (China.org.cn, 2013).
5 See WTO (2010) for an in-depth discussion on the causes of oil price volatility and on its effects on oil-exporting and on oil-importing countries.
6 Following the shifting patterns in global economic activity outlined in WTO (2013c), global energy trade will be re-oriented from the Atlantic basin to the Asia-Pacific region. China will become the largest oil-importing country and India will become the largest importer of coal by the early 2020s (IEA, 2013).
7 An alternative explanation is proposed by Baumeister and Kilian (2013). They argue that the link between food and oil prices is largely driven by common macroeconomic determinants, rather than the pass-through from higher oil prices to food prices. 37 This is partly confirmed by regression analysis that estimates the conditional correlation between GDP per-capita growth and two measures of natural resource exports (respectively, the share of fuels and the share of mining products in total merchandise trade) for the sub-sample of Sub-Saharan African countries, controlling for country-and year-fixed effects. The coefficient on the share of fuel in total merchandise trade turns from statistically not significant in the 1980-99 period to positive and statistically significant in the 2000-12 period. The coefficient on the share of mining products in total merchandise trade turns from negative and statistically significant in the 1980-99 period to statistically not significant in the period 2000-12.
38 Three of these countries became resource-rich after the beginning of the sample: Burkina Faso, Tanzania and Mozambique. Burkina Faso has become a gold producer since the mid-1990s. Tanzania and Mozambique are both on the Indian Ocean, where large discoveries of oil and natural gas were made recently. With production that could reach 100 million tonnes over the next decade, Mozambique is also primed to become a major exporter of coal to India and China (Africa Progress Panel, 2013).
39 Several studies have used the ratio of primary exports to total exports as a proxy for natural resource abundance. Wood (2007) criticizes this measure because the export ratio depends on a country's stock of physical and human capital, which in turn is strongly correlated with development success. To address this issue, the measure of natural resource abundance used in this section is total natural resource income as a percentage of GDP. It is defined as the difference between the value of production at world prices and total costs of production for oil, natural gas, coal, minerals and forestry.
40 Lee at al. (2012), however, point out that despite increased exploration efforts, world-class mineral discoveries have become less frequent. Moreover, as ore grades decline for base and precious metals, production costs are increasing significantly in mature mining countries, such as Chile and South Africa (Africa Progress Panel 2013).
41 Collier and Venables (2010) show the significant extent of under-exploration in Africa relative to OECD countries: as of the year 2000, some US$ 114,000 of sub-soil assets were known to lie beneath the average square kilometre of the OECD. The equivalent figure for Africa was a mere US$ 23,000. This reflects, among other things, the need for commitment technologies for resource exploration and exploitation.
42 See IMF (2012b) for an in-depth discussion.
43 According to Van der Bremer and Van der Ploeg (2013), the size of an intergenerational fund would then be larger if future generations are not expected to be much richer than current generations.
44 Increased spending during commodity price booms is, among other things, associated with real exchange rate appreciation (this is the so-called "spending effect" of the Dutch diseasesee WTO (2010)). If a bust follows the boom, governments are then forced to cut spending and allow sharp devaluations of the real exchange rate (Sinnott et al., 2010).
45 Most studies focus on government spending because tax receipts are endogenous with respect to the business cycle. Indeed, as explained by Frankel et al. (2013) , an important reason for pro-cyclical spending is that government receipts from taxes or mineral royalties rise in booms, and the government cannot resist the temptation or political pressure to increase spending proportionately, or more.
46 A cautionary note is in order. Analysing the cyclicality of fiscal behaviour in 28 developing oil-producing countries during 1990-2009 -and correcting for reverse causality between non-oil output and fiscal variables -Erbil (2011) provides evidence of strong pro-cyclicality of fiscal policy in oil-rich countries. The results are not uniform across income groups: expenditure is pro-cyclical in the low-and middle-income countries, while it is counter-cyclical in the high-income countries.
47 Imbs and Wacziarg (2003) find a U-shaped pattern, whereby countries in the earlier stages of development diversify production and countries above a certain level of income tend to re-concentrate production.
48 For a detailed explanation, see WTO (2010), especially Box 10.
49 In case of severe environmental degradation, the marginal environmental damage may be larger than the marginal benefit of extracting the resource, making it optimal to keep the resource in the ground. Technological shocks that threaten comparative advantage include the invention of substitutes or the opening up of new sources of supply. A notable example is hydraulic fracturing (fracking) technology, which has largely increased the availability of unconventional oil and, especially, natural gas reserves in the United States -see The Economist (2013). 56 Examples include: large investments in an oil pipeline and associated port facilities in Sudan; the construction of a deepwater port at Santa Clara, a railway track running 560 km from Belinga to the coast and a hydro-electric power plant (Gabon); the refurbishment of the rail network connecting Angola, the Democratic Republic of the Congo and Zambia.
57 For example, in Iraq the government allocated its service contracts for oil extraction through highly successful open and competitive auctions. The winning consortium at the Rumaila oil field will be taking US$ 2 per barrel less than demanded by the next best bidder, which could result in a difference of US$ 63 Over 150 billion cubic metres (or 5.3 trillion cubic feet) of natural gas are being flared and vented annually. The gas flared annually is equivalent to 25 per cent of the United States' gas consumption (Global Gas Flaring Reduction public-private partnership (GGFR), 2013). A public-private partnership called Global Gas Flaring Reduction Partnership (GGFR) was launched at the World Summit on Sustainable Development in Johannesburg in 2002. Poverty reduction is also an integral part of the GGFR programme, which is developing concepts for how local communities close to the flaring sites can use natural gas and liquefied petroleum gas that may otherwise be flared and wasted. The programme has already evaluated opportunities for small-scale gas utilization in several countries.
