p dp p. 130, the third line of Eq. (3.86) should read: 
p. 266, Line 6ff: Replace the sentence starting on line 6: "The maximum in W A under these conditions…" with: "Thus for a given adherend (i.e., given σ S ), the maximum in W A occurs when σ L = σ S ."
Chapter 5
p. 351, lines 1 and 2: should read: "in which case there is at least one aggregate spanning the entire volume of the system," p. 374, add to the paragraph ending after Eq. (5.17): Equation (5.17) assumes that the sample size n is sufficiently large that it represents the whole population from which the sample is withdrawn. Otherwise, one needs the sample variance, which is obtained by multiplying the right hand side of Eq. (5.17) by the factor: n/(n -1).
p. 375, replace the text from the top with:
It is seen that the variance is the second moment of the distribution about the mean, m 2 , while the mean itself is the first moment about the origin. Two higher moments are often used to further characterize distributions. The third moment about the mean, m 3 , is a measure of the asymmetry of the distribution, and from it may be computed a dimensionless descriptor termed the skewness, sk:
Positive values of the skewness describe distributions that tail to the right, while for negative skewness values, they tail to the left. For the distribution of Fig. 5-20 , sk = 1.30, indicating strong tailing toward the larger particle sizes. For finite samples representing a larger population, a sample skewness is obtained by multiplying sk by the factor:
€ n(n −1) /(n − 2). 1 A further descriptor of the distribution, termed the kurtosis, ku, is constructed from the from the fourth moment of the distribution, m 4 , and is defined as:
The sample kurtosis is obtained by multiplying by
. A high kurtosis (Greek = "peakedness"), for a symmetrical distribution, means the central peak is high and sharp. For a Gaussian distribution, described below, ku, has a value of 3, while for uniform (flat) distributions it is 1.8. The first four moments of a distribution (or parameters derived from them) allow a quite detailed reconstruction of any monomodal distribution.
pp. 377-378, Eqs. (5.29) and (5.34). The quantity designated as f i in the last step of these equations is not the same as f i defined in Eqs. (5.16). Equation (5.29) should be rewritten as:
( 5.29) and Eq. (5.34) should be rewritten as: (dψ / dx) should be -(dψ / dx), so that there should be a "-" in front of ρ e in Eqs. (7.46) -(7.48).
p. 542, line 1 below Eq. (7.77): comma needed after "location" line 1 above Eq. (7.57): "Eqs. (6.16) and (6.1)" should read: "Eqs. (6.18) and (6.19)" p. 570, Eq. 7.139: Insert "a" in the denominator of the lhs of the equation, which should then read: 
