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Abstract 
In this Paper we discuss some properties of a positive definite Solution of the matrix 
equation X + A’X-‘A = 1. Two effective iterative methods for computing a positive def- 
inite Solution of this equation are proposed. Necessary and sufficient conditions for 
existente of a positive definite Solution are derived. Numerital experiments are executed 
with these methods. 0 1998 Elsevier Science Inc. All rights reserved. 
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1. Introduction 
The solving of the matrix equation X + A’X-‘A = Z is a Problem of practical 
importante. This equation was studied in [l-3]. The equation appears in many 
applications [l]. In many physical applications we must solve a System of linear 
equations [4] 
Mx=f: (1) 
where the positive definite matrix M arises from a finite differente approxima- 
tion to an elliptic partial differential equation. As an example, let 
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M= 
We consider the matrix M = A? + diag[l - X, 01: where 
We tan decompose the matrix A? via two ways. First 
(,x :) = (A*;-' ;) (; x>’ (2) 
For the decomposition (2) to exist, the matrix X must be a Solution of the 
matrix equation X + A*X-‘A = 1. 
Second 
(,x :) = (A*;-’ ;) (0 d)’ 
For the decomposition (3) to exist, the matrix X must be a solution of the 
matrix equation Y + A*Y-2A = Z, Y = d?. 
We find two different LU-decompositions to the matrix M. The solving of 
the System tiv = f is transformed to the solving of two linear Systems that have 
a left block coefficient matrix and a right block coefficient matrix, respectively. 
For computing the Solution of Eq. (1) the Woodbury formula [5] tan be 
applied. 
In this Paper we consider the matrix equation 
X + A*X-‘A = Z, (4) 
where Z is n x n identity matrix. We study Eq. (4) for the existente of a Solution 
X and X > 0. The notation X > 0 means that X is a positive definite Hermitian 
matrix and A > B is used to indicate that A - B > 0. Eq. (4) tan be viewed as a 
natura1 extension for the scalar equation x + a2/x2 = 1. This scalar Problem is 
equivalent to equation cp(x) = a2, where q(x) = x2(1 - x). This equation has a 
positive Solution x so that 0 < x < 1 if 
a2 < max q(x) = q z . 
0 
In different Problems of quantum mechanics [6] we must solve an equation 
of the form 
(AoAm + All”-’ + . . . + Am)x = 0 
and the solving of the last equation is reduced [7] to solving of the matrix equa- 
tion 
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We note that in Eq. (4) we tan choose A = yl (0 < y < 1). Then we see that the 
Eq. (4) is equivalent to the special matrix equation 
x7 - x’ + $1 = 0. 
In this Paper we propose two iterative methods which are converged to a 
positive definite Solution of Eq. (4). The rate of convergence of these methods 
depend on Parameters a and 8. Numerital examples are discussed and results 
of experiments are given. We study Eq. (4) of a positive definite Solution be- 
Cause the solving of linear Systems having a positive definite matrix is numeri- 
cally stable [8]. Furthermore, the computing of a Square root from a positive 
definite matrix is easier than the computing of a Square root from an arbitrary 
matrix [9]. 
2. The conditions for existente of a solution 
Further on we discuss Eq. (4) when the matrix A is nonsingular matrix. We 
prove theorems which are necessary and sufficient conditions for existente of a 
Solution of matrix equation (4). 
Theorem 1. If Eq. (4) has a positive dejinite solution X, then 
A*A + LLF < z. 
Proof. Let X be a positive definite Solution of Eq. (4). Then 
x < 1, A*X-‘A < I. 
The last inequality yields 
x>vGX 
We obtain 
(5) 
I>X= A(Z-X)_A > JI- &gi%yG 
Hence 
A-IA-’ > (1 - m)-‘, A*A+m <I. 0 
Theorem 2. If there exist numbers IX. ß so that 0 < CI < ß < 1 and the inequalities 
&(l - cc)Z < AA’ < P’(l - /I)Z 
arc satisjied, then Eq. (4) has a positive de$nite solution. 
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Proof. We consider the following iterative method 
x,+,=&(I-X,)_‘A’, s=o,1,2 )“.> XJ=pr. (6) 
For XI we have 
For XI we obtain 
X,= &s< dAm=X,. 
The sequence {Xk} is decreasing. This sequence is bounded from below by the 
matrix ccl. Really 
& = ßZ > al, 
X,=&-z$G>&&>&. 
Assume that 
X, > CCT. 
We will prove that 
X,l > ad. 
We have 
-K > d, 
(1 -A-J-l > g--$ 
A(I - x~)-‘A* > &AA*, 
x,,, >gz>d. 
Hence the sequence {XS} converges to a positive definite Solution of 
Eq. (4). Cl 
Remark 1. This theorem is proved in [lO]. 
Further, we use JIA(I to denote the spectral norm of the matrix A, i.e. 
J(A(I = ds, where li are the eigenvalues of AA*. 
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Theorem 3. If there exist numbers 2, ß so that 0 < x < ß < 1 and the j~llowing 
conditions are satisj?ed 
(i) cr*(l - a)Z <AA* < ß2(1 - ß)Z: 
(ii) q = & < 1. 
Then 
IlX - XI1 < qSII~o -XI/ < qS(ß - N), 
where X is a positive dejinite solution of Eq. (4) and X, is de$ned in Eq. (6). 
Proof. From Theorem 2 it follows that the sequence (6) is convergent to a 
positive definite Solution X of Eq. (4). We compute the spectral norm of the 
matrix X, - X. We obtain 
IiX, -XI/ = lld_- d_ll. 
We denote 
P = A(Z - X,_,)-IA*, Q = A(Z - X)-IA*. 
The identity 
fi(v+-&)+(fi-@)&=P-Q 
is true. Since XT-, > X for all s = 1,2, . . then the matrix Y = &’ - Je is a 
positive definite Solution of the matrix equation 
&Y+Y&=P-Q. 
Applying Theorem 8.5.2 [1 l] we have 
Y 
Y = 
.I 
eC’@‘(P - Q)e-fir dt. 
0 
Since 0, Je are positive definite matrices, the integral (7) exists and 
e-*‘(P - Q)e-fif -t 0 t + cx). 
Then 
jlx, - XI1 < llIe-fif(P - Q)e-fif dt(l 
0 
< 
s 
3<1 IIP - Qlj Ile/“lj Ile-JPf jldt
0 
The sequence (6) satisfies c1 < X,_, < ß1. Hence 
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/IV-x,-JII < & ll(Z -X)_‘(1 < -!- 
1 -ß’ 
P > ca, 
Then 
Q > a=I. 
Ilx, -XI/ < IIP - Qll l- I/e-d’ll /i@il dt 
< IIP - Qjj LW e-2Edt dt 
= llp - Qll & 
=- ;@ ((A [(Z -&_J’ - (Z -X)_‘]A’l[. 
We use the identity 
(z-X)-‘((I-X)-(z-X,_J)(1-&-‘= (I-‘X-I)-‘-(Z-X)_’ 
and receive 
Ilx, -XIl G &IIAll’ IIV-&JlI Il(Z-x)-‘)l llX_, -Xll 
1 
6 
2LY.( 1 - p)’ 
llAl12 IIX-l -NI 
ß2 G 241 _ p) ILL1 -XII 
Hence 
Remark 2. This theorem is proved in [ 101. 
Further on we consider the sequence of matrices 
x, =I, x,,, =z-A*XS-*A, s=o,1,2 )... (8) 
We will prove that if the matrix A is normal one then the sequence (8) converges 
to a positive definite limit which satisfies Eq. (4). 
Lemma 4. Let P and Q be positive dejinite matrices for which P - Q > 0 and 
FQ = QP hold. Then P2 - Q2 > 0. 
Proof. We denote H = P - Q. Then 
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P’ - Q2 = P(P - Q) f (P - Q)Q 
= (H+Q)H+HQ 
=H2+QHfHQ. 
Since lQ = QP then QH = HQ and QH > 0. Hence PL-Q’ is a positive 
definite matrix. 0 
We will prove the following lemma. 
Lemma 5. [f’ the matrix A is normal (AA* = A*A) then 
AX,=X,A. s=O,1,2 ,..., 
lvhere X,. s = 0, 1,2,. . . are matricesJrom the sequence (8). 
Proof. Since XO = Z then Ax, = XoA. From the condition AA* = A’A we receive 
A - AA’A = A - A*AA, 
A (1 -AA*) = (1 - A*A) A, 
AX, =X,A. 
Assume that for each k, 
A& = XkA 
We will prove 
AX,,, = &+,A. 
From 
AX, = XkA 
we compute 
AX; = X;A, 
A - A’Xk’AA = A - A*AX,‘A, 
X,. ,A = AXk,,. 0 
Lemma 6. [f’the matrix A is normal (AA* = A*A), then 
X,,,X, =XJyI-,, s = 0,1,2,. ., 
lvheue X,, s = 0, 1,2,. are matrices from the sequence (8). 
(10) 
Proof. Since XO = I and XI = I - A”A, we have X& = XIXO. We compute 
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x,x, = (Z-A”A)(I -A’X,-54) =z--Fl*‘4 -/4*x;54 +A*AA*X;54,&X, 
= (1 - A”X$4)(Z - A’A) = I - A*A - A*X+l+ A*X$4A*A. 
From the condition AA* = A’A we obtain 
A*AAA* = AA*A*A, 
AA* -A*AAA* = AA* -AA*A*A, 
(1 - A*A)AA* = AA$(Z - A*A), 
X*AA* = AA’XI. 
Multiplying the last equality with the matrix XI we obtain 
X$4A’ = X&I’X~ = AA*X;, 
AA*Xi2 = X,-2AA* > 
A%A*X,-2A = A*X,-2AA*A. 
Hence 
x,x, = x,x . 
Further on we assume that for each k, 
XkX&, = x,-,Xk. 
We will prove 
-%k+,xk = xkxk,, . 
Really, since fl, = XkA we compute 
AA *Xk = XkAA * , 
Xk2AA* = AA*X-2 k 7 
We use the identity 
X;AA*X;_, = X;AA*X;_, . 
According to Lemma 2 and Eq. (12) we have that 
X2X2 AA* = AA*X2X2 k k-l k k-l> 
X2X2 AA* = AA*X2 X2 k k-l k-l kJ 
AA*Xk-2Xk:21 = Xk:21Xk-2AA*. 
From Eq. (14) we have 
Xk2AA*Xk21 = Xk_AA*X-2 k 1 
A*Xk-2AA*Xk:2,A = A*Xk21AA*Xk2A. 
(11) 
(12) 
(13) 
(14) 
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Hence 
(Z - A’X$4)(Z - A’X&4) = (Z - A*X&I)(Z - ‘4’X$4), 
xk+lxk = xkxk,,. 0 
Theorem 7. Zf in Eq. (4) the matrix A is normal and there exists a number 
c(, tl > 1 for which 
a-1 
A*A <- 
%3 I, 
then Eq. (4) has a positive dejinite Solution. 
Proof. We consider the sequence (8). For Xs we have Xa = Z > (l/cr)Z, o! > 1. 
For XI we compute 
X, = Z - A*Xc2A = Z - A*A < Z = X,. 
We have 
a-1 
X, = Z - A*A > Z - - 
@3 I>I- 
cr-1 
Tz > ;z. 
So, assume that 
;z <x, <X-1 <Xo. 
We will prove the inequalities 
;z <x,+j <x,. 
According to Lemma 3 and from X, < X,_, we have 
X,,, = Z - A*Xs-2A < Z - A*Xs:;A = X,. 
Hence the matrix sequence is a monotonically 
X, > (l/u)Z we have 
X2 < akz, 
ct- 1 
A*TC-*A < ct2A*A < ct2- 
c13 z. 
For the matrix X,+r it is obtained 
XSi, = Z - A*X;‘A > Z - G1-IJ = ‘Z. 
ct c( 
decreasing. From inequality 
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Hence the matrix sequence is bounded from below by some positive definite 
matrix. Consequently, the sequence converges to a positive definite limit which 
is a Solution of Eq. (4). 0 
Theorem 8. If in Eq. (4) the matrix A is normal and there exists a number 
CI, CI > 1 for which 
(i) A’A < 21, 
(ii) q = 2j1A//*a4 < 1, 
then Eq. (4) has a positive de$nite solution X for which 
Proof. From Theorem 7 it follows that the sequence (8) is convergent to a 
positive definite Solution X of Eq. (4). We consider the spectral norm of the 
matrix X, - X 
IlX, -XI/ = (11 - A*XS;;A - Z + A*Xp2AI) 
= IJA*Xp2A - A*T:tA/I 
< lIAll* IJXp2(x:, -X2>$y:f /( 
G lIAll* lIX-211 IlT:;II IlK-I -XI K-I +X)ll. 
According to Theorem 7 we have 
Consequently 
Ilx, -XlI = IIAII * u2 a211X-1  XI1 11%1 +q 
G 11412 a4 Ilx,-1 -XI/ (IIX-lll + It-W 
G 2 IJAl12 Lt4 IIX-1 -Jg 
< s a-1 \q -. 
cf. 
3. Numerital experiments 
We made numerical experiments for computing of a positive definite solu- 
tion of Eq. (4). The Solution is computed for different matrices A and different 
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values of n. Denote E(Z) = /(Z + ATZm’A - ZI(=. Two iterative methods were 
used. Denote X the Solution which is obtained by the iterative method (6). i.e. 
X, , = V/il(Z -/Y,)-IA*, X,, = [U, s = 0. 1.2.. 
and Y the Solution which is obtained by the iteration (8). i.e. 
Yo - 1. <,+, = I -,4’~,~“4, p = 0.1.2.. 
Let my be the smallest number s, for which 
and my (2) be the smallest number p, for which 
The results from experiments are given in Tables l-5. 
Example 1 (See Tables 1 and 2). Let A be from the type 
A = (q,): a,j = 
For this example we solve the matrix equation X + A*X~~‘A = / with this 
matrix A. We compute the positive definite Solution [3] by X,, = 1. 
X, i 1 = I - A-X,:‘A. r = 0.1.. We denote ku the smallest number I’ under 
which 
i/K. -XI] < (2i\Aii’)‘< 1om5. 
This inequality follows immediately from the recursion Problem (2b) of [3] and 
Lemma 4 [3]. 
The results we show in Table 2. 
Example 2 (See Table 3). Let A be from the type 
Table 1 
5 183 8 1.2953 x IO s 1.1295 x 10 ’ 
IO 86 5 6.5433 - * IO 1.4388 x IO h 
15 26 4 1.3261 x 10 ’ 1.6509 x 10 ’ 
20 9 3 7.3141 Y IO i 2.1018 x IO 
25 6 3 2.1305 < IO 1 5.1101 x IO ’ 
30 5 3 2.0166 x IO-’ 1.6186 x IO i 
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Table 2 
n kx My (a = 1.1) My (cf= 1.3) 
5 11 5 8 
10 7 3 5 
15 5 3 4 
20 5 3 3 
25 4 3 3 
30 4 3 3 
Table 3 
n mx my 4X,) 4Yp) 
5 8 4 1.3642 x lO-” 2.0428 x lO-’ 
10 35 4 1.8189 x 10-12 2.0428 x 10-’ 
15 35 4 1.8189 x lO-‘* 2.0428 x lO-’ 
20 35 4 1.8189 x 10-12 2.0428 x lO-’ 
25 35 4 1.8189 x lO-‘* 2.0428 x 10-’ 
30 35 4 1.8189 x 10-12 2.0428 x lO-’ 
Table 4 
5 5 5 8.8567 x 10-6 3.9741 x 10-8 
10 4 4 6.5318 x 10-5 2.1645 x lO-” 
15 3 3 7.8259 x 10-4 4.5274 x 10-9 
20 3 3 3.5721 x 10-4 8.4401 x lO-Io 
25 3 3 1.6869 x 1O-4 8.4401 x 10-‘O 
30 3 3 1.2405 x 10-4 7.8216 x 10-12 
Table 5 
n mx G-) 
5 10 5.9145 x 10-‘0 
10 86 1.5915 x 10-’ 
15 12 3.0880 x 10m6 
20 14 1.6161 x 10-5 
25 8 6.2730 x 10-5 
30 6 1.9734 x 10-5 
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n 
- 1 l+Sn’2+8n”“‘n+8n 
Example 3 (See Table 4). Let A be from the type 
A = diag 
1 1 1 
- ~ 
n+2’n+3”“‘2n 1 
Example 4 (See Table 5). Let A be from the type 
A=(aji): aij= 
The results from numerical experiments showed the efficiency of the iterative 
methods which is described in this Paper. For all experiments the condition 
Y, > _X, is satisfied, i.e. the matrix Y, - X, is positive definite. 
4. Conclusion 
In this Paper we consider a nonlinear matrix equation. LU-decomposition 
(3) leads to the computing of a positive definite Solution of Eq. (4). We intro- 
duced two recursion algorithms from which the positive definite solutions tan 
be calculated whenever the conditions of Theorems 2 and 7 are satisfied. 
The equation has in general more than one solution. Questions arise whether 
all solutions tan be ordered and whether there exist a smallest and a largest so- 
lution. We assume that the limit of the recursive algorithm (6) is the smallest 
Solution and the limit of the recursion algorithm (8) is the largest Solution. 
But the answers of these questions are a topic of future research. 
At several places (Theorems 2, 3, 7 and 8) bounds are given in terms of pa- 
rameters u and p. The rate of convergence of described iterative methods (6) 
and (8) depends of Parameters u and j (see Theorems 3 and 8). From Example 1 
(Table 2) we see that the iterative method (8) has different number of iterations 
for different values of c(. 
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