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ALGEBRAIC AND GEOMETRIC PROPERTIES OF
FLAG BOTT–SAMELSON VARIETIES AND
APPLICATIONS TO REPRESENTATIONS
NAOKI FUJITA, EUNJEONG LEE, AND DONG YOUP SUH
Abstract. We study flag Bott–Samelson variety as a generalization of
Bott–Samelson variety and flag variety. Using a birational morphism
from an appropriate Bott–Samelson variety to a flag Bott–Samelson
variety, we compute Newton–Okounkov bodies of flag Bott–Samelson
varieties as generalized string polytopes, which are applied to give poly-
hedral expressions for irreducible decompositions of tensor products of
G-modules. Furthermore, we show that flag Bott–Samelson varieties
are degenerated into flag Bott manifolds with higher rank torus actions,
and find the Duistermaat–Heckman measures of the moment map im-
ages of flag Bott–Samelson varieties with the torus action together with
invariant closed 2-forms.
1. Introduction
LetG be a complex semisimple simply-connected algebraic group of rank n.
A Bott–Samelson variety Zi is a quotient (Pi1×· · ·×Pir)/(B×· · ·×B) of the
product of minimal parabolic subgroups indexed by a word i = (i1, . . . , ir) ∈
[n]r with the twisted action of the product of Borel subgroups, so that Zi
has a structure of an iterated CP 1-fibrations. The space Zi is a nonsingu-
lar projective algebraic variety introduced in [4], [9], and [16]. When the
word i is reduced, then the variety Zi is a desingularization of a Schubert
variety. Moreover the set of sections of a holomorphic line bundle over a
Bott–Samelson variety has a structure of a B-module, called a generalized
Demazure module. This gives a fruitful connection between representation
theory and algebraic geometry such as the character formula of B-modules
in [1, 27], the standard monomial theory in [29, 30, 32, 39], and the theory
of Newton–Okounkov bodies in [13, 24].
On the other hand, Grossberg and Karshon show in [14] that there is a
complex one-parameter family of smooth varieties Zti for t ∈ C such that
Z1i = Zi and Z
0
i coincides with a nonsingular toric variety Br, called a Bott
manifold . Furthermore all Zti are diffeomorphic for t ∈ C. It should be noted
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that a Bott tower Z0i = Br has an algebraic action of torus of rank equals
to dimC Z
0
i , while there is an algebraic action of a maximal torus of G on
the Bott–Samelson variety Zi which is induced from the left multiplication.
The notion of Bott manifold is generalized to flag Bott manifolds in [28]
as iterated full-flag manifold fibrations. In general, a flag Bott manifold is
not toric, but has an action of a torus with larger rank than a maximal
torus of G, and with this action every flag Bott manifold becomes a GKM
manifold.
One of the primary goal of this paper is to study a generalized notion of
Bott–Samelson variety so that the resulting variety extends the rich connec-
tion between representation theory and algebraic geometry, and moreover,
it can be degenerated into a flag Bott manifold. Indeed, we consider a flag
Bott–Samelson variety ZI for a sequence I = (I1, . . . , Ir) where Ik are sub-
sets of [n] for 1 ≤ k ≤ r (see Definition 2.1). A flag Bott–Samelson variety
ZI is a nonsingular projective variety which is an iterated fibration of prod-
ucts of full flag manifolds. Moreover, under certain condition on I, the
flag Bott–Samelson variety ZI is a desingularization of a Schubert variety.
Because of the definition, both the flag variety G/B and a Bott–Samelson
variety Zi are flag Bott–Samelson varieties. Hence we may regard flag Bott–
Samelson variety as a generalization of both flag variety and Bott–Samelson
variety. This notion of flag Bott–Samelson variety is not new. Actually in
[20] flag Bott–Samelson varieties are treated in more general setting without
naming them, and not much of flow-up work is done.
Even though the class of flag Bott–Samelson varieties is much larger than
that of Bott–Samelson varieties, for each flag Bott–Samelson variety ZI ,
there exists a Bott–Samelson variety Zi and a morphism ηi,I : Zi → ZI
which is a birational equivalence. Hence the morphism induces an iso-
morphism on the fields of rational functions. Using this birational mor-
phism we study B-representations coming from a flag Bott–Samelson vari-
ety. To be more precise, the set of holomorphic sections of a holomorphic
line bundle L over a flag Bott–Samelson variety coincides with the B-module
H0(Zi, η
∗
i,I(L))⊗C∗µ where Cµ is an appropriate B-representation (see The-
orem 2.18).
For a given algebraic variety X if a very ample (more generally a globally
generated) line bundle L, a valuation ν : C(X) → Zn with n = dimCX,
and a section τ ∈ H0(X,L) are given, a convex body called the Newton–
Okounkov body ∆(X,L, ν, τ) of X corresponding to these data is defined.
So if a very ample line bundle L over a flag Bott–Samelson variety ZI , a
valuation ν : C(ZI)→ ZN where N = dimC ZI and a section τ ∈ H0(ZI ,L)
are given, then the Newton–Okounkov body ∆(ZI ,L, ν, τ) of ZI is defined.
On the other hand, the Newton–Okounkov body ∆(Zi, η
∗
i,IL, ν, η∗i,Iτ) of Zi
is also defined because ν is defined on C(Zi) ∼= C(ZI). We then show in
Theorem 2.20 that these two Newton–Okounkov bodies are identical.
FLAG BOTT–SAMELSON VARIETIES 3
Newton–Okounkov bodies of Bott–Samelson varieties with various valua-
tions are computed by Fujita [12]. In particular, for a Bott–Samelson variety
Zi with a globally generated line bundle Li,a, the highest term valuation vhighi
and a particular section τi,a, its Newton–Okounkov body is equal to the gen-
eralized string polytope ∆i,a in Definition 3.9 up to sign (see Theorem 3.11).
A generalized string polytope is defined in term of a generalized Demazure
crystal in the tensor product of crystals in the theory of crystal basis. There-
fore the Newton–Okounkov bodies of flag Bott–Samelson varieties with the
highest term valuations are certain generalized string polytopes up to sign.
One of the fundamental questions in group representation theory is to find
the multiplicities of irreducible representations in the tensor product of two
representations. Berenstein and Zelevinsky [3] describe the multiplicities in
terms of the numbers of lattice points in some explicit rational convex poly-
tope. In Theorem 3.19 we give a different description of the multiplicities
using the integral lattice points of the Newton–Okounkov bodies, hence gen-
eralized string polytopes, of flag Bott–Samelson varieties. We notice that
our results give concrete constructions of convex bodies, appearing in [26],
which encode multiplicities of irreducible representations.
As is mentioned above, we degenerate the complex structures of certain
flag Bott–Samelson varieties to obtain flag Bott manifolds, which generalizes
the similar result for Bott–Samelson varieties. In Section 4, we do this
for flag Bott–Samelson varieties ZI for I = (I1, . . . , Ir) such that the Levi
subgroup LIk of the parabolic subgroup PIk is of A-type for 1 ≤ k ≤ r.
Indeed, for each t ∈ C there is a nonsingular algebraic variety ZtI such that
Z1I = ZI and Z
0
I is a flag Bott–Samelson variety. Moreover, Z
t
I are all
diffeomorphic for each t ∈ C.
An r-stage flag Bott manifold Fr is constructed from an (r−1)-stage flag
Bott manifold Fr−1 and a sum of complex line bundles ⊕ξi over Fr−1 by
taking the full flag fibration F`(⊕ξi). Moreover any flag Bott manifold is
completely determined by a set of integer vectors (see Proposition 4.3). On
the other hand, not every flag Bott manifold can be obtained from a flag
Bott–Samelson variety by the above mentioned degeneration of complex
structures. In Proposition 4.7 the set of line bundles needed to construct
the flag Bott manifold appearing as a degeneration of flag Bott–Samelson
varieties are explicitly given. Furthermore the set of integer vectors to char-
acterize such flag Bott manifolds is computed in Theorem 4.8.
For a 2n-dimensional closed smooth oriented manifold M with a torus
T action and a T -invariant closed 2-form ω which is not necessarily non-
degenerate, a moment map Φ: M → Lie(T )∗ can be defined similarly to
the symplectic T -manifold case. However, unlike the symplectic case, the
image Φ(M) needs not be a convex polytope. In this case the Duistermaat–
Heckman measure is a signed measure defined to be the push-forward of the
Liouville measure on M via Φ.
Any flag Bott–Samelson variety ZI , regarded as a smooth manifold, is dif-
feomorphic to a flag Bott manifold Z0I for I = (I1, . . . , Ir) such that the Levi
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subgroup LIk of the parabolic subgroup PIk is of A-type for 1 ≤ k ≤ r, and
a torus T of rank larger than that of the maximal torus T acts smoothly on
ZI . We can find a T-invariant closed 2-form ωI induced from a given com-
plex line bundle, and we can consider the moment map ΦI : ZI → Lie(T)∗.
The Duistermaat–Heckman measure on the image ΦI(ZI) is described in
Theorem 5.5 in terms of the Duistermaat–Heckman measure corresponding
to Zi, which is a Bott–Samelson variety admitting a birational morphism
ηi,I : Zi → ZI mentioned above.
We remark that the Duistermaat–Heckman measure corresponding to a
Bott manifold, hence a Bott–Samelson variety, is computed in [14] (also
see Theorem 5.6), and this measure is closely related with the character de-
composition of certain representations. Considering a Bott–Samelson vari-
ety, such measure encodes the multiplicities of certain generalized Demazure
modules.
2. Newton–Okounkov bodies of flag Bott–Samelson varieties
2.1. Definition of flag Bott–Samelson variety. In this subsection we
introduce flag Bott–Samelson variety which is a generalization of both Bott–
Samelson variety and flag variety, and study its properties. We notice that
the notion of flag Bott–Samelson variety is already considered in Jantzen’s
book [20, II.13] without naming it.
Let G be a simply-connected semisimple algebraic group of rank n over C.
Choose a Cartan subgroup H, and let g = h⊕∑α gα be the decomposition
of the Lie algebra g of G into root spaces where h is the Lie algebra of
H. Let ∆ ⊂ h∗ denote the roots of G. Choose a set of positive roots
∆+ ⊂ ∆, and let Σ = {α1, . . . , αn} ⊂ ∆+ denote the simple roots. Let
∆− := −∆+ be the set of negative roots. Let B be the Borel subgroup
whose Lie algebra is b = h⊕∑α∈∆+ gα. Let {α∨1 , . . . , α∨n} denote the coroots,
and {$1, . . . , $n} the fundamental weights which are characterized by the
relation 〈$i, α∨j 〉 = δij . Let si ∈W denote the simple reflection in the Weyl
group W of G corresponding to the simple root αi.
For a subset I of [n] := {1, . . . , n}, define the subtorus HI ⊂ H as
(2.1) HI := {h ∈ H | αi(h) = 1 for all i ∈ I}0.
Here, for a group G, G0 is the connected component which contains the
identity element of G. Then the centralizer CG(HI) = {g ∈ G | gh =
hg for all h ∈ HI} of HI is a connected reductive subgroup of G whose
Weyl group is isomorphic to WI := 〈si | i ∈ I〉. We set LI := CG(HI) for
simplicity. Then the Borel subgroup BI of LI is B ∩ LI (see [40, §8.4.1]).
Let ∆I be the subset ∆ ∩ spanZ{αi | i ∈ I} of ∆. The set of roots ∆+ \∆I
defines the unipotent subgroup UI of G satisfying the condition
Lie(UI) =
⊕
α∈∆+\∆I
gα.
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The parabolic subgroup PI of G corresponding to I is defined to be PI :=
LIUI . The subgroup LI is called a Levi subgroup of PI .
Note that the Lie algebra of the parabolic subgroup PI is
Lie(PI) = b⊕
⊕
α∈∆−∩∆I
gα.
Moreover the parabolic subgroup PI can be described that
PI =
⋃
w∈WI
BwB = BwIB ⊂ G,
where wI be the longest element in WI (see [40, Theorem 8.4.3]).
We now define a flag Bott–Samelson variety using a sequence of parabolic
subgroups. Let I = (I1, . . . , Ir) be a sequence of subsets of [n], and let
PI = PI1 ×· · ·×PIr . Define a right action Θ of Br = B × · · · ×B︸ ︷︷ ︸
r
on PI as
(2.2) Θ((p1, . . . , pr), (b1, . . . , br)) = (p1b1, b
−1
1 p2b2, . . . , b
−1
r−1prbr)
for (p1, . . . , pr) ∈ PI and (b1, . . . , br) ∈ Br.
Definition 2.1. Let I = (I1, . . . , Ir) be a sequence of subsets of [n]. The
flag Bott–Samelson variety ZI is defined to be the orbit space
ZI := PI/Θ.
For instance, suppose that I = ([n]). Then we have PI = G and the
action Θ is the right multiplication of B. Therefore the flag Bott–Samelson
variety ZI is the flag variety G/B. Moreover, for the case when |Ik| = 1 for
all k, the flag Bott–Samelson variety is a Bott–Samelson variety , see [4] for
the definition of Bott–Samelson variety. In this case we use a sequence
(i1, . . . , ir) of elements of [n] rather than ({i1}, . . . , {ir}), and we write
Z(i1,...,ir) for the corresponding Bott–Samelson variety.
For the subsequence I ′ = (I1, . . . , Ir−1) of I, there is a fibration structure
on the flag Bott–Samelson variety ZI :
(2.3) PIr/B ↪→ ZI pi−→ ZI′
where the projection map pi : ZI → ZI′ is defined as
pi([p1, . . . , pr−1, pr]) = [p1, . . . , pr−1].
Let wk ∈WIk be the longest element in WIk for 1 ≤ k ≤ r. Consider the
following subset of PI :
P′I := Bw1B × · · · ×BwrB ⊂ PI .
One can check that P′I is closed under the action Θ of B
r in (2.2), so we
consider the orbit space
Z ′I := P
′
I/Θ.
It is known that a flag Bott–Samelson variety ZI has following properties
(see [20, II.13] for details).
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Proposition 2.2. Let I = (I1, . . . , Ir) be a sequence of subsets of [n]. Then
the flag Bott–Samelson variety ZI has following properties:
(1) ZI is a smooth projective variety.
(2) Z ′I is a dense open subset in ZI .
(3) Z ′I ' C
∑r
k=1 `(wk) where `(wk) is the length of the element wk.
Consider the multiplication map
(2.4) η : ZI → G/B, [p1, . . . , pr] 7→ p1 · · · pr
which is a well-defined morphism. The following proposition says that cer-
tain flag Bott–Samelson varieties are birationally equivalent to Schubert
varieties via the map η.
Proposition 2.3 ([20, II.13.5]). Let I = (I1, . . . , Ir) be a sequence of subsets
of [n], and let wk ∈ WIk be the longest element in WIk = 〈si | i ∈ Ik〉. Set
w = w1 · · ·wr. If `(w) = `(w1) + · · · + `(wr), then the morphism η induces
an isomorphism between Z ′I and BwB/B ⊂ G/B. Indeed, the morphism η
maps birationally onto its image X(w) := BwB/B ⊂ G/B.
Example 2.4. Let G = SL(4).
(1) Suppose that I1 = ({1}, {2}, {1}, {3}). Then we have w1 = s1, w2 =
s2, w3 = s1, w4 = s3, and w = s1s2s1s3, which is a reduced decompo-
sition. Hence the morphism η gives a birational morphism between
ZI1 and X(s1s2s1s3).
(2) Let I2 = ({1, 2}, {3}). Then we have that w1 = s1s2s1, w2 = s3,
and w = w1w2 = s1s2s1s3. Again, this is a reduced decomposition,
so the morphism η gives a birational morphism between ZI2 and
X(s1s2s1s3).
Remark 2.5. Example 2.4 gives two different choices of flag Bott–Samelson
varieties each of which has a birational morphism onto the same Schubert
variety X(s1s2s1s3). For a given Schubert variety X(w), there are different
choices of flag Bott–Samelson varieties which define birational morphisms
onto X(w), and there are several studies about such different choices, see,
for example, [10, 11, 41].
We can define a multiplication map between two flag Bott–Samelson va-
rieties as we now explain. Let
(2.5) J = (J1,1, . . . , J1,N1 , . . . , Jr,1, . . . , Jr,Nr)
be a sequence of subsets of [n] such that each Jk,l ⊂ Ik for 1 ≤ l ≤ Nk and
1 ≤ k ≤ r. Since each Jk,l is contained in Ik, we have PJk,l ⊂ PIk by the
definition of parabolic subgroups. Hence we have a multiplication map
(2.6) ηJ ,I : ZJ → ZI
defined as
[(pk,l)1≤k≤r,1≤l≤Nk ] 7→
[
N1∏
l=1
p1,l, . . . ,
Nr∏
l=1
pr,l
]
.
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The following proposition describes a birational morphism between two flag
Bott–Samelson varieties.
Proposition 2.6. Let I = (I1, . . . , Ir) be a sequence of subsets of [n], and let
J = (J1,1, . . . , J1,N1 , . . . , Jr,1, . . . , Jr,Nr) be a sequence of subsets of [n] such
that Jk,1, . . . , Jk,Nk ⊂ Ik for 1 ≤ k ≤ r. Let wk,l, respectively vk be the longest
element in WJk,l, respectively in WIk . Suppose that wk,1 · · ·wk,Nk = vk and
`(wk,1) + · · · + `(wk,Nk) = `(vk) for 1 ≤ k ≤ r. Then the multiplication
map ηJ ,I : ZJ → ZI in (2.6) induces an isomorphism between dense open
subsets Z ′J
∼−→ Z ′I .
There always exists a sequence (ik,1, . . . , ik,Nk) ∈ [n]Nk which is a reduced
word for the longest element in WIk for 1 ≤ k ≤ r. Concatenating such
sequences we get a sequence i = (ik,l)1≤k≤r,1≤l≤Nk ∈ [n]N1+···+Nr . Hence for
a given flag Bott–Samelson variety ZI one can always find a Bott–Samelson
variety Zi which is birationally isomorphic to ZI .
Proof of Proposition 2.6. First we recall from [6, VI. §1, Corollary 2 of
Proposition 17] and [20, II.13.1] that for a reduced decomposition w =
si1 · · · siN ∈W , the subgroup U(w) ⊂ G is defined to be
U(w) := Uαi1 · Usi1 (αi2 ) · Usi1si2 (αi3 ) · · ·Usi1 ···siN−1 (αiN ).
Moreover, we have an isomorphism
(2.7) ψ(w) : Uαi1 × Uαi2 × · · · × UαiN
∼−→ U(w)
which is defined to be (u1, . . . , uN ) 7→ u1si1u2si2 · · ·uNsiNw−1. Also we have
another isomorphism ψI between varieties:
(2.8) ψI : U(v1)× · · · × U(vr) ∼−→ Z ′I
which sends (g1, . . . , gr) to [g1v1, . . . , grvr] (see [20, II.13.5]).
Because of the assumption, the concatenation wk,1 · · ·wk,Nk is a reduced
decomposition of the element vk. Hence we have an isomorphism induced
by (2.7):
ψk : U(wk,1)× · · · × U(wk,Nk) ∼−→ U(vk)
which maps (u1, . . . , uNk) to u1wk,1u2wk,2 · · ·uNkwk,Nkv−1k for 1 ≤ k ≤ r.
Combining isomorphisms ψk and (2.8) we have the following commutative
diagram:
Z ′J U(w1,1)× · · · × U(w1,N1)× · · · × U(wr,1)× · · · × U(wr,Nr)
Z ′I U(v1)× · · · × U(vr)
ηJ ,I
ψJ
∼
ψ1×···×ψr∼
ψI
∼
Hence the result follows. 
8 NAOKI FUJITA, EUNJEONG LEE, AND DONG YOUP SUH
Example 2.7. Let G = SL(4), and let I = ({1, 2}, {3}). Then w1 =
s1s2s1, respectively w2 = s3, is a reduced decomposition of the longest ele-
ment of W{1,2}, respectively W{3}. Then we have the birational morphism
η(1,2,1,3),I : Z(1,2,1,3) → ZI . Together with the birational morphism η de-
scribed in Example 2.4-(2), we can see that three varieties Z(1,2,1,3), ZI , and
X(s1s2s1s3) are birationally equivalent:
Z(1,2,1,3) −→ ZI −→ X(s1s2s1s3).
On the other hand, we have another reduced decomposition w′1 = s2s1s2
of the longest element of W{1,2}. This also gives a birational morphism
η(2,1,2,3),I : Z(2,1,2,3) → ZI . Hence we have the following diagram whose
maps are all birational morphisms:
Z(1,2,1,3)
ZI X(s1s2s1s3)
Z(2,1,2,3)
2.2. Line bundles over flag Bott–Samelson varieties. Let I be a se-
quence of subsets of [n]. In this subsection we study line bundles over a flag
Bott–Samelson variety ZI and their pullbacks in Proposition 2.8. For an in-
tegral weight λ ∈ Z$1 + · · ·+Z$n, we have a homomorphism eλ : H → C∗.
We can extend it to a homomorphism eλ : B → C∗ by composing with the
homomorphism
(2.9) Υ: B → H
induced by the canonical projection of Lie algebras b→ h as in [20, II.1.8].
Suppose that λ1, . . . , λr are integral weights. Define a representation Cλ1,...,λr
of Br = B × · · · ×B︸ ︷︷ ︸
r
on C as
(b1, . . . , br) · v = eλ1(b1) · · · eλr(br)v.
From this we can build a line bundle over ZI by setting
(2.10) LI,λ1,...,λr = PI ×Br (Cλ1,...,λr)∗,
where an action of Br is defined as
(p1, . . . , pr, w) · (b1, . . . , br)
= (Θ((p1, . . . , pr), (b1, . . . , br)), (b1, . . . , br)
−1w)
= (Θ((p1, . . . , pr), (b1, . . . , br)), e
λ1(b1) · · · eλr(br)w).
For simplicity, we use the following notation:
(2.11) LI,λ := LI,0,...,0,λ.
Specifically when a flag Bott–Samelson variety is a usual Bott–Samelson
variety, we will choose the weights to be of special form. Suppose given
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an integer vector a = (a1, . . . , ar) ∈ Zr, we define a sequence of weights
λ1, . . . , λr associated to the word i = (i1, . . . , ir) and the vector a by setting
λ1 := a1$i1 , . . . , λr := ar$ir .
For such λj we use the notation
(2.12) Li,a := Li,λ1,...,λr .
Since a Bott–Samelson variety is an iterated sequence of projective bundles,
the Picard group of Bott–Samelson variety Zi is a free abelian group of
rank r by [18, Exercise II.7.9]. Moreover the association between a ∈ Zr
and Li,a gives an isomorphism between Zr and Pic(Zi).
Let i = (ik,l)1≤k≤r,1≤l≤Nk ∈ [n]N1+···+Nr be a sequence such that (ik,1, . . . , ik,Nk)
is a reduced word for the longest element in WIk for 1 ≤ k ≤ r. Recall from
Proposition 2.6 that we have a birational morphism ηi,I : Zi → ZI . The
following proposition describes the pullback bundle η∗i,ILI,λ1,...,λr under the
morphism ηi,I in terms of an integer vector.
Proposition 2.8. Let I and i be as above. The pullback bundle η∗i,ILI,λ1,...,λr
over a Bott–Samelson variety Zi is isomorphic to the line bundle Li,a for the
integer vector a = (a1(1), . . . ,a1(N1), . . . ,ar(1), . . . ,ar(Nr)) ∈ ZN1 ⊕ · · · ⊕
ZNr given by
(2.13)
ak(l) =

〈λk, α∨s 〉+
∑
k<j≤r;
s/∈{it,u|k<t≤j,1≤u≤Nt}
〈λj , α∨s 〉 if l = max{q | ik,q = s},
0 otherwise.
Example 2.9. Let G = SL(4), I = ({1, 2}, {3}) and i = (1, 2, 1, 3). Con-
sider the line bundle LI,λ1,λ2 . Then the pullback line bundle η∗i,ILI,λ1,λ2
corresponds to the integer vector
a = (a1(1),a1(2),a1(3),a2(1))
= (0, 〈λ1, α∨2 〉+ 〈λ2, α∨2 〉, 〈λ1, α∨1 〉+ 〈λ2, α∨1 〉, 〈λ2, α∨3 〉).
Remark 2.10. It is known from [33, Theorem 3.1, Corollary 3.3] that a
line bundle Li,a is very ample, respectively generated by global sections, if
and only if a ∈ Z|i|>0, respectively a ∈ Z|i|≥0. Suppose that i is a sequence
satisfying the condition in Proposition 2.8. As one can see in the previous
example, we cannot ensure that the pullback line bundle η∗i,ILI,λ1,...,λr is
very ample even if the weights λ1, . . . , λr are regular dominant weights.
Proof of Proposition 2.8. By the definition of pullback line bundles, we have
η∗i,ILI,λ1,...,λr = {(p, q) ∈ Zi × LI,λ1,...,λr | ηi,I(p) = piI,λ1,...,λr(q)}
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where piI,λ1,...,λr : LI,λ1,...,λr → ZI . In other words,
η∗i,ILI,λ1,...,λr =
{
([(pk,l)1≤k≤r,1≤l≤Nk ], [p1, . . . , pr, w]) |[
N1∏
l=1
p1,l, . . . ,
Nr∏
l=1
pr,l
]
= [p1, . . . , pr] in ZI
}
.
Define a line bundle Li,λ1,...,λr on Zi by
Li,λ1,...,λr := Li,0, . . . , 0, λ1︸ ︷︷ ︸
N1
,0, . . . , 0, λ2︸ ︷︷ ︸
N2
,...,0, . . . , 0, λr︸ ︷︷ ︸
Nr
= (Pi × (C0,...,0,λ1,0,...,0,λ2,...,0,...,0,λr)∗)/BN1+···+Nr .
Then, we obtain an isomorphism:
η∗i,ILI,λ1,...,λr ∼−→ Li,λ1,...,λr ,
([(pk,l)k,l], [p1, . . . , pr, w]) 7→ [(pk,l)k,l, Cw],
(2.14)
where the value C is defined by
C := eλ1
(
p−11
N1∏
l=1
p1,l
)
eλ2
(
p−12 p
−1
1
N1∏
l=1
p1,l
N2∏
l=1
p2,l
)
· · ·
eλr
(
p−1r · · · p−11
N1∏
l=1
p1,l · · ·
Nr∏
l=1
pr,l
)
.
(2.15)
Here, we notice that p−1k · · · p−11
∏N1
l=1 p1,l · · ·
∏Nk
l=1 pk,l is an element of B for
1 ≤ k ≤ r.
Now we write λk = dk,1$1 + · · ·+ dk,n$n for 1 ≤ k ≤ r, and set
(2.16) k(j, s) := max{k | 1 ≤ k ≤ j, ik,l = s for some 1 ≤ l ≤ Nk} ∪ {0}
for 1 ≤ j ≤ r and s ∈ [n]. Then we obtain the following isomorphism:
Li,λ1,...,λr ∼−→ Li,a
[(pk,l)k,l, w] 7→ [(pk,l)k,l, C ′w],
(2.17)
where the value C ′ is defined to be
(2.18) C ′ :=
r∏
j=1
∏
s∈[n]
edj,s$s(ζ(j, s))−1,
and ζ(j, s) is given by
ζ(j, s) :=
 Nk(j,s)∏
m=max{l|ik(j,s),l=s}+1
pk(j,s),m
Nk(j,s)+1∏
l=1
pk(j,s)+1,l
 · · ·
Nj∏
l=1
pj,l
 .
We note that if I ⊂ [n] and s /∈ I, then the map e$s : B → C∗ is naturally
extended to e$s : PI → C∗ by setting e$s(exp(gα)) = {1} for all α ∈ ∆− ∩
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∆I . Hence e
dj,s$s(ζ(j, s)) is defined. By combining two isomorphisms (2.14)
and (2.17) the result follows. 
We put an example for explaining notations C, k(j, s), C ′ in the proof of
Proposition 2.8 for reader’s convenience.
Example 2.11. Let G = SL(4). Suppose that I and i are given as in Exam-
ple 2.9. Then for an element ([p1,1, p1,2, p1,3, p2,1], [p1, p2, w]) in η
∗
i,ILI,λ1,λ2
the value C in (2.15) is given by
C = eλ1
(
p−11 p1,1p1,2p1,3
)
eλ2
(
p−12 p
−1
1 p1,1p1,2p1,3p2,1
)
.
Moreover the indices k(j, s) in (2.16) are computed by
k(1, 1) = 1, k(1, 2) = 1, k(1, 3) = 0, k(2, 1) = 1, k(2, 2) = 1, k(2, 3) = 2.
Hence the value C ′ in (2.18) is
C ′ = ed1,2$2(p1,3)−1ed1,3$3(p1,1p1,2p1,3)−1ed2,1$1(p2,1)−1ed2,2$2(p1,3p2,1)−1
where λk = dk,1$1 + dk,2$2 + dk,3$3 for k = 1, 2.
2.3. Newton–Okounkov bodies of flag Bott–Samelson varieties. In
this section we study Newton–Okounkov bodies of flag Bott–Samelson va-
rieties in Theorem 2.20. First we recall the definition and background of
Newton–Okounkov bodies. We refer the reader to [13, 17, 24, 25] for more
details. Let R be a C-algebra without nonzero zero-divisors, and fix a total
order < on Zr, r ≥ 1, respecting the addition.
Definition 2.12. A map v : R \ {0} → Zr is called a valuation on R if the
following conditions hold. For every f, g ∈ R \ {0} and c ∈ C \ {0},
(1) v(f · g) = v(f) + v(g),
(2) v(cf) = v(f), and
(3) v(f + g) ≥ min{v(f), v(g)} unless f + g = 0.
Moreover we say the valuation v has one-dimensional leaves if it satisfies
that if v(f) = v(g) then there exists a nonzero constant λ ∈ C such that
v(g − λf) > v(g) or g − λf = 0.
Let X be a projective variety of dimension r over C equipped with a line
bundle L which is generated by global sections. Fix a valuation v which has
one-dimensional leaves on the function field C(X). Using the valuation v
one can associate a semigroup S ⊂ N×Zr as follows. Fix a nonzero element
τ ∈ H0(X,L). We use τ to identify H0(X,L) with a finite-dimensional
subspace of C(X) by mapping
H0(X,L)→ C(X), σ 7→ σ/τ.
Similarly we have the map
H0(X,L⊗k)→ C(X), σ 7→ σ/τk.
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Using these identifications we define the semigroup:
S = S(v, τ) =
⋃
k>0
{
(k, v(σ/τk)) | σ ∈ H0(X,L⊗k) \ {0}
}
⊂ N× Zr,
and denote by C = C(v, τ) ⊂ R≥0 × Rr the smallest real closed cone con-
taining S(v, τ). Now we have the definition of Newton–Okounkov body:
Definition 2.13. The Newton–Okounkov body ∆ associated to (X,L, v, τ)
is defined to be
∆ = ∆(X,L, v) = ∆(X,L, v, τ) = {x ∈ Rr | (1,x) ∈ C(v, τ)}.
If we take another section τ ′ ∈ H0(X,L) \ {0} then ∆(X,L, v, τ ′) =
∆(X,L, v, τ) + v(τ/τ ′). Hence the Newton–Okounkov body ∆(X,L, v, τ)
does not fundamentally depend on the choice of the nonzero section τ ∈
H0(X,L) \ {0}.
Remark 2.14. If we choose a very ample line bundle L in the construction,
then it is known in [17, Theorem 3.9] that the Newton–Okounkov body has
maximal dimension, i.e., it has real dimension r. Since we do not necessarily
assume that the line bundle L is very ample in this paper, the real dimension
of a Newton–Okounkov body may be less than r.
There are many possible valuations with one-dimensional leaves. We re-
call one of them introduced in [24]. One can construct a valuation on the
function field C(X) using a regular system of parameters u1, . . . , ur in a
neighborhood of a smooth point p on X. Fix a total ordering on Zr re-
specting the addition. Let f be a polynomial in u1, . . . , ur. Suppose that
cku
k1
1 · · ·ukrr is the term in f with the largest exponent k = (k1, . . . , kr).
Then
v(f) := (−k1, . . . ,−kr)
defines a valuation on C(X), called the highest term valuation with respect
to the parameters u1, . . . , ur.
Example 2.15. Let X = Zi be a Bott–Samelson variety determined by a
word i = (i1, . . . , ir). Let fi be a nonzero element in g−αi . Then the following
map Φi : Cr → Zi defines a coordinate system as in [12, §2.3] and [24, §2.2]:
Φi : (t1, . . . , tr) 7→ (exp(t1fi1), . . . , exp(trfir)) mod Br
We denote the highest term valuation with respect to the lexicographic order
on Zr by vhighi .
There are some results on computing Newton–Okounkov bodies using the
valuation vhighi . We recall a result of Kaveh [24]:
Example 2.16. Let X = G/B be the full flag variety, and let L be a line
bundle over X given by a dominant weight λ. Suppose that i = (i1, . . . , im)
is a reduced word for the longest element in the Weyl group W of G. Then
the Bott–Samelson variety Zi and the full flag variety G/B are birational
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by Proposition 2.3. Hence their function fields are isomorphic, i.e., C(Zi) ∼=
C(G/B). Using the valuation vhighi in Example 2.15, Kaveh proved in [24,
Corollary 4.2] that the Newton–Okounkov body ∆(G/B,L, vhighi ) can be
identified with the string polytope.
The following lemma directly comes from the definition of Newton–Okounkov
bodies.
Lemma 2.17. Let f : X → Y be a birational morphism between varieties of
dimension r, and let L be a line bundle on Y generated by global sections.
Suppose that the canonical morphism H0(Y,L⊗k) → H0(X, f∗L⊗k) is an
isomorphism for every k > 0. Then their Newton–Okounkov bodies coincide,
i.e.,
∆(X, f∗L, v, f∗τ) = ∆(Y,L, v, τ)
for any valuation v : C(X) \ {0} → Zr and τ ∈ H0(Y,L) \ {0}, where v is
regarded also as a valuation on C(Y ) under the isomorphism C(Y ) ∼= C(X).
Now we define left actions of PI1 on ZI and LI,λ1,...,λr by
p · [p1, . . . , pr] := [pp1, p2, . . . , pr],
p · [p1, . . . , pr, v] := [pp1, p2, . . . , pr, v]
for p, p1 ∈ PI1 , p2 ∈ PI2 , . . . , pr ∈ PIr , and v ∈ (Cλ1,...,λr)∗. Since the
projection LI,λ1,...,λr  ZI is compatible with these actions, it follows that
the space H0(ZI ,LI,λ1,...,λr) of global sections has a natural PI1-module
structure.
Theorem 2.18. Let I = (I1, . . . , Ir) be a sequence of subsets of [n], and let
i = (ik,l)1≤k≤r,1≤l≤Nk ∈ [n]N1+···+Nr be a sequence such that (ik,1, . . . , ik,Nk)
is a reduced word for the longest element in WIk for 1 ≤ k ≤ r. Let
ηi,I : Zi → ZI be the birational morphism in Proposition 2.6. Then for
integral weights λk := dk,1$1 + · · ·+ dk,n$n, 1 ≤ k ≤ r,
(1) the canonical morphism H0(ZI ,LI,λ1,...,λr)→ H0(Zi,Li,a) is an iso-
morphism.
(2) The isomorphism in (1) induces a B-module isomorphism
H0(ZI ,LI,λ1,...,λr) ∼= H0(Zi,Li,a)⊗ (Cµ)∗,
where a is an integer vector given in (2.13) and µ is a weight defined
by
µ =
r∑
k=1
∑
s∈[n]\{ij,l|1≤j≤k,1≤l≤Nj}
dk,s$s.
To prove the theorem, we recall the following lemma.
Lemma 2.19 ([20, II.14.5.(a)]). Let ϕ : Y → X be a dominant and pro-
jective morphism of noetherian and integral schemes such that ϕ induces
an isomorphism C(X) ∼−→ C(Y ) of function fields. If X is normal, then
ϕ∗OY = OX .
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Proof of Theorem 2.18. (1) Because of Propositions 2.2 and 2.6, the mor-
phism η = ηi,I : Zi → ZI satisfies all the conditions in Lemma 2.19.
Hence we have that
(2.19) η∗OZi = OZI .
Then we have the following:
η∗(η∗LI,λ1,...,λr) = η∗(OZi ⊗OZi η
∗LI,λ1,...,λr)
∼= η∗OZi ⊗OZI LI,λ1,...,λr by [18, Exercise II.5.1.(d)]
= OZI ⊗OZI LI,λ1,...,λr by (2.19)
= LI,λ1,...,λr .
Taking global sections we have an isomorphism betweenH0(ZI ,LI,λ1,...,λr)
and H0(Zi, η
∗
i,ILI,λ1,...,λr) as C-vector spaces. And the later one is
isomorphic to H0(Zi,Li,a) as C-vector spaces by Proposition 2.8.
(2) Using the proof of Proposition 2.8 we complete the proof. 
As a direct consequence of Theorem 2.18(1) and Lemma 2.17 we have the
following theorem.
Theorem 2.20. Let I = (I1, . . . , Ir) be a sequence of subsets of [n], and let
i = (ik,l)1≤k≤r,1≤l≤Nk ∈ [n]N1+···+Nr be a sequence such that (ik,1, . . . , ik,Nk)
is a reduced word for the longest element in WIk for 1 ≤ k ≤ r. Let
ηi,I : Zi → ZI be the birational morphism defined in Proposition 2.6. Then
for integral dominant weights λk, 1 ≤ k ≤ r, a valuation v on C(ZI), and a
nonzero section τ ∈ H0(ZI ,LI,λ1,...,λr), we have the equality
∆(ZI ,LI,λ1,...,λr , v, τ) = ∆(Zi, η∗i,ILI,λ1,...,λr , v, η∗i,Iτ).
Remark 2.21. Even if the line bundle L = LI,λ1,...,λr is very ample the pull-
back bundle η∗i,IL is not necessarily very ample if ZI is not a Bott–Samelson
variety by Remark 2.10. Therefore the real dimension of ∆(Zi, η
∗
i,IL, v) can
possibly be smaller than the complex dimension of Zi as is mentioned in
Remark 2.14. However, by Theorem 2.20 we can see that
dimR∆(Zi, η
∗
i,IL, v) = dimR∆(ZI ,L, v) = dimC ZI = dimC Zi
for any valuation v which has one-dimensional leaves.
By Theorem 2.20 and [12, Corollary 7.3], we have the following corollary.
Corollary 2.22. Suppose that λ1, . . . , λr are integral regular dominant weights.
Then the Newton–Okounkov body ∆(ZI ,LI,λ1,...,λr , vhighi ) is a rational con-
vex polytope of real dimension equal to the complex dimension of ZI .
3. Applications to representation theory
In this section, we give applications of Newton–Okounkov bodies of flag
Bott–Samelson varieties to representation theory, using the theory of gener-
alized string polytopes introduced in [12]. We restrict ourselves to a specific
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class of flag Bott–Samelson varieties ZI , that is, to the case of a sequence
I = (I1, . . . , Ir) of subsets of [n] such that I1 = [n]. In this case, we have
PI1 = P[n] = G. Hence the space H
0(ZI ,LI,λ1,...,λr) of global sections has
a natural G-module structure. Let χ(H) := Z$1 + · · · + Z$n be the char-
acter lattice, and let χ+(H) := Z≥0$1 + · · ·+ Z≥0$n be the set of integral
dominant weights. Fix nonzero elements ei ∈ gαi , fi ∈ g−αi for i ∈ [n].
For λ ∈ χ+(H), let V (λ) denote the irreducible highest weight G-module
over C with the highest weight λ, and let vλ ∈ V (λ) be a highest weight
vector. Recall that every finite-dimensional irreducible G-module is isomor-
phic to V (λ) for some λ ∈ χ+(H), see [19, §31.3], and that every finite-
dimensional G-module is completely reducible, that is, isomorphic to a di-
rect sum of irreducible G-modules (see [19, §14.3]). For λ1, . . . , λr ∈ χ+(H),
we denote by τI,λ1,...,λr ∈ H0(ZI ,LI,λ1,...,λr) the section corresponding to
τi,a ∈ H0(Zi,Li,a) under the isomorphism in Theorem 2.18 (1), where τi,a is
the section defined in [12, §2.3]. Let pi≥2 : RN1+···+Nr  RN2+···+Nr be the
canonical projection given by pi≥2((xk,l)1≤k≤r,1≤l≤Nk) := (xk,l)2≤k≤r,1≤l≤Nk ,
and set
∆̂i,λ1,...,λr := pi≥2(−∆(ZI ,LI,λ1,...,λr , vhighi , τI,λ1,...,λr)).
Since ∆(ZI ,LI,λ1,...,λr , vhighi , τI,λ1,...,λr) is a rational convex polytope, the
image ∆̂i,λ1,...,λr is also a rational convex polytope. The following is the
main result in this section.
Theorem 3.1. Let I = (I1, . . . , Ir) be a sequence of subsets of [n] such that
I1 = [n], and fix i = (i1,1, . . . , i1,N1 , . . . , ir,1, . . . , ir,Nr) ∈ [n]N1+···+Nr such
that (ik,1, . . . , ik,Nk) is a reduced word for the longest element in WIk for
1 ≤ k ≤ r. For λ1, . . . , λr ∈ χ+(H), write
H0(ZI ,LI,λ1,...,λr)∗ '
⊕
ν∈χ+(H)
V (ν)
⊕cνI,λ1,...,λr
as a G-module. Then, the multiplicity cνI,λ1,...,λr equals the cardinality of
{x = (xk,l)2≤k≤r,1≤l≤Nk ∈ ∆̂i,λ1,...,λr ∩ ZN2+···+Nr |
λ1 + · · ·+ λr −
∑
2≤k≤r,1≤l≤Nk
xk,lαik,l = ν}.
Remark 3.2. Since ∆(ZI ,LI,λ1,...,λr , vhighi , τI,λ1,...,λr) = ∆(Zi,Li,a, vhighi , τi,a)
by Theorem 2.20, it is natural to ask why we consider not only Zi but also
ZI . The reason is that the space H0(Zi,Li,a) of global sections does not
have a natural G-module structure because Zi is not a G-variety. The the-
ory of flag Bott-Samelson varieties gives a natural framework to relate the
usual Bott-Samelson variety Zi with G-modules.
In order to prove Theorem 3.1, we use the theory of crystal bases, see [23]
for a survey on this topic. Lusztig [35, 36, 37] and Kashiwara [21] constructed
a specific C-basis of V (λ) via the quantized enveloping algebra associated
16 NAOKI FUJITA, EUNJEONG LEE, AND DONG YOUP SUH
with g. This is called (the specialization at q = 1 of) the lower global basis
(= the canonical basis), and denoted by {Glowλ (b) | b ∈ B(λ)} ⊂ V (λ). The
index set B(λ) is endowed with specific maps
wt: B(λ)→ χ(H), εi, ϕi : B(λ)→ Z≥0, and
e˜i, f˜i : B(λ)→ B(λ) ∪ {0} for i ∈ [n],
which have the following properties:
wt(bλ) = λ,
wt(e˜ib) = wt(b) + αi if e˜ib 6= 0,
wt(f˜ib) = wt(b)− αi if f˜ib 6= 0,
εi(b) = max{k ∈ Z≥0 | e˜ki b 6= 0},
ϕi(b) = max{k ∈ Z≥0 | f˜ki b 6= 0},
ei ·Glowλ (b) ∈ C∗Glowλ (e˜ib) +
∑
b′∈B(λ); wt(b′)=wt(b)+αi,
ϕi(b
′)>ϕi(b)+1
CGlowλ (b′),
fi ·Glowλ (b) ∈ C∗Glowλ (f˜ib) +
∑
b′∈B(λ); wt(b′)=wt(b)−αi,
εi(b
′)>εi(b)+1
CGlowλ (b′)
for i ∈ [n] and b ∈ B(λ), where C∗ = C \ {0}, and bλ ∈ B(λ) is defined as
Glowλ (bλ) ∈ C∗vλ, called the highest element. We call B(λ) the crystal basis
for V (λ), which satisfies the axiom of crystals, see [22, Definition 1.2.1] for
the definition of crystals.
Definition 3.3 (see [23, §4.2]). The crystal graph of a crystal B is the [n]-
colored, directed graph with vertex set B whose directed edges are given by:
b
i−→ b′ if and only if b′ = f˜ib.
In this paper, we identify a crystal B with its crystal graph. By [21,
Theorem 3], for a G-module V = V (ν1) ⊕ · · · ⊕ V (νM ), the crystal graph
of the corresponding crystal basis B(V ) is the disjoint union of the crystal
graphs B(ν1), . . . ,B(νM ).
Proposition 3.4 (see [22, Proposition 3.2.3]). Let i = (i1, . . . , ir) ∈ [n]r be
a reduced word for w ∈W , and λ ∈ χ+(H). Then, the subset
Bw(λ) := {f˜x1i1 · · · f˜xrir bλ | x1, . . . , xr ∈ Z≥0} \ {0} ⊂ B(λ)
is independent of the choice of a reduced word i.
The subset Bw(λ) is called a Demazure crystal.
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Example 3.5. Let G = SL(3), and λ = α1 + α2 = $1 + $2. Then, the
crystal graph of B(λ) is given as follows:
◦ 2 // ◦ 2 // ◦
1

bλ ◦
1
==
2
!!
◦.
◦ 1 // ◦ 1 // ◦
2
??
In addition, for w = s2s1 ∈ W , the following directed graph gives the
Demazure crystal Bw(λ):
◦ 2 // ◦ 2 // ◦.
bλ ◦
1
==
2
!! ◦
The following is an immediate consequence of [22, Proposition 3.2.3].
Lemma 3.6. Let i = (i1, . . . , iN ) ∈ [n]N be a reduced word for the longest
element w0 ∈W . Then, the following equalities hold for all λ ∈ χ+(H):
B(λ) = Bw0(λ) = {f˜x1i1 · · · f˜xNiN bλ | x1, . . . , xN ∈ Z≥0} \ {0}.
In particular, the following equality holds for all w ∈W :
{f˜x1i1 · · · f˜xNiN b | x1, . . . , xN ∈ Z≥0, b ∈ Bw(λ)} \ {0} = B(λ).
For two crystals B1,B2, we can define another crystal B1 ⊗B2, called the
tensor product of B1 and B2, see [22, §1.3] for the definition. For λ1, . . . , λr ∈
χ+(H), the tensor product B(λ1)⊗· · ·⊗B(λr) is identical to the crystal basis
for the tensor product module V (λ1)⊗ · · · ⊗ V (λr) by [21, Theorem 1]. Let
us recall the definitions of generalized Demazure crystals and generalized
string polytopes.
Definition 3.7 (see [31, §1.2]). Let i = (i1, . . . , ir) ∈ [n]r be an arbitrary
word, and a = (a1, . . . , ar) ∈ Zr≥0. We define Bi,a ⊂ B(a1$i1)⊗· · ·⊗B(ar$ir)
by the subset
{f˜x1i1 (ba1$i1 ⊗ f˜
x2
i2
(ba2$i2 ⊗ · · · ⊗ f˜
xr−1
ir−1 (bar−1$ir−1 ⊗ f˜xrir (bar$ir )) · · · )) |
x1, . . . , xr ∈ Z≥0} \ {0};
this is called a generalized Demazure crystal.
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Definition 3.8 ([12, Definition 4.4]). Let i = (i1, . . . , ir) ∈ [n]r be an arbi-
trary word, and a = (a1, . . . , ar) ∈ Zr≥0. For b ∈ Bi,a, we set b(1) := b,
x1 := max{x ∈ Z≥0 | e˜xi1b(1) 6= 0}, e˜x1i1 b(1) = ba1$i1 ⊗ b(2),
x2 := max{x ∈ Z≥0 | e˜xi2b(2) 6= 0}, e˜x2i2 b(2) = ba2$i2 ⊗ b(3),
...
xr := max{x ∈ Z≥0 | e˜xirb(r) 6= 0},
and define the generalized string parametrization Ωi(b) of b with respect to
i by Ωi(b) := (x1, . . . , xr).
Definition 3.9 ([12, Definition 4.7]). For an arbitrary word i ∈ [n]r and
a ∈ Zr≥0, define a subset Si,a ⊂ Z>0 × Zr by
Si,a :=
⋃
k>0
{(k,Ωi(b)) | b ∈ Bi,ka},
and denote by Ci,a ⊂ R≥0×Rr the smallest real closed cone containing Si,a.
Let us define a subset ∆i,a ⊂ Rr by
∆i,a := {x ∈ Rr | (1,x) ∈ Ci,a};
this is called the generalized string polytope associated to i and a.
The following is a fundamental property of generalized string polytopes.
Proposition 3.10 (see [12, Corollaries 4.16, 5.4 (3)]). The generalized string
polytope ∆i,a is a rational convex polytope, and the equality Ωi(Bi,a) = ∆i,a∩
Zr holds.
Fujita proved the following relation between the generalized string poly-
tope and a Newton–Okounkov body of the Bott–Samelson variety Zi.
Theorem 3.11 (see [12, Corollary 5.3]). Let Zi be the Bott–Samelson va-
riety determined by a word i ∈ [n]r, and let Li,a be the line bundle on Zi
determined by an integer vector a ∈ Zr≥0 as in (2.12). Then we have that
∆(Zi,Li,a, vhighi , τi,a) = −∆i,a.
Remark 3.12. The combinatorial structure of generalized string polytopes
is quite complicated that even their real dimensions are not easy to be
determined. By Remark 2.21, Theorem 3.11 determines the dimensions of
generalized string polytopes of the type ∆(Zi, η
∗
i,IL, vhighi , τi,a), where I is a
sequence of subsets of [n] and L is a very ample line bundle over ZI .
Let I = (I1, . . . , Ir) be a sequence of subsets of [n], and fix a sequence i =
(ik,l)1≤k≤r,1≤l≤Nk ∈ [n]N1+···+Nr such that (ik,1, . . . , ik,Nk) is a reduced word
for the longest element in WIk for 1 ≤ k ≤ r. Given λ1, . . . , λr ∈ χ+(H),
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we denote the dual PI1-module H
0(ZI ,LI,λ1,...,λr)∗ by VI,λ1,...,λr , and define
Bi,λ1,...,λr ⊂ B(λ1)⊗ · · · ⊗ B(λr) to be the set of elements of the form
(3.1)
f˜
x1,1
i1,1
· · · f˜x1,N1i1,N1 (bλ1 ⊗ · · · ⊗ f˜
xr−1,1
ir−1,1 · · · f˜
xr−1,Nr−1
ir−1,Nr−1
(bλr−1 ⊗ f˜xr,1ir,1 · · · f˜
xr,Nr
ir,Nr
(bλr)) · · · )
for some x1,1, . . . , x1,N1 , . . . , xr,1, . . . , xr,Nr ∈ Z≥0.
Proposition 3.13. For λ1, . . . , λr ∈ χ+(H), let a ∈ ZN1+···+Nr be the in-
teger vector such that Li,a ' η∗i,ILI,λ1,...,λr as given in Proposition 2.8, and
let µ ∈ χ+(H) be the weight defined in Theorem 2.18 (2).
(1) The B-module VI,λ1,...,λr is naturally isomorphic to Cµ⊗ Vi,a, where
Vi,a is the generalized Demazure module defined in [31, §1.1].
(2) There is a natural bijective map
Bi,λ1,...,λr ∼−→ bµ ⊗ Bi,a
compatible with the crystal structures.
(3) The crystal graph of Bi,λ1,...,λr is identical to that of Bi,a.
Proof. (1) The assertion is an immediate consequence of Theorem 2.18
and [31, Theorem 6].
(2) For λ, µ ∈ χ+(H), the crystal basis B(λ + µ) can be regarded as
a connected component of B(λ) ⊗ B(µ) by identifying bλ+µ with
bλ ⊗ bµ (see [23, §4.5]). If we identify bλ with bλ−〈λ,α∨i 〉$i ⊗ b〈λ,α∨i 〉$i
for i ∈ [n] and λ ∈ χ+(H), then the definition of tensor product
crystals implies that f˜ai bλ = bλ−〈λ,α∨i 〉$i ⊗ f˜ai b〈λ,α∨i 〉$i for all a ∈ Z≥0
(see [12, Appendix A]). Hence it follows that
f˜
x1,1
i1,1
· · · f˜x1,N1i1,N1 (bλ1 ⊗ b)
= bλ1−
∑
1≤l≤N1 µl
⊗ f˜x1,1i1,1 (bµ1 ⊗ f˜
x1,2
i1,2
(bµ2 ⊗ · · · ⊗ f˜
x1,N1
i1,N1
(bµN1 ⊗ b) · · · ))
for b ∈ Bi≥2,λ2,...,λr and x1,1, . . . , x1,N1 ∈ Z≥0, where
µl :=
{
〈λ1, α∨i1,l〉$i1,l if l = max{1 ≤ q ≤ N1 | i1,q = i1,l},
0 otherwise
for 1 ≤ l ≤ N1, and i≥2 := (ik,l)2≤k≤r,1≤l≤Nk . By repeating this
deformation, all the elements of the form (3.1) can be naturally
written as elements in bµ ⊗ Bi,a. This proves part (2).
(3) Let us prove that e˜i(bµ ⊗ b) = bµ ⊗ e˜ib for all i ∈ [n] and b ∈ Bi,a.
By the definition of Bi,a, we have
wt(b)− wt(b′) ∈
∑
j∈{ik,l|1≤k≤r, 1≤l≤Nk}
Zαj
for all b, b′ ∈ Bi,a. Hence Bi,a does not have edges labeled by j /∈
{ik,l | 1 ≤ k ≤ r, 1 ≤ l ≤ Nk}. From this, we may assume that
i ∈ {ik,l | 1 ≤ k ≤ r, 1 ≤ l ≤ Nk}. Then, we have 〈µ, α∨i 〉 = 0 by
the definition of µ, which implies by the definition of tensor product
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crystals that e˜i(bµ ⊗ b) = bµ ⊗ e˜ib. Thus, we have proved that the
crystal graph of bµ ⊗ Bi,a is identical to that of Bi,a. Then, part (3)
follows immediately from part (2).

Proposition 3.13 implies that all the results in [31] for Vi,a and Bi,a are
applicable also for VI,λ1,...,λr and Bi,λ1,...,λr .
Proposition 3.14. The set Bi,λ1,...,λr depends only on I, λ1, . . . , λr, that is,
does not depend on the choice of i.
Proof. We proceed by induction on r. If r = 1, then the assertion is an
immediate consequence of Proposition 3.4. Assume that r ≥ 2, and that
Bi≥2,λ2,...,λr is independent of the choice of i≥2. By [31, Theorem 2] and
Proposition 3.13, it follows that bλ1 ⊗ Bi≥2,λ2,...,λr is a disjoint union of De-
mazure crystals. Hence it suffices to prove that the set
Bv,i1,1,...,i1,N1 (λ) := {f˜
x1
i1,1
· · · f˜xN1i1,N1 b | x1, . . . , xN1 ∈ Z≥0, b ∈ Bv(λ)} \ {0}
does not depend on the choice of (i1,1, . . . , i1,N1) for each connected com-
ponent Bv(λ) of bλ1 ⊗ Bi≥2,λ2,...,λr . We define v1, . . . , vN1 ∈ W inductively
by
v1 :=
{
si1,N1v if `(si1,N1v) > `(v),
v if `(si1,N1v) < `(v),
vl :=
{
si1,N1−l+1vl−1 if `(si1,N1−l+1vl−1) > `(vl−1),
vl−1 if `(si1,N1−l+1vl−1) < `(vl−1).
Then, we deduce by [22, Proposition 3.2.3 (iii)] that Bv,i1,1,...,i1,N1 (λ) =BvN1 (λ). In addition, it follows by [22, Lemma 3.2.1 and Proposition 3.2.3
(i)] that
∑
x1,...,xN1∈Z≥0
fx1i1,1 · · · f
xN1
i1,N1
 ∑
b∈Bv(λ)
CGlowλ (b)
 = ∑
b∈BvN1 (λ)
CGlowλ (b).
From these, we have
∑
b∈Bv,i1,1,...,i1,N1 (λ)
CGlowλ (b) =
∑
x1,...,xN1∈Z≥0
fx1i1,1 · · · f
xN1
i1,N1
 ∑
b∈Bv(λ)
CGlowλ (b)
 ;
the right hand side does not depend on the choice of (i1,1, . . . , i1,N1) by [22,
Proposition 3.2.5 (v)], which implies that the set Bv,i1,1,...,i1,N1 (λ) is also
independent. This proves the proposition. 
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We denote Bi,λ1,...,λr by BI,λ1,...,λr , which is also called a generalized De-
mazure crystal. By definition, we have
BI,λ1,...,λr
= {f˜x1i1,1 · · · f˜
xN1
i1,N1
(bλ1 ⊗ b) | x1, . . . , xN1 ∈ Z≥0, b ∈ B(I2,...,Ir),λ2,...,λr} \ {0}.
Assume that I1 = [n], and hence that (i1,1, . . . , i1,N1) is a reduced word
for w0 ∈ W . By [31, Theorem 2] and Proposition 3.13, the set bλ1 ⊗
B(I2,...,Ir),λ2,...,λr is a disjoint union of Demazure crystals. Hence the second
assertion of Lemma 3.6 implies that each connected component of BI,λ1,...,λr
is of the form B(ν) for some ν ∈ χ+(H). Note that the character of VI,λ1,...,λr
equals the formal character of BI,λ1,...,λr by [31, Theorem 5 and Corollary 10]
and Proposition 3.13. Since finite-dimensional G-modules are characterized
by their characters, we obtain the following.
Proposition 3.15. Let I = (I1, . . . , Ir) be a sequence of subsets of [n] such
that I1 = [n]. Then, the generalized Demazure crystal BI,λ1,...,λr is iso-
morphic to the crystal basis for the G-module VI,λ1,...,λr . In particular, if
BI,λ1,...,λr is the disjoint union of B(ν1), . . . ,B(νM ), then VI,λ1,...,λr is iso-
morphic to V (ν1)⊕ · · · ⊕ V (νM ).
Since the crystal graph of Bi,a is identical to that of BI,λ1,...,λr by Propo-
sition 3.13 (3), the generalized string parametrization Ωi of Bi,a can be
regarded as a parametrization of BI,λ1,...,λr . We denote ∆i,a by ∆i,λ1,...,λr .
Then, we have ∆̂i,λ1,...,λr = pi≥2(∆i,λ1,...,λr) by Theorems 2.20, 3.11.
Proof of Theorem 3.1. By Proposition 3.15, the multiplicity cνI,λ1,...,λr equals
the number of connected components of BI,λ1,...,λr isomorphic to B(ν). For
b ∈ BI,λ1,...,λr , we write Ωi(b) = (x1,1, . . . , x1,N1 , . . . , xr,1, . . . , xr,Nr). By the
definition of Ωi, we have
(3.2) x1,l = max{x ∈ Z≥0 | e˜xi1,l e˜
x1,l−1
i1,l−1 · · · e˜
x1,1
i1,1
b 6= 0}
for 1 ≤ l ≤ N1. Let Cb denote the connected component of BI,λ1,...,λr
containing b. Since I1 = [n], it follows that (i1,1, . . . , i1,N1) is a reduced word
for w0 ∈ W . So we deduce by [22, Proposition 3.2.3] that e˜x1,N1i1,N1 · · · e˜
x1,1
i1,1
b is
the highest element in Cb. Hence
(0, . . . , 0, x2,1, . . . , x2,N2 , . . . , xr,1, . . . , xr,Nr)
is the generalized string parametrization of the highest element. In par-
ticular, the surjective map BI,λ1,...,λr  ∆̂i,λ1,...,λr ∩ ZN2+···+Nr given by
b 7→ pi≥2(Ωi(b)) induces a bijective map
Υ: {connected components of BI,λ1,...,λr} ∼−→ ∆̂i,λ1,...,λr ∩ ZN2+···+Nr .
In addition, if Υ(C) = (x2,1, . . . , x2,N2 , . . . , xr,1, . . . , xr,Nr), then the weight
of the highest element in C is given by λ1 + · · ·+λr−
∑
2≤k≤r,1≤l≤Nk xk,lαik,l .
From these, we deduce the assertion of the theorem. 
The following is an immediate consequence of the proof of Theorem 3.1.
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Corollary 3.16. Let I = (I1, . . . , Ir) be a sequence of subsets of [n] such
that I1 = [n]. Then, the number of connected components of BI,λ1,...,λr equals
the cardinality of
∆̂i,λ1,...,λr ∩ ZN2+···+Nr .
Let pi1 : RN1+···+Nr  RN1 denote the canonical projection given by
(x1,1, . . . , x1,N1 , . . . , xr,1, . . . , xr,Nr) 7→ (x1,1, . . . , x1,N1).
Proposition 3.17. For x ∈ ∆̂i,λ1,...,λr ∩ ZN2+···+Nr , the set pi1(pi−1≥2(x) ∩
∆i,λ1,...,λr) is identical to the string polytope for the connected component
Υ−1(x) of BI,λ1,...,λr with respect to the reduced word (i1,1, . . . , i1,N1) for
w0 ∈ W ; see [24, Definition 3.5] and [34, §1] for the definition of string
polytopes.
Proof. Recall that Ωi : BI,λ1,...,λr → ∆i,λ1,...,λr ∩ ZN1+···+Nr is bijective by
Proposition 3.10. Hence by the definition of Υ, we obtain the following
bijective map:
Υ−1(x)→ pi−1≥2(x) ∩∆i,λ1,...,λr ∩ ZN1+···+Nr ,
b 7→ Ωi(b).
In addition, we see by (3.2) that pi1(Ωi(b)) is the string parametrization of
b ∈ Υ−1(x) with respect to the reduced word (i1,1, . . . , i1,N1); see [34, §1]
and [24, Definition 3.2] for the definition of string parametrizations. From
these, we obtain the assertion of the proposition. 
Remark 3.18. Kaveh-Khovanskii [26] gave a general framework to describe
multiplicities of irreducible representations by using Newton-Okounkov bod-
ies. Our results give concrete constructions of convex bodies appearing in
[26]. Indeed, by the proof of Theorem 3.1 and [12, Theorem 5.2], it is not
hard to prove that the rational convex polytope ∆̂i,λ1,...,λr is identical to the
multiplicity convex body ∆̂G(A) in [26, §4.1] for the valuation vhighi , where
A :=
⊕
k≥0
H0(ZI ,L⊗kI,λ1,...,λr).
From this and Proposition 3.17, we deduce that the generalized string poly-
tope ∆i,λ1,...,λr equals the string convex body ∆˜(A) in [26, §5.2].
In representation theory, it is a fundamental problem to determine the
G-module structure of the tensor product module V (λ) ⊗ V (µ), which is
equivalent to determining the multiplicity cνλ,µ of V (ν) in V (λ) ⊗ V (µ).
Berenstein–Zelevinsky [3, Theorems 2.3, 2.4] described the multiplicity cνλ,µ
as the number of lattice points in some explicit rational convex polytope.
In the following, we see that Theorem 3.1 gives a different approach to such
polyhedral expressions for cνλ,µ. Let us consider the case I = ([n], [n]). In
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this case, the flag Bott–Samelson variety ZI is identical to G×B G/B, and
the following map is an isomorphism of varieties:
ZI
∼−→ G/B ×G/B, [g1, g2] 7→ (g1B/B, g1g2B/B);
the inverse map is given by (g1B/B, g2B/B) 7→ [g1, g−11 g2]. It is easily
seen that under the isomorphism ZI ' G/B × G/B, the G-action on ZI
coincides with the diagonal action on G/B×G/B, and the line bundle LI,λ,µ
corresponds to the direct product of Lλ and Lµ, where Lν denotes the line
bundle L([n]),ν over G/B for ν ∈ χ+(H). Hence we obtain the following
isomorphisms of G-modules:
H0(ZI ,LI,λ,µ)∗ ' H0(G/B ×G/B,Lλ × Lµ)∗
' H0(G/B,Lλ)∗ ⊗H0(G/B,Lµ)∗
' V (λ)⊗ V (µ)
by the Borel-Weil theorem (see [20, Corollary II.5.6]). If we write
V (λ)⊗ V (µ) '
⊕
ν∈χ+(H)
V (ν)⊕c
ν
λ,µ
as a G-module, then we obtain the following by Theorem 3.1.
Theorem 3.19. Let I = ([n], [n]), and (i1, . . . , iN ), (j1, . . . , jN ) ∈ [n]N re-
duced words for w0 ∈ W . Then, the tensor product multiplicity cνλ,µ equals
the cardinality of
{(y1, . . . , yN ) ∈ ∆̂i,λ,µ ∩ ZN | λ+ µ−
∑
1≤l≤N
ylαjl = ν},
where i := (i1, . . . , iN , j1, . . . , jN ).
Example 3.20. Let G = SL(3), I = ([2], [2]), and i = (1, 2, 1, 1, 2, 1).
By [12, Corollary 4.15], the generalized string polytope ∆i,λ,µ is identical to
the set of (x1, x2, x3, y1, y2, y3) ∈ R6≥0 satisfying the following inequalities:
0 ≤ y3 ≤ min{λ2, µ1},
y3 ≤ y2 ≤ y3 + µ2,
y2 − λ2 ≤ y1 ≤ min{λ1, y2 − 2y3 + µ1},
max{y3 − λ2,−y1 + y2 − λ2} ≤ x3 ≤ −2y1 + y2 − 2y3 + λ1 + µ1,
x3 ≤ x2 ≤ x3 + y1 − 2y2 + y3 + λ2 + µ2,
0 ≤ x1 ≤ x2 − 2x3 − 2y1 + y2 − 2y3 + λ1 + µ1,
where λi := 〈λ, α∨i 〉 and µi := 〈µ, α∨i 〉 for i = 1, 2. Hence the polytope
∆̂i,λ,µ is identical to the set of (y1, y2, y3) ∈ R3≥0 satisfying the following
inequalities:
0 ≤ y3 ≤ min{λ2, µ1},
y3 ≤ y2 ≤ y3 + µ2,
y2 − λ2 ≤ y1 ≤ min{λ1, y2 − 2y3 + µ1}.
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y1
y3
Figure 1. The polytope ∆̂i,λ,µ in Example 3.20.
We deduce by Theorem 3.19 that the tensor product multiplicity cνλ,µ equals
the cardinality of (y1, y2, y3) ∈ ∆̂i,λ,µ ∩ Z3 such that λ + µ − (y1 + y3)α1 −
y2α2 = ν.
If λ = µ = $1 + $2, then the polytope ∆̂i,λ,µ is identical to the set of
(y1, y2, y3) ∈ R3≥0 satisfying the following inequalities:
0 ≤ y3 ≤ 1, y3 ≤ y2 ≤ y3 + 1, y2 − 1 ≤ y1 ≤ min{1, y2 − 2y3 + 1};
see Figure 1. Hence we deduce that
V ($1 +$2)
⊗2 ' V (2$1 +2$2)⊕V (3$1)⊕V (3$2)⊕V ($1 +$2)⊕2⊕V (0).
Theorem 3.1 can be applied to a more general class of representations
than [3]. We next consider the case I = ([n], [n], . . . , [n]︸ ︷︷ ︸
r
). In this case, we
have
ZI = G×B G×B · · · ×B G︸ ︷︷ ︸
r
/B,
and this is isomorphic to (G/B)r := G/B ×G/B × · · · ×G/B︸ ︷︷ ︸
r
as follows:
ZI
∼−→ (G/B)r, [g1, g2, . . . , gr] 7→ (g1B/B, g1g2B/B, . . . , g1g2 · · · grB/B);
the inverse map is given by (g1B/B, g2B/B, . . . , grB/B) 7→ [g1, g−11 g2, g−12 g3, . . . , g−1r−1gr].
As in the case r = 2, under the isomorphism ZI ' (G/B)r, the G-action
on ZI coincides with the diagonal action on (G/B)r, and the line bundle
LI,λ1,...,λr corresponds to the direct product of Lλ1 , . . . ,Lλr . From this, we
have the following isomorphisms of G-modules:
H0(ZI ,LI,λ1,...,λr)∗ ' H0((G/B)r,Lλ1 × · · · × Lλr)∗
' H0(G/B,Lλ1)∗ ⊗ · · · ⊗H0(G/B,Lλr)∗
' V (λ1)⊗ · · · ⊗ V (λr).
If we write
V (λ1)⊗ · · · ⊗ V (λr) '
⊕
ν∈χ+(H)
V (ν)
⊕cνλ1,...,λr
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as a G-module, then Theorem 3.1 implies the following.
Corollary 3.21. Let I = ([n], [n], . . . , [n]︸ ︷︷ ︸
r
), and take reduced words (ik,1, . . . , ik,N ) ∈
[n]N , 1 ≤ k ≤ r, for w0 ∈W . Then, the multiplicity cνλ1,...,λr equals the car-
dinality of
{x = (xk,l)2≤k≤r,1≤l≤N ∈ ∆̂i,λ1,...,λr ∩ Z(r−1)N |
λ1 + · · ·+ λr −
∑
2≤k≤r,1≤l≤N
xk,lαik,l = ν},
where i := (i1,1, . . . , i1,N , . . . , ir,1, . . . , ir,N ).
The following gives an application to ZI for general I which does not
necessarily start with [n].
Corollary 3.22. Let I = (I1, . . . , Ir) be a sequence of subsets of [n], and set
I0 := [n]. Fix i0 = (ik,l)0≤k≤r,1≤l≤Nk ∈ [n]N0+···+Nr such that (ik,1, . . . , ik,Nk)
is a reduced word for the longest element in WIk for 0 ≤ k ≤ r. Then, the
number of connected components of BI,λ1,...,λr equals the cardinality of
∆̂i0,0,λ1,...,λr ∩ ZN1+···+Nr .
Proof. We set I0 := (I0, I1, . . . , Ir). By the definition of tensor product crys-
tals, the bijective map BI,λ1,...,λr ∼−→ b0⊗BI,λ1,...,λr , b 7→ b0⊗b, is compatible
with their crystal structures. Hence we may identify b0 ⊗ BI,λ1,...,λr with
BI,λ1,...,λr . This implies by the definition that the crystal basis BI0,0,λ1,...,λr
is obtained from BI,λ1,...,λr by actions of f˜i, i ∈ [n]. By [31, Proof of The-
orem 2] and Proposition 3.13, all connected components of BI,λ1,...,λr are
Demazure crystals in connected components of B(λ1)⊗ · · · ⊗ B(λr). Hence
they are not joined by f˜i, i ∈ [n], since they have different highest elements.
From these, the crystal basis BI0,0,λ1,...,λr has the same number of connected
components as BI,λ1,...,λr , which implies the assertion of the corollary by
Corollary 3.16. 
4. Flag Bott–Samelson varieties and flag Bott towers
Let I = (I1, . . . , Ir) be a sequence of subsets of [n]. In this section we con-
centrate on the flag Bott–Samelson variety ZI such that the Levi subgroup
LIk of the parabolic subgroup PIk has Lie type Amk for all 1 ≤ k ≤ r.
Then the flag Bott–Samelson variety ZI is an iterated sequence of full
flag manifolds fibrations. More precisely, we have a fibration structure
F`(Cmk+1) ↪→ Z(I1,...,Ik) → Z(I1,...,Ik−1) for all 1 ≤ k ≤ r by (2.3). We
study complex structures on the flag Bott–Samelson variety ZI , and its
relation with a flag Bott tower in Theorem 4.8.
We now recall flag Bott manifolds introduced in [28]. Let M be a complex
manifold and E a holomorphic vector bundle over M . The associated flag
bundle F`(E) → M is a fiber bundle obtained from E by replacing each
fiber Ep by the full flag manifold F`(Ep).
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Definition 4.1 ([28, Definition 2.1]). A flag Bott tower {Fk}0≤k≤r of height
r (or an r-stage flag Bott tower) is a sequence,
Fr Fr−1 · · · F1 F0 = {a point}pr pr−1 p2 p1
of manifolds Fk = F`
(⊕mk+1
l=1 ξ
(l)
k
)
where ξ
(l)
k is a holomorphic line bundle
over Fk−1 for each 1 ≤ l ≤ mk + 1 and 1 ≤ k ≤ r. We call Fk the k-stage
flag Bott manifold of the flag Bott tower.
For example, the flag manifold F`(Cm+1) = F`(m + 1) is a 1-stage flag
Bott manifold, and the product of flag manifolds F`(m1+1)×· · ·×F`(mr+1)
is an r-stage flag Bott manifold. Also an r-stage Bott manifold is an r-stage
flag Bott manifold, see [14] for the definition of Bott manifolds. We call
two flag Bott towers {Fk}0≤k≤r and {F ′k}0≤k≤r isomorphic if there is a
collection of diffeomorphisms ϕ : Fk → F ′k which commutes with the maps
pk : Fk → Fk−1 and p′k : F ′k → F ′k−1.
Lemma 4.2. Let M be a complex manifold and E a holomorphic vector
bundle over M . Let L be a holomorphic line bundle over M . Then we have
that F`(E) ∼= F`(E ⊗ L) as differentiable manifolds.
Proof. It is well-known that for a holomorphic vector bundle E → M over
a smooth manifold M and a holomorphic line bundle L → M , there is a
diffeomorphism P(E⊗L) ∼= P(E), see, for example, [8, Lemma 2.1]. Since the
induced flag bundle can be understood as a sequence of projective bundles as
in [5, Proposition 21.15], we have a diffeomorphism F`(E) ∼= F`(E⊗L). 
The flag manifold F`(m+1) can be identified with an orbit space GL(m+
1)/BGL(m+1). Similarly, an r-stage flag Bott manifold Fr can also be con-
sidered as an orbit space. We briefly review the orbit space construction
of [28, §2.2]. Recall from [28, Lemma 2.12] that for a given Bott tower
{Fk}0≤k≤r such that F`(mk + 1) ↪→ Fk → Fk−1 there is a surjective group
homomorphism:
(4.1) ψ : Zm1+1 × · · · × Zmk+1  Pic(Fk) for 1 ≤ k ≤ r.
Hence there exists a set of integer vectors {a(l)k,j ∈ Zmj+1}1≤l≤mk+1,1≤j<k≤r
such that
ψ(a
(l)
k,1,a
(l)
k,2, . . . ,a
(l)
k,k−1) = ξ
(l)
k → Fk−1
for each 1 ≤ l ≤ mk + 1 and 2 ≤ k ≤ r. Using this set of integer vectors, we
define a right action Φk of BGL(m1+1) × · · · × BGL(mk+1) on GL(m1 + 1) ×
· · · ×GL(mk + 1) as
Φk((g1, . . . , gk), (b1, . . . , bk))
:= (g1b1,Λ2,1(b1)
−1g2b2,Λ3,1(b1)−1Λ3,2(b2)−1g3b3, . . . ,
Λk,1(b1)
−1Λk,2(b2)−1 · · ·Λk,k−1(bk−1)−1gkbk)
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for 1 ≤ k ≤ r. Here Λk,j is a homomorphism BGL(mj+1) → HGL(mk+1)
which sends b ∈ BGL(mj+1) to
diag(Υ(b)a
(1)
k,j ,Υ(b)a
(2)
k,j , . . . ,Υ(b)a
(mk+1)
k,j ) ∈ HGL(mk+1),
where Υ: BGL(mj+1) → HGL(mj+1) is the canonical projection in (2.9), and
ha := h
a(1)
1 h
a(2)
2 · · ·ha(m+1)m+1
for h = diag(h1, . . . , hm+1) ∈ HGL(m+1) and a = (a(1), . . . ,a(m + 1)) ∈
Zm+1. Now we can describe the flag Bott manifold Fr as an orbit space as
follows.
Proposition 4.3 ([28, Propositions 2.8 and 2.11]). Let {Fk}0≤k≤r be a flag
Bott tower. Then there exists a set of integer vectors {a(l)k,j ∈ Zmj+1}1≤l≤mk+1,1≤j<k≤r
such that the flag Bott tower {Fk}0≤k≤r is isomorphic to
{(GL(m1 + 1)× · · · ×GL(mk + 1))/Φk}0≤k≤r
as flag Bott towers.
A Bott–Samelson variety has a family of complex structures which gives
a toric degeneration (see [14, §3.4] and [38]). Now we study a family of
complex structures on flag Bott–Samelson varieties. Since the simple roots
are linearly independent elements in h∗, there exist q ∈ Z>0 and an injective
homomorphism λ : C∗ → H such that
(4.2) eα(λ(t)) = tq
for all simple roots α and t ∈ C∗. Here eα : H → C∗ is a character induced
from α : h → C. For example, when G = SL(2k + 1) and q = 1, consider
the homomorphism λ : C∗ → H defined by
(4.3) λ : t 7→ diag(tk, tk−1, . . . , t, 1, t−1, . . . , t−k+1, t−k).
Then this homomorphism satisfies the condition on (4.2). We define Υt : B →
B by
Υt : b 7→ λ(t)b(λ(t))−1
for t ∈ C∗. It is proved in [14, Proposition 3.5] that Υ = limt→0 Υt, where
Υ: B → H is the homomorphism in (2.9). We put Υ0 := Υ.
Example 4.4. Suppose that G = SL(3) and q = 1. Considering the homo-
morphism λ : C∗ → H defined in (4.3), the homomorphism Υt : B → B is
given by b11 b12 b130 b22 b23
0 0 b33
 7→
b11 tb12 t2b130 b22 tb23
0 0 b33
 .
Hence we have that limt→0 Υt = Υ.
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We use the homomorphism Υt : B → B to construct a family of complex
structures on the flag Bott–Samelson manifold, ZI = PI/Br. For t ∈ C, we
define a right action Θt of B
r on PI as
(4.4)
Θt((p1, . . . , pr), (b1, . . . , br)) = (p1b1,Υt(b1)
−1p2b2, . . . ,Υt(br−1)−1prbr)
for (p1, . . . , pr) ∈ PI and (b1, . . . , br) ∈ Br. Then Θ1 coincides with the
right action in (2.2) because λ(1) = e ∈ H and hence Υ1 = IdB. Again we
consider a family of orbit spaces
ZtI := PI/Θt
for t ∈ C. The holomorphic line bundle LtI,λ1,...,λr over ZtI can be defined
similarly to LI,λ1,...,λr in (2.10) for integral weights λ1, . . . , λr. Set LtI,λ :=
LtI,0,...,0,λ for simplicity.
Proposition 4.5. For a given sequence I = (I1, . . . , Ir), the manifolds ZtI
are all diffeomorphic for t ∈ C.
Proof. We use the similar argument to the proof of Proposition 3.7 in [14].
Let KIj be the maximal compact subgroup of PIj . Let T be the maximal
compact torus in G, i.e., T = (S1)n. Recall that KIj ∩ B = T . Define a
right action of T (r) := T × T × · · · × T︸ ︷︷ ︸
r
on KI := KI1 × · · · ×KIr as
(4.5) (g1, . . . , gr) · (a1, . . . , ar) = (g1a1, a−11 g2a2, . . . , a−1r−1grar).
Let XI be the orbit space
(4.6) XI := (KI1 × · · · ×KIr)/(T × · · · × T ).
The inclusion map
KI = KI1 × · · · ×KIr ↪→ PI = PI1 × · · · × PIr
is T (r)-equivariant with respect to the T (r)-action of (4.5) on KI and the
restricted T (r)-action of (4.4) on PI via the inclusion T (r) ↪→ Br, because
Υt(a) = a for all a ∈ T . Therefore we get a map
(4.7) f tI : XI → ZtI .
Since for all k, the inclusion KIk ↪→ PIk induces a diffeomorphism KIk/T ∼=
PIk/B, the map f
t
I is a diffeomorphism. 
The manifold ZtI has a fibration structure, similar to a flag Bott–Samelson
manifold in (2.3):
(4.8) PIr/B ↪→ ZtI pi−→ ZtI′
where I ′ = (I1, . . . , Ir−1) is the subsequence of I and pi is the first r − 1
coordinates projection for all t ∈ C.
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From now on we assume that the Levi subgroup LIk of the parabolic
subgroup PIk has Lie type Amk for all 1 ≤ k ≤ r. Then we can always take
an enumeration Ik = {uk,1, . . . , uk,mk} so that
(4.9) 〈αuk,s , α∨uk,t〉 =

2 if s = t,
−1 if s− t = ±1,
0 otherwise.
For a given flag Bott–Samelson manifold ZI , the following proposition says
that its degeneration Z0I becomes a flag Bott tower.
Proposition 4.6. Let ZI be a flag Bott–Samelson manifold. Let I ′ =
(I1, . . . , Ir−1) be the subsequence of I. The manifold Z0I is diffeomorphic to
the induced flag bundle over Z0I′:
Z0I ∼= F`(L0I′,χ1 ⊕ · · · ⊕ L0I′,χmr ⊕ C),
where χj = αur,j + · · ·+αur,mr ∈ h∗ for 1 ≤ j ≤ mr, L0I′,χ = L0I′,0,...,0,χ, and
C is the trivial line bundle.
Before proving the proposition, we observe the following. Suppose that
the Levi subgroup LI of the parabolic subgroup PI for a subset I ⊂ [n] has
Lie type Am. Then we can label the elements of I as u1, . . . , um which satisfy
the relation (4.9). Also we have the group homomorphism F : SL(m+ 1)→
LI ↪→ PI . Then the map F induces the homomorphism F∗ : hSL(m+1) → h.
We label the coroots of SL(m+ 1) as β∨1 , β∨2 , . . . , β∨m so that F∗ sends β∨l to
α∨ul for 1 ≤ l ≤ m. Then we have that
〈F ∗λ, β∨l 〉 = 〈λ, F∗β∨l 〉 = 〈λ, α∨ul〉
for a weight λ ∈ h∗ and 1 ≤ l ≤ m. Here, we note that F ∗λ = λF∗ for
λ ∈ h∗. Let $1, $2, . . . , $m ∈ h∗SL(m+1) be the fundamental weights. Then
the pullback F ∗λ is given by
(4.10) F ∗λ =
m∑
l=1
〈λ, α∨ul〉$l ∈ h∗SL(m+1).
Proof of Proposition 4.6. We write I = Ir, m = mr, and uj = ur,j for
1 ≤ j ≤ m. Note that we have PI = LIUI (see §2.1). Since we have an
isomorphism of varieties
PI/B = (LIUI)/B = LI/(B ∩ LI) = LI/BI ,
we get a diffeomorphism
F1 : SL(m+ 1)/BSL(m+1) → PI/B.
Moreover the map which sends an element g in SL(m + 1) to a full flag
(V1 ( V2 ( · · · ( Vm) where Vk = 〈c1, . . . , cl〉 and cl is the lth column vector
of g descends to a diffeomorphism
F2 : SL(m+ 1)/BSL(m+1) → F`(m+ 1).
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The map F2 is equivariant with respect to the following actions of the
torus HSL(m+1): each element h = diag(h1, h2, . . . , hm+1) ∈ HSL(m+1) acts
on SL(m+ 1)/BSL(m+1) by the left multiplication, and on F`(m+ 1) as the
induced action from the representation space Cm+1 with weights
(4.11) ($1,−$1 +$2, . . . ,−$m−1 +$m,−$m),
namely h · v = (h1v1, h2v2, . . . , hm+1vm+1) for v = (v1, . . . , vm+1) ∈ Cm+1.
On the other hand, the map F1 is equivariant with respect to the left multi-
plication actions of HSL(m+1) and of H via the homomorphism HSL(m+1) →
H given by the map F .
By the relation (4.10) between weights in h∗ and h∗SL(m+1), we have the
following:
F ∗(χj) = F ∗(αuj + · · ·+ αum)
=
m∑
l=1
〈αuj + · · ·+ αum , α∨ul〉$l
= −$j−1 +$j +$m
where $0 = 0 for 1 ≤ j ≤ m. Here the third equality follows by considering
the Cartan matrix of SL(m + 1). The HSL(m+1)-representation on Cm+1
with weights (4.11) becomes an H-representation on Cm+1 with weights
(χ1 − χ′, χ2 − χ′, . . . , χm − χ′,−χ′),
where χ′ is a weight which maps to $m under the map F ∗ such that F2◦F−11
is equivariant with respect to the actions of elements in H \ F (HSL(m+1)).
This proves that F2 ◦ F−11 is a left H-equivariant diffeomorphism
F2 ◦ F−11 : PI/B → F`(Cχ1−χ′ ⊕ · · · ⊕ Cχm−χ′ ⊕ C−χ′).
We notice that the construction of twisted product is functorial, i.e., for a
topological group G and a right G-space X, if f : Y → Y ′ is an equivariant
map of left G-spaces then we have the induced map X×GY → X×GY ′, see,
for example, [7, II.2]. Since the unipotent part of B acts trivially on PI/B
and F`(Cχ1−χ′⊕· · ·⊕Cχm−χ′⊕C−χ′), the left H-equivariant diffeomorphism
F2 ◦ F−11 induces a diffeomorphism
PI/Θ0 ∼= F`(L0I′,χ1−χ′ ⊕ · · · ⊕ L0I′,χm−χ′ ⊕ L0I′,−χ′).
Moreover we have that
F`(L0I′,χ1−χ′ ⊕ · · · ⊕ L0I′,χm−χ′ ⊕ L0I′,−χ′)
= F`((L0I′,χ1 ⊕ · · · ⊕ L0I′,χm ⊕ C)⊗ L0I′,−χ′).
Then by Lemma 4.2, we are done. 
By Proposition 4.6, we can conclude that Z0I is an r-stage flag Bott
manifold. For given integral weights λ1, . . . , λr, consider the line bundle
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PI ×Θ0 (Cλ1,...,λr)∗ over a flag Bott manifold Z0I . By (4.1) there is a set of
integer vectors {ak ∈ Zmk+1}1≤k≤r such that
ψ(a1, . . . ,ar) ∼= PI ×Θ0 (Cλ1,...,λr)∗.
The following proposition computes these integer vectors in terms of integral
weights λ1, . . . , λr and a sequence I of subsets of [n].
Proposition 4.7. Let I = (I1, . . . , Ir) be a sequence of subsets of [n]. For
given integral weights λ1, . . . , λr ∈ Z$1 + · · ·+Z$n, the line bundle PI ×Θ0
(Cλ1,...,λr)∗ over Z0I is isomorphic to the line bundle ψ(a1, . . . ,ar) where
ak = (ak(1), . . . ,ak(mk + 1)) ∈ Zmk+1 for 1 ≤ k ≤ r are integer vectors
defined as
ak(l) = 〈λk + · · ·+ λr, α∨uk,l + · · ·+ α∨uk,mk 〉 for 1 ≤ l ≤ mk,
ak(mk + 1) = 0.
Here, we take an enumeration Ik = {uk,1, . . . , uk,mk} which satisfies (4.9).
Proof. Since the Levi subgroup LIk of PIk is Lie type Amk , we have a Lie
group homomorphism Fk : SL(mk + 1)→ PIk . For each 1 ≤ k ≤ r, consider
the homomorphism ψk : SL(mk + 1)→ PI1 × · · · × PIr defined as
p 7→ (e, . . . , e, Fk(p)︸ ︷︷ ︸
kth
, e, . . . , e)
and consider
(4.12) ϕk : BSL(mk+1) → B × · · · ×B︸ ︷︷ ︸
r
= Br
which sends b to
(e, . . . , e, Fk(b)︸ ︷︷ ︸
kth
, Fk(h)︸ ︷︷ ︸
(k+1)th
, . . . , Fk(h)︸ ︷︷ ︸
rth
)
where h = Υ(b). Then the map ψk is ϕk-equivariant, namely, for b ∈
BSL(mk+1) and g ∈ SL(mk + 1) we have that
Θ0(ψk(g), ϕk(b))
= Θ0((e, . . . , e, Fk(g), e, . . . , e), (e, . . . , e, Fk(b), Fk(h), . . . , Fk(h)))
= (e, . . . , e, Fk(g)Fk(b),Υ(Fk(b))
−1Fk(h), e, . . . , e)
= (e, . . . , e, Fk(gb), e, e, . . . , e)
= ψk(gb).
Here the third equality comes from the fact that Fk is a homomorphism and
Υ(Fk(b)) = Fk(Υ(b)).
Under the map (4.12) the weight (λ1, . . . , λr) of H
r pulls back to the
weight
(4.13)
mk∑
l=1
〈λk + · · ·+ λr, α∨uk,l〉$l ∈ h∗SL(mk+1)
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by (4.10). The integer vector ak ∈ Zmk+1 is completely determined by the
weight in (4.13) because of the construction of a flag Bott manifold (see [28,
§2.2]). Indeed, the integer vector ak ∈ Zmk+1 should satisfy the equality:
mk∑
l=1
〈λk + · · ·+ λr, α∨uk,l〉$l =
mk+1∑
l=1
ak(l)εl
where εi ∈ h∗SL(mk+1) sends diag(h1, . . . , hmk+1) in hSL(mk+1) to hi. Using
the identification $l = ε1 + · · ·+ εl, we have that
mk∑
l=1
〈λk + · · ·+ λr, α∨uk,l〉$l
= 〈λk + · · ·+ λr, α∨uk,1〉ε1 + 〈λk + · · ·+ λr, α∨uk,2〉(ε1 + ε2)
+ · · ·+ 〈λk + · · ·+ λr, α∨uk,mk 〉(ε1 + · · ·+ εmk)
= 〈λk + · · ·+ λr, α∨uk,1 + α∨uk,2 + · · ·+ α∨uk,mk 〉ε1
+ 〈λk + · · ·+ λr, α∨uk,2 + · · ·+ α∨uk,mk 〉ε2
+ · · ·+ 〈λk + · · ·+ λr, α∨uk,mk 〉εmk . 
By combining Propositions 4.6 and 4.7, we can prove the following theo-
rem.
Theorem 4.8. Suppose that I = (I1, . . . , Ir) is a sequence of subsets of [n]
such that the Levi subgroup LIk of the parabolic subgroup PIk has Lie type
Amk for all 1 ≤ k ≤ r. Take an enumeration Ik = {uk,1, . . . , uk,mk} which
satisfies (4.9). Then the manifold Z0I is an r-stage flag Bott manifold which
is determined by {a(l)k,j = (a(l)k,j(1),a(l)k,j(2), . . . ,a(l)k,j(mj+1))}1≤l≤mk+1,1≤j<k≤r
in the sense of Proposition 4.3, where a
(l)
k,j(p) is
〈αuk,l + · · ·+ αuk,mk , α
∨
uj,p + · · ·+ α∨uj,mj 〉
if 1 ≤ l ≤ mk and 1 ≤ p ≤ mj, and 0 otherwise.
Proof. Consider the subsequence Ik := (I1, . . . , Ik) of the sequence I for all
1 ≤ k ≤ r. Recall from Proposition 4.6 that the flag Bott manifold Z0Ik is
the induced flag bundle over Z0Ik−1 :
Z0Ik = F`(L0Ik−1,χ1 ⊕ · · · ⊕ L0Ik−1,χmk ⊕ C),
where χl = αuk,l + · · · + αuk,mk for 1 ≤ l ≤ mk. By Proposition 4.7, the
integer vectors {a(l)k,j ∈ Zmj+1}1≤j≤k−1 which define the line bundle L0Ik−1,χl
are given by
a
(l)
k,j(p)
= 〈χl, α∨uj,p + · · ·+ α∨uj,mj 〉 (by Proposition 4.7)
= 〈αuk,l + · · ·+ αuk,mk , α
∨
uj,p + · · ·+ α∨uj,mj 〉 (by the definition of χl)
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for 1 ≤ l ≤ mk and 1 ≤ p ≤ mj . Moreover we have a(l)k,j(p) = 0 if l = mk + 1
or p = mj + 1 by Proposition 4.7. Hence the result follows. 
Example 4.9. Let G = SL(4). Consider the sequence I = ({1, 2}, {1, 2}).
Hence u1,1 = 1, u1,2 = 2, u2,1 = 1, u2,2 = 2. The manifold Z
0
I is a 2-stage
flag Bott manifold with F2 = F`(ξ(1)2 ⊕ ξ(2)2 ⊕C) where line bundles ξ(1)2 and
ξ
(2)
2 are determined by the following integer vectors:
a
(1)
2,1 = (〈α1 + α2, α∨1 + α∨2 〉, 〈α1 + α2, α∨2 〉, 0) = (2, 1, 0),
a
(2)
2,1 = (〈α2, α∨1 + α∨2 〉, 〈α2, α∨2 〉, 0) = (1, 2, 0).
Remark 4.10. Suppose that a flag Bott–Samelson variety ZI is a Bott–
Samelson variety, i.e., m1 = · · · = mr = 1. Then integer vectors {a(l)k,j ∈
Z2}l∈[2],1≤j<k≤r determining the flag Bott tower Z0I is
a
(l)
k,j =
{
(〈αuk,1 , α∨uj,1〉, 0) if l = 1,
(0, 0) if l = 2
by Theorem 4.8. This computation of a
(1)
k,j(1) for 1 ≤ j < k ≤ r coincides
with the known result in [14, §3.7].
5. Torus actions and Duistermaat–Heckman measure
Let I = (I1, . . . , Ir) be a sequence of subsets of [n] such that |Ik| =
mk. In this section we study torus actions on the manifold Z
0
I when the
Levi subgroup LIk of the parabolic subgroup PIk has Lie type Amk for all
1 ≤ k ≤ r. We define a torus invariant closed 2-form induced from a given
complex line bundle, and we consider the Duistermaat–Heckman measure of
a flag Bott–Samelson manifold using a Bott–Samelson variety Zi admitting
a birational morphism ηi,I : Zi → ZI (see Theorem 5.5).
We first study torus actions on Z0I . Let T be the maximal compact torus
of G contained in H. Define an action of T (r) on Z0I as
(s1, . . . , sr) · [p1, . . . , pr] = [s1p1, s−11 s2p2, . . . , s−1r−1srpr]
= [s1p1s
−1
1 , . . . , srprs
−1
r ].
(5.1)
This action is smooth but not effective. We now find the subtorus which
acts trivially on Z0I . Define a subtorus TI ⊂ T for a subset I ⊂ [n] as
TI := {s ∈ T | αi(s) = 1 for all i ∈ I}0
similarly to (2.1). Here, we consider a simple root α ∈ χ(H) as a homomor-
phism T → S1. For a given sequence I = (I1, . . . , Ir) of subsets of [n], we
define the subtorus TI of T (r) as
TI := TI1 × · · · × TIr .
Similarly, we set Ti := T{i1}×· · ·×T{ir} for a sequence i = (i1, . . . , ir) ∈ [n]r.
Then the following proposition comes from (5.1).
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Proposition 5.1. The torus TI acts trivially on Z0I .
By Proposition 5.1, we have the torus action on Z0I :
(5.2) T (r)/TI y Z0I .
Note that T (r)/TI ∼= (S1)m1+···+mr .
Suppose that i = (ik,l)1≤k≤r,1≤l≤Nk ∈ [n]N1+···+Nr is a sequence such
that (ik,1, . . . , ik,Nk) is a reduced word for the longest element in WIk for
1 ≤ k ≤ r. From now on, we ignore the complex structure on a flag Bott–
Samelson manifold ZI and regard it as a smooth manifold. Therefore we
can identify ZI with Z0I and Zi with Z
0
i by Proposition 4.5. Using the
observation (5.2), we have the torus action on the Bott–Samelson manifold
Zi:
(S1)N ∼= T (N)/Ti y Zi
where N := N1 + N2 + · · · + Nr. We denote T˜ := (T (N))/Ti and T :=
(T (r))/TI for simplicity.
Lemma 5.2. There is a homomorphism A : T → T˜ such that the map
ηi,I : Zi → ZI is equivariant with respect to the action of T, i.e.
ηi,I(A(t) · x) = t · ηi,I(x)
for any t ∈ T and x ∈ Zi.
Proof. Define an inclusion map ι : T (r) ↪→ T (N) as
(a1, . . . , ar)
ι7→ (a1, . . . , a1︸ ︷︷ ︸
N1
, . . . , ak, . . . , ak︸ ︷︷ ︸
Nk
, . . . , ar, . . . , ar︸ ︷︷ ︸
Nr
).
Then we have the action T (r) y Zi via the inclusion ι and the map ηi,I : Zi →
ZI is equivariant with respect to the action of T (r) by the definition of torus
action in (5.1).
We claim that ι(TI) ⊂ Ti. For an element (a1, . . . , ar) ∈ T (r), we have
that
(a1, . . . , ar) ∈ TI ⇐⇒ ak ∈ TIk for all 1 ≤ k ≤ r.
Hence we have ak ∈ Tik,1 , . . . , ak ∈ Tik,Nk since {ik,1, . . . , ik,Nk} = Ik for
all 1 ≤ k ≤ r. This gives that ι(TI) ⊂ Ti as claimed. We thus have the
homomorphism
(5.3) A : T (r)/TI → T (N)/Ti
induced from the inclusion ι. Moreover the projection map Zi → ZI is
equivariant with respect to the action of T because of the T (r)-equivariance
of the projection. 
We set Ak : T/TIk → T (Nk)/T(ik,1,...,ik,Nk ) for 1 ≤ k ≤ r. By the definition
of T(ik,1,...,ik,Nk )
, the torus T (Nk)/T(ik,1,...,ik,Nk )
has dimension Nk. Suppose
that {fk,1, . . . , fk,Nk} is the standard basis of Lie((S1)Nk)∗ ∼= RNk . Then it
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is known from [14, §3.7] that the pullback of fk,l is αik,l for 1 ≤ l ≤ Nk. Since
the homomorphism A can be identified with A1 × · · · ×Ar, the Lie algebra
homomorphism (dA)∗ : RN → Rm1+···+mr maps fk,l to αik,l for 1 ≤ k ≤ r
and 1 ≤ l ≤ Nk.
Example 5.3. Recall from Example 2.7 that we have a morphism η(1,2,1,3),I
from Z(1,2,1,3) to ZI where I = ({1, 2}, {3}). Suppose that A : T (2)/TI →
T (4)/T(1,2,1,3) is the homomorphism in Lemma 5.2. Then the Lie algebra
homomorphism (dA)∗ : R4 → R3 is defined using the integer matrix:1 0 1 00 1 0 0
0 0 0 1
 .
We now consider Duistermaat–Heckman measures corresponding to flag
Bott–Samelson manifolds. We recall definitions from [2]. Suppose that M
is an oriented, compact manifold of real dimension 2d with an action of a
compact torus T . Let ω be a presymplectic form, i.e. a T -invariant closed
not necessarily non-degenerate 2-form. Then we call the manifold (M,ω, T )
presymplectic T -manifold . A moment map on (M,ω, T ) is defined to be a
map Φ: M → Lie(T )∗ such that
〈dΦ, ξ〉 = −ι(ξM )ω for all ξ ∈ Lie(T ),
where ξM is the vector field on M which generates the action of the one-
parameter subgroup {exp(tξ) | t ∈ R} of T . Note that the Liouville measure
on M is defined to be
∫
A ω
d/d! for an open subset A ⊂ M , and its push-
forward Φ∗ωd/d! is called the Duistermaat–Heckman measure in Lie(T )∗.
Consider a line bundle LI,λ1,...,λr over ZI determined by integral weights
λ1, . . . , λr. Then we have an integer vector a = (a
(1), . . . ,a(r)) ∈ ZN1⊕· · ·⊕
ZNr such that η∗LI,λ1,...,λr = Li,a by Proposition 2.8. Let ω′i, respectively
ω′I , be a closed 2-form corresponding to the first Chern class of the line
bundle Li,a → Zi, respectively LI,λ1,...,λr → ZI . By taking averages of ω′i
and ω′I by corresponding torus actions we have the following two 2-forms:
(5.4) ωi :=
∫
a∈T˜
(a∗ω′i)da and ωI :=
∫
t∈T
(t∗ω′I)dt.
Then the form ωi, respectively ωI , is a T˜-invariant, respectively T-invariant,
closed 2-form on (Zi, T˜), respectively (ZI ,T). Since compact tori T˜ and T
are connected, we have that
(5.5) [ωi] = [ω
′
i] in H
2(Zi;R), [ωI ] = [ω′I ] in H2(ZI ;R),
(see [15, Corollary B.13]).
Grossberg and Karshon proved in [14] that the Duistermaat–Heckman
measure of the presymplectic manifold (Zi, ωi, T˜) can be computed by con-
sidering a combinatorial object, called a twisted cube. We use this twisted
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cube to compute the Duistermaat–Heckman measure of the presymplectic
manifold (ZI , ωI ,T).
We recall from [14, §2.5] the definition of twisted cube. Let i = (i1, . . . , iN )
be a sequence of elements in [n] and a = (a1, . . . , aN ) ∈ ZN . A twisted cube
is a pair (C(i,a), ρ) where C(i,a) is a subset of RN and ρ : RN → R is
a density function with support equal to C(i,a). We define the following
functions on RN :
AN (x) = AN (x1, . . . , xN ) = −〈aN$iN , α∨iN 〉,
A`(x) = A`(x1, . . . , xN )
= −〈a`$i` + · · ·+ aN$iN , α∨i`〉 −
∑
j>`
〈αij , α∨i`〉xj for 1 ≤ ` ≤ N − 1.
We also define a function sign: R → {±1} as sign(x) = −1 for x ≤ 0 and
sign(x) = 1 for x > 0.
Definition 5.4. Let C(i,a) be the following subset of RN :
C(i,a) := {x = (x1, . . . , xN ) ∈ RN | Aj(x) ≤ xj ≤ 0 or 0 < xj < Aj(x)
for 1 ≤ j ≤ N}.
We define a density function ρ : RN → R whose support is C(i,a) and ρ(x) =
(−1)N sign(x1) · · · sign(xN ) on the set C(i,a). We call the pair (C(i,a), ρ)
the twisted cube associated to i and a. Also we define a measure
mC(i,a) = ρ(α)|dα|
where |dα| is Lebesgue measure in RN .
Now we have the following theorem.
Theorem 5.5. Let (ZI , ωI ,T) be as above, and let Φ: ZI → Rm1+···+mr
be a moment map of (ZI , ωI ,T). Then there is a twisted cube (C(i,a), ρ)
and an affine projection L : RN → Rm1+···+mr such that the Duistermaat–
Heckman measure in Lie(T)∗ ∼= Rm1+···+mr is L∗mC(i,a).
To give a proof, we need the following theorem of Grossberg and Karshon.
Theorem 5.6 ([14, Theorem 2]). Let Φ˜ : Zi → RN be a moment map of
(Zi, ωi, T˜). Then the Duistermaat–Heckman measure in Lie(T˜)
∗ ∼= RN co-
incides with the measure mC(i,a) for the twisted cube C(i,a).
Proof of Theorem 5.5. Suppose that i ∈ [n]N defines a Bott–Samelson man-
ifold Zi which has a birational morphism η : Zi → ZI . For given weights
λ1, . . . , λr, let a ∈ ZN be an integer vector such that η∗LI,λ1,...,λr = Li,a.
Consider the pullback of ωI under the map η. Then we have [ωi] = [η∗(ωI)]
in H2(Zi;R) by (5.5).
Now we have the following diagram which does not necessarily commute
because two forms η∗ωI and ωi do not necessarily coincide because of taking
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averages:
Zi RN ∼= Lie(T˜)∗
ZI Rm1+···+mr ∼= Lie(T)∗
Φ˜
η L
Φ
where the map L : RN → Rm1+···+mr is defined as dA∗ where A : T → T˜
in (5.3).
But one can see that L ◦ Φ˜, respectively Φ ◦ η, is a moment map for
(Zi, ωi,T), respectively (Zi, η
∗ωI ,T). Recall from [14, Theorem 1] that the
push-forward of Liouville measure only depends on the cohomology class, so
we have that
(L ◦ Φ˜)∗ωNi = (Φ ◦ η)∗(η∗ωI)N = Φ∗ωNI .
Here the last equality holds since η induces a diffeomorphism between Zariski
open dense subsets, and a Zariski closed subset is measure zero. By Theo-
rem 5.6, we have that Φ∗ωNI /N ! = L∗mC(i,a), so the result follows. 
Example 5.7. Let I = ({1, 2}, {3}) and i = (1, 2, 1, 3). The projection map
L = (dA)∗ : R4 → R3 is given by the integer matrix1 0 1 00 1 0 0
0 0 0 1

as in Example 5.3. In Figure 2 we draw figures for four different pairs of
weights (λ1, λ2) = (2$1+4$2, 2$3), ($1+4$2, 2$3), (2$1+4$2, $3), (2$1+
3$2, 2$3) which determine line bundles LI,λ1,λ2 . The polytope in Fig-
ure 2-(1) has eight facets. When we change an integer vector a little bit,
then some facets move as one can see in the figure. In Figure 2-(2), (3),
(4) the red dots represent vertices of the projection for the corresponding
integer vector, and the blue dots represent vertices of the projection for
(λ1, λ2) = (2$1 + 4$2, 2$3). For pairs (2$1 + 4$2, 2$3), ($1 + 4$2, 2$3),
and (2$1 + 4$2, $3), the projections are honest polytopes while the projec-
tion for (2$1 + 3$2, 2$3) is not.
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