Depletion zones and crystallography on pinched spheres by Chen, Jingyuan et al.
Depletion zones and crystallography on pinched spheres
Jingyuan Chen1,2, Xiangjun Xing1,3 and Zhenwei Yao1,2∗
1School of Physics and Astronomy, and 2Institute of Natural Sciences,
Shanghai Jiao Tong University, Shanghai 200240 China
3Collaborative Innovation Center of Advanced Microstructures, Nanjing 210093, China
Understanding the interplay between ordered structures and substrate curvature is an interesting
problem with versatile applications, including functionalization of charged supramolecular surfaces
and modern microfluidic technologies. In this work, we investigate the two-dimensional packing
structures of charged particles confined on a pinched sphere. By continuously pinching the sphere,
we observe cleavage of elongated scars into pleats, proliferation of disclinations, and subsequently,
emergence of a depletion zone at the negatively curved waist that is completely void of particles.
We systematically study the geometrics and energetics of the depletion zone, and reveal its physical
origin as a finite size effect, due to the interplay between Coulomb repulsion and concave geometry
of pinched sphere. These results further our understanding of crystallography on curved surfaces,
and have implications in design and manipulation of charged, deformable interfaces in various ap-
plications.
I. INTRODUCTION
Electrically charged and deformable interfaces are
widely seen in natural and synthetic two-dimensional
systems, ranging from charged droplets of spherical [1–
3], cylindrical [4, 5] and toroidal [6, 7] geometries, var-
ious charged elastic ribbons fabricated by supramolecu-
lar self-assembly [8, 9] to charged lipid membranes [10–
12]. Surface charges can strongly affect morphologies of
deformable interfaces [13–16], renormalize their elastic
rigidities [17–20], and create local electrostatic structures
with chemical and biological implications [9, 12]. Proper
understanding of the subtle interplay between long-range
Coulomb interaction and surface morphology is not only
interesting from a theoretical point of view, but also a
prerequisite for applications of charged deformable in-
terfaces, including morphology-based functionalization of
charged supramolecular surfaces [9, 21, 22] and mod-
ern microfluidic technologies involving electrostatic dis-
persion of liquids [23–27]. As a classic example, Lord
Rayleigh demonstrated that Coulombic repulsion drives
large deformation and fission of a charged liquid droplet
long ago [1].
Another interesting example is the Thomson prob-
lem [28–32], which is to find the ground state of charged
particles confined on a spherical surface. In the resulting
triangular lattice on the sphere, several curvature-driven
crystallographic defect motifs like scars [33] and vacan-
cies [34, 35] have been discovered in the extensive theo-
retical [36–41] and experimental [33, 34, 42, 43] studies.
By allowing the surface to be deformable, the general-
ized Thomson problem can be employed to explore the
coupling of charged particles distribution and the defor-
mation of the interface. This can be experimentally re-
alized by depositing electrically charged colloids at the
spherical water-oil interface [33, 42], or by encapsulating
∗Electronic address: zyao@sjtu.edu.cn
an aqueous mixture of colloids of different sizes within
spherical water-in-oil droplets [34].
In this work, we shall control the deformation of in-
terface, and study the lowest-energy distribution of the
charges that are mobile on the surface. Specifically, we
pinch a sphere around the equator to form a peanut-like
shape. The pinching creates a negatively curved region
near the waist. Our study shows that this has strong
influence on the packing structure of charges, leading
to formation of the elongated scars which further evolve
into pleats, as well as formation of cracks that ultimately
evolve to a depletion zone, where all charges are excluded.
We systematically study the geometric structure of the
depletion zone, and demonstrate that it is a robust fea-
ture of the lowest-energy states, resulting from the inter-
play between Coulombic repulsion and the concave ge-
ometry of the waist. Furthermore, heuristic arguments
in terms of continuum electrostatics show that the de-
pletion zone structure is a finite size effect. Finally, we
briefly discuss packing of charges on a biconcave dis-
coidal shape, and find similar defect patterns and de-
pletion zones. The discovery of depletion zone structure
over the concave geometry enriches our understanding of
the crystallographic defects in curved crystals, and may
have useful applications in the design and manipulation
of charged deformable interfaces.
II. MODEL AND METHOD
A pinched sphere can be described in terms of the
spherical harmonics as
r(θ) = R
[
1 + κ(3 cos2 θ − 1)] , (1)
where θ is the polar angle, and κ is a dimensionless pa-
rameter controlling the degree of pinching. For 0 < κ <
1, the pinched sphere exhibits a peanut-like shape, as il-
lustrated in Fig. 1. The radius achieves minimum at the
waist, with r(θ = pi/2) = (1−κ)R, which shrinks as κ in-
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FIG. 1: Lowest-energy particle configurations over the typical pinched spheres. The degree of the pinching deformation is
characterized by κ. (a) κ = 0.1, (b) 0.3, (c) 0.4, and (d) 0.6. The five- and seven-fold disclinations are colored in red and green,
respectively. The rightmost panel shows the distribution of the mean curvature. (e) Plot of the excess topological charge ∆Q
in the waist region over the pinched sphere versus κ. N = 3000.
creases. For −1/2 < κ < 0, the pinched sphere becomes
a biconcave discoid, illustrated in Fig. 5.
The Gaussian curvature [44] of a surface is given by
KG = 1/R1R2, (2)
where R1 and R2 are two radii of principal curvatures.
For a pinched sphere Eq. (1), the Gaussian curvature is
KG = − 1
2
√|g| ∂∂θ
(
1√|g| ∂∂θ (r2 sin2 θ)
)
. (3)
where |g| is the determinant of the metric tensor. For
κ > 0, KG reaches minimum at the waist circle θ = pi/2:
KG,min =
1− 7κ
(1− κ)3 . (4)
KG,min becomes zero when κ = 1/7, and diverges as
κ → 1. Hence, for 1/7 < κ < 1, the waist area is neg-
atively curved. According to the Gauss-Bonnet-Chern
theorem[45], the integral of the Gaussian curvature over
a smooth surface of spherical topology is 4pi, which is a
topological invariant.
We perform simulations to find the lowest-energy state
of a collection of point charges confined on the pinched
sphere Eq. (1). These charges interact with each other
via the three-dimensional Coulomb potential Vij ∼ 1/rij ,
where rij is the distance between particle i and j. We find
the lowest-energy state by starting from a random initial
state (unless specified otherwise) and let the particles
move incrementally along the forces acting on them. We
update the particle configuration in a collective manner
to rapidly reduce the system energy, followed by moving
individual particles in each simulation step to fine tune
the system down to the bottom of the energy surface.
This protocol has been applied in several charged parti-
cle systems and has successfully generated lowest-energy
states [16, 46].
In Fig. 2(a) and 2(b), we show the reduction of system
energy towards the lowest value for the cases of κ = 0.15
and κ = 0.71, respectively. δE˜ = (Ee − Ef )/Ef , where
(a) (b)
FIG. 2: Convergence of system energy towards the lowest
value for the cases of (a) κ = 0.15 and (b) κ = 0.71.
δE˜ = (Ee−Ef )/Ef , where Ee is the total electrostatic energy
and Ef is that in the lowest energy state. In the collective
movement of particles, step size is gradually reduced to accel-
erate energy reduction. The unit of tc is 10000 sweeps over
all the particles, and that of ti in the individual mode (shown
in the insets) is by sweeping 10000 particles. N = 3000.
Ee is the total electrostatic energy and Ef is that in the
lowest energy state. The unit of tc is 10000 sweeps over
all the particles. In the collective movement of particles,
we gradually reduce the step size from 2a0 to 7.8×10−4a0
for efficiency in energy reduction. a0 is the lattice spac-
ing. We further reduce system energy by moving particles
individually, and the results are presented in the insets
in Fig. 2. We see that the system energy rapidly con-
verges after a few sweeps. Note that the unit of ti in the
individual mode is by sweeping 10000 particles.
We analyze the crystallographic defects in the result-
ing lowest-energy states using the method of Delaunay
triangulation [29]. While this is a standard procedure
of triangulation on plane, the existence and uniqueness
of triangulated state using this method on a negatively
curved surface is not guaranteed. To solve this problem,
we choose a disk-shape neighborhood of each particle,
and project it on to the tangent plane. As long as the
disk radius is sufficiently small, the curvature within the
disk can be ignored. By performing the standard De-
launay triangulation over these particles projected to the
plane, we can determine the coordination number of each
3particle without unambiguity.
To check the validity of our simulation codes, we first
simulate the evolution of charged particles on an unper-
turbed spherical substrate. Starting from an initial state
with dense distribution of disclinations, we numerically
observe the annihilation of disclinations. Only a few scat-
tered scars and dislocations survive in the final lowest-
energy states that our simulations can reach. These ob-
servations are consistent with the known results in spher-
ical crystals, suggesting the reliability of our simulations.
III. RESULTS AND DISCUSSION
A. From elongated scars to pleats
Past experimental [33] and theoretical [37] studies have
established that the charges confined on a sphere will
spontaneously organize into a triangular lattice, with var-
ious sorts of defects [29, 31, 32], including disclinations,
dislocations and scars. A z-fold vertex, i.e. a particle
with coordination number z, is called a disclination if z
differs from six. The topological charge of a disinclina-
tion is defined as q = (6 − z)pi/3. According to Euler’s
theorem [44], the total topological charge of a spherical
crystal is a topological invariant:
∑
i qi = 4pi, where the
sum is over all particles of lattice. A dislocation is a pair
of five- and seven-fold disclinations, with vanishing net
topological charge. A scar is a string of alternating five-
and seven-fold disclinations with two five-fold disclina-
tions at the ends. The topological charge of a scar is
hence pi/3, the same as a single five-fold disclination. A
scar is essentially a grain boundary across which a mis-
match of crystallographic orientation occurs.
It has been established by previous studies that in a
sufficiently large spherical crystal, the isolated point-like
five-fold disclinations become unstable and crack into
scars [33]. The length of the scars is determined by
the ratio R/a, where R is the spherical radius, while a
is the lattice spacing. By slightly pinching the sphere
along its equator, we observe an appreciable change
of scar lengths. Elongated scars are found over the
pinched spherical crystal, as indicated by the blue ar-
row in Fig. 1(a). These scars tend to align along the long
axis (defined as the z-axis) of the pinched sphere.
When κ increases to about 0.3, we find strings of al-
ternating disclinations with a five-fold disclination at one
end and a seven-fold disinclination at the other end, as
indicated by the red arrows in Fig. 1(b). Such defect
strings are called pleats. Their net topological charge is
zero [42]. Pleats have been first observed in the crys-
talline order on negatively curved capillary bridges [42].
We notice that the negatively charged ends of the pleats,
indicated by the red arrows in Fig. 1(b), are anchored at
the negatively curved waist, while the positively charged
end are located in the positively curved region. Tracking
the evolution of defect patterns as we tune the pinch-
ing, we find that these two pleats were split out from the
same elongated scar. As a consequence of this splitting,
the scar becomes significantly shorter. In this process, an
extra short scar is emitted to the surrounding crystalline
region to conserve the total topological charge.
Past studies have demonstrated that Gaussian curva-
ture can be understood as uniform counter-charge back-
ground that screens the topological charges of disclina-
tions [29]. From this perspective, it is useful to define
the geometric charge Qg of the waist area as the inte-
gral of the Gaussian curvature, the excess charge ∆Q
as ∆Q = Qd − Qg, where Qd is the total disclination
charge. Figure 1(e) shows that the excess charge ∆Q
is always positive over the range of κ ∈ [0.15, 0.4], indi-
cating that geometric curvature can only partially screen
the topological defects. Furthermore, from Fig. 1(e), we
see that ∆Q surges abruptly as κ increases from 0.3 to
0.4, which coincides with the emergence of pleats and
complete disruption of crystalline order near the waist,
as shown in Figs. 1(b) and 1(c). Previous studies have
shown that long-range repulsion driven particle-density
gradient will induce a negative Gaussian curvature and
promote emergence of seven-fold disclinations [29, 47].
This effect may partially explain the excess topological
charges in the waist area.
B. Depletion zone structure
Further increasing κ to 0.4, we observe filling of seven-
fold disclinations and complete disruption of the crys-
talline order near the waist, as illustrated in Fig. 1(c).
Concomitantly, the particle density near the waist also
becomes much lower: this seems a favorable strategy to
lower the electrostatic energy of the system. For κ ≥ 0.6,
we find the emergence of a sharply defined depletion zone
(with no particle) around the waist, as shown in Fig. 1(d).
We shall verify that the depletion zone is a robust fea-
ture of the ground state. To this end, we start from initial
states where only half of the pinched sphere (κ = 0.7) is
occupied by randomly distributed particles. Once the
dynamics is turned on, we find particles migrate to the
other side through the waist. In the final lowest-energy
state, a depletion zone is formed again over the waist
region. The particle numbers at two sides of the waist
differ by less than 1%. This indicates that the depletion
zone is indeed a robust feature of the ground sate and is
independent of the initial condition.
We can also plot the electrostatic potential on the sur-
face as a function of polar and azimuthal angle θ, φ.
Figure 3(a) shows the case where particle numbers in
the two sides of the waist are equal. It clearly shows
that the potential has a maximum on the waist where
θ = pi/2. A test charge (recall that all particles are posi-
tively charged) cannot be stabilized at the waist: it will
move to either side. By contrast, Fig. 3(b) shows the
case where particle numbers in two sides are slightly dif-
ferent (992 vs 1008 particles), and there is no potential
maximum at the waist. The potential increases mono-
tonically with the polar angle θ. A test charge placed
4(a) (b) (c)
FIG. 3: The electric potential near the waist. θ, φ are polar and azimuthal angles, respectively. (a) Equal number of particles
in two sides of the waist. There is a potential maximum on the waist. Hence a test charge cannot be stabilized near the waist.
(b) Particle number in the two sides are slightly different. There is no potential barrier near the waist, and a test charge will
automatically move to the right side with fewer particles. κ = 0.7. (c) Schematic plot of the force analysis on a test charge
indicated by the red dot in the depletion zone (see text for more information).
(a) (b)
FIG. 4: Geometric characterization of the depletion zone
structure in the lowest-energy pinched spherical crystals. (a)
Logarithmic plot of the normalized width w˜ of the depletion
zone versus the number of particles N . The data can be well
fitted by a power law with the exponent Γ. (b) Plot of Γ vs
κ. N = 3000.
near the waist will move to the side with lower potential.
These analyses further substantiate that the depletion
zone is indeed a robust property of the ground state.
To better understand the potential maximum on the
waist as shown in Fig. 3(a), let us consider the electro-
static force acting on a test charge slightly to the left of
the waist, as schematically shown in Fig. 3(c). Since the
test charge is confined on the surface, only the tangent
component of the total force is relevant. Now, as the
parameter κ increases, the waist becomes thinner, and
the local normal vector ~N rotates to the right. For suf-
ficiently thin waist, ~N is always to the right of ~F , and
hence the tangent component of ~F always points to the
left. That is, the test charge is pushed to the left. This
is exactly what we see in Fig. 3(a). The depletion zone
is caused by the local concave geometry near the waist.
We proceed to discuss the influence of particle number
N and pinching parameter κ on the size of the deple-
tion zone. Let ω˜ be the width of depletion zone normal-
ized by the diameter of waist circle. Figure 4(a) shows
that ω˜ shrinks as N increases, with the dependence well-
described by a power law for N from 100 to 4000:
ω˜ ∼ NΓ. (5)
where the exponent Γ increases linearly with κ, as shown
in Fig. 4(b). This suggests that the depletion zone is
a finite size effect, and will eventually disappear in the
limit N → ∞. Indeed, in this limit, we expect that the
electrostatic potential is described by Laplace equation
with conductor boundary condition, i.e., the potential is
constant on the entire surface, since all charges are mo-
bile in our model. Now if the charge density vanishes
in certain region on the surface, then both the potential
and its normal derivative are fixed. This corresponds to
Cauchy boundary conditions, which is known to be in-
compatible with Laplace equation. We further note that
since |Γ| < 1/2, ω˜ decays with N slower than the mean
inter-particle distance 〈a〉, which scales as 1/√N .
C. Negatively pinched sphere
It is also interesting to study the case of negative κ,
where the surface has the shape of biconcave discoid.
The defect structures for several negative values of κ are
presented in Fig. 5. At κ = −0.1, we find scars [indi-
cated by the blue arrow in Fig. 5(a)] around the rim of
the pinched sphere where the Gaussian curvature reaches
maximum, and pleats (indicated by the red arrow) over
the slightly curved areas. At κ = −0.2, we find isolated
seven-fold disclination at the dimple as shown in the inset
of Fig. 5(b). Depletion zone starts to appear when κ is
even more negative as shown Figs. 5(c) and 5(d) for the
cases of κ = −0.3, and −0.4. As in the case of positive κ,
these depletion zones are expected to vanish in the limit
N →∞.
D. Energetics analysis
So far, we have studied the packing of charged par-
ticles on frozen geometries. Many surfaces in realis-
tic systems are deformable. Here, we track the vari-
ation of the total electrostatic energy as a function of
the pinching parameter κ, following two protocols: (1)
5(a) (b)
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FIG. 5: Lowest-energy configurations on a pinched spheres
with negative κ. (a) κ = −0.1, (b) κ = −0.2, (c) κ = −0.3,
and (d) κ = −0.4. The five- and seven-fold disclinations are
colored in blue and red, respectively. N = 3000.
(a) (b)
FIG. 6: Electrostatic energy as a function of pinching param-
eter κ normalized by its value at κ = 0. (a) Volume is fixed,
but surface area changes with κ; (b) Surface area is fixed, but
volume changes with κ. N = 3000.
fixed volume [see Fig. 6(a)] and (2) fixed surface area
[see Fig. 6(b)]. For both protocols, the total electrostatic
energy decreases monotonously as κ deviate from zero.
This indicates, rather interestingly, that the surface will
spontaneously deform to a non-spherical shape as long as
the non-electrostatic interactions, such as surface tension
and curvature energy, are sufficiently weak. This shall be
discussed in a separate work. We also note that the re-
duction of the total electrostatic energy indicates that
pinching a charged sphere can increase its capacitance as
an electric conductor, since C = Q/U = Q2/(2E), where
Q is the total charge, U is the electric potential, and E
is the electrostatic energy of the conductor.
IV. CONCLUSION
In this work, the charged interface is deformed in a con-
trollable fashion by tuning the single parameter κ. This
strategy has its merit, but it inevitably excludes the pos-
sibilities of other lowest-energy shapes. Rich structures
can be developed on a charged interface, such as the ex-
perimentally observed singularity structures developed at
the poles of a charged ellipsoidal droplet [26, 48], and the
hierarchical bucklings of an elastic charged ribbon [16].
Furthermore, fluctuations of surface charges in real sys-
tems may modify the bending rigidity and influence the
stability of the charged membranes [13, 18, 49]. It is of
great interest to generalize our model by including these
effects to approach a real charged, deformable interface
in the future work.
In summary, through the generalized Thomson prob-
lem, we study the combined effects of long-range interac-
tion and curvature in shaping the crystalline order on the
deformed sphere. As a key result in this work, we discover
the depletion zone structure, and reveal its physical ori-
gin as a finite size effect that results from the geometry-
regulated long-range interaction. These findings provide
further insights into the crystallography of charged par-
ticles on curved surfaces. A future direction is to fully
explore the shape space of a charged interface of various
topologies. Notably, singularity structures may be devel-
oped over a freely evolving charged interface under the
long-range interaction [26, 48].
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