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A general method for classifying the possible quark models of a multi-Higgs-doublet model, in the
presence of Abelian symmetries, is presented. All the possible sets of textures that can be present in
a given sector are shown, thus turning the determination of the flavor models into a combinatorial
problem. Several symmetry implementations are studied for two and three Higgs doublet models.
Some models implementations are explored in great detail, with a particular emphasis on models
known as Branco-Grimus-Lavoura and nearest-neighbour-nnteraction. Several considerations on the
flavor changing neutral currents of multi-Higgs models are also given.
PACS numbers: 11.30.Er, 11.30.Ly,12.60.Fr
I. INTRODUCTION
The Standard Model (SM) of strong and electroweak
interactions is very successful phenomenologically and
the discovery of a Higgs-like particle [1] was the missing
piece in order to establish it as the best model available.
However, there is a general consensus that this should
not be the final theory because it does not explain basic
issues such as dark matter, neutrino masses, number of
families, and many others.
One possible extension of the SM is the addition of
extra copies of the Higgs field, just like in the fermionic
sector. The most common scenario is the two Higgs dou-
blet model (2HDM), which has been extensively studied
in the literature; for a review see [2]. Models with three
or more Higgs bosons have also been considered, but the
lack of information on these extension is much larger.
With the addition of extra scalar doublets the number
of parameters, in the scalar and Yukawa sector, increases
largely. In these N Higgs doublet models (NHDM) it
is very common to add symmetries to help tackle the
problem. For the 2HDM, Ivanov [3] has shown that, no
matter what combination of flavor symmetries and/or
generalized CP symmetries one imposes on the scalar
potential, one always ends up with one of six distinct
classes of potentials. Later, this issue was studied fur-
ther by Ferreira, Haber, and Silva [4]. The recent studies
of Ivanov and Vdovin [5] have extended these analyses to
the three Higgs doublet models (3HDM). The study of
Abelian symmetries in the NHDM scalar sector was done
by Ivanov, Keus, and Vdovin [6]. Despite the extensive
general studies of symmetries in the scalar potential of
NHDM, the Yukawa sector has been left partially apart.
There are several particular flavor models in literature
with two, three, or more Higgs fields, but there is a lack
of a general approach as the one existing for the scalar
sector.
The study of the Yukawa sector in NHDM tends to
be a little involved since, besides the scalar fields, we
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have three types of fermions (QL, nR, and pR) repeated
3 times. This enlarges significantly the number of choices
for the representations of a given group. Recently, a gen-
eral study of 3HDM in the presence of A4 and S4 was
done [7]. These are two interesting non-Abelian groups
since they lead to a scalar potential highly symmetric,
allowing the complete determination of the global mini-
mums [8]. While, the study of non-Abelian symmetries
in the Yukawa sector depends strongly of the irreducible
representations (irreps) and the way we attribute them,
for the Abelian case we only have one-dimensional irreps.
Using this feature, Ferreira and Silva [9] have presented a
general study of Abelian symmetries in the Yukawa sec-
tor of the 2HDM. The aim of this work is to extend this
study to the NHDM case.
This article is organized as follows. In Sec. II we
introduce our notation and show how the action of
Abelian symmetries constrains the Yukawa textures. In
Sec. III we show the possible combinations of textures,
i.e. chains, that can be built in Abelian models, as well as
the possible Higgs fields transformations and associated
textures. In Sec. IV we explain how to make the con-
nection between the up-quark and down-quark sectors,
allowing us to build explicit models for the quark sector.
In Sec. V we extend our previous analyses to cases where
the Abelian group is a direct product of cyclic groups.
In Sec. VI explicit model implementations are studied
in detail, in particular, the well-known Branco-Grimus-
Lavoura (BGL) and nearest-neighbour-interaction (NNI)
models. We draw our conclusions in Sec. VII.
II. ABELIAN SYMMETRIES VERSUS
YUKAWA TEXTURES
The most general and renormalizable scalar potential
constructed withN copies of the SU(2)L⊗U(1)Y doublet
Φa (a = 1, · · · , N) is
V = Yab
(
Φ†aΦb
)
+ Zabcd
(
Φ†aΦb
) (
Φ†cΦd
)
(1)
with
Yab = Y
∗
ba , Zabcd = Zcdab = Z
∗
badc , (2)
2due to Hermiticity of the Lagrangian. The model also
contains three flavors of left-handed quarks (QLα), right-
handed down-type quarks (nRα), and right-handed up-
type quarks (pRα), with the Greek letters denoting the
fermion flavors. The scalars and fermion fields are con-
nected through the Yukawa Lagrangian
−LYuk =(Γa)αβ QLαΦa nRβ + (∆a)αβ QLα Φ˜a pRβ
+H.c. ,
(3)
with Φ˜a ≡ iτ2Φa. The matrices in flavor space are de-
noted with bold. When the scalar fields acquire a vacuum
expectation value, i.e. 〈Φa〉 = va, the quarks become
massive. Their mass matrix takes the form
Mu = v
∗
a∆a and Md = vaΓa . (4)
They are diagonalized through a left and right unitary
transformation
U
p†
L MuU
p
R = diag(mu,mc,mt) ,
U
n†
L MdU
n
R = diag(md,ms,mb) .
(5)
The quark mixing matrix is defined as VCKM = U
p†
L U
n
L.
The invariance of Eq. (1) under
Φa → (S
′
H)abΦb , (6)
defines a symmetry of the scalar potential. The S ′H is the
generator of the symmetry group (there could be more
than one). This requirement of invariance will put con-
straints on the Yab and Zabcd couplings. If we want this
symmetry to leave the full Lagrangian invariant, then the
fermionic fields will also have to transform,
QL → SLQL , nR → S
n
R nR , pR → S
p
R pR (7)
and leave the Yukawa sector invariant. This requirement
on the Yukawa sector leads to the constraints

S†L Γb S
n
R (S
′
H)ba = Γa
S†L∆b S
p
R (S
′∗
H)ba =∆a
→ S†LAb SR (SH)ba = Aa ,
(8)
with Aa = {Γa, ∆a}, while SL, SR = {SnR, S
p
R}, and
SH = {S ′H , S
′∗
H} are the symmetry generators for QL,
nR(pR), and Φa(Φ
∗
a), respectively.
Abelian symmetries are characterized by the commuta-
tivity of all their group elements, leading to the existence
of only one-dimensional representations. This in turn im-
plies the existence of a basis where the generators present
in Eq. (7) are all diagonal, i.e.
SL = diag
(
eiα1 , eiα2 , eiα3
)
,
SR = diag
(
eiβ1 , eiβ2 , eiβ3
)
,
SH = diag
(
eiθ1 , eiθ2 , · · · , eiθN
)
.
(9)
In this basis it becomes clear that the Higgs field trans-
formations define only trivial textures, i.e. the full matrix
or the null matrix. Therefore, these transformations will
not play any role in finding nontrivial textures, and the
best way to get rid of them is through the Hermitian
combinations HaL = AaA
†
a and H
a
R = A
†
aAa. These com-
binations have another particularity, they split the left-
and right-handed space
S†LH
a
LSL = H
a
L , S
†
RH
a
RSR = H
a
R . (10)
In order to find the possible textures of Aa, we shall solve
the equations above. We shall do this for the left-handed
space, having in mind that the right-handed space solu-
tion can be found in an equivalent way.
The solution of the first relation in Eq. (10) falls into
one of three cases:
(1) SL has a full degeneracy,
(2) SL has two-fold degeneracy,
(3) SL is nondegenerate
A. Case (1): SL has a full degeneracy
In this case, the left-handed Hermitian combination
has to be of the form
HaL =

× × ×× × ×
× × ×

 . (11)
The × represents an entry that in general is nonzero.
This means that it could be zero in a particular model
implementation, but the symmetry itself does not impose
it. In this case, looking to the combination matrix HL
is not of great advantage. However, having in mind how
Aa transforms under the symmetry, see Eq. (8), we get
for this case
eiγAaSR = Aa , (12)
with γ = θa − α and α = α1 = α2 = α3. This, in turn,
implies the following textures for Aa

× × ×× × ×
× × ×

 ,

× ×× ×
× ×

P and

××
×

P ,
(13)
for SR full degenerate, two-fold degenerate and nonde-
generate, respectively. The empty entries represent null
elements. The matrix P represents a permutation ma-
trix. There is no permutation on the left since it does
not change the textures. The set of 3 × 3 permutation
3matrices is
I =

1 1
1

 , P12 =

 11
1

 ,
P13 =

 11
1

 , P23 =

1 1
1

 ,
P123 =

 11
1

 , P321 =

 1 1
1

 .
(14)
B. Case (2): SL has two-fold degeneracy
Here, the left-handed Hermitian combination has to be
of the form
HaL = P
′



× ×× ×
×

 ,

× ×× ×




×



P ′T
(15)
As a default, the two-fold degeneracy was chosen to be
in the (1, 2) sector. The role of the permutation matrices
is to allow this degeneracy to be in one of the other two
sectors, i.e. (1, 3) and (2, 3).
This two-fold degeneracy imposes a two-zero texture
in HaL. However, it does not forbid the nonzero blocks
to be zero. If HaL were a completely general Hermitian
matrix with no correlations among entries, the first tex-
ture would be the only one present. However, since HaL
is a combination of Aa, there can be correlations among
entries, due to the texture of Aa. Therefore, the second
and third textures in Eq. (15) become possible.
In order to find the textures for Aa we shall work
within the two-fold degeneracy in the (1, 2) sector, since
the others are obtained through some permutation of
rows and columns. Since the entries on the Aa are unre-
lated, the only way to have zero entries in the Hermitian
combination is to have zero entries in Aa. This fact can
be easily seen if one writes (Aa)ij = e
iγijaij , with γij
and aij arbitrary and unrelated. The left-handed Hermi-
tian combination is given by (HaL)ij = e
i(γik−γjk)aikajk.
Therefore, a zero in the (i, j) position implies
ei(γik−γjk)aikajk = 0 . (16)
Since γik and γjk are unrelated for i 6= j, the only way
to have the sum equal to zero is to have every element
of the sum equal to zero. Otherwise, the above condition
would imply a relation between aij elements that is not
imposed by the Abelian symmetry. Therefore, phases of
elements in Aa are irrelevant for defining a texture.
We start by noticing that the Hermitian combination
HaL is invariant under the transformation Aa → AaU,
withU a general unitary matrix. However, as seen above,
phases of Aa do not play any role in defining textures.
Therefore, this freedom on the right can be seen as a real
orthogonal transformation. Still, since this orthogonal
freedom makes part of Aa its orthogonality can not de-
pend on relations between entries. The only orthogonal
matrices where this is fulfilled are the permutation ma-
trices. Therefore, respecting only textures, the unitary
freedom on the right is nothing more than the possibility
of permuting columns.
The relevant system of equations for the first texture
in Eq. (15) is given by
HaL =

× ×× ×
×

→


(a11 + a21) a31
+(a12 + a22)a32
+(a13 + a23)a33 = 0
a231 + a
2
32 + a
2
33 6= 0
a211 + a
2
12 + a
2
13 6= 0
a221 + a
2
22 + a
2
23 6= 0
(17)
We now determine the solutions of this system:
(i) Last line of Aa with two zeros. There are three
possible implementations of this, which just cor-
respond to the freedom to multiply on the right
(permutation of columns). We then choose a31 =
a32 = 0, which in turn implies that a13 = a23 = 0
leading to
Aa =

× ×× ×
×

P . (18)
We still have the freedom to put aij elements to
zero and still get the same HaL. However, one
should note that additional zeros are determined
by the generator SR and therefore entire columns
are set to zero. Thus a12 = 0 is not allowed but
a12 = a22 = 0 is, leading to
Aa =

××
×

P . (19)
Additional matrices can be found by column sup-
pression, but they will always lead to the zero block
diagonal case, which will be fully studied below.
(ii) Last line of Aa with one zero. Again, there are
three possible implementations. We choose a33 = 0
and a11 = a21 = a12 = a22 = 0, leading to
Aa =

 ××
× ×

P . (20)
By setting the first column to zero, we get
Aa =

 ××
×

P , (21)
falling into the previous case.
4Now we study the system when it has a zero block diag-
onal form
HaL =

× ×× ×

→


(a11 + a21) a31
+(a12 + a22)a32
+(a13 + a23)a33 = 0
a231 + a
2
32 + a
2
33 = 0
a211 + a
2
12 + a
2
13 6= 0
a221 + a
2
22 + a
2
23 6= 0
(22)
This implies that the last line equals zero, leading to
Aa =



× × ×× × ×

 ,

× ×× ×

 ,

××



P .
(23)
Finally, the last texture in Eq. (15) gives the system
HaL =


×

→


(a11 + a21) a31
+(a12 + a22)a32
+(a13 + a23)a33 = 0
a231 + a
2
32 + a
2
33 6= 0
a211 + a
2
12 + a
2
13 = 0
a221 + a
2
22 + a
2
23 = 0
(24)
This forces the first two lines to be zero:
Aa =




× × ×

 ,


× ×

 ,


×



P .
(25)
C. Case (3): SL nondegenerate
In this case, the left-handed Hermitian combination
has to be of the form
HaL = P
′



× ×
×

 ,

 ×
×

 ,


×



P ′T .
(26)
The first texture implies AaA
T
a = diag, since phases play
no role. The only matrices that satisfy this relation are
monomial matrices, i.e. matrices with the textures of
a permutation matrix. To see this, we start with the
equation
AaA
T
a = d (27)
with d a nonsingular diagonal matrix. We may rewrite
the above equation as
d−1/2AaA
T
a d
−1/2 = I , (28)
with d−1/2Aa an orthogonal matrix, with no relations
between entries, i.e. permutation matrices. Thus Aa =
d1/2P is a monomial matrix.
The second case, with one zero entry in the diagonal
[with no loss of generality (HaL)11 = 0], gives the system
HaL =

 ×
×

→


(a11 + a21) a31
+(a12 + a22)a32
+(a13 + a23)a33 = 0
a11a21 + a12a22 + a13a23 = 0
a231 + a
2
32 + a
2
33 6= 0
a211 + a
2
12 + a
2
13 = 0
a221 + a
2
22 + a
2
23 6= 0
(29)
This automatically imposes, to the textures found in case
(2) with no zero block diagonal and the monomial ma-
trices, the first line null
Aa =



× ×
×

 ,

 ×
×



P . (30)
Finally, for the case with two zeros in the diagonal, we get
the same matrices as the ones found in the last texture
of case (2).
D. Textures and classes
The case where HaL is zero always leads to Aa zero
and can always be implemented in any of the three cases
presented above.
The same analysis could have been done with the
Hermitian combination HaR, and the transpose textures
would be found. However, all matrices have their trans-
pose in this set of allowed textures. We then summarize
the set of all possible textures for Aa allowed by Abelian
symmetries:
5P ′

A1 =

× × ×× × ×
× × ×

 , A2 =

× ×× ×
×

 , A3 =

 ××
× ×

 , A4 =

 ××
×

 , A5 =

× × ×× × ×

 ,
A6 =

× ×× ×
× ×

 , A7 =

× ×× ×

 , A8 =

 ××

 , A9 =


× × ×

 , A10 =

 ××
×

 ,
A11 =


× ×

 , A12 =


×

 , A13 =

× ×
×

 , A14 =

× ×
×

 , A15 =

 ×
×



P
(31)
and the null matrix is denoted by A0. In Table I, we
present the nine distinct classes that are possible. The
null matrix, i.e. A0, can be implemented in any of these
classes, and therefore is not presented in the table. In
order to simplify the notation, we shall denote the nine
classes as (i, j), with i and j corresponding to the num-
ber of different phases for the left and right generators,
respectively. The left-handed transformations are con-
nected with the quark mixing and are shared by both
sectors. This implies that the three classes (2, i) are in
fact nine, three for each PL = {1 ,P13, P23}. Since each
sector has to share the same left permutation matrix, we
shall choose PL = I without loss of generality. The to-
tal number of models for such classes will be 3 times the
cases studied, with the appropriate left permutations.
❍
❍
❍
❍H
a
L
HaR


× × ×
× × ×
× × ×

 PR


• •
• •
•

PR


•
•
•




× × ×
× × ×
× × ×

 A1 {A6 , A10}PR {A10}P
PL


• •
• •
•

PL PL {A5 , A9} PL {A2 , A3 , A7 , A8 , A11 , A12}PR PL {A4 , A8 , A12}P


•
•
•

 P ′ {A9} P ′ {A11 , A12 , A14}PR P ′ {A12 , A13 , A15}P
TABLE I. Different classes of textures, with • = × or 0.
III. ABELIAN SYMMETRIES, CHAINS, AND
CHARGE VECTOR
In this section, the textures found previously will be
grouped into sets that can be simultaneously imple-
mented by a symmetry. In order to exemplify the prob-
lem we face, one example is in order. From Table I, we
see that the class (2,2) allows for A3 and A8 textures.
However, these textures overlap partially, and no sym-
metry can be found that allows this.
Our aim is to find all possible texture combinations in
each class. For that we introduce two new concepts:
• Disjoint textures: two matrices have disjoint tex-
tures if and only if they do not share any nonzero
entry. For example

× ×
× ×

 :



 ×× ×
×

 ,

 ×

 , · · ·

 . (32)
• Chain: the set of matrices with disjoint textures
belonging to the same class, which together build
6a full matrix. For example
× ×
× ×

 ,

 ×× ×
×

 ,

 ×

 . (33)
The chains will be denoted as C
(i,j)
n , which means
the nth chain of the class (i, j). The null matrix
can be present in a chain by construction or added
a posteriori, in the last case the chain is denoted as
0C
(i,j)
n .
In order to find the possible chains and the Abelian
groups that may implement them, we introduce the phase
transformation matrix
ΘAa =

β1 − α1 β2 − α1 β3 − α1β1 − α2 β2 − α2 β3 − α2
β1 − α3 β2 − α3 β3 − α3


=
2pi
n

 k1 k2 k3k1 − kL1 k2 − kL1 k3 − kL1
k1 − kL2 k2 − kL2 k3 − kL2

 .
(34)
This matrix represents the phases of each entry of Aa
when acted by the left and right symmetry generators.
The first line of Eq. (34) is expressed in term of the con-
tinuous phases αi and βi, while in the second line we
have discretized it. For simplicity we shall work with the
last line. The group could take two forms: Zkn; Zn≥k.
The first case tells us that the order of the group has to
belong to kZ and therefore the group is discrete. The
second case just says that the order of the group has to
be equal or larger than k. Therefore, the group could be
a Zk, Zk+1 or even a U(1). In this discrete notation, the
left and right generators are given by
SL = diag
(
1, ωkL1n , ω
kL2
n
)
,
SR = diag
(
ωk1n , ω
k2
n , ω
k3
n
)
.
(35)
Without loss of generality, we have chosen the first entry
of SL to have no phase. Since the class (3, i) contains
textures and all their left permutations, we need to rede-
fine the phases kL1 and kL2 when left permutations are
applied in Eq. (35). The redefinitions are:
(i) P12SLPT12: kL1 → −kL1, kL2 → kL2 − kL1
(ii) P13SLPT13: kL2 → −kL2, kL1 → kL1 − kL2
(iii) P23SLP
T
23: kL1 → kL2, kL2 → kL1
(iv) P123SLPT123: kL1 → kL2 − kL1, kL2 → −kL1
(v) P321SLPT321: kL1 → −kL2, kL2 → kL1 − kL2
Up to this point the number of Higgs fields and their
symmetry transformations have not been used. The rea-
son has to do with the fact that they are just a global
phase transformation for each Yukawa coupling. There-
fore, they have no impact on the determination of the
possible textures for each individual matrix. The role
of the Higgs fields will be to select the textures from a
given chain. Different charges for the scalar fields will
lead to disjoint textures of the same chain. We then de-
fine charge vector as the set of phases associated with
the disjoint textures of a given chain. These will be the
charges under which the Higgs fields will transform.
The size of a chain is equal to the order of the smallest
Abelian group needed to build the chain. This is true
since if a texture has m distinct k′s, we may subtract to
the equivalent phase matrix (equivalent to multiplying
the texture by an exponential) the phase 2pin k1. This
will transform the texture to one of its disjoint matrices.
We can repeat this process for the m different k’s. This
will lead to a set of m+ 1 disjoint matrices belonging to
the same class. This defines a chain. The order of the
smallest Abelian group that forms this chain has to be
m+ 1, i.e. the number of distinct k′s plus the identity.
Next we present an example of how to construct the
possible chains for a given class, vector charge, as well as
the Abelian groups that can be used to implement them.
A. Building chains and associated vector charges
We shall now present the general method for finding
the vector charges. We use as an example the class (2,2).
This class can be divided into two cases: with PLA2P
R;
without PLA2PR.
In the first case, i.e. with a texture PLA2P
R, the
symmetry implementation is given by{
SR = P
Rdiag
(
1, 1, ωkL2n
)
PR ,
SL = PLdiag
(
1, 1, ωkL2n
)
PL ,
(36)
leading to the phase transformation matrix ΘPLA2PR
2pi
n
.PL

 0 0 kL20 0 kL2
−kL2 −kL2 0

PR . (37)
In this case we have two possibilities:
(i) kL2 6= −kL2
This implies kL2 6= n/2. The order of the group
has to be n ≥ 3, leading to the chain
Zn≥3 : P
L {A2 ⊕A8 ⊕A11}P
R . (38)
The associated charge vector is(
1, ω−kL2n , ω
kL2
n
)
. (39)
(ii) kL2 = −kL2
This implies kL2 = n/2. The order of the group
has to be n ∈ 2Z, leading to the chain
Z2n : P
L {A2 ⊕A3}P
R . (40)
7We have made the redefinition n → 2n. The asso-
ciated charge vector is
(1, ωn2n) , kL2 = n . (41)
We now turn to the second case, i.e. without the tex-
ture PLA2PR. The symmetry implementation is given
by {
SR = P
Rdiag
(
1, 1, ωk3n
)
PR ,
SL = PLdiag
(
1, 1, ωkL2n
)
PL ,
(42)
leading to the phase transformation matrix ΘPLA7PR
2pi
n
.PL

 0 0 k30 0 k3
−kL2 −kL2 k3 − kL2

PR . (43)
In this case we have the following possibilities:
(i) k3 = −kL2
This implies kL2 6= n/2. The group order has to be
n ≥ 3, leading to the chain
Zn≥3 : P
L {A7 ⊕A3 ⊕A12}P
R , (44)
with the associated charge vector(
1, ωkL2n , ω
2kL2
n
)
. (45)
(ii) k3 6= −kL2
The group order has to be n ≥ 4, leading to the
chain
Zn≥4 : P
L {A7 ⊕A8 ⊕A11 ⊕A12}P
R . (46)
The associated charge vector is(
1, ω−k3n , ω
kL2
n , ω
kL2−k3
n
)
. (47)
The same procedure should be done for the nine
classes. Details on this construction are given in Ap-
pendix. B. The Tables II and III summarize the set of
chains and their associated vector charge possible for the
classes (1, i) and (2, i), respectively. Table IV presents
the chains for classes (3, i), while the associated vector
charges are presented in Table XIII, relegated to Ap-
pendix D due to its size. Also, in Appendix D the Ta-
ble X presents the symmetry groups that can be used to
implement each chain.
C
(1,1)
1 A1 1
C
(1,2)
1 {A6 ⊕ A10}P
R (1, ω−k3n )
C
(1,3)
1 A10 ⊕ A10P23 ⊕ A10P13 (1, ω
−k2
n , ω
−k1
n )
TABLE II. Chains and associated charge vector for the classes
(1, i).
C
(2,1)
1 P
L {A5 ⊕A9} (1, ω
kL2
n )
C
(2,2)
1 P
L {A2 ⊕A3}P
R (1, ωn2n) , kL2 = n
C
(2,2)
2 P
L {A2 ⊕A8 ⊕A11}P
R (1, ω−kL2n , ω
kL2
n )
C
(2,2)
3 P
L {A7 ⊕A3 ⊕A12}P
R (1, ωkL2n , ω
2kL2
n )
C
(2,2)
4 P
L {A7 ⊕A8 ⊕A11 ⊕ A12}P
R (1, ω−k3n , ω
kL2
n , ω
kL2−k3
n )
C
(2,3)
1 P
L {A4 ⊕A4P321 ⊕A4P123} (1, ω
2n
3n , ω
n
3n) , kL2 = 2n
C
(2,3)
2 P
L {A4 ⊕A4P23 ⊕ A8P13 ⊕ A12P13} (1, ω
n+1
2(n+1)
, ω
−k1
2(n+1)
, ω
−k1+n+1
2(n+1)
), kL2 = n+ 1
C
(2,3)
3 P
L {A4 ⊕A4P123 ⊕A8P13 ⊕ A12} (1, ω
−kL2
n , ω
−2kL2
n , ω
kL2
n )
C
(2,3)
4 P
L {A4 ⊕A4P321 ⊕A12P13 ⊕A8P23} (1, ω
kL2
n , ω
2kL2
n , ω
−kL2
n )
C
(2,3)
5 P
L {A4 ⊕A8P23 ⊕ A8P13 ⊕ A12 ⊕ A12P13} (1, ω
−kL2
n , ω
−k1
n , ω
kL2
n , ω
kL2−k1
n )
C
(2,3)
6 P
L {A8 ⊕A8P23 ⊕ A8P13 ⊕ A12 ⊕ A12P23 ⊕ A12P13}
(
1, ω−k2n , ω
−k1
n , ω
kL2
n , ω
kL2−k2
n , ω
kL2−k1
n
)
TABLE III. Chains and associated charge vector for the
classes (2, i).
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(3,1)
1 A9 ⊕P23A9 ⊕ P13A9
C
(3,2)
1 {1,P12} {A14 ⊕ P123A14 ⊕P321A14}
C
(3,2)
2 {1,P12,P13} {A14 ⊕ P23A14 ⊕ P13A11 ⊕ P13A12}
C
(3,2)
3 {P} {A14 ⊕ P123A14 ⊕ P13A11 ⊕ P23A12}
C
(3,2)
4 {P} {A14 ⊕ A11 ⊕ P13A11 ⊕ P23A12 ⊕ P13A12}
C
(3,2)
5 A11 ⊕ P23A11 ⊕ P13A11 ⊕ A12 ⊕P23A12 ⊕ P13A12
C
(3,3)
1 A13 ⊕ P123A13 ⊕P321A13
C
(3,3)
2 {1,P12,P23} {A13 ⊕ P321A15 ⊕ A15P123 ⊕ P123A15P12}
C
(3,3)
3 {1,P12,P23} {A13 ⊕ P321A15 ⊕ A15P123 ⊕ P13A12 ⊕ A12P13}
C
(3,3)
4 {1,P13,P23} {A13 ⊕ P321A15P13 ⊕ A12P23 ⊕ P23A12 ⊕ A12P13 ⊕ P13A12}
C
(3,3)
5 A13 ⊕ A12P23 ⊕ P23A12 ⊕ A12P13 ⊕ P13A12 ⊕ P13A12P23 ⊕ P23A12P13
C
(3,3)
6 {1,P12,P13} {A15 ⊕ P23A15 ⊕ P321A15P13 ⊕ P123A15P12 ⊕ P13A12P13 ⊕ A0}
C
(3,3)
7 {1,P12,P13} {A15 ⊕ A15P123 ⊕ P321A15P12 ⊕P123A15P12 ⊕P13A12P23}
C
(3,3)
8 A15 ⊕ P321A15 ⊕P123A15 ⊕ A12P13 ⊕ P23A12P13 ⊕ P13A12P13
C
(3,3)
9 A15 ⊕ P12A15P13 ⊕ P13A15P12 ⊕ P13A12P13 ⊕ A12P23 ⊕ P23A12 ⊕ A0
C
(3,3)
10 {1,P12,P13} {A15 ⊕ A15P123 ⊕ A15P321 ⊕ P13A12 ⊕ P13A12P23 ⊕P13A12P13}
C
(3,3)
11 {P} {A15 ⊕ P123A15 ⊕ P13A15P123 ⊕ P13A12P13 ⊕ P23A12 ⊕ A12P13}
C
(3,3)
12 {P} {A15 ⊕ A15P321 ⊕ P13A15P123 ⊕ A12P23 ⊕ P13A12 ⊕P13A12P13}
C
(3,3)
13 {P} {A15 ⊕ P321A15P13 ⊕ P13A12P13 ⊕P23A12 ⊕P13A12 ⊕A12P23 ⊕ A12P13 ⊕ A0}
C
(3,3)
14 {1,P12,P13,P23} {A15 ⊕P321A15 ⊕ P13A12P13 ⊕ P13A12 ⊕ A12P23 ⊕ A12P13 ⊕ P23A12P13}
C
(3,3)
15 {1,P12,P13,P23} {A15 ⊕A15P123 ⊕ A12P13 ⊕ P23A12 ⊕ P13A12 ⊕ P13A12P23 ⊕ P13A12P13}
C
(3,3)
16 {1,P12,P13} {A15 ⊕ P23A15 ⊕ P13A12P13 ⊕P13A12 ⊕P13A12P23 ⊕ A12P13 ⊕ P23A12P13 ⊕ A0}
C
(3,3)
17 {1,P12,P13,P23} {A15 ⊕A12P23 ⊕A12P13 ⊕ P23A12 ⊕ P23A12P13 ⊕ P13A12 ⊕P23A12P23 ⊕ P13A12P13}
C
(3,3)
18 A12 ⊕ P23A12P23 ⊕ A12P23 ⊕ A12P13 ⊕ P23A12 ⊕ P23A12P13 ⊕P13A12 ⊕P13A12P23 ⊕ P13A12P13
TABLE IV. Chains for the classes (3, i).
IV. CONNECTING UP AND DOWN YUKAWA
SECTORS
Until now we have only studied textures and symme-
tries of matrices. No information of how an actual model
would look like was given. In this section we shall clash
the up and down sector to see what are the kind of tex-
tures, and minimal symmetries, that one can construct
in a multi-Higgs model. The relation between the two
sectors comes from the left-handed sector and the scalar
fields. It is obvious that, even though the number of tex-
tures and chains is finite, the number of possible models
with a large number of Higgs fields becomes impossible
to deal with.
The steps to construct the possible models from the
vectors charge are the following:
(1) Choose two chains, one for the down and another
for the up sector, belonging to any of the three
classes (i,1), (i,2), and (i,3). Each chain has its
associated vector charge. To each charge one de-
fines a node. Draw a column of nodes for each sec-
tor (without lost of generality we choose the column
of the down sector to be on the left). Any A0 tex-
ture that was not presented in the minimal chain
implementation is denoted by a white node.
Example:
Down/Up sector:
0C
(2,1)
1 =
{
{A5 , A9 , A0}
(1 , ωkL2n , ω
k
n)
−→
Γ5
Γ9
Γ0
∆5
∆9
∆0
(48)
(2) Write on each node of the left column the associated
charges and on the right columns the conjugated
ones.
Example:
0
kL2
k
0
−kL2
−k
(49)
(3) Connect the nodes of the two columns. Each non-
trivial connection gives a constraint on some of the
9symmetry phases. Constraints that impose two
nodes, for the same column, with the same charge
are not allowed.
Example (cases with no massless quark):

2 constraints:
kL2 = −kL2mod(n)⇒ kL2 =
n
2


constraints:
k = −kL2
(50)
The symbol n states that the order of the diagram
is nZ.
(4) Use the freedom of a global phase transformation
to change the position of the 0 phase. With no loss
of generality we can do it to the right column.
Example: we get two more cases
0
kL2
k
kL2
0
−k + kL2
,
0
kL2
k
k
−kL2 + k
0
. (51)
(5) Repeat step (3).
Statement: Given a diagram, the minimal order of
the symmetry group is given by the number of nodes in
the largest column (nnlc). If in that column the white
node is not connected, the size of the group is reduced
by one unit. If the condition n/k ∈ Z is imposed by
one line, then the group order will be the smaller number
bigger/equal than nnlc that is divisible by k.
A. Models up to N = 3
In this section we shall present some model implemen-
tations for up to three Higgs doublets. We start with
models belonging to class (1, i). In Table V , we present
the combinations of textures that have three mixing an-
gles. In order for a model to be phenomenologically vi-
able, at least one of these combinations has to be present
in one sector.
Classes
A1 ⊕A0 ⊕A0
0C
(1,1)
1
A6 ⊕ A10 ⊕A0
0C
(1,2)
1
A10 ⊕ A10P23 ⊕A10P13 C
(1,3)
1
TABLE V. Combinations with N = 3 which lead to three
mixing angles for classes (1, i).
The cases with N = 1, 2, which has three mixing an-
gles, can be easily extracted from Table V. In order to
exemplify some properties we shall study in detail the im-
plementation of models with C
(1,3)
1 in both sectors [step
(1)]. We start by drawing the diagram and associated
charges [step (2)]
0
−kd2
−kd1
0
ku2
ku1
(52)
Since we have the same chain in both sectors we should
have on the right column the conjugated charges (or an-
tisymmetric phases). However, the phases coming from
the right-handed fields are different for the up and down
quarks. Therefore, the only phases that we truly need to
conjugate are the ones coming from the left-handed fields
and the ones associated to extra null textures.
The next step is to join the nodes [step (3)]. However,
in order to guarantee that the model can explain the six
quark masses we need Table XIV, where the combina-
tions of textures in a chain that gives det(Mu,d) 6= 0 up
to three Higgs fields is presented. From Table XIV, we
see that only models with three Higgs bosons are allowed
and, therefore, all nodes of the diagrams must be con-
nected. For the cases with the zero in the first position
we get
0
−kd2
−kd1
0
ku2
ku1
= (53)
The first diagram implies ku2 = −k
d
2 and k
u
1 = −k
d
1 , while
the second diagram implies ku1 = −k
d
2 and k
u
2 = −k
d
1 .
All these relations are true up to mod(n). Next we use
the freedom of a global phase transformation to change
the position of the zero on the right column [step (4)[.
Subtracting ku2 on the right columns and following step
(3), we get
0
−kd2
−kd1
−ku2
0
ku1 − k
u
2
= (54)
The first diagram implies kd2 = k
u
2 and k
d
1 = k
u
2−k
u
1 , while
the second diagram implies kd1 = k
u
2 and k
d
2 = k
u
2 − k
u
1 .
We repeat the last steps, but now subtracting the phase
ku1 . We get the diagrams
0
−kd2
−kd1
−ku1
ku2 − k
u
1
0
= (55)
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The first diagram implies kd1 = k
u
1 and k
d
2 = k
u
1 − k
u
2 ,
while the second one implies kd2 = k
u
1 and k
d
1 = k
u
1 − k
u
2 .
This completes the identification of the models available
for this case.
We shall use the notation C
(i,j)
k ⊗ C
(i,j′)
n to represent
the case where we have for the down-quark sector the
chain C
(i,j)
k and for the up-quark sector the chain C
(i,j′)
n .
Multiple lines connecting the same nodes represent sev-
eral Higgs fields with the same charge. In order to keep
in mind that the down-quark sector is represented by
the left column, we represent the textures Ai by Γi. For
the up-quark sector we do the same, but replacing Ai
by ∆i. We should regard Γi and ∆i as just matrices
from Eq. (31). Their relation with the Yukawa couplings
Γa and ∆a has to do with the labeling given for the
Higgs fields. For example, the model with Γ1 = Γ10,
Γ2 = Γ10P23, and Γ3 = Γ10P13 is telling us that Φ1
couples with Γ10, Φ2 with Γ10P23 and Φ3 with Γ10P23.
Next we present the complete set of models for N ≥ 3
for the classes (1, i):
0C
(1,1)
1 ⊗
0C
(1,1)
1
Γ1
2Γ0
∆1
2∆0
= 2 2
(56a)
0C
(1,1)
1 ⊗
0C
(1,2)
1
Γ1
Γ0
Γ0
∆6
∆10
∆0
=
(56b)
0C
(1,1)
1 ⊗ C
(1,3)
1
Γ1
Γ0
Γ0
∆10
∆10P23
∆10P13
=
(56c)
0C
(1,2)
1 ⊗
0C
(1,2)
1
Γ6
Γ10
Γ0
∆6
∆10
∆0
=
2
(57a)
0C
(1,2)
1 ⊗ C
(1,3)
1
Γ6
Γ10
Γ0
∆10
∆10P23
∆10P13
=
(57b)
C
(1,3)
1 ⊗ C
(1,3)
1
Γ10
Γ10P23
Γ10P13
∆10
∆10P23
∆10P13
=
(58)
We now turn to models belonging to classes (2, i). The
corresponding diagrams are presented in Appendix C.
Here we shall construct explicitly one particular example.
We need Table VI, which is the equivalent of Table V for
the models of class (2, i).
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Classes
A5 ⊕A9 ⊕A0
0C
(2,1)
1
A2 ⊕A3 ⊕A0
0C
(2,2)
1
A2 ⊕A8 ⊕A0
0C
(2,2)
2
A2 ⊕ A11 ⊕A0
0C
(2,2)
2
A2 ⊕ A8 ⊕ A11 C
(2,2)
2
A7 ⊕A3 ⊕A0
0C
(2,2)
3
A7 ⊕ A3 ⊕ A12 C
(2,2)
3
A7 ⊕ A8 ⊕ A11 C
(2,2)
4
A7 ⊕ A8 ⊕ A12 C
(2,2)
4
A7 ⊕ A11 ⊕ A12 C
(2,2)
4
A4 ⊕A4P321 ⊕A0
0C
(2,3)
1,4
A4 ⊕A4P123 ⊕A0
0C
(2,3)
1,3
A4P321 ⊕A4P123 ⊕A0
0C
(2,3)
1
A4 ⊕A4P321 ⊕A4P123 C
(2,3)
1
A4 ⊕ A4P23 ⊕ A8P13 C
(2,3)
2
A4 ⊕ A4P23 ⊕A12P13 C
(2,3)
2
A4 ⊕ A8P13 ⊕A12P13 C
(2,3)
2,5
A4P23 ⊕ A8P13 ⊕A12P13 C
(2,3)
2
A4 ⊕ A4P123 ⊕ A8P13 C
(2,3)
3
A4 ⊕ A4P123 ⊕ A12 C
(2,3)
3
A4P123 ⊕A8P13 ⊕ A12 C
(2,3)
3
A4 ⊕A8P13 ⊕ A12 C
(2,3)
3,5
A4 ⊕A4P321 ⊕A12P13 C
(2,3)
4
A4 ⊕ A4P321 ⊕ A8P23 C
(2,3)
4
A4 ⊕ A12P13 ⊕ A8P23 C
(2,3)
4,5
A4P321 ⊕ A12P13 ⊕ A8P23 C
(2,3)
4
A4 ⊕ A8P23 ⊕ A8P13 C
(2,3)
5
TABLE VI. Combinations with N = 3 which lead to three
mixing angles for classes (2, i).
We start by choosing the chain 0C2,11 for the down sec-
tor and the chain 0C
(2,2)
3 for the up sector. The diagram
is
0
kL2
k
0
−kL2
−2kL2
−k′
(59)
At this point we must go to Table XIV and check what
combinations of one, two, and three textures we can make
with nonzero determinant. For class 0C2,11 we always
need to have A5 and A9, therefore, we can only imple-
ment models with at least two Higgs. For class 0C2,23 we
always need to have the texture A7 conjugated with at
least another nonzero texture, i.e. A3 or A12. Knowing
the cases with nonzero masses we just need to find on
Table VI which combinations allow for three mixing an-
gles. We see in its first line that the presence of A5 and
A9 guarantees that the model has three mixing angles.
Therefore, in the construction of these diagrams, we just
need to take care of the non-zero masses, since the three
mixing angles are guaranteed in that case.
Drawing the first set of diagrams, we get
0
kL2
k
0
−kL2
−2kL2
−k′
=
3 3 3 3
(60)
The order of the group has to be 3Z due to the line
connecting the second node on the left with the third one
on the right. The second nodes of each column cannot be
connected since it would imply kL2 = n/2 and, therefore,
the first and third node of the right column equal. All
models can be implemented with a Z3 except the last one.
This last model has the white node of the largest column
connected, which increases the order of the group by one
unit. However, since the order of the group has to be
3Z, the minimal symmetry group is Z6. We continue by
shifting the zero on the right column one position down;
we get
0
kL2
k
kL2
0
−kL2
−k′ + kL2
= (61)
In contrast with the previous case, the last diagram can
be implemented with a Z4. The last two cases are
0
kL2
k
2kL2
kL2
0
−k′ + 2kL2
= (62)
and
0
kL2
k
k′
−kL2 + k′
−2kL2 + k′
0
= (63)
These two implementations only allow models with three
Higgs bosons (or more), contrarily to the previous cases,
where models with two Higgs bosons are allowed. We
summarize the possible model implementations:
12
0C
(2,1)
1 ⊗
0 C
(2,3)
3
Γ5
Γ9
Γ0
∆7
∆3
∆12
∆0
=
3 3 3 3
(64)
We turn now to the last classes (3, i). The number
chain combinations that we can build is around a few
hundred, with in most cases a large number of diagrams
for each combination. In what follows we shall only
present the cases up to N = 2, the case with three Higgs
bosons can be extracted from Tables XI, XII and XIV.
The table with the combinations that allows three mixing
angles up to two Higgs bosons is presented in Table VII.
Classes
{1,P12} {A14 ⊕ P123A14} C
(3,2)
1,3
{1,P12} {A14 ⊕ P321A14} C
(3,2)
1
{1,P12} {P123A14 ⊕ P321A14} C
(3,2)
1
{P13,P23,P123,P321} {A14 ⊕ P123A14} C
(3,2)
3
A13 ⊕ P321A13 C
(3,3)
1
{1,P12,P23} {A13 ⊕ P321A15} C
(3,3)
2,3
{1,P12,P23} {A13 ⊕ A15P123} C
(3,3)
2,3
TABLE VII. Combinations with N = 2 which lead to three
mixing angles for classes (3, i).
In order to present some properties of models in classes
(3, i) we shall, once more, study a particular case. We
choose the case with the chain C
(3,2)
3 for the down sector
and C
(3,3)
3 for the up sector. Before drawing the nodes
and associated charges we should notice that, contrarily
to what happens for other classes, the possible left per-
mutations of chains belong to the same class and should
be taken as different chains. Therefore, when choosing
C
(3,2)
3 we actually have to study the six cases PC
(3,2)
3
and for C
(3,3)
3 the three cases {1 ,P12 ,P23}C
(3,3)
3 . The
extended table for the vector charges of class (3, i), Ta-
ble XIII, gives us the information for each individual case.
These vector charges have a correlation between kL1 and
kL2, which are shown in Table VIII.
C
(3,2)
3 constraint
1 ,P12 kL1 = 2kL2
P13 ,P123 kL1 = −kL2
P23 ,P321 kL2 = 2kL1
C
(3,3)
3 constraint
1 kL2 = 2kL1
P12 kL2 = −kL1
P23 kL1 = 2kL2
TABLE VIII. Constraints impose by each chain.
From the constraints in Table VIII, we see that the
only possible matchings are
(a) {1 ,P12}C
(2,3)
3 ⊗ P23C
(3,3)
3 ,
(b) {P13 ,P123}C
(2,3)
3 ⊗ P12C
(3,3)
3 ,
(c) {P23 ,P321}C
(2,3)
3 ⊗ C
(3,3)
3 ,
Any other case will imply that kL1 or kL2 equal n/3,
which always leads to at least two equal charges in the
vector charge of each sector. Let us then start with the
first case of (a), i.e. C
(2,3)
3 ⊗ P23C
(3,3)
3 . The diagrams
with the 0 in the first node are
0
−kL2
−2kL2
kL2
0
kL2
−kL2
2kL2
−2kL2
=
(65)
The last four diagrams imply massless quarks. The sec-
ond one does not have three mixing angles. Therefore
only the first diagram survives. Shifting the 0 to the
node below we get
0
−kL2
−2kL2
kL2
−kL2
0
−2kL2
kL2
−3kL2
=
(66)
Only the first diagram has no massless quarks and 3 mix-
ing angles. Shifting the 0 one node down we get
0
−kL2
−2kL2
kL2
kL2
2kL2
0
3kL2
−kL2
=
5
5
5
(67)
Only the second diagram has no massless quarks. How-
ever, from Table VII we see that it does not have three
mixing angles. Thus no diagrams survive in this case. We
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can continue the same procedure but no new diagram is
found. Therefore we summarize our result as
C
(3,2)
3 ⊗ P23C
(3,3)
3
Γ14
P123Γ14
P13Γ11
P23Γ12
P23∆13
P12∆15
P23∆15P123
P13∆12
P23∆12P13
= (68)
From Table XIV we get that the class C
(3,3)
3 can be im-
plemented in models with just the first texture. So in
principle we should have added a null texture and stud-
ied the class 0C
(3,3)
3 instead. However, a quick examina-
tion shows us that no coupling with the null texture is
possible.
The second case of (a), i.e. the down sector with the
chain P12C
(2,3)
3 ⊗ P23C
(3,3)
3 , is found in a similar way.
The final diagrams are
P12C
(2,3)
3 ⊗ P23C
(3,3)
3
P12Γ14
P23Γ14
P321Γ11
P123Γ12
P23∆13
P12∆15
P23∆15P123
P13∆12
P23∆12P13
= . (69)
The other cases are correlated with these two last results.
Actually we can easily check that multiplying the chain
C
(3,2)
3 ⊗ P23C
(3,3)
3 by P23 on the left we get the first
chain of (3), and by P123 we get the second case of (2).
The same can be applied to the other three cases. We
can them summarize this as: {1,P23,P123} × C
(3,2)
3 ⊗
P23C
(3,3)
3 corresponds to Eq. (68) and {1,P23,P123} ×
P12C
(3,2)
3 ⊗ P23C
(3,3)
3 corresponds to Eq. (69).
The full set of diagrams for N = 2 are presented below.
{1 ,P12} × C
(3,2)
1 ⊗ C
(3,2)
1
Γ14
P123Γ14
P321Γ14
∆14
P123∆14
P321∆14
3 =
(70a)
{1 ,P12} × C
(3,2)
1 ⊗ C
(3,3)
1
Γ14
P123Γ14
P321Γ14
∆13
P123∆13
P321∆13
3 =
(70b)
{1,P23,P123} × C
(3,2)
3 ⊗ P23C
(3,3)
3
Γ14
P123Γ14
P13Γ11
P23Γ12
P23∆13
P12∆15
P23∆15P123
P13∆12
P23∆12P13
= (71)
{1,P23,P123} × P12C
(2,3)
3 ⊗ P23C
(3,3)
3
P12Γ14
P23Γ14
P321Γ11
P123Γ12
P23∆13
P12∆15
P23∆15P123
P13∆12
P23∆12P13
= (72)
C
(3,3)
1 ⊗ C
(3,3)
1
Γ13
P123Γ13
P321Γ13
∆13
P123∆13
P321∆13
3 =
(73)
14
{1 ,P13 ,P23} × C
(3,3)
2 ⊗ C
(3,3)
2
Γ13
P321Γ15
Γ15P123
P123Γ15P12
∆13
P321∆15
∆15P123
P123∆15P12
4
=
(74)
C
(3,3)
2 ⊗ C
(3,3)
9
Γ13
P321Γ15
Γ15P123
P123Γ15P12
∆15
P12∆15P13
P13∆15P12
P13∆12P13
∆12P23
P23∆12
∆0
4
= (75)
C
(3,3)
3 ⊗ C
(3,3)
5
Γ13
P321Γ15
Γ15P123
P13Γ12
Γ12P13
∆13
∆12P23
P23∆12
∆12P13
P13∆12
P13∆12P23
P23∆12P13
=
(76)
P23C
(3,3)
3 ⊗ C
(3,3)
5
P23Γ13
P12Γ15
P23Γ15P123
P123Γ12
P23Γ12P13
∆13
∆12P23
P23∆12
∆12P13
P13∆12
P13∆12P23
P23∆12P13
=
(77)
V. DIRECT PRODUCT OF ABELIAN GROUPS
Until now, all the results found are associated with
cyclic groups. However, the fundamental theorem of fi-
nite Abelian groups states that any finite Abelian group
G is isomorphic to a direct product of cyclic groups of
prime-power order. This allows the group G to be writ-
ten as a direct product of cyclic groups in either of the
following ways:
(i) G ∼= Zq1 × · · · × Zqn , where each qj is a power of a
prime;
(ii) G ∼= Zr1 × · · · × Zrm , where rj divides rj+1 for
1 ≤ j ≤ m− 1.
Any group satisfying (i) or (ii) is not isomorphic to a
cyclic group.
The main idea is to have the fields transforming under
a set of n diagonal generators, leading to the symmetry
equation (
n∏
i=1
Si†L
)
Aa
(
n∏
i=1
SiR
)
(SH)aa = Aa (78)
Since the product of n generators can be reproduced by a
single generator where the entries are the product of the
n phases, the textures previously found for Aa are not
altered. However, this successive product of generators
can add new chains. In order to find these new chains we
shall introduce a, less common, matrix product:
Definition (Hadamard product): Let A and B be two
matrices with the same dimension m×n. The Hadamard
product A ◦B is given by
(A ◦B)ij = (A)ij(B)ij (79)
The Hadamard product is associative, distributive,
and commutative (unlike the usual matrix product).
We can now state the necessary and sufficient steps in
order to find the chains obtained by the product of cyclic
groups. The three steps are as follows:
(1) Find the chains for each individual cyclic group,
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(2) Pick one texture from each of these chains and mul-
tiply them using the Hadamard product. The re-
sulting matrix is one texture of the final chain,
(3) Repeat step (2) for all possible combination.
In order to make the procedure clear, we shall present an
example. Let us suppose that we have Z2 × Z2, where
one Z2 generates the chain A5 ⊕ A9 and the other the
chain P23 {A5 ⊕A9}. The Hadamard products of these
textures gives
A5 ◦ P23A5 = P13A9 , A5 ◦ P23A9 = P23A9 ,
A9 ◦ P23A5 = A9 , A9 ◦ P23A9 = A0 .
(80)
The final chain is then given by
A9 ⊕ P23A9 ⊕ P13A9 ⊕A0 , (81)
which, in this case, can also be implemented from a Z4
corresponding to the chain 0C
(3,1)
1 . However, there are
solutions for model implementations that can be imple-
mented with the Z2 × Z2 solution and not with the Z4.
In order to understand this issue, it is convenient to write
the vector charge associated with the chain in Eq. (81),
when it is a result of the action of two generators. The
vector charge in this case is(
(ωkL2n , 1), (1, ω
k′L2
n ), (1, 1), (ω
kL2
n , ω
k′L2
n )
)
. (82)
Contrarily to the cyclic groups, in this case each element
of the group is specified by two phases, one from each
cyclic group. The possible models constructed from the
chain 0C
(3,1)
1 in both sectors and three Higgs bosons are
Γ9
P23Γ9
P13Γ9
Γ0
∆9
P23∆9
P13∆9
∆0
= . (83)
Doing the same procedure, but now using the vector
charge of Eq. (82), we get a single diagram
Γ9
P23Γ9
P13Γ9
Γ0
∆9
P23∆9
P13∆9
∆0
=
2
, (84)
which is not one of the possible models implemented with
a Z4. Therefore, even if the chains found by direct prod-
ucts are already present for the cyclic groups, the model
implementation may differ. We shall not pursue the de-
termination of all possible model implementations for the
chains that are shared by cyclic groups and direct prod-
ucts of cyclic groups.
The cases we are most interested in are chains that
can only be implemented through a direct product of
cyclic groups. When the chains for the cyclic groups were
found, in Appendix B, there were some combinations of
textures not allowed. These cases are the ones we are
interested in. From a simple inspection, we find out that
the cases not allowed by cyclic symmetries are
(1) : A13 ⊕ P23A15 ⊕ P123A15P12 ⊕ P321A15P13
(2) : {1 ,P13 ,P23} {A13 ⊕ P23A15 ⊕ P123A15P12
⊕P13A12P23 ⊕ P23A12P13}
(3) : {1 ,P12 ,P23} {A13 ⊕ P23A15 ⊕ P321A15P13
⊕P13A12 ⊕A12P13}
(4) : {1 ,P12 ,P13} {A13 ⊕ P123A15P12 ⊕ P321A15P13
⊕P23A12 ⊕A12P23}
(85)
The chains (2) to (4) have dimension 5. Therefore, they
cannot be implemented through direct products, unless
we had null textures. The minimal order is 8, so, if we
are able to build these chains, at least three null textures
would have to be present. There are only seven chains
whose products may end up with A13 or permutations.
These chains are: C
(2,2)
1,2 and C
(3,3)
1,2,3,4,5. The idea is to
look now for products that lead to at least two textures
of
{P23A15 , P123A15P12 , P321A15P13} . (86)
Since the chains from class (3,3) do not have two of these
textures, they can never be used to obtain chains (1) to
(4). We are left with only two chains from class (2,2).
In order to obtain a texture of the type A13, we must use
C
(2,2)
1,2 ◦ PC
(2,2)
1 P , with P = {P13, P23}. Any of these
cases leads to chain (1). Therefore, (1) is the only chain
that can be exclusively implemented by direct products.
The smallest implementation is given by the Hadamard
product C
(2,2)
1 ◦ P23C
(2,2)
1 P23, leading to the Z2 × Z2
group. The chain has the associated vector charge
((1, 1), (−1,−1), (−1, 1), (1,−1)) . (87)
VI. QUARK MODELS: GENERAL FEATURES
AND SOME EXAMPLES
In general, when analyzing the Yukawa sector of a
NHDM, the scalar fields are transformed nontrivially un-
der the horizontal symmetry. Since these fields can ac-
quire vacuum expectation values, it is very important to
avoid a (pseudo)Goldstone boson in the scalar potential.
It is well known that the breaking of a continuous symme-
try will lead to these massless particles. If only the scalar
sector presents this property, then loop corrections can
induce a mass to these scalars. Nevertheless, light scalars
that couple to SM fermions and gauge fields are not desir-
able in a realistic model. Continuous symmetries in the
scalar potential can be present by explicit construction,
or accidentally. One shall focus on the second case.
Ivanov, Keus and Vdovin [6] have developed a strat-
egy to identify all the discrete Abelian symmetries that
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can be implemented in NHDM and do not lead to an ac-
cidental continuous symmetry. The major result is the
upper bound on the order of the Abelian discrete group
|G| ≤ 2N−1, with N the number of Higgs fields in the
model. We shall use this information when classifying
models.
Until now, we have only used the following experimen-
tal facts: quarks have nonzero masses, and the VCKM
mixing matrix mixes all the flavor sectors. However, phe-
nomena such as flavor changing neutral currents (FCNC),
which are very suppressed in nature and appear only at
loop level for both gauge and Higgs sectors in the SM,
have no natural suppression in the NHDM without ad-
ditional constraints. These FCNC are a consequence of
the misalignment between the Yukawa couplings and the
mass matrices. In the SM the mass matrix is propor-
tional to the Yukawa coupling. However, in models with
more scalar doublets this is no longer true and, in the
mass eigenbasis, there will appear fermion interactions
mediated by scalars that violate flavor. A simple way to
obtain natural relations is through the use of symmetries
in the Lagrangian; when they preclude FCNC it is said
that the model has natural flavor conservation (NFC).
Glashow and Weinberg [10] and Paschos [11] pointed out
that sequential extensions of the SM have a GIM-like
mechanism [12] suppressing all direct neutral currents
effects. From their work, NFC in NHDM can be for-
mulated as the situation where all Yukawa couplings are
simultaneously diagonalizable
U
n†
L ΓaU
n
R = diag and U
p†
L ∆aU
p
R = diag , ∀a , (88)
withUn,pL,R defined in Eq. (5). An alternative, and equiv-
alent, way of expressing these conditions is through the
definition of the sets
ΓLL =
{
ΓaΓ
†
b
}
, ΓRR =
{
Γ†aΓb
}
, (89)
for the down sector and
∆LL =
{
∆a∆
†
b
}
, ∆RR =
{
∆†a∆b
}
(90)
for the up sector. Requiring that each set ΓLL, ΓRR,
∆LL and∆RR are Abelian is equivalent to the statement
of NFC [13]. We shall use this second way of implement-
ing NFC to classify the models.
For simplicity, we shall use AXX to represent ΓXX or
∆XX . This set can be split into two parts
AXX =
{
HXX , A
off
XX
}
,


HXX ≡ {HaX} ,
AoffLL ≡
{
AaA
†
b
}
AoffRR ≡
{
A†aAb
} (91)
and a 6= b. The usefulness of this separation has to do
with the fact that we already know a lot from the struc-
ture of HaX when Abelian symmetries are in action, due
to Table I. We shall now use the NFC condition and devi-
ations from it as a way to classify these Abelian models.
A. Model with NFC in just one sector
We start this section by presenting the following theo-
rem:
Theorem (one sector NFC): There are only six classes
of models, within Abelian symmetries, that can imple-
ment NFC in one sector and have no massless fermion.
The classes are as follows:
(i) A1 ⊕ (N − 1)A0,
(ii) PL {A2 ⊕ (N − 1)A0},
(iii) PL {A7 ⊕ nA12 ⊕ (N − (n+ 1))A0},
(iv) P {nA13 ⊕ (N − n)A0}P ′,
(v) P {nA15 ⊕mP13A12P13 ⊕ (N − (n+m))A0}P
′,
(vi) P {nA12 ⊕mP23A12P23 ⊕ kP13A12P13
⊕(N − (n+m+ k))A0}P ′,
Proof (see Appendix A).
From this theorem a very simple result on natural fla-
vor conserving models can be extracted:
Corollary: The only NFC model phenomenologically
viable is the one with (i) in both sectors.
Proof: In order for the model to be phenomenologically
viable it has to have three mixing angles in the unitary
matrix that mix the left rotation of both sectors. Since
any of the possible NFC implementations for a given sec-
tor, i.e. (i) to (vi), belongs to the classes (i, i) with the
texture of the chain equal to the texture of HaX of that
class; only cases belonging to class (1,1) lead to three
mixing angles. It follows immediately that the only al-
lowed case is (i) in both sectors.
These models correspond to some of the ones presented
in Eq. (56a). We can have direct models, where Γ1 is con-
nected with ∆1 and Γ0 with ∆0, or cross models, where
Γ1 is connected with ∆0 and vice versa. For any number
N of Higgs fields the minimal symmetry group that can
be used to implement these models is Z2. Therefore we
can always implement NFC without the introduction of
accidental symmetries.
There are other ways of implementing NFC in NHDM;
however, these cannot be implemented through a sym-
metry. One common example is the Yukawa alignment
in 2HDM [14]. In this case NFC is achieved by requir-
ing that all the Yukawa couplings, for each sector, are
proportional,
Γi = ciΓj and ∆i = ci∆j , ∀i,j . (92)
As shown in [15], no symmetry implementation can be
used to implement this requirement. In [16], alignment
was seen as a low-energy effect of NFC models, while
in [17] its origin was related with flavor symmetries.
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Another consequence of the above theorem follows:
Corollary: Without the null texture, i.e. A0, there are
at most three phenomenological classes of models with
NFC in one sector: classes (iii), (v) and (vi).
Proof: Case (ii) is excluded since there is no matrix,
apart from A2, in the classes (2, i) that has a nonzero
determinant, and an A2 texture alone cannot accommo-
date three mixing angles. In case (iii) it is possible to find
combinations of two matrices with determinants different
from zero and three angles. For case (iv) the texture has
to belong to classes (3, i). By construction, no matrix in
these classes can bring three mixing angles. For cases (v)
and (vi) we can find combinations of two or three tex-
tures, respectively, from classes (3, i) that would allow
phenomenological models.
This is an upper bound on these types of phenomeno-
logical models because we did not prove that we could im-
plement them. This can only be done with the help of the
chains. However, case (iii) is implemented in Eq. (C1d),
case (v) in Eq. (75), and case (vi) (which needs a min-
imum of three Higgs bosons) can be implemented, for
example, as
Γ9
P23Γ9
P13Γ9
∆15
P12∆15P13
P13∆15P12
P13∆12P13
∆12P23
P23∆12
∆0
=
3
(93)
Therefore, we can conclude that there are really three
classes of phenomenological models with NFC in one sec-
tor and no null textures.
Definition (BGL models [18]): Models with NFC in
just one sector and FCNCs in the other sector depending
only on quark masses and VCKM elements.
Alternative definition [19] (BGL model): Models with
NFC in one sector (up or down) and satisfying the con-
straint
Γ
†
i∆j = 0 (i 6= j) . (94)
Let us assume, without loss of generality, that we have
NFC in the upper sector. Then Eq. (94) implies(
U
†
dR Γ
†
i UdL
) (
VCKM d∆j
)
= 0 (95)
Since the second term VCKM d∆j 6= 0 we can write the
first one as B†V†CKM , leading to (up to permutations)
B† d∆j = 0⇔


B = A9 for d∆j = (×,×, 0)
B = A5 for d∆j = (0, 0×)
, (96)
where the texture of d∆j with no zeros is not available
for models belonging to (iii), (v) or (vi). In these classes
the mixing coming from the NFC sector, the up sector in
our case, is block diagonal. We can then conclude that
Γi has to be a matrix of the set
PL {A5, A9} . (97)
The texture A5 belongs to class (2, i), which implies that
only models of class (iii) can be implemented. These
models are the BGL implementation in 2HDM [18]; see
Eq. (C1d). The other two classes of models, i.e. (v)
and (vi), need at least three Higgs bosons in order to
have det(Md) 6= 0. This would imply that models of
class (v) would have two Higgs bosons coupling to the
same texture in the up sector but to different textures in
the down sector, such a case is not possible by construc-
tion. We are left with models of class vi), that as seen in
Eq. (93), can be constructed. This last case corresponds
to the 3HDM implementation of BGL presented in [20].
We then summarize the possible BGL implementations,
in models without the null texture and up to ∆i ↔ Γi
exchanges:
(i) BGL in 2HDM
∆1 = PL

× × 0× × 0
0 0 0

PR , ∆2 = PL

0 0 00 0 0
0 0 ×

PR
and
Γ1 = PL

× × ×× × ×
0 0 0

 , Γ2 = PL

0 0 00 0 0
× × ×

 .
(98)
(ii) BGL in 3HDM
∆1 =

× 0 00 0 0
0 0 0

 , ∆2 =

0 0 00 × 0
0 0 0

 ,
∆3 =

0 0 00 0 0
0 0 ×

 and
Γ1 =

× × ×0 0 0
0 0 0

 , Γ2 =

0 0 0× × ×
0 0 0

 ,
Γ3 =

0 0 00 0 0
× × ×

 .
(99)
Models with more Higgs bosons, or three bosons for
Eq. (98), cannot be BGL since we will need to repeat
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textures, and Eq. (94) will not be satisfied for the full
set of textures. Both of these BGL implementations lead
to accidental symmetries in the scalar sector. A possible
way out is the addition of extra Higgs doublets having
no coupling to quarks (inert-like).
B. Nearest-neighbour-interaction
The nearest-neighbour-interaction assumes that the
light quarks acquire their masses through an interaction
with their nearest neighbors. The mass matrices take the
form
Mu,d =

0 × 0× 0 ×
0 × ×

 . (100)
There have been many studies on NNI models within
the SM [21] and extensions [22–24]. In this section we
shall look for the minimal implementations of NNI within
NHDMs. By minimal we mean that all the N Higgs
have nontrivial Yukawa textures associated and different
charges under the Abelian group.
We start by splitting the texture of Eq. (100) into the
largest set of non-null textures. We get the following set
of textures:
{P23A12P13, P13A12P23, A12P23, P23A12, A12} (101)
The smallest chains where this set of textures are present
are the P321C
(3,3)
13 P123 and P12C
(3,3)
17 P321, leading to the
diagrams
P321Γ15P123
P123Γ15P12
Γ12
P13Γ12P23
Γ12P23
P23Γ12P13
P23Γ12
Γ0
P321∆15P123
P123∆15P12
∆12
P13∆12P23
∆12P23
P23∆12P13
P23∆12
∆0
=
8 8
(102)
and
P12Γ15P321
Γ12
Γ12P23
P13Γ12P13
P13Γ12P23
P23Γ12P13
P23Γ12
P23Γ12P23
P12∆15P321
∆12
∆12P23
P13∆12P13
P13∆12P23
P23∆12P13
P23∆12
P23∆12P23
=
4
,
(103)
respectively. Diagrams where the order of the group was
larger than 8 where discarded. This allows us to state
that NNI textures in a five Higgs doublet model can only
be implemented with at least a Z8 group.
We now turn to the case of four Higgs doublets. We
should join two of the five textures of the previous case, in
all possible combinations, and study each case. However,
since each texture in a given chain belongs to the same
class, we can just look for combinations that belong to
class (3,3), since we always have a texture of the type
A12. For example, a possible union between to textures
of Eq. (101) is
P23A12P13 ∪ P13A12P23 = P321A15P13 ∈ (3,3) . (104)
However, the union
P23A12P13 ∪ P23A12 = P23A11P12 ∈ P23(2,2) or (3,2) ,
(105)
does not belong to the same class as the other textures.
Doing this procedure for all combinations one finds five
distinct cases
(1) : {P321A15P13, A12P23, P23A12, A12}
(2) : {A15P12, P13A12P23, A12P23, P23A12}
(3) : {P321A15, A12P23, P23A12P13, A12}
(4) : {P12A15, P23A12P13, P23A12, A12P23}
(5) : {A15P23, P13A12P23, P23A12P13, A12}
(106)
The smallest chain that can implement case (2) is
C
(3,3)
11 P12, for case (3) the smallest chains are C
(3,3)
4 P13
and P321C
(3,3)
12 P123, and for case (4) it is P12C
(3,3)
12 . The
cases (1) and (5) are implemented with larger chains and,
therefore, will not be considered. Therefore, the diagram
for case (2) is
Γ15P12
P321Γ15P12
P13Γ15P13
P13Γ12P23
P23Γ12
Γ12P23
∆15P12
P321∆15P12
P13∆15P13
P13∆12P23
P23∆12
∆12P23
=
(107)
In case (3), the chain P321C
(3,3)
12 P123 can only be imple-
mented with a group of order larger than the one of chain
C
(3,3)
4 P13. Therefore, for this case we have
Γ13P13
P321Γ15
Γ12P23
P23Γ12P13
Γ12
P13Γ12P13
∆13P13
P321∆15
∆12P23
P23∆12P13
∆12
P13∆12P13
2
=
6 6
(108)
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Finally, for case (4) we have
P12Γ15
P12Γ15P321
P321Γ15P123
Γ12P23
P23Γ12
P23Γ12P13
P12∆15
P12∆15P321
P321∆15P123
∆12P23
P23∆12
P23∆12P13
=
(109)
We now study the case of three Higgs doublets. Fol-
lowing the usual procedure one gets seven cases
(1) : {A13P12, A12P23, P23A12}
(2) : {P321A15P13, A15P23, A12}
(3) : {A15P12, P321A15, A12P23}
(4) : {A15P12, A15P23, P13A12P23}
(5) : {P321A15, A15P123, A12}
(6) : {P12A15, A15P123, P23A12}
(7) : {P12A15, A15P23, P23A12P13}
(110)
In this case, the smallest chain is the one containing the
textures of case (2), i.e. C3,33 P13. The diagram is
Γ13P13
P321Γ15P13
Γ15P23
P13Γ12P13
Γ12
∆13P13
P321∆15P13
∆15P23
P13∆12P13
∆12
=
5
(111)
We now study the case of two Higgs doublets, where
one gets a single case
{A13P12, A15P23} . (112)
The smallest chain to which this case belongs is
P23C
(3,3)
2 P321. The corresponding diagram is
Γ13P12
P123Γ15P13
Γ15P23
P13Γ15P13
∆13P12
P123∆15P13
∆15P23
P13∆15P13
=
4
(113)
In agreement with [23]. We shall now present the sym-
metry implementation for this last case. For classes with
one texture PLA13PR, the symmetry generators are – see
section (9) of Appendix B.{
SL = PLdiag
(
1 , ωkL1n , ω
kL2
n
)
PTL
SR = PTRdiag
(
1 , ωkL1n , ω
kL2
n
)
PR
. (114)
The vector charges tell us that the order of the group is
4n and kL2 = 2kL1 = 2n. Since we permute on the left
by P23, we get the new identification kL1 = 2kL2 = 2n,
leading to the generator
SL = diag
(
1 , ω2n4n , ω
n
4n
)
. (115)
For the generator of the right sector, we just need to
do the permutation 1 → 2 → 3 → 1 in the diagonal
elements, leading to
SR = diag
(
ω2n4n , 1 , ω
n
4n
)
. (116)
Until this point, all the information used was in the chain
P23C
(3,3)
2 P321 and its associated vector charge. Now we
shall look at the corresponding diagram and extract the
last piece of information. The diagram is telling us that
the down sector does not connect the first texture with
the first texture of the up sector. Since all the vector
charges start with the trivial phase, the fact that the first
texture is connected with the third one implies an overall
phase transformation in the right-handed up sector, in
order to put a trivial phase in the third entry. Therefore,
the last step is to transform the up-quark right-handed
fields with an additional ωn4n phase. The model symmetry
implementation finally reads

SL = diag
(
1 , ω2n4n , ω
n
4n
)
SnR = diag
(
ω2n4n , 1 , ω
n
4n
)
SpR = diag
(
ω3n4n , ω
n
4n , ω
2n
4n
) and SH = diag (1 , ωn4n) .
(117)
with the associated Yukawa sector
Γ1 =

0 × 0× 0 0
0 0 ×

 , Γ2 =

0 0 00 0 ×
0 × 0

 ,
∆1 =

0 0 00 0 ×
0 × 0

 , ∆2 =

0 × 0× 0 0
0 0 ×

 .
(118)
In this last example the order of the group had to belong
to 4Z, which in the minimal case is 4 and the next-to-
minimal 8. However, the next-to-minimal order is only 8
when implemented within the chain P23C
(3,3)
2 P321. The
textures in Eq. (112) are also presented in the chain
P23C
(3,3)
3 P321, which is one texture larger than the previ-
ous one, and therefore, not included before when finding
the minimal symmetry group. With this chain we have
Γ13P12
P123Γ15P13
Γ15P23
P13Γ12P13
P23Γ12P23
∆13P12
P123∆15P13
∆15P23
P13∆12P13
P23∆12P23
=
(119)
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which allows the NNI texture to be implemented within
the THDM not only with Z4n, but also with Zn≥5 [and in
particular U(1)]. We summarize in Table IX the minimal
NNI implementation groups and the existence or absence
of accidental continuous symmetries.
NNI Minimal group Accidental symmetry
N=2 Z4 Yes
N=3 Z5 Yes
N=4 Z6 No
N=5 Z8 No
TABLE IX. Minimal symmetry implementation in NNI mod-
els and the existence of accidental symmetries.
There is a NNI extension, known as four-zero parallel
texture [24] and given by
Mu,d =

0 × 0× × ×
0 × ×

 . (120)
Up to N = 2 this texture is an ansatz. The minimal
number of Higgs bosons needed to implement this texture
through a symmetry is N = 3. In this case we have three
sets of textures allowed:
(1) : {A13P12, A15P23, P23A12P23}
(2) : {P321A15P13, A15, A15P23}
(3) : {A15P123, P321A15, A15}
. (121)
Case (1) is the one that can be implemented with the
smallest chain, which is P23C
(3,3)
3 P321. The diagram is
given by
Γ13P12
P123Γ15P12
Γ15P23
P13Γ12P13
P23Γ12P23
∆13P12
P123∆15P12
∆15P23
P13∆12P13
P23∆12P23
=
(122)
Therefore, this model can be implemented with any
Abelian group of order n ≥ 5. This model contains an
accidental global symmetry in the scalar sector.
C. The Z2 × Z2 model
In Sec. V we found that the only chain that can be
implemented by direct products of cyclic groups is chain
(1) of Eq. (85). In this section we shall present the model
implementation in more detail. We start by noticing that
from the four textures available in the chain we need at
least three; otherwise we get at least one vanishing mixing
angle. The model implementations are given by
Γ13
P23Γ15
P123Γ15P12
P321Γ15P13
∆13
P23∆15
P123∆15P12
P321∆15P13
=
(123)
We shall now specify the symmetry implementation of
theses models. The chain used was built from the
Hadamard product of C
(2,2)
1 with P23C
(2,2)
1 P23. The left
generator for each chain is
diag (1, 1,−1) and diag (1,−1, 1) , (124)
respectively. The generators of the right sector take the
same form as Eq. (124). Therefore, the final symmetry
generators are given by
SuR = S
d
R = SL = diag ((1, 1), (1,−1), (−1, 1)) . (125)
This set of generators allows us to build the first
4 diagrams of Eq. (123); the other 12 diagrams are
found through global phase transformations in one right-
handed sector. The mass matrix Mu,d can take one of
the four textures


0 × ×× 0 ×
× × 0

 ,

× 0 ×0 × ×
× × ×

 ,

× × 0× × ×
0 × ×

 ,

× × ×× × 0
× 0 ×



 .
(126)
These models are free from accidental symmetries. Other
models could be constructed with Z2 × Z2, for example
connecting the chain used here with the one of Eq. (81).
VII. CONCLUSIONS
The presence of Abelian symmetries may restrict con-
siderably the Yukawa textures of NHDM. In this work a
general method for determining these textures and their
implementations was given. The method allows us to de-
termine all possible model implementations for a given
number of Higgs fields. We have mapped all possibilities
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and presented several specific examples for the case of
N = 2 and N = 3. It was shown that the number of
Higgs fields only dictates the possible model implemen-
tations it has no effect on the available textures. This
means that all the textures found could be implemented
in the SM. However, these would in general lead to un-
physical mass matrices. The presence of additional Higgs
fields allow us to choose several textures, phenomenolog-
ically forbidden in the SM, and keep having no massless
quark and 3 mixing angles. Therefore, all possible tex-
tures in NHDM were found, turning the construction of
flavor models into a straightforward combinatorial prob-
lem.
We have also found that, within Abelian symmetries
and without inertlike couplings, there are only three
types of models with NFC in one sector, where two out of
these are BGL-like. All these implementations introduce
accidental symmetries in the scalar potential.
The method presented is not only helpful in order to
give a systematic classification of possible NHDM with
Abelian symmetries, but it can also be used to find the
minimal symmetry implementations giving the mass tex-
tures. The example presented was the NNI case. We
found all the minimal implementations up to N = 5
starting from the mass matrix textures; additional Higgs
fields will introduce inertlike couplings or textures rep-
etition. We found that only for N ≥ 4 we are able to
avoid accidental symmetries in the scalar sector.
We have also looked at the possibility of having a di-
rect product of cyclic groups. We found that there was
only one single chain, not present in the case of a single
cyclic group: the chain generated by Z2×Z2. The model
implementation of this case was also presented.
All the work done assumed that the Higgs fields had no
inert vacuum. These extra cases can be easily extracted
from results present in this work.
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Appendix A: Proof of the theorem for NFC in one
sector
In order to guarantee that the set AXX is Abelian, we
can first look to the HXX part. We do this by looking at
each class of Table I and see what combination of textures
we are allowed to have.
For class (1,1), there is only one texture A1 that has
the most general texture and, therefore, can only be
present one time, leading to HXX Abelian and A
off
XX = ∅
[case (i)].
For classes (1,2), (1,3) [and similarly (2,1), (3,1)] we
always need more than one of its textures in order to
have the determinant different from zero. The presence
of more than one of these textures will imply, due to the
general form of HaL (or H
a
R), the noncommutativity of
HLL (or HRR).
For the class (2,2), we can split the cases in either with
A2 or without A2. In the first case only the textures A12
and A0 lead to HXX Abelian. However, since a chain
is a set of disjoint matrices, only A0 survives AoffXX = ∅
[case (ii)]. For the second case, i.e. without A2, the only
combination of textures that leads to a nonzero determi-
nant is A7, A12, and A0. The presence of more than one
A7 texture would leave HXX non-Abelian. Therefore,
the only nontrivial texture that can be repeated is A12
leading to HXX Abelian and AoffXX = ∅ [case (iii)].
For the class (2,3) [or similarly (3,2)], in order to
have a nonzero determinant we need at least an A4 and
an A8 texture (with some appropriate permutation on
the right). Both of these textures have a 2×2 block form
for the combination HaL. Therefore, no Abelian set can
be constructed.
In the last class, i.e. (3,3), HXX is trivially Abelian.
We then need to look at the set AoffXX .
In order to tackle this case, we introduce the 3 × 3
matrices Pij (not the permutation matrices), where the
element (i, j) is one and all other are zero. These matrices
satisfy the following relation:
Pij Pkl = Pil δjk . (A1)
Any of the textures in this class can be written as
A = aPij + b Pkl + c Pmn , (i 6= k 6= m; j 6= l 6= n) .
(A2)
We may calculate the commutator
[
AA′†, A′A†
]
and eval-
uate it to zero; we get
(aa′)2(1− δii′)δjj′ + (bb
′)2(1− δkk′ )δll′
+(cc′)2(1− δmm′)δnn′ + (ab
′)2(1 − δik′)δjl′
+(ac′)2(1− δim′)δjn′ + (ba
′)2(1− δki′ )δlj′
+(bc′)2(1− δkm′)δlk′ + (ca
′)2(1− δmi′)δnj′
+(cb′)2(1− δmk′)δnl′ = 0
(A3)
If a, b, c and a′, b′, c′ are different from zero, then
Eq. (A3) implies A′ with the same texture as A. This
leads to AoffXX = ∅ [case (iv)]. If one or two parame-
ters of A′ were zero, it would imply a texture with some
of the entries that were nonzero to be zero. However,
the nonzero final entries would overlap with entries of A,
which is not possible in a chain.
If one parameter of each texture is zero, for example a
and a′, we get
(bb′)2(1− δkk′ )δll′ + (cc
′)2(1− δmm′)δnn′
+(bc′)2(1 − δkm′)δlk′ + (cb
′)2(1− δmk′)δnl′ = 0 .
(A4)
This leads to two cases: A and A′ with the same texture
and A′ with one overlapping element. In the first case
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the mass matrix will have determinant zero, while in the
second case the determinant is nonzero. However, since
the second case has an overlapping element the parameter
associated with that texture must be zero, leaving A′
with just one parameter and AoffXX = ∅ [case (v)].
If two parameters of both matrices are zero, for exam-
ple a, b, a′, and b′, we get
(cc′)2(1− δmm′)δnn′ = 0 . (A5)
The only solution that does not lead to determinant zero
is n 6= n′ and another texture A′′ with a′′ = b′′ = 0 and
n′′ 6= n 6= n′, leading to AoffXX = ∅ [case (vi)].
Appendix B: Symmetry implementation, chains and
vectors charge
1. Class (1,1)
No symmetry is needed in order to impose the texture
A1.
2. Class (1,2)
The symmetry implementation{
SR = PRdiag
(
1, 1, ωk3n
)
PR ,
SL = diag (1, 1, 1) ,
(B1)
leads to the phase transformation matrix ΘA6PR
2pi
n

0 0 k30 0 k3
0 0 k3

PR . (B2)
Therefore, the chain and its symmetry is
Zn≥2 : {A6 ⊕A10}PR , (B3)
with the associated charge vector(
1, ω−k3n
)
. (B4)
The tilde is present to remind us that, up to a global
rephasing, this k appears only in the SR generator.
3. Class (1,3)
The symmetry implementation{
SR = PTdiag
(
ωk1n , ω
k2
n , 1
)
P ,
SL = diag (1, 1, 1)
(B5)
leads to transformation matrix ΘA10P
2pi
n

k1 k2 0k1 k2 0
k1 k2 0

 . (B6)
The chain and symmetry is
Zn≥3 : {A10 ⊕A10P23 ⊕A10P13}P , (B7)
with the associated charge vector(
1, ω−k˜2n , ω
−k˜1
n
)
. (B8)
4. Class (2,1)
The symmetry implementation{
SR = diag (1, 1, 1) ,
SL = PLdiag
(
1, 1, ωkL2n
)
PL .
(B9)
leads to the phase transformation matrix ΘPLA5
2pi
n
.PL

 0 0 00 0 0
kL2 kL2 kL2

 . (B10)
Therefore, the chain and its symmetry is
Zn≥2 : PL {A5 ⊕A9} , (B11)
with the associated charge vector(
1, ωkL2n
)
. (B12)
5. Class (2,2)
a. With PLA2P
R
The symmetry implementation is given by{
SR = PRdiag
(
1, 1, ωkL2n
)
PR ,
SL = PLdiag
(
1, 1, ωkL2n
)
PL ,
(B13)
leading to the phase transformation matrix ΘPLA2PR
2pi
n
.PL

 0 0 kL20 0 kL2
−kL2 −kL2 0

PR . (B14)
In this case we have two possibilities:
• kL2 6= −kL2
This implies kL2 6= n/2. The order of the group has to
be n ≥ 3, leading to the chain
Zn≥3 : P
L {A2 ⊕A8 ⊕A11}P
R . (B15)
The associated charge vector is(
1, ω−kL2n , ω
kL2
n
)
. (B16)
• kL2 = −kL2
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This implies kL2 = n/2. The order of the group has to
be n ∈ 2Z, leading to the chain
Z2n : P
L {A2 ⊕A3}P
R . (B17)
We have made the redefinition n → 2n. The associated
charge vector is {
(1, ωn2n) ,
kL2 = n
(B18)
b. Without PLA2P
R
The symmetry implementation is given by{
SR = PRdiag
(
1, 1, ωk3n
)
PR ,
SL = PLdiag
(
1, 1, ωkL2n
)
PL ,
(B19)
leading to the phase transformation matrix ΘPLA7PR
2pi
n
.PL

 0 0 k30 0 k3
−kL2 −kL2 k3 − kL2

PR (B20)
In this case we have the following possibilities:
• k3 = −kL2
This implies kL2 6= n/2. The group order has to be
n ≥ 3, leading to the chain
Zn≥3 : P
L {A7 ⊕A3 ⊕A12}P
R , (B21)
with the associated charge vector(
1, ωkL2n , ω
2kL2
n
)
. (B22)
• k3 6= −kL2
The group order has to be n ≥ 4, leading to the chain
Zn≥4 : P
L {A7 ⊕A8 ⊕A11 ⊕A12}P
R . (B23)
The associated charge vector is(
1, ω−k3n , ω
kL2
n , ω
kL2−k3
n
)
. (B24)
6. Class (2,3)
a. With at least one matrix of the form PLA4P
The symmetry implementation is given by{
SR = PTdiag
(
ωk1 , ωkL2 , 1
)
P ,
SL = PLdiag
(
1, 1, ωkL2
)
PL ,
(B25)
leading to the phase transformation matrix ΘPLA4P
2pi
n
.PL

 k1 kL2 0k1 kL2 0
k1 − kL2 0 −kL2

P , (B26)
We now have the following cases:
• Another two matrices from PLA4P
This leads to k1 = −kL2 and kL2 = k1 − kL2. This
implies kL2 = n/3. The order of the group has to be
n ∈ 3Z, leading to the chain
Z3n : P
L {A4 ⊕A4P321 ⊕A4P123}P . (B27)
The associated charge vector is{ (
1, ω2n3n, ω
n
3n
)
,
kL2 = 2n
(B28)
• Another matrix from PLA4P
We get two cases:
(1) kL2 = −kL2
This implies kL2 = n/2. The order of the group
has to be n ∈ 2Z with n ≥ 4, leading to the chain
Z2(n+1) : P
L {A4 ⊕A4P23 ⊕A8P13 ⊕A12P13}P ,
(B29)
with the associated charge vector{ (
1, ωn+12(n+1), ω
−k1
2(n+1), ω
−k1+n+1
2(n+1)
)
,
kL2 = n+ 1
(B30)
(2) kL2 = k1 − kL2
This implies k1 = 2kL2 and kL2 6= n/2, n/3. The
order of the group has to be n ≥ 4, leading to the
chain
Zn≥4 : P
L {A4 ⊕A4P123 ⊕A8P13 ⊕A12}P . (B31)
The associated charge vector is(
1, ω−kL2n , ω
−2kL2
n , ω
kL2
n
)
. (B32)
(3) k1 = −kL2
This implies kL2 6= n/2, n/3. The order of the
group has to be n ≥ 4, leading to the chain
Zn≥4 : P
L {A4 ⊕A4P321 ⊕A12P13 ⊕A8P23}P . (B33)
The associated charge vector is(
1, ωkL2n , ω
2kL2
n , ω
−kL2
n
)
. (B34)
• No additional matrices from A4P
The only possibility is with all the k′s different. It
implies kL2 6= n/2 and k1 6= −kL2. The order of the
group has to be n ≥ 5, leading to the chain
Zn≥5 : P
L {A4 ⊕A8P23 ⊕A8P13 ⊕A12 ⊕A12P13}P .
(B35)
The associated charge vector is(
1, ω−kL2n , ω
−k1
n , ω
kL2
n , ω
kL2−k1
n
)
(B36)
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b. Without a matrix of the form PLA4P and at least one
form PLA8P
The symmetry implementation is given by{
SR = PTdiag
(
ωk1n , ω
k2
n , 1
)
P ,
SL = PLdiag
(
1, 1, ωkL2n
)
PL
(B37)
leading to the phase transformation matrix ΘPLA8P
2pi
n
.PL

 k1 k2 0k1 k2 0
k1 − kL2 k2 − kL2 −kL2

P (B38)
The only case possible is with all k′s different. The order
of the group has to be n ≥ 6, leading to the chain
Zn≥6 : PL {A8 ⊕A8P23 ⊕A8P13 ⊕A12
⊕A12P23 ⊕A12P13}P .
(B39)
The associated charge vector is(
1, ω−k2n , ω
−k1
n , ω
kL2
n , ω
kL2−k2
n , ω
kL2−k1
n
)
. (B40)
7. Class (3,1)
The symmetry implementation is{
SR = ωkL2n diag (1, 1, 1) ,
SL = diag
(
1, ωkL1n , ω
kL2
n
)
,
(B41)
leading to the phase transformation matrix ΘA9
2pi
n
.P ′

 kL2 kL2 kL2kL2 − kL1 kL2 − kL1 kL2 − kL1
0 0 0

 . (B42)
Therefore, the chain and its symmetry is
Zn≥3 : A9 ⊕ P23A9 ⊕ P13A9 , (B43)
with the associated charge vector(
1, ωkL1−kL2n , ω
−kL2
n
)
. (B44)
8. Class (3,2)
a. With at least one matrix of the form P ′A14P
R
The symmetry implementation in order to obtain
A14PR is given by{
SR = PRdiag
(
ωkL1n , ω
kL1
n , ω
kL2
n
)
PR ,
SL = diag
(
1, ωkL1n , ω
kL2
n
)
,
(B45)
leading to the phase transformation matrix ΘA14PR
2pi
n

 kL1 kL1 kL20 0 kL2 − kL1
kL1 − kL2 kL1 − kL2 0

PR . (B46)
This allows for the following three cases:
• Another two matrices from PA14PR
This leads to kL2 = kL1 − kL2 and kL1 = kL2 − kL1.
This implies kL2 = 2kL1 and kL1 = n/3. The order of
the group has to be n ∈ 3Z, leading to the chain
Z3n : {A14 ⊕ P123A14 ⊕ P321A14}P
R (B47)
and the associated charge vector{ (
1, ω2n3n , ω
n
3n
)
,
kL1 = 2kL2 = 2n
(B48)
• Another matrix from PA14PR
We get two cases:
(1) kL1 − kL2 = kL2 − kL1
This implies 2kL1 = 2kL2, or kL2 = kL1+n/2. The
order of the group has to be n ∈ 2Z with n ≥ 4,
leading to the chain
Z2(n+1) : {A14 ⊕ P23A14 ⊕ P13A11 ⊕ P13A12}P
R
(B49)
The associated charge vector is{ (
1, ωn+12(n+1), ω
−kL1
2(n+1), ω
−kL1+n+1
2(n+1)
)
,
kL2 = kL1 + n+ 1
(B50)
(2) kL1 − kL2 = kL2
This implies kL1 = 2kL2 and kL2 6= n/2, n/3. The
order of the group has to be n ≥ 4, leading to the
chain
Zn≥4 : {A14 ⊕ P123A14 ⊕ P13A11 ⊕ P23A12}P
R .
(B51)
The associated charge vector is{ (
1, ω−k2n , ω
−2k2
n , ω
k2
n
)
,
kL1 = 2kL2
(B52)
(3) kL1 = kL2 − kL1
This implies kL2 = 2kL1 and kL1 6= n/2, n/3. The
order of the group has to be n ≥ 4, leading to the
chain
Zn≥4 : {A14 ⊕ P321A14 ⊕ P13A12 ⊕A11}P
R . (B53)
The associated charge vector is{ (
1, ω−k1n , ω
−2k1
n , ω
k1
n
)
,
kL2 = 2kL1
(B54)
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• No additional matrices from PA14PR
The only possibility is with all the entries different.
The order of the group has to be n ≥ 5, leading to the
chain
Zn≥5 : {A14 ⊕A11 ⊕ P13A11 ⊕ P23A12
⊕P13A12}PR
(B55)
and the associated charge vector(
1, ωkL2−kL1n , ω
−kL1
n , ω
kL1−kL2
n , ω
−kL2
n
)
. (B56)
b. Without a matrix of the form P ′A14P
R and at least one
form P ′A11P
R
The implementation is given by{
SR = PRdiag
(
ωkL2n , ω
kL2
n , ω
k3
n
)
PR ,
SL = diag
(
1, ωkL1n , ω
kL2
n
) (B57)
leading to the phase transformation matrix ΘA11PR
2pi
n

 kL2 kL2 k3kL2 − kL1 kL2 − kL1 k3 − kL1
0 0 k3 − kL2

PR (B58)
The only case possible is with all k′s different. The order
of the group has to be n ≥ 6, leading to the chain
Zn≥6 : {A11 ⊕ P23A11 ⊕ P13A11 ⊕A12
⊕P23A12 ⊕ P13A12}PR
(B59)
and the associated charge vector(
1, ωkL1−kL2n , ω
−kL2
n , ω
kL2−k3
n , ω
kL1−k3
n , ω
−k3
n
)
(B60)
9. Class (3,3)
a. With one matrix belonging to P ′A13P
This can be implemented through the symmetry gen-
erators {
SR = PTdiag
(
1, ωkL1n , ω
kL2
n
)
P
SL = diag
(
1, ωkL1n , ω
kL2
n
) (B61)
leading to the phase transformation matrix ΘA13P
2pi
n

 0 kL1 kL2−kL1 0 kL2 − kL1
−kL2 kL1 − kL2 0

P (B62)
We now have the following possibilities:
• Another disjoint matrix from A13P .
This imposes the additional condition kL1 = kL2 −
kL1 = −kL2. This implies kL1 = n/3 (or kL2 = n/3)
and, therefore, n ∈ 3Z. The chain is given by
Z3n : {A13 ⊕ P123A13 ⊕ P321A13}P (B63)
with the associated charge vector{ (
1, ωn3n, ω
2n
3n
)
,
±kL1 = ∓kL2 = n
(B64)
• Three matrices from P ′A15P
(1) kL1 = kL2 − kL1, kL2 = −kL2
This implies kL2 = n/2 and kL1 = n/4. The order
of the group has to be n ∈ 4Z, leading to the chain
Z4n : {A13 ⊕ P321A15 ⊕A15P123
⊕P123A15P12}P
(B65)
with the associated charge vector{ (
1, ω3n4n, ω
n
4n, ω
2n
4n
)
,
kL2 = 2kL1 = 2n
(B66)
(2) kL2 − kL1 = −kL2, kL1 = −kL1
This implies kL1 = n/2 and kL2 = n/4. The order
of the group has to be n ∈ 4Z, leading to the chain
Z4n : {A13 ⊕ P123A15 ⊕A15P321
⊕P321A15P13}P
(B67)
with the associated charge vector{ (
1, ω3n4n, ω
n
4n, ω
2n
4n
)
,
kL1 = 2kL2 = 2n
(B68)
It can be obtained from case (1) when PL = P =
P12.
(3) kL1 = −kL2, kL2 − kL1 = kL1 − kL2
This implies kL1 = n/4 (or kL2 = n/4) and kL1 =
−kL2. The order of the group has to be n ∈ 4Z,
leading to the chain
Z4n : {A13 ⊕ P13A15P12 ⊕ P12A15P13
⊕P23A15}P
(B69)
with the associated charge vector{ (
1, ω3n4n, ω
n
4n, ω
2n
4n
)
,
±kL1 = ∓kL2 = n
(B70)
It can be obtained from case (1) when PL = P =
P23.
• Two matrices from P ′A15P
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(1) kL1 = kL2 − kL1
This implies kL2 = 2kL1 and kL1 6= n/2, n/4. The
order of the group has to be n ≥ 5, leading to the
chain
Zn≥5 : {A13 ⊕ P321A15 ⊕A15P123
⊕P13A12 ⊕A12P13}P .
(B71)
The associated charge vector is{ (
1, ω−kL1n , ω
kL1
n , ω
−2kL1
n , ω
2kL1
n
)
,
kL2 = 2kL1
(B72)
(2) kL2 = kL1 − kL2
This implies kL1 = 2kL2 and kL2 6= n/2, n/4. The
order of the group has to be n ≥ 5, leading to the
chain
Zn≥5 : {A13 ⊕ P123A15 ⊕ A15P321
⊕P13A12P23 ⊕ P23A12P13}P .
(B73)
The associated charge vector is{ (
1, ω−kL2n , ω
kL2
n , ω
−2kL2
n , ω
2kL2
n
)
,
kL1 = 2kL2
(B74)
It can be obtained from case (1) when PL = P =
P23.
(3) kL2 = −kL1
The order of the group has to be n ≥ 5, leading to
the chain
Zn≥5 : {A13 ⊕ P12A15P13 ⊕ P13A15P12
⊕A12P23 ⊕ P23A12}P .
(B75)
The associated charge vector is{ (
1, ω−kL1n , ω
kL1
n , ω
−2kL1
n , ω
2kL1
n
)
,
kL2 = −kL1
(B76)
It can be obtained from case (1) when PL = P =
P12.
• One matrix from P ′A15P
(1) kL1 = −kL1
This implies kL1 = n/2. The order of the group
has to be n ∈ 2Z, leading to the chain
Z2(n+2) : {A13 ⊕ P321A15P13 ⊕A12P23
⊕P23A12 ⊕A12P13 ⊕ P13A12}P
. (B77)
The associated charge vector is{ (
1, ωn+22(n+2), ω
kL2+n+2
2(n+2) , ω
−kL2+n+2
2(n+2) , ω
kL2
2(n+2), ω
−kL2
2(n+2)
)
,
kL1 = n+ 2
(B78)
(2) kL2 = −kL2
This implies kL2 = n/2. The order of the group
has to be n ∈ 2Z, leading to the chain
Z2(n+2) : {A13 ⊕ P123A15P12 ⊕ P23A12
⊕A12P23 ⊕ P23A12P13 ⊕ P13A12P23}P
.
(B79)
The associated charge vector is{ (
1, ωn+22(n+2), ω
kL1+n+2
2(n+2) , ω
−kL1+n+2
2(n+2) , ω
kL1
2(n+2), ω
−kL1
2(n+2)
)
,
kL2 = n+ 2
(B80)
It can be obtained from case (1) when PL = P =
P23.
(3) kL2 − kL1 = kL1 − kL2
This implies 2kL2 = 2kL1, or kL2 = kL1+n/2. The
order of the group has to be n ∈ 2Z, leading to the
chain
Z2(n+2) : {A13 ⊕ P23A15 ⊕A12P13 ⊕ P13A12
⊕P23A12P13 ⊕ P13A12P23}P
. (B81)
The associated charge vector is{ (
1, ωn+22(n+2), ω
kL1+n+2
2(n+2) , ω
−kL1+n+2
2(n+2) , ω
kL1
2(n+2), ω
−kL1
2(n+2)
)
,
kL2 = kL1 + n+ 2
(B82)
It can be obtained from case (1) when PL = P =
P13.
• Only matrices from P ′A12P
In this case we have six distinct k’s, which leads to the
chain
Zn≥7 : {A13 ⊕A12P23 ⊕ P23A12 ⊕A12P13
⊕P13A12 ⊕ P13A12P23 ⊕ P23A12P13}P .
(B83)
The associated charge vector is(
1, ωkL2+kL1n , ω
−(kL2+kL1)
n , ω2kL1+kL2n ,
ω
−(2kL1+kL2)
n , ω−kL1n , ω
kL1
n
) (B84)
b. No textures from P ′A13P and at least one from P
′A15P
The symmetry implementation{
SR = PTdiag
(
ωk1n , ω
kL1
n , ω
kL2
n
)
P
SL = diag
(
1, ωkL1n , ω
kL2
n
) , (B85)
which leads to the phase transformation matrix ΘA15P is
2pi
n

 k1 kL1 kL2k1 − kL1 0 kL2 − kL1
k1 − kL2 kL1 − kL2 0

P , (B86)
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We have the following possibilities:
• Four matrices from P ′A15P
In this case we may have the following:
(1) kL1 = k1 − kL1, kL2 − kL1 = kL1 − kL2,
kL2 = k1 − kL2
This implies k1 = 2kL1 = 2kL2 and kL1 = kL2 +
n/2. The order of the group has to be n ∈ 2Z,
leading to the chain
Z2(n+2) : {A15 ⊕ P23A15 ⊕ P321A15P13⊕
P123A15P12 ⊕ P13A12P13 ⊕A0}P
(B87)
The symmetry automatically gives the A0 in the
chain. The associated charge vector is{ (
1, ωn+22(n+2), ω
−kL2+n+2
2(n+2) , ω
−kL2
2(n+2), ω
−2kL2
2(n+2), ω
k˜
2(n+2)
)
,
kL1 = kL2 + n+ 2 .
(B88)
(2) kL1 = k1 − kL2, kL2 = k1 − kL1,
kL2 − kL1 = kL1 − kL2
This implies k1 = kL1 + kL2 and kL1 = kL2 + n/2
(or 2kL1 = 2kL2). The order of the group has to be
n ∈ 2Z, leading to the chain
Z2(n+2) : {A15 ⊕ P23A15 ⊕ P12A15P13⊕
P13A15P12 ⊕ P13A12P13 ⊕A0}P
(B89)
The symmetry automatically gives the A0 in the
chain. The associated charge vector is{ (
1, ωn+22(n+2), ω
−kL2+n+2
2(n+2) , ω
−kL2
2(n+2), ω
−2kL2+n+2
2(n+2) , ω
k˜
2(n+2)
)
,
kL1 = kL2 + n+ 2 .
(B90)
It is included in case (1) when P = P23.
(3) k1 = kL1 − kL2, kL1 = k1 − kL2, kL2 = k1 − kL1
This implies k1 = kL1 + kL2 and kL2 = n/2. The
order of the group has to be n ∈ 2Z, leading to the
chain
Z2(n+2) : P
′ {A15 ⊕ P13A15P12 ⊕ P12A15P123⊕
P12A15P13 ⊕ P23A12 ⊕A0}P
(B91)
The symmetry automatically gives the A0 in the
chain. The associated charge vector is{ (
1, ωn+22(n+2), ω
−kL1+n+2
2(n+2) , ω
−kL1
2(n+2), ω
kL1+n+2
2(n+2) , ω
k˜
2(n+2)
)
,
kL2 = n+ 2 .
(B92)
It is included in case (1) when PL = P12 and P =
P123.
(4) k1 = kL2 − kL1, k1 − kL1 = kL1 − kL2
kL2 = k1 − kL2
This implies k1 = −2kL1, kL2 = −kL1, and kL1 =
±n/5. The order of the group has to be n ∈ 5Z,
leading to the chain
Z5n : {A15 ⊕A15P123 ⊕ P321A15P12
⊕P123A15P12 ⊕ P13A12P23}P .
(B93)
The associated charge vector is{ (
1, ω2n5n, ω
3n
5n , ω
4n
5n , ω
n
5n
)
,
±kL1 = ∓kL2 = n
(B94)
(5) k1 = kL1 − kL2, kL1 = k1 − kL1,
kL2 − kL1 = k1 − kL2
This implies k1 = 2kL1, kL2 = −kL1, and kL1 =
±n/5. The order of the group has to be n ∈ 5Z,
leading to the chain
Z5n : {A15 ⊕ P12A15P123 ⊕A15P321
⊕P13A12 ⊕ P321A15P13}P .
(B95)
The associated charge vector is{ (
1, ω2n5n, ω
3n
5n , ω
4n
5n , ω
n
5n
)
,
±kL1 = ∓kL2 = n
(B96)
It is included in case (4) when PL = P12 and P =
P123.
(6) k1 = kL1 − kL2, kL1 = kL2 − kL1, kL2 = k1 − kL2
This implies k1 = 4kL1, kL2 = 2kL1, and kL1 =
n/5. The order of the group has to be n ∈ 5Z,
leading to the chain
Z5n : {A15 ⊕ P23A12P13 ⊕ P123A15P12
⊕P321A15 ⊕ P12A15P123}P .
(B97)
The associated charge vector is{ (
1, ω2n5n, ω
3n
5n , ω
4n
5n , ω
n
5n
)
,
kL2 = 2kL1 = 2n
(B98)
It is included in case (4) when PL = P12 and P =
P123.
(7) k1 = kL2 − kL1, kL1 = k1 − kL1, kL2 = kL1 − kL2
This implies k1 = 2kL1, kL1 = 2kL2, and kL2 =
n/5. The order of the group has to be n ∈ 5Z,
leading to the chain
Z5n : {A15 ⊕A12P13 ⊕ P321A15P13
⊕P123A15 ⊕ P321A15P12}P .
(B99)
The associated charge vector is{ (
1, ω2n5n, ω
3n
5n , ω
4n
5n , ω
n
5n
)
,
kL1 = 2kL2 = 2n
(B100)
It is included in case (4) when PL = P13 and P =
P123.
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• Three matrices from P ′A15P .
In this case we have the following possibilities:
(1) kL1 = kL2 − kL1, kL2 = kL1 − kL2
This implies kL1 = −kL2 and kL1 = ±n/3. The
order of the group has to be n ∈ 3Z with n ≥ 6,
leading to the chain
Z3(n+1) : {A15 ⊕ P321A15 ⊕ P123A15 ⊕A12P13
⊕P23A12P13 ⊕ P13A12P13}P .
(B101)
The associated charge vector is{ (
1, ω
2(n+1)
3(n+1) , ω
n+1
3(n+1), ω
−k1+2(n+1)
3(n+1) , ω
−k1+n+1
3(n+1) , ω
−k1
3(n+1)
)
.
±kL1 = ∓kL2 = (n+ 1)
(B102)
(2) kL1 = k1 − kL2, kL2 = k1 − kL1
This implies k1 = kL1+kL2 and kL1 6= {2kL2, n/2},
kL2 6= {−kL1, 2kL1, n/2} and 2kL1 6= 2kL2. For
n = 6 we have four possible charges for kL1 and
kL2; however, there are five constraints between the
k’s. The order of the group has to be n ≥ 7, leading
to the chain
Zn≥7 : {A15 ⊕ P12A15P13 ⊕ P13A15P12 ⊕ P13A12P13
⊕A12P23 ⊕ P23A12 ⊕A0}P .
(B103)
The associated charge vector is(
1, ωkL2−k1n , ω
−kL2
n , ω
−k1
n , ω
kL2−kL1
n , ω
kL1−kL2
n , ω
k
n
)
.
(B104)
(3) k1 − kL1 = kL1 − kL2, kL2 − kL1 = k1 − kL2
This implies 3kL1 = 3kL2 (or kL2 = kL1 ± n/3).
The order of the group has to be n ∈ 3Z with
n ≥ 6, leading to the chain
Z3(n+1) : {A15 ⊕A15P123 ⊕A15P321 ⊕ P13A12
⊕P13A12P23 ⊕ P13A12P13}P .
(B105)
The associated charge vector is

(
1, ω
∓2(n+1)
3(n+1) , ω
∓(n+1)
3(n+1) , ω
−kL1∓(n+1)
3(n+1) , ω
−kL1
3(n+1),
ω
−kL1∓2(n+1)
3(n+1)
)
,
kL2 = kL1 ± (n+ 1)
(B106)
(4) kL1 = k1 − kL1, kL2 = kL1 − kL2
This implies k1 = 4kL2 and kL1 = 2kL2. The order
of the group has to be n ≥ 6, leading to the chain
Zn≥6 : {A15 ⊕ P123A15 ⊕ P13A15P123
⊕P13A12P13 ⊕ P23A12 ⊕A12P13}P .
(B107)
The associated charge vector is{ (
1, ω−kL2n , ω
−2kL2
n , ω
−4kL2
n , ω
kL2
n , ω
−3kL2
n
)
,
kL1 = 2kL2
(B108)
(5) kL1 = kL2 − kL1, kL2 = k1 − kL2
This implies k1 = 4kL1 and kL2 = 2kL1. The order
of the group has to be n ≥ 6, leading to the chain
Zn≥6 : {A15 ⊕ P321A15 ⊕ P123A15P12
⊕P13A12P13 ⊕A12P23 ⊕ P23A12P13}P .
(B109)
The associated charge vector is{ (
1, ω−kL1n , ω
−2kL1
n , ω
−4kL1
n , ω
kL1
n , ω
−3kL1
n
)
,
kL1 = 2kL2
(B110)
It is obtained from case (4) with PL = P = P23.
(6) k1 = kL2 − kL1, kL2 = kL1 − kL2
This implies k1 = −kL2 and kL1 = 2kL2. The order
of the group has to be n ≥ 6, leading to the chain
Zn≥6 : {A15 ⊕ P321A15P12 ⊕ P123A15
⊕A12P13 ⊕ P13A12P23 ⊕ P23A12P13}P .
(B111)
The associated charge vector is{ (
1, ωkL2n , ω
2kL2
n , ω
−kL2
n , ω
−2kL2
n , ω
3kL2
n
)
,
kL1 = 2kL2
(B112)
It is obtained from case (4) with PL = P12 and
P = P23.
(7) k1 = kL1 − kL2, kL1 = kL2 − kL1
This implies k1 = −kL1 and kL2 = 2kL1. The order
of the group has to be n ≥ 6, leading to the chain
Zn≥6 : {A15 ⊕ P12A15P123 ⊕ P23A12P13
⊕P321A15 ⊕ P13A12 ⊕A12P13}P .
(B113)
The associated charge vector is{ (
1, ωkL1n , ω
2kL1
n , ω
−kL1
n , ω
−2kL1
n , ω
3kL1
n
)
,
kL2 = 2kL1
(B114)
It is obtained from case (4) with PL = P321.
(8) k1 = kL2 − kL1, kL2 = k1 − kL2
This implies k1 = −2kL1 and kL2 = −kL1. The
order of the group has to be n ≥ 6, leading to the
chain
Zn≥6 : {A15 ⊕ P123A15P12 ⊕ P321A15P12
⊕P13A12P23 ⊕A12P23 ⊕ P23A12P13}P .
(B115)
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The associated charge vector is{ (
1, ωkL1n , ω
2kL1
n , ω
−kL1
n , ω
−2kL1
n , ω
3kL1
n
)
,
kL2 = −kL1
(B116)
It is obtained from case (4) with PL = P13 and
P = P321.
(9) k1 = kL1 − kL2, kL1 = k1 − kL1
This implies k1 = 2kL1 and kL2 = −kL1. The order
of the group has to be n ≥ 6, leading to the chain
Zn≥6 : {A15 ⊕ P321A15P13 ⊕ P12A15P123
⊕P13A12 ⊕ P23A12 ⊕A12P13}P .
(B117)
The associated charge vector is{ (
1, ω−kL1n , ω
−2kL1
n , ω
kL1
n , ω
2kL1
n , ω
−3kL1
n
)
,
kL2 = −kL1
(B118)
It is obtained from case (4) with PL = P123 and
P = P13.
(10) kL1 = k1 − kL1, kL2 − kL1 = k1 − kL2
This implies k1 = 2kL1 and 2kL2 = 3kL1. The
order of the group has to be n ≥ 6, leading to the
chain
Zn≥6 : {A15 ⊕A15P321 ⊕ P13A15P123
⊕A12P23 ⊕ P13A12 ⊕ P13A12P13}P
(B119)
The associated charge vector is{ (
1, ωkL1−kL2n , ω
−kL1
n , ω
kL2−kL1
n , ω
−kL2
n , ω
−2kL1
n
)
,
3kL1 = 2kL2
(B120)
(11) k1 − kL1 = kL1 − kL2, kL2 = k1 − kL2
This implies k1 = 2kL2 and 3kL2 = 2kL1. The
order of the group has to be n ≥ 6, leading to the
chain
Zn≥6 : {A15 ⊕A15P123 ⊕ P123A15P12
⊕P23A12 ⊕ P13A12P23 ⊕ P13A12P13}P
(B121)
The associated charge vector is{ (
1, ωkL2−kL1n , ω
−kL2
n , ω
kL1−kL2
n , ω
−kL1
n , ω
−2kL2
n
)
,
2kL1 = 3kL2
(B122)
It is obtained from (10) with PL = P = P23.
(12) k1 = kL1 − kL2, kL2 − kL1 = k1 − kL2
This implies k1 = kL1− kL2 and 2kL1 = 3kL2. The
order of the group has to be n ≥ 6, leading to the
chain
Zn≥6 : {A15 ⊕ P12A15P123 ⊕ P13A12 ⊕A15P321
⊕P13A12P23 ⊕ P23A12P13}P
(B123)
The associated charge vector is{ (
1, ωkL2−kL1n , ω
−kL2
n , ω
kL1−kL2
n , ω
−kL1
n , ω
kL2
n
)
,
2kL1 = 3kL2
(B124)
It is obtained from (10) with PL = P23 and P =
P12.
(13) k1 = kL2 − kL1, k1 − kL1 = kL1 − kL2
This implies k1 = kL2− kL1 and 3kL1 = 2kL2. The
order of the group has to be n ≥ 6, leading to the
chain
Zn≥6 : {A15 ⊕ P321A15P12 ⊕ P13A12P23
⊕A15P123 ⊕ P13A12 ⊕A12P13}P
(B125)
The associated charge vector is{ (
1, ωkL1−kL2n , ω
−kL1
n , ω
kL2−kL1
n , ω
−kL2
n , ω
kL1
n
)
,
3kL1 = 2kL2
(B126)
It is obtained from (10) with P = P123.
(14) k1 = kL1 − kL2, kL2 = k1 − kL2
This implies k1 = 2kL2 and kL1 = 3kL2. The order
of the group has to be n ≥ 6, leading to the chain
Zn≥6 : {A15 ⊕ P12A15P123 ⊕ P123A15P12
⊕P23A12P13 ⊕ P23A12 ⊕ P13A12P23}P
(B127)
The associated charge vector is{ (
1, ω2kL2n , ω
−kL2
n , ω
kL2
n , ω
2kL2
n , ω
−3kL2
n
)
,
kL1 = 3kL2
(B128)
It is obtained from (10) with PL = P123 P = P13.
(15) k1 = kL2 − kL1, kL2 = k1 − kL1
This implies k1 = 2kL1 and kL2 = 3kL1. The order
of the group has to be n ≥ 6, leading to the chain
Zn≥6 : {A15 ⊕ P321A15P12 ⊕ P321A15P13
⊕A12P13 ⊕A12P23 ⊕ P13A12}P
(B129)
The associated charge vector is{ (
1, ω−2kL1n , ω
−kL1
n , ω
kL1
n , ω
2kL1
n , ω
−3kL1
n
)
,
kL2 = 3kL1
(B130)
It is obtained from (10) with PL = P13 P = P321.
• Two matrices from P ′A12P .
In this case we have the following possibilities
(1) kL1 = k1 − kL1
This implies k1 = 2kL1, kL1 6= n/2, kL2 6=
{−kL1, 2kL1, 3kL1, kL1 + n/2, n/2}, and 3kL1 6=
30
2kL2. The order of the group has to be n ≥ 7;
however, for n = 7 we get five possibilities for kL2
given a kL1. But these are the different forbidden
kL2; therefore, n = 7 is not possible, leading to
n ≥ 8. The chain is given by
Zn≥8 : {A15 ⊕ P321A15P13 ⊕ P13A12P13 ⊕ P23A12
⊕P13A12 ⊕A12P23 ⊕A12P13 ⊕A0}P
(B131)
The associated charge vector is
(
1, ω−kL1n , ω
−2kL1
n , ω
kL1−kL2
n , ω
−kL2
n ,
ωkL2−kL1n , ω
kL2−2kL1
n , ω
k˜
n
) (B132)
(2) kL2 = k1 − kL2 = k
This implies k1 = 2kL2, kL2 6= n/2, kL1 6=
{−kL2, 2kL2, 3kL2, kL2 + n/2, n/2}, and 3kL2 6=
2kL1.The order of the group is n ≥ 8. The chain is
given by
Zn≥8 : {A15 ⊕ P123A15P12 ⊕ P13A12P13 ⊕A12P23
⊕P13A12P23 ⊕ P23A12 ⊕ P23A12P13 ⊕A0}P
(B133)
The associated charge vector is
(
1, ω−kL2n , ω
−2kL2
n , ω
kL2−kL1
n , ω
−kL1
n ,
ωkL1−kL2n , ω
kL1−2kL2
n , ω
k˜
n
) (B134)
It is obtained from (1) with PL = PR = P23.
(3) k1 = kL2 − kL1
This implies kL1 6= {2kL2, n/2}, kL2 6=
{−kL1, 2kL1, 3kL1, kL1 + n/2, n/2}, and 3kL1 6=
2kL2.The order of the group is n ≥ 8. The
Zn≥8 : {A15 ⊕ P321A15P12 ⊕ P13A12P23 ⊕ P13A12
⊕A12P13 ⊕ A12P23 ⊕ P23A12P13 ⊕A0}P
(B135)
The associated charge vector is
(
1, ωkL1−kL2n , ω
−kL1
n , ω
−kL2
n , ω
kL1
n ,
ωkL2−kL1n , ω
2kL1−kL2
n , ω
k˜
n
) (B136)
It is obtained from (1) with PL = P13 and PR =
P123.
(4) k1 = kL1 − kL2
This implies kL2 6= {2kL1, n/2}, kL1 6=
{−kL2, 2kL2, 3kL2, kL2 + n/2, n/2}, and 3kL2 6=
2kL1.The order of the group is n ≥ 8. The
Zn≥8 : {A15 ⊕ P12A15P123 ⊕ P13A12 ⊕ P13A12P23
⊕P23A12P13 ⊕ P23A12 ⊕A12P13 ⊕A0}P
(B137)
The associated charge vector is
(
1, ωkL2−kL1n , ω
−kL2
n , ω
−kL1
n , ω
kL2
n ,
ωkL1−kL2n , ω
2kL2−kL1
n , ω
k˜
n
) (B138)
It is obtained from (1) with PL = P321 and PR =
P13.
(5) kL1 = kL2 − kL1
This implies kL2 = 2kL1, kL1 6= n/2, n/3, and k1 6=
{kL1, −kL1, 2kL1, 3kL1, 4kL1}. The order of the
group has to be n ≥ 7, leading to the chain
Zn≥7 : {A15 ⊕ P321A15 ⊕ P13A12P13 ⊕ P13A12
⊕A12P23 ⊕A12P13 ⊕ P23A12P13}P
(B139)
The associated charge vector is{ (
1, ω−kL1n , ω
−k1
n , ω
−2kL1
n , ω
kL1
n , ω
2kL1−k1
n , ω
kL1−k1
n
)
kL2 = 2kL1
(B140)
(6) kL2 = kL1 − kL2
This implies kL1 = 2kL2, kL2 6= n/2, n/3, and k1 6=
{kL2, −kL2, 2kL2, 3kL2, 4kL2}. The order of the
group has to be n ≥ 7, leading to the chain
Zn≥7 : {A15 ⊕ P123A15 ⊕ P13A12P13 ⊕ P13A12P23
⊕P23A12 ⊕ P23A12P13 ⊕A12P13}P
(B141)
The associated charge vector is{ (
1, ω−kL2n , ω
−k1
n , ω
−2kL2
n , ω
kL2
n , ω
2kL2−k1
n , ω
kL2−k1
n
)
kL1 = 2kL2
(B142)
It is obtained from (5) with PL = PR = P23.
(7) k1 − kL1 = kL1 − kL2
This implies k1 = 2kL1 − kL2, kL1 6=
{kL2, 2kL2, kL2 + n/2}, 3kL1 6= 2kL2, 3kL2 6= 2kL1.
The order of the group has to be n ≥ 7, leading to
the chain
Zn≥7 : {A15 ⊕A15P123 ⊕A12P13
⊕P23A12 ⊕ P13A12 ⊕ P13A12P23
⊕P13A12P13}P
(B143)
The associated charge vector is(
1, ωkL2−kL1n , ω
2(kL2−kL1)
n , ωkL1−kL2n , ω
−kL2
n ,
ω−kL1n , ω
kL2−2kL1
n
) (B144)
(8) kL2 − kL1 = k1 − kL2
This implies k1 = 2kL2 − kL1, kL2 6=
{kL1, 2kL1, kL1 + n/2}, 3kL1 6= 2kL2, 3kL2 6= 2kL1.
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The order of the group has to be n ≥ 7, leading to
the chain
Zn≥7 : {A15 ⊕A15P321 ⊕ P23A12P13
⊕A12P23 ⊕ P13A12P23 ⊕ P13A12
⊕P13A12P13}P
(B145)
The associated charge vector is(
1, ωkL1−kL2n , ω
2(kL1−kL2)
n , ωkL2−kL1n , ω
−kL1
n ,
ω−kL2n , ω
kL1−2kL2
n
) (B146)
It is obtained from (7) with PR = P123
(9) kL2 − kL1 = kL1 − kL2
This implies 2kL1 = 2kL2 (or kL2 = kL1 + n/2).
The order of the group has to be n ∈ 2Z with
n > 7, leading to the chain
Z2(3+n) : {A15 ⊕ P23A15 ⊕ P13A12P13
⊕P13A12 ⊕ P13A12P23 ⊕A12P13
⊕P23A12P13 ⊕A0}P
(B147)
The associated charge vector is

(
1, ω3+n2(3+n), ω
k1
2(3+n), ω
−kL1+3+n
2(3+n) , ω
−kL1
2(3+n), ω
kL1−k1+3+n
2(3+n)
ωkL1−k12(3+n) , ω
k
2(3+n)
)
kL2 = kL1 + 3 + n
(B148)
• One matrix form P ′A15P
In this case we only have one possibility and the con-
straints 2kL1 6= 2kL2, kL1 6= 2kL2, kL2 6= 2kL1 and k1 6=
{±(kL1−kL2), 2kL1,2, kL1+kL2, 2kL1−kL2, 2kL2−kL1},
leading to the chain
Zn≥8 : {A15 ⊕A12P23 ⊕A12P13 ⊕ P23A12
⊕P23A12P13 ⊕ P13A12 ⊕ P13A12P23
⊕P13A12P13}P
(B149)
The associated charge vector is(
1, ωkL2−kL1n , ω
kL2−k1
n , ω
kL1−kL2
n , ω
kL1−k1
n ω
−kL2
n , ω
−kL1
n , ω
k1
n
)
(B150)
c. Only matrices from P ′A12P
The symmetry generators are given by{
SR = PTdiag
(
ωk1n , ω
k2
n , ω
kL2
n
)
P ,
SL = diag
(
1, ωkL1n , ω
kL2
n
) (B151)
leading to the phase transformation matrix ΘA12P
2pi
n

 k1 k2 kL2k1 − kL1 k2 − kL1 kL2 − kL1
k1 − kL2 k2 − kL2 0

P (B152)
There is only one chain possible when k′s are all different.
We get
Zn≥9 : P ′ {A12 ⊕ P23A12P23 ⊕A12P23 ⊕A12P13
⊕P23A12 ⊕ P23A12P13 ⊕ P13A12
⊕P13A12P23 ⊕ P13A12P13}P
(B153)
The associated charge vector is
(
1, ωkL1−k2n , ω
kL2−k2
n , ω
kL2−k1
n , ω
kL1−kL2
n , ω
kL1−k1
n ,
ω−kL2n , ω
−k2
n , ω
−k1
n
)
(B154)
Appendix C: Models belonging to classes (2, i)
Explicit representation of the available models for
classes 2, i.
0C
(2,1)
1 ⊗
0C
(2,1)
1
Γ5
Γ9
Γ0
∆5
∆9
∆0
=
2 2
(C1a)
0C
(2,1)
1 ⊗
0C
(2,2)
1
Γ5
Γ9
2Γ0
∆2
∆3
2∆0
2
=
(C1b)
0C
(2,1)
1 ⊗
0C
(2,2)
2
Γ5
Γ9
Γ0
∆2
∆8
∆11
∆0
=
3
(C1c)
32
0C
(2,1)
1 ⊗
0C
(2,2)
3
Γ5
Γ9
Γ0
∆7
∆3
∆12
∆0
=
3 3 3
(C1d)
0C
(2,1)
1 ⊗
0C
(2,2)
4
Γ5
Γ9
Γ0
∆7
∆8
∆11
∆12
∆0
=
2 2
(C1e)
0C
(2,1)
1 ⊗
0C
(2,3)
1
Γ5
Γ9
Γ0
∆4
∆4P321
∆4P123
3∆0
3
=
(C1f)
0C
(2,1)
1 ⊗
0C
(2,3)
2
Γ5
Γ9
Γ0
∆4
∆4P23
∆8P13
∆12P13
2∆0
2
=
(C1g)
0C
(2,1)
1 ⊗
0C
(2,3)
3
Γ5
Γ9
Γ0
∆4
∆4P123
∆8P13
∆12
∆0
=
4 4
(C1h)
0C
(2,1)
1 ⊗
0C
(2,3)
4
Γ5
Γ9
Γ0
∆4
∆4P321
∆12P13
∆8P23
∆0
=
4 4
(C1i)
33
0C
(2,1)
1 ⊗
0C
(2,3)
5
Γ5
Γ9
Γ0
∆4
∆8P23
∆8P13
∆12
∆12P13
∆0
=
(C1j)
0C
(2,1)
1 ⊗ C
(2,3)
6
Γ5
Γ9
Γ0
∆8
∆8P23
∆8P13
∆12
∆12P23
∆12P13
=
(C1k)
0C
(2,2)
1 ⊗
0C
(2,2)
1
Γ2
Γ3
2Γ0
∆2
∆3
2∆0
2
=
(C2a)
0C
(2,2)
1 ⊗
0C
(2,2)
4
Γ2
Γ3
2Γ0
∆7
∆8
∆11
∆12
∆0
2
=
(C2b)
0C
(2,2)
1 ⊗
0C
(2,3)
2
Γ2
Γ3
2Γ0
∆4
∆4P23
∆8P13
∆12P13
∆0
2
=
(C2c)
0C
(2,2)
1 ⊗ C
(2,3)
6
Γ2
Γ3
2Γ0
∆8
∆8P23
∆8P13
∆12
∆12P23
∆12P13
2
=
(C2d)
0C
(2,2)
2 ⊗
0C
(2,2)
2
Γ2
Γ8
Γ11
Γ0
∆2
∆8
∆11
∆0
=
2 2
3
3
(C3a)
34
0C
(2,2)
2 ⊗
0C
(2,2)
3
Γ2
Γ8
Γ11
Γ0
∆7
∆3
∆12
∆0
=
3 3 3
3 3 4
(C3b)
0C
(2,2)
2 ⊗
0C
(2,2)
4
Γ2
Γ8
Γ11
Γ0
∆7
∆8
∆11
∆12
∆0
=
(C3c)
0C
(2,2)
2 ⊗
0C
(2,3)
1
Γ2
Γ8
Γ11
Γ0
∆4
∆4P321
∆4P123
3∆0
3
=
(C3d)
0C
(2,2)
2 ⊗
0C
(2,3)
3
Γ2
Γ8
Γ11
Γ0
∆4
∆4P123
∆8P13
∆12
∆0
=
4 4 4
4
(C3e)
0C
(2,2)
2 ⊗
0C
(2,3)
4
Γ2
Γ8
Γ11
Γ0
∆4
∆4P321
∆12P13
∆8P23
∆0
=
4 4 4
4
(C3f)
35
0C
(2,2)
2 ⊗
0C
(2,3)
5
Γ2
Γ8
Γ11
Γ0
∆4
∆8P321
∆8P13
∆12
∆12P13
∆0
=
3
(C3g)
0C
(2,2)
2 ⊗ C
(2,3)
6
Γ2
Γ8
Γ11
Γ0
∆8
∆8P23
∆8P13
∆12
∆12P23
∆12P13
=
(C3h)
0C
(2,2)
3 ⊗
0C
(2,2)
3
Γ7
Γ3
Γ12
Γ0
∆7
∆3
∆12
∆0
=
3 3 3 3 3
3 4
3
(C4a)
0C
(2,2)
3 ⊗
0C
(2,2)
4
Γ7
Γ3
Γ12
Γ0
∆7
∆8
∆11
∆12
∆0
=
3 3
3
(C4b)
0C
(2,2)
3 ⊗
0C
(2,3)
1
Γ7
Γ3
Γ12
3Γ0
∆4
∆4P321
∆4P123
3∆0
3
=
(C4c)
36
0C
(2,2)
3 ⊗
0C
(2,3)
3
Γ7
Γ3
Γ12
Γ0
∆4
∆4P123
∆8P13
∆12
∆0
=
4 4 4 4 4
4
(C4d)
0C
(2,2)
3 ⊗
0C
(2,3)
4
Γ7
Γ3
Γ12
Γ0
∆4
∆4P321
∆12P13
∆8P23
∆0
=
4 4
4
4 4 5 4
(C4e)
0C
(2,2)
3 ⊗
0C
(2,3)
5
Γ7
Γ3
Γ12
Γ0
∆4
∆8P23
∆8P13
∆12
∆12P13
∆0
=
3
3
(C4f)
0C
(2,2)
3 ⊗ C
(2,3)
6
Γ7
Γ3
Γ12
Γ0
∆8
∆8P23
∆8P13
∆12
∆12P23
∆12P13
=
(C4g)
C
(2,2)
4 ⊗ C
(2,2)
4
Γ7
Γ8
Γ11
Γ12
∆7
∆8
∆11
∆12
=
2 2
2 (C5a)
37
0C
(2,2)
4 ⊗
0C
(2,3)
1
Γ7
Γ8
Γ11
Γ12
2Γ0
∆4
∆4P321
∆4P123
3∆0
3
=
(C5b)
0C
(2,2)
4 ⊗
0C
(2,3)
2
Γ7
Γ8
Γ11
Γ12
2Γ0
∆4
∆4P23
∆8P13
∆12P13
2∆0
2
=
(C5c)
0C
(2,2)
4 ⊗
0C
(2,3)
3
Γ7
Γ8
Γ11
Γ12
Γ0
∆4
∆4P123
∆8P13
∆12
∆0
=
4
(C5d)
38
0C
(2,2)
4 ⊗
0C
(2,3)
4
Γ7
Γ8
Γ11
Γ12
Γ0
∆4
∆4P321
∆12P13
∆8P23
∆0
=
4
4
4 4
(C5e)
0C
(2,2)
4 ⊗
0C
(2,3)
5
Γ7
Γ8
Γ11
Γ12
Γ0
∆4
∆8P23
∆8P13
∆12
∆12P13
∆0
=
3 3
3
(C5f)
0C
(2,2)
4 ⊗ C
(2,3)
6
Γ7
Γ8
Γ11
Γ12
Γ0
∆8
∆8P23
∆8P13
∆12
∆12P23
∆12P13
=
(C5g)
0C
(2,3)
1 ⊗
0C
(2,3)
1
Γ4
Γ4P321
Γ4P123
3Γ0
∆4
∆4P321
∆4P123
3∆0
3
=
(C6a)
39
0C
(2,3)
1 ⊗
0C
(2,3)
5
Γ4
Γ4P321
Γ4P123
3Γ0
∆4
∆8P23
∆8P13
∆12
∆12P13
∆0
3
=
(C6b)
C
(2,3)
2 ⊗ C
(2,3)
2
Γ4
Γ4P23
Γ8P13
Γ12P13
∆4
∆4P23
∆8P13
∆12P13
2
= 4 4 4 4
4 4 4 4
(C7a)
C
(2,3)
2 ⊗ C
(2,3)
6
Γ4
Γ4P23
Γ8P13
Γ12P13
∆8
∆8P23
∆8P13
∆12
∆12P23
∆12P13
2
=
(C7b)
0C
(2,3)
3 ⊗
0C
(2,3)
3
Γ4
Γ4P123
Γ8P13
Γ12
Γ0
∆4
∆4P123
∆8P13
∆12
∆0
=
4 4 4
4
4 4 4 4
4 5 4
(C8a)
40
0C
(2,3)
3 ⊗
0C
(2,3)
4
Γ4
Γ4P123
Γ8P13
Γ12
Γ0
∆4
∆4P321
∆12P13
∆8P23
∆0
=
4 4 4 4 4
4 5 4 4 4 5 4
4 4 4 4 5 4
(C8b)
0C
(2,3)
3 ⊗
0C
(2,3)
5
Γ4
Γ4P123
Γ8P13
Γ12
Γ0
∆4
∆8P23
∆8P13
∆12
∆12P13
∆0
=
5
(C8c)
0C
(2,3)
3 ⊗ C
(2,3)
6
Γ4
Γ4P123
Γ8P13
Γ12
Γ0
∆8
∆8P23
∆8P13
∆12
∆12P23
∆12P13
=
(C8d)
0C
(2,3)
4 ⊗
0C
(2,3)
4
Γ4
Γ4P321
Γ12P13
Γ8P23
Γ0
∆4
∆4P321
∆12P13
∆8P23
∆0
=
4 4 4
4 4
4 4 4 4 5 5
(C9a)
41
0C
(2,3)
4 ⊗
0C
(2,3)
5
Γ4
Γ4P321
Γ12P13
Γ8P23
Γ0
∆4
∆8P23
∆8P13
∆12
∆12P13
∆0
=
(C9b)
0C
(2,3)
4 ⊗ C
(2,3)
6
Γ4
Γ4P321
Γ12P13
Γ8P23
Γ0
∆8
∆8P23
∆8P13
∆12
∆12P23
∆12P13
=
(C9c)
C
(2,3)
5 ⊗ C
(2,3)
5
Γ4
Γ8P23
Γ8P13
Γ12
Γ12P13
∆4
∆8P23
∆8P13
∆12
∆12P13
=
3 3 3
3
(C10a)
C
(2,3)
5 ⊗ C
(2,3)
6
Γ4
Γ8P23
Γ8P13
Γ12
Γ12P13
∆8
∆8P23
∆8P13
∆12
∆12P23
∆12P13
=
(C10b)
Appendix D: Tables
In this appendix Tables X, XI, XII, XIII, and XIV,
useful in different stages of the paper, are presented.
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C
(1,1)
1 : None
C
(1,2)
1 : Zn≥2
C
(1,3)
3 : Zn≥3
C
(2,1)
1 : Zn≥2
C
(2,2)
1 : Z2n
C
(2,2)
2,3 : Zn≥3
C
(2,2)
4 : Zn≥4
C
(2,3)
1 : Z3n
C
(2,3)
2 : Z2(n+1)
C
(2,3)
3,4 : Zn≥4
C
(2,3)
5 : Zn≥5
C
(2,3)
6 : Zn≥6
C
(3,1)
1 : Zn≥3
C
(3,2)
1 : Z3n
C
(3,2)
2 : Z2(n+1)
C
(3,2)
3,4 : Zn≥4
C
(3,2)
5 : Zn≥5
C
(3,2)
6 : Zn≥6
C
(3,3)
1 : Z3n
C
(3,3)
2 : Z4n
C
(3,3)
3 : Zn≥5
C
(3,3)
4 : Z2(n+2)
C
(3,3)
5 : Zn≥7
C
(3,3)
6 : Z2(n+2)
C
(3,3)
7 : Z5n
C
(3,3)
8 : Z3(n+1)
C
(3,3)
9 : Zn≥7
C
(3,3)
10 : Z3(n+1)
C
(3,3)
11 : Zn≥6
C
(3,3)
12 : Zn≥6
C
(3,3)
13 : Zn≥8
C
(3,3)
14 : Zn≥7
C
(3,3)
15 : Zn≥7
C
(3,3)
16 : Z2(n+3)
C
(3,3)
17 : Zn≥9
C
(3,3)
18 : Zn≥9
TABLE X. Symmetry groups that implement a given chain.
Classes
A9 ⊕ P23A9 ⊕ P13A9 C
(3,1)
1
A14 ⊕ P123A14 ⊕A0
0C
(3,2)
1,3
A14 ⊕ P321A14 ⊕A0
0C
(3,2)
1
P123A14 ⊕ P321A14 ⊕A0
0C
(3,2)
1
A14 ⊕P123A14 ⊕ P321A14 C
(3,2)
1
A14 ⊕P23A14 ⊕P13A11 C
(3,2)
2
A14 ⊕P23A14 ⊕P13A12 C
(3,2)
2
A14 ⊕P13A11 ⊕P13A12 C
(3,2)
2,4
P23A14 ⊕P13A11 ⊕P13A12 C
(3,2)
2
A14 ⊕ P123A14 ⊕P13A11 C
(3,2)
3
A14 ⊕ P123A14 ⊕P23A12 C
(3,2)
3
A14 ⊕P13A11 ⊕P23A12 C
(3,2)
3,4
P123A14 ⊕P13A11 ⊕P23A12 C
(3,2)
3
A14 ⊕ A11 ⊕P13A11 C
(3,2)
4
A14 ⊕ A11 ⊕P13A12 C
(3,2)
4
A14 ⊕P13A11 ⊕P23A12 C
(3,2)
4
A13 ⊕ P123A13 ⊕A0
0C
(3,3)
1
A13 ⊕ P321A13 ⊕A0
0C
(3,3)
1
P123A13 ⊕ P321A13 ⊕A0
0C
(3,3)
1
A13 ⊕P123A13 ⊕ P321A13 C
(3,3)
1
A13 ⊕ P321A15 ⊕A0
0C
(3,3)
2,3
A13 ⊕ A15P123 ⊕A0
0C
(3,3)
2,3
A13 ⊕P321A15 ⊕ A15P123 C
(3,3)
2,3
A13 ⊕ P321A15 ⊕P123A15P12 C
(3,3)
2
A13 ⊕ A15P123 ⊕P123A15P12 C
(3,3)
2
P321A15 ⊕ A15P123 ⊕P123A15P12 C
(3,3)
2
A13 ⊕ P321A15 ⊕P13A12 C
(3,3)
3
A13 ⊕ P321A15 ⊕A12P13 C
(3,3)
3
A13 ⊕ A15P123 ⊕P13A12 C
(3,3)
3
A13 ⊕ A15P123 ⊕A12P13 C
(3,3)
3
P321A15 ⊕ A15P123 ⊕P13A12 C
(3,3)
3
P321A15 ⊕ A15P123 ⊕A12P13 C
(3,3)
3
A13 ⊕P321A15P13 ⊕A12P23 C
(3,3)
4
A13 ⊕P321A15P13 ⊕P23A12 C
(3,3)
4
A13 ⊕P321A15P13 ⊕A12P13 C
(3,3)
4
A13 ⊕P321A15P13 ⊕P13A12 C
(3,3)
4
A13 ⊕A12P23 ⊕A12P13 C
(3,3)
4,5
A13 ⊕A12P23 ⊕P13A12 C
(3,3)
4,5
A13 ⊕P23A12 ⊕A12P13 C
(3,3)
4,5
A13 ⊕P23A12 ⊕P13A12 C
(3,3)
4,5
A13 ⊕ A12P23 ⊕ P13A12P23 C
(3,3)
5
A13 ⊕ A12P23 ⊕ P23A12P13 C
(3,3)
5
A13 ⊕ P23A12 ⊕ P13A12P23 C
(3,3)
5
A13 ⊕ P23A12 ⊕ P23A12P13 C
(3,3)
5
A13 ⊕ A12P13 ⊕ P13A12P23 C
(3,3)
5
A13 ⊕ A12P13 ⊕ P23A12P13 C
(3,3)
5
A13 ⊕ P13A12 ⊕ P13A12P23 C
(3,3)
5
A13 ⊕ P13A12 ⊕ P23A12P13 C
(3,3)
5
A15 ⊕P23A15 ⊕P321A15P13 C
(3,3)
6
A15 ⊕P23A15 ⊕P123A15P12 C
(3,3)
6
A15 ⊕P321A15P13 ⊕P123A15P12 C
(3,3)
6
P23A15 ⊕P321A15P13 ⊕P123A15P12 C
(3,3)
6
TABLE XI. Combinations with N = 3 which lead to 3 mixing
angles for classes (3, i). (Part I)
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Classes
P23A15 ⊕ P321A15P13 ⊕ P13A12P13 C
(3,3)
6
P23A15 ⊕ P123A15P12 ⊕ P13A12P13 C
(3,3)
6
A15 ⊕ A15P123 ⊕P321A15P12 C
(3,3)
7
A15 ⊕ A15P123 ⊕P123A15P12 C
(3,3)
7
A15 ⊕ A15P123 ⊕ P13A12P23 C
(3,3)
7,10,15
A15 ⊕ P321A15P12 ⊕P123A15P12 C
(3,3)
7
A15 ⊕ P321A15P12 ⊕ P13A12P23 C
(3,3)
7
A15 ⊕ P123A15P12 ⊕ P13A12P23 C
(3,3)
7
A15P123 ⊕ P321A15P12 ⊕P123A15P12 C
(3,3)
7
A15P123 ⊕ P321A15P12 ⊕ P13A12P23 C
(3,3)
7
A15P123 ⊕ P123A15P12 ⊕ P13A12P23 C
(3,3)
7
P321A15P12 ⊕ P123A15P12 ⊕ P13A12P23 C
(3,3)
7
A15 ⊕ P321A15 ⊕A12P13 C
(3,3)
8,14
A15 ⊕ P321A15 ⊕ P23A12P13 C
(3,3)
8,14
A15 ⊕ P321A15 ⊕ P13A12P13 C
(3,3)
8,14
A15 ⊕ P123A15 ⊕A12P13 C
(3,3)
8
A15 ⊕ P123A15 ⊕ P23A12P13 C
(3,3)
8
A15 ⊕ P123A15 ⊕ P13A12P13 C
(3,3)
8,10,15
P321A15 ⊕ P123A15 ⊕A12P13 C
(3,3)
8
P321A15 ⊕ P123A15 ⊕ P23A12P13 C
(3,3)
8
P321A15 ⊕ P123A15 ⊕ P13A12P13 C
(3,3)
8
A15 ⊕ P12A15P13 ⊕ P13A15P12 C
(3,3)
9
A15 ⊕ P12A15P13 ⊕ P13A12P13 C
(3,3)
9
A15 ⊕ P12A15P13 ⊕P23A12 C
(3,3)
9
A15 ⊕ P13A15P12 ⊕ P13A12P13 C
(3,3)
9
A15 ⊕ P13A15P12 ⊕A12P23 C
(3,3)
9
P12A15P13 ⊕ P13A15P12 ⊕A12P23 C
(3,3)
9
A15 ⊕ P13A15P12 ⊕P23A12 C
(3,3)
9
A15 ⊕ A15P123 ⊕P13A12 C
(3,3)
10,15
A15 ⊕ A15P321 ⊕P13A12 C
(3,3)
10,12
A15 ⊕ A15P321 ⊕ P13A12P23 C
(3,3)
10
A15 ⊕ A15P321 ⊕ P13A12P13 C
(3,3)
10,12
A15P123 ⊕ A15P321 ⊕P13A12 C
(3,3)
10
A15P123 ⊕ A15P321 ⊕ P13A12P23 C
(3,3)
10
A15P123 ⊕ A15P321 ⊕ P13A12P13 C
(3,3)
10
A15 ⊕ P123A15 ⊕P13A15P123 C
(3,3)
11
A15 ⊕ P123A15 ⊕ P13A12P13 C
(3,3)
11
A15 ⊕ P123A15 ⊕A12P13 C
(3,3)
11
A15 ⊕ P13A15P123 ⊕P23A12 C
(3,3)
11
A15 ⊕ P13A15P123 ⊕A12P13 C
(3,3)
11
P123A15 ⊕ P13A15P123 ⊕ P13A12P13 C
(3,3)
11
P123A15 ⊕ P13A15P123 ⊕P23A12 C
(3,3)
11
P123A15 ⊕ P13A15P123 ⊕A12P13 C
(3,3)
11
A15 ⊕ A15P321 ⊕P13A15P123 C
(3,3)
12
A15 ⊕ P13A15P123 ⊕A12P23 C
(3,3)
12
A15 ⊕ P13A15P123 ⊕P13A12 C
(3,3)
12
A15P321 ⊕ P13A15P123 ⊕A12P23 C
(3,3)
12
A15P321 ⊕ P13A15P123 ⊕P13A12 C
(3,3)
12
A15P321 ⊕ P13A15P123 ⊕ P13A12P13 C
(3,3)
12
A15 ⊕ P321A15P13 ⊕P23A12 C
(3,3)
13
A15 ⊕ P321A15P13 ⊕P13A12 C
(3,3)
13
A15 ⊕ P321A15P13 ⊕A12P23 C
(3,3)
13
A15 ⊕ P321A15P13 ⊕A12P13 C
(3,3)
13
TABLE XII. Combinations with N = 3 which lead to 3 mixing
angles for classes (3, i). (Part II)
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C
(3,1)
1 (1, ω
kL1−kL2
n , ω
−kL2
n )
C
(3,2)
1 (1, ω
2n
3n , ω
n
3n) kL1 = 2kL2 = 2n
P12× (1, ω
2n
3n , ω
n
3n) kL2 = 2kL1 = 2n
C
(3,2)
2 (1, ω
n+1
2(n+1), ω
−kL1
2(n+1), ω
−kL1+n+1
2(n+1) ) kL2 = kL1 + n+ 1
P12× (1, ω
n+1
2(n+1), ω
kL1
2(n+1), ω
kL1+n+1
2(n+1) ) kL2 = n+ 1
P13× (1, ω
n+1
2(n+1)
, ω
kL2+n+1
2(n+1)
, ω
kL2
2(n+1)
) kL1 = n+ 1
C
(3,2)
3 (1, ω
−kL2
n , ω
−2kL2
n , ω
kL2
n ) kL1 = 2kL2
P12× (1, ω
kL2
n , ω
2kL2
n , ω
−kL2
n ) kL1 = 2kL2
P13× (1, ω
kL2
n , ω
2kL2
n , ω
−kL2
n ) kL1 = −kL2
P23× (1, ω
−kL1
n , ω
−2kL1
n , ω
kL1
n ) kL2 = 2kL1
P123× (1, ω
kL1
n , ω
2kL1
n , ω
−kL1
n ) kL2 = −kL1
P321× (1, ω
kL1
n , ω
2kL1
n , ω
−kL1
n ) kL2 = 2kL1
C
(3,2)
4 (1, ω
kL2−kL1
n , ω
−kL1
n , ω
kL1−kL2
n , ω
−kL2
n )
P12× (1, ω
kL2
n , ω
kL1
n , ω
−kL2
n , ω
kL1−kL2
n )
P13× (1, ω
−kL1
n , ω
kL2−kL1
n , ω
kL1
n , ω
kL2
n )
P23× (1, ω
kL1−kL2
n , ω
−kL2
n , ω
kL2−kL1
n , ω
−kL1
n )
P123× (1, ω
−kL2
n , ω
kL1−kL2
n , ω
kL2
n , ω
kL1
n )
P321× (1, ω
kL1
n , ω
kL2
n , ω
−kL1
n , ω
kL2−kL1
n )
C
(3,2)
5 (1, ω
kL1−kL2
n , ω
−kL2
n , ω
−k
n , ω
kL1−kL2−k
n , ω
−(kL2+k)
n )
C
(3,3)
1 (1, ω
n
3n, ω
2n
3n) ±kL1 = ∓kL2 = n
C
(3,3)
2 (1, ω
3n
4n , ω
n
4n, ω
2n
4n) kL2 = 2kL1 = 2n
P13× (1, ω
3n
4n , ω
n
4n, ω
2n
4n) kL1 = 3kL2 = 3n
P23× (1, ω
3n
4n , ω
n
4n, ω
2n
4n) kL1 = 2kL2 = 2n
C
(3,3)
3 (1, ω
−kL1
n , ω
kL1
n , ω
−2kL1
n , ω
2kL1
n ) kL2 = 2kL1
P12× (1, ω
kL1
n , ω
−kL1
n , ω
2kL1
n , ω
−2kL1
n ) kL2 = −kL1
P23× (1, ω
−kL2
n , ω
kL2
n , ω
−2kL2
n , ω
2kL2
n ) kL1 = 2kL2
C
(3,3)
4 (1, ω
n+2
2(n+2), ω
kL2+n+2
2(n+2) , ω
−kL2+n+2
2(n+2) , ω
kL2
2(n+2), ω
−kL2
2(n+2)) kL1 = n+ 2
P13× (1, ω
n+2
2(n+2), ω
−kL2+n+2
2(n+2) , ω
kL2+n+2
2(n+2) , ω
−kL2
2(n+2), ω
kL2
2(n+2)) kL1 = kL2 + n+ 2
P23× (1, ω
n+2
2(n+2)
, ω
kL1+n+2
2(n+2)
, ω
−kL1+n+2
2(n+2)
, ω
kL1
2(n+2)
, ω
−kL1
2(n+2)
) kL2 = n+ 2
C
(3,3)
5 (1, ω
kL2+kL1
n , ω
−(kL2+kL1)
n , ω
2kL1+kL2
n , ω
−(2kL1+kL2)
n , ω
−kL1
n , ω
kL1
n )
C
(3,3)
6 (1, ω
n+2
2(n+2), ω
−kL2+n+2
2(n+2) , ω
−kL2
2(n+2), ω
−2kL2
2(n+2), ω
k˜
2(n+2)) kL1 = kL2 + n+ 2
P12× (1, ω
n+2
2(n+2), ω
kL1
2(n+2), ω
kL1+n+2
2(n+2) , ω
2kL1
2(n+2), ω
k˜
2(n+2)) kL2 = n+ 2
P13× (1, ω
n+2
2(n+2)
, ω
kL2+n+2
2(n+2)
, ω
kL2
2(n+2)
, ω
2kL2
2(n+2)
, ωk˜2(n+2)) kL1 = n+ 2
C
(3,3)
7 (1, ω
2n
5n , ω
3n
5n , ω
4n
5n , ω
n
5n) ±kL2 = ∓kL1 = n
P12× (1, ω
2n
5n , ω
3n
5n , ω
4n
5n , ω
n
5n) ±kL2 = ∓2kL1 = 2n
P13× (1, ω
2n
5n , ω
3n
5n , ω
4n
5n , ω
n
5n) ±kL1 = ∓2kL2 = 2n
C
(3,3)
8 (1, ω
2(n+1)
3(n+1)
, ωn+1
3(n+1)
, ω
−k1+2(n+1)
3(n+1)
, ω
−k1+n+1
3(n+1)
, ω
−k1
3(n+1)
) ±kL2 = ∓kL1 = n+ 1
C
(3,3)
9 (1, ω
kL2−k1
n , ω
−kL2
n , ω
−k1
n , ω
kL2−kL1
n , ω
kL1−kL2
n , ω
k′
n )
C
(3,3)
10 (1, ω
∓2(n+1)
3(n+1) , ω
∓(n+1)
3(n+1) , ω
−kL1∓(n+1)
3(n+1) , ω
−kL1
3(n+1), ω
−kL1∓2(n+1)
3(n+1) ) kL2 = kL1 ± (n+ 1)
P12× (1, ω
∓2(n+1)
3(n+1) , ω
∓(n+1)
3(n+1) , ω
kL1∓(n+1)
3(n+1) , ω
kL1
3(n+1), ω
kL1∓2(n+1)
3(n+1) ) kL2 = ±(n+ 1)
P13× (1, ω
∓2(n+1)
3(n+1)
, ω
∓(n+1)
3(n+1)
, ω
−kL2∓2(n+1)
3(n+1)
, ω
−kL2∓(n+1)
3(n+1)
, ω
−kL2
3(n+1)
) kL1 = ±(n+ 1)
C
(3,3)
11 (1, ω
−kL2
n , ω
−2kL2
n , ω
−4kL2
n , ω
kL2
n , ω
−3kL2
n ) kL1 = 2kL2
P12× (1, ω
kL2
n , ω
2kL2
n , ω
4kL2
n , ω
−kL2
n , ω
3kL2
n ) kL1 = 2kL2
P13× (1, ω
kL2
n , ω
2kL2
n , ω
4kL2
n , ω
−kL2
n , ω
3kL2
n ) kL1 = −kL2
P23× (1, ω
−kL1
n , ω
−2kL1
n , ω
−4kL1
n , ω
kL1
n , ω
−3kL1
n ) kL2 = 2kL1
P123× (1, ω
kL1
n , ω
2kL1
n , ω
4kL1
n , ω
−kL1
n , ω
3kL1
n ) kL2 = −kL1
P321× (1, ω
kL1
n , ω
2kL1
n , ω
4kL1
n , ω
−kL1
n , ω
3kL1
n ) kL2 = 2kL1
C
(3,3)
12 (1, ω
kL1−kL2
n , ω
−kL1
n , ω
kL2−kL1
n , ω
−kL2
n , ω
2kL1
n ) 3kL1 = 2kL2
P12× (1, ω
−kL2
n , ω
kL1
n , ω
kL2
n , ω
kL1−kL2
n , ω
−2kL1
n ) kL1 = −2kL2
P13× (1, ω
kL1
n , ω
kL2−kL1
n , ω
−kL1
n , ω
kL2
n , ω
2(kL1−kL2)
n ) 3kL1 = kL2
P23× (1, ω
kL2−kL1
n , ω
−kL2
n , ω
kL1−kL2
n , ω
−kL1
n , ω
2kL2
n ) 3kL2 = 2kL1
P123× (1, ω
kL2
n , ω
kL1−kL2
n , ω
−kL2
n , ω
kL1
n , ω
2(kL2−kL1)
n ) 3kL2 = kL1
P321× (1, ω
−kL1
n , ω
kL2
n , ω
kL1
n , ω
kL2−kL1
n , ω
−2kL2
n ) kL2 = −2kL1
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C
(3,3)
13 (1, ω
−kL1
n , ω
−2kL1
n , ω
kL1−kL2
n , ω
−kL2
n , ω
kL2−kL1
n , ω
kL2−2kL1
n , ω
k′
n )
P12× (1, ω
kL1
n , ω
2kL1
n , ω
−kL2
n , ω
kL1−kL2
n , ω
kL2
n , ω
kL2+kL1
n , ω
k′
n )
P13× (1, ω
kL2−kL1
n , ω
2(kL2−kL1)
n , ω
kL1
n , ω
kL2
n , ω
−kL1
n , ω
kL2−2kL1
n , ω
k′
n )
P23× (1, ω
−kL2
n , ω
−2kL2
n , ω
kL2−kL1
n , ω
−kL1
n , ω
kL1−kL2
n , ω
kL1−2kL2
n , ω
k′
n )
P123× (1, ω
kL1−kL2
n , ω
2(kL1−kL2)
n , ω
kL2
n , ω
kL1
n , ω
−kL2
n , ω
kL1−2kL2
n , ω
k′
n )
P321× (1, ω
kL2
n , ω
2kL2
n , ω
−kL1
n , ω
kL2−kL1
n , ω
kL1
n , ω
kL1+kL2
n , ω
k′
n )
C
(3,3)
14 (1, ω
−kL1
n , ω
−k1
n , ω
−2kL1
n , ω
kL1
n , ω
2kL1−k1
n , ω
kL1−k1
n ) kL2 = 2kL1
P12× (1, ω
kL1
n , ω
−k1
n , ω
2kL1
n , ω
−kL1
n , ω
−2kL1−k1
n , ω
−kL1−k1
n ) kL2 = −kL1
P13× (1, ω
kL1
n , ω
−k1
n , ω
2kL1
n , ω
−kL1
n , ω
−2kL1−k1
n , ω
−kL1−k1
n ) kL2 = 2kL1
P23× (1, ω
−kL2
n , ω
−k1
n , ω
−2kL2
n , ω
kL2
n , ω
2kL2−k1
n , ω
kL2−k1
n ) kL1 = 2kL2
C
(3,3)
15 (1, ω
kL2−kL1
n , ω
2(kL2−kL1)
n , ω
kL1−kL2
n , ω
−kL2
n , ω
−kL1
n , ω
kL2−2kL1
n )
P12× (1, ω
kL2
n , ω
2kL2
n , ω
−kL2
n , ω
kL1−kL2
n , ω
kL1
n , ω
kL1+kL2
n )
P13× (1, ω
−kL1
n , ω
−2kL1
n , ω
kL1
n , ω
kL2
n , ω
kL2−kL1
n , ω
kL2−2kL1
n )
P23× (1, ω
kL1−kL2
n , ω
2(kL1−kL2)
n , ω
kL2−kL1
n , ω
−kL1
n , ω
−kL2
n , ω
kL1−2kL2
n )
C
(3,3)
16 (1, ω
n+3
2(n+3), ω
k1
2(n+3), ω
−kL1+3+n
2(n+3) , ω
−kL1
2(n+3), ω
kL1−k1+3+n
2(n+3) , ω
kL1−k1
2(n+3) , ω
k′
2(n+3)) kL2 = kL1 + 3 + n
P12× (1, ω
n+3
2(n+3), ω
k1
2(n+3), ω
kL1+3+n
2(n+3) , ω
kL1
2(n+3), ω
−kL1−k1+3+n
2(n+3) , ω
−kL1−k1
2(n+3) , ω
k′
2(n+3)) kL2 = 3 + n
P13× (1, ω
n+3
2(n+3), ω
k1
2(n+3), ω
kL2
2(n+3), ω
kL2+n+3
2(n+3) , ω
−kL2−k1
2(n+3) , ω
−kL2−k1+n+3
2(n+3) , ω
k′
2(n+3)) kL1 = 3 + n
C
(3,3)
17 (1, ω
kL2−kL1
n , ω
kL2−k1
n , ω
kL1−kL2
n , ω
kL1−k1
n , ω
−kL2
n , ω
−kL1
n , ω
k1
n )
P12× (1, ω
kL2
n , ω
kL2−kL1−k1
n , ω
−kL2
n , ω
−kL1−k1
n , ω
kL1−kL2
n , ω
kL1
n , ω
k1
n )
P13× (1, ω
−kL1
n , ω
−kL2−k1
n , ω
kL1
n , ω
kL1−kL2−k1
n , ω
kL2
n , ω
kL2−kL1
n , ω
k1
n )
P23× (1, ω
kL1−kL2
n , ω
kL1−k1
n , ω
kL2−kL1
n , ω
kL2−k1
n , ω
−kL1
n , ω
−kL2
n , ω
k1
n )
C
(3,3)
18 (1, ω
kL1−k2
n , ω
kL2−k2
n , ω
kL2−k1
n , ω
kL1−kL2
n , ω
kL1−k1
n , ω
−kL2
n , ω
−k2
n , ω
k1
n )
TABLE XIII. Vector charge for the classes (3, i).
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Classes N = 1 N = 2 N = 3
C
(1,1)
1 All All All
C
(1,2)
1 All All
C
(1,3)
1 All
C
(2,1)
1 All All
C
(2,2)
1 (1) All All
C
(2,2)
2 (1) (1, 2); (1, 3) All
C
(2,2)
3 (1, 2); (1, 3) All
C
(2,2)
4 (1, 4) (1, 2, 3); (1, 2, 4); (1, 3, 4)
C
(2,3)
1 (1, 2); (1, 3); (2, 3) All
C
(2,3)
2 (1, 3); (2, 3) (1, 2, 3); (1, 2, 4); (1, 3, 4); (2, 3, 4)
C
(2,3)
3 (1, 2); (1, 3) (1, 2, 3); (1, 2, 4); (1, 3, 4); (2, 3, 4)
C
(2,3)
4 (1, 2); (2, 4) (1, 2, 3); (1, 2, 4); (1, 3, 4); (2, 3, 4)
C
(2,3)
5 (1, 3) (1, 2, 3); (1, 2, 5); (2, 3, 4); (1, 3, 4); (1; 3; 5)
C
(2,3)
6 (1, 2, 6); (1, 3, 5); (2, 3, 4)
C
(3,1)
1 All
C
(3,2)
1 (1, 2); (1, 3); (2, 3) All
C
(3,2)
2 (1, 3); (2, 3) (1, 2, 3); (1, 2, 4); (1, 3, 4); (2, 3, 4)
C
(3,2)
3 (1, 2); (1, 3) (1, 2, 3); (1, 2, 4); (1, 3, 4); (2, 3, 4)
C
(3,2)
4 (1, 3) (1, 2, 3); (1, 2, 5); (1, 3, 4); (1, 3, 5); (2, 3, 4)
C
(3,2)
5 (1, 2, 6); (1, 3, 5); (2, 3, 4)
C
(3,3)
1 (1); (2); (3) (1, 2); (1, 3); (2, 3) All
C
(3,3)
2 (1)
(1, 2); (1, 3); (1, 4)
(2, 4); (3; 4)
(1, 2, 3); (1, 2, 4); (1, 3, 4); (2, 3, 4)
C
(3,3)
3 (1)
(1, 2); (1, 3); (1, 4)
(1, 5); (2, 5); (3; 4)
(1, 2, 3); (1, 2, 4); (1, 2, 5); (1, 3, 4); (1, 3, 5); (1, 4, 5); (2, 3, 4); (2, 3, 5); (2, 4, 5)
(3, 4, 5)
C
(3,3)
4 (1)
(1, 2); (1, 3); (1, 4)
(1, 5); (1, 6)
(1, 2, 3); (1, 2, 4); (1, 2, 5); (1, 2, 6); (1, 3, 4); (1, 3, 5); (1, 3, 6); (1, 4, 5); (1, 4, 6)
(1, 5, 6); (2, 3, 6); (2, 4, 5)
C
(3,3)
5 (1)
(1, 2); (1, 3); (1, 4)
(1, 5); (1, 6); (1, 7)
(1, 2, 3); (1, 2, 4); (1, 2, 5); (1, 2, 6); (1, 2, 7); (1, 3, 4); (1, 3, 5); (1, 3, 6); (1, 3, 7)
(1, 4, 5); (1, 4, 6); (1, 4, 7); (1, 5, 6); (1, 5, 7); (1, 6, 7); (2, 5, 7); (3, 4, 6)
C
(3,3)
6
(1, 3); (1, 4); (1, 5)
(2, 5)
(1, 2, 3); (1, 2, 4); (1, 2, 5); (1, 3, 4); (1, 3, 5); (1, 4, 5); (2, 3, 4); (2, 3, 5); (2, 4, 5)
C
(3,3)
7
(1, 3); (1, 4); (2, 3)
(2, 4)
(1, 2, 3); (1, 2, 4); (1, 2, 5); (1, 3, 4); (1, 3, 5); (1, 4, 5); (2, 3, 4); (2, 3, 5); (2, 4, 5)
(3, 4, 5)
C
(3,3)
8 (1, 6); (2, 4); (3, 5)
(1, 2, 4); (1, 2, 5); (1, 2, 6); (1, 3, 4); (1, 3, 5); (1, 3, 6); (1, 4, 6); (1, 5, 6); (2, 3, 4)
(2, 3, 5); (2, 4, 5); (2, 4, 6); (3, 4, 5); (3, 5, 6)
C
(3,3)
9 (1, 4); (2, 6); (3, 5)
(1, 2, 3); (1, 2, 4); (1, 2, 6); (1, 3, 4); (1, 3, 5); (1, 4, 5); (1, 4, 6); (1, 5, 6); (2, 3, 4)
(2, 3, 5); (2, 3, 6); (2, 4, 5); (2, 4, 6); (3, 4, 5); (3, 5, 6); (4, 5, 6)
C
(3,3)
10 (1, 6); (2, 4); (3, 5)
(1, 2, 4); (1, 2, 6); (1, 3, 4); (1, 3, 5); (1, 3, 6); (1, 4, 6); (1, 5, 6); (2, 3, 4); (2, 3, 5)
(2, 3, 6); (2, 4, 5); (2, 4, 6); (3, 4, 5); (3, 5, 6)
C
(3,3)
11 (1, 3); (1, 4); (2, 3)
(1, 2, 3); (1, 2, 6); (1, 3, 4); (1, 3, 5); (1, 4, 6); (1, 5, 6); (2, 3, 4); (2, 3, 5); (2, 3, 6)
(2, 4, 6); (3, 4, 5)
C
(3,3)
12 (1, 3); (1, 6); (2, 3)
(1, 2, 3); (1, 2, 5); (1, 2, 6); (1, 3, 4); (1, 3, 5); (1, 4, 6); (1, 5, 6); (2, 3, 4); (2, 3, 5)
(2, 3, 6); (2, 4, 6); (3, 4, 5)
C
(3,3)
13 (1, 2); (1, 3)
(1, 2, 3); (1, 2, 4); (1, 2, 5); (1, 2, 6); (1, 2, 7); (1, 3, 4); (1, 3, 5); (1, 3, 6); (1, 3, 7)
(1, 5, 7); (2, 4, 7); (2, 5, 6); (3, 4, 6)
C
(3,3)
14 (1, 3); (2, 6)
(1, 2, 3); (1, 2, 6); (1, 2, 7); (1, 3, 4); (1, 3, 5); (1, 3, 6); (1, 3, 7); (1, 4, 6); (2, 3, 5)
(2, 3, 6); (2, 4, 6); (2, 5, 6); (2, 6, 7); (4, 5, 7)
C
(3,3)
15 (1, 7); (2, 5)
(1, 2, 5); (1, 2, 6); (1, 2, 7); (1, 3, 5); (1, 3, 7); (1, 4, 7); (1, 5, 7); (1, 6, 7); (2, 3, 5)
(2, 4, 5); (2, 4, 7); (2, 5, 6); (2, 5, 7); (3, 4, 6)
C
(3,3)
16 (1, 3); (2, 3)
(1, 2, 3); (1, 3, 4); (1, 3, 5); (1, 3, 6); (1, 3, 7); (1, 4, 6); (1, 5, 7); (2, 3, 4); (2, 3, 5)
(2, 3, 6); (2, 3, 7); (2, 4, 7); (2, 5, 6)
C
(3,3)
17 (1, 8)
(1, 2, 8); (1, 3, 6); (1, 3, 8); (1, 4, 8); (1, 5, 7); (1, 5, 8); (1, 6, 8); (1, 7, 8); (2, 4, 8)
(2, 5, 6); (3, 4, 7)
C
(3,3)
18 (1, 2, 9); (1, 6, 8); (2, 4, 7); (3, 5, 9); (3, 6, 7); (4, 5, 8)
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