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In a very general frame, we analyze the complexity of connectivity problems on sets of 
graphs defined by context-free graph rewriting systems under various restrictions. In par- 
ticular, we show the following results: If L is the set of all context-free graph rewriting systems 
that define at least one disconnected graph (connected graph, respectively), then L is 
DEXPTIME-complete. For linear systems or systems that define only finite sets of graphs, L
is PSPACE-complete. For linear systems that define finite sets of graphs, L is NP-complete. 
For deterministic systems the complexity class of L depends on the used graph grammar 
model. L is P-complete for simple context-free graph rewriting systems as for example hyper- 
edge replacement systems, but NP-complete (co-NP-complete, respectively), for boundary 
node label controlled graph grammars and more powerful systems. © 1994 Academic Press, Inc. 
l. INTRODUCTION AND SUMMARY 
The theory of graph grammars constitutes a well-motivated and well-developed 
area within theoretical computer science. Graph grammars have applications in 
pattern recognition, software specification and development, VLSI design, data 
bases, analysis of concurrent systems, and many other areas; see, for example, 
[CER79, ENR83, ENRR87, EKR91]. A basic problem is the question whether a 
given graph grammar defines a graph that fulfills a certain property. Many authors 
discuss the decidability of such questions on context-free graph grammars; see, for 
example, ECou87, Cou90, HKV91, HKV89, LW93, RW86, Wan91, Wan94]. But 
in all these references the authors either consider the decidability of certain graph 
properties or search for special restrictions that guarantee polynomial time decision 
procedures. A precise complexity analysis of simple graph properties on context-free 
sets of graphs is left open. 
Let/" be a graph grammar and L(F) be the set of graphs defined by F, i.e., the 
language of F. In this paper, we investigate the complexity of the following 
problem: 
* A short abstract of this manuscript is already published in the proceedings of the seventh conference 
on Fundamentals of Computation Theory 1989. 
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Instance. A context-free graph grammar F. 
Question. Does the language L(F) of F contain a disconnected graph 
(connected graph, respectively)? 
Note that the disconnectivity problem is not complementary to the connectivity 
problem. 
We use the disconnectivity and connectivity property as typical examples for 
graph properties which are efficiently decidable on usual undirected graph. Our 
intention is to show that even very simple graph properties as, for example, 
disconnectivity and connectivity become DEXPTIME-hard on context-free graph 
grammars. Note that disconnectivity and connectivity for undirected graphs are in 
NL, but not known to be complete for NL. Additionally, disconnectivity and 
connectivity are very useful to show that many other simple or even more complex 
graph properties are also very hard on context-free graph grammars. For example, 
many of our results carry over to colorability problems, cycle problems, and even 
planarity by simple modifications of the proofs. 
The notion context-free is well known for strings. But there is no such well- 
established notion for rewriting systems generating graphs. In general, a rewriting 
system is called context-free if its substitution mechanism is confluent and 
associative. We refer to [Cou87] for a precise definition of context-free graph 
rewriting. We restrict ourself to context-free graph grammars, because the emptiness 
problem for the languages of such grammars i decidable. In general, this does not 
hold for graph grammars which are not context-free. 
We show our results for two types of node label controlled (NLC) graph gram- 
mars, namely apex NLC (ANLC) and boundary NLC (BNLC) graph grammars. 
NLC graph grammars are originally introduced by Janssens and Rozenberg in 
[JR80a, JRS0b]. Each ANLC graph grammar is a restricted BNLC graph gram- 
mar, and each BNLC graph grammar is a restricted NLC graph grammar. Here, 
we choose the NLC approach, because the NLC way of rewriting graphs is very 
general and very easy to understand, especially for people not familiar with graph 
grammar theory. 
ANLC graph grammars are simple context-free graph grammars. They are 
originally introduced by Engelfriet, Leih, and Rozenberg in [ELR87]. This type of 
grammar seems to be one of the simplest context-free graph rewriting models. Each 
ANLC language can also be defined by a hyper-edge replacement (HR) system, 
which is the most common context-free graph rewriting model; see [BC87, Hab92] 
for a definition of HR systems. 
BNLC graph grammars are more powerful than ANLC graph grammars. For 
instance, they can define the set of all complete graphs. This set of graphs cannot 
be defined with ANLC graph grammars or HR systems. BNLC graph gramars are 
originally introduced by Rozenberg and Welzl in [RW87]. Strictly speaking, a 
BNLC graph grammar is not context-free, because its substitution mechanism is
not associative. However, it behaves as a context-free graph grammar, because its 
substitution mechanism can be simulated by a context-free one; see [Cou87, 
Wan91 ]. 
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FIG. 1. Overview of the Complexity results. 
In general, we use ANLC graph grammars to prove the hardness and BNLC 
graph grammars to prove the membership toa certain complexity class. This makes 
sense, because ach ANLC language is a BNLC language and in most cases the 
complexities of our connectivity problems are the same even for restricted versions 
of ANLC and BNLC graph grammars. 
We distinguish between graph grammars whose languages are singleton, finite, or 
infinite. If L(F) is singleton then F can be assumed to be deterministic. In a deter- 
ministic graph grammar, each nonterminal object has exactly one substitution rule 
(production). The size of the single graph defined by F can be exponential in the 
size of the description of F. Therefore, solving connectivity problems in polynomial 
time on the single graph in L(F) is not straightforward. 
If L(F) is finite then F does not allow loops in derivations. In such graph 
grammars, the nonterminal symbols can be topologically ordered such that the 
derivation height is bounded by the number of substitution rules of Fo 
Additionally, we distinguish between linear and not linear graph grammars. A
graph grammar F is called linear if its axiom and the graphs on the right-hand side 
of all substitution rules have at most one nonterminal object. 
For all combinations ofthese restrictions for ANLC and BNLC graph grammars, 
we determine the complexity class for the disconnectivity and connectivity problem 
as stated above. Our results are summarized in the table of Fig. 1. In particular, we 
show the following results: The disconnectivity and connectivity problem are 
DEXPTIME-complete 1 for unrestricted ANLC and BNLC graph grammars. They 
are PSPACE-complete for linear ANLC and BNLC graph grammars and for 
ANLC and BNLC graph grammars that define finite languages. They are 
NP-complete for linear ANLC and BNLC graph grammars that define finite 
languages. They are NP-complete and co-NP-complete, respectively, for deter- 
ministic BNLC graph grammars, but P-complete for deterministic ANLC graph 
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All hardness results are obtained by log-space reductions and shown in this 
paper. The membership results for deterministic ANLC and unrestricted BNLC 
graph grammars are already shown in [LW88, LW93, Wan89]. All other 
membership results are shown in this paper. 
The table in Fig. 1 shows that the complexity of connectivity problems differ 
between ANLC and BNLC graph grammars only if the grammars are deterministic. 
Furthermore, the BNLC graph grammar model seems to be the simplest model for 
which this holds, because even for deterministic HR systems disconnectivity and 
connectivity problems are in P. 
2. NLC GRAPH GRAMMARS 
We work with finite, undirected, and labeled graphs G = (Vo, Eo, labG, X) over 
some finite alphabet X, where VG is a finite set of vertices, EG~_{{u,v}lu, 
veVo  ^  u#v} is a finite set of undirected edges, and labo: Vo---,X is a label 
mapping that associates each vertex with a symbol from X. The set of all finite, 
undirected, and labeled graphs over X is denoted by fa(X). 
The size of a graph G, denoted by size(G), is defined by its total number of 
vertices, edges, and symbols. We assume that each symbol from X labels at least 
one vertex. 
A graph H= (V•, EH, labn, L') is a subgraph of a graph G = (Vz, Ez, labo, Z') 
if Vn--- VG, E~___ Ez, and lab q = lab~ [ v~. Two graphs G and H are isomorphic if 
and only if there is a bijection b from Vn to VG that preserves the adjacencies, 
{u, v} zEn~ {b(u), b(v)} zEG, and the labeling, labn(u)=labo(b(u)) ,  for all 
vertices u e VH. 
Let G be a graph and u, v be two vertices of G. A (simple) path from u to v of 
length m is a sequence of m + 1 (pairwise distinct) vertices wl ..... Wm+l of G such 
that u=wl,  V=Wm+~, and {ui, ui+l} is an edge in Ez, for 1 <<.i<<.m. Two vertices 
u and v are called connected if and only if there is a path from u to v. A graph G 
is called connected if and only if each pair of vertices of G is connected. A connected 
component of G is a maximal subgraph of G that is connected. 
Let d ___X be the set of terminal symbols and X-d  the set of nonterminal 
symbols of 27. Vertices labeled with a terminal or nonterminal symbol are called 
terminal or nonterminal vertices, respectively. A graph, subgraph, or connected 
component of G is terminal if all vertices in the graph, subgraph, or connected 
component, respectively, are terminal vertices. 
DEFINITION 1. 
1. A node label controlled (NLC) graph grammar is a system 
F = (X, A, R, C, S), where 
(a) 22 is a finite nonempty alphabet, 
(b) A _ 22 is the set of terminal symbols, 
(c) R___(22-A)xf¢(22) is a set of substitution rules, 
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FIG. 2. An ANLC graph grammar F= ({A, a, b, c}, {a, b, c}, {(A, G), (A, H)}, {(a, a), (b, b), 
(c, c)}, S). 
(d) Cc_27xX is a connection relation, and 
(e) Se~q(X) is the axiom of/". 
2. A boundary NLC (BNLC) graph grammar is an NLC graph grammar with 
a connection relation C __. A x X. 
3. An apex NLC (ANLC) graph grammar is an NLC graph grammar with a 
connection relation C ~ A x A. 
Figure 2 shows an example of an ANLC graph grammar. Terminal (nonterminal) 
vertices are drawn as small (big) circles. The symbols in the circles represent the 
labels of the vertices. Upper (lower) case symbols denote nonterminal (terminal) 
labels. 
DEFrNmON 2. Let G = (V c, EG, labG, 27) and H= (V`q, E`q, lab,/, X) be two 
vertex disjoint graphs, u be a vertex of G, and C___ X x X be a connection relation. 
N~(u) = {v e VG I {u, v} e E~} is the vertex neighborhood and MG(u) = { {u, v} e Ec} 
is the edge neighborhood of u in G. The graph G[H/cu ] = (V, E, lab, X) is defined 
by 
1. 
2. E={EG-Mc(u) )  w EH u {{v,w}]v e NG(u) ^ w e V`q ^  (lab(v), 
lab(w)) e C}, 
3. lab = labG [ vc- {,} w lab`q. 
Intuitively speaking, vertex u and all its incident edges are removed from G and 
new edges between the vertices from the neighborhood of u and the vertices from 
H are inserted. An edge {v, w} is created if and only if veN~(u), we V`q, and 
(lab(v), lab(w)) e C. Figure 3 shows the graph G[H/cu], where u is the vertex from 
G labeled with A and C= {(a, a), (b, b), (c, c)} is the connection relation. 
8 a 
+ c4 :~ b 
G H G[H/C u] 
F]GUW 3 
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DEFINITION 3. In an NLC graph grammar F= (Z, A, R, C, S) a node labeled 
graph G directly derives a node labeled graph J, denoted by G=~r J, if and only 
if G has a nonterminal vertex u and F has a substitution rule (laba(u), H) such that 
J is isomorphic to G[H/cu]. The transitive and reflexive closure of =~r is denoted 
by *=>r. The language L(F) of F is defined by the set of all terminal graphs derivable 
from the axiom. That is, 
L(F)= {G [ S *~rG=(Va, Ec, lab~, A)}. 
In BNLC graph grammars, edges between onterminal vertices are redundant, 
because the symbols on the left-hand side of the pairs in the connection relation C 
are always terminal. That is, each G[H/cu] does not have edges between on- 
terminal vertices from NG(u) and vertices from V H. In ANLC graph grammars, 
additionally, there are no edges between vertices from Na(u) and nonterminal 
vertices from V~/. That is, the vertex and edge neighborhood of a nonterminal 
vertex will never change. This implies that all vertices in the graphs of F(L) for 
an ANLC graph grammar F have a vertex degree bounded by the vertices in the 
graphs of F. 
The size of an NLC graph grammar F, denoted by size(F), is defined by 
size(F) = ISI + IAI + IRI + [CI + size(S) + ~ size(G). 
(A, G)~ R 
3. DETERMINISTIC GRAPH GRAMMARS 
An NLC graph grammar F= (N, A, R, C, S) is called deterministic if for each 
nonterminal symbol A there is exactly one substitution rule (A, G)~R. The 
language of a deterministic BNLC graph grammar contains at most one graph, 
because no alternative applications of productions to a nonterminal vertex are 
possible and the order in which productions are applied is irrelevant. Note that the 
total number of vertices in the single graph of L(F) can be exponential in the size 
of F. Therefore, the problem of whether the single graph in L(F) is disconnected or
connected can not be solved efficiently by generating the graph in L(F) and then 
testing disconnectivity or connectivity, respectively. 
Connectivity problems for deterministic ANLC graph grammars are also con- 
sidered in [LW88b]. There, it is shown that the disconnectivity and connectivity 
problem for deterministic ANLC graph languages can be solved in linear time. 
Lengauer and Wagner show in [LW92] that the teachability problem for directed 
graphs defined by deterministic HR systems is log-space complete for P. Here, we 
show that the disconnectivity and connectivity problem for deterministic ANLC 
graph grammars are also log-space complete for P. Note that this is not 
straightforward, because the connectivity and reachability problem need not be of 
the same complexity as we will see in this section. 
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We show the P-hardness by a reduction from the MONOTONE C IRCUIT  
VALUE (MCV) Problem, which is log-space complete for P; see, for example, 
[GJ79]. MCV is defined by directed labeled graphs G=(Va, E~, labG, 
{0, 1, ^ ,  v }) called circuits, where Va is a set of vertices, E~c Vax Va is a set of 
directed edges, and laba: VG --* {0, 1, A, v } is a label mapping that associates each 
vertex with a symbol from {0, 1, A, v }. If (u, v) is a directed edge, then v is called 
a predecessor of u, and u is called a successor of v. Vertices without predecessors or 
successors are called source vertices and target vertices, respectively. 
Let G be a directed graph and u, v be two vertices of G. A (simple) directed path 
from u to v of length m is a sequence of m+ 1 (pairwise distinct) vertices 
w~ ..... wm+l of G such that u=wl ,  v=wm+l ,  and (ui, ui+l) is a directed edge in 
E~ for 1 ~< i ~< m. G has a cycle if it has two distinct vertices u and v, a directed path 
from u to v, and a directed path from v to u. G is acyclic if it has no cycle. 
PROBLEM. MONOTONE C IRCUIT  VALUE (MCV). 
Instance. A directed acyclic graph T with exactly one target vertex. All source 
vertices in T are labeled with symbols from {0, 1 }. All non-source vertices in T are 
labeled with symbols from { A, v } and have exactly two predecessors. 
Question. Can the target 
the following rules: 
1. 
with 1. 
2. 
3. 
4. 
with 0. 
vertex be labeled with 1 by a successive application of 
If all predecessors of an /~-vertex u are labeled with 1, then label u 
If one predecessor of an /x -vertex u is labeled with 0, then label u with 0. 
If one predecessor of an v -vertex u is labeled with 1, then label u with 1. 
If all predecessors of an v-vertex u are labeled with 0, then label u 
THEOREM 1. Given a deterministic ANLC graph grammar F, the question whether 
L(F) contains a disconnected graph (connected graph, respectively) is log-space 
complete for P. 
Proof In [LW88b] it is shown that such questions can be answered in linear 
time even for more powerful graph grammars as for example HR systems. 
Let G be a disconnected graph with exactly two connected components. Let t, f, 
x be three vertices of G such that t and f are not connected. We define h(G, t, f, x) 
to be true or false if and only if x is connected with t or f, respectively. If G does 
not have exactly two connected components or if t and f are connected, then 
h(G, t, f, x) is undefined. For the two graphs Go and G1 from Fig. 4, we have 
h(G~, t, f, x)= true and h(Go, t, f, x) =false. 
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FIGURE 4 
Consider the two graphs G^ (F,, F2) and G v (F1, F2) with its three vertices t, f, x. 
If H and J are two graphs with three vertices t', f ' ,  x' and t", f", x", respectively, 
labeled with a', b', c', such that h(H, t', f ' ,  x') and h(J, t", f",  x") are defined and 
there are no other vertices in H and J labeled with a', b', or e', then 
h(G ^  (El, F2)[H/cUl, g/cvl,  J/cu2, J/cV2], t, f X) 
=h(H, t ' , f ' ,x ' )  /x h(J, t" , f" ,x")  
and 
h(Gv (F1, r2)[ H/cul, H/cvl, J/cU2, J/cv2]) 
= h(H, t', f ' ,  x') v h(J, t", f", x"), 
where C= {(a, a'), (b, b'), (c, c')}. 
Let Ul, ..., u, be the vertices of an instance T for MCV arranged in a topological 
order, i.e., ue < uj if and only if there is a directed path from u; to uj in T. This order 
implies that un is the target vertex of T. Let F= (27, A, R, C, S) be the ANLC graph 
grammar defined by 
1. 27={Fa,...,Fn, a,a',b,b',c,c'}, 
2. A={a,a' ,b,b' ,c,c '},  
3. R = {(F/, G^ (Fj, Fk)) I for all ^ -vertices ui with predecessors uj, uk}, 
u {(F/, G,  (Fj, Fk)) I for all v -vertices ui with predecessors uj, uk}, 
u {(F/, Go) [ for all 0-sources ui}, 
u {(F/, G1) If or all 1-sources ui}, 
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where the graphs G^ (Fj, Fk), Gv (Fj, Fk), Go, and G, are defined as in Fig. 4, 
4. C= {(a, a'), (b, b'), (c, c')}, and 
5. S=GcoN(F,) for connectivity and S=GD, s(F,) for disconnectivity, as 
defined in Fig. 4. 
Obviously, the graph in L(F) is disconnected or connected if and only if the 
axiom of F is GDIs(F,) or GCoN(Fn), respectively, and the target of T can be labeled 
with 1. It is immediate that Fv can be constructed using O(log(size(T)) space. | 
Connectivity problems for deterministic BNLC graph grammars are analyzed in 
[Wan91a]. There, it is shown that the problem whether two given vertices are con- 
nected in the graph of L(F) can be solved in polynomial time. But here, we show 
that the general disconnectivity problem for deterministic BNLC graph grammars 
is log-space complete for NP. 
We show the NP-hardness by a reduction from SATISFIABILITY (SAT), which 
is log-space complete for NP; see, for example, [GJ79]. Let X= {Xx ..... Xm} be a 
set of Boolean variables. For a variable x e X, x and ~ are literals over X. A truth 
assignment for X is a set of literals t such that for each varaible xi either xi or x~ 
is in t. If literal xi is in t, we say that variable xi is true under t; if literal ~ is in 
t we say that x~ is false. 
A clause over X is a set of literals over X. A clause is satisfied by a truth assign- 
ment t if and only if at least one of its members is in t. A collection F of clauses 
over X is satisfiable if and only if there exists some truth assignment t for X that 
simultaneously satisfies all clauses in F. 
PROBLEM. SATISFIABILITY (SAT). 
Instance. A set X of variables and a collection F of clauses over X. 
Question. Is there a truth assignment for X that satisfies F?  
THEOREM 2. Given a deterministic BNLC graph grammar F, the question whether 
L(F) contains a disconnected graph is log-space complete for NP. 
Proof Due to the results in [Wan91a], we can guess two vertices in the graph 
of L(F) and can verify in polynomial time whether they are disconnected. This 
shows that disconnectivity is in NP for BNLC graph grammars. We refer to 
[-Wan91a] for the details. 
To show the NP hardness, we reduce from SAT. Let X= {Xl ..... xn} be a set 
with n variables and F= {F1, ..., Fm} be a collection with m clauses over X. Let 
F = (X, A, R, C, S) be the BNLC graph grammar defined by 
1. Z'={XI,X---~ .... ,X, , -~,f~,. . . , fm} , 
2. A= (X , ,X , , f l  .... ,fm}, 
3. R={(Xi ,  G(i+I))I  l~<i~<n--1} 
u { (~,  G( i+ 1))] l~<i<n-1) ,  
66 EGON WANKE 
fl 
Q4 ®® 
\ / 
S f rn"'~ G(i) 
FIG. 5. The dashed lines represent possible dges. 
where G(i) is a graph with two vertices labeled with Xi and Xi; see Fig. 5, 
4. C={(f j ,  Xi)[l<~i<~nAl<~j<~mAx~q~Fj} 
vo {(fj, X---7.) I l~ i~n A l<~j~m A ~¢Fj} ,  
5. S is defined as in Fig. 5, where the Xl-vertex and Xl-vertex are connected 
with some fFvertex if and only if Xa e Fj or 271 ~ Fj, respectively. 
In the axiom of F, the vertices labeled with f~ ..... fm are all pairwise connected. 
The vertices labeled with X1 and X1 are connected with some f/vertex if and only 
if F/is a clause that does not contain the literals_ xl or 2-7~, respectively. 
In each derivation step, an X,-vertex or X~-vertex u is replaced by two new 
vertices v and w labeled with Xi+ 1 and X;+ 1, respectively. By the definition of the 
connection relation CF, the new vertices v and w will be connected with a vertex 
labeled with fj if and only if u was connected with fj and Fj. is a clause that does 
not contain the literal Xi+l or xi+ a, respectively. 
If S *=>r G and G is terminal, then G has m + 2 n vertices. There are m vertices 
labeled with f , ,  ..., fm and one vertex u, for each truth assignment t for X such that 
u, has no neighbors if and only if t satisfies F. 
It is easy to see that F can be constructed using log-space. | 
Since the language of the deterministic BNLC graph grammar defined in the 
proof of Theorem 2 is always nonempty, the connectivity problem for deterministic 
BNLC graph grammars is log-space complete for co-NP. 
4. LINEAR GRAPH GRAMMARS AND FINITE GRAPH LANGUAGES 
An NLC graph grammar is called linear if the axiom and each right-hand side 
of the substitution rules have at most one nonterminal vertex. That is, each graph 
derivable from the axiom has at most one nonterminal vertex. Here and in the 
forthcoming sections of this paper, we use BNLC graph grammars to show the 
membership and ANLC graph grammars to show the hardness of the disconnec- 
tivity and connectivity problem with respect o a certain complexity class. 
THEOREM 3. Given a linear BNLC graph grammar F whose language is finite, the 
question whether L(F) has a disconnected graph (connected graph, respectively) is
in NP. 
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Proof Since the size of each graph in L(F) is in O(size(F)2), we can guess a 
derivation and verify whether the result is disconnected or connected. | 
THEOREM 4. Given a linear ANLC graph grammar F whose language is finite, the 
question whether L(F) has a disconnected graph is log-space hard for NP. 
Proof Reduction from SAT. Let X= {x 1 ..... xn} be a set with n variables and 
F= {F1 ..... Fro} be a collection with m clauses over X. Let FF= {X, A, R, C, S) be 
the linear ANLC graph grammar defined by 
1. £ :={A 1 .... ,A,+m+l,t,  fx,,x---7,...,x,,x-~), 
2. A={t,  ZX l ,~ l , . . . ,Xn ,~n} , 
3. R= {(A,, G,.,) I 1 <~i<~n} 
w {(A,+;, G,+:,i) l 1 <~i<~n A 1 <~j<~m A xieFs} 
w {(A,+j, Gn+z~)] 1 <~i<<.n A l<~j<<.m A Z6Fj} 
{(An+m+,, 
where G z ~ and G:ii are defined in Fig. 6, and ~ is the empty graph without vertices 
and edges, 
4. C={(a ,a )  la~A},  
5. S is the graph consisting of one nonterminal vertex labeled with A1. 
For each derivation S ~r  G, the graph G derived in n steps without its nonter- 
minal vertex has exactly two connected components and all t-vertices, all f-vertices, 
all x,-vertices, and all ~-vertices are connected. G defines a truth assignment t(G) 
by x~E t(G) if the xi-vertices are connected with t-vertices, and ~ t(G) if the 
T-vertices are connected with the t-vertices. The following m derivation Steps verify 
whether each clause has at least one literal contained in the truth assignment t(G). 
That is, the ANLC graph grammar can derive a disconnected graph if and only if 
there is a truth assignment that satisfies F. | 
THEOREM 5. Given a linear ANLC graph grammar F whose language is finite, the 
question whether L(F) has a connected graph is log-space hard for NP. 
A j+l • ~ ,~~,~ A j+l 
6--6/o b 
t f Xl ~1 xi ~i t f Xl 71 xi Yi 
G j, i Gj,i 
FIGURE 6 
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Proof Reduction from SAT. Let X= {x 1 ..... Xn} be a set with n variables and 
F= {F1, ..., Fm} be a collection with m clauses over X. Let F= (2;, A, R, C, S) be the 
linear ANLC graph grammar define by 
1. ~ '= {A 1 .. . .  ,A2.n+l, t, Xl, xl, x---~, ..., x,, x-'~, fl .... ,fro}, 
2. A=.Z-{A1,... ,A2.n+I} 
3. R={(A i ,  Gi)[ l<~i<~n} 
u {(Ai, G,-)] a<~i<~n} 
k.) {(An+i, H,+i) I 1 <~i<~n} 
u {(A,,+i, H.+i) I l<~i<~n} 
{(A2 .+ , ,  
where Gi, Gi, Hi, and Hi are.defined in Fig. 7, where Hi and Hi have an additional 
edge from t to fj if and only if xi s Fj or ~//e Fj, respectively. This edges are repre- 
sented by dashed line in Fig. 7; ~ denotes the empty graph. 
4. C= {(a, a) laeA},  and 
5. S is the graph consisting of a single vertex labeled with At. 
For each derivation S ~r  G, the graph G derived in n steps without its nonter- 
minal vertex has n + 1 connected components, where all t-vertices, all x;-vertices, 
and all ~-vertices are connected. For each 1 ~< i ~< n either all xi-vertices are con- 
nected with the t-vertices or all ~-vertices are connected with the t-vertices. That 
is, G defines a truth assignment t(G), where xl e t(G) if all ~//-vertices are connected 
with the t-vertices, and ~ s t(G) if all xi-vertices are connected with the t-vertices. 
The following n derivation steps verify whether each clause contains at least one 
literal from t(G). These derivation steps have to connect he s-vertices for s e t(G) 
and all fj-vertices for 1 <<.j<<.m with the t-vertices, when the result shall be 
connected. This implies that F can derive a connected graph if and only if there is 
a truth assignment that satisfies F. I 
6--Jo/o/... 6 "0"0-"--6 
t Xl ~1 xi-1 7i-1 xi ~i t Xl ~1 xi ~i Xn 7n f2 f3 fm 
G i 
t Xl 71 xi-1 ~i-1 xi ~i 
H i 
t Xl ~1 xi ~i Xn 7n f2 f3 fm 
G i H i 
FIG. 7. The dashed lines represent possible dges. 
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5. FINITE GRAPH LANGUAGES 
If L(F) is finite, then we can assume that 1" has no substitution rule (A, G) such 
that there is a derivation G *=>r H and H has a nonterminal vertex labeled with A. 
This can be excluded, because cyclic derivations either never generate a terminal 
graph or they generate infinitely many terminal graphs. Therefore, we can assume 
that all nonterminal symbols in 27 are topologically ordered as follows: If there is a 
substitution rule (A, G), a non empty derivation G *=¢,r H such that H has a nonter- 
minal vertex labeled with B, then A < B. A nonterminal vertex u in a graph G is 
called maximal with respect o the topological order -<, if G has no nonterminal 
vertex v such that labr(u) < labG(v). 
THEOREM 6. Given a BNLC graph grammar 1" whose language is finite, the 
question whether L(ff) has a disconnected graph (connected graph, respectively) is in 
PSPACE. 
Proof The following nondeterministic decision algorithm decides on polyno- 
mial space whether the language of 1" contains a disconnected graph (connected 
graph, respectively). 
1. Let G be the axiom of 1". 
2. If G is terminal and disconnected (connected, respectively), then answer 
"disconnected" ( connected," respectively) and halt. 
3. Remove successively in G all terminal vertices u not adjacent with a non- 
terminal vertex, and connect pairwise all neighbors of u by edges. 
4. If one or more vertices without neighbors are removed, insert one or two, 
respectively, arbitrarily labeled terminal vertices to G. 
5. Choose a substitution rule (lab~(u), H) for any maximal nonterminal 
vertex u in G, and continue at Step 2 with the graph G := G[H/cu]. 
The algorithm above works nondeterministically, because in Step 5, it chooses 
any substitution rule for a maximal nonterminal vertex. The algorithms halts with 
the answer "disconnected" ( connected," respectively) if and only if L(1") has a dis- 
connected graph (connected graph, respectively). This is because Steps 3 and 4 
preserve the disconnectivity and connectivity of G with respect to any further 
derivation. The size of G is always polynomially bounded in the size of 1". This 
follows from the fact that the algorithm substitutes always a maximal nonterminal 
vertex. The total number of vertices in the neighborhood of a nonterminal vertex 
is polynomially bounded in the size of f ,  because the derivation depth--which is 
the depth of the order -< -- is bounded by [RI. Additionally, there are at most two 
terminal vertices not in any vertex neighborhood of a nonterminal vertex. There- 
fore, the space used by the algorithm is polynomially bounded in the size of 1". 
By the result of Savitch [Sav70], there exist also deterministic algorithms using 
polynomial space. | 
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In the proof of the next theorem, we reduce from QUANTIF IED 
SATISFIABILITY (QSAT), which is log-space complete for PSPACE; see, for 
example, [GJ79]. Let X= {x 1 .... , x,} be a set with n variables and F= {F1 ..... Fro} 
be a collection with m clauses over X. Let Ys, 1 ..... Ys, kj be the literals in clause Fj and 
Q1, ..., Qn be a list of quantifications, where each Qi is either the symbol "3" or "V." 
The formula Q1, ..., Qn :F is called true if and only if the Boolean expression 
Qlx l : . . .Q ,xn : (y l ,  l v  ... v Yl, kx) A . - -A  (ym, 1 V ' ' '  Vym, km) 
is true. 
PROBLnM. QUANTIF IED SATISFIABILITY (QSAT). 
Instance. A set X of variables, a collection F of clauses over X, and a list of 
quantifications Q~ .... , Qn. 
Question. Is the formula Q~, ..., Qn : F true? 
THEOREM 7. Given an ANLC graph grammar F whose language is finite, the 
question whether L(F) has a disconnected graph is log-space hard for PSPACE. 
Proof Reduction from QSAT: Let X= {x~, ..., xn} be a set with n variables, 
Q~ ..... Q, be a list of quantifications, and F= {FI, ..., Fm} be a collection with m 
clauses over i:. Let F = (X, A, R, C, S) be an ANLC graph grammar, where X, A, 
C, and S are defined as for the ANLC graph grammar from the proof of 
Theorem 4. R has the following substitution rules: 
R= {(Ai, G/,i) [ l <<.i<~n /xQ~="3"} 
u {(A~, Gi,~)[ l~ i~n/x  Q~="3"} 
{(Ai, Ji) [ l <~i<~n /xQf="V"} 
w {(A,+j, Gn+j,i) [ l<~i<.n A l<~j<~m/x xisFj} 
u {(An+j, Gn+j,i)[ 1 <.i<.n/x 1 <<.j<.m/x ~eF j}  
L) {(An+m+1, ~)},  
where Gj, ; and G:, ~ are defined as in Fig. 6, Ji is defined in Fig. 8, and ~ is the 
empty graph without vertices and edges. 
t 1 ~1 
FIGURE 8 
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The only difference to the ANLC graph grammar in the proof of Theorem 4 is 
that for each universal quantification Q~ = "V" there is one substitution rule (A~, J~) 
instead of two substitution rules (Ai, Gi+l, i) and (Ai, G;+a, i). The graph ~ has two 
nonterminal vertices u and v labeled with A;+I. In the neighborhood of u, the 
xi-vertex is connected by an edge with the t-vertex and the ~-vertex is connected 
by an edge with the f-vertex. In the neighborhood of v, the x;-vertex is connected 
by an edge with the f-vertex and the ~-vertex is connected by an edge with the 
t-vertex. That is, one vertex represents an assignment with xz and the other, an 
assignment with ~,  and the substitution of both vertices has to yield a disconnected 
graph. This implies that L(F) has a disconnected graph if and only if Q~ .... , Qn : F 
is true. | 
THEOREM 8. Given an ANLC graph grammar 1" whose language is finite, the 
question whether L(F) has a connected graph is log-space hard for PSPACE. 
Proof Reduction from QSAT: Let X= {Xl .... , xn} be a set with n variables 
Q1 ..... Qn be a list of quantifications, and F= {F1, ..., Fro} be a collection with m 
clauses over X. Let 1"= (£', A, R, C, S) be the ANLC graph grammar defined by 
1. ~= {A1,...,A2.n+l,B,a,b,t, Xl -~l ..... Xn, Tn, ya,~l,..., yn, y---~,fl,...,fm },
2. A -----~'-- {A1, ..., Az.n+l, B} 
3. R={(A i ,  G;)I l<~i<~n^Qi="3"} 
L) {(Ai, Gi) [ 1 <~i<~n ^Q;="3"} 
u {(Ai, J~)[ l <.i<.n A Qi="V"} 
{(An+,, Hn+,) I 1 
u {(An+i, Hn+i) l l<~i<~n} 
u {(A2.n+ 1, ~)} ,  
u {(B, Ka), (B, Kb)}, 
where Gg, Gi, Hi, Hi, and J~ are defined in Fig. 9, where Hi and Hi has an additional 
edge from t to fj if and only if xi E Fj or ~F j ,  respectively. These edges are 
represented by dashed lines in Fig. 9; ~ denotes the empty graph. 
4. C has the pairs (t, t), (t, a), (t, b), (fj, ffl, (x~, yg), (~, ~), (x~, a), (7,, a), 
(y;, b), (~ ,b)  for l<<.i<<.n, l<<.j<<.m, and 
5. S is the graph consisting of a single vertex labeled with A1. 
The proof is similar to the proof of Theorem 5. The y; and ~ symbols are 
included such that we can use xi and ~ more than once in the graphs. Thus Gi, G;, 
Hi, and G; are defined similarly as in Theorem 5. The graph J/has two nonterminal 
vertices labeled with Ai+l. These vertices shall represent assignments with x~ 
571/49/1-6 
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Gi Yl Yl Yi-1 Yi-1 H i Yl Yl Yi Yi Yn Yn 
... ~ f2 f3 fm 
Gi Yl Yl Yi-1 Yi-1 Hi Yl Yl Yi Yi Yn Yn 
x ""x ~ ~ ~ )  
Ji ~' - -~A i+ 1 
FIG. 9. 
a b 
O © 
K a K b 
The dashed lines represent possible dges. 
and ~,  respectively. But the representation f an assignment defined in the proof 
of Theorem 5 requires that all vertices not connected by edges with t-vertices have 
a connection via a terminal path to exactly one nonterminal vertex. This will be 
established by the B-vertices in J/; B-vertices can be substituted either by Ka or Kb. 
The connection relation is defined such that either the result is disconnected and it 
cannot become connected by any further derivation, or both Ai+ 1-vertices represent 
an assignment that does not differ in the first i -1  variables but only in xi. The 
derivation process has to substitute a B-vertex by Ka to propagate ~ and by K b to 
propagate x~. | 
6. LINEAR GRAPH GRAMMARS 
THEOREM 9. Given a linear BNLC graph grammar F, the question whether L(F) 
has a connected graph (disconnected graph, respectively) is in PSPACE. 
Proof The following two results are implicitly shown in [Wan91a, Lemmas 10 
and 1 1 ]. Let Z and A _~ Z be two sets of symbols. Then for each graph G over 27 
with exactly one vertex labeled with a symbol from 27 - A, it is possible to construct 
nondeterministically in polynomial time with respect o the size of G a graph G' of 
size O([Z[ 2) such that for each BNLC graph grammar F= (~, ,5, S, R, C): 
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1. G *~r H for some terminal disconnected graph H if and only if G' *~r H'  
for some terminal disconnected graph H', or 
2. G *~r H for some terminal connected graph H if and only if 5 ~ G' ~r  H'  
for some terminal connected graph H', respectively. 
Furthermore, the graphs G' from 5 P can be found and constructed nondeterminis- 
tically in polynomial time with respect o the size of G, so the existence of any 
derivation of a disconnected or connected graph can be checked nondeterministically 
on polynomial space. ] 
The next theorems are proved by log-space master eductions from deterministic 
Turing machines. A deterministic Turing machine is a system M = (Q, ~r, 6, qo, F), 
where Q is a finite set of states, ~ is a finite nonempty set of tape symbols, # ~ 
denotes the blank symbol, 
6: QxZ- rQxZx {left, right} 
is a next move mapping, qo ~ Q is the start state, and F is a set of final states. We 
assume that QM and 27M are disjoint to avoid confusion. 
An instantaneous description (ID) for M of length n is a sequence of n composite 
symbols. In a composite symbol [x, q], x is a tape symbol and q is a state in Q~t 
or the symbol ,, which does not represent a state. In each ID there is exactly one 
composite symbol l-x, q], where q ~ QM, indicating the head position of M. An ID 
is called initial or final if it has a composite symbol l-x, q], where q = qo or q~ F, 
respectively. 
A move of M is a pair fl, fl', where fi = (X1, ..., Xn) and f l '= (X~ .... , X'n) are two 
IDs that differ in at most two positions, 1 ~< j, j + 1 ~< n, such that 
(Xj, X j+I )= (Ix, q], [y, *]), and 
(X~., X}+I)= ([z, *], [y, r]), and 
6(q, x) = (r, z, right). 
or 
(Xj, J~j+ 1)= ([Y, *], I-x, q]), and 
(X}, X~+l)=([y,r] ,  [z, *]), and 
6(q, x) = (r, z, left). 
A computation of M is a sequence of IDs/~1, ...,/~,,, where fll is an initial ID,/~,, is 
a final ID, and each pair/?i,/~i+ 1 is a move. A Turing machine M accepts an input 
x = XlX2 .-- x,  e X* if and only if there is a computation/31 ..... /~m of M such that 
/~1 = Ix1, qo][X2, *] .... , [-x,, * ] [#,  .],.. . ,  [# ,  . ] .  
In each computation of M, the jth composite symbol of/~; can essentially be 
deduced from the jth composite symbol of /~_ 1 and the composite symbol on one 
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of the sides. Two IDs, fl~_, and/~, differ at most in two positions, the position of 
the composite symbol Ix, q] with q ~ QM and the composite symbol on one of the 
sides. Let X, Y be two composite symbols in ~t-1 at positions j, j+  1 and Z, W 
be the composite symbols in ~ at position j, j + 1 such that 3i-1, 3; differ only on 
positions j and j + 1. M defines a function fM(X, Y) = (Z, W) that is independent 
of i and j. 
For more background information about Turing machines ee, for example, 
[HU79]. 
THEOREM 10. Given a linear ANLC graph grammar F, the question whether L(I') 
has a disconnected graph is log-space hard for PSPACE. 
Proof Reduction from an arbitrary language L in PSPACE given by a 
polynomial-space bounded eterministic Turing machine M accepting L: We design 
a log-space transducer J-. Given input x of length n, ~-- writes an ANLC graph 
grammar Fx such that L(I'x) has a disconnected graph if and only if x~ L. 
Intuitively speaking, a derivation in /'x that yields a disconnected graph will 
correspond to a computation of M on x. 
Let fll ..... //,~ be a computation of M, where 31 represents the input x. Each ID 
/~, has length S(n). Let CS be the set of all composite symbols./'x has exactly one 
nonterminal symbol A and 2. ICSI. S(n)+ 2 terminal symbols t, f, xr, ~, Yr,~ for 
T~ CS and 1 <<. i<<. S(n). If no confusion will arise, we will identify the vertices by 
their labels. 
The axiom S of / 'x  has the vertices A, t, f, and xr,~ for each T~ CS and each 
1 <<. i <<. S(n). If T is the composite symbol in/~1 at position i, then xr, ~ is connected 
with t; otherwise it is connected with f The xr, ~s connected with t represent the 
ID/~1. The A-vertex is connected with t, f, and all xr, is; see the skeleton in Fig. 10. 
For each pair of composite symbols (X, ]¢) with fM(X, Y)= (Z, W) and each 
position 1 ~<j< S(n), there is a substitution rule (A, Gx, y,j). The graph Gx, y,j has 
the vertices t, f, xr, ;, and yr, i for each T~ CS and each 1 <<. i <<. S(n). If Z or W does 
not contain a final state, then Gx, y,j has an A-vertex connected with t, f, and all 
W,j+I 
t 
Yx,j 
YY,j+I : ~  
yz,j 
YW,j+~_.~ 
xT'Vverlices GX,Y,j YT,F S XT,i-vertices 
FIGUR~ 10 
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x r, i's. The vertices Yx, j, Y r, j+ ~, Xz, j, and X w, j + 1 are connected with t. The vertices 
Xx, j, xy, j+,, Yz, j, and Yw, j+ 1 are connected with f Vertex xr,~ for 1 <~ i <<. S(n) is 
connected with y r, ~ if (T, i) ¢ { (X, j), ( Y, j + 1 ), (Z, j), ( W, j + 1 ) }; see the skeleton 
in Fig. 10. 
The connection relation is defined by 
C= {(t, t), (f, f )}  u {(x~,,, y~,,)I T+CS A l<~i<~S(n)}. 
Each derivation in Fx starts with the axiom that represents/~,. By the definition 
of the substitution rules, we can substitute the nonterminal A-vertex with any 
Gx, y.j. After the substitution the terminal part of the resulting graph is discon- 
nected if and only if X, Y are the composite symbols in/71 and (Z, W) =f~(J(,  Y) 
are the composite symbols in f12 on position L J + 1. The same holds for each//i, 
/~i+i with 1 ~ i< S(n). If we choose a substitution rule that does not correspond to 
a computation of M on x, then the graph becomes connected and cannot become 
disconnected by any further derivation step. The only possibility to obtain a ter- 
minal graph is to substitute the A-vertex by some Gx, r,j with (Z, W)=fM(X,  Y) 
such that Z or W contains a final state. That is, a derivation of a disconnected 
graph represents a computation of M on x by the definition of fat. Since S(n) is a 
polynomial, the log-space construction is immediate. | 
In the proof of the next theorem we use a similar construction, where Fx 
generates a connected graph if and only if M accepts x. 
TI-~OREM 11. Given a linear ANLC graph grammar F, the question whether L(F) 
has a connected graph is log-space hard for PSPACE. 
Proof The proof is explained using the notations from the proof of Theorem 10. 
The axiom S of/ 'x has the vertices A, t, and x:~, i for each T~ CS and 1 <<. i<<. S(n). 
If X is the composite symbol in fll at position i for 1 <. i <~ S(n), then Xx, i is connec- 
ted by an edge with t. The A-vertex is connected by edges with all terminal vertices. 
The xm-vertices that are connected by edges with t represent the ID fix. 
For each pair of composite symbols (X, Y) with fM(X, Y)= (Z, W) and each 
position 1 ~<j< S(n), there is a substitution rule (A, Gx, y,j), where Gx, y,j has the 
vertices A, t, x~-, ~., and YT, ~- for Tm CS and 1 <<. i ~ S(n). The vertices Xz, j and Xw, j+ 1 
are connected by edges with t. Vertex YT-,i for 1 <<. i~  S(n) is connected by an edge 
with xv, i if (T, i) ¢ {(X, j), (Y, j+  1), (Z, j), (W, j+  1)}. 
Without loss of generality, we can assume that each final ID has the form 
[#,  q+] [ #, ,]  . . .  [#, ,], 
where qg is the only final state. Then, Fx has the substitution rule (A, H), where H 
has the vertices t and Yr, i for each T~CS and 1 <~i<<.S(n), and y~.j is connected 
with t if and only if (T, j )¢  { ( [#,  qf], 1)}w {( [#,  *], i)[ l< i<.S(n)};  see the 
skeleton in Fig. 11. 
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The composite symbols in an ID/~t are represented by those vertices in the 
neighborhood of an A-vertex that are are connected by edges with t. If A is sub- 
stituted by some Gx, y, j then the result is connected if and only if the new A-vertex 
represents an ID/~c and/?t, tic is a move of M. The only possibility to complete a
derivation is to substitute A by H. This substitution step yields a connected graph 
if and only if the neighborhood of A represents a final ID. Since S(n) is a 
polynomial, F can be constructed on log-space. | 
7. UNRESTRICTED GRAPH GRAMMARS 
We denote the family of all languages recognizable by 2P(nLtime bounded eter- 
ministic Turing machines by DEXPTIME, where n is the size of the input and p 
is any polynomial. In [Wan91] it is shown that the disconnectivity and connec- 
tivity problems for BNLC graph grammars are contained in DEXPTIME. Here, we 
show that both problems for ANLC graph grammars are log-space hard for 
DEXPTIME. 
THEOREM 12. Given an ANLC graph grammar F, the question whether L(F) has 
a disconnected graph is log-space hard for DEXPTIME. 
Proof Let M be any S(n)-time bounded deterministic Turing machine 
accepting a language L(M). Let x be an input for M of length n and/31, ...,//s(n) be 
a computation of M on x, where each/~ is a tape description consisting of exactly 
S(n) composite symbols. The tape symbols 1" and + are used to denote the beginning 
and the end of the tape. 
To keep the control of the correctness, we prove the theorem in two parts. In the 
first part, we construct a context-free string grammar Gx for an arbitrary input x 
of M such that L(Gx) ~ ~j if and only if M accepts x. In the second part, we show 
how to construct an ANLC graph grammar Fx such that L(Fx) contains a discon- 
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nected graph if and only if L(Gx) ¢ ~.  The first part is used to see the correctness. 
The second part has mainly technical contents. 
In [HU793 it is shown that the emptiness problem for context-free string gram- 
mars is log-space complete for P. The following lines are similar to those in the 
proof of Theorem 13.12 in [HU79]. 
The Construction of Gx. The nonterminal symbols of Gx are symbols of the form 
Ax, i, ,, where X is a composite symbol for M and 1 <~ i, t <<. S(n). The intention is 
that Ax, ~, t ~ w for some terminal string w if and only if X is the ith composite 
symbol in fit. The start symbol in Gx is S. The productions of Gx are: 
1. S ~ Ax, i, t for all 1 <~ i, t <~ S(n) and all X-- [x, q], where q is a final state. 
2. Let f~(X,  Y, Z) be the composite symbol on position i in/~t wherever X, 
Y, Z occupy the positions i -1 ,  i, i+1  in /~t-1. Since M is deterministic, 
fM (X, Y, Z) is a unique composite symbol and is independent of i and t. For each 
1 <i<S(n) ,  each 1 <t<S(n) ,  and each triple (X, Y, Z) with W=fM(X,  Y, Z), we 
have the productions: 
Aw, i,t--r Ax, i _ l , t_ lAy,  i , t_ lAz, i+l,t_l • 
3. Let q0 be the start state of M, x=x~x2. . .x , ,  and 
/~1 ~--- 1-~', •l[-Xl, qo] IX1, *] "'" [Xn, * ] [#,  *] "'" [# ,  *][+, *], 
then we have the productions: 
(a) AET,.1, I , t~e  and AEs,.],s(,>,t~e for all l<~t<~S(n), 
(b) AExl,qol,2,~e, AEx2,.],3.~e,... ,AE . . . .  1,~+2,~e,  and 
(c) AE#,.1,~, l - -+eforn+2<i<S(n ). 
An easy induction on t shows that for 1 <~ i <~ S(n), Ax, ~, t *~ e if and only if X is the 
ith composite symbol in fit- Of course, no terminal string but e is ever derived from 
any nonterminal. 
Basis. The basis, t = 1, is immediate from rule 3(a)-(c). 
Induction. Let t > 1. If i = 1 or i = S(n), then by rule 3(a) A w, ~,t *~ e if and only 
if W is the composite symbol at position i in fit, because W has to be either [1", *] 
or [~, . ] ,  respectively. 
If Aw, ~,t ~, e and 1 < i< S(n), then by rule 2 it must be that for some (X, Y, Z), 
W=fM(X,  Y ,Z)  and each of Ax, i_ l , t_ l ,  Ay, i,t_l, Az, i+l,t_ 1 derive e. By the 
inductive hypothesis, the composite symbols in fit-1 on positions i -1 ,  i, i+  1 are 
X, Y, Z, so W is the composite symbol at position i in/3, by the definition of f 
Conversely, if W is the composite symbol at position i in/~t for some 1 < i < S(n), 
then W=fM(X,  Y, Z), where X, Y, Z are the composite symbols in/3t_ 1 on posi- 
tions i - l ,  i, i+1.  By the inductive hypothesis, Ax, , _ l , t _ l~e  , Ar,~, t I~:~F,, 
Az,~+ l,,-1 ~ e, and thus Aw, i, t ~ e. 
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The Construction o f  Fx. We represent nonnegative m-bit integers by graphs 
whose size is polynomial in m. Let G be a disconnected graph with exactly two con- 
nected components. Let t, f ,  ul ..... Um be vertices of G such that t and f are not 
connected in G. Then we define h(G, t, f ,  Ul .... , urn) as a nonnegative m-bit integer 
whose jth bit is zero or one if and only if uj is connected with t or f, respectively. 
If G do not have exactly two connected components or if t and f are connected in 
G, then h(G, t, f ,  u l ,  ..., urn) is undefined; see Fig. 12 for an example. 
First, we define some tools to see the power of the representation f integers by 
graphs as defined above. Obviously, there is an ANLC graph grammar F m of size 
O(m 2) that can derive exactly all the representations of nonnegative m-bit integers; 
see Fig. 13 for an example. 
For a nonnegative m-bit integer i, let S be a graph with vertices t, f, u~, ..., um 
and a vertex labeled with A that is connected by edges with t, f, and all ujs, such 
,that h(S, t, f ,  Ul ..... Urn)= i, when the A-vertex in S is ignored. For each non- 
negative m-bit integer k there is an ANLC graph grammar FZ  k of size O(m)  such 
that i = k if and only if S ~rm,~ H for some disconnected graph H; see Fig. 14 for 
an example. 
A nonnegative m-bit integer i is less than a nonnegative m-bit integer k if and 
only if there exists some l, 1 ~< l ~< m, such that the bits l + 1, ..., m in i and k are 
equal, the/ th  bit in i is zero, and the/ th  bit in k is one. For a nonnegative m-bit 
integer i, let S be a graph that represents i as defined in the paragraph above. For 
each nonnegative m-bit integer k there is an ANLC graph grammar F~,  k of size 
O(m 2) such that i<k  if and only if S ~r~.~ H for some disconnected graph H; see 
t f u 1 u 2 u 3 
0 1 x 1 x 2 x 3 0 1 x 1 x 2 x 3 
6ooo0 
0 1 x 1 x 2 x 3 0 1 x 1 x 2 x 3 
o0oo  
0 1 x 1 x 2 x 3 0 1 x 1 x 2 x 3 
FIG. 13. /-3 with ~V = {A, B, C, 0, 1, xl, x2, x3}, A = {0, 1, xl, x2, x3}, R = {(A, G~), (A, GE), (B, G3), 
(B, G4), (C, Gs), (C, G6)}, and C= {(a, a) l aeA}. 
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G 
66o65o 
~ ~ ~ x ~ x ~ x ~  01  Xl x2 x3 x 4 
t f u 1 u 2 u 3 u4 
Via. 14. r4,6 with 2~={A, 0,1, x, ..... X4} , A=S- -{A},  R={(A,G)}, and C={(a,a) laeA}. 
The dashed lines represent possible edges such that h(& t , f  ul, ..., u4) is defined, when the A-vertex in 
S is ignored. 
Fig. 15 for an example. An ANLC graph grammar F m >,k  can be defined 
analogously. 
Let i and k be two nonnegative m-bit integers. Then, i = k + 1 if and only if there 
is some l, 1 ~< l ~< m, such that the lth bit in i is zero the lth bit in k is one, the bits 
1 .... , l -  1 in i are one and the bits 1, ..., l -  1 in k are zero. For two nonnegative 
m-bit integers i and k, let S be a graph with vertices t, f ,  u l ,  ..., Urn, Vl ..... Vm, and 
A such that A is connected with t, f, all ujs, and all vjs, h(S, t, f ,  Ul .... , Urn) = i, and 
h(S, t, f v l ,  ..., Vm) = k, when the A-vertex in S is ignored. Then, there is an ANLC 
graph grammar F'~ of size O(m 2) such that i = k + l if and only if S ~.~+ H for 
some disconnected graph H; see Fig. 16 for an example. An ANLC graph grammar 
F ~ - for the subtraction can be defined analogously. 
Without loss of generality, each composite symbol X can be considered as non- 
negative c-bit integer I (X) ,  where c is independent of n. Each position 1 ~ i <. S(n)  
and each time 1 <. t <~ S(n)  can be considered as a nonnegative m-bit integer, where 
m = [-log2(S(n))7. 
For a composite symbol X, a position i, and a time t, let S be a graph with ver- 
tices t, f ,  Ua, ..., Uc, v l ,  ..., Vm, Wl, ..., Wm, and an A-vertex connected with t, f all ujs, 
all vjs, and all wjs, such that h(G, t, f u l ,  ..., uc) = I (X) ,  h(G, t, f ,  Va .... , Vm) = i, and 
h(G, t , f ,  Wa, ..., wm)=t ,  when the A-vertex in S is ignored. The intention is that 
S ~rx  H for some disconnected graph H if and only if X is the composite symbol 
at position i in/~,. 
F x is easy to design with the tools defined above. According to the productions 
in Gx, Fx has the following substitution rules: 
  6ooo66 
0 1 x 1 x2 x3 x4 
t f u 1 u 2 u 3 u 4 0 1 x 1 x 2 x 3 x 4 
FIG. 15. /'4<,6 with X= {A, 0, 1, xl ..... x4}, A =Z-  {A}, R= {(A, GI), (A, G2)}, and C= {(a, a)[ 
a~A}. The dashed lines represent possible edges such that h(S, t,f, u 1 ..... u4) is defined, when the 
A-vertex in S will be ignored. 
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Vl v2 v3 v4 
~t , , , Yl Y2 Y3 Y4 Yl Y2 Y3 Y4 
[ 0 1 x 1 x 2 x 3 x 4 0 1 x 1 x 2 x 3 x 4 
s 
Yl Y2 Y3 Y4 Yl Y2 Y3 Y4 
01 Xl X2 X3 Xa4 (~" 0 (~ 
* * o - - -  o i  o i  
t f u 1 u 2 u 3 u 4 
FIG. 16. F4+ with Z '= {A, 0,1, x~ ..... x4, y~ ..... Y4}, A =Z- -{A},  R= {(A, Gi)[l<~i<<.4}, 
C={(a ,a)  [aeA}.  The dashed lines represent possible edges such that h(S, t , f ,u  a ..... u4) and 
h(S, t, f, vl ..... v4) are defined, when the A-vertex in S is ignored. 
1. (A, Gwxrz ) for each triple (X, Y, Z) with W= fM(X, Y, Z), 
2. (A, GEt ,.l), (A, G~+,.3), 
3. (A, G[xl,PO]) , (A, GEx2,.]), ..., (A, G t .... ]), and 
4. (A, GE~ ,.l). 
The connection relation of Fx is defined such that the vertices in the neighborhood 
of a nonterminal vertex will be connected one to one with corresponding vertices 
of the inserted graphs, as in the examples above. 
The graph Gwxy z has three A-vertices. The neighborhood of these A-vertices has 
to represent he triple (X, i -  1, t -  1 ), (Y, i, t -  1 ), and (Z, i+ 1, t -  1) if and only 
if the neighborhood of the substituted A-vertex represent he triple (W, i, t). The 
graph GwxYz can be realized with the substitution rules from the ANLC graph 
grammars F~(x), F~(y), F~i(z), F~(w), F +, and F~.  
The graphs of the substitution rules from 2, 3, and 4 do not have A-vertices. 
GEt, .1 and GE+ ' .1 complete a derivation if and only if the neighborhood of an 
A-vertex represents a triple ([1", *], 1, t) or (l-$, *], S(n), t), respectively, for any 
1 <<. t<.S(n). Both graphs can be realized with the substitution rules from the 
c /~c m m ANLC graph grammars F[t, .?,  E+,.~, F•, Fs(n), F>,0, and Fm,s(,). 
The graphs GExl,qo], G[x2, .1 . . . . .  G[  . . . .  ] complete a derivation if and only if the 
neighborhood of an A-vertex represents a triple (EXl, q0], 2, 1), (Ix1, *], 3, 1) .... , 
([xn_l,*-l,  n+l ,  1), or ([xn,*] ,  n+2,  1), respectively. These graphs can be 
realized with the substitution rules from the ANLC graph grammars .FC[xl, qo], 
c F c m ...~ m 
F ix2 ,* ] '  "'" [ . . . .  3' f-~n, F2  ' Fn+2"  
The graph GEe ,.? complete a derivation if and only if the neighborhood of an 
A-vertex represents a triple ( [#,* ] ,  i, 1) with n+2<i<S(n) .  The design of 
GEe, *3 can be realized with the substitution rules from the ANLC graph grammars 
Fc  m F m F>,n+2,  <, S(n)" E#, *l, F~, and 
Now it follows that S *~rx H for some disconnected graph H if and only if S 
represents a triple (X, i, t), such that X is the composite symbol at position i in fit- 
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Finally, we have to define the axiom of Fx. Assume that all composite symbols 
Ix, q], where q is final, are numbered by the integers {1 ..... l}. The axiom of Fx has 
to derive a composite symbol X with 0 < I (X)< l+  1, a position i with 1 < i < S(n), 
and a time t with 1 < t < S(n). This can be realized with the substitution rules of the 
ANLC graph grammars F c, F~o,  F~,  l+ 1, Fro, Fro, o, and F'<, s(~). S has a nonter- 
minal vertex labeled with A whose neighborhood represents the triple (I(X), i, t). 
It is immediate that all these substitution rules can be designed in such a way 
that F x will have size O(m2+ m. n). This is, because F'ff, F~<.k, and F~ have size 
O(m 2) and there are O(n) substitution rules of size O(m). Since m = [-log2(S(n))7, 
the size of F x is polynomially bounded in n, if M is any exponential time bounded 
Turing machine. It is also immediate that Fx can be constructed using O(log(n)) 
space. | 
Another representation of integers shows that the problem whether an ANLC 
graph grammar can generate a connected graph is also DEXPTIME-hard. 
THEOREM 13. Given an ANLC graph grammar F, the question whether L(F) has 
a connected graph is log-space hard for DEXPTIME. 
Proof An m-bit integer i can also be represented by a graph with 2. m + 1 ver- 
tices t, Ul, u'~ ..... Urn, U'~ such that the j th bit in i is 1 if vertex uj is connected with 
t and vertex uj is not connected with any other vertex, and the jth bit in i is zero 
if vertex uj is connected with t and vertex uj is not connected with any other vertex. 
This is the same idea as in the proof of Theorem 11. The rest of this proof proceeds 
analogously to the proof of Theorem 12. | 
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