Abstract. In this paper, we study the equation Lu = 0 in R N , where L belongs to a general class of nonlocal linear operators which may be anisotropic and nonsymmetric. We classify distributional solutions of this equation, thereby extending and generalizing recent Liouville type theorems in the case where L = (−∆) s , s ∈ (0, 1) is the classical fractional Laplacian.
Introduction
In the present paper we consider distributional solutions of operator equations of the form Lu = 0, where L is related to a class of nonlocal operators L ν acting on functions ϕ ∈ C ∞ c (R N ) via the formula Here, as usual, |ν| denotes the associated total variation measure, and integrals over Borel subsets E ⊂ R N with respect to dν or d|ν| will always be understood as integrals over E \ {0}. A well studied special case is given by the fractional Laplacian L ν = (−∆) s with s ∈ (0, 1), which corresponds to the measure R N |u(x)| 1 + |x| N +2s dx < ∞ is the natural distributional domain of the operator (−∆) s , and we may call a function u ∈ L 1 s (R N ) s-harmonic in R N if R N u(−∆) s ϕ dx = 0 for all ϕ ∈ C ∞ c (R N ). Very recently, it has been shown by the first author in [9] and independently in [4, Theorem 1.3 ] that s-harmonic functions in R N are affine if s ∈ ( This result generalizes earlier Liouville theorems for bounded or semibounded s-harmonic functions as proved e.g. in [2, 3, 10, 14] . The proof in [9] relies on a Poisson kernel representation of s-harmonic functions, whereas the proof of [4, Theorem 1.3] uses Fourier analysis. In the present paper, we derive classification results for distributional solutions for a much larger class of equations involving operators of the type (1.1) which may be anisotropic and nonsymmetric and do not have explicit Poisson kernel representations. We will be concerned with signed Radon measures ν on R N satisfying (1.2) and, for some s ≥ 0, the following decay assumption:
Note that in the case of absolutely continuous measures given by dν(y) = κ(y)dy with a function κ ∈ L 1 loc (R N ), assumptions (1.2) and (D s ) are satisfied if
For a given real number s ≥ 0, we shall see in Section 2 below that (1.2) and (D s ) imply the estimate (1.5), and obviously (1.5) remains true if ν is replaced by the reflected Radon measure ν given by
Moreover, it is easy to see that
We wish to obtain classification results for distributional solutions of equations containing the operator L ν . Our strategy is based on the fact that every u ∈ L 1 s (R N ) defines a tempered distribution, so we may characterize u via the distributional support of its Fourier transform u. In particular, if u is supported in {0}, then u is a polynomial (see e.g. [7, Theorem 6.2] ). In the special case L ν = (−∆) s , this observation has already been used in [4] . At first glance, it is natural to expect that, for a distributional solution u ∈ L 1 s (R N ) of L ν u = 0, the support of u should be disjoint from the largest open set O ⊂ R N where the symbol of Lν does not vanish. Indeed, this follows easily if the symbol is smooth and thus Lν can be defined as an operator on general tempered distributions via Fourier transform. The following result establishes the same property for equations containing L ν and differential operators under weaker regularity assumptions on the corresponding symbol. Theorem 1.1. Let s > 0, let ν be a signed Radon measure satisfying (1.2) and (D s ), and let P be a (complex) polynomial. Moreover, let O ⊂ R N denote the largest open set such that the symbol
corresponding to ν satisfies
, then u is a polynomial of degree strictly less than 2s. In the special case where ν is given by (1.3) for some s ∈ (0, 1) and thus L ν = (−∆) s is the fractional Laplacian, the corresponding symbol is given by ξ → η(ξ) = |ξ| 2s . As a consequence, Theorem 1.1 implies the following result related to Lévy type operators.
. To derive this corollary, it suffices to apply Theorem 1.1 to ν given by (1.3) and the polynomial z → P (z) = −z·Az+b·z. We then have Re (ν(ξ)+P (−iξ)) = |ξ| 2s +ξ·Aξ > 0 for ξ ∈ R N \ {0}. Thus Theorem 1.1 implies that any distributional solution u ∈ L 1 s (R N ) is a polynomial of degree strictly less than 2s. Hence u is affine, and it is constant if s ≤ 1 2 . In particular, this implies that u is s-harmonic. Writing u in the form x → u(x) = b * ·x + c, it then follows from (1.13) that b · b * = 0, as claimed.
Our main application of Theorem 1.1 is concerned with anisotropic variants of the fractional Laplacian. For this we consider the unit sphere S N −1 ⊂ R N and a function a ∈ L ∞ (S N −1 ). We then fix s ∈ (0, 1) and let (−∆) s a := L be the operator given by (1.1) with dν(y) = c N,s |y| −N −2s a y |y| dy.
(1.14)
The assumption a ∈ L ∞ (S N −1 ) then ensures that the function κ(y) := c N,s |y| −N −2s a y |y| satisfies (1.6) and therefore ν satisfies (D s ). We have the following result.
, where a even resp. a odd denote the even and odd part of a, respectively. Suppose that
and that
Furthermore, let P be a complex polynomial such that
We note that the assumptions of Theorem 1.4 also include functions which change sign on S N −1 . We point out that the regularity assumption in Theorem 1.4 is weaker in the case where a ∈ L ∞ (S N −1 ) is even, and in this case the operator (−∆) s a is given as a principle value integral
Theorem 1.4 is complementary to a recent interesting Liouville theorem by Ros-Oton and Serra, see [12, Theorem 2.1]. In [12] , the authors consider anisotropic operators where the function a ∈ L ∞ (S N −1 ) above is replaced by an even nonnegative measure on S N −1 . In this case, it is in general not possible to define the corresponding operator on the space L 1 s (R N ) in distributional sense, and instead [12, Theorem 2.1] relies on the stronger a priori assumption u L ∞ (B R (0)) ≤ CR β for R ≥ 1 with some constants β < 2s and C > 0. The argument in [12] relies on this pointwise growth restriction and does not apply to functions in L 1 s (R N ). Our proof of Theorem 1.4 relies on the well known fact that the real part of the corresponding symbol η is homogeneous of degree 2s, and for ξ ∈ S N −1 it is given up to a constant by (1.15), see Section 3 below. It is an open question whether the regularity assumptions given in (1.16) are necessary.
The assumption on a even is related to the fact that, for ξ ∈ S N −1 , the expression in (1.15) is the so-called 2s-cosine-transformation of a. This transformation has nice mapping properties between Hilbertian Sobolev spaces on S N −1 since it is diagonal on spherical harmonics, whereas the corresponding eigenvalues can be computed with the Funk-Hecke formula, see e.g. [13] . In our proof of Theorem 1.4 in Section 3, we will also use the Funk-Hecke formula for regularity estimates related to a odd and the imaginary part of the symbol η.
The paper is organized as follows. Section 2 contains preliminary estimates and the proof of Theorem 1.1. Section 3 is devoted to the family of anisotropic fractional Laplacians and contains the proof of Theorem 1.4. In Section 4, we briefly present some further applications of Theorem 1.1.
Throughout the paper, we let S denote the Schwartz space on R N and S ′ the space of tempered distributions. For a tempered distribution u ∈ S ′ , we let both u and F(u) denote the Fourier transform of u. Moreover, as usual, F −1 (u) andǔ stand for the inverse Fourier transform of u.
Liouville theorem for Lévy operators
Throughout this section, we assume that ν is a signed Radon measure on R N which satisfies (1.2) and (D s ) for some s > 0. For k ∈ N, we consider the space
for all x ∈ R N . Thus L ν ϕ : R N → R is well defined by (1.1) and satisfies
Moreover, L ν ϕ is continuous.
Proof. Let ϕ ∈ S. For x ∈ R N , we define
For r > 0 and y ∈ R N with |y| ≤ r, we then have, by Taylor expansion,
and therefore
Consequently,
and thus, for x ∈ R N with |x| ≤ 2,
Moreover, for x ∈ R N with |x| ≥ 2, (2.3) gives (1 + |x + y|) −N −2s d|ν|(y).
To estimate H(x), we use (D s ) and a covering argument. For this we cover R N by disjoint cubes Q n , n ∈ N of diameter 1 (i.e., side length
). We assume that one of the cubes, say Q 0 , is centred at the origin, and we put N * := N \ {0}. Then we have the inclusion
For n ∈ N * we set r n := inf z∈Qn |z|, R n := sup z∈Qn |z| and
It is easy to see that there are constants c 1 , c 2 > 0 such that R n ≤ c 1 r n for n ∈ N * and
Moreover, for all n ∈ N we have |Q n | = N Moreover, with
we find that
and, since |y| ≥ for |x| ≥ 2 with c 5 , c 6 > 0. Combining these estimates, we find c 7 > 0 such that H(x) ≤ c 7 (1 + |x|) −N −2s for x ∈ R N with |x| ≥ 2. Together with (2.4) and (2.5), it follows that
for all x ∈ R N with a constant C > 0 independent of ϕ, as claimed in (2.1). The fact that Lνϕ is continuous follows from the dominated convergence theorem.
In the following, we consider the reflected measureν defined by (1.7), which also satisfies (1.2) and (D s ). Moreover, we let η be the symbol corresponding to ν as defined in (1.9).
Proof. (i) Let ϕ ∈ S 2 s (R N ). By Lemma 2.1, the function
belongs to L 1 (R N ), so that Lνϕ ∈ L 1 (R N ) and therefore F(Lνϕ) ∈ C b (R N ). Moreover, Fubini's theorem implies that, for fixed ξ ∈ R N ,
ϕ as a tempered distribution as a consequence of (i). It thus follows that L ν ϕ + P (−∇) ϕ ∈ S, and thus for every u ∈ L 1 s (R N ) we have, in distributional sense
Lemma 2.3. Let ϕ ∈ W N +2s,1 (R N ) be a function with bounded support. Thenφ = F −1 (ϕ) ∈ S k s (R N ) for every k ∈ N. Proof. Since ϕ is a continuous function with compact support, it is clear thatφ ∈ C ∞ (R N ) and that all derivatives of ϕ are bounded on R N . In the following, we write N + 2s = m + α with m ∈ {N, N + 1} and α ∈ [0, 1). Let P be an arbitrary complex polynomial. Sinceφ(x) = ϕ(−x), it now suffices to show that the functions
are bounded. For this we first note that ψ := P (ı ·)ϕ ∈ W m+α,1 (R N ), since ϕ ∈ W m+α,1 (R N ) has bounded support. In particular, for β ∈ N N 0 with |β| ≤ m we have ∂ β ψ ∈ L 1 (R N ), and thus the functions
are bounded. So the claim follows if α = 0. If α ∈ (0, 1), we fix i ∈ {1, . . . , N } and
where C N,α is a constant depending only on N and α. Since also τ n → τ in L 1 (R N ) as n → ∞, we get sup
Hence the function
is bounded, as required.
Proof of Theorem 1.1(completed).
To simplify the notation, we will write L instead of L ν , and we let k := max{2, deg P }.
We first show that
Consequently, by Lemma 2.1 we have that
Moreover, there exists a constant c > 0 such that
Since R N u (L + P (−∇))ϕ m dx = 0 for all m ∈ N by assumption, we obtain
as claimed. Next, we let ψ ∈ C ∞ c (O), and we let K be the support of ψ. Since η + P (−ı ·) ∈ W N +2s,1 loc (R N ) ⊂ C(R N ) and η(ξ) + P (−ıξ) = 0 in K, there exists an open neighborhood U ⊂⊂ O of K with inf U |η + P (−ı ·)| > 0 and η + P (−ı ·) ∈ W N +2s,1 (U ). By the chain rule, we then deduce that also 
Since this holds for every ψ ∈ C ∞ c (O), the distributional support of u is a subset of G = R N \ O. In particular if G ⊂ {0}, then u is a linear combination of derivatives of the Dirac δ-distribution (see e.g. [7, Theorem 6.2] ), so that u is a polynomial. Since u ∈ L 1 s (R N ), it follows that the degree of u is strictly less than 2s.
The anisotropic fractional Laplacian
The present section is devoted to the proof of Theorem 1.4. In the following, we let N ≥ 2, and we fix a ∈ L ∞ (S N −1 ) and s ∈ (0, 1). We let a even resp a odd denote the even and odd part of a, respectively. Moreover, we let ν be the signed Radon measure defined by (1.14), and we let η be the symbol corresponding to ν as given by (1.9). We also recall the definition of the constant c N,s in (1.3) . We need the following regularity properties of the symbol.
Moreover, we have:
Proof. Clearly we have η(0) = 0. Moreover, sinceν is given by dν(y) = c N,s |y| −N −2s a − y |y| dy, we have, for fixed ξ ∈ R N \ {0},
with h s as in (3.1), as claimed. Here the last two equalities follow from the oddness of the function h s . Moreover, a standard argument based on Lebesgue's theorem shows that h ∈ C ∞ (R).
To prove (i), we assume that a even ∈ W τ,2 (S N −1 ) for some τ ≥ 0. In this case, the restriction of Re η to S N −1 coincides with the so-called 2s-cosine-transformation of a even , and this transformation has nice mapping properties between Sobolev spaces on S N −1 , see e.g. [13] . In particular, it follows from [13, Theorem 1.1], applied with α = 2s + 1, that Re η|
+2s,2 (S N −1 ). Since Re η is homogeneous of degree 2s, this
+2s,2 loc (R N \ {0}). To prove (ii), we first consider a fixed continuous function h : [−1, 1] → R, and we recall that, for a spherical harmonic Y l : S N −1 → R of degree l ∈ {0, 1, 2, . . . }, the Funk-Hecke formula (see e.g. [6, p. 247]) yields that
where
and P ν l stands for the Gegenbauer polynomial of order ν and degree l as defined in [15] . It is not difficult to see that
2 )Γ(l + 1) with a constant κ 2 (N ) > 0, see e.g. [5, eq. (2.4) ]. More precisely, we have κ 2 (N ) =
for N ≥ 3, whereas κ 2 (2) > 0 depends on the normalization of zero order Gegenbauer polynomials. Consequently, setting
, the Cauchy-Schwarz inequality implies that
From this we immediately deduce the following regularizing property:
,2 (S N −1 ).
We now assume that a odd ∈ W τ,2 (S N −1 ) for some τ ≥ 0. Note that, in polar coordinates,
is given by
Since h s ∈ C ∞ (R) and a odd ∈ L 1 (S N −1 ), a standard argument based on Lebesgue's Theorem yields the existence of
Moreover, for fixed k ∈ N and ρ > 0, we may apply Property (R) above to the function
is bounded on compact subsets of 
Some further applications
An immediate application of Theorem 1.1 is the following uniqueness result.
Proof. We consider the operator L ν = (−∆) s with symbol ξ → η(ξ) = |ξ| 2s and the polynomial P ≡ 1. Then Theorem 1.1 applies with O ⊃ R N \ {0}. Hence u is affine, and it is constant if s ≤ Proof. We consider the operator L ν = (−∆) s with symbol ξ → η(ξ) = |ξ| 2s and the polynomial P ≡ −1. Then Theorem 1.1 applies with O ⊃ R \ {0, ±1}. Consequently, the support of u is contained in {0, ±1}, which implies that there exists polynomials p i , i = 1, 2, 3 such that u(x) = p 1 (x) + p 2 (x)e ix + p 3 e −ix for x ∈ R. Since u ∈ L 1 s (R) and s < 1, it follows that p i is affine for i = 1, 2, 3. Hence u(x) = a + bx + c 1 cos x + c 2 sin x for x ∈ R with constants a, b, c 1 , c 2 ∈ R, whereas b = 0 if s ≤ (|y|)dy. Here K ρ is the modified Bessel function of the second kind of order ρ, and c N,s is given by (1.3), see [8] . Since K ν decays exponentially, the measure ν satisfies (1.2), and (D σ ) holds for any positive σ. then u is a harmonic polynomial of degree strictly less than 2σ.
Proof. Since the symbol corresponding to L ν = Lν is given by ξ → (|ξ| 2 + 1) s − 1, Theorem 1.1 applies with P ≡ 0 and O = R N \ {0}. Consequently, u is a polynomial of degree strictly less than 2σ. It remains to show that u is harmonic, which follows once we have shown that If ψ ∈ C ∞ c (R N ) is given, then ϕ = F −1 (hψ) ∈ S satisfies the assumptions of Lemma 2.2(ii) with P ≡ 0, and this implies that Hence (4.2) holds, and the proof is finished.
Our final application concerns a nonlocal operator L ν in R which appears in the intermediate long wave equation from fluid mechanics, see e.g. [1] . The operator L ν corresponds to the symbol ξ → ξ coth(πξ/2) − 2/π, ξ ∈ R and can be written in the form (1.1) with dν(y) = 1 2π sinh 2 (y)
dy, see e.g. [11, page 6] .
Since the function R → R, y → 1 2π sinh 2 (y) decays exponentially at infinity and has a singularity of order −2 at y = 0, the measure ν satisfies (1.2), whereas (D σ ) holds for any positive σ.
Theorem 4.4. Let σ > 0, and let u ∈ L 1 σ (R) satisfy L ν u = 0 in R in distributional sense. Then u is a polynomial of degree strictly less than 2σ.
Proof. The symbol ξ → ξ coth(
π is of class C ∞ and nonzero on R \ {0}. To see the latter, it suffices to note that for ζ ∈ R \ {0} we have tanh ζ = ζ and therefore coth ζ = 1 ζ . By Theorem 1.1, it thus follows that u is a polynomial of degree strictly less than 2σ.
