A unique specification in remanufacturing is the uncertainty of returned flows. This makes the coordination between supply and demand difficult for the firm. As a result, remanufacturers typically use pricing tools to control the return flow of used products. 
INTRODUCTION
In recent years, reverse logistics (RL) has been considered due to environmental directives and legislation, consumer concerns and social responsibilities for the environment, awareness of the limits of natural resources and economic potential. Pokharel and Mutha (2009) categorized reverse logistics into various aspects of product recovery such as redesign, collection, reuse, recycle and remanufacture.
LITERATURE REVIEW
Study on reverse logistics has been developing since 1960's. Research on the RL models and strategies can be seen in the journals of 1980's onwards. Most studies have focused only on limited issues of RL, such as network design, production planning and environmental programs ). Fleischmann et al. (1997) studied reverse logistics from the perspective of distribution planning, inventory control and production planning. Carter and Ellram (1998) focused on the transportation and packaging, procurement and environmental aspects. Rubio et al. (2008) reviewed articles published between 1995 and 2005, focusing on recovery management, production planning and inventory management, and supply chain management.
Pokharel and Mutha (2009) presented a study on reverse logistics. They used content analysis method for displaying a comprehensive view of the reverse logistics. This study shows that mathematical modeling in RL focuses on deterministic methods, and limited articles considered random demand for remanufactured products and the random supply of used products. In addition, the formulation of pricing policies for attracting used products is still being developed. In another study in 2009, they presented a mathematical model for designing a RL network in order to manage the returned products. The purpose of this paper is to reduce RL costs by determining the number, location and capacity of various facilities and assigning material flows between them. Liang et al. (2009) presented a model for evaluating the acquisition price of used products in the open market. The proposed model relates the acquisition price of used products to the sales price of remanufactured ones and assumes other costs deterministic such as logistical and remanufacturing costs. The model also assumes that the sales price fluctuations of remanufactured products follow the Geometric Brownian Motion (GBM). Darabi et al. (2011) proposed a mixed integer nonlinear programming model for the integrated network design of a multi-level and multi-period forward-reverse supply chain for the recovery of raw materials of returned products. Qiaolun et al. (2011) studied the price of collecting used products in reverse supply chains. They also considered a recovery channel whereby the remanufacturer either collects/processes used products itself or outsources them to a retailer or third party. Shi et al. (2011) examined a closedloop system in which the manufacturer has two channels to meet the demand: manufacturing new products and remanufacturing returns as new products. In this paper, a mathematical model was developed which aimed to maximize the overall profit of the system by simultaneous determination of the sale price, the production quantity of new and remanufactured products and the acquisition price of used products.
Pokharel and Liang (2012) presented a quantitative model to evaluate the optimal quantity and the acquisition price of used products based on their quality levels. This model was developed from the view of consolidation center as the decision maker that receives the price and demand information from the remanufacturer and then evaluates the optimal quantity and acquisition price of used products based on the available data on the random quantity and quality of returns and the predefined cost of replacement parts and offers them to collection centers.
Jing and Huang (2013) examined optimal pricing policies with replacement purchase and varying return rates (deterministic or random). Sun et al. (2013) examined a dynamic acquisition pricing problem and the remanufacturing quantity in a multi-period problem with random returns sensitive to price. Chen and Chang (2013) presented an unconstrained static model and two constrained dynamic models using the Lagrangian procedures and the dynamic programming and the pricing strategy in multi-period settings. Mahmoudzadeh et al. (2013) applied a robust optimization procedure for a dynamic manufacturing and pricing problem in a multi-period hybrid manufacturing and remanufacturing system, faced with returns and demand uncertainty. Xiong et al. (2014) provided a study on dynamic pricing of used products for a car engine remanufacturer faced with price-dependent random returns and random demand.
MODEL DESCRIPTION
Using its own tools, the remanufacturer predicts the demand for used products and orders a fixed quantity to the consolidation center. The assessment of the remanufacturer demand is outside the scope of this research. In addition, this study assumes that there is one consolidation center and many collection centers. When the consolidation center receives the demand of the remanufacturer, the consolidation center and the remanufacturer use the proposed model for evaluating the optimal quantity and acquisition price of used products and also the price offered by the remanufacturer to the consolidation center so that they both achieve maximum profit. Moreover, a set of replacement parts needed for remanufacturing used products at a certain quality level along with used products are sent to the remanufacturer. Therefore, the acquisition price of the consolidation center also depends on the cost of replacement parts.
This study assumes that the consolidation center can predict the supply parameters (mean and standard deviation). Since supply is random, the quantity of used products obtained from the collection centers may not correctly correspond with demand. To provide business continuity, it is assumed that the consolidation center receives all used products collected by collection centers and recycles the surplus after meeting the remanufacturer's demand. But when faced with a shortage in supply, the consolidation center buys used products directly from the market to meet the remanufacturer's demand. Therefore, the proposed model minimizes surplus and shortage. Figure 1 shows the conceptual model used in this study based on transactions on the consolidation center and the remanufacturer. 1. The supply of used products is random, but the remanufacturer's demand for used products and the quantity and sales price of remanufactured products is constant. 2. The supply of used products follows the normal probability density function with known mean and standard deviation. 3. There is no initial inventory, and transactions are limited to a specified period. 4 . Used products at any quality level need predetermined parts for remanufacturing, so a coefficient is predefined for calculating the cost of replacement parts for each used product at each quality level.
MODEL DEVELOPMENT
The symbols used in the model are as follows:
Parameters
݊:The quality level of used products, which is defined by the remanufacturer n = 1,2, ..., k.
ܾ : Coefficient between 0 and 1 for calculating the total cost of replacement parts for quality level ݊ in ascending order.
‫‬ : Coefficient between 0 and 1 for calculating penalty price.
‫ݎ‬ : Coefficient between 0 and 1 for calculating recycle price, which is smaller than P 0 .
݀: Deterministic demand of the remanufacturer for used products. 
Decision Variables
ܲ : Price of a used product with quality level ݊, offered by the remanufacturer to the consolidation center.
‫ܮ‬ : Acquisition price of used product with quality level ݊, offered by the consolidation center to the collection centers. Costs of inspections and logistics are included in this price.
‫ݍ‬ : Acquisition quantity of used product with quality level ݊ by the consolidation center.
Dependent Variables
ܾ ‫ܮ‬ : Total cost of pre-defined replacement new parts needed, for each used product unit with quality level ݊, offered by the consolidation center to the remanufacturer.
‫‬ ‫‬ : Penalty price for shortage of used products with quality level ݊ which is the same as the price of new product.
‫ݎ‬ ‫‬ : Recycle price for the surplus of used products with quality level ݊.
Mathematical Modeling
Using the above symbols, the integer nonlinear programming model for pricing is as follows:
Expression (1) represents the objective function of the model, which maximizes the total profit composed of total incomes minus total costs. Incomes include the sum of income of the consolidation center and the remanufacturer. Costs include all costs of the consolidation center (e.g. the acquisition cost of the consolidation center) and the remanufacturer costs (including acquisition and remanufacturing costs). Constraint (2) is a constraint on the total acquisition quantity of used products with different quality levels. Constraint (3) is a constraint on the total sales for the remanufacturer with different quality levels. Constraint (4) defines the acquisition price of used products by the consolidation center. Constraint (5) defines the scope of the acquisition price of the remanufacturer. Constraint (6) is related to the type of decision variables of the problem.
The simplification of the two integrals is listed in the appendix. Finally, the proposed objective function after mathematical simplification of the two integrals is shown as follows:
SOLUTION METHOD
In this paper, metaheuristic methods were used to solve the model, given that the model is integer nonlinear programming and complicated. Metaheuristic algorithms used in this study include a single-solution based algorithm (SA) and a population-based algorithm (GA).
Simulated Annealing Algorithm
The simulated annealing (SA) algorithm originates from the works of Kirkpatrick and Cerny et al. in 1983 and 1985. Kirkpatrick et al. were specialists in the field of statistical physics. They proposed a method based on the annealing technique to solve difficult optimization problems. The annealing technique is used to achieve a state in which a solid substance is well sorted and its energy is minimized. This technique involves placing a substance at a high temperature and then gradually lowering the temperature. The SA algorithm is a simple and effective metaheuristic search algorithm for solving combinational optimization problems. Next, the main components of the simulated annealing algorithm are described.
The main components of the simulated annealing algorithm

Initial solution
The initial solution is produced randomly. Here is a sample of solutions generated from variables.
1) [105 94 93 77 73 66]
The first matrix represents the price of a used product, which is offered by the remanufacturer to the consolidation center. The second matrix represents the acquisition price of the used product, which is offered by the consolidation center to the collection center, and the third matrix represents the acquisition quantity of used product by the consolidation center.
Acceptance Function
The algorithm can exit by the probability of accepting solutions worse than local optimum. The acceptance probability depends on the temperature T (initial temperature) and the variation of the objective function (energy ∆E). The acceptance function in the SA algorithm is defined as follows:
where E is the objective function value and ∆E is the difference between the objective function value of the current solution and the neighbor solution. T is current temperature and R is a random number between zero and one. In the above function, if the ∆E value is less than zero, then the neighbor solution is accepted. Otherwise, if the random number generated at each iteration is less than the probability value, then the neighbor solution is accepted even if it is worse.
Initial Temperature
If the initial temperature is too high, searching becomes less and more random. Otherwise, when the temperature is too low, searching becomes somewhat a local search. Thus we must create balance between the two states.
Neighborhood structure and motion mode
Neighborhood structures are insertion, switching and inversion. In this study, these three neighborhood structures are used, and the way they are selected in the algorithm is defined randomly.
Annealing Function
In the algorithm SA, temperature gradually decreases in a way that temperature becomes greater than zero in each iteration and lim ୧→∞ T ୧ = 0. Solution quality and annealing speed have reverse relationship. In this study, a geometric function is used to reduce temperature. In the geometric annealing function, temperature is updated by the following equation:
where α ∈ ሺ0,1ሻ. This approach is the most common annealing function. Experience has shown that α should be in the range [0.5, 0.99].
Stopping Criterion
Different Stopping criterions can be applied to a simulated annealing algorithm. In this study, reaching a predetermined number of iteration in which a percentage of neighbors is seen at each temperature is used as a criterion to stop the algorithm.
In this study, the SA algorithm starts with a set of initial responses (nPop) and consequently examines more neighborhoods (a set of neighborhoods (nMove)). In this case, the SA algorithm is converted to the Multi Point SA.
Genetic Algorithm
In 1960, imitation of organisms for use in powerful algorithms for optimization problems was considered, which were called evolutionary computation techniques. The genetic algorithm was first introduced by John Holland et al. in Michigan University in 1962-1965 while presenting a course called adaptive systems. In their research, they focused on the adaptation process in natural systems and tried to model it in artificial systems, which must have the ability of natural systems. The genetic algorithm was the result of this effort.
The main advantages of the genetic algorithm are multilateral search and working on a population of variables. The genetic algorithm starts in a population of solutions with a set of solutions rather than a single solution. So instead of finding an appropriate solution, appropriate scopes in the space of variables are identified.
The main components of genetic algorithm
Initial solution
The initial solution is generated randomly. Below is a sample of the solutions generated from variables. 
Crossover Operator
The crossover operator is applied at the same time on two chromosomes and creates two offspring by combining the structure of two chromosomes. In this study, a simple recombination operator is used to perform the crossover operation.
Mutation Operator
This operator makes unplanned random changes on different chromosomes and enters genes into the population that did not exist in the initial population. The study uses the non-uniform mutation operator as the mutation operator.
Fitness Function
Obviously, there should be an index to evaluate chromosomes and detect most suitable chromosome. For optimization functions problems, this index is usually the objective function value.
Selection Mechanism
To choose the best solutions to reproduce a new population, a method should be used that selects the best solution. The selection mechanism used in this study is the roulette wheel algorithm.
Stopping Criterion
Different stopping Criterions can be applied to a genetic algorithm. The stopping condition for this algorithm is to reach the pre-specified number of iteration.
It should be noted that this study uses the Taguchi method to set the parameters of both algorithms. The results of mean S/N ratio for each level of the factors in the SA algorithm are shown in Figure 2 . 
NUMERICAL RESULTS
In this section, 30 numerical examples are presented to evaluate and verify metaheuristic algorithms. The examples are divided into three sections (small, medium and large) based on the remanufacturer's demand. The information related to these examples is shown in Table 1 . The results of solving the SA algorithm and the GA algorithm are presented in Tables 2 and 3, respectively. In addition, these results are the best solutions in several times of running the algorithm. 
Comparison of solving methods considering cpu time
According to Chart 1, the GA metaheuristic algorithm has a lower solving time than the SA metaheuristic algorithm. So if the criterion is cpu time, the GA algorithm is better than another.
Chart 1:
Comparison of metaheuristic methods based on cpu time
Comparison of solution methods considering the obtained solutions and their difference
As is evident in Chart 2, the results differ very little from each other, so one cannot say that which method is better. In order to better display the differences between the two algorithms, the result difference chart is shown in Chart 3. 
Comparison by using hypothesis test of equal means of two populations.
In this study, we sought to test the hypothesis H 0 : µ 1 = µ 2 or the average equality of the two populations against H 1 : µ 1 ≠ µ 2 . In all statistical software such as Minitab, assessment of hypothesis test is based on a criterion called P-value. If the P-value is greater than or equal to the probability of Type 1 error (α), H 0 is accepted, otherwise, it is rejected. Minitab was used in this study, and the results of this test can be found below. The P-value for t test is 0.994 which is greater than α (0.05). As a result, the null hypothesis is failed to reject. Thus one cannot say that their averages are different.
CONCLUSIONS
This paper presents a quantitative model to evaluate the optimal acquisition price and quantity of used products and the price of used products along with replacement parts after their collection and consolidation, based on their quality levels. This model was developed from the perspective of the remanufacturer and the consolidation center. The supply of used products is random. In addition, this study considers the profit function of the remanufacturer along with the consolidation center, and the goal is to maximize their joint profits. The presented model is an integer nonlinear programming (INLP) model. Consequently, The SA and GA metaheuristic methods were used to solve the model due to the complexity of the problem. The comparison of numerical results shows that if the criterion is Cpu time, the GA algorithm has the better solution in comparison with the SA algorithm. But if the criterion is the obtained solutions, they differ very little from each other, so one cannot say which method is better.
The suggestions for future research are as follows: development of the model for the multi-period state, assessment of price sensitivity of market for remanufactured products, randomness of demand, and combination of pricing used products with remanufactured products.
In this section, simplification of ∫
Since the supply of used products follows the normal probability distribution with known mean and standard deviation, its probability density function is defined as follows: To solve the integral, we consider the following variable change, and the integral range will change as follows: 
