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Abstract: Deparamo-nos frequentemente nas mais diversas a´reas da vida quotidiana com pro-
blemas de classificac¸a˜o onde va´rios modelos revelam um fraco desempenho, particularmente em
presenc¸a de classes mal separadas e/ou amostras de pequena dimensa˜o. A abordagem da com-
binac¸a˜o de modelos surgiu, enta˜o, naturalmente com o objectivo de encontrar novos me´todos que
se adaptassem melhor ao comportamento dos dados em estudo, usando a contribuic¸a˜o de va´rios
modelos, minimizando assim o nu´mero de observac¸o˜es mal classificadas. Este trabalho insere-se
no campo da Ana´lise Discriminante Discreta, que tem vindo a despertar um interesse crescente,
nomeadamente nas a´reas das cieˆncias sociais e da sau´de. Neste trabalho, pretende-se avaliar o
desempenho da combinac¸a˜o de modelos proposta por Marques et al. [3], sobre dados simulados
com base no modelo de Bahadur.
1 Introduc¸a˜o
A Ana´lise Discriminante Discreta (ADD) e´ utilizada em muitas situac¸o˜es da vida real sendo co-
mum dispormos de classes a priori mal separadas e/ou de amostras de pequena dimensa˜o, tornando
dif´ıcil a estimac¸a˜o de um grande nu´mero de paraˆmetros habitualmente associados aos modelos de
classificac¸a˜o no campo discreto, dificultando assim a tarefa de afetac¸a˜o nas classes definidas a pri-
ori. Ao longo das u´ltimas de´cadas, a combinac¸a˜o de modelos comec¸ou a ser proposta por diversos
investigadores com o objectivo de encontrar me´todos de classificac¸a˜o que se adaptem melhor ao
comportamento dos dados em estudo e que conduzam a` minimizac¸a˜o do nu´mero de paraˆmetro a
estimar. Nos estudos desenvolvidos por Sousa Ferreira, (Sousa Ferreira [4]; Sousa Ferreira et al.
[5]), verificou-se que a abordagem pela combinac¸a˜o de modelos conduzia a modelos mais eficientes
e esta´veis, tanto mais que frequentemente se observava que os erros de afetac¸a˜o obtidos por va´rios
modelos na˜o ocorriam sobre os mesmos objectos (Brito et al. [1]). Na sequeˆncia destes estudos,
Marques et al. [3] propuseram uma combinac¸a˜o linear entre o Modelo de Independeˆncia Condicional
(MIC) e o Modelo Gra´fico Decompon´ıvel (MGD), recorrendo a um u´nico coeficiente β (0 ≤ β ≤ 1),
conduzindo a um modelo interme´dio entre estes dois modelos de classificac¸a˜o.
Neste trabalho, iremos avaliar o desempenho da combinac¸a˜o de modelos proposta por Marques et
al. [3], recorrendo para tal a uma bateria de dados simulados, procurando desta forma perceber o
seu campo privilegiado de aplicac¸a˜o.
Esta avaliac¸a˜o do desempenho vai basear-se na percentagem de observac¸o˜es correctamente classifi-
cadas estimada quer na amostra de treino (estimac¸a˜o por resubtituic¸a˜o), quer na amostra de teste
ou ainda por validac¸a˜o cruzada.
2 Estrutura dos dados simulados
Para avaliar o desempenho do referido modelo, recorrendo a dados simulados com base no mod-
elo de Bahadur (Goldstein e Dillon [2]), consideramos dois tipos de estrutura relacional entre as
varia´veis explicativas:
- IND - simulam-se observac¸o˜es a partir do modelo MIC, isto e´ considera-se que as varia´veis ex-
plicativas sa˜o independentes dentro de cada classe;
- DIF - as observac¸o˜es simuladas evidenciam a existeˆncia de relac¸o˜es diferenciadas entre as varia´veis
explicativas nas va´rias classes em estudo.
Para simular os valores das varia´veis bina´rias, o modelo de Bahadur considera as probabilidades










onde Xkp e´ uma varia´vel de Bernoulli com paraˆmetro θkp = E(Xkp), p = 1, ..., P tal que
Zkp =
Xkp − θkp
[θkp(1− θkp)]2 and ρk(p, g) = E(ZkpZkg), (2)
Neste trabalho, iremos considerar os dois tipos de estruturas de relac¸a˜o entre as varia´veis, P=6
varia´veis bina´rias para o caso de duas, treˆs ou quatro classes definidas a priori, e dimenso˜es das
amostras pequenas ou moderadas.
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