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THE GROWTH RATE OF AN ENTIRE FUNCTION AND THE
HAUSDORFF DIMENSION OF ITS JULIA SET
WALTER BERGWEILER, BOGUS LAWA KARPIN´SKA, AND GWYNETH M. STALLARD
Abstract. Let f be a transcendental entire function in the Eremenko-Lyubich class B.
We give a lower bound for the Hausdorff dimension of the Julia set of f that depends
on the growth of f . This estimate is best possible and is obtained by proving a more
general result concerning the size of the escaping set of a function with a logarithmic
tract.
1. Introduction and main result
Let f be a transcendental entire function and denote by fn, n ∈ N, the nth iterate of f .
The Fatou set, F (f), is defined to be the set of points, z ∈ C, such that (fn)n∈N forms a
normal family in some neighbourhood of z. The complement, J(f), of F (f) is called the
Julia set of f . An introduction to the basic properties of these sets can be found in, for
example, [5].
The Hausdorff dimension of the Julia set of an entire function f was first considered
by McMullen [14] who proved that dim J(f) = 2 if f(z) = λez, where λ ∈ C \ {0}.
Taniguchi [24] extended this result to functions f of the form
(1.1) f(z) =
∫ z
0
P (t)eQ(t)dt+ c,
where P and Q are polynomials and c ∈ C.
There is a close relationship between the Julia set and the escaping set
I(f) = {z : fn(z)→∞ as n→∞}
which was first studied for a general transcendental entire function f by Eremenko [8].
Among other results, Eremenko proved that the Julia set is always equal to the boundary
of the escaping set.
An important role in complex dynamics is played by the Eremenko-Lyubich class B
consisting of all transcendental entire functions for which the set of critical values and
finite asymptotic values is bounded. This class contains the functions considered by
McMullen and Taniguchi mentioned above. Eremenko and Lyubich [9] proved that, if
f ∈ B, then I(f) ⊂ J(f). Thus, for such functions, a lower bound for the size of the Julia
set can be obtained by estimating the size of the escaping set. An alternative method for
obtaining a lower bound for the size of the Julia set of a function in the class B is given
in [3].
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The goal of this paper is to relate the Hausdorff dimension of the Julia set of a function
in the class B to the growth rate of the function. Recall that the order of an entire function
f is defined by
ρ(f) = lim sup
r→∞
log logM(r, f)
log r
,
where M(r, f) = max|z|=r |f(z)|. An entire function f has finite order if and only if there
exists ρ(f) ∈ [0,∞) such that, for each ε > 0, there exists rε > 0 such that
|f(z)| ≤ exp (|z|ρ(f)+ε) for |z| > rε.
Note that, if f is of the form (1.1), then the order of f is equal to the degree of Q.
Baran´ski [2] and Schubert [20] proved that dim J(f) = 2 for any function f of finite
order in the class B. The hypothesis that f has finite order cannot be omitted since it is
known [21] that, for each ε > 0, there exists a function f ∈ B for which dim J(f) < 1+ε.
In fact, for each d ∈ (1, 2) there exists a function f ∈ B for which dim J(f) = d; see [23].
On the other hand, it was shown in [22] that dim J(f) > 1 for any f ∈ B.
We now state the main result of the paper. We note that the examples in [23] show
that this estimate of dim J(f) is best possible.
Theorem 1.1. Let f be an entire function in the class B and let q ≥ 1. Suppose that,
for each ε > 0, there exists rε > 0 such that
(1.2) |f(z)| ≤ exp (exp ((log |z|)q+ε)) for |z| ≥ rε.
Then
dim J(f) ≥ 1 + 1
q
.
Our result shows that dim J(f) = 2 for f ∈ B not only if f has finite order, but more
generally if
(1.3) lim sup
r→∞
log log logM(r, f)
log log r
= 1.
It thus strengthens the results of Baran´ski [2] and Schubert [20]. Examples of functions
in the class B can be constructed, for example, by using contour integrals; see [15], [21]
and [23]. This technique yields examples of functions f ∈ B which have infinite order
but satisfy (1.3). For any q > 1, examples of functions f ∈ B which have infinite order
and satisfy (1.2) were constructed in [19]. These examples have the additional property
that all the path-connected components of J(f) are points.
Next we note that, if f ∈ B, then ρ(f) ≥ 1
2
. This observation seems to have appeared
first in [13], [6]; see also [18, Lemma 3.5]. This implies that a function f ∈ B cannot
satisfy (1.2) for some q < 1.
Finally we note that the hypothesis (1.2) can also be written in the form
lim sup
r→∞
log log logM(r, f)
log log r
≤ q.
Such limits or, more generally, limits of the form
lim sup
r→∞
logi+kM(r, f)
logk r
,
for certain i, k ≥ 0, have been considered, for example, in [11, Chapter IV].
The main tool used by Eremenko and Lyubich to study a function f in the class B was
a logarithmic change of variable. Choose R > |f(0)| such that ∆R = {z ∈ C : |z| > R}
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contains no critical values and no asymptotic values of f . Then every component D
of f−1(∆R) is simply connected and f : D → ∆R is a universal covering. Now let
H = {z ∈ C : Re z > logR}. The map exp : H → ∆R is also a universal covering
and so there exists a biholomorphic map G : D → H such that f = exp ◦G. We define
F : exp−1(D) → H by F (z) = G(ez) so that expF (z) = f(ez). We say that F is the
function obtained from f by a logarithmic change of variable.
In many applications of this method it is irrelevant how f behaves outside D, or
whether f is even defined outside D. This leads to the following definition.
Definition 1.1. Let D ⊂ C be an unbounded domain in C whose boundary consists of
piecewise smooth curves. Suppose that the complement of D is unbounded. Let f be a
complex-valued function whose domain of definition contains the closure D of D. Then
D is called a logarithmic tract of f if f is holomorphic in D and continuous in D and if
there exists R > 0 such that f : D → ∆R is a universal covering.
If D is a logarithmic tract of f , then
I(f,D) = {z ∈ D : fn(z) ∈ D for all n ∈ N and fn(z)→∞ as n→∞}.
In fact it was shown in [16, Theorem 2.4] that I(f,D) always has at least one unbounded
component; see also [7] for a generalisation to the case when D is a direct tract.
Note that, if f ∈ B, then f has a logarithmic tract D. Clearly I(f,D) ⊂ I(f) and
so I(f,D) ⊂ J(f) by the result of Eremenko and Lyubich [9] mentioned earlier. Hence
Theorem 1.1 follows from the following general result.
Theorem 1.2. Let f be a function with a logarithmic tract D. Suppose that, for each
ε > 0, there exists rε > 0 such that (1.2) holds for z ∈ D. Then dim I(f,D) ≥ 1 + 1/q.
In order to prove Theorem 1.2, we work with the function F : exp−1(D)→ H obtained
from f by a logarithmic change of variable. For each p > q − 1, we construct a set
Ep ⊂ exp−1(D) such that
ReF n(z)→∞ for z ∈ Ep
and
dimEp ≥ 1 + 1
1 + p
.
We note that exp(Ep) ⊂ I(f,D). Since Ep and exp(Ep) have the same Hausdorff di-
mension and p can be chosen to be arbitrarily close to q − 1, this is sufficient to prove
Theorem 1.2.
To construct the sets Ep, we use a generalisation of the method used by McMullen
in [14]. As in [14], the sets expEp that we construct consist of points that ‘zip to
infinity’; that is, they belong to the set
Z(f,D) =
{
z ∈ I(f,D) : 1
n
log log |fn(z)| → ∞ as n→∞
}
.
In our situation, however, more sophisticated arguments are needed to construct such
points. The machinery required for this construction is set up in Section 3 where we
introduce the notion of an ‘admissible square’ – a square where F grows regularly in a
certain sense. The sets Ep consist of points whose forward iterates all lie in an admissible
square. We estimate the dimensions of the sets Ep in Section 4. Our calculations are
based on ideas similar to those used by McMullen in [14] – again, more delicate arguments
are needed as we do not have uniform bounds on the quantities involved.
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We note that in contrast to Baran´ski [2] and Schubert [20] we do not use Ahlfors’
distortion theorem.
2. Preliminary lemmas
We begin with the following lemma about real functions. It is very similar to [4,
Lemma 3], but we include the proof for completeness.
Lemma 2.1. Let α, β : [c,∞) → R be continuous and increasing. Suppose that β is
differentiable, that α is absolutely continuous, that α(x) ≤ β(x), that limx→∞ β(x) = ∞
and that β ′(x) > 0. Define ψ : [β(c),∞) → (0,∞) by ψ(t) = β ′ (β−1(t)) = 1/(β−1)′(t).
If K > 1, then
(2.1) α′(x) ≤ Kψ(α(x))
on a set of x-values of lower density at least (K − 1)/K.
Of course, the inequality (2.1) makes sense only for values of x where α is differentiable,
but absolutely continuous functions are differentiable almost everywhere. Thus, if LK
denotes the set where (2.1) holds, then the points where α is not differentiable are in the
complement of LK .
Proof. For y > c we define
Cy = {x ∈ [c, y] : α′(x) > Kψ(α(x))}.
Then
K
∫
Cy
dx ≤
∫
Cy
α′(x)
ψ(α(x))
dx
≤
∫ y
c
α′(x)
ψ(α(x))
dx
=
∫ α(y)
α(c)
du
ψ(u)
= β−1(α(y))− β−1(α(c))
≤ y − β−1(α(c)),
and we deduce that the set of x-values where α′(x) > Kψ(α(x)) has upper density at
most 1/K. The conclusion follows. 
We next recall the following classical result. Inequalities (2.2) and (2.3) are Koebe’s
distortion theorem and (2.4) is Koebe’s 1
4
-theorem. Here, and throughout the paper,
B(a, r) denotes the open disk around a of radius r.
Lemma 2.2. Let g : B(a, r)→ C be univalent, ρ ∈ (0, 1) and z ∈ B(a, ρr). Then
(2.2)
ρ
(1 + ρ)2
|g′(a)|r ≤ |g(z)− g(a)| ≤ ρ
(1− ρ)2 |g
′(a)|r,
(2.3)
1− ρ
(1 + ρ)3
|g′(a)| ≤ |g′(z)| ≤ 1 + ρ
(1− ρ)3 |g
′(a)|
and
(2.4) g(B(a, r)) ⊃ B (g(a), 1
4
|g′(a)|r) .
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Remark. If ρ = 1
2
then (2.3) takes the form
4
27
|g′(a)| ≤ |g′(z)| ≤ 12|g′(a)|
and so, if z, w ∈ B(a, 1
2
r),
1
81
≤
∣∣∣∣ g′(z)g′(w)
∣∣∣∣ ≤ 81.
The following result is a simple consequence of Koebe’s distortion theorem.
Lemma 2.3. Let g : B(a, r)→ C be univalent, ρ ∈ (0, 1
2
)
and z, w ∈ B(a, ρr). Then
|g(z)− g(w)− g′(a)(z − w)| ≤ 26|g′(a)|ρ|z − w|.
Proof. It follows from (2.3) that if ζ ∈ B (a, 1
2
r
)
, then
|g′(ζ)− g′(a)| ≤ |g′(ζ)|+ |g′(a)| ≤ 13|g′(a)|.
Schwarz’s lemma yields
|g′(ζ)− g′(a)| ≤ 26|g′(a)| |ζ − a|
r
for ζ ∈ B (a, 1
2
r
)
. Hence
|g(z)− g(w)− g′(a)(z − w)| =
∣∣∣∣
∫ z
w
(g′(ζ)− g′(a)) dζ
∣∣∣∣ ≤ 26|g′(a)|ρ|z − w|,
for z, w ∈ B(a, ρr). 
We shall also need the following version of Vitali’s lemma [10, Lemma 4.8].
Lemma 2.4. Let {B(xi, ri) : i ∈ I} be a collection of balls in Rn whose union is bounded.
Then there exists a finite subset E of I such that B(xi, ri) ∩ B(xj , rj) = ∅ for i, j ∈ E,
i 6= j, and ⋃
i∈I
B(xi, ri) ⊂
⋃
i∈E
B(xi, 4ri).
3. Admissible squares
Let f and D be as in Theorem 1.2. We may assume that R = 1 in the definition of the
logarithmic tract and that 0 /∈ D. Let H = {z ∈ C : Re z > 0} be the right half-plane
and let F : exp−1(D) → H be the function obtained from f by a logarithmic change of
variable, as described in Section 1. Note that F is 2pii-periodic and the restriction of F
to a component of exp−1(D) maps this component bijectively onto H .
We now fix ε > 0 and p > q − 1 + ε. Recall that we are aiming to construct a set
Ep ⊂ exp−1(D) such that
ReF n(z)→∞ for z ∈ Ep.
In order to do this, we let x0 = inf{Re z : z ∈ exp−1(D)} and consider the function
h : (x0,∞)→ (0,∞) defined by
h(x) = max
y∈R
ReF (x+ iy).
Note that h is increasing by the maximum principle. Moreover, h is convex by analogy
to Hadamard’s three circles theorem. Thus h has left and right derivatives at all points.
If zx = x+ iyx is a point such that h(x) = ReF (zx), then F
′(zx) is real and lies between
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the left and right derivative of h at x. Except for the countable set C where h is not
differentiable, we thus have
(3.1) h′(x) = F ′(zx).
We now obtain estimates for the size of h and h′.
Lemma 3.1. Let h : (x0,∞)→ (0,∞) and the countable set C be defined as above. Then
there exists xε ≥ x0 and a set L ⊂ (x0,∞) \ C of density 1 such that
(3.2) h(x) ≤ exp (xq+ε) for x ∈ (xε,∞),
(3.3)
h′(x)
h(x)
≤ xp for x ∈ L,
(3.4)
h′(x)
h(x)
≥ 1
4pi
for x ∈ (x0,∞) \ C,
(3.5) h(x) ≥ exp ( 1
13
x
)
for x ∈ (xε,∞),
and
(3.6) h′(x) ≥ exp ( 1
14
x
)
for x ∈ (xε,∞) \ C.
Proof. The upper bound (3.2) for h follows directly from hypothesis (1.2).
To obtain an estimate for h′ we note that it follows from (3.2) that we can apply
Lemma 2.1 with α(x) = h(x) and β(x) = exp (xq+ε). We have β−1(t) = (log t)1/(q+ε),
β ′(x) = (q + ε)β(x)xq+ε−1 and
ψ(t) = (q + ε)t (log t)
q+ε−1
q+ε
so that
(3.7) h′(x) ≤ K(q + ε)h(x) (log h(x)) q+ε−1q+ε ≤ K(q + ε)h(x)xq+ε−1
on a set of lower density at least (K − 1)/K. Since p > q − 1 + ε, the right hand side
of (3.7) is smaller than h(x)xp for large x, if K > 1 is fixed. The upper bound (3.3) for
h′/h now follows.
Now recall that zx = x + iyx is a point such that h(x) = ReF (zx). It follows from
Koebe’s 1
4
-theorem (2.4) and from (3.1) that if ϕ is the branch of F−1 that maps F (zx)
to zx, then ϕ(B(F (zx), h(x)) contains a disk around zx of radius r, where
r =
h(x)ϕ′(F (zx))
4
=
h(x)
4F ′(zx)
=
h(x)
4h′(x)
for x ∈ (x0,∞) \ C.
On the other hand, ϕ(B(F (zx), h(x)) ⊂ exp−1(D) and exp−1(D) does not contain disks
of radius greater than pi. The lower bound (3.4) for h′/h now follows. Integrating (3.4)
and noting that 4pi < 13, we obtain (3.5). The lower bound (3.6) for h′ follows from (3.4)
and (3.5). 
We are now in a position to define the key idea of an admissible square.
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Definition 3.1. For z ∈ C and r > 0 we consider the square
S(z, r) = {ζ ∈ C : |Re ζ − Re z| ≤ r, | Im ζ − Im z| ≤ r} .
We call z the centre of S(z, r). We say that S(z, r) is admissible if 100 < r < 1
2
Re z and
length([Re z − r,Re z + r] ∩ L) ≥ 7
4
r,
where length(·) denotes the one-dimensional Lebesgue measure and L is the set of den-
sity 1 from (3.3).
The following result is the main tool that we use in the construction of the set Ep.
Lemma 3.2. Given τ > 1, there exist positive constants c0, c1, c2, c3 with the following
properties:
If S(z, r) is an admissible square and x = Re z > c0, then there exist m ∈ N with m >
c3rx
p, compact subsets A1, A2, . . . , Am of S(z,
1
4
r) and points a1, a2, . . . , am in S(z,
1
4
r)
such that F maps Aj bijectively onto an admissible square centred at F (aj),
(3.8) B
(
aj ,
c1
xp
)
⊂ Aj ⊂ B
(
aj ,
c2
xp
)
⊂ B (aj , 1) ⊂ S
(
z, 1
4
r
)
,
(3.9) B
(
aj ,
τc2
xp
)
⊂ {ζ ∈ C : |Re ζ − Re z| ≤ 1
4
r, | Im ζ − Im z| ≤ pi + 1}
and
(3.10) ReF (aj) ≥ exp
(
1
15
x
) ≥ c0
for j = 1, 2, . . . , m. Moreover,
(3.11) Re aj+1 > Re aj +
τc2
xp
for j = 1, 2, . . . , m− 1.
Proof. Let
(3.12) L′ =
[
x− 1
4
r + 1, x+ 1
4
r − 1] ∩ L.
Since S(z, r) is admissible we have
length(L′) ≥ 1
4
r − 2 ≥ 1
5
r.
We apply Lemma 2.4 to the intervals(
u− 3 h(u)
h′(u)
, u+ 3
h(u)
h′(u)
)
, u ∈ L′.
We obtain u1, u2, . . . , un ∈ L′ such that if we put
(3.13) rk =
h(uk)
h′(uk)
,
then
(3.14) (uj − 3rj, uj + 3rj) ∩ (uk − 3rk, uk + 3rk) = ∅ for j 6= k,
and
L′ ⊂
n⋃
k=1
(uk − 12rk, uk + 12rk).
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It follows that
(3.15)
n∑
k=1
rk ≥ 124 length(L′) ≥ 1120r.
Now let wk = zuk ; that is, Rewk = uk and h(uk) = ReF (wk). Since F is 2pii-periodic,
we may choose wk such that
(3.16) | Imwk − Im z| ≤ pi.
We denote by ϕk the branch of the inverse function of F for which ϕk(F (wk)) = wk.
Then
(3.17) ϕ′k(F (wk)) =
1
F ′(wk)
=
1
h′(uk)
by (3.1) so that
(3.18) h(uk)ϕ
′
k(F (wk)) = rk.
Let
Wk = ϕk
(
S
(
F (wk),
1
4
h(uk)
))
.
Since ϕk is univalent in the right half-plane H and
B
(
F (wk),
1
4
h(uk)
) ⊂ S (F (wk), 14h(uk)) ⊂ B (F (wk), 12h(uk)) ,
we deduce from Koebe’s distortion theorem (2.2) and (3.18) that
(3.19) B
(
wk,
4
25
rk
) ⊂ Wk ⊂ B (wk, 2rk) .
Now let δ be a small positive number to be fixed later. We put
(3.20) mk = [δrkx
p] and ρk =
h′(uk)
xp
.
Note that if 0 ≤ l ≤ mk and δ < 13 , then, for large x,
(3.21) lδρk + δ
2ρk ≤ mkδρk + δ2ρk ≤ 2δ2rkxpρk = 2δ2h(uk) < 14h(uk).
For 0 ≤ l ≤ mk we now define
vk,l = ϕk (F (wk) + lδρk) ,
Sk,l = S
(
F (wk) + lδρk, δ
2ρk
)
,
Vk,l = ϕk (Sk,l)
and
Jk,l =
{
u ∈ R : |u− (h(uk) + lδρk)| ≤ δ2ρk
}
.
The interval Jk,l is thus the projection of Sk,l onto the real axis. If δ is sufficiently
small, the intervals Jk,l are pairwise disjoint, and so the same holds for the squares Sk,l.
By (3.21) the squares Sk,l are contained in S
(
F (wk),
1
4
h(uk)
)
and thus
(3.22) vk,l ∈ Vk,l ⊂Wk.
We want to show that Sk,l is admissible for at least one half of the indices l, provided
c0 is sufficiently large. In order to do so, we first note that (3.6) yields
δ2ρk =
δ2
xp
h′(uk) ≥ δ
2
xp
h′
(
1
2
x
) ≥ δ2
xp
exp
(
1
28
x
)
> 100,
if c0 and hence x is sufficiently large. Also, by (3.21),
δ2ρk <
1
4
h(uk) =
1
4
ReF (wk).
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This means that each square Sk,l has the size required to be admissible. Denoting by Ik
the set of all l ∈ {0, 1, . . . , mk} for which Sk,l is admissible, we thus have
Ik = {l : length(Jk,l ∩ L) ≥ 74δ2ρk}.
With I ′k = {0, 1, . . . , mk} \ Ik we obtain length(Jk,l \L) > 14δ2ρk for k ∈ I ′k. Now suppose
that |Ik| < 12(mk + 1) so that |I ′k| ≥ 12(mk + 1). This implies that
length
([
3
4
h(uk),
5
4
h(uk)
] \ L) ≥ mk∑
l=0
length (Jk,l \ L)
≥
∑
l∈I′
k
length (Jk,l \ L)
≥ |I ′k| 14δ2ρk
≥ 1
8
(mk + 1)δ
2ρk
≥ 1
8
δrkx
pδ2ρk
= 1
8
δ3h(uk).
Since L has density 1, this is a contradiction if c0 and hence uk is sufficiently large. Thus
(3.23) |Ik| ≥ 12(mk + 1) ≥ 12δrkxp.
As already mentioned, it follows from (3.21) that the squares Sk,l are contained in
S
(
F (wk),
1
4
h(uk)
)
and thus, in particular,
(3.24) F (wk) + lδρk ∈ S
(
F (wk),
1
4
h(uk)
) ⊂ B (F (wk), 12h(uk))
for 0 ≤ l ≤ mk. Koebe’s distortion theorem (2.3) now yields
1
81
≤ |ϕ
′
k (F (wk) + lδρk)|
|ϕ′k (F (wk))|
≤ 81
and hence, by Koebe’s distortion theorem (2.2),
Vk,l ⊂ B
(
vk,l, 4 |ϕ′k (F (wk) + lδρk)| δ2ρk
) ⊂ B (vk,l, 324 |ϕ′k (F (wk))| δ2ρk) .
Using (3.17) and the definition of ρk in (3.20) we obtain
Vk,l ⊂ B
(
vk,l,
324δ2
xp
)
.
Similarly, it follows from Koebe’s 1
4
-theorem (2.4) that
Vk,l ⊃ B
(
vk,l,
δ2
324xp
)
.
With c1 = δ
2/324 and c2 = 324δ
2 we thus have
(3.25) B
(
vk,l,
c1
xp
)
⊂ Vk,l ⊂ B
(
vk,l,
c2
xp
)
.
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Next we note that it follows from Lemma 2.3 together with (3.24) and (3.20) that∣∣∣∣vk,l+1 − vk,l − δxp
∣∣∣∣
= |ϕk (F (wk) + (l + 1)δρk)− ϕk (F (wk) + lδρk)− ϕ′k (F (wk)) δρk|
≤ 26 |ϕ′k (F (wk))|
(l + 1)δρk
h(uk)
δρk
=
26δ2(l + 1)ρ2k
h′(uk)h(uk)
≤ 26δ
3rkx
pρ2k
h′(uk)h(uk)
=
26δ3
xp
for 0 ≤ l ≤ mk − 1. It follows that
Re vk,l+1 − Re vk,l ≥ δ
xp
− 26δ
3
xp
.
For sufficiently small δ we have δ − 26δ3 > 324τδ2 = τc2. Hence
(3.26) Re vk,l+1 − Re vk,l ≥ τc2
xp
.
If k, k′ ∈ {1, 2, . . . , n}, k 6= k′, l ∈ Ik and l′ ∈ Ik′, then Re vk,l ∈ (uk − 2rk, uk + 2rk) by
(3.22) and (3.19). On the other hand, Re vk′,l′ /∈ (uk − 3rk, uk + 3rk) since, by (3.14),
(uk − 3rk, uk + 3rk) ∩ (uk′ − 3rk′, uk′ + 3rk′) = ∅.
Since uk ∈ L′ ⊂ L, it follows from (3.3) that
|Re vk,l − Re vk′,l′| ≥ rk = h(uk)
h′(uk)
≥ 1
upk
≥
(
4
5
)p
1
xp
and thus
(3.27) |Re vk,l − Re vk′,l′| ≥ τc2
xp
if δ and hence c2 is sufficiently small.
We also note that it follows from Koebe’s distortion theorem (2.2) together with (3.17),
(3.20), (3.13) and (3.4) that
|vk,l − wk| = |ϕk (F (wk) + lδρk)− ϕk (F (wk))|
≤ |ϕ′k (F (wk))| 4lδρk
≤ 4mkδρk
h′(uk)
≤ 4δ
2rkx
pρk
h′(uk)
= 4δ2rk
≤ 16piδ2.
For small δ we thus have
B
(
vk,l,
τc2
xp
)
⊂ B(wk, 1).
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Recall that Rewk = uk ∈ L′ and so it follows from (3.12) and (3.16) that
wk ∈
{
ζ ∈ C : |Re ζ − Re z| ≤ 1
4
r − 1, | Im ζ − Im z| ≤ pi} .
Thus
(3.28) B
(
vk,l,
τc2
xp
)
⊂ {ζ ∈ C : |Re ζ − Re z| ≤ 1
4
r, | Im ζ − Im z| ≤ pi + 1} .
Finally we note that it follows from (3.22) that
F (vk,l) ∈ F (Vk,l) ⊂ F (Wk) = S
(
F (wk),
1
4
h(uk)
)
.
Also, since uk ∈ L′, it follows from (3.12) that
ReF (vk,l) ≥ ReF (wk)− 14h(uk) = 34h(uk) ≥ 34h
(
x− 1
4
r
) ≥ 3
4
h
(
7
8
x
)
.
Using (3.5) we obtain
(3.29) ReF (vk,l) ≥ exp
(
1
15
x
)
,
if c0 and hence x is sufficiently large.
We now put
X = {vk,l : k ∈ {1, 2, . . . , n}, l ∈ Ik} .
Then
m = |X| =
n∑
k=1
|Ik| ≥ 12δxp
n∑
k=1
rk ≥ 1240δxpr
by (3.23) and (3.15). Thus m ≥ c3xpr for c3 = δ/240. By (3.26) and (3.27) we can
write X = {a1, a2, . . . , am} with Re a1 < Re a2 < · · · < Re am and, putting Aj = Vk,l if
aj = vk,l, we deduce from (3.25), (3.26), (3.27), (3.28) and (3.29) that, if δ is chosen to
be sufficiently small, then (3.8), (3.9), (3.10) and (3.11) hold. Finally, it follows from the
construction that F maps Aj bijectively onto an admissible square centred at F (aj), for
j = 1, 2, . . . , m. 
4. Proof of Theorem 1.2
We now use Lemma 3.2 to construct the set Ep. Let c0 be the constant obtained from
Lemma 3.2 for fixed τ > 1. (The condition for τ will be specified later.) Let Q0 be an
admissible square S(z0, r0) such that Re z0 = x0 > c0. For each n ∈ N ∪ {0} we will
define a finite collection En of compact, pairwise disjoint subsets of Q0 with the following
properties: for each Q ∈ En, the set F n(Q) is an admissible square, each Q ∈ En contains
at least one element of En+1 and each Q′ ∈ En+1 is contained in a unique Q ∈ En.
We start by putting E0 = {Q0}. Now suppose that En has been defined and let Q ∈ En.
Let A1, . . . , Am be the sets obtained by applying Lemma 3.2 to the admissible square
S(z, r) = F n(Q). For k ∈ Z and j ∈ {1, .., m}, we put
Aj,k = {ζ + 2piik : ζ ∈ Aj}.
Now let ϕ be the branch of the inverse function of F n that maps S(z, r) to Q. We define
En+1(Q) =
{
ϕ(Aj,k) : Aj,k ⊂ S
(
z, 1
4
r
)}
and
En+1 =
⋃
Q∈En
En+1(Q).
Then En+1 has the required properties.
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We define
En =
⋃
Q∈En
Q
and
Ep =
∞⋂
n=0
En.
It follows from the construction and (3.10) that, for each z ∈ Ep,
lim
n→∞
ReF n(z) =∞
as required. In fact it follows that exp(z) belongs to the set Z(f,D) defined in Section 1.
We estimate the Hausdorff dimension of Ep using the following result which is part of
Frostman’s Lemma; see, for example, [10, Proposition 4.9].
Lemma 4.1. Let E be a compact subset of C. Suppose that there exist a probability
measure µ supported on E and positive constants c, r˜ and t such that, for each z ∈ E and
each r ∈ (0, r˜),
µ(B(z, r)) ≤ crt.
Then dim(E) ≥ t.
Following [14] we construct a sequence of probability measures on Q0. Let µ0 be the
Lebesgue measure on Q0 rescaled so that µ0(Q0) = 1. Then we construct the measure µn
supported on En inductively. Suppose that the measure µn on En has been defined and
let Qn ∈ En. The measure µn+1 is defined as follows. If A ⊂ En+1 ∩Qn then
(4.1) µn+1(A) =
area(Qn)∑
Q∈En+1(Qn)
area(Q)
µn(A)
and, if A ⊂ Q0 \ En+1, then
µn+1(A) = 0.
Note that
µn+1(En+1 ∩Qn) = µn(Qn)
and that, for every k ≥ n,
µk(Qn) = µn(Qn).
Thus there exists a unique measure µ supported on Ep such that
µ(Qn) = µn(Qn)
for each set Qn ∈ En and each n ∈ N.
We now let z ∈ Ep. Our aim is to estimate µ(B(z, r)) for r sufficiently small. Let
Qn(z) be the unique element of En that contains z. Then, for each n ∈ N, we have
Qn(z) ⊂ Qn−1(z) and, by construction, F n(Qn(z)) = S(zn, rn) for some admissible square
S(zn, rn).
Let xn = Re zn. Then, by (3.10),
(4.2) xn ≥ exp
(
1
15
xn−1
)
.
We put
dn(z) = diamQn(z)
and denote the density of En+1 in Qn(z) by
∆n(z) =
∑
Q∈En+1(Qn(z))
areaQ
areaQn(z)
.
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We now estimate the quantities ∆n(z) and dn(z). In order to do this, we first prove that
there is a uniform bound for the distortion of F n on each set Q ∈ En. (Recall that if a
function f is univalent on a set S then the distortion of f on S is supu,v∈S
|f ′(u)|
|f ′(v)|
.)
Lemma 4.2. There exists K > 0 such that, if n ∈ N and Q ∈ En with F n(Q) = S(z′, r′),
if ϕ is the branch of F−n that maps S(z′, r′) to Q and if Q˜ = ϕ
(
B(z′,
√
2r′)
)
, then
sup
u,v∈Q˜
|(F n)′(u)|
|(F n)′(v)| < K.
Proof. Since the branch of F−1 that maps F n(Q) to F n−1(Q) is univalent in B(z′, 2r′),
it follows from Koebe’s distortion theorem (2.3) that the distortion of F on F n−1(Q˜) is
bounded by the constant
K1 =
(
√
2 + 1)4
(
√
2− 1)4 .
Also, by construction, there is an admissible square S(z′′, r′′) such that F n−1(Q) ⊂
S(z′′, 1
4
r′′) and F n−1(Q˜) ⊂ B(z′′, 1
2
r′′). The branch of F−(n−1) that maps F n−1(Q˜) onto
Q˜ is univalent in B(z′′, r′′) and so, by Koebe’s distortion theorem (2.3), the distortion
of F n−1 on Q˜ is bounded by the constant K2 = 81. The result now follows by putting
K = K1K2 < 10
4. 
We now use the result of Lemma 4.2 to obtain estimates for the density ∆n(z) and the
diameter dn(z).
Lemma 4.3. There exists a constant c5 > 0 such that, for n = 0, 1, 2, . . .,
∆n(z) ≥ c5
xpn
.
Proof. It follows from Lemma 4.2 that
∆n(z) ≥ 1
K2
∑
Q∈En+1(Qn(z))
areaF n(Q)
areaF n(Qn(z))
.
By construction,
F n

 ⋃
Q∈En+1(Qn(z))
Q

 = ⋃
Aj,k⊂S(zn,rn/4)
Aj,k,
where Aj,k = {ζ+2piik : ζ ∈ Aj} and Aj is one of the sets obtained by applying Lemma 3.2
to F n(Qn(z)) = S(zn, rn). Note that there are at least c3rnx
p
n such sets Aj and, by (3.8),
each of these sets satisfies
areaAj ≥ pi c
2
1
x2pn
.
Also, for each j, the set
{
k : Aj,k ⊂ S
(
zn,
rn
4
)}
has at least rn
4pi
− 2 elements. Since
rn > 100,
rn
4pi
− 2 > rn
8pi
and so
∆n(z) ≥ c
2
1c3
32K2
1
xpn
.

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Lemma 4.4. There exist constants c6, c7 > 0 such that, for n = 0, 1, 2 . . . and for each
Q ∈ En+1(Qn(z)),
(4.3)
c6
|(F n)′(z)|xpn ≤ diamQ ≤
c7
|(F n)′(z)|xpn .
In particular, for Q = Qn+1(z) we have
(4.4)
c6
|(F n)′(z)|xpn ≤ dn+1(z) ≤
c7
|(F n)′(z)|xpn .
Proof. Since F n(Q) is one of the sets Aj,k in S(zn, rn), it follows from (3.8) that F
n(Q)
contains a ball of radius c1/x
p
n and is contained in a ball of radius c2/x
p
n which is contained
in S(zn, rn). Hence
2c1
xpn
1
supu∈Q |(F n)′(u)|
≤ diamQ ≤ 2c2
xpn
1
infu∈Q |(F n)′(u)| .
It now follows from Lemma 4.2 that
2c1
K
1
xpn|(F n)′(z)| ≤ diamQ ≤
2c2K
xpn|(F n)′(z)| .

We now obtain an estimate for the derivative |(F n)′(z)| in terms of xn.
Lemma 4.5. For each δ > 0, there exists n0 > 0 such that, for n > n0,
|(F n)′(z)| ≥ xn
8pi
.
Proof. It follows from Koebe’s 1
4
-theorem (2.4) that if ϕ is the branch of F−1 that maps
F (z) to z then
ϕ(B(F (z),ReF (z))) ⊃ B
(
z,
ReF (z)
4|(F ′(z)|
)
.
Since ϕ(B(F (z),ReF (z))) contains no vertical segments of length 2pi we obtain
|F ′(z)| ≥ ReF (z)
4pi
.
As ReF i(z) is much bigger than 4pi for i = 1, . . . , n and ReF n(z) ≥ xn − rn ≥ xn/2, it
follows that
|(F n)′(z)| ≥ ReF
n(z)
4pi
≥ xn
8pi
.

It follows from (4.4) and Lemma 4.5 that, for large n,
(4.5) dn+1(z) ≤ 8pic7
xp+1n
,
so limn→∞ dn(z) = 0 and
{z} =
∞⋂
n=1
Qn(z).
Since Qn+1(z) ⊂ Qn(z) we have dn+1(z) ≤ dn(z). Thus, for r sufficiently small, there
exists a unique n such that
(4.6) dn+1(z) ≤ r < dn(z).
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Now fix δ ∈ (0, 1). We may assume that r < 1 is small enough to ensure that n > n0,
where n0 is defined as in Lemma 4.5. Before we estimate the measure µ of B(z, r) we shall
show that, for τ sufficiently large, the ball B(z, r) meets exactly one set in En, namely
the set Qn(z). We now fix τ > 2K + 2.
Lemma 4.6. For each n ∈ N, if Q,Q′ ∈ En(Qn−1(z)) then dist(Q,Q′) ≥ diamQ.
Proof. Let Q,Q′ ∈ En(Qn−1(z)). It follows from Lemma 4.2 that
diamQ
dist(Q,Q′)
≤ K diamF
n−1(Q)
dist(F n−1(Q), F n−1(Q′))
.
It follows from the construction, (3.8) and (3.11) that
diamF n−1(Q) ≤ 2c2
xpn−1
and dist(F n−1(Q), F n−1(Q′)) ≥ (τ − 2)c2
xpn−1
,
and so
diamQ
dist(Q,Q′)
≤ 2K
τ − 2 .
The result now follows since τ > 2K + 2. 
Now let
Un = {Q ∈ En+1(Qn(z)) : Q ∩ B(z, r) 6= ∅}.
Note that it follows from Lemma 3.2, Lemma 4.2 and (4.6) that, if Q ∈ En and
Q ∩B(z, r) 6= ∅, then Q = Qn(z). So, by (4.6), (4.1), Lemma 4.3, and (4.3),
µ(B(z, r)) = µ(B(z, r) ∩Qn(z))
≤
∑
Q∈Un
µ(Q)
=
∑
Q∈Un
µn+1(Q)
≤
∑
Q∈Un
(
n∏
j=0
∆j(z)
)−1
areaQ
areaQ0
≤ |Un| (x0 . . . xn−1)
p
xpn|(F n)′(z)|2
c27
cn+15 areaQ0
.
If n is sufficiently large, then
µ(B(z, r)) ≤ |Un| x
p
0(x1 . . . xn−2)
p+1xpn−1
xpn|(F n)′(z)|2
and so, by (4.2),
(4.7) µ(B(z, r)) ≤ |Un| x−pn |(F n)′(z)|−2xp+δn−1.
In order to get an upper bound for |Un| it is sufficient to estimate the number of sets Aj,k
in S(zn, rn) which meet F
n(B(z, r)). By Lemma 4.2,
(4.8) diam (F n(B(z, r)) ∩ S(zn, rn)) ≤ 2K|(F n)′(z)|r.
It follows from (3.8) and (4.8) that there are at most K|(F n)′(z)|rxpn/c1 values of j for
which F n(B(z, r))∩Aj,k 6= ∅ for some k ∈ Z. Also, for each such j, the maximum number
of values of k for which F n(B(z, r)) ∩ Aj,k 6= ∅ is at most Kpi |(F n)′(z)|r + 1.
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Now we consider two cases.
Case 1:
(4.9)
K
pi
|(F n)′(z)|r < 1.
Then
|Un| ≤ K
c1
|(F n)′(z)|rxpn
and hence, by (4.7),
(4.10) µ(B(z, r)) ≤ K
c1
r
xp+δn−1
|(F n)′(z)| .
It follows from Lemma 4.5 and (4.4) that
(4.11)
1
|(F n)′(z)| ≤
(
(8pi)p
xpn|(F n)′(z)|
)1/(p+1)
≤
(
(8pi)p
c6
)1/(p+1)
dn+1(z)
1/(p+1).
By (4.9), Lemma 4.5 and (4.2),
(4.12) r <
pi
K|(F n)′(z)| ≤
8pi2
Kxn
<
1
x
(p+δ)/δ
n−1
.
It follows from (4.10), (4.11), (4.12) and (4.6) that there exists a positive constant c8
such that
µ(B(z, r)) ≤ c8r1+
1
p+1
−δ.
Case 2:
(4.13)
K
pi
|(F n)′(z)|r ≥ 1.
In this case, it follows from the discussion after (4.8) that
|Un| ≤ 2K
2
pic1
|(F n)′(z)|2r2xpn,
so, by (4.7),
µ(B(z, r)) ≤ 2K
2
pic1
xp+δn−1r
2.
It follows from (4.6), (4.4) and Lemma 4.5 that
r < dn(z) ≤ c7
xpn−1|(F n−1)′(z)|
≤ 8pic7
xp+1n−1
and hence
xp+δn−1 ≤
(
8pic7
r
) p+δ
p+1
.
Thus there exists a positive constant c9 such that
µ(B(z, r)) ≤ c9r1+
1
1+p
− δ
p+1 .
In both cases, since r < 1, we have
µ(B(z, r)) ≤ max{c8, c9}r1+
1
1+p
−δ,
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so, by Lemma 4.1, for each δ ∈ (0, 1),
dim(Ep) ≥ 1 + 1
1 + p
− δ.
Letting δ tend to 0 we obtain that
dim(Ep) ≥ 1 + 1
1 + p
.
This completes the proof of Theorem 1.2.
5. Concluding remarks
1. The Hausdorff dimension of the set Ep constructed in the proof of Theorem 1.2 is
in fact equal to 1 + 1/(p + 1). To see this, consider the cover of Ep by the sets in En.
Let Qn ∈ En. Then there exists an admissible square S(z′, r′) with r′ < 12x = 12 Re z′ and
F n(Qn) = S(z
′, r′). It follows from Lemma 4.2 and Lemma 3.2 that, for each s > 1,∑
Q∈En+1(Qn)
(diamQ)s
(diamQn)s
≤ Ks
∑
Q∈En+1(Qn)
(diamF n(Q))s
(diamF n(Qn))s
≤ K
s
(2
√
2r′)s
r′
pi
r′xp
c1
(
2c2
xp
)s
≤ cr′(2−s)xp(1−s)
< cx2−s+p(1−s),
where c > 0 is a constant that is independent of n ∈ N and of the choice of Qn ∈ En.
Now suppose that s = 1 + 1
1+p
+ δ, for some δ > 0. Then
2− s+ p(1− s) = 1− δ − 1
1 + p
− p
1 + p
− pδ = −δ(1 + p).
Thus, if n and hence x is sufficiently large,∑
Q∈En+1(Qn)
(diamQ)s
(diamQn)s
< 1.
Since max{diamQ : Q ∈ En} → 0 as n→∞, it follows that dimEp ≤ s. The result now
follows by letting δ → 0.
2. The examples in [23] of entire functions in the class B which show that the estimate
in Theorem 1.1 is sharp for q > 1 have a logarithmic tract similar to the region
Ω =
{
x+ iy : x > 1, y >
x
(log x)q−1
}
.
The region Ω also appears in [12] where it is shown that, for Eλ(z) = λe
z, the set of
z ∈ I(Eλ) for which Enλ (z) ∈ Ω for large n has Hausdorff dimension 1 + 1/q.
3. Rempe [17] has recently shown that, if f, g ∈ B and there exist quasiconformal
homeomorphisms φ, ψ : C → C such that φ ◦ f = g ◦ ψ, then there exists R > 0 and a
quasiconformal homeomorphism θ : C→ C such that θ(f(z)) = g(θ(z)) if |fn(z)| ≥ R for
all n ≥ 0. Since quasiconformal homeomorphisms map sets of Hausdorff dimension 2 to
sets of Hausdorff dimension 2, this implies that dim I(f) = 2 if dim I(g) = 2. Choosing
g = λf with sufficiently small λ we see that, in order to prove that dim I(f) = 2 for all
functions of finite order in the class B, it is sufficient to consider such functions for which
the Fatou set consists of a single attracting basin.
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Note that this kind of reasoning does not extend to the case where the dimension is
less than 2, since then the Hausdorff dimension is not preserved by a quasiconformal
homeomorphism. The sharp bounds for the distortion of Hausdorff dimension under
quasiconformal mappings are given by a famous result of Astala [1].
In general, it is open as to whether two quasiconformally equivalent functions f and g
can have escaping sets of different Hausdorff dimensions. It is known, however, that this
cannot happen when the maps φ and ψ can be chosen to be conformal.
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