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RELATIONSHIPS BETWEEN UNSCENTED AND SENSITIVITY 
FUNCTION-BASED OPTIMAL CONTROL FOR SPACE FLIGHT 
Richard Shaffer,· Mark Karpenkot and Qi Gong* 
Nearly all practical control problems in space engineering have uncertainty in 
system parameters creating the need for methods which can manage parametric 
uncertainty. Recently, open-loop optimal control has been proposed as a tool to 
manage uncertainties in the absence of feedback. Especially, unscented optimal 
control, which discretizes an uncertain optimal control problem into a determin-
istic problem, has been demonstrated as an efficient approach for problems with 
uncertain parameters/initial conditions. In this paper we study the performance 
of unscented optimal control methods using the concept of the sensitivity func-
tion. We show that the unscented optimal control formulation can capture the 
first and higher order effects introduced by parameter uncertainty. We also de-
velop conditions under which the unscented discretion introduces no approxima-
tion errors in solving the continuous uncertain optimal control problems. The re-
sults shed new light on the unscented optimal control concept small-scale; and 
can be further explored to improve the efficiency in solving uncertain optimal 
control problems. 
INTRODUCTION 
Optimal control has widespread applications in space flight. 1 Given the fact that virtually every 
real world problem contains some intrinsic uncertainty, it is important to understand the effect of 
uncertainty in optimal control design and to ensure that uncertainty can be properly controlled. A 
general approach is to use feedback to reduce the influence of the uncertainty on the controlled 
system. However, there exist situations where feedback may not be practical. For example when 
sensors fail or become degraded, a viable open-loop control can be used to mitigate uncertainty. For 
orbital and proximity operations open-loop management of navigational, gravitational and other 
uncertainties may be desirable. 1 In other systems, feedback mechanisms can fail so open-loop 
solutions for managing uncertainty are also desirable. 
One recent approach developed for designing open-loop controls for systems with parametric un-
certainty is unscented optimal control. 1 • 2• 3 In this approach, the distribution of uncertain parameters 
is sampled in order to find an open-loop control to minimize the effect of the uncertainty. Unscented 
optimal control has been applied for waypoint navigation of unmanned aerial vehicles with uncer-
tainty in the aerodynamic coefficients4 and open-loop slew maneuvers of satellites, like the Hubble 
space telescope, where uncertainty was in the inertia tensor. 1 It is well known that the sensitivity 
function of a dynamical system5 also provides a characterization of the influence of variations of 
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E-mail: rshaffer@soe.ucsc.edu. 
t M. Karpenko is a Research Associate Professor of Mechanical and Aerospace Engineering at the Naval Postgraduate 
School, Monterey, California 93940, U.S.A. E-mail: rnkarpenk@nps.edu. 
i Q. Gong is an Associate Professor of Applied Mathematics and Statistics at the University of California, Santa Cruz, 
California 95064. E-mail: qigong@soe.ucsc.edu. 
713 
a parameter on the state trajectory. This concept can therefore be used to explore optimal control 
problems with parametric uncertainty and can also be used to formulate an optimal control prob-
lem which aims to minimize the sensitivity of the state trajectories to the considered uncertainty. 
This sensitivity-based approach enhances the robustness of the control to the variation of paramet-
ric uncertainty.6 Sensitivity function-based optimal control has been used for path planning ground 
vehicles where the friction parameter is uncertain 7 and for uncertain flexible spacecraft. 8· 9 
A common control problem in engineering and space flight applications is to drive a dynamical 
system from a given initial state to a desired final state subject to control constraints: 
{ 
x(t) = J(x(t), u(t), t) 
(x(to), to)= (x0 , t0) 
x(tJ) = 0 
U/ower :S U :S Uupper, 
where u1ower, Uupper are the lower and upper bounds of the controls. Without loss of generality, we 
assume the final state to be at the origin. In this paper, we consider this type of regulation problem 
with unknown parameters. We assume the system is subject to uncertain nonlinear dynamics 
x = f(x(t,p), u(t), t,p), 
where p E JR Np is a vector of constant parameters with unknown values. We further assume that the 
unknown parameters pare drawn from a given probability density function of g(p ). If one takes the 
nominal value (mean) of the parameter and designs an open loop control u(t) with respect to this 
particular value of p, as is typically done, there is no guarantee that this nominal trajectory will reach 
the desired final state. In general, when pis unknown, we cannot expect to find an open-loop control 
to steer the uncertain system exactly to the final point. To mitigate this problem, one concept is to 
find an open-loop control that makes the variance of the trajectory at the final time to be as small as 
possible, which motivates the following optimal control formulation: problem 
XE JRNx, U E JRNu, p E fl:= supp(p) 
{ 
Minimize JRs = fo llx(tJ, u,p)ll 2g(p)dp. 
(RSoo) Subject to x(t,p) = f(x(t,p), u(t), t;p) 
(x(to,P), to)= (x0 , t0) 
Uzower :S U :S Uupper 
The cost functional of this optimal control problem describes the variance of the trajectory end-
points over the range of the uncertain parameter and should be minimized subject to the uncertain 
dynamics. 
Problem (RS00 ) belongs to a special case of Riemann Stieltjes (RS) optimal control introduced 
and studied in Reference 1, 2, 4, 10. Such optimal control formulations capture the effects of un-
known parameters on the control objective (in our case, regulating the state to the origin). However, 
solving such Riemann Stieltjes (RS) optimal control problems with nonlinear dynamics and control 
constraints is nontrivial. Several approaches have been proposed in the literature. 3• 11 • 12 Among 
them, the unscented optimal control method seems to be a straight-forward approach to solving the 
problem. In the following, we briefly review the unscented optimal control as a method for solving 
Problem (RS00 ). 
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In this paper, we use the concept of the sensitivity function to study the unscented optimal control 
problem and its relation to a RS control problem for minimizing the endpoint variance in the pres-
ence of parametric uncertainty in the model. This provides a set of mild conditions under which the 
unscented optimal control problem is a good local approximation of the RS optimal control problem. 
A sensitivity function-based optimal control problem is presented as an additional approximation of 
the RS problem. Two numerical examples are presented: a Zermelo type problem which illustrates 
a problem for which the unscented discretization introduces no error when approximating the RS 
problem, and a spring mass example which demonstrates the unscented optimal control's poten-
tial for managing the parametric uncertainty without explicitly considering higher order sensitivity 
functions. 
UNSCENTED OPTIMAL CONTROL 
Unscented optimal control combines the unscented transform of Julier et al. 13• 14 and standard 
optimal control theory 15 to formulate a problem that accounts for, and manages, parametric uncer-
tainty by approximating problem (RS00 ). The controls developed by solving the unscented problem 
can improve the robustness of an open-loop control for as system under uncertainty by accounting 
for the effects of the uncertainty using sampled points. This problem formulation leads to a deter-
ministic optimal control problem that can be solved by existing computational methods to solve, 
such as psuedospectral methods. 16 
In unscented control, the uncertain parameters p are discretized over the parameter space supp(p) C 
RNv into a finite number of samples Pi, i = 1, 2, ... , n. The choice of the samples, Pi, depends on 
the PDF of the parameter, p. Then the Riemann-Stieltjes integral in the cost functional may then be 
approximated as a weighted finite sum as 
L llx(t1, u,p)ll2g(p)dp ~ n L Willx(t1, u,pi)ll2, 
i=l 
where Wi, i = 1, 2, ... , n, are weights associated with the samples Pi· The semi-discretization, i.e., 
discretization in parameter space while keeping time domain continuous, results in the following 
high-dimensional deterministic optimal control problem 




Jus = ~ willx(t1, u,pi)ll2 
i=l 
:r1 = f (x1, u; P1) 
:i;n = f(xn, u;pn) 
(xi(to, Pi), to) = (xo, to) 
Utower ::; U ::; Uupper 
Pi E supp(p), Vi= 1, 2 ... , n, 
where xi is a shorthand notation for .r(t; Pi), the state trajectory driven by the control n(t) with 
the parameter p fixed at the value Pi• It is obvious that the semi-discretized problem, (USn), is 
an approximation of the original Riemann-Stieltjes optimal control Problem (RS00 ). A number of 
theoretical results have been published to establish the consistent and convergent approximation of 
the problem ( RS00 ) under mild technical assumptions. 11 • 12• 17 
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Problem (U Sn) can be considered as a standard optimal control problem without uncertainty (as 
the effects of uncertainty has been embedded in the sample points, Pi)- Therefore, any computa-
tional method developed for general nonlinear optimal control problems, for example, pseudospec-
tral methods, can be applied to solve Problem (USn). The resulting open-loop control, u(t), is 
an approximated optimal solution to the original Riemann-Stieltjes optimal control (RS00 ). The 
solution therefore, mitigates the effect of uncertainty on the state trajectory endpoints. 
As the number of uncertain parameters grows, the number of sample points, Pi, required to ad-
equately characterize the uncertainty can increase quickly. This may lead to a large increase in 
dimensionality of the optimal control problem (U Sn). Thus, it is important to choose an effi-
cient discretization of the parameter space, i.e., Pi, i = 1, 2, ... , n. For this purpose, sigma points 
based on the unscented transformation are used. Such discretization points are based on the PDF 
of the parameter, and can achieve high accuracy with a relatively low number of samples. For 
example, for a single uncertain parameter with Gaussian PDF, only two sigma points are needed, 
which results in a semi-discretized optimization problem with only two copies of the dynamics, i.e. 
±1 = f 1(x1, u,p1) and ±2 = f 2(x2, u,p2). As the dimension of the parameter space, p, or the 
complexity of the PDF, g(p) increases, the number of sigma points needed may also increase, but 
typically at a rate much slower than other sampling techniques. Unscented optimal control methods 
has successfully applied to solve a variety of optimal control problems with uncertainty. For exam-
ple, waypoint navigation of a fixed-wing UAV and open-loop control of a satellite as in References 
1,4. 
UNSCENTED OPTIMAL CONTROL AND THE SENSITIVITY FUNCTION 
The unscented optimal control problem aims to minimize the effects of the uncertain parameter 
on the endpoint of the trajectory for a given control signal. Another way to consider the effect of un-
certain parameters on the state trajectory is to use the well-known concept of sensitivity functions. 5 
Sensitivity Function 
Given a dynamical system with state x E JRNx and 
i; = f(t,x,p), x(to) = xo, 
with uncertain parameters p E JRNP, the first-order sensitivity function, s( t) E JRNx xNP, of a given 
trajectory around the nominal parameter value, p0 , is defined as 
Q'£l. OX) 
8p1 opn 






This sensitivity function satisfies the dynamical equation 
s(t) = A(t,p0 )s(t) + B(t,po), s(to) = 0, (1) 
where 
of\ of\ A(t,po) = a and B(t,po) = a . 
X x=x(t,po) P x=x(t,po) 
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The sensitivity function also provides a convenient method for approximating the changes in the 
trajectory under small variations in the parameter values. By Taylor expansion, around the nominal 
parameter value, Po, 
x(t, u,p) = x(t, u,po) + s(t)(p - Po)+ 0 (IIP - Poll 2). 
This expansion shows that the trajectory, x( t, u, p ), is a function of the nominal trajectory, x(t, u, po), 
with a correction term involving the sensitivity function and higher order terms. Neglecting higher-
order terms in the Taylor series, we can approximate the trajectories for a small ball around the 
nominal value using the linear portion 
x(t, u,p) :;:j x(t, u,po) + s(t)(p - po) (2) 
with the information provided by the nominal trajectory and the first order sensitivity function. 
Approximations of Cost Functionals 
The approximation Eq.(2) can be explored to establish a connection between the uncertain opti-
mal control problem ( RS00 ) and the semi-discretized optimal control problem (U sn ). Based on 
Eq.(2), the cost function of the problem (RS00 ) can be approximated as 
JRs :;:j l llx(tJ, u,po) + s(t J )(p - Po) ll 2g(p)dp. 
Expanding the norm in the integral gives 
J RS :;:j fn 11x(t J, u, Po) ll 2g(p)dp + fn 11s(t J )(p - Po) ll 2g(p)dp 
+2 fn xT(tJ, u,po)s(tJ )(p - po)g(p)dp. 
Choosing the nominal parameter values to be the expectation of the associated distribution 
Po= l pg(p)dp 
allows the cost function to be simplified to 
JRs :;:j llx(t1, u,po)ll 2 + fn 11s(tJ )(p - Po)ll 2g(p)dp. 
Denoting the column vectors of s ( t) as 
and the vector 
p = [p1,P2, ... ,PNp]T, 
(3) 
(4) 
along with the assumption that all parameters are independently distributed, i.e. zero cross-correlation, 
the second term in Eq. (4) can be written as the sum 
~ ~ 
L llsi(t1)ll 2 j (pi - Ph) 2gi(Pi)dpi = L lls\t1)11 2 (ui) 2 , 
i=l fl i=l 
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where ( ai) 2 is the variance of the i - th parameter pi. Thus 
Np 
JRs ~ llx(t1, u,po)ll 2 + L llsi(t1 )ll 2(ai)2. 
i=l 
(5) 
The cost functional approximation of J RS is comprised of the sum of the endpoint norm of the 
nominal trajectory and the norm of the first order endpoint sensitivities scaled by variance of each 
parameter. 
Now consider the cost functional in the unscented optimal control problem (USn) with only two 
sample points, (P1, p2) and weights, ( w1, w2) 
Jus = w1(llx(t1,u,p1)ll 2) + w2(llx(t1,u,p2)1l2). (6) 
Using the approximation from Eq. (2) the unscented cost function can be expanded to 
Jus ~ (w1 + w2)llx(t1, u,po)l1 2 + [wills(t1)(P1 - Po)l1 2 + w2lls(t1)(p2 - Po)l1 2] 
+2xT ( t J, u, Po)s( t J) [w1 (P1 - Po) + w2(P2 - Po)] . (7) 
The approximation provides a basis for choosing the weights ( w1 , w2) and the sample points (p1, p2), 
which is explained in the following. 
Consider a particular choice of weights w1 = w2 = ½, and sampling points 
Pl = Po+ a 
P2 = Po - a, 
where a E RNp is the standard deviation of the uncertain parameter p. Eq. (7) is simplified to 
Np 
Jus ~ llx(t1,u,po)ll2 + L lls\t1)1l2(ai)2. 
i=l 
(8) 
Now by comparing Eq.(5) with Eq.(8), it can be seen that the cost functionals in problem (RS00 ) 
and problem (USn) can both be approximated by the addition of the final variance with nominal 
parameter value Po and the variance of the parameters scaled by the sensitivity function. Therefore, 
when the higher order effect O (IIP - Poll 2) on the state trajectory x(t, u,p) can be neglected, un-
scented optimal control can serve as a good approximation of the uncertain optimal control problem 
(RS00 ) even with just two samples. 
From above derivations, it is clear that in the case where the approximation given by Eq. (2) is 
exact, 
x(t, u,p) = x(t, u,po) + s(t)(p - po), 
the unscented cost functional in (U Sn) is equivalent to the one given in (RS=). In other words, the 
discretization in the parameter space introduces no approximation errors, 
2 in llx(t1, u,p)ll 2g(p)dp = ~ w;!Jx(t1, u,p;)l1 2. 
For this case, optimal solution to problem (RS=) can be obtained by solving the unscented optimal 
control problem with the cost function in Eq. (6) with two weighted samples, for any number of 
uncertain parameters (as long as they are independently distributed) and no information about their 
distributions other than the mean and variance. 
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An alternative formulation based on sensitivity function 
The expansions of the RS and unscented optimal control cost functions provide the foundation 
for a second type of optimal control problem, which focuses on the parameter sensitivity directly, 
to approximate the RS control problem. Using the same cost functional as Eq. (8) and constraining 
the endpoint error of the nominal trajectory to zero, a new optimal control problem can be defined 
which targets the norm of the sensitivity function at the trajectory endpoints. This type of sensitivity 
based optimal control problem has been used to develop open loop controls that manage parametric 




J[x(·, ·), s(·), u(•), t1] = lls(t1)all 2 
x = J(x(t), u(t),po) 
s = A(t,po)s(t) + B(t,po) 
(x(to), to) = (xo, to) 
(s(to), to) = (0, to) 
x(t1,Po) = (0) 
Uzower '.S U :S Uupper, 
where the sensitivity functions have been appended to the dynamic states and a final condition 
x(t1,Po) has been imposed on the nominal state trajectory. Problem (SENS) is a fully determinis-
tic optimal control problem which can be solved using standard computational methods to provide 
control signals which reduce the effects of the uncertain parameters on the endpoint goal. 
NUMERICAL EXAMPLES 
In order to illustrate the results developed for the relationship between the unscented and RS 
optimal control problems, an example of a zermelo problem, which has the form of an upper trian-
gular control problem and the parameter appears linearly, and an example spring mass system are 
considered. 
Zermelo Problem 
Zermelo type problems with uncertainty have been used to conceptualize some space operations 
and have recently been the subject of unscented optimal control applications. 18 These types of 
problems characterize a steering problem of a craft in uncertain environmental conditions where the 
environmental disturbance is an uncertain parameter. Dynamics of an example Zermelo problem 
with position states ( x, y) and controls ( u 1 ( t), u2 ( t)) could be given by 
i:(t) = py3 + u1(t) 
y( t) = u2( t), 
where the parameter pis assumed to have a nominal value, p 0 = 10, and the uncertainty is assumed 
to be Gaussian with standard deviation a = 2. The control objective is to steer the craft from an 
initial condition (xo, yo) = (2.25, 1) to the final target at the origin. The controls are bound by the 
relation UI + U§ = 1. For the structure of the Zermelo problem, the first order sensitivity functions 
are subject to the dynamics 




s(to) = 0. 
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Differentiating again with respect to the uncertain parameter, the dynamics for the second order 
sensitivity function ( s2 ( t)) can be computed as: 
2 82± [OJ s (t) = ap2 = 0 , s
2 (to) = 0. 
The second order sensitivity function vanishes, along with all other higher order sensitivity func-
tions. This indicates that the structure of the Zermelo problem only requires consideration of the 
first order sensitivities and that the approximation given by Eq. (2) is exact. 
To apply the unscented optimal control approach for the Zermelo problem, we use a cost func-
tional of the form of Eq. (6) for two weighted sample points, which results in the following dis-
cretized problem with the form of (U sn): 18 
xi E R2 u E R2 i = 1, 2 
' ' 
2 
Minimize J = I: w;(x;(t1) + y;(t1 )) 
i=l 
Subject to i:1 = P1Yr + u1(t) 
iii = u2(t) 
i:2 = P2Y5 + U1 (t) 
iJ2 = u2(t) 
(x1(to), Y1(to)) = (2.25, 1) 
(x2(to), Y2(to)) = (2.25, 1) 
t1 = 3.41 
uy(t) + u~(t) = 1, 
with sample points (p1,p2) = (8, 12) and weights w1,2 = 0.5. The sample points and weights are 
chosen using the conditions developed with the sensitivity expansions for Eq. (7). As mentioned, 
the Zermelo problem is of the upper triangular form and the parameter appears linearly. Conse-
quently the higher order effects O (I IP - Pol 12 ) of the sensitivity expansion vanish, indicating that 
solving problem (zn) is exactly equivalent to solving the Zermelo problem of the form (RS00 ). 
No information about the type of distribution of the uncertain parameter is used to formulate the 
problem, however, these statistics will be used when performing Monte Carlo simulations. 
The sensitivity-based optimal control problem for approximating the (RS00 ), involves minimiz-
ing the norm of the sensitivity functions at the final time and enforces zero endpoint error for the 




X E R2 S E R2 U E R2 
' ' 
J = sr ( t f) + s~ ( t f) 
x = PoY3 + u1(t) 
iJ = u2(t) 
s1 = y3 
s·2 = 0 
(x(to),y(to),s1(to),s2(to)) = (2.25, 1,0,0) 
(x(t1 ), y(t1 )) = (0, 0) 
t1 = 3.41 
ur(t) + u~(t) = 1. 
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Problem ( zn) and (ZS) can be solved using standard computational optimal control techniques, 
in this case psuedospectral optimal control, to generate control signals that minimize their respective 
cost functionals and, in effect, minimize the variance of the endpoint trajectories for parameter 
values p E supp(p). 
Figure I shows controls signals for the two optimal control solutions. The control profiles are 
nearly identical, as the two control problems are equivalent for this case. Both provide solutions 
to the original RS optimal control problem. Propagating the control signals through the dynamics 
of the Zermelo problem generates state trajectories for specific sampled values of the uncertain 
parameter p. By propagating the controls for many values of the parameter using a Monte Carlo 
simulation, the effectiveness of the open-loop control is clear. Figure 2 shows these Monte Carlo 
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Figure 2. Propagated state trajectories for sampled values of the uncertain parameter 
for the Gaussian (a) and uniform (b) distributions. 
When choosing the sigma points and weights according to the mild conditions developed for the 
unscented discretization, the specific distribution of the uncertain parameter was not considered. 
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It is clear from the previous section that, for this problem, the distribution should not impact the 
effectiveness of the controls. Figure 2 demonstrates that, independent of the two distributions sam-
pled for the Monte Carlo simulation, the variance of the endpoints is nearly zero for all sampled 
parameter values, as indicated by the analysis. 
Table 1. Mean endpoint error of each state for the optimal control formulations. 
Error Unscented Sens(s(t1)) 
X (m) 0.0005 .0001 
y (m) 0.0007 .0005 
The mean endpoint errors of the states for the two optimal control problems are given in Table I 
for a 1000 point Monte Carlo simulation. It is clear from the table and Figure 2 that the endpoint 
error from the origin for both sets of control signals is small and that there is little variance of 
the endpoints. In fact, the open-loop controls nearly eliminate all variance in the endpoints. This 
property indicates a complete insensitivity to the parameter at the trajectory endpoints which can be 
seen by plotting the first-order sensitivity functions of the x state for both optimal control problems 




0 0.5 1.5 2 2.5 3 3.5 
time (sec) 
Figure 3. Senstivity functions of position state x for both the unscented and sensitivity 
based trajectories. 
The first-order sensitivity function for both the propagated unscented and sensitivity optimal con-
trols decrease to zero at the final time. Due to the Zermelo problem's special structure there are 
no higher order effects in the sensitivity approximation and, therefore, controlling the first-order 
endpoint sensitivity to zero is sufficient for absolute insensitivity. 
Spring-Mass Example 
In order to demonstrate the effects of higher order sensitivity functions on the approximations 
of the RS control problem, an example of a mass spring system is considered. Sensitivity-based 
approaches have been widely studied for open-loop control of flexible space systems. 19 In this 
section we study a simple problem given previously in Reference 19 but from the point of view 
of unscented optimal control. A state space model of the mass spring system with position x and 
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--(kx + cv - u(t)), 
m 
where k is the spring constant, m is the mass and c is the linear damping coefficient. In many 
flexible space systems the damping is small and can be neglected, (c = 0). For the nominal model 
with (k, m) = (1, 1), an optimal control formulation focusing on minimum effort when controlling 
the system from an initial state (x, v) = (1, 0) to a final state at the origin can be formulated as: 
(S) 
X E ffi.2 U E ffi.1 
' 
Minimize J = ft; u2 (t)dt 
Subject to i: = v 
v = -i(kx - u(t)) 
(x(to), v(to)) = (1, 0) 
(x(t1 ), v(t1 )) = (0, 0) 
t1 = 10. 
This problem does not consider uncertainty and can therefore be solved for a nominal open-loop 
control signal which drives the system to the origin. Figure 4 shows the control solution to problem 
(S) and the associated state trajectories. 
t o.osf 









8 10 0 2 6 
time (sec) 
(b) 
Figure 4. Control profile (a) and propagated state trajectories (b) for the nominal 
mass-spring control problem. 
10 
Considering uncertainty in the spring constant k E [.2, 1.2] (uniformly distributed), we can com-
pute the first and second order sensitivity functions for this nominal case to illustrate that the nom-
inal control provides trajectories that are highly sensitive to the uncertainty in k. These sensitivity 
functions are shown in Figure 5. 
In order to assess the effects of the parameter sensitivities at the final time, the distance of the 
endpoint from the origin, which gives a measure of residual energy (a common metric for flexible 
systems) can be defined as: 
E(t1) = Jx(t1) 2 +v(t1) 2 
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First Order Sensitivities Second Order Sensttivlties 
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(a) (b) 
Figure S. First (a) and Second (b) order sensitivity functions for the nominal model. 
This metric can be used to determine the effects of the uncertain parameter using a Monte Carlo 
simulation and is directly related to the endpoint variance. Using 1000 samples from k E [.8, 1.2] 










Residual Energy Monte Carlo 
0.85 0.9 0.95 1 
k(N/m) 
1.05 1.1 1.15 1.2 
Figure 6. Residual energy for random parameter samples in k E [.8, 1.2] using nomi-
nal open-loop control. 
From Figure 6 it is clear that the robustness to the uncertain parameter k is poor and that the 
residual energy increases as the distance from the nominal parameter ko increases. 
In order to improve the robustness of the controls, a control problem for reduction of the first 




J = ftt: u2 (t)dt + Sx(tJ)2 + Sv(tJ) 2 
X=V 
v = --/;:;(kx - u(t)) 
Sx = Sv 
Sv = -¾;(x + ksx) 
(x(to), v(to), sx(to), sv(to)) = (1, 0, 0, 0) 
(x(tJ),v(tJ)) = (0,0) 
tf = 10, 
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where the first order sensitivity function has been appended to the state dynamics and the cost 
function now includes the norm of the endpoint sensitivities as in problem (SENS). This optimal 
control problem aims to minimize the first order sensitivity effects on the nominal case and can be 
solved computationally. The control profile is shown in Figure 7. This solution is the same as the 






Figure 7. Control profile for the first order sensitivity control problem. 
By computing the first and second order sensitivity functions, seen in Figure 8, it is clear that 
the optimal control problem (SS 1 ) is effective at reducing the first order sensitivity at the trajectory 
endpoint to zero. In addition, by minimizing the first order endpoint sensitivity, the second order 
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Figure 8. First (a) and second (b) order sensitivity functions for the first order sensi-
tivity control problem. 
10 
The improvement in the robustness of the system response is demonstrated using the same resid-
ual energy metric as before in Figure 9. By controlling the first order endpoint sensitivity the control 
signal provides trajectories that are clearly more robust than the nominal control. However, Figure 
8 shows the second order endpoint sensitivity still has an effect on the robustness of the control. 
We use the unscented discretization as an alternative approximation to the RS control problem 
without explicitly considering the sensitivity functions in an attempt to increase the robustness of 
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ii1 = -~(k1x1 - u(t)) 
X2 = V2 
v2 = -~(k2x2 - u(t)) 
X3 = V3 
V3 = -~(k3X3 - u(t)) 
(xi(to), vi(to)) = (0, 0) 
JE[x(t1)J = o, 
lE[v(t1 )] = 0, 
t1 = 10, 
where lE[·] is the first moment (mean) of the sample point dynamics. This formulation is an un-
scented discretization for three sample points using the spherical simplex sigma points 14 with the 
sampled values given by 
with weights ( w1, w2,3) = (0.25, 0.375). The sigma points and weights are chosen for a nominal 
value ko = 1 and the uniform distribution. Figure 10 shows the control profile for the unscented 
optimal control problem. 
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Figure 9. Residual energy for the nominal and sensitivity-based control problems for 
k E [.8, 1.2] sampled uniformly. 
Computing the sensitivity functions for the trajectories obtained from the unscented control prob-
lem shown in Figure 11, it is clear that the endpoint sensitivities are no longer zero for the first 
order. Note that nulling the sensitivities was not an explicit requirement. The unscented solution 
also greatly reduces the second order endpoint sensitivity. This trade-off increases the robustness of 
the trajectory endpoints. 
Once again, computing the residual energy for the uniform distribution of k, the robustness of the 













Figure 10. Control profile for the unscented control problem. 
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Figure 11. First (a) and second (b) order sensitivity functions for the unscented control problem. 
influences the higher order sensitivities without the need to explicitly include information about the 
sensitivity functions. In cases where the dynamics are nonlinear and sufficiently complicated, or the 
parameters appear in the dynamics in a complicated way, the unscented optimal control problem 
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Figure 12. Residual energy for the nominal, sensitivity and unscented control prob-
lems fork E [.8, 1.2] sampled uniformly. 
In order to determine the unscented optimal control problem's effectiveness at managing higher 
order sensitivity effects, a new optimal control problem which explicitly includes the first ( s ( t)) and 
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second order ( s2 ( t)) sensitivity functions can be formulated as: 
Minimize 
Subject to 
xElR2 sElR2 s2 ElR2 uElR1 
' ' ' 
J = J/; u2(t)dt + s;(tJ )2 + s~(tJ )2 
X=V 
v = -;f,;(kx - u(t)) 
Bx= Sv 
Sv = - ;, ( X + ksx) 
s·2x = s~ 
; 2 = _1...(2s + ks2 ) V m X X 
(x( to), v(to), sx( to), sv( to), s;( to), s~(to)) = (1, 0, 0, 0, 0, 0) 
(x(tJ),v(tJ),sx(tJ),sv(tJ)) = (0,0,0,0) 
tf = 10, 
where the first order endpoint sensitivity has been included as an endpoint constraint and the norm 
of the second order endpoint sensitivities have been included in the cost functional. Solving this 
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Figure 13. Control profile for the second order sensitivity control problem. 
First Order Sensitivities 
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Figure 14. First (a) and second (b) order sensitivity functions for the second-order 
sensitivity control problem. 
10 
Figure 14 shows the sensitivity functions for the controls found by solving problem (SS2). Both 
the second and order sensitivity functions have been successfully reduced to zero. 
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The control shown in Figure 13 for the second-order sensitivity control problem is very similar to 
the one shown in Figure 10 for the unscented optimal control problem. The two controls generate 
trajectories that have similar sensitivity functions, with the exception that the unscented does not 
provide zero endpoint sensitivity. By constraining first-order sensitivity to zero and minimizing 
the second-order sensitivity, the control provided by the sensitivity-based optimal control problem 
generates a control that is approaching the unscented control. 
Computing the residual energy for problem (SS 2 ) shown in Figure 15, the robustness is clearly 
improved when compared to problem ( S S1 ). However, the unscented control still appears to be 
marginally more robust. This indicates that controlling the first and second order endpoint sensitivity 
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Figure 15. Residual energy for nominal, first and second order sensitivity and un-
scented control problems fork E [.8, 1.2] sampled uniformly. 
The performance of each of the control problem formulations can be compared by computing the 
variance of the residual energy metric. Table 2 shows these variances. The nominal variance is the 
largest due to the poor robustness of the control. The three optimal control problems which consider 
the uncertainty show substantial improvement over the nominal control with the unscented provid-
ing the best performance followed closely by the second-order sensitivity-based control problem. 
Table 2. Variance of residual energies for each of the problem formulations 
Norn. Sens. 1 Unsc. Sens.2 
Res. Var. 0.019 0.011 7 .97 X 10-6 2.25 X 10-5 
CONCLUSION 
In this paper, the concepts of Riemann Stieltjes optimal control and unscented optimal control 
for minimizing trajectory endpoint variance of a system with parametric uncertainty, were explored 
through the prism of the sensitivity function. Mild conditions on the sample points and weights 
for the unscented cost functional were developed to ensure the equivalence between the RS optimal 
control problem and the unscented approximation for sufficiently small I IP - po 11- These conditions 
require only information about the mean and variance of the distribution of the uncertain parame-
ters and require that the parameters be independently distributed. It was shown that the unscented 
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optimal control problem is exactly equivalent to the RS optimal control problem for the class of 
system where the parameter appears linearly and the dynamics have an upper triangular structure. 
Indeed, for this class of system, the unscented discretization only requires a total of two sample 
points regardless of the number of independent uncertain parameters and their distribution. From 
the analysis, a second approximation of the RS optimal control problem for directly targeting the 
norm of the endpoint sensitivity was identified. In order to illustrate the connections developed, a 
zermelo type problem with a special structure guaranteeing equivalence to the original RS prob-
lem was studied. To demonstrate the effects of higher order sensitivities, a spring-mass system 
was explored which demonstrated the potential for unscented optimal control to manage high order 
sensitivities without the need to explicitly consider them in the problem formulation. 
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