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Device-to-Device (D2D) communication has become a promising candidate
for future wireless communication systems to improve the system spectral
efficiency, while reducing the latency and energy consumption of individual
communication. With the assistance of cellular network, D2D communications
can greatly reduce the transmit distance by utilizing the spatial dispersive na-
ture of ever increasing user devices. Further, substantial spectrum reuse gain
can be achieved due to the short transmit distance of D2D communication.
It, however, significantly complicates the resource management and perfor-
mance analysis of D2D communication underlaid cellular networks. Despite
an increasing amount of academic attention and industrial interests, how to
evaluate the system performance advantages of D2D communications with
resource management remains largely unknown.
On account of the proximity requirement of D2D communication, the re-
source management of D2D communication generally consists of admission
access control and resource allocation. Resource allocation of cellular assisted
D2D communications is very challenging when frequency reuse is considered
among multiple D2D pairs within a cell, as intense inter D2D interference is
difficult to tackle and generally causes extremely large amount of signaling
overheads for channel state information (CSI) acquisition. Hence, the first
part of this thesis is devoted to the resource allocation of cellular assisted
D2D communication and the performance analysis. A novel resource alloca-
tion scheme for cellular assisted D2D communication is developed with low
signaling overhead, while maintaining high spectral efficiency. By utilizing
the spatial dispersive nature of D2D pairs, a geography-based sub-cell divi-
sion strategy is proposed to group the D2D pairs into multiple disjoint clus-
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Abstract
ters, and sub-cell resource allocation is performed independently for the D2D
pairs within each sub-cell without the need of any prior knowledge of inter
D2D interference. Under the proposed resource allocation scheme, tractable
approximation for the inter D2D interference modeling is obtained and a com-
putationally efficient expression for the average ergodic sum capacity of the
cell is derived. The expression further allows us to obtain the optimal number
of sub-cells that maximizes the average ergodic sum capacity of the cell. It is
shown that with small CSI feedback, the system capacity/spectral efficiency
can be improved significantly by adopting the proposed resource allocation
scheme, especially in dense D2D deployment scenario.
The investigation of use cases for cellular assisted D2D communication is
another important topic which has direct effect on the performance evaluation
of D2D communication. Thanks to the spatial dispersive nature of devices,
D2D communication can be utilized to harvest the vast amount of the idle
computation power and storage space distributed at the devices, which yields
sufficient capacities for performing computation-intensive and latency-critical
tasks. Therefore, the second part of this thesis focuses on the D2D communica-
tion assisted Mobile Edge Computing (MEC) network. The admission access
control of D2D communication is determined by both disciplines of mobile
computing and wireless communications. Specifically, the energy minimiza-
tion problem in D2D assisted MEC networks is addressed with the latency
constraint of each individual task and the computing resource constraint of
each computing entity. The energy minimization problem is formed as a two-
stage optimization problem. At the first stage, an initial feasibility problem is
formed to maximize the number of executed tasks, and the global energy min-
imization problem is tackled in the second stage while maintaining the max-
imum number of executed tasks. Both of the optimization problems in two
ii
Abstract
stages are NP-hard, therefore a low-complexity algorithm is developed for the
initial feasibility problem with a supplementary algorithm further proposed
for energy minimization. Simulation results demonstrate the near-optimal
performance of the proposed algorithms and the fact that the number of exe-
cuted tasks is greatly increased and the energy consumption per executed task
is significantly reduced with the assistance of D2D communication in MEC
networks, especially in dense user scenario.
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From the first generation (1G) mobile communication system launched in
1979 to the current fourth generation (4G) Long Term Evolution Advanced
(LTE-A) system, the mobile communication network has been transformed
from a pure voice communication system to a network that can support rich
multimedia applications. Owing to the rapid development of smartphone
applications and dramatic increase of smartphone users, the demand for high
data rates has been growing exponentially, posing unprecedented challenges
for designers of the next generation (i.e., the fifth generation (5G)) mobile
communication systems.
To support a large number of cellular user equipments (UEs) with high-
data-rate applications such as online gaming and streaming high-definition
video, many new innovative solutions have been proposed (see [1, 2] for a
comprehensive overview). In general, those solutions can be categorized into
two methods:
1. Expanding the resources: The typical resource of wireless communica-
tion is critically limited spectrum. Extensive efforts have been made to
utilize the millimeter wave (mmWave) spectrum, which was pervasive
considered as unsuitable for wireless communications until recently [3].
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Also, LTE-unlicensed is proposed to allow cellular UEs sharing the un-
licensed spectrum with Wi-Fi [4].
2. Enhancing the resource efficiency: With regard to the characteristics of
physical wireless communication channels, there exist various technolo-
gies to improve the spectral efficiency.
As extra spatial dimensions of wireless channels can be used to improve
the spectral efficiency according to the Multiple-Input-Multiple-Output
(MIMO) theory [5], massive MIMO is developed by employing massive
antennas at the base station (BS) [6].
Another straightforward approach to improve the spectral efficiency is
to reduce the communication cost by shortening the distance between
transmitter and receiver. Since the UEs are geographically distributed in
the cell, deploying either ultra-dense small cells [7] or massive distributed
antennas [8] dispersively within the system can seize the UEs closely,
hence significant gains can be achieved. Moreover, the device-to-device
(D2D) communication is proposed by enabling two UEs in proximity
to communicate with each other directly with the assistance of cellular
networks [9, 10].
Among the new solutions, D2D communications is gaining increasing mo-
mentum, and emerging as a highly promising candidate for future wireless
communication systems [11–13]. In D2D communication systems, exploiting
direct communication between nearby UEs can improves the spectrum effi-
ciency, while reducing the latency and energy consumption. In contrast to
other technologies relying on the long-standing cellular architecture, i.e., cen-
tring around the base station, D2D communication has less requirement on the
infrastructure deployment and achieves significant gains in direct proportion
2
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to the ever increasing user density. The appealing features of D2D communi-
cation have attracted considerable attention from both industry and academia
and been treated as one of the cutting-edge technologies leads the new trend
of shifting from network-centric communication to user-centric communica-
tion. The following section provides an overview of the evolution and main
challenges of D2D communications.
1.1 Overview of D2D communications
The concept of direct communication in local area has already been applied
in several existing wireless technologies, which allow two UEs to communicate
each other directly, such as Bluetooth, Zigebee and WiFi-direct [14, 15]. All
of the aforementioned technologies are operated under pre-defined protocols
in unlicensed spectrum bands, such self-configuring, dynamic decentralized
networks are generally referred as wireless ad hoc networks. The capacity
limits of ad hoc networks was well discussed in [16]. It is revealed that due to
lack of centralized control, the throughput furnished to each UE diminishes
to zero as the number of UEs is increased [16]. Moreover, the ad hoc networks
are generally isolated from the cellular networks, thus manual settings are
required to form the direct communication.
Since the cellular network is the most commonly and widely used central
coordinator and service provider in wireless communication, it can provide
real-time centralized control to the direct communication technology. Hence,
D2D communication underlaying cellular networks was first introduced in
[9]. Specifically, under the assistance of cellular base station, the cellular
assisted D2D communication allows two nearby cellular UEs to form a D2D
pair and communicate with each other directly without traversing the BS
3
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or core network, thus improving the transmit quality dramatically due to
short transmission distance. To be able to guarantee a planned (interference
controlled) environment instead of an uncoordinated one, licensed spectrum
can be utilized by the D2D communication underlaying cellular networks. In
addition, the D2D discovery and establishment can be integrated with cellular
signalling procedures to avoid the manual settings of direct communications
[17, 18].
The first attempt to implement D2D communication in a cellular network
was made by Qualcomms FlashLinQ [19], which is a synchronous PHY/MAC
network architecture for distributed channel allocation of D2D communica-
tions underlaying cellular networks. Soon after, LTE-Direct was proposed
by Qualcomm as a compelling solution for proximate discovery [20]. D2D
communication was also investigated by 3GPP as Proximity Services (ProSe)
and been included in 3GPP Release 12 with focus on one to many commu-
nications. An overview of standardization activities and the 3GPP ProSe is
available in [11, 21].
1.2 Challenges of D2D communications
Since the proximity between two UEs is essential to have direct communi-
cation, not every UE within the system is suitable for D2D communication.
Therefore, it is vital to have admission access control for the D2D communica-
tion underlaying cellular networks. For conventional cellular communications,
the admission access control of cellular communications are mainly determined
by the physical channels between the UEs and BS. By contrast, multiple lay-
ers (such as physical layer, MAC layer, network layer, application layer, etc.)
should be jointly considered for D2D communications under multifarious types
4
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of applications and user scenarios. For those UEs can not be supported by
D2D communication, cellular communication is the alternative choice. The
unique heterogeneity and dynamism are the key features of D2D communi-
cations, which lead to the D2D communication as an appropriate technology
to harvest significant gains by utilizing the spatial resources as well as the
ever increasing user density. However, such heterogeneity and dynamism also
bring several major challenges to the D2D communication underlaying cellular
networks.
1.2.1 D2D Discovery and Establishment
D2D discovery and D2D link establishment are the first two challenges for
D2D communications. Some works suggest autonomous D2D communica-
tions, where D2D UEs are allowed to broadcast messages for D2D discovery
and set up the D2D communication by themselves [20, 22]. For public safety
applications, autonomous D2D communications are necessary as a disaster
relief solution when the cellular network is damaged [23, 24]. However, to
be able to achieve significant performance gains, D2D communications need
considerable assistance from cellular network. Specifically, extra control sig-
nalling is needed for D2D discovery and D2D link establishment. As D2D
communications always exist in dense user scenario, the D2D discovery and
establishment protocol only considering physical channel may result a large
amount, yet inefficient signalling overheads [18,25]. Fortunately, it was shown
in [26] that the signalling overhead of D2D discovery in the 3GPP networks
can be significantly reduced by acquiring the location of the UEs. In 3GPP,
the proximity service are currently being studied in [21], the relevant evolved
packet core (EPC) entities for the UE localization are the mobility manage-
5



















Figure 1.1: Graphic illustration of the general network architecture of D2D
communication underlaying cellular networks. {UE1,UE2} , {UE3,UE4} are
two D2D pairs, UE5 is a cellular UE.
ment entity (MME), the home subscriber server and the serving and packet
data network gateway. Note that the location information of D2D UEs could
be used to assist the resource allocation of D2D communication, which will be
discussed in Chapter 3 . In addition, [17] shown that the accurate perception
of social attributes of D2D UEs can further enhance the efficiency of the D2D
discovery.
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1.2.2 Resource Allocation of D2D communications
Since D2D communications are introduced to improve the spectral efficiency,
radio resource allocation is no doubt to be the most important problem for
D2D communication underlaying cellular networks. Due to the heterogeneity
of D2D communication, multiple D2D UEs and cellular UEs may exist in the
single cell simultaneously to share the licensed spectrum, as shown in Fig. 1.1.
It is important to note that benefit from the short transmit distance of D2D
communication, spectrum allocated for D2D communication can be reused to
enhance the spectral efficiency [27,28]. In [29], two resource allocation modes
are proposed for the D2D UEs and cellular UEs to share the licensed spectrum,
which are orthogonal mode and non-orthogonal mode. Specifically, for non-
orthogonal sharing, the licensed spectrum can be shared among multiple D2D
UEs and cellular UEs, accompanied with both inter D2D interference and
cross D2D and cellular interference between D2D UEs and cellular UEs. For
orthogonal sharing, D2D UEs are allocated with dedicated licensed spectrum.
Hence only inter D2D interference exists among the D2D UEs within one cell.
To deal with the intra-cell interference caused by aggressive spectrum
reuse, several efficient interference mitigation schemes are investigated un-
der D2D communication underlaying cellular networks, such as beamform-
ing [30,31], interference alignment and cancellation [32,33], cooperative com-
munications [34–36]. However, these techniques have strong limitations due to
specific system requirements. Therefore, a well-designed resource allocation
with interference management scheme is critical for general D2D communi-
cation underlaying cellular networks. Generally, resource allocation of D2D
communications is a complex and challenging problem and has attracted much
attention in academia (see Section 2.1 for comprehensive review).
Moreover, although various resource allocation and interference manage-
7
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ment schemes was proposed [27,28,37–40], they are generally too complicated
which makes the performance analysis of D2D communications extremely dif-
ficult and challenging.
1.2.3 Cross-layer Admission Access Control of D2D com-
munications
The D2D communication is one of the key components to enable some cut-
ting edge user co-operation technologies, such as D2D assisted video trans-
mission [41, 42], D2D assisted content caching [13, 43–45]. Note that for the
aforementioned user co-operation technologies, the users within the system
need to be paired or grouped based on the individual status of each user.
That is, although D2D communications could enhance the users’ quality of
experience (QoE), the cross-layer admission access control is generally required
to optimize the system performance.
As discussed in [44], thanks to the asynchronous content reuse property
of content/video on-demand, a few popular files account for a large part of
the traffic but are viewed by users at different times. Therefore, D2D commu-
nications can be utilized to deliver the requested content from nearby UEs’
caches to reduce the backhaul data traffic. However, the performance gains of
D2D assisted content caching is highly related to the popularity and distribu-
tion of each specific files, which are the information obtained by the network
layer and application layer. That is, the link set up of D2D communications
are determined not only by the physical channel conditions, but also by the
matching in higher layers. Although the optimal content placement to max-
imize the density of successful receptions attracts plenty of research interests
recently [46–50], the user scenario of D2D communications still generally lim-
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ited. Therefore, how to expand the user scenarios for D2D communication
underlaying cellular network is another key issue, which unfortunately still
remains elusive.
1.2.4 Integration with Other Technologies
The wireless network is becoming more heterogeneous to meet the various of
communication requirements. There are some promising technologies for the
next generation of wireless communication networks, such as, high dense small
cell networks, non-orthogonal multiple access (NOMA), mmWave.
In such multi-tier networks, jointly consideration of admission access con-
trol of D2D communication with other technologies are desired for different
user scenarios, as discussed in [37, 51, 52]. Moreover, the intricately interfer-
ence environment brings severe challenge to D2D communications [53].
1.3 Motivations and Thesis Outline
As D2D communications can significantly reduce the transmit distance of
wireless communication, it have great potential to improve system spectral
efficiency and become a basic technology for the future user centric communi-
cation networks. However, there exist several important challenges especially
for the practical systems when the number of D2D pairs scaling up, as men-
tioned in previous section.
Among the fundamental challenges of D2D communications underlaying
cellular networks, the resource management is the key technical drawback to
realize the system performance advantage of D2D communications. Therefore,
9
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this thesis is devoted to the designing of resource management for the cellular
assisted D2D communications. Specifically, the resource management of D2D
communication is addressed in two aspects. The first aspect is the resource
allocation and performance analysis of D2D communication in orthogonal
frequency division multiple access (OFDMA) system. The admission access
control of a novel user scenario for D2D communication, D2D assisted mobile
edge computing (MEC), is the second focused aspect.
The remainder of the thesis is organized as follows. The state-of-the-art
of the resource management of D2D communication underlaying cellular net-
works and the contributions of this thesis are summarized in chapter 2. The
resource allocation of cellular assisted D2D communication is discussed in
chapter 3. Based on the interference analysis between multiple D2D pairs
in a single cell, we show that D2D communication can effectively harvest
the spatial resources from ever-increasing user devices, through proposed re-
source management scheme, to improve the system performance. Chapter 4
focus on the designing of admission access control scheme for D2D assisted
MEC network. By considering both disciplines of mobile computing and wire-
less communications, it is shown that D2D communication can be utilized to
harvest the vast amount of the idle computation power and storage space dis-
tributed at the edge devices in the system. Finally, concluding remarks and
suggestions for future work are summarized in Chapter 5.
10
Chapter 2
Related Work and Thesis
Contributions
Among the fundamental challenges of D2D communication underlaying
cellular networks, this thesis focus on two important issues, which are the
resource allocation and performance analysis of D2D communication in or-
thogonal frequency division multiple access system and the admission access
control of D2D assisted MEC networks. The state-of-the-art for these two
issues and the corresponding contributions are summarized in this chapter,
respectively.
2.1 Resource Allocation and Performance Anal-
ysis
In cellular systems, OFDMA has been widely adopted for multi-user trans-
missions. Based on the properties inherited from orthogonal frequency divi-
sion multiplexing (OFDM) which can transform the frequency selective fad-
11
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ing channel into multiple flat fading subcarriers, high system capacity can
be achieved by exploring multi-user diversity when adaptively allocating the
subcarriers to multiple UEs [54–57]. Since all the cellular UEs within one cell
need to communicate with one central BS, subcarriers cannot be reused by
multiple cellular UEs within one cell due to the formidable strong intra-cell
interference. By contrast, for cellular assisted D2D communications, both
transmitters and receivers of the D2D pairs are spatially distributed within
the cell and the transmission distance between the transmitter and the re-
ceiver of a formed D2D pair, also referred to as the distance of the D2D pair,
is very small compared to the cell radius. Thus reusing the same subcarriers
among multiple D2D pairs and/or between D2D pairs and cellular UEs could
improve the overall system capacity, if mutual interference among multiple
D2D pairs and cellular UEs is managed carefully, as mentioned in 1.2.2.
In general, resource allocation for cellular OFDMA system is decoupled
into subcarrier assignment to each UE and power allocation to each sub-
carrier [54]. For D2D communication underlaying cellular networks, as each
subcarrier can be reused by multiple D2D pairs, link selection on each sub-
carrier is needed to determine the D2D pairs and the cellular UE using the
same subcarrier. Since inter D2D interference is correlated with link selection,
subcarrier assignment and power allocation, joint consideration of these three
dimensions is required to achieve optimal system performance, e.g. system
capacity.
In early research [58], simple network settings have been considered and
the transmission power control was investigated when one D2D pair shares the
same subcarrier with one cellular UE. For complex systems with multiple D2D
pairs, even with fixed subcarrier assignment, the resource allocation with joint
consideration of power allocation and link selection is strongly NP-hard [59].
12
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Thus, various algorithms on the basis of advanced theories have been adopted
to develop resource allocation for cellular D2D underlaid OFDMA system.
Due to the non-convexity of the received signal to interference plus noise
ratio (SINR) at each UE and binary constraints of subcarrier allocation, the
resource allocation of D2D communication is generally a non-convex mixed-
integer problem, which is difficult to solve optimally. Most commonly used
technique to tackle the non-convexity is the standard Lagrange dual relax-
ation [59,60]. It was shown in [60] that zero duality gap can be achieved when
number of subcarriers grows to infinitely large. For resource limited system, ei-
ther sequential convex programming or successive convex approximation were
adopted in [61,62] to approximate the non-convex resource allocation problem.
[63] introduced a sub-optimal resource allocation scheme by modelling
the interference among multiple D2D pairs and cellular UEs as a interfer-
ence graph according to graph theory. As the interference was constructed
independently in [63], hypergraph coloring was adopted in [64] to model the
cumulative interference from multiple sources.
Game theory has also been employed from the economy perspective. In
[65, 66], a combinatoric auction game based fictional pricing mechanism was
designed for all D2D UEs to perform the distributed resource allocation. By
setting the BS as leader and D2D pairs as followers, a two-stage Stackelberg
game was formed in [67] as resource allocation for cellular D2D underlaid
OFDMA system.
Although the cellular D2D underlaid OFDMA system was addressed in
aforementioned research, the investigation of resource allocation was limited
to two scenarios. In the first scenario, D2D pairs and cellular users share one
resource unit, and therefore subcarrier assignment was not considered [58].
In the second scenario, transmission power on a subcarrier was fixed for each
13
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D2D pair [63–65,67], implying that the total transmission power for the trans-
mitter of a D2D pair increases with the number of subcarriers allocated to
the device. However, in practice, the total transmission power of each mobile
device is limited. Additionally, the perfect knowledge of channel state infor-
mation (CSI) between any transmitter and receiver was generally assumed at
the BS to make efficient resource allocation, which introduces a large amount
of signalling overhead [68]. Therefore, it is necessary to develop a low com-
plexity, low signalling overhead yet efficient scheme for resource allocation and
interference management of D2D communication assisted cellular networks.
From existing researches, the system capacity may be increased by reusing
the same spectrum among multiple D2D pairs and one cellular user within
one cell. However, severe cross D2D and cellular interference would signifi-
cantly degrade the performance of cellular users and lead to extra interference
control overhead to cellular systems [69]. To reduce the impact of the D2D
communication to existing cellular resource allocation, we focus on the cellu-
lar assisted D2D communication under orthogonal sharing mode as mentioned
in [29], which is easy to be integrated with cellular systems. That is, D2D
pairs within the cell are allocated with dedicated spectrum. Hence only inter
D2D interference exists among D2D pairs within one cell. Furthermore, [70]
proved that in a small area, spectrum should not be reused due to the strong
interference. Since the inter D2D interference is largely determined by the
distance-dependent large scale fading, the spatial dispersion property of D2D
pairs, which means the distance between any two D2D pairs 1 could be rel-
atively large compared to the distance of a D2D pair, can be applied to the
link selection to avoid strong inter D2D interference. However, due to lack
1For the sake of simplicity, the distance between the transmitter of one D2D pair to the
receiver of another D2D pair is referred to as the distance between the specific two D2D
pairs in the rest of the thesis.
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of theoretical analysis of the inter D2D interference, such spatial dispersion
property of cellular assisted D2D communication has not been used for the
resource allocation design.
2.2 D2D assisted Mobile Edge Computing
With the increasing popularity of UEs, such as smartphones and hand-held de-
vices, more and more resource-hungry applications like high definition video
gaming and virtual reality applications are developing rapidly and playing
an important role in our end-UEs. However, vast computation-intensive and
latency-critical applications bring severe challenges to the physical limitations
of devices, such as CPU capability and battery life. In last decades, mobile
cloud computing (MCC) has attracted much attention to deliver elastic com-
puting power from the cloud centre to support resource-constrained end-UEs
in the network.
In consideration of the extra energy and time consumed for the commu-
nication between end-UEs and the cloud centre, long transmission distance
becomes a key drawback for MCC [71]. In recent years, a new paradigm
called mobile edge computing is widely agreed to be a key technology for
releasing the idle computation resource at the edge access point (AP) of the
network instead of centralized cloud centre [72]. Although the energy and time
consumption can be greatly reduced by eliminating the transmission distance
from AP to cloud centre, the energy and time consumption for the wireless
communication still remain, which need to be tackled carefully.
With respect to the wireless networks, most of the previous researches in
MEC focused on the joint task offloading and resource allocation from the
UEs to the infrastructure, i.e. edge AP, and the energy efficiency had been
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studied comprehensively under different network structures [73–75]. However,
a crucial issue of energy minimization problem is the feasibility problem for
such MEC networks, which is to say, it may not be possible to meet the
latency constraints of all the tasks, especially for the edge UEs due to the
cell-edge effect. For example, it is expected that large amount of devices will
be deployed in the future wireless systems, but the transmit and computation
power of each device is strictly limited due to limited battery life. Hence,
significant amount of the tasks would be offloaded to the cloud networks.
However, to guarantee the quality of service, massive number of powerful APs
need to be deployed in the network to guarantee the coverage and peak service
demands, which is costly and inefficient.
From the aforementioned researches in Section 1.2.3, it can be concluded
that cellular assisted D2D communications can greatly reduce the communi-
cation distance for the desired UEs with proper cross-layer admission access
control, hence minimize the infeasible scenarios as well as the total energy
consumption [76]. Therefore, D2D communication can be used to assisted
the MEC networks by allowing the device to offload its task to the nearby
devices. Unlike the D2D assisted content caching, which is difficult to achieve
fully user spatial diversity, since every UE could be the potential beneficiary
of MEC, higher diversity gains can be achieved in D2D assisted MEC net-
works. That is, the resources of any computing entities including both UEs
and infrastructures can be utilized and due to the spatial dispersion nature
of UEs, the offloading energy and time cost can be greatly reduced for all





As mentioned in 2.1, although a great deal of studies have been conducted on
the resource allocation of D2D communication underlaying cellular networks,
most of them focus on the complex algorithm design by assuming perfect CSI
of the channels between any UEs within the cell. Hence, how to evaluate
the performance gains of cellular assisted D2D communication unfortunately
remains largely unknown.
In Chapter 3, a low complexity resource allocation scheme is proposed for
D2D communications underlaid an OFDMA-based cellular system by taking
advantage of the spatial dispersion property of D2D pairs. With the objec-
tive of achieving high spectrum efficiency with low complexity, the resource
allocation is decoupled into two stages. First, a simple geography based D2D
sub-cell division strategy is proposed to form the D2D pairs within one cell
into multiple groups. Specifically, the coverage of one single cell is divided
into multiple small areas under symmetric hexagonal topology, which we refer
to as sub-cells, and the D2D pairs located within one sub-cell are set into one
group. Then, to avoid the strong intra-cell interference, dedicated subcarri-
ers for cellular D2D communications are orthogonally assigned to the D2D
pairs within one sub-cell, whereas the subcarriers are reused between different
sub-cells to enhance the overall spectral efficiency. In other words, the inter
D2D interference only exists between different sub-cells. Moreover, to alle-
viate the heavy signalling overhead burden caused by CSI acquirement, the
subcarrier assignment and power allocation for the D2D pairs in one sub-cell
are performed without the need of the CSIs of the inter D2D interference
channels.
Based on the proposed resource allocation scheme, the average ergodic sum
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capacity2 for cellular D2D underlaid OFDMA system is derived by thorough
analysis of the inter D2D interference. The suitable number of sub-cells to
maximize the average ergodic sum capacity is further obtained as an impor-
tant system parameter to D2D sub-cell division strategy and hence substantial
capacity/spectral efficiency gains is guaranteed by the proposed resource al-
location scheme.
In Chapter 4, a novel user scenario for D2D communication, D2D assisted
MEC networks are investigated. As discussed in 2.2, the MEC can be greatly
enhanced with the assistance from cellular assisted D2D communication. To
evaluate the amount of performance gain can D2D assisted MEC network
achieve, we focus on the total energy consumption, which is constituted by
the computing energy and wireless communication energy. Specifically, the
total energy minimization problem and the feasibility problem of D2D assised
MEC networks are formed in two stages by considering the admission access
control of D2D communications, respectively.
In the first stage, a low complexity algorithm is developed to maximize
the number of executed tasks subject to the latency constraint of each indi-
vidual task and the computing resource constraint of each computing entity,
i.e. edge AP and UEs. A supplementary algorithm is then proposed in the
second stage to minimize the total energy consumption while maintaining the
maximum number of executed tasks. Simulation results show that the num-
ber of executed tasks and the corresponding energy consumption per executed
task with our proposed algorithms are very close to those with the optimal
exhaustive search. Furthermore, it is revealed that the number of executed
tasks in MEC networks is significantly increased with the assistance of D2D
2Specifically, “average ergodic sum capacity” means that the ergodic sum capacity is




communication, while the energy consumption per executed task is greatly




Performance Analysis of D2D
Communication
In this chapter, based on the spatial dispersive property of D2D pairs, a
low complexity resource allocation scheme will be proposed for cellular assisted
D2D communication. To eliminate the strong intra-cell interference, a simple
geographic based sub-cell division strategy will be introduced to form the D2D
pairs within one cell into multiple groups, such that subcarriers can be reused
among the D2D pairs in different groups. The joint subcarrier assignment
and power allocation scheme will be performed for the D2D pairs in the same
sub-cell. The average ergodic sum capacity of proposed resource allocation
scheme will be investigated by thorough analysis of the inter D2D interference
and the optimal number of sub-cells will be further shown as an important
parameter to the sub-cell division strategy.
This chapter is organized as follows. In Section 3.1, the system model for
the cellular D2D underlaid OFDMA system is introduced along with the pro-
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posed sub-cell division strategy. The sub-cell resource allocation algorithms
and corresponding sum capacities under the single sub-cell structure are in-
vestigated in Section 3.2. The sum capacity under multiple sub-cell structure
and the effect of the number of sub-cells are further investigated in Section
3.3. Finally, conclusions are summarized in Section 3.4.
3.1 System Model and Preliminary Analysis
Consider an OFDMA-based single cell system underlaid by D2D communi-
cations. As shown in Fig. 3.1(a), a set of K active D2D pairs, denoted as
K = {1, · · · , K} are located in the coverage area of one BS. The kth D2D
pair, D2Dk, is formed by a transmitter device and a receiver device, called
transmitter k and receiver k, respectively. In this model, the circular area with
radius R is denoted as the coverage region of the BS centred at the origin. It
is assumed that the D2D transmitters are distributed in the whole R2 plane
following a homogeneous Poisson Point Process (PPP) ΦA with density λA,
and the receiver k associated with transmitter k is located uniformly on the
circle centred by transmitter k with distance dk. Then the average number of
D2D pairs in the cell, denoted as K̄, is given by K̄ = πλAR
2. The maximum
transmit power of each D2D device is assumed to be limited to Pmax.
To avoid the cross interference between D2D pairs and cellular users, a
set of N dedicated subcarriers, denoted as N = {1, · · · , N}, are assigned for
D2D communications. Each subcarrier can be reused among multiple D2D
pairs within the cell in order to increase the system spectral efficiency. As
a consequence, inter D2D interference exists among the D2D pairs sharing
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the same subcarrier. Specifically, for the D2D pair D2Dk, the potential inter
D2D interference on subcarrier n comes from the transmitter of any D2Dk′ ,
k′ ∈ K \ {k}. Note that the interference only exists when the same subcarrier
is reused byD2Dk andD2Dk′ . Hence, link selection is performed to determine
the set of D2D pairs which may share the same subcarrier, or in other words,
the set of D2D pairs which cannot share the same subcarrier.
Since the set of D2D pairs using the same subcarrier is largely affected by
the link selection, it can be foreseen that the subcarrier assignment to D2D
pairs is highly correlated with the link selection of each subcarrier. In addition,
as each device has the maximum transmit power Pmax, the power allocation of
the assigned subcarriers to each D2D pair is inextricably interwoven with the
subcarrier assignment and the link selection. Thus, joint consideration of link
selection, subcarrier assignment and power allocation is required for resource
allocation of the cellular D2D underlaid OFDMA system to achieve optimal
spectral efficiency. However, the joint optimization problem is proven to be
NP-hard [59], which requires unaffordable computing capability at the BS
to trace the optimal resource allocation result. Moreover, it induces massive
amount of signalling overhead for D2D channel measurement and feedback,
especially when the number of D2D pairs K is large.
It has been shown in [70] that when a subcarrier is shared by two D2D
pairs, which are spatially close to each other, strong inter D2D interference
would degrade the performance of both D2D pairs significantly. In other
words, inter D2D interference should be efficiently reduced by preventing the
D2D pairs within a small area from reusing the same subcarrier. Therefore,
in order to avoid the strong inter D2D interference, we propose to divide the
cell into multiple disjoint small areas, which are referred to as sub-cells in this
chapter, and orthogonally allocate the N subcarriers to the D2D pairs within
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the same sub-cell. That is, N subcarriers can be reused among different sub-
cells only, and the sub-cell division strategy is proposed as the substitution of
the link selection to determine the set of D2D pairs which cannot share the
same subcarrier.
3.1.1 Sub-cell Division Strategy
As the D2D transmitters are assumed to be uniformly distributed in the cell,
without loss of generality, for any specific D2D pair D2Dk, the distance be-
tween any other D2D transmitter to the receiver of D2Dk follows independent
and identical distribution. Also, the channel gain of inter D2D interference
between any two devices is mainly determined by the distance-dependent large
scale fading. A simple geography-based sub-cell division strategy is proposed.
Specifically, the single cell is considered as a J-tier symmetrical hexagonal
sub-cell structure, as shown in Figs. 3.1 (b)-(d). By taking central sub-cell
as the reference sub-cell, we denote its neighbouring sub-cells as the 1st tier
sub-cells, which are crossed by the 1st tier circle, as shown in Fig. 3.1(b).
Similarly, the jth tier is formed by the outer neighbouring sub-cells of the
(j − 1)th tier sub-cells, as illustrated in Figs. 3.1 (c)-(d). Based on the geo-
graphic characteristic of a J-tier hexagonal structure, the single cell is divided
into a total of L = 3 · J · (1 + J) + 1 sub-cells. Each sub-cell can be then
approximated as a circle area with radius RL [77], and indexed from one to
L. The sub-cell radius can be obtained by
RL =
R
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Figure 3.1: System model of cellular assisted D2D communications with
hexagonal sub-cell division strategy.
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With the sub-cell division, K D2D pairs are divided into L groups, where
group l includes a set of D2D pairs, Kl, which are located within the lth
sub-cell. Each group contains Kl = |Kl| D2D pairs and
∑L
1 Kl = K.
Note that when L = 1, N subcarriers are orthogonally assigned to K D2D
pairs within the cell and there is no inter D2D interference, while the number
of interference links increases with the number of sub-cells for any specific
D2D pair D2Dk, as shown in Fig. 3.1. Hence, it can be seen intuitively
that the cumulative inter D2D interference received at D2Dk depends on the
number of sub-cells L.
3.1.2 Signal Model
In this chapter, the channel of each subcarrier is assumed to be unchanged
during a resource allocation period. If subcarrier n is allocated to D2Dkl in
sub-cell l, the received signal at the receiver of D2Dkl can be written as
ykl,n =
√











where skl,n is a complex scalar representing the information signal from D2Dkl
on subcarrier n with E(|skl,n|
2) = 1, and Pkl,n denotes the transmit power of
D2Dkl on subcarrier n. zkl,n ∼ CN(0, σ
2) is the additive white Gaussian noise
(AWGN) at the receiver of D2Dkl . The channel gain from the transmitter
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D2Dkl′ in sub-cell l
′ to receiver D2Dkl is denoted as gkl′ ,kl,n
1, given by
gkl′ ,kl,n = ιkl′ ,kl · hkl′ ,kl,n, (3.3)
where hkl′ ,kl,n is the small-scale fading and assumed to be an independent and
identically distributed (i.i.d.) Rayleigh random variable with zero mean and
unit variance. ιkl′ ,kl represents the path loss coefficient, which is given by
ιkl′ ,kl = dkl′ ,kl
−α
2 , (3.4)
where dkl′ ,kl is the distance from D2Dkl′ to D2Dkl , and α is the path loss
exponent.
The achievable data rate of D2Dkl on subcarrier n can then be expressed
as









where B denotes the bandwidth of one subcarrier. Ickl,n is the cumulative
inter D2D interference power received at D2Dkl on subcarrier n, which can














1For simple notation, the channel gain on subcarrier n between the transmitter and
receiver of D2Dkl , gkl,kl,n is denoted as gkl,n. In the rest of the chapter, the subscript of
any random variable between the transmitter and receiver of one D2D pair is simplified in
the same manner.
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3.1.3 Problem Formulation
With the geography-based sub-cell division strategy proposed in Section 3.1.1,
the sum capacity of K D2D pairs within the cell can be seen as the sum
capacity of L sub-cells, each contains Kl D2D pairs. For the sake of clarity, we
introduce the subcarrier assignment indicator denoted as ωkl,n, where ωkl,n = 1
indicates subcarrier n is allocated to D2Dkl , otherwise, ωkl,n = 0, for all
kl ∈ Kl and n ∈ N . The sum capacity of the cell under L sub-cell structure




























The joint sub-cell division, subcarrier assignment and power allocation




s.t. ωkl,n ∈ {0, 1}, ∀ kl ∈ Kl, n ∈ N , l = 1, · · · , L; (3.8a)
∑
kl∈Kl
ωkl,n 6 1, ∀ n ∈ N , l = 1, · · · , L; (3.8b)
∑
n∈N
Pkl,n 6 Pmax, ∀ kl ∈ Kl, l = 1, · · · , L; (3.8c)
where constraint (3.8a) indicates the interger property of the subcarrier as-
signment indicator and constraint (3.8b) indicates that the subcarrier n is
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only allocated to one D2D pair within each sub-cell, which implies that a
subcarrier cannot be reused within one sub-cell. Constraint (3.8c) shows the
total transmit power of a D2D pair is limited by the maximum transmit power
Pmax.
It can be clearly seen from (3.8) that based on the sub-cell division strat-
egy, there are three parameters to be optimized for the resource allocation
to achieve the maximum sum capacity, i.e., the optimal number of sub-cells







each sub-cell l = 1, · · · , Lopt. The resource allocation of L sub-cells are corre-
lated with each other due to the inter D2D interference. Therefore, to achieve
the optimal resource allocation, the CSI between any D2D pairs in the cell,
{gk′,k,n}k′∈K,k∈K,n∈N are required at BS, leading to O(K
2N) signalling over-
head for the CSI acquirement.
In order to alleviate the high signalling overhead, in this chapter, sub-cell
based resource allocation is proposed to perform subcarrier assignment and
power allocation for the D2D pairs within one sub-cell regardless of the inter
D2D interference. As a result, the signalling overhead for the CSI acquirement
is significantly reduced from O(K2N) to O(KN), since only the CSI of each
D2D pair, {gk,n}k∈K,n∈N , is needed. On the other hand, it is noted that the
sum capacity is decisively affected by the inter D2D interference. Under the
proposed sub-cell division strategy, for any specific D2D pair, the cumulative
interference depends on the number of sub-cells. Therefore, we are specifically
interested in the optimal number of sub-cells, L̂opt, that maximizes the average
ergodic sum capacity of the system over the locations of all D2D pairs.
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3.2 Sum Capacity under Single Sub-cell Struc-
ture
As discussed in Section 3.1.1, the subcarriers are orthogonally assigned to the
D2D pairs within the same sub-cell regardless of interference. In this section,
a special case, where the single sub-cell structure (i.e. L = 1, as shown in
Fig. 1(a)) is considered, thus no inter D2D interference exists. The sub-cell
resource allocation, including subcarrier assignment and power allocation, is
investigated first and the ergodic sum capacity is then studied in section 3.2.2.
3.2.1 Single Sub-cell Resource Allocation
With the objective of maximizing the sum capacity of theK D2D pairs, the re-
source allocation problem of single sub-cell under individual power constraint




















s.t. ωk,n ∈ {0, 1}, ∀ k ∈ K, n ∈ N ; (3.9a)
∑
k∈K
ωk,n 6 1, ∀ n ∈ N ; (3.9b)
∑
n∈N
Pk,n 6 Pmax, ∀ k ∈ K; (3.9c)
Due to the integer constraint ωk,n, (3.9) is neither convex nor concave and
thus hard to tackle. Note that in most cases, equality in (3.9b) and (3.9c)
needs to be satisfied in order to obtain the optimal solution. That is, (3.9b)
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and (3.9c) can be replaced by
∑
k∈K




Pk,n = Pmax, ∀ k ∈ K, (3.11)
respectively. Based on constraints (3.10) and (3.11), the optimal solution to
the optimization problem (3.9) can be found by using the global searching
method, which will be discussed in next sub-section.
3.2.1.1 Global searching method
To achieve the optimal system throughput, all the possible subcarrier com-
binations which satisfy constraint (3.10) should be considered. Specifically,
since each subcarrier can only be allocated to one D2D pair at one time, there
exists S = KN number of different subcarrier combinations, where each of
the subcarrier combinations is denoted as Ωs = {ωk,n}k∈K,n∈N . For the sub-
carrier combination s, the power for the subcarriers N sk assigned to D2Dk is
allocated according to the water-filling algorithm [78]. The transmit power in
subcarrier nk ∈ N
s
k can be shown as
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where (x)+ , max(x, 0), and the threshold ς is selected to meet the power
constraint (3.11). After power allocation, the achievable system throughput of
each subcarrier combinations, denoted as ĈsTOT , will be calculated according to
(3.9). Then, the optimal subcarrier and power allocation result of the exhaus-







Even though the exhaustive searching method can achieve optimal result,
but its computational complexity is KN , as each subcarrier n ∈ N can be
allocated to any D2D pairs k ∈ K. Note that even for a system with a small
number of D2D pairs, the computational complexity would be extremely high,
since the number of subcarriers N could be very large. For instance, transmis-
sion bandwidth of 10 MHz are divided into 1024 subcarriers in LTE systems.
Thus, simplified algorithms are discussed in the following subsections.
3.2.1.2 Baseline resource allocation algorithm
Greedy resource allocation algorithm is commonly used to maximize the to-
tal system throughput in OFDMA downlink resource allocation [78]. In the
greedy downlink resource allocation, each subcarrier is allocated to the user
with best CSI on the subcarrier. As the BS is the transmitter for the down-
link signals, thus only one total power constraint needs to be satisfied [78],
water-filling algorithm called global water-filling will be performed to assign
the power to all the subcarriers at the BS.
When adopting the greedy resource allocation to the multiple pairs of D2D
communication, as each device will have a unique maximum power constraint
as shown in (3.11), global water-filling power allocation algorithm is no longer
suitable. Instead, local water-filling power allocation is performed for each
D2D pair to maximize the achievable data-rate for individual D2D link. This
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method can be summarized as Best subcarrier CSI (BSCR)-based resource
allocation scheme. Firstly, each subcarrier is allocated to the D2D pair which
has maximum achievable data rate (denote as ∆rk,n). Then, local water-
filling power allocation is carried out for the power allocation of each D2D
pair among the subcarriers allocated to the pair.
3.2.1.3 Sub-optimal resource allocation algorithm
It is note that, for one D2D pair D2Dk, the number of subcarriers allocated,
Nk, is a variable. Please note, if the total transmit power is given for D2Dk,
the power level after performing water-filling for D2Dk will decrease with
increasing Nk. Fig. A.1 illustrates how the power allocation (PA) and power
level (PL) are changed when Nk = 9 and Nk = 10 subcarriers are allocated
to D2Dk. When the total power level for all the subcarriers allocated to
D2Dk decreases, the total data-rate for D2Dk may decreases. For the BSCR-
based resource allocation scheme, the number of subcarriers allocated to one
D2D pair is ignored, which may cause the problem of allocating quite large
number of subcarriers to one D2D pair, thus degrades the system throughput.
Therefore, in this section, with the consideration of simplifying the global
searching method and addressing the power level changes caused by the change
of number of subcarriers allocated to one D2D pair, a two step sub-optimal
resource allocation algorithm is proposed.
In the first step, it is assumed that equal power allocation is applied to all
subcarriers allocated to one D2D link. The transmit power for D2Dk on each




, nk ∈ Nk (3.13)
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Figure 3.2: Power level and power allocation for D2Dk when Nk = 9 and 10.
where Nk represents the set of subcarriers allocated to D2Dk and Nk is the
number of subcarriers allocated to D2Dk. The instantaneous achievable sys-






Ck,nk , nk ∈ Nk (3.14)
For a given set Nk for D2Dk, if one more subcarrier n
∗
k is allocated to
D2Dk, i.e. Nk replaced by Nk
⋃
{n∗k}, the change of achievable data-rate
for D2Dk,∆rk,n∗
k



























In our proposed algorithm, assuming Nk has been allocated to D2Dk,
whether an unallocated subcarrier n can be allocated to D2Dk depends on
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whether its data rate increase ∆rk,n(Nk) is the maximum among all the D2D
pairs. That is, subcarrier n will be allocated to k∗ = argmaxk,n ∆rk,n(Nk).
Therefore, our proposed scheme is called Subcarrier achievable data-rate (SAR)-
based algorithm.
Based on (3.15), the subcarrier allocation is performed as the first step for
suboptimal resource allocation algorithm, which is present as Algorithm 1.
Algorithm 1 Subcarrier allocation of SAR resource allocation scheme
1: Initialization: Nk = Φ,Nk = 0, Rk = 0,∆rk,n(Nk) = Rk(Pmax, dk) for all
k ∈ {1, · · · , K} and n ∈ {1, · · · , N} .
2: for n ∈ (1, · · · , N) do
3: for k ∈ (1, · · · , K) do
4: Calculate ∆rk,n(Nk) by using (3.15); {k





{n}; Nk∗ = Nk∗ + 1; ωk∗,n∗ = 1
5: end for
6: end for
After subcarrier allocation, in the second step of SAR-based resource allo-
cation, water-filling is carried out for each D2Dk on its allocated subcarriers,
Nk, given in (3.12).
3.2.2 Ergodic Sum Capacity with Single Sub-cell Struc-
ture
In this section, we investigate the ergodic sum capacity of both BSCR and
SAR based sub-cell resource allocation and show how much performance gain
can be achieved via central resource allocation scheme.
Generally, since both BSCR and SAR based sub-cell resource allocation
are performed based on the CSI of K D2D pairs, which are i.i.d., the ergodic
capacity of any D2D pair is identical with each other. Therefore, the ergodic
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where the transmit power of assigned subcarrier nk to D2Dk, Pk,nk , is deter-
mined by the resource allocation. Specifically, water-filling algorithm is used
to allocate the maximum transmit power Pmax of D2Dk to the set of assigned
subcarriers Nk according to {hk,nk}nk∈Nk . However, as the {hk,nk}nk∈Nk is
determined by subcarrier assignment for a large K, thanks to the multi-user
diversity, the power allocated to subcarrier nk can be approximated with the




, ∀k ∈ K, nk ∈ Nk. (3.17)
Also, due to the limited transmit power, the transmit distance of any D2D
pair is generally limited and similar to each other. Therefore, it is assumed
that the distance of any D2D pair is fixed to one, hence (3.16) can be rewritten
as
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For BSCR scheme, each subcarrier is allocated to the D2D pair with the
best CSI, therefore, fully multi-user diversity of K D2D pairs is obtained at
each subcarrier assignment. As the square of magnitude of Rayleigh fading
channel follows exponential distribution, according to order statistics of ex-
ponential distribution [81], the pdf of |hk,nk |




2(x) = K · (1− e−x)K−1 · e−x. (3.19)
Also, since the subcarrier assignment is determined by {hk,n}k∈K,n∈N ,
which is i.i.d. for all the K D2D pairs and N subcarriers, each subcarrier
is allocated to D2Dk with equal probability
1
K
. Therefore, the number of al-
located subcarriers to D2Dk, Nk follows binomial distribution with the prob-
ability mass function (pmf) given by
























represents the binomial coefficient.
By taking (3.19) and (3.20) into (3.18), the ergodic sum capacity for BSCR
scheme could be derived as














2(x) dx · PBSCR(Nk = n).
(3.21)
For SAR scheme, the explicit distribution of |hk,nk |
2 and Nk are difficult to
obtain directly, since the subcarriers are assigned iteratively and each iteration
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is correlated with the preceding results. Although each subcarrier cannot be
guaranteed to be assigned to the D2D pair with the best channel condition,
(3.19) can be used to obtain the upper bound by assuming full multi-user
diversity of K D2D pairs. Moreover, appendix A shows that when N
K
is large
enough, the pdf of the number of allocated subcarriers per D2D pair for SAR







xN−1 · e−K·x ·KN
Γ(N)
, (3.22)
where Γ(N) = (N − 1)!, as N is a positive integer.
By taking (3.22), (3.19) into (3.18), an upper bound of the average ergodic
sum capacity for SAR scheme can be obtained as
C̃SAR ≤ C̄
u

















where the equality holds when N
K
→∞.
Figs. 3.3 and 3.4 show the numerical and simulation results of sum capacity
for both BSCR scheme and SAR scheme when the number of subcarriers N
and the number of D2D pairs K varies respectively. It can be clearly seen
that the numerical results of (3.21) matches the simulation results for BSCR
scheme. For SAR scheme, the simulation result approaches the numerical
results of (3.23) with negligible difference by increasing N or reducing K.
This indicates that the upper bound derived in (3.23) will be tightened when
N
K
tends to be infinite.
The optimal ergodic sum capacity is shown in Fig. 3.3, which is obtained
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Number of Subcarriers (N)
Figure 3.3: Ergodic capacities for different resource allocation schemes versus
the number of subcarriers N , when K = 4, ξ = 20dB, B = 15KHz.

































Figure 3.4: Ergodic capacities for different resource allocation schemes versus
the number of D2D pairs K, when N = 100, ξ = 20dB, B = 15KHz.
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by exhaustive search among all the possible subcarrier assignments for all K
D2D pairs and N subcarriers. It is clearly shown that SAR scheme can always
achieve near optimal ergodic sum capacity while the performance gap between
the BSCR scheme and optimal results increases as N increases.
The closed form expression of sum capacities of both SAR and BSCR
schemes are further derived and summarized in Theorem 1, to show the differ-
ence of sum capacities, which can be achieved from SAR and BSCR schemes.
Specifically, the closed form of (3.21), (3.23) is estimated by using second
order of Taylor expansion to the channel gain, and number of subcarriers per
D2D pair respectively.
Theorem 1. The ergodic sum capacity of one cell for N subcarriers orthogo-
nal assigned to K D2D pairs with BSCR-based resource allocation and SAR-
based resource allocation can be approximated to







B · π2 · ξ2
12 · log(2) · (ξ ·K ·H(K) +N)2
− B · (K − 1) , (3.24)
and
C̄uSAR ≈ Ω(K,N, ξ), (3.25)
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where
Ω(K,N, ξ) =









B · π2 · (N − 1) · ξ2 ·K2




Proof. See Appendix B




































Figure 3.5: Average ergodic capacities for different resource allocation schemes
versus number of D2D pairs within the cell when N = 32, 64, 128, ξ = 20dB,
B = 15KHz
The numerical results of (3.21), (3.23), (3.24) and (3.25), are presented
in Fig. 3.5, regarding to different K and N , respectively. As we can clearly
see from the figure, (3.24), (3.25) serves as good approximation to (3.21),
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(3.23) when both K and N scales. From (3.24) and (3.25), C̄BSCRTOT scales
















. Therefore, it can be concluded
that SAR scheme always achieves higher ergodic sum capacity than BSCR
scheme, especially when K is large.
3.3 Sum Capacity under Multiple Sub-cell Struc-
ture
In contrast to the single sub-cell structure, the sum capacity of L sub-cells
CTOT is crucially affected by the inter D2D interference, as N subcarriers
are universally reused among D2D pairs within different sub-cells. Since the
sub-cell resource allocation is performed in each sub-cell without any prior
knowledge of inter D2D interference, the optimal number of sub-cells Lopt
becomes a vital tuning parameter to adjust the inter D2D interference between
different sub-cells. Particularly, as the inter D2D interference is determined
by the positions of all the D2D pairs within the cell, in this section, the
average ergodic sum capacity of L sub-cell structure over all possible D2D
pair locations is investigated by delving into the formation of the inter D2D
interference among different sub-cells, and the optimal number of sub-cells
L̂opt that can maximize the average ergodic sum capacity is discussed.
3.3.1 Performance Analysis
As mentioned in section 3.1, the K D2D pairs are assumed to be distributed
in the whole cell coverage according to a homogeneous PPP ΦA with density
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λA. With the proposed sub-cell division strategy, the D2D pairs within each
sub-cell Kl is then distributed as a PPP Φ
(l)
A with density λ
(l)
A = λA and the
number of D2D pairs in the sub-cell l is Poisson distributed with probability
mass function (pmf) shown as










For simplicity, letAkl be the location ofD2Dkl with polar coordinates (γkl , φkl),

























where gkl,n = hkl,n, as the transmit distance of D2Dk is considered to be one.
Note that under PPP assumption, there are occasions when a sub-cell has
no active D2D pair. Here, we denote active as the event of one sub-cell having
at least one D2D pair within its coverage, which has the probability





Since the sub-cells are geographic symmetrically divided within the cell,
the active sub-cell set, which contains sub-cells having at least one D2D pair,
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is denoted as Lactive, with |Lactive| = Lactive. The pmf of Lactive can be obtained
as




















For the purpose of illustration, the central sub-cell is assumed as the refer-
ence sub-cell lr without loss of generality, and one typical D2D pair randomly
located at Akr(γkr , φkr) within sub-cell lr is assumed as the reference D2D pair
D2Dkr . By combining (3.31) with (3.28), the average ergodic sum capacity




l · P(Lactive = l) · C̄r, (3.32)






















According to the sub-cell resource allocation, if one subcarrier is allocated
to D2Dkr , there must be one D2D pair D2Dkl′ from each active sub-cell in
Lactive except lr that reuses the same subcarrier, and thus introduces inter D2D
interference to D2Dkr . That is, there exist Lactive − 1 inter D2D interference
signals on each subcarrier that allocated to D2Dkr .
Since D2D pairs are independent and identical distributed, the inter D2D
interference at each subcarrier has the same distribution. Therefore, the inter
D2D interference in this section is specified for one subcarrier nr ∈ Nkr . It is
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shown in [82] that in a dense D2D deployed system, the cumulative inter D2D
interference signal can be modelled as a complex Gaussian random variable
with zero mean and variance Ivkr,nr , where





Pkl′ ,nr · dkr,kl′
−α, (3.34)
and Pkl′ ,nr is the transmit power of D2Dkl′ on subcarrier nr, dkr,kl′ is the
distance between D2Dkl′ to D2Dkr , which is determined by the locations of
both D2Dkl′ and D2Dkr .
Transmit power on subcarrier nr, Pkl,nr Similar to the single sub-cell






where Nkl is the number of allocated subcarriers to D2Dkl , and determined
by the single sub-cell resource allocation scheme.
As shown in Section 3.2.2, SAR scheme achieves near optimal ergodic sum
capacity in single sub-cell structure, hence it is considered to be adopted by
each active sub-cell in L sub-cell structure, and the pdf of Nkl′ is given by
(3.22).2 Note that Nkl is related to the number of D2D pairs Kl within the
active sub-cell l and the pmf of Kl′ can be further derived from (3.27) and
2For the purpose of illustration, SAR scheme is assumed in this section. However, the
analysis can be applied to any sub-cell resource allocation schemes in the same manner.
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(3.30), as















Pdf of dkr,kl′ Since the locations of the interference D2D pairs are ran-
dom, it is assumed that θkr interference D2D pairs of D2Dkr are uniformly
distributed over the cell except lr, and Appendix C shows that conditioned
on the location of D2Dkr , Akr(γkr , φkr), the cumulative distribution function
(cdf) Fdkr,kl′ |γkr
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, 0 ≤ x ≤ Rl. (3.39)
By substituting (3.34), (3.35) into (3.33), the average ergodic sum capacity




k · P(Kr = k|active)
∫ N
0






























ddr dh dn, (3.40)
where
















It is seen in (3.40) that multi-fold integral operation is required to obtain the
numerical results of (3.32), as the cumulative property of inter D2D interfer-
ence leads to 3 · (Lactive − 1) random variables.
Note that the transmit power Pkl′ ,nr is i.i.d. in (3.34), the cumulative inter
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where the equality holds when L
K
→∞, i.e., each D2D pair reuses N subcar-
riers universally.
As (3.37) is a piecewise function with complicated sub-domain functions,
(3.42) is difficult to tackle. Fortunately, it can be easily observed that when
D2Dkr located at the central of the lr, i.e. γkr = 0, the sub-domain of first
and third sub-functions of Fdkr,kl′






, Rl < x < R (3.43)










α · (R2 −R2l )
, R−α < x < R−αl (3.44)
which indicates that dkr,kl′
−α is a bounded Pareto-distributed random variable
when γkr = 0.
Theorem 2. Let Y =
∑N
n=1Xn, and r =
Y
max{X1,··· ,XN}
. If X1, · · · , Xn follow




, 1 < x < c, β > 0 (3.45)
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where Binc(·, ·, ·) is the incomplete beta-function.
Proof. See Appendix D.
By exploring the heavy-tailed property of bounded Pareto distribution,
the summation of (Lactive − 1) i.i.d. Pareto random variables can be further
simplified, as shown in Theorem 2. Therefore, the conditional cumulative




















2 , d∗kr denotes the smallest distance among the
distances of (Lactive − 1) inter D2D interference, and Ψ(α, u, Lactive) can be
seen as the offset parameter conditional on d∗kr , which is
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(x), Rl ≤ x ≤ R
(3.49)




mulative interference received at D2Dkr , I
v
kr,nr
, the average cumulative inter-














= ∞, since dkr,kl′ → 0 when γkr = Rl. Therefore, an upper
bound of the C̄TOT can be derived by using Ĩ
v
kr|{γkr=0}
in (3.47) as a lower
bound of the cumulative interference.
The upper bound of the C̄TOT can thus be obtained by substituting (3.47),




l · P(Lactive = l) ·
∞∑
kr=1
kr · P(Kr = kr|active) ·
∫ N
0






























dx dh dn (3.50)
Since the sub-cell resource allocation is independent with each other and
the fading channels among D2D pairs are i.i.d., the integrations and sum-
mations in (3.50) can be interchanged, and C̃uTOT can be further simplified
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3.3.2 Simulation Results and Discussions
In this sub-section, simulation results will be presented to demonstrate the
performance of the proposed resource allocation algorithm with sub-cell divi-
sion strategy by using Monte Carlo method with 104 sampling. As described
in Section 3.1, we assume that K users are distributed in a single circular
according to PPP, where each user is paired with a receiver located on its’
surrounding circle with unit radius. The cell radius is then considered to be
ten unit, according to the definition of proximity service in 3GPP [11,21]. It is
assumed that the bandwidth of each subcarrier B = 15 KHz and the transmit
power to noise ratio of each D2D pair, Pmax
σ2
, is 30dB.
Fig. 3.6 shows the simulation results of average ergodic sum capacity of
the cell under L sub-cell structure vary with the average number of D2D pairs
K̄. Also, the numerical results of C̄uTOT derived in (3.51) are shown in Fig.
3.6 as the upper bound of the average ergodic sum capacity.
Note that when K̄ increases, the total transmit power within the cell
increases linearly, as each D2D pair have individual transmit power Pmax.
Therefore, due to the combined effect of the multi-user diversity and the total
transmit power, the average ergodic sum capacity of the cell under fixed L
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Figure 3.6: Ergodic sum capacities versus K̄ with SAR-based sub-cell resource
allocation scheme, where α = 3 and N = 32.
sub-cell structure increases as K̄ increases. Moreover, it can be clearly seen in
Fig. 3.6 that the increasing slope of average ergodic sum capacity for different
L structures are not the same. For instance, the gap between L = 7 and
L = 19 increases when K̄ increases. A cross point is shown between L = 19
and L = 37 at K̄ = 28, which indicates that when K̄ < 28, the average
ergodic sum capacity of the system under L = 19 structure is larger than the
one under L = 37. This phenomenon is caused by the effects of subcarriers
being spatially reused in each active sub-cell and the accompanied cumulative
inter D2D interference. Specifically, when L increases, the number of active
sub-cells, Lactive increases according to (3.31). As N subcarriers are reused in
each active sub-cells, the frequency reuse factor increases as Lactive increases,
whereas in the mean time, average ergodic sum capacity is strongly limited by
the cumulative inter D2D interference, which is a function of Lactive, as shown
in (3.47). Therefore, it concludes that the optimal number of sub-cells L̂opt
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exists, which can maximize the average ergodic sum capacity of our proposed
resource allocation scheme. As the cross point of C̄uTOT matches the simulation
result in Fig. 3.6, (3.51) can be used to characterise the average system sum
capacity under different L structure.






























Figure 3.7: Average spectrum efficiencies versus number of subcells with SAR-
based sub-cell resource allocation scheme when α = 3 and N
K̄
= 1.
For a better view of the optimal number of sub-cells, L̂opt, Figs. 3.7 and 3.8
present the simulation results of the average spectral efficiency as a function
of number of sub-cells with various path loss exponents. Please note that the
simulation results for the system with number of subc-cells larger than 37 is
not achievable due to the extremely high complexity. The numerical result of
C̄uTOT
N ·B
is also shown as an upper bound of the average spectral efficiency, where
C̄uTOT is given in (3.51). To eliminate the effect of total transmit power to the
average spectral efficiency, the number of subcarriers N is set to be the same
value as K̄.
Since the CSI of interference channels between D2D pairs is not available at
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Simulation (2.50) Universal reuse
Number of sub-cells
Figure 3.8: Spectral efficiency versus number of subcells with SAR-based sub-
cell resource allocation scheme when α = 4 and N
K̄
= 1.
BS, without our proposed D2D sub-cell division strategy, the subcarriers are
either orthogonally assigned to all D2D pairs (refer to as orthogonal scheme) or
fully reused by all the D2D pairs (refer to as universal reuse scheme) in the cell.
The average spectral efficiency of both schemes are shown in Figs. 3.7 and 3.8
as the benchmarks to our proposed sub-cell division based resource allocation
schemes, respectively. Please note that the orthogonal resource allocation is
equivalent to the single sub-cell scenario in our proposed scheme, and the
numerical results of average spectral efficiency can be obtained via (3.25).
It can be seen from Figs. 3.7 and 3.8 that the average spectral efficiency
improves dramatically when L increases from one and concave down after
reach a certain value. This is consistent with Fig. 3.6 and the analysis that
there exists L̂opt to maximize the average spectral efficiency. Further, the
average spectral efficiency converge to the universal reuse results as L tent
to be infinity. The reason is that as L increases, Lactive will finally converge
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to the number of D2D pairs when L tent to be infinity. Furthermore, it is
noticeable that the gap between the optimal points to the universal reuse
results increases significantly as K̄ increases, which reveals that the average
spectral efficiency can be greatly improved with L̂opt obtained via (3.51) under
proposed resource allocation scheme in dense D2D scenarios (e.g. K̄ ≥ 10).
For sparse D2D scenarios (e.g. K̄ < 10), L̂opt can be approximated to 7 as
the gap between optimal value to the value of L = 7 is insignificant.
3.4 Summary
In this chapter, the resource allocation for cellular D2D underlaid OFDMA
system has been studied to maximize the average spectral efficiency. By tak-
ing the advantage of the spatial dispersive nature of D2D pairs, a simple, yet
effective resource allocation scheme was proposed with significantly reduced
CSI feedback compared to existing schemes. The theoretical analysis of system
sum capacity/spectral efficiency was then performed through in-depth study
of cumulative inter D2D interference. A tractable analytic expression of the
average ergodic sum capacity was derived. The simulations results corrobo-
rate the accuracy of the obtained optimal number of sub-cells, which increases
with number of D2D pairs. It also demonstrated that with small CSI feedback
needed, substantial capacity/spectral efficiency gains can be achieved by cel-
lular D2D communications with proposed resource allocation scheme. Finally,
it was suggested that seven clusters is enough to obtain near optimal spectral
efficiency for the practical system, where the number of D2D pairs in a single
cell is small (e.g. less than 10).
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Chapter 4
D2D Assisted Mobile Edge
Computing Networks
In this chapter, a novel use case for cellular assisted D2D communication,
D2D assisted MEC networks will be investigated. From the disciplines of
both mobile computing and wireless communications, an admission access
control scheme of D2D communication will be presented with the objective
of minimizing the overall energy consumption of computation-intensive and
latency-critical tasks at mobile devices.
This chapter is organized as follows. Section 4.1 describes the system
model of D2D assisted MEC network. Section 4.2 presents the infeasibility
problem and proposes a low complexity task allocation algorithm. The energy
minimization problem is studied with a supplementary algorithm developed
in section 4.3. Simulation results and discussions are given in Section 4.4,
followed by the conclusions in Section 4.5.
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Figure 4.1: System model of D2D assisted MEC network.
4.1 System Model and Preliminary Analysis
As shown in Fig. 4.1, we consider that there are N active UEs, denoted
by N = {1, 2, ..., N}, each of which has one computation-intensive task to
be executed. Let U = {U1, · · · , Ui, · · ·UN} denotes the set of tasks to be
executed at one time, where task Ui is assumed to be generated at UE i. For
any task Ui ∈ U , let Fi, Di, Ti,max denote the total number of the CPU cycles
to be computed, the data size of offloading package and the corresponding
time constraint of task Ui, respectively.
1
It is assumed that D2D communication is available between any two UEs in
the cell. As a result, each task can be offloaded either to the edge access point
1Note that Fi and Di are system parameters defined by the specific cloud computing
systems [83]. Without loss of generality, it is assumed that Di is a fixed value and Fi is a
uniformly distributed random variable in this chapter.
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(AP) located at centre of the cell or to any other UE via D2D communication.
The set of possible computing entities, including the edge AP and all the UEs
that each task can be allocated to, is defined asM = {0,N}, with |M| =M ,
where 0 is the index of the edge AP. ai,j, i ∈ N , j ∈M is defined as the task
indication parameter to show that whether the task from the UE i is allocated
to the computing entities j. Thus, one has
ai,j ∈ {0, 1}, ∀i ∈ N , ∀j ∈M, (4.1)
where ai,j = 1 denotes that the UE i decides to allocate its task Ui to the
computing entity j, otherwise task Ui is not allocated to the computing entity
j. As each task can only be executed in one computing entity or may not be
able to be completed anywhere due to lack of communication or computation
resources, it can be easily obtained that
∑
j∈M
ai,j ≤ 1, ∀i ∈ N . (4.2)
4.1.1 Energy Consumption for Task Execution
In this chapter, it is considered that the computing resource of computing
entity j is denoted as fj. Multiple tasks can be executed at one computing




ai,j · fi,j ≤ fj, ∀j ∈M, (4.3)
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where fi,j denotes the allocated computing resource for task Ui at computing
entity j.
The execution time of task Ui at computing entity j, T
C





, ∀i ∈ N , ∀j ∈M, (4.4)






νj−1Fi, ∀i ∈ N , ∀j ∈M, (4.5)
where pCi,j is the execution power of task Ui with allocated computing resource
fi,j. κi > 0 is the effective switched capacitance and νj ≥ 2 is the positive
constant.
4.1.2 Energy Consumption for Task Offloading
Note that task Ui is not offloaded if ai,i = 1, ∀i ∈ N , since UE i executes
its own task. If UE i decides to offload its task Ui to computing entity j
where j ∈ M \ i, the task data Di has to be transmitted to the destination
computing entity j. By assuming that the transmit power of each device is
fixed to pTr, the data rate, ri,j, can be obtained as







, ∀i ∈ N , ∀j ∈M \ i, (4.6)




2. Here, hi,j is small-scale fading with hi,j ∼ CN (0, 1), di,j
is the distance between UE i and computing entity j and α is the path-loss
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exponent. σ2 describes the additive white Gaussian noise which is assumed
to be distributed as CN (0, σ2). Note that dedicated spectrum with fixed
bandwidth, B, is assumed to be allocated to each UE for task offloading, and







∀i ∈ N , j ∈M \ i;
0 ∀i ∈ N , i = j.
(4.7)
The transmission energy consumption of offloading task Ui can be then ob-
tained as
ETri,j = p
Tr · T Tri,j , ∀i ∈ N , j ∈M. (4.8)
The energy consumption of each executed task consists of computation en-
ergy consumption and offloading energy consumption. Thus, the total energy

















j∈M ai,j = 0,
the minimum energy consumption can be achieved, with Etot = 0, and the
problem becomes trivial. Moreover, due to the limited computing resource
of each entity, one latency-critical task may not be successfully completed
under D2D assisted edge cloud offloading network. Therefore, in this chapter,
we focus on the energy minimization problem while achieving the maximum
number of feasible task under D2D assisted edge cloud offloading networks.
For the sake of clarity, a two-stage optimization problem is formulated, which
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contains the initial feasibility problem and the energy minimization problem.
4.2 Initial Feasibility Problem
4.2.1 Problem Formulation and Analysis
At the first stage, we aim to maximize the number of tasks which can be
successfully completed, either through offloading to other UEs, the cloud or


















≤ Ti,max, ∀i ∈ N , (4.10)
where (4.10) follows the constraints that each task Ui is delay-sensitive and
needs to be finished within Ti,max.
Since (4.2) indicates that each task can be assigned to one computing
entity at most, the time constraint of each task can be replaced by the com-
puting resource requirement of each task at each computing entity, fi,j, by
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where fmini,j denotes the minimum computing resource requirement of task Ui
at computing entity j.
It can be easily seen that the equality of (4.11) holds for the optimal
solution of P1. Therefore, the optimal solution of P1 can be shown as





Since it is not possible to allocate negative computing resource, f ∗i,j needs
to be positive value. That is, a∗i,j = 0 when f
min
i,j ≤ 0. Therefore, by combining








Subject to : (4.1), (4.2);
∑
i∈N
fmini,j · ai,j ≤ fj, ∀j ∈M; (4.13)
ai,j = 0, if f
min
i,j ≤ 0, ∀i ∈ N , j ∈M. (4.14)
The optimization problem P2 reduces to a multiple knapsack problem,
when fmini,j is the same for task Ui at all the computing entities. Since the
multiple knapsack problem is NP-hard and P2 is at least as hard as the
multiple knapsack problem, there is no computational efficient approach to
solve P2 optimally. Therefore, a low-complexity task selection algorithm is
developed in next subsection.
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4.2.2 Algorithm Design
As discussed in the previous subsection, the offloading cost for task Ui to
computing entity j would lead to different minimum computing resource re-
quirement, fmini,j , and the offloading cost for task Ui to computing entity j
is only related to the offloading channel between computing entity i and j,
gi,j. Since UEs are assumed to be independently and identically distributed
(i.i.d.) within the cell and dedicated spectrum is allocated for each possible
offloading transmission, the offloading costs are independent with each other.
That is, fmini,j will not be affected by the task allocation result. However, each
computing entity has limited amount of avaliable computing resource, fj, as
shown in (4.13). To illustrate the effect of (4.13) and (4.14), we therefore








if fmini,j > 0;
∞ otherwise,
(4.15)
where f ′j denotes the current avaliable computing resource for entity j.
Based on the defined auxiliary variable ∆fi,j, an iterative task allocation
(ITA) algorithm can be provided to solve P2. The main idea is to allocate
N tasks through N iterations, as each task can only be allocated to one com-
puting entity. During iteration k, task Ui∗ is allocated to computing entity j
∗
and ai∗,j∗ = 1, where (i
∗, j∗) = argmin[∆fi,j](N−k+1)×M and [∆fi,j](N−k+1)×M
denotes the auxiliary weight variable matrix for the remaining N−k+1 tasks
at M computing entities. After iteration k, {∆fi,j∗ : ∀i ∈ N \ i
∗} needs to be
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updated according to (4.15), where
f ′j∗ = fj∗ −
∑
i∈N
fmini,j∗ · ai,j∗ . (4.16)
Algorithm 2 Iterative Task Allocation (ITA) algorithm
1: Initialization: Iterative indicator k=1, the maximum number of iter-
ations as N . Set the task allocation indicator matrix [ai,j]N×M = 0,
calculate [fmini,j ]N×M according to (4.11), [∆fi,j]
(0)
N×M according to (4.15) .
2: if k < N and min[∆fi,j]
(k)
(N−k)×M < 1 then
3: Based on [∆fi,j]
(k−1)
(N−k+1)×M , calculate U
(k−1)
q .




,then search for (q∗, j∗) = argmin[∆fq,j]
(k)
|Uq |×M
and set aq∗,j∗ ← 1
6: else
7: according to [∆fi,j]
(k−1)


















Note that during the iterative process, there might exist some special tasks,
which have only one feasible entity, so called exclusive tasks. Specifically,
since the mobile UEs are randomly distributed in the system, the number of
available computing entity for each task is different due to its’ location and
the individual time constraint (4.10). The exclusive task can only be process
at one idle entity, which fulfils its’ time constraint. Therefore, to maximize
the number of feasible tasks, we propose to give priority to the exclusive task
set, denoted by Uq ⊆ U . That is, if Uq 6= ∅ at the beginning of iteration k, then
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one of the exclusive task Uq∗ needs to be allocated to entity j
∗ at iteration k
and aq∗,j∗ = 1, where (q
∗, j∗) = argmin[∆fq,j]|Uq |×M .
It can be easily seen that after N iterations at most, the iterative task al-
location (ITA) algorithm converges, and the task allocation matrix [a
(p1)
i,j ]N×M
can be obtained and the ITA algorithm is summarized in Algorithm 2.
4.3 Energy Minimization Problem
In this section, we focus on investigating the energy minimization problem
while maintaining the maximum number of feasible tasks achieved by solving
the initial feasibility problem.
4.3.1 Problem Formulation
As discussed in section III, minimum computing resource requirement of task
Ui at computing entity j, f
min
i,j , can be obtained from its individual time con-
straint. Note that the offloading energy consumption, ETri,j , is determined by
the task allocation, and the computation energy consumption ECi,j is propor-
tional to the allocated computing resource fi,j. Thus, by substituting (4.11)
into (4.9), a lower bound of the total energy consumption can be expressed as
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ai,j = |UF | , (4.18)
where UF denotes the largest feasible task set and |·| denotes the cardinality
of the set.
In general, with any given feasible task set UF , (4.2) and (4.18) can be
integrated into one constraint, shown as
∑
j∈M
ai,j = 1, ∀i ∈ UF , (4.19)
and P3 with given feasible task set UF , can be seen as a typical general
assignment problem, which is NP-hard. Therefore, a low complexity energy
minimization algorithm is developed in the following subsection.
4.3.2 Algorithm Design
Based on the feasible task allocation matrix, [a
(p1)
i,j ]N×M , obtained via ITA





1, ∀Uf ∈ U}. For each task Uf , it can be seen from (4.11) that with known
data rate between entity f and entity j, rf,j, f
min
f,j is a deterministic parameter,
which monotonically decreases as rf,j increases.
Moreover, (4.5) shows that ECi,j is a monotonically increasing function of
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fmini,j , as (νj − 1) is always larger than 1. Therefore, it can be easily observed
that for one feasible task Uf , the energy consumption at the feasible entity




f,j, increases with f
min
f,j . That is, according to (4.17), Ẽtot
becomes larger when the entity j with a larger fminf,j is chosen. Note that Ef
is feasible only when fmini,j > 0, as shown in (4.14).
Based on the above analysis, an iterative switching task (IST) algorithm
is then proposed to minimize the energy consumption of the largest feasible
task set U (p1)F .
Specifically, the switching operation is the switching of each task Ui from
entity j, with a
(p1)
i,j = 1, to entity j
′. There are two necessary conditions
need to be satisfied to form a possible switching pair (j, j′) for task Ui: (1)
fmini,j′ < f
min
i,j ; and (2) entity j
′ must have enough computing resource left to
fulfil fmini,j′ . That is,










where fRej′ denotes the residual computing resource at the computing entity
j′, ∀j′ ∈M.
For each task Uf ∈ U
(p1)
F , if there exists multiple entities to pair with
entity j, denoted by {j′o : o = 1, · · · , O}, that satisfy the condition of the
switching operation, task Uf is assigned to entity j
∗ with the minimum fminf,j′o ,









∣ iterations, the task allocation matrix [ai,j]N×M can be ob-
tained. However, since only one task is checked for the switching operation
at one iteration, if switching operation for task Uk is done at iteration k, the
previous k− 1 tasks might also have available switching pairs since the resid-
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ual computing resource for the two switched entities changed. Therefore, an









iterations. The IST algorithm is summarized in Algorithm 3.
Algorithm 3 Iterative Switching Task (IST) algorithm
1: Initialization: Outer iteration number ot = 1. Set the task allocation in-
dicator matrix [a
(1)
i,j ]N×M = [a
(p1)





3: Set task iterative number k = 1, number of switching operationsNs = 0,










5: Calculate the residual computing resource for each entity j ∈ M,
{fRej }
(k−1). For Uk ∈ U
(p1)




6: while fmink,jk 6= min f
min
k,j do




9: k ← k + 1 ;









11: ot← ot+ 1;
12: until Ns 6= 0
13: Output [a
(p3)




In this section, simulation results are presented to show the benefits of D2D
assisted MEC networks and evaluate the performance of the proposed al-
gorithms. It is assumed that N UEs are uniformly i.i.d. in the cell with
radius 100 meters and the edge AP is located at the centre of the cell.
The edge cloud AP is assumed to have f0 = 20GHz computing capabil-
ity. Each user has random computing capability fj varying from 0GHz to
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Figure 4.2: Executed task ratio versus the number of tasks in traditional MEC
networks and D2D assisted MEC networks with various admission algorithms.
10GHz, for all j ∈ {1, · · · , N} and the transmit power is fixed at 10−3 watt.
Each user randomly generates one required task with Di = 1, ∀i ∈ N , and
Ti,max = 1, ∀i ∈ N .
2 The required CPU cycles Fi is randomly distributed
between 0GHz to 10GHz. Rayleigh small scale fading is assumed with zero
mean and unit variance.
4.4.1 Maximum Executed Task Ratio δ
Fig. 4.2 presents the executed task ratio, defined as δ = |UF |
N
, in MEC net-
works and D2D assisted MEC networks. The maximum executed task ratio of
traditional MEC networks and D2D assisted MEC (D2D-MEC) networks are
obtained by using the exhaustive search method. Specifically, each task can
2The data size of the offloading package Di depends on the specific system framework
in mobile cloud computing networks [83]. For the sake of simplicity, Di is fixed to one in
the simulation. However, Di can be set to any non-specific value.
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be executed by the original UE or the edge AP for traditional MEC networks,
otherwise the task cannot be accomplished. By exhaustive search through δ
of all the possible 3N combinations for N tasks, the maximum executed task
ratio of traditional MEC networks is obtained. Similarly, the maximum task
executed ratio of the D2D assisted MEC networks is obtained by exhaustive
search through δ of all the possible NN+2 combinations as each task have
(N + 2) process options. As the exhaustive search method has computation
complexity of O(NN+2) for D2D assisted MEC networks and O(3N) for MEC
networks, the simulation results are obtained up to N = 9 for MEC networks
and up to N = 6 for D2D assisted MEC networks. It is shown in Fig. 4.2
that ITA algorithm can achieve nearly the same executed task ratio as the
optimal exhaustive search. It is clearly shown that with the assistance of D2D
communication, the executed ratio converges gently to 81% when N = 20. By
contrast, the executed ratio rapidly drops to 74% in traditional MEC network
when N = 9.
It can be foreseen that in dense user scenario, although the computing
resource of AP is much more than that of an individual UE, it cannot fulfil
the large quantity of offloading requests. The executed task ratio will converge
to 50% in traditional MEC network once the AP is fully occupied. This is
because the computing capability of any UE j, fj, and computing requirement
of each task Fi are uniformly distributed with the same mean and variance. By
contrast, in D2D assisted MEC network, the executed task ratio is much higher
than that in the traditional MEC network. In fact, it is almost converges to








































Figure 4.3: Energy consumption per executed task versus the number of tasks
in D2D assisted MEC networks.
4.4.2 Energy Consumption per Executed Task
Fig. 4.3 presents the energy consumption per executed task as a function of
the number of tasks in D2D assisted MEC networks. In general, it can be seen
that the simulation results of ITA+IST decreases dramatically from 0.318 J
at N = 2 to 0.203 J at N = 20. It indicates that the energy consumption per
executed task can be reduced significantly in D2D assisted MEC networks,
especially in dense user scenario. The increment of energy consumption from
N = 1 to N = 2 is due to the fact that more power is desired in D2D assisted
MEC as more task can be executed. However, this effect will be mitigated as
the number of users increases. The optimal energy consumption results are
obtained via exhaustive search from N = 1 to N = 6. It is shown that with
the supplementary IST algorithm adopted after ITA algorithm, the energy
consumption is greatly reduced and close to the optimal results when the
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Figure 4.4: Task offloading percentage of different computing entities versus
the number of tasks.
number of tasks is small. It is also shown in Fig. 4.3 that the performance of
ITA algorithm converges to ITA+IST algorithms in dense user scenario. This
is because when the number of tasks increases, almost full system computing
resource is utilized, leading to little margin for further energy optimization.
Fig. 4(a-b) show the offloading percentage among different computing en-
tities for both algorithms. It can be clearly seen that most tasks are offloaded
to AP when the number of tasks is small in ITA algorithm. This is due to
the fact that AP has much more computing resource than individual UEs.
However, the IST algorithm revises the energy-inefficient allocations by let-
ting more UEs compute their own generated tasks. Moreover, in dense user
scenario, less than 10% of total tasks are offloaded to AP, implying that only
some extremely computation-intensive tasks which cannot be handled by D2D




In this chapter, the task infeasibility problem and the energy minimization
problem in D2D assisted MEC network are investigated. Specifically, a low-
complexity ITA algorithm is provided for maximizing the number of executed
tasks with the latency constraint of each individual task and the computing
resource constraint of each computing entity. A supplementary IST algorithm
is then developed for global energy minimization. Simulation results show that
combining ITA and IST algorithms can achieve near-optimal performance by
comparing with the optimal exhaustive search method. Moreover, it is further
shown that the D2D assisted MEC network achieves higher executed task ratio
than the traditional MEC network, and the energy consumption for executing
each task is significantly reduced, especially in dense user scenarios.
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Conclusion and Future Work
5.1 Conclusion
The future mobile communication systems are expected to support various
kinds of services for massive instant user devices. With centralized resource
management of cellular networks, D2D communication can effectively utilize
the ever increasing user density to achieve significant performance gains and
is one of the key technologies for user-centric communications. However, the
heterogeneity and complexity of the resource management brings severe chal-
lenges to both the theoretical evaluation and practical realization of D2D
underlaid cellular network.
In this thesis, we demonstrated that the cellular assisted D2D communi-
cation can significantly improve the system performance with low complexity
and practical resource management, and it has substantial value to the user
centric networks, such as MEC networks, as the basic underlying component.
Specifically, the resource management of cellular assisted D2D communication
has been investigated in two aspects: 1) the resource allocation and perfor-
mance analysis of cellular assisted D2D communication, and 2) the admission
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access control in D2D assisted MEC networks.
In Chapter 3, a simple resource allocation scheme for cellular assisted D2D
communication was proposed with significantly reduced CSI feedback compare
to existing schemes. Specifically, the resource allocation was formed by the
geography based sub-cell division strategy and sub-cell resource allocation.
By in-depth study of inter D2D interference, a tractable analytical expression
of average sum capacity for cellular D2D communication was firstly derived
to show that D2D communication can greatly improve the spectral efficiency,
especially in dense D2D user environments.
With the coordination of cellular network, D2D communication can be uti-
lized to improve the performance of MEC network, which is a typical user cen-
tric network. In conventional MEC networks, a large potion of computation-
intensive and latency-critical tasks cannot be supported, which affects the
QoE greatly, especially for cell-edge users. To tackle this issue, Chapter 4
suggested that some tasks can be offloaded to the nearby devices via cellular
assisted D2D communication. The admission access control of D2D commu-
nication should thus follow the disciplines from both mobile computing and
wireless communication. It was shown that with optimized admission access
control, both the number of infeasible tasks and the energy consumption per
task can be reduced significantly.
5.2 Future Work
The work in this thesis only provides a starting point. As resource allocation
of cellular assisted D2D communication was well studied in Chapter 3, it
can be extended to the D2D communication underlaid cellular networks in
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the future. That is, the resource allocation for both D2D pairs and cellular
users can be jointly considered with the admission access control of D2D
communications. In Section 3.1, the number of D2D pairs and the dedicated
licensed spectrum allocated for D2D communications were assumed to be fixed
system parameters and the cellular users were not considered. However, due
to the heterogeneity of D2D communication, the resource allocation between
cellular users and D2D pairs can be jointly optimized in D2D communication
underlaid cellular networks with fixed total number of users within the cell.
Moreover, as resource allocation of D2D communication for a single cell is
investigated, how to expand the proposed resource allocation scheme to the
multiple cell scenario is another interesting topic.
In the second part of this thesis, the admission access control of D2D
assisted MEC networks was investigated by assuming that at most one dedi-
cated subcarrier is allocated to one user for the task offloading. How to further
optimize the resource allocation and admission access control design of D2D
assisted MEC networks with spectral reuse to improve system performance is
an interesting topic that deserves much attention in future study.
Finally, with the interference analysis in Section 3.3, the data rate and the
access distance of D2D pairs can be characterized in the future studies to define
the proximity requirements of cellular assisted D2D communications. The
proximity requirements may serve as a key parameter for designing distributed





Since the small-scale channel fading factors are i.i.d. for all K D2D pairs, the
mean value of Nk is
N
K
. As Nk is a discrete value, it is difficult to obtain the
explicit probability mass function (pmf). By relaxing Nk into a continuous
variable Ñk, the gamma distribution can be used to approximate the pdf of
Nk, with the shape parameter approximated by N and the rate parameter







xN−1 · e−K·x ·KN
Γ(N)
. (A.1)
In order to show the accuracy of the approximation, the pmf of Nk under
105 subcarrier assignment results with SAR-based resource allocation scheme
were shown in Fig. A.1, compared with the numerical result of (A.1). It can
be seen that given the number of D2D pairs K = 4, when the total number of
subcarriers is relatively large, e.g. larger than 40, the approximated Gamma
distribution for Ñk is very close to the practical simulation results of Nk. This
is due to the fact that gamma function is continuous while the Nk is a positive





Appendix A Validation of (3.22)

























Figure A.1: The probability of number of allocated subcarriers per D2D pair
when Pmax
σ2
= 20dB, K = 4
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Appendix B
Proof of Theorem 1
From the pdf of the best subchannel’s channel fading factor |hk,nk |
2 in (3.19),
the mean and variance of |hk,nk |


































is the harmonic number with its asyptotic
limit γ + log(K) and γ ≈ 0.5772156649 is the Euler-Mascheroni constant.
ψ(1)(z) is the polygamma function of order 1. According to Taylor’s theory,
the analytic function of (3.18) centred at C̄TOT (µh∗) is shown as
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Figure B.1: The pdf of g(|hk,nk |
2) versus |hk,nk |
2. ξ = 20dB, N = 10 and
K = 10.








Based on the pdf of |hk,nk |
2 given by (20), the pdf of g(|hk,nk |
2) can be ex-
pressed as
fg(|hk,nk |2)(x) =













From Fig. B.1, it can be seen that the pdf of g(|hk,nk |
2) is approximately
symmetric centred at g(µh∗). Thus, (B.3) can be approximated by second-
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order Taylor’s polynomial, which is































Similarly, as the pmf of Nk for BSCR-based sub-cell resource allocation
schemes given in (3.20) is a symmetric function, C̄TOT can be approximated
by the second-order Taylor’s polynomial centred at C̄TOT (E [Nk]). The average
ergodic capacity for BSCR-based sub-cell resource allocation scheme can be
shown as












































After some manipulation, the closed form of C̄BSCR can be expressed as







B · π2 · ξ2
12 · log(2) · (ξ ·KH(K) +N)2
− B · (K − 1) ·
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where b = ξ ·K · H(K) and c = π
2
6H(K)2
. Since b ≥ 1 and it is monotonically
increasing with K, we have ∆ ≈ 1. Thus, the last term of (B.9) can be
approximated to B · (K − 1) and (3.24) can be obtained.
For SAR resource allocation scheme, since Ñk follows Gamma distribution,
the reciprocal random variable a = 1
Ñk







. C̄uSAR can be then approximated by the
second-order Taylor’s polynomial centred at C̄uSAR(E [a]), given by














log2 (1 + ξ · µh∗ · x)−
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ξ2 · x2






After some manipulation, the closed form of C̄uSAR can then be derived as
C̄uSAR =









B · π2 · (N − 1) · ξ2 ·K2
12 · log(2) · (ξ ·K ·H(K) +N − 1)2
−
B · (N − 1)
2 log(2)(N − 2)
·




where d = ξ·K·H(K)
N−1
. For the sake of simplicity, the last term of (B.12) can




Derivation of (3.37) and (3.38)
It is assumed that D2D pairs are distributed over a circular cell with radius
R according to a homogeneous PPP ΦA. Conditioned on the number of D2D
pairs within each sub-cell, the D2D pairs are independently and uniformly
distributed within each sub-cell. For D2Dkr within reference sub-cell lr, the
intra-cell interference is from the area between the boundary of central sub-
cell circle Or and the cell Oc. Therefore, the distance of interference link dkr,kl′






where Soverlap is shown in Fig. C.1, which is the shaded intersection area of
the circle OA with center A, radius x and the annulus interference area.
As shown in the figure, Soverlap is a discontinuous function regarding the





πx2 − Sl Rl − γkr < x ≤ Rl + γkr
πx2 − πR2l Rl + γkr < x ≤ R− γkr
Sc − πR
2
l R− γkr < x ≤ R + γkr
(C.2)
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Figure C.1: Graphic illustration of Soverlap.
where Sl and Sc are the intersection areas of circle OA and circle Or and the
intersection area of circle OA and circle Oc, respectively. According to [85],
















r + x+ y
2
(













Therefore, we have Sl = Sinter(Rl) and Sc = Sinter(R). (3.37) can be then
obtained by combining (C.1)-(C.3).
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Proof of Theorem 2
As X1, · · · , XN are i.i.d., the expectation of r was derived in Appendix B
of [86] as
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where G(A) can be further simplified by applying integration by parts, as



















where Binc(x, a, b) =
∫ x
0
ta−1(1 − t)b−1dt is the incomplete Beta function. Fi-
nally, (3.46) can be obtained by combining (D.3) and (D.4).
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