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Abstract
Let a and b be two integers such that 2 ≤ a < b. In this article we define the notion of
(a, b)-Koszul algebra as a generalization of N-Koszul algebras. We also exhibit examples and
we provide a minimal graded projective resolution of the algebra A considered as A-bimodule,
which allows us to compute the Hochschild homology groups for some examples of (a, b)-Koszul
algebras.
Mathematical subject codes: 16E05, 16E30, 16E40, 16S37, 16W50.
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1
1 Introduction
The definition of Koszul algebras was given by S. Priddy [P] in 1970, motivated by an article
published by Koszul in the 50s [K]. The study of these algebras and their generalizations has been
developed in the last years because of their applications in algebraic geometry, Lie theory, quantum
groups, algebraic topology and combinatorics (see for instance [BGS2, F, HL]). Berger defined the
notion of N -Koszul algebra in his article [B2], see also [BG]. The condition of being N -Koszul
is also described in [GMMZ], where the authors study quotients of tensor algebras over copies of
the base field by an ideal generated by homogeneous elements of degree N . Moreover, similarities
among the notions of Koszul algebras and N -Koszul algebras have been proved (see for example
[B2, GMMZ, BG, FV]). However, the N -homogeneity condition of the relations is the cause of
various problems. In particular, the class of N -Koszul algebras, for N > 2, is not closed under
graded O¨re extensions, normal regular extensions or tensor products. It is then natural to generalize
the definition of N -Koszul algebras to algebras A = T (V )/I where V is a finite dimensional vector
space and I is an ideal generated by homogeneous elements of two different degrees.
The contents of the article are as follows. We start by recalling in Section §2 well-known defini-
tions and results about graded modules and we prove some technical lemmas.
In Section §3 we construct a minimal graded projective resolution of the trivial A-module k for A
an (a, b)-homogeneous algebra and we study in detail the kernels of the morphisms of this resolution.
Section §4 is devoted to the definition of (a, b)-Koszul algebras and to find equivalent conditions
to this definition. Some of these conditions are related to distributive lattices. We generalize the
notion of distributive triples to multidistributive tuples. We define the opposite algebra A◦ and the
Koszul dual A! of an (a, b)-homogeneous algebra A, next we prove that A◦ is (a, b)-Koszul if and
only if A is. However, this is not the case for A!.
In [CS], the authors define the algebras K2 as a possible generalization of N -Koszul algebras.
The (a, b)-Koszul algebras are related to the K2 algebras (see [R]).
Notice also that the notion of (a, b)-Koszul algebra is different from the (p, q)-Koszul rings in
[BBK].
The aim of Section §5 is to give several examples of (a, b)-Koszul algebras.
In Section §6 we construct a minimal A-bimodule resolution of an (a, b)-Koszul algebra. This
resolution allows the computation of the Hochschild homology groups of the algebra; in fact, we
compute the dimensions of the k-vector spaces HHi(A) for some (a, b)-Koszul algebras A.
Finally, in Section §7 we exhibit an algorithm using [WM] needed for the computations of the
previous section.
Throughout this article, k will denote a field, V a finite dimensional k-vector space, A an aug-
mented associative Z-graded k-algebra with unit and I a two-sided ideal of A generated by homo-
geneous elements of degrees a and b such that 2 ≤ a < b. We will denote the vector space V ⊗n
by V (n) and an elementary tensor v1 ⊗ · · · ⊗ vn ∈ V
(n) by v1 · · · vn. By “module” we will mean a
Z-graded left A-module, unless the contrary is stated.
2 Preliminaries and basic properties
Given an algebra A =
⊕
m∈ZAm, a Z-graded left A-module M =
⊕
n∈ZMn is a Z-graded k-vector
space such that AmMn ⊆Mn+m. We will denote by A-grMod the abelian category of Z-graded left
A-modules, where the morphisms are the A-linear maps preserving the grading. The A-module M
is said to be left bounded if there exists an integer m such that Mn = 0 for all n < m. The graded
left A-modules which are left bounded form a full subcategory of A-grMod.
2
Suppose that there exists a morphism of graded k-algebras ε : A→ k such that ε(1) = 1. Then,
it induces a left A-module structure on k such that aλ := ε(a)λ with a ∈ A and λ ∈ k.
Given l ∈ Z and M ∈ A-grMod, its shift M [l] is defined by (M [l])n = Mn+l for all n ∈ Z.
The A-module M is said to be graded-free if it has a basis of homogeneous elements. If M is left
bounded, then it is graded-free if and only if it is isomorphic to a direct sum of shifts A[−li], where
the subset of Z formed by the degrees li is left bounded.
We next recall without proof some well-known results concerning the category A-grMod.
Proposition 2.1 [B2, C] An object M in A-grMod is projective if and only if it is graded-free.
Definition 2.2 [B4, C] A surjective morphism f : M → M ′ in A-grMod is called essential if for
each morphism g : N →M in A-grMod such that f ◦ g is surjective, then g is also surjective.
Definition 2.3 [B4] Let M be an object in A-grMod. A projective cover of M is a pair (P, f)
such that P ∈ A-grMod is projective and f : P →M is an essential surjective morphism.
Proposition 2.4 [C] Every Z-graded A-module M has a projective cover, which is unique up to
isomorphism.
Proposition 2.5 [B2, C, Graded version of the Nakayama Lemma] Let M be a Z-graded left A-
module such that Mn = 0 for all n < 0. If k ⊗A M = 0 then M is also zero.
We introduce the following definition that will be used throughout this article.
Definition 2.6 An object M in A-grMod is called s-concentrated (respectively s-pure) in degrees
l1, · · · , ls if there exist non-negative integers l1 < · · · < ls with M = Ml1 ⊕ · · · ⊕Mls (respectively
M = AMl1 + · · ·+AMls).
Remark 2.7 If s = 1 we simply say that M is a concentrated (respectively pure) module (cf. [B2]).
Remark 2.8 In [GMMZ] the authors say that a graded module M which is pure in degrees l1, · · · , ls
is generated in degrees l1, · · · , ls.
In both cases, the integers l1, · · · , ls such that Ml1 , · · · ,Mls are nonzero are uniquely determined
wheneverM is a nontrivial module. It is evident that every module which is s-concentrated in degrees
l1, · · · , ls is s-pure in degrees l1, · · · , ls. Moreover, every module s-concentrated in degrees l1, · · · , ls
is isomorphic to a direct sum of shifts k[−l1] ⊕ · · · ⊕ k[−ls] that will be denoted k[−l1, · · · ,−ls].
On the other hand, given M in A-grMod which is s-pure in degrees l1, · · · , ls, it is isomorphic to a
direct sum of shifts A[−l1, · · · ,−ls] and so isomorphic to (A⊗k Ml1)⊕ · · · ⊕ (A⊗k Mls) where Mli
is concentrated in degree li.
We note that simple graded modules are isomorphic to k[−l], so every s-concentrated module is
semisimple.
Proposition 2.9 Let f ∈ HomA-grMod(M,M
′) be surjective. If M is s-pure in degrees l1, · · · , ls,
then M ′ is also s-pure in degrees l1, · · · , ls. Moreover, f is essential if and only if the induced
morphisms fli :Mli →M
′
li
are bijective for 1 ≤ i ≤ s.
Proof. Let m′ ∈M ′ and m ∈M be such that f(m) = m′. Since M is s-pure in degrees l1, · · · , ls,
there exist ai ∈ A and mi ∈ Mli for 1 ≤ i ≤ s such that m = a1m1 + · · · + asms. Therefore,
m′ = a1f(m1) + · · ·+ asf(ms) where f(mi) ∈M
′
li
. Thus, M ′ is s-pure in degrees l1, · · · , ls.
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The Nakayama Lemma in the graded category says that f is essential if and only if the induced
k-linear map
f : k ⊗A M −→ k ⊗A M
′
is bijective. However, since M and M ′ are s-pure then k ⊗A M and k ⊗A M
′ are canonically
isomorphic to k⊗Ml1 + · · ·+k⊗Mls and k⊗M
′
l1
+ · · ·+k⊗M ′ls respectively. Thus, the restrictions
to each degree of f become fli :Mli →M
′
li
for 1 ≤ i ≤ s. 
Next, we state three easy technical lemmas concerning k-vector spaces that will be very useful
in the sequel.
Lemma 2.10 Let V be a nonzero finite dimensional k-vector space and let W ⊆ V (n) be a subspace.
If there exists m > 0 such that V (m) ⊗W = 0, then W = 0.
Proof. Let dim V = s 6= 0. Then, dimV (m) = ms and dim(V (m) ⊗W ) = ms dimW . If there
exists m > 0 such that V (m) ⊗W = 0 then ms dimW = 0. Hence, dimW = 0. 
From now on we fix a basis B = {v1, · · · , vs} of the k-vector space V .
Lemma 2.11 Let W be a subspace of V (n) and
∑
i λizi ⊗ xi a nonzero element of W ⊗ V
(m),
where λi ∈ k, zi ∈ W and xi =
∑
j=(j1,··· ,jm)
µijvj1 · · · vjm with µ
i
j ∈ k and vjt ∈ B. Then∑
i,j=(j1,··· ,jm)
λiµ
i
jzi ∈ W .
Proof. Let f : V (m) → k be the linear map such that f(vi1 · · · vim) = 1 for all vih ∈ B. Then∑
i,j=(j1,··· ,jm)
λiµ
i
jzi is the image of
∑
i,j=(j1,··· ,jm)
λizi ⊗ xi by 1W ⊗ f . 
Take now A = T (V )/I.
Lemma 2.12 Given x =
∑
i=(i1,··· ,in)
λivi1 · · · vin−1 ⊗ vin ∈ In−1 ⊗ V , with λi ∈ k and vij ∈ B
(1 ≤ j ≤ n), suppose that if i 6= i′, then vin 6= vi′n . Therefore, λivi1 · · · vin−1 ∈ In−1 for all
i = (i1, · · · , in).
Proof. By Lemma 2.11, we get that
∑
i=(i1,··· ,in)
λivi1 · · · vin−1 ∈ In−1.
We fix a term h = (h1, · · · , hn) and consider y = (
∑
i=(i1,··· ,in)
λivi1 · · · vin−1)⊗ vhn ∈ In−1 ⊗ V .
Then
x− y =
∑
i=(i1,··· ,in)
(i1,··· ,in) 6=(h1,··· ,hn)
(λivi1 · · · vin−1)⊗ (vin − vhn) ∈ In−1 ⊗ V
and it is nonzero. Therefore, ∑
i=(i1,··· ,in)
(i1,··· ,in) 6=(h1,··· ,hn)
λivi1 · · · vin−1 ∈ In−1.
Thus, ∑
i=(i1,··· ,in)
λivi1 · · · vin−1 −
∑
i=(i1,··· ,in)
(i1,··· ,in) 6=(h1,··· ,hn)
λivi1 · · · vin−1 = λhvh1 · · · vhn−1 ∈ In−1.
Since h is arbitrary, the result follows. 
Remark 2.13 Consider a nonzero element x =
∑
i=(i1,··· ,in)
λivi1 · · · vin−1 ⊗ vin ∈ In−1 ⊗ V and
suppose that there exist i and i′ such that i 6= i′ and vin = vi′n . Reordering the sum, we may see that
x =
∑s
t=1(
∑
{i/vin=vt}
λivi1 · · · vin−1) ⊗ vt. By Lemma 2.12,
∑
{i/vin=vt}
λivi1 · · · vin−1 ∈ In−1 for
all t. It follows that
∑
i=(i1,··· ,in)
λivi1 · · · vin−1 ∈ In−1, since I is an ideal.
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3 Pure resolutions of k
In this section, after some preliminaries, we construct a minimal graded projective resolution of the
trivial A-module k. The description of the succesive kernels of the differentials in this resolution will
be related to some specific conditions. The situation is summarize in Theorem 3.15.
We recall the following definition.
Definition 3.1 Let M be a Z-graded left A-module provided of a minimal graded projective resolu-
tion
· · · −→ Pn
dn−→ Pn−1 −→ · · · −→ P0
d0−→M −→ 0. (3.1)
We say that (3.1) is a pure projective resolution if for each n ∈ N0 there exists sn ∈ Z such that
Pn is sn-pure.
Remark 3.2 Every module admits a pure projective resolution. In the graded category this resolu-
tion may be chosen minimal (see [GMV].)
Definition 3.3 Let S ⊆ V (n) and T ⊆ V (m) be two subspaces with n ≤ m. We say that S and T
are exclusive if the intersection of the two-sided ideal generated by S with T is trivial. Explicitly,
(
∑
i+j+n=m V
(i) ⊗ S ⊗ V (j)) ∩ T = 0.
From now on, we fix two integers a and b such that 2 ≤ a < b, Ra and Rb subspaces of V
(a) and
V (b) respectively and R = Ra ⊕Rb. We also assume that Ra and Rb are exclusive.
The two-sided ideal I = I(R) generated by R in the tensor algebra T (V ) is Z-graded, i.e.
I =
⊕
n∈Z In where:
In = 0 if n < a,
In =
∑
i+j+a=n
V (i) ⊗Ra ⊗ V
(j) if a ≤ n < b,
In =
∑
i+j+a=n
V (i) ⊗Ra ⊗ V
(j) +
∑
h+l+b=n
V (h) ⊗Rb ⊗ V
(l) if b ≤ n.
R is called a space of relations for the Z-graded algebra A = T (V )/I. The homogeneous
components of A are the vector subspaces An = V
(n)/In for n ∈ N0 and zero for n < 0. The algebra
A is generated in degree 1 and An = V
(n) for 0 ≤ n < a.
We fix the following bases Ba = {r1, · · · , rp} of Ra and Bb = {s1, · · · , sp′} of Rb where ri and st
are uniquely written as ri =
∑
j=(j1,··· ,ja)
λijvj1 · · · vja with vjh ∈ B and λ
i
j ∈ k for 1 ≤ i ≤ p, and
st =
∑
j=(j1,··· ,jb)
µtjvj1 · · · vjb with vjh ∈ B y µ
t
j ∈ k for 1 ≤ t ≤ p
′ respectively.
Remark 3.4 The notion of space of relations is already present in [B2] and it involves a minimality
idea. Suppose R is a space of relations for the two-sided ideal I, and assume that any basis of R is
a minimal set of generators of I. The minimality condition implies that Ra and Rb are exclusive.
In fact, suppose that there exists v 6= 0 such that v ∈ (
∑
i+j+a=b V
(i) ⊗ Ra ⊗ V
(j)) ∩ Rb. Then
v =
∑p′
h=1 λhsh with λh ∈ k, 1 ≤ h ≤ p
′, not all zero. Let h′ be such that λh′ 6= 0, then sh′ =
v − 1λh′
∑p′
h=1,h 6=h′ λhsh, and since v belongs to the two-sided ideal generated by Ra, R is not a
minimal set of generators.
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Our purpose now is to obtain a pure projective resolution of the trivial graded A-module k. The
natural projection ǫ : A→ k is a projective cover of k and Ker ǫ =
⊕
n≥1An, which is pure in degree
1 and (Ker ǫ)1 = V .
Next we briefly describe the kernels of the morphisms of a resolution of the A-module k. For
further details we refer to [R].
3.1 Description of Ker δ1
The injection g˜1 : V → Ker ǫ induces the linear map g1 : A ⊗ V → Ker ǫ, α ⊗ v 7→ αv, which is a
projective cover of Ker ǫ. Let the inclusion inc0 : Ker ǫ→ A⊗ k, we consider the map δ1 = inc0 ◦ g1.
One can easily check (see [R]) that
• (Ker δ1)n = 0 if n < a,
• (Ker δ1)a = Ra,
• (Ker δ1)n ≃
In−1⊗V+V
(n−a)⊗Ra
In−1⊗V
if a < n < b,
• (Ker δ1)n ≃
In−1⊗V+V
(n−a)⊗Ra+V
(n−b)⊗Rb
In−1⊗V
if n ≥ b.
The following lemma is a graded version of a well-known result proved in [B5] for the non graded
case. It provides a description of Ker δ1.
Lemma 3.5 The A-module Ker δ1 is 2-pure in degrees a and b.
Proof. In order to prove the statement, note that
• if n < a, (Ker δ1)n = 0,
• if n = a, (Ker δ1)a = Ra,
• if a < n < b,
(Ker δ1)n ≃
In−1 ⊗ V + V
(n−a) ⊗Ra
In−1 ⊗ V
≃
V (n−a) ⊗Ra
(In−1 ⊗ V ) ∩ (V (n−a) ⊗Ra)
= An−a ⊗Ra,
• if n ≥ b
(Ker δ1)n ≃
In−1 ⊗ V + V
(n−a) ⊗Ra + V
(n−b) ⊗Rb
In−1 ⊗ V
≃
V (n−a) ⊗Ra ⊕ V
(n−b) ⊗Rb
(In−1 ⊗ V ) ∩ (V (n−a) ⊗Ra ⊕ V (n−b) ⊗Rb)
= An−a ⊗Ra ⊕An−b ⊗Rb.
Since Ra and Rb are exclusive the sums are direct.
Consequently, by Proposition 2.9, Ker δ1 is 2-pure in degrees a and b. 
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3.2 Description of Ker δ2
Let g2 : A ⊗ R → Ker δ1 be the morphism induced by the injection g˜2 : R → Ker δ1, then g2 is a
projective cover of Ker δ1. Let also inc1 : Ker δ1 → A⊗V and consider δ2 = inc1 ◦ g2. We have thus
obtained the beginning of a resolution
A⊗R
δ2−→ A⊗ V
δ1−→ A⊗ k
ǫ
−→ k −→ 0.
Note that k and V are respectively concentrated in degrees 0 and 1 and that R is 2-concentrated in
degrees a and b. We define the following vector spaces, both concentrated in degree n,
Jan =
⋂
i+j+a=n
V (i) ⊗Ra ⊗ V
(j) for n ≥ a,
Jbn =
⋂
s+t+b=n
V (s) ⊗Rb ⊗ V
(t) for n ≥ b.
Since
(Ker δ2)n = 0 if n ≤ a and (Ker δ2)a+1 = J
a
a+1,
the projective cover of Ker δ2 must include A ⊗ J
a
a+1 but may also include s-pure modules with
s > a+ 1. We want to describe this projective cover.
It is straightforward to see that for n = a+m with 2 ≤ m ≤ min{a− 1, b− a}
(Ker δ2)n = (V
(m) ⊗Ra) ∩
(∑
i+j=m−1
V (i) ⊗Ra ⊗ V
(j) ⊗ V
)
⊇ V (m−1) ⊗ Jaa+1. (3.2)
Then,
(Ker δ2)n = Am−1 ⊗ J
a
a+1 ⇐⇒ (V
(m) ⊗Ra) ∩
(∑
i+j=m−1
V (i) ⊗Ra ⊗ V
(j) ⊗ V
)
= V (m−1) ⊗ Jaa+1. (3.3)
Note that if the right hand side in (3.3) holds form = a−1, then for 2 ≤ m ≤ a−1 and 2 ≤ t ≤ m−2,
(V (m) ⊗Ra) ∩ (V
(m−t) ⊗Ra ⊗ V
(t) + · · ·+ V (m−1) ⊗Ra ⊗ V ) ⊆ V
(m−1) ⊗ Jaa+1. (3.4)
Since V is k-faithfully flat, we get (3.3) for 2 ≤ m ≤ a− 1.
For n = a+ t = b+ h with 1 ≤ h ≤ 2a− b− 1, (Ker δ2)n is equal to
[(V (t) ⊗Ra)⊕ (V
(h) ⊗Rb)] ∩
(∑
i+j=t−1
V (i) ⊗Ra ⊗ V
(j) ⊗ V +
∑
s+t=h−1
V (s) ⊗Rb ⊗ V
(t) ⊗ V
)
,
and contains (V (t−1) ⊗ Jaa+1)⊕ (V
(h−1) ⊗ Jbb+1).
Consider now the following relations
(V (s) ⊗Ra) ∩
(∑
i+j=s−1
V (i) ⊗Ra ⊗ V
(j) ⊗ V
)
= V (s−1) ⊗ Jaa+1,
(V (l) ⊗Rb) ∩
(∑
s+t=l−1
V (s) ⊗Rb ⊗ V
(t) ⊗ V
)
= V (l−1) ⊗ Jbb+1.
(3.5)
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With similar arguments as before, (3.5) holds for l ≤ b−2 whenever it holds for l = b−1. Moreover,
(3.5) implies the right hand side equality in (3.3).
The relations (3.5) for s = a − 1 and l = b − 1 will be called extra conditions and will be
denoted by (e.c.).
Next we recall a definition that will be generalized afterwards.
Definition 3.6 [B2, J, O] A triple (E,F,G) of subspaces of a given vector space is said to be
distributive if
E ∩ (F +G) = (E ∩ F ) + (E ∩G). (3.6)
Proposition 3.7 The (e.c.) hold if and only if for 2 ≤ m ≤ a− 1 and 2 ≤ l ≤ b− 1 the triples
(V (m) ⊗Ra, Ra ⊗ V
(m),
∑
i+j=m−2
V ⊗ V (i) ⊗Ra ⊗ V
(j) ⊗ V ) and (3.7)
(V (l) ⊗ Rb, Rb ⊗ V
(l),
∑
s+t=l−2
V ⊗ V (s) ⊗Rb ⊗ V
(t) ⊗ V )
are distributive and there are inclusions
(V (m) ⊗ Ra) ∩ (Ra ⊗ V
(m)) ⊆ V (m−1) ⊗Ra ⊗ V,
(V (l) ⊗Rb) ∩ (Rb ⊗ V
(l)) ⊆ V (l−1) ⊗Rb ⊗ V.
Proof. Let E = V (m)⊗Ra, F = Ra⊗V
(m) and G =
∑
i+j=m−2 V ⊗V
(i)⊗Ra⊗V
(j)⊗V . Recall
that if the (e.c.) are satisfied, then we have (3.5) for 2 ≤ s ≤ a− 1 and 1 ≤ l ≤ b− 2. If we assume
that the (e.c.) hold, then in (3.5), E ∩ (F + G) = V (m−1) ⊗ Jaa+1 ⊆ E ∩ G ⊆ (E ∩ F ) + (E ∩ G).
The argument is analogous for b. The inclusions are trivial.
Conversely, because of the distributivity of the first triple and the first inclusion for m such that
2 ≤ m ≤ a− 1,
(V (a−2) ⊗Ra) ∩
(∑
i+j=a−3
V (i) ⊗Ra ⊗ V
(j) ⊗ V
)
= (V (a−2) ⊗Ra) ∩ (Ra ⊗ V
(a−2)) + (V (a−2) ⊗Ra) ∩
(∑
i+j=a−4
V ⊗ V (i) ⊗Ra ⊗ V
(j) ⊗ V
)
⊆ (V (a−3) ⊗Ra ⊗ V ) + V ⊗ [(V
(a−3) ⊗Ra) ∩
( ∑
i+j=a−4
V (i) ⊗Ra ⊗ V
(j) ⊗ V
)
]
= (V (a−3) ⊗Ra ⊗ V ) + V ⊗ [(V
(a−3) ⊗Ra) ∩ (Ra ⊗ V
(a−3)) + (V (a−3) ⊗Ra)∩(∑
i+j=a−5
V ⊗ V (i) ⊗Ra ⊗ V
(j) ⊗ V
)
]
⊆ (V (a−3) ⊗Ra ⊗ V ) + V ⊗ [(V
(a−4) ⊗Ra ⊗ V ) + (V
(a−3) ⊗Ra)∩(∑
i+j=a−5
V ⊗ V (i) ⊗Ra ⊗ V
(j) ⊗ V
)
]
= (V (a−3) ⊗Ra ⊗ V ) + V
(2) ⊗ [V (a−5) ⊗Ra ⊗ V + (V
(a−4) ⊗Ra) ∩
(∑
i+j=a−5
V (i) ⊗Ra ⊗ V
(j) ⊗ V
)
]
= (V (a−3) ⊗Ra ⊗ V ) + V
(2) ⊗ [(V (a−4) ⊗Ra) ∩
(∑
i+j=a−5
V (i) ⊗Ra ⊗ V
(j) ⊗ V
)
].
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In general, (V (a−3) ⊗ Ra ⊗ V ) + V
(s−3) ⊗ [(V (a−s+1) ⊗ Ra) ∩ (
∑
i+j=a−s V
(i) ⊗ Ra ⊗ V
(j) ⊗ V )] ⊆
(V (a−3)⊗Ra⊗V )+V
(s−3)⊗ [V (a−s)⊗Ra⊗V +(V
(a−s+1)⊗Ra)∩(
∑
i+j=a−s V
(i)⊗Ra⊗V
(j)⊗V )] =
(V (a−3) ⊗Ra ⊗ V ) + V
(s−3) ⊗ [(V (a−s+1) ⊗Ra)∩ (
∑
i+j=a−s V
(i) ⊗Ra ⊗ V
(j) ⊗ V )] with 3 ≤ s ≤ a
and therefore
V (a−3) ⊗Ra ⊗ V ⊆ V
(a−3) ⊗ Jaa+1.
Hence, the first relation in (3.5) holds. A similar argument can be applied for the second relation in
(3.5). 
Lemma 3.8 For 2 ≤ m ≤ a− 1 and 2 ≤ l ≤ b− 1, the following inclusions hold
(V (m) ⊗ Ra) ∩ (Ra ⊗ V
(m)) ⊆ V (m−1) ⊗Ra ⊗ V, (3.8)
(V (l) ⊗Rb) ∩ (Rb ⊗ V
(l)) ⊆ V (l−1) ⊗Rb ⊗ V,
if and only if the following equalities are satisfied
(V (m) ⊗Ra) ∩ (Ra ⊗ V
(m)) = Jaa+m, (V
(l) ⊗Rb) ∩ (Rb ⊗ V
(l)) = Jbb+l.
Proof. For the necessity we use that Jaa+m ⊆ (V
(m) ⊗ Ra) ∩ (Ra ⊗ V
(m)). We shall immediately
prove the other inclusion by induction on m. If m = 2, the equality becomes, using (3.8)
Jaa+2 = (V
(2) ⊗Ra) ∩ (V ⊗Ra ⊗ V ) ∩ (Ra ⊗ V
(2)) = (V (2) ⊗Ra) ∩ (Ra ⊗ V
(2)).
We suppose now that the inclusion we need is valid for some m < a−1; let
∑
i=(i1,··· ,ia+m+1)
λivi1 · · ·
via+m+1 ∈ (V
(m+1)⊗Ra)∩ (Ra⊗V
(m+1)) with vij ∈ B, then
∑
i=(i1,··· ,ia+m+1)
λivi1 · · · via ∈ Ra and∑
i=(i1,··· ,ia+m+1)
λivim+2 · · · via+m+1 ∈ Ra, but using (3.8),
∑
i=(i1,··· ,ia+m+1)
λivim+1 · · · via+m ∈ Ra
if m+ 1 ≤ a − 1. Hence,
∑
i=(i1,··· ,ia+m+1)
λivi1 · · · via+m ∈ (Ra ⊗ V
(m)) ∩ (V (m) ⊗ Ra) = J
a
a+m by
inductive hypothesis. We can then conclude that
∑
i=(i1,··· ,ia+m+1)
λivi1 · · · via+m+1 ∈
⋂
h+j=m V
(h)⊗
Ra⊗V
(j)⊗V and since it also belongs to Ra⊗V
(m+1), it belongs to Jaa+m+1 and the desired equality
is satisfied.
The proof for the equality involving Jbb+l is analogous.
The converse is trivial since the following inclusions are satisfied:
Jaa+m ⊆ V
(m−1) ⊗Ra ⊗ V, J
b
b+l ⊆ V
(l−1) ⊗Rb ⊗ V.

Next we state two technical lemmas concerning A-modules (not necessarily graded) that will be
used afterwards. The proofs are straightforward.
Lemma 3.9 Let I, N and M be A-modules such that I ⊆ N ⊆ M , N/I ≃ M/I and the following
diagram is commutative
N


//
π

M
π′

N/I
∼
// M/I.
Then N = M .
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Lemma 3.10 Let I, J and M be subspaces of a k-vector space N such that I ⊆ M , and I ⊆ J .
Suppose also that
φ :M/I −→ N/J
m 7−→ [m]
is an isomorphism. Then M ∩ J = I.
Definition 3.11 A 4-tuple of subspaces of a given vector space of the form (E,E′, F1+· · ·+Ft, G1+
· · ·+Gt′) is said to be multidistributive if E ∩E
′ = 0 and
(E ⊕ E′) ∩ (F1 + · · ·+ Ft +G1 + · · ·Gt′)
= (E ∩ F1) + · · ·+ (E ∩ Ft)⊕ (E
′ ∩G1) + · · ·+ (E
′ ∩Gt′). (3.9)
The following proposition gives an equivalence in terms of distributivity and multidistributivity
and the (e.c.), to decide when Ker δ2 is 2-pure. The purpose will be then to generalize this equivalence
for the other morphisms in the resolution.
Proposition 3.12 If we assume that the second equality of the (e.c.) is satisfied; i.e.
(V (b−1) ⊗Rb) ∩
(∑
s+t=b−2
V (s) ⊗Rb ⊗ V
(t) ⊗ V
)
= V (b−2) ⊗ Jbb+1,
then Ker δ2 is 2-pure in degrees a+1 and b+1 if and only if (3.3) holds and, for all n ≥ 2a, (E,F,G)
and (E′, E′′, F ′ +G′, F ′′ +G′′) are respectively distributive and multidistributive where:
E = E′ = V (n−a) ⊗Ra,
F = Ra ⊗ V
(n−a) + · · ·+ V (n−2a) ⊗Ra ⊗ V
(a),
G = G′ = V (n−2a+1) ⊗Ra ⊗ V
(a−1) + · · ·+ V (n−a−1) ⊗Ra ⊗ V,
F ′ = Ra ⊗ V
(n−a) + · · ·+ V (n−2a) ⊗Ra ⊗ V
(a) +Rb ⊗ V
(n−b) + · · ·+ V (n−a−b) ⊗Rb ⊗ V
(a),
E′′ = V (n−b) ⊗Rb,
F ′′ = Ra ⊗ V
(n−a) + · · ·+ V (n−a−b) ⊗Ra ⊗ V
(b) +Rb ⊗ V
(n−b) + · · ·+ V (n−2b) ⊗ Rb ⊗ V
(b),
G′′ = V (n−2b+1) ⊗Rb ⊗ V
(b−1) + · · ·+ V (n−b−1) ⊗Rb ⊗ V.
Proof. Fix V (i) = 0 for i < 0. We have already proved that
(Ker δ2)n = Am−1 ⊗ J
a
a+1 for n = m+ a, with 2 ≤ m ≤ min{a− 1, b− a},
if and only if (3.3) is satisfied. We shall first prove the if part. Suppose now that the (e.c.) hold
and fix an integer n ≥ 2a. We want to describe (Ker δ2)n for arbitrary n.
(i) If n ≤ b, (Ker δ2)n ⊆ An−a⊗Ra. Note that if n = b, An−b = k and if s ∈ Rb, δ2(s) is not zero,
if not,
0 = δ2(s) = δ2
( p′∑
l=1
h=(h1,··· ,hb)
ηlµ
l
hvh1 · · · vhb
)
=
p′∑
l=1
h=(h1,··· ,hb)
ηlµlhvh1 · · · vhb−1 ⊗ vhb ,
10
and then
∑
h
∑p′
l=1 ηlµ
l
hvh1 · · · vhb−1 ∈ Ib−1 but in this case Ra and Rb would not be exclusive.
Let αi ∈ An−a, ρi ∈ Ra, such that 0 = δ2(
∑
i αi ⊗ ρi) = δ2(
∑
i,h,j=(j1,··· ,ja)
γihλ
h
jαi ⊗
vj1 · · · vja ) =
∑
i,h,j=(j1,··· ,ja)
γihλ
h
j αivj1 · · · vja−1 ⊗ vja . So,
∑
i,h,j=(j1,··· ,ja)
γihλ
h
jαivj1 · · · vja−1
belongs to In−1.
Consider the following subspace of T (V )
Nn = (V
(n−a)⊗Ra)∩ (In−1⊗V ) = (V
(n−a)⊗Ra)∩ (V
(n−a−1)⊗Ra⊗V + · · ·+Ra⊗V
(n−a)).
We get that (Ker δ2)n ⊆
Nn
In−a⊗Ra
. The other inclusion is trivial.
(ii) If n > b, (Ker δ2)n ⊆ (An−a ⊗ Ra) ⊕ (An−b ⊗ Rb). Let αi ∈ An−a, βh ∈ An−b, ρi ∈ Ra and
θh ∈ Rb, if
0 = δ2
(∑
i
αi ⊗ ρi +
∑
h
βh ⊗ θh
)
= δ2
(∑
i,t
j=(j1,··· ,ja)
γitλ
t
jαi ⊗ vj1 · · · vja +
∑
h,m
l=(l1,··· ,lb)
ηhmµ
m
l βh ⊗ vl1 · · · vlb
)
=
∑
i,t
j=(j1,··· ,ja)
γitλ
t
jαivj1 · · · vja−1 ⊗ vja +
∑
h,m
l=(l1,··· ,lb)
ηhmµ
m
l βhvl1 · · · vlb−1 ⊗ vlb ,
then
∑
i,t,j γ
i
tλ
t
jαivj1 · · · vja−1 +
∑
h,m,l η
h
mµ
m
l βhvl1 · · · vlb−1 ∈ In−1.
The subspace
Nn =(V
(n−a) ⊗Ra ⊕ V
(n−b) ⊗Rb) ∩ (V
(n−a−1) ⊗Ra ⊗ V+
V (n−a−2) ⊗Ra ⊗ V
(2) + · · ·+Ra ⊗ V
(n−a)+
V (n−b−1) ⊗Rb ⊗ V + V
(n−b−2) ⊗Rb ⊗ V
(2) + · · ·+Rb ⊗ V
(n−b))
is included in In−1 ⊗ V . As a consequence we obtain that
(Ker δ2)n =
Nn
In−a ⊗Ra ⊕ In−b ⊗Rb
.
In order to prove the distributivity and multidistributivity we note that:
E ∩ (F +G) = Nn in case (i),
(E′ ⊕ E′′) ∩ (F ′ + F ′′ +G′ +G′′) = Nn in case (ii).
We shall analyse separately both cases for (E,F,G) and (E′, E′′, F ′ + F ′′, G′ + G′′), which are
respectively distributive and multidistributive, using that the (e.c.) are satisfied.
• If n ≤ b, Nn = E ∩ (F +G) = (E ∩ F ) + (E ∩G) =(e.c.) (In−a ⊗Ra) + (V
(n−a−1) ⊗ Jaa+1).
Hence,
(Ker δ2)n =
Nn
In−a ⊗Ra
=
V (n−a−1) ⊗ Jaa+1
(V (n−a−1) ⊗ Jaa+1) ∩ (In−a ⊗Ra)
and it is surjectively mapped to
V (n−a−1)⊗Jaa+1
In−a−1⊗Jaa+1
= An−a−1⊗ J
a
a+1 by a morphism ϕ induced by
the identity on V (n−a−1) ⊗ Jaa+1. Moreover, the domain and the image of ϕ are isomorphic as
k-vector spaces (see [B2]). For dimensional reasons, ϕ is an isomorphism.
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• If n > b,
E′∩F ′ = In−a⊗Ra, E
′′∩F ′′ = In−b⊗Rb, E
′∩G′ = V (n−a−1)⊗Jaa+1, E
′′∩G′′ = V (n−b−1)⊗Jbb+1,
where the last two hold because of the (e.c.). The kernel is then characterized as follows,
(Ker δ2)n =
Nn
In−a ⊗Ra ⊕ In−b ⊗Rb
=
(In−a ⊗Ra + V
(n−a−1) ⊗ Jaa+1)⊕ (In−b ⊗Rb + V
(n−b−1) ⊗ Jbb+1)
In−a ⊗Ra ⊕ In−b ⊗Rb
≃
In−a ⊗Ra + V
(n−a−1) ⊗ Jaa+1
In−a ⊗Ra
⊕
I(n−b) ⊗Rb + V
(n−b−1) ⊗ Jbb+1
In−b ⊗Rb
≃
V (n−a−1) ⊗ Jaa+1
(V (n−a−1) ⊗ Jaa+1) ∩ (In−a ⊗Ra)
⊕
V (n−b−1) ⊗ Jbb+1
(V n−b−1 ⊗ Jbb+1) ∩ (In−b ⊗Rb)
≃
V (n−a−1) ⊗ Jaa+1
In−a−1 ⊗ Jaa+1
⊕
V (n−b−1) ⊗ Jbb+1
In−b−1 ⊗ Jbb+1
≃ An−a−1 ⊗ J
a
a+1 ⊕An−b−1 ⊗ J
b
b+1,
where the isomorphism for the term involving Rb is analogous to the previous case.
We then conclude that Ker δ2 is 2-pure in degrees a+ 1 and b+ 1.
Conversely, if Ker δ2 is 2-pure in degrees a + 1 and b + 1, then (Ker δ2)n = An−a−1 ⊗ J
a
a+1 ⊕
An−b−1 ⊗ J
b
b+1 and using the equivalence mentioned at the beginning of the proof, (3.3) holds.
Assume first that n > b, then (Ker δ2)n ⊆ An−a ⊗Ra ⊕An−b ⊗Rb. We know that
Nn
In−a ⊗Ra ⊕ In−b ⊗Rb
≃ An−a−1 ⊗ J
a
a+1 ⊕An−b−1 ⊗ J
b
b+1
≃
V (n−a−1) ⊗ Jaa+1
In−a−1 ⊗ Jaa+1
⊕
V (n−b−1) ⊗ Jbb+1
In−b−1 ⊗ Jbb+1
.
(3.10)
On the other hand, the following inclusions are trivial:
V (n−a−1) ⊗ Jaa+1 ⊆ In−a ⊗Ra + V
(n−a−1) ⊗ Jaa+1,
In−a−1 ⊗ J
a
a+1 ⊆ In−a ⊗Ra,
V (n−b−1) ⊗ Jbb+1 ⊆ In−b ⊗Rb + V
(n−b−1) ⊗ Jbb+1,
In−b−1 ⊗ J
b
b+1 ⊆ In−b ⊗Rb.
Hence, by Lemma 3.10 we get the equalities:
(V (n−a−1) ⊗ Jaa+1) ∩ (In−a ⊗Ra) = In−a−1 ⊗ J
a
a+1,
(V (n−b−1) ⊗ Jbb+1) ∩ (In−b ⊗Rb) = In−b−1 ⊗ J
b
b+1.
So, the last expression in (3.10) is equivalent to
V (n−a−1)⊗Jaa+1
(V (n−a−1)⊗Jaa+1)∩(In−a⊗Ra)
⊕
V (n−b−1)⊗Jbb+1
(V (n−b−1)⊗Jb
b+1
)∩(In−b⊗Rb)
,
which is in term isomorphic to
(V (n−a−1)⊗Jaa+1)+(In−a⊗Ra)
In−a⊗Ra
⊕
(V (n−b−1)⊗Jbb+1)+(In−b⊗Rb)
In−b⊗Rb
. By Lemma
3.9,
Nn = V
(n−a−1) ⊗ Jaa+1 + In−a ⊗Ra ⊕ V
(n−b−1) ⊗ Jbb+1 + In−b ⊗Rb
= (E′ ∩ F ′) + (E′ ∩G′)⊕ (E′′ ∩ F ′′) + (E′′ ∩G′′).
As a consequence, the 4-tuple is multidistributive and, analogously, the triple is distributive. 
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3.3 Description of Ker δ3
From now on we assume that Ker δ2 is 2-pure in degrees a + 1 and b + 1. The canonical injection
g˜3 : J
a
a+1 ⊕ J
b
b+1 → Ker δ2 induces a projective cover g3 : (A⊗ J
a
a+1)⊕ (A⊗ J
b
b+1)→ Ker δ2. Let δ3
be the composition of this map with inc2 : Ker δ2 → A⊗R.
Now, our aim is to describe Ker δ3. Note first that if αi, α′j ∈ A, xi, x
′
j ∈ V , yi ∈ Ra and y
′
j ∈ Rb
are such that δ3(
∑
i αi ⊗ xi ⊗ yi +
∑
j α
′
j ⊗ x
′
j ⊗ y
′
j) = 0, then
∑
i αixi ⊗ yi =
∑
j α
′
jx
′
j ⊗ y
′
j = 0,
since Ra and Rb are exclusive. So we can describe each direct summand of Ker δ3.
Note that δ3 can vanish only on elements such that
∑
i αixi = 0 and deg(
∑
i αixi) ≥ a, hence
deg(
∑
i αi ⊗ xi ⊗ yi) ≥ 2a. As a consequence (Ker δ3)n = 0 if n < 2a.
It is straightforward (see [R, §4.2.3]) that
(Ker δ3)2a = (V
(a−1) ⊗ Jaa+1) ∩ (Ra ⊗ V
(a)) = Ja2a.
For n such that 2a < n < a + b, (Ker δ3)n ⊆ An−a−1 ⊗ J
a
a+1 ⊕ An−b−1 ⊗ J
b
b+1. In fact,
(Ker δ3)n ∩ (An−b−1 ⊗ J
b
b+1) = 0 since Ra and Rb are exclusive and n− b− 1 < a. Therefore
(Ker δ3)n =
(V (n−a−1) ⊗ Jaa+1) ∩ (In−a−1 ⊗ V
(a+1) + V (n−2a) ⊗Ra ⊗ V
(a))
In−a−1 ⊗ Jaa+1
.
If a+ b ≤ n < 2b, an inspection of the kernel gives
(Ker δ3)n =
(V (n−a−1) ⊗ Jaa+1 ⊕ V
(n−b−1) ⊗ Jbb+1) ∩ (In−a ⊗ V
(a) + In−b ⊗ V
(b))
In−a−1 ⊗ Jaa+1 ⊕ In−b−1 ⊗ J
b
b+1
.
Since n− b < b, Rb does not appear in In−b and the numerator equals
(V (n−a−1) ⊗ Jaa+1 ⊕ V
(n−b−1) ⊗ Jbb+1) ∩ (In−a−1 ⊗ V
(a+1) + V (n−2a) ⊗Ra ⊗ V
(a)+
V (n−a−b) ⊗Rb ⊗ V
(a) + In−b−1 ⊗ V
(b+1) + V (n−a−b) ⊗Ra ⊗ V
(b)).
Finally, for n ≥ 2b, we have
(Ker δ3)n =
(V (n−a−1) ⊗ Jaa+1 ⊕ V
(n−b−1) ⊗ Jbb+1) ∩ (In−a ⊗ V
(a) + In−b ⊗ V
(b))
In−a−1 ⊗ Jaa+1 ⊕ In−b−1 ⊗ J
b
b+1
.
We shall denote by Nn the numerator of (Ker δ3)n.
Definition 3.13 A 4-tuple (E,F,G,H) is distributive if
E ∩ (F +G+H) = (E ∩ F ) + (E ∩G) + (E ∩H).
Whenever the following equalities hold we will say that the extra vanishing conditions (e.v.c.)
are satisfied
(V (b−1) ⊗Ra ⊗ V ) ∩ (V
(b) ⊗Ra) ∩ (Rb ⊗ V
(a)) = 0, (3.11)
(V (a−1) ⊗Rb ⊗ V ) ∩ (V
(a) ⊗Rb) ∩ (Ra ⊗ V
(b)) = 0. (3.12)
In case the (e.c.) and the (e.v.c.) are satisfied, we are able to derive properties of Ker δ3 from
those of Ker δ2 as it is shown in the following proposition.
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Proposition 3.14 Assume that Ker δ2 is 2-pure in degrees a + 1 and b + 1, and that the (e.v.c.)
and the second relation of the (e.c.) (3.5) are satisfied. Then, Ker δ3 is 2-pure in degrees 2a and 2b
if and only if for all n ≥ 2a+ 1, (E,F,G,H) and (E,E′, F +G+H,F ′ +G′ +H ′) are respectively
distributive and multidistributive, where
E = V (n−a−1) ⊗ Jaa+1, E
′ = V (n−b−1) ⊗ Jbb+1,
F = In−a−1 ⊗ V
(a+1), F ′ = In−b−1 ⊗ V
(b+1),
G = V (n−2a) ⊗Ra ⊗ V
(a), G′ = V (n−a−b) ⊗Ra ⊗ V
(b),
H = V (n−a−b) ⊗Rb ⊗ V
(a), H ′ = V (n−2b) ⊗Rb ⊗ V
(b).
Proof. In order to prove the “if” part suppose that the distributivity and multidistributivity of
the tuples are satisfied. We have already seen that
(Ker δ3)n = 0 if n < 2a, and (Ker δ3)2a = J
a
2a.
Moreover, if 2a < n < a+ b,
Nn = E ∩ (F +G) = (E ∩ F ) + (E ∩G)
= In−a−1 ⊗ J
a
a+1 + V
(n−2a) ⊗ [(V (a−1) ⊗Ra ⊗ V ) ∩ (V
(a) ⊗Ra) ∩ (Ra ⊗ V
(a))]
= In−a−1 ⊗ J
a
a+1 + V
(n−2a) ⊗ Ja2a.
The equality (Ker δ3)n = An−2a ⊗ J
a
2a follows using arguments similar to the proof of Proposition
3.12.
If a+ b ≤ n < 2b,
Nn =(E ⊕ E
′) ∩ (F +G+H + F ′ +G′)
=(E ∩ F ) + (E ∩G) + (E ∩H)⊕ (E′ ∩ F ′) + (E′ ∩G′)
=In−a−1 ⊗ J
a
a+1 + V
(n−2a) ⊗ Ja2a+
V (n−a−b) ⊗ [(V (b−1) ⊗Ra ⊗ V ) ∩ (V
(b) ⊗Ra) ∩ (Rb ⊗ V
(a))]︸ ︷︷ ︸
=0 (e.v.c.)
⊕
In−b−1 ⊗ J
b
b+1 + V
(n−b−a) ⊗ [(V (a−1) ⊗Rb ⊗ V ) ∩ (V
(a) ⊗Rb) ∩ (Ra ⊗ V
(b))]︸ ︷︷ ︸
=0 (e.v.c.)
=In−a−1 ⊗ J
a
a+1 + V
(n−2a) ⊗ Ja2a ⊕ In−b−1 ⊗ J
b
b+1.
Again, as in Proposition 3.12, (Ker δ3)n = An−2a ⊗ J
a
2a. Note that the class of any element in
In−b−1 ⊗ J
b
b+1 vanishes in (Ker δ3)n.
Finally, if n ≥ 2b we proceed in the same way and we use Lemma 3.8. Then,
Nn = (In−a−1 ⊗ J
a
a+1 + V
(n−2a) ⊗ Ja2a)⊕ (In−b−1 ⊗ J
b
b+1 + V
(n−2b) ⊗ Jb2b).
Hence, Ker δ3 is 2-pure in degrees 2a and 2b.
Conversely, if Ker δ3 is 2-pure in degrees 2a and 2b,
(Ker δ3)n = 0 if n < 2a,
(Ker δ3)n = An−2a ⊗ J
a
2a if 2a ≤ n < 2b,
(Ker δ3)n = An−2a ⊗ J
a
2a ⊕An−2b ⊗ J
b
2b if n ≥ 2b.
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Mimicking the description of Ker δ2 and taking into account that E ∩H = 0 = E
′ ∩H ′,
(Ker δ3)n =
(E ⊕ E′) ∩ (F +G+H + F ′ +G′ +H ′)
In−a−1 ⊗ Jaa+1 ⊕ In−b−1 ⊗ J
b
b+1
= An−2a ⊗ J
a
2a ⊕An−2b ⊗ J
b
2b =
V (n−2a) ⊗ Ja2a
In−2a ⊗ Ja2a
⊕
V (n−2b) ⊗ Jb2b
In−2b ⊗ Jb2b
=
E ∩G
In−2a ⊗ Ja2a
⊕
E ∩H
In−a−b ⊗Rb ⊗Ra
⊕
E′ ∩H ′
In−a−b ⊗Ra ⊗Rb
⊕
E′ ∩G′
In−2b ⊗ Jb2b
=
E ∩G
In−2a ⊗ Ja2a
⊕
E′ ∩G′
In−2b ⊗ Jb2b
.
By Lemma 3.10 and since E ∩ F = In−a−1 ⊗ J
a
a+1 and In−2a ⊗ J
a
2a ⊆ In−a−1 ⊗ J
a
a+1, (E ∩G) ∩
(In−a−1 ⊗ J
a
a+1) = In−2a ⊗ J
a
2a. Thus,
E ∩G
In−2a ⊗ Ja2a
=
E ∩G
(E ∩G) ∩ (In−a−1 ⊗ Jaa+1)
≃
(E ∩G) + (E ∩ F )
In−a−1 ⊗ Jaa+1
.
The other cases are analogous. It follows from Lemma 3.9 that the tuples are respectively distributive
and multidistributive. 
3.4 Description of Ker δi for i > 3
The study of the subspace Ker δi for i > 3 will be related to the following conditions.
(V (b−1) ⊗Ra) ∩ (Rb ⊗ V
(a−1) + · · ·+ V (a−2) ⊗Rb ⊗ V ) = 0, (3.13)
(V (a−1) ⊗Rb) ∩ (Ra ⊗ V
(b−1) + · · ·+ V (b−2) ⊗Ra ⊗ V ) = 0. (3.14)
We shall call them extra crossed conditions, denoted (e.c.c.). Note that if (3.13) holds, then
(V (t)⊗Ra)∩ (Rb⊗V
(t+a−b)+ · · ·+V (t+a−b−1)⊗Rb⊗V ) = 0 for b−a+1 ≤ t ≤ b− 2. Analogously,
if (3.14) is satisfied, then (V (t) ⊗ Rb) ∩ (Ra ⊗ V
(t−a+b) + · · · + V (t−a+b−1) ⊗ Ra ⊗ V ) = 0 for
b− a+ 1 ≤ t ≤ a− 2.
The arguments used to compute Ker δi will be similar to those of previous subsections. Recall
that we have fixed a basis B of V which induces bases of the spaces V (m) for m ≥ 2.
For each s ∈ N, we define the map ns : Z≥0 → Z≥0 as follows
ns(2l) = la, ns(2l + 1) = la+ 1.
Given i > 3, suppose that δ0, · · · , δi−1 have been defined in such a way that there are injections
g˜j : J
a
na(j)
⊕ Jbnb(j) −→ Ker δj−1 for all 0 < j ≤ i, (3.15)
inducing gj : A⊗ J
a
na(j)
⊕A⊗ Jbnb(j) −→ Ker δj−1 and there are inclusions
incj : Ker δj −→ A⊗ J
a
na(j)
⊕A⊗ Jbnb(j) for all 0 ≤ j ≤ i − 1. (3.16)
Then δi may be defined as the composition of gi and inci−1. Explicitly,
δi : A⊗ J
a
na(i)
⊕A⊗ Jbnb(i) −→ A⊗ J
a
na(i−1)
⊕A⊗ Jbnb(i−1)
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is such that, for s = a, b
δi(α ⊗ vj1 · · · vjns(i)) =
{
αvj1 · · · vjs−1 ⊗ vjs · · · vjns(i) if i is even,
αvj1 ⊗ vj2 · · · vjns(i) if i is odd.
(3.17)
The following statements are straightforward (see [R], §4.2.4, for details).
• Case i even, i ≥ 4
By inspection, (Ker δi)n = 0 if n ≤ na(i) and (Ker δi)na(i)+1 = (V ⊗ J
a
na(i)
) ∩ (Ra ⊗ J
a
na(i−1)
) =
Jana(i)+1.
Let n = na(i) +m with 2 ≤ m ≤ a− 1. We consider the cases:
− m such that m < b − a + 1, then Rb does not appear in Im+a−1 and (Ker δi)n = V
(m−1) ⊗
Jana(i)+1.
− m such that b− a+ 1 ≥ m < nb−a(i), then
(Ker δi)n =(V
(m) ⊗ Jana(i)) ∩ [(Ra ⊗ V
(m−1) + · · ·+ V (m−1) ⊗Ra)⊗ V
(na(i−1))+
(Rb ⊗ V
(m+a−b−1) + · · ·+ V (m+a−b−1) ⊗Rb)⊗ V
(na(i−1))].
− If m = nb−a(i), then n = nb(i) and
(Ker δi)nb(i) =(V
(nb−a(i)) ⊗ Jana(i) ⊕ J
b
nb(i)
) ∩ [(Ra ⊗ V
(nb−a(i)−1) + · · ·+ V (nb−a(i)−1) ⊗Ra)⊗
V (na(i−1)) + (Rb ⊗ V
(nb−a(i−2)) + · · ·+ V (nb−a(i−2)) ⊗Rb)⊗ V
(na(i−1))].
− For m > nb−a(i),
(Ker δi)n = (V
(m)⊗Jana(i)⊕V
(n−nb(i))⊗Jbnb(i))∩(In−na(i−1)⊗V
(na(i−1))+In−nb(i−1)⊗V
(nb(i−1))).
Finally, for n ≥ na(i) + a, then
(Ker δi)n =
Nn
In−na(i) ⊗ J
a
na(i)
if n < a+ nb(i),
(Ker δi)n =
Nn
In−na(i) ⊗ J
a
na(i)
⊕ In−nb(i) ⊗ J
b
nb(i)
if n ≥ a+ nb(i),
where
Nn = (V
(n−na(i))⊗Jana(i)⊕V
(n−nb(i))⊗ Jbnb(i))∩ (In−na(i−1)⊗V
(na(i−1)) + In−nb(i−1)⊗V
(nb(i−1))).
• Case i odd
In this case (Ker δi)n = 0 for n < na(i+ 1) and (Ker δi)na(i+1) = J
a
na(i+1)
.
For n ≥ na(i+ 1) + 1 = na(i+ 2),
(Ker δi)n =
Nn
In−na(i) ⊗ J
a
na(i)
if n < a+ nb(i),
(Ker δi)n =
Nn
In−na(i) ⊗ J
a
na(i)
⊕ In−nb(i) ⊗ J
b
nb(i)
if n ≥ a+ nb(i),
where
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− Nn = (V
(n−na(i)) ⊗ Jana(i)) ∩ (
∑
j+h=n−na(i+2)
V (j) ⊗ Ra ⊗ V
(h) ⊗ V (na(i)) + V (n−na(i+1)) ⊗
Ra ⊗ V
(na(i−1))), if n < min{nb(i), na(i− 1) + b}.
− Nn = (V
(n−na(i))⊗Jana(i))∩(
∑
j+h=n−na(i+2)
V (j)⊗Ra⊗V
(h)⊗V (na(i))+
∑
p+q=n−na(i)−b
V (p)⊗
Rb ⊗ V
(q) ⊗ V (na(i)) + V (n−na(i+1)) ⊗ Ra ⊗ V
(na(i−1)) + V (n−na(i−1)−b) ⊗ Rb ⊗ V
(na(i−1))), if
na(i− 1) + b ≤ n < nb(i).
Note that if n = na(i − 1) + b then the term
∑
p+q=n−na(i)−b
V (p) ⊗ Rb ⊗ V
(q) ⊗ V (na(i))
vanishes.
− Nn = (V
(n−na(i))⊗Jana(i)⊕V
(n−nb(i))⊗Jbnb(i))∩(
∑
j+h=n−na(i+2)
V (j)⊗Ra⊗V
(h)⊗V (na(i))+∑
p+q=n−na(i)−b
V (p)⊗Rb⊗V
(q)⊗V (na(i))+V (n−na(i+1))⊗Ra⊗V
(na(i−1))+V (n−na(i−1)−b)⊗
Rb ⊗ V
(na(i−1)) +
∑
l+m=n−a−nb(i)
V (l) ⊗Ra ⊗ V
(m) ⊗ V (nb(i)) +
∑
s+t=n−nb(i+2)
V (s) ⊗Rb ⊗
V (t)⊗V (nb(i))+V (n−a−nb(i−1))⊗Ra⊗V
(nb(i−1))+V (n−nb(i+1))⊗Rb⊗V
(nb(i−1))), if n ≥ nb(i).
We will consider the spaces:
• Ea = V
(n−na(i)) ⊗ Jana(i);
• Eb = V
(n−nb(i)) ⊗ Jbnb(i);
• F1 = (Ra ⊗ V
(n−na(i+2)) + · · ·+ V (n−na(i+2)) ⊗Ra)⊗ V
(na(i));
• F2 = (Rb ⊗ V
(n−na(i)−b) + · · ·+ V (n−na(i)−b) ⊗Rb)⊗ V
(na(i));
• F3 = (Ra ⊗ V
(n−a−nb(i)) + · · ·+ V (n−a−nb(i)) ⊗Ra)⊗ V
(nb(i));
• F4 = (Rb ⊗ V
(n−nb(i+2)) + · · ·+ V (n−nb(i+2)) ⊗Rb)⊗ V
(nb(i));
• F5 = V
(n−na(i+2)) ⊗Ra ⊗ V
(na(i)−1) + · · ·+ V (n−na(i)−1) ⊗Ra ⊗ V
(na(i−2)) if i is even;
• F6 = V
(n−nb(i+2)+1) ⊗Rb ⊗ V
(nb(i)−1) + · · ·+ V (n−nb(i)−1) ⊗Rb ⊗ V
(nb(i−2)+1) if i is even;
• F7 = V
(n−na(i)−b+1)⊗Rb⊗V
(na(i)−1)+ · · ·+V (n−na(i−2)−b−1)⊗Rb⊗V
(na(i−2)+1) if i is even;
• F8 = V
(n−a−nb(i)+1)⊗Ra⊗V
(nb(i)−1)+ · · ·+V (n−a−nb(i−2)−1)⊗Ra⊗V
(nb(i−2)+1) if i is even;
• F9 = (V
(n−na(i)−1) ⊗Ra + · · ·+Ra ⊗ V
(n−na(i)−1))⊗ V (na(i−1)) if i is even;
• F10 = (V
(n−na(i−1)−b) ⊗Rb + · · ·+Rb ⊗ V
(n−na(i−1)−b))⊗ V (na(i−1)) if i is even;
• F11 = (V
(n−a−nb(i−1)) ⊗Ra + · · ·+Ra ⊗ V
(n−a−nb(i−1)))⊗ V (nb(i−1)) if i is even;
• F12 = (V
(n−nb(i)−1) ⊗Rb + · · ·+Rb ⊗ V
(n−nb(i)−1))⊗ V (nb(i−1)) if i is even;
• F13 = V
(n−na(i+1)) ⊗Ra ⊗ V
(na(i−1)) if i is odd;
• F14 = V
(n−na(i−1)−b) ⊗Rb ⊗ V
(na(i−1)) if i is odd;
• F15 = V
(n−a−nb(i−1)) ⊗Ra ⊗ V
(nb(i−1)) if i is odd;
• F16 = V
(n−nb(i+1)) ⊗Rb ⊗ V
(nb(i−1)) if i is odd.
Then for n ≥ na(i), Nn equals:
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(Ea ⊕ Eb) ∩ (F9 + F10 + F11 + F12) if i is even and n ≤ na(i + 2)− 1,
(Ea ⊕ Eb) ∩ (F1 + F2 + F3 + F4 + F5 + F6 + F7 + F8) if i is even and n ≥ na(i + 2),
(Ea ⊕ Eb) ∩ (F1 + F2 + F3 + F4 + F13 + F14 + F15 + F16) if i is odd.
Theorem 3.15 Given Ea, Eb and Fl, 1 ≤ l ≤ 16, as before and i ≥ 4, assume that for all j such
that j < i, Ker δj is 2-pure in degrees:{
na(j) + 1 and nb(j) + 1 if j is even,
na(j + 1) and nb(j + 1) if j is odd,
and that the (e.c.), the (e.v.c.) and the (e.c.c.) hold. Then, Ker δi is 2-pure in degrees:{
na(i) + 1 and nb(i) + 1 if i is even,
na(i+ 1) and nb(i+ 1) if i is odd,
if and only if the following conditions are satisfied:
• If i is even:
(i) (Ea, Eb, F9 + F10, F11 + F12) is multidistributive for n = na(i) +m, with 1 ≤ m ≤ a− 1,
(ii) (Ea, Eb, F1 + F2 + F5 + F7, F3 + F4 + F6 + F8) is multidistributive for all n ≥ na(i+ 2).
• If i is odd:
(Ea, Eb, F1+F2+F13+F14, F3+F4+F15+F16) is multidistributive for all n ≥ na(i+2).
Proof.
Case 1: i even. We know that
(Ker δi)n = 0 if n ≤ na(i), (Ker δi)na(i)+1 = J
a
na(i)+1
.
For n = na(i) +m, with 2 ≤ m ≤ a− 1, the following holds:
• If m < b− a+ 1, then
(Ker δi)n = V
(m−1) ⊗ Jana(i)+1 = Am−1 ⊗ J
a
na(i)+1
.
• If b− a+ 1 ≤ m < nb−a(i), then
(Ker δi)n = Ea ∩ (F9 + F10) =dist. (Ea ∩ F9) + (Ea ∩ F10), (3.18)
but
Ea ∩ F10 = (V
(m) ⊗ Jana(i)) ∩ [(V
(m+a−b−1) ⊗Rb + · · ·+Rb ⊗ V
(m+a−b−1))⊗ V (na(i−1))]
⊆ [(V (m) ⊗Ra) ∩ (Rb ⊗ V
(m+a−b) + · · ·+ V (m+a−b−1) ⊗Rb ⊗ V )]⊗ V
(na(i−2))
=(e.c.c.) 0,
so (Ker δi)n = Ea ∩ F9 = V
m−1 ⊗ Jana(i)+1.
18
• If m ≥ nb−a(i), it follows from the (e.c.c.) that Eb ∩ F11 = 0, so:
(Ker δi)n = (Ea ⊕ Eb) ∩ (F9 + F10 + F11 + F12)
=multidist. (Ea ∩ F9 + Ea ∩ F10)⊕ (Eb ∩ F11 + Eb ∩ F12)
= V (m−1) ⊗ Jana(i)+1 ⊕ V
(n−nb(i)−1) ⊗ Jbnb(i)+1
= Am−1 ⊗ J
a
na(i)+1
⊕An−nb(i)−1 ⊗ J
b
nb(i)+1
.
For n ≥ na(i) + a, note first that
− Ea ∩ (F1 + F2) = In−na(i) ⊗ J
a
na(i)
.
− Eb ∩ (F3 + F4) = In−nb(i) ⊗ J
b
nb(i)
.
− F1 + F2 + F5 + F7 = In−na(i−1) ⊗ V
(na(i−1)).
− F3 + F4 + F6 + F8 = In−nb(i−1) ⊗ V
(nb(i−1)).
− Ea ∩F5 = (V
(n−na(i))⊗Jana(i))∩ (V
(n−na(i+2)+1)⊗Ra⊗V
(na(i)−1)+ · · ·+V (n−na(i)−1)⊗
Ra⊗V
(na(i−1))) = V (n−na(i+2)+1)⊗ [(V (a−1)⊗Jana(i))∩ (Ra⊗V
(na(i)−1)+ · · ·+V (a−2)⊗
Ra⊗V
(na(i−1)))] ⊆ V (n−na(i+2)+1)⊗ [(V (a−1)⊗Ra)∩ (Ra⊗V
(a−1)+ · · ·+V (a−2)⊗Ra⊗
V )]⊗Jana(i−2) =(e.c.) V
(n−na(i+2)+1)⊗V (a−2)⊗Jaa+1⊗J
a
na(i−2)
= V (n−na(i)−1)⊗Jana(i)+1.
Since the other inclusion is trivial, Ea ∩ F5 = V
(n−na(i)−1) ⊗ Jana(i)+1.
− In the same way, Eb ∩ F6 = V
(n−nb(i)−1) ⊗ Jbnb(i)+1.
− Ea∩F7 = (V
(n−na(i))⊗Jana(i))∩(V
(n−na(i)−b+1)⊗Rb⊗V
(na(i)−1)+ · · ·+V (n−na(i−1)−b)⊗
Rb ⊗ V
(na(i−1))) ⊆ V (n−na(i)−b+1) ⊗ [(V (b−1) ⊗Ra)∩ (Rb ⊗ V
(a−1) + · · ·+ V (a−2) ⊗Rb ⊗
V )]⊗ V (na(i−2)) = 0, by the (e.c.c.).
− Analogously, Eb ∩ F8 = 0.
We then obtain the following equalities
Nn = (Ea ⊕ Eb) ∩ (F1 + F2 + F5 + F7 + F3 + F4 + F6 + F8)
=multdist. Ea ∩ (F1 + F2) + Ea ∩ F5 + Ea ∩ F7 + Eb ∩ (F3 + F4) + Eb ∩ F6 + Eb ∩ F8
= In−na(i) ⊗ J
a
na(i)
+ V (n−na(i)−1) ⊗ Jana(i)+1 + In−nb(i) ⊗ J
b
nb(i)
+ V (n−nb(i)−1) ⊗ Jbnb(i)+1.
Thus, (Ker δi)n =
Nn
In−na(i)⊗J
a
na(i)
⊕In−nb(i)⊗J
b
nb(i)
is isomorphic to
In−na(i) ⊗ J
a
na(i)
+ V (n−na(i)−1) ⊗ Jana(i)+1
In−na(i) ⊗ J
a
na(i)
⊕
In−nb(i) ⊗ J
b
nb(i)
+ V (n−nb(i)−1) ⊗ Jbnb(i)+1
In−nb(i) ⊗ J
b
nb(i)
≃
V (n−na(i)−1) ⊗ Jana(i)+1
(In−na(i) ⊗ J
a
na(i)
) ∩ (V (n−na(i)−1) ⊗ Jana(i)+1)
⊕
V (n−nb(i)−1) ⊗ Jbnb(i)+1
(In−nb(i) ⊗ J
b
nb(i)
) ∩ (V (n−nb(i)−1) ⊗ Jbnb(i)+1)
.
Arguments similar to those used in the proof of Proposition 3.12 imply that
(Ker δi)n ≃ An−na(i)−1 ⊗ J
a
na(i)+1
⊕An−nb(i)−1 ⊗ J
b
nb(i)+1
,
and then Ker δi is 2-pure in degrees na(i) + 1 and nb(i) + 1.
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Conversely, suppose that Ker δi is 2-pure in degrees na(i) + 1 and nb(i) + 1, i.e.
(Ker δi)n = An−na(i)−1 ⊗ J
a
na(i)+1
⊕An−nb(i)−1 ⊗ J
b
nb(i)+1
.
Using the description of (Ker δi)n and by Lemma 3.9, (i) and (ii) are satisfied.
Case 2: i odd.
We already know that:
(Ker δi)n = 0 if n ≤ na(i+ 1)− 1, (Ker δi)na(i+1) = J
a
na(i+1)
.
If n > na(i+ 1), note first that
− F1 +F2 +F13 +F14 +F3 +F4 +F15 +F16 = In−na(i−1) ⊗V
(na(i−1)) + In−nb(i−1)⊗ V
(nb(i−1)).
− Ea ∩ (F1 + F2) = In−na(i) ⊗ J
a
na(i)
.
− Eb ∩ (F3 + F4) = In−nb(i) ⊗ J
b
nb(i)
.
− Ea∩F13 = (V
(n−na(i))⊗Jana(i))∩ (V
(n−na(i+1))⊗Ra⊗V
(na(i−1))) = V (n−na(i+1))⊗ [(V (a−1)⊗
Jana(i)) ∩ (Ra ⊗ V
(na(i−1)))] =(e.c.) V
(n−na(i+1)) ⊗ Jana(i+1).
− Ea ∩ F14 = (V
(n−na(i)) ⊗ Jana(i)) ∩ (V
(n−na(i−1)−b) ⊗ Rb ⊗ V
(na(i−1))) = V (n−na(i−1)−b) ⊗
[(V (b−1) ⊗ Jana(i)) ∩ (Rb ⊗ V
(na(i−1)))] ⊆ V (n−na(i−1)−b) ⊗ [(V (b−1) ⊗ Ra) ∩ (Rb ⊗ V
(a−1))] ⊗
V (na(i−2)) ⊆ V (n−na(i−1)−b)⊗ [(V (b−1)⊗Ra)∩ (Rb⊗V
(a−1)+ · · ·+V (a−1)⊗Rb)]⊗V
(na(i−2))
=(e.c.c.) 0.
− Analogously, Eb ∩ F15 = 0.
− Eb ∩ F16 = V
(n−nb(i+1)) ⊗ Jbnb(i+1) by the (e.c.).
Thus,
Nn =(Ea ⊕ Eb) ∩ (F1 + F2 + F13 + F14 + F3 + F4 + F15 + F16)
=Ea ∩ (F1 + F2) + Ea ∩ F13 + Ea ∩ F14 + Eb ∩ (F3 + F4) + Eb ∩ F15 + Eb ∩ F16
=In−na(i) ⊗ J
a
na(i)
+ V (n−na(i+1)) ⊗ Jana(i+1) + In−nb(i) ⊗ J
b
nb(i)
+ V (n−nb(i+1)) ⊗ Jbnb(i+1).
From now on the argument is analogous to the case i even. 
4 (a, b)-Koszul algebras
In this section we define (a, b)-Koszul algebras.
For i ≥ 0, let Ki = A ⊗ J
a
na(i)
+ A ⊗ Jbnb(i), where J
a
0 = J
b
0 = k, J
a
1 = J
b
1 = V and the sum is
direct if i ≥ 2.
Definition 4.1 An algebra A = T (V )/I is (a, b)-homogeneous if I admits a set of homogeneous
generators, which are in degrees a and b.
Definition 4.2 Let a, b ∈ Z be such that 2 ≤ a < b and let R = Ra ⊕Rb be a space of relations for
the two-sided ideal I with Ra and Rb exclusive. We will say that an (a, b)-homogeneous algebra A is
(a, b)-Koszul if the graded vector space TorAi (k, k) is 2-pure in degrees na(i) and nb(i) for all i ≥ 2.
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Remark 4.3 For a = b - omitting of course in this case the condition that Ra and Rb are exclusive
- the previous definition coincides with the definition of a-Koszul given in [B2].
We recall the following lemma without proof.
Lemma 4.4 [B4, Corollaire 2.7] Let W be a graded k-vector space concentrated in degree 1. Con-
sider A = T (W )/J and R a space of relations for J such that R =
∑
n≥sRn for some integer
s ≥ 2. Then, for all i ≥ 2, the graded vector spaces TorAi (k, k) and Ext
i
A(k, k) are zero up to degrees
ns(i)− 1 and −(ns(i)− 1) respectively.
Theorem 4.5 Let A = T (V )/I be an (a, b)-homogeneous algebra (2 ≤ a < b) and let R = Ra⊕Rb be
a space of relations for I such that Ra and Rb are exclusive. The following statements are equivalent:
(i) A is (a, b)-Koszul.
(ii) The procedure described in §3.4 gives a minimal pure projective resolution of k
· · · −→ Ki
δi−→ Ki−1 −→ · · · −→ K1
δ1−→ K0
ǫ
−→ k −→ 0 (4.1)
in the category of left bounded graded left A-modules.
(iii) The (e.c.), the (e.v.c.) and the (e.c.c.) are satisfied and for all j ≥ 1
• the 4-tuple (Ea, Eb, F9 + F10, F11 + F12) is multidistributive for all n < (j + 1)a,
• the 4-tuple (E1, E2, D1+G1+H1, D2+G2+H2) is multidistributive for all n ≥ (j+1)a,
• the 4-tuple (E′1, E
′
2, D
′
1+G
′
1+H
′
1, D
′
2+G
′
2+H
′
2) is multidistributive for all n ≥ (j+1)a+1,
where Ea, Eb, Fh (9 ≤ h ≤ 12) are those of Theorem 3.15 and
E1 = V
(n−ja) ⊗ Jaja, E
′
1 = V
(n−ja−1) ⊗ Jaja+1,
E2 = V
(n−jb) ⊗ Jbjb, E
′
2 = V
(n−jb−1) ⊗ Jbjb+1,
D1 = In−ja ⊗ V
(ja), D′1 = In−ja−1 ⊗ V
(ja+1),
D2 = In−jb ⊗ V
(jb), D′2 = In−jb−1 ⊗ V
(jb+1),
G1 = V
(n−(j+1)a+1) ⊗ Ia2a−2 ⊗ V
((j−1)a+1), G′1 = V
(n−(j+1)a) ⊗Ra ⊗ V
(ja),
G2 = V
(n−(j+1)b+1) ⊗ Ib2b−2 ⊗ V
((j−1)b+1), G′2 = V
(n−(j+1)b) ⊗ Rb ⊗ V
(jb),
H1 = V
(n−ja−b+1) ⊗ Iba+b−2 ⊗ V
((j−1)a+1), H ′1 = V
(n−ja−b) ⊗Rb ⊗ V
(ja),
H2 = V
(n−a−jb+1) ⊗ Iaa+b−2 ⊗ V
((j−1)b+1), H ′2 = V
(n−a−jb) ⊗Ra ⊗ V
(jb).
Proof. Notice first that if
· · · −→ A⊗Qi
di−→ A⊗Qi−1 −→ · · · −→ A⊗R
d2−→ A⊗ V
d1−→ A
d0−→ k −→ 0
is a minimal projective resolution, we apply the functor k ⊗A − and obtain the complex
· · · −→ Qi
1k⊗Adi−→ Qi−1 −→ · · · −→ R
1k⊗Ad2−→ V
1k⊗Ad1−→ k −→ 0.
It is easy to see that 1k ⊗A di = 0 and then Tor
A
0 (k, k) = k, Tor
A
1 (k, k) = V , Tor
A
2 (k, k) = R and
TorAi (k, k) = Qi for i ≥ 3.
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Since Jsns(i) ⊆ Rs ⊗ V
(ns(i−2)) for s = a, b, it is clear that δi−1δi = 0.
The k-modules Jan and J
b
n are projective and A is k-flat, so the A-modules Ki are projective.
Moreover, they are 2-pure except for K0 and K1 which are pure.
Given i ≥ 2, by Lemma 4.4, TorAi (k, k) may not vanish only in degrees greater than or equal to
na(i). It is then clear that there is a resolution of the form (4.1) if and only if Tor
A
i (k, k) is 2-pure
in degrees na(i) and nb(i), since Tor
A
i (k, k) = J
a
na(i)
⊕ Jbnb(i).
Now, we consider the spaces Fl , 1 ≤ l ≤ 16 as in Theorem 3.15 and we note that
• if i is even:
E1 = Ea, D1 = F1 + F2, G1 = F5, H1 = F7,
E2 = Eb, D2 = F3 + F4, G2 = F6, H2 = F8;
• if i is odd:
E′1 = Ea, D
′
1 = F1 + F2, G
′
1 = F13, H
′
1 = F14,
E′2 = Eb, D
′
2 = F3 + F4, G
′
2 = F16, H
′
2 = F15.
It is straightforward that condition (iii) is equivalent to Theorem 3.15. 
Remark 4.6 In Definition 4.2, k is considered as the trivial left A-module and A is said to be
left (a, b)-Koszul. If k is the trivial right A-module and we take Ki = J
a
na(i)
⊗ A + Jbnb(i) ⊗ A and
differentials analogous to δi, A is said to be right (a, b)-Koszul. It is clear by definition that A is left
(a, b)-Koszul if and only if it is right (a, b)-Koszul.
Given graded A-modules N and N ′, we recall the following notation:
HomA(N,N
′)d = {f ∈ HomA(N,N
′) / f(Ni) ⊆ N
′
i+d, i ∈ Z},
HomA(N,N
′) =
⊕
d∈Z
HomA(N,N
′)d,
homA(N,N
′) = HomA(N,N
′)0.
If N is left bounded, let P be a minimal projective resolution of N . We denote
ExtiA(N,N
′) = Hi(HomA(P , N
′)),
extiA(N,N
′) = Hi(homA(P , N
′)).
Next we prove some equivalent conditions to (a, b)-Koszulity.
Proposition 4.7 For a Z-graded k-algebra A, the following conditions are equivalent:
(i) A is (a, b)-Koszul.
(ii) extiA(k, k[−n]) = 0 if n 6= na(i) and n 6= nb(i).
(iii) Let M and N be two graded A-modules concentrated in degrees m and n respectively. If
n 6= m+ na(i) and n 6= m+ nb(i), then ext
i
A(M,N) = 0.
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Proof. Since k is a finitely generated A-module, Exti,−nA (k, k) = Ext
i,−n
A (k, k) = ext
i
A(k, k[−n])
and also Exti,−nA (k, k) = (Tor
A
i,n(k, k))
∗ (see [B4]). It is then clear that (i) is equivalent to (ii).
Since k is concentrated in degree 0, k[−n] is concentrated in degree −n, so it is straightforward
that (iii) implies (ii).
If (i) holds, then k admits a graded projective resolution P = (Pi)i≥0 such that for all i, Pi =
A ⊗ Qi where Q0 and Q1 are concentrated in degree 0 and 1 respectively and for i ≥ 2, Qi is a
k-vector space 2-concentrated in degrees na(i) and nb(i). In order to prove (iii),we can suppose that
m = 0 since extiA(M,N) = ext
i
A(M [−m], N [−m]) and M , being concentrated, is a direct sum of
copies of k. Without loss of generality, we may also assume thatM = k. The following isomorphisms
are natural
homA(Pj , N) = homA(A⊗Qj, N) ≃ homk(Qj, N),
and homk(Qj , N) vanishes in degrees different from na(j) or nb(j). Thus, the complex homA(P , N)
may have nonzero terms only in degrees na(j) and nb(j). So
extiA(k,N) = H
i(homA(P , N)) =
Ker di
Im di−1
=
{
homA(Pi, N) if i = na(j) or i = nb(j),
0 otherwise.

Given an (a, b)-Koszul algebra A, the complex (4.1) is called the Koszul resolution of the left
A-module k. Using Proposition 2.9, this resolution is minimal and projective.
In general, for an (a, b)-homogeneous algebra A, the complex (4.1) is called the (left) Koszul
complex of A. It is a generalization of the Koszul complex defined by Priddy in the quadratic case
([M, P]).
Proposition 4.8 Let A be an (a, b)-homogeneous algebra (2 ≤ a < b) such that I admits a space of
relations R = Ra ⊕Rb where Ra and Rb are exclusive. Then A is (a, b)-Koszul if and only if its left
(or right) Koszul complex is exact in positive degrees.
Proof. Assume first that the left Koszul complex is exact. Applying the functor k ⊗A −,
TorAi (k, k) ≃ k ⊗AKi, which is 2-pure in degrees na(i) and nb(i) for i ≥ 2. Then A is (a, b)-Koszul.
The converse is a consequence of Theorem 4.5. 
It is well-known (see [B4]) that the beginning of a minimal graded projective resolution of k is
A⊗R
δ2−→ A⊗ V
δ1−→ A
δ0−→ k −→ 0.
Since the length of a minimal projective resolution of k gives the global dimension of A, the
following proposition is immediate:
Proposition 4.9 Let A = T (V )/I be an (a, b)-homogeneous algebra (2 ≤ a < b) such that it admits
a space of relations R = Ra ⊕Rb where Ra and Rb are exclusive. If the global dimension of A is 2,
then A is (a, b)-Koszul.
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4.1 Distributive lattices
The aim of this subsection is to give some criteria which will allow us to decide whether certain
triples and tuples are distributive or multidistributive. The proofs are rather technical.
The set of all the k-subspaces of V will be denoted by L(V ). It is known that (L(V ),⊆,+,∩) is a
modular lattice; i.e. givenW1,W2,W3 ∈ L(V ), ifW1 ⊆W3, thenW1+(W2∩W3) = (W1+W2)∩W3.
We say that a sublattice S ⊆ L(V ) is distributive if E ∩ (F +G) = (E ∩ F ) + (E ∩G) for all
E,F,G ∈ S.
Remark 4.10 It is immediate that if a sublattice S ⊆ L(V ) is distributive, then for all E,F1, · · · , Ft
∈ S, E ∩ (F1 + · · · + Ft) = (E ∩ F1) + · · · + (E ∩ Ft). Also, if {E1, E2, E
′} ⊆ S are such that
E1 ∩ E
′ = E2 ∩ E
′ = 0, then (E1 + E2) ∩ E
′ = 0.
GivenW1, · · · ,Wn subspaces of V , we shall denote by T the sublattice generated byW1, · · · ,Wn.
The following result is a first criterion for distributivity.
Proposition 4.11 [B2, BF, BGS1] T is distributive if and only if there exists a basis B of V such
that Bi = B ∩Wi is a basis of Wi for all 1 ≤ i ≤ n. In this case, we say that B distributes with
respect to W1, · · · ,Wn.
Lemma 4.12 If (E,E′, F1 + · · ·+ Ft, G1 + · · ·+Gt′) is multidistributive, then
E ∩ (G1 + · · ·+Gt′) ⊆ E ∩ (F1 + · · ·+ Ft) and
E′ ∩ (F1 + · · ·+ Ft) ⊆ E
′ ∩ (G1 + · · ·+Gt′).
Proof. Since the tuple is multidistributive,
(E ⊕E′)∩ (F1 + · · ·+Ft+G1 + · · ·+Gt′) = (E ∩F1) + · · ·+(E ∩Ft)+ (E
′ ∩G1)+ · · ·+(E
′ ∩Gt′).
If v ∈ E ∩ (G1+ · · ·+Gt′), then v ∈ (E⊕E
′)∩ (F1+ · · ·+Ft+G1+ · · ·+Gt′). Since E ∩E
′ = 0,
v ∈ (E ∩ F1) + · · ·+ (E ∩ Ft) ⊆ E ∩ (F1 + · · ·+ Ft). The other inclusion is analogous. 
Remark 4.13 (E,E′, F1+ · · ·+Ft, G1+ · · ·Gt′) is multidistributive if and only if (E
′, E,G1+ · · ·+
Gt′ , F1 + · · ·+ Ft) is multidistributive in L(V ).
Next we prove the following lemma.
Lemma 4.14 Let S be a distributive sublattice of L(V ). The following statements hold for E,E′, E1,
E2, E
′
1, E
′
2, Fi, Gj ∈ S, 1 ≤ i ≤ t, 1 ≤ j ≤ t
′.
(i) If (E,E′, F1, G1+· · ·+Gt′) and (E,E
′, F2, G1+· · ·+Gt′) are multidistributive, then (E,E
′, F1+
F2, G1 + · · ·+Gt′) and (E,E
′, F1 ∩ F2, G1 + · · ·+Gt′) are also multidistributive.
(ii) If (E1, E
′, F1+· · ·+Ft, G1+· · ·+Gt′) and (E2, E
′, F1+· · ·+Ft, G1+· · ·+Gt′) are multidistribu-
tive, then (E1+E2, E
′, F1+· · ·+Ft, G1+· · ·+Gt′) and (E1∩E2, E
′, F1+· · ·+Ft, G1+· · ·+Gt′)
are also multidistributive.
Proof.
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(i) By hypothesis,
(E ⊕ E′) ∩ (Fi +G1 + · · ·+Gt′) = (E ∩ Fi) + (E
′ ∩G1) + · · ·+ (E
′ ∩Gt′) for i = 1, 2.
Thus,
(E ⊕ E′) ∩ (F1 + F2 +G1 + · · ·+Gt′)
=dist. (E ⊕ E
′) ∩ (F1 +G1 + · · ·+Gt′) + (E ⊕ E
′) ∩ (F2 +G1 + · · ·+Gt′)
= (E ∩ F1) + (E
′ ∩G1) + · · · (E
′ ∩Gt′) + (E ∩ F2) + (E
′ ∩G1) + · · ·+ (E
′ ∩Gt′)
= (E ∩ F1) + (E ∩ F2) + (E
′ ∩G1) + · · ·+ (E
′ ∩Gt′).
It is clear that for i = 1, 2:
(E ⊕ E′) ∩ ((F1 ∩ F2) +G1 + · · ·+Gt′) ⊆ (E ⊕ E
′) ∩ (Fi +G1 + · · ·+Gt′)
= (E ∩ Fi) + (E
′ ∩G1) + · · ·+ (E
′ ∩Gt′).
(4.2)
Let v ∈ (E ⊕ E′) ∩ ((F1 ∩ F2) +G1 + · · ·+Gt′). By (4.2) there exist x ∈ E ∩ F1, y ∈ E ∩ F2
and z, w ∈ (E′ ∩ G1) + · · · + (E
′ ∩ Gt′) such that v = x + z = y + w, then x − y = w − z ∈
(E′ ∩ G1) + · · · + (E
′ ∩ Gt′). Since x, y ∈ E, x − y ∈ E and so x = y ∈ F2. Therefore,
x ∈ E ∩ F1 ∩ F2 and (E,E
′, F1 ∩ F2, G1 + · · ·+Gt′) is multidistributive.
(ii) Note first that (E1 + E2) ∩ E
′ = 0 by Remark 4.10 and that
((E1 + E2)⊕ E
′) ∩ (F1 + · · ·+ Ft +G1 + · · ·+Gt′)
=dist. (E1 ⊕ E
′) ∩ (F1 + · · ·+ Ft +G1 + · · ·+Gt′) + (E2 ⊕ E
′) ∩ (F1 + · · ·+ Ft +G1 + · · ·+Gt′)
=hip (E1 ∩ F1) + · · ·+ (E1 ∩ Ft) + (E
′ ∩G1) + · · ·+ (E
′ ∩Gt′)+
(E2 ∩ F1) + · · ·+ (E2 ∩ Ft) + (E
′ ∩G1) + · · ·+ (E
′ ∩Gt′)
=dist. ((E1 + E2) ∩ F1) + · · ·+ ((E1 + E2) ∩ Ft) + (E
′ ∩G1) + · · ·+ (E
′ ∩Gt′).
For the other tuple, recall that ((E1 ∩ E2) ⊕ E
′) ∩ (F1 + · · · + Ft + G1 + · · · + Gt′) ⊆ (Ei ⊕
E′)∩ (F1+ · · ·+Ft+G1+ · · ·+Gt′) = (Ei ∩F1)+ · · ·+(Ei ∩Ft)+ (E
′ ∩G1)+ · · ·+(E
′ ∩Gt′)
for i = 1, 2. Thus,
((E1 ∩ E2)⊕ E
′) ∩ (F1 + · · ·+ Ft +G1 + · · ·+Gt′)
⊆ [(E1 ∩ F1) + · · ·+ (E1 ∩ Ft) + (E
′ ∩G1) + · · ·+ (E
′ ∩Gt′)]∩
[(E2 ∩ F1) + · · ·+ (E2 ∩ Ft) + (E
′ ∩G1) + · · ·+ (E
′ ∩Gt′)]
=dist. (E1 ∩ E2 ∩ F1) + · · ·+ (E1 ∩ E2 ∩ Ft) +
∑
1≤i,j≤t
i6=j
(E1 ∩ E2 ∩ Fi ∩ Fj)+
∑
1≤i≤t
1≤h≤t′
(E1 ∩ Fi ∩ E
′ ∩Gh) +
∑
1≤h≤t′
1≤i≤t
(E′ ∩Gh ∩ E2 ∩ Fi)+
(E′ ∩G1) + · · ·+ (E
′ ∩Gt′) +
∑
1≤h,l≤t′
h 6=l
(E′ ∩Gh ∩Gl)
⊆ (E1 ∩E2 ∩ F1) + · · ·+ (E1 ∩ E2 ∩ Ft) + (E
′ ∩G1) + · · ·+ (E
′ ∩Gt′).
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Using Remark 4.13, we obtain the following
Corollary 4.15
(i) If (E,E′, F1 + · · ·+ Ft, G1) and (E,E
′, F1 + · · ·+ Ft, G2) are multidistributive, then (E,E
′, F1 +
· · ·+ Ft, G1 +G2) and (E,E
′, F1 + · · ·+ Ft, G1 ∩G2) are also multidistributive.
(ii) If (E,E′1, F1+· · ·+Ft, G1+· · ·+Gt′) and (E,E
′
2, F1+· · ·+Ft, G1+· · ·+Gt′) are multidistributive,
then (E,E′1 + E
′
2, F1 + · · · + Ft, G1 + · · ·+Gt′) and (E,E
′
1 ∩ E
′
2, F1 + · · · + Ft, G1 + · · ·+Gt′) are
also multidistributive.
From now on, we will consider an (a, b)-homogeneous algebra A = T (V )/I with space of relations
R = Ra ⊕Rb such that Ra and Rb are exclusive. For n ∈ N, denote by Tn the sublattice of L(V
(n))
generated by:{
V (i) ⊗ Ra ⊗ V
(n−i−a) with 0 ≤ i ≤ n− a, if a ≤ n < b,
V (i) ⊗ Ra ⊗ V
(j) and V (h) ⊗Rb ⊗ V
(l), with i+ j + a = h+ l + b = n, if n ≥ b.
(4.3)
4.2 Opposite algebra and Koszul dual algebra
In this section we prove that the opposite (a, b)-homogeneous algebra A◦ of an algebra A = T (V )/I
is (a, b)-Koszul if and only if A is (a, b)-Koszul. Moreover, we define the dual (a, b)-homogeneous
algebra of A and exhibit an (a, b)-Koszul algebra whose dual algebra is not (a, b)-Koszul.
As always, R = Ra⊕Rb is a space of relations for I, where Ra and Rb are exclusive. The k-linear
endomorphism of T (V ) given by
• τ(1) = 1,
• τ(w1 ⊗ w2 ⊗ · · · ⊗ wn) = wn ⊗ · · · ⊗ w2 ⊗ w1 for w1, · · · , wn ∈ V and n ≥ 1,
is an anti-isomorphism and it induces an algebra anti-isomorphism:
τ : A −→
T (V )
〈τ(R)〉
= A◦.
It is clear that if Ra and Rb are exclusive, then τ(R) = τ(Ra)⊕ τ(Rb) and τ(Ra) and τ(Rb) are
also exclusive. We say that A◦ is the opposite (a, b)-homogeneous algebra of A.
Proposition 4.16 The algebra A◦ is (a, b)-Koszul if and only if A is (a, b)-Koszul.
Proof. The map τ induces an isomorphism from Mod -A to A◦-Mod preserving the objects, where
the left A◦-module structure of a right A-module M is given by
A◦ ⊗M →M
a⊗m 7→ am := mτ−1(a).
Suppose that A is (a, b)-Koszul. Applying τ to the Koszul resolution of the right A-module k,
we obtain a Koszul resolution of the left A◦-module k since τ is an homogeneous anti-isomorphism.
In particular, A is right (a, b)-Koszul if and only if A◦ is left (a, b)-Koszul. 
Even if A is not (a, b)-Koszul, we may still prove the following.
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Proposition 4.17 The (e.c.) hold for A◦ if and only if A satisfies its (e.c.).
Proof. Note first that for W1,W2 ⊆ V
(n),
(i) τ(W1 +W2) = τ(W1) + τ(W2), (iii) τ(V
(n)) = V (n),
(ii) τ(W1 ∩W2) = τ(W1) ∩ τ(W2), (iv) τ(W1 ⊗W2) = τ(W2)⊗ τ(W1).
Suppose that the (e.c.) are satisfied for A, then by Proposition 3.7 and for 2 ≤ m ≤ a − 1,
2 ≤ l ≤ b− 1 the triples
(E,F,G) = (V (m) ⊗Ra, Ra ⊗ V
(m), V ⊗Ra ⊗ V
(m−1) + · · ·+ V (m−1) ⊗Ra ⊗ V ) and
(Eˆ, Fˆ , Gˆ) = (V (l) ⊗Rb, Rb ⊗ V
(l), V ⊗Rb ⊗ V
(l−1) + · · ·+ V (l−1) ⊗Rb ⊗ V )
are distributive.
Let F ′ = τ(E), E′ = τ(F ) and G′ = τ(G). If v ∈ E′∩(F ′+G′), then there exist v1 ∈ F
′ and v2 ∈
G′ such that v = v1 + v2. Thus, τ
−1(v) = τ−1(v1) + τ
−1(v2), and then τ
−1(v1) = τ
−1(v)− τ−1(v2).
Since (E,F,G) is distributive, there exist w1 ∈ E ∩F and w2 ∈ E ∩G such that τ
−1(v1) = w1+w2.
Therefore, v1 = τ(w1) + τ(w2) and v = τ(w1) + τ(w2) + v2, where τ(w1) ∈ E
′ ∩F ′, τ(w2) + v2 ∈ G
′
and τ(w2)+v2 = v−τ(w1) ∈ E
′. Hence, v ∈ (E′∩F ′)+(E′∩G′) and then (E′, F ′, G′) is distributive.
The other case is analogous.
By Lemma 3.8 the inclusions (V (m) ⊗Ra) ∩ (Ra ⊗ V
(m)) ⊆ V (m−1) ⊗Ra ⊗ V and (V
(l) ⊗Rb) ∩
(Rb ⊗ V
(l)) ⊆ V (l−1) ⊗Rb ⊗ V are equivalent to
(V (m) ⊗Ra) ∩ (Ra ⊗ V
(m)) = Jaa+m and (V
(l) ⊗Rb) ∩ (Rb ⊗ V
(l)) = Jbb+l.
Applying again τ we verify that the (e.c.) hold for A◦. The proof of the converse statement is
similar. 
Remark 4.18 There are no analogous equivalences for the (e.v.c.) or for the (e.c.c.). For instance,
consider A = k〈x,y〉〈x3,xy3〉 . It is easy to see that the (e.v.c.) are true for A but not for A
◦.
For A = k〈x,y〉〈xy2,x4+x3y〉 , the (e.c.c.) hold, but they are not satisfied for A
◦.
We have already said that (a, b)-Koszul algebras are generalizations of N -Koszul algebras. It
is well-known ([BDW]) that the dual algebra A! of an N -Koszul algebra A may not be Koszul for
N ≥ 3. Of course, the same happens for (a, b)-Koszul algebras.
Given s ∈ N, let R⊥s = {f ∈ (V
(s))∗/f(Rs) = 0}. We define the dual (a, b)-homogeneous
algebra of A as A! = T (V
∗)
I(R⊥a ⊕R
⊥
b
)
.
Next we introduce some notation. For s = a, b
J(Rs)n =
{
V (n) if 0 ≤ n ≤ s− 1,
Jsn if n ≥ s.
Proposition 4.19 (I(R⊥a ⊕R
⊥
b ))n = (J(Ra)
⊥)n + (J(Rb)
⊥)n.
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Proof. It follows from the isomorphism (V (i) ⊗R⊗ V (j))⊥ ≃ (V ∗)(i) ⊗R⊥ ⊗ (V ∗)(j), where R is
any subspace of V (n). 
The map
ρ : L(V (n)) → L((V (n))∗)
W 7→ W⊥.
is bijective and ρ(W+W ′) = ρ(W )∩ρ(W ′) and ρ(W ∩W ′) = ρ(W )+ρ(W ′) for allW,W ′ ∈ L(V (n)).
Moreover, ρ transforms Tn into the sublattice generated by (V
∗)(i)⊗R⊥a ⊗ (V
∗)(j) and (V ∗)(h)⊗
R⊥b ⊗ (V
∗)(l) for i+ j + a = h+ l + b = n.
Suppose now that R⊥a and R
⊥
b are exclusive. Note that, applying ρ,
(i) The (e.c.) hold for A! if and only if
V (a−2) ⊗Ra ⊗ V ⊆ (V
(a−1) ⊗ Ra) + (Ra ⊗ V
(a−1) ∩ · · · ∩ V (a−2) ⊗Ra ⊗ V ) and
V (b−2) ⊗Rb ⊗ V ⊆ (V
(b−1) ⊗Rb) + (Rb ⊗ V
(b−1) ∩ · · · ∩ V (b−2) ⊗Rb ⊗ V ).
(ii) The (e.v.c.) hold for A! if and only if
(V (b−1) ⊗Ra ⊗ V ) + (V
(b) ⊗Ra) + (Rb ⊗ V
(a)) = V (a+b) and
(V (a−1) ⊗Rb ⊗ V ) + (V
(a) ⊗Rb) + (Ra ⊗ V
(b)) = V (a+b).
(iii) The (e.c.c.) hold for A! if and only if
(V (b−1) ⊗Ra) + (Rb ⊗ V
(a−1) ∩ · · · ∩ V (a−2) ⊗Rb ⊗ V ) = V
(a+b−1) and
(V (a−1) ⊗Rb) + (Ra ⊗ V
(b−1) ∩ · · · ∩ V (b−2) ⊗Ra ⊗ V ) = V
(a+b−1).
Example 4.20 If Ra and Rb are exclusive, R
⊥
a and R
⊥
b are not necessarily exclusive. For instance,
R3 = 〈x
3〉 and R4 = 〈y
4〉 are exclusive but (x∗)2y∗ ∈ R⊥3 and (x
∗)3y∗ ∈ R⊥4 , and so (V
∗⊗R⊥3 )∩R
⊥
4 6=
0.
5 Examples
In this section we exhibit some examples of (a, b)-Koszul algebras.
Given (a, b) with 4 ≤ a < b, we define A˜a,b = k〈x, y〉/I, with I generated by a space of relations
R = Ra ⊕Rb where
• Ra = 〈x
2w1 · · ·wa−4y
2〉 such that if t =
[
a+1
2
]
− 1, for 2 ≤ j ≤ t, wa−2j = x and wa−2j−1 = y,
and ,
• Rb = 〈x
2yb−4xy〉.
Our aim is to decide whether A˜a,b is (a, b)-Koszul or not.
Remark 5.1 If a = 4 and b ≥ 6, then Ra and Rb are not exclusive. We restrict to (a, b) = (4, 5) if
a = 4.
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To check the (e.c.), note that {vi1 · · · via−1x
2w1 · · ·wa−4y
2 / vij = x, y} is a basis of V
(a−1)⊗Ra.
It is clear that (V (a−1) ⊗Ra) ∩ (Ra ⊗ V
(a−1) + · · ·+ V (a−2) ⊗Ra ⊗ V ) vanishes. Moreover, J
a
a+1 =
(V ⊗Ra)∩(Ra⊗V ) = 0. Thus, (V
(a−1)⊗Ra)∩(Ra⊗V
(a−1)+· · ·+V (a−2)⊗Ra⊗V ) = V
(a−2)⊗Jaa+1.
The argument is similar for the other case of the (e.c.).
We now verify the (e.v.c.). Observe that (V (b−1)⊗Ra⊗V )∩ (V
(b)⊗Ra)∩ (Rb⊗V
(a)) ⊆ (V (b)⊗
Ra) ∩ (Rb ⊗ V
(a)) = Rb ⊗ Ra = 〈x
2yb−4xyx2w1 · · ·wa−4y
2〉; however, x2yb−4xyx2w1 · · ·wa−4y
2 6∈
V (b−1) ⊗ Ra ⊗ V . Thus, the intersection is zero. Analogously, (V
(a−1) ⊗ Rb ⊗ V ) ∩ (V
(a) ⊗ Rb) ∩
(Ra ⊗ V
(b)) = 0.
For the (e.c.c.), given v ∈ (V (b−1) ⊗ Ra) ∩ (Rb ⊗ V
(a−1) + · · · + V (a−2) ⊗ Rb ⊗ V ), there exist
λi ∈ k and vij ∈ {x, y} for 1 ≤ j ≤ a + b − 1 such that v =
∑
i=(i1,··· ,ia+b−1)
λivi1 · · · via+b−1 . It
must be vi1 · · · via+b−1 = vi1 · · · vib−1x
2w1 · · ·wa−4y
2. Also, v belongs to the sum only if there exists
s such that 0 ≤ s ≤ a− 2 and vi1 · · · via+b−1 = vi1 · · · visx
2yb−4xyvib+s+1 · · · via+b−1 . It is easy to see
that this is a contradiction and hence the intersection vanishes.
Similarly, (V (a−1) ⊗Rb) ∩ (Ra ⊗ V
(b−1) + · · ·+ V (b−2) ⊗Ra ⊗ V ) = 0.
Given Bn = {vi1 · · · vin / vij = x or vij = y for 1 ≤ j ≤ n} which is a basis of V
(n), it is clear
that Bn distributes with Tn.
Next, considering a minimal resolution of A˜a,b we shall prove that Ker δ2 is 2-pure in degrees
a + 1 and b + 1. By previous arguments and Proposition 4.11, we know that the sublattice Tn
is distributive and hence the triples defined in Proposition 3.12 are also distributive. Moreover,
following the notations of Proposition 3.12, we know that (E′ ⊕ E′′) ∩ (F ′ + G′ + F ′′ + G′′) =
E′ ∩ (F ′ +G′) + E′ ∩ (F ′′ +G′′) + E′′ ∩ (F ′ +G′) + E′′ ∩ (F ′′ +G′′).
The set {v = vi1 · · · vin−ax
2w1 · · ·wa−4y
2 / vij = x or vij = y}, appearing in the definition of
Ra, is a basis of E
′ ∩ (F ′′ +G′′).
• If v ∈ F ′′ then v ∈ F ′.
• If v ∈ G′′ = (V (n−2b+1) ⊗ Rb ⊗ V
(b−1) + · · · + V (n−a−b) ⊗ Rb ⊗ V
(a)) + (V (n−a−b+1) ⊗
Rb ⊗ V
(a−1) + · · · + V (n−b−1) ⊗ Rb ⊗ V ) and there exists s such that 1 ≤ s ≤ a − 1 and
v = vj1 · · · vjn−b−sx
2yb−4xyvjn−s+1 · · · vjn , then x
2yb−4xyvjn−s+1 · · · vjn = z1x
2w1 · · ·wa−4y
2z2
where z1 and z2 belong respectively to 〈x, y〉
(s) and 〈x, y〉(t) for some s, t ∈ N0. This is possible
only if (a, b) = (4, 6), but this case is excluded. Otherwise, v ∈ F ′.
Therefore, E′ ∩ (F ′′ +G′′) ⊆ E′ ∩ (F ′ +G′).
We now want a basis of E′′ ∩ (F ′ +G′). Given v = vi1 · · · vin−bx
2yb−4xy in a basis, let us first
suppose that v ∈ F ′. Recall that F ′ = (Ra⊗ V
(n−a) + · · ·+V (n−a−b)⊗Ra⊗V
(b)) + (V (n−a−b+1)⊗
Ra⊗V
(b−1)+ · · ·+V (n−2a)⊗Ra⊗V
(a))+ (Rb⊗V
(n−b)+ · · ·+V (n−2b)⊗Rb⊗V
(b))+ (V (n−2b+1)⊗
Rb ⊗ V
(b−1) + · · · + V (n−a−b) ⊗ Rb ⊗ V
(a)) = F ′′ + (V (n−a−b+1) ⊗ Ra ⊗ V
(b−1) + · · · + V (n−2a) ⊗
Ra ⊗ V
(a)) + V (n−2b+1) ⊗Rb ⊗ V
(b−1) + · · ·+ V (n−a−b) ⊗Rb ⊗ V
(a).
If v ∈ D = (V (n−a−b+1) ⊗ Ra ⊗ V
(b−1) + · · · + V (n−2a) ⊗ Ra ⊗ V
(a)), there exists s such that
a ≤ s ≤ b − 1 and v = vj1 · · · vjn−a−sx
2w1 · · ·wa−4y
2vjn−s+1 · · · vjn . Note that vjn−s−2 = x and
vjn−s−1 = vjn−s = y and using that v ∈ E
′′,
• there exists vh such that h ≤ n− b− 2, so n− s− 2 ≤ n− b− 2, but this is a contradiction.
• there exists vh such that h ≤ n−b+2 and so s = b−4. As a consequence, vi1 · · · vin−bx
2yb−4xy =
vj1 · · · vjn−a−b+4x
2w1 · · ·wa−4y
2vjn−b+5 · · · vjn and vjn−b+1 = x = wa−3 = y giving a contradic-
tion if a ≥ 6.
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If a = 4, then v = vj1 · · · vjn−bx
2y2vjn−b+5 · · · vjn and this happens only if b ≥ 6.
If a = 5, then v = vj1 · · · vjn−b−1x
3y2vjn−b+5 · · · vjn which implies b ≥ 6, vin−b = x and
vjn−b+5 · · · vjn = y
b−6xy. Note that vj1 · · · vjn−b−1x
3y2vjn−b+5 · · · vjn ∈ V
(n−b−1)⊗R5 ⊗V
(b−4)
and that V (n−b−1) ⊗R5 ⊗ V
(b−4) ∩ (F ′′ +G′′) = 0.
For n ≥ a+ b− 1,
E′′ ∩G′ = E′′ ∩G′ = (V (n−b) ⊗Rb) ∩ (V
(n−2a+1) ⊗Ra ⊗ V
(a−1) + · · ·+ V (n−a−1) ⊗Ra ⊗ V )
= V (n−a−b+1) ⊗ [(V (a−1) ⊗Rb) ∩ (V
(b−a) ⊗Ra ⊗ V
(a−1) + · · ·+ V (b−2) ⊗Ra ⊗ V )]
⊆ V (n−a−b+1) ⊗ [(V (a−1) ⊗Rb) ∩ (Ra ⊗ V
(b−1) + · · ·+ V (b−2) ⊗Ra ⊗ V )] = 0.
If 2a ≤ n < a+b−1 and v ∈ E′′∩G′ we argue as for E′′∩D. Hence, E′′∩(F ′+G′) ⊆ E′′∩(F ′′+G′′).
We conclude that (E′, E′′, F ′+G′, F ′′+G′′) is multidistributive and by Proposition 3.12, Ker δ2
is 2-pure in degrees a+ 1 and b+ 1.
Given m ∈ N such that m ≥ s+ 1 for s = a or s = b respectively,
Jsm = (Rs ⊗ V
(m−s)) ∩ (V ⊗ Rs ⊗ V
(m−s−1)) ∩ · · · ∩ (V (m−s) ⊗Rs)
⊆ V (m−s−1) ⊗ [(Rs ⊗ V ) ∩ (V ⊗Rs)] = V
(m−s−1) ⊗ Jss+1 = 0.
Following Theorem 3.15, there are two cases:
• if i > 2 is even, since i2s > s+ 1, Es = V
(n− i2 s) ⊗ Jsi
2 s
= 0 for s = a, b;
• if i > 3 is odd, since i−12 s+ 1 ≥ s+ 1, Es = V
(n− i−12 s−1) ⊗ Jsi−1
2 s+1
= 0 for s = a, b.
As a consequence, the distributivities and multidistributivities in Theorem 3.15 are satisfied.
By Theorems 3.15 and 4.5, we obtain
Proposition 5.2 The algebras A˜a,b are (a, b)-Koszul if and only if (a, b) = (4, 5) or 6 ≤ a < b.
Remark 5.3 Given a, b ∈ Z such that 2 ≤ a < b, the algebra A = k〈x,y〉
〈xa,yb〉
is not (a, b)-Koszul. For
this, consider (Ea, Eb, F1 + F2 + F13 + F14, F3 + F4 + F15 + F16) as in Theorem 3.15 and i odd.
The basis Bn = {vi1 · · · vin / vij = x or vij = y for 1 ≤ j ≤ n} of V
(n) clearly distributes with
Tn and by Proposition 4.11, Tn is distributive.
Let i ≥ 5, n ≥ i+12 b+ 1 and v = vj1 · · · vjn− i+1
2
b+1
y
i+1
2 b−1 where h ≥ 0, t ≥ 1 and
vjt =
{
x if t = n− i+12 b− 2h+ 1,
y if t = n− i+12 b− 2h.
Since i−12 b + 1 <
i+1
2 b − 1, v ∈ Eb ∩ F13. It is easy to see that v belong neither to Ea nor to
F3 + F4 + F15 + F16. Hence, the tuple is not multidistributive.
The following example of (a, b)-Koszul algebra is a quotient of a down-up algebra. We refer to
[B1] for more details on down-up algebras.
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In [B1], the author considers a 3-dimensional Lie algebra g over C, with basis {x, y, [x, y]} such
that [x, [x, y]] = γx and [[x, y], y] = γy, γ ∈ C. The relations in the universal enveloping algebra
U(g) of g become:
x2y − 2xyx+ yx2 = γx,
xy2 − 2yxy + y2x = γy,
and U(g) ≃ A(2,−1, γ). For γ = 0, they are homogeneous.
Let h be the Heisenberg algebra generated by x and y and satisfying [x, [x, y]] = 0 = [y, [x, y]].
Then, U(h) ≃ A(2,−1, 0).
Consider the algebra A = k〈x,y〉〈R〉 where R = R3⊕R4, R3 = 〈x
2y− 2xyx+ yx2, y2x− 2yxy+xy2〉
and R4 = 〈x
4, y4〉. It is clear that R3 and R4 are exclusive.
The following statements are easy:
• (V (2) ⊗ R3) ∩ (R3 ⊗ V
(2) + V ⊗ R3 ⊗ V ) = 〈xyx
2y − 2xyxyx + xy2x2 + x2y2x − 2x2yxy +
x3y2, y2x2y− 2y2xyx+ y3x2 + yxy2x− 2yxyxy+ yx2y2〉 = V ⊗ J34 . Also, (V
(3) ⊗R4)∩ (R4 ⊗
V (3)+V ⊗R4⊗V
(2)+V (2)⊗R4⊗V ) = 〈x
7, xyx5, yx6, y2x5, x2y5, xy6, yxy5, y7〉 = V (2)⊗J45 .
Thus the (e.c.) are satistied.
• (V (3)⊗R3⊗V )∩ (V
(4)⊗R3)∩ (R4⊗V
(3)) = 0 = (V (2)⊗R4⊗V )∩ (V
(3)⊗R4)∩ (R3⊗V
(4)).
Hence, the (e.v.c.) hold.
• (V (3) ⊗ R3) ∩ (R4 ⊗ V
(2) + V ⊗ R4 ⊗ V ) = 0 = (V
(2) ⊗ R4) ∩ (R3 ⊗ V
(3) + V ⊗ R3 ⊗ V
(2) +
V (2) ⊗R3 ⊗ V ). Therefore, the (e.c.c.) are satisfied.
Lemma 5.4 For all n ≥ 4, J4n = 〈x
n, yn〉.
Proof. If n = 4, J44 = R4 = 〈x
4, y4〉. Suppose now that the statement is true for some n ≥ 4.
Then,
J4n+1 = (R4 ⊗ V
(n−3)) ∩ (V ⊗R4 ⊗ V
(n−4)) ∩ · · · ∩ (V (n−3) ⊗R4)
= (R4 ⊗ V
(n−3)) ∩ V ⊗ [(R4 ⊗ V
(n−4)) ∩ · · · ∩ (V (n−4) ⊗R4)]
= (R4 ⊗ V
(n−3)) ∩ (V ⊗ J4n)
= 〈x4v1 · · · vn−3, y
4w1 · · ·wn−3 / vi, wj ∈ {x, y}〉 ∩ 〈x
n+1, yxn, xyn, yn+1〉.
Thus, it is clear that J4n+1 is generated by x
n+1 and yn+1. 
Remark 5.5 Notice that J34 = 〈x
2y2 − 2xyxy + yx2y + y2x2 − 2yxyx + xy2x〉 and that J35 =
(R3⊗V
(2))∩ (V ⊗R3⊗V )∩ (V
(2)⊗R3) = (R3⊗V
(2))∩ (V ⊗J34 ) = 0. For n ≥ 6, the arguments of
Lemma 5.4 prove that J3n = (R3 ⊗ V
(n−3)) ∩ (V ⊗ J3n−1). Since J
3
5 = 0, then J
3
n = 0 for all n ≥ 5.
The Koszul complex of A is
· · · −→ A⊗ J412
δ6−→ A⊗ J49
δ5−→ A⊗ J48
δ4−→ A⊗ J34 ⊕A⊗ J
4
5
δ3−→ A⊗R
δ2−→ A⊗ V
δ1−→ A −→ 0.
Next we study the exactness of this complex.
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• Let Tn be the subspace generated by{
V (i) ⊗R3 ⊗ V
(n−i−3) if n = 3,
V (i) ⊗R3 ⊗ V
(j) and V (h) ⊗R4 ⊗ V
(l), with i+ j + 3 = h+ l + 4 = n, if n ≥ 4.
It is clear that the basis Bn = {vi1 · · · vin / vij = x or vij = y for 1 ≤ j ≤ n} of V
(n)
distributes with Tn. By Proposition 4.11 Tn is distributive.
With the notations of Proposition 3.12, (E,F,G) is distributive. Using the (e.c.c.) it is
easy to see that E′ ∩ (F ′′ + G′′) ⊆ E′ ∩ (F ′ + G′) + (V (n−3) ⊗ R3) ∩ (V
(n−6) ⊗ R4 ⊗ V
(2) +
V (n−5) ⊗ R4 ⊗ V ) = E
′ ∩ (F ′ +G′) and that E′′ ∩ (F ′ +G′) ⊆ E′′ ∩ (F ′′ +G′′) + (V (n−4) ⊗
R4)∩ (V
(n−6)⊗R3⊗ V
(3) + V (n−5)⊗R3⊗ V
(2) +V (n−4)⊗R3⊗ V ) = E
′′ ∩ (F ′′ +G′′). Since
(E′⊕E′′)∩(F ′+G′+F ′′+G′′) = E′∩(F ′+G′)+E′∩(F ′′+G′′)+E′′∩(F ′+G′)+E′′∩(F ′′+G′′),
(E′, E′′, F ′ +G′, F ′′ +G′′) is multidistributive.
By Proposition 3.12, Ker δ2 is 2-pure in degrees 4 and 5.
• Since Ker δ3 = Ax3 ⊗ x
5 + Ay3 ⊗ y5 and Im δ4 is generated by δ4(1 ⊗ x
8) = x3 ⊗ x5 and
δ4(1⊗ y
8) = y3 ⊗ y5, Im δ4 = Ker δ3.
• For i ≥ 4 even,
δi : A⊗ J
4
2i −→ A⊗ J
4
2i−3
α⊗ x2i 7→ αx3 ⊗ x2i−3,
β ⊗ y2i 7→ βy3 ⊗ y2i−3,
and Ker δi = (Ax+ Ay)⊗ J
4
2i.
Since
δi+1 : A⊗ J
4
2i+1 −→ A⊗ J
4
2i
α⊗ x2i+1 7→ αx⊗ x2i,
β ⊗ y2i+1 7→ βy ⊗ y2i,
it is clear that Im δi+1 = (Ax+Ay)⊗ J
4
2i and then Im δi+1 = Ker δi.
• For i ≥ 5 odd,
δi : A⊗ J
4
2i−1 −→ A⊗ J
4
2i−2
α⊗ x2i−1 7→ αx⊗ x2i−2,
β ⊗ y2i−1 7→ βy ⊗ y2i−2,
and Ker δi = (Ax3 +Ay3)⊗ J
4
2i−1.
Moreover,
δi+1 : A⊗ J
4
2i+2 −→ A⊗ J
4
2i−1
α⊗ x2i+2 7→ αx3 ⊗ x2i−1,
β ⊗ y2i+2 7→ βy3 ⊗ y2i−1,
and then Im δi+1 = (Ax3 +Ay3)⊗ J
4
2i−1. Thus, Im δi+1 = Ker δi.
As a consequence, the Koszul complex of A is exact in positive degrees and by Proposition 4.8,
A is (3, 4)-Koszul. Note that A ≃ U(h)〈x4,y4〉 .
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6 Hochschild homology
In this section, A denotes an (a, b)-homogeneous algebra. When A is (a, b)-Koszul, we obtain a
bimodule resolution of A which is useful to compute its Hochschild homology. The abelian category
of Z-graded left bounded A-bimodules with bimodule morphisms preserving the grading will be
denoted by C. Let Ae = A ⊗k A
op be the enveloping algebra of A. It is well-known that C is
naturally isomorphic to the category of Z-graded left bounded left Ae-modules, so we can use the
results and notations of §2 for the graded k-algebra Ae. In particular, the following statements hold
(see [B2]):
(i) An A-bimodule M is projective in C if and only if it is graded-free.
(ii) Every A-bimodule M admits a projective cover, unique up to isomorphism.
(iii) Every A-bimodule M admits a minimal projective resolution, unique up to isomorphism.
(iv) Every projective resolution of an A-bimodule M contains a minimal projective resolution as a
direct summand.
We recall the following result from [B4].
Lemma 6.1 [B4, Lemme 1.6] Suppose that M,M ′,M ′′ ∈ C are graded-free. If the complex of graded
left A-modules M ′′⊗A k
g⊗1k
−→ M ′⊗A k
f⊗1k
−→ M ⊗A k is exact, then M
′′ g−→M ′
f
−→M is exact in C.
The following ideas are based on [B3]. For s = a, b and i ≥ 0 we consider the left A-module
(KL,s)i = A ⊗ J
s
ns(i)
and the A-linear morphism (δL,s)i : (KL,s)i → (KL,s)i−1 defined extending
the natural inclusion Jsns(i) →֒ A ⊗ J
s
ns(i−1)
. It is clear that (δL,s)
s = 0 and then (KL,s, δL,s) is an
s-complex. Analogously, (KR,s, δR,s) is an s-complex where (δR,s)i : (KR,s)i → (KR,s)i−1 is defined
by the restriction of the k-linear map V (ns(i)) → A⊗V (ns(i−1)), vj1 · · · vjns(i) 7→ vjns(i−1)−1 · · · vjns(i)⊗
vj1 · · · vjns(i−1) . Thus, KL−R,s = KL,s⊗A = A⊗KR,s is an s-complex of bimodules with differential
δ′L,s = δL,s ⊗ 1A (respectively, δ
′
R,s = 1A ⊗ δR,s). To show that δ
′
L,s and δ
′
R,s commute, we look at
the composition
(KL,s)i ⊗k A
(δL,s)i⊗1A
−→ (KL,s)i−1 ⊗k A = A⊗k (KR,s)i−1
1A⊗(δR,s)i−1
−→ A⊗k (KR,s)i−2.
If i is even,
α⊗ vj1 · · · vj i
2
s
⊗ β 7→ (αvj1 · · · vjs−1 ⊗ vjs · · · vj i
2
s
)⊗ β = αvj1 · · · vjs−1 ⊗ (vjs · · · vj i
2
s
⊗ β)
7→ αvj1 · · · vjs−1 ⊗ vjs · · · vj i−2
2
s+1
⊗ vj i−2
2
s+2
· · · vj i
2
s
⊗ β.
On the other hand, (δL,s)i−1 ⊗ 1A ◦ 1A ⊗ (δR,s)i is in this case:
α⊗ vj1 · · · vj i
2
s
⊗ β 7→ α⊗ (vj1 · · · vj i−2
2
s+1
⊗ vj i−2
2
s+2
· · · vj i
2
s
β) 7→
(α⊗ vj1 · · · vj i−2
2
s+1
)⊗ vj i−2
2
s+2
· · · vj i
2
s
β 7→ αvj1 · · · vjs−1 ⊗ vjs · · · vj i−2
2
s+1
⊗ vj i−2
2
s+2
· · · vj i
2
s
β.
The case i odd is similar.
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Setting (KL−R)i = (KL,a)i ⊗A⊕ (KL,b)i ⊗A and d
′ = d′a ⊕ d
′
b where
(d′s)i =
{
δ′L,s − δ
′
R,s if i is odd,
(δ′L,s)
s−1 + (δ′L,s)
s−2δ′R,s + · · ·+ δ
′
L,s(δ
′
R,s)
s−2 + (δ′R,s)
s−1 if i is even,
it is clear that (d′s)
2 = 0 and thus (KL−R, d
′) is a complex of pure projective modules. It is called
the Koszul complex of the A-bimodule A.
Theorem 6.2 Let A = T (V )/I be an (a, b)-homogeneous algebra such that I is generated by R =
Ra ⊕Rb with Ra and Rb exclusive. The augmented Koszul complex
· · · −→ (KL−R)2
d′2−→ (KL−R)1
d′1−→ (KL−R)0
µ
−→ A −→ 0 (6.1)
is exact if and only if A is (a, b)-Koszul.
Proof. Applying the functor − ⊗A k to (6.1), we obtain the complex KL with augmentation ε,
which is exact when A is (a, b)-Koszul. Since the A-bimodules (KL−R)i are graded-free and left
bounded for all i ∈ Z, Lemma 6.1 implies that the complex (6.1) is exact.
Let us denote by CR the abelian category of Z-graded left bounded right A-modules. If (6.1) is
exact then it is a projective resolution of A in CR.
Since A is clearly projective in CR, the complex (6.1) is homotopically trivial. Finally, applying
the functor −⊗A k to (6.1), the left Koszul complex is exact in positive degrees and by Proposition
4.8, A is (a, b)-Koszul. 
Remark 6.3 If A is (a, b)-Koszul, using Proposition 2.9, Lemmas 1.3 and 1.4 in [B4] and Propo-
sition 7 in [C], it follows that the complex (6.1) is a minimal projective resolution of A in C.
From now on A will be an (a, b)-Koszul algebra.
Recall that since A is k-flat, the Hochschild homology HH∗(A) is isomorphic to Tor
Ae
∗ (A,A), so
HH∗(A) ≃ H∗(A⊗Ae KL−R, 1A ⊗ d
′).
Fix i ≥ 0. We identify the complex (A ⊗Ae KL−R, 1A ⊗ d
′) with (KL,a + KL,b, d) using the
k-linear isomorphisms,
f si : A⊗Ae (A⊗k J
s
ns(i)
⊗k A) → A⊗k J
s
ns(i)
α⊗ (β ⊗m⊗ γ) 7→ γαβ ⊗m
and
gsi : A⊗k J
s
ns(i)
→ A⊗Ae (A⊗k J
s
ns(i)
⊗k A)
α⊗m 7→ α⊗ (1⊗m⊗ 1),
where the map d is defined as follows:
• if v ∈ V and α ∈ A, then d1(α⊗ v) = f
a
0 ((1A⊗ d
′
1)(α⊗ 1⊗ v⊗ 1)) = f
a
0 (α⊗ (v⊗ 1− 1⊗ v)) =
αv − vα;
• if i ≥ 3 is odd, α ∈ A, v, v′ ∈ V and w ∈ V (
i−1
2 s−1) for s = a, b, then
di(α⊗ vwv
′) = αv ⊗ wv′ − v′α⊗ vw;
• if i is even and vj1 , · · · , vj i
2
s
∈ V for s = a, b, then
di(α⊗ vj1 · · · vj i
2
s
) = αvj1 · · · vjs−1 ⊗ vjs · · · vj i
2
s
+
vj i
2
s
αvj1 · · · vjs−2 ⊗ vjs−1 · · · vj i
2
s−1
+ · · ·+ vj i−2
2
s+2
· · · vj i
2
s
α⊗ vj1 · · · vj i−2
2
s+1
.
Therefore, HH∗(A) is the homology of (KL, d).
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6.1 Hochschild homology of A˜a,b
In this section we will compute the Hochschild homology of the (a, b)-Koszul algebras A˜a,b defined
in §5, with (a, b) = (4, 5) or 6 ≤ a < b. Using the Koszul resolution of the A˜a,b-bimodule A˜a,b we
obtain that HH∗(A˜a,b) is the homology of the complex
0 −→ A˜a,b ⊗ (Ra ⊕Rb)
d2−→ A˜a,b ⊗ V
d1−→ A˜a,b −→ 0,
so HHn(A˜a,b) is zero for n ≥ 3.
6.1.1 Hochschild homology in degree zero
We know that HH0(A˜a,b) =
A˜a,b
Im d1
. The k-vector space Im d1 is generated by {αx− xα, αy − yα/α ∈
A˜a,b}. It is clear that (HH0(A˜a,b))0 = k and (HH0(A˜a,b))1 = 〈x, y〉.
The homology class of an element will be denoted by [−].
Remark 6.4 As usual, the class of an element [w1 · · ·wn] ∈ (HH0(A˜a,b))n consists of the cyclic
permutations of w1 · · ·wn.
Given a necklace with n beads, we assign to each bead either x or y. Two assignments are equal
if there is a rotation sending one into the other. By Remark 6.4 it is clear that the number of nonzero
different classes of (HH0(A˜a,b))n is bounded by the number of these assignments. Note that some
classes could vanish as a consequence of the relations.
We recall the following definition:
Definition 6.5 [A] The Euler map ϕ : N→ N is such that ϕ(n) is the number of positive integers
less than or equal to n, coprime with n. In other words, ϕ(n) = n
∏
p|n
(
1− 1p
)
where p is a positive
prime.
The number of the assignments in our case is given by ρ(n) = 1n
∑
m|n ϕ(m)2
n
m .
We shall compute the dimensions of (HH0(A˜a,b))n for n = 2, 3, 4 and we shall give an algorithm
that computes the dimensions of the n-graded components for n ≥ 5.
Note that xn and yn belong to two different nonzero unitary classes. For 0 ≤ s ≤ n, we denote
Cnn−s = [x
n−sys]. They are n+ 1 different classes unless they vanish in A˜a,b.
Consider the following cases:
(i) For n = 2, C22 = [x
2], C21 = [xy], C
2
0 = [y
2]. There are ρ(2) = 3 classes and none of them
vanishes in A˜a,b.
(ii) For n = 3 there are ρ(3) = 4 nonvanishing classes.
(iii) For n = 4, [xyxy], C44 = [x
4], C43 = [x
3y], C42 = [x
2y2], C41 = [xy
3], C40 = [y
4] are ρ(4) = 6
different classes and none of them vanishes except for A˜4,5 where C
4
2 = 0.
Remark 6.6 Let n ≥ 5 and w = xn−2w1w2. Suppose that w1 = x or w2 = x, then w ∈ C
n
n if
w1 = w2 and w ∈ C
n
n−1 if w1 6= w2. If w1 = w2 = y, then w ∈ C
n
n−2.
Remark 6.7 The classes [xn], [yn], [xn−1y], [yn−1x] ∈ (HH0(A˜a,b))n are different and never vanish
for n ≥ 3. If n is even, then [xyx · · · y] ∈ (HH0(A˜a,b))n is a new nonzero class.
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The set of elements obtained in Remark 6.7 may be extended to a basis of (HH0(A˜a,b))n. In §7
we exhibit an algorithm which provides the remaining elements.
We conclude that
dimk((HH0(A˜a,b))n) =


0 for n < 0,
1 for n = 0,
2 for n = 1,
3 for n = 2,
predim0(n, a, b) + 4 for n ≥ 3 odd,
predim0(n, a, b) + 5 for n ≥ 4 even.
The integer predim0(n, a, b) can be computed with the program in §7.
We illustrate what we obtain from the algorithm computing bases of (HH0(A˜4,5))n for n =
5, 6, 7, 8:
− [x5], [y5], [x4y], [y4x], [xyxy2].
− [x6], [y6], [x5y], [y5x], [xyxyxy], [x2yx2y], [xy2xy2], [xyxy3].
− [x7], [y7], [x6y], [y6x], [xyxyxy2], [x3yx2y], [xy2xy3], [xyxy4].
− [x8], [y8], [x7y], [y7x], [xyxyxyxy], [xyxy2xy2], [x3yx3y], [xyxyxy3], [xy3xy3], [x4yx2y], [xy2xy4],
[xyxy5].
6.1.2 Computation of HH1(A˜a,b)
Let α, β ∈ A˜a,b. Note that Im d2 is generated by:
d2(α ⊗ x
2w1 · · ·wa−4y
2) = αx2w1 · · ·wa−4y ⊗ y + yαx2w1 · · ·wa−4 ⊗ y + · · ·+ xw1 · · ·wa−4y2α⊗ x,
d2(β ⊗ x
2yb−4xy) = βx2yb−4x⊗ y + yβx2yb−4 ⊗ x+ · · ·+ xyb−4xyβ ⊗ x.
Moreover, Ker d1 consists of elements
∑
j αj ⊗ x+
∑
h βh ⊗ y where αj , βh ∈ A˜a,b are such that∑
j(αjx−xαj)+
∑
h(βhy−yβh) = 0. It is clear that (Ker d1)0 = 0 and that (Ker d1)1 = 〈1⊗x, 1⊗y〉.
Given w1 · · ·wn ∈ V
(n), we denote
Γ(w1 · · ·wn) = w1 · · ·wn−1 ⊗ wn + wnw1 · · ·wn−2 ⊗ wn−1 + · · ·+ w2 · · ·wn ⊗ w1 ∈ A⊗ V.
For n ≥ 2 it is easy to see that xn−1 ⊗ x, yn−1 ⊗ y, Γ(xn−1y) and Γ(yn−1x) belong to (Ker d1)n.
Also, they do not vanish and clearly they do not belong to (Im d2)n for any pair (a, b). Notice that
if n is even, then xyx · · ·x⊗ y + yxy · · · y ⊗ x ∈ (Ker d1)n \ (Im d2)n.
In §7, we give an algorithm to obtain a basis of (HH1(A˜a,b))n and the function predim1(n).
For t = 2, · · · ,
[
n
2
]
and vjl ∈ {x, y}, Γ(x
n−tyvj1 · · · vjt−2y) ∈ (Ker d1)n. Note that if there
exists s > n − t such that vj1 · · · vjt−2 = vj1 · · · vjhx
svjh+s+1 · · · vjt−2 and vjh = vjh+s+1 = y, then
Γ(xn−tyvj1 · · · vjt−2y) = Γ(x
svjh+s+1 · · · vjt−2yx
n−tyvj1 · · · vjh). The function predim1(n) gives the
number of these elements which are different. We may see that
dimk((HH1(A˜a,b))n) =


0 for n ≤ 0,
2 for n = 1,
3 for n = 2,
predim1(n) + 4 for n ≥ 3 odd,
predim1(n) + 5 for n ≥ 4 even.
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Then, the dimensions of (HH1(A˜a,b))n are for n ≥ 1
2, 3, 4, 5, 8, 14, 21, 36, 61, 107, 189, 351, · · ·
and the following are bases of (HH1(A˜a,b))n for n ≤ 6
− {1⊗ x, 1⊗ y} if n = 1,
− {x⊗ x, y ⊗ y, x⊗ y + y ⊗ x} if n = 2,
− {x2 ⊗ x, y2 ⊗ y,Γ(x2y),Γ(y2x)} if n = 3,
− {x3 ⊗ x, y3 ⊗ y,Γ(x3y),Γ(y3x), xyx ⊗ y + yxy ⊗ x} if n = 4,
− {x4 ⊗ x, y4 ⊗ y,Γ(x4y),Γ(y4x),Γ(x2yxy),Γ(xyxy2),Γ(x3y2),Γ(x2y3)} if n = 5,
− {x5 ⊗ x, y5 ⊗ y,Γ(x5y),Γ(y5x), xyxyx ⊗ y + yxyxy ⊗ x,Γ(x2yx2y),Γ(x2yxy2),Γ(x2y2xy),
Γ(xy2xy2),Γ(x3yxy),Γ(x3y3),Γ(xyxy3),Γ(x4y2),Γ(x2y4)} if n = 6.
6.1.3 Computation of HH2(A˜a,b)
Given s ∈ N, m ∈ N0, α ∈ V
(m) and w1 · · ·ws ∈ V
(s), we denote
Γs(α⊗ w1 · · ·ws) = αw1 · · ·ws−1 ⊗ ws + wsαw1 · · ·ws−2 ⊗ ws−1 + · · ·+ w2 · · ·wnα⊗ w1 ∈ A⊗ V.
Note that if m = 0, then Γs(α⊗ w1 · · ·ws) = αΓ(w1 · · ·ws).
Since d3 = 0, then HH2(A˜a,b) = Ker d2.
The space Ker d2 consists of elements
∑
j αj⊗x
2w1 · · ·wa−4y
2+
∑
h βh⊗x
2yb−4xy with αj , βh ∈
A˜a,b, such that
d2(
∑
j
αj⊗x
2w1 · · ·wa−4y
2+
∑
h
βh⊗x
2yb−4xy) =
∑
j
Γa(αj⊗x
2w1 · · ·wa−4y
2)+
∑
h
Γb(βh⊗x
2yb−4xy)
vanishes. It is clear that (Ker d2)n = 0 for n < a and that no cancellation is possible. Thus,
αj = βh = 0 in A˜a,b and HH2(A˜a,b) = 0.
6.2 Another example
Let A = k〈x,y〉〈R〉 be the (3, 4)-Koszul algebra of §5, where R = 〈x
2y − 2xyx + yx2, y2x − 2yxy +
xy2, x4, y4〉.
Its Hochschild homology is the homology of the complex
· · · −→ A⊗J412
d6−→ A⊗J49
d5−→ A⊗J48
d4−→ A⊗J34 ⊕A⊗J
4
5
d3−→ A⊗R
d2−→ A⊗V
d1−→ A⊗ k −→ 0.
Given a k-vector space V , as always τ denotes the cyclic permutation in V (j) and (V (j))τ the
set of coinvariants of this action. It is well-known (see for example [W]) that HH0(A) = k ⊕⊕∞
j=1(〈x, y〉
(j))τ .
Given s ∈ N and w1 · · ·wn ∈ V
(n) we denote
(w1 · · ·wn)
+sτ =
s−1∑
i=0
τ i(w1 · · ·wn).
We want to compute the Hochschild homology of A in higher degrees. We next list explicitely
the maps di:
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− d2(α⊗x
2y−2xyx+yx2) = αyx− 2αxy + yαx+ xαy + xyα− 2yxα⊗x+αx2 − 2xαx + x2α⊗y,
− d2(β⊗y
2x−2yxy+xy2) = βy2 − 2yβy + y2β⊗x+βxy − 2βyx+ xβy + yβx+ yxβ − 2xyβ⊗y,
− d2(γ ⊗ x
4) = (γx3 + xγx2 + x2γx+ x3γ)⊗ x,
− d2(θ ⊗ y
4) = (θy3 + yθy2 + y2θy + y3θ)⊗ y.
− d3(α⊗x
2y2−2xyxy+yx2y+y2x2−2yxyx+xy2x) = αx − xα⊗y2x−2yxy+xy2+αy − yα⊗
x2y − 2xyx+ yx2,
− d3(β ⊗ x
5) = βx− xβ ⊗ x4,
− d3(γ ⊗ y
5) = γy − yγ ⊗ y4.
For i ≥ 4 even,
− di(α ⊗ x
2i) = αx3 + xαx2 + x2αx+ x3α⊗ x2i−3,
− di(β ⊗ y
2i) = βy3 + yβy2 + y2βy + y3β ⊗ y2i−3.
For i ≥ 5 odd,
− di(α ⊗ x
2i−1) = αx− xα⊗ x2i−2,
− di(β ⊗ y
2i−1) = βy − yβ ⊗ y2i−2.
• The computation ofHH0(A) is similar to what we have done for HH0(A˜a,b). Note that several
generators vanish in A, for instance [xn] = [yn] = 0 if n ≥ 4 and [xn−1y] = [yn−1x] = 0 if
n ≥ 5. The function ppredim0(n) in §7 allows us to compute dimk((HH0(A))n) for all n ≥ 5.
• The space Ker d1 is generated by d2(α ⊗ x
2y − 2xyx + yx2), d2(β ⊗ y
2x − 2yxy + xy2) for
α, β ∈ A and by other generators obtained like in the case of A˜a,b.
Notice that xn−1 = yn−1 = 0 for n ≥ 5, and since v3 ⊗ v = d2
(
1
4v
3 ⊗ v4
)
for v = x, y, then
[x3 ⊗ x] = [y3 ⊗ y] = 0 in (HH1(A))4.
• It is easy to see that
− (Ker d2)n = 0 for n ≤ 3,
− (Ker d2)4 = 〈x⊗ x
2y− 2xyx+ yx2, y⊗ x2y− 2xyx+ yx2, x⊗ y2x− 2yxy+ xy2, y⊗ y2x−
2yxy + xy2〉,
− (Ker d2)5 = 〈xy − yx⊗x
2y−2xyx+yx2, xy − yx⊗x2y−2xyx+yx2, x⊗x4, y⊗y4〉 (note
that xy − yx⊗ x2y − 2xyx+ yx2, xy − yx⊗ x2y − 2xyx+ yx2 ∈ Im d3),
− (Ker d2)6 = (Im d3)6 + 〈x2 ⊗ x
4, y2 ⊗ y4〉,
− (Ker d2)7 = (Im d3)7 + 〈x3 ⊗ x
4, y3 ⊗ y4〉,
− (Ker d2)8 = (Im d3)8,
− (Ker d2)n = (Im d3)n + 〈xv1j1 · · · v
1
jn−8
x3 ⊗ x4, x2v2j1 · · · v
2
jn−8
x2 ⊗ x4, x3v3j1 · · · v
3
jn−8
x ⊗
x4, yv1h1 · · · v
1
hn−8
y3⊗y4, y2v2h1 · · · v
2
hn−8
y2⊗y4, y3v3h1 · · · v
3
hn−8
y⊗y4〉 for n ≥ 9 and vsjl , v
s
hl
∈
{x, y}.
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• Notice that [xv1j1 · · · v
1
jn−8
x3 ⊗ x4] = [x2v2j1 · · · v
2
jn−8
x2 ⊗ x4] = [x3v3j1 · · · v
3
jn−8
x ⊗ x4] and
[yv1h1 · · · v
1
hn−8
y3 ⊗ y4] = [y2v2h1 · · · v
2
hn−8
y2 ⊗ y4] = [y3v3h1 · · · v
3
hn−8
y ⊗ y4] in HH2(A).
• By direct computations,
− (Ker d3)n = 0 for n ≤ 3,
− (Ker d3)4 = 〈1⊗ x
2y2 − 2xyxy + yx2y + y2x2 − 2yxyx+ xy2x〉,
− (Ker d3)5 = 〈yx3 + xyx2 + x2yx+ x3y⊗x
5, xy3 + yxy2 + y2xy + y3x⊗ y5, 1⊗x5, 1⊗ y5〉
(note that yx3 + xyx2 + x2yx+ x3y ⊗ x5, xy3 + yxy2 + y2xy + y3x⊗ y5 ∈ Im d4),
− (Ker d3)6 = (Im d4)6 + 〈x⊗ x
5, y ⊗ y5〉,
− (Ker d3)7 = (Im d4)7 + 〈x2 ⊗ x
5, y2 ⊗ y5〉,
− (Ker d3)8 = (Im d4)8 + 〈x3 ⊗ x
5, y3 ⊗ y5〉 (note that x3 ⊗ x5, y3 ⊗ y5 ∈ Im d4),
− (Ker d3)n = (Im d4)n for n = 9, 10, 11,
− (Ker d3)n = 〈x3wj1 · · ·wjn−11x
3 ⊗ x5, y3wh1 · · ·whn−11y
3 ⊗ y5, (vj1 · · · vjn−9yx
3)+4τ ⊗ x5,
(vh1 · · · vhn−9xy
3)+4τ ⊗ y5〉 for n ≥ 12 and wjl , whl , vjl , vhl ∈ {x, y} (it is clear that
(vj1 · · · vjn−9yx
3)+4τ ⊗ x5, (vh1 · · · vhn−9xy
3)+4τ ⊗ y5 ∈ Im d4).
• Given i ≥ 4 even,
− (Ker di)n = 0 for n ≤ 2i,
− (Ker di)2i+1 = 〈x⊗ x
2i, y ⊗ y2i〉,
− (Ker di)2i+2 = 〈x2 ⊗ x
2i, y2 ⊗ y2i, yx− xy ⊗ x2i, xy − yx⊗ y2i〉,
− (Ker di)2i+3 = 〈x3 ⊗ x
2i, y3 ⊗ y2i, αx − xα⊗ x2i, βy − yβ ⊗ y2i〉 for α, β ∈ V (2),
− (Ker di)2i+4 = 〈αx − xα⊗ x
2i, βy − yβ ⊗ y2i〉 for α, β ∈ V (3),
− (Ker di)n = 〈xv1j1 · · · v
1
jn−2i−4
x3 ⊗ x2i, x2v2j1 · · · v
2
jn−2i−4
x2 ⊗ x2i, x3v3j1 · · · v
3
jn−2i−4
x ⊗ x2i,
yv1h1 · · · v
1
hn−2i−4
y3⊗y2i, y2v2h1 · · · v
2
hn−2i−4
y2⊗y2i, y3v3h1 · · · v
3
hn−2i−4
y⊗y2i, αx− xα⊗x2i,
βy − yβ ⊗ y2i〉 for n ≥ 2i+ 5, vsjl , v
s
hl
∈ {x, y} and α, β ∈ V (n−2i−1).
• It is clear that αx − xα⊗ x2i, βy − yβ ⊗ y2i ∈ Ker di ∩ Im di+1 for i even.
Notice that xv1j1 · · · v
1
jn−2i−4
x3 ⊗ x2i, x2v2j1 · · · v
2
jn−2i−4
x2 ⊗ x2i, x3v3j1 · · · v
3
jn−2i−4
x⊗ x2i belong
to the same class in (Ker di)n
(Im di+1)n
for i even and n ≥ 2i+ 5. Taking y instead of x is analogous.
• Given i ≥ 5 odd,
− (Ker di)n = 0 for n ≤ 2i− 1,
− (Ker di)2i−1 = 〈1⊗ x
2i−1, 1⊗ y2i−1〉,
− (Ker di)2i = 〈x⊗ x
2i−1, y ⊗ y2i−1〉,
− (Ker di)2i+1 = 〈x2 ⊗ x
2i−1, y2 ⊗ y2i−1〉,
− (Ker di)2i+2 = 〈x3 ⊗ x
2i−1, y3 ⊗ y2i−1〉,
− (Ker di)2i+3 = 〈(x3y)+4τ ⊗ x
2i−1, (y3x)+4τ ⊗ y2i−1〉,
− (Ker di)n = 〈(vj1 · · · vjn−2i−3yx
3)+4τ ⊗ x2i−1, (vh1 · · · vhn−2i−3xy
3)+4τ ⊗ y2i−1〉 for n =
2i+ 4, 2i+ 5 and vjl , vhl ∈ {x, y},
39
− (Ker di)n = 〈(vj1 · · · vjn−2i−3yx
3)+4τ ⊗ x2i−1, (vh1 · · · vhn−2i−3xy
3)+4τ ⊗ y2i−1, x3wj1 · · ·
wjn−2i−5x
3 ⊗ x2i−1, y3wh1 · · ·whn−2i−5y
3 ⊗ y2i−1〉 for n ≥ 2i + 6 and wjl , whl , vjl , vhl ∈
{x, y}.
• Notice that if i is odd (Ker di)n = (Im di+1)n for 2i+ 2 ≤ n ≤ 2i+ 5. Moreover, if n ≥ 2i+ 6
then (vj1 · · · vjn−2i−3yx
3)+4τ ⊗ x2i−1, (vh1 · · · vhn−2i−3xy
3)+4τ ⊗ y2i−1 ∈ Im di+1)n.
We conclude that:
• dimk((HH0(A))n) =


0 for n < 0,
1 for n = 0,
2 for n = 1,
3 for n = 2,
4 for n = 3, 4,
ppredim0(n) for n ≥ 5 odd,
ppredim0(n) + 1 for n ≥ 6 even.
• dimk((HH1(A))n) =


0 for n ≤ 0,
2 for n = 1,
3 for n = 2,
predim1(n) + 2 for n ≥ 3 odd,
predim1(n) + 3 for n ≥ 4 even.
• dimk((HH2(A))n) =


0 for n ≤ 3 or n = 8,
4 for n = 4,
2 for n = 5, 6, 7,
2predim2(n− 4) for n ≥ 9,
where predim2 may be computed as in §7.
For example, for 5 ≤ n ≤ 13, predim2(n) is respectively 1, 2, 4, 6, 12, 22, 41, 74, 137.
• dimk((HH3(A))n) =


0 for n ≤ 3 or 8 ≤ n ≤ 11,
1 for n = 4,
2 for n = 5, 6, 7,
2predim3(n− 5) for n ≥ 12.
The function predim3 is computed as described in §7, for 7 ≤ n ≤ 15, predim3(n) is respec-
tively 1, 1, 2, 3, 7, 12, 22, 40, 75.
• For i ≥ 4 even,
dimk((HHi(A))n) =


0 for n ≤ 2i or n = 2i+ 4,
2 for n = 2i+ 1, 2i+ 2, 2i+ 3,
2predim2(n− 2i) for n ≥ 2i+ 2.
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• For i ≥ 5 odd,
dimk((HHi(A))n) =


0 for n ≤ 2i− 2 or 2i+ 2 ≤ n ≤ 2i+ 5,
2 for n = 2i− 1, 2i, 2i+ 1,
2predim3(n− 2i+ 1) for n ≥ 2i+ 6.
7 Appendix
In this section we give a program using Mathematica to compute the Hochschild homology of the
algebras A and A˜a,b for (a, b) = (4, 5) or 6 ≤ a < b.
prod [ a , bs , c ] := Map[ Join [ a , #, c ] &, bs ] ;
normalform [ w ] :=
Sort [Most [NestList [RotateRight , w, Length [w ] ] ] ] [ [ 1 ] ] ;
d e l e t e [ s ] :=
Union [Map[ normalform , s ] , Map[ normalform , ( s / . {x −> y , y −> x } ) ] ] ;
r e l b [ b ] := Join [{ x , x } , Table [ y , {b − 4} ] , {x , y } ] ;
ker [ n , t ] := Module [{d , xt , step1 , step2 } ,
d = n − t − 1 ;
step1 = Map[
Function [ i s ,
Flatten [
MapIndexed [
I f [EvenQ [ # 2 [ [ 1 ] ] ] , Table [ x , {#1} ] , Table [ y , {#1} ] ] &, i s ] ]
] ,
Select [
Flatten [Map[Permutations , I n t e g e rPa r t i t i o n s [ d , d , Range [ 1 , t ] ] ] ,
1 ] , #[[−1] ] < t | | EvenQ [Length [# ] ] &]
] ;
xt = Table [ x , { t } ] ;
s tep2 = prod [ xt , step1 , {y } ] ;
d e l e t e [ step2 ]
] ;
generator s [ n ] := Flatten [Table [ ker [ n , t ] , { t , 2 , n − 2} ] , 1 ] ;
conta in [ w , v ] :=
0 != Length [ Select [
NestList [RotateRight , w, Length [ v ] − 1 ] ,
MatchQ[# ,
Append [Prepend [ v , BlankNullSequence [ ] ] , BlankNullSequence [ ] ] ] &
]
] ;
r e l a t i o n s [ a ] :=
MatchQ [ a , { , x , x , x , x , } ] | |
MatchQ [ a , { , y , y , y , y , } ] ;
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ppredim0 [ n ] :=
Module [{ counter = 0 , x4 = Table [ x , {4} ] , y4 = Table [ y , {4} ]} ,
Do[
I f [ ! ( conta in [ p , x4 ] | | conta in [ p , y4 ] ) , Print [ p ] ] ,
{p , generator s [ n ]}
] ;
Do[
I f [ ! ( conta in [ p , x4 ] | | conta in [ p , y4 ] ) , counter = counter + 1 ] ,
{p , generator s [ n ]}
] ;
Print [ ”ppredim0 ( ” , n , ”)=” , counter ]
] ;
predim0 [ n , a , b ] :=
Module [{ aword , bword , vs , auxvs , aux re la t ion , counter = 0} ,
auxvs = Map[
Function [ i s ,
Flatten [
MapIndexed [
I f [OddQ[ # 2 [ [ 1 ] ] ] , Table [ x , {#1} ] , Table [ y , {#1} ] ] &, i s ] ]
] ,
I n t e g e rPa r t i t i o n s [ a − 4 , {a − 4} ]
] ;
vs = Flatten [ auxvs ] ;
aux r e l a t i on = I f [EvenQ [Length [ vs ] ] , RotateRight [ vs ] , vs ] ;
aword = Join [{ x , x } , aux re la t i on , {y , y } ] ;
bword = re lb [ b ] ;
Do[
I f [ ! ( conta in [ p , aword ] | | conta in [ p , bword ] ) , Print [ p ] ] ,
{p , generator s [ n ]}
] ;
Do[
I f [ ! ( conta in [ p , aword ] | | conta in [ p , bword ] ) ,
counter = counter + 1 ] ,
{p , generator s [ n ]}
] ;
Print [ ”predim0 ( ” , n , ” , ” , a , ” , ” , b , ”)=” , counter ] ;
] ;
predim1 [ n ] := Print [ ”predim1 ( ” , n , ”)=” , Length [ g enerator s [ n ] ] ] ;
predim2 [ n ] := Module [{ generator s } ,
g enerator s = Map[ Join [{ x} , #, {x , x , x } ] &, Tuples [{ x , y } , n − 4 ] ] ;
Print [ ”predim2 ( ” , n , ”)=” ,
2ˆ(n − 4) − Length [ Select [ g enerator s , r e l a t i o n s ] ] ]
] ;
predim3 [ n ] := Module [{ generator s } ,
g enerator s =
Map[ Join [{ x , x , x } , #, {x , x , x } ] &, Tuples [{ x , y} , n − 6 ] ] ;
Print [ ”predim3 ( ” , n , ”)=” ,
42
2ˆ(n − 6) − Length [ Select [ g enerator s , r e l a t i o n s ] ] ]
] ;
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