Abstract. Iterative substructuring methods are introduced and analyzed for saddle point problems with a penalty term. Two examples of saddle point problems are considered: the mixed formulation of the linear elasticity system and the generalized Stokes system in three dimensions. These problems are discretized with spectral element methods. The resulting sti ness matrices are symmetric and inde nite. The unknowns interior to each element are rst implicitly eliminated by using exact local solvers. The resulting saddle point Schur complement is solved with a Krylov space method with block preconditioners. The velocity block can be approximated by a domain decomposition method, e.g., of wire basket type, which is constructed from local solvers for each face of the elements, and a coarse solver related to the wire basket of the elements. The condition number of the preconditioned operator is independent of the number of spectral elements and is bounded from above by the product of the square of the logarithm of the spectral degree and the inverse of the discrete inf-sup constant of the problem.
This paper is organized as follows. In the next section, we introduce the mixed formulation of the linear elasticity system and the analogous generalized Stokes problem. In Section 3, we introduce the mixed spectral element discretization of saddle point problems with a penalty term and we review the inf-sup condition for mixed spectral elements. A relationship between the almost incompressible and the incompressible limit is described in Section 4. In Section 5, we introduce some extension operators from the interface to the interior of each element. In Section 6, we describe the basic iterative substructuring process for saddle point problems resulting in a saddle point Schur complement S ? . In Section 7, we show that such a saddle point Schur complement satis es a uniform inf-sup condition. In Section 8, we introduce some block preconditioners for S ? with a wire basket based block. The mixed elasticity and the Stokes case are treated separately. The use of other basic domain decomposition methods, including the Neumann-Neumann algorithm, is also discussed. Section 9 concludes the paper with a report on some of our numerical results.
We note that a summary of the results of this paper and those of 33] has been given in a conference paper 34] prepared for the proceedings of a conference held in June 1997 at the IMA, Minneapolis. The rst author has also submitted a conference paper 28] to the proceedings of the Tenth International Conference on Domain Decomposition Methods held in Boulder, Colorado in August 1997. That paper provides a brief discussion of the results of this paper in addition to other methods of solving saddle point problems.
2. The linear elasticity and Stokes systems. The pure displacement form of the linear elasticity problem has been studied in part I, 33]; we brie y review this model here. We refer generally to Ciarlet 16] for a detailed treatment of nonlinear and linear elasticity. Let R 3 be a polyhedral domain and let ? 0 be a nonempty subset of its boundary. Let V be the Sobolev space V = fv 2 H 1 ( ) 3 : vj ? 0 = 0g.
The linear elasticity problem consists in nding the displacement u 2 V of the domain , xed along ? 0 , subject to a surface force of density g, along ? 1 = @ ? ? 0 , and a body force f: 
Here and are the Lam e constants, ij (u) = 1 2 ( @u i @x j + @u j @x i ) the linearized strain tensor, and the inner products are de ned as When approaches in nity, this pure displacement model describes materials that are almost incompressible. In terms of the Poisson ratio = 2( + ) , such materials are characterized by values of close to 1=2. It is well known that when low order, hversion nite elements are used in the discretization of (1), locking can cause a severe deterioration of the convergence rate as h ! 0; see, e.g., Babu ska and Suri 1] . If the p-version is used instead, locking in u is eliminated, but it could still be present in quantities of interest such as divu. Moreover, the sti ness matrix obtained by discretizing the pure displacement model (1) has a condition number that goes to in nity when ! 1=2. Therefore, we must expect that the convergence rate of any iterative method will deteriorate rapidly as the material becomes almost incompressible. 
When ! 1 (or, equivalently, ! 1=2), we obtain the limiting problem for incompressible linear elasticity; we simply drop the appropriate term in (3) .
In case of homogeneous Dirichlet boundary conditions on the whole boundary @ , problem (2) is equivalent to the following generalized Stokes problem (see Brezzi V n = fv 2 V : v k j i i 2 Q n ( ref ); i = 1; ; N; k = 1; 2; 3g: The pressure space is discretized by piecewise polynomials of degree n ? 2: U n = fq 2 L 2 0 ( ) : qj i i 2 Q n?2 ( ref ); i = 1; ; Ng: We note that the elements of U n are discontinuous across the boundaries of the i 's.
These mixed spectral elements are implemented using Gauss-Lobatto-Legendre (GLL) quadrature, which also allows the construction of very convenient tensor-product bases for V n and U n , described below. Another basis for U n associated with the GaussLegendre (GL) nodes has been studied in 20] and 26]. The Q n ? Q n?2 method does not satisfy a uniform inf-sup condition; see Section 3.2.
b) Q n ? P n?1 . This method uses the same discrete space V n as before, together with a di erent pressure space consisting of piecewise polynomials of total degree n? 3.1. GLL quadrature and the discrete problem. Denote by f i ; j ; k g n i;j;k=0 the set of GLL points of the reference cube ?1; 1] 3 , and by i the quadrature weight associated with i . Let l i (x) be the Lagrange interpolating polynomial of degree n which vanishes at all the GLL nodes except i , where it equals one. The basis functions on the reference cube are then de ned by a tensor product as l i (x)l j (y)l k (z); 0 i; j; k n: This is a nodal basis, since every element of Q n ( ref ) can be written as
If we use the Q n ? Q n?2 method, every element of U n can be written, on the reference cube, using only the internal GLL nodes:
Here,l i (x) is the Lagrange interpolating polynomial of degree n ?2 vanishing at all the internal GLL nodes except i , where it equals one. If we use the Q n ? P n?1 method, a basis for U n can be constructed by using integrated Legendre polynomials: p(x; y; z) = X e n (u; v) + b n (v; p) = < F; v > n; 8v 2 V n b n (u; q) ? 1 c n (p; q) = 0 8q 2 U n : (6) In the incompressible case, we remove the c n ( ; ) term, since 1= = 0. The discretization of the generalized Stokes problem (4) leads to similar saddle point problems, with s n ( ; ) in place of e n ( ; ) and the penalty parameter equal to 1=( + ).
These are all saddle point problems, with a penalty term in the elasticity and generalized Stokes case. Using, for simplicity, the same notation for functions and their coe cient vectors, we can write the matrix form of (6) 
where A; B; and C are the matrices associated with s n ( ; ) or e n ( ; ), and with b n ( ; ), and c n ( ; ), respectively. The penalty parameter is t 2 = 1 for elasticity problems and t 2 = 1 + for generalized Stokes problems. The sti ness matrix K is symmetric and inde nite. It is less sparse than the sti ness matrices obtained by low-order nite elements, but still well-structured in particular in the Q n ? Q n?2 case, and the corresponding matrix-vector multiplication is then relatively inexpensive if advantage is taken of the tensor product structure; see, e.g., Bernadi and Maday 3] .
In the following, we will also use c > 0 and C < +1 to denote generic constants in our inequalities; it will be clear from the context if we are referring to generic constants or to the bilinear form c( ; ) and the associated matrix C.
Block-diagonal and block-triangular preconditioners for saddle point problems with a penalty parameter have been studied in Klawonn 24, 22, 23] for low-order nite elements and by Pavarino 30, 31] for spectral element methods. The resulting preconditioned operators have a convergence rate which is independent of the penalty parameter t, the number of spectral elements N, and which depends only mildly on the spectral degree n. Domain decomposition techniques can be applied to each diagonal block of these preconditioners. In contrast to this approach, we will in this paper apply iterative substructuring techniques directly to the saddle point problem (7) . The resulting Schur complement problem is itself of saddle point form and of reduced dimension, and can be solved in an iteration using a block preconditioner, based again on domain decomposition techniques.
3.2. The inf-sup condition for spectral elements. The convergence of mixed methods depends not only on the approximation properties of the discrete spaces V n and U n , but also on a stability condition known as the inf-sup (or LBB) condition; see, e.g., Brezzi (8) by proving a uniform inf-sup condition for Q n ? P n?1 . Indeed, our numerical experiments reported in 30, 31] and in Section 9 indicated that in fact the Q n ? P n?1 method might be uniformly stable. On the other hand, the loss of a tensorial basis for the pressures makes the implementation and use of Q n ? P n?1 more complicated.
We can rewrite the inf-sup condition in matrix form as q t BA ?1 B t q 2 n q t Cq 8q 2 U n ; (9) where n is the inf-sup constant of the method; see Brezzi and Fortin 10] . Therefore 2 n scales as min (C ?1 BA ?1 B t ) . Similarly, if~ is the continuity constant of the bilinear form b( ; ), we have v t B t q ~ (q t Cq) 1=2 (v t Av) 1=2 8v 2 V n ; 8q 2 U n : (10) From (9) and (10) 
ii) c( ; ) is U n -elliptic, i.e. there exists a constant > 0 such that c(q; q) kqk 2 U n 8q 2 U n ; (12) iii) there exists a constant > 0 such that s(v; v)+ < C ?1 Bv; Bv > kvk 2 V 8v 2 V n ; (13) where the operators B 2 L(V n ; (U n ) 0 ) and C 2 L(U n ; (U n ) 0 ) are de ned by < Bv; q > = b(v; q) 8q 2 U n ; 8v 2 V n ; < Cp; q > = c(p; q) 8p; q 2 U n :
Then the Problem P t , for t 2 1, and Problem P 0 , have unique solutions (u t ; p t ) and (u; p) in V n U n , respectively. Moreover, if t 2 t 2 0 and t 0 is small enough, we have the error bound:
ku t ? uk V + kp t ? pk U Ct 2 kFk V 0; (14) where the constant C depends only on ; ; kak; kbk and kck. This result shows that Problem P t can be used as a preconditioner for Problem P 0 and vice versa. In fact ku t ? uk V + kp t ? pk U Ct 2 kFk V 0 Ct 2 (ku t k V + kp t k U ):
We can therefore concentrate our analysis on the incompressible case and build a preconditioner for Problem P 0 in the Schwarz framework by splitting the discrete spaces V n and U n into subspaces. By Theorem 4.1 such a preconditioner will also be a good preconditioner for Problem P t when t 2 is small. ; N: (15) We will often also use related local subspaces of pressures, with support and zero mean value in individual elements, de ned by
We will now examine several useful ways of extending elements of V n (?). These extensions are all constructed locally, i.e. element by element.
5.1. The discrete harmonic extension. The discrete harmonic extension H n : V n (?) ?! V n , is de ned as the operator that maps a piecewise polynomial u 2 V n (?) into the unique solution H n u 2 V n of s n (H n u; v) = 0 8v 2 V n i ;
H n u = u on @ i ; i = 1; ; N:
This is just an application, component by component, of the well-known scalar discrete harmonic extension. As in the scalar case, the discrete harmonic extension satis es the minimization property s n (H n u; H n u) = min v2V n ; vj ? =u s n (v; v) 5.2. The discrete Stokes extension. We can extend a piecewise polynomial from ? to the interior of each element by solving a Stokes problem in each element.
The discrete Stokes extension (S n ; S n p ) : V n (?) ?! V n U n , is the operator that maps a piecewise polynomial u 2 
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In our applications to Stokes problems, we will choose the range of this extension operator V n S = S n (V n (?)) (18) as the subspace of interface velocities. As with the discrete harmonic extension, the velocities in this subspace are completely determined by their values on ?.
The discrete Stokes extension satis es the minimization property s n (S n u; S n u) = min
The c n s n (S n u; S n u) s n (H n u; H n u) s n (S n u; S n u) 8u 2 V n (?):
5.3. The discrete mixed elastic extension. We can also extend a piecewise 
In our applications to elasticity problems, we will choose the range of this extension operator
as the subspace of interface displacements. As with the other extensions, the displacements in this subspace are completely determined by their values on ?. The discrete elastic extension satis es the minimization property e n (M n u; M n u) = min following description applies to both Stokes and elasticity problems, but for simplicity we adopt the Stokes terminology (velocity and pressure).
The velocity space V n is decomposed as V n = V n 1 + V n 2 + + V n N + V n ? ;
where the local spaces V n i have been de ned in (15) We solve the saddle point Schur complement system (24) by a preconditioned Krylov space method such as PCR if we use a symmetric positive de nite preconditioner or GMRES if we use a more general preconditioner.
7. Stability of the saddle point Schur complement. 7.1. The Stokes problem. In this section, we will prove that problem (24) is uniformly stable, i.e. that it satis es an inf-sup condition with a constant ? bounded away from zero independently of n and N. We remark that Bramble and Pasciak 6] have proven a stability result for (24) for h-version nite elements. However, their proof bounds ? in terms of the inf-sup constant of the original system (in our case n ), which leads to a nonuniform bound in the spectral element case, since n can approach zero when n increases. In order to establish a uniform bound on ? , we rst give a variational formulation of the saddle point Schur complement (24) . 
This is so for q 2 U 0 and we can apply the divergence theorem on each element and obtain b n (u i ; q) = 0. In order for the operator of problem (28) to be equal to the saddle point Schur complement (25) , it only remains to prove that b n (v; p ? ) = b n (v; p 0 ) 8v 2 V n S , i.e. that b n (v; S n p u) = 0 8v 2 V n S . This follows immediately from the de nition (17) of the discrete Stokes extension, since v = S n v and S n p u = q 2 P N i=1 U n i . We can now prove a uniform bound on the inf-sup constant of the saddle point Schur complement (25) for Stokes systems. (divS n v; q 0 ) 2 s(S n v; S n v) : In the last estimate, we have used the equivalence of s n ( ; ) and s( ; ) = j j 2 H 1 ( ) 3 on V n V n . Hence, there remains to prove an inf-sup condition for the mixed spaces S n (V 2 ) U 0 . According to Brezzi 
7.2. Incompressible elasticity. The following lemma is the analog of Lemma 7.1 for incompressible elasticity problems. It can be proved in the same way substituting e n ( ; ) for s n ( ; ) and using the de nition (19) of the discrete mixed elastic extension. 
We can now prove a uniform bound on the inf-sup constant of this saddle point Schur complement for incompressible elasticity, using the bound just proved for the Stokes case in Lemma 7.2. where ? is independent of q 0 ; n; and N.
Proof. From the minimization property of the discrete elastic extension and the Cauchy-Schwarz inequality, we have e n (M n u; M n u) e n (S n u; S n u) Cs n (S n u; S n u): C 0 because it has been shown by Klawonn 24] The case of a block-triangular preconditioner with inexact blocks is studied in Klawonn 22, 23] , under the previous Assumptions 1 and 2 and the additional scaling assumption 1 < a 0 a 1 . The estimate provided is analogous to the case with exact blocks, but it is more complicated and we therefore refer to 22] for details. In this case, we can de ne an additional energy norm based on the inexact blocks and a GMRES convergence bound can be proven in this energy norm.
In order to obtain convergence bounds using Theorems 8.1 and 8.2, we need only verify Assumptions 1 and 2 for a choice of preconditioner blocks b S ? and b C 0 . We will do so in the next section, illustrating our results mainly in the block-diagonal case. The construction of an iterative substructuring algorithm is therefore a very modular process in this framework. We nd that,
where R 0 = (R; I) and R T F k are restriction matrices returning the degrees of freedom associated with each face F k . This is an additive preconditioner with independent parts associated with each face and the wire basket. where C is independent of n and N.
Other scalar iterative substructuring preconditioners could also be applied in this fashion to the Stokes system; see Dryja, Smith, and Widlund 17] for many alternatives.
8.3. A wire basket preconditioner for incompressible elasticity problems.
The block-diagonal preconditioners of the form (31) introduced in the previous sections do not take any coupling between the three components of u into account. This works for Stokes problems, but for elasticity problems such an approach would lead to nonscalable algorithms. In fact, the saddle point Schur complement for linear elasticity for an interior element i has a six dimensional nullspace, spanned by the rigid body motions (three translations and three rotations). In order to obtain a scalable algorithm, the local contribution from i to the wire basket preconditioner must have the same six dimensional nullspace. This condition is of course violated by the componentwise preconditioner of the previous section, that has only a three dimensional nullspace of componentwise translations. In this section, we introduce a scalable wire basket preconditioner for mixed elasticity problems, using the techniques and the analysis of 33]. The basic changes consist in: a) using the bilinear form e n (u; v) = 2 ( (u) : (v)) n; instead of 2 ( (u) : (v)) n; + (divu; divv) n; 19 used in 33] for compressible elasticity; b) using the mixed elastic extension M n instead of the elastic extension E n . This implies that the extension from the wire basket is now de ned by I W u = M n (I W u (1) ; I W u (2) ; I W u (3) );
where the single scalar components are given in 33, (9)], and the subspace of interface displacements is now V n M = M n (V n ). We note that the nullspaces of e n ( ; ) and the bilinear form of compressible elasticity, on an interior element, are the same set N spanned by the rigid body motions. Moreover, I W still reproduces the rigid body motions. Therefore, the same construction as in 33, Section 6] can be used to obtain a wire basket preconditioner b
Here we use a di erent scaling of the wire basket inexact solver b S ?1 WW ; on an interior element j , which we, for simplicity assume to be the reference element, we set
We can then prove a bound analogous to the main result of 33]. Proof. We recall that in the mixed elasticity case u T ? S ? u ? = e n (M n u; M n u); see Lemma 7.3. We also recall that using the standard Schwarz theory, it is enough to prove the upper and lower bounds of the theorem locally on an interior element, which we for simplicity assume to be the reference element; see We can then repeat, step by step, the proof of the lower bound in 33, where C is independent of n and N.
9. Numerical results. In this last section, we report the results of numerical experiments for both Stokes and mixed elasticity problems in three dimensions. All computations were carried out in Matlab 5.0 on Sun workstations. We rst computed the discrete inf-sup constant n of the whole Stokes problem on the reference cube with zero Dirichlet boundary conditions. n is computed as the square root of the minimum nonzero eigenvalue of C ?1 B T A ?1 B, where A; B; and C are the blocks in (7). The results reported in Table 1 and plotted in Figure 1 indicate that the inf-sup parameter of the Q n ? P n?1 method is much better than that of the Q n ?Q n?2 method, in agreement with the theoretical results of 5] and the experiments in 30, 31].
We then compute the discrete inf-sup constant ? of the saddle point Schur complement (30) for both the mixed elasticity and Stokes system on the reference cube Figure 2 shows ? as a function of the spectral degree n while keeping xed a small number of elements, N = 2 2 1. The lower plot in Figure  2 shows ? as a function of the number of spectral elements N for a small xed spectral degree n = 2. Both gures indicate that ? is bounded by a constant independent of N and n, in agreement with Lemma 7.2 and 7.4. ? is the wire basket preconditioner described in Section 8.1 for Stokes problems and in Section 8.3 for mixed elasticity problems. We report only the results obtained with the original wire basket block of the preconditioner.
We consider rst Q n ? Q n?2 spectral elements. The results are plotted in Figure 3 . In both the Stokes and elasticity cases, the incompressible limit is clearly the hardest, yielding condition numbers approximately three times as large as those of the corresponding compressible case. For a given value of , the condition number seems to grow linearly with n, which is consistent with our theoretical results in Theorems 8.3 and 8.6, since the theoretical bound for the inf-sup constant for Q n ? Q n?2 approaches zero as 1=n. This is re ected in the decay of the minimum eigenvalue min , while the maximum eigenvalue max seems to be bounded by a constant independent of n. Even if the asymptotic behavior is the same, the condition numbers for the elasticity problem are always larger than those for the Stokes problem.
We then consider Q n ? P n?1 spectral elements. Figure 4 presents the results for the generalized Stokes problem and the mixed elasticity problem, respectively. Figure   5 compares the Q n ? Q n?2 and Q n ? P n?1 results for local condition numbers in the incompressible case. The condition numbers for Q n ?P n?1 spectral elements are smaller than the corresponding ones for Q n ?Q n?2 spectral elements. Again the incompressible limit is the hardest, yielding condition numbers approximately three times as large as those of the corresponding compressible case. From our theoretical results, the growth of the condition numbers, for a xed value of , should now be only polylogarithmic in n, since the inf-sup constant for Q n ? P n?1 spectral elements is uniformly bounded away from zero. More results for higher values of n are needed in order to con rm this theoretical result numerically. 
