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Principles and Application of Credibility Theory 
Vincent Goulet* 
Abstractt 
We review the history of the practical development of credibility theory. 
Emphasis is placed on the two main approaches to credibility theory: lim-
ited fluctuation credibility and greatest accuracy credibility. We explain when 
each approach should and should not be used. The presentation of greatest 
accuracy credibility theory starts with a review of (exact) Bayesian credibility 
and then moves to the Buhlmann-Straub model. Estimators of the structure 
parameters are discussed. Examples are presented to illustrate the concepts. 
Finally, the hierarchical credibility and crossed classification credibility models 
are presented. 
Key words and phrases: experience rating, limited fluctuation, greatest accu-
racy, hierarchical, crossed classification, structure parameter, estimation. 
1 Introduction 
1.1 Experience Rating 
The first concern of an insurer when establishing a base premium is 
to ensure that the premium is sufficiently large to fulfill its obligations. 
Only then will the insurer seek to distribute premiums fairly among its 
*Yincent Goulet, Ph.D., is an assistant professor of actuarial science at Concordia Uni-
versity, Canada. He received his Ph.D. in actuarial science at the University of Lausanne, 
Switzerland. 
Dr. Goulet's address is: Concordia University, 7141 Sherbrooke West, Montreal PQ 
H4B 1R6, CANADA. Internet address: vgoulet@alcor.concordia.ca 
tThis paper is awarded the 1998 Actuarial "Art & Science" Education Contest prize. 
The research for this paper is supported by Quebec's FCAR fund. The author thanks 
Roger Goulet for his time and patience while correcting the grammar in the earlier drafts 
of this paper; Professor Franc;:ois Dufresne for his many fruitful comments; and the two 
anonymous referees and the editor for many suggestions that improved this paper. 
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insureds. l In lines of business where the number of policies is large 
enough to allow it, the development of a classification system is usu-
ally the first step to achieve a fair premium distribution. Experience 
rating systems in general and credibility theoretic methods in particu-
lar then constitute an efficient second step to determine a fair premium 
distribution. 
As the name suggests, an experience rating system takes into ac-
count the past individual experience of an insured when establishing 
the insured's premium. As such, these systems have a somewhat lim-
ited scope in insurance because they require the accumulation of a sig-
nificant volume of experience. Experience rating is especially suited 
to certain lines of insurance such as workers compensation and auto-
mobile insurance; it is not used, for example, in traditional individual 
life insurance (one only dies once) or homeowners insurance, where the 
claim frequency is low. 
On a more formal basis, Bl1hlmann (1969) defines experience rating 
as follows: 
Definition 1 (Experience Rating). Experience rating aims at assigning 
to each individual risk its own correct premium (rate). The correct pre-
mium for any period depends exclusively on the (unknown) claims dis-
tribution of the individual risk for this same period. 
To illustrate and clarify the concept of experience rating, the fol-
lowing example (taken from Norberg (1979) with some modifications) 
is provided. 
Example 1. Let us assume that a portfolio consists of ten insureds who 
are considered a priori to be equivalent on a risk level basis. Moreover, 
an insured can incur, at most, one claim per year, the severity of that 
claim being 1. The premium for this portfolio, called the collective pre-
mium, is estimated to be 0.20 and, accordingly, this is the premium 
every insured pays in the first year. After one year, the insurer ob-
serves the claim record shown in Figure 1 (where zeros corresponding 
to claim-free records are deleted to increase readability). The average 
claim amount is 1/10 = 0.10. This is significantly below the assumed 
average of 0.20. Due to the limited experience in both the number of 
insureds and the number of years duration of the policy, however, the 
insurer is inclined to keep its premium unchanged. 
After two years the average claim cost amounts to 4/20 = 0.20; 
see Figure 2. Though the collective premium still seems adequate, one 
1 Throughout this paper the term insured is used in a broad sense. Depending on 
the line of business, an insured could be a person or a group of persons, a company, a 
reinsurance treaty, or any other adherent to an insurance contract. 
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Figure 1 
Portfolio Experience After One Year 
I 
I Insureds 
Year 1 2 3 I 4 I 5 I 6 I 7 I 8 9 10 
I 1 I I I I I I 1 
notes that insured number 9 exhibits the worst record. Is this due only 
to bad luck? Unfortunately, due to the limited volume of experience, 
the insured cannot come to any conclusion on the general risk level of 
the portfolio or of any of the individual insureds. 
Figure 2 
Portfolio Experience After Two Years 
I 
I Insureds I 
Year 1 I 2 I 3 I 4 I 5 I 6 I 7 I 8 I 9 I 10 
I ~ 11 11 I I I I I I I ~ I I 
Let us now jump eight years forward, at a time where the insurer is 
better able to infer results about the individual insureds' level of risk 
from the portfolio data. The data after ten years are depicted in Figure 
3. One can see that the overall claim average, X, is 23/100 = 0.23. It 
is thus reasonable to think that the collective premium is adequate or 
even too low. The individual average for insured i, Xi, on the other 
hand, shows great disparities among the insureds. In particular, the 
suspicion about insured 9 is confirmed: its 0.7 ratio suggests a risk 
worse than the collective one. Insureds 7, 8, and 10, however, incurred 
no claims. This ends the example. 
If the collective premium in this example is globally adequate, it 
is in return clearly not fair. Some insureds deserve to pay a higher 
premium, while some should pay less. Though the portfolio was at first 
considered to be composed of more or less equivalent risks, experience 
has shown that the portfolio is, to some degree, heterogeneous. It is 
thus for equity concerns (and, perhaps, to gain a competitive edge) that 
insurers should, whenever possible, consider individual experience in 
ratemaking. In other words, the portfolio's heterogeneity forces the 
insurer to do experience rating. 
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Figure 3 
Portfolio Experience After Ten Years 
I I 
Insureds I 
Year 1----'-1 --'1r--::-2 --r1---::-3 -r1-4..,.----,-I-S=----r-I-6::--r1 -=7 -'-1 -=-8 -'-1 ---=9'------'-1 -::--C1 O;:---j 
1 1 
2 1 1 1 
3 1 1 1 
4 1 1 
S 1 
6 1 
7 1 1 1 1 
8 1 1 1 1 
9 1 1 
10 1 1 
-
Xi 0.6 1 0.3 1 0.2 1 0.2 1 0.2 1 0.1 1 0 1 0 1 0.7 1 0 
X 0.23 
1.2 An Overview of the Paper 
There are many different experience rating systems, including bonus-
malus systems, merit-demerit systems, participating policies, and com-
missions in reinsurance; see, for example, Bl1hlmann (1967,1969). The 
most widely used methods, however, are based on credibility theory. 
Credibility theory uses two main approaches, each representing a dif-
ferent method of incorporating individual experience in the ratemaking 
process. The first and oldest approach is called limited fluctuation cred-
ibility (also referred to as American credibility). According to this ap-
proach, an insured's premium should be based solely on its own experi-
ence if the experience is significant and stable enough to be considered 
credible. 
The second approach is called greatest accuracy credibility (also 
referred to as European credibility). It does not concentrate on the sta-
bility of the experience, but rather it focuses on the homogeneity of 
the experience within the portfolio. It would then be justifiable to give 
some weight to individual experience, provided it is significantly dif-
ferent from the portfolio's. The more heterogeneous the portfolio, the 
more important becomes individual experience and vice-versa. 
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This paper covers both the limited fluctuation and greatest accuracy 
approaches with the hope of clearing up the often blurred distinctions 
between them. Section 2 contains a brief discussion of the origins of 
limited fluctuation and greatest accuracy credibility theories. Section 
3 describes the mathematical foundations of limited fluctuation credi-
bility within the framework of the collective model of risk theory. The 
most important formulae are presented and illustrated in two exam-
ples. Some comments follow on the uses and misuses of the model in 
practice. The remainder of the paper is devoted to greatest accuracy 
credibility theory. Section 4 describes the mathematical foundations 
of greatest accuracy credibility theory within the framework of the col-
lective model of risk theory. Section 5 presents exact Bayesian cred-
ibility theory, which is one approach used to determine the greatest 
accuracy credibility premium. The main results of exact Bayesian cred-
ibility are summarized in Tables 1 and 2. Section 6 is devoted to the 
well-known Buhlmann-Straub model. The credibility premium is pre-
sented and interpreted. Two useful generalizations of the Buhlmann-
Straub model are introduced: the hierarchical credibility theory (Section 
7) and crossed classification models (Section 8). 
Finally, many of the theoretical results of credibility theory are de-
scribed without any proofs or long mathematical developments. Em-
phasis is placed on the interpretation of results and discussion of prac-
tical issues. Advanced mathematical and technical expositions have 
been deliberately avoided; they can be found in many of the numerous 
suggested references listed at the end of this paper. 
2 A Brief Historical Review 
2.1 Limited Fluctuation Credibility Theory 
The birth of credibility theory dates back to the beginning of the 
century with a paper by Mowbray (1914). In the workers compensation 
insurance field, Mowbray was interested in finding the minimal number 
of employees covered by a plan such that the premium of the employer 
could be considered fully dependable, that is, fully credible. Assuming 
that the probability of an accident, e, is known, Mowbray wanted to 
calculate the minimum number of employees, n, so that the number 
of accidents would lie within lOOk percent of the average (or mode) 
with probability p. If N denotes the total number of accidents of an 
employer, Mowbray's problem can be written as: 
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P [(1 - k)E[N] :::; N :::; (1 + k)E[N]] ;::: p, 
where N ~ Binomial(n, tJ), i.e., N is binomial with mean ntJ and vari-
ance ntJ(l - tJ). Using the normal approximation for N eliminates the 
choice between the mean and the mode and yields: 
> ((1_E /2)2 (1- tJ) 
n - k tJ (1) 
where E = 1 - P and (or is the exth percentile of a standard normal 
dis tribu tion. 
Mowbray's solution needed only a distribution for N, the total num-
ber of claims, in order to determine a full credibility level. Unfortu-
nately, however, his solution provided just that, a level above which an 
individual premium is granted full credibility and zero credibility below 
that level. Thus, an insured with total number of claims just below the 
full credibility level may pay a Significantly different premium. 2 
The dichotomy between zero and full credibility paved the way for 
the development of partial credibility. The first formal theory was de-
veloped by Albert W. Whitney. In his 1918 paper, Whitney refers to 
"the necessity, from the standpoint of equity to the individual risk, 
of striking a balance between class-experience on the one hand and 
risk-experience on the other." The objective of credibility theory is the 
calculation of this balance. 
Which principles should govern the calculation of this balance? Ac-
cording to Whitney (1918), the balance depends on four elements: the 
exposure, the hazard, the credibility of the manual rate (collective pre-
mium), and the degree of concentration within the class.3 Moreover, 
Whitney (1918) writes: 
There would be no experience-rating problem if every risk 
within the class were typical of the class, for in that case the 
diversity in the experience would be purely adventitious. 
Whitney's approach to the partial credibility problem is the first step 
toward greatest accuracy credibility, based on the homogeneity of the 
portfolio. 
2In Mowbray's day some actuaries believed no data set was ever 100 percent reliable. 
3The degree of concentration within the class is referred to as the homogeneity (sim· 
ilarity of individual experiences) of the entire portfolio. 
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Whitney's model for the homogeneity of the portfolio assumes that 
the individual averages are distributed according to a normal distribu-
tion. After some lengthy calculations, Whitney obtains the following 
expression for the individual's premium, P: 
P = zX + (1 - z)m, (2) 
where X is the mean from the individual's experience and m the collec-
tive mean. Notice that X and m are combined to produce a weighted 
average with z and 1 - z as weights. An expression of the form of 
equation (2) is called a credibility premium. The quantity z is called the 
credibility factor and Whitney's expression is of the form 
n 
Z=--
n+K (3) 
where K is a constant. Note that K is not an arbitrary constant, rather 
it is an explicit expression that depends on the various parameters 
of the model. For the sake of simplicity and to avoid large fluctua-
tions between the individual and collective premiums, however, Whit-
ney suggests that K be determined by the actuary's judgment rather 
than by its correct mathematical formula. Whitney's suggestion results 
in a stability-oriented form of credibility theory rather than a precision-
based one. Thus, the birth of greatest accuracy credibility theory was 
delayed for almost half a century. Nevertheless, the determination of K 
by the actuary's judgment has since been widely and successfully used 
by American actuaries. 
2.2 Greatest Accuracy Credibility Theory 
One of the reasons why the greatest accuracy approach to credibility 
theory was slow to develop may already be found in a discussion of 
Whitney's paper. Fischer (1919) criticizes Whitney's use of the first 
version of Bayes' Rule where, a priori, all possible events are equally 
likely to occur. This rule was called the "principle of insufficient reason" 
by its proponents while its detractors called it the "assumption of the 
equal distribution of ignorance." In addition, until the mid 19 50s, there 
was a general negative attitude in the American statistical community 
toward what is known today as neo-Bayesian statistics. 
Greatest accuracy credibility theory originated from two seminal pa-
pers by Bailey (1945, 1950). In his 1945 paper, Bailey obtains a credi-
bility formula that seems to anticipate the nonparametric universe to 
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be explored two decades later by Blihlmann. Unfortunately, the paper 
suffered due to a somewhat awkward notation that made it difficult to 
read. The 1950 paper, on the other hand, was better understood and is 
considered as the pioneering paper in greatest accuracy credibility. 
Bailey (1950) writes: 
At present, practically all methods of statistical estimation 
appearing in textbooks on statistical methods or taught in 
American universities are based on an equivalent to the as-
sumption that any and all collateral information or a priori 
knowledge is worthless. . .. Philosophers have recently dis-
cussed the credibilities to be given to various elements of 
knowledge (Russell 1948), thus undermining the accepted 
philosophy of the statisticians. However, it appears to be 
only in the actuarial field that there has been an organized 
revolt against discarding all prior knowledge when an esti-
mate is to be made using newly acquired data. 
Here Bailey is advocating the Bayesian philosophy with the proviso that 
Laplace's generalization of Bayes' rule be used instead of the original 
Bayes rule. With this generalization, the Bayes' rule is applicable even 
if possible events have varying probabilities of occurring. 
Bailey then shows that the Bayesian estimator obtained by minimiz-
ing the mean square error is a linear function of the observations, corre-
sponding exactly with the credibility premium for the combinations of 
conjugate prior distributions such as binomialjbeta, POisson/gamma, 
and normal/normal. He is among the first to discover this linearity 
of the Bayesian estimator.4 His credibility factor is still of the form 
z = n/(n + K), where K depends on the parameters of the model. Un-
like Whitney, however, Bailey does not propose to evaluate K using the 
actuary's judgment, but rather sticks to its algebraic expression. 
Meanwhile, a new branch of statistics called empirical Bayesian statis-
tics was being developed by Robbins (1955, 1964). It would be of impor-
tance in the future development of credibility theory because it filled 
the gap between theory and practice. One of the main problems with 
the Bayesian approach is the need to know the prior distribution, a con-
dition seldom met in practice. Robbins' empirical Bayes approach is to 
assume that, although unknown, the prior distribution does exist and 
can be estimated from repeated similar experiences. Robbins (1964) 
writes: 
4Norberg (1979) states that Keffer (1929) obtained a similar result in the Pois-
son/gamma case and that there would exist some earlier references. 
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The empirical Bayes approach to statistical decision prob-
lems is applicable when the same decision problem presents 
itself repeatedly and independently with a fixed unknown a 
priori distribution of the parameter. 
13 
As Biihlmann pOints out later, this applies perfectly to the experience 
rating problem. 
Given the fact that actuaries wish to have linear credibility premiums 
(as linear premiums are easy to calculate and easy to explain), Buhlmann 
suggested at the 1965 ASTIN Colloquium in Lucerne, Switzerland, that 
the Bayesian estimator be forced to be a linear combination of the ob-
servations. In a nonparametric setting, Buhlmann (1967, 1969) derives 
a linear expression featuring a credibility factor of the well-known form 
z = n/(n + K), with a simple and general expression for the constant 
K. 
The 1970s heralded the rapid development of credibility theory. 
BUhlmann and Straub (1970) generalize BUhlmann's classical model by 
assigning weights to the observations and by introducing estimators 
for the structure parameters.5 This was followed by two important 
generalizations of the BUhlmann and BUhlmann-Straub models: the hi-
erarchical model due to Jewell (1975) and the linear regression model 
due to Hachemeister (1975). The following year, De Vylder (I976b) 
presented a semilinear and an optimal semilinear credibility model to-
gether with the first formulation of the credibility problem in terms 
of Hilbert spaces (De Vylder 1976a). Three years later, Norberg (1979) 
published an extensive paper in which he reviewed most of what was 
known in credibility theory. This paper still remains a key reference in 
credibility theory. 
While in the 1970s the bulk of the credibility research was focused 
on model generalizations, during the 1980s research was focused pri-
marily on the estimation of structure parameters. The important pa-
pers include De Vylder (1978,1981,1984), Norberg (1980), Gisler (1980) 
and Dubey and Gisler (1981). From the mid-1980s to the early 1990s, 
research in credibility theory slowed until a revival of interest stimu-
lated by optimal parameter estimation (De Vylder and Goovaerts 1991, 
1992a, 1992b) and robust parameter estimation (Kunsch 1992, Gisler 
and Reinhard 1993). 
A recent innovation in credibility theory is the variance components 
model introduced by Dannenburg (1995) to describe his crossed classi-
fication credibility model. This is briefly studied in Section 8. 
5These improvements led to a wider use of greatest accuracy credibility in practice, 
although mostly in Europe. 
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3 Limited Fluctuation Credibility 
Limited fluctuation credibility originated in the early 1900s with 
Mowbray's paper "How Extensive A Payroll Exposure Is Necessary To 
Give A Dependable Pure Premium?" As the title states, Mowbray was in-
terested in finding the level of payroll in workers compensation insur-
ance for which the pure premium of a given insured can be considered 
fully credible. 
An individual insured's experience is considered to be fully credible 
if it fluctuates moderately from one period to another. That is, the cred-
ibility criterion is stability of experience, which usually increases with 
the volume of the insured's experience. This volume can be expressed 
as premium volume, number of claims, number of employees, square 
foot of factory surface, etc. 
3.1 The General Model 
With the emergence of risk theoretic methods, Mowbray's original 
problem can be formulated in a slightly more general way as follows. 
Let us define the random variables 
Nt The number of claims the insured generated during the tth 
time period (months, quarters, years, etc.), for t = 1,2, ... ; 
Xtj Size of the jth claim in the tth year, for j = 1,2, ... ,Nt; 
St The size of the aggregate claims in the tth period of time. 
Then, 
St = Xtl + Xt2 + ... + XtNt (4) 
where Xtj s are assumed to be independent, identically distributed (LLd.) 
random variables that are also mutually independent of the Nts. This 
is the classical collective model of risk theory. Most of the situations 
usually encountered in limited fluctuation credibility can be described 
by an application of this model. It is also well-known (see, for example, 
Gerber (1979» that 
E[St] (5) 
and 
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Var[5tJ = E[NtJ var[ Xtj ] + Var[NtJ E[ Xtj t . (6) 
Let ST = (51 + 52 + ... + 5T) IT denote the insured's observed aver-
age (empirical mean) claim amount at the end of T periods, T = 1,2, .... 
The fundamental problem of limited fluctuation credibility is the deter-
mination of the parameters of the distribution of ST such that it stays 
within lOOk percent of its expected value with probability p, Le., 
P [(1- k)E[ST ] ~ ST ~ (1 + k)E[ST JJ ~ p, (7) 
holds for given p and k. In a typical limited fluctuation credibility sit-
uation, the parameter k is small (e.g., 5 to 10 percent), while parameter 
p is large (often above 90 percent). 
When an insured meets the requirements of equation (7), the in-
sured is said to deserve a full credibility of order (k, p), Le., the insured 
is charged a pure premium based solely on the insured's own claims 
experience. If full credibility occurs after T* periods the credibility 
premium would be ST*. 
Equation (7) thus requires the distribution of ST to be relatively con-
centrated around its mean. As ST is a sum of LLd. random variables, 
the distribution of ST has to be approximated. Assuming the second 
moment of ST is finite, one can use the version of the central limit the-
orem applicable to random sums (Feller 1966, p. 258) to approximate 
the distribution. Thus, 
(ST ~ E[STJ ) 
) ~ N(O, 1), 
var[ ST ] 
i.e., a standard normal distribution. Equation (7) may then be rewritten 
~[ 
hence 
(ST-E[SyJ) 
)var[STJ 
(8) 
(9) 
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where E 1 - P and (()( is the ()(th percentile of a standard normal 
distribution. 
At this point, the essence of the theory of limited fluctuation cred-
ibility (Le., equation (7» has been covered. What follows are examples 
of the calculations needed to satisfy equation (7). These calculations 
are more relevant to general risk theory, however, than to credibility 
theory. 
Example 2. Recall the assumptions of Example 1 above. In that exam-
ple, an insured can incur at most one claim per year, the severity of that 
claim being 1. Thus the distribution of St is Bernoulli with parameter 
e, Le., Pr[St = 1] = e and Pr[St = 0] = 1 - e. Thus E[ ST] = e and 
var[ST] = e(1 - e)/T. From equation (7), the full credibility level of 
order (k, p) is given by: 
T
> ((1_£/2)2 1- e 
- k e· 
If we further assume that e = 0.20, k = 0.05 and p = 0.90 then the 
full credibility level of order (0.05,0.90) occurs after T = 4323 years 
of experience! 
Example 3. Suppose the insured can incur at most n claims per year, 
the severity of each claim being 1. The claims are assumed to occur 
independently with probability e per occurrence. Thus the distribution 
of St is binomial(n, e). The full credibility level of order (k, p) is given 
by: 
T > (Zl_£/2)2 1 - e n - k e· 
As expected, there is an inverse relationship between nand T. Thus if, 
for example, the expected annual aggregate claims ne is small, then we 
need more years for a credible claims history to develop, Le., larger T. 
Example 4. The most widely used distribution for St is the one where 
Nt has a Poisson distribution with parameter A giving St a compound 
Poisson distribution. From equations (5) and (6), E[StJ = AE[ Xj] and 
Var[StJ = AE[ XJ]' The full credibility level of order (k, p) is thus given 
by: 
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Again, there is an inverse relationship this time between A and T. Thus 
if, for example, the expected annual number claims A is small, then we 
need more years for a credible claims history to develop, i.e., larger T. 
Note that the choice k = 5 percent, p = 0.90, and Pr[Xj = 1] = 1 leads 
to the famous A value of 1,082. 
One may also like to refer to Longley-Cook (1962) for some more 
examples involving limited fluctuation credibility. 
3.2 USing Other Approximation Methods 
In general, the distribution of St is not symmetrical, even if that of 
Xj is. A normal approximation is nevertheless used to calculate the 
full credibility levels because, as seen in equation (9), it easily leads to 
simple formulae. 
One might wonder if using more refined approximations taking the 
skewness of St into account would lead to better or more accurate full 
credibility levels. Normal power and Esscher approximations are two 
examples that account for the skewness of S. Goulet (1997) shows, how-
ever, that the effect of using these approximation methods is negligible 
in almost any case. Thus, more sophisticated approximation methods 
are not worth the added complexity and calculation time when com-
pared to the normal approximation. 
3.3 Partial Credibilities 
As mentioned in Section 2, the first partial credibility formula is due 
to Whitney (1918), who was motivated by his desire to obtain a pre-
mium that struck a balance between the individual premium of a single 
insured and the manual or collective premium of the entire portfolio to 
which the insured belongs. 
Since 1918, many partial credibility formulae have been proposed. 
Among the three most widely used are: 
21 min{~, I}, 
22 min { (~ f/3 , 1 } , 
and n 
23 n+K' 
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where no is the full credibility level and K a constant determined by 
the actuary's judgment. One consideration in the choice of K is the 
desire to limit size of the changes in the premium from one year to the 
next. The third partial credibility formula, 23, is the one proposed by 
Whitney. In addition 23 is the only one in which the (partial) credibility 
level never reaches unity. 
3.4 Uses of Limited Fluctuation Credibility 
From a theoretical perspective, the range of applications of limited 
fluctuation credibility is fairly limited, though many of these are ignored 
in practice. The key point to remember when using limited fluctuation 
credibility is that it relies solely on a stability criterion, which, generally, 
is the size of the insureds or the number of periods (years quarters, etc.) 
of claims experience. As such, limited fluctuation credibility should be 
used only when stability of the experience is of foremost importance. 
One good example is the determination of an admissibility threshold 
in a retrospective insurance system, where the insured's premium is 
readjusted at the end of the year after the total claim amount is known. 
The case for partial credibility is even more delicate. Since its incep-
tion, partial credibility has been successfully used by American actuar-
ies to restrict premium variation from one time period to another. One 
can argue that partial credibility takes into account the heterogeneity 
of the insurer's block of insureds by charging different premiums to 
different groups of insureds. This differentiation among the insureds, 
however, is only based on their size or the extent of their claims history; 
this is not necessarily fair. 
One must bear in mind that the goal of partial limited fluctuation 
credibility is not to calculate the most precise premium for an insured. 
The goal is to incorporate into the premium as much individual experi-
ence as possible while still keeping the premium sufficiently stable. It 
is important to understand this distinction. When credibility is used to 
find the most precise estimate of an insured's pure risk premium, one 
must turn to greatest accuracy credibility methods. 
The remainder of this paper is devoted to the various forms of great-
est accuracy credibility theory. 
4 Greatest Accuracy Credibility: An Overview 
Greatest accuracy credibility is a more modern, versatile, and com-
plex field of credibility theory. It is not a single theory; rather it is 
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an approach to the credibility problem. The approach is to find the 
best premium to charge an insured, where best is in the sense that the 
premium estimator is the closest estimator to the true premium. The 
traditional starting point in the study of greatest accuracy credibility 
theory is Bayesian credibility theory, where the fundamental concepts 
can be illuminated in a parametric setting.6 
One important point to keep in mind when moving from limited fluc-
tuation to greatest accuracy credibility is that a high credibility factor 
(Le., z close to one) is no longer a goal in itself. Indeed, the credibil-
ity factor will henceforth mostly reflect the degree of heterogeneity of 
the portfolio, rather than the degree of stability of an individual risk's 
experience. For a homogeneous portfolio, greatest accuracy credibility 
states there is no need to charge a different premium to the insureds. 
The credibility factor will accordingly be low, Le., close to zero. Con-
versely, the more heterogeneous the portfolio, the greater the consid-
eration of the individual experience; hence the higher the credibility 
factor. 
To illustrate this, imagine a portfolio consisting of five very large 
insureds, each having identical means. Given the importance of their 
size, each group of insureds would all be granted full credibility under 
the limited fluctuation approach. As their means are all equal, how-
ever, they form a perfectly homogeneous portfolio. Accordingly, their 
credibility level will be zero under the greatest accuracy approach. Of 
course, the end result is the same because the collective mean is equal 
to the individual means, but this shows how different can be the inter-
pretation of the credibility factor in greatest accuracy credibility. 
4.1 The Mathematical Model 
Consider an insurance portfolio consisting of I insureds. The ideal 
situation for ratemaking occurs if this portfolio is relatively homoge-
neous, i.e., the insureds have similar risk characteristics. The group 
of characteristics of insured i that reflects the insured's risk level is 
donated by the risk parameter 8i for insured i = 1, ... , I. This risk 
parameter incorporates every characteristic of the insured that is not 
otherwise accounted for in the initial risk classification process. 
The parameter 8i is unknown and is assumed to be constant through-
out the life of the insurance contract. Because of the assumption of a 
homogeneous portfolio, we must further assume that each insured's 8i 
6Norberg (1979) and Goovaerts and Hoogstad (1987) are also good references for 
those who would like to delve deeper into the subject. 
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is viewed as being drawn at random from the same cumulative distri-
bution, U(e). Following Biihlmann (1969), U(e) is called the structure 
function. This is essentially an empirical Bayes approach where the 
structure function exists but is unknown and has to be estimated from 
the portfolio data. 
In a purely Bayesian setting, U(e) represents the insurer's prior be-
lief about the insured's risk level. After collection of the insured's data 
at the end of the period, the insurer's initial judgment is revised and 
the structure function modified accordingly. This interpretation is par-
ticularly suited to the case where there is a single insured or when the 
insurer has little information and must make an educated guess at the 
initial pure premium-for example, when the insurer is entering a new 
line of business where no data are available. 
Throughout the rest of this section, we consider the purely Bayesian 
setting with only one insured (so the subscript i will be dropped). The 
claim amounts Xt (t = 1,2, ... ,) are independent and identically dis-
tributed, but only given e, the risk parameter of the insured. Uncon-
ditionally, the Xts are not necessarily independent. The conditional 
distribution of XIE> = e is denoted by F(xle). The unconditional (or 
marginal) distribution function of Xt is given by 
(10) 
The determination of a claim amount can thus be seen as a two-stage 
process: first obtain a risk level for the insured from the distribution 
U(·) and then a claim amount from the conditional distribution F(·I e). 
This two-stage model is also called an urn of urn model. 
The two-stage process gives rise to the so-called apparent contagion 
phenomenon studied by Feller (1943). To illustrate this phenomenon, 
consider an insured chosen randomly from a homogeneous portfolio. 
Nothing is known about the insured except that the portfolio mean 
claim amount is, say, $100. The insured's claim record observed during 
five years is as follows: 65, 72, 88, 69, and 76. These claim amounts 
are smaller than the portfolio average and thus seem to be positively 
correlated. If, on the other hand, the insured was known to have a 
mean claim of, say, $75, then the observed claim amounts would simply 
appear as random and uncorrelated variations around this mean! The 
apparent dependency of the (unconditional) claim amounts Xt is only 
a consequence of the urn of urn sampling method. Successive claim 
amounts are, in reality, independent. 
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4.2 The Definitions of the Various Premiums 
An underlying tenet of credibility theory is that the premium sought 
(estimated) is the pure or net premium, without any provision for ran-
dom fluctuations, profits, or expenses. Thus two insureds with differ-
ent variances but the same mean are charged the same pure premium. 
We distinguish here between four types of (pure) premiums: the risk 
premium, the collective premium, the Bayesian premium, and the cred-
ibility premium. 
Definition 2 (Risk Premium). The risk premium, Ji(O), is the correct 
premium to charge an insured if the insured's risk level, e, is known. 
The risk premium is thus the expected value of the insured's aggregate 
claim amount in one period, given his or her risk level. 
The risk premium is given by 
Ji(O) = E[XI8 = e] = Loo xj(xle) dx. (11) 
Because the risk parameter 8 is unobservable in practice, the risk pre-
mium can never be exactly known and hence must be estimated from 
data. At the other extreme is the collective premium. 
Definition 3 (Collective Premium). The collective premium, m, is the 
pure premium charged when nothing is known about the insured's risk 
level (during the first year, for example). The collective premium is in 
essence the average value of all possible risk premiums. 
Mathematically, the collective premium is given by 
m = E[X] = E[E[XI8]] = E[Ji(8)]. (12) 
The fundamental difference between limited fluctuation and great-
est accuracy credibility is the type of estimator for the risk premium. In 
limited fluctuation credibility, the observed claim average X is chosen 
if the experience is suffiCiently stable and fully credible; otherwise the 
collective mean m is charged. In greatest accuracy credibility, on the 
other hand, the objective is to find an estimator as close as possible to 
the true value of Ji(O) given the available data. There is no unique way 
to measure closeness. In Bayesian credibility, for example, the close-
ness measure is the mean square error between the estimator and the 
risk premium. 
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Definition 4 (Bayesian Premium). Suppose the data for T consecutive 
periods are Xl, ... , XT, then the Bayesian premium 'B(XI, ... ,XT) is given 
by 
where 9 ( .) is some {unction of the data. 
It is not difficult to prove (see, for example, Hogg and Craig (1978), 
Goovaerts and Hoogstad (1987» that the solution to this minimization 
problem is 
(14) 
Moreover, because the distribution of XT+I (the next period's claim 
record) is identical to that of X t , for t = 1,2, ... , T, we also have 
Therefore, the Bayesian premium can also be written as 
'B(Xlt ... ,XT) = E[E[XT+118,XI, ... ,XT) IXI, ... ,XT) 
= E[XT+IIXI, ... ,XT). 
This last expected value minimizes E[(XT+I - g(XI, .. "XT»2]. 
(16) 
The Bayesian premium can thus be calculated in two different ways: 
1. Directly from the posterior distribution of XT+I given the data 
Xl, ... ,XT: 
2. Or in two steps by calculating first the posterior distribution of 
8 given the data, U(eIXI, ... ,XT), and then by calculating the ex-
pected value of J.l(e) with respect to this distribution: 
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Recall that the (conditional) distribution of X t Ie and the distribution 
of e are assumed to be known in the present model. Calculating the 
Bayesian premium by equation (17) first requires determination of the 
posterior distribution of XT + 1. By general properties of conditional and 
multivariate distributions (see, for example, Hogg and Craig (1978)) and 
by the conditional independence of claim amounts, we have 
fe dF(XT +1. Xl,· .. ,XT, e) de 
fe dF(X1, ... , XT, e) de 
fe dF(XT +11 e)dF(X1, . .. ,XT I e)dU (()) 
fe dF(X1, ... , XT, e) de 
Ie dF(XT+1Ie)dU(()lx1, ... ,XT). (19) 
Using equation (18) requires the posterior distribution of e, but this 
calculation is usually easier than the preceding one. From Bayes theo-
rem and the conditional independence of claim amounts, 
dF(X1, .. . ,Xn I e)dU (e) 
fe dF(X1, . .. , Xn I e) de 
oJ=l dF(Xjle)dU(()) 
fe OJ=l dF(xjle) de 
T 
oc dU(()) n dF(xjle). 
j=l 
(20) 
Calculation of the expected value is then immediate. Examples of such 
calculations are given in Section 5. 
The last premium to define before we turn to exact Bayesian credi-
bility is the credibility premium. 
Definition 5 (Credibility Premium). A credibility premium, P is a linear 
function of a special type of observations Xl, ... , X T of an insured: it is 
a convex combination of the individual experience weighted average eX) 
and the collective premium (m), i.e., 
P(X1, ... ,XT) = zX + (1- z)m, (21) 
where 0 :::; z :::; 1 is the credibility factor and (1 - z) is the complement 
of credibility. 
It should be noted that the complement of credibility is given to the 
collective premium, m, and nothing else. 
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5 Exact Bayesian Credibility 
To an actuary who considers himself or herself to be a Bayesian, 
the Bayesian premium equation (14) is the best premium (in the least 
square sense) to charge an insured considering the experience at hand. 
The Bayesian premium, however, has some drawbacks when it comes 
to being used in practice: the actual distributions of X t 10 and 0 must 
be known. 
Moreover, unlike a credibility premium, there is no guarantee that a 
Bayesian premium will lie between the individual experience average j( 
and the collective premium m. This fact can be difficult to explain to a 
layperson. 
In some cases, the Bayesian premium can be extremely complicated. 
Fortunately, there are some combinations of distributions where the 
Bayesian premium has a nice form. Actually, in these cases, Bayesian 
premiums are exact credibility premiums. 
Without loss of generality, the time periods in these examples are 
measured in years. 
Example 5. Assume the probability of a claim of amount 1 occurring 
in year t is (J. Then the distribution of X t 10 = (J is Bernouilli with 
parameter (J. The risk premium is /.1(0) = 0 and, consequently, the 
collective premium is m = E[0]. If the distribution of 0 is uniform on 
(a, b), then Norberg (1979) shows that the Bayesian premium is 
T-T8 . bTO+j+2_aTO+j+2 
'\". 1 (-1») K , 
L....)= (T -Te- j)!j! (Te+ j+2) 
'B(X1, ... ,XT) = " o· o· 
I~-Te(_l)j b T +J+LaT +J+} 
)=1 (T-Te-j)!j!(Te+j+l) 
where T is the number of years of experience and e the proportion of 
years where a claim has occurred. 
Example 6. Here the distribution of 0 in the previous example is changed 
from a uniform distribution to a beta distribution with parameters ()( 
and 13 (see, for example, Hogg and Craig (1978», i.e., 
dU((J) = f(()( + 13) (J£x-1 (1 - (J)i3- 1 0 (J 1 0 13 0 f(()()f(f3) ,< < ,()( > , > . 
The expressions for the various quantities are easier to derive. The 
collective premium is 
Goulet: Credibility Theory 
()( 
m =E[8] = --. 
()(+f3 
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By equation (20) the posterior distribution of 8 with T years of experi-
ence is 
T 
dU(el ) oc e tx- l (l_ e)~-l n eXj (l- e)l-Xj XI,.··,XT 
j=l 
oc e tx+x- I (l_ e)~+T-x-l, 
where x = Xl + ... + XT. By inspection, the posterior distribution of 8 
is still beta, but with updated parameters & = ()( + X and S = f3 + T - x. 
The Bayesian premium is therefore easily calculated as 
&+S 
()( + Xl + ... + XT 
()(+f3+T 
zX + (1 - z)m, 
with z = T I (T + ()( + f3). The Bayesian premium for the binomialjbeta 
combination of distributions is thus a credibility premium with a cred-
ibility factor of the form T I (T + K). Considering that T is the number 
of years, this is a credibility factor of the form nl (n + K) that was 
discussed in Section 3. 
Example 7. Suppose XI8 has a Poisson distribution with parameter 8, 
and 8 has a gamma distribution of parameters ()( and A, i.e., 
and 
dF(xle) 
eXe-X 
--, x =0,1, ... 
x! 
Atx 
dU(e) = etx- l -lie f(()() e , e > 0, ()( > 0, A > 0. 
The risk premium is J.l(8) = 8 and, consequently, the collective pre-
mium is m = E[8] = OIl A. As in the preceding example, one finds that 
the posterior distribution of 8 is: 
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T 
U(8IXI •...• XT) oc (JIX-Ie-Ae n (JXje-e 
j=l 
oc (JIX+X-Ie('\+T)e. 
which is gamma with updated parameters 6< = (X + x and X = A + T. 
where x = Xl + ... + XT. The Bayesian premium is thus 
6< 
X 
(X + Xl + ... + XT 
A+T 
zX+(l-z)m. 
(22) 
with z = T / (T + A). Once again. the Bayesian premium is a convex com-
bination between the individual experience average and the collective 
premium, i.e., the credibility premium with credibility factor z. 
As mentioned in Section 2. Bailey (1950) was one of the first to show 
that for some combinations of distributions the Bayesian estimator is 
exactly a (linear) credibility premium. In doing so. Bailey also provided 
the exact value of the constant K in the credibility factor that Whitney 
(1918) chose to determine by judgment. A few years later Mayerson 
(1964) extended Bailey's results. 
All the combinations of distributions known to yield exact credibility 
premiums are presented in Tables 1 and 2. 
Table 1 
Bayesian Credibility Results for Certain Conjugate Distribution Pairs (Part 1) 
dF(xI8) = 
dU(8) = 
dF(x) = 
Bernouilli and Beta 
Bernouilli with 0 ::; 8 ::; 1 
8 X(1- 8)1-X for x = 0,1 
Beta with 0< and 13, 0<,13 > 0 
[(0< + f3) 8a-1(1 _ 8)/3-1 
[(o<)f(f3) 
[(0< + 13)[(0< + x)[(f3 + 1 - x) 
[(0<)[(f3)[(0< + 13 + 1) 
Conjugate Distribution Pairs 
Geometric and Beta 
Geometric with 0 ::; 8 ::; 1 
8(1 - 8)X for x = 0,1, ... 
Beta with 0< and 13, 0<,13 > 0 
[(0< + f3) 8a-1(1 _ 8)/3-1 
[(0<)[(f3) 
[(0< + f3)[(0< + 1)[(13 + x) 
[(0<)[(13)[(0< + 13 + x + 1) 
Beta with iX and 13 Beta with iX and 13 
dU(8I x 1, ... ,XT) = [(iX + ~) 8 a- 1(1- 8)B-1 [(iX + ~) 8a-1(1- 8)B-1 
[(iX)[(f3) [(iX)[(f3) 
where iX = 0< + L.j Xj where iX = 0< + T 
and S = 13 + T - L.j Xj and S = 13 + L.j Xj 
11(8) = 8 (1 - 8)/8 
m= 0</(0<+f3) 13/(0<-1) 
1?(X1, ... ,XT) = (o<+L. j Xj)/(o<+f3+T) (13 + L.jXj)/(O< + T -1) 
Z= T/(T+o<+f3) T/(T+o<-l) 
Normal and Normal 
N(8, aD, U2 > 0 
(
X - 8) cf> -----c;;- for - 00 < x, 8 < 00 
N(8, ur), -00 < 11 < 00 and U1 > 0 
cf>(8;'11) 
Ji 
(U[ L.jXj + uiJi)/(Tu[ + ui) 
T/(T+ui/u[) 
C) 
o 
s:: 
(l) ,.... 
n .... 
(l) 
c.. 
C"" 
;::;: 
-< 
--l 
:::r 
(l) 
o .... 
-< 
N 
'-l 
Table 2 
Bayesian Credibility Results for Certain Conjugate Distribution Pairs (Part 2) 
Conjugate Distribution Pairs 
POisson and Gamma Exponential and Gamma 
Poisson with e > 0 Exponential with e > 0 
dF(xle) = 
eXe-e 
--,- for x = 0,1,... ee-ex for x> 0 
x. 
Gamma with oc, A > 0 Gamma with oc, A > 0 
dU(t1) = 
Aa Aa __ ea-1e-Ax __ ea-1e-Ax 
r(oc) r(oc) 
Negative Binomial Pareto 
dF(x) = [(oc + x) ( A )a ( 1 )a-x ocAa 
r{ill[{x + 1~+ 1 A+ 1 (A + x)a+l 
Gamma with (5( and A Gamma with (5( and A 
dU(t1l x l, ... ,XT) = 
Aa Aa --ea-1e-Ax __ ea-1e-Ax 
[(oc) [(oc) 
where (5( = oc + 2.j Xj where (5( = oc + T 
and X = A + T and X = A + 2.j Xj 
f1 (e) = e l/e 
m= oc/A M(oc-l) 
B(Xl, ... ,XT) = (oc+2. j Xj)/(A+T) (A + 2.j Xj) / (oc + T - 1) 
z T/(T + A) T/(T+oc-l) 
N 
00 
I-
o 
c ..... 
:::J 
llJ 
o ...., 
~ 
n ..... 
c 
llJ ..... 
iii' 
"'0 ..... 
llJ 
n ..... 
n 
I'D 
< o 
;-
01 
t.O 
t.O 
00 
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We have the following remarks on Tables 1 and 2. 
1. The Poisson-gamma case yields a negative binomial distribution 
for X. The negative binomial distribution can be obtained from 
either of the following models: (i) a model without contagion but 
with an heterogeneous population, and (ii) a model with true con-
tagion. Feller (1943) writes: 
It is therefore most remarkable that Greenwood and Yule 
found their distribution assuming an apparent conta-
gion; in their opinion this distribution contradicts true 
contagion. On the contrary, Polya and Eggenberger ar-
rived at the same distribution [the negative binomial] as-
suming true contagion, while the possibility of an appar-
ent contagion due to inhomogeneity seems not to have 
been noticed by them. 
2. The exponential-gamma case can be generalized to a case with 
gamma (with parameters k and 8) and gamma prior (with param-
eters ()( and A). The marginal distribution of X is then a general-
ized Pareto distribution (Hogg and Klugman 1984). In this case, 
however, the Bayesian premium is no longer a credibility premium 
because 
3. In the normal/normal case, we have 
with the equality only if a} = 0 (the case a} = 00 being of no 
interest). This inequality can be interpreted as a reduction of the 
uncertainty about the risk level of an insured as the amount of 
experience (in number of years) increases. 
4. (a) In all cases, Z = T/(T + K) - 1 as T - 00. This is to be 
expected because confidence in the individual experience in-
creases as the volume of that experience increases. 
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(b) In the Poisson-gamma case, where K = A, a small value of A 
means a high level of uncertainty for the value of e (as the 
gamma curve will be very fiat). Thus, there will be a low level 
of confidence in the collective premium and a high credibility 
factor. 
(c) In the normal-normal case, K is large if a} is large or if a} is 
close to zero. If <Yi is large the experience may be so volatile 
that one can hardly infer anything from it. When <Yf is close 
to zero, e is known with almost certainty. In either case, it is 
appropriate to charge the collective premium. 
The distributions in Tables 1 and 2 are members of the so-called 
unidimensional exponential family. Jewell (1974) unified the results of 
Tables 1 and 2 in an elegant way. A discussion of Jewell's work, however 
is beyond the scope of this paper. 
Goel (1982) conjectured that only combinations of unidimensional 
exponential family members with their natural conjugate priors yield 
linear Bayesian premiums. If Goel is correct, then the only Bayesian 
premiums that are exact credibility premiums are the ones found in 
Tables 1 and 4. 
This completes the study of exact Bayesian credibility. The mod-
els of Biihlmann (1967), Blihlmann and Straub (1970), and others are 
based on the Bayesian approach to credibility. The basic mathematical 
model presented in this section remains valid. The main change, how-
ever, consists in the removal of the distributional assumptions so that 
the calculations are done in a nonparametric setting, one that is better 
suited to the practical applications of credibility theory. 
6 The Buhlmann-Straub Model 
6.1 The Model's Assumptions 
The 1970 BUhlmann-Straub model is a generalization of the classical 
credibility model of BUhlmann (1969). It was introduced by BUhlmann 
and Straub as a means to rate reinsurance treaties. Since then, the 
model has been widely used in reinsurance or auto insurance, mostly 
in Europe. It forms the cornerstone of greatest accuracy credibility 
theory. 
We consider a portfolio as depicted in Figure 4, where each line 
represents an insured. The portfolio is composed of I insureds each 
characterized by an unobservable random risk parameter 8i. The data 
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consist of the available observations Xit for t 1,2, ... , Ti and i = 
1,2, ... ,1. The XitS consist ofrelevant information of insured i's claims 
experience such as average claim amount or claim loss-ratio in year t. 
Note that the number of periods of experience, h depends on the in-
sured. To each Xit a weight Wit is assigned. The weights can be any 
valid measure of exposure such as the number of claims in one year or 
the premium volume. It is important that Xit is or behaves like a ratio 
so that its (conditional) variance will be inversely proportional to the 
weight assigned to Xit; see equation (24). 
Figure 4 
illustration of the Portfolio in a Biihlmann-Straub Model 
Risk Annual 
Insured Level Observations Weights 
1 81 Xu .. . XlT\ Wu ... WIT\ 
i 8i Xi! .. . XiTi Wi! ... WiTi 
1 8I Xn .. . Xm Wn ... WIT/ 
The mathematical assumptions of the Biihlmann-Straub model are 
the following. 
(BSl) The insureds' vectors (XiI, ... , XiTp 8d, i = 1, ... ,1 are mu-
tually independent; 
(BS2) The risk parameters 81, ... ,81 are independent and identi-
cally distributed; 
(BS3) The variables Xit have finite variance; and 
(BS4) For i = 1, ... ,I and t, U = 1, ... , h 
E[Xit1 8 iJ 
Cov(Xu,XiuI 8 i) 
/1 (8i), 
(T2(8i) 
c5 tu ---'-----'''--
Wit 
(23) 
(24) 
where c5 tu is the Kronecker delta, which equals one if t = U and zero 
otherwise. Note that equation (24) states that, given the risk parame-
ter, successive claim records of an insured are uncorrelated. Complete 
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independence is thus not required. Claim records are nevertheless cor-
related unconditionally. 
While assumption (BSl) represents the independence between the 
insureds, equation (24) reflects the noncorrelation within the insureds' 
claims experience across the years and the homogeneity in time. In-
deed, one notes that the risk premium fJ(EJi) is time invariant. If the 
XitS represent claim ratios, the claim amounts must be deflated to re-
move any trend in the data. If the data, nevertheless, show a trend, then 
a regression model like the one of Hachemeister (1975) should be used 
instead of the Biihlmann-Straub model. 
6.2 Estimation of the Credibility Premium 
Following Biihlmann (1967), the estimator of the risk premium is 
restricted to be a linear Bayesian premium. In the Biihlmann-Straub 
model, this linear Bayesian premium also happens to be a credibility 
premium. The notation used is as follows: 
m E[fJ(EJi)] 
S2 E[ (]"2(EJi)] 
a Var[fJ(EJi) ] 
Ti 
Wi. L Wit 
t=l 
I Ti 
W •• L LWit 
i=l t=l 
Ti 
X~w) L Wit X - it t· 
t=l Wi. 
I Ti 
X(w) L L Wit Xit .. 
i=l t=l W •• 
I 
Z. LZi 
i=l 
I Ti 
X(ZW) L Zi L Wit Xit. .. 
i=l Z. t=l W •• 
The term Zi is called the credibility factor, xi;V) is a weighted aver-
age of the claims experience of insured i. The terms m, s2, and a are 
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called the structure parameters. Notice that they are independent of i 
because of assumption (BS3). These structure parameters are generally 
unknown and must be estimated from the entire portfolio data. 
The credibility premium, Pi, is the estimator that is closest to J.1 (8i) 
or to Xi,Ti+l in the sense of mrnimizing the mean square error, Le., 
(25) 
or 
minE[(XiT,+l- Y(Xil, ... ,XiT.»2] (26) 
y(.) , , 
where both IT ( .) and y ( .) are linear functions of the data. 
The solution (see, for example, Goovaerts and Hoogstad (1987» to 
equations (25) and (26) is: 
where 
52 
K=-a 
(28) 
From the definition of the credibility premium, there is no point 
in artificially increasing the credibility factors. Indeed, given the true 
values of m, 52, and a, the factors calculated with equation (28) yield 
the closest estimates to insureds' risk premiums. 
The structure parameter 52 is a global measure of the stability of 
the portfolio's claim experience; 52 is sometimes called the homogene-
ity within the insureds. The lower the value of 52 the more stable the 
portfolio's claim experience is, and, as in limited fluctuation credibility, 
the larger the credibility factor. 
The structure parameter a is a measure of the variation of the var-
ious individual risk premiums and is sometimes referred to as the ho-
mogeneity between the insureds. In other words, a is an indicator of the 
heterogeneity of the portfolio's experience. The greater the heterogene-
ity of a portfolio, the more important is the weight given to individual 
experience. Hence, as a increases, the ZiS increase also. 
For further discussion of the interpretations of 52 and a see the 
target and shooters example of Philbrick (1981). 
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6.3 Estimation of the Structure Parameters 
The structure parameters m, 52, and a are functionals of the unob-
servable random variable e and are unknown in practice. Hence they 
must be estimated from the entire portfolio data. 
6.3.1 Estimation of m 
The obvious unbiased estimator of the collective premium m is 
ml, the average of the individual premiums weighted by their natural 
weights Wit, Le., 
(29) 
This is the estimator used in a classical statistical model (Le., a = 0). 
De Vylder (1978) shows that, in credibility theory, the estimator with 
minimum variance in the class of all unbiased linear estimators is not 
mI. Rather it is m2, the average of the individual premiums weighted 
by the credibility factors: 
(30) 
The estimator m2 is called a pseudo-estimator because it is a function 
of the unknown parameters S2 and a. When the credibility factors are 
known, m2 is unbiased. On the other hand, it is not known if m2 is 
unbiased when the credibility factors are unknown. Various practical 
tests made by the author and others7 show that the estimator m2 is 
more precise and reliable than ml, provided the parameters s2 and a 
are suitably estimated. Thus m2 is used as our estimator of m. 
One more point in favor of m2 is that it ensures that enough pre-
miums are collected to cover the expected losses, Le., the equivalence 
principle is verified. Using equation (27), mathematically, this means 
that 
7See, for example, Goovaerts, Kaas, van Heerwaarden, and Bauwelinckx (1990) for 
more on these tests. 
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I 
L Wi.Ti(Xn, ... ,XiTi) -
i=l 
6.3.2 Estimation of 52 
I 
L Wi.Xi,Ti+ 1 
i=l 
I 
L Wi. [zixi~) + (1 - Zi)m2] 
i=l 
I 
L wi.xi~)· 
i=l 
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The estimation of the structure parameter 52 is fairly straightfor-
ward. A good unbiased estimator of 52 is 
I Ti 
h2 1"" ( (w) 2 
5 == N _ ILL Wit Xit - Xi. ) , 
i= 1 t= 1 
I 
whereN == L h 
i=l 
(31) 
Dubey and Gisler (1981), in an excellent paper on parameter esti-
mation in credibility theory, consider some variants of 52 that prove 
inferior. De Vylder and Goovaerts (1992) show that the estimator 52 in 
equation (31) is optimal (has minimum variance) in a wide class of esti-
mators, if the conditional random variables Xit 18i have a coefficient of 
excess equal to zero. The coefficient of excess (also called the kurtosis) 
)'2 of a random variable Y is defined as 
2(Y) == E[(Y-E[y])4] -3. 
)' E[(Y - E[y])2]2 
A normal random variable has zero-excess, i.e., )'2 == o. 
6.3.3 Estimation of a 
There are two main unbiased estimators for parameter a. The first 
one is derived from the ANOV A (analysis of variance) between sample 
variance; this estimator is denoted by a: 
(I) h _ W.. _ (w) _ (w) 2 _ _ 2 a- 2 -2:- ? LWr'(Xi' X •• ) (I 1)5 . W.. rWr. i=l (32) 
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This estimator can be negative, which is a drawback. If one uses a' = 
max(a,O) instead, then the estimator a' will be biased. 
The second estimator, generally known as the Bichsel-Straub esti-
mator, is denoted a: 
I 
- 1, ( (w) 2 
a = I _ 1 ~ Zi Xi. - X zw ) . 
t=l 
(33) 
This estimator is always positive. Unfortunately, the right side of equa-
tion (33) contains parameter a (via the credibility factors), making a a 
pseudo-estimator. Thus a must be calculated iteratively. 
Dubey and Gisler (1981) demonstrated that when a is calculated iter-
atively using a fixed-point iterative scheme then a converges to a strictly 
positive value whenever a > O. Otherwise, a necessarily converges to 
O. 
If the variables xi~) have zero coefficient of excess, De Vylder and 
Goovaerts (1992) show that a has minimum variance for a wide class 
of estimators. For the estimation of structure parameters, especially 
under zero-excess assumptions, one can also refer to De Vylder (1996).8 
The follOwing algorithm illustrates the complete estimating proce-
dure: let ak denote the estimate of it during the kth iteration. 
1. Calculate 52 with equation (31); 
2. Calculate a with equation (32). If the resulting value is negative, 
put a = 0; 
3. If a > 0 then 
(a) Set aa = a; 
(b) Obtain a new value itn+l with equation (33) using an, n 
0,1, ... ; 
(c) Repeat Step 3b untilian+l - ani or ian+l - ani/an is suffi-
ciently small. 
Else, put a = 0 
4. Calculate the credibility factors with equation (28) using 52 and a 
or a; 
8The author has observed in practice, and De Vylder and Goovaerts (1991) confirm 
it by theoretical arguments, that Ii appears to be more accurate when a small value of 
a is expected and vice-versa. 
Goulet: Credibility Theory 37 
5. Calculate the credibility premium Ti (Xil , ... ,XiTi) with equation 
(30). 
This procedure will now be illustrated by a numerical example. 
6.4 A Numerical Example 
The data used in this numerical example are obtained via the simula-
tion of an insurance portfolio according to the Biihlmann-Straub model 
assumptions. The portfolio consists of 20 individuals (I = 20) and the 
simulation period is 5 years (Ti = 5). 
• First, weights are drawn from a uniform distribution on (c, d) 
where 0 ~ C < d; 
• Next, the risk levels, 8i, are simulated from a gamma distribution 
with parameters 0( and '\; 
• The total number of claims for insured i in year t, Nit, is obtained 
from a Poisson distribution with parameter Wit8i; 
• Each of these Nit claims is simulated from a gamma distribu-
tion with parameters y and {3, i.e., the kth claim, Yitk for k = 
1,2, ... ,Nit has a gamma distribution with parameters y and {3; 
• The total claim amount for insured i in year t, Sit 18i is then equal 
to the sum of Nit claims, i.e., 
Nit 
Sit 18 i = L Yitk; and 
k=l 
• Finally, the ratios are calculated by dividing the total claim amounts 
by the weights, i.e., Xit = Sit /Wit. 
Note that Sit 18i follows a compound Poisson distribution. 
The structure parameters are thus given by 
m 
a 
yO( 
E[YJ E[8d = {3'\ 
E[ y2] E[8d = Y(Y{3;,\l)O( 
2 y20( 
E[YJ Var[8d = {32,\2' 
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The parameter values used in this example are: c = 1,000, d = 200,000, 
Y = 7, f3 = 0.002, ()( = 5, and A = 10,000. This results in theoreti-
cal values for the structure parameters of m = 1.75, S2 = 7,000, and 
a = 0.6125. 
Tables 3 and 4 display the results of the simulation for the first five 
years. Using the estimators described in Section 6.2 yields the follOwing 
estimates: 52 = 6,971, a = 0.6426, d = 0.6136, K = 10,848, and 
rit2 = 1.7446 (with a), K = 11,361, and rit2 = 1.7447 (with d). The 
credibility premiums in Table 3 are calculated using d. 
For example, insured #1 has a total amount of claims of 1,011,179 
and total exposure of 624,100 in the first five years. This insured's cred-
ibility factor is thus 624,100/ (624,100 + 11,361) = 0.9821 and yields 
a credibility premium for the sixth year of 1.6224 (0.9821(1,6202) + 
(1 - 0.9821)(1.7447) = 1.6224). 
By comparing the actual sixth year ratios with the credibility pre-
miums, one can measure the precision of these premiums. The mean 
squared error for the credibility premiums is equal to 0.128. Using in-
stead the individual means, Xi;Vl, the mean squared error increases (as 
expected) to 0.132. 
6.5 Some Practical Issues 
One problem that may be encountered in practice when using the 
BUhlmann-Straub model is possible annual variations in K = S2 / a. In 
theory, these variations may well be appropriate if the structure of the 
portfolio changes. If the ratemaking procedure is transparent in some 
way, however, a company may be reluctant to Significantly change the 
credibility factor of an insured from one year to the next. To deal with 
this problem, Sundt (1992) proposes an interesting solution combining 
greatest accuracy and limited fluctuation credibility to actually decrease 
the rate of the convergence of the credibility premium to the true risk 
premium. The reader is encouraged to read Sundt's paper for more 
details. 
Another potential problem is that of outliers. Like all variance esti-
mators, 52, a, and a are affected by extreme values called outliers. For 
example, one outlier, even if only lightly weighted, may have a signifi-
cant effect on the calculation of 52 and, in addition, may cause a to be 
negative. 
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Table 3 
Observed Ratios Xit for 20 Insureds 
First 5 Years Ratios 6th Year Ratios 
(1) 1 2 3 4 5 Actual CREDlE 
1 1.265 1.749 1.501 2.075 1.574 1.650 1.6224 
2 0.966 0.497 1.010 1.016 0.865 1.172 0.9482 
3 1.049 1.081 1.591 1.118 0.916 0.857 1.0943 
4 3.729 2.185 2.833 3.308 2.980 2.279 3.0013 
5 0.958 2.094 1.883 1.580 2.056 2.324 1.8807 
6 2.886 3.166 3.021 3.441 2.716 2.979 3.0106 
7 2.182 1.693 1.809 1.904 1.859 1.408 1.9331 
8 1.674 1.606 1.386 1.558 1.664 1.232 1.5779 
9 1.143 1.024 1.071 1.237 1.330 1.268 1.1718 
10 1.829 2.083 1.926 2.737 2.434 2.944 2.2824 
11 0.703 1.367 1.189 1.509 1.058 0.721 1.0561 
12 1.733 1.582 1.505 1.627 0.983 1.681 1.4575 
13 1.664 1.714 1.573 1.639 1.752 1.608 1.6574 
14 0.859 0.453 0.805 0.605 0.706 0.790 0.7482 
15 2.111 2.697 2.312 2.985 2.880 2.145 2.6630 
16 1.320 1.408 1.189 1.437 1.145 1.334 1.3113 
17 3.750 2.756 3.530 3.502 3.083 2.945 3.4069 
18 0.594 0.721 1.208 0.962 0.191 1.021 0.9035 
19 2.058 2.048 2.251 1.579 1.850 2.833 2.0053 
20 1.181 1.485 0.620 1.474 0.860 0.916 1.1623 
Notes: Column (1) lists the 20 insureds, 1= 1,2, ... ,20; CREDlB = Credibility 
premiums calculated from the previous five years of observed ratios. 
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Table 4 
Weights Wit Used in the Numerical Example 
Observed weights 
(1) 1 2 3 I 4 5 6 
1 58700 169200 177900 60600 157700 196700 
2 163500 41800 156000 152600 157500 92100 
3 127200 102700 8600 177500 49100 30900 
4 64000 39600 106900 69700 157500 85600 
5 11300 76600 95600 127000 191800 101600 
6 126100 16800 177500 133700 108300 39300 
7 168400 76500 102500 51800 97200 72300 
8 60600 53900 124500 126300 199300 79500 
9 168600 131100 15400 84300 87000 74800 
10 57500 177300 125300 182200 193600 127900 
11 170600 124900 11600 26300 73100 9900 
12 40200 49400 74400 77700 78400 75200 
13 149900 144600 143600 65800 33400 97100 
14 139300 27800 152800 146200 148400 135600 
15 67800 64600 126700 190200 133100 12500 
16 150700 100600 140100 80700 54100 166700 
17 145600 7900 170000 182400 198300 72100 
18 80600 59100 88600 120200 11000 47700 
19 148200 165400 153800 48400 187100 33300 
20 138100 78100 39100 102000 148900 88900 
Notes: Column (1) lists the 20 insureds, 1= 1,2, ... ,20. 
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If the insured under study is simply removed from the data set, the 
estimators typically will immediately revert to more standard values for 
the portfolio. Consequently, if a portfolio's claim distribution or ratio 
distribution is highly skewed to the right, it is generally preferable to 
modify the data in some way to reduce the effect of outliers on the 
estimators. 
It is not the purpose of this paper to discuss these considerations 
in any detail. The interested reader can review the semilinear model of 
De Vylder (1976b), which uses a special transformation of the obser-
vations (Xu), the optimal trimming procedure of Gisler (1980), and the 
robust estimators of Gisler and Reinhard (1993). 
7 Hierarchical Credibility 
In the credibility premium for insured i (defined in (27», only the 
data from insured i are used in favor of the (assumed known) structure 
parameters m, S2, and a. The entire portfolio data are used only if the 
structure parameters are unknown. The reason for using only data from 
insured i is because of the assumed independence between the various 
insureds' risk levels. This non-utilization of useful collateral data that 
may contain information on the risk level of insured i disturbed some 
Bayesian theoreticians when the BUhlmann (1967) credibility model was 
introduced. In response, Jewell (1975) developed a solution: the hier-
archical credibility model. 
Today, hierarchical credibility theory is seen as an effiCient way to 
apply credibility theory to very large portfolios. It is a generalization 
of almost any single level credibility model such as the Biihlmann-
Straub (1970) model, the Hachemeister (1975) regression model, and 
the De Vylder (1976a) semi-linear model, to name only a few. It is worth 
mentioning that extensions of the hierarchical model to the regression 
case are due to Sundt (1979, 1980) and that the fully general scheme is 
due to Norberg (1986). 
As the number of insureds in a portfolio increases, the portfolio may 
become too heterogeneous to be successfully rated. The fundamental 
idea of hierarchical credibility theory is to divide large portfolios into 
smaller more homogeneous subportfolios under some general criteria. 
For example, in territorial automobile rating, the portfolio can be sub-
divided according to state or province (the upper level), then by county 
(second level), then by size of city (third level), with the driver at the 
lowest level. The end result is a tree-like (hierarchical) classification 
structure similar to the one displayed in Figure 5, which depicts a four-
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level hierarchical classification. In Figure 5 the upper most level is the 
entire portfolio, the next level depicts the sectors, one step below is the 
classes. The final and lowest level contains the insuredsY 
7.1 General Presentation of the Model 
For convenience and without loss of generality, the discussion of 
the hierarchical model is based on the four-level hierarchical model 
displayed in Figure 5. The presentation follows BUhlmann and Jewell 
(1987) so most of their terminology is used. Again, for convenience, 
weights are specifically added to our formulae. To avoid the prolifera-
tion of subscripts, the risk parameter of each level is represented by a 
different letter. 
The various levels of the model are the following. 
• Level 4: This is the entire portfolio. 
• Level 3: The portfolio is divided into sectors. The risk level of the 
pth sector is unobservable and is denoted by !/Jp for p = I, ... ,P. 
The !/Jps are assumed to be realizations of the random variable 'Y. 
• Level 2: Each sector is further divided into classes. The kth class 
of the pth sector is characterized by an unobservable risk level 
cJ>i!'), k = 1, ... ,Kp and p = 1, ... ,P. For a given sector p, the 
cJ>i!') s are assumed to be realizations of the random variable 
<I>(p) = <l>1'Y = !/Jp. 
• Levell: Each class consists of homogeneous insureds. Each in-
sured has an unobservable risk level eikP ), for i = 1, ... , IkP), 
k = 1, ... ,Kp and p = 1, ... ,P. For a given sector p and class k, 
the ejkP) s are assumed to be realizations of the random variable 
9The structure depicted in Figure 5 is similar to the classification structure of the 
workers compensation board in Quebec, Canada. 
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Figure 5 
Graphical Representation of a Four-Level Hierarchical Model 
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• Level 0: This consists of the raw data. The dataset for insured i 
in class k and sector p level of the portfolio data is denoted by 
vikP ) and the corresponding set of weights is W?P) where 
V~kp) 
t 
W.(kp) 
t 
(kp) (kp) ) 
(Xi! ' ... ,X. (kp) 
tTi 
(kp) (kp) 
(wi! , ... ,W. (kp)) 
tTi 
for i = 1, ... ,IkP), k = 1, ... ,Kp and p = I, ... ,P. 
The mathematical assumptions of the hierarchical model are the 
following: 
(HI) The variables 'Yp are LLd. with cumulative distribution func-
tion (cdf) H3 (. ); 
(H2) For given p, the variables <l>kP) are conditionally LLd. with 
cdf H2( ·Il/Jp); 
(H3) For given p and k, the variables eikP ) are conditionally LLd. 
with cdf HI< ·I¢i!»); 
. I k d {)(kp) h (kp) (kp) (H4) For a gIven sector p, c ass ,an (li ,t e Xi! ,Xi2 , ... , 
X (k
p ) .. d d h fi't . 
. (kp) are 1.1. • an ave m e vanance; 
tTi 
all . (p) d (kp) (H5) For t=I"",!k an t,u=I, ... ,Ti ' 
E[xi~P) leikP )] 
Cov(X(kp ) X~kp) le~kP») 
tt 'tU l 
7.2 Credibility Estimates 
J1(ei
kP »), 
(T2(ei kP ») 
Dtu (kp) 
wit 
Let us define the risk premium and the various structure parameters 
at each level: 
• Level 0: BUhlmann and Jewell define the linearly sufficient statistic 
for this level as 
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(34) 
where 
(35) 
and 
T(kp) 
I wgP) (36) 
t=l 
• Levell: 
J1(e~kP)) and (J"2 (e~kP)) 
• Level 2: 
MkP(<I>}:)) E[J1(e~kP))I<I>kP)] , 
Fkp (<I>}:)) E[ (J"2(e?P))I<I>kP)] , 
and 
Gkp (<I>}:)) var[J1(e~kP)) l<I>kP)] . 
• Level 3: 
Mp ('Yp) E[MkP(<I>kP))I'Yp] 
Fp('Yp) E[hp(<I>kP))I'Yp] , 
Gp('Yp) E[ GkP(<I>}:))I'Yp] , 
and 
Hp ('Yp) var[HkP (<I>}:)) l'Yp ]. 
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• Level4: 
M E[ Mp('Yp) ] ' 
F E[Fp('Yp)J, 
G E[ Gp('Yp) ] ' 
H E[Hp('Yp) ] ' 
and 
I var[ Mp('Yp) ] ' 
which are constants. 
Like the standard Biihlmann-Straub model, the goal here is to find 
the credibility premium closest (in the mean squared error sense) to 
tJ(eikP». This requires, however, the estimation of Mkp (<I>kP», Mp ('Yp) , 
and M, which are the class, sector, and portfolio risk premiums, re-
spectively. The credibility premium in the hierarchical model, p?P), is 
determined as follows: 
p?P) zi kP ) BikP ) + (1 - z?P) )MkP' 
Mkp ZkP) BkP) + (1 - zj!) )Mk, 
Mk zpBp + (1 - Zp)M, 
where B?P) is defined in equation (34) 
liP) (kp) 
'" Zi (kp) 
L ----uzp) B i ' 
i=l Z. 
Kp (p) 
Bp L~B(P) (p) k 
k=l z. 
and 
z~kp) 
v.(kp) 
V(kp) = w ~kp) t 
t v?P) +FIG' t r,-' 
V(p) /p) k 
zkP) k V~P) = z~p) = L zikP ), 
v?) + GIH' i=l 
Vp 
Kp 
zp 
Vp+HII' 
Vp = z~p) = L zkP). 
k=l 
(37) 
(38) 
(39) 
(40) 
(41) 
(42) 
(43) 
(44) 
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In our notation, the function B is used to represent the linearly suffi-
cient statistic of a level while the function V represents its total volume. 
A closer look at the above formulae shows that, except for levell, where 
the natural weights are used, the following observations can be made: 
• The total volume of a level is the sum of the credibility factors of 
the previous level, and 
• The linearly sufficient statistic of a level is the credibility-weighted 
average of the linearly sufficient statistics of the previous level. 
The credibility premium in a hierarchical model, pikP ), depends on 
several unknown structure parameters: the portfolio mean M and the 
variance parameters F, G, H, and I. The pseudo-estimators below are 
all unbiased; see Goovaerts et al., 1990: 
(45) 
(46) 
z. (47) 
(48) 
(49) 
(50) 
j (51) 
where the denominators dl through d4 are equal to the total number 
of terms in the corresponding sum minus the number of terms B, Le., 
they are similar to the numbers of degrees of freedom. 
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7.3 Interpretation of the Results 
One important point to note about the hierarchical model is that it is 
completely different from the Biihlmann-Straub model. If, for example, 
the Biihlmann-Straub model was applied to each class separately, the 
credibility constant K would vary by class, Le., we would have 
Kkp = s~p I akp 
where s~p and akp are defined with respect to the kth class in the pth 
sector. In a hierarchical model, on the other hand, the credibility con-
stants FIG and GIH in equation (42) and equation (43) are the same 
for, respectively, every class and sector of the portfolio. Any two in-
sureds (or classes) with the same total weight consequently must have 
identical credibility factors. 
Though the BUhlmann-Straub model (applied on a class-by-class ba-
sis) and the hierarchical model are theoretically valid approaches, they 
are not equivalent. One must make an enlightened choice of one ap-
proach over the other. The Biihlmann-Straub model assumes that all 
classes, regardless of sector, are mutually independent. 
The hierarchical model, on the other hand, purposely creates a de-
pendency between insureds of different classes and sectors. By choos-
ing this model, one therefore considers that sectors, classes, and in-
sureds are not completely independent; that is, the data of anyone 
insured bears some (indirect) ratemaking information about another 
insured in a different class or sector. This is just the use of collateral 
data for which the model was created. 
In addition, the assumption that the risk levels are conditionally LLd. 
implies that, a priori, nothing is known about the relative risk levels of 
the sectors and classes. That is, if one knows with certainty that a given 
sector constitutes a worse risk than the others, then that sector must 
be excluded from the hierarchical model and be rated separately. It is 
the ignorance of these risk levels that leads to portfolio-wide credibility 
constants. 
Now that this important distinction is made, we can look at two 
other properties of the hierarchical model. First, the model described 
here is not equivalent to the more intuitive approach of summing all 
claims and weights of a class to calculate its credibility premium. The 
total weight of a class (or sector) is given by the sum of its credibility 
factors, rather than the sum of its natural weights. 
Second, when constructing hierarchical classifications, homogeneous 
classes of individuals are evidently desirable. The situation is reversed 
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when it comes to sectors, because homogeneous sectors reflect an in-
adequate classification structure creating classes that are too similar. 
Homogeneous sectors can also signal an insufficient number of classes. 
The same arguments hold for the heterogeneity between sectors. Note 
that homogeneity between the components of a particular level is the 
homogeneity within the level above. 
The interested reader may find more information on the hierarchical 
model and other one-level models in Goovaerts, Kaas, van Heerwaarden 
and Bauwelinckx (1990), Goovaerts and Hoogstad (1987), and De Vylder 
(1996). 
8 Crossed Classification Credibility 
While the hierarchical model successfully generalizes most one-level 
models by allowing complex tree-like classification structures, it is of 
little help if there is interaction between the various risk factors. For 
example, one can think of an automobile insurance portfolio that would 
be hierarchically classified first by gender of the driver and then by age. 
Gender and age represent here two qualitative risk factors. Without a 
doubt, some young women share risk characteristics with young men, 
who themselves share driving characteristics with older men. The hi-
erarchical classification is therefore inappropriate in such a case. The 
appropriate model in such a situation is the so-called crossed classifi-
cation credibility model of Dannenburg (1995), which generalizes the 
hierarchical model, although with some restrictions to be mentioned 
later. A prerequisite to the study of the crossed classification credibil-
ity model is the presentation of variance components models. 
8.1 Variance Components Models 
Variance components models are derived from the statistical the-
ory of linear models; see, for example, Searle (1971) for linear models 
in general and Searle, Casella, and McCulloch (1992) for variance com-
ponents models in particular. Dannenburg (1995) introduced variance 
components models in credibility as a means of generalizing the results 
of hierarchical credibility theory. Dannenburg, Kaas and Goovaerts 
(1996) then used it to present many of the classic credibility models in 
new and original ways-for credibility theory at least. In the variance 
components approach to credibility, the insured's claim ratio is decom-
posed into a sum of uncorrelated random variables. Each of these new 
random variables represents the contribution of a risk factor or the 
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contribution of an interaction between risk factors to the total variance 
of the insured's claim ratio random variable. This total variance is thus 
broken up into so-called variance components. 
For example, in the Buhlmann-Straub model, Xit can be written as 
X. - m + ;::;,(1) + ;::;,(12) tt - ~i ~it, 
where a?) represents the variability between the insureds and ag2) 
represents the variability in the insured's claims over time. The means 
and variances are: 
E[aj1)] 0, 
E[ag 2)] 0, 
var[ ajI)] a, 
var[ ag2)] s2 
Wit 
The random variables ajI) and ag2) are assumed to be mutually in-
dependent. (This assumption of independence can be reduced to an 
assumption of no correlation if only the first two moments are dealt 
with in the sequel.) The ratio of an insured is therefore now seen as a 
random variation around the collective mean m. 
Another example is the hierarchical model where each level corre-
sponds to a risk factor: sector is component 1, class is component 2, 
insured is component 3, and time is component 4. At time t the claim 
ratio of insured i in class k of sector p can be written as: 
X (kp) _ m + ;::;,(1) + ;::;,(12) + ;::;,(123) + ;::;,(1234) it - ~p ~pk ~pki ~pkit' 
where a superscript of the form (i) denotes a component, (iJ) denotes 
an interaction between components i and j, (ijk) denotes an inter-
action between components i, j and k, etc. The variable t is always 
considered as a last additional risk factor appearing only in interaction 
with all the other risk factors. 
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8.2 The Crossed Classification Credibility Model 
In order to avoid an unduly cumbersome notation, a three-way (or 
three-factor) crossed classification credibility model is presented. This 
model is displayed in Figure 6. 
Figure 6 
A Three-Way Crossed Classification Credibility Model 
8 (3) Hk 
Xijkl 
Xij;<Tijk 
In the three-way model, each risk in the portfolio is affected by three 
qualitative risk factors (levels in the hierarchical model, or ways) and all 
possible interactions between these risk factors. Though time is con-
sidered as the fourth risk factor, time is not included in the interaction 
terms except when all of the other factors are included. 
Category i = 1, ... , I of the first risk factor is characterized by the 
random variable 8i l ), category j = 1, ... , J of the second risk factor is 
characterized by the random variable 8 j2), and category k = 1, ... , K of 
the third risk factor is characterized by the random variable 8k3 ). The 
time subscript t goes from 1 to Tijk to allow for variation in the amount 
of experience from one insured to another. 
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The assumptions of the model are as follows: 
(CCCI) The elements of each of the following random vectors are 
LLd. within their respective vectors: 
1. !2(l) = (eil) , ... ,ejI») 
2. !2(2) = (ei2), ... ,ej2») 
3. !2(3) = (ei3), ... ,eil»). 
(CCC2) The (I + J + K) elements of the three random vectors !2(1), 
!2(2), and !2(3) are mutually independent across vectors; 
(CCC3) The conditional means can be expressed as: 
E[X' le(l) e(2) e(3)J t)kt t ' ) , k 
[ 
(1) (2)J 
EXijktlei ,ej 
[ (l) J E Xijktlei 
and so on; 
(CCC4) E[ COV(Xijkt, X pqru 1!2(l), !2(2), !2(3») J = Dijkt,pqru S2 /Wijkt. 
Here, !2(l) = (eil ), ... , eil)) and Dijkt,pqru is still the Kronecker symbol 
equal to 1 if i = p, j = q, k = r, t = u, and zero otherwise. 
In the most basic form of the crossed classification credibility model, 
Xijkt is written as 
m 
+ 5~l) + 5\2) + 5
k
(3) + 5~l2) 
t) t) 
+ ::;(13) + ::;(23) + ::;(123) + ::;(1234) ~ik ~ jk ~ijk ~ijkt (52) 
Given the superscripts q, l1. ... , lq E {I, 2, 3} and the appropriate sub-
scripts, the random variable 5(l1 ... lq) has mean zero and variance b(ll ... lq), 
Le., 
moreover 
E[5(!] .. ·lq)J 
var[ 5(!] .. ·lq) J 
o (53) 
(54) 
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E[
::;(1234)] 
~ijkt 
Yar[ ::;(1234)] ~ijkt 
o (55) 
(56) 
The structure parameters of the model are thus the collective mean m 
and the variance components 52, b(1), b(2), b(3), b(l2), b(l3), b(23), and 
b(l23) • 
The credibility premium in the crossed classification credibility model 
is 
Pi Xijk,Tijk+1 
m + (1 - Z(123)) (6(l) + 6(2) + 6(3) + 6(12) + 6(l3) + 6(23)) ijk ~i ~ j ~k ~ij ~ik ~ jk 
+ Z(l
k
23) (x(W
k
) - m) (57) 
tj tj 
where the terms with the "hat" symbol (~) are credibility estimators. 
The terms in equation (57) are defined below: 
Tijk 
(w) L Wijkt 
X' 'k. = --Xi)'kt and 
l) w, 'k 
t=l l) 0 
6~1) = z(1) (X~ZW) - m) 
"'-'t L l- •• 
Tijk 
Wijk o = L Wijkt 
t=l 
(58) 
J K (12) (123) (59) 
_ z(1) " "zij Zijk (6(2) + 6(3) + 6(l3) + 6(23)) 
i L. L. (12) (123) ~j ~k ~lk ~ jk 
j=l k=l Zio Zijo 
6\2) = Z(2) (X(zw) - m) 
~) ) 0)00 
I K (12) (123) (60) 
_ Z(2) " "Zij Zijk (6(1) + 6(3) + 6(l3) + 6(23)) 
j L. L. (12) (123) ~i ~k ~ik ~ jk 
i=l k=l Z.j Zijo 
6(3) = z(3) (X(zw) - m) 
~k k ooko 
I J (13) (123) (61) 
_ Z(3) " "Zik Zijk (6~1) + 6\2) + 6(~2) + 6(23)) 
k L. L. (13) (123) ~l ~) ~l) ~)k 
i= 1 j=l Zok Ziok 
6~l2) = z~l2) (X~~w) - m) 
~l) l) l)OO 
K Z~123) (62) 
_ Z(12) " ~ (6~1) + 6(2) + 6(3) + 6~13) + 6(,23)) 
l) L. (123) ~l ~) ~k ~lk ~)k 
k=l Zijo 
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e~13) = Z~13) (x(ZW) - m) 
~~k ~k ~.k. 
J Z~123) (63) 
_ (13) '" (e(l) + e(2) + e(3) + e(12) + e(23)) 
Zik L (123) ~i ~ j ~k ~ij ~ jk 
j=l Zi.k 
e\23) = Z\23) (x(~W) - m) 
~Jk Jk .Jk. 
I Z~123) (64) 
_ Z(23) '" (e(l) + e(2) + e(3) + e(12) + e(13)) 
jk L (123) ~i ~ j ~k ~ij ~ik 
i=l Z.jk 
The credibility factors appearing in (57) and in the terms in (57) are 
given by: 
(123) 
(12) Zij. z· . = --;-:-;:-::-:--"-----
~J Z(~23) + b(123) Ib(l2) , 
~J. 
(123) Wijk. 
Zijk = Wijk. + 52 I b(23) . 
Finally, the credibility weighted means are defined in the usual manner, 
namely 
and 
K 
with Z~123) = '" Z(~k23) 
~J. L ~J 
k=l 
J (12) K 
X (ZW) '" Zij x(ZW) . h (12) '" (12) i ... = L ~ ij.. Wlt Zi. = L Zij . 
j=l Zi. k=l 
The insured's credibility premium given in (57) is thus equal to the 
collective mean m plus two adjustment terms: the sum of the credibil-
ity estimators of the random variables 3£1), ... ,3j~3) and the collective 
mean. These 3i1), ... ,3j~3) are not given explicitly, but rather as the so-
lution of a linear system of six equations. Note that the quantity 3iJ~3) 
does not appear in the credibility premium formula. 
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8.3 Estimation of the Structure Parameters 
Once again the credibility premium depends on the unknown struc-
ture parameters. The following estimators of the structure parameters 
are derived from those of Dannenburg (1995). As the crossed classifi-
cation credibility model is fairly new, much work remains in the area of 
parameter estimation. For example, the variance estimators below can 
be negative and have no known optimality properties. Simulations have 
also demonstrated that they may have a large coefficient of variation. 
A simple unbiased estimator of the collective mean m is the portfo-
lio weighted average of the observations using the natural weights: 
I J K Tijk 
A '" '" '" '" Wijkt m :=: L L L L --Xijkt 
i=lj=l k=l t=l W •••• 
I J K Tijk 
where w •••• :=: I I I I Wijkt 
i=l j=l k=l t=l 
(65) 
An unbiased estimator of the parameter S2 is simply 
I J K Tijk 
A2 1 '" '" '" '" (w) 2 S :=: d L L L L Wijkt(Xijkt - X ijk .) , 
i=lj=l k=l t=l 
(66) 
where d is equal to the total number of terms in the sum less the number 
of estimated means Xijkw. For example, if the amount of experience is 
the same for each insured, that is if Tijk :=: T for all i, j, k, then d :=: 
l]K(T - 1). 
Estimators of the variance components b(l), ... , b(123) can be given 
as solutions of a linear system of equations. First, we have, 
~ .r: -~12) (~ Wijk. (X(w) _ X~w»2 _ (K - 1) A2) 
L L Btl L . . I)k. I)" . . S 
i=l j=l k=l WI). WI)" 
(b(3) + b(l3) + b(23) + b(123») 
x [1 -± ± bg2) f (Wij.k. )2] , 
i=l j=l k=l WI)" 
(67) 
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(68) 
and 
I J K 
" " " Wijk. (X~~) _ X(W)2 _ (IJK - 1) ~2 
L L L tJk. t... S 
i=lj=l k=l W.... W •••• 
b(1) [1 -± (Wi ... r] + b(2) [1 -± (W.j •• r] 
i=l W.... j=l W •••• 
+ b(3) 1 - L (W .. ko ) + b(12) 1 - L L (Wij •• ) [ 
K 2] [I J 2] 
k=l W.... i=l j=l W •••• 
+ b(13) 1 - L L (Wi.k.) + b(23) 1 - L L (W.jk.) 
[ 
I K 2] [J K 2] 
i=l k=l W.... j=l k=l W •••• 
+ b(123) 1 - L L L (Wijk. ) , 
[ 
I J K 2] 
i=l j=l k=l W •••• 
(69) 
where the 9(')S are arbitrary weights that sum to one. Note that the 
9(')s are not necessarily non-negative weights. Equal weights should 
be used if, a priori, no risk factor appears more important than the 
others for parameter estimation. Otherwise, the natural weights can be 
used. 
With the appropriate permutations of the order of summation, one 
can then generate as many equations as there are unknowns (in this case 
there will be seven equations). Specifically, the first equation above 
should be summed in the order ijk, then ikj, and then jki. For the 
second equation, the summation orders are ijk, jik, and kij. 
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The estimation procedure is more straightforward than it initially 
appears. However, it requires much computational resources as the 
number of risk factors and categories increases. 
For the sake of illustration, the entire system of equations that needs 
to be solved to find estimators of b(l), ... ,b(l23) is given below with 
equal weights g. First the following terms are defined: 
I J (K ) = ~ '" '" '" Wijk. (X(~) _ X~W))2 _ (K - 1) ~2 
Xl IJ L L L tJk. tJ" S , 
i=l j=l k=l Wij.. Wij .. 
I K (J ) = J:... '" '" '" Wijk. (X~w) _ X~W))2 _ U - 1) ~2 
X2 IK L L L tJk. t.k. S , 
i=l k=l j=l Wi.k. Wi.k. 
I (J K ) = 1:. '" '" '" Wijk. (X~~) _ X(W))2 _ UK - 1) ~2 
X4 ILL L tJk. t... S , 
i=l j=l k=l Wi... Wi ... 
= 1:. ~ (~ f. Wijk. (X~~) _ X(W) )2 _ (IJ -1) ~2) 
X6 K L L L tJk. ..k. S , 
k=l i=lj=l W .. k. W .. k. 
I J K 
= '" '" '" Wijk. (X(W) _ X(w) )2 _ (IJK -1) ~2 
X7 L L L tJk. •••• S 
i=l j=l k=l W.... W •••• 
and 
I K J 2 
_ 1 1 '" '" '" Wijk. I J K ( )2 al - - - L L L -- , 
I] i=l j=l k=l Wij •• 
a2 = 1 - J:... I I I (Wijk.) , 
IK i=l k=l j=l Wik. 
a3 = 1 - ~ I I I Wijk. , J K I ( )2 
JK j=l k=l i=l W.jk. 
I J 2 
_ 1 1 '" '" (Wik. ) as - -- L L -- , 
I i=l k=l Wi ••• 
1 1 '" '" Wij .. a7= -- L L -- , 
J I ( )2 
J j=l i=l w.j •• 
I J 2 
a4 = 1 - 1:. I I (Wi j •• ) , 
I i=lj=l Wi ••• 
1 I J K 2 
a6 = 1 - - I I I (Wijk.) , 
I i=lj=lk=l Wi ••• 
-1 1 f. ~ (W.jk.)2 a8 - - - L L -- , 
J j=l k=l w.j •• 
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ag = 1 _ ! ± ± i (Wijk.) 2 , 
] j=l i=l k=l W.j .. 
K J 2 
all = 1- 1:. L L (W.jk.) 
K k=lj=l W .. k. ' 
I 2 
al3 = 1 - L (Wi.") , 
i=l W •••• 
K 2 
1 '" (W .. k.) alS = - L -- , 
k=l w •••• 
I K 2 
'" '" ( Wik. ) al7 = 1 - L L -- , 
i=l k=l W •••• 
I J K 2 
1 '" '" '" (Wijk.) al9 = - L L L --
i=l j=l k=l w •••• 
K I 2 
1 '" '" ( Wik. ) alO = 1 - - L L -- , 
K k=l i=l W .. ko 
1 ~ ~ ~ (Wijk. ) 2 
al2 = 1 - - L L L -- , 
K k=li=lj=l W .. ko 
J 2 
al4 = 1 - L (W.j .. ) , 
j=l W •••• 
I J 2 
al6 = 1 - L L (Wi j .. ) , 
i=l j=l W •••• 
J K 2 
'" '" (W.jk.) al8 = 1 - L L -- , 
j=lk=l W •••• 
The estimators fP), ... , &(123) are then the solutions of the system of 
linear equations 
Xl 0 0 al 0 al al al &(1) 
X2 0 a2 0 a2 0 a2 a2 &(2) 
X3 a3 0 0 a3 a3 0 a3 &(3) 
X4 0 a4 as a4 as a6 a6 &(12) 
Xs a7 0 a8 a7 ag a8 ag &(13) 
X6 alO all 0 al2 alO all al2 &(23) 
X7 al3 al4 alS a16 al7 al8 al9 &(123) 
9 Closing Comments 
One of the objectives of this paper is to distinguish limited fluctu-
ation credibility from greatest accuracy credibility. The historical re-
marks emphasize that the former approach was developed to deter-
mine a level above which the experience of an insured would be con-
sidered fully credible. The latter evolved from a desire to estimate an 
insured's risk premium as precisely as possible; its success depended 
on the wider acceptance of Bayesian statistics among statisticians and 
actuaries. The hierarchical model is a generalization of the Biihlmann-
Straub model and other one-level (or one-risk factor) credibility models. 
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This model can prove especially useful in practice when the actuary is 
faced with a very large portfolio. Finally, the recent crossed classifica-
tion credibility model was introduced. This model relies upon variance 
components models and mostly generalizes the hierarchical model. 
Credibility theory is sometimes called "the mathematics of hetero-
geneity." As such, the models presented here-or the others cited in 
references-could be used in numerous fields outside the traditional 
ones. So far, credibility theory has mostly been used in some areas of 
casualty insurance or group life insurance. However, one could think of 
many situations, in actuarial science or not, where the key problem is 
heterogeneity of the data. Credibility theory in these other fields could 
constitute a useful tool, just as it has been to actuaries for almost a 
century now. 
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Actuarial Techniques in Risk Pricing and Cash Flow 
Analysis for U.K. Bank Loans 
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Abstract* 
A cash flow model is developed to set the price for a loan to a borrower 
with known risks. Similarities are noted between this model and those used 
for profit testing in life insurance. We emphasize aspects that reasonably can 
be treated in several ways and also indicate where the cash flow model differs 
from the pricing methods usually employed in bank lending. The sensitivity 
of interest rates to various parameters of the model such as the length of loan 
and the expected default rate is examined. Also, we examine how features of 
loans, including cash back and early repayments, can be priced. 
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1 Introduction 
The principal objective of a bank is to make loans in such a man-
ner as to provide its shareholders with a healthy return on their equity 
capital. To this end, banks make large corporate loans, small corporate 
loans, personal loans (including mortgages and auto loans and unse-
cured loans) and operate credit cards. For the large loans there is more 
information required (e.g., financial statements and accounts and the 
institution's credit rating). Risk pricing, whereby different interest rates 
are set according to the default risk associated with the loan, is accepted 
as the normal market practice for setting loan rates. For smaller cor-
porate loans and personal loans there is some credit risk information, 
both on the economic background and individual risk. The normal mar-
ket practice for these loans, however, is to charge a uniform price to 
those who are offered loans. The risk analysis merely determines the 
decision of whether to lend or not; it does not affect the interest rate 
charged. 
There are several types of risks banks face including: 
• Credit risk, i.e., the risk that some borrowers will default; it is a 
bank's major consideration in the lending process;l 
• Market risk, i.e., the risk of changes in the market value of assets; 
• Liquidity risk, i.e., the risk of not holding enough liquid assets as 
the bank's liabilities are predominantly short term in nature; and 
• Operational risk, i.e., fraud, computer failure, terrorism, etc. 
We are concerned primarily with credit risk and its impact on smaller 
corporate loans and personal loans. The risk of default for these loans 
is a major conSideration because there is often not much relevant in-
formation on the borrower's ability to repay the loan. The market, liq-
uidity, and operational risks are discussed by Allan et al., (1998). 
Once the potential borrower's credit risk is known,2 the bank can, 
choose to decline or accept the request for a loan. If the request is ac-
ceptable, the bank must decide at what level to set two key parameters: 
1 As banks are aware of the pOSSibility ofloan defaults, they make an annual provision 
for the resulting bad debts, typically 1 percent of outstanding loans. This figure varies 
as bad debt is sensitive to the state of the economy. Values for the provisions for loans 
to various industries are given by Davis (1993). More recent ratios are given in the 
Banking Act Report (annual) and the Annual Abstract of Banking Statistics (but these do 
not include industry breakdowns). 
2 A discussion of how credit risk is determined is given in Appendix A. 
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the interest rate charged on the loan and the amount of capital set aside 
to back the loan. 
The bank can calculate the minimum interest rate required to pro-
vide sufficient returns to the bank and then compare this with the cur-
rent market rate of interest for this type of loan. Though an increased 
interest rate will raise the expected proceeds from the loan, it may also 
increase the borrower's default risk. 
The capital allocation is based on two considerations: regulatory 
and economic. First, there is a regulatory requirement for banks to 
hold a certain amount of capital to protect the bank from insolvency.3 
In the U.K. banks generally have held capital of around 10 percent of 
these assets, 6 percent of which has been equity capita1.4 Within each 
category (e.g., commercial loans or mortgages) the regulatory capital 
requirement includes no allowance for differences in default risk.s 
Second, there is a general preference among shareholders for a sta-
ble pattern of returns. Variable credit losses can lead to variable re-
turns. This variability of returns can be reduced by holding more cap-
ital, as any losses will lead to a smaller percentage loss of capital. The 
economic capital requirement increases with the variability of credit 
risk. 
Increasing the amount of capital that supports a loan reduces the 
expected return on capital, however, unless there is an increase in inter-
est rates. Thus the interest rate to charge on the loan and the amount 
of capital set aside to back the loan are interdependent. 
2 An Overview of Basic Cash Flow Models 
Cash flow models for bank loans have a variety of uses such as: (i) 
calculating the return on equity capital to see whether lending is likely 
to be profitable at a particular interest rate, (ii) examining the impact of 
various parameters on default scenarios, and (iii) examining the cost to 
3Banks are required under the Basle Accord to hold capital of at least 8 percent of 
their risk·weighted assets, including at least 4 percent equity capital; the remainder 
will be debt capital. Risk-weighted assets include 100 percent of commercial loans, 50 
percent of mortgages, and 0 percent of government debt. 
4The amount of capital held varies with time, e.g., both quantities increased through 
the first half of the 1990s, and varies between banks, with some banks holding total 
capital of 14 percent and eqUity capital of 9 percent. 
sThis means that loans to large corporations need as much capital backing (per £ of 
loan) as do loans to individuals. This contrasts with risk-adjusted or economic capital 
that takes risk into account. It is a concern among banks that this encourages high risk 
lending, as it is inefficient to hold large amounts of capital for low risk loans. 
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the bank of loan features such as guaranteeing fixed interest rates or 
allowing early repayments. In considering the makeup of a cash flow 
model, however, we will focus on calculations of expected net present 
value and return on equity capital. 
Cash flow equations in bank lending may be complicated, but the 
ideas are not different from those used in other actuarial cash flow 
models. There are terms for the amount of inflow and outflow, the tim-
ing of these flows, the probability that they occur, and a discount factor. 
The complexity arises because there are many parties to consider (the 
shareholders, the borrower, the bank's treasury, and the providers of 
debt capital). In addition there is a possibility of premature termination 
of the loan by default or early repayment, both of which yield income 
(including default recoveries and surrender fees). 
A cash flow model can be based on the total amount of loans out-
standing and other directly linked quantities such as capital, monthly 
expenses, monthly net interest income, losses due to defaults, and fees 
from early repayments. These quantities may be fixed or variable. 
There are three approaches to examining cash flows relating to lend-
ing: the cohort loan approach, steady state portfolio approach, and the 
whole business approach. These approaches have different uses and 
they do not give the same value for the profitability of a particular class 
of business. 
Cohort Loan Approach: Only the income and outgo relating to one or 
a group (cohort) of similar loans issued at the same time are con-
sidered. 
Steady State Portfolio Approach: Here lending is viewed as a steady 
state process whereby at any time a given block of loans is out-
standing, it is supported by a proportional amount of capital. The 
outstanding loans give rise to streams of interest payments and 
expenses. The development of individual loans is ignored for such 
calculations.6 For a bank that already has many loans written and 
expects to both issue new loans and receive final payments on 
others at a steady rate, it is not necessary to consider each loan 
in detail. (Although it is probably useful to consider a set of loans 
from start-up when pricing.) 
Whole Business Approach: We consider the whole business of lending 
including (i) the costs of establishing computer systems, training 
6 A variant is when the loan book is expected to fluctuate, but the entire set of loans 
still is considered rather than each loan. This is a Simpler, more practical approach to 
the analysis of loan cash flows than studying each loan. It omits some details relating 
to the timing of payments. 
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staff, and so on; (ii) a model of the growth rate of the business; and 
(iii) all of the cash flows arising directly from the lending. This dif-
fers from the other approaches by including more expenses (not 
just those directly related to marketing and maintaining loans). 
The cohort loan valuation method can be inappropriate when the 
arrangements for repaying the funds for the loans and for paying the 
expenses generated by the loan are based on the portfolio of loans. 
In this case, it would be possible to use the proportional repayment 
calculations in the individual loan cash flows to handle the funding 
costs, but it would still be necessary to make decisions regarding what 
portion of the net income generated by a particular loan in each month 
is to be paid to the providers of capital and what portion is to be used 
to meet expenses of the portfolio. 
The steady state method cannot readily be used for pricing new busi-
ness or considering the profitability of a new type of loan. It is best to 
use individual loans to assess the value of features such as initial dis-
counts or early repayments, because the timing of payments is crucial 
in this instance. When looking at the whole portfolio, income generated 
now is compared with the cost of capital in place now rather than being 
matched with the capital that was invested in the past to back the loans 
that are now generating income. 
When deciding on the profitability of a new line of business (for ex-
ample, personal loans sold by telephone), the whole business approach 
may be better as calculating the value of each loan is not sufficient. 
There will be substantial start-up costs and marketing expenses may 
be higher per loan arranged in the first year compared with loans made 
later. These extra costs must be spread across all loans of this class 
made over a period of several years. A cash flow analysis must include 
these initial costs, estimates of the growth in volume of lending (e.g., 
quarterly estimates for the first five years), and the income and outgo 
pertaining to each loan. 
As we are primarily considering interest rate setting and the profit-
ability of a tranche of loans, we will use the cohort loan approach. 7 
7 A note on the words used in this paper: cohort and tranche are used when describing 
loans issued at the same time; steady state, portfolio, and book are used to describe a 
combination of loans at different stages of development. The phrase set of loans is used 
for either of these two situations, Le., it is an alternative to using the plural loans. 
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3 Cash Flow Model for a Cohort of Loans 
The cash flow model is developed sequentially. First we consider 
only the loan and the equity capital, with expenses, debt capital, de-
faults, and early repayments being ignored. These items are introduced 
singly later in the paper. 
3.1 Two Sources of Funds 
Each cash flow resulting from a loan can be split into two sources: 
flows that belong to the shareholders and flows that do not belong to 
the shareholders. To assess the profitability of a loan it is essential to 
correctly identify from which source each element of a cash flow came. 
This idea is developed further in the following example, with expenses 
ignored for simplicity. Let 
YF = Cost of funds, which is at least the money market rate 
and possibly larger to allow for the expenses of the 
treasury department; 
n Interest received on the loan; 
Yc Interest earned by the bank's equity capital; and 
Ct Net cash flow at t. 
To make a one year loan of say, 100, at n = 12 percent, the bank's 
lending department will, in turn, have to borrow the same amount of 
money from the bank's treasury department. The bank's treasury de-
partment in turn will acquire the money from retail deposits or short-
term borrowing in the wholesale markets. The treasury will charge the 
lending department a rate YF = 10 percent for the use of this money. 
It is the two percent difference between YF and n percent that is the 
crucial element in the profitability calculations.8 
The bank also must set aside equity capital of 5 percent of the loan 
to back each loan. These funds will be invested in the money markets 
and earn Yc = 8 percent during the year. Depending on how the bank's 
treasury operates, Yc could be equal to YF. 
Thus, as far as the shareholders are concerned, the initial cash flow 
is Co = -5, i.e., the capital set aside. The end of year cash flow is 
SIn the cohort approach, the global weighted average margin on all loans would 
be determined so that it was sufficient to provide an appropriate return on capital. 
There would be insufficient explicit consideration given to the cash flow pertaining to 
individual loans. 
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Cl = 100(1 + rd -100(1 + rF) + 5(1 + rc) = 112 - 110 + 5.4 = 7.4. 
Note that these cash flows that belong to the shareholders are small in 
comparison with the total cash flows that occur in the lending process. 
The profitability of this loan is related to the net present value (NPV) 
which is given by 
Cl 
NPV(r) = Co +--
l+r 
where r an interest rate. A loan is profitable if NPV (rH) > 0 where rH is 
the hurdle rate.9 The internal rate of return (IRR) is the rate of interest 
that solves NPV(IRR) = o. In most cases where IRR is greater than the 
hurdle rate the project will be sufficiently profitable. In this example, 
with a (pre-tax) hurdle rate of 20 percent, we have NPV(0.20) = 1.17 
and an IRR of 48 percent. Thus, with no expenses or defaults, it is 
sufficiently profitable to lend with these rates of interest. 
In practice a more complicated method may be used to determine 
if a loan is sufficiently profitable. This method involves (i) calculating 
NPV at above the hurdle rate, with a check that this is positive; (ii) 
calculating IRR, with a check to see that it is sufficiently high; and (iii) 
a check on the sensitivity of NPV to relevant variables. 
The implications of having two sources have been detailed because, 
although splitting cash flow may be obvious, this situation is not men-
tioned in standard business finance texts in discussing the valuation of 
cash flows. One method mentioned in texts is to compare the IRR of 
all the flows with an average of the returns required by those involved 
with the project (here the providers of capital and the bank's treasury). 
This example gives a combined initial outgo of 105 and the final income 
of 117.4, yielding 
NPV(r) = -105 + 117.4 
l+r 
and IRR = 11.81 percent. Some authors have suggested that NPV could 
be calculated using a discount rate equal to a weighted average of the 
9The hurdle rate is set by the bank according to the riskiness of the loan using a 
risk versus return model such as the capital asset pricing model. It is higher than the 
rate of interest charged by the treasury because the treasury is exposed to less risk 
than the loan department. The treasury has a prior claim on any income; if there is any 
shortfall (e.g., because of a loan default) capital, if available, will be used to make up 
the difference. 
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two rates of interest involved. This is called the weighted average cost 
of capital approach.lo This method is not as precise as considering the 
flows to and from each participant separately. 
The separation of a cash flow into several streams is familiar to 
actuaries-for example in the context of unit-linked life poliCies (e.g., 
Squires, 1986) where premium income is split between a unit fund (be-
longing to the policyholder) and a sterling fund (belonging to the office). 
A closer analogy to the two sources of funds required in bank lending 
is where a negative sterling fund is used in a life office (e.g., Hare and 
McCutcheon, 1991). In such a situation the initial strain caused by es-
tablishing a policy is partly backed by capital, which requires one rate 
of interest, and partly by internal funds, which require a lower rate of 
interest. 
3.2 The Basic Mathematical Model 
We begin with a basic cash flow model that consists of loan repay-
ments from the borrower to the loan department and from the loan 
department to the treasury. 
In general, most personal loans or mortgages are amortized over 
time by level installments that include both interest and principal ele-
ments. An alternative approach is to use a sinking fund arrangement 
where a series of interest only payments are made and a final complete 
repayment of the principal. The sinking fund approach has capital out-
standing for a longer period and therefore may have a greater risk to 
the bank than the amortization approach. In the amortization situation 
there is also a release of capital each month, as the capital requirement 
is likely to be proportional to the amount of the loan outstanding. 
The amortization method is used throughout this paper. Without 
loss of generality, we assume loans are repaid on a monthly basis. The 
following notations are needed: 
lOSee, for example, Higson 1986, Chapter 16, or Brealey and Myers, 1991, Chapter 19. 
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Lo Size of loan; 
X Size of the level monthly installment to amortized Lo; 
L t Loan outstanding at end of month t, t = 1,2, ... ; 
Ko Initial capital; 
n Duration of loan in months; 
ir Monthly interest rate on loan; 
iF Monthly interest rate on funds; 
ic Monthly interest rate on set aside capital; 
iH Monthly hurdle rate; and 
VH 1/(I+iH). 
Note that throughout this paper the symbol r is the annual percentage 
rate (APR) corresponding to i. So, for example, (1 + ir)12 = 1 + rL. 
It is well known that X and Lt are given by: 
X 
Lo 
anl iL 
Xan_tliL 
(1) 
(2) 
where anl i is the present value of an annuity of one per month paid in 
arrears for n months evaluated at interest rate i. ll 
Let Bt denote the amount paid to the bank's treasury at the end 
of month t. Two possible schemes are considered for Bt , a uniform 
scheme and a proportional scheme. These schemes lead to 
Uniform Scheme; 
Proportional Scheme. 
(3) 
The uniform repayment scheme involves n equal payments to the 
treasury; this is the same pattern as the initial intended payments by 
the borrower to the bank. The proportional scheme assumes that, at 
the start of each month, the bank borrows an amount equal to the loan 
outstanding at the time and repays this with interest at the cost of 
funds rate at the end of the month. It implicitly assumes that it will be 
11 As this paper does not focus on risks relating to changes in base rates, these for-
mulae for X and Lt have been based on a constant interest rate throughout the term of 
the loan. 
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possible, throughout the term of a long loan for the treasury to be able 
to borrow the amount of money that already has been lent by the bank. 
Note that if a loan is repaid early, the uniform repayment plan ignores 
this while the proportional plan adapts by bringing forward the return 
of money to the treasury. 
Both patterns have advantages: the uniform method fixes in ad-
vance the interest paid on the borrowed funds (the margin over base 
rate is fixed) so that uncertainty about future movements in these inter-
est rates can be removed from the lending decision. The treasury knows 
in advance the pattern of payments it will receive from the lending de-
partment. The proportional method ensures that the amount borrowed 
at any time is the same as the amount being lent. 
For the remainder of this paper we will use the proportional repay-
ment method as this equates more closely to procedures followed in 
practice.12 
Some more notation is required for cash flow modeling: 
Kt Equity capital outstanding at end of month t; 
Koan-:tJ iL 
RTKt 
icKt-l 
aril it 
Equity capital returned at the of month t; 
Kt-l - Kt; 
Interest earned on equity capital during month t. 
(4) 
(5) 
The release of capital implied by these definitions matches the re-
payments of principal by the borrower; thus the amount of capital is 
kept in proportion to the loan outstanding. This procedure should not 
be followed if analysis suggests that the loan is becoming more risky. 
The capital backing the lending should be kept at a level sufficient to 
cover future losses. 
Using the basic model, the net monthly income (NMI) and net present 
value of the loan, from the viewpoint of the shareholders, is given by 
NMlt x - [(1 + iF )Lt-l - Ltl + icKt-l + RTKt 
n 
-Ko + I NMl t vl· 
t=l 
(6) 
(7) 
12 Appendix B contains a discussion of the differences arising under the uniform re-
payment pattern and includes an explanation of why what appears to be a bookkeeping 
choice is more important to the derived profitability of a loan than are real features 
such as default rates. 
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Table 2 
Cash Flows to Capital 
Month (1) (2) (3) (4) (5) (6) 
1 250.000 1.609 5.858 15.040 0.985 14.813 
2 244.142 1.571 5.914 14.881 0.970 14.435 
3 238.228 1.533 5.970 14.719 0.955 14.064 
4 232.258 1.494 6.027 14.557 0.941 13.698 
5 226.231 1.456 6.084 14.393 0.927 13.340 
6 220.147 1.416 6.142 14.227 0.913 12.987 
7 214.006 1.377 6.200 14.060 0.899 12.641 
8 207.806 1.337 6.259 13.891 0.886 12.301 
9 201.547 1.297 6.318 13.720 0.872 11.967 
10 195.229 1.256 6.378 13.548 0.859 11.639 
11 188.851 1.215 6.439 13.374 0.846 11.316 
12 182.412 1.174 6.500 13.199 0.833 10.999 
13 175.913 1.132 6.561 13.022 0.821 10.688 
14 169.351 1.090 6.624 12.843 0.808 10.382 
15 162.728 1.047 6.686 12.663 0.796 10.082 
20 128.655 0.828 7.010 11.735 0.738 8.660 
25 92.935 0.598 7.349 10.762 0.684 7.361 
30 55.488 0.357 7.704 9.742 0.634 6.176 
35 16.230 0.104 8.077 8.673 0.588 5.096 
36 8.153 0.052 8.153 8.453 0.579 4.892 
Sum of Present Value of Monthly Cash Flows 336.50 
Less Initial Capital Allocation -250.00 
Net Present Value of Loan 86.50 
Notes: Column (1) = Capital at start of month; Column (2) = Interest 
earned on capital; Column (3) = Return of capital; Column (4) = Net cash 
flow at end of month; Column (5) = Discount factor; and Column (6) = 
Net present value. 
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The net present value is 86.5, the IRR is 54.16 percent, and the loan 
interest rate that would provide a zero NPV at a 20 percent hurdle 
rate is 10.58 percent. If the hurdle rate is 20 percent, 10.6 percent can 
be regarded as the minimum loan interest rate, ignoring expenses and 
defaults. 
Table 1 shows the constant repayments (164.610) by the borrower 
split between decreasing interest payments and increasing principal re-
payments. The total amount paid to the treasury increases each month 
under the proportional repayment scheme. (Under the uniform repay-
ment scheme the monthly payment to the treasury would be 160.326.) 
Table 2 shows that each month's net cash flow is positive, and the size 
decreases as the size of the loan reduces. The net cash flow is calculated 
using: 
Net cash flow Total paid by borrower 
- Total paid to treasury 
+ Interest earned on capital 
+ Return of capital. 
3.3 Inclusion of Expenses 
There are several ways to deal with expenses, particularly initial ex-
penses, and these methods lead to different values for the profitability 
of a loan and different sensitivities of the return on equity capital to 
parameters such as default rate. 
Expenses are incurred in establishing the loan, maintaining it, and 
closing it. The cash flow treatment for these three types of expense is 
best considered separately. 
The initial expenses included in the loan pricing calculations refer 
only to the costs directly attributable to selling and establishing new 
loans. They do not include overhead costs or the costs of establishing 
a line of business. Initial expenses may be met (i) by borrowing from 
the treasury, (ii) by using equity capital, or (iii) from the net income of 
existing loans. These three methods are discussed below. 
If the initial expenses are borrowed from the treasury they must be 
repaid, with interest, at some later time using the repayments received 
on the loan. One way of accounting for this is to amortize these ex-
penses over the term of the loan (using the interest rate applying to the 
cost of funds); therefore, a portion of each loan repayment will be ap-
plied to these start-up costs. This is equivalent to the uniform method 
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of repaying borrowed funds. An alternative is to use the equivalent 
of the proportional method for the repayment of funds. For example, 
if the initial expenses are 1 percent of the loaned amount, any future 
payments to the treasury will be increased 1 percent to allow for the 
cost of these expenses, including interest. This proportional method is 
adopted here. 
The equations for NMIt and NPV, including the proportional method 
of repayment of initial expenses, Eo, are: 
n 
NPV(iH) -Ko + L NMItvh· (9) 
t=l 
Initial expenses could be met from capital (excluding regulatory cap-
ital) on the grounds that there is a risk that they will not be recovered 
because the borrower fails to make sufficient payments. As default 
probabilities tend to decrease over the life of the loan, the likelihood of 
recovering these initial expenses is maximized if the first few install-
ments paid by the borrower are used to meet the expenses rather than 
contribute to profit. (In life insurance profit testing the initial expenses 
generally are charged to capital.) But because initial expenses can be 
relatively large, it would require a substantial increase in the capital 
outlay for a loan if the expenses had to be met in this way. Moreover, 
this capital would be consumed immediately and therefore would not 
earn any interest. Hence, this would be a costly approach. It is also not 
an approach used in practice. 
If the initial expenses are met by capital rather than borrOwing, the 
Eo term is not needed in equation (8) for net monthly income. The NMI 
and NPV equations must be changed to 
NMIt 
NPV(iH) 
x - [(1 + iF)Lt-l - LtJ + icKt-l + RTKt 
n 
-Ko -Eo + L NMItvh· 
t=l 
(10) 
(11) 
As Eo will not, in general, vary directly with Lo, NPV will not vary 
directly in proportion to Lo; thus, small loans will be unprofitable except 
at high interest rates. 
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3.4 Debt Capital 
As well as holding equity capital, the bank will hold debt capital (also 
called tier 2 capital) as part of the regulatory requirements. Providers 
will require a return in excess of what the bank can earn by putting the 
money in the cash market. This generates an extra expense each month 
of DKt_l x (iD - ic) where DKt is the amount of debt capital held at the 
end of month t, which will depend on the size of the loan outstanding, 
and iD is the monthly interest which has to be paid on this debt. 
These payments are included in the cash flow model in the same 
way as the running expenses, Et : 
NMlt X - [(1 + iF )Lt-l - LtJ Lo:o Eo + icKt-l + RTKt 
- Et - DKt_diD - id 
n 
NPV(iH) = -Ko + L NM1tvfr· 
t=l 
The interest payments relating to debt capital are important but changes 
in the amount of debt capital held do not alter the cash flows to or from 
the providers of equity capital. 
Example 2 
Table 3 and 4 show the behavior of the terms in this equation. The 
parameters are the same as for Example 1, but with the inclusion of 
the additional terms: Eo = 50, Et = 0, YD = 10 percent, and DKO = Ko 
(Le., the initial debt capital and equity capital are equal). Here the initial 
costs are met by borrowing from the treasury, and this produces a net 
present value of 36.20 (at a discount rate of 20 percent), an internal rate 
of return of 34.11 percent, and a break-even loan interest rate (at the 
20 percent hurdle rate) of 11.41 percent. If capital were used for these 
initial costs the NPV would be 30.28, the IRR would be 29.60 percent, 
and the break-even loan rate would be 11.50 percent. 
3.5 Loans Defaults 
Some borrowers will default on the repayment of their loans. On 
some of the defaulted loans, the bank will be unable to recover the full 
amount of the outstanding principal resulting in a loss. 
Table 3 ""-l (Xl 
Cash Flows in Respect of Borrower Allowing For Expenses 
Month (1) (2) (3) (4) (5) (6) (7) (8) 
1 5000.000 47.444 117.166 164.610 5050.000 40.269 118.338 158.607 
2 4882.834 46.332 118.278 164.610 4931.662 39.326 119.461 158.787 
3 4764.555 45.210 119.401 164.610 4812.201 38.373 120.595 158.968 
4 4645.155 44.077 120.533 164.610 4691.606 37.412 121.739 159.150 
5 4524.621 42.933 121.677 164.610 4569.868 36.441 122.894 159.335 
6 4402.944 41.779 122.832 164.610 4446.974 35.461 124.060 159.521 
7 4280.112 40.613 123.997 164.610 4322.914 34.472 125.237 159.709 
8 4156.115 39.437 125.174 164.610 4197.676 33.473 126.426 159.898 
'--
9 4030.941 38.249 126.362 164.610 4071.251 32.465 127.625 160.090 0 s:: 
10 3904.580 37.050 127.561 164.610 3943.625 31.447 128.836 160.283 ..... :J 
11 3777.019 35.839 128.771 164.610 3814.789 30.420 130.059 160.478 
III 
0 
12 3648.248 34.617 129.993 164.610 3684.730 29.383 131.293 160.675 ...., 
13 3518.255 33.384 131.226 164.610 3553.438 28.336 132.539 160.874 
» ,., 
..... 
14 3387.029 32.139 132.472 164.610 3420.899 27.279 133.796 161.075 s:: III ..... 
15 3254.557 30.882 133.729 164.610 3287.103 26.212 135.066 161.278 tij. 
20 2573.104 24.416 140.195 164.610 2598.835 20.723 141.597 162.320 -u ..... 
25 1858.701 17.637 146.974 164.610 1877.288 14.970 148.443 163.413 III ,., ..... 
30 1109.754 10.530 154.080 164.610 1120.852 8.938 155.621 164.559 ,., 
(!) 
35 324.593 3.080 161.530 164.610 327.839 2.614 163.146 165.760 -< 
36 163.063 1.547 163.063 164.610 164.694 1.313 164.694 166.007 0 
Notes: Column (1) = Loan at start of month; Column (2) = Interest paid by borrower; Column (3) = Return O"l 
of prinCipal by borrower; Column (4) = Total paid by borrower; Column (5) = Amount owed to treasury at 
start; Column (6) = Interest paid to treasury; Column (7) = Return of principal to treasury; and Column (8) \.0 
= Total paid to treasury. \.0 (Xl 
Table 4 
Cash Flows to Capital Allowing For Expenses 
o:J 
0 
0 
Month (1) (2) (3) (4) (5) (6) (7) ...... ::::r 
1 250.000 1.609 5.858 0.385 13.085 0.985 12.887 III ::J 
2 244.142 1.571 5.914 0.376 12.932 0.970 12.545 c.. 
3 238.228 1.533 5.970 0.367 12.779 0.955 12.209 ::2: III 
4 232.258 1.494 6.027 0.358 12.623 0.941 11.879 
Vl 
::::r 
5 226.231 1.456 6.084 0.348 12.467 0.927 11.555 » 
6 220.147 1.416 6.142 0.339 12.308 0.913 11.236 
n .... 
c 
7 214.006 1.377 6.200 0.330 12.149 0.899 10.923 III ~ 
8 207.806 1.337 6.259 0.320 11.988 0.886 10.616 ~ 
9 201.547 1.297 6.318 0.310 11.825 0.872 10.314 -i In 
10 195.229 1.256 6.378 0.301 11.661 0.859 10.017 
n 
::::r 
::J 
11 188.851 1.215 6.439 0.291 11.495 0.846 9.726 ii 
12 182.412 1.174 6.500 0.281 11.327 0.833 9.439 
c 
In 
Vl 
13 175.913 1.132 6.561 0.271 11.158 0.821 9.158 
14 169.351 1.090 6.624 0.261 10.988 0.808 8.882 
15 162.728 1.047 6.686 0.251 10.816 0.796 8.611 
20 128.655 0.828 7.010 0.198 9.930 0.738 7.328 
25 92.935 0.598 7.349 0.143 9.001 0.684 6.156 
30 55.488 0.357 7.704 0.085 8.027 0.634 5.089 
35 16.230 0.104 8.077 0.025 7.006 0.588 4.117 
36 8.153 0.052 8.153 0.013 6.796 0.579 3.933 
Sum of Present Value of Monthly Cash Flows 286.20 
Less Initial Capital Allocation -250.00 
Net Present Value of Loan 36.20 
Notes: Column (1) = Capital at start of month; Column (2) = Interest earned on capital; Column (3) = Return '-J CD 
of capital; Column (4) = Net interest on debt capital; Column (5) = Net cash flow at end of month; Column 
(6) = Discount factor; and Column (7) = Net present value. 
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The entire loss consists, however, of the unrecovered outstanding 
principal plus any previous missed interest payments plus any extra 
expenses incurred in the collection of the loan. Hence, it is possible 
for the entire loss to exceed the outstanding principal. Thus both the 
frequency of default and the resulting losses are crucial factors in the 
pricing of loans. 
The notation for the cash flow model requires the following addi-
tions: 
qt Probability of loan default during month t; 
pi
q
) Probability that loan remains in effect at end of month t; 
t n (1 - qj); 
j=1 
it Expected ratio of the loss during month t to Lt. 
The qt and it must be estimated in advance, perhaps from historical 
data relating to similar loans. The estimation of these rates, however, 
is a major challenge. 
The expected loss during month t is qt x Pt(~i x it x Lt-I. This 
formulation of default recovery assumes either that the recoveries are 
made immediately or that (1 - it )Lt-I refers to the present value at 
time t of the amounts recovered at later dates. 
The expected net monthly income of the loan, taking account of the 
defaults, becomes: 
NMlt xpt(q) - [(1 + iF)pi~iLt-1 -Pt(q)LtJLo:a Eo 
+ iCPt(~iKt-1 + (Pt(~iKt-1 -piq)Kt ) 
- Et - Pt(~i vKt_1 (iv - id + qtPt(~i (1 - idLt-l. (12) 
Even with all of the features that have been incorporated in the 
cash flow model, the complexity of the situation is understated because 
loans will not be split between on-going and defaulted. There are likely 
to be some loans in arrears, for which provisions may be set aside be-
fore the default date (or the date of successful repayment of the amount 
owed). For mortgages a loan can be in arrears for more than two years 
before the situation is resolved, so this is not just a small matter of 
detail. 
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Example 3 
This example continues from Example 2 with the inclusion of two 
new parameters: qt = 0.2 percent (per month); and it = 0.2 (i.e., 80 
percent of the outstanding loan is recovered). The columns in Tables 
5 and 6 with asterisks have been explicitly adjusted by survival proba-
bilities. (Some of the other columns are sums and thereby acquire the 
adjustment indirectly.) 
The loan is only just profitable at a discount rate of 20 percent with 
an NPV of 1.24. The internal rate of return is 20.47 percent, and the 
break-even loan interest rate at the 20 percent hurdle rate is 11.98 per-
cent. The total money received from continuing borrowers is less than 
the amount paid each month to the treasury, and the recovery of a sub-
stantial portion of each defaulted loan is an important component of 
the net monthly income. 
Table 7 displays the net present values and internal rates of return 
using the same parameters as used to construct Tables 5 and 6, but 
with monthly default rates included. Table 7 demonstrates that the 
IRR is somewhat more variable when the initial expenses are met by 
borrowing rather than being met from capital. 
3.6 Early Repayment of Loans 
The terms of a loan sometimes will, for a fee, allow the borrower to 
repay the loan early. Early repayments can be an important feature of 
long-term loans such as mortgages where many borrowers move or may 
switch banks in search of the lowest interest rates. The bank cannot 
rely on the receipt of a full number of interest payments to provide 
the required profits. The problem is amplified by the fact that U.K. 
mortgage loans often include a reduced interest rate in the first year and 
by the concentration of expenses and default risks near the beginning 
of the loan period. The bank relies on later interest payments to make 
lending worthwhile.13 
The loan is only just profitable at a discount rate of 20 percent with 
an NPV of 1.24. The internal rate of return is 20.47 percent, and the 
break-even loan interest rate at the 20 percent hurdle rate is 11.98 per-
cent. 
l3In the U.s.A., the problem of early repayment is dealt with mainly through the use 
of points, Le., interest paid in advance at start of loan for a reduced interest rate. This 
reduces the early repayment risk. 
Table 5 00 N 
Cash Flows in Respect of Borrower Allowing For Defaults 
Month (1) (2) (3) (4) (5) (6) (7) (8) (9) 
1 0.998 5000.000 47.349 116.932 164.281 5050.000 40.269 128.201 168.471 
2 0.996 4882.834 46.147 117.806 163.953 4931.662 39.247 128.827 168.074 
3 0.994 4764.555 44.939 118.686 163.625 4812.201 38.220 129.458 167.678 
4 0.992 4645.155 43.725 119.572 163.297 4691.606 37.188 130.095 167.282 
5 0.990 4524.621 42.506 120.465 162.971 4569.868 36.150 130.737 166.887 
6 0.988 4402.944 41.280 121.365 162.645 4446.974 35.108 131.384 166.492 
7 0.986 4280.112 40.048 122.272 162.320 4322.914 34.060 132.037 166.097 
8 0.984 4156.115 38.810 123.185 161.995 4197.676 33.007 132.695 165.702 
'--
9 0.982 4030.941 37.566 124.105 161.671 4071.251 31.949 133.359 165.308 0 c 
10 0.980 3904.580 36.315 125.032 161.348 3943.625 30.885 134.029 164.914 .... :::s 
11 0.978 3777.019 35.059 125.966 161.025 3814.789 29.817 134.704 164.521 
III 
33.796 
0 
12 0.976 3648.248 126.907 160.703 3684.730 28.743 135.385 164.128 ....., 
13 0.974 3518.255 32.526 127.855 160.381 3553.438 27.663 136.072 163.735 
» n .... 
14 0.972 3387.029 31.251 128.810 160.061 3420.899 26.578 136.764 163.342 c III .... 
15 0.970 3254.557 29.968 129.772 159.741 3287.103 25.487 137.463 162.950 ~ 
20 0.961 2573.104 23.457 134.692 158.150 2598.835 19.950 141.043 160.993 "0 .... 
25 0.951 1858.701 16.776 139.799 156.574 1877.288 14.267 144.775 159.042 III n .... 
30 0.942 1109.754 9.916 145.099 155.015 1120.852 8.434 148.665 157.098 n ro 
35 0.932 324.593 2.872 150.599 153.471 327.839 2.442 152.718 155.160 -< 
36 0.930 163.063 1.440 151.724 153.164 164.694 1.224 153.549 154.773 0 
Notes: Column (1) = Probability of payment at end of the month; Column (2) = Loan at start of month; Column (3) (j) 
= Interest paid by borrower; Column (4) = Return of principal by borrower; Column (5) = Total paid by borrower; 
Column (6) = Amount owed to treasury at start; Column (7) = Interest paid to treasury; Column (8) = Return of 1.0 
principal to treasury; and Column (9) = Total paid to treasury. 1.0 00 
Table 6 
Cash Flows to Capital Allowing For Defaults 
o:l 
Month (1) (2) (3) (4) (5) (6) (7) (8) 0 0 
1 250.000 1.609 6.347 0.385 8.000 11.380 0.985 
.... 
11.209 :::J" 
2 244.142 1.568 6.378 0.375 7.797 11.245 0.970 10.909 III ::::l 
3 238.228 1.527 6.409 0.365 7.593 11.109 0.955 10.614 
c.. 
:E 
4 232.258 1.485 6.440 0.356 7.388 10.973 0.941 10.326 III 
5 226.231 1.444 6.472 0.346 7.182 10.836 0.927 10.043 
VI 
:::J" 
6 220.147 1.402 6.504 0.336 6.975 10.699 0.913 9.766 » n 
7 214.006 1.360 6.536 0.326 6.766 10.560 0.899 9.495 .... t: 
8 207.806 1.318 6.569 0.316 6.557 10.422 0.886 9.229 III "" 
9 201.547 1.276 6.602 0.305 6.347 10.282 0.872 8.968 ~ 
10 195.229 1.234 6.635 0.295 6.136 10.142 0.859 8.713 
-i 
(!) 
n 
11 188.851 1.191 6.669 0.285 5.923 10.002 0.846 8.462 :::J" ::::l 
12 182.412 1.148 6.702 0.275 5.710 9.861 0.833 8.217 ..6. 
t: 
13 175.913 1.105 6.736 0.264 5.496 9.719 0.821 7.977 (!) 
VI 
14 169.351 1.062 6.771 0.254 5.280 9.577 0.808 7.742 
15 162.728 1.018 6.805 0.244 5.063 9.433 0.796 7.511 
20 128.655 0.797 6.982 0.191 3.963 8.709 0.738 6.427 
25 92.935 0.570 7.167 0.136 2.834 7.967 0.684 5.449 
30 55.488 0.337 7.360 0.081 1.675 7.208 0.634 4.569 
35 16.230 0.098 7.560 0.023 0.485 6.430 0.588 3.778 
36 8.153 0.049 7.601 0.012 0.243 6.273 0.579 3.630 
Sum of Present Value of Monthly Cash Flows 251.24 
Less Initial Capital Allocation -250.00 
Net Present Value of Loan 1.24 
Notes: Column (1) = Capital at start of month; Column (2) = Interest earned on capital; Column 
C):) (3) = Return of capital; Column (4) = Net interest on debt capital; Column (5) = Recovery from w 
defaulted loans; Column (6) = Net cash flow at end of month; Column (7) = Discount factor; and 
Column (8) = Net present value. 
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Table 7 
Impact of Expenses on NPV and IRR 
With Eo = 50, La = 5,000, and Ko = 250 
Monthly Expenses Borrowed Expenses Paid 
Default From Treasury From Capital 
Rate NPV IRR NPV IRR 
0.0% 36.20 34.11% 30.28 29.60% 
0.2% 1.24 20.47% -4.56 18.58% 
0.4% -32.26 8.06% -37.94 8.40% 
0.6% -64.37 -3.21% -69.92 -1.00% 
The early termination of a loan can be put in a cash flow model in 
a similar manner to defaults. Let C t denote the fee charged for early 
repayment in month t; and Rt denote the probability that a loan that 
has survived to the end of month t is repaid at that time. The survival 
probability for a loan becomes 
t 
piqr ) = n(1-qj)(l-Rj). 
j=1 
(13) 
The proportion of the original loans that default at the end of month 
t will be qtpi~r), while the repayments will be Rt (1 - qdPi~r). The 
expression for net monthly income becomes: 
NM1t p(qr)X(l _ q ) _ [(1 + r )p(qr) L _ p(qr) L ] La + Eo - E t -1 t F t -1 t -1 t t La t 
+ icPt(~r) Kt-1 + (Pt(~r) Kt-1 - pi
qr ) Kt ) 
- (iD - ic)DKt-1pi~r) + qtPt(~r) (1 - ft)L t-1 
+ Rt (1- qdPt(~r)(Lt + Cd. (14) 
The approach we have taken here is an interesting contrast to the 
approach taken in Allan et al., (1998). That paper assumes that all loans 
survive the average period of seven years for a U.K. mortgage and then 
are repaid. Pricing is set so that the average loan provides an appro-
priate profit. In the U.K. this method would provide reasonable results 
and would provide similar results to this system where a distribution 
of future repayment times is used. If there were less inertia in the loan 
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market, a more active fee structure may need to be developed to penal-
ize early repayers or a probability distribution of repayment times may 
need to be used to estimate the expected cost and variability of cost of 
early repayment. 
Example 4 
This example builds on Tables 1 through 6 with the inclusion of 
early repayments. The two new parameter values are Gt = O.OILt and 
SOt ~ 12 
Rt = l 0.002 t > 12. 
There are four extra columns in Tables 8 and 9: the probability of a 
loan surviving to the start of the month (i.e., pi~~\ the probability of 
early repayment, the amount of early repayments, and the fees accom-
panying these repayments. 
Because there are no early repayments in the first year of this ex-
ample, the first twelve months are identical to Example 3. Thereafter, 
NMI is initially greater than in the no repayment example, but in the 
last months of the loan it is less than in Example 3. NPV of 1.52 is 
marginally higher than without repayments, indicating that the 1 per-
cent fee is sufficient to cover the loss of later positive cash flows. Other 
values for this loan include an internal rate of return of 20.58 percent 
and a break-even interest rate of 11.97 percent. 
00 
Ol 
Table 8 
Cash Flows in Respect of Borrower Allowing For Prepayments 
Month (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
1 1.000 0.998 5000.0 47.3 ll6.9 164.3 5050.0 40.3 128.2 168.5 
2 0.998 0.996 4882.8 46.1 117.8 164.0 4931.7 39.2 128.8 168.1 
3 0.996 0.994 4764.6 44.9 ll8.7 163.6 4812.2 38.2 129.5 167.7 
4 0.994 0.992 4645.2 43.7 ll9.6 163.3 4691.6 37.2 130.1 167.3 
5 0.992 0.990 4524.6 42.5 120.5 163.0 4569.9 36.2 130.7 166.9 
6 0.990 0.988 4402.9 41.3 121.4 162.6 4447.0 35.1 131.4 166.5 
7 0.988 0.986 4280.1 40.0 122.3 162.3 4322.9 34.1 132.0 166.1 '-0 
8 0.986 0.984 4156.1 38.8 123.2 162.0 4197.7 33.0 132.7 165.7 c "" 
9 0.984 0.982 4030.9 37.6 124.1 161.7 4071.3 31.9 133.4 165.3 
:::l
$lJ 
10 0.982 0.980 3904.6 36.3 125.0 161.3 3943.6 30.9 134.0 164.9 0 
.." 
15 0.968 0.967 3254.6 29.8 129.3 159.1 3287.1 25.4 143.0 168.4 :t> 
i"' 
20 0.949 0.947 2573.1 23.1 132.8 155.9 2598.8 19.7 143.7 163.4 
,...,. 
c 
25 0.930 0.929 1858.7 16.4 136.5 152.9 1877.3 13.9 144.5 158.5 
$lJ 
"" 
30 0.912 0.910 ll09.8 9.6 140.2 149.8 ll20.9 8.2 145.4 153.6 
iii· 
"'0 
35 0.894 0.892 324.6 2.7 144.1 146.9 327.8 2.3 146.4 148.8 "" $lJ 
36 0.890 0.889 163.1 1.4 144.9 146.3 164.7 1.2 146.6 147.8 
i"' ,...,. 
i"' 
Notes: Column (1) = Probability of loan surviving to start of month; Column (2) = Probability of payment .(1) 
at end of the month; Column (3) = Loan at start of month; Column (4) = Interest paid by borrower; Column < 
(5) = Return of principal by borrower; Column (6) = Total paid by borrower; Column (7) = Amount owed to 0 
treasury at start; Column (8) = Interest paid to treasury; Column (9) = Return of principal to treasury; and en 
Column (10) = Total paid to treasury. 
I.D 
I.D 
00 
Table 9 OJ 0 
Cash Flows to Capital Allowing For Prepayments 0 ..... 
::::r 
Month (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) s:u 
1 250.0 1.6 6.3 0.4 8.0 0.000 
:::l 
0.000 0.000 11.380 0.985 11.209 c.. 
2 244.1 1.6 6.4 0.4 7.8 0.000 0.000 0.000 11.245 0.970 10.909 :'E 
~ 
3 238.2 1.5 6.4 0.4 7.6 0.000 0.000 0.000 11.109 0.955 10.614 Vl ::::r 
4 232.3 1.5 6.4 0.4 7.4 0.000 0.000 0.000 10.973 0.941 10.326 
.. 
» 
5 226.2 1.4 6.5 0.3 7.2 0.000 0.000 0.000 10.836 0.927 10.043 t"I ..... 
6 220.1 1.4 6.5 0.3 7.0 0.000 0.000 0.000 10.699 0.913 9.766 
s::: 
s:u 
"" 7 214.0 1.4 6.5 0.3 6.8 0.000 0.000 0.000 10.560 0.899 9.495 ~ 
8 207.8 1.3 6.6 0.3 6.6 0.000 0.000 0.000 10.422 0.886 9.229 -i ro 
9 201.5 1.3 6.6 0.3 6.3 0.000 0.000 0.000 10.282 0.872 8.968 t"I ::::r 
10 195.2 1.2 6.6 0.3 6.1 0.000 0.000 0.000 10.142 0.859 8.713 :::l ii' 
15 162.7 1.0 7.1 0.2 5.0 0.002 6.033 0.060 9.697 0.796 7.721 s::: ro 
20 128.7 0.8 7.1 0.2 3.9 0.002 4.610 0.046 8.818 0.738 6.507 Vl 
25 92.9 0.6 7.2 0.1 2.8 0.002 3.179 0.032 7.937 0.684 5.428 
30 55.5 0.3 7.2 0.1 1.6 0.002 1.740 0.017 7.054 0.634 4.472 
35 16.2 0.1 7.2 0.0 0.5 0.002 0.291 0.003 6.168 0.588 3.624 
36 8.2 0.0 7.3 0.0 0.2 0.002 0.000 0.000 5.990 0.579 3.467 
Sum of Present Value of Monthly Cash Flows 251.24 
Less Initial Capital Allocation -250.00 
Net Present Value of Loan 1.24 
Notes: Column (1) = Capital at start of month; Column (2) = Interest earned on capital; Column 
(3) = Return of capital; Column (4) = Net interest on debt capital; Column (5) = Recovery from 
defaulted loans; Column (6) = Probability of early repayment; Column (7) = Early repayments; 
Column (8) = Early repayment fees; Column (9) = Net cash flow at end of month; Column (10) = 
Discount factor; and Column (11) = Net present value. 00 
'J 
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3.7 Parameter Dependence 
Equation (14) is used to generate Table 10, which shows how the net 
present value (at a 20 percent hurdle rate), the internal rate of return, 
and the break-even loan rate (also at a 20 percent hurdle rate) change 
as the various inputs of the cash flow model are altered. These three 
values are given for the case where initial expenses are met by borrow-
ing and the case where capital is used for these expenses. The standard 
model has the following parameters: Lo = 5,000, Ko/ Lo = 0.05, n = 36 
months, n = 12 percent, rF = 10 percent, rc = 8 percent, rH = 20 
percent, Eo = 50, DKo/Lo = 0.05, rD = 10 percent, Et = 0, qt = 0.2 
percent, it = 0.2, Gt / Lt = 1 percent, and Rt = 0 for t ::::; 12 and = 0.2 
percent for t > 12. All other entries in Table 10 differ only in one value. 
This standard model is the one used in Example 4. 
The following observations may be drawn from Table 10: 
• In all cases, NPV is greater when initial expenses are paid by bor-
rowing rather than by using capital. (The same discount rate has 
been used for the two scenarios though it may be reasonable to 
use a lower rate when capital is used.) Clearly the option of bor-
rowing from the treasury is cheaper than using capital to finance 
expenses. The borrowing option, however, would lead to greater 
variability of returns on a smaller amount of capital. 
• In terms of the increase in break-even interest rate, the effect of 
the choice between these two methods of paying for the initial 
expenses is sensitive to the size of the loan, the hurdle rate used, 
and the amount of initial expenses. 
• The loan rate and the cost of funds are more important than the 
interest rate earned on set aside capital and the interest paid on 
debt capital. The lending margin between the loan rate and cost 
of funds dwarfs all other cash flows to shareholders. Therefore 
the profitability is likely to be heavily dependent on the interest 
margin. 
• The profitability is less sensitive to the hurdle rate than it is to the 
loan interest rate or the cost of funds. (The loan rate and the cost 
of fund rates are varied independently in the above table, hence 
the margin on the loan is changed.) 
Table 10 OJ 0 
The Impact of Changes in Various Inputs of the Cash Flow Model 0 .... 
::J'" 
Parameter Changes Borrowed Capital PJ 
::::l 
c.. 
Old New NPV IRR(%) rL(%) NPV IRR(%) rL(%) ~ 
PJ 
Standard 1.52 20.58 11.97 -4.24 18.67 12.07 til 
::J'" 
Lo 5,000 1,000 -35.08 -54.74 14.97 -40.85 -17.34 15.46 
.. 
» 
5,000 3000 -16.78 9.33 12.47 -22.54 9.51 12.64 t'"\ .... 
5,000 10000 47.28 29.05 11.60 41.52 27.16 11.65 
t: 
PJ 
KolLo 0.05 0.01 29.42 105.25 11.50 23.66 46.54 11.60 
~. 
~ 
0.05 0.25 18.96 36.08 11.68 13.20 27.54 11.78 --i 
(1) 
0.05 0.10 -33.35 13.96 12.57 -39.11 13.58 12.66 t'"\ ::J'" 
n 36 18 -21.66 5.89 12.66 -24.86 6.60 12.76 ::::l ..0' 
36 60 26.97 27.04 11.69 18.40 23.93 11.79 t: (1) 
0.12 0.11 -57.59 -0.37 11.97 -63.34 1.39 12.07 Vl rL 
0.12 0.13 60.59 44.98 11.97 54.80 38.28 12.07 
rF 0.10 0.08 123.75 75.92 9.92 116.78 62.01 10.04 
0.10 0.11 -58.83 -0.70 13.00 -63.99 1.27 13.09 
rc 0.08 0.07 -4.60 18.26 12.08 -10.37 16.78 12.18 
0.08 0.09 7.60 22.93 11.87 1.84 20.58 11.97 
rH 0.20 0.15 15.53 20.58 11.75 12.46 18.67 11.80 
0.20 0.25 -10.94 20.58 12.19 -19.09 18.67 12.34 
0.20 0.30 -22.08 20.58 12.40 -32.37 18.67 12.59 
Notes: The original parameter values are given at the start of Section 3.7 and are dis-
played in the column labeled "OLD" for convenience. The parameter changes are from 
00 the column labeled "OLD" to the one labeled "NEW". c.o 
co 
Table 10 (Cont.) 0 
The Impact of Changes in Various Inputs of the Cash Flow Model 
Parameter Changes Borrowed Capital 
Old New NPV IRR(%) rL(%) NPV IRR(%) n(%) 
Standard 1.52 20.58 11.97 -4.24 18.67 12.07 
Eo 50 0 45.76 37.58 11.22 45.76 37.58 11.22 
50 100 -42.71 3.70 12.72 -54.24 5.63 12.92 
DKOILo 0.05 0.025 4.55 21.74 11.92 -1.21 19.62 12.02 
0.05 0.10 -4.53 18.29 12.08 -10.29 16.80 12.17 
rD 0.10 0.09 4.54 21.74 11.92 -1.23 19.61 12.02 ~ 0 
0.10 0.11 -1.46 19.44 12.02 -7.23 17.74 12.12 c .... 
Et 0 1 -25.99 10.66 12.44 -31.76 10.05 12.54 
::s 
~ 
qt 0.002 0.000 36.30 34.22 11.40 30.41 29.69 11.50 0 ...., 
0.002 0.004 -31.80 8.17 12.55 -37.44 8.49 12.65 ):0-n 
it 0.2 0.1 17.24 26.72 11.71 11.48 23.66 11.81 
.... 
c 
s:u 
0.2 0.5 -45.62 3.66 12.77 -51.39 4.75 12.87 .... iii· 
0.2 1.0 -124.20 20.09 14.12 -129.96 -15.35 14.22 -
\J 
GtlLt 0.01 0.00 0.94 20.36 11.98 -4.83 18.49 12.08 
.... 
s:u n 
0.01 0.02 2.11 20.80 11.96 -3.65 18.86 12.06 .... n 
Rt • t > 12 0.2 0.0 1.24 20.47 11.98 -4.56 18.58 12.08 _(1) 
0.2 0.4 1.80 20.69 11.97 -3.93 18.76 12.07 < 0 
Notes: The original parameter values are given at the start of Section 3.7 and are dis- O"l 
played in the column labeled "OLD" for convenience. The parameter changes are from 
\D the column labeled "OLD" to the one labeled "NEW". \D 
00 
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• Because expenses are a higher proportion of small loans, larger 
loans are more profitable than small loans, both in absolute terms 
and per unit of capital deployed, all other things being equal. This 
suggests that differential interest rates with loan size and/or loan 
fees would be an appropriate charging policy. 
• Similarly, long loans produce more profit than short loans because 
there is a longer time over which to amortize initial expenses. 
• The amount of equity capital is more significant than the amount 
of debt capital because equity capital requires a higher return. 
• Both initial expenses and running expenses are important. 
• An extra expense of 1 per month on a loan of 5,000 requires the 
interest rate to be raised 0.5 percent. 
• Doubling initial expenses (to 100 per loan of 5,000) would cause a 
greater loss than doubling the default rates (suggesting that there 
is a limit to the expense that should be used to assess the default 
risk of the borrowers). 
• Though the default rate is relevant to profitability, the effect of 
doubling the default rate is no worse than halving the duration of 
the loan, starting from the parameters of the standard loan. 
• Halving the loan loss fraction has a similar impact to halving the 
loan default rate. This is not surprising, as both parameters relate 
to the expected loss from a loan. 
• With the parameters explored here, early repayments and associ-
ated fees are not important. 
4 Variability of Default Rates and Costs 
Data on mortgage arrears and possessions have been collected since 
1969 by the Building Societies Association (published in the BSA Bul-
letin) and later the Council of Mortgage Lenders (published in Housing 
Finance).l4 The data suggest evidence of cyclical behavior in the 1970s 
in the proportions of mortgages ending in possession; see Figure 1. The 
14 A mortgage is said to be in arrears whenever at least one scheduled monthly pay-
ment is not paid by a certain date. A mortgage possession (also called a repossession) 
occurs when the mortgage is in arrears and the bank thus terminates the mortgage and 
takes ownership of the house. This usually requires a court order. 
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proportions rose throughout the first half of the 1980s, peaking in the 
first half of 1987 with an annualized rate of 0.33 percent of mortgaged 
properties taken into possession. Between the first half of 1989 and the 
second half of 1991 the annualized rate rose from 0.17 percent of prop-
erties repossessed to 0.8 percent. Though there has been a substantial 
fall since then, one can still assume that future mortgage failure rates 
will fluctuate considerably over time. 
Figure 1 
Building Society Possessions and Arrears (Source: BSA & CML) 
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Also, the cost to a bank of defaults on mortgage repayments varies 
according to the value of the property on which the mortgage is se-
cured. This in turn depends on the change in housing prices since the 
mortgage was established. In the U.K. the number of mortgage failures 
was highest at the same time that the cost to the banks was highest, 
due to falling housing prices. Theoretically, the cost of default to the 
bank is a compound distribution formed of the probability distribu-
tion of defaults and the probability distribution of housing prices (or, 
more accurately, the difference between the mortgage plus arrears and 
the value of the house on forced sale). Suitable econometric models 
of either of these quantities have not been developed for the U.K.; we 
therefore use the empirical distribution for the cost of default from 
past data to estimate the sensitivity of the internal rate of return. 
To examine the impact of changes in mortgage default rates and 
housing price inflation we calculate the internal rate of return from 
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mortgage lending using historical data for default rates and house val-
ues. The loan model is the same as in Section 3 except that we ignore 
early repayments. The default rate (qt) and the loan loss fraction (it) 
are determined from data. Specifically, the loan loss fraction is set by 
Ht - It 
it = max{O, 0.05 + It } (15) 
where H t is the housing price at time t. We use a national index of 
housing price inflation to determine Ht / Ho. The initial housing price 
is related to the initial size of the loan via the loan-to-value ratio. We 
consider the extreme case where the initialloan-to-value ratios for mort-
gages that end in possession are all 100 percent. This maximizes the 
loss (it) and the impact of mortgage defaults on the banks' profitabil-
ity. The quantity 0.05 in equation (15) represents accumulated arrears 
and any markdown that occurs when a possessed property is sold. 
Data are available on the probability of mortgage failure in a par-
ticular year. What are needed for our calculations, however, are condi-
tional probabilities. For example, the probability that a mortgage issued 
in 1985 failed in 1990, the probability that a mortgage issued in 1986 
failed in 1990, and so on. 
Assumptions are needed to enable us to estimate the relevant prob-
abilities. We introduce two functions, cf> (x, y) and Q (x, y), which are 
defined by 
cf>(x, y) = Pr[Mortgage fails during month y I Mortgage started in 
month x and survived to the start of month y] 
qyNQ(x,y) (16) 
where qy is the British national default rate (regardless of month of 
mortgage origin) in month y, according to British data; and N is the 
average length of a mortgage (taken to be 84 months); and Q (x, y) is 
1 
(y -x)/1200 
25/1200 
Q(x,y) = 673 _ (y _ x»/1200 
y - x = 1,2, ... ,24 
Y -x = 25,26, ... ,48 
Y - x = 49, 50, ... ,72 
(17) 
y-x=73,74, ... . 
The NPV for a loan is calculated using equation (12) but with the 
default probabilities (qt) replaced by cf>(x,Y) of equation (16) and the 
loan loss fraction given by equation (15). 
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Figure 2 shows the internal rate of return calculated by the cash 
flow model using data for default rates and housing price inflation. 
IRR is calculated for successive cohorts of loans. As we assume that no 
defaults happen more than six years after a loan is made, housing prices 
and default rates beyond 1997 will have no effect on the profitability 
of loans issued in 1991 or earlier. The results are calculated using a 
lending rate of interest n = 10.5 percent. 
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Figure 2 
Variability of Returns Due to Changes in 
Default Rates and House Price Inflation 
1975 1980 1985 1990 1995 
Year Loan Starts 
IRR is insensitive to default rates prior to 1989. Average housing 
prices peaked in the third quarter of 1989 and fell 12 percent over the 
next four years. The number of possessions peaked in the second half 
of 1991. Even in this severe time for the housing market the internal 
rate of return, based on the assumptions in our model, would have 
fallen only 3 percent. This illustrates the relatively low risk of mort-
gage lending due to loans being secured by the value of the borrowers' 
houses. 
The model developed is flexible; for an unsecured loan the com-
pound distribution for the cost of default will depend on default rates 
(which could be similar to those for mortgages) and the fraction of the 
loan recovered (which could be less than for mortgages). The variability 
of IRR probably would be much greater. Banks should take into account 
this risk of default both when setting interest rates that compensate 
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the bank for default and when setting the hurdle rate of return, which 
should depend on the variability of returns. The hurdle rate should be 
higher for riskier (unsecured) loans. 
5 The Pricing of Features 
In this section the net present value will be calculated as a function 
of interest rate for loans with a variety of features. The purpose is 
to show the use of cash flow models in assessing how expensive such 
features are. The loans considered here are not identical to the ones 
used in the previous sections. 
5.1 Cash Back 
Many loans are provided that either give the customer some extra 
cash at the outset of the loan or offer some discount on the loan rate 
charged for the first year. These features are designed to attract cus-
tomers to the bank. An alternative would be to offer a constant rate of 
interest throughout the loan that would be lower than the rate charged 
in the cash back scheme and lower than the rate charged beyond the 
first year in the discount scheme. 
Cash back is included in the cash flow models by treating it as an 
extra initial expense. For example, if the money needed to provide the 
cash back is borrowed from the bank's treasury, it may be included in 
equation (14) by replacing Eo with Eo + CB where CB is the amount of 
cash back. If cash back is paid out of capital, it may be included in 
equation (11) by replacing Eo with Eo + CB. 
Figure 3 shows the effect that cash back of 1 percent of the loaned 
amount has on the net present value. The underlying parameters of 
these loans are the same as used in Example 2. (There are no early re-
payments or defaults in these calculations). The annual interest rate 
required to achieve a given NPV is higher by 0.72 percent for both loan 
sizes; i.e., this is the cost of the cash back. This is a substantial differ-
ence in a competitive loan market. 
Figure 3 also illustrates a couple of other points: (i) the impor-
tance of loan size on the interest rate required to make lending suf-
ficiently profitable (2.9 percent extra for the smaller loan here), and (ii) 
the greater sensitivity of the profit to interest rates for the larger loan. 
The slopes of the lines are roughly proportional to the loan size. 
Figure 3 is produced using the proportional repayment method for 
funds and assuming that the initial expenses are paid for by borrowing 
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Figure 3 
Effect of Providing Cashback of 1% of Loan 
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from the treasury. If initial expenses and cash back are both paid from 
capital rather than borrowing and the hurdle rate is unchanged, each 
NPV line in Figure 3 will shift to the right (i.e., a higher loan rate is 
needed to produce a given NPV). Small loans are affected more strongly 
than large loans because the initial expenses are proportionately larger, 
and likewise the loans with cash back have a larger increase in break-
even loan rate than those without cash back (again, because setting 
aside the capital is expensive). 
Table 11 shows the parameters that interact with cash back and 
those that do not. It also shows how much the break-even loan rate 
increases if cash back of 1 percent or 5 percent is provided. The values 
are given for two methods of paying for initial expenses (and also cash 
back, as this is treated as an additional initial expense), i.e., borrowing 
or using capital. 
These values show that the amount of cash back is important to 
the break-even loan rate, with the change in this rate being five times 
greater for the 5 percent cash back loans than for the 1 percent cash 
back loans. The method of financing the cash back is also important, 
with the capital payments requiring a larger increase in loan interest 
rate for a given level of cash back than if the money is borrowed from 
the treasury. 
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·Table 11 
Change in Break-Even Loan Rates, !}.YL, in Percentage Points 
For Various Levels of Cash Back (CB) 
Parameter New Borrowing Capital 
Changed Value l%CB 5%CB l%CB 5%CB 
Standard 0.75 3.75 0.85 4.24 
Lo 3,000 0.75 3.75 0.84 4.24 
10,000 0.75 3.74 0.85 4.24 
KolLo 2.5% 0.75 3.76 0.84 4.23 
10% 0.75 3.75 0.85 4.26 
n 18 1.44 7.27 1.54 7.79 
60 0.47 2.35 0.57 2.84 
YH 15% 0.76 3.81 0.81 4.06 
25% 0.74 3.69 0.88 4.42 
Eo 0 0.74 3.74 0.84 4.23 
100 0.75 3.75 0.85 4.24 
Et monthly 1 0.75 3.75 0.85 4.24 
qt 0% 0.73 3.64 0.82 4.13 
0.4% 0.77 3.86 0.87 4.36 
It 0.1 0.75 3.74 0.84 4.23 
0.5 0.76 3.76 0.85 4.26 
1 0.76 3.78 0.85 4.28 
Gt 0% 0.75 3.75 0.85 4.24 
2% 0.75 3.75 0.85 4.24 
Rt (t> 12) 0% 0.74 3.72 0.84 4.21 
0.4% 0.75 3.77 0.85 4.26 
Of the ten parameters varied in Table 11 (and for the range of values 
examined), seven have negligible interactions with the cost of cash back: 
the size of the loan, the capital backing for the loan, the initial expenses, 
the running expenses, the loan recovery fraction, early repayment fees, 
and early repayment rates (but see the comment on default rates below). 
By far the most important factor in terms of the cost of cash back 
(other than the amount of cash back) is the length of the loan. A short 
loan requires the same cost to be met by fewer monthly payments; 
hence, a greater interest rate margin is needed. Likewise, a lower mar-
gin is needed for longer loans. 
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The two other parameters that have some (albeit minor) impact on 
the cost of cash back are the loan default rate and the hurdle rate of 
interest. The default rate's influence is due to the alteration of the av-
erage duration of the loan. (The early repayment rate is less important 
because the model excludes any repayments in the first year, so the im-
pact on average duration of a change in this rate is smaller than that of 
the default rate.) The influence of the hurdle rate is more important for 
the loans where the initial expenses and cash back are paid using capi-
tal. A low hurdle rate makes the initial capital outlay on cash back less 
expensive in terms of the size of future positive cash flows demanded 
and does not require such large margins to be paid by the borrower. 
The cost of cash back is increased at low hurdle rates when the money 
for it is borrowed (this cost is decreased if capital is used). 
5.2 Early Repayment and Fees 
For the loans examined, early repayments are not a significant factor 
in terms of loan pricing. For example, using the parameters in Example 
3, which has no early repayments, the break-even loan rate is 11.98 
percent. If early repayments happen at the high rate of 3 percent per 
month for the second and third years of the loan (in which case more 
than half of the loans are repaid early) and no early repayment fee is 
charged, the break-even interest rate only rises to 12.05 percent. Early 
repayments are more significant if the ratio of initial expenses to the 
size of the loan is high and the loan is short. Nevertheless, a bank 
may prefer to set the interest rate appropriate to the full term of the 
loan and charge early repayers a fee to compensate for missed future 
interest payments. We find in Allan et al., (1998) that early repayments 
are a greater problem if higher expenses are assumed at the outset. 
The fees necessary to maintain NPV in the event of early repayment 
of loans have been calculated for two loan sizes (1,000 and 5,000) where 
the interest rates charged on the loans are 15 percent and 11.6 percent, 
respectively, and other parameters are the same as for previous exam-
ples except that there are no defaults and no cash back. Initial expenses 
are financed by borrowing from the treasury. There are no repayments 
in the first 12 months, and the rate is constant thereafter. 
Results are shown in Figure 4 where NPV is plotted against the early 
repayment rate (Rt). Two fans of three lines are shown; the upper is for 
the Lo = 5,000, rr = 11.6 percent model, the lower is for the other pair 
of values. In each case the lowest line of the three lines is NPV if no 
fee is charged for early repayment. (The proportional fund repayment 
scheme has been used here so that the lines slope downward as early 
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repayments increase.) Let Gt denote the fee actually charged for early 
repayment at time t. The middle line in Figure 4 reflects a fee of 0.6 
percent of the loan outstanding, Le., Gt := 0.006Lt, and the upper line 
reflects a fee of 2.9 percent of the loan outstanding, Le., Gt := 0.029Lt. 
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Figure 4 
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For the smaller loan the repayment fee needs to be at least 2.9 per-
cent of the outstanding loan if the bank is not to lose by allowing repay-
ments. But for the larger loan a proportionally smaller fee (Le., about 
0.6 percent) is needed. Thus, loan size is relevant to the impact of early 
repayment fees. The fee expressed as a percentage of the loan is in-
versely proportional to the loan size (although, the ratio 2.9 percent to 
0.6 percent is close to the inverse of the ratio of loan sizes, Le., 1,000 
to 5,000). 
Figure 4 shows that there is a linear relation between early repay-
ment rate and net present value. It is possible to find a single fee (for 
a given set of loan parameters) that makes the bank broadly neutral to 
the frequency of early repayments. 
The cost of an early repayment depends on the time that it happens, 
with the earlier repayments being more of a problem than those that 
happen close to the full term of the loan. Figure 5 shows the early re-
payment fee necessary to keep NPV of a loan constant; this fee changes 
with time and is calculated using a prospective approach. The fee is 
equated to the present value, at the time of early repayment, of the fu-
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ture net monthly income that would have accrued had there been no 
early repayment. There are also adjustments for the early return of 
capital less the repayment of initial expenses that had been borrowed 
from the treasury. The early repayment fee is given by 
Figure 5 
Early Repayment Fees 
o ~~~~~~~~~~~~~~-L~~~~~ 
o 10 15 20 25 30 35 
Month of Early Retirement 
L t 1 ~ (. ) Gt = Ea- - Kt + - L.. NMlj(1 + iH)- ]-t 
La Pt j=t+l 
(18) 
where NMI is defined in equation (14) and does not include any adjust-
ment for early repayments. (In the notation of equation (18), Figure 5 
shows Gt / L t vs. t.) 
In Figure 5 the upper line is for the La = 1, 000, YL = 15 percent 
combination and the lower line is for La = 5, 000 and YL = 11.6 percent. 
Both lines are approximately, but not exactly, linear. 
If the results are calculated instead for the situation where capital 
is used to pay the initial expenses (so the EaLt / La term is not needed in 
the above equation) and a higher interest rate is charged because this 
method is more expensive, the outcome is almost identical. This indi-
cates that the costs of early repayment are not significantly dependent 
on the method used to pay for the initial expenses. 
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We conclude that there are three approaches one can take to model 
early repayments and assess the risk. Each of the three approaches can 
be used with the 25 year (full-term) loan model used here or with the 
seven year (average term) loan model used in Allan et al., (1998). 
The first approach takes a best estimate of repayment rates and 
price to determine the correct average price charged to all borrowers. 
The problem with this approach is that it is deterministic and the risk 
of changed early repayment rates only can be assessed by deterministic 
scenario testing. 
The second approach uses an actuarially neutral charging structure 
so that repayment fees can be charged for early repayments at any time. 
The fee would leave the internal rate of return of the loan unchanged 
whatever the time of surrender. Such an approach, which the authors 
believe will develop further in the U.K., would pass repayment risk to 
the borrower. It, therefore, would not require a stochastic approach. 
The third approach involves a stochastic model of repayments to 
assess the variability of the internal rate of return given a reasonable 
model of early repayments. Repayments depend on the repayment fee 
and the degree of competition in the mortgage market. We believe that 
such an approach is unnecessary in the U.K. but may be necessary where 
the market is resistant to actuarially neutral early repayment fees. This 
is an area we leave for further research. 
Our model has assumed a fixed interest rate throughout the term of 
the loan. In the U.K. most mortgages are variable rate. The results of 
the model would not be Significantly altered if a variable rate were to 
be used as long as the interest margin (the difference between the loan 
rate paid by the borrower and the cost of funds for the bank) remained 
constant. It is the margin rather than the absolute level of interest rates 
that is important. 
A more significant problem would arise when using the model to 
price fixed rate loans. It would be necessary to deal with the problem 
of borrowers exercising an option to repay early if variable interest rates 
fall. An option pricing approach to valuing that option could be used. 
Otherwise, three approaches are possible. First, the bank could inves-
tigate, using deterministic scenario testing, the effect of yield curve 
changes on profitability. The bank must make appropriate provisions 
for the exercise of an option to repay early. A second approach is to 
charge the borrower a penalty for early repayment. This is common in 
the U.K. The penalties are suffiCiently high (for example, six months' 
interest for early repayment of a five year loan) to provide a significant 
disincentive for early repayment. Prepayment need not be a problem 
with the correct charging structure. Third, if the market will not bear 
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prepayment penalties (or regulation prevents them), a fully stochastic 
model may be appropriate to enable the bank to assess the risk of pre-
payments caused by yield curve movements as well as other causes. 
5.3 Risk Decreasing With Time 
In this example the expected default rate and cost of default de-
crease with the time since the inception of the loan. The effect of vary-
ing the interest rate during the course of the loan to reflect this risk is 
examined. 
For mortgages the risk to the bank is concentrated in the first few 
years of the loan. If a borrower has repayment problems later, the 
mortgage will be covered by the house value unless housing prices have 
fallen in nominal terms by more than the amount of the loan repaid. The 
bank could rearrange the mortgage or take possession of the property. 
If risk decreases with time, shouldn't the interest rate? In practice 
the opposite is often the case as banks try to attract borrowers by pro-
viding low introductory rates. 
The following example examines the possible benefit of varying the 
interest rate as the loan progresses. Several parameters are unchanged 
from previous examples: rH = 20 percent, rF = 10 percent, rc = 8 per-
cent, rT2 = 10 percent, and Et = O. Those parameters that differ from 
previous examples are Lo = 100,000, Eo = 500, KolLo = T2Ko/Lo = 2.5 
percent, and n = 25 years. Also, default and repayment rates are dif-
ferent, and various values are considered for the loan interest rate. The 
defaults have the following pattern. The loan loss fraction is given by 
j; = { 0.05 + (Lt - L36) /L36 t =s; 36 
tOt> 36. 
There are no losses after three years as the house value should be 
enough to cover the mortgage. Before three years the loss fraction de-
creases with time as part of the loan is repaid, but it is always at least 
5 percent of the outstanding loan value. Otherwise, some form of re-
arrangement may be a more likely outcome than a default. In the first 
three years the default rate is either 0.2 percent per month or 0.4 per-
cent per month. (Results are given for both values.) 
Mortgage loans often end early as persons move before the repay-
ment is complete or transfer to another bank before the full term is 
finished. The repayment pattern used is 
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{ 
0 t ~ 36 
Rt = 0.015 t > 36. 
It is not necessary that the early repayments start at the same time 
as the defaults stop, but a duration of one to five years is likely to be 
appropriate for both values. No fee is charged for early terminations 
of the mortgage in the model considered here. With this repayment 
pattern, roughly half of mortgages have ended by the seventh year. 
How should interest rates be changed to take into account declining 
default risk? The equation for net monthly income for a set of loans 
(see, for example, equation (14)) includes 
NMI = [i[ - (iL + f)q]L + Terms not involving defaults or i[. 
This suggests that if iL - (iL + f)q is kept constant as q and f change, 
the profitability of a loan will be broadly neutral to default risk. Let q 
and (qf) be defined as: 
Then the invariant requirement leads to an interest rate set by 
(1 - q}ifean + (qf - (qf) 
1-q 
When the default rate in the first three years is 0.2 percent per month 
the weighted averages q and (qf) are 0.0727 percent and 0.0048 per-
cent, respectively. When the default rate is 0.4 percent these two values 
are 0.1489 percent and 0.0098 percent, respectively. 
The following results are obtained using a simpler formula for the 
risk interest rate, viz.: 
.Risk . q x f - (qf) 
tL = tL + 1 -q 
104 Journal of Actuarial Practice, Vol. 6, 1998 
with ir the same as the interest rate used in the fixed rate case. This 
equation is used because the relationship between the mean rate of 
interest charged under this regime to the rate charged in the fixed rate 
case is more readily apparent (i.e., they are the same). 
With a varying interest rate the loan payment has to be recalculated 
each month. For month t, let ir (t) denote the interest rate in effect 
during month t, i.e., from time t - 1 to t. Then the payments made at 
time t, Xt, and Lt are given by 
Lt-1 and 
an +1- t I idt) 
(1 + idt»Lt-1 - Xt· 
The amount received by the bank is (1 - qdPt-1Xt. 
Table 12 shows NPV for two default rates and four interest rates 
that are the smallest, to the nearest 0.01 percent, that give a positive 
NPV at these two default rates, for both the fixed interest rate and 
declining interest rate case. Two NPV values are given for each q and 
rL combination, corresponding to these two rate setting methods. In 
the table n means both the rate used in the single rate calculation 
and the annual equivalent of the rate appearing in the above equation 
for the risk rate. The mean refers to the straightforward average of 
the interest rate over the term of the mortgage (not weighted by the 
survival probability; the weighted average is just n). 
Table 12 
NPV for Various q and n Combinations 
Interest Rate NPV 
q n Mean Max Min F-Rate V-Rate 
0.2% 10.58% 10.54% 10.73% 10.52% 31.7 180.8 
0.4% 10.58% 10.49% 10.87% 10.45% -388.8 -105.4 
0.2% 10.71% 10.67% 10.86% 10.65% 455.7 604.1 
0.4% 10.71% 10.62% 11.00% 10.58% 16.9 299.0 
0.2% 10.53% 10.49% 10.68% 10.47% -131.3 18.1 
0.4% 10.62% 10.53% 10.91% 10.49% -263.9 19.0 
Notes: F-Rate = Fixed interest rate; V-Rate = Variable interest rate. 
The net present values are about 150 higher for the variable rate 
model in the q = 0.2 percent cases than in the fixed rate model and 
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280 higher for the q = 0.4 percent cases (for comparison, the initial 
capital outlay is 2500). Alternatively, instead of making a larger profit 
at the same (weighted average) interest rate, a lower average rate can 
be charged, as shown in the last two lines. 
Moreover, the importance of the default rate is reduced when this 
flexible interest rate is used. For example if the rate had been set at 
10.58 percent in anticipation of the lower default rate, the reduction 
in NPV that happens if the default rate proves to be 0.4 percent per 
month is 420 if the fixed rate is used and 286 if the flexible rate is used. 
This method only works if the risk adjustments to the interest rates are 
based on the 0.4 percent value. If they are not, the loss is just as great 
as in the fixed rate case. 
This example illustrates that average interest rates can be reduced 
if risk-related pricing is introduced. The suggested differences in the 
average rates charged are not large, with reduction in the rates less than 
0.1 percent. 
6 Summary and Conclusions 
Cash flow models that are used in other areas of actuarial work could 
be used in banking to price loans. Often bank lending is priced by look-
ing at the whole book of business together and ensuring that the margin 
is adequate to provide the required return on capital on the business as 
a whole. Adjustments to the margin will generally be made to allow for 
the risk profiles of different borrowers. A cash flow approach would 
consider explicitly the cash flows that were expected for a particular 
category of loans. It would therefore be possible to set an interest mar-
gin, appropriate to that category that allowed explicitly for: the capital 
used to back a particular category of loans; the expenses of a particular 
category of loans; and the risk of a particular category of loans. The 
cash flow approach can also handle the many interest rates that are 
relevant to bank lending. The following interest rates give rise to cash 
flows: interest charged on the loan; interest paid by the lender to the 
source of the money lent; hurdle rate of return on equity capital; rate of 
interest to be paid on debt capital; interest earned on set-aside equity 
capital. 
Having determined the cash flows pertaining to a particular category 
of loan, the cash flow model can be used to make business decisions 
such as determining the interest margin to be charged or determining 
whether the interest margin available on a category of lending in the 
market makes the loan sufficiently profitable. For marketing reasons, 
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it may be appropriate to give cross subsidies between categories of 
lonns. The cash flow model allows the effect of these cross subsidies 
to be quantified. 
When lending is secured (for example mortgage lending) the effect 
of defaults is not significant but in general defaults are important. The 
model has been extended to deal with defaults but more empirical work 
is necessary to find reasonable models of default rates and the loss 
incurred by a bank on defaults. Various ways of dealing with prepay-
ments are discussed. Prepayments can cause difficulty for two reasons: 
first initial expenses may not be recouped if a loan is prepaid; second, 
if a loan is given at a fixed rate of interest there is a financial interest 
rate option against the lender. In the U.K. market, it may be possible 
to develop charging structures so that early repayments do not have 
a material financial effect on the bank (prepayment penalties are com-
mon). Where this is not possible, stochastic modeling of prepayments 
should be performed. 
The model is extended to include pricing for loan products which 
involve cash backs and prepayment fees. The sensitivity of the model to 
various parameters is tested and it is found that expenses; the interest 
margin; the size of loan; and the duration of the loan are the most 
important parameters. Banks may wish to differentially price loans to 
a greater extent than is currently the case to allow for size and duration 
of a loan. Alternatively, as has been mentioned above, prepayment fees 
or other charging structures could be used to ensure that loans which 
are prepaid are still profitable. 
The main areas for further work are the development of better mod-
els for estimating the costs of default and the modeling of prepayments 
where charging structures do not make the bank indifferent to prepay-
ments. 
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Appendix A: How Credit Risk is Assessed 
Corporate Loans 
A bank can group large borrowers according to expected default 
risk. The allocation of a borrower to a risk group generally is based 
on accounting ratios. Statistical techniques (regression or multiple dis-
criminant analysis) are applied to historical data on bankruptcies or 
loan defaults with these accounting ratios to produce a set of weights 
for the ratios. Any potential borrower's accounts can be studied to 
provide a score that is intended to be a predictor of default risk. 
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The procedure has been in widespread use since the 1960s, and 
some of the formulae used have been published. It is often found, 
however, that weighting factors determined from one data set are not 
the same as those from another set: e.g., U.S.-derived weights are not 
applicable in the U.K., and 1970s values are not useful now. 
A review of many analyses of corporate default is presented in Alt-
man (1983). For a paper relating to risk factors in the U.K., see Taffler 
(1982). References to more recent papers are found in Altman (1996). 
Altman (1996) also provides a formula for a score that is a predictor 
of default risk, with a higher score indicating a lower probability of 
default: 
where 
Xl Working capital/total assets; 
X2 Retained earnings/total assets; 
X3 Earnings before interest and taxes/total assets; and 
X4 Equity (book value)/totalliabilities. 
Also, Cl, C2, C3, and C4 are positive constants. 
Personal Loans: Credit Scoring 
The method of assessing the risks in personal loans is called credit 
scoring. The statistical techniques used are similar to those used for 
large corporate loans (e.g., discriminant analysis), but the factors in the 
model change (there are no audited accounts to use). 
There is considerable danger in using past data to predict future bad 
debts. The economic background is likely to influence the overall level 
of bad debts. Within this overall trend, the credit score should indicate 
some ranking of risk. 
For a given type of loan, the most important data are provided by 
credit agencies. Evidence of existing bad debts with other banks and 
evidence of successful maintenance of credit repayments are relevant. 
Other demographic data as provided on loan application forms may be 
used, but are not always major influences. (One reason is that banks 
find that short application forms are useful in attracting customers.) 
A third source of information is behavior, Le., the credit history of a 
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loan applicant who is an existing customer of the organization. All of 
the factors can be combined onto a scorecard, and historical data will 
provide default rates and costs of default versus score. 
The construction of a scorecard usually is done by a specialist agency. 
Typically a new scorecard will be prepared every two or three years. 
Around 1,000 to 2,000 bad loans are needed (and an equal number of 
good loans) to provide statistically sound weights. Given that a default 
rate of only a few percent a year is not uncommon, this number of bad 
loans requires a large portfolio, a long base period, or a weak definition 
of bad. In practice the last option is likely to be selected. 
It is appropriate to have different scorecards for different products 
(e.g., mortgages and credit cards) and for different categories of cus-
tomer (e.g., new or existing customer). 
There is an important limitation on the reliability of default rate 
predictions; the data are for a select set of the population, Le., persons 
accepted for loans a few years ago. Risk factors that are unimportant 
among this group may be Significant in the population of future loan 
applicants. 
Once a score has been calculated for a loan applicant, the most com-
mon approach in bank lending is a straight accept or reject decision 
(e.g., accept the application if the score is greater than, say, 100). This 
contrasts with risk-based pricing in insurance where premium rates 
vary with risk rather than being one rate for all accepted. The equiva-
lent response in terms of lending would be to charge a rate of interest 
that varies with risk. This method has been introduced in some areas 
of bank lending. An alternative method, used in practice with credit 
cards, is for a bank to operate several cards (perhaps under different 
names) with different interest rates. To be accepted for a low interest 
rate card, a higher score will be needed than for the higher interest rate 
cards. 
Appendix B: Uniform Repayments to the Treasury 
This section expands possible ways in which the bank could repay 
money to the bank's treasury. 
The paper has been based on the assumption that the bank always 
owes to the treasury an amount equal to the amount that the borrower 
owes. (Initial expenses are also paid in the same pattern.) An alternative 
is that the initial amount borrowed from the treasury (for loans and 
initial expenses) are amortized over the period of the loans and paid 
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in equal installments irrespective of whether some loans default or are 
repaid early. 
If there is a difference between the amounts owed by the bank (to 
the treasury) and to the bank (by the borrower) this does not mean that 
there is idle cash available. The bank holds no money other than capital 
(which is invested in the wholesale cash market); all of the money it 
receives is immediately paid to the treasury or assigned to the providers 
of capital as profit. 
Under the uniform repayment scheme the equation for net monthly 
income, which is comparable to the equation (14), is: 
NMl t xpi
qr ) (1 - qd _ Lo + Eo 
alil iF 
+ icpi~~) Kt-l + (Pt(~~) Kt-l - piqr ) Kt ) - Pt(~~)DKt_l (iD - ic) 
- Et + qtPt(~~) (1 - fdLt-l + Rd1 - qt)Pt(~~) (L t + Gd. 
(Everything is the same except for payments to the treasury.) 
Figure B1 illustrates the Significance of the two fund repayment pat-
terns. The parameters used in producing this figure are the same as 
for the second spreadsheet example, except that early repayments are 
included (but there are no early repayments allowed in the first year). 
A loan interest rate of rr = 11.45 percent is chosen to make NPV close 
to zero. (At the maximum early closure rate shown, 0.2 percent, 95 
percent of loans last the duration.) 
Figure B1 shows that even without premature repayments there is a 
difference in the value of this loan under the two methods of funding. 
The proportional method gives a higher value because there is a slight 
delay in the timing of repayments to the treasury. (These repayments 
are irlitially less than in the uniform case, but are greater later. In total 
they are a little larger under the proportional method.) 
Also, early repayments reduce the value of the loan, as far as the 
bank is concerned, when the proportional method of fund repayment 
is used. Early repayments are welcome under the uniform scheme, how-
ever. Although it may seem unreasonable for a bank to want a profitable 
loan to stop, the improvement shown in the figure is not wrong. The 
result depends on the bank being able to secure funds from the trea-
sury at a rate of interest below the hurdle rate that can be retained after 
some of the loans have been repaid (or defaulted). 
The figure illustrates the point that the way the funding is arranged 
or the method of bookkeeping selected can be more important in de-
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termining the profitability of a class of loans than a key feature of the 
loan (in this case the early repayment pattern)_ 
The steepness of the line for the uniform repayment case shows that 
the profitability of the loan is likely to be more volatile if this scheme 
is used. Also, the internal rate of return of loans financed by the uni-
form repayment scheme is more sensitive to the default rates, when the 
default rates are high than they would be under the proportional repay-
ment scheme. In this sense there is more risk accepted by the providers 
of capital when a uniform repayment plan is used, and a higher return 
therefore may be required. 
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1 The Problem 
A client of the Principal Financial Group's corporate actuarial depart-
ment is interested in using randomly generated interest-rate scenarios l 
for determining its interest-crediting rate. Crediting rates are revised 
monthly or whenever a major shift in interest rates occurs, but there are 
no plans for daily rate determination. For this reason, a methodology 
that is more robust than the usual arbitrage-free methods is preferred. 
Prior to generating scenarios, a random number generator is chosen. 
The random number generator can be one created especially for the 
simulation at hand or the one included with the programming language 
or software.2 
A single scenario consists of the original yield curve followed by the 
30 years of simulated yield curves and is generated using Monte Carlo 
techniques as follows: 
1. The original yield curve is determined based on the date of the 
scenarios; 
2. Next, a random number is chosen to be the seed, that is the start-
ing value, for the random number generator; 
3. Two sequences of 30 random numbers are obtained from the gen-
erator: one sequence is used to determine the long rates and the 
other sequence is used to determine the shape codes; 
4. Finally, these random numbers and the original yield curve are 
used to generate a sequence of 30 years of yield curves called the 
interest rate scenario. 
The client, however, first must be certain that similar crediting rates 
would result from similar yield curves. In testing the original method of 
determining representative interest rate scenarios, the client found that 
similar curves were leading to crediting rates that were not suffiCiently 
close. The client's concern is that the random number seed, which is se-
lected in a random manner, may have a significant impact on the results 
of the pricing runs. Using a deterministic set of seeds for the random 
number generator will result in the scenarios changing from stochastic 
1 An interest rate scenario consists of a set of yield curves. There is a curve for each 
of the next 30 years (at least one per year). A rate on each curve is speCified for each 
of the following maturities: three months, six months, one year, two years, three years, 
four years, five years, seven years, ten years, 15 years, 20 years, and 30 years. 
2For more on the construction of random number generators see, for example, Kalos 
and Whitlock (1986, Appendix) or Bratley, Fox, and Schrage (1983, Chapter 6). 
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to deterministic (albeit in a fashion that is not obvious). The challenge 
is to modify the method for generating representative scenarios so that 
the resulting scenarios exhibit sufficient stability. 
2 Representative Scenarios 
2.1 Definition of Representative Scenarios 
For a given set of scenarios, a representative scenario is a subset 
of the set of scenarios that has, across all maturities simultaneously, 
approximately the same mean, median, range, and variance as the entire 
set of scenarios. There are 13 maturities considered in this process: 
three month, six month, one year, two year, three year, four year, five 
year, seven year, ten year, 15 year, 20 year, and 30 year rates and the 
shape code. Although the shape code is not a maturity, it is the only 
variable that relates the values between maturities to each other. For 
that reason, we include it in our discussion as if it were a maturity. For 
convenience, we label the maturities in Table 1. 
Table 1 
Definitions of Labels 
1 Shape code 
2 Three months 
3 Six months 
4 One year 
5 Two years 
6 Three years 
7 Four years 
8 Five years 
9 Seven years 
10 Ten years 
11 15 years 
12 20 years 
13 30 years 
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The original method for determining the representative scenarios is 
described in Christiansen (1998). The representative scenario process 
involves the following steps: 
1. Generate a set of 1,000 scenarios; 
2. Split these scenarios into five subsets of 200 scenarios each; 
3. Choose an algorithm to determine potentially representative sce-
narios; 
4. Use the algorithm to reduce each subset of 200 scenarios to a 
subset of ten representative scenarios called the best candidate.3 
This process results five best candidates giving a total of 50 represen-
tative scenarios.4 
2.2 Why 1000 Scenarios? 
The rationale for testing sets of 1,000 scenarios is the ability to dis-
tinguish differences due to the representative processes from those due 
to the underlying data. This is another way of asking whether the origi-
nal sample of size 1000 is adequate. Two methods for determining the 
adequacy of sample size are suggested in the literature. One method 
due to Greg Taylor was introduced at the 1994 Risk Theory Conference 
(Oherwolfach, Germany). Taylor's method looks to see when the sample 
variance converges to the variance of the underlying distribution. 
Robbins, Cox, and Phillips (1997) suggest a variation of the Taylor 
method: plotting the variances using progressively larger samples to 
determine the number of scenarios required for the variance to con-
verge. In their example, convergence begins at a sample size of around 
400. While the number of scenarios required for the variance to con-
verge depends on the application, their examples suggest that samples 
of size 1,000 may be adequate (Le., exhibit a reasonable amount of sta-
bility). 
3 A candidate is a subset of ten scenarios that are potentially representative sce-
narios. A candidate list is the set of all candidates selected by the algorithm being 
used. 
4Here we are defining best candidates and representative scenarios with respect to 
the subset of 200 scenarios to which they belong. 
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3 Improving Stability 
Three possible modifications to improve the stability of results were 
identified in our discussions with the client: (i) modify the way random 
variables are generated by using antithetic normal random variables to 
generate scenarios; (ii) modify the selection criteria; or (iii) modify the 
choice function. 
• Antithetic Variates: The use of antithetic normal randoni deviates 
is a well-known variance reduction technique for Monte Carlo sim-
ulations. The technique exploits the decrease in variance that oc-
curs when random variables are negatively correlated. The hope 
is that when variables are negatively correlated, a random variate 
x yields a value above (below) the mean, then (1 - x) is likely to 
be below (above) the mean, and the average is likely to be closer 
to the mean. To generate a set of antithetic normal random vari-
ables one half of the set is generated and their negatives are used 
for the second half. See, for example, Kalos and Whitlock (1986, 
Chapter 4.4) and Tilley (1987). Ideally, their use would not have 
any impact on the overall scenarios, while helping add stability 
to the representative scenarios. Therefore, no statistically signif-
icant differences were expected due to the use of the antithetic 
random normal deviates. 
• Selection Criteria: Use an extreme selection criteria to determine 
the candidate lists rather than the alternative two standard de-
viation selection method. An extreme is considered because it 
generates a much larger, but still manageable, list of candidates 
from which to choose. The nature of matched extremes, however, 
may be misunderstood. A match between the minimum or maxi-
mum in a single scenario and maturity and the overall minimum 
or maximum does not mean that the average of the rates for that 
maturity and scenario is the minimum or maximum. We expect 
that the larger candidate list will make a difference. 
• Choice Function: Revise the choice function that is used to se-
lect the candidates from the candidate lists. The purpose of the 
choice function is to select the most desirable candidate from the 
candidate list. The choice function is a weighted sum, over all 
maturities, of the absolute deviations between the means of the 
candidate and the corresponding means of the set of 200 scenar-
ios. The best candidate is the one whose choice function is the 
minimum. 
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These three possible modifications are independent and may work syn-
ergistically. Therefore we consider all possible combinations of these 
three modifications. Each combination is referred to as a method (Table 
2). 
Table 2 
Definitions of Methods 
Choice Candidate Random 
Function List Numbers 
Method 1 New Extremes Base 
Method 2 New Extremes Antithetic 
Method 3 New 2 Std Dev Base 
Method 4 New 2 Std Dev Antithetic 
Method 5 Old Extremes Base 
Method 6 Old Extremes Antithetic 
Method 7 Old 2 Std Dev Base 
Method 8 Old 2 Std Dev Antithetic 
Notes: Base refers to non-antithetic random variables. 
Thus, if you want 100 base random numbers, for exam-
ple, you simply generate 100 independent random num-
bers from the generator. 
4 Creating Candidate Lists 
We test two methods for selecting the candidate list: the matched 
extremes method and the two standard deviations method. Matched 
extremes are defined as those in which the selected scenario has either 
the same minimum or maximum rate at some point in time as does the 
subset of 200 scenarios for that maturity. Both of these methods are 
based on maturity (excluding shape code) so i = 2,3, ... ,13. 
4.1 Matched Extremes Method 
This method of creating candidate lists begins by creating a list of 
all possible combinations of matched extremes for the maturity under 
consideration, say maturity i. 
For maturity i, all combinations of the matched extreme scenarios, 
one matching the minimum rate, the other matching the maximum rate, 
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without repetition, form the first two elements of the candidates' (in 
maturity i) contribution to the candidate list. 5 For maturity i, the mean 
(/1d and standard deviation (Ui) are determined for the subset of 200 
scenarios. Also the mean (mi) for each scenario is computed and the 
scenarios (whose mean is closest to each of these values /1i - 0.8SUi, 
/1i - 0.6SUi, /1i + 0.6SUi, /1 + 0.8SUi), are added to each combination of 
candidates in the candidate list (while avoiding any duplicate scenario 
numbers). 
Each candidate now consists of six (of the required ten) scenarios; 
the remaining four scenarios selected are the four scenarios whose 
means are closest to (10/1i - 6mi)j4. This choice for the final four sce-
narios ensures that the average of the candidates is as close as possible 
to /1i for the maturity under consideration. This candidate list varies in 
length, but generally consists of approximately 200 to 500 candidates. 
4.2 Two Standard Deviations 
For maturity i, an alternative method is to de-emphasize the ex-
tremes used in the representative scenario process. The candidate list 
consists of two candidates per maturity. The first candidate replaces 
the minimum from the matched extremes method with the scenario 
whose mean is closest to /1i - 2Ui and replaces the maximum with the 
scenario whose average is closest to /1i + 2Ui. The remaining eight 
scenarios for this candidate are selected in the same manner as the 
matched extremes method. 
To select the second candidate the 200 scenario means are arranged 
in increasing order. The first six scenarios then are chosen by arranging 
the means in increasing order and selecting the lOth, 20th, 30th, 170th, 
180th, and 190th, respectively. The last four scenarios for the second 
candidate are chosen such that the overall mean is equal to the mean 
of the subset of 200 scenarios. Thus, this alternative method produces 
a candidate list with 24 choices (two for each of the 12 maturities). 
5 The Choice Function 
5.1 The Old Choice Function 
The mathematical form of the old choice function, C(old) (k), is 
5See Section 6 for an example on how this is done. 
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13 
C(old) (k) = I Wi X IPi - mi,k I 
i=l 
(1) 
where k denotes the candidate, i denotes maturity, mi,k denotes the 
mean for candidate k and maturity i, and the Wi'S are non-negative 
weights related to the importance of the maturity in terms of the pur-
pose for which the scenarios are to be used. Note that the averages are 
taken over all of the times in the future (Le., over the next 30 years) and 
all of the scenarios in the candidate for mi,k and all of the scenarios for 
Pi· 
To be more specific, let rn,t,i be the interest rate associated with 
scenario n, at time t, and maturity i. We can then define the following 
1 30 
31 I rn,t,i 
t=O 
1 200 
200 I mf 
n=l 
mi,k 0.1 I mf· 
nECandidate k 
Note that both Pi and mi,k are averages of the average rate (by time) for 
some scenarios. In the case of Pi, all 200 of the scenarios are included 
in the average, whereas for mi,k, only those scenarios that are included 
in candidate k are in the average. 
A potential shortcoming of the old choice function is that it does not 
differentiate between different scenarios with the same average rates. 
For example, consider two different scenarios: one scenario has rates 
that first declined and then rose, and the other scenario has rates that 
first rose and then declined. Given a situation where the majority of 
the liabilities would be gone by the end of the first ten years, then each 
scenario would have a different impact on the results of the crediting 
rate strategy. 
The client was concerned that the matched extremes method (5) 
would over-emphasize the extremes of the scenarios and had, therefore, 
selected the two standard deviation method (7). When the client tested 
scenarios created by method 7 (in their model), however, they found 
differences of 40 basis points could arise from similar yield curves (run 
at different times). Testing the scenarios that encompass a 30 year pe-
riod shows that the 40 basis point difference in the proposed crediting 
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rate could be attributed to differences in the means of the first ten years 
of the seven year rate. These differences are the impetus for our study. 
5.2 The New Choice Function 
Modifying the algorithm for selecting the representative scenarios to 
acknowledge the timing is a simple task. The choice function c(new) (k) 
is revised to reflect the timing concerns as follows: 
13 
C(new)(k) = L Wi X [IPt - mt,kl + f x Ipi - mf,kl] , (2) 
i=l 
where the superscript A indicates that the mean is taken over all 30 
years in the scenario, while the superscript F indicates that the mean is 
taken over first ten years. The constant factor f indicates the relative 
importance of the first years to all of the years. In our study, the weights 
for the first ten year means for all maturities were arbitrarily set to twice 
the weights for the same maturity for all years, i.e., f = 2. This new 
function looks like the old choice function, but has twice as many terms. 
The reasons for considering this particular revision of the choice 
function is related to the business being modeled. Here, most of the 
liability cash flows are gone by the end of the ten year period. Therefore, 
it does not make sense to treat all of the years of the scenarios equally. 
We anticipate that this change will be significant and beneficial. 
To gain the maximum benefit from revising the choice function, the 
same concerns should be reflected in the choice of the candidate list. 
Therefore, the candidate list is revised and selected based on two sep-
arate criteria: (i) the first ten years of the scenario (times 0-10), and (ii) 
the entire time horizon (times 0-30). These criteria do not impact the 
manner in which the candidate list is selected (either matched extremes 
or the two standard deviation method). In the case of the two standard 
deviations method, however, there now are 48 candidates instead of 24. 
6 A Candidate List and Choice Function Example 
This example is an excerpt from a single run of 200 interest rate 
scenarios and is based on the matched extremes method. The data used 
to create the candidate list were taken from a computer run. Table 3 
contains data from the three-year maturity for 25 of the 200 scenarios. 
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From Table 3, we see that scenarios 70, 74,82, 108, 111, 116, and 
186 have a minimum value of 3.5, the same as the minimum value for 
the run of 200 scenarios. Scenario 40 is the only case that matches 
the maximum value. The contribution to the candidate list from the 
three-year rate, begins as shown in Table 4. 
If, in addition, scenario 82 matched the maximum, then we would 
have six additional lines with 82 replacing 40 (Le., 7082; 74 82; 10882; 
111 82; 11682; and 18682). 
Table 3 
Three-Year Maturity Data for 25 of 200 Scenarios 
Scenario Average Minimum Maximum 
1 6.516 4.261 9.046 
2 6.464 4.283 9.252 
40 10.379 6.620 20.138 
46 9.335 5.856 12.944 
52 6.252 3.854 11.238 
54 7.237 5.167 10.322 
65 7.324 4.241 12.303 
70 5.774 3.500 8.641 
74 5.017 3.500 8.065 
75 9.019 5.436 13.077 
82 4.690 3.500 8.264 
86 7.140 4.211 11.694 
107 9.181 6.066 13.567 
108 6.322 3.500 10.439 
110 8.177 6.050 10.967 
III 7.253 3.500 13.898 
112 7.018 4.504 9.895 
115 7.452 5.027 10.487 
116 5.844 3.500 9.399 
121 7.222 4.334 11.264 
124 6.256 4.681 8.052 
146 5.894 3.507 9.596 
169 8.701 4.930 13.752 
180 7.114 4.639 10.113 
186 5.068 3.500 8.165 
All 200 7.428 3.500 20.138 
All 200 Standard Deviation = 2.261 
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Table 4 
First Two Entries of 
Sample Candidate Ust 
1st 2nd 
70 40 
74 
82 
108 
111 
116 
186 
40 
40 
40 
40 
40 
40 
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Next from the data on all 200 scenarios at the bottom of Table 3, we 
calculate J1±0.85a = 7.428±0.85 x2.261 = 9.35 or 5.506. We then look 
for the two scenarios whose average values are closest to 9.35 or 5.506. 
In reality, the best choices are not among the 25 scenarios illustrated. 
From the illustrated scenarios, we would select scenarios 46 and 70; 
although for the first candidate we must use scenario 116 instead of 
scenario 70 to avoid duplication. 
Table 5 
First Six Entries of 
Sample Candidate Ust 
1st 2nd 3rd 4th 5th 6th 
70 40 46 116 75 146 
74 40 46 70 75 146 
82 40 46 70 75 146 
108 40 46 70 75 146 
111 40 46 70 75 146 
116 40 46 70 75 146 
186 40 46 70 75 146 
Next we find J1 ± 0.65a = 7.428 ± 0.65 x 2.261 = 8.898 or 5.958, and 
select the two scenarios closest to 8.898 or 5.958. The closest scenarios 
in the list of 25 are scenarios 75 and 146. Our candidate list now has 
six scenarios per candidate as illustrated in Table 5. Finally to fill out 
the candidate list, we perform the calculation for the first row only: 
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lOp - L m~~ 74.28 - 5.774 - 10.379 
- 9.332 - 5.844 - 9.019 - 5.894 
28.138 
Dividing this result by 4, we would like the remaining four scenarios 
to have an average three-year rate as close as possible to 7.034. The 
values can be below as well as above. In this case all four scenarios 
have a greater rate: 112, 180,86, and 121. 
Once the candidate list has been completed, the averages of all of the 
candidates for all of the maturities and the shape code are calculated, 
and the chOice function is calculated. We present a small sample from 
the candidate list and choice function for the run. 
Table 6 
Sample of Candidate list 
Label Candidate List 
(1): 146 71 13 4 156 27 184 86 69 
(2): 186 71 13 4 156 27 7 104 19 
(3): 52 40 59 4 146 148 157 132 113 
(4): 70 40 13 46 36 134 180 143 58 
(5): 74 40 13 46 36 134 12 79 182 
(6): 74 40 70 68 189 197 54 112 58 
(7): 186 40 70 68 189 197 112 111 54 
(8): 70 40 146 46 124 169 30 171 77 
(9): 82 40 146 46 124 169 86 54 112 
(10): 186 40 146 46 124 169 121 111 180 
(11): 74 127 116 75 108 107 150 149 143 
The candidate list in this example has approximately 500 entries. 
The result from the set of all two hundred scenarios is the goal. We 
would like to match all of these data simultaneously. Table 6 shows 
the candidate list. Table 7 shows the various statistics needed by the 
choice function to determine the representative scenarios. 
Table 7 
Candidate Statistics 
Label Shape 3 mos 6mos 1yr 2yr 3yr 4yr 5yr 
(1): 4.352 6.279 6.361 6.659 7.111 7.410 7.620 7.784 
(2): 4.529 6.274 6.345 6.642 7.072 7.329 7.507 7.634 
(3): 4.487 6.183 6.286 6.621 7.135 7.457 7.660 7.806 
(4): 4.142 6.099 6.219 6.600 7.128 7.428 7.670 7.856 
(5): 4.229 6.234 6.333 6.697 7.159 7.431 7.676 7.861 
(6): 4.326 6.061 6.170 6.536 7.070 7.390 7.623 7.806 
(7): 4.361 6.070 6.175 6.543 7.077 7.395 7.627 7.808 
(8): 4.419 6.188 6.280 6.626 7.142 7.438 7.652 7.812 
(9): 4.323 6.124 6.225 6.551 7.055 7.387 7.617 7.794 
(10): 4.445 6.188 6.286 6.642 7.135 7.424 7.646 7.808 
(11): 4.465 6.257 6.345 6.669 7.161 7.481 7.688 7.851 
ALL 4.543 6.218 6.311 6.646 7.137 7.428 7.643 7.807 
7yr lOyr 15 yr 20 yr 
7.961 8.093 8.236 8.461 
7.793 7.914 8.055 8.242 
7.977 8.100 8.254 8.464 
8.059 8.209 8.377 8.625 
8.047 8.189 8.343 8.590 
7.991 8.127 8.281 8.526 
7.995 8.135 8.291 8.531 
7.990 8.121 8.270 8.484 
7.980 8.117 8.267 8.504 
7.990 8.126 8.275 8.494 
8.015 8.129 8.283 8.529 
7.989 8.124 8.277 8.500 
30 yr Choice 
8.644 1.342 
8.403 5.049 
8.628 0.754 
8.802 2.727 
8.791 2.164 
8.687 1.477 
8.688 1.411 
8.642 0.574 
8.685 1.481 
8.660 0.350 
8.714 1.136 
8.685 0.000 
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Note that in Table 7, the row labeled (10) has the smallest value, 
which is 0.35. Thus, the representative scenarios are 186,40, 146,46, 
124, 169,121,111,180, and 112 (Le., the row labeled (10) in Table 6). 
7 The Methodology 
7.1 The Statistical Tests 
For each of the eight methods shown in Table 2, 1,000 scenarios are 
generated and then reduced to the 50 representative scenarios. This 
process is repeated ten times, each time using a different random num-
ber seed and the same initial yield curve. The ten repetitions of gen-
erating 1,000 scenarios for each method test the effect of the random 
number seed on the scenarios. 
The data collected from every run consist of the following simple 
descriptive statistics for each of the 13 maturities: the mean, median, 
standard deviation, minimum, and maximum. Statistical summaries 
are produced for each group of 1,000 scenarios and the correspond-
ing subsets of 50 representative scenarios as well as for the first ten 
years and the entire time horizon. These statistics are summarized by 
variable (any combination of maturity, descriptive statistic, and time 
period) as described in Christiansen (1994). There are 130 variables 
from the product of five statistics, two time periods, and 13 maturities. 
The statistics for each run are summarized for each combination of 
method and variable as described in Christiansen (1994). These statis-
tical summaries are compiled for all of the 10,000 scenarios and for all 
of the 500 representative scenarios separately. For each variable the 
output includes a comparison of the basic descriptive statistics of each 
group: 
• 50 representative scenarios vs. their original 1,000 scenarios; 
• 50 representative scenarios vs. all 500 representative scenarios; 
and 
• All 500 representative scenarios vs. all 10,000 original scenarios. 
A sample of the original data, which were analyzed in SAS, is included 
in Appendix A. Table 8 lists the statistical tests performed on the data. 
The analysis of variance (ANOYA)6 tests are used to determine stabil-
ity between methods, while the univariate tests are used to test stability 
6 A good reference for ANOVA tests is Miller (1977). 
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Table 8 
List of Statistical Tests Performed (Using SAS) 
Scenarios Allor 
Test per Entry Representative Comparison 
ANOYA 10,000 ALL (SUM) Antithetic/Base 
ANOYA 1000 ALL (ORG) Antithetic/Base 
ANOYA 500 REP (SUM) Antithetic/Base 
ANOYA 500 REP (SUM) Extremes/2 Std Dev 
ANOYA 500 REP (SUM) Old/New Choice 
ANOYA 50 REP Methods 
Univariate 1000 ALL (ORG) Methods 
Univariate 50 REP Methods 
Notes: ANOVA = Analysis of variance; ALL(SUM) = All (Summarized); N = 
Number of observations; ALL (ORG) = All (Original); REP = Representatives; 
and REP (SUM) = Representatives (Summarized) 
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N 
8 
20 
8 
8 
8 
80 
within a method. We use the term stability within a method to compare 
similarities between values for a single variable generated with one ran-
dom number seed to the same variable generated by the same method 
but with a different random number seed. 
In SAS, the univariate procedure produces a box and whisker plot 
for each combination of variable and method and also places the plots 
created by different methods side by side to facilitate comparisons of 
their distributions. The range represents a worst case example of insta-
bility. The interquartile range is a more likely estimate of the instability 
from one trial to the next, while the mean and median give the two best 
point estimates of the variable under consideration. 
Figure 1 illustrates a typical box and whisker plot. These plots give 
a quick view of the means and interquartile range of the data'? Half 
of the interquartile range can be used as an estimate of the standard 
deviation. The scale for the plots is determined from the stem. 
7.2 Fitness Measure 
Next we must develop a measure of fit to determine how close the 
representative group (subset of scenarios) to the overall set of scenar-
ios. We expect the closer the fit, the more consistent the results of any 
process that depends on the scenarios should be. 
7For a more detailed description see Christiansen (1998). 
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Figure 1 
The Basic Parts of a Box and Whisker Plot 
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Not wanting the measure of fit to be skewed by the outliers, i.e., the 
maxima or minima in the raw data, we develop a fitness measure based 
on the relative error in replacing the 10,000 scenarios with the 500 
representative scenarios. To avoid cancellations of one relative error 
with another, we consider the following measure of fit: 
2 5 13 ( ) 2 O"k -R--k 
FIT = L L L WiVjZk X t] 0- _ t] 
i=1 j=1 k=1 t]k 
(3) 
where Oijk represents the statistic based on the set of original scenar-
ios and Rijk represents the statistic based on the representative scenar-
ios. The Wi weights reflect the relative importance of the early years 
of the scenario compared to all the years; the v j refer to the relative 
importance of the means (j = 1), medians (j = 2), standard deviations 
(j = 3), minimum (j = 4), and maximum (j = 5); and the Zk are the 
relative weights of the various maturities. These weights do not need 
to be the same as those assigned in the choice function. 
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8 The Statistical Results 
8.1 Differences Between Methods 
Three levels of statistical results are provided. The first level of re-
sults provided is the values of the mean, median, standard deviation, 
minimum, and maximum for each of the 13 maturities. These values 
serve as the inputs to the second level. The second level is the collec-
tion of ANOV A tests that show significance for a particular variable at 
a particular level. Because large numbers of these tests are performed, 
a third level of statistical comparisons must be made before any sig-
nificance can be attributed to the comparisons made. Comparisons are 
made using the significance of each group of results from the analyses 
of variance performed on the 130 independent variables. 
A simple estimate of the significance of results is obtained by the 
normal approximation to the binomial random variable; see Devore 
(1982, p. 201). For the group of 130 tests and a five percent signifi-
cance level, the normal approximation has mean 6.5 (130 x 0.05) and 
standard deviation 2.485 U130 x 0.05 x (1 - 0.05». Thus for a group 
of results to be significant at the 5 percent level, at least 11 of the indi-
vidual results need to be significant at that level. For groups of results 
that have multiple levels of significance a more accurate estimation of 
the probability that the results are due to chance is obtained from a 
multinomial distribution, where the results are separated into two to 
four non-overlapping categories depending on the level of significance. 
The results of the individual analyses of variance comparing anti-
thetic normal random variables to the base case (no antithetic normal) 
show significant differences at the 5 percent level for the following six 
variables: 
• The seven year median (all years); 
• One year mean (years 0-10); 
• Two year mean (years 0-10); 
• 15 year standard deviation (years 0-10); 
• 20 year standard deviation (years 0-10); and 
• 30 year standard deviation (years 0-10). 
No variable is significantly different at the 1 percent level. This result is 
consistent with an expectation of 6.5 Significant results at the 5 percent 
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level due to chance when running l30 tests. Therefore, this group of 
results is not significant. 
For the original data (groups of 1,000) there are no statistically sig-
nificant differences due to the use of antithetic random deviates. More-
over, for some of the variables there are no differences. This is sig-
nificantly fewer than would be expected by chance. The results of the 
ANOV A tests show that only a single variable is significant at the 5 
percent level. This is consistent with the lack of significance for the 
antithetic versus base random variable test on the original scenarios. 
The analysis of variance shows highly significant differences, as ex-
pected, between the groups of 500 representative scenarios depending 
upon the choice function. All of the maturities display significant dif-
ferences for the first year means. Table 9 summarizes the differences. 
Each decimal entry is the probability that the differences are due to 
chance. Only those that are significant are entered; a dash indicates 
lack of Significance at the 5 percent level. 
The Significance of the results of Table 9 is determined from the 
probabilities associated with a multinomial distribution, i.e., 
( 
l30) 5 6 1 9 109 P 5619109 (0.04) (0.009) (0.0009) (0.0001) (0.95) 
2.611 x 10-28 . 
There are 109 results that are not significant (130 - (5 + 6 + 1 + 9)) with 
an associated probability of 0.95. 
As expected, the analysis of variance shows highly significant differ-
ences between the groups of 500 representative scenarios depending 
upon whether the candidate list is determined using extremes or the 
two standard deviation method. Table 10 summarizes these results. 
From the multinomial distribution we obtain 
p (12 1~3305 97) (0.04) 12(0.009) 13(0.0009)3 (0.0001) 5 (0.95)97 
6.72 X 10-29 . 
The methods that choose the candidate list by extremes tend to 
find more of the extremes in their representative scenarios than do 
the methods that emphasize the two standard deviations. Because the 
minimums permitted by the Mep process are relatively close to the 
current rate level, there is little observed difference in minimum values. 
ANOV A tests, which compare the methods, look at the total effects 
of the combinations of the various modifications, including the syner-
gistic effects as well as those due to indiVidual modifications. 
Christiansen and Buchacker: Crediting Rate Scenarios 
Table 9 
Significance Levels for Differences 
Between Old and New Choice Functions 
Maturity Mean Median Std. Dev. Min 
Three Month F 0.0046a 0.0280 0.0032a 
Six Month F 0.0033a 0.0421 0.0046a 
One Year F 0.0004b 
Two Years F O.OOOle 0.0258 
Three Years F O.OOOle 0.0480 
Four Years F O.OOOF 
Five Years F O.OOOle 
Seven Years F O.OOOF 
Ten Years F O.OOOle 0.0267 
15 Years F O.OOOF 
20 Years F O.OOOF 
30 Years F O.OOOle 
Shape A 0.0022a 0.0011 a 
Notes: The variable names ending with "A" refer to the all years 
(total time horizon), while those with "F" refer to the first year's 
time horizon. Entries significant at the 5 percent but not at the 1 
percent level are listed without superscripts. a denotes an entry 
that is significant at the 1 percent but not at the 0.10 percent level. 
b denotes an entry that is significant at the 0.10 percent but not at 
the 0.01 percent level. C denotes an entry that is significant at the 
0.01 percent level. "0" indicates lack of significance at the 5 percent 
level. 
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Table 11 summarizes the significant results for the analyses of vari-
ance performed on the representative data comparing methods. From 
the multinomial distribution we have 
( 
130 ) 12 13 9 47 47 P 1413 94747 (0.04) (0.009) (0.0009) (0.0001) (0.95) 
1.16 x 10-188 , 
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Table 10 
Differences Between the Extremes Method 
And the Two Standard Deviation Method 
Variable Median Std. Dev. Max Min 
Three Month A 0.0008b O.OOO1e 0.0439 
Six Month A O.OOOle O.OOO1e 0.0413 
One Year A O.OOOF O.OOO1e 0.0260 
Two Year A 0.0005b 0.0004b 0.0189 
Three Year A 0.0036a 0.0012a 0.0365 
Four Year A 0.0038a 0.0026a 0.0288 
Five Year A 0.0036a 0.0046a 0.0345 
Seven Year A 0.0069a 0.0069a 
10 Year A 0.0065a 0.0089a 
15 Year A 0.0032a 0.0128 
15 Year F 0.0148 
20 Year A O.OO31a 0.0332 
20 Year F 0.0034 
30 Year A 0.0214 
30 Year F 0.0357 
Notes: The variable names ending with "An refer to the all years 
(total time horizon), while those with "F" refer to the first year's 
time horizon. Entries significant at the 5 percent but not at the 1 
percent level are listed without superscripts. a denotes an entry 
that is significant at the 1 percent but not at the 0.10 percent level. 
b denotes an entry that is significant at the 0.10 percent but not at 
the 0.01 percent level. C denotes an entry that is significant at the 
0.01 percent level. "-" indicates lack of significance at the 5 percent 
level. 
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Table 11 
Significance of Methods 
Variable Mean Median Std. Dev. Max Min 
Three Month A O.OOOF O.OOOF O.OOOF 
Three Month F 0.0005 b 0.0139 
Six Month A O.OOOl c O.OOOlc O.OOOlc 
Six Month F 0.0002b 0.0115 
One Year A 0.0001 C O.OOOF O.OOOF 
One Year F 0.0234 O.OOOlc 0.0059a 
Two Year A O.OOOlc O.OOOF O.OOOlc 
Two Year F 0.0160 O.OOOF 0.0205 
Three Year A O.OOOlc O.OOOlc O.OOOF 
Three Year F 0.0092a O.OOOlc 0.0334 0.0034a 
Four Year A O.OOOlc O.OOOlc O.OOOF 
Four Year F 0.0084a O.OOOF 0.0380 O.OOOlc 
Five Year A O.OOOlc O.OOOF O.OOOlc 
Five Year F 0.0087a O.OOOF 0.0390 0.0002b 
Seven Year A O.OOOF O.OOOF O.OOOF 
Seven Year F 0.0066a O.OOOF 0.0490 0.0003 b 
Ten Year A O.OOOF O.OOOF O.OOOlc 
Ten Year F 0.0062a O.OOOF 0.0486 0.0008b 
15 Year A O.OOOlc O.OOOlc O.OOOlc 0.0056a 
15 Year F 0.0037a O.OOOF 0.00l5a 
20 Year A 0.0310 O.OOOF 0.0003b 0.0001 C 
20 Year F 0.0095a O.OOOF 0.00l5a 
30 Year A 0.0224 O.OOOlc 0.0010b O.OOOlc 0.0163 
30 Year F 0.0214 O.OOOF 0.0041a 
Shape A O.OOOF O.OOOF 
Shape F 0.0014b 0.0006b 
Notes: The variable names ending with "A" refer to the all years (total time horizon), 
while those with "F" refer to the first year's time horizon. Entries significant at 
the 5 percent but not at the 1 percent level are listed without superscripts. The 
superscript a denotes an entry that is significant at the 1 percent but not at the 
0.10 percent level; b denotes an entry that is significant at the 0.10 percent but 
not at the 0.01 percent level; and C denotes an entry that is significant at the 0.01 
percent level. A "-" indicates lack of significance at the 5 percent level. 
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To confirm that the results observed in the multinomial distribution 
are due to synergistic effects of the three modifications (antithetic nor-
mal, candidate list, and choice function) interacting with each other, 
we used a likelihood ratio test. The synergistic effects hypothesis was 
tested against the alternative hypothesis of independence. The likeli-
hood ratio is 70.8707, which has a probability of 1.4864 x 10-14 based 
on a X2 distribution with 4 degrees of freedom. Thus the synergistic 
effects are highly significant. 
8.2 Differences Within a Method 
We use three ways of comparing the stability of the methods with the 
sets of 50 representative scenarios: (i) look at the range of each of the 
statistics for each of the variables, (ii) look at the standard deviations 
of the variables for the representative scenarios, and (iii) compare how 
well each of the methods fits the original 1000. The range of results is 
selected because it is a worst case example of instability. If the first run 
produces the maximum for any variable and the second run produces 
the minimum, the instability is the difference between the two runs, i.e., 
the range. Box and whisker plots for the means illustrate the stability 
of variables. 
The SAS univariate procedure is run on each of the variables that 
provides numeric data on the range and the box and whisker plots. 
All of the plots in the text are for the seven year maturity. Although 
all of the tests are performed on all years and all data, the examples 
from the univariate procedure are limited to the seven year rate. For 
each method these plots compare the statistical summary of each set 
of 50 representatives from one seed to the others. The more consistent 
the results from one seed to another seed, the smaller the range will 
be. Figure 2 illustrates the differences in the ranges of the single most 
important variable for the crediting rate determination: the mean of 
the seven year spot rates over the years zero through ten, inclusive. 
Figure 2 shows that the mean of the means of the seven year rates 
varies by method. Methods 2, 3, and 4 display a higher mean than the 
other methods. But our primary concern is the range of results. We 
would like the range to be small and tight. Methods 5, 7, and 8 display 
the largest range, followed by method 6. This agrees with our intuition 
because the original methods do not control for the earlier years of the 
scenarios. Methods 2 and 4 appear to be slightly better than methods 
1 and 3; although the range is the same, the interquartile distance is 
smaller, as evidenced by the use of a whisker instead of a box bottom. 
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Figure 2 
Differences in the Ranges of the Mean Spot Rates 
Seven Year Maturity: First Ten Years, Inclusive 
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The mean of the seven year rate over the first years is not the only 
variable with which we are concerned, although it may be the most 
important. Figure 3 displays the mean over all years of the seven year 
rate. 
Based on the original requirements for this variable (one assigned 
the highest weight), all of the methods perform well. They all had the 
same mean of means and interquartile distances, although methods 7 
and 8 have outliers, and method 1 has whiskers. This figure illustrates 
the strength of the method, but does not help with the current problem. 
The mean over all years is the only statistic that is controlled in the orig-
inal choice function, while the new choice function adds consideration 
of the means in the first years of the scenarios. 
Because none of the other statistics is controlled by the choice func-
tion, we confine our discussion to the early years because these years 
are more important than the overall scenario. Figure 4 compares the 
medians of the seven year rate by method. 
The medians appear to have a smaller range than the means, with 
method 2 appearing to be the best and method 6 to be the worst. 
Method 5 has the largest interquartile range of any of the methods. 
Again, the pattern is that those methods that attempt to control the 
means for the first years have a narrower range in general than those 
that only control the means over the scenarios as a whole. 
The comparison of methods for standard deviations of the seven 
year rate for the first years of the scenarios is found in Figure 5. 
136 Journal of Actuarial Practice, Vol. 6, 1998 
Figure 3 
Seven Year Maturity: Mean Over All Years 
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Ideally, the distribution of the standard deviations would be com-
pact. While these are less compact than the distribution of the means 
and medians, the scale is twice as sensitive. Method 5, has the lowest 
whiskers. The mean and median coincide for methods 1, 2, 4,5, and 7. 
The interquartile distance on method 2 is smaller than that of method 
7; however method 2 has much longer whiskers and the overall distri-
bution is larger. Methods 3, 4, and 8 tend to be higher than the others, 
with whiskers that go up rather than down. This may be desirable for 
cash flow testing, but is probably not as desirable in setting a crediting 
rate strategy. 
The relative stability of the methods (or ranking) varies by which 
statistic we are considering (mean, median, standard deviation, min-
imum, or maximum) as well as by maturity rate. Data for the first 
ten years inclusive are summarized by maturity in the following ta-
bles which were extracted from the detailed information from the SAS 
univariate procedure used to create the comparative box and whisker 
plots. Appendix B contains a sample of the output from the SAS uni-
variate procedure. Each of the tables is arranged, by maturity, in order 
of the decreasing range of results for each method. The rankings do 
not indicate the relative variation in the ranges. In Table 12, which con-
siders the means, the largest range is for method 7 (41.9 basis pOints, 
Appendix B), and the smallest range (2.4 basis points, Appendix B) is for 
method 2. Generally for all of the maturities methods 5 and 7 produce 
larger ranges than do methods 2 or 4. The rankings for the means are 
remarkably consistent from variable to variable. 
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Figure 4 
Comparison of Methods for Medians 
Seven Year Maturity: First 10 Years, Inclusive 
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For the medians (see Table 13), the results are not as consistent 
from variable to variable, although method 2 consistently has a smaller 
range than does method 7. For many of the variables the differences 
are small. The ranges for the seven year maturity are from 27.9 basis 
points for method 6, to 15.9 for method 7, to 10.1 for method 2. 
For the standard deviation (see Table 14), there is a reversal in rank-
ings for the seven year maturity. Method 7 has a smaller range of 
standard deviations (38.2 basis points) than does method 2 (54.9 basis 
points), while method 3 has the largest range of standard deviations 
(72.2 basis points). 
These statistics have in one way or another reflected all of the data, 
while the minimum and maximum reflect the impact of a single number. 
The following discussion is limited to the shorter time horizon. For the 
minima, the range of results by maturity is given in decreasing order 
in Table 15. The minima, especially on the short end of the curve, are 
influenced by the absolute minimum permitted rate in a scenario. This 
creates the larger candidate lists from which to choose, and (with the 
current level of rates) virtually guarantees that all of the runs will have 
the absolute minimum as the minimum (leaving a range of 0). Once we 
move away from the shortest maturities this situation no longer exists, 
and there are definite differences by method. The range for the minima 
for the seven year maturity for method 2 is 1.009, while for method 7 
it is 0.514. 
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Figure 5 
Comparison of Methods for Standard Deviations 
Seven Year Maturity: First 10 Years, Inclusive 
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Table 16 only gives the relative rankings and does not indicate the 
size of the ranges of the maxima. The range of the maxima for the 
seven year maturity for method 2 is 8.886 percent, while for method 7 
it is 2.675 percent. While these ranges seem huge, their importance is 
tempered by the fact that we are comparing the worst outliers of two 
runs of the same method starting with the same curve. 
A different way of looking at the stability issue is to examine the 
standard deviations for each of the variables. The smaller the standard 
deviations produced, the more stable the results. In this case we look 
at the mean (and dispersion) of the standard deviations to see where we 
can expect the lowest variability or, conversely, the most predictability. 
This is not the same as examining the variables labeled standard devi-
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ations, but is an examination of the standard deviations of each of the 
original statistics for the 130 variables. Actual values can be obtained 
from the complete SAS univariate procedure data. 
Table 17 illustrates the results of the following weightings in the fit 
measure. The entries in the columns headed mean, median, std dev, 
min, and max are the results of the intermediate calculations which 
consider the maturity and first years/all years weightings. The column 
headed chooser is the sum of the previous columns. 
In this example all of the maturities are weighted equally. For these 
combinations of weights, method 2 appears to be best and method 4 
the worst. Other examples are given in Appendix C. Preliminary testing 
of a switch from method 7 to method 2 indicates that such a switch 
solves the 40 basis point problem. 
Table 12 
Ranking of Methods by Range of Means 
Maturity Largest To Smallest 
Three Month 5 7 8 3 4 6 1 2 
Six Month 5 7 8 3 6 4 2 1 
One Year 7 5 8 3 6 4 1 2 
Two Year 5 7 8 3 6 1 2 4 
Three Year 5 7 8 6 3 1 4 2 
Four Year 7 5 8 6 3 1 4 2 
Five Year 7 5 8 6 3 1 4 2 
Seven Year 7 5 8 6 3 1 4 2 
Ten Year 7 8 5 6 3 1 4 2 
15 Year 8 5 7 6 3 1 4 2 
20 Year 8 5 7 6 3 1 4 2 
30 Year 8 7 5 6 3 1 4 2 
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Table 13 
Ranking of Methods by Range of Medians 
Maturity Largest To Smallest 
Three Month 7 1 5 4 2 8 3 6 
Six Month 7 2a 4a 3a 5b Ib 8 6 
One Year 7 3 1 5 8 2 4 6 
Two Year 5 7 1 4a 2a 6a 3a 8a 
Three Year 5 6 7 1 3 8 2 4 
Four Year 5 6 7 4 3 8a l a 2a 
Five Year 5 8 7 6 4 2 3 1 
Seven Year 6 3 5 8 7 1 4 2 
Ten Year 6 5 3 8 7 1 4 2 
15 Year 5 7a 8a 4 6 3 1 2 
20 Year 8 7 5 6 1 4 3 2 
30 Year 8 5 6 7 1 2 4 3 
Notes; a means the ranges are the same to three decimal places; b means 
the ranges are the same to three decimal places; but not the same as a 
for the same maturity. 
Table 14 
Ranking of Methods by Range of Standard Deviations 
Maturity Largest To Smallest 
Three Month 1 5 3 4 8 2a 6a 7 
Six Month 1 5 3 4 8 6 7 2 
One Year 1 3 5 8 6 4 7 2 
Two Year 3 5 1 8 6 4 2 7 
Three Year 3 5 8 4 1 6 2 7 
Four Year 3 5 8 6 4 1 2 7 
Five Year 3 5 8 4a 2a 1 6 7 
Seven Year 3 5 2 8 4 1 6 7 
Ten Year 3 5 2 4· 8 1 6 7 
15 Year 3 4 8 1 2 5 6 7 
20 Year 3 4 2 5 8 1 6 7 
30 Year 3 4 2 8 1 5 6 7 
Notes; a denotes same ranges, to three decimal places. 
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Table 15 
Ranking of Methods by Range of Minima 
Maturity Largest To Smallest 
Three Month 
Six Month 
One Year 
Two Year 5 6 1 
Three Year 6 5 2 1 4 8 7a 3a 
Four Year 5 6 2 1 8 4 3 7 
Five Year 2 5 6 1 3 4 8 7 
Seven Year 5 2 6 1 3 4 8 7 
Ten Year 5 2 6 1 8 3 7 4 
15 Year 2 8 6 5 7 1 3 4 
20 Year 1 7 3 2 6 4 8 5 
30 Year 1 2 3 7 6 4 8 6 
Notes: a denotes same ranges, to three decimal places; and 
- denotes no difference. 
Table 16 
Ranking of Methods by Range of Maxima 
Maturity Largest To Smallest 
Three Month 8 5 4 1 6 3 7 2 
Six Month 8 5 4 1 6 3 7 2 
One Year 4 1 8 6 5 3 7 2 
Two Year 4 1 5 8 2 7 3 6 
Three Year 4 2 5 8 1 6 3 7 
Four Year 5 2 4 8 6 1 3 7 
Five Year 5 4 2 6 8 1 3 7 
Seven Year 5 2 4 6 8 1 3 7 
Ten Year 2 5 4 6 8 1 3 7 
15 Year 5 2 4 8 1 3 6 7 
20 Year 2 8 4 6 1 5 3 7 
30 Year 2 8 1 3 6 4 5 7 
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Table 17 
Sample of Fit Measures 
Method Mean Median Std Min Max Chooser 
1 0.0007 0.0976 2.9160 0.0462 0.1038 3.1643 
2 0.0004 0.0860 1.5746 0.1391 0.0889 1.8890 
3 0.0013 0.0443 6.6476 0.0000 1.7590 8.4523 
4 0.0012 0.0331 11.8840 0.0000 0.1760 12.0943 
5 0.0183 0.2325 2.4490 0.3619 0.4949 3.5566 
6 0.0255 0.1130 2.1062 0.1371 1.1959 3.5778 
7 0.0120 0.0462 0.9522 0.0000 3.2169 4.2274 
8 0.0198 0.0729 1.5756 0.0518 2.7586 4.4787 
9 Conclusions and Caveats 
We have shown that there are no significant differences due to the 
use of antithetic normal random variables when one considers either 
the original scenarios or the representative scenarios. The use of anti-
thetic random variables without any other change was not statistically 
significant; but their inclusion led to very highly significant synergistic 
effects. We also have established that both the method of determining 
the candidate list and the choice function are highly Significant. The 
differences between methods are extremely significant, showing that 
there are synergistic effects as well as those effects due to the original 
three modifications we perform. 
Differences within a method were not determined due to the lack of 
a separate objective standard for comparison (and also a small sample 
size). The main impetus for the study is the difference within a method 
from one trial to the next. The differences within a method do become 
manageable for the seven year mean (the single most important vari-
able) when the method is changed from the original method (7) to the 
method using all three of the modifications (2). 
We introduce a fit measure, a generalized least squares percentage 
measure of the error introduced by using the representative scenarios 
instead of the entire set of scenarios. This measure also supports the 
replacement of method 7 with method 2. 
Because it is necessary from a practical point of view to run only 
a representative sample of interest rate scenarios rather than 10,000 
or even 1,000, it is necessary to choose the method that will be the 
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most acceptable on an overall basis. Therefore, consideration must be 
given to the relative strengths and weaknesses of each method in light 
of the application planned for the scenarios. These measures can only 
provide limited guidance and a suggestion about which method to use 
to determine the representative 50 scenarios. Stability may be enhanced 
by moving from scenarios based on method 5 or 7 to scenarios based on 
method 2 which incorporates all of these proposed variance-reducing 
techniques. 
There are still many unanswered questions. Does the shape of the 
original curve impact the stability of the method? If the stability is 
defined by the range of results and 1000 scenarios are not sufficiently 
stable, how many scenarios are necessary before they are reduced to 
the representative scenarios? 
An application of the univariate procedure to the groups of 10,000 
scenarios is not a measure of variation from seed to seed, as each of 
the summarized groups of 10,000 scenarios has ten different seeds. If 
the scenarios were determined from several distinct seeds, would that 
improve the stability? These scenarios were determined from a model 
in which the key rate was the ten year rate. Would scenarios designed 
for cash flow testing and based on a 30 year key rate have different 
results? 
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Appendix A-Sample Data 
Table Al 
Summarized Data Groups of 10,000 
Variable Mean Median Std. Dev. Min Max Method 
Seven Year f 8.058 7.924 1.764 3.500 19.921 1 
Seven Year f 8.076 7.924 1.796 3.500 22.919 2 
Seven Year f 8.073 7.924 1.774 3.500 23.018 3 
Seven Year f 8.073 7.924 1.772 3.500 21.967 4 
Seven Year f 8.074 7.924 1.776 3.500 21.814 5 
Seven Year f 8.074 7.924 1.778 3.500 20.832 6 
Seven Year f 8.072 7.924 1.763 3.500 21.310 7 
Seven Year f 8.078 7.924 1.805 3.500 25.000 8 
Table A2 
Summarized Data 500 Representatives 
Variable Mean Median Std. Dev. Min Max Method 
Seven Year f 8.059 7.924 1.917 3.500 19.499 1 
Seven Year f 8.073 7.924 1.897 3.500 22.919 2 
Seven Year f 8.075 7.924 2.109 3.500 19.121 3 
Seven Year f 8.074 7.924 2.225 3.500 21.967 4 
Seven Year f 7.986 7.796 1.861 3.606 21.428 5 
Seven Year f 7.960 7.912 1.848 3.528 19.851 6 
Seven Year f 7.993 7.893 1.867 3.500 16.636 7 
Seven Year f 7.983 7.924 1.950 3.526 19.582 8 
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Table A3 
Data for Each Individual Group of Representatives 
Methods 2 and 7 
Variable Mean Median Std. Dev. Min Max Method 
Seven Year f 8.081 7.823 2.195 4.066 22.919 2 
Seven Year f 8.074 7.904 2.067 3.805 16.329 2 
Seven Year f 8.064 7.924 1.726 3.500 18.492 2 
Seven Year f 8.071 7.924 1.646 4.136 14.391 2 
Seven Year f 8.076 7.876 1.964 4.127 17.565 2 
Seven Year f 8.082 7.924 1.899 4.470 17.457 2 
Seven Year f 8.084 7.924 1.876 3.606 16.379 2 
Seven Year f 8.060 7.924 1.907 3.669 22.076 2 
Seven Year f 8.070 7.924 1.886 4.024 18.396 2 
Seven Year f 8.071 7.924 1.764 4.509 14.033 2 
Seven Year f 8.137 7.924 1.779 3.735 14.153 7 
Seven Year f 7.764 7.858 1.729 3.568 14.910 7 
Seven Year f 8.183 7.924 1.924 3.754 15.194 7 
Seven Year f 7.988 7.924 1.701 3.500 13.961 7 
Seven Year f 8.070 7.924 2.031 3.500 15.695 7 
Seven Year f 7.949 7.883 1.987 3.719 14.873 7 
Seven Year f 7.882 7.765 1.905 4.014 16.636 7 
Seven Year f 8.053 7.924 1.649 3.537 14.988 7 
Seven Year f 8.084 7.924 1.898 3.872 15.172 7 
Seven Year f 7.824 7.893 1.992 3.500 14.744 7 
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Appendix B-Methods 2 and 7 Quantiles for the 
Seven Year Rate (Early Years) Descriptive Statistics 
Table Bl 
Methods 2 and 7 Quantiles for the Mean and Median 
Of the Seven Year Rate (Early Years) 
Mean Median 
Percentile Method 2 Method 7 Method 2 Method 7 
100% Max 8.0840 8.1830 7.924 7.924 
75%Q3 8.0810 8.0840 7.924 7.924 
50% Med 8.0725 8.0205 7.924 7.924 
25%Q1 8.0700 7.8820 7.904 7.883 
0% Min 8.0600 7.7640 7.823 7.765 
Range 0.0240 0.4190 0.101 0.159 
Q3-Q1 0.0110 0.2020 0.020 0.041 
Mode 8.0710 7.7640 7.924 7.924 
Table B2 
Methods 2 and 7 Quantiles for the Minimum and Maximum 
Of the Seven Year Rate (Early Years) 
Minimum Maximum 
Percentile Method 2 Method 7 Method 2 Method 7 
100% Max 4.509 4.0140 22.919 16.636 
75%Q3 4.136 3.7540 18.492 15.194 
50% Med 4.045 3.6435 17.511 14.949 
25%Q1 3.669 3.5000 16.329 14.744 
0% Min 3.500 3.5000 14.033 l3.961 
Range 1.009 0.5140 8.886 2.675 
Q3-Q1 0.467 0.2540 2.163 0.450 
Mode 3.500 3.5000 14.033 l3.961 
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Table B3 
Methods 2 and 7 Quantiles for the Standard 
Deviation of the Seven Year Rate (Early Years) 
Percentile Method 2 Method 7 
100% Max 2.1950 2.0310 
75%Q3 
50% Med 
25%Ql 
0% Min 
Range 
Q3-Ql 
Mode 
1.9640 
1.8925 
1.7640 
1.6460 
0.5490 
0.2000 
1.6460 
1.9870 
1.9015 
1.7290 
1.6490 
0.3820 
0.2580 
1.6490 
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Appendix C-Examples of the use of Fuzzy Choice 
Functions 
Table C1 
Example 1 
Method Mean Median Std Dev Min Max Chooser 
1 0.0002 0.0291 0.5245 0.0185 0.0415 0.6138 
2 0.0001 0.0253 0.3024 0.0557 0.0356 0.4191 
3 0.0003 0.0093 0.7361 0.0000 0.7678 1.5136 
4 0.0003 0.0094 1.2725 0.0000 0.1054 1.3875 
5 0.0039 0.0599 0.5615 0.1448 0.1980 0.9681 
6 0.0054 0.0323 0.4828 0.0548 0.4784 1.0537 
7 0.0026 0.0089 0.1554 0.0000 1.3206 1.4874 
8 0.0041 0.0148 0.2464 0.0207 1.1036 1.3895 
Notes: The weights used are as follows: 1, 1, 1, 1, 1, 1 and 2 for the mean, median, 
standard deviation, minimum, maximum, all years and first years, respectively. 
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Table C2 
Example 2 
Method Mean Median Std Dev Min Max Chooser 
1 0.0003 0.0582 1.0490 0.0185 0.0415 1.1675 
2 0.0002 0.0507 0.6048 0.0557 0.0356 0.7469 
3 0.0006 0.0187 1.4722 0.0000 0.7678 2.2593 
4 0.0005 0.0187 2.5451 0.0000 0.1054 2.6697 
5 0.0079 0.1198 1.1231 0.1448 0.1980 1.5935 
6 0.0107 0.0646 0.9656 0.0548 0.4784 1.5742 
7 0.0052 0.0177 0.3108 0.0000 1.3206 1.6542 
8 0.0082 0.0295 0.4927 0.0207 1.1036 1.6547 
Notes: The weights used are as follows: 2, 2, 2, I, 1, 1 and 2 for the mean, median, 
standard deviation, minimum, maximum, all years and first years, respectively. 
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Outlier Analysis of Annual Retail Price Inflation: 
A Cross-Country Study 
Wai-Sum Chan* 
Abstract t 
Wilkie's stochastic investment model and its variants have been increas-
ingly applied by actuaries around the world to actuarial modeling and simula-
tion. This paper performs time series outlier analysis on retail price inflation, 
which is the driving force of Wilkie's composite model. The data come from 
four developed countries: the United Kingdom, the United States, Canada, and 
Australia. The fit of the model is significantly improved after the adjustment 
of outliers. The analysis also identifies exogenous events that have intervened 
in the inflation dynamics. An example is given to demonstrate the importance 
of outlier analysis on stochastic simulation. Finally, inflation trends for these 
four countries are examined. The results suggest caution in the use of the 4 
percent inflation assumption of some U.K. and Australian actuaries. 
Key words and phrases: economic assumptions, inflation trend, stochastic model, 
time series outlier, Wilkie model 
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1 Introduction 
The original Wilkie (1984, 1986) model is a composite stochastic in-
vestment model that attempts to capture the interdependence of four 
key variables: the retail price index, share yield, share dividends, and 
consols yield. 1 The model has been extensively used by U.K. actuaries 
for various purposes, ranging from assessing the solvency of life offices 
(Limb et al., 1986) to modeling uncertainty in general insurance compa-
nies (Daykin and Hey, 1990). Other actuarial applications of the Wilkie 
model in the U.K. include Wilkie (1987), Purchase et aI., (1989), Ross 
(1989), and Hardy (1993). Wilkie (1995) extends the original model to 
add five particular variables, plus a family of variables (Le., currency 
exchange rates). A comprehensive review of Wilkie's model is provided 
by Huber (1997). 
Following Wilkie's footsteps stochastic investment models have been 
developed for other countries. They include Metz and Ort (1993) for 
Switzerland; Deaves (1993) for Canada; Daykin et aI., (1994) for Fin-
land; Thomson (1996) for South Africa; Frees et aI., (1997) for the U.S.; 
and Sherris et aI., (1997) for Australia. Unfortunately, these models, 
as well as the original Wilkie model (see, for examples, Wilkie (1995), 
Kitts (1990) and Clarkson (1991)), usually produce non-normal and non-
linear residuals, which could be due to the existence of outliers in the 
data series. 
Retaining outliers in the time series could lead to erroneous model 
specification and biased predictions (Chan, 1995). Chan and Wang 
(1998) apply the time series outlier detection technique, developed by 
Chen and Liu (1993), to U.K. price inflation. The results show that the 
residuals are significantly closer to a normal distribution. Foster (1997) 
also detects outliers and level shifts in U.S. real wage series. In a simi-
lar study, Balke and Fomby (1994) examine 15 U.S. macroeconomic time 
series and they conclude that outliers appear to be present in all series. 
Also, after controlling for outliers, much of the evidence of nonnormal-
ity and nonlinearity of the residuals is eliminated. 
In this article we extend Chan and Wang's (1998) work to perform 
time series outlier analysis on price inflation, which is the most im-
portant driving force of Wilkie's composite model, for four developed 
countries. The price inflation series is defined by 
It = lnPt -lnPt-l (1) 
1 They are called the consumer price index, stock return, stock dividends and long-term 
interest rate, respectively, in the U.S. and Canada. 
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where Pt is the price index at time t. A first order autoregressive (AR(I» 
model is often employed to describe the inflation dynamic: 
It = /1 + ¢(It-1 - /1) + Et, (2) 
where for t = 1,2,3, ... , the Et (called stochastic disturbance terms) are 
independent and identically distributed (Li.d.) normal random variables 
with mean 0 and variance a 2 ; ¢ is the autoregressive parameter (I¢I < 
1); and /1 is the mean rate of the inflation process. 
This model is widely accepted by actuaries for pension simulations 
and other actuarial applications (see, for example, Knox (1993) and 
Wilkie (1995)). The model can be interpreted as follows: each year the 
force of inflation (It) is equal to its mean rate (/1), plus a proportion (¢) 
of last year's excess inflation (1t-1 - /1), plus a random disturbance (Ed 
which has zero average and variance a 2. 
The main objectives of this paper are: 
• To show actuaries the importance of outlier analysis in building a 
stochastic model; 
• To identify global exogenous events that might have significant 
impact on the inflation dynamic of different countries; 
• To study the inflation trend for each country under examination. 
2 Outlier Analysis 
2.1 Time Series Outlier Models 
Time series observations are often influenced by interruptive events 
such as strikes, outbreaks of wars, sudden political or economic crises, 
or even unnoticed errors of typing and recording. The consequences 
of these interruptive events create aberrant observations, which are in-
consistent with the rest of the series. Such observations are usually 
referred to as outliers. Most outliers are not simply spurious obser-
vations (e.g., recording or typing errors). They may contain important 
information about the external interruptive events affecting the series. 
In general, outliers in time series can be viewed as the result of non-
repetitive interventions. Thus, a contaminated inflation series It con-
sists of an outlier-free inflation series It plus an exogenous intervention 
effect /}.t(T, w), Le., 
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Ii = It + D.t(T, w) (3) 
where It follows the model equation (2), T is the location of the outlier, 
and w is the magnitude of the outlier. 
Four commonly used types of outliers (see Tsay, 1988) and two 
newly proposed types of outliers (De Jong and Penzer, 1998) are con-
sidered in this paper: additive outlier (AO), innovational outlier (10), 
level shift (LS), temporary change (TC), switch outlier (SO), and linear 
increase outlier (LIO). 
• An additive outlier affects only the level of the given observation. 
• An innovational outlier affects all observations beyond the given 
time through the memory of the underlying outlier-free process. 
• A level shift is an event that affects a time series at a particular 
time point whose effect becomes permanent. 
• A temporary change is an event having an initial impact and whose 
effect decreases exponentially according to a fixed dampening pa-
rameter, say, 8. In practice the value of 8 often lies between 0.6 
and 0.8 (Liu and Hudak, 1994, page 76). We employ 8 = 0.7 in this 
article as recommended by Chen and Liu (1993). 
• A switch outlier is where there are consecutive extreme values 
on either side of the current level of the series. An SO would 
occur when the economy has a dramatic opposing change, such as 
from a response to unanticipated inflation or severe government 
intervention. 
• A linear increase outlier occurs where the average level of the se-
ries ramps up to a higher level. A LIO reveals periods of regime 
changes within an economy such as technology improvements or 
again government intervention. The length of the linear increase 
period in a LIO is denoted by q, and we assume q = 4 in this study. 
The form of D.t(T, w) for each type of outlier is given as: 
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AO: f).t(T, w) 
10 : f).tCT,w) 
IS: f).t(T,w) 
TC: f).tCT, w) 
SO: f).t(T, w) 
LIO: f).t(T, w) 
wD~T) 
W D(T) 
1- ¢B t 
~D(T) 
1 - B t 
~D(T) 
1 - bB t 
W x (D~T) - Df+ll) 
W X [~l (k + 1) D(T+kl + _l_D (T+ql] L q+1 t 1-B t 
k=O 
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where B is the backward shift operator such that BS D~T) = D~~L and 
D(T) = {I ift = T 
t 0 ift/=T (4) 
is the indicator variable representing the presence or absence of an out-
lier at time T. Graphical examples of the f).tCT, w) function for various 
types of outlier are given in Figure 1. 
More generally, a time series may contain m outliers of different 
types, and we have the following general time series outlier model: 
m 
Ii = It + L f).t(Tj, Wj). 
j=l 
(5) 
In this article we assume that the underlying outlier-free process for It 
is AR(l). For other time series outlier models with underlying outlier-
free process following a general autoregressive moving average model, 
see Tsay (1988); or for a general state-space model, see De long and 
Penzer (1998). 
2.2 Outlier Detection and Adjustment 
The search for the location and type of an outlier in a contaminated 
time series is known as an outlier detection problem in time series liter-
ature. It was first studied by Fox (1972), who employed the likelihood 
ratio test. Chang, Tiao, and Chen (1988) extend Fox's idea and propose 
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an iterative procedure to detect multiple outliers. Chen and Uu (1993) 
further develop a simultaneous estimation and outlier detection pro-
cedure. Their approach consists of three-stage iterative cycle based on 
detection, estimation, and adjustment. 
Figure 1 
Effects of Time Series Outliers 
Additive Outlier (AO) 
(w = 0.8) 
T 
Level Shift (LS) 
(w = 0.8) 
11111111 
T 
Switch Outlier (SO) 
(w = 0.8) 
T 
Innovational Outlier (IO) 
(w = 0.8; cp = 0.5) 
T 
Temporary Change (TC) 
(w = -0.8; r5 = 0.7) 
T 
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Chen and Uu's (1993) method is used in this paper. For the detection 
stage, the fitted residuals rt = (Ii - it) from model equation (2) are first 
obtained. The outlier effects in model equation (3) will be transmitted 
from the contaminated time series to the fitted residuals. Therefore, 
time series regressions can be written as 
Ei = w d(5, t) + Et for 5 E S, 
where S = {AO, 10, IS ,TC, S0, LIO} is the set of residual types; 
d(5, t) 
d(LIO, T) 
d(AO, t) 
dOO, t) 
d(LS, t) 
d(TC, t) 
d(SO, t) 
d(LIO, t) 
{
o for all 5 and t < T, and 
1 for all 5 except, 5 = LIO, and t = T; 
1 
q + 1 ' 
{
-¢ for j = 1 
o for j ;?: 2; 
o for all j; 
1 - ¢ for all j; 
oi-1(o-¢); 
{
--::(1 + ¢) for j = 1, 
cf> for j = 2, and 
o for j ;?: 3 
{ 
J.±l:::Ji f . - 1 = q+l~ or J - , ... , q 
1 - cf> for j > q 
(6) 
for t = T + j (j = 1,2, ... ). They are used for detecting outliers. For 
given T (suspected location of the outlier) and 5 (suspected type of 
outlier), the usual regression t-statistic, T(5, T), for the slope parameter 
w in the regression model equation (5) can be computed. The final test 
statistic is the maximum value of this statistic searching all possible 
locations (T) and types (5), Le., 
T = max max {T(5, T)}. 
l:5T:5n sE5 
(7) 
For a given location, the test statistic follow a normal distribution ap-
proximately. An outlier is detected if T is greater than a critical value 
C. Following Uu and Hudak (1994), we employ C = 3.5 in this paper. 
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With the type and the location of an outlier, we can jointly re-estimate 
the model parameter and the outlier effects. After the estimation, one 
can adjust the outlier effects on the observations by the model equa-
tion (3). The detection-estimation-adjustment cycle is repeated for the 
adjusted series until no new outliers are found. Finally, the model is 
re-estimated for the autoregressive parameter and all outlier effects si-
multaneously. 
The detection procedures can be easily implemented in many time 
series and regression computer packages. The SCA (Liu and Hudak, 
1994) programming package provides outlier analysis as one of its stan-
dard features. It can automatically process four commonly used types 
of outliers (AO, 10, LS, and TC) in the data series. Additional macro 
statements can be incorporated into the system to deal with SO and 
LIO. 
3 The Data 
In this paper we apply outlier analysis to annual inflation series from 
1900 to 1995 of four developed countries. They are United Kingdom, 
United States, Canada, and Australia. 
3.1 Data Sources 
Following Wilkie (1995) the U.K. Retail Prices Index for June (in each 
ye;rr) is taken from the following periods: 
• 1900-1914: Board of Trade Wholesale Price Indices (Total Index), 
Table Prices 5 of Mitchell and Deane (1962); 
• 1914-1947: "All Items" Cost of Living Index, 
Table 84 of Central Statistical Office (1991); 
• 1947-1990: "All Items" Retail Prices Index, 
Table 1 of Central Statistical Office (1991); 
• 1990-1993: "All Items" General Index of Retail Prices, 
Table 18.7 of Central Statistical Office (1994); and 
• 1993-1995: "All Items" Retail Prices Index, 
Table 18.7 of Office of National Statistics (1997). 
For the U.S. annual average consumer price index, two series have 
been combined: 
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• 1900-1970: Consumer Price Index, 
U.S. Department of Commerce (1973) . 
• 1970-1995: Consumer Price Index Number, 
International Monetary Fund (1998). 
Note that Consumer Price Index Number has variable name AL64 in the 
International Financial Statistics Database. 
For Canada, two annual average consumer price index series have 
been connected: 
• 1900-1914: Price Indexes of Selected Retail Services, 
Statistics Canada (1965) . 
• 1914-1995: "All Items" Consumer Price Index, 
Statistics Canada, CANSIM Database. 
Note that the CANSIM Database can be accessed through the internet 
at: http://www.statcan.ca/english/CANSIM/index.html. The price data 
are stored in matrix 9957 and it costs Cdn$3.00 per series. 
For Australia, annual average retail price index numbers from 1900 
to 1995 are recorded in Australian Bureau of Statistics (1997, p. 660). 
3.2 Data Description 
We use 1923 as the common base year for all index series. They 
are shown in Figure 2 using a vertical logarithmic scale. The graphs 
have similar shape. Their corresponding inflation series, as defined in 
equation (1), are plotted in Figure 3. 
Descriptive statistics for the inflation series are summarized in Ta-
ble 1. The U.K. and Australia, on the average over the past 96 years, have 
one percent inflation rate per year higher than the U.S. and Canada. 
The standard deviation in U.K. inflation is higher than that of the 
other countries investigated. The distributions of inflation for Canada 
and Australia are negatively skewed. The inflation distributions appear 
to have thick right tails, while Australian inflation is closer to a normal 
distribution. 
Skewness (Kd and excess kurtosis (K2) of a random variable X are: 
/.13 
Kl = ----m 
/.12 
where /.1k = E[(X - E[X])k]. 
and 
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Table 1 
Summary Statistics for Inflation Series 
U.K. U.S. Canada Australia 
Mean 0.0409 0.0307 0.0313 0.0408 
S.D. 0.0678 0.0491 0.0481 0.0532 
Skewness 0.2814 0.1057 -0.1822 -0.1577 
Kurtosis 1.7796 1.4538 1.7748 0.9324 
YI 0.5200 0.6200 0.5800 0.5500 
r2 0.3200 0.2500 0.3100 0.2900 
Correlation 
U.K. 1.00 
U.S. 0.67 1.00 
Canada 0.76 0.91 1.00 
Australia 0.66 0.64 0.74 1.00 
Note: S.D. = Standard deviation; rl = First-lag autocorrelation; r2 = 
Second-lag autocorrelation. 
The evidence of highly significant first-lag autocorrelation coeffi-
cients plus the fact that all r2 are approximately equal to the square 
of their corresponding rl in Table 1 support the use of the AR(l) model 
for the inflation dynamic for each country. The correlations among 
inflation series are high. Due to geographic, political, and economic 
reasons, it is not a surprise to observe that the correlation between U.S. 
inflation and Canadian inflation is 0.91, the highest among all other 
combinations. 
4 Empirical Results 
4.1 Model Fitting 
A first-order autoregressive model is fitted to each data series with-
out considering the possibility of outlier effects. Based on the out-
lier analysis described in Section 2, AR(l) models are also fitted to the 
outlier-adjusted series. Table 2 presents fitting results under both sit-
uations. 
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Figure 2 
Retail (Consumer) Price Indexes, 1990-1995 
8 
160 Journal of Actuarial Practice, Vol. 6, 1998 
Figure 3 
Price Inflation Series, 1990-1995 
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Table 2 
Model Fitting Results for the Inflation AR(l) Process of Equation (1) 
For Various Countries (Before and After the Outlier Adjustments) 
United Kingdom United States Canada Australia 
Before After Before After Before After Before After 
j). 0.042 0.029 0.032 0.040 0.031 0.040 0.040 0.046 
cf> 0.519 0.534 0.617 0.752 0.575 0.547 0.550 0.692 
(j 0.058 0.035 0.039 0.031 0.039 0.027 0.044 0.035 
AICl -529.3 -612.3 -603.0 -644.9 -601.2 -665.1 -577.7 -618.3 
AIC(2) -520.8 -607.4 -596.6 -641.7 -590.8 -664.9 -564.0 -609.4 
JB2 103.6 3.1 354.8 2.3 463.5 3.6 141.9 2.7 
NLT3 0.012 0.447 0.325 0.987 0.604 0.789 0.114 0.310 
Q4 15.7 10.6 10.6 12.3 8.1 4.7 11.7 4.2 
1 AlC = n In 0- 2 + 2M, where n is the number of effective observations, and M is the number of parameters in the 
model. Under this criterion, we should choose the model with smaller Ale. AlC(2) is the AlC value for an alternative 
AR(2) model for the series. 
2.m is the Jarque and Bera's (1981) test statistic for normality of the residuals. Under the null (normality) hypothesis, 
the critical value of the test is 5.99 at the 5 percent level. 
3NLT is the p-value of Tsay's (1989) F test for linearity of the residuals. We will reject the null (linearity) hypothesis 
if the p-value is less than the Significance level, say,S percent. 
4Q is the Ljung and Box's (1978) Portmanteau statistic (with 10 lags) for testing serial correlation of the residuals. 
Under the null (independence) hypothesis, the critical value of the test is 15.507 at the 5 percent level. 
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The residual standard deviation (0-) is significantly reduced for each 
country after adjusting for outliers. Because we have introduced addi-
tional parameters into the outlier model, it is not appropriate to focus 
only on the improvement of the fit. Akaike (1974) proposes an informa-
tion criterion to compare alternative models fitted to a dataset with dif-
ferent number of parameters. The criterion has been called AIC (Akaike 
Information Criterion) in the literature and is defined as 
AIC(M) = nln(0-2) + 2M (8) 
where n is the number of effective observations and M is the number 
of parameters in the model. The criterion considers both the model 
fitting (0- 2) and the model parsimony (M). Under this criterion, one 
should choose the model with the smallest Ale. The results in Table 
2 indicate that the outlier model is preferred to the original model in 
every country. They all give a smaller value of Ale. To guard against 
model misspecification, the AIC value for an alternative AR(2) process is 
computed for each country. The results justify our choice of the AR(1) 
model for the inflation series. 
The problem of nonnormality and nonlinearity of residuals from 
the original AR(1) model for u.K. inflation has caused some concerns 
for many authors (see, Kitts, 1990; Geoghegan et al., 1992; Huber, 1997; 
and Chan and Wang, 1998). In this paper we examine the normality and 
linearity of the residuals using the Jarque and Bera (1981) test and the 
Tsay (1989) test, respectively. The results in Table 2 show that normal-
ity of the residuals has been remarkably improved after controlling for 
outliers. Furthermore, degree of nonlinearity in the residuals could also 
be alleviated by the outlier model in each country. Finally, Portmanteau 
Q statistics (Ljung and Box, 1978) are computed for testing serial cor-
relation of the residuals. The results do not indicate any inadequacy of 
the fitted models. 
4.2 Detected Outliers 
Table 3 displays the outliers found for each country. It describes 
the type, size, and t-ratio of the outlier as well as the year in which it 
occurred. In addition, we also try to link the year of each outlier to an 
economic event that occurred in or near that year. 
An examination of Table 3 reveals that British inflation is more vul-
nerable to external shocks compared to other countries. Five outliers 
are identified. On the other hand, the U.S. inflation is more robust to 
economic disturbances. Only one outlier is detected in 1921. 
n 
::::r 
III 
Table 3 ::::l 
Detected Outliers in Chronological Order 0 c 
United Kingdom United States ~ 
I'D 
Year Event Type Size t-ratio Type Size t-ratio "'" » 
1915 World War I TC 0.208 6.30 ::::l 
III 
1917 World War I -< 
Vl 
1920 Post-WWI SO 0.160 4.77 Vl 
1921 Post-WWI TC -0.233 -7.54 
1922 Post-WWI AO -0.188 7.22 
1931 Recession (Canada) 
1940 World War II 10 0.163 4.83 
1975 Oil Crisis Shock TC 0.139 4.25 
Canada Australia 
Year Event Type Size t-ratio Type Size t-ratio 
1915 World War I AO 0.112 3.87 
1917 World War I TC 0.109 4.09 
1920 Post-WWI 
1921 Post-WWI TC -0.229 -8.57 10 -0.235 -6.64 
1922 Post-WWI 
1931 Recession (Canada) TC -0.119 -4.46 
1940 World War II 
1975 Oil Crisis Shock 
~ 
OJ 
w 
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In addition to the global events, the Canadian inflation dynamic was 
interrupted by the internal severe economic depression in early 1930s 
(cf Dominion Bureau of Statistics, 1938, p. 813). Historically, the 
inflation dynamic in Australia was disturbed twice (1915 and 1921), 
possibly due to the effects of World War I. 
5 An Example 
The importance of outlier analysis in stochastic (actuarial) simula-
tion will now be demonstrated. 
Consider an insurance company that is interested in selling index-
linked policies.2 Before offering such poliCies, the company's actuaries 
would need to consider the characteristics of index-linked assets to 
match the resulting index-linked liabilities.3 
In this example we consider the U.K. government indexed bonds, 
which are commonly called index-linked gilts.4 For simpliCity, we as-
sume that the bond makes annual coupon payments that are based on 
the inflation-adjusted face value of the bond over time. The initial face 
amount is 1,000, coupon interest rate e = 5 percent per annum, and 
time to maturity N = 20 years. The adjustment for inflation is made 
using the annual U.K. Retail Price Index (RPI) with a one year lag. At 
maturity, the redemption value also is adjusted for the realized infla-
tion between the initial indexation year and one year prior to the ma-
turity. We further assume that the bond is currently selling at par (Le., 
P = 1,000). 
Let y be the yield rate for the bond; y can be obtained by solving 
the following bond pricing equation: 
N 
P '" eFt FN 
= t~ (1 + y)t + (1 + y)N (9) 
where Ft is the inflation-adjusted face value at time t. The currentvalue 
of Ft is the last year's face value (Ft-l) adjusted by the lagged inflation, 
Le., 
2Wilkie (1981) presents arguments in favor of inflation-indexed life insurance con-
tracts. 
3 Recently, several countries have started issuing inflation-indexed government 
bonds, that is, securities with yields that rise and fall with inflation. Such bonds provide 
tools for matching index-linked liabilities. For more details of inflation-indexed bonds, 
see Huh (1996). 
4The U.S. version of government indexed bonds is called Treasury Inflation-Protection 
Securities (TIPS), see Roll (1996) and Madsen (1998) for details. 
Chan: Outlier Analysis 165 
(10) 
with Fo = 1,000. 
If the force of inflation is assumed to be static at the 4 percent level 
(Le., It = I = 0.04), the yield rate (y) can be solved analytically as 
y (1 + c)eI - 1 
(1 + 0.05)eO.04 - 1 = 9.285%. 
If It follows an AR(l) process, the distribution of y can be studied 
through simulation. Twenty years of inflation rates are generated us-
ing the fitted AR(l) process in Table 2 (without outlier adjustments). 
Given the inflation rates, the value of y can be solved from equation 
(8). The experiment is repeated 50,000 times. The simulation study is 
also carried out using the fitted AR(l) model after adjusting the outliers 
in Table 2. The empirical distributions of y, under both situations, are 
plotted in Figure 4. After controlling the outliers, actuaries are able to 
obtain a more precise distribution of y. 
Finally, we should emphasize that the sole objective of this exam-
ple is to demonstrate the reduction of the volatility of the yield of an 
inflation-protected bond under traditional pricing methods. We do not 
mean that one should price these bonds using non-risk neutral ex-
pected pricing techniques. Discussions on pricing considerations of 
these index-linked gilts are, however, beyond the scope of this paper. 
6 Inflation Trends 
Following Chan and Wang (1998), we study the inflation trend for 
each country. Periods from starting year (SY) through 1995 are con-
sidered. The starting year is rolled from 1900 to 1971. It creates 72 
periods. The last period 1971-1995 has 25 observations which is the 
minimum for computing reasonable AR(l) estimates. In each period we 
calculate the mean rate of the inflation process (j)) after controlling the 
outliers. We repeat the computation for each country. The results are 
plotted in Figure 5. There is an upward trend in the long-term mean of 
the U.K. inflation process: it climbs from 4 percent to 8 percent. There 
is also an upward trend in the long-term mean of the Australia inflation 
process. 
"'"" OJ 
Frequency OJ 
:; '" w .l>- v. '" .... 00 '" en 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 S· 
'" W .I>- 0 
0 0 0 0 0 0 0 0 0 
:; Vl '" " 00 -5 to -3.8 0 0 0 0 0 0 0 E-o 0 0 0 0 0 0 0 
0 
0 0 0 0 0 0 0 0 !l.l o to 0.64 -5 to -3.8 .... re 
o to 0.64 'I' 'I 'I 'I' 'I' 'I' 'I -2.6to-1.4 P. 
0 
1.28 to 1.92 -1.4to-0.2 
..... 
[Il .... 
1.92 to 2.56 1 to 2.2 
'"I ..... 
C" 
3.2 to 3.84 2.2 to 3.4 S'S = ..... 
3.84 to 4.48 4.6 to 5.8 
!l.l 0 .... := 
5.12 to 5.76 L 0·0 
""-
5.8 to 7 :='""'"r'l 0 s::: 
5.76 to 6.4 '~ ..... .... 
8.2 to 9.4 S'_~ ::s 
7.04 to 7.68 p.><'"1 
~ 
9.4 to 10.6 re ..... re 0 
7.68 to 8.32 ~~~ -., 
11.8 to 13 p.p. » 
8.96 to 9.6 o::I::tI n .... 
9.6 to 10.24 
13 to 14.2 o ~ s::: := .... ~ 
15.4 to 16.6 
p'e .... 
10.88 to 11.52 ::x:: 
jij' 
11.52 to 12.16 IiIIIIIII 16.6 to 17.8 :ci '"'0 r .... 19 to 20.2 0 ~ 12.8 to 13.44 .... n ::r ,...,. 
13.44 to 14.08 20.2 to 21.4 
re (=i' .... I'D ..... -
22.6 to 23.8 
I"l < 14.72 to 15.36 !l.l - 0 C 
~ OJ 
1.0 
1.0 
00 
Chan: Outlier Analysis 
00 r-
q 0 
0 0 
Figure 5 
Inflation Trends 
'-D <r> 
0 0 
0 0 
167 
0 
0 
~ 
'<T M N 
0 0 0 
0 0 0 
168 Journal of Actuarial Practice, Vol. 6, 1998 
The results urge caution the use of 4 percent inflation assumption 
made by some U.K. and Australian actuaries (see, for example, Cooper, 
1997, p. 18; and Knox, 1993, p. 54). On the other hand, inflation trends 
for the U.s. and Canada seem to fluctuate around the 4 percent level. 
7 Conclusion 
This research highlights the importance of outlier analysis for actu-
aries wishing to construct and use stochastic investment models. We 
perform time series outlier analysis on price inflation, which is a driving 
force of most existing actuarial investment models. Several exogenous 
events that have intervened in the inflation dynamics are identified. 
The U.K. outlier-adjusted inflation model is applied to examine the 
distribution of the yield rate of an index-linked gilt. Finally, inflation 
trends are studied. The results question the use of 4 percent inflation 
assumption by some U.K. and Australian actuaries. 
In addition to price inflation, stochastic modeling of interest rates, 
investment yields and other component variables in the Wilkie model 
are also important in a life office (see, for examples, Bragg, 1984; Greeley 
and Leff, 1984; Panjer and Bellhouse, 1980; and Smart, 1977). Actuaries 
are reminded to include outlier analysis as an initial step for modeling 
these variables. 
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this relationship objectively. This study analyses the relationship between an 
individual's final salary immediately prior to retirement and mortality rates 
during retirement. The data used are taken from a large Australian public sec-
tor pension plan. A strong inverse relationship is found, which decreases with 
age. Some of the implications of these results for individual annuity markets 
and public pension policy are discussed. 
Key words and phrases: salary, public pension plan, annuity, pension policy 
*David Knox, Ph.D., is the Foundation Professor of Actuarial Studies and Director 
of the Centre for Actuarial Studies at the University of Melbourne. He has previously 
taught at Macquarie University, Australia and the University of Waterloo, Canada. Pro-
fessor Knox has acted as a consultant to a range of organizations, including life offices, 
merchant banks, and the Australian Federal Treasury. Prior to joining academia, he 
worked for a major life office. He has written and spoken extensively on topics related 
to the development of Australian superannuation during the last decade or so. His 
particular interest is the design features of Australia's retirement income system. Pro-
fessor Knox is currently Vice President of The Institute of Actuaries of Australia and 
was named "Actuary of the Year" in 1996. He is also a member of the Board of the 
Australian Prudential Regulation Authority. 
Professor Knox's address is: Centre for Actuarial Studies, University of Melbourne, 
Parkville, Victoria 3052, AUSTRALIA. Internet address: d.knox@ecomfac.unimelb.edu.au 
t Andrew Tomlin is a research assistant in the Centre of Actuarial Studies. 
Mr. Tomlin's address is: Department of Economics, University of Melbourne, Parkville, 
Victoria 3052, AUSTRALIA. 
*We wish to thank Mr. Peter Agnew of the Australian Government Actuary's Office 
within the Insurance and Superannuation Commission for his work in preparing the 
data for this project. We also acknowledge financial support received from the Aus-
tralian Research Council-Small Grant No. S1194 7411. We also appreciate the comments 
made by the referees. 
173 
174 Journal of Actuarial Practice, Vol. 6, 1 998 
1 Introduction 
Most retirement income plans around the world (whether they be 
public plans, occupational plans, or personal pension plans) provide 
retirees with a lifetime penSion payable, totally or in part, from the 
assets accumulated during the individual's working career. 1 In many 
instances these pensions are paid until the death of the individual re-
tiree or his/her spouse. 
The life expectancies of all pensioners within a particular plan are 
not the same and are affected by a number of factors. There is consid-
erable evidence (see, for example, Carney and Hanks, 1994 and World 
Bank, 1994) that mortality rates are linked to the socioeconomic status 
of the individual, which may be measured by occupation, wealth, life-
time income, education, or a combination of these factors. The specific 
relationships between longeVity and socioeconomic factors are difficult 
to measure due to the lack of longitudinal data. 
The objective of this study is to further our understanding in this 
area by testing the relationship between the mortality rates of retirees 
from a particular pension plan and their pre-retirement salary levels. 
All members of this plan must accept a lifetime pension, so there is no 
opportunity for selection or opting out by those with higher or lower 
life expectancies. This is an important difference from many previous 
studies2 that have considered annuity markets (as a whole) where some 
individual choice (and hence selection) exists in terms of either the level 
or type of the annuity chosen or whether to participate in the market. 
The possible link between socioeconomic status and mortality is 
also important in both the design and equity considerations of public 
pension plans, as these plans have important redistributive functions 
within a society. Some writers (e.g., World Bank, 1994 and Atkinson, 
Creedy, and Knox, 1996) have raised the issue of intragenerational eq-
uity involved in public penSion plans due to the links between an in-
dividual's lifetime income and mortality. As a result, it has been sug-
gested (for example, in the World Bank Report) that the provision of a 
lifetime pension in public retirement income plans may introduce in-
equity, as those with longer lifetimes receive pensions which have a 
present value that exceed the accumulated value of their contributions. 
There are different issues within public and private sector plans. In 
public plans all individuals may be eligible for a penSion that is paid 
from contributions and taxes received from a variety of sources. These 
1 Retirement income plans are called retirement income schemes in some countries. 
2For example, the Continuous Mortality Investigation Reports from the United King-
dom. 
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public arrangements reflect social and political decisions made within a 
particular society at a particular time. Even in these plans, however, it is 
feasible that the presence of differential mortality may lead to financial 
redistribution through the public pension arrangements that works in 
a manner contrary to other principles normally adopted by the society. 
For instance, significant regressivity may occur, whereas progressivity 
is often a feature of tax and social security systems. 
In contrast to public plans, privately purchased individual annuities 
are priced to take into account a number of Significant factors that are 
known to affect mortality and that can be practically used (for exam-
ple, age and gender). There are normally other significant factors (for 
example, ethnicity) that cannot be used for a number of reasons. In 
many cases, this approach means that annuity providers will assume, 
for very good reasons, that selection will occur, thereby making the 
annuity market less attractive to some potential investors. 
In considering both public and personal arrangements, a fundamen-
tal question exists as to the extent and significance of any relationship 
between a socioeconomic factor (say, income) and mortality. If higher 
income individuals have a lower expected mortality rate (and hence 
higher life expectancy), then this factor needs to be considered in the 
design of public pension plans, the funding of occupational pensions 
and, if practical, the determination of annuity prices. Of course, the 
recognition and measurement of such a relationship does not mean 
that there is an easy practical solution in any of these situations to the 
dilemma that differential mortality may present. 
This paper assesses the relationship between pre-retirement salary 
and post-retirement mortality for individuals from a large public sector 
pension plan in Australia, where all members must receive a lifetime 
penSion related to their period of service and final salary. 
2 The Data and Methodology 
2.1 The Data 
An investigation into the links between lifetime income and mor-
tality after retirement requires income data and mortality records for 
many individuals over many years. Ideally, a longitudinal study would 
be conducted comparing lifetime income and post-retirement mortal-
ity. Such records are virtually impossible to obtain, however, as they 
would require detailed recording over a 50, 60, or 70 year period. Fur-
thermore, within the Australian context, most retirement benefits are 
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taken in a lump sum form, so even the mortality experience of pension-
ers is difficult to obtain. With these limitations in mind, this study has 
concentrated on the data available from one of the largest pension plans 
in the country, namely the Commonwealth Superannuation Scheme, a 
pension plan for Australian federal public servants. 
This plan provides a pension rela ted to the member's final salary and 
completed years of service for all members who retired prior to June 30, 
1994. No commutation (substitution) of the employer-funded pension 
is permitted, thus enabling each retiree's final salary to be calculated 
from the current indexed pension and the dates that each individual 
joined and retired from the plan. It may be preferable for the investiga-
tion to use lifetime income. This measure is unavailable. As a proxy for 
lifetime income, the individual's final salary will be used. While this is 
not ideal, it represents an appropriate measure for those who have had 
a reasonable career in the public service. The level of final salary should 
provide a good indication of the level of their lifetime earnings. Manip-
ulation of final salary to improve the individual's pension is unlikely to 
occur in the public sector due to industrial awards. Most of the exist-
ing pensioners are males who have been employed in the public service 
for at least two decades. Naturally, this gender bias among pensioners 
reflects past employment attitudes rather than current practice. 
The raw data for this study are provided by the Australian Govern-
ment Actuary and comprise records on Commonwealth Superannua-
tion Scheme pensioners for the fiscal years ending June 30,1991,1992, 
1993, and 1994. (Invalid penSioners are excluded from the data.) Using 
the data fields relating to the pensioner's date of birth, indexed pen-
sion, date joined plan, date exited plan, and date of death (if relevant), 
a salary at retirement can be determined for each pensioner and a mor-
tality rate calculated for any age or income group. All salaries were 
converted to 1994 dollars. Further details of the methodology used for 
calculating salaries are given in Section 2.2. 
Records of pensioners who retired before the age of 55 are ignored 
as these represent retrenchments where a choice of lump sum pay-
ment or pension was given such that an individual's salary can not be 
calculated. Pensioners with a date of retirement before June 30, 1976 
also are excluded, as their pensions were calculated using a different 
method. Data on widowed pensioners, where a reversionary pension is 
paid on the death of the retired employee, are insufficient for analysis 
of mortality of these pensioners. 
Table 1 summarizes the number of records available for each year. 
To calculate the pensioner mortality rates for each age and income 
Knox and Tomlin: Pensioner Mortality 177 
grouping, the number of deaths and the exposure for each group are cal-
culated (as outlined in the appendix) and summed over the four years. 
Table 1 
Number of Records Available for Investigation 
Fiscal Year Males Females 
July 1, 1990 to June 30, 1991 24,626 5,674 
July 1, 1991 to June 30, 1992 25,886 6,106 
July 1,1992 to June 30,1993 27,417 6,604 
July 1, 1993 to june 30, 1994 28,508 7,107 
Total 106,437 25,491 
Pensioners with an observed annual salary at retirement of more 
than $60,000 are grouped into one income band to obtain sufficient 
numbers of exposed lives and expected deaths for the statistical anal-
ysis. Pensioners with an annual salary of less than $20,000 are consid-
ered likely to have been contributing to the superannuation fund while 
employed in a part-time capacity so that their final salary is unlikely to 
be a true indication of their total lifetime income. This group therefore 
is excluded from the analysis. (The group accounts for less than 2 per-
cent of all males and less than 5 percent of all females.) The number 
of records available for pensioners age 85 and over is negligible, and 
these pensioners also are excluded from the study. 
2.2 Calculating Indexed Pensions 
The data set for each year includes a pension plan ID, the gender, 
date of birth and date of death (if applicable) of the pensioner, the dates 
she/he joined and exited the pension plan, and the pension as indexed 
on July 1 for that year based on the consumer price index movement 
from the previous March to March quarters. 
To determine the total number of lives exposed to the risk of dying 
at each age, the age of each pensioner on July 1 each year in the four 
year period is recorded (age x). The fraction of the year in which the 
pensioner is age x and age x + 1 is calculated. In effect, the census 
method is used to calculate the exposure to risk. The total number of 
lives exposed to the risk of dying at each age (Ex) and the observed 
number of deaths at age x are summed over the four year period for 
each income range and each age group. 
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The pensioner's salary at retirement also is determined together 
with its equivalent value in 1994 dollars. Salaries are adjusted by con-
sumer price index movements in the relevant years to obtain a 1994 
salary figure. A wage index was considered but rejected as there was no 
index available for public servants. During the ten years prior to 1994 
the consumer price index and the movement in average wages were 
both 5.4 percent per annum for the period. Salaries at retirement are 
calculated from the indexed pension according to the following equa-
tion: 
Indexed Pension at July 1 Salary x Benefit Multiple 
x Discount Factor x Indexation 
where: 
• Benefit multiple is determined by a set of accrual rates corre-
sponding to the number of years the pensioner has contributed 
to the pension plan; 
• The discount factors are applied for early retirement; and 
• Salaries are adjusted by the CPI. 
3 The Results 
3.1 Male Pensioners 
Table 2 shows the total years of exposure (E) and the number of 
observed deaths (0) for each age-income group and the resulting crude 
central rates of mortality (M). The number of expected deaths (EXP) 
for each age-income grouping is also shown, based on the experienced 
mortality rate for the particular age group as a whole. 
To check the validity of the results, the calculated mortality rates for 
male pensioners are compared with the corresponding mortality rates 
assumed for male pensioners in the Public Sector and Commonwealth 
Superannuation Schemes in the Australian Government Actuary's re-
port on long-term costs using data to June 1993 (Duval, 1994). 
A 
::l 
0 
X 
!lJ 
::l 
Table 2 0-
Mortality Experience of Male Pensioners 
-l 
0 
50 to 59 Years 60 to 64 Years 65 to 69 Years :3 
Income E 0 M EXP E 0 M EXP E 0 M EXP 
::l 
20,000-30,000 1461.2 8 0.0055 6.1 4515.1 56 0.0124 37.8 7060.8 137 0.0194 109.1 
-0 
(!) 
::l 
30,000-40,000 2560.1 10 0.0039 10.7 6670.3 64 0.0096 55.8 9010.3 154 0.0171 139.2 til o· 
40,000-50,000 2690.4 13 0.0048 11.2 5966.8 47 0.0079 49.9 8008.7 127 0.0159 123.7 ::l 
(!) 
50,000-60,000 1669.0 7 0.0042 7.0 4038.1 27 0.0067 33.8 5710.9 73 0.0128 88.2 ..... 
> 60,000 1454.4 3 0.0021 6.1 3803.8 15 0.0039 31.8 6197.4 65 0.0105 95.7 
~ 
0 ..... 
Total 9835.2 41 0.0042 41.0 24994.2 209 0.0084 209.0 35988.2 556 0.0154 556.0 .... !lJ 
.... 
-< 
70 to 74 Years 75 to 79 Years 80 to 84 Years 
Income E 0 M EXP E 0 M EXP E 0 M EXP 
20,000-30,000 4198.0 157 0.0374 1l0.2 1870.9 112 0.0599 86.2 192.1 16 0.0833 13.8 
30,000-40,000 5943.7 172 0.0289 156.1 2691.3 128 0.0476 124.1 341.0 22 0.0645 24.5 
40,000-50,000 4706.3 94 0.0200 123.6 1913.5 95 0.0496 88.2 242.0 17 0.0702 17.4 
50,000-60,000 3087.2 60 0.0194 88.2 1086.2 30 0.0276 50.1 181.2 16 0.0883 13.0 
> 60,000 4193.9 98 0.0234 95.7 1875.6 70 0.0373 86.4 270.7 17 0.0628 19.4 
Total 22129.1 581 0.0263 581.0 9437.5 435 0.0461 435.0 1227.0 88 0.0717 88.0 
Notes: E = Exposed-to-risk; 0 = Observed number of deaths; M = Crude central mortality rates; and EXP = Expected deaths. 
i-' 
'J 
c.o 
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Although these data are available only for pensioners at quinquen-
nial ages, Table 3 shows that the mortality rates calculated in this study 
are similar to the actuary's assumptions. This result is not surprising, 
as the actuary is likely to have based assumptions, at least in part, on 
the plan's experience. 
Table 3 
Male Pensioner Mortality 
Assumed vs. Actual Results 
Mortality Rates 
Age Assumed Actual 
55 0.004 0.001 
60 
65 
70 
75 
80 
0.007 
0.0l3 
0.023 
0.041 
0.072 
0.005 
0.011 
0.022 
0.041 
0.067 
To test the hypothesis that mortality rates are equal at different 
income levels within a particular age group, the chi-square test statistic 
with 4 degrees of freedom is used. There is strong evidence to suggest 
that mortality rates are not equal at different income levels in the age 
groups 60 to 64 years (p < 0.001), 65 to 69 years (p < 0.001), 70 
to 74 years (p < 0.001), and 75 to 79 years (p < 0.001). The chi-
square statistic is not significant (oc = 0.05), however, for the 55 to 59 
and 80 to 84 age groups. This lack of significance in these two groups 
is likely to be caused by different factors. First, the younger age group 
represents early retirements only, so this group is likely to have its own 
characteristics. Second, there are few data in the older age group. In 
addition, Wilkins, Adams, and Brancker (1989) show that the mortality 
disparities diminish markedly after age 74; it is possible that the lack 
of significance in the older age group also reflects a reducing effect at 
older ages. The likely presence of a selection effect will be discussed 
further in the next section. 
Figures 1 and 2 display the observed mortality rates for the four age 
groups, where there are significant results, and highlight the general 
direction of the relationship between income and mortality rates. These 
graphs do not represent graduated curves but merely link the observed 
values. 
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The data suggest that for male pensioners between the ages of 60 
and 80, mortality is related to income with a trend toward lower mor-
tality rates as income increases. This trend also can be seen from an 
inspection of the age-specific standardized mortality ratios (SMR) for 
each income group in Table 4. The standardized mortality ratio is the 
ratio of observed to expected deaths multiplied by 100. 
As a measure of relative mortality between income levels we also 
can calculate the ratio of the SMR for the lowest income group to the 
SMR for the highest income group. Table 4 shows that the SMR of the 
lowest income level is over twice that of the highest income level for 
male pensioners ages 55 to 64. Although this disparity in death rates 
between high and low income earners is not as pronounced for the 
older age groups, the ratio of SMRs is always greater than one. These 
ratios also have been used in other international studies and therefore 
provide a useful point of comparison. 
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Figure 2 
Mortality Rates by Age 
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3.2 International Comparisons 
The direction of these Australian results agrees with other interna-
tional studies, including a United States national longitudinal mortality 
study conducted under the auspices of the National Institutes of Health 
(Rogot, Sorlie, Johnson, and Schmitt, 1992). This 1979 to 1985 follow-
up mortality study of 1.3 million persons involving twelve census sam-
ple cohorts found that white males age 55 or more exhibited an inverse 
relationship of mortality level with income. The standardized mortality 
ratio in the lowest income bracket was at least twice the standardized 
mortality ratio in the highest income bracket for white men age 55 to 
64 years. 
In Canada a collaborative study by Health and Welfare Canada and 
Statistics Canada (Wilkins, Adams, and Brancker, 1989) was conducted 
based on male residents of Canada's census metropolitan areas in 1986. 
Census tracts within each census metropolitan area were assigned to 
one of five income quintiles according to the proportion of residents 
with low total family income as determined by the national low income 
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Table 4 
Age-Specific Standardized Mortality Ratios (SMR) by Income Level 
With the Income Range Expressed in 1994 Australian Dollars 
Age Groups 
Income 55-59 60-64 65-69 70-74 75-79 80-84 
20,000-30,000 131 148 126 142 130 116 
30,000-40,000 94 115 111 110 103 90 
40,000-50,000 116 94 103 76 108 98 
50,000-60,000 101 80 83 74 60 123 
> 60,000 49 47 68 89 81 88 
Ratio of SMRs for: 
Min:Max Income 2.67 3.15 1.85 1.60 1.60 1.32 
Extreme Values 2.67 3.15 1.85 1.92 2.17 1.32 
cut-off. The Canadian data showed that for males ages 55 to 84 the 
higher the percentage of poor in a quintile, the higher the death rate. 
Figure 3 shows the ratio of the age-specific SMR for the lowest in-
come grouping to the age-specific SMR of the highest income group for 
each of these North American population studies as well as the Aus-
tralian pensioner data for the same age groups. The similarity of the 
ratios, particularly for ages 65 to 84, is remarkable, given the different 
approaches taken. These three studies also confirm the suggestion that 
the income effect decreases with age. 
A more directly comparable study with these Australian results is an 
investigation of the mortality of non-disabled annuitants in the United 
States covered under the Civil Service Retirement System (Virga, 1996). 
For the fiscal years 1988 to 1994 pensioners were pooled into five-year 
age groupings for each of five indexed final salary levels. Mortality rates 
declined significantly as the amount of final salary increased, with the 
differential between the highest and lowest salary levels also declining 
with increasing age. Figure 4 shows the ratio of the mortality rates of 
the annuitants in the lowest salary band (less than $30,000 per annum) 
with the mortality rates for those in the highest salary band (greater 
than $80,000 per annum) and compares them with the corresponding 
Australian age groups. The greater differential in mortality rates found 
for Australian pensioners age 55 to 64 years may reflect the fact that the 
definition of invalidity changed in June 1990, thereby making it harder 
for a person to receive an invalidity pension. Although it is conjectural, 
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Figure 3 
Ratio of Age-Specific SMRs for Three Studies 
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it is possible that this change had a more significant impact on lower 
income earners who retired as normal pensioners in the early 1990s 
and were therefore under age 65 for the period under study. ' 
The most recent study in the United Kingdom was presented in eMI 
Report Number 14 (1995) which notes that for pensioners covered by 
Life Office Pension Schemes: "It will once again be noted that the mor-
tality recorded by reference to 'amounts' is Significantly lighter than 
that recorded by reference to 'lives.' " 
This result is consistent with the other studies, as amounts are likely 
to be related to income. The use of amounts is likely to be a less accu-
rate proxy for socioeconomic factors than income, as a level of choice 
is present at the individual level. Furthermore, an annuity of a given 
amount could result from 15 years service for a final salary of X or 30 
years service and a final salary of 0.5X. In an environment where full 
portability of pensions does not exist and/or some individual choice is 
available, the use of final salary is likely to be a better indicator of the 
individual's socioeconomic position. 
Other international studies have estimated the influence of wealth 
or total assets on mortality despite the difficulties involved in collecting 
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comprehensive and accurate wealth data over a sufficient length of time 
(Attanasio and Hoynes, 1995; Menchik, 1993; Jianakoplos, Menchik, and 
Irvine, 1989). Each of these studies has found that an inverse rela-
tionship exists between wealth and mortality, thereby confirming the 
inverse relationship between mortality and financial well-being. 
Furthermore, the studies from Australia, Canada, and the U.S.A. dis-
cussed above suggest a marked similarity in the experience of the three 
countries and a declining level of differential mortality as age increases. 
This latter result may be considered to be a form of a select period after 
retirement such that the significance of differential mortality reduces 
as the retiree ages. 
The presence of a select period is further confirmed in the u.K. eM! 
Report Number 14 (1995). Table 8.1.4 in this U.K. report shows that the 
ratio of the average pension of all exposed lives to the average pension 
of all deaths decreased steadily from 1.52 for the 61 to 65 age group to 
1.23 for the 76 to 80 age group and then to 1.01 for the 91+ age group. 
3.3 Female Pensioners 
In this study the number of female pensioner records available is 
considerably fewer than the number of male pensioner records. Table 
5 shows the experience and suggests that no consistent trend is evi-
dent across income levels for female penSioners. Test statistics are not 
significant at the 5 percent level for any age group. 
While the evidence from various studies (Rogot et al., 1992; Virga, 
1996; Wilkins, Adams, and Brancker, 1989) indicates that female mor-
tality rates also vary inversely with income level, no such relationship 
is discernible from this, albeit smaller, set of data. One possible reason 
for the lack of a relationship between the level of income and rate of 
mortality for females is that many female pensioners worked during 
a period when the level of household income and/or wealth primarily 
was determined by the income earning capacity of the male member of 
the household. 
It is also interesting to note that in the most directly comparable 
international study (Virga, 1996), there is evidence for differential mor-
tality among female annuitants. The evidence is not as strong as the 
male ratios shown in Figure 4, with the female ratios for age groups 65 
to 69 and 70 to 74 being 1.70 and 1.28, respectively, while the corre-
sponding male ratios are 1.88 and 1.81. 
Table 5 
Mortality Experience of Female Pensioners 
50 to 59 Years 60 to 64 Years 65 to 69 Years 
Income E 0 M EXP E 0 M EXP E 0 M EXP 
20,000-30,000 1683.3 7 0.0042 6.0 4162.4 23 0.0055 24.5 4346.1 43 0.0099 42.8 
30,000-40,000 1074.3 3 0.0028 3.9 2186.6 15 0.0069 12.9 2399.4 20 0.0083 23.6 
> 40,000 584.9 2 0.0034 2.1 1125.3 6 0.0053 6.6 1171.8 15 0.0128 U.5 
Total 3342.5 12 0.0036 12.0 7474.2 44 0.0059 44.0 7917.2 78 0.0099 78.0 
70 to 74 Years 75 to 79 Years 80 to 84 Years 
Income E 0 M EXP E 0 M EXP E 0 M EXP 
20,000-30,000 2000.4 23 0.0115 21.4 550.1 15 0.0273 17.0 30.9 0 0.0000 1.1 
30,000-40,000 1292.7 7 0.0054 13.8 458.2 20 0.0437 14.2 59.1 4 0.0677 2.1 
> 40,000 732.0 13 0.0178 7.8 285.4 5 0.0175 8.8 24.4 0 0.0000 0.9 
Total 4025.1 43 0.0107 43.0 1293.6 40 0.0309 40.0 114.4 4 0.0035 4.0 
Notes: E = Exposed-to-risk; 0 = Observed number of deaths; M = Crude central mortality rates; and EXP = Expected deaths. 
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4 Some Consequences of Differential Mortality 
4.1 Expectation of Life 
One of the consequences of differential mortality is that there will 
be differing life expectancies for individuals of the same age. The ex-
tent of these differences will determine the significance of differential 
mortality for public pension policy, occupational pension funding, and 
the retail annuity market. 
Assuming a uniform distribution of deaths for each year, the expec-
tation of life at age x may be calculated as: 
o ~ lx+n 
ex = 0.5 + L.... -l-' 
n=l x 
To determine the effect of differential mortality on life expectancy, the 
expectation of life is calculated for the following three groups of males 
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pensioners in the study: (i) all male pensioners; (ii) male pensioners with 
a final salary between $20,000 and $30,000; and (iii) male pensioners 
with a final salary over $60,000. Because the data for male pensioners 
over the age of 79 are limited, estimates of mortality rates at these older 
ages are based on th~ assumed mortality rates used in the government 
actuary's report. To find the corresponding age-specific rates for the 
two income groups, the ratio of the particular income group's mortality 
rate for ages 70 to 79 years to the corresponding figure for all income 
groups is determined and averaged over the 10 year age span. This 
differential ratio is reduced in a linear manner from age 75 to become 
1.0 at age 100; this redUCing ratio is used from age 80 onward. As a 
result of this process, mortality rates are calculated for all ages over 80 
for the two income groups with the adjustments in the differential ratio 
allowing for the reducing effect of differential mortality with increasing 
age. 
Table 6 shows the life expectancies for the total group and the two 
income groups. The disparity in mortality rates of male pensioners 
from different income groups means that, as shown in Figure 2, a 75 
year old pensioner in the high income group has approximately the 
same risk of dying as a pensioner age 70 years from the low income 
group. Based on this study, a 65 year old male with a final salary of 
$20,000 to $30,000 has a life expectancy of 15.7 years, while those 
with a final salary of more than $60,000 could be expected to live 18.9 
years. While the differences in life expectancies at a particular age may 
not appear large, they may be Significant for both the funding of occu-
pational pensions and public policy considerations. These results also 
may be relevant with the growing consumer interest in pensions and a 
heightened concern for any systematic bias or inequity in these plans. 
4.2 The Private (Voluntary) Annuity Market 
Differentials in life expectancies can have Significant implications 
for life insurance companies offering individual annuity products in a 
private sector market. The pricing of all insurance products (including 
annuities) takes into account a number of known, practical, and mea-
surable factors that may influence the probability of a claim or, in the 
case of an annuity, the individual's life expectancy. Of course, it is also 
recognized that in some cases the insurer must ignore certain variables 
due to existing social custom, legislation, marketing pressure, or the 
difficulty in obtaining relevant data from the insured. 
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Table 6 
A Comparison of Ufe Expectancies 
For Different Income Levels 
Income Levels 
Age All $20K-$30K > $60K 
60 21.32 19.64 23.45 
61 20.47 18.80 22.58 
62 19.64 18.10 21.64 
63 18.82 17.26 20.70 
64 18.01 16.51 19.85 
65 17.22 15.72 18.88 
66 16.45 14.94 18.01 
67 15.69 14.20 17.17 
68 14.95 13.48 16.32 
69 14.22 12.79 15.54 
70 13.51 12.07 14.75 
71 12.82 11.42 14.04 
72 12.15 10.72 13.39 
73 11.49 10.15 12.70 
74 10.86 9.67 11.98 
75 10.25 9.15 11.31 
76 9.67 8.66 10.66 
77 9.11 8.08 10.05 
78 8.57 7.57 9.55 
79 8.06 7.15 8.97 
80 7.59 6.66 8.16 
Notes: K denotes 1,000s. 
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In terms of annuities for retirees, it may be particularly difficult or 
impractical to obtain appropriate information that enables the insurer 
to estimate the individual's socioeconomic status. Nevertheless, insur-
ers are aware of differential mortality and the selection that occurs in 
the annuity market. 
To further illustrate the effects of differential mortality, the level in-
come stream arising from a life annuity with a present value of $100,000 
is calculated corresponding to the life expectancies experienced by all 
male pensioners and by male pensioners in the highest and lowest in-
come groups. An interest rate of 8 percent per annum is assumed and 
expenses are ignored. Figure 5 shows the level of annual income for 
this given purchase price for entry ages from 55 to 75. The calculated 
income levels are comparable with the immediate annuities currently 
offered by Australian life insurance companies. For example, a male age 
65 years currently can purchase for $100,000 a level income (without 
any guarantee) between $9,804 and $12,136 per annum (Rice Kachor Re-
search, 1996). If the annuity purchasers are primarily high income earn-
ers, the more aggressive life offices offering the higher income streams 
may be exposing themselves to a significant long-term risk. We also 
recognize that there are always many factors that affect market price. 
Within many existing retail annuity markets the insurers assume 
that the expected mortality rates are equivalent for all individuals of 
the same age and gender irrespective of their lifetime income or accu-
mulated wealth. Based on this and other studies, however, it is likely 
that lifetime income levels and/or wealth are important factors in de-
terrnining life expectancies. It is therefore reasonable to expect that, 
on average, lifetime annuities will not be an attractive investment for 
individuals with lower incomes. On the other hand, higher income earn-
ers may find lifetime annuities, where mortality rates may be based on 
some population average together with some allowance for mortality 
improvement, to be an attractive proposition. 
As was noted above, the pricing of annuities by an individual's life-
time income, final salary, or accumulated personal wealth would be an 
extremely difficult, if not impossible, task and could have a significant 
effect on the insurance company's reputation. Nevertheless, without 
some allowance for differential mortality in the pricing of annuities, it 
is reasonable to expect that the purchasers of annuities will experience 
below average mortality rates and that life insurance companies must 
allow for this adverse selection in their pricing processes. 
Knox and Tomlin: Pensioner Mortality 191 
~ 
<1) 
~ 
III 
.0 
. ~ 
-< 
ca 
§ 
-< 
Figure 5 
Annual Level Lifetime Income Purchased for $100,000 
22000 
20000 
18000 
16000 
14000 
12000 
10000 
8000 
55 
Legend 
••••• Final Income AUS$20-30K 
.......... Final Income> AUS$60K " I I 
• 
, , , 
~' .•... 
;' .-
;,; ".". 
;'" ,t" 
-- All Final Income * Max Market Value --+- Min Market Value " , ..... 
", ", . 
;;' ., ..... 
,;,." ....... . 
.,,' .... 
V" " ... 
~.", ........... . 
,.- ,;,,,.. . .......... . 
;;; ..... 
~;' ..... . 
;; .. ","' .. ,.,. 1I •• ,·"f" + 
,.",,,.""",,,.,'""., 
60 65 70 75 80 
Age 
4.3 Public Pension Policy 
There exists an enormous variety of designs within public pension 
plans around the world. In some cases, a universal or means-tested 
age pension is paid from general taxation revenue with no direct link 
to an individual's taxation payments. That is, the size of the pension 
is not related to the individual's earning history. In other cases there 
is a relationship between the individual's pension contributions during 
his/her lifetime and the size of the pension received. In some cases a 
regressive scale exists such that the first tier of contributions results in 
a higher pension payment than subsequent contribution tiers. In other 
words, the rate of return received by the individual is higher for the 
band of contributions linked to lower incomes than for contributions 
related to higher salaries. Such a plan design is generally supported for 
reasons of intragenerational equity. 
It is also important to consider the effects of differential mortality 
on the intragenerational eqUity within public plans. If higher income 
earners have longer life expectancies, then they will receive, on average, 
the public penSion for a longer period of time. The actual effects will 
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depend on the design of each program. If income redistribution is one 
objective of a public pension plan, then the achievement of this goal will 
be reduced and possibly reversed due to the existence of differential 
mortality. 
For instance, in a flat rate universal pension program higher income 
earners will, on average, receive the age pension for an additional pe-
riod (perhaps up to five years) than lower income earners. The possible 
inequity of this result needs to be appreciated. On the other hand, it is 
also important that one aspect of a particular plan should not be con-
sidered in isolation. That is, it may be necessary to review the effects in 
the context of the total taxation system for income and other retirement 
products. For instance, if higher income earners have paid considerably 
higher income taxes during their lifetime and/or pay higher taxes on the 
retirement benefits arising from their occupational and personal pen-
sion plans, it could be argued that the end result is not as inequitable 
as it may appear. 
A different set of circumstances arises where the public pension is 
linked to lifetime earnings and/or contributions. In these cases, the 
higher income earner will be receiving a public pension that is both 
larger and is likely to be paid for a longer period than the lower income 
earner. Again, it is important to consider intragenerational equity is-
sues within the context of all the issues including differential mortality, 
taxation, and government support. 
Equity within public pension plans cannot be defined precisely and 
will vary according to the social and political decisions made by each 
community. Nevertheless, it is essential that the link between lifetime 
income and mortality is acknowledged and considered in the design 
of public plans. Furthermore, as the population gains a better under-
standing of public pension programs, it can be expected that systemic 
equity issues will be increasingly raised. It is therefore important that 
some data that measures the Significance of differential mortality be 
available. 
A related issue for a government's pension policy is linked to any 
legislation that may require the retirement benefit arising from an occu-
pational pension plan to be taken, either wholly or partly, as a lifetime 
pension. The likely outcomes of such a policy are significant subsidies 
from low income earners to high income earners due to the differences 
in the expected longevity of each group. If such an outcome is consid-
ered undesirable, the effects of differential mortality could be amelio-
rated by an alternative pension arrangement. For instance, one possi-
ble solution is for the individual's pension to be paid from an allocated 
or segregated account, possibly with appropriate minimum and max-
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imum limits, to ensure that the funds are preserved for a reasonable 
number of years. On early death the remaining assets could be passed 
to the individual's estate rather than used to support other pensioners. 
Such an arrangement would radically change the nature of a group pen-
sion plan, but it is consistent with recent developments in a number of 
countries and the growing importance of individual responsibility and 
entitlements. Such a development also reduces any intragenerational 
inequity that may arise due to differential mortality. 
5 Conclusions 
There is considerable international evidence suggesting that socioe-
conomic variables affect mortality rates. In practice, this means that 
there exists an inverse relationship between mortality rates and the 
level of lifetime earnings or wealth. The strength of this relationship 
has never been assessed among Australian retirees and has rarely been 
investigated for members of a single occupational pension plan. 
This study, using data from the Australian Commonwealth Super-
annuation Scheme for public servants, shows that there is a significant 
inverse relationship for male pensioners between the individual's final 
salary and their rate of mortality in retirement. The results also con-
firm trends from previous North American and United Kingdom studies 
and suggest that there is a similar relationship between mortality in re-
tirement and pre-retirement income in the United States, Canada, and 
Australia. 
The strength of the relationship between an individual's income and 
mortality has important implications for the pricing of annuities in a 
voluntary private sector market. As income or wealth is not used in an-
nuity pricing due to practical issues, it can be expected that an element 
of adverse selection will occur so that the mortality rates of annuitants 
would be considerably less than the population average. We also sug-
gest that mortality assumptions used for the funding of occupational 
pensions should be adjusted to take into account the socioeconomic 
background of members. 
The presence of differential mortality should be an important con-
sideration in seeking intragenerational equity within public pension 
plans. The implications of pension policy will depend on a number of 
factors, including the design features of the public and occupational 
pension plans, the link between the size of any public pension and 
the level of lifetime contributions, the overall taxation structure, the 
strength of the differential mortality, and the social and political val-
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ues of the society. Hence, there will be no one solution for all circum-
stances. An important outcome of these results is that policy makers 
recognize the existence and impact of differential mortality as they re-
view the design and equity of public pension plans. 
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Using Parametric Statistical Models to Estimate 
Mortality Structure: The Case of Taiwan 
Shih-Chieh Chang * 
Abstract t 
A mixture parametric model is used to analyze the changing pattern of 
Taiwanese mortality from 1926 to 1991. Three different age ranges are mod-
eled as mixtures of extreme value distributions, namely the Weibull, inverse 
Weibull, and Gompertz distributions. The results show a significant improve-
ment of mortality over the years. 
Key words and phrases: mixture, extreme value distribution, Weibull, inverse-
Weibull, and Gompertz 
1 Introduction 
In a recent study of the mortality structure of the 1989 Taiwan Stan-
dard Ordinary Experienced Life Table, Chang (1995) observed that the 
mortality rates followed a parametric mixture model. Further, observ-
ing In(qx) from the published population life tables of Taiwan that were 
constructed between 1926 and 1991, a clear pattern emerges; see Fig-
ures 1 and 2. 
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Figure 1 
Taiwanese Male Mortality Patterns From 1926 to 1991 
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Figure 2 
Taiwanese Female Mortality Patterns From 1926 to 1991 
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Figures 1 and 2 show similar mortality patterns for both male and 
female populations. The mortality rates appear to have three humps. 
These humps can be described by a parametric mixture model. The 
early life tables (constructed between 1926-1930 and 1936-1940) show 
a pattern of higher mortality rates. This was due, in part, to the effects 
of World War II and lack of adequate medical care in Taiwan's early 
years. 
Parametric modeling is an important technique often used in the 
graduation of mortality rates; see, for example, Tenenbein and Van-
derhoff (1980), Heligman and Pollard (1980), Wetterstrand (1981), Siler 
(1983), Renshaw (1991), Carriere (1992, 1994), Haberman and Renshaw 
(1996), and Yuen (1997). These authors have shown that parametric 
models provide an excellent means to understand a population's mor-
tality structure. 
A brief summary of advantages of using parametric models is listed 
below: 
• Factors that influence (do not influence) mortality can be added 
(removed) from the model; 
• If the results are not consistent with the proposed model, the 
model can be revised until it produces reasonable results; 
• The resulting mortality rates form a smooth progression; 
• Under certain loss criteria in the parameter estimation a general 
law of mortality can be obtained; and 
• The final and most important advantage is the ability to forecast 
future mortality rates. l 
2 Constructing the Parametric Model 
The Taiwanese population mortality rates from 1926 to 1991 can be 
placed into three distinct subgroups that account for the major propor-
tion of deaths: 
• The infant population (ages 0-3); 
• The adult population (ages 18-64); and 
• The elderly population (ages 65 and over). 
1 A discussion of time trends, modeling, and forecasting can be found in Renshaw, 
Haberman, and Hatzopo!ous (1996). 
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Each of these population subgroups can be modeled by a distinct prob-
ability distribution. By combining these distributions, a finite mixture 
model can be used to analyze the entire population mortality rates. 
Heligman and Pollard (1980) propose an eight-parameter model con-
taining three distributions that fits Australian mortality rates. Carriere 
(1992 and 1994) uses a mixture of extreme value survival functions to 
model population mortality rates for a U.S. life table. 
The parametric model is constructed as follows: 
Step 1: Several well-known parametric statistical distributions, such 
as the Gompertz, Weibull, and inverse Weibull distributions, 
are chosen to see if they fit the mortality data. From Chang 
(1995), mixtures of these distributions have generated satis-
factory results in estimating the Taiwanese life table. 
Step 2: Simple graphical techniques are used to select the appropri-
ate form of parametric distributions. For example, plots of 
In(tlx) vs x are examined, where tlx is the estimate of force of 
mortality at age x. If the plot appears to show a straight line, 
the Gompertz distribution might be appropriate to model the 
mortality data. If the pattern is shown to be a straight line 
in plots of In(tlx) vs In(x) the Weibull distribution might be 
a better candidate. See Elandt-Johnson and Johnson (1980, 
Chapter 7) for more details on the use of such plots. 
Step 3: Choose a base time point (t = 0) from which time is measured 
(in years). In this case we set January 1, 1926 as t = o. 
Step 4: For t = 1,2, ... , let sdx) ~ 0 denote the survival function at 
t. We assume that sdx) is a mixture ofn component survival 
functions, i.e., 
n 
sdx) = I PitSit (x) for t = 1,2,... (1) 
i=l 
where, for i = 1, 2, ... ,n, Sit (x) ~ 0 is the ith component 
of the survival function, and Pit ~ 0 is the ith component 
mixing probability. Note that 
n 
I Pit = 1. 
i=l 
Step 5: The mixing probabilities and the parameters of each compo-
nent Sit (x) are estimated using statistical techniques. 
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For i = 1,2, ... ,n, let eit denote the vector used to describe the 
parameters in Sit (x), i.e., 
Sit(X) = Sit (x I eit )· (2) 
Once the eitS are estimated, Carriere's (1994) select and ultimate para-
metric model is used to express eit as a function of t, i.e., 
eit = eiO + Wioo - eiO) (1 - exp( -aitbi)) , ai > 0, bi > ° (3) 
where ai and bi are parametric constants that influence the rate of 
convergence (as t - 00) of eit to eioo • Equation (3) specifies the non-
linear relationship between the respective elements of the vector of 
parameters and year. 
Let et = Wlt, ... , end and Pt = (Plt, ... ,Pnt) denote the vectors of 
parameters used to define St(x). The proposed parametric model is: 
n 
s(x I et,pt) = L Pit Sit (x I e it ), 
i=l 
which characterizes a general surface of the mortality rates. 
(4) 
Also, S (x I et , Pt) can be regarded as a generalization of the model 
proposed by Wetterstrand (1981), who uses a Gompertz distribution 
(with year considered as a covariate) to analyze the mortality data. 
3 The Life Tables Used and the Model 
3.1 The Life Tables Used 
The population life tables used are those published by the Taiwanese 
Department of Statistics, Ministries of Interior up to 1994. These tables 
are summarized in Table l. 
Though a life table may be released in a certain year, the table usually 
spans several years. For the purposes of this paper, a single year is 
assigned to each table. So, for the rth table releases since 1926, let tr 
denote the value of t assigned to the table. 
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Table 1 
Taiwanese Ufe Tables 
Release Collection Release 
Order (r) tr Period Date 
1 1926 1926-1930 1936, November 
2 1935 1935-1940 1947, June 
3 1956 1956-1958 1965, September 
4 1966 1966-1967 1972, June 
5 1970 1970-1971 1977, September 
6 1975 1975-1976 1982, June 
7 1980 1980-1981 1992, June 
8 1990 1990-1991 1994, December 
3.2 The Model 
This study uses a model with three components (n = 3), each com-
ponent being an extreme value distribution with a location parameter 
mit and dispersion parameter (Tit. Thus Bit = (mit, (Tit)· 
For the ith component at time t, the force of mortality J.lit(x), sur-
vival function Sit(x), and probability density function fit (X) are sum-
marized below: 
Infants: The infant population (ages 0-3) is denoted by i = 1. This 
population is modeled as a Weibull distribution with parameters 
mIt > 0 and (TIt > 0: For x ~ 0, 
!!!.It -1 
1 (X)"Jt 
(TIt mIt 
SIt (x) exp [- (:J~ J. 
fIt (X) = _1 (~) !fitf--1 exp {_ (~)!fitf-}. 
(TIt mIt mIt 
Adults: The adult population (ages 18-64) is denoted by i = 2. This 
population is modeled as an inverse Weibull distribution with pa-
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rameters m2t > 0 and 0"2t > 0: For x ;::: 0, 
/12t (x) 
1 
( ) -~-l X "2t IT2t m2t 
S2t(x) 
f2t(x) 
Elderly: The elderly population (ages 65 and over) is denoted by i = 
3. This population is modeled as a Gompertz distribution with 
parameters m3t > 0 and 0"3t > 0: For x ;::: 0, 
/13t (x) 1 (X - m3t) -exp , 
0"3t 0"3t 
S3t (x) ( ~ ~) exp e - <T3t - e a:Jt , 
!3t (x) 1 (X - m3t _~ x-m
3t ) - exp + e <T3t - e <T3t • 
0"3t 0"3t 
Finally, let 
,(it) lllo-x Sit (x + Y)d 
e . = Y x.llO-xl 0 Sit (x) (5) 
denote the partial expectation of the future lifetime of a person between 
ages x and 110 - x with survival function following Sit(x). Because 
the tail probabilities of the Weibull distribution decrease to 0 slowly as 
x - 00, we choose the temporary complete life expectancy truncating 
at the limiting age at 110 instead of the complete future lifetime. For 
human lives, there have been few observations of age at death beyond 
110; see, for example, Bowers et al., (1997, p. 86). 
3.3 The Loss Function 
In order to determine the parameters that best fit the data, a non-
negative loss function, It (e t , Pt ), is used to measure adequacy of the es-
timation. The loss function is based on the sum of squared deviations. 
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The parameter estimates are determined by minimizing the combined 
loss function. 
Let w denote the highest age in the population life table; qX,t denote 
the observed mortality rate at age x and time t; iix,t (ed denote the 
fitted mortality rate at age x and time t; and WX,t denote the weight 
assigned to age x and time t. In addition, let T denote the set of years 
assigned to the population life tables. From Table 1, the elements of T 
are tl, ... , t8. 
The loss function at time t, L t and the combined loss function, L, 
are given by 
L 
w-I 
L wx,tCiix,t(ed - qx,t)2, 
x=O 
L LtC(h,Pt). 
tET 
(6) 
(7) 
Specifically, the weight function WX,t = 1 / q~,t is used in equation (6).2 
This weight function leads to the following loss function: 
(8) 
The minimization equation is: 
minL = L LtCBt, Pt) 
tET 
subject to I.~=I Pit = 1 for t E T, mit > 0, (Tit > 0 for i = 1,2,3 and 
t E T. In the minimization process only the data between ages 0 and 90 
are used because data over age 90 are difficult to obtain. Thus w = 90. 
4 The Results 
The computations in this paper were done using the software S-PLUS, 
which incorporates the S system developed at AT&T Bell Laboratories. 
Two basic references to S-PLUS are Becker, Chambers, and Wilks (1988) 
(for the programming aspects) and Chambers and Hastie (1992) (for the 
statistical modeling aspects). 
2It is usual to use Wx,t = 1/ a;,t instead. So using WX,t = 1 / q~,t implies a; is 
proportional to q~, Le., a constant coefficient of variation across age. 
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Table 2 
Taiwan Male Population: Component 1 
Estimates for Parameters and Partial Expectations of Ufe 
r Period Pl,tr ml,tr (JI,tr 
,(l,tr) 
eo:TIOl 
,(l,tr) 
eI8:921 
, (l,tr ) 
e65 :4Sl 
1 1926-30 0.2727 0.98 1.41 1.25 3.61 5.18 
2 1936-40 0.2610 1.09 1.54 1.37 3.68 5.20 
3 1956-58 0.0817 1.18 1.96 1.77 6.49 10.02 
4 1966-67 0.0438 1.46 3.16 3.39 16.27 21.73 
5 1970-71 0.0334 1.43 3.52 4.38 22.47 26.26 
6 1975-76 0.0232 1.51 3.40 3.80 18.41 23.43 
7 1980-81 0.0213 2.84 7.21 8.48 31.34 30.46 
8 1990-91 0.0123 3.40 7.87 8.43 28.34 28.85 
4.1 The Male Populations 
Tables 2 to 4 present the parameter estimates and the partial ex-
pectations of life for the Taiwanese male population. The information 
in these tables is rearranged and displayed in Figures 3 through 8. In 
Table 2, the mixing probabilities Pl,t decrease rapidly as t increases, 
while ml,t and (JI,t increase as t increases. Table 2 shows that the ef-
fect on the mortality rates from the infant population has diminished 
over time because Pl,t decreases from 27.27 percent to 1.23 percent. 
Table 3 shows that P2,t decreases from 3.54 percent to 2.16 percent 
gradually, while m2,t and (J2,t have shown no pattern over the years. 
In Table 4, P3,t shows a linear increasing trend from 69.19 percent to 
96.61 percent over the years. In contrast, m3,t has increased from 61.87 
to 79.86. There is no pattern for (J3,t. 
Figures 3 to 5 provide a better view of the parameter changes over 
the years. Figure 3 shows the mixture probabilities (Pi,t), Figure 4 shows 
the location parameters ( mit), and Figure 5 shows the dispersion pa-
rameters. Notice that the Pi,t are decreasing by years in the infant popu-
lation; are steady in the adult population; and, in the elderly population, 
increase to what appears to be their asymptotic values. In general, mit 
and (Ji,t have a tendency to increase both in the infant population and 
the elderly population, while mi,t remains level from about age 25 in 
the adult male population. 
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Table 3 
Taiwan Male Population: Component 2 
Estimates for Parameters and Partial Expectations of Life 
r Period P2,tr m2,ty 0"2,tr 
o (2,tr) 
eo:TIOi 
o (2,tr ) 
e18:921 
o (2,tr ) 
e65 :451 
1 1926-30 0.0354 25.20 6.61 31.15 13.55 17.96 
2 1936-40 0.0322 23.47 6.43 29.39 12.37 18.54 
3 1956-58 0.0275 25.96 12.19 38.97 23.96 26.44 
4 1966-67 0.0284 25.47 9.63 35.31 19.02 23.27 
5 1970-71 0.0280 27.13 11.34 38.80 22.50 24.82 
6 1975-76 0.0294 26.41 11.64 38.62 22.94 25.55 
7 1980-81 0.0234 24.45 8.64 33.16 16.90 22.24 
8 1990-91 0.0216 23.58 8.01 31.59 15.49 21.64 
Table 4 
Taiwan Male Population: Component 3 
Estimates for Parameters and Partial Expectations of Life 
r Period P3,tr m3,tr 0"3,tr 
o (3,tr ) 
eo:TIOi 
o (3,tr) 
e18:921 
o (3,tr ) 
e65:451 
1 1926-30 0.6919 61.87 16.60 53.96 38.06 8.69 
2 1936-40 0.7068 63.93 15.61 56.10 39.77 8.88 
3 1956-58 0.8908 72.59 11.31 66.18 48.53 10.30 
4 1966-67 0.9278 75.61 10.68 69.51 51.72 11.67 
5 1970-71 0.9386 76.14 10.83 70.22 52.44 12.23 
6 1975-76 0.9474 77.33 10.82 71.14 53.35 12.79 
7 1980-81 0.9553 77.98 10.99 71.70 53.91 13.27 
8 1990-91 0.9661 79.86 11.49 73.30 55.53 14.70 
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Figure 3 
Mixture Probabilities for Taiwanese Male Tables 1926-1991 
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Figure 4 
Location Parameters for Taiwanese Male Tables 1926-1991 
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Figure 5 
Dispersion Parameters for Taiwanese Male Tables 1926-1991 
18.00 
16.00 
14.00 -
12.00 
10.00 -
8.00 -
6.00 
4.00 
2.00 -
0.00 
1920 1930 1940 1950 1960 1970 1980 1990 
Year 
The partial expectations of life for the male population in Table 2 
to Table 4 have shown increasing trends over the years both in com-
ponent 1 and component 3, while the same pattern does not appear in 
component 2. Table 4 displays that the partial expectations of life in 
component 3 increase gradually from 53.96 to 73.30 at age 0; 38.06 to 
55.33 at age 18; and 8.69 to 14.70 at age 65 . 
Figures 6 through 8 compare the partial expectations of life over the 
years with each component. In component 1, it has shown an increasing 
trend indicating that the future lifetime is increasing at different ages. 
This increasing pattern in component 3 has explained the aging pattern 
in Taiwan, while the pattern in component 2 is not clearly shown. 
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Figure 6 
eo:IiOl for Taiwanese Male Tables 1926-1991 
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Figure 8 
e6S:451 for Taiwanese Male Tables 1926-1991 
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The parameter estimates for Taiwanese females are listed in Tables 
5 to 7 and displayed in Figures 9 through 14. 
The results for females are largely similar to those for males, espe-
cially for the infant and elderly populations. In contrast to the results 
obtained for the males, however, m2,t and (J'2,t for the female popula-
tions are more unstable. Notice that m2,t has increased in the 1975-
1976 table, then decreased in the 1990-1991, and (J'2,t shows the same 
pattern; (see Figures 9 to 11).3 
Like the male population, the partial expectations of life for the fe-
male population in Tables 5 to 7 also show an increasing trend over the 
years in components 1 and 3 and, to a lesser extent, in component 2. 
4.3 Parameter Asymptotics 
Notice that the population life tables in 1926-1930 and 1936-1940, 
which were constructed before and during World War II, yield signif-
3This pattern may be due to the change in the socioeconomic status of women. Fur-
ther analysis is needed to explore this. 
212 Journal of Actuarial Practice, Vol. 6, 1998 
Table 5 
Taiwan Female Population: Component 1 
Estimates for Parameters and Partial Expectations of Ufe 
Period (TUy 
, (l,ty) , (l,ty) e (l,ty) r PUy mUy eo:TIOl e18:921 65:451 
1 1926-30 0.2756 1.24 1.97 1.75 5.85 8.85 
2 1936-40 0.2549 1.33 1.99 1.77 5.15 7.45 
3 1956-58 0.0817 1.35 1.84 1.64 3.85 5.27 
4 1966-67 0.0388 1.29 2.04 1.82 5.93 8.93 
5 1970-71 0.0272 1.14 2.12 2.01 9.02 14.01 
6 1975-76 0.0186 1.22 1.71 1.52 3.89 5.46 
7 1980-81 0.0153 1.36 2.85 2.97 14.29 20.01 
8 1990-91 0.0124 4.59 11.57 12.16 36.38 32.31 
icantly higher mortality than the other tables for both males and fe-
males. So, to determine the parameters that fit equation (3), we only 
consider the estimates from the life tables after 1940 (to obtain more 
consistent results). The parameters of equation (3) are estimated using 
NLMIN, the nonlinear optimization procedure in S-PLUS.4 The estimates 
and asymptotes (as t ~ (0) are given in Table 8. 
The Kolmogorov-Smirnov goodness-of-fit test is used with the null 
hypothesis that the distributions of these two samples are the same.5 
The critical value for Dn with a 5 percent significance level is approx-
imately 1.36/.J§O = 0.14335. The Dns for the fitted model are sum-
marized in Table 9. Because the Dns are less than 0.14335, the results 
again support the use of the mixture parametric model to fit the popu-
lation mortality rates. 
4 NLMIN is based on a quasi-Newton method using double dogleg step with BFGS 
secant update to the Hessian. For more details, see DenniS, Gay, and Welsch (1981) and 
Dennis and Mei (1979). 
5The Kolmogorov-Smirnov goodness-of-fit statistic (Dn) is defined as 
Dn = sup [I s(x) - sn(x) I] 
O:;;x:;;89 
where n is 90. See Hogg and Klugman (1984) or Hogg and TaniS (1983) for a detailed 
discussion on this statistic. 
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Table 6 
Taiwan Female Population: Component 2 
Estimates for Parameters and Partial Expectations of Ufe 
r Period P2,tr m2,tr 0"2,tr 
o (2,tr ) 
eo:TIOl 
o (2,tr ) 
e18:921 
o (2,tr) 
e65 :451 
1 1926-30 0.1068 27.08 10.61 37.85 21.20 23.87 
2 1936-40 0.0914 26.58 11.12 38.10 22.00 24.80 
3 1956-58 0.0582 33.49 21.39 52.89 37.78 31.14 
4 1966-67 0.0537 39.44 29.48 60.94 45.75 33.46 
5 1970-71 0.0385 40.34 30.74 42.87 24.87 6.61 
6 1975-76 0.0376 43.48 38.93 66.01 51.84 35.60 
7 1980-81 0.0211 33.31 22.43 53.45 38.93 31.79 
8 1990-91 0.0197 32.80 19.94 51.39 36.04 30.46 
Table 7 
Taiwan Female Population: Component 3 
Estimates for Parameters and Partial Expectations of Ufe 
r Period P3,tr m3,tr 0"3,tr 
o (3,tr ) 
eo:TIOl 
o (3,t r ) 
e18:921 
o (3,tr ) 
e65 :451 
1 1926-30 0.6176 70.62 14.49 62.84 45.83 11.12 
2 1936-40 0.6537 71.71 13.52 64.29 47.03 11.09 
3 1956-58 0.8601 77.38 10.89 71.16 53.36 12.85 
4 1966-67 0.9075 79.14 10.04 73.37 55.49 13.61 
5 1970-71 0.9343 79.92 10.07 74.13 56.24 14.14 
6 1975-76 0.9454 81.17 9.78 75.54 57.63 14.90 
7 1980-81 0.9659 82.14 9.92 76.43 58.52 15.64 
8 1990-91 0.9679 83.57 9.40 78.15 60.20 16.54 
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Table 8 
Parameters from the Nonlinear Estimation 
Parameter 1956-58 Asymptote a 
P3,t (%) (female) 77.38 85.64 0.0072 
m3,t (female) 86.01 97.02 0.0115 
m3,t (male) 89.07 99.10 0.0571 
Table 9 
Kolmogorov-Smirnov Statistic Dn 
Year Male Female 
1926-30 0.00835 0.012511 
1936-40 0.00272 0.012900 
1956-58 0.00139 0.006344 
1966-67 0.01995 0.002678 
1970-71 0.00732 0.004283 
1975-76 0.00204 0.004531 
1980-81 0.00618 0.003248 
1990-91 0.01338 0.005294 
5 Closing Comments 
b 
1.50 
1.69 
0.91 
Extreme value distributions are the underlying distributions of the 
parametric nlixture model used to analyze the mortality structure in 
Taiwan from 1926 to 1991. This approach provides a more detailed 
model to understand the changing mortality pattern over the years and 
may form a better basis for projecting future mortality rates. 
The nlixture model points out the different patterns of mortality 
between Taiwanese male and female populations in different age com-
ponents. The gender differences may be explained by the different so-
cioeconomic roles men and women play in Taiwanese society. 
Further research is needed to apply these results to premium and 
reserve calculations and to construct appropriate parametric models 
that include the effects of specific demographic impacts on mortality. 
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Figure 9 
Mixture Probabilities for Taiwanese Female Tables 1926-1991 
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Figure 11 
Dispersion Parameters for Taiwanese Female Tables 1926-1991 
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A Frailty Model for Projection of Human Mortality 
Improvements 
Shaun S. Wang* and Robert L. Brownt 
Abstract* 
Based on the everyday observations that individual human beings vary sig-
nificantly in their capacity to combat death, we adopt a so-called frailty model 
of human mortality. This frailty model assumes that each individual in a given 
population is endowed with his or her own frailty index, r, which remains con-
stant for life. In addition, we assume that the individual's force of mortality 
(hazard rate function) at age x, /Jx(r), satisfies /Jx(r) = r/Jx where /Jx is the 
population's base force of mortality at age x. Given the probability distribution 
of the frailty index among the newborns in the population, an expression is 
given for the distribution of the frailty index among the survivors reaching age 
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x in the population. Finally, assuming that (i) the rate of mortality improve-
ment for any age is proportional to the average frailty level of the indiViduals 
at that age, (ii) a gamma distribution for the frailty index, and (iii) a Gompertz 
form for the population's base force of mortality, we graduate (smooth) the ob-
served mortality improvement factors in the published Society of Actuaries' 
GAR-94 Table. 
Key words and phrases: force of mortality, hazard rate, gamma distribution, 
Gompertz law 
1 A Review of Actuarial Mortality Projection 
Throughout most of the twentieth century (except during periods of 
famine, war, and other civil strife), there has been a long and consistent 
trend of mortality improvement. Lancaster (1990, Chapter 3.6, Table 
3.6.1) shows the persistent decline in the overall mortality in several 
western countries. The reason for this decline is largely because of 
improvements in public health, improvements in the production and 
distribution of food, and advances in medicine and technology. 
Interestingly, Vaupel and Yashin (1987, pp. 123) note that progress 
in reducing mortality can be conceived in two ways. Demographers 
generally view mortality change as change in the force of mortality and 
associated life table statistics for a population. Most relative layper-
sons, on the other hand, especially physicians and other health and 
safety personnel, perceive a reduction in mortality as being achieved 
by saving the lives of individuals faced with death. A demographer 
might report that the force of mortality at age fifty among U.S. males 
was cut in half from 1900 to 1980, from 1.6 percent to 0.8 percent. 
A public health specialist might focus attention on the lives that were 
saved in 1980 compared with 1900 because of new surgical and medi-
cal procedures, the introduction of penicillin, polio vaccines, and other 
pharmaceuticals, better nutrition and sanitation, improved automotive 
safety, a decrease in cigarette smoking, faster and more effective am-
bulance service, and so on. 
Actuaries, like demographers, generally view mortality change as 
change in the force of mortality and associated life table statistics for a 
population. In fact, the projection of mortality improvement has been 
an important subject to actuaries. For example, in the first issue of the 
Transactions of the Society of Actuaries Jenkins and Lew (1949) give a 
lengthy discussion on this subject. Over the past few decades, vari-
ous methods have been suggested by actuaries and demographers to 
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project age-specific mortality rates. Pollard (1987) gives an excellent 
review of these methods. We only summarize methods adopted by ac-
tuaries in North America and the United Kingdom in the projection of 
future mortality rates. 
1.1 The American Approach 
The Society of Actuaries 1994 Group Annuity Reserving Table (GAR-
94) 1 has adopted a generation life table approach to project mortality 
improvement. 
Let qI be the mortality rate observed at age x in calendar year z. 
Mortality improvement implies that the mortality rates for age x in 
future years form a non-increasing sequence in z. In the GAR-94 Table 
this implies that: 
Let AAI denote the annual improvement factor in the mortality rate for 
age x from calendar year z to z + 1, i.e., 
z+l 
AA~ = 1- q\ . 
qx 
The GAR-94 Table assumes that at each age the AAI = AAx , a constant, 
as z increases: 
q1995 q1996 q1997 
1994 = 1995 = 1996 = ... = 1 - AAx. 
qx qx qx 
(1) 
To produce the mortality rate for a person age x in year (1994 + n), the 
following formula is used: 
(2) 
To assist in mortality projections using equation (2), the Society of 
Actuaries published the 1994 mortality rates as the base table, coupled 
with the improvement factors AAx. Some values of qx and AAx for 
IThe 1994 Group Annuity Mortality Table and the 1994 Group Annuity Reserving 
Table are published by the Society of Actuaries Group Annuity Valuation Table Task 
Force in Transactions of the Society of Actuaries, 47 (1995): 865-913. 
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males at ages x = 50, ... ,99 are listed in Table 1 (where the values of 
qx contain no margin). Specifically, Table 1 is an extract of the Society of 
Actuaries 1994 Group Annuity Reserving Table (the SOA GAR-94 Table) 
with: (i) base mortality rates qx, (ii) improvement factors AAx , and (iii) 
implied rate of improvement Ex. 
1.2 The British Approach 
Based on the mortality experience in the United Kingdom, British 
actuaries have developed a more sophisticated method of projecting 
mortality.2 Using the 1980 mortality rates as the base table, continuing 
improvement in mortality beyond 1980 is modeled as: 
q~ = q1980 {a(x) + [1- a(x)](O.4)Z-~680}, 
where z is the calendar year, and 
Note that 
and 
{ 
0.5, 
x-10 
a(x) = 1100' 
x < 60 
60::s; x::s; 110 
x> 110. 
lim qZ = a(x)q1980, 
z-oo x x 
z+I-1980 
AAz = 1 _ a(x) + [1 - a(x)](0.4)-2-0-
x z-\980 
a(x) + [1- a(x)](O.4)------ZO 
is a decreasing function of z. 
(3) 
(4) 
(5) 
Equation (3) has three characteristics: (i) mortality improvement de-
clines with advancing age; (ii) the mortality rate declines exponentially 
with the passage of time to a long-term limiting value; and (iii) the mor-
tality improvement exhibits a decelerating trend. 
2See Continuous Mortality Investigation Bureau (CMIB). "Standard Tables of Mortal-
ity Based on the 1979-82 Experiences." Continuous Mortality Investigation Reports, 10 
(1990): 1-138. 
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Table 1 
Excerpt of the Society of Actuaries' 
Male 1994 Group Annuity Reserving Table (SOA GAR-94) 
x qx AAx Ex x qx AAx Ex 
50 0.002773 0.018 0.01802 75 0.040012 0.014 0.01429 
51 0.003088 0.019 0.01903 76 0.043933 0.014 0.01431 
52 0.003455 0.020 0.02003 77 0.048570 0.013 0.01332 
53 0.003854 0.020 0.02004 78 0.053991 0.012 0.01234 
54 0.004278 0.020 0.02004 79 0.060066 0.011 0.01134 
55 0.004758 0.019 0.01904 80 0.066696 0.010 0.01035 
56 0.005322 0.018 0.01805 81 0.073780 0.009 0.009351 
57 0.006001 0.017 0.01705 82 0.081217 0.008 0.008346 
58 0.006774 0.016 0.01605 83 0.088721 0.008 0.008380 
59 0.007623 0.016 0.01606 84 0.096358 0.007 0.007364 
60 0.008576 0.016 0.01607 85 0.104559 0.007 0.007398 
61 0.009663 0.015 0.01507 86 0.113755 0.007 0.007437 
62 0.010911 0.015 0.01508 87 0.124377 0.006 0.006414 
63 0.012335 0.014 0.01409 88 0.136537 0.005 0.005384 
64 0.013914 0.014 0.01410 89 0.149949 0.005 0.005427 
65 0.015629 0.014 0.01411 90 0.164442 0.004 0.004380 
66 0.017462 0.013 0.01311 91 0.179849 0.004 0.004422 
67 0.019391 0.013 0.01313 92 0.196001 0.003 0.003351 
68 0.021354 0.014 0.01415 93 0.213325 0.003 0.003389 
69 0.023364 0.014 0.01416 94 0.231936 0.003 0.003432 
70 0.025516 0.015 0.01519 95 0.251189 0.002 0.002319 
71 0.027905 0.015 0.01521 96 0.270441 0.002 0.002350 
72 0.030625 0.015 0.01523 97 0.289048 0.002 0.002383 
73 0.033549 0.015 0.01525 98 0.306750 0.001 0.001207 
74 0.036614 0.015 0.01528 99 0.323976 0.001 0.001224 
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1.3 The Frailty Approach 
Most actuarial and demographic techniques for projecting mortality 
rates are based on the extrapolation of past mortality rates. Few mathe-
matical formulations are based on the underlying biological mechanism 
of mortality improvement. 
Traditional life table methods, after accounting for factors such as 
race, gender, and smoking status, implicitly assume that the popula-
tion is homogeneous, an assumption that is usually unrealistic. Empir-
ical evidence shows that the following factors significantly affect mor-
tality rates: genetics, economic status, education, marital status, and 
lifestyle. If mortality is not classified according to these additional risk 
factors, then the group's mortality characteristic will be heterogeneous. 
For practical reasons not all of the above risk factors are usually in-
cluded in mortality estimates. Thus, it is important to examine the con-
sequences of heterogeneity when interpreting observed mortality rates 
and mortality improvements (Vaupel et al., 1979; Hougaard, 1991). A 
formal mathematical account of the treatment of heterogeneity can be 
found in Hougaard (1984,1995) and the text of Namboodiri and Suchin-
dran (1987). 
Vaupel et al. (1979) propose a frailty model to study the effect of 
heterogeneity on cohort mortality rates.3 In their model, each individ-
ual in a given population is endowed with his or her intrinsic frailty 
index, r, which is assumed to remain constant for life. An individual 
age x with frailty index r has force of mortality (hazard rate function), 
Ilx(r), which is assumed to satisfy 
Ilx(r) = rll(x) (6) 
where Ilx is the population's base force of mortality at age x. Weak 
(strong) individuals are associated with high (low) values of r. 
2 Measurement of Mortality Improvement 
To facilitate an easier discussion of mortality improvements, the 
following notational style is used: 
3This frailty model can be viewed as a special version of the Cox (1972) proportional 
hazard model in the context of an unobserved covariate. Norberg (1989) uses a propor-
tional hazard model for the heterogeneity in group life insurance. Two early actuarial 
applications of the frailty model that merit mentioning are Redington (1969) where 
there is a range of sample calculations, and Beard (1971) where the Gamma-Gompertz 
model is analysed. 
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• x denotes the current age and is placed at the right subscript; 
• z denotes the current calendar year and is placed at the right su-
perscript; 
• A bar (-) placed on top of a quantity indicates that it is for a group 
of individuals; and 
• A hat () placed on top of a quantity indicates that it is the esti-
mated or observed value. 
For example, fJ.~ represents the estimated or observed hazard rate for 
an individual at age x, at calendar time z. 
Customary measures of progress in mortality consider only changes 
in mortality rates q~ over different calendar years. Vaupel et al. (1979) 
argue that this may not be the most informative measure for mortal-
ity improvement. Instead of measuring progress in terms of mortality 
rates, Vaupel et al. state that it may be more appropriate to measure 
such progress in terms of the hazard rate (force of mortality) for stan-
dard individuals. Vaupel et al. (1979) give two main reasons: 
1. For the frailty model of equation (6), the ratio of the Ji'S measures 
mortality progression at any level of frailty because the ratio is 
independent of r: 
Ji~+n(r') 
JiYc(r') . 
However, this is not true for the ratio of the q's, i.e., the ratio 
depends on r: 
2. In youth and middle age, when Jix and qx are close to zero, Jix 
is approximately equal to qx. At the elderly ages, however, Jix, 
which is not bounded by 1, can greatly exceed qx. As a result, 
progress that substantially reduces Jix may have much less effect 
on qx. For example, consider a reduction in Jix from 2 to 1: if 
these values of Jix stayed constant over the course of a year, qx 
would only be reduced from 0.86 to 0.63. 
228 Journal of Actuarial Practice, Vol. 6, 1998 
For an integer age x, we define annual improvement factors E; in 
terms of hazard rates 
-z+1 1 (1 -2+1) 
EZ = 1 _ 11 x+O.5 = 1 _ og - qx 
x 7l~+O.5 log (1 - q~) 
(7) 
where a constant hazard rate function is assumed for the age interval 
(x,x + 1). 
In the GAR-94 Table, the improvement factor AAx is measured by 
the ratio of the observed mortality rates: 
(8) 
The implied improvement factor £1994 is 
£1994 = I_log[I- £11994 (I-AAx )] 
x log[I _ £11994] 
(9) 
Table 1 shows the values of £1994 for comparison with the values of 
AAx. From Table I, one can see that the values of £1994 do not deviate 
much from AAx for ages below 85. However, the relative difference be-
comes significant beyond age 85 and may affect our estimate of annuity 
costs (as they are based on mortality projections many years into the 
future). 
3 A Mathematical Model for Frailty 
3.1 The Basic Model 
Consider a cohort of newborns (age exactly 0) where their survival 
capacity varies across individuals. A standard newborn is one whose 
future lifetime, X, has a force of mortality I1x and cumulative force of 
mortality 
Hx = f: I1t dt . (10) 
Each individual has his/her unknown constant frailty index r with force 
of mortality given in equation (6). Thus a standard newborn has r = 1. 
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To model the heterogeneity of frailty for the cohort of newborns age 
exactly 0, let Ro be the unknown frailty index of an individual chosen at 
random from the cohort of newborns. Assume that Ro has a probability 
density function (pdf) Bo(r) for r > 0. 
For a newborn with frailty r, the (conditional) survivor function and 
(conditional) pdf are: 
Pr[X> xlRo = r] 
j(xlr) 
The joint density of X and Ro is 
and the unconditional probability of a newborn chosen at random sur-
viving to age x is 
Pr[X> x] S(x) 
fo"o S(xlr) Bo(r)dr 
fooo e-rHx Bo(r)dr 
Mgo(-Hx}, 
where MgO (8) is the moment generating function Ro, i.e., 
Mgo(8) = E[e BRO ] = fo
oo 
e-rB Bo(r)dr. 
From S(x) we can get j(x), the pdf of X, 
j(x) = J.1x fooo re- rHx Bo(r)dr, 
and Jix, the force of mortality associated with S (x), 
(11) 
(12) 
(13) 
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Next we turn our attention to the survivors age exactly x from the 
cohort of newborns. Clearly the distribution of the frailty index among 
these survivors will not necessarily be the same as at age 0 because 
one would expect more of the weaker ones to have died earlier. So 
the population at age x should have a larger percentage of stronger 
individuals. 
Let Rx be the frailty variable for the survivor cohort at age x chosen 
at random. Rx has pdf Bx(r) given by 
Bx(r) = S(x!r)Bo(r) = e-rHx Bo(r). 
S(x) Mgo(-Hx) 
(14) 
Thus the average frailty for the survivor cohort at age x is 
Rx = E[Rx ] = fo
oo 
re-
rHx 
Bo (r)dr = Tix 
Mgo(-Hx) J1x 
(15) 
Note that Tix = J1xRx, i.e., the force of mortality for [X > x] is always 
equal to the force of mortality of the standard individual multiplied by 
the average frailty among the survivors. 
Among those who die at age x (Le., in (x, x + dx)), the frailty index 
has a conditional density: 
j(x, r) r e-rHx Bo(r) 
j(x) = fooore-rHxBo(r)dr' 
(16) 
3.2 Gamma Frailty Density 
Because of its mathematical tractability and its flexible shape, the 
gamma distribution has been used by many authors (including Vaupel 
et al., 1979) to model the frailty variable. Specifically we assume that 
Ro has a gamma density: 
(17) 
where ()( > -1 is a shape parameter and f3 > 0 is a scale parameter. The 
moment generating function is 
Mgo((J) = (f3 ~ e) ()( 
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The first two moments of Ro are: 
- ()( 
Ro = E[Ro] = Ii' and 2 ()( (J (Ro) = f32' 
From equation (14) Rx is also gamma distributed with shape param-
eter ()( and a different scale parameter f3 + Hx· 
In this case, the mean frailty of the survivors at age x is 
- ()( 
Rx = f3 + Hx' 
From equation (16), the frailty index for those who die in (x, x + dx) 
has a conditional density that is also gamma distributed, with a shape 
parameter ()( + 1 and a scale parameter f3 + Hx. In this case, the mean 
frailty of those who die is: 
- ()(+1 
Rxx--, 
()( 
which is greater than the mean frailty of the survivors. 
3.3 Gompertz's Law 
Assume that the standard individual's lifetime follows Gompertz's 
law: 
J.lx = bcx log(c), Hx = b(cX - 1). (18) 
Gompertz's law has been used by actuaries since 1825. Several biologi-
cal theories of aging have been developed that imply a Gompertz form 
of hazard rates (see Strehler, 1977, Chapter 5). Brillinger (1961) argues 
that if the human body is considered as a series system of independent 
components, then the hazard rate function may follow the Gompertz 
law (also see Carriere, 1992). 
If the frailty variable Ro is assumed to have a gamma density in equa-
tion (17), then the birth cohort has an unconditional survivor function 
- ( f3 )iX 
S(x) = f3 + b(cX - 1) , 
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and hazard rate function 
_ ()( b eX log(e) 
/-Lx = {3 + b(e X - 1)' (19) 
Equation (19) is derived in the manner used by Beard (1971), and is one 
of the "laws" of mortality originally proposed by Perks (1932). 
Pollard (1980,1993) studies the case where each individual in a pop-
ulation has a hazard rate function of the Gompertz type. Note that the 
cohort hazard rate function in equation (19) increases exponentially ini-
tially, but the growth rate decreases with advancing age. Pollard points 
out that this is a phenomenon observed in many populations. 
Among the survivors age x, Rx has a gamma distribution with a 
shape parameter ()( and a scale parameter {3 + b(eX - 1). The mean 
frailty for the survivors age x is 
- ()( 
Rx = -{3-+-b-(-e-X ---1-)' 
4 A Model for Mortality Improvement 
In a given calendar year, the overall level of mortality improvement 
depends on the marginal changes of many external factors such as med-
ical technology and its availability to the general public. In general, pro-
jection of these external factors for future years is a difficult task and 
requires more detailed (perhaps non-actuarial) investigation. In this pa-
per we are concerned mainly with the rates of mortality improvement 
among different cohorts in a given calendar year, where the same un-
derlying external factors apply to all ages. 
We hypothesize that mortality improvements due to the marginal 
advancement of life-saving techniques progress as follows: 
Hypoyhesis 1. For each age x the rate of improvement in terms of the 
force of mortality (hazard rate) is proportional to the average frailty Rx. 
This hypothesis is based on the argument that marginal improve-
ments in life-saving techniques have relatively larger effect on frailer 
individuals with higher than average values of r. Most deaths of strong 
individuals with lower than average values of r are due to natural aging; 
thus, improvements in life-saving techniques or better health-practices 
would have relatively smaller effects on healthier individuals, Le., those 
with lower than average values of r. 
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Assume that, for each birth cohort at time y, frailty has a gamma 
density with: 
where ()( = {3. 
If we assume Gompertz mortality for a standard individual, the mean 
frailty of the survivors at age x, at calendar time z = y + x, is 
RZ = ()( 
x ()( + b (eX - 1) 
Based on the above hypothesis, the improvement factor E~ is propor-
tional to the average frailty of the survivor cohort at age x: 
Z -z ()( 
Ex = K Rx+O.5 = K ()( + b(ex+O.5 _ 1)' (20) 
where K is a constant, and an adjustment of a half year is used because 
E~ is measured by the ratios of mid-year hazard rates. 
Equation (20) of E~ implies that, at any fixed calendar time, the mor-
tality improvement decreases rapidly at advanced ages, due to the ex-
ponential growth in Hx = b(e X - 1) with age. 
5 Fitting the Gamma-Gompertz Model 
Now we will fit the Gamma-Gompertz model to the GAR-94 Base Ta-
ble, which gives the cohort age-specific mortality rates. Neither frailty 
nor heterogeneity was discussed in the GAR-94 Table. Specifically, we 
assume Gompertz's law for each individual's force of mortality. 
Suppose that the cohort is homogeneous and each individual's life-
time follows the Gompertz law with f.lx = B eX. We would expect that 
e[x] = [f.lX+20.5]io 
f.lx+O.5 
be approximately constant. 
From the GAR-94 mortality rates, we have calculated the values of 
e[x] at different ages (see Table 2). As shown in Table 2, the values 
of e[x] exhibit a gradual decreasing trend as age increases. Although 
there are many possible explanations to this observed pattern, we will 
try to fit the mortality rates to a frailty (heterogeneous) model. 
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Table 2 
Calculated Values of c[x] 
x c[x] x c[x] 
50 1.1180 60 1.1097 
51 1.1171 61 1.1088 
52 1.1160 62 1.1076 
53 1.1151 63 1.1059 
54 1.1142 64 1.1040 
55 1.1133 65 1.1023 
56 1.1124 66 1.1010 
57 1.1114 67 1.1005 
58 1.1107 68 1.1006 
59 1.1102 69 1.1012 
5.1 Fitting the 1994 Base Mortality Rates 
Based on considerations that mortality rates at advanced ages may 
not be as accurate due to smaller sample sizes, we suggest using some 
representative age range, say, from 50 to 75. For many populations, 
from the mortality rates at ages 50 and 70, one can get a good approxi-
mation of the shape of the mortality curve at all ages (Benjamin, 1982; 
Pollard, 1991 and 1993). 
We assume that the standard force of mortality follows the Gom-
pertz law with 
/lx = bcx log(c), Hx = b(cX - 1). 
Furthermore, we will choose /lx such that Ro = 1. 
We define a measure for goodness of fit by using the sum of squared 
errors for ages from 50 to 75: 
where 
75 
DIST50:75 = I (71x+o.5 - /1x+O.5)2 
x=50 
Wang and Brown: A Frailty Model 235 
can be obtained from the mortality rates in Table 1. 
Assume that Ro has a gamma density, then Ro = 1 implies 0< = f3 so 
that 
_ o<bcx log(c) 
JJx= 0<+b(c X -1)' (21) 
By minimizing DISTso:7s, we get the following estimate of the un-
known parameters: 
c = 1.1248, b = 0.66 X 10-4 , 0< = 1.306, (22) 
with the minimum distance being 
min{DISTsO:7s} = 0.2238 x 1O-s. 
We have noticed that the estimation of parameters for the frailty 
distribution (mixing density) is not very robust, depending on the age 
range used in the estimation of parameters. This is a common phe-
nomenon in many mixture models (Chan, 1995; Manton et al., 1986; 
Everitt and Hand, 1981). 
5.2 Fitting the GAR-94 Mortality Improvement Factors 
We shall use a Gamma-Gompertz model for the 1994 base mortality 
rates and adopt the particular set of estimated parameters in equation 
(22) in the Gamma-Gompertz model: 
c = 1.1248, b = 0.66 X 10-4 , 0< = 1.306. 
The frailty model of mortality improvement in equation (20) suggests 
the following pattern for the improvement factors: 
1994 1.306 
Ex = K x 1.306 + 0.66 x 10-4 x (1.1248x+o.s - 1)' 
Now we use this frailty model of mortality improvement to fit the em-
pirical improvement factors £1994 in Table 1. We are mainly interested 
in the mortality improvement at senior ages, say, 50 and above. We first 
choose an age range from 50 through 95 and define a loss measure: 
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95 
M50:95 = L (E;994 - E;994)2. 
x=50 
The ages below 50 are excluded because of the sudden dip in the ob-
served improvement factors (see Figure 1) which may be a result of 
other exogenous factors (e.g., aCcident, AIDS). The ages beyond 95 are 
not included because of the scarcity of available data for extreme ages 
95 and above. 
By minimizing the loss measure M50:95, we get a least square esti-
mate for K: 
I~g (E;994) (E;994) 
K = 95 1994 = 0.01769. I 50 (Ex )2 
Table 3 compares the Gamma-Gompertz frailty model improvement 
factors Ex and the empirical improvement factors Ex in the GAR-94 ta-
ble. Figure 1 also displays these improvement factors. Note that in fig-
ure 1 the Exs in the GAR-94 Table do not follow a smooth pattern. Also, 
there is inSignificant mortality improvement in the 25-45 age group.4 
Beyond age 50 the frailty model seems to be an acceptable fit and may 
provide a theoretical basis for the observed improvement factors. The 
frailty model of mortality improvement has the definite advantage that 
the projected mortality rates are smooth. 
The choices of the age range, from 50 to 95, and the loss measure 
(Le., the squared error) are arbitrary and are for illustration purposes 
only. One may use other age ranges or weighted squared error, as ap-
propriate. 
6 Other Evidence 
According to United Nations 1991,5 in developed countries, one half 
of female and one-third of male deaths now occur after age 80. The 
mortality reductions within this age range are crucial in determining 
changes in life expectancy and actuarial annuity values. 
4This could be attributed to extra AIDS deaths in the 25-45 age group. 
sUnited Nations Demographic Yearbook 1991. New York: United Nations 
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Table 3 
Mortality Improvement Rates 
x Ex Ex x Ex Ex 
50 0.017410 0.018030 75 0.013520 0.014290 
51 0.017370 0.019030 76 0.013130 0.014320 
52 0.017330 0.020030 77 0.012720 0.013330 
53 0.017290 0.020040 78 0.012290 0.012340 
54 0.017240 0.020040 79 0.011840 0.011340 
55 0.017180 0.019050 80 0.011370 0.010350 
56 0.017120 0.018050 81 0.010890 0.0093500 
57 0.017050 0.017050 82 0.010390 0.0083500 
58 0.016980 0.016050 83 0.0098800 0.0083800 
59 0.016890 0.016060 84 0.0093700 0.0073600 
60 0.016800 0.016070 85 0.0088500 0.0074000 
61 0.016690 0.015070 86 0.0083300 0.0074400 
62 0.016580 0.015080 87 0.0078100 0.0064100 
63 0.016450 0.014090 88 0.0073100 0.0053800 
64 0.016310 0.014100 89 0.0068100 0.0054300 
65 0.016150 0.014110 90 0.0063200 0.0043800 
66 0.015980 0.013110 91 0.0058500 0.0044200 
67 0.015790 0.013130 92 0.0054000 0.0033500 
68 0.015580 0.014150 93 0.0049700 0.0033900 
69 0.015350 0.014160 94 0.0045600 0.0034300 
70 0.015100 0.015190 95 0.0041800 0.0023200 
71 0.014830 0.015210 96 0.0038200 0.0023500 
72 0.014530 0.015230 97 0.0034800 0.0023800 
73 0.014220 0.015260 98 0.0031600 0.0012100 
74 0.013880 0.015280 99 0.0028700 0.0012200 
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Figure 1 
Mortality Improvement Factors Ex for GAR-94 
And Ex for the Frailty Model 
o 20 40 60 80 
Age x 
100 
Kannisto et al., (1994) study the reduction in mortality at advanced 
ages based on a large and reliable database for 27 countries, 1960s 
through 1980s. The follOwing is cited from Kannisto et al., (1994, pp. 
801): 
For nine countries - Austria, Belgium, England and Wales, 
West Germany, France, Japan, Scotland, Sweden, and Switzer-
land - data are available through 1991. A glimpse at the most 
recent trends is provided by calculating the annual average 
rate of mortality improvement between 1982-86 and 1987-
91 for this aggregate of nine countries. For males the rate of 
improvement was 1. 7 percent for octogenarians and 1.2 per-
cent for nonagenarians; for females the corresponding rates 
were 2.5 percent and 1.6 percent. 
Even though the magnitude of the mortality improvement at ad-
vanced ages is higher than those in the GAR-94 Table, the general pat-
tern of deceleration of mortality improvement at advanced ages is con-
sistent with our frailty model of mortality improvement. 
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In a panel discussion of mortality trends, Moriyama (1967) also pro-
vides evidence that the rate of improvement in mortality rates decreases 
at advanced ages. 
7 Closing Comments 
The main contribution of this paper is the utilization of a frailty 
model to derive mathematical formulae for mortality improvement fac-
tors. As marginal advancement in life-saving techniques determines 
the pace of mortality improvement, we assume that weaker individuals 
are more likely to benefit from these advances than are stronger indi-
viduals. This assumption is supported in the demography literature 
(Vaupel and Yashin, 1985). To project the future trend of mortality 
improvement, one needs to assess carefully the future advancement in 
medical technology. A major breakthrough in medical technology or an 
unexpected new epidemic may have a sudden impact on the mortality 
improvement. 
Several authors, including Bowers et aI., (1986) and London (1985), 
have discussed the importance of smoothness in mortality rates. Their 
arguments for smoothness can be extended to mortality improvement 
factors. Our frailty model provides useful mathematical formulae for 
graduation of empirical improvement factors. 
One potential shortcoming of our model is that the frailty index is 
assumed to be determined at birth and remains constant for life. Intu-
ition suggests, however, that this assumption may be overly simplistic. 
In future studies, the concept of frailty may be modeled as a variable 
dependent upon exogenous observable factors such as lifestyle, envi-
ronment, economic status, or marital status. 
We hope this paper stimulates further research on this important 
subject. 
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