In this paper we investigate the interaction of disturbance decoupling requirement with the robustness of closed loop stability in the sense of normalized coprime factor perturbations. The disturbance decoupling and the robust stabilization requirements are expressed in terms of the subspace valued functions associated to plant and controller and an upper bound on robustness of stability imposed by the disturbance decoupling requirement is derived. This is then compared with the actual robustness of stability that can be achieved by a solution of the disturbance decoupling problem for systems having left invertible transfer matrix from the control inputs to the controlled outputs.
Introduction
The problem of designing a feedback controller to make the output of a system insensitive to disturbances acting at the input is called the disturbance decoupling problem. The original solution of this problem assuming that the whole state vector is accessible for measurement is one of the problems that motivated the geometric approach to system theory discovered by Basile, Marro, Wonham, and Morse [21, 1] . Later, the problem has been solved by dynamic measurement feedback and under the additional condition of closed loop stability. See for instance [16, 10, 20, 13] and the references therein. These studies basically concentrate on the solvability of the problem for a given set of system parameters. However in applications the system description is seldom precisely known and the problem should be solved by taking the uncertainties into account. This requires a model for the uncertainties to be developed. Various approaches have been suggested in the literature. Here we consider the model based on the perturbation of the normalized coprime factors of the plant. The problem of robustly stabilizing a plant with respect to this perturbation class has been solved by Glover and MacFarlane [8] .
The purpose of this paper is to investigate the interaction between the disturbance decoupling requirement and the requirement of robust closed loop stability and to explore the role of finite dimensional geometry to explain this interaction. For this purpose the disturbance decoupling and robust stability requirements are expressed in terms of subspace valued functions associated to plant and controller. Finite dimensional geometry then readily leads to an upper bound on the achievable robustness of stability. For systems having left invertible transfer matrices from the control inputs to the controlled outputs the maximum robustness of stability that can be achieved by a solution of the disturbance decoupling problem is determined and compared with the upper bound obtained by the pointwise geometrical analysis.
The idea of associating to a finite dimensional linear time invariant system with m inputs and p outputs, a function from the complex plane to subspaces of (m + p)-dimensional space has been introduced by Martin and Hermann [12] . In [2, 3] it has been shown that subspace valued functions can be used to describe the interaction between the design objectives of regulation and robust closed loop stability. The treatment of the problem in the present paper follows these papers. However in contrast with the main result of [2] it is shown that in the case of disturbance decoupling problem the upper bound on the robustness measure derived by the pointwise geometrical analysis is not sharp and in general gives optimistic results.
The paper is organized as follows. In the next section subspace valued functions are introduced starting from a state space description of the plant and controller and the problem studied in the paper is precisely defined. In section 3 the disturbance decoupling problem with internal stability is formulated in terms of subspace valued functions and an upper bound on the robustness of stability is derived. For a class of systems satisfying the left invertibility condition mentioned above the general solution of the disturbance decoupling problem with stability is parametrized in section 4 and the actual robustness of stability that can be attained by a solution of the disturbance decoupling problem is determined by an H ∞ optimization procedure. The upper bound derived by the geometric analysis of section 3, the overall bound on robustness of stability and the actual robustness of stability are computed and compared with each other on an example in section 5. The paper ends with section 6 containing some conclusions and suggestions for further study.
The notation follows standard linear systems literature, see [21, 5] for instance. Some of the frequently used symbols are listed below for convenience.
List of symbols

DDIS
Disturbance decoupling problem with internal stability. DDRS Disturbance decoupling problem with robust stability. Z, Y, D, U Finite dimensional spaces of controlled output, measured output, disturbance input and control input variables respectively.
Real rational functions that are analytic in C + .
Problem formulation and preliminaries
Consider the finite-dimensional linear time-invariant system described bẏ
3)
The equations represent a plant with state x ∈ X , control input u ∈ U, measurements y ∈ Y, and controlled outputs z ∈ Z subject to the disturbances d ∈ D. Here X , U, D, Y and Z are vector spaces of dimensions n, m, r, p and respectively. It is assumed that the pair (A, B) is stabilizable and the pair (C, A) is detectable.
The system is controlled by a feedback compensator defined bẏ
We also assume that the pair (F, G) is stabilizable and the pair (H, F ) is detectable. The closed loop system is given bẏ
where
The closed loop system is internally stable if the eigenvalues of A e have negative real parts and disturbance decoupled if the transfer function from the disturbance input d(t) to the controlled output z(t) is identically zero. The controller is a solution of the disturbance decoupling problem with internal stability (DDIS) if the closed loop system is disturbance decoupled and internally stable. Note that the closed loop transfer function can be written as
where 
Thus the problem DDIS amounts to finding a proper, rational function K(s) that satisfies (2.10) and (2.9) with G cl (s) = 0.
In the sequel, we need a re-formulation of the disturbance decoupling and internal stability requirements in terms of the subspace valued functions defined below. Consider the equations associated to the plant (2.1-2.3) and the controller (2.4-2.5).
Write W = Z × Y × D × U for the external variable space with dim W = q and let w = col ( z y d u ) denote the q-dimensional vector of external variables. The subspace valued function associated to the plant is defined as
Similarly, the subspace valued function associated to the controller is defined by
The functions P(s) and C(s) are considered as functions from the closed right half plane C + to the Grassmannian manifold of subspaces of W. From the stabilizability and detectability assumptions it follows that [4 
and Π : W → Y × U denotes the natural projection onto Y × U along N . Note that C(s) satisfies
and 
The closed loop system is stable if and only if for Re(λ) ≥ 0 the equations (2.22) have only the trivial solution
and as a consequence of the detectability of the pair (C, A) and stabilizability of the pair (A, B) we have 
If Y, Z are complementary subspaces another formula for the minimal angle is given by [9, p. 339]
where Π Z Y is the projection on Z along Y. In this case (2.25) gives the shortest distance of Y (in the sense of gap metric) to subspaces that are not complementary to Z [17] . As a measure of robustness of stability we shall therefore take
(2.27)
When the closed loop system is stable, using the characterization (2.26), (2.27) can be written as
and coincides with the robustness measure used in the works [19, 8, 7, 14] . We now define the problem considered in this paper.
Problem (Disturbance decoupling problem with robust stability margin γ: DDRS(γ)) Given the plant (2.1-2.3) and γ with 0 < γ < 1, find a compensator of the form (2.4-2.5) such that the closed loop system is disturbance decoupled and the robust stability condition
is satisfied.
The solution of the disturbance decoupling problem by dynamic measurement feedback has been given in [1, Ch.5] while the problem of finding a controller that satisfies the robust stabilization condition (2.28) has been solved in [8] . The solvability of these problems are clearly necessary for the solvability of DDRS(γ). In this paper we derive an upper bound on the robustness measure (2.27) under the constraint that the controller satisfies the disturbance decoupling requirement. This provides another necessary condition for the solution of the problem defined above. We then compute the maximal value of γ for which DDRS(γ) is solvable under an additional assumption and compare with the upper bound derived.
3. An upper bound on robustness of stability We first give conditions on the subspace valued function of the controller for the disturbance decoupling and internal stability requirements to be satisfied; then these conditions are used to derive an upper bound on the achievable robusness of stability.
Theorem 3.1 A controller with subspace valued function C(s) is a solution of the disturbance decoupling problem with internal stability if and only if for all s in
Proof The conditions (3.3) and (3.1) at s = ∞ are the realizability conditions of the controller as a proper system with inputs y and outputs u. The condition (3.1) is equivalent to the internal stability of the closed loop system. Under this condition, the solution of the equations (2.11) and (2.12) for Re(s) ≥ 0 satisfies z = G cl (s)d where G cl (s) is the closed loop transfer function. Hence the closed loop system is disturbance decoupled if and only if the solution of these equations satisfies z = 0. This is equivalent to (3.2) . P For given s ∈ C + we now denote the values of P(s), C(s) by P and C and consider the purely geometric problem of finding the maximum of the minimal angle between ΠC and Π(P ∩Q) when C is a subspace satisfying (3.1-3.3). The next lemma gives conditions for a subspace C satisfying (3.1-3.3) to exist.
Lemma 3.2 Let P, K, Q, N be given subspaces of a vector space W. There exists a subspace C satisfying (3.1-3.3) if and only if
Proof 'Only if ' (3.4) holds because otherwise (3.2) and (3.3) can not be satisfied together; (3.5) holds because of (3.3) and (3.1). To prove (3.6) note that P = P ∩(C ⊕P ∩Q) = P ∩C +P ∩Q ⊂ K∩P +Q∩P and the reverse inclusion also follows since K ∩ P ⊂ P and Q ∩ P ⊂ P.
'If ' Let V be a subspace satisfying
and T be a subspace such that
Take C = N + V + T . It will be shown that C satisfies (3.1-3.3). We have N ⊂ C and
which proves (3.2). On the other hand from (3.6) and (3.7) it follows that P ⊂ P ∩ Q + N + V. Hence W = P + N + T = P ∩ Q + N + V + T = P ∩ Q + C. Finally, from (3.8) and (3.7) it follows that P ∩ Q ∩ C = Q ∩ K ∩ P ∩ (V + N ∩ P) = {0} which proves (3.1). P Remark 3.3 It can be shown that for the subspaces P, K, Q, N defined in the previous section (3.4) and (3.5) are equivalent to
respectively. It should be noted that (3.5) follows from the detectability of the pair (C, A) and is redundant. Under the stabilizability assumption of the pair (A, B) (3.6) is equivalent to
It is well known [13] that DDIS is solvable if and only if the pair (A, B) is stabilizable, (C, A) is detectable and the linear matrix equation
admits a solution over RH ∞ . Clearly (3.4-3.6) are necessary conditions for the solvability of DDIS which are however not sufficient.
Note that for a subspace C satisfying N ⊂ C (3.1) and (3.2) can be written in terms of ΠC as
It also follows from (3.10) that
Conditions (3.11, 3.12) on the subspace ΠC ∩ ΠP suggest the problem of finding the maximal value of the minimal angle between two complementary subspaces when one of the subspaces is contained in another subspace. This is considered in the following lemma.
Lemma 3.4 Let R, S, T be subspaces of a unitary space satisfying
Proof Since angles between subspaces are unchanged by unitary transformations and image representations of subspaces are determined up to right multiplication by nonsingular matrices we may as well assume that
where R 1 and S 1 are full column rank matrices of appropriate sizes. All subspaces V that satisfy V ⊂ S, V ⊕ R = T are then of the form V = im col(V 
Making the change of variables y = (V *
But the upper bound is attained by V = im 0 S 1 = (R ∩ S) ⊥ ∩ S which establishes the conclusion.
P
Applying Lemma 3.4 with Π(P ∩ Q), Π(K ∩ P) and ΠP playing the roles of R, S and T respectively leads to the main result for the minimal angle between ΠC and Π(P ∩ Q).
Theorem 3.5 Define subspaces Q, K, N of the vector space W by (2.16-2.18 ) and let P be a subspace satisfying (3.4-3.6) . Let Π : W → Y × U be the projection onto K ∩ Q along N and
Under these conditions for any subspace C satisfying (3.1-3. 3)
and equality is achieved for instance by
Proof It follows from the definition of the minimal angle that φ(ΠC, Π(P ∩ Q)) ≤ φ(ΠC ∩ ΠP, Π(P ∩ Q)). So (3.15) follows from (3.11, 3.12) and Lemma 3.4.
Next, we prove that the upper bound is indeed attained by the choice (3.16). This follows by noting that (ΠP) ⊥ is orthogonal to Π(P ∩ Q) and hence φ(ΠC,
Finally, note that the subspace C satisfying N ⊂ C and (3.16) is uniquely determined as C = Π −1 (ΠC). It remains to verify that C satisfies (3.1, 3.2) or equivalently ΠC satisfies (3.10, 3.11). We have
which proves (3.11). On the other hand, ΠC ∩ Π(P ∩ Q) = V 0 ∩ Π(P ∩ Q) = {0} and from (3.6) it follows that V 0 + Π(P ∩ Q) = Π(K ∩ P) + Π(P ∩ Q) = ΠP. Hence ΠC + Π(P ∩ Q) = ΠW establishing (3.10). P The relation (3.15) gives an upper bound on the minimal angle for each s ∈ C + . An overall bound for the minimum of the left hand side can be obtained by finding the greatest lower bound of the right hand side. In general, the subspace V 0 is not a continuous function of s. So the minimum of the right hand side of (3.15) on C + may not exist and it may not be sufficient to search along the imaginary axis to find the infimum.
In [8] it is shown that the maximum of the robustness measure (2.27) over all stabilizing controllers is given by
whereM(s) is a normalized kernel representation of the subspace valued function Π(P(s) ∩ Q) and ΓM * is the Hankel operator with symbolM T (−s) [5] . Hence by Thm. 3.5 one may conclude that a necessary condition for the solvability of DDRS(γ) is
In section 5 it will be shown by an example that the actual robustness of stability that can be achieved by a solution of DDIS is in general smaller than the upper bound given in (3.18). However this result should be anticipated since the assumptions (3.4-3.6) from which the upper bound (3.15) is derived do not even imply the solvability of DDIS and if DDIS is not solvable (3.15) does not have any meaning at all.
Solution of the disturbance decoupling problem with robust stability
In this section we solve DDRS by parametrizing all subspace valued functions satisfying the conditions of Theorem 3.1 and expressing the projection operator on ΠC(s) along Π(P(s) ∩ Q) in terms of a free parameter. The maximization of the robustness measure (2.27) then reduces to a standard H ∞ optimization problem. To simplify the exposition, we shall work under the following assumption. Since the disturbance decoupling problem is generically not solvable if the number of controlled outputs exceeds the number of control inputs [21, p. 92], Assumption 4.1 effectively restricts the discussion to systems in which the number of controlled outputs equals the number of control inputs. If there are more control inputs than controlled outputs, the problem becomes easier in a sense but messier from a mathematical point of view since we get extra degrees of freedom in the parametrization. The first lemma gives an equivalent condition for the left invertibility of G 12 (s) in terms of the subspace valued functions introduced above.
Lemma 4.2 The transfer function G 12 (s) is left invertible as a matrix over the rational functions if and only if
Proof From (2.16, 2.17) and (2. 
In the sequel we shall also need representations of the subspace valued function P(s) ∩ Q. These can be obtained using the following lemma.
Lemma 4.4 Let the subspace valued function P(s) be defined by (2.13) and the subspace Q be defined by (2.16). There exists an RH
∞ matrix P u (s) of size q × m and an RH ∞ matrixP u (s) of size (p + r + ) × q such that P(s) ∩ Q = im P u (s) = kerP u (s) for all s ∈ C + . (4.3)
Moreover, ifP (s) is a kernel representation for the subspace valued function P(s) there exists a (p + ) × (p + + r) matrixH(s) in RH ∞ such thatH(s) has full row rank for all s in C + and P (s) =H(s)P u (s).
Proof LetQ andP (s) be full row rank matrices such that Q = kerQ and P(s) = kerP (s) for all s ∈ C + . ThenP u (s) = col(P (s),Q) is a kernel representation for P(s) ∩ Q. Since dim (P(s) ∩ Q) = m for all s ∈ C + ,P u (s) has full row rank everywhere on C + . Hence there exists a unimodular matrix U (s) such thatP u (s)U (s) = [ I 0 ]. Let P u (s) denote the last m columns of U (s) then im P u (s) ⊂ kerP u (s) and it follows by counting dimensions that we have indeed P(s) ∩ Q = im P u (s) for all s ∈ C + . The claim about the existence ofH(s) satisfyingP (s) =H(s)P u (s) follows from Lemma 4.3.H(s) must have full row rank for all s in C + because otherwiseP (s) would not have this property. P Now, assume that disturbance decoupling problem with internal stability is solvable and let C 0 (s) be an image representation of a particular solution. Take image and kernel representations of the subspace valued functions P(s) and P(s) ∩ Q as in (4.1, 4.3). Since im C 0 (s) and kerP u (s) are complementary for all s ∈ C + the matrix functionP u (s)C 0 (s) is a unit in RH ∞ . As image representations are unique up to multiplication by unimodular matrices from the right we may assume that C 0 (s) is normalized such that
From the Kučera-Youla parametrization [11, 22] it follows that image representation of all stabilizing controllers can be written in the form
where Ψ(s) is an arbitrary m × (p + r + ) matrix in RH ∞ . At this point we need the following lemma from [3] to derive the additional condition on the free parameter Ψ(s) for im C(s) to satisfy (3.2) corresponding to the disturbance decoupling requirement.
Lemma 4.5 Let W be a vector space and let C, P and M be subspaces of W such that C ⊕ P = W and P ⊂ M. Denoting the projection on C along P by Π
Because of the normalization condition (4.4) the projection on C(s) along P(s) ∩ Q is given by C(s)P u (s) and (3.2) can be written in the form
SinceP u (s) has full row rank for all s ∈ C + and there exists a matrixH(s) such thatP (s) =H(s)P u (s), (4.6) is equivalent to
Substituting (4.5) into (4.7) and noting that C 0 (s)kerH(s) ⊂ K for all s ∈ C + as C 0 (s) is an image representation of a particular solution of (3.1-3.3) we get
Under the assumption 4.1 the matrixKP u (s) is left invertible and (4.8) simplifies to
By Lemma 4.3 the general solution of (4.9) for Ψ(s) is given by
is a free parameter. Using the projection operator C(s)P u (s) the realizability condition (3.3) can be written as
Recalling again that C 0 (s) is an image representation of a particular solution normalized as in (4.4) and P u (s) has full column rank, (4.11) leads to the following condition on the free parameter Ψ(s):
The general solution of all RH ∞ functions Ψ(s) that satisfy (4.10) and (4.12) is of the form
where T (s) is a matrix whose rows constitute a basis for the RH ∞ module spanned by the vectors t(s) satisfying t(s)P (s)N = 0. Note that T (s) has full row rank for all s ∈ C + and can be found using for instance the unimodular matrices that transformP (s)N to Hermite or Smith form. Substituting (4.13) into (4.5) we finally obtain a parametrization of all solutions of the disturbance decoupling problem with stability under the assumption 4.1. This is summarized in the following theorem. 
where Ω(s) is a free parameter in RH ∞ .
In order to determine the optimal robustness of stability that can be achieved by a solution of the disturbance decoupling problem, we compute the projection operator Γ(s) on ΠC(s) along Π(P(s) ∩ Q) and use the characterization (2.26) of the minimal angle to convert the problem to a standard H ∞ optimization. The next lemma establishes the relationship between the projection operators corresponding to the direct sum decompositions (2.21) and (2.24).
Lemma 4.7 Let P, Q and C be subspaces of W satisfying (3.1, 3.3) . Let Λ denote the projection on C along P ∩ Q and Γ be the projection on ΠC along Π(P ∩ Q). Then we have Γ = ΠΛΠ † where Π † is a right inverse of Π.
Proof Take w ∈ W. There exist unique vectors c ∈ C and p ∈ P ∩ Q such that w = c + p. Hence Γ(Πw) = Π(Λw) = Πc which proves that ΓΠ = ΠΛ. The conclusion follows by applying Π † on both sides. P Using this lemma the projection Γ(s) is readily calculated as
where we have used (4.14) for C(s) and the factP (s) =H(s)P u (s). Thus the maximum value of γ for which the problem DDRS(γ) is solvable is given by 
In the next section the construction of a solution to DDRS(γ) is illustrated by an example.
Example
Consider the system described bẏ
The system represents a second order plant with damping ratio α/2 subject to the unknown disturbance d(t). It is desired to decouple the disturbance from the controlled output z(t) and at the same time stabilize the system by applying a feedback to the measured output y(t) which is assumed to be the whole state vector. We first compute the upper bound on robustness of stability derived by the pointwise geometrical analysis in Section 3 and then compare this with the overall bound of Glover and McFarlane [8] and with the actual robustness of stability that can be achieved by a solution of the disturbance decoupling problem.
The transfer matrix of the system is given by
Note that G 12 (s) satisfies the left invertibility assumption. A kernel representation of the subspace valued function P(s) can be obtained by eliminating the x variables from the equations (2.11) which, after dividing by s + 1, gives
Image and kernel representations of the subspace valued function P(s) ∩ Q are of the form
whereQ is the fourth row of the 5 × 5 unit matrix. Note thatP (s) =HP u (s) whereH = [I 3 0]. The subspace valued function V 0 (s) used in the computation of the upper bound for the minimal angle is then given by
while for s = ∞ we have
Therefore (3.15) gives the trivial bound 1 for s = ∞, and for Re(s) ≥ 0 the minimal angle between ΠC(s) and Π(P(s) ∩ Q) is bounded by
In the present case the infimum of the expression (5.9) for Re(s) ≥ 0 can be found by a 1-dimensional search along the imaginary axis. In Figure 1 this is plotted as the dashed curve for −2 ≤ α ≤ 2 and compared with the optimal robustness of stability without taking the disturbance decoupling requirement into account.
The rest of the example is devoted to find the actual robustness of stability γ max that can be attained by a solution of the disturbance decoupling problem. A particular solution of the DDIS is the constant state feedback
The image representation of this controller satisfying the normalization conditionP u (s)C 0 (s) = I is given by
An RH ∞ matrix T (s) containing a maximal number of linearly independent rows and satisfying T (s)P (s)N = 0 is taken as
Now, the projection Γ(s) on ΠC(s) along Π(P(s) ∩ Q) can be computed from (4.16) where
The minimum of ||Γ(s)|| ∞ over all Ω(s) ∈ RH ∞ is computed by the loop shifting, two Riccati formula of H ∞ optimization via gamma iteration [15] , [23, Ch. 17] giving
as the maximum robustness of stability that can be achieved by a solution of the disturbance decoupling problem. In Figure 1 this is shown by the solid curve for −2 ≤ α ≤ 2. Comparing the upper bound obtained by the pointwise geometrical analysis and the overall bound of Glover, McFarlane with the actual achievable robustness of stability it is seen that γ max is in general smaller than the minimum of these bounds. That means that the upper bound (3.18), although quite close to γ max , is not sharp and gives optimistic results in general.
As a specific numerical example, for α = 0 the upper bound on robustness of stability computed as the infimum of (5. This controller satisfies the disturbance decoupling requirement and has robustness margin 0.5014 which is indeed larger than γ = 0.5. It is worth noting that the controller is of dynamic state feedback form and a constant state feedback controller would have a smaller stability margin.
Conclusion
The disturbance decoupling problem with robust stability has been introduced as an extension of the classical disturbance decoupling problem to deal with the uncertainties in the plant description. By formulating the disturbance decoupling and robust stability requirements in terms of subspace valued functions, an upper bound on the achievable robustness of stability has been derived as a necessary condition for the solvability of the problem. Although this is the best possible bound that can be obtained by a finite dimensional geometrical analysis it has been shown that the actual robustness of stability is in general smaller and the pointwise geometrical analysis does not give sharp bounds. For systems satisfying the left invertibility assumption 4.1, the set of all solutions of the disturbance decoupling problem with internal stability has been parametrized and the maximal achievable stability margin has been determined by optimizing over the free parameter. If assumption 4.1 does not hold the parametrization and the corresponding optimization problem become harder since there are more solutions. In forthcoming studies it is desirable to eliminate this assumption which essentially restricts the discussion to systems having equal number of control inputs and controlled outputs. It is also of interest to obtain a formula for the maximal stability margin that depends only on the plant parameters and not on the selection of a particular controller. Another interesting point could be to investigate the effect of the right half plane zeros of various subsystems on the solvability of DDRS.
