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RE´SUME´
Dans cette the`se, diffe´rents proble`mes de la combinatoire des mots et de ge´ome´trie
discre`te sont conside´re´s. Nous e´tudions d’abord l’occurrence des palindromes dans les
codages de rotations, une famille de mots incluant entre autres les mots sturmiens et
les suites de Rote. En particulier, nous de´montrons que ces mots sont pleins, c’est-a`-
dire qu’ils re´alisent la complexite´ palindromique maximale. Ensuite, nous e´tudions une
nouvelle famille de mots, appele´s mots pseudostandards ge´ne´ralise´s, qui sont ge´ne´re´s a`
l’aide d’un ope´rateur appele´ cloˆture pseudopalindromique ite´re´e. Nous pre´sentons entre
autres une ge´ne´ralisation d’une formule de´crite par Justin qui permet de ge´ne´rer de
fac¸on line´aire et optimale un mot pseudostandard ge´ne´ralise´.
L’objet central, le f -palindrome ou pseudopalindrome est un indicateur des syme´tries
pre´sentes dans les objets ge´ome´triques. Dans les derniers chapitres, nous nous concen-
trons davantage sur des proble`mes de nature ge´ome´trique. Plus pre´cise´ment, nous don-
nons la solution a` deux conjectures de Provenc¸al concernant les pavages par transla-
tion, en exploitant la pre´sence de palindromes et de pe´riodicite´ locale dans les mots de
contour. A` la fin de plusieurs chapitres, diffe´rents proble`mes ouverts et conjectures sont
brie`vement pre´sente´s.
Mots-cle´s : Palindrome, pseudopalindrome, cloˆture pseudopalindromique ite´re´e, co-
dages de rotations, syme´tries, chemins discrets, pavages.

INTRODUCTION
La combinatoire des mots est une discipline re´cente, e´tudie´e de fac¸on autonome depuis
quelques dizaines d’anne´es. On la retrouve implicitement depuis plus longtemps dans
les travaux de Bernoulli, Markov, Thue, Birkhoff et Morse, mais ce n’est que depuis la
deuxie`me moitie´ du 20e sie`cle qu’une litte´rature lui est spe´cifiquement consacre´e. La
structure des mots finis et infinis se re´ve`le essentielle voire centrale dans de nombreux
domaines de la science, par exemple en the´orie des nombres (Allouche et Shallit, 2000;
Adamczewski, 2002), en bio-informatique (Marathe, Condon et Corn, 1999; Czeizler
et al., 2009; Kari et Mahalingam, 2010) et en physique (Hof, Knill et Simon, 1995;
Allouche, 1997), ainsi qu’en ge´ome´trie digitale, discipline dans laquelle s’inscrit cette
the`se.
Dans le me´moire de maˆıtrise du pre´sent auteur, le sujet central d’e´tude e´tait le f -
palindrome ou pseudopalindrome (Blondin Masse´, 2008). Dans le meˆme ordre d’ide´e,
le pseudopalindrome occupe une place d’importance dans les trois premiers chapitres
de cette the`se, puisqu’il re´ve`le les syme´tries des objets combinatoires qu’il repre´sente.
Parmi les sujets qui ont e´te´ aborde´s au cours des trois dernie`res anne´es, ce sont les tra-
vaux qui s’articulent autour de ces objets combinatoires riches en applications qui sont
pre´sente´s. Dans les chapitres 2 et 3, nous nous concentrons plus particulie`rement sur la
complexite´ palindromique des codages de rotations et sur l’e´tude des mots pseudostan-
dards ge´ne´ralise´s, qui sont construits a` partir de pseudopalindromes et d’ope´rateurs sur
ces mots.
La deuxie`me partie de ce document est consacre´e a` l’e´tude de proble`mes ge´ome´triques
en utilisant des outils de la combinatoire des mots. Cette approche re´cente a mis en
e´vidence qu’il e´tait possible d’obtenir des algorithmes efficaces et souvent optimaux
pour extraire diverses informations structurelles sur des chemins discrets et des mots
2de contour (Beauquier et Nivat, 1991; Brlek, Labelle et Lacasse, 2005; Brlek, Labelle et
Lacasse, 2006b; Brlek et al., 2009; Brlek, Koskas et Provenc¸al, 2011b). Par exemple,
la pre´sence de pe´riodes locales et de palindromes dans les mots de contour de certaines
tuiles re´ve`le des proprie´te´s syme´triques essentielles a` la re´solution de proble`mes. Graˆce
a` ces observations, nous sommes en mesure de re´pondre affirmativement a` deux conjec-
tures formule´es par Brlek, Dulucq, Fe´dou et Provenc¸al qu’on retrouve dans la the`se de
ce dernier (Provenc¸al, 2008).
La plupart des nouveaux re´sultats de cette the`se ont de´ja` e´te´ publie´s dans des articles de
confe´rence et de revue, sont sous presse ou en re´vision. Les the`mes aborde´s se divisent
en six chapitres comme suit.
Dans le chapitre 1, on introduit les de´finitions et les notations habituelles de la com-
binatoire des mots, ainsi que certaines notions plus particulie`rement lie´es a` l’e´tude des
palindromes et des pseudopalindromes. La plupart des concepts pre´sente´s proviennent
du livre de Lothaire, une des principales re´fe´rences dans le domaine (Lothaire, 1983; Lo-
thaire, 1997).
Au chapitre 2, on conside`re les codages de rotations, une ge´ne´ralisation naturelle des
mots sturmiens. Ces suites symboliques sont obtenues en partitionnant l’intervalle [0,1)
en deux sous-intervalles et en codant la trajectoire d’un point subissant des rotations
successives d’angle α. Nous pre´sentons des re´sultats plus et moins connus sur la structure
de ces mots, en nous concentrant en particulier sur leurs mots de retour. Le the´ore`me
principal de ce chapitre affirme que les codages de rotations sont pleins, c’est-a`-dire
qu’ils contiennent le plus grand nombre possible de palindromes distincts dans chacun
de leurs facteurs. Les re´sultats qui y sont pre´sente´s ont fait l’objet d’un article de
confe´rence pre´sente´ a` EuroComb en septembre 2009, a` Bordeaux, en France (Blondin
Masse´ et al., 2009), et d’une version e´tendue qui est sous presse a` la revue Theoretical
Computer Sciences (Blondin Masse´ et al., 2011).
Nous enchaˆınons au chapitre 3 avec l’e´tude de mots introduits plus re´cemment dans
la litte´rature, appele´s mots pseudostandards ge´ne´ralise´s (de Luca et De Luca, 2006).
3Cette famille de mots contient entre autres les mots sturmiens standards, les suites de
Rote standards, le mot de Thue-Morse et certains mots quasi-sturmiens. Nous de´crivons
un algorithme optimal permettant de ge´ne´rer des mots pseudostandards ge´ne´ralise´s, en
nous inspirant d’une formule introduite par Justin dans un de ses articles (Justin, 2005)
que nous ge´ne´ralisons en conse´quence. Ces nouveaux re´sultats ont e´galement fait l’objet
d’un article et d’une pre´sentation aux Journe´es montoises d’informatique the´orique a`
Amiens, en France, en septembre 2010 (Blondin Masse´, Paquin et Vuillon, 2010).
Le chapitre 4 est consacre´ a` des ge´ne´ralite´s sur les chemins discrets, les mots de contour
(qui sont des chemins discrets ferme´s et auto-e´vitants), les polyominos et les pavages.
Une section en particulier porte sur la notion de polyomino premier et compose´.
Ensuite, au chapitre 5, nous e´tudions les tuiles n-hexagonales et n-carre´es, c’est-a`-dire
des polyominos admettant plusieurs pavages hexagonaux ou carre´s. Nous de´montrons
entre autres qu’il n’existe aucune tuile n-carre´e, pour n ≥ 3, re´solvant ainsi une conjec-
ture de Provenc¸al dans sa the`se (Provenc¸al, 2008). Nous concluons ce chapitre en propo-
sant divers proble`mes ouverts souleve´s par cette nouvelle approche. Les the`mes aborde´s
dans cette partie ont fait l’objet d’un article de confe´rence et d’une communication a`
Lattice Paths 2011, a` Sienne, en Italie (Blondin Masse´ et al., 2011) ainsi que d’une
version e´tendue qui a e´te´ accepte´e et devrait bientoˆt paraˆıtre dans la revue Discrete
Applied Mathematics (Blondin Masse´, Brlek et Labbe´, 2012).
Le dernier chapitre de cette the`se, le chapitre 6, traite du proble`me de ge´ne´ration de
tuiles 2-carre´es. De tous les chapitres de cette the`se, c’est sans doute celui qui illustre de
la fac¸on la plus e´loquente l’inte´reˆt d’utiliser une approche base´e sur la combinatoire des
mots pour re´soudre des proble`mes de ge´ome´trie discre`te. En effet, la structure induite
par les mots de contour de tuiles 2-carre´e re´ve`le la pre´sence de pe´riodes locales, ce
qui nous permet de de´crire des ope´rateurs inversibles sur l’espace des tuiles 2-carre´es.
Ces ope´rateurs pre´servent e´galement plusieurs proprie´te´s fondamentales sur les mots de
contour, dont le nombre d’enroulements et la structure palindromique. Nous de´montrons
une deuxie`me conjecture de Provenc¸al et Vuillon a` l’effet que les 2-carre´s premiers sont
4fixe´s par une rotation d’angle pi (Provenc¸al, 2008). Les re´sultats sur l’e´nume´ration des
tuiles 2-carre´es ont e´te´ pre´sente´s dans un article a` la confe´rence GASCom en 2010, a`
Montre´al (Blondin Masse´, Garon et Labbe´, 2011a) et font l’objet d’un article de journal
qui a e´te´ soumis durant l’e´te´ 2011 (Blondin Masse´, Garon et Labbe´, 2011b).
CHAPITRE I
GE´NE´RALITE´S SUR LES MOTS
Dans ce chapitre, nous introduisons les de´finitions et les notations usuelles de la com-
binatoire des mots. Nous adoptons principalement la notation de Lothaire, une des
re´fe´rences principales dans le domaine (Lothaire, 1983).
1.1 Mots
Un alphabet A est un ensemble fini dont les e´le´ments sont appele´s lettres ou symboles.
Un mot fini w sur un alphabet A est une suite finie (w1,w2, . . . ,wn) d’e´le´ments de A, ou`
n ∈ N (souvent, pour des raisons arithme´tiques, on commence l’indexation par 0). Afin
d’alle´ger la notation, on e´crit w = w1w2 · · ·wn. L’entier n est appele´ la longueur de w,
note´e |w|. Il existe un unique mot w tel que |w| = 0. Ce mot est appele´ mot vide et est
note´ ε.
On de´signe par An l’ensemble des mots de longueur n sur A, ou` n ∈ N. D’autre part,
l’ensemble des mots de longueur quelconque sur A est note´ A∗ et est de´fini par
A∗ =
⋃
n≥0
An.
E´tant donne´ deux mots u = u1u2 · · ·um et v = v1v2 · · · vn sur A, ou` m,n ∈ N, on
appelle concate´nation de u et v le mot u · v = u1u2 · · ·umv1v2 · · · vn. Remarquons que
la concate´nation de deux mots est une ope´ration associative sur A∗, de sorte que (A∗, ·)
est un mono¨ıde, appele´ mono¨ıde libre, dont l’e´le´ment neutre est ε.
6Soit w = w1w2 · · ·wn un mot de longueur n sur un alphabet A. On dit d’un mot u
qu’il est facteur de w s’il existe des mots x et y tels que w = xuy. En particulier, dans
le cas ou` x = ε (respectivement y = ε), on dit que u est un pre´fixe (respectivement
suffixe) de w. L’ensemble des facteurs ou le langage de w est note´ Fact(w), alors que
l’ensemble des facteurs de longueur n de w est note´ Factn(w). D’autre part, l’ensemble
des pre´fixes (respectivement suffixes) de w est note´ Pref(w) (respectivement Suff(w)).
L’unique pre´fixe (respectivement suffixe) de w de longueur i, ou` 0 ≤ i ≤ n, est note´
Prefi(w) (respectivement Suffi(w)). On dit que le nombre i est une occurrence de u s’il
existe des mots x et y tels que w = xuy, ou` |x| = i+ 1. On de´signe par |w|u le nombre
d’occurrences de u dans w. En outre, u est dit unioccurrent dans w si |w|u = 1.
La n-ie`me puissance d’un mot non vide w, note´e wn, est donne´e par wn = ww · · ·w
(n fois). On dit que w est primitif s’il n’existe aucun mot u tel que w = un, pour un
certain entier n. En particulier, le carre´ de w est donne´ par w2.
On dit de deux mots u et v qu’ils sont conjugue´s s’il existe des mots x et y satisfaisant
u = xy et v = yx. Par exemple, u = aabab et v = abaab sont conjugue´s (il suffit de
prendre x = aab et y = ab). On peut montrer que la relation  eˆtre conjugue´ de 
est une relation d’e´quivalence. La classe de conjugaison d’un mot w, note´e [w], est
l’ensemble des conjugue´s de w. On se convainc facilement que sa cardinalite´ est donne´e
par |[w]| = |w| si w est primitif.
Supposons que v ∈ Pref(w). Alors v−1w est le mot satisfaisant v(v−1w) = w, c’est-a`-
dire que v−1w est le mot obtenu de w en supprimant le pre´fixe v. De la meˆme fac¸on, si
v ∈ Suff(w), alors wv−1 est le mot satisfaisant (wv−1)v = w.
Soit ϕ : A∗ → B∗ une fonction, ou` A et B sont deux alphabets. On dit que ϕ est
un morphisme s’il pre´serve la concate´nation, c’est-a`-dire que ϕ(uv) = ϕ(u)ϕ(v), pour
n’importe quels u,v ∈ A∗. D’autre part, On dit que ϕ est un antimorphisme si ϕ(uv) =
ϕ(v)ϕ(u), pour n’importe quels u,v ∈ A∗.
Supposons que A = {a,b}. Le comple´ment d’un mot w ∈ A∗, de´note´ par w, est le mot
7obtenu par l’application du morphisme e´changeant les lettres de w, c’est-a`-dire que · est
le morphisme de´fini par a = b et b = a. Il est clair que l’ope´ration de comple´mentation
est une involution.
La complexite´ (factorielle) d’un mot est la fonction indiquant, pour chaque naturel n,
le nombre de mots de longueur n, c’est-a`-dire la fonction
Cw(n) : N→ N : n 7→ |{Factn(w)|.
1.2 Pseudopalindromes
L’image miroir de w = w1w2 · · ·wn, note´e ‹w, est de´finie par ‹w = wn · · ·w2w1. Un
palindrome est un mot p satisfaisant p = p˜. L’ensemble des facteurs palindromiques
d’un mot w est note´ Pal(w) et l’ensemble des facteurs palindromiques de longueur n de
w est note´ Paln(w). De plus, afin d’alle´ger grandement l’e´criture par la suite, on de´note
par PLPS(w) le plus long palindrome suffixe de w.
On de´note par ·̂ l’antimorphisme sur les alphabets binaires correspondant a` la compo-
sition des ope´rateurs ˜ et ·, c’est-a`-dire que pour tout mot binaire w sur A = {a,b}, on
a “w = ‹w = ‹w.
Le fait que les ope´rateurs ·˜ et · commutent est clair. Un antipalindrome est un mot
w satisfaisant w = “w. On de´note par Antipal(w) l’ensemble des facteurs antipalindro-
miques de w. On peut montrer que si w est un antipalindrome et p ∈ Pal(w), alors
p ∈ Pal(w). De plus, le lecteur ve´rifiera que l’unique mot qui est a` la fois un palindrome
et un antipalindrome est le mot vide ε. De la meˆme fac¸on que pour les palindromes, on
de´signe par PLAS(w) le plus long antipalindrome suffixe de w.
Notons que ˜ et ̂ sont des antimorphismes, c’est-a`-dire que pour tous mots u et v, On
a u˜v = v˜u˜ et ûv = v̂û.
8Exemple 1. Conside´rons le mot w = 00101100 sur l’alphabet A = {0,1}. Alors
Fact0(w) = {ε}
Fact1(w) = {0,1}
Fact2(w) = {00, 01, 10, 11}
Fact3(w) = {001, 010, 011, 100, 101, 110}
Fact4(w) = {0010, 0101, 0110, 1011, 1100}
Fact5(w) = {00101, 01011, 10110, 01100}
Fact6(w) = {001011, 010110, 101100}
Fact7(w) = {0010110, 0101100}
Fact8(w) = {00101100}
Pal(w) = {ε, 0, 1, 00, 11, 010, 101, 0110}
Antipal(w) = {ε, 01, 10, 0101, 1100, 001011}
Soient u,v deux mots. Il est facile de ve´rifier que  u est facteur de v  est une relation
re´flexive, antisyme´trique et transitive et donc une relation d’ordre (par contre, ce n’est
pas une relation d’ordre total). On introduit une restriction de cette relation sur les
palindromes comme suit.
De´finition 1. Soient p et q deux palindromes. On e´crit p  q s’il existe un mot x tel
que q = xpx˜ et on dit que p est un facteur palindromique central de q.
Le lecteur ve´rifie facilement la proposition suivante.
Proposition 1. La relation p  q, ou` p et q sont des palindromes, est un ordre partiel
(mais ce n’est pas un ordre total).
E´tant donne´ un mot w, il est possible de repre´senter sous forme d’arbre les palindromes
apparaissant dans w a` l’aide de la relation . Plus pre´cise´ment, on a la de´finition
suivante.
9De´finition 2. Soit w un mot. Alors l’arbre des palindromes de w est l’arborescence
dont les sommets sont donne´s par les e´le´ments de Pal(w), ainsi qu’un sommet distingue´
supple´mentaire qu’on appelle racine. De plus, il existe un arc de la racine vers ε et
chacune des lettres de w. Finalement, on a un arc du sommet p vers le sommet q si
q = αpα, pour une certaine lettre α.
Remarquons que chaque ordre partiel induit une arborescence sur un ensemble de mots.
Cependant, dans ce me´moire, nous nous inte´ressons plus particulie`rement aux facteurs
palindromiques et antipalindromiques.
Par ailleurs, dans les repre´sentations graphiques d’arbre des palindromes, nous ne dessi-
nons pas l’orientation des arcs puisqu’il est facile de la de´duire en consultant l’e´tiquette
des sommets source et but.
Notons que la relation  peut eˆtre e´galement e´tendue aux antipalindromes, c’est-a`-dire
que si p et q sont deux antipalindromes, alors on e´crit p  q lorsqu’il existe un x tel que
q = xpx̂. L’arbre des antipalindromes d’un mot w est de´fini de la meˆme fac¸on qu’a` la
De´finition 2.
De´finition 3. Soit w un mot binaire. Alors l’arbre des antipalindromes de w est l’ar-
borescence dont les sommets sont donne´s par les e´le´ments de Antipal(w) et tel que la
racine est ε. De plus, on a un arc du sommet p vers le sommet q si q = αpα, ou` α et α
sont les deux lettres de l’alphabet.
Nous illustrons ces notions par un exemple. Il est pratique de repre´senter par des arbres
les facteurs palindromiques et antipalindromiques d’un mot puisqu’ils donnent rapide-
ment une intuition de leur structure combinatoire. En particulier, ils mettent en e´vidence
les syme´tries et les extensions possibles pour chaque palindrome.
Exemple 2. En reprenant le mot w = 00101100 on obtient les arbres des palindromes
et des antipalindromes de w aux figures 1.1 et 1.2.
10
0
ε
1
101
00 11
010
0110
Figure 1.1: Arbre des palindromes du mot w = 00101100.
ε
01 10
0101 1100
001011
Figure 1.2: Arbre des antipalindromes du mot w = 00101100.
Dans un article de Brlek et al., les auteurs introduisent la notion de de´faut palindro-
mique, qui mesure la quantite´ de palindromes distincts manquants dans un meˆme mot
(Brlek et al., 2004) en se basant sur une observation d’un article de Droubay, Justin
et Pirillo (Droubay, Justin et Pirillo, 2001). En effet, conside´rons un mot fini w. Alors
w contient un nombre line´aire de palindromes distincts. Plus pre´cise´ment, on a le fait
suivant :
The´ore`me 1. (Droubay, Justin et Pirillo, 2001) Soit w un mot fini. Alors |Pal(w)| ≤
|w|+ 1.
De´monstration. Une de´monstration se trouve dans (Droubay, Justin et Pirillo, 2001)
ainsi que dans le me´moire du pre´sent auteur (Blondin Masse´, 2008). Par contre, afin de
rendre cette the`se auto-suffisante, nous l’incluons ici.
Soit pi le pre´fixe de longueur i de w, ou` 0 ≤ i ≤ n. Soit Pi le nombre de palindromes
suffixes de pi et unioccurrents dans pi, ou` 0 ≤ i ≤ n. On montre que Pi ≤ 1, pour
0 ≤ i ≤ n. En proce´dant par contradiction, supposons qu’il existe un indice j tel que
Pj ≥ 2. En particulier, il existe deux palindromes distincts u et v qui sont suffixes de
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pj et qui sont unioccurrents dans pj . De plus, comme u et v sont diffe´rents, sans perte
de ge´ne´ralite´, on peut supposer que |u| > |v|. Il existe donc un mot non vide x tel que
u = xv. Or, u = u˜ = x˜v = v˜x˜ = vx˜, c’est-a`-dire que v apparaˆıt au moins deux fois dans
u et donc dans pj , contredisant la supposition que v est unioccurrent dans pj . On en
conclut que Pi ≤ 1 pour 0 ≤ i ≤ n et donc |Pal(w)| ≤ |w|+ 1.
Un mot w qui re´alise la borne du the´ore`me 1 est dit plein. En outre, on de´finit le de´faut
palindromique de w, note´ D(w), par
D(w) = |w|+ 1− |Pal(w)|.
Il est clair que w est plein si et seulement si D(w) = 0.
1.3 Mots infinis
Un mot infini w sur un alphabet A est une suite de´nombrable d’e´le´ments de A. En
ge´ne´ral, les mots infinis seront de´note´s en gras. La plupart des de´finitions de la section
1.1 s’e´tendent aux mots infinis. Un mot w est dit pe´riodique s’il existe un mot non
vide v tel que vn ∈ Pref(w), pour tout n ∈ N. On e´crit alors w = vω. On dit que
w est re´current si pour tout u ∈ Fact(w), on a |w|u = ∞. Il existe une notion plus
forte de re´currence : w est dit uniforme´ment re´current si pour tout u ∈ Fact(w), il
existe un entier n tel que pour tout v ∈ Factn(w), u ∈ Fact(v). Autrement dit, un
mot uniforme´ment re´current a la proprie´te´ que chaque paire d’occurrences conse´cutive
apparaˆıt avec une distance borne´e. Soit u ∈ Fact(w). Un mot v est appele´ mot de retour
complet de u dans w si
(i) v ∈ Fact(w),
(ii) |v|u = 2,
(iii) u ∈ Pref(v) et
(iv) u ∈ Suff(v).
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On de´signe par CRetw(u) l’ensemble des mots de retour complet de u dans w. Notons
que cette notion est de´finie pour les mots finis et infinis, mais elle est surtout conside´re´e
dans les mots infinis. En particulier, le nombre de mots de retour complet d’un mot u
dans w est fini si w est uniforme´ment re´current.
Exemple 3. Soit u = aababbaabbabaa. Le mot
w = uω = (aababbaabbabaa)ω = aababbaabbabaaaababbaabbabaa · · ·
est un exemple de mot pe´riodique. On peut par ailleurs montrer que un est un pa-
lindrome, pour tout n ≥ 0. Il est clair que w est re´current et meˆme uniforme´ment
re´current. Finalement, on constate que
CRetw(aa) = {aaa, aababbaa, aabbabaa}.
Une extension naturelle de la de´finition de mot de retour complet s’ave`re utile dans les
chapitres qui suivent. Soient u, v ∈ Fact(w). On dit que w est un mot de retour complet
de u vers v s’il existe un j tel que
(i) u est un pre´fixe de w ;
(ii) v est un suffixe de w ;
(iii) si u 6= v, alors |w|v = 1.
On de´signe par CRetw(u) l’ensemble des mots de retour complet de u dans w. Notons
que cette notion est de´finie pour les mots finis et infinis, mais elle est surtout conside´re´e
dans les mots infinis. En particulier, le nombre de mots de retour complet d’un mot u
dans w est fini si w est uniforme´ment re´current.
1.4 Morphismes
Rappelons qu’un morphisme est une application ϕ : A∗ → B∗ telle que ϕ(uv) =
ϕ(u)ϕ(v), pour n’importe quels u,v ∈ A∗. Il est par conse´quent suffisant de connaˆıtre
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l’action de ϕ sur les lettres de A pour l’e´tendre au mono¨ıde libre A∗. On dit d’un mot
w qu’il est point fixe du morphisme ϕ si w = ϕ(w).
Soit ϕ : A∗ → A∗ un morphisme sur un alphabet A. On peut montrer qu’un mot w dont
la premie`re lettre est α est fixe´ par ϕ si et seulement si la premie`re lettre de ϕ(α) est
α (Allouche et Shallit, 2003, chapitre 7). Dans ce cas, on e´crit ϕω(α). La notation est
justifie´e par le fait que ϕn(α) est un pre´fixe de w pour tout entier n ≥ 0. Notons que
certains mots finis peuvent eˆtre point fixe d’un morphisme.
Exemple 4. Soient A = {a,b} et µ : A∗ → A∗ le morphisme donne´ par µ(a) = ab et
µ(b) = ba. Alors µ admet exactement deux points fixes :
µ(t) = t = abbabaabbaababbabaababbaabbabaab · · ·
µ(t) = t = baababbaabbabaababbabaabbaababba · · ·
On de´montre facilement que CRett(a) = {aa,aba,abba}. Le mathe´maticien Axel Thue
a e´galement de´montre´ que t est sans chevauchement, c’est-a`-dire ne contient pas de
facteur de la forme auaua, ou` u est un mot et a une lettre. Une traduction de ses
travaux se trouve dans (Berstel, 1995). A` noter que t et t sont e´galement des points
fixes du morphisme θ : A∗ → A∗ de´fini par θ(a) = abba et θ(b) = baab, c’est-a`-dire que
les images sont des palindromes. Le mot t est appele´ mot de Thue-Morse. Il posse`de de
nombreuses proprie´te´s palindromiques inte´ressantes et une grande quantite´ de travaux
sont consacre´s a` son e´tude (Brlek, 1989; Berstel, 1995; Allouche et Shallit, 2000; Blondin
Masse´ et al., 2007; Blondin Masse´ et al., 2008), dont une importante partie est re´sume´e
dans le “survey” de Allouche et Shallit (Allouche et Shallit, 1999).
1.5 Mots ce´le`bres
Nous terminons ce chapitre en pre´sentant quelques familles de mots infinis ce´le`bres,
qu’on retrouve dans les chapitres subse´quents.
Les mots infinis les plus connus sont sans doute les mots sturmiens. Ils contiennent en
14
particulier le mot de Fibonacci
f = abaababaabaababaababa · · ·
de´fini comme le point fixe du morphisme
ϕ : {a, b}∗ → {a, b} : a 7→ ab, b 7→ a.
De´finition 4. Soit w un mot infini ape´riodique. On dit que w est sturmien s’il existe
des nombres α, ρ ∈ R tels que 0 ≤ α < 1, α est irrationnel et w est e´gal a` un des deux
mots infinis suivants
sα,ρ[n] =

a si bα(n+ 1) + ρc = bαn+ ρc,
b sinon,
s′α,ρ[n] =

a si dα(n+ 1) + ρe = dαn+ ρe,
b sinon,
c’est-a`-dire que w correspond a` la discre´tisation d’une demi-droite d’intercept ρ et de
pente irrationnelle α.
Plusieurs caracte´risations e´quivalentes de ces mots existent. Plus pre´cise´ment, les e´nonce´s
suivants sont e´quivalents :
1. w est sturmien ;
2. w a une complexite´ n+ 1 ;
3. w est e´quilibre´, c’est-a`-dire que pour tout facteur de meˆme longueur u, v ∈
Factn(w), on a |u|a − |v|a ≤ 1 pour toute lettre a.
On dit d’un mot sturmien qu’il est standard si ρ = α. Nous e´tudions les mots standards
dans le chapitre 3 ainsi que certaines ge´ne´ralisations de cette notion. De plus, il a e´te´
de´montre´ que les mots sturmiens sont pleins en palindromes (Droubay, Justin et Pirillo,
2001).
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Figure 1.3: Interpre´tation ge´ome´trique illustrant le lien entre les mots sturmiens et les suites
de Rote. Dans le dessin, le mot 01100111001100 · · · est une suite de Rote qui code la hauteur
modulo 2 du chemin discret de´crit par le mot sturmien abababaabababa · · · .
Une famille de mots tre`s proche de celle des mots sturmiens est celle des mots quasi-
sturmiens, qui sont les mots de complexite´ n+k, pour un entier k ≥ 2 (Alessandri, 1995).
Une certaine litte´rature leur est e´galement consacre´e, notamment par la communaute´
e´tudiant les syste`mes dynamiques (Damanik et Lenz, 2000; Lenz, 2003).
En dernier lieu, il est inte´ressant de mentionner les suites de Rote, qui sont les mots de
complexite´ 2n. Ils ont e´te´ principalement e´tudie´s par Rote, qui a de´montre´ que, si un
mot w a une complexite´ 2n et a un langage ferme´ sous l’ope´ration de comple´mentation,
alors la suite des diffe´rences finies de w est sturmienne (Rote, 1994). Cette proprie´te´
s’interpre`te au niveau ge´ome´trique comme suit : les suites de Rote codent la hauteur
modulo 2 d’une demi-droite de pente irrationnelle, comme l’illustre la figure 1.3.
A` l’instar des mots sturmiens, on dit d’une suite de Rote dont le langage est ferme´ par
comple´mentation qu’elle est standard si le mot sturmien qui lui est associe´ est lui-meˆme
standard.
Les codages de rotations, qui sont introduits dans le chapitre suivant, sont en quelque
sorte une ge´ne´ralisation des mots sturmiens et de certaines suites de Rote. Ils incluent
e´galement certains mots quasi-sturmiens. Nous montrons en particulier que tous les
codages de rotations sont pleins en palindromes.

CHAPITRE II
CODAGES DE ROTATIONS
Dans ce chapitre, nous nous inte´ressons aux codages de rotations, qui sont des suites
symboliques binaires codant la trajectoire d’un point de l’intervalle unite´ [0,1) lorsqu’on
lui fait subir des rotations successives d’angle α ∈ R/Z. Plus pre´cise´ment, nous rappelons
les notions de base et les faits connus sur ces suites, notamment issus de la the´orie
des syste`mes dynamiques. Nous de´montrons e´galement que ces suites symboliques sont
pleines, c’est-a`-dire qu’elles re´alisent la borne supe´rieure du nombre de palindromes
distincts qu’un mot infini peut contenir dans chacun de ses facteurs. La majorite´ des
notions et des re´sultats pre´sente´s ont fait l’objet d’un article de revue publie´ re´cemment
(Blondin Masse´ et al., 2011).
2.1 Topologie du cercle unite´
L’espace de base des codages de rotations est le cercle unite´ R/Z muni de sa projection
naturelle
pi : R→ R/Z : x 7→ x+ Z.
L’ensemble des repre´sentants utilise´s est donne´ par l’intervalle ferme´ a` gauche et ouvert
a` droite [0, 1) ⊆ R. Dans l’espace R/Z, on appelle intervalle tout ensemble A ⊆ R/Z
pour lequel il existe un intervalle B ⊆ R ve´rifiant pi(B) = A. Ainsi, [1/4, 11/20] et
[0.75,0.08] sont deux intervalles de R/Z, c’est-a`-dire qu’il n’est pas ne´cessaire que les
bornes a et b d’un intervalle [a, b] satisfassent a < b. En revanche, tout intervalle de R/Z
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Figure 2.1: Intervalles du cercle unite´. (a) L’intervalle [0.25; 0.55], (b) l’intervalle [0.75; 0.08] et
(c) ce n’est pas un intervalle.
est comple`tement de´termine´ par le couple (ordonne´) (a, b), avec a, b ∈ R/Z (voir figure
2.1).
Les notions d’intervalle ferme´, ouvert , semi-ouvert , ouvert a` gauche, ouvert a` droite,
ferme´ a` gauche et ferme´ a` droite dans R s’e´tendent naturellement au cas d’intervalles
de R/Z. Le bord d’un intervalle non vide I, de´note´ par ∂(I), est l’ensemble de ses deux
bornes, qu’elles soient incluses ou non dans l’intervalle. La cloˆture d’un intervalle I,
qu’on note par I, est donne´e par I = I ∪ ∂(I) et son inte´rieur est l’ensemble ouvert
Int(I) = I − ∂(I).
La fonction de base que nous conside´rons sur R/Z est la rotation d’angle α ∈ R de´finie
par Rα(x) = x+ α ∈ R/Z, l’addition e´tant conside´re´e modulo Z. Il est e´vident que Rα
est une bijection. La fonction Rα s’e´tend naturellement a` tout sous-ensemble de points
X ⊆ R/Z : Rα(X) = {Rα(x) | x ∈ X} et en particulier aux intervalles. Il est pratique
d’employer la notation exponentielle pour de´signer la composition de la fonction Rα
avec elle-meˆme, de sorte que Rmα (x) = x+mα ∈ R/Z, avec m ∈ Z.
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2.2 E´changes d’intervalles
Un e´change d’intervalles est une fonction affine par morceaux qui associe deux partitions
de l’espace en intervalles par rapport a` une permutation donne´e.
Soient J,K ⊆ R/Z deux intervalles ferme´s a` gauche ouverts a` droite de longueur λ. Soit
q ≥ 1 un entier et λ = (λ1,λ2, . . . ,λq) un vecteur a` valeurs dans R+ tel que ∑qi=1 λi = λ
et soit σ une permutation de l’ensemble {1,2, . . . ,q}. On partitionne les intervalles J et
K en q sous-intervalles comme suit. Pour 1 ≤ i ≤ q, posons
Ji =
∑
j<i
λj ,
∑
j≤i
λj
é
et Ki =
 ∑
k<σ−1(i)
λσ(k),
∑
k≤σ−1(i)
λσ(k)
é
.
Alors l’e´change de q intervalles par rapport a` la permutation σ et au vecteur λ est
l’application F qui satisfait les deux conditions suivantes :
(i) l’image du sous-intervalle Ji est Ki, c’est-a`-dire F (Ji) = Ki et
(ii) F |Ji (la restriction de F a` l’intervalle Ji) est une translation pour i = 1, 2, . . . , q.
Exemple 5. Soient les intervalles J = [0,25; 0,50) et K = [0,70; 0,95), le vecteur λ =
(0,10; 0,10; 0,05) et la permutation σ = (321). Alors
J1 = [0,25; 0,35), J2 = [0,35; 0,45) et J3 = [0,45; 0.50).
D’autre part, puisque σ = (321), les longueurs des sous-intervalles K1, K2 et K3 seront
inverse´es par rapport a` J1, J2 et J3, de sorte que
K3 = [0,70; 0,75), K2 = [0,75; 0,85) et K1 = [0,85; 0.95).
L’e´change d’intervalles F re´sultant du vecteur λ et de la permutation σ est donc
comple`tement de´crit par les sous-intervalles Ji et Ki, pour i = 1,2,3. Par exemple,
F (0,25) = 0,85, F (0,40) = 0,80 et F (0,49) = 0,74. La figure 2.2 repre´sente l’e´change
d’intervalles en question.
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Figure 2.2: E´change d’intervalles obtenu a` partir de l’intervalle J = [0,25; 0,50) vers l’intervalle
K = [0,70; 0,95) selon le vecteur λ = (0,10; 0,10; 0,05) et la permutation σ = (321).
2.3 La fonction de premier retour de Poincare´
Soit α ∈ R et J ⊆ R/Z un intervalle du cercle unite´. On de´finit une fonction
Tα : J → N+ : x 7→ min{t ∈ N+ | x+ tα ∈ J}.
Moins formellement, Tα(x) est e´gal au nombre de rotations d’angle α ne´cessaires pour
que le point x ∈ J revienne dans l’intervalle J . On l’appelle e´galement temps de retour
du point x ∈ J , d’ou` l’utilisation de la variable t. Une autre fonction utile est celle qui
code le lieu d’arrive´e exact du point lors de son premier retour :
Pα : J → J : x 7→ x+ Tα(x) · α.
Exemple 6. Soient α = 0,2345, J = [0,01; 0,16] et x = 0,0833. Alors Tα(x) = 4 et
Pα(x) = 0,2713. Une repre´sentation graphique de la situation se trouve a` la figure 2.3.
Il n’est pas imme´diat que la fonction Tα est bien de´finie pour tout x ∈ J . En effet,
rien ne nous garantit a` premie`re vue que tout point x auquel on applique des rotations
successives d’angle α ait une orbite qui intersecte l’intervalle J a` nouveau. La proposition
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Figure 2.3: Temps de premier retour et fonction de premier retour de Poincare´ avec α = 0,2345
et J = [0,01; 0,16]. Il suffit de quatre rotations pour revenir a` l’intervalle J en partant du point
x = 0,0833. Par conse´quent, Tα(x) = 4 et donc Pα(x) = x+ 4α = 0,2713.
qui suit re´soud la question :
Proposition 2. Soit α ∈ R un re´el non nul et J ⊆ R/Z un intervalle du cercle unite´.
Alors les fonctions Tα et Pα sont bien de´finies.
De´monstration. Il suffit de montrer que Tα(x) ∈ N pour tout x ∈ J .
Supposons d’abord que α est rationnel, c’est-a`-dire α = p/q pour certains entiers p et
q. Alors x + qα = x + p = x ∈ J , puisque l’addition est prise modulo Z, de sorte que
Tα(x) ≤ p et donc Tα(x) ∈ N.
Il reste a` conside´rer le cas α irrationnel. La conclusion suit du fait que l’ensemble
{x+ tα | t ∈ R} est dense dans [0,1) et donc que Tα(x) est bien fini.
Dans la suite de cette the`se, il s’ave`re utile de ge´ne´raliser la fonction de premier retour
de Poincare´ en distinguant les intervalles de de´part et d’arrive´e.
Soient α ∈ R et J,K ⊆ R/Z deux intervalles non vides ferme´s a` gauche et ouverts a`
droite. On de´finit l’application Tα(J,K) par
Tα(J,K) : J → N+ ∪ {+∞} : x 7→ inf{t ∈ N+ | x+ tα ∈ K}.
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En d’autres termes, Tα(J,K)(x) indique le nombre de rotations d’angle α qui doivent
eˆtre applique´es au point x ∈ J pour qu’il se trouve pour la premie`re fois dans l’intervalle
K. Il s’agit bien d’une ge´ne´ralisation de la fonction de premier retour de Poincare´ usuelle,
qu’on retrouve en posant J = K. La fonction Tα(J,K) est appele´e temps de retour . De
fac¸on analogue, posons
Pα(J,K) : J
′ → K : x 7→ x+ Tα(J,K)(x) · α,
avec J ′ = {x ∈ J | Tα(J,K)(x) < ∞} l’ensemble des points de J ayant un temps de
retour fini. Plus informellement, e´tant donne´ x ∈ J , Pα(J,K)(x) est le point corres-
pondant au lieu d’arrive´e de x la premie`re fois qu’il atteint l’intervalle K. La fonction
Pα(J,K) est appele´e fonction de premier retour de Poincare´ ge´ne´ralise´e, ou plus simple-
ment fonction de premier retour de Poincare´ pour ne pas alourdir inutilement le texte.
Il convient de noter que, bien que les fonctions Tα(J,K) et Pα(J,K) sont en ge´ne´ral
de´finies pour J et K des intervalles, elles sont e´galement bien de´finies lorsqu’on les e´tend
a` des ensembles J et K qui ne sont pas des intervalles.
Exemple 7. Reprenons l’exemple 6, avec α = 0,2345, x = 0,0833 et J = [0,01; 0,16].
Conside´rons l’intervalle d’arrive´e K = [0,37; 0,52]. Cette fois, il faut appliquer six rota-
tions au point x pour qu’il atteigne l’intervalle K pour la premie`re fois (voir figure 2.4).
On obtient donc Tα(J,K)(x) = 6 et Pα(J,K)(x) = 0,4903.
A` l’exemple 7, on remarque que l’orbite du point x passe d’abord par l’intervalle J
avant d’arriver dans l’intervalle K. En revanche, si K = [0,25; 0,40], l’orbite serait arrive´
directement dans l’intervalle K sans passer par J .
De la meˆme fac¸on que pour la fonction de premier retour de Poincare´ usuelle, il faut
s’assurer que la version ge´ne´ralise´e est e´galement bien de´finie. On constate que dans
certains cas, il est possible que l’intervalle d’arrive´e K ne soit jamais atteint par l’orbite
{x + tα | t ∈ N+}. En fait, c’est seulement dans le cas ou` α est rationnel, car si α
est irrationnel, alors par densite´, l’intervalle K sera toujours atteint. C’est pourquoi le
codomaine de la fonction Tα(J,K) est N+ ∪ {+∞}.
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Figure 2.4: Temps de premier retour et fonction de premier retour de Poincare´ ge´ne´ralise´e avec
α = 0,2345, J = [0,01; 0,16] et K = [0,37; 0,52]. Il suffit de six rotations pour arriver a` l’intervalle
K en partant du point x = 0,0833. Par conse´quent, Tα(J,K)(x) = 6 et Pα(x) = x+6α = 0,4903.
Exemple 8. Soient α = 0,3, J = [0,83; 0,87], K = [0,08; 0,12] et x = 0,85. Comme
α = 3/10, son orbite contient exactement 10 points :
X = {0,05; 0,15; 0,25; 0,35; 0,45; 0,55; 0,65; 0,75; 0,85; 0.95}.
Or, X ∩K = ∅, ce qui entraˆıne que Tα(J,K)(x) = +∞ et Pα(J,K)(x) n’est pas de´fini
(voir figure 2.5).
Il est bien connu de la communaute´ e´tudiant les syste`mes dynamiques que la fonction de
premier retour de Poincare´ usuelle est un e´change d’intervalles. En utilisant la notation
de ce chapitre, nous avons plus pre´cise´ment le lemme suivant (Katok, 1980) :
Lemme 1. (Katok, 1980) Soit α ∈ R et J ⊆ R/Z un intervalle du cercle unite´. Alors
l’application Pα = Pα(J, J) est un e´change de r ≤ 4 intervalles. De plus, il existe une
de´composition
J = J1 ∪ J2 ∪ . . . ∪ Js, r ≤ s ≤ 4,
en sous-intervalles Ji deux a` deux disjoints et des entiers positifs t1, t2, . . ., ts tels que
pour tout x ∈ Ji,
Pα(x) = R
ti
α (x),
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Figure 2.5: Temps de premier retour infini lorsque α = 0,3, J = [0,83; 0,87], K = [0,08; 0,12] et
x = 0,85. On remarque que l’orbite du point x contient exactement 10 points (nume´rote´s dans
l’ordre selon lequel ils sont atteints). En particulier, cet orbite et l’intervalle K sont disjoints de
sorte que Tα(J,K)(x) = +∞ et Pα(J,K)(x) n’est pas de´fini.
ou` Rα est continue sur chaque sous-intervalle R
k
α(Ji), pour k = 0, 1, . . . , ti − 1.
Nous n’incluons pas la de´monstration ici pour deux raisons. Tout d’abord, celle-ci se
trouve dans l’article de Katok (Katok, 1980). De plus, elle ne´cessite l’utilisation d’outils
qui ne sont pas ne´cessaires a` la compre´hension de cette the`se et que nous ne souhaitons
pas pre´senter. Finalement, la proposition qui suit ge´ne´ralise le lemme 1 pour le cas ou`
les intervalles de de´part J et d’arrive´e K peuvent eˆtre diffe´rents, et par le fait meˆme,
en constitue une de´monstration.
Proposition 3. Soient α ∈ R/Z et J,K ⊆ R/Z deux intervalles ferme´s a` gauche ouverts
a` droite ve´rifiant |J | = |K| ≤ α. Alors Pα(J,K) est une bijection si et seulement si
Pα(J,K) est un e´change de q intervalles de permutation (q, q−1, . . . , 2, 1), ou` q ∈ {1,2,3}.
De´monstration. Afin d’alle´ger le texte, posons P = Pα(J,K) et T = Tα(J,K).
(⇐) Par de´finition meˆme d’e´change d’intervalles.
(⇒) Conside´rons le nombre d’e´le´ments dans l’image T (J) ⊆ N+. Si |T (J)| = 1, alors P
est un e´change de 1 intervalle et la proposition est ve´rifie´e. Autrement, supposons que
|T (J)| ≥ 2.
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Figure 2.6: Sche´ma illustrant le cas ou` l’intersection de deux intervalles ne donne pas un in-
tervalle. Il s’agit d’un argument utilise´ pour visualiser ce qui se passe lorsque K et Rt1α (J) se
chevauchent de part et d’autre dans la proposition 3.
Soient t1 et t2 les deux plus petites valeurs de T (J), avec t1 < t2, Ji = T
−1(ti) et
Ki = P (Ji) pour i = 1, 2. Tout d’abord, remarquons que l’ensemble K1 est un intervalle.
En effet, si K1 n’est pas un intervalle, alors les intervalles J et K doivent eˆtre de longueur
au moins 1/2 (puisqu’ils sont de meˆme longueur et queRt1α (J) etK doivent se chevaucher
de part et d’autre comme a` la figure 2.6) et donc 1/2 < |K| ≤ α. En particulier t1 = 1 et
donc α < |J |, ce qui est contradictoire. On en conclut que K1 = K ∩Rt1α (J) est bien un
intervalle et K2 = K ∩Rt2α (J \ J1). Or, P est une bijection par hypothe`se, de sorte que
K1 et K2 sont disjoints et touchent chacun une borne de l’intervalle K. Si |T (J)| = 2,
alors J = J1 ∪ J2 et K = K1 ∪ K2, de sorte que P est l’e´change de deux intervalles
de´crit par J1 et J2 de permutation (2,1).
Supposons maintenant que |T (J)| ≥ 3. Soient t3 = min(T (J) \ {t1,t2}), J3 = T−1(t3)
et K3 = P (J3) = K ∩ Rt3α (J \ (J1 ∪ J2)). Autrement dit, t3 est le prochain plus petit
temps de retour, J3 et K3 sont respectivement les ensembles de de´part et d’arrive´e des
points ayant le temps de retour t3. Comme K3 est non vide et P est une bijection, alors
Rt3(J \ (J1 ∪ J2)) doit intersecter K dans l’intervalle K \ (K1 ∪K2). Or, la longueur de
cet intervalle ferme´ a` gauche et ouvert a` droite est |K \(K1∪K2)| = |J \(J1∪J2)|, ce qui
signifie qu’il y a tout juste suffisamment d’espace. Ainsi, J3 = J \ (J1 ∪ J2), |T (J)| = 3
et donc P est un e´change de 3 intervalles de´crit par J1, J2, J3 de permutation (3,2,1),
ce qui termine la de´monstration.
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i Riα(x) = (x+ iα) mod Z Riα(x) ∈ [0; 0,30234023)? ci
0 0,23435636 oui 1
1 0,45679159 non 0
2 0,67922683 non 0
3 0,90166206 non 0
4 0,12409730 oui 1
5 0,34653254 non 0
Tableau 2.1: Premie`res valeurs du codage de rotations C = c0c1c2 · · · obtenu avec les parame`tres
x = 0,23435636, α = 0,222435236 et β = 0,30234023.
0
β
x
x+ α
x+ 2α
x+ 3α
x+ 4α
x+ 5α
Figure 2.7: Orbite des premie`res valeurs obtenues a` partir du codage de rotations de parame`tres
x = 0,23435636, α = 0,222435236 et β = 0,30234023.
2.4 Codages de rotations
Soient x, α, β ∈ R/Z. Le cercle unite´ R/Z est partitionne´ en deux intervalles ferme´s a`
gauche et ouverts a` droite non vides I1 = [0,β) et I0 = [β,1). Ensuite, on de´finit un mot
infini (ou une suite symbolique) C(x) = c0c2c2 . . . sur A = {0,1} en posant
ci =

1 si Riα(x) ∈ [0,β),
0 si Riα(x) ∈ [β,1),
Ce mot est appele´ codage de rotations de x de parame`tres (α, β).
Exemple 9. Soient x = 0,23435636, α = 0,222435236 et β = 0,30234023. Alors
C(x) = 1000100011000100011000100011000100011000 · · · .
27
Le tableau 2.1 indique les premie`res valeurs de C et la figure 2.7 repre´sente l’orbite de
ces premie`res valeurs sur le cercle unite´.
Il est imme´diat que C(x) est pe´riodique si et seulement si α est rationnel. Lorsque
α est irrationnel et que β ∈ {α, 1 − α}, alors le codage obtenu est un mot sturmien.
Autrement, si β /∈ Z + αZ, on retrouve les mots de complexite´ 2n, ou mots de Rote
(Rote, 1994). En dernier lieu, le cas β ∈ Z + αZ nous donne les mots quasi-sturmiens,
c’est-a`-dire les mots de complexite´ n+ k, ou` k est un entier (Rote, 1994).
2.5 Partition du cercle unite´
Soient x, α, β ∈ R/Z. E´tant donne´ un mot w ∈ Σ∗, on de´finit Iw comme l’ensemble des
points du cercle unite´ a` partir desquels le mot w est lu sous des rotations d’angle α :
Iw = {γ ∈ R/Z | Pref |w|(C(γ)) = w}.
Il est facile de calculer les ensembles Iw :
Iw =
n−1⋂
i=0
R−iα (Iwi) (2.1)
avec I1 = [0,β) et I0 = [β,1). Il suit de la formule (2.1) que Iw n’est pas ne´cessairement
un intervalle puisque rien ne garantit que l’intersection de deux intervalles du cercle
unite´ est e´galement un intervalle (voir Figure 2.6). Nous e´tudions cette situation en
de´tail un peu plus loin dans ce chapitre.
Exemple 10. Reprenons l’exemple 9 ou` nous avons x = 0,23435636, α = 0,222435236
et β = 0,30234023 et donc
C(x) = 1000100011000100011000100011000100011000 · · · .
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0
β
I1
I0
0
β
−α
β − α
I10
I11
I01
I00
0
β
−α
β − α
−2α
β − 2α
I100
I110
I000
I001
I010
I011
Figure 2.8: Repre´sentation des intervalles Iw, ou` |w| ∈ {1,2,3} pour le codage de rotations de
parame`tres x = 0,23435636, α = 0,222435236 et β = 0,30234023. On remarque que les intervalles
correspondant a` des facteurs de meˆme longueur forment une partition du cercle unite´.
Calculons les ensembles Iw pour tout facteur w de C de longueur au plus 3. On obtient :
I0 = [β, 0)
I1 = [0, β)
I00 = I0 ∩R−1α (I0) = [β, 0) ∩ [β − α,−α) = [β,−α)
I11 = I1 ∩R−1α (I1) = [0, β) ∩ [−α, β − α) = [0, β − α)
I01 = I0 ∩R−1α (I1) = [β, 0) ∩ [−α, β − α) = [−α, 0)
I10 = I1 ∩R−1α (I0) = [0, β) ∩ [β − α,−α) = [β − α, β)
I000 = I0 ∩R−1α (I0) ∩R−2α (I0) = [β, 0) ∩ [β − α,−α) ∩ [β − 2α,−2α) = [β,−2α)
I001 = I0 ∩R−1α (I0) ∩R−2α (I1) = [β, 0) ∩ [β − α,−α) ∩ [−2α, β − 2α) = [−2α,−α)
I010 = I0 ∩R−1α (I1) ∩R−2α (I0) = [β, 0) ∩ [−α, β − α) ∩ [β − 2α,−2α) = [β − 2α, 0)
I011 = I0 ∩R−1α (I1) ∩R−2α (I1) = [β, 0) ∩ [−α, β − α) ∩ [−2α, β − 2α) = [−α, β − 2α)
I100 = I1 ∩R−1α (I0) ∩R−2α (I0) = [0, β) ∩ [β − α,−α) ∩ [β − 2α,−2α) = [β − α, β)
I110 = I1 ∩R−1α (I1) ∩R−2α (I0) = [0, β) ∩ [−α, β − α) ∩ [β − 2α,−2α) = [0, β − α)
Remarquons ici que pour n = 1, 2, 3, on a que
{Iw | w ∈ Factn(C)}
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0
β
I1
I0
0
β
−α
β − α
I00
I00
I10
I01
0
β
−α
β − α
−2α
β − 2α
I000
I010
I000
I001
I101
I100
Figure 2.9: Partitions induites par le codage de rotations de parame`tres x = 0,23435636, α =
0,422435236 et β = 0,30234023 pour les longueurs 1, 2 et 3. Les ensembles I00 et I000 ne sont
pas des intervalles.
est une partition du cercle unite´ [0,1). De plus, chacun des Iw pour w un facteur de
longueur au plus 3 est bien un intervalle. Une repre´sentation graphique de la situation
se trouve a` la figure 2.8.
Proposition 4. Soit n un entier positif non nul. L’ensemble
Pn = {Iw | w ∈ Factn(C(γ)}
est une partition du cercle unite´. De plus, l’ensemble des bornes de la partition Pn est
donne´ par
P = {−iα | i = 0, 1, . . . , n− 1} ∪ {β − iα | i = 0, 1, . . . , n− 1}.
De´monstration. Par re´currence sur n et a` l’aide de la formule (2.1).
Exemple 11. Conside´rons le codage de rotations obtenu avec les parame`tres x =
0,23435636, α = 0,422435236 et β = 0,30234023. Alors
C(x) = 1010000101000010000101000010100001010010 · · · .
En calculant les ensembles Iw ou` w ∈ Factn(C) et n = 1, 2, 3, on constate que I00 et
I000 ne sont pas des intervalles (voir figure 2.9).
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Nous de´crivons un peu plus bas certaines conditions sous lesquelles l’ensemble Iw est
un intervalle.
La fonction de Poincare´ pre´sente´e plus haut est particulie`rement adapte´e pour e´tudier
les mots de retour des codages de rotations. Plus pre´cise´ment, nous avons le lemme
suivant :
Lemme 2. Soient u,v ∈ Fact(C) et T = Tα(Iu,Iv) la fonction de premier retour de
Poincare´. Alors l’ensemble des mots de retour complet de u a` v dans C est exactement
de´crit par
{CT (γ)+|v|(γ) | γ ∈ Iu}.
De´monstration. Le mot w est un mot de retour complet de u vers v dans C si et
seulement si
(1) j est une occurrence de u,
(2) k est la premie`re occurrence de v dans w strictement plus grande que j et
(3) w = C[j,k+|v|−1].
Ceci est e´quivalent a` ce qu’il existe γ ∈ Iw tel que γ ∈ Iu, R|w|−|v|α ∈ Iv et Riα /∈ Iv pour
0 < i < |w|−|v|, c’est-a`-dire qu’il existe γ ∈ Iw tel que γ ∈ Iu et Tα(Iu, Iv)(γ) = |w|−|v|
et donc il existe γ ∈ Iu tel que w = C|w|(γ) = CTα(Iu,Iv)(γ)+|v|(γ).
Un autre fait connu dans la communaute´ des syste`mes dynamiques est le suivant, qui
se de´montre en modifiant le´ge`rement la de´monstration du lemme 1 de Katok (Katok,
1980).
Lemme 3. Soit w ∈ Σ∗ tel que Iw est un intervalle. Alors
(i) Pα(Iw, Iw) est un e´change de q intervalles, ou` q ∈ {1,2,3}.
(ii) w a au plus 3 mots de retour complets.
Le cas ou` Iw n’est pas un intervalle est de´crit par les deux lemmes qui suivent. Nous
commenc¸ons d’abord par un lemme un peu plus technique.
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Lemme 4. Soit E un ensemble fini d’indices, (Ai)i∈E une famille d’intervalles ferme´s
a` gauche ouverts a` droite de R/Z. Soit ` = min{|Ai| : i ∈ E} et L = max{|Ai| : i ∈ E}.
Si `+ L ≤ 1, alors ⋂i∈E Ai est un intervalle.
De´monstration. La de´monstration se fait par re´currence sur n = |E|. Pour n = 1,
Il n’y a rien a` de´montrer puisqu’on calcule l’intersection d’un seul intervalle, qui est
clairement un intervalle.
Autrement, soit k ∈ E un indice tel que |Ak| = L = max{|Ai| : i ∈ E} et ` = min{|Ai| :
i ∈ E}. Alors ⋂
i∈E
Ai = Ak ∩
Ñ ⋂
i∈E\{k}
Ai
é
.
Par l’hypothe`se de re´currence,
⋂
i∈E\{k}Ai est un intervalle et sa longueur est au plus
`. Or, ` + L ≤ 1, de sorte que Ak et ⋂i∈E\{k}Ai ne peuvent s’intersecter en leur deux
extre´mite´s.
Nous poursuivons avec un lemme garantissant, sous des conditions raisonnables, que
l’ensemble Iw est bien un intervalle.
Lemme 5. Soit w ∈ Σ∗ et α, β ∈ R/Z. Alors les e´nonce´s suivants sont ve´rifie´s :
(i) Si les lettres 0 et 1 apparaissent toutes deux dans w, alors Iw est un intervalle et
|Iw| ≤ α ;
(ii) Si α < β et α < 1− β, alors Iw est un intervalle.
De´monstration. (i) Soit L = {|R−iα (Iwi)| : 0 ≤ i ≤ n − 1}. Si les lettres 0 et 1
apparaissent dans w, alors L = {β, 1−β} de sorte que min(L)+max(L) = 1. Il s’en suit
que l’intersection Iw =
⋂
0≤i≤n−1R−iα (Iwi) ve´rifie les conditions du lemme 4 de sorte que
Iw est un intervalle.
Au moins un des deux facteurs 01 et 10 doit apparaˆıtre dans w. Dans le premier cas,
la longueur de Iw est borne´e comme suit : |Iw| ≤ |I01| = |Rα(I0) ∩ R−1α (I1)| ≤ α. Une
ine´galite´ semblable peut eˆtre obtenue a` partir du facteur 10.
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(ii) Nous de´montrons la contrapose´e. Supposons qu’il existe un entier positif n et un
mot w ∈ Factn(C) tel que Iw est un intervalle mais Iwa n’est pas un intervalle, ou` a est
une lettre. Il suit de la partie (i) de cette de´monstration que w = an et |Ia| > |Ib|, ou`
b 6= a est l’autre lettre. Or, Iw = ⋂n−1i=0 R−iα (Ia). En particulier, Iw ⊆ R−n+1α (Ia) de sorte
que
R−n+1α (Ib) ⊆ [0,1) \ Iw.
De plus, Iwa = Iw ∩ R−nα (Ia) et ainsi R−nα (Ib) ⊆ Iw. Ceci entraˆıne que R−n+1α (Ib) ∩
R−nα (Ib) = ∅, Rα(Ib) ∩ Ib = ∅ et α ≥ |Ib| = min{β, 1− β}.
2.6 Syme´tries de la partition
Soit n ∈ N. L’ensemble
Pn = {−iα | i = 0, 1, . . . , n− 1} ∪ {β − iα | i = 0, 1, . . . , n− 1}
des points correspondant aux frontie`res de la partition est invariant sous la re´flexion
de´termine´e par l’axe passant par les points yn et y
′
n ve´rifiant les e´quations
2yn = 2y
′
n = β − (n− 1)α.
Plus pre´cise´ment, il s’agit de la re´flexion
Sn : R/Z→ R/Z : x 7→ 2yn − x.
Lorsqu’on se rame`ne a` un codage de rotations C, elle permet en particulier de de´montrer
que le langage Fact(C) est invariant sous l’ope´rateur image miroir.
Exemple 12. Conside´rons les facteurs de longueur 3 d’un codage de rotations de pa-
rame`tre α = 0,135 et β = 0,578. Une repre´sentation graphique se trouve a` la figure 2.10.
On ve´rifie que
S3(0) = β − 2α− 0 = β − 2α
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0
β
−α
β − α
−2α
β − 2α
I111
I110
I100
I000
I001
I011
S3
Figure 2.10: Repre´sentation graphique de la re´flexion S3 applique´e a` l’ensemble P3 d’un codage
de rotations de parame`tres α = 0,135, β = 0,578. Les points −2α, −α et 0 sont respectivement
envoye´s sur les points β, β − α et β − 2α. En outre, les intervalles de´limite´s par ces points
ve´rifient bien l’identite´ S3(Int(Iw)) = Int(Iw˜).
S3(−α) = β − 2α+ α = β − α
S3(−2α) = β − 2α+ 2α = β
De plus, l’identite´ S3(Int(Iw)) = Int(Iw˜) est ve´rifie´e dans cet exemple puisque
S3(Int(I111)) = Int(I111)
S3(Int(I011)) = Int(I110)
S3(Int(I100)) = Int(I001)
S3(Int(I000)) = Int(I000)
Le lemme qui suit de´crit les proprie´te´s qui nous inte´ressent par rapport a` la re´flexion
Sn :
Lemme 6. Soit m ∈ N. Alors les e´nonce´s suivants sont ve´rifie´s :
(i) Si Sn(x) = R
m
α (x), alors Sn(x+ α) = R
m−1
α (x).
(ii) Si x ∈ Int(Iw), alors Sn(x) ∈ Iw˜, ou` n = |w|.
(iii) Si Sn(x) = R
m
α (x), alors Cn+m(x) est un palindrome.
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De´monstration. (i) Nous avons
Sn(x+ α) = 2yn − x− α = Sn(x)− α
= x+mα− α = x+ (m− 1)α.
(ii) Soit w un facteur de C de longueur n. Rappelons que Iw =
⋂
0≤i≤n−1R−iα (Iwi). De
plus, on remarque que
R−iα (Iwi) =

[−iα, β − iα) si wi = 1,
[β − iα,−iα) si wi = 0.
Aussi,
Sn(Int(R
−i
α (Iwi))) =

(−(n− i− 1)α, β − (n− i− 1)α) si wi = 1,
(β − (n− i− 1)α,−(n− i− 1)α) si wi = 0.
= Int(R−(n−i−1)α (Iwi))
Il vient donc
Sn(Int(Iw)) = Sn
Ñ ⋂
0≤i≤n−1
Int(R−iα (Iwi))
é
=
⋂
0≤i≤n−1
Sn(Int(R
−i
α (Iwi)))
=
⋂
0≤i≤n−1
Int(R−(n−i−1)α (Iwi))
=
⋂
0≤i≤n−1
Int(R−iα (Iw˜i))
= Int(Iw˜),
tel que voulu.
(iii) Soit n ∈ N et w le mot de longueur n tel que x ∈ Iw. La de´monstration est faite
par re´currence sur m. Si m = 0, alors x ∈ Iw˜ par (ii) de sorte que w = ‹w = Cn+0(x). Si
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β
−α
β − α
−2α
β − 2α
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I100
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I011
x
x+ α
x+ 2α
x+ 3α
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x+ 6α
x+ 7α
S3
Figure 2.11: Trajectoire du point x = (β − 9α)/2 = 0,6815 pour la partition P3 avec les pa-
rame`tres α = 0,135 et β = 0,578 sous des rotations d’angle α. La trajectoire est syme´trique par
rapport a` la re´flexion S3. De plus, C10(x) = 0001111000 est un palindrome.
m = 1, alors x + α ∈ Iw˜ par la partie (ii). Ainsi, Cn+1(x) = a‹w = wb, ou` a, b ∈ {0,1}.
On voit clairement alors que a = w0 = b et donc Cn+1(x) est un palindrome. Plus
ge´ne´ralement, pour m ≥ 2, Cm+n(x) = aCm+n−2(x + α)b, ou` a = w0 = b puisque a
est la premie`re lettre de w et b est la dernie`re lettre de ‹w. Il suit de la partie (i) que
Sn(x+α) = (x+α) + (m− 2)α, ce qui entraˆıne que Cm+n−2(x+α) est un palindrome,
en vertu de l’hypothe`se de re´currence.
Exemple 13. En continuite´ avec l’exemple 12, conside´rons le point x = (β − 9α)/2 =
0,6815. Nous avons S3(x) = x + 7α et l’orbite du point x sous des rotations d’angle
α jusqu’au premier retour dans l’intervalle [β,−2α) est syme´trique par rapport a` la
re´flexion S3 (voir figure 2.11. La re´flexion S3 et plus ge´ne´ralement les re´flexions Sn, ou`
n ∈ N, jouent un roˆle cle´ dans la de´monstration que tout mot de retour complet d’un
palindrome est lui-meˆme un palindrome. Nous de´montrons plus rigoureusement ce fait
dans la section suivante.
2.7 Tout codage de rotations est plein
Cette section est consacre´e a` la de´monstration du fait que les codages de rotations
sont pleins en palindromes, c’est-a`-dire qu’ils re´alisent la borne supe´rieure de´crite par
Droubay, Justin et Pirillo (Droubay, Justin et Pirillo, 2001). L’ide´e centrale du the´ore`me
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repose sur le fait suivant.
Proposition 5. (Bucci et al., 2009) Un mot w est plein si et seulement si pour tout
facteur palindrome u de w, les mots de retour complets de u sont e´galements des palin-
dromes.
Dans cette perspective, soit u ∈ Pal(C), ou` C = C(x) est un codage de rotations de
parame`tres (α, β). Notre objectif est de montrer que tout mot de retour complet de u
dans C est effectivement un palindrome. Nous distinguons deux cas selon que Iu est un
intervalle ou non.
2.7.1 Cas 1 : Iu est un intervalle
Rappelons que, en vertu du lemme 3, la fonction Pα(Iu, Iu) est un e´change de q in-
tervalles, ou` q ∈ {1, 2, 3}. Soient (Ji)1≤i≤q les q sous-intervalles de Iu et ti ≥ 1 les
entiers ve´rifiant Pα(Iu, Iu)(Ji) = R
ti
α (Ji), ou` i < j impliques ti < tj . Tout point du sous-
intervalle Ji requiert le meˆme nombre de rotations ti d’angle α pour atteindre a` nouveau
l’intervalle Iu. En revanche, dans le cas ge´ne´ral, il est possible que deux points de Ji
codent chacun un mot diffe´rent de longueur ti. Par exemple, en reprenant l’exemple 9,
on constate que le facteur 100 admet exactement trois mots de retour complets dans
C(x) = 1000100011000100011000100011000100011000100011000100011000100 · · · ,
en l’occurrence, 1000100, 10001100 et 10000100 (ce dernier apparaˆıt plus loin dans C).
Cette observation e´tant souleve´e, il est possible de de´montrer que, a` la condition que Iu
soit un intervalle, alors pour tout temps de retour ti associe´ a` un intervalle Ji, il existe
un unique mot de retour complet de longueur ti :
Lemme 7. Supposons que u est un palindrome et Iu est un intervalle. Soient x,y ∈ Ji
tels que 1 ≤ i ≤ q. Alors Cti(x) = Cti(y).
De´monstration. Le raisonnement se fait par l’absurde. Supposons donc qu’il existe
un entier k, 0 ≤ k < ti, tel que Rkα(x) ∈ I0 = [0, β) et Rkα(y) ∈ I1 = [β, 0) (sans perte
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de ge´ne´ralite´, on intervertit x et y dans l’autre cas). Alors
β ∈ (Rkα(x), Rkα(y)] ⊂ Rkα(Int(Ji)).
Soit n = |u|. Il y a deux cas a` conside´rer :
(1) Supposons que k < n. Alors β − kα ∈ Int(Ji), ce qui est contradictoire puisque
β − kα est un point de Pn et ne peut donc pas eˆtre contenu dans l’inte´rieur d’un
intervalle Ji ;
(2) Supposons maintenant que k ≥ n. Alors β− `α ∈ Rk−`α (Int(Ji)) pour 0 ≤ ` < n. Or,
le fait que u est un palindrome entraˆıne qu’au moins une des deux extre´mite´s de Iu
est de la forme β− `α (car elles sont e´change´es par la re´flexion Sn). Par conse´quent
le point x ou le point y retourne dans l’intervalle Iu apre`s au plus n ≤ k < ti
rotations, ce qui contredit la minimalite´ de ti.
Le lemme 7 nous permet de conclure que les mots de retour complets d’un palin-
drome u sont comple`tement de´termine´s par l’e´change d’intervalles induit par la fonction
de premier retour de Poincare´. Il suffit donc pour la suite de choisir convenablement
un repre´sentant pour calculer le mot de retour complet de tous les points d’un sous-
intervalle Ji donne´, pour i ∈ {1, 2, . . . , q}. Il s’ave`re que le point milieu mi de l’intervalle
Ji est particulie`rement adapte´ pour ses proprie´te´s syme´triques : en effet, les lemmes 2
et 7 entraˆınent que si u ∈ Factn(C) est un palindrome tel que Iu est un intervalle, alors
CRetC(u, u) = {Cti+n(mi) | 1 ≤ i ≤ q}.
Nous sommes maintenant en mesure de traiter le cas ou` Iu est un intervalle, avec u un
palindrome.
Proposition 6. Si u est un palindrome et Iu est un intervalle, alors tout mot de retour
complet de u est un palindrome.
De´monstration. Soit T = Tα(Iu, Iu), P = Pα(Iu, Iu), n = |u| et w ∈ CRetC(u).
Puisque Iu est un intervalle, le lemme 7 s’applique, de sorte qu’on peut choisir un des
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J1 J2 J3
K3 K2 K1
x σ2(x)
P (x)
(Sn ◦ σ2)(x)
Figure 2.12: Illustration de l’identite´ P (x) = (Sn ◦ σi)(x), ou` σi est la re´flexion par rapport au
centre du sous-intervalle Ji et Sn est la re´flexion par rapport a` l’intervalle entier J1 ∪ J2 ∪ J3.
Notons ici que les intervalles de de´part et d’arrive´e sont les meˆmes.
points mi (i = 1, 2, 3) comme repre´sentant. Plus pre´cise´ment, il existe donc un entier
i ∈ {1, 2, 3} tel que w = CT (mi)+n(mi), ou` mi est le point milieu de l’intervalle Ji. Soit
σi : Ji → Ji : γ 7→ 2mi − γ
la re´flexion de´termine´e par le point mi. On remarque que pour tout point x ∈ Iu, on a
l’identite´ P (x) = (Sn ◦ σi)(x) (voir figure 2.12). Comme P est un e´change d’intervalles
de permutation (321), (21) ou (1), on en de´duit les e´galite´s suivantes :
mi + T (mi)α = P (mi) = (Sn ◦ σi)(mi) = Sn(mi).
Or, la de´monstration du lemme 7 nous garantit qu’aucun des points mi + `α n’est dans
Pn, de sorte que le lemme 6 (iii) s’applique et on en conclut que w est un palindrome.
2.7.2 Cas 2 : Iu n’est pas un intervalle
Dans le cas ou` Iu n’est pas un intervalle, il suit du lemme 5 que u = a
n pour une certaine
lettre a ∈ {0, 1}. En conse´quence, tout mot de retour complet w de u est de l’une des
deux formes suivantes :
(i) w = an+1 ;
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(ii) w ∈ anbΣ∗ ∩ Σ∗ban, avec a 6= b ;
La premie`re forme est facile a` traiter, car, clairement, an+1 est un palindrome. Nous
conside´rons donc en de´tail la forme (ii).
Proposition 7. Si u′ = anb et v′ = ban, alors Pα(Iu′ , Iv′) est une bijection.
Remarque 1. La proposition 7 peut sembler e´vidente, mais il n’est pas clair que l’orbite
d’un point x ∈ Iu′ atteigne l’intervalle Iv′ avant de repasser par Iu′ . Par ailleurs, il existe
des cas ou` la fonction Pα(Iu, Iv) n’est pas une bijection, lorsque u et v sont des facteurs
quelconques d’un meˆme codage de rotations.
De´monstration. Il suffit de de´montrer que P−α(Iv′ , Iu′) est l’inverse de la fonction
Pα(Iu′ , Iv′). Le raisonnement se fait par contradiction. Supposons donc qu’il existe x ∈
Iu′ et y ∈ Iv′ tels que y = Pα(Iu′ , Iv′)(x) et T−α(Iv′ , Iu′)(y) < Tα(Iu′ , Iv′)(x), c’est-a`-
dire que l’orbite de y passe d’abord par Iu′ avant d’atteindre x lorsqu’on applique des
rotations d’angle −α. En vertu du lemme 2, cette condition se traduit par le fait que
C posse`de un mot de retour complet w de u′ = anb vers v′ = ban contenant u′ au
moins deux fois. Or, si u′ = anb apparaˆıt au moins deux fois, ce doit eˆtre e´galement
le cas de v′ = ban : il suffit de regarder la deuxie`me occurrence de u′ et de revenir en
arrie`re jusqu’au dernier b rencontre´. Ceci est une contradiction, car |w|v′ > 1 contredit
la de´finition de mot de retour complet.
Le fait suivant est imme´diat :
Corollaire 1. Si u′ = anb et v′ = ban, alors Pα(Iu′ , Iv′) est un e´change de q intervalles,
ou` q ∈ {1, 2, 3}.
Le corollaire 1 entraˆıne que deux points x, y ∈ Iu′ d’un meˆme sous-intervalle Ji, ou`
1 ≤ i ≤ q ≤ 3 requie`rent le meˆme nombre de rotations d’angle α pour atteindre
l’intervalle Iv′ . Posons donc
ti = Tα(Iu′ , Iv′)(Ji), pour 1 ≤ i ≤ q.
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Comme il a e´te´ mentionne´ dans la sous-section pre´ce´dente, nous devons tout de meˆme
nous assurer que deux points d’un meˆme sous-intervalle Ji codent e´galement le meˆme
mot de retour complet. Cet aspect est conside´re´ dans le lemme suivant :
Lemme 8. Soient u′ = anb et v′ = ban et x, y ∈ Ji, ou` 1 ≤ i ≤ q. Alors Cti(x) = Cti(y).
De´monstration. Posons n′ = n + 1. La de´monstration se fait encore une fois par
l’absurde. Supposons qu’il existe un entier k, 0 ≤ k < ti, tel que Rkα(x) ∈ I0 = [0, β)
et Rkα(y) ∈ I1 = [β, 0) (sans perte de ge´ne´ralite´, on intervertit x et y dans l’autre cas).
Alors
β ∈ (Rkα(x), Rkα(y)] ⊂ Rkα(Int(Ji)).
D’une part, supposons que k < n′. Alors β − kα ∈ Int(Ji), ce qui est absurde puisque
β − kα ∈ Pn′ et aucun point de Pn′ n’est contenu dans un intervalle.
D’autre part, supposons que k ≥ n′. Alors β − `α ∈ Rk−`α (Int(Ji)) pour 0 ≤ ` ≤ n. Or,
au moins une des extre´mite´s des intervalles Iu′ et Iv′ est de la forme β − `α (puisque
u′ = anb et v′ = ban). Par conse´quent le point x ou le point y retourne dans l’intervalle
Iu apre`s au plus n
′ ≤ k < ti rotations, ce qui contredit la minimalite´ de ti.
Nous choisissons encore une fois le point milieumi comme repre´sentant du sous-intervalle
Ji, pour 1 ≤ i ≤ q. Les lemmes 2 et 8 nous garantissent que si u′ = anb et v′ = ban,
alors
CRetC(u
′, v′) = {Cti+n+1(mi) | 1 ≤ i ≤ q}. (2.2)
Proposition 8. Soit T = Tα(Ianb, Iban). Alors
CRet(an) ⊆ {an+1} ∪ {CT (mi)+n+1(mi) | 1 ≤ i ≤ q}.
De´monstration. Soit us ∈ CRet(u), ou` s est un mot non vide, et b la premie`re lettre
de s. Si b = a, alors us = ua = an+1. Si b 6= a, alors us = ubtu = anbtan, pour un certain
mot t. En particulier, b doit eˆtre la dernie`re lettre de bt. Ainsi, us est exactement un
des mots de retour complet de anb vers ban de´crit par l’e´quation (2.2).
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Il ne reste plus qu’a` de´montrer le re´sultat principal pour le cas ou` Iu n’est pas un
intervalle.
Proposition 9. Si u est un palindrome et que Iu n’est pas un intervalle, alors tout mot
de retour complet de u est un palindrome.
De´monstration. La de´monstration est tre`s semblable a` celle de la proposition 6. Soit
n = |u| et w ∈ CRetC(u). Puisque Iu n’est pas un intervalle, nous savons que u = an,
ou` a ∈ {0, 1}. La proposition 8 implique que w = an+1, qui est bien un palindrome, ou`
w = CT (mi)+n+1(mi) pour 1 ≤ i ≤ q et T = Tα(Ianb, Iban). Posons P = Pα(Ianb, Iban) et
soit
σi : Ji → Ji : γ 7→ 2mi − γ
la re´flexion par rapport au point milieu mi. Alors
mi + T (mi)α = Pα(Ianb, Iban)(mi) = (Sn+1 ◦ σi)(mi) = Sn+1(mi),
de sorte que w est un palindrome, par le lemme 6 (iii).
2.7.3 The´ore`me principal
Les propositions 6 et 9 donnent le the´ore`me suivant :
The´ore`me 2. (Blondin Masse´ et al., 2011) Tout codage de rotations sur deux inter-
valles est plein.
De´monstration. De´coule des propositions 6 et 9 ainsi que du fait qu’un mot est plein si
et seulement si chacun de ses mots de retour complet d’un palindrome est un palindrome.
De plus, la proposition suivante, qui peut eˆtre de´duite du lemme 7 et de la proposition
9, constitue un raffinement des re´sultats de Katok (Katok, 1980) :
Corollaire 2. L’ensemble des mots w ∈ Fact(C) ayant quatre mots de retour complets
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est fini. De plus, dans ce cas, Iw n’est pas un intervalle et w est la puissance d’une
lettre.
Exemple 14. Conside´rons le codage de rotations de parame`tres x = 0,23435636, α =
0,422435236 et β = 0,30234023 :
C(x) = 1010000101000010000101000010100001010010 · · · .
On constate que les mots de retour complets de 000 sont tous des palindromes :
1sage: x = 0.23435636
2sage: alpha = 0.422435236
3sage: beta = 0.30234023
4sage: w = words.CodingOfRotationWord(alpha , beta , x)
5sage: w
61010000101000010000101000010100001010010...
7sage: u = w[4:7]
8sage: u
9000
10sage: w[:1000]. complete_return_words(u)
11set([word: 00010100101000 , word: 0000, word: 0001000 , word:
000101000])
2.7.4 De´monstration alternative
Re´cemment et de fac¸on inde´pendante, une formule liant complexite´s factorielle et palin-
dromique a e´te´ publie´e (Bucci et al., 2009). Plus pre´cise´ment, les auteurs de´montrent
qu’un mot infini w dont le langage est pre´serve´ sous l’ope´rateur image miroir est plein
si et seulement si
Paln(w) + Paln+1(w) = Factn+1(w)− Factn(w) + 2, pour tout n ∈ N. (2.3)
Puisque l’e´quation (2.3) est ve´rifie´e dans le cas ou` le nombre de mots de retour complet
est au plus 3, il semble probable qu’une de´monstration plus directe du the´ore`me 2 puisse
en eˆtre de´duite. En revanche, ce n’est pas aussi clair pour les cas ou` le nombre de mots
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de retour complet est 2 ou 4. Dans ce chapitre, tous les cas ont e´te´ traite´s, incluant le
cas pe´riodique et les cas de´ge´ne´re´s.
Avant de conclure, remarquons que le fait que le nombre de mots de retour complets
est borne´ par 3 lorsque α < min{β, 1− β} peut e´galement eˆtre trouve´ dans les travaux
de Keane, Rauzy et Adamczewski dans le cas ou` α est irrationnel (Keane, 1975; Rauzy,
1979; Adamczewski, 2002). Aussi, il e´tait de´ja` connu que |CRet(w)| = k lorsqu’on
conside`re un e´change de k intervalles non de´ge´ne´re´ (Vuillon, 2007) et que |CRet(w)| = 2
pour un codage de rotations avec α = β (qui se trouve eˆtre le cas sturmien) (Vuillon,
2001). Ne´anmoins, les de´monstrations qui se trouvent dans ce chapitre sont ve´rifie´es
pour n’importe quelles valeurs de α et β, qu’elles soient rationnelles ou irrationnelles.
2.8 Suites de Rote comple´mentaires
Une sous-famille de mots inclus dans les codages de rotations sont les suites (ou mots)
de Rote comple´mentaires, qu’on de´finit comme les mots infinis ayant une complexite´
factorielle de 2n (Rote, 1994) et dont le langage est stable par comple´mentation (le
morphisme e´changeant les lettres). Il s’agit en re´alite´ des codages de rotations de pa-
rame`tre β = 1/2. Dans cette section, nous nous consacrons a` la de´monstration du fait
que les suites de Rote comple´mentaires sont pleines, en nous basant sur l’interaction
entre les palindromes et les antipalindromes s’y retrouvant. A` noter qu’une section si-
milaire se trouve dans le me´moire de l’auteur de cette the`se, mais qu’elle y est incluse
par souci de comple´tude (Blondin Masse´, 2008).
Rappelons qu’un antipalindrome q est un mot ve´rifiant q = q˜, ou` · est le morphisme
involutif non triviale sur Σ = {0, 1} qui e´change les lettres 0 7→ 1, 1 7→ 0.
Une relation d’ordre partiel sur les palindromes est de´finie comme suit. Soient p et
q deux palindromes. On e´crit p ≺ q s’il existe un mot non vide x tel que q = xpx˜.
Autrement dit, p est un palindrome centre´ dans le palindrome q.
Une autre fonction utile est celle de diffe´rence. Plus pre´cise´ment, soit w = w1w2 · · ·wn un
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mot de longueur n ≥ 2. Alors la diffe´rence de w, note´e ∆(w), est le mot v = v1v2 · · · vn−1
de´fini par
vi = (wi+1 − wi) mod 2, pour i = 1, 2, . . . , |w| − 2.
Exemple 15. Soit w = 001101110. Alors
∆(w) = (0− 0)(1− 0)(1− 1)(0− 1)(1− 0)(1− 1)(1− 1)(0− 1)
= 01011001
On constate que |∆(w)| = |w| − 1.
Les suites de Rote comple´mentaires sont lie´es aux mots sturmiens par un the´ore`me
structurel (Rote, 1994) :
The´ore`me 3. (Rote, 1994) Un mot infini w est une suite de Rote comple´mentaire si
et seulement si le mot infini ∆(w) est un mot sturmien.
Par exemple, conside´rons la suite de Rote comple´mentaire
x = 1100011000110011100111001110011000 · · ·
et son mot sturmien associe´
y = ∆(1100011000110011100111001110011000 · · · )
= 010010100101010010100101001010100 · · · .
L’ide´e de base consiste a` utiliser le lien entre les palindromes et les antipalindromes des
suites de Rote et des mots sturmiens. Dans un premier temps, nous e´nonc¸ons quelques
proprie´te´s de l’ope´rateur ∆ sans les de´montrer.
Lemme 9. (Blondin Masse´, 2008; Blondin Masse´ et al., 2009) Soient u, v ∈ Σ∗ tels
que |u|, |v| ≥ 2. Alors
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Figure 2.13: Arbre des palindromes facteurs du mot de Fibonacci. On voit qu’il contient exac-
tement trois branches infinies, c’est-a`-dire que chaque palindrome peut eˆtre e´tendu de fac¸on
unique.
(i) ∆(u) = ∆(v) si et seulement si v = u ou v = u ;
(ii) u est un palindrome ou un antipalindrome si et seulement si ∆(u) est un palin-
drome ;
(iii) u est un antipalindrome si et seulement si ∆(u) est un palindrome impair de lettre
centrale 1.
Le nombre de mots de retour complets des mots sturmiens est connu depuis quelque
temps de´ja` :
The´ore`me 4. (Justin et Vuillon, 2000; Vuillon, 2001) Un mot binaire w est sturmien
si et seulement si tout facteur non vide u de w satisfait |CRetw(u)| = 2.
Un avant-dernier lemme donne une ide´e plus pre´cise de la structure des palindromes
pre´sents dans les mots sturmiens. Informellement, il indique que les palindromes pre´sents
dans un mot sturmien donne´ forme un arbre contenant exactement trois branches infinies
(voir figure 2.13).
Lemme 10. (Blondin Masse´, 2008; Blondin Masse´ et al., 2009) Soit s un mot sturmien
et p, q ∈ Pal(s), ou` |p| ≥ |q|. Supposons qu’il existe un mot non vide r tel que r ≺ p et
r ≺ q. Alors q ≺ p.
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Finalement, nous e´nonc¸ons et de´montrons un dernier lemme utile pour le the´ore`me 5.
Lemme 11. (Blondin Masse´, 2008; Blondin Masse´ et al., 2009) Soit r un mot de Rote
comple´mentaire et u ∈ Pal(r). Alors il existe un palindrome p et un antipalindrome q
dont u est pre´fixe et tel que
CRetr(∆(u)) = {∆(p),∆(q)}.
De´monstration. Nous savons du the´ore`me 3 que ∆(r) est sturmien et du lemme 9 que
∆(u) est un palindrome. Par conse´quent, ∆(u) posse`de deux mots de retour complet,
par le the´ore`me 4. De plus, comme ∆(r) est plein (tout mot sturmien e´tant plein), ces
deux mots de retour sont e´galement des palindromes.
Soient p et q les deux mots dont u est pre´fixe et tels que
CRetr(∆(u)) = {∆(p),∆(q)}.
En vertu du lemme 9 (i), ces mots existent et sont uniques. Aussi, par le lemme 9 (ii),
on a que p et q sont soient des palindromes ou des antipalindromes.
Nous montrons dans un premier temps que p et q ne peuvent pas eˆtre deux antipa-
lindromes. Supposons le contraire, c’est-a`-dire que ∆(p) et ∆(q) sont tous deux des
palindromes de longueur impaire de lettre centrale 1. Par le lemme 10, on en de´duit que
∆(p) ≺ ∆(q) ou ∆(q) ≺ ∆(p). Dans le premier cas, on obtient alors |∆(q)|∆(u) ≥ 4 alors
que dans le deuxie`me, on trouve |∆(p)|∆(u) ≥ 4, contredisant le fait que ∆(p) et ∆(q)
sont des mots de retour complets.
Il reste a` ve´rifier que p et q ne sont pas tous deux des palindromes. Puisque r est
re´current (e´tant un cas particulier de codage de rotations), il existe v ∈ Fact(r) tel que
(1) u est pre´fixe de v ;
(2) u est un suffixe de v ;
(3) |v|u = |v|u = 1,
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c’est-a`-dire que ∆(v) est un mot de retour complet de ∆(u) dans ∆(r). Or, v n’est
pas un palindrome puisque u est pre´fixe et u est suffixe, de sorte que ce soit eˆtre un
antipalindrome.
Il ne reste plus qu’a` conclure cette section.
The´ore`me 5. (Blondin Masse´, 2008; Blondin Masse´ et al., 2009) Les mots de Rote
comple´mentaires (c’est-a`-dire tels que β = 1/2) sont pleins.
De´monstration. Soit r un mot de Rote, u ∈ Pal(r) et v un mot de retour complet de
u dans r. Il suffit de montrer que v est un palindrome.
Dans un premier temps, remarquons que |v|u = 2, mais il est possible d’avoir |v|u > 0.
Soit n = |v|u. Par le lemme 11, il existe un palindrome p et un antipalindrome q tels
que ∆(p) et ∆(q) sont les deux mots de retour complet de ∆(u) dans r, ou` u est pre´fixe
de p et de q. Si n = 0, alors v = p est un palindrome, tel que voulu. Sinon,
v = (qu−1)(pu−1)nq
et donc
v˜ = q˜(fiu−1p˜)n(fiu−1q˜)
= q(u−1p)n(u−1q)
= v,
ce qui de´montre que v est un palindrome. Ainsi, r est plein.
2.9 Autres proble`mes
Dans ce chapitre, nous nous sommes concentre´s sur les codages de rotations obtenus
par partition de l’intervalle [0, 1) en deux sous-intervalles I0 et I1. Clairement, cette
situation peut eˆtre ge´ne´ralise´e en partitionnant l’intervalle [0, 1) en k sous-intervalles
I0, I1, . . ., Ik−1 pour obtenir une suite symbolique sur un alphabet a` k lettres.
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En revanche, il existe de nombreux exemples de codages de rotations sur des alpha-
bets de plus grande taille qui ne sont pas pleins. Un proble`me inte´ressant consisterait a`
de´terminer quel jeu de parame`tres α et |Ii| (pour i = 0, 1, 2, . . . , k − 1) donnent effecti-
vement des mots pleins.
Dans un meˆme ordre d’ide´e, des travaux re´cents ont porte´ sur la notion de mots pleins
en f -palindromes (Pelantova´ et Starosta, 2011). Il serait pertinent d’e´tudier l’occurrence
de facteurs f -palindromiques dans les codages de rotations.
CHAPITRE III
MOTS PSEUDOSTANDARDS GE´NE´RALISE´S
De toutes les familles de mots infinis, les mots sturmiens constituent probablement la
plus ce´le`bre. Ces mots sur un alphabet binaire sont pre´sents dans des domaines aussi
varie´s que l’astronomie, les syste`mes dynamiques, la the´orie des nombres, la ge´ome´trie
discre`te et la cristallographie. Ils pre´sentent plusieurs caracte´risations remarquables.
Une d’entre elles concernent les mots sturmiens standards, c’est-a`-dire ceux qui cor-
respondent aux demi-droites discre`tes commenc¸ant a` l’origine (0,0) du plan R2. Par
ailleurs, tout mot sturmien standard peut eˆtre obtenu a` l’aide d’un mot directeur infini
binaire quelconque et en appliquant la cloˆture palindromique successivement sur chaque
mot obtenu.
L’objectif de ce chapitre est d’e´tudier une famille de mots introduits dans (de Luca et
De Luca, 2006) appele´s mots pseudostandards ge´ne´ralise´s. Nous de´crivons en particulier
un algorithme permettant de les ge´ne´rer de fac¸on efficace pour les alphabets binaires.
Fait inte´ressant, la de´monstration menant a` cette algorithme repose sur la notion de
pseudope´riode : nous e´nonc¸ons et de´montrons une ge´ne´ralisation du ce´le`bre the´ore`me
de Fine et Wilf qui s’ave`re tre`s utile par la suite.
3.1 Cloˆture palindromique ite´re´e
Soit w = w1w2 · · ·wn−1wn un mot sur un alphabet binaire. Rappelons que l’image miroir
de w, note´e ‹w, est donne´e par ‹w = wnwn−1 · · ·w2w1 et qu’un palindrome est un mot
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ve´rifiant l’e´quation ‹w = w. Dans ce chapitre, afin d’alle´ger la notation, nous de´notons
e´galement l’antimorphisme ·˜ par R. Les palindromes correspondent donc exactement
aux points fixes de R.
La cloˆture palindromique a` droite (ou simplement cloˆture palindromique) de w, note´e
w(+) est donne´e par
w(+) = wR(p),
ou` w = ps et s = PLPS(w) est le plus long palindrome suffixe de w. En d’autres termes,
w(+) est le plus court palindrome ayant w comme pre´fixe.
Soit w un mot fini et a la dernie`re lettre de w. Alors la cloˆture palindromique ite´re´e
ψ(w) de w est de´finie comme suit
ψ(w) =

ε si |w| = 0,
(ψ(w′)a)(+) si w = w′a pour w′ un mot et a une lettre.
Il est inte´ressant de remarquer que, par la de´finition meˆme de cloˆture palindromique
ite´re´e, pour tout mot w et toute lettre a, ψ(w) est un pre´fixe de ψ(wa). Par conse´quent,
on e´tend naturellement la notion de cloˆture palindromique ite´re´e a` n’importe quel mot
infini w = (w[n])n≥1 comme suit :
ψ(w) = lim
n→∞ψ(Prefn(w)) = limn→∞ψ(w[1]w[2] · · ·w[n]).
On dit alors de w qu’il est le mot directeur (ou suite directrice) de ψ(w). En outre, on
sait de (De Luca, 1997) que ψ de´crit une bijection entre l’ensemble des mots infinis
sur l’alphabet {a, b} qui ne sont pas ultimement pe´riodiques et l’ensemble des mots
sturmiens standards sur l’alphabet {a, b}. Remarquons aussi que si w est ultimement
pe´riodique, alors le mot ψ(w) est pe´riodique (et donc ne peut pas eˆtre sturmien) (Drou-
bay, Justin et Pirillo, 2001).
Clairement, l’ope´rateur ψ est aussi bien de´fini pour les mots sur un alphabet a` k lettres,
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avec k ≥ 3.
Exemple 16. Le mot de Fibonacci
f = ψ((01)ω) = 0 1 0 0 1 0 1 0 0 1 0 0 1 0 1 0 0 1 0 1 · · ·
est un mot sturmien standard de mot directeur (01)ω. Nous avons utilise´ la notation
usuelle dans l’exemple pre´ce´dent en soulignant les lettres du mot directeur. Autrement
dit, tout pre´fixe terminant juste avant une lettre souligne´e est un palindrome.
3.2 Cloˆture pseudopalindromique ite´re´e
Il semble naturel d’e´tendre les notions de cloˆture palindromique et de cloˆture palin-
dromique ite´re´e aux pseudopalindromes (de Luca et De Luca, 2006). Rappelons
qu’un antimorphisme sur un alphabet A est une application ϑ : A∗ → A∗ ve´rifiant
ϑ(uv) = ϑ(v)ϑ(u) pour tout u, v ∈ A∗. On dit d’un antimorphisme qu’il est involutif si
ϑ2 = Id. Il est facile de ve´rifier que tout antimorphisme involutif ϑ peut eˆtre de´compose´
en ϑ = σ ◦R = R ◦ σ, ou` σ est une involution sur l’alphabet A.
Sur un alphabet binaire, il n’existe que deux involutions, soit Id et · (l’e´change de
lettres). Il existe donc deux antimorphismes : R, l’ope´rateur image miroir, et E = R ◦ ·.
L’antimorphisme est habituellement appele´ antimorphisme d’e´change. Dans la suite,
nous de´finissons l’ope´rateur · sur {R,E} par R = E et E = R.
Un mot w est appele´ ϑ-palindrome s’il est fixe´ par ϑ, c’est-a`-dire si ϑ(w) = w. Clai-
rement, les R-palindromes sont exactement les palindromes usuels. Lorsque l’alphabet
est {A,C,G, T} et que Θ est l’antimorphisme de´fini par A ↔ T et C ↔ G, on re-
trouve l’involution pre´fe´re´e des biologistes et bio-informaticiens. La notion de cloˆture
palindromique est naturellement e´tendue comme suit. Soit w un mot fini et ϑ un anti-
morphisme involutif sur un alphabet quelconque. Alors la cloˆture ϑ-palindromique de w,
note´e w⊕ϑ = wΘ(p), ou` w = ps avec s le plus long ϑ-palindrome suffixe de w. Bref, la
cloˆture ϑ-palindromique du mot w est le plus court ϑ-palindrome posse´dant w comme
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pre´fixe.
Exemple 17. Sur l’alphabet {0, 1}, puisque le plus long E-palindrome suffixe de w =
0010 est 10, on obtient w⊕E = 0010 · E(00) = 001011.
Remarquons que 001011 est un E-palindrome, aussi appele´ antipalindrome, puisque
E(001011) = R(001011) = R(110100) = 001011.
On e´tend l’ope´rateur ψ a` un ope´rateur ψϑ comme suit. Soit w un mot fini et a une
lettre. Alors
ψϑ(w) =

ε si |w| = 0,
(ψϑ(w
′)a)⊕ϑ si w = w′a pour un mot w′ et une lettre a.
Lorsque w est un mot infini, comme ψϑ(w) est pre´fixe de ψϑ(wa), l’ope´rateur ψϑ est
aussi de´fini pour les mots infinis :
ψϑ(w) = lim
n→∞ψϑ(Prefn(w)) = limn→∞ψϑ(w[1]w[2] · · ·w[n]).
La famille de mots ainsi obtenus a` l’aide de l’ope´rateur ϕϑ est appele´e famille des mots
ϑ-standards ou simplement famille de mots pseudostandards quand l’antimorphisme
ϑ n’est pas pre´cise´. Cette famille de mots inclut entre autres les mots sturmiens et
e´pisturmiens standards (de Luca et De Luca, 2006).
Exemple 18. Conside´rons l’alphabet A = {0, 1}. Alors
ψE(001) = ((ψE(0)0)
⊕E1)⊕E
= (01 · 0)⊕E1)⊕E
= (0101 · 1)⊕E
= 0101100101.
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3.3 Mots pseudostandards ge´ne´ralise´s
Une famille de mots encore plus ge´ne´rale peut eˆtre obtenue en appliquant, chaque fois
qu’une nouvelle lettre du mot directeur est ajoute´e, une cloˆture pseudopalindromique
diffe´rente.
Plus formellement, soit I l’ensemble des antimorphismes involutifs sur un alphabet A∗
et Iω l’ensemble des suites infinies sur I. Soit Θ = ϑ1ϑ2ϑ3 · · · ∈ Iω et ⊕i l’ope´rateur de
cloˆture ϑi-palindromique pour tout entier i ≥ 1. On de´finit re´cursivement l’ope´rateur
ψΘ par
ψΘ(w) =

ε si |w| = 0,
(ψΘ(w
′)a)⊕|w| si w = w′a pour un mot w′ et une lettre a,
ou` a est une lettre et w un mot. L’ope´rateur ψΘ s’e´tend e´galement aux mots infinis.
Un mot ψΘ(w) est appele´ mot pseudostandard ge´ne´ralise´ et le couple (Θ, w) est appele´
bi-suite directrice de ψΘ(w).
L’ensemble des mots pseudostandards ge´ne´ralise´s contient plusieurs mots ou familles de
mots ce´le`bres :
1. Les mots sturmiens standards sont ceux donne´s par Θ = Rω avec w sur un alpha-
bet binaire ;
2. Les mots e´pisturmiens standards sont exactement ceux pour lesquels Θ = Rω ;
3. Les mots ϑ-standards sont obtenus en prenant Θ = ϑω ;
4. Le mot de Thue-Morse est de´crit par ψ(ER)ω(01
ω) (de Luca et De Luca, 2006) ;
Par abus de notation, nous conside´rons bien de´finie l’expression ψΘ(w), que Θ et w
soient finis ou infinis ou encore de longueurs diffe´rentes. Dans ce dernier cas, ψΘ(w) est
le mot obtenu en prenant les pre´fixes maximums de meˆme longueur de Θ et w.
Nous terminons cette section avec l’exemple du mot de Thue-Morse.
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Exemple 19. Calculons les premiers pre´fixes du mot ψ(ER)ω(01
ω) :
ψE(0) = 0ˇ1
ψER(01) = 0ˇ110
ψERE(011) = 0ˇ1101ˇ001
ψERER(0111) = 0ˇ1101ˇ00110010110
...
Nous conservons la notation de soulignement pour la cloˆture palindromique habituelle
et nous indiquons que la cloˆture E-palindromique est identifie´e a` l’aide du symbole ˇ .
3.4 Formule de Justin
D’un point de vue algorithmique, on est amene´ a` se demander quelle est la fac¸on la
plus efficace de ge´ne´rer un mot pseudostandard ge´ne´ralise´. L’algorithme 1 de´crit le
pseudocode d’un algorithme permettant de ge´ne´rer le mot pseudostandard ge´ne´ralise´
de bi-suite directrice (Θ, w).
Algorithme 1 Ge´ne´ration d’un mot pseudostandard ge´ne´ralise´
1: fonction GeneralizedPseudostandardWord(Θ, w)
2: Entre´e : Une suite d’antimorphismes involutifs Θ et un mot fini w
3: Sortie : Le mot pseudostandard ge´ne´ralise´ de bi-suite directrice finie (Θ, w)
4: n← min{|w|, |Θ|}
5: u← ε
6: pour i ∈ {1, 2, . . . , n} faire
7: u← u · w[i]
8: Soit m la longueur du plus long Θ[i]-palindrome suffixe de u
9: Soit p le pre´fixe de u de longueur |u| −m
10: u← u ·Θ[i](p)
11: fin pour
12: retourner u
13: fin fonction
L’essentiel du temps d’exe´cution de l’algorithme se de´roule a` la ligne 8 ou` on calcule la
longueur d’un plus long pseudopalindrome suffixe. Si on calcule, a` chaque tour de boucle,
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ce suffixe en question, le temps d’exe´cution peut eˆtre quadratique, voire cubique. Or,
il est possible d’obtenir la longueur m directement sans avoir a` inspecter a` nouveau le
mot entier.
L’ide´e consiste a` e´tendre une formule re´cursive donne´e par Justin pour la cloˆture palin-
dromique ite´re´e (Justin, 2005).
Lemme 12. (Justin, 2005) Soit w ∈ A∗ et a ∈ A. Si w contient la lettre a, alors nous
pouvons e´crire w = v1av2 ou` v2 ne contient pas la lettre a. Alors
ψ(wa) =

ψ(w) · a · ψ(w) si a n’apparaˆıt pas dans w,
ψ(w) · ψ(v1)−1 · ψ(w) si a apparaˆıt dans w.
Exemple 20. Illustrons le lemme 12 sur le mot directeur w = 01001. On obtient
ψ(0) = 0(+) = 0 = ε · 0 · ε = ψ(ε) · 0 · ψ(ε)
ψ(01) = (01)(+) = 010 = 0 · 1 · 0 = ψ(0) · 1 · ψ(0)
ψ(010) = (0100)(+) = 010010 = 010 · ε · 010 = ψ(01) · ψ(ε)−1 · ψ(01)
ψ(0100) = (0100100)(+) = 010010010 = 010010 · (010)−1 · 010010
= ψ(010) · ψ(01)−1 · ψ(010)
ψ(01001) = (0100100101)(+) = 01001001010010010
= 010010010 · (0)−1 · 010010010
= ψ(0100) · ψ(0)−1 · ψ(0100)
La formule re´cursive du lemme 12 re´ve`le ainsi un algorithme efficace permettant de
calculer la cloˆture palindromique ite´re´e d’un mot w sans avoir a` calculer a` chaque e´tape
le plus long palindrome suffixe (voir algorithme 2).
Cet algorithme est line´aire et optimal. En outre, il n’utilise comme espace supple´mentaire
qu’un tableau associatif LastLength de taille proportionnelle a` celle de l’alphabet A.
A` noter que le pseudocode pre´sente´ dans l’algorithme 2 a e´te´ inclus dans Sage en 2010
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Algorithme 2 Calcul efficace de la cloˆture palindromique ite´re´e d’un mot
1: fonction CloturePalindromiqueIteree(w)
2: Entre´e : Un mot w sur un alphabet quelconque
3: Sortie : La cloˆture palindromique ite´re´e ψ(w) de w
4: n← |w|
5: u← ε
6: pour i ∈ {1, 2, . . . , n} faire
7: LastLength(w[i]) = |u|
8: si w[i] n’apparaˆıt pas dans Prefi−1(w) alors
9: u← u · w[i] · u
10: sinon
11: s← |u| − LastLength(w[i])
12: u← u · Suffs(u)
13: fin si
14: fin pour
15: retourner u
16: fin fonction
(voir l’annexe A.1, a` partir page 154, ou` les versions non re´cursive et re´cursive sont
incluses).
Il n’est pas trivial d’e´tendre le lemme 12 au cas des mots pseudostandards ge´ne´ralise´s, car
diffe´rents antimorphismes involutifs peuvent eˆtre applique´s. Par contre, l’e´nume´ration
exhaustive sugge`re que les longueurs des pseudopalindromes obtenus par cloˆture ite´re´e
suivent des re`gles bien pre´cises et qu’il suffit d’inspecter le mot directeur localement
afin de deviner le mot obtenu pour l’ite´ration suivante. Nous pre´sentons ces observa-
tions un peu plus bas. En revanche, il est ne´cessaire d’introduire d’abord le concept de
pseudope´riodicite´.
3.5 Pseudope´riodicite´
L’e´tude de la cloˆture palindromique ite´re´e est intimement relie´e a` la notion de pe´riodicite´
(De Luca, 1997). Plus pre´cise´ment, on constate que la superposition de palindromes
induit des pe´riodes locales dans les mots. Pour expliquer la structure des mots pseudo-
standards ge´ne´ralise´s, il semble donc naturel de conside´rer la pseudope´riodicite´ induite
par la superposition de pseudopalindromes.
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Un des the´ore`mes les plus rencontre´s en combinatoire des mots finis est celui de Fine
et Wilf, qui de´crit exactement sous quelles conditions l’existence de deux pe´riodes dans
un meˆme mot en donne une troisie`me plus petite. Rappelons qu’un entier positif p est
une pe´riode d’un mot w si w[i] = w[i+ p] pour tout entier i tel que 1 ≤ i ≤ |w| − p.
The´ore`me 6. (Lothaire, 1983) Soit w un mot et p, q deux pe´riodes de w. Si |w| ≥
p+ q − pgcd(p, q), alors pgcd(p, q) est aussi une pe´riode de w.
Il existe plusieurs ge´ne´ralisations au the´ore`me 6. Nous pre´sentons ici une extension pour
les pseudope´riodes d’un mot binaire.
De´finition 5. Soit w un mot fini et σ une permutation involutive d’un alphabet quel-
conque. Un entier positive p est appele´ σ-pe´riode de w si, pour tout entier i tel que
1 ≤ i ≤ |w| − p, alors w[i] = σ(w[i+ p]).
Exemple 21. Le mot 011011 a la R-pe´riode 3 et la E-pe´riode 5, puisque 0111011 =
011 ·R(0)R(1)R(1) et 01101 · E(0).
Comme l’illustre l’exemple 21, la restriction d’un antimorphisme involutif aux lettres
de l’alphabet est une permutation involutive. Notons e´galement que les R-pe´riodes sont
exactement les pe´riodes usuelles pour les mots. Le lecteur ve´rifie e´galement que si p
est une σ-pe´riode d’un mot w, ou` σ est une permutation involutive, alors 2p est une
R-pe´riode de w.
Une de´finition de pseudope´riodicite´ a de´ja` e´te´ introduite dans la litte´rature (Czeizler
et al., 2009). En revanche, les deux notions ne sont pas e´quivalentes. Plus pre´cise´ment,
les auteurs disent d’un entier positif p qu’il est une σ-pe´riode d’un mot w si w peut
eˆtre e´crit comme un produit d’e´le´ments de l’ensemble {u,σ(u)}, ou` u est un mot de
longueur p. Par exemple, le nombre 2 est une σ-pe´riode du mot w = 12323212 pour
σ : 1 7→ 3, 2 7→ 2, 3 7→ 1 puisque w = uσ(u)σ(u)u, pour u = 12. Par opposition, la
de´finition 5 impose une alternance du mot u avec son comple´ment et ne pose pas de
proble`me meˆme si p ne divise pas |w|.
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Il a de´ja` e´te´ observe´ que la superposition de palindromes implique une pe´riodicite´ locale
(De Luca, 1997). Ces proprie´te´s se ge´ne´ralisent naturellement a` la superposition de
pseudopalindromes. Le lemme suivant est pratique lorsqu’on manipule des pseudopalin-
dromes pseudope´riodiques.
Lemme 13. Soit w un ϑ-palindrome, p une E-pe´riode de w, ou` p < |w|. Soit u le suffixe
de w de longueur p et i = b|w|/pc. Alors
(i) w(uu)−j est un ϑ-palindrome pour tout entier j tel que 0 ≤ j ≤ (i− 1)/2 ;
(ii) wu−1(uu)−j est un ϑ-palindrome pour tout entier j tel que 0 ≤ j ≤ (i− 2)/2.
(iii) w(uu)j est un ϑ-palindrome pour tout entier j ≥ 0 ;
(iv) w(uu)ju est un ϑ-palindrome pour tout entier j ≥ 0 ;
De´monstration. Puisque p est une E-pe´riode de w, il existe un mot x, un mot non
vide y et un entier positif k tel que |xy| = p et w ∈ {(xyxy)kx, (xyxy)k−1xyx}.
Nous conside´rons d’abord le cas w = (xyxy)kx. Alors u = yx et k = i/2. De plus,
puisque w est un ϑ-palindrome, on obtient
(xyxy)kx = w = ϑ(w) = (ϑ(x)ϑ(y)ϑ(x)ϑ(y))kϑ(x).
On en de´duit que x = ϑ(x) = ϑ(x) et y = ϑ(y) = ϑ(y). Supposons maintenant que j est
un entier satisfaisant 0 ≤ j ≤ (i − 1)/2. Alors w(uu)−j = (xyxy)k−jx, qui est bien un
ϑ-palindrome puisque x = ϑ(x), x = ϑ(x), y = ϑ(y) et y = ϑ(y). De la meˆme fac¸on, si
j satisfait 0 ≤ j ≤ (i − 2)/2, alors wu−1(uu)−j = (xyxy)k−j−1xyx, qui est dans ce cas
un ϑ-palindrome, puisque x = ϑ(x), x = ϑ(x), y = ϑ(y) et y = ϑ(y).
Il reste a` ve´rifier le cas w = (xyxy)k−1xyx. Alors u = yx et k = (i + 1)/2. Le fait que
w soit un ϑ-palindrome entraˆıne
(xyxy)k−1xyx = w = ϑ(w) = (ϑ(x)ϑ(y)ϑ(x)ϑ(y))k−1ϑ(x)ϑ(y)ϑ(x).
Par conse´quent, x = ϑ(x) = ϑ(x) et y = ϑ(y) = ϑ(y). Soit j un entier qui satisfait les
ine´galite´s 0 ≤ j ≤ (i− 1)/2. Alors w(uu)−j = (xyxy)k−j−1xyx, qui est un ϑ-palindrome
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puisque x = ϑ(x), x = ϑ(x), y = ϑ(y) et y = ϑ(y). Finalement, supposons que j soit un
entier tel que 0 ≤ j ≤ (i − 2)/2. On trouve alors wu−1(uu)−j = (xyxy)k−j−1x, qui est
un ϑ-palindrome en vertu des e´galite´s x = ϑ(x), x = ϑ(x), y = ϑ(y) et y = ϑ(y).
Les ide´es pour (iii) et (iv) sont semblables, mais le ϑ-palindrome est e´tendu plutoˆt que
coupe´.
Exemple 22. Le mot w = 0100110110010 est un R-palindrome et posse`de la E-pe´riode
5 puisque
w = 01001 · 10110 · 010 = 01001 · 01001 · 010.
Le lemme 13 indique qu’on obtient des R-palindromes et des E-palindromes alterne´s
en supprimant des suffixes dont la longueur est un multiple de la pe´riode. En effet, les
mots
w(10010)−1 = 01001 · 101 et w(01101 · 10010)−1 = 010
sont respectivement des E-palindromes et des R-palindromes.
Avant de de´montrer le the´ore`me principal de cette section, nous pre´sentons mainte-
nant trois autres lemmes qui e´tablissent des relations entre pseudopalindromes et pseu-
dope´riodicite´.
Lemme 14. Soit u un mot fini, p un ϑ1-palindrome et q un ϑ2-palindrome, ou` ϑ1 et ϑ2
sont des antimorphismes involutifs, tels que pu = q. Alors |u| est une (ϑ1 ◦ ϑ2)-pe´riode
de q.
De´monstration. La situation est illustre´e a` la figure 3.1. Soit i un entier satisfaisant
1 ≤ i ≤ |p|. Puisque p est un ϑ1-palindrome pre´fixe de q, on obtient q[i] = ϑ1(q[|p| +
1− i]). Or q est un ϑ2-palindrome, ce qui entraˆıne
q[i] = ϑ1(q[|p|+ 1− i])
= (ϑ2 ◦ ϑ1)(q[|q|+ 1− |p| − 1 + i])
= (ϑ1 ◦ ϑ2)(q[|q| − |p|+ i])
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q = ϑ2(q)
p = ϑ1(p) u
q[i]
ϑ1(q[i])
(ϑ1 ◦ ϑ2)(q[i])
Figure 3.1: Pseudope´riode induite dans deux pseudopalindromes superpose´s.
= (ϑ1 ◦ ϑ2)(q[i+ |u|]),
tel que voulu.
Ce ne sont pas toutes les pseudope´riodes imaginables qui peuvent coexister dans un
meˆme mot :
Lemme 15. Soit w un mot fini, p une ϑ1-pe´riode de w et q une ϑ2-pe´riode de w.
Supposons que |w| > p > q, q divise p et posons p = mq pour un certain entier m ≥ 2.
Alors une des deux conditions suivantes est ve´rifie´e :
(i) ϑ1 = R et m est pair ;
(ii) ϑ1 = ϑ2 et m est impair.
De´monstration. Soit i un entier tel que 1 ≤ i ≤ |w| − p. Alors
R(w[i]) = w[i] = ϑ1(w[i+ p]) = ϑ1(w[i+mq]) = (ϑ
m
2 ◦ ϑ1)(w[i]),
de sorte que R = ϑm2 ◦ϑ1. Par conse´quent, si m est pair, alors ϑ1 = R et si m est impair,
alors R = ϑ1 ◦ ϑ2 et donc ϑ1 = ϑ2.
Le lemme suivant est une extension simple du lemme 8.1.3 de Lothaire pour les pseu-
dope´riodes (Lothaire, 1983).
Lemme 16. Soit w un mot fini et v un facteur de w. Supposons que p est une ϑ1-pe´riode
de w telle que |v| > p et q est une ϑ2-pe´riode de v telle que q divise p. Alors q est une
ϑ2-pe´riode de w.
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De´monstration. Nous conside´rons d’abord le cas q = p. Alors q = p est a` la fois une
ϑ1-pe´riode et une ϑ2-pe´riode de v, avec |v| > p. Ceci entraˆıne que ϑ1 = ϑ2 et le lemme
est de´montre´.
Il reste a` ve´rifier le cas q < p. Alors il existe un entier m ≥ 2 tel que p = qm. Soit k
un entier satisfaisant 1 ≤ k ≤ |w|, tel que v = w[k]w[k + 1] · · ·w[k + |v| − 1]. Soit
K = {k,k + 1, . . . ,k + |v| − 1} l’ensemble des incides d’une occurrence de v dans w. De
plus, soit i un entier ve´rifiant 1 ≤ i ≤ |w| − q. Puisque |v| > p, alors il existe un entier
i′ ∈ K tel que i′ ≡ i mod p. Par conse´quent, comme p est une ϑ1-pe´riode de w, on a
w[i′] = ϑ|`|1 (w[i]), ou` ` est l’entier de´fini par i
′ − i = p`. Puisque ϑ1 est involutif, on
en de´duit que w[i] = ϑ
|`|
1 (w[i
′]).
Soit j = i+q. Un raisonnement semblable a` celui du paragraphe pre´ce´dent nous me`ne a`
la conclusion qu’il existe un entier j′ ∈ K ve´rifiant j′ ≡ j mod p. En particulier, on peut
choisir j′ de sorte que j′ ∈ {i′+q, i′+q−p}. En effet, on a i′+q ≡ i′+q−p ≡ i+q mod p
et au moins une valeur parmi i′ + q et i′ + q − p doit eˆtre contenue dans K (puisque
|v| > p et i′ ∈ K). Ainsi, on peut e´crire j′ − j = p`′ avec `′ ∈ {` − 1, `} et donc
w[j′] = ϑ|`
′|
1 (w[j]).
Pour terminer la de´monstration, il reste a` conside´rer deux cas : `′ = ` ou `′ = ` − 1.
Supposons d’abord que `′ = `, ce qui entraˆıne que j′ = i′+q. Puisque q est une ϑ2-pe´riode
de v, on trouve alors w[i′] = ϑ2(w[j′]). Il s’en suit que w[j] = (ϑ
|2`|
1 ◦ ϑ2)(w[i]) =
ϑ2(w[i]). Supposons maintenant que `
′ = `− 1 et donc j′ = i′ + q − p. Rappelons que
p = qm. Alors j′ = i′ + (1 − m)q de sorte que w[i′] = ϑ|1−m|2 (w[j′]). Ceci entraˆıne
que w[j] = (ϑ
|2`−1|
1 ◦ ϑ|1−m|2 )(w[i]) = (ϑ1 ◦ ϑ|1−m|2 )(w[i]). On sait du lemme 15 que
soit ϑ1 = R et m est pair, soit ϑ1 = ϑ2 et m est impair. Dans les deux cas, on obtient
que w[j] = ϑ2(w[i]). En conclusion, on a de´montre´ que w[i + q] = ϑ2(w[i]) pour
n’importe quel entier i tel que 1 ≤ i ≤ |v| − q, ce qui revient a` dire que q est une
ϑ2-pe´riode de w.
Nous sommes maintenant en mesure de de´montrer une ge´ne´ralisation du the´ore`me de
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Fine et Wilf :
The´ore`me 7. Soit w un mot fini. Soit p une ϑ1-pe´riode de w et q une ϑ2-pe´riode de
w, avec (ϑ1,ϑ2) 6= (R,R). Si |w| ≥ p+ q, alors pgcd(p,q) est une E-pe´riode de w.
De´monstration. Soit g = pgcd(p,q) et I = {1,2, . . . ,|w|}. En vertu de l’identite´ de
Bezout, on sait que le plus grand commun diviseur de deux entiers s’e´crit comme com-
binaison line´aire des deux entiers en question, c’est-a`-dire qu’il existe deux entiers x et
y tels que
g = xp− yq. (3.1)
Comme il existe une infinite´ de valeurs possibles de x et y ve´rifiant l’e´quation (3.1) et
que ces valeurs forment un espace vectoriel, on peut supposer sans perte de ge´ne´ralite´
que x,y ≥ 1. Soit i un entier satisfaisant 1 ≤ i ≤ |w| − g. On doit montrer que w[i] =
E(w[i+ g]). Posons k = x+ y, 1 ≤ a ≤ i et soit J = {a,a+ 1, . . . ,a+ p+ q− 1} ⊆ I un
sous-ensemble de I qui contient a` la fois i et i+ g et tel que Card(J) = p+ q, ou` a ∈ I.
Nous construisons deux suites d1,d2, . . . ,dk et i0,i1, . . . ,ik comme suit. Posons i0 = i et,
pour j = 0,1, . . . ,k − 1, on de´finit :
dj+1 =

p si ij + p ∈ J ,
−q si ij − q ∈ J
et ij+1 = ij + dj+1.
Nous montrons dans l’ordre les proprie´te´s suivantes :
(i) ij ∈ J pour j = 0,1, . . . ,k,
(ii) La suite (dj)j∈{1,2,...,k} est bien de´finie,
(iii) ik = i+ g et
(iv) g est une E-pe´riode de w.
(i) Par de´finition de l’ensemble J , on a que i0 = i ∈ J . En utilisant un argument
par contradiction, supposons qu’il existe un entier j ∈ {0,1, . . . ,k − 1} tel que ij ∈ J ,
mais ij+1 /∈ J , c’est-a`-dire que ij + p /∈ J et ij − q /∈ J . Puisque J est un ensemble
connexe par rapport a` la topologie discre`te des nombres naturels, ceci entraˆınerait que
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|(ij+p)−(ij−q)| = p+q > Card(J), ce qui contredirait le fait que J contient exactement
p+ q e´le´ments.
(ii) Il suffit de montrer que les conditions ij + p ∈ J et ij − q ∈ J sont mutuellement ex-
clusives pour j = 0,1, . . . ,k, c’est-a`-dire qu’elles ne peuvent eˆtre ve´rifie´es simultane´ment.
En proce´dant encore une fois par contradiction, supposons qu’il existe un tel j. Alors
|(ij + p)− (ij − q)| = p+ q < Card(J), ce qui est absurde.
(iii) Jusqu’a` maintenant, nous avons de´montre´ que la suite i0, i1, . . . , ik est contenue
dans J et donc dans I. Pour montrer que g est une E-pe´riode de w, nous devons nous
assurer que ik = i+ g ou, de fac¸on e´quivalente, que le mot d = d1d2 · · · dk a exactement
x occurrences de p et y occurrences de −q. Nous utilisons encore une fois un argument
par contradiction. Sans perte de ge´ne´ralite´, supposons que p apparaˆıt plus de x fois dans
le pre´fixe d1d2 · · · djdj+1 de d. Alors ij+1 = ij + dj+1 = ij + p. De plus, l’e´quation (3.1)
implique que ij = i + xp − y′q pour un certain entier non ne´gatif y′ < y. En revanche,
on a i+ g = i+xp− yq. Or, ij − q = i+xp− (y′+ 1)q et, puisque y′ < y′+ 1 ≤ y, on en
de´duit que i + g ≤ ij − q ≤ ij . Par conse´quent, ij − q ∈ J , ce qui contredit le fait que
la suite d1d2 · · · dk est de´finie de fac¸on unique.
(iv) Pour conclure, posons ϑ = ϑx1 ◦ ϑy2 ∈ {R,E}. Puisque la suite i0 = i, i1, . . .,
ik = i+ g est unique, est contenue dans I, commence par i et termine par i+ g, il suit
du raisonnement ci-haut que w[i] = ϑ(w[i+ g]) pour tout i ∈ I, c’est-a`-dire que g est
une ϑ-pe´riode de w. Supposons par contradiction que ϑ = R. Comme g divise a` la fois p
et q, ceci entraˆıne que p et q sont toutes deux des R-pe´riodes de w. Mais par hypothe`se,
au moins p ou q est une E-pe´riode de w, ce qui est absurde. Ainsi, g est une E-pe´riode
de w, tel que voulu.
Exemple 23. Ve´rifions s’il est possible de construire un mot w de longueur 9 sur
l’alphabet {0,1} commenc¸ant par la lettre 0, admettant 4 comme R-pe´riode et 3 comme
E-pe´riode. La figure 3.2 montre qu’on a ne´cessairement w = (01)40. En effet, on a que
w[1] = 0. De plus, puisque w admet 4 comme R-pe´riode, on trouve w[1] = w[5] =
w[9] = 0 et, puisque w admet 3 comme E-pe´riode, on de´duit w[4] = E(w[1]) =
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w
1 2 3 4 5 6 7 8 9
Ite´ration 1 0 0 01 0
R R
E E
Ite´ration 2 0 0 01 01 110
E E
EE
Figure 3.2: Illustration du the´ore`me 7 sur un mot de longueur 9 commenc¸ant par 0 et admettant
la R-pe´riode 4 et la E-pe´riode 3. Apre`s deux ite´rations, on arrive a` remplir toutes les cases avec
des lettres pour obtenir le mot w = (01)40.
E(0) = 1 et w[7] = E(w[4]) = E(1) = 0. Les nouvelles lettres connues et le fait que
w admette 3 comme E-pe´riode nous permettent de calculer les quatre dernie`res lettres
manquantes : w[2] = w[8] = E(w[5]) = E(0) = 1, w[6] = E(w[9]) = E(0) = 1
et w[3] = E(w[6]) = E(1) = 0. Effectivement, le mot w = (01)40 admet 4 comme
R-pe´riode et 3 comme E-pe´riode. En outre, en vertu du the´ore`me 7, w admet 1 comme
E-pe´riode, ce qui est ve´rifie´ ici.
Remarque 2. La borne |w| ≥ p+ q du the´ore`me 7 est optimale. En effet, conside´rons
le mot w = 000111. Le lecteur constate facilement que les nombres 3 et 4 sont tous
deux des E-pe´riodes de w. En revanche, pgcd(3,4) = 1 n’est pas une E-pe´riode de w et
|w| = 6 < 7 = 3 + 4.
Remarque 3. Notons que le the´ore`me 7 suppose l’existence d’un mot w admettant
simultane´ment une ϑ1-pe´riode et une ϑ2-pe´riode, mais rien ne garantit qu’un tel mot
existe. Par exemple, on peut de´montrer qu’il n’existe aucun mot de longueur 7 qui
admet les E-pe´riodes 3 et 4. Si c’e´tait le cas, alors le the´ore`me 7 s’appliquerait et donc
w admetterait 1 comme E-pe´riode et donc devrait eˆtre de la forme w = (αα)3α pour
une certaine lettre α. Or, w admet la E-pe´riode 4, ce qui entraˆıne que α = w[1] =
E(w[5]) = E(α) = α, ce qui est absurde.
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3.6 Forme normalise´e
Lorsqu’on conside`re la cloˆture palindromique ite´re´e usuelle, on a le fait suivant :
Proposition 10. Soit u = ψ(w). Alors u′ est un pre´fixe palindrome de u si et seulement
s’il existe un pre´fixe w′ de w tel que u′ = ψ(w′).
De´monstration. (⇐) De´coule directement de la de´finition de cloˆture palindromique
et de cloˆture palindromique ite´re´e.
(⇒) On proce`de par l’absurde, c’est-a`-dire qu’on suppose qu’il existe deux pre´fixes
conse´cutifs w′ et w′′ de w tels qu’il existe un palindrome pre´fixe p entre les deux palin-
dromes pre´fixes u′ = ψ(w′) et u′′ = ψ(w′′) . Ceci contredit le fait que u′′ est le plus court
palindrome ayant uα comme pre´fixe, ou` α est la lettre qu’on ajoute avant d’appliquer
la cloˆture palindromique.
La proposition 10 nous indique que les palindromes pre´fixes de u = ψ(w) sont exacte-
ment ceux obtenus par cloˆture palindromique. En d’autres termes, aucun palindrome
pre´fixe n’est omis par la cloˆture palindromique ite´re´e. Or, cette proprie´te´ n’est pas
ve´rifie´e lorsqu’on permet d’utiliser les cloˆtures R-palindromique et E-palindromique en
meˆme temps.
Exemple 24. Calculons les pseudopalindromes pre´fixes du mot w = ψRERE(0011). On
trouve
ψR(0) = 0
ψRE(00) = 0011
ψRER(001) = 0011100
ψRERE(0011) = 00111001100011
et on voit que le palindrome 00 n’apparaˆıt pas dans les ite´rations successives. De la
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meˆme fac¸on, calculons les pre´fixes de u = ψRRE(011) :
ψR(0) = 0
ψRR(01) = 010
ψRRE(011) = 0101.
On remarque dans ce cas que le E-palindrome 01 ne se trouve pas non plus dans les
pseudopalindromes pre´fixes obtenus.
Bien qu’il existe une infinite´ d’exemples de bi-suite directrice ne de´crivant pas tous
les pseudopalindromes pre´fixes, il est toujours possible de re´e´crire la bi-suite de sorte
qu’ils y soient tous de´crits. Plus pre´cise´ment, nous montrons dans cette section qu’il est
toujours possible de re´e´crire une bi-suite directrice sous une forme  normale .
De´finition 6. Une bi-suite directrice (finie ou infinie) (Θ, w) est dite normalise´e ou sous
forme normale si pour tout pseudopalindrome pre´fixe u′ de ψ(w), il existe un pre´fixe
w′ de w tel que u′ = ψ(w′). Tout pseudopalindrome qui ne ve´rifie pas cette condition
est dit manque´ par ψ(w).
Le lemme suivant de´coule directement de la de´finition de pseudopalindrome manque´ :
Lemme 17. Soit (Θ, w) une bi-suite directrice finie. Si (Θ, w) est sous forme normale
et que (Θτ, wa) ne l’est pas, ou` a ∈ A et τ ∈ {R,E}, alors tout ϑ-palindrome pre´fixe
manque´ p est tel que |ψΘ(w)| < |p| < |ψΘτ (wa)|.
De´monstration. Trivial.
Lemme 18. Les plus courts pre´fixes d’une bi-suite normalise´e contenant les deux lettres
distinctes de A sont de la forme (Ri+1, aia) pour i ≥ 2 ou (RiE, aia) pour i ≥ 1, ou`
a ∈ {0, 1}.
De´monstration. Par inspection simple. On observe en particulier qu’une bi-suite
normalise´e ne peut commencer avec l’antimorphisme E. Les autres cas sont faciles a`
ve´rifier.
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v
t
u a
τ -palindrome →
τ -palindrome →
p
q
Figure 3.3: Illustration de la de´monstration du lemme 19.
Les mots pseudostandards ge´ne´ralise´s admettent des pe´riodes a` diffe´rentes e´chelles. Le
lemme qui suit de´crit les pseudope´riodes induites par des bi-suites qui ne sont pas sous
forme normale.
Lemme 19. Soit (Θ, w) une bi-suite finie normalise´e. Supposons que (Θτ, wa) ne soit
pas normalise´e, ou` τ ∈ {R,E} et a ∈ A. Soit u = ψΘ(w), v = ψΘτ (wa) et t un
pseudopalindrome pre´fixe manque´ par (Θτ, wa). Finalement, soit p = |v|−|u|, q = |v|−|t|
et g = pgcd(p, q).
(i) Si |v| ≥ p + q, alors g est une E-pe´riode de v, p = 2g, q = g et u est un τ -
palindrome ;
(ii) Sinon, τ = E et q est une ϑ-pe´riode de t, ou` ϑ est le dernier antimorphisme de la
suite Θ.
De´monstration. La situation est illustre´e a` la figure 3.3. Remarquons que t est un
τ -palindrome, sinon, v ne serait pas le plus court τ -palindrome admettant ua comme
pre´fixe. De plus, il suit du lemme 14 que p est une (ϑ◦ τ)-pe´riode de v, puisque v est un
τ -palindrome et u est un ϑ-palindrome. De fac¸on semblable, q est une (τ ◦ τ)-pe´riode,
c’est-a`-dire une E-pe´riode de v.
(i) Premie`rement, supposons que |v| ≥ p + q. Alors le the´ore`me 7 s’applique de sorte
que g = pgcd(p, q) est une E-pe´riode de v. Par le lemme 13, on conclut que le pre´fixe y
de v de longueur |v| − 2g est un τ -palindrome. Puisque aucun τ -palindrome n’apparaˆıt
entre u et v (autrement v ne serait pas le plus court τ -palindrome ayant ua comme
pre´fixe), on a ne´cessairement |y| ≤ |u|, c’est-a`-dire que p = |v|− |u| ≤ 2g. En combinant
le fait que 0 < q < p ≤ 2g, que |u| < |t| < |v| et que g divise a` la fois q = |v| − |t| et
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p − q = |t| − |u|, on en conclut que p = 2g et donc q = g. En particulier, u = y est un
τ -palindrome.
(ii) Il reste a` conside´rer le cas |v| < p + q. Notons que, par de´finition de cloˆture pseu-
dopalindromique, on a |v| ≤ 2|u| + 2, avec |v| = 2|u| + 2 si et seulement si v est un
E-palindrome. Nous montrons d’abord que |v| = 2|u| + 2 en proce´dant par l’absurde.
Supposons donc, au contraire, que |v| ≤ 2|u|+ 1. Alors
|v| < p+ q
= |v| − |u|+ |v| − |t|
≤ 2|u|+ 1− |t|+ |v| − |u|
= |u|+ 1− |t|+ |v|
≤ |u|+ 1− |u| − 1 + |v|
≤ |v|,
ce qui est absurde (la dernie`re ine´galite´ suit de l’ine´galite´ |t| ≥ |u| + 1). Ainsi, |v| =
2|u| + 2. Ceci entraˆıne que τ = E et t est un R-palindrome (puisque τ = R). En
nous basant sur des ine´galite´s semblables, on montre que |t| = |u| + 1. Il ne reste qu’a`
appliquer le lemme 14 pour conclure que q est une ϑn-pe´riode de t.
Lorsqu’une suite n’est pas normalise´e, on peut e´galement de´duire certaines informations
sur les antimorphismes implique´s.
Lemme 20. Soit (Θ, w) une bi-suite normalise´e de longueur n, ϑn = Θ[n] et supposons
que (Θτ, wa) ne soit pas normalise´e, ou` τ ∈ {R,E} et a ∈ A. Alors ϑn = τ ou (Θτ, wa) =
(Rn−1E, an).
De´monstration. Soit u = ψΘ(w), v = ψΘτ (wa) et t un pseudopalindrome pre´fixe
manque´ par (Θτ, wa). La situation est illustre´e a` la figure 3.4. Aussi, soit p = |v| − |u|,
q = |v|− |t| et g = pgcd(p, q). Si |v| ≥ p+ q, alors par le lemme 19, On a ϑn = τ , tel que
voulu. Sinon, supposons par contradiction que ϑn 6= τ . Encore une fois par le lemme 19,
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t
u a
τ -palindrome →
τ -palindrome →
p
q
Figure 3.4: Illustration de la de´monstration du lemme 20.
on en de´duit que τ = E, ϑn = R et 1 est une R-pe´riode de T . En conse´quence, u = a
n
et on est exactement dans le cas (Θτ, wa) = (Rn−1E, an).
Certains motifs me`nent ne´cessairement a` une bi-suite non normalise´e. Le lemme qui
suit, dont la de´monstration est plus technique, explique plus en de´tail la situation.
Lemme 21. Soit Θ une suite d’antimorphismes involutifs, ϑ ∈ {R,E}, w ∈ A∗ et
a, b ∈ A. Supposons que (Θϑϑ,wab) est normalise´e. Finalement, soit u = ψΘϑ(wa),
v = ψΘϑϑ(wab), p = |v| − |u| et s le suffixe de longueur p de v. Alors
(i) p est la plus petite E-pe´riode de v ;
(ii) ψΘϑϑϑ(uabb) = vs ;
(iii) ψΘϑϑϑ(uabb) = vss ;
(iv) (Θϑϑϑ, uabb) n’est pas normalise´e, mais (Θϑϑϑϑ, uabbb) est normalise´e et les deux
bi-suites engendrent le meˆme mot.
De´monstration. (i) Il suit directement du lemme 14 que p est une E-pe´riode de v.
Il reste a` montrer que cette pe´riode est minimale. Supposons au contraire qu’il existe
une E-pe´riode p′ < p. Soit s′ le suffixe de longueur p′ de v. Alors le mot us′ est un
ϑ-palindrome et b est bien la premie`re lettre de s′, contredisant le fait que v le plus
court ϑ-palindrome dont ub est pre´fixe.
(ii) Comme v est un ϑ-palindrome admettant p comme E-pe´riode, il suit du lemme 13
que vs est bien un ϑ-palindrome. Supposons maintenant que vs n’est pas le plus court
ϑ-palindrome admettant vb comme pre´fixe. Soit x le plus long ϑ-palindrome suffixe de v.
Alors |x| > |v|−p et, par le lemme 14, v posse`de la E-pe´riode |v|− |x| < p, contredisant
(i).
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(iii) Ici aussi, par le lemme 13, on sait que vss est un ϑ-palindrome. Un argument
similaire a` celui pre´sente´ en (ii) nous permet de conclure qu’il s’agit bien du plus court
palindrome admettant vb comme pre´fixe.
(iv) De´coule des parties (ii) et (iii).
Nous sommes maintenant en mesure de de´crire les formes exactes des bi-suites directrices
non normalise´es :
Lemme 22. Une bi-suite s est normalise´e si et seulement si elle ne contient aucun
pre´fixe d’une des formes suivantes :
(i) (RR, aa) ;
(ii) (Ri−1E, ai) ;
(iii) (RiEE, aiaa) ;
(iv) (ΘREE,wabb) ou (ΘERR,wabb),
ou` a, b ∈ {0, 1}, i ≥ 1 est un entier et (Θ, w) est une bi-suite directrice finie.
De´monstration. (⇒) Nous de´montrons la contrapose´e, c’est-a`-dire que nous suppo-
sons que la bi-suite directrice admet une de ces quatre formes comme pre´fixe et nous
de´montrons qu’elle n’est alors pas normalise´e.
Clairement, (i) ψRR(aa) = aaa manque le E-palindrome pre´fixe aa, (ii) ψRi−1E(a
i) =
aiai manque le palindrome pre´fixe ai et (iii) ψRiEE(a
iaa) = aiai+1ai+1ai manque le
palindrome pre´fixe aiai+1ai. Le cas (iv) suit directement du lemme 21.
(⇐) Nous de´montrons encore une fois la contrapose´e, c’est-a`-dire que nous supposons
que s n’est pas normalise´e. Si |s| ≤ 2, alors par inspection, on constate que les seules
bi-suites directrices non normalise´es sont celles des cas (i) et (ii). Supposons maintenant
que |s| ≥ 3. Soit (Θ, w) le plus court pre´fixe non normalise´ de s et n = |w|. Soit
u = ψϑ1ϑ2···ϑn−1(w[1]w[2] · · ·w[n− 1]), v = ψΘ(w)
et t un ϑn-palindrome manque´ par (Θ, w). En outre, soit p = |v| − |u|, q = |v| − |t| et
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g = pgcd(p, q). Par le lemme 20, il y a deux possibilite´s : soit nous nous retrouvons dans
le cas (ii), soit (Θ, w) admet comme suffixe un des e´le´ments de l’ensemble
{(RRR, abc), (EEE, abc), (ERR, abc), (REE, abc)},
ou` a, b, c ∈ {0, 1}. D’autre part, le lemme 19 implique que |v| ≥ p+q, g est une E-pe´riode
de v, p = 2g, q = g et u est un ϑn-palindrome, c’est-a`-dire que ϑn−1 = ϑn. Posons
y = ψϑ1ϑ2···ϑn−2(w[1]w[2] · · ·w[n− 2]).
Dans un premier temps, remarquons que |u|−|y| ≤ g. Autrement, il existerait un pre´fixe
ϑn-palindromique entre y et u, a` savoir le suffixe de v de longueur |v| − 3g par le lemme
13, contredisant le fait que (ϑ1ϑ2 · · ·ϑn−1, w[1]w[2] · · ·w[n− 1]) est normalise´e. Soit
g′ = |u| − |y|. Si g′ = g, alors ϑn−2 = ϑn et c = b, c’est-a`-dire que s termine avec
(ERR, abb) ou (REE, abb). Par le lemme 21, ce qui correspond au cas (iv). Il reste a`
conside´rer le cas g′ < g. Nous montrons dans les paragraphes qui suivent que cela nous
me`ne au cas (iii) ou (iv).
Premie`rement, montrons que |y| < g. Pour cela, supposons au contraire que |y| ≥ g.
Ceci implique que |u| ≥ g + g′. Puisque g est une E-pe´riode de v (en particulier une
E-pe´riode de u) et que, par le lemme 14, g′ est une (ϑn−2 ◦ ϑn)-pe´riode de u, on de´duit
du the´ore`me 7 que g′′ = pgcd(g, g′) est une E-pe´riode de u. De plus, cette E-pe´riode g′′
se propage dans tout le mot v (puisque g′′ divise g, g est une E-pe´riode de v et |u| > g′,
par le lemme 16, ce qui pre´sente une contradiction : ceci impliquerait qu’il existe un
ϑn-palindrome entre les ϑn-palindromes u et v qui correspondrait au pre´fixe de v de
longueur |v| − 2g′′ (par le lemme 13). Or, g′′ < g (puisque g′ < g). Par conse´quent,
l’ine´galite´ |y| < g est de´montre´e.
Maintenant, nous montrons que |v| = 4g − 2. Rappelons de la de´finition de cloˆture
pseudopalindromique que |v| ≤ 2|u| + 2. De plus, |v| = |u| + 2g, |y| ≤ g − 1 et g′ =
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|u| − |y| ≤ g − 1. D’une part, on a
|v| ≤ 2|u|+ 2 = 2|v| − 4g + 2,
ce qui implique |v| ≥ 4g − 2. D’autre part,
|v| = |u|+ 2g ≤ |y|+ g − 1 + 2g ≤ g − 1 + g − 1 + 2g = 4g − 2,
de sorte que |v| = 4g− 2. En particulier, en vertu des e´galite´s et ine´galite´s |v| = 4g− 2,
|v|−|u| = 2g, |u|−|y| ≤ g−1 et |y| ≤ g−1, on a |y| = g−1, |u| = 2g−2 et |v| = 2|u|+2.
Ainsi, ϑn = E et g
′ = |u| − |y| = g − 1.
Finalement, notons que, puisque |v| ≥ p+ q = 3g, le pre´fixe z de v de longueur |v| − 3g
est un ϑn-palindrome, c’est-a`-dire un R-palindrome, par le lemme 13. Or, le lemme 14
implique que |y|− |z| = g− g′ = 1 est un (ϑn−2 ◦R)-pe´riode de y, c’est-a`-dire une ϑn−2-
pe´riode de y. Si ϑ2 = R et puisque y est de longueur g−1 et contient la lettre b, on trouve
y = b
g−1
, de sorte que u = b
g−1
bg−1 et v = bg−1bgbgbg−1, ce qui correspond exactement
au cas (iii). Autrement, si ϑ2 = E, alors en inspectant les pseudopalindromes pre´fixes
z, y et u, on trouve que (REE, abb), ou` a ∈ A, est un facteur de s et on retourne dans
le cas (iv), ce qui conclut la de´monstration.
Nous concluons cette section sur la forme normale avec un the´ore`me de´crivant exacte-
ment la proce´dure a` suivre pour transformer une bi-suite directrice non normalise´e en
une bi-suite normalise´e.
The´ore`me 8. Soit (Θ, w) une bi-suite directrice, avec Θ une suite finie ou infinie
d’antimorphismes involutifs et w un mot de meˆme longueur que Θ. Alors il existe une
bi-suite normalise´e (Θ′, w′) telle que ψΘ(w) = ψΘ′(w′). Plus pre´cise´ment, il est possible
de construire la bi-suite (Θ′, w′) en utilisant les re`gles de re´e´criture suivantes lors de la
lecture de la bi-suite de gauche a` droite ;
(i) remplacer le pre´fixe (RR, aa) par le pre´fixe (RER, aaa) ;
(ii) remplacer le pre´fixe (Ri−1E, ai) par le pre´fixe (RiE, aia) ;
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(iii) remplacer le pre´fixe (RiEE, aiaa) par le pre´fixe (RiERE, aiaaa) ;
(iv) remplacer tout facteur (ϑϑϑ, abb) par le facteur (ϑϑϑϑ, abbb), ou` ϑ ∈ {R,E} et
a, b ∈ {0, 1}.
De´monstration. Le lemme 22 nous indique la forme des pre´fixes et des facteurs in-
terdits dans les bi-suites directrices normalise´es alors que le lemme 21 nous de´crit la
proce´dure a` suivre pour corriger tout facteur de la forme (ϑϑϑ, abb) afin de rendre la
bi-suite sous forme normale. Il reste a` expliquer comment normaliser les pre´fixes de la
forme (i), (ii) ou (iii). Par le lemme 22, on sait que les pre´fixes (RER, aaa), (RiE, aia)
et (RiERE, aiaaa) sont normalise´s, puisqu’ils ne sont pas dans l’ensemble des pre´fixes
et facteurs interdits. Maintenant, on ve´rifie facilement que
ψRR(aa) = ψRER(aaa),
ψRi−1E(a
i) = ψRiE(a
ia),
ψRiEE(a
iaa) = ψRiERE(a
iaaa),
tel que voulu.
Nous illustrons le the´ore`me avec un exemple.
Exemple 25. Conside´rons la bi-suite non normalise´e d = (RRR, 011). Puisqu’elle a
un pre´fixe de la forme (i) du the´ore`me 8, on peut re´e´crire d en d′ = (RERR, 0101), ou`
(RER, 010) est normalise´e.
L’e´tape suivante consiste a` remplacer tous les facteurs de la forme (ϑϑϑ, abb) par
(ϑϑϑϑ, abvb). Il n’y a qu’un facteur de cette forme, a` savoir (ERR, 101). On obtient
alors la nouvelle bi-suite directrice d′′ = (RERER, 01010), qui est normalise´e. En effet,
on ve´rifie que d′′ ne contient aucun pre´fixe ou facteur interdit. Finalement, ve´rifions que
d et d′′ ge´ne`rent le meˆme mot :
ψRRR(011) = 0 1 0 1 0,
ψRERER(01010) = 0 1ˇ 0 1ˇ 0.
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3.7 Formule de Justin ge´ne´ralise´e
En nous inspirant de la formule donne´e dans le lemme 12 et en transformant une bi-
suite directrice sous sa forme normale, il est possible d’exprimer de fac¸on re´cursive les
pre´fixes successifs d’un mot pseudostandard ge´ne´ralise´.
On peut maintenant e´noncer et de´montrer le the´ore`me central de ce chapitre :
The´ore`me 9. Soit (Θ, w) une bi-suite finie et normalise´e de longueur n et, pour i =
1, 2, . . . , n, soit ψi = ψϑ1ϑ2···ϑi(Prefi(w)), ψ0 = ε et αi la dernie`re lettre de ψi.
(i) Si |Prefn−1(w)|w[n] = 0 ou |Prefn−1(Θ)|Θ[n] = 0, alors
ψn =

ψn−1w[n]ψn−1 si ϑn = R,
ψn−1ψn−1 si ϑn = E et αn−1 6= w[n],
ψn−1w[n]w[n]ψn−1 si ϑn = E et αn−1 = w[n].
(ii) S’il existe un indice j tel que Θ[j] = ϑn et (ϑn−1 ◦ ϑn)(w[j + 1]) = w[n], alors
soit i le plus grand entier satisfaisant cette condition. On a alors
ψn = ψn−1(ϑn−1 ◦ ϑn)(ψ−1i ψn−1).
(iii) Autrement,
ψn =

ψn−1ϑn(ψn−1) si ϑn = R ou αn−1 6= w[n],
ψn−1w[n](ϑn−1 ◦ ϑn)(w[n]ψn−1) si ϑn = E et αn−1 = w[n].
De´monstration. (i) Supposons d’abord que w = an−1a ou` a ∈ A. Alors force´ment
Θ ∈ {Rn, Rn−1E}, autrement (Θ, w) ne serait pas sous forme normale par le lemme 22.
Alors la formule donne´e est ve´rifie´e. Supposons maintenant que |ϑ1ϑ2 · · ·ϑn−1|ϑn = 0.
Alors on a ne´cessairement ϑ1 = R et donc Vn = E. Or, aucun E-palindrome n’est
pre´fixe ni suffixe de ψn−1, on en de´duit que le plus long E-palindrome suffixe de
ψPrefn−1(Θ)(Prefn−1(w))w[n] est soit ε ou αn−1w[n] si w[n] = αn−1, d’ou` le re´sultat.
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(ii) Par hypothe`se, il existe un ϑn-palindrome pre´fixe ψi de ψn−1 suivi de la lettre
(ϑn−1 ◦ ϑn)(w[n]). De plus, puisque (Θ, w) est normalise´e, |Θ′| est maximal et, par
construction, ψi est exactement le plus long ϑn-palindrome pre´fixe de ψn−1 suivi de la
lettre (ϑn−1 ◦ ϑn)(w[n]). Or, ψn−1 est un ϑn−1-palindrome, de telle sorte que ϑn−1(ψi)
est le plus long (ϑn−1 ◦ ϑn)-palindrome suffixe de ψn−1 pre´ce´de´ par ψn(w[n]). Alors
s = ϑn(w[n])ϑn−1(ψi)w[n] est le plus long ϑn-palindrome suffixe de ψn−1w[n]. Par
conse´quent,
ψn = ψn−1w[n](s−1)ϑn(w[n])ϑn(ψn−1)
= ψn−1w[n](ϑn(w[n])ϑn−1(ψi)w[n])−1ϑn(w[n])ϑn(ψn−1)
= ψn−1w[n]w[n]−1ϑn−1(ψi)−1ϑn(w[n])−1ϑn(w[n])ϑn(ψn−1)
= ψn−1ϑn−1(ψi)−1ϑn(ψn−1)
= ψn−1(ϑn−1 ◦ ϑn)(ψ−1i ψn−1),
ce qui conclut cette partie. A` noter que la troisie`me e´galite´ est obtenue du fait que pour
toute paire de mots u, v ∈ A∗, on a (uv)−1 = v−1u−1, et que la dernie`re e´galite´ de´coule
du fait que ψi est un ϑn-palindrome et ψn−1 est un ϑn−1-palindrome.
(iii) Puisque l’hypothe`se du cas (ii) n’est pas satisfaite, on peut supposer que ψn−1 ne
contient pas de ϑn-palindrome suffixe pre´ce´de´ de la lettre ϑn(w[n]) et que |Prefn−1(w)|w[n] ≥
1. Supposons tout d’abord que ϑn = R. Alors w[n] = αn−1, autrement on a une contra-
diction avec l’hypothe`se, puisque cela implique que ψn−1 a ne´cessairement un palindrome
suffixe pre´ce´de´ de la lettre ϑn(w[n]) = w[n], a` savoir un suffixe de la forme w[n]w[n]
i
.
Donc ϑn = R implique w[n] = αn−1 et conse´quemment, ψn = ψn−1R(ψn−1). Supposons
maintenant que ϑn = E. Si w[n] = αn−1, on de´duit que ψn = ψn−1w[n]w[n]ψn−1,
alors que si w[n] 6= αn−1, on trouve ψn = ψn−1ψn−1. En combinant tous ces cas, on
obtient le re´sultat voulu.
Il est inte´ressant de noter que la formule de Justin (lemme 12) est un cas particulier
du the´ore`me 9. En effet, si Θ = Rn, alors (Θ, w) est la bi-suite directrice d’un mot
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sturmien standard et on retrouve le cas (i) si w = an−1a, pour a ∈ {0, 1} et alors ψn =
ψn−1w[n]ψn−1. Autrement, le cas (ii) s’applique et on obtient ψn = ψn−1ψ−1i ψn−1.
D’autre part, il est possible de de´river une seconde formule pour le cas pre´cis des mots E-
standards (ceux obtenus par cloˆture E-palindromique ite´re´e seulement). Il s’agit donc
du cas ou` Θ = En, qui correspond a` un cas non normalise´, et en utilisant des ide´es
semblables a` celles pre´sente´es dans la de´monstration du the´ore`me 9, on obtient le fait
suivant :
Proposition 11. Soit (En+1, wa) une bi-suite directrice d’un mot E-standard, avec
w ∈ {0, 1}n. Si w contient la lettre a, e´crivons w = v1av2 ou` v2 ne contient pas la lettre
a. Alors
ψE(wa) =

ψE(w)aE(a)E(ψE(w)) si a n’apparaˆıt pas dans w ;
ψE(w)ψE(v1)
−1E(ψE(w)) sinon.
ou` ψE de´note la cloˆture E-palindromique ite´re´e.
Illustrons le the´ore`me 9 sur le mot de Thue-Morse.
Exemple 26. On sait que le mot de Thue-Morse est un mot pseudostandard ge´ne´ralise´
donne´ par t = ψ(ER)ω(01
ω). Avant d’appliquer le the´ore`me 9, il faut transformer la bi-
suite directrice d = ((ER)ω, 01ω) sous forme normale. Il suffit de conside´rer la nouvelle
bi-suite d′ = ((RE)ω, 01ω) qui est normalise´e. On obtient alors les pre´fixes successifs
suivants :
t0 = ε;
t1 = 0;
t2 = t1t1 = 01,par le the´ore`me 9(i), deuxie`me cas;
t3 = t2E(t
−1
0 t2) = 01E(01) = 0110, par le the´ore`me 9(ii),;
t4 = t3E(t3) = 01101001,par le the´ore`me 9(iii), premier cas,;
t5 = t4E(t4) = 0110100110010110, par le the´ore`me 9(iii), premier cas,
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et ainsi de suite, ce qui correspond a` la construction habituelle du mot de Thue-Morse.
En guise de conclusion, on pre´sente la traduction des formules donne´es au the´ore`me 9 en
pseudocode. A` noter que l’algorithme calcule le mot pseudostandard ge´ne´ralise´ ge´ne´re´
a` partir de n’importe quelle bi-suite directrice, qu’elle soit sous forme normale ou non.
Algorithme 3 Calcul d’un mot pseudostandard ge´ne´ralise´ fini
1: fonction MotPseudostandardGeneralise(Θ, w)
2: . On normalise d’abord selon les cas pre´fixes
3: si (RR,aa) est pre´fixe de (Θ, w) alors
4: Θ← RER(RR)−1Θ, w ← aaa(aa)−1w
5: sinon si (Ri−1E, ai) est pre´fixe de (Θ, w) pour un entier i ≥ 1 alors
6: Θ← RΘ, w ← aiaa−iw
7: sinon si (RiEE, aia a) est pre´fixe de (Θ, w) pour un entier i ≥ 1 alors
8: Θ← RiERE(RiEE)−1Θ, w ← aia aa(aia a)−1w
9: fin si
10:
11: . On traite les autres cas
12: ψ0 ← ε
13: pour i ∈ {1,2, . . . ,n} faire
14: si i ≤ n− 2 et (Θ, w)[i : i+ 2] ∈ {(ERR,abb), (REE,abb)} alors
15: . On normalise “en ligne”
16: Θ← ϑ1 · · ·ϑi+1ϑi+1ϑi+2ϑi+3 · · ·ϑn
17: w ← w[1 . . . i+ 2]w[i+ 2]w[i+ 3 . . . n]
18: fin si
19: si |w[1 : i− 1]|w[i] = 0 ou |Prefi−1(Θ)|ϑi = 0 alors
20: si ϑi = R alors ψi ← ψi−1w[i]ψi−1
21: sinon si ϑi = E et ϑi−1(w[1]) 6= w[i] alors ψi ← ψi−1ψi−1
22: sinon ψi ← ψi−1w[i]w[i]ψi−1
23: fin si
24: sinon si il existe j tel que Prefi(Θ, w) = (ϑ1 · · ·ϑjϑiϑj+2ϑj+3 · · ·ϑi, w[1 : j + 1]ϑi−1 ◦
ϑi(w[i])w[j + 3 : i]) alors
25: ψi ← ψi−1(ϑi−1 ◦ ϑi)(ψ−1j ψi−1)
26: sinon
27: si ϑi = R ou ϑi−1(w[1]) 6= w[i] alors ψi ← ψi−1ϑi(ψi−1)
28: sinon ψi ← ψi−1w[i](ϑi−1 ◦ ϑi)(w[i]ψi−1)
29: fin si
30: fin si
31: fin pour
32: retourner ψn
33: fin fonction
La complexite´ de l’algorithme est optimale, car il parcourt au plus deux fois les suites
Θ et w. Celui-ci a e´te´ imple´mente´ en Python et se trouve en annexe a` la section A.2,
page 161. Il sera e´ventuellement inclus dans Sage.
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3.8 Proble`mes ouverts
Dans ce chapitre, nous avons e´tudie´ une extension naturelle du the´ore`me de Fine et Wilf
ainsi qu’un the´ore`me de´crivant une formule re´cursive pour calculer la cloˆture pseudo-
palindromique ite´re´e d’une bi-suite directrice sur un alphabet binaire lorsque les deux
antimorphismes R et E sont permis, dans n’importe quel ordre.
Il nous apparaˆıt raisonnable de croire que les ide´es propose´es sont ge´ne´ralisables a` des
alphabets de k lettres, ou` k ≥ 3. Par ailleurs, on connaˆıt tre`s peu d’information sur les
mots pseudostandards ge´ne´ralise´s. Il serait inte´ressant de proposer une caracte´risation
de cette grande famille de mots, qui contient les mots sturmiens standards, les suites de
Rote standards, certains mots quasi-sturmiens et le mot de Thue-Morse.
Par exemple, nous savons que les mots sturmiens sont de complexite´ n + 1, alors que
les suites de Rote ont une complexite´ de 2n. Celle du mot de Thue-Morse, quant a`
elle, oscille autour de 3n. Quelle est la complexite´ maximale pouvant eˆtre atteinte par
les mots pseudostandards ge´ne´ralise´s ? Des e´vidences calculatoires nous sugge`rent la
conjecture suivante :
Conjecture 1. Soit w un mot pseudostandard ge´ne´ralise´. Alors il existe un entier n0
tel que Fw(n) ≤ kn pour tout entier n ≥ n0 et pour toute constante k > 4.
Autrement dit, il semble que le mieux qu’on puisse faire, c’est d’osciller autour de 4n.
En dernier lieu, l’e´tude de la pseudope´riodicite´ telle que de´finie dans ce chapitre est
pertinente en soi et il semble tre`s probable que le the´ore`me de Fine et Wilf ge´ne´ralise´
(the´ore`me 7) puisse eˆtre e´tendu a` des alphabets quelconques e´galement.
CHAPITRE IV
POLYOMINOS ET PAVAGES
4.1 Polyominos
L’espace que nous e´tudions dans ce chapitre et les suivants est le plan discret aussi
appele´ grille discre`te Z2 = Z×Z. On appelle cellule unite´ (ou pixel) tout sous-ensemble
c de R2 de´fini par
c = {(x,y) ∈ R2 | a ≤ x ≤ a+ 1, b ≤ y ≤ b+ 1}, ou` a,b ∈ Z2
Dans la suite, on de´note par C l’ensemble des cellules unite´s de R2. Un ensemble de deux
cellules unite´s distinctes c, d ∈ C est dit 4-connexe si c et d ont une areˆte commune,
c’est-a`-dire que c ∩ d est un segment de droite de longueur 1. Plus ge´ne´ralement, un
ensemble de cellules C ⊆ C est dit 4-connexe si, pour toute paire de cellules unite´s
distinctes c, d ∈ C, il existe une suite finie e1, e2, . . . , en de cellules unite´s dans C telles
que
(i) c = e1 et d = en ;
(ii) Pour tout indice i = 1, 2, . . . , n−1, l’ensemble {ei, ei+1} est un ensemble 4-connexe.
Autrement dit, il existe un chemin reliant toute paire de cellules unite´s n’utilisant que
des de´placements verticaux ou horizontaux. Remarquons qu’un ensemble 4-connexe peut
eˆtre fini ou infini.
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(a) (b) (c)
Figure 4.1: Ensemble de cellules unite´s (a) pas 4-connexe (b) avec trou. (c) Un polyomino.
Soit C ⊆ C un sous-ensemble de cellules unite´s. On dit que C est sans trou si son
comple´ment C = C − C est lui aussi 4-connexe. Un polyomino est un ensemble de
cellules unite´s C ⊆ C qui est a` la fois 4-connexe et sans trou.
4.2 Mots de contour
Il existe plusieurs fac¸ons de repre´senter les polyominos. On peut simplement de´crire l’en-
semble des cellules qui les constituent, les repre´senter par leur projection selon diffe´rents
angles, les repre´senter par leur bord, etc. Dans cette the`se, nous codons les polyomi-
nos par leur mot de contour : il s’agit en fait d’un mot sur un alphabet a` quatre
lettres de´crivant les quatre de´placements e´le´mentaires haut, bas, gauche et droite. Cette
repre´sentation pre´sente plusieurs caracte´ristiques inte´ressantes :
1. Elle est simple et unique, a` conjugaison et orientation pre`s ;
2. Dans de nombreux cas, l’aire d’un polyomino est quadratique par rapport a` son
pe´rime`tre, de sorte que le mot de contour, qui est de longueur e´gale au pe´rime`tre,
occupe un espace raisonnable ;
3. Toute la the´orie issue de la combinatoire des mots peut eˆtre applique´e ;
4. De nombreuses proprie´te´s de syme´trie et de convexite´ d’un polyomino donne´ se
de´tectent facilement en e´tudiant simplement son mot de contour ;
En revanche, elle se ge´ne´ralise difficilement aux dimensions 3 et plus.
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(a) (b) (c)
Figure 4.2: Exemples de chemins. (a) Un chemin ferme´ qui n’est pas auto-e´vitant, (b) un chemin
auto-e´vitant qui n’est pas ferme´ et (c) un mot de contour, qui est ferme´ et auto-e´vitant.
Dans les paragraphes qui suivent, nous introduisons plus formellement la terminologie
ne´cessaire a` l’e´tude des mots de contour.
L’alphabet permettant de repre´senter les mots de contour est F = {0,1,2,3}, souvent
appele´ code de Freeman. Il code les de´placements e´le´mentaires sur la grille discre`te selon
la correspondance suivante :
0 : →, 1 : ↑, 2 : ←, 3 : ↓ .
Un chemin p est un mot sur F , c’est-a`-dire un e´le´ment de F∗. On dit de p qu’il est
ferme´ si |p|0 = |p|2 et |p|1 = |p|3. Un sous-chemin q de p est simplement un facteur de
p. De plus, p est dit auto-e´vitant s’il ne posse`de aucun sous-chemin ferme´, a` l’exception
du chemin lui-meˆme et du chemin vide. Un mot de contour est un chemin auto-e´vitant
et ferme´. La figure 4.2 illustre ces concepts.
Certaines isome´tries sur la grille discre`te se traduisent par des morphismes sur l’alphabet
de Freeman F . Tout d’abord, les morphismes
ρi : F∗ → F∗ : x 7→ x+ i, (i = 0, 1, 2, 3),
ou` l’addition est conside´re´e modulo 4, correspondent aux rotations d’angle 0, pi/2, pi et
3pi/2 respectivement (voir figure 4.3). Dans le meˆme ordre d’ide´e, les morphismes
σi : F∗ → F∗ : x 7→ i− x, (i = 0, 1, 2, 3),
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w = 1101
ρ
w = 2212
ρ
w = 3323
ρ
w = 0020
Figure 4.3: Effet des morphismes ρi pour i = 0, 1, 2, 3 sur le chemin w = 1101. En particulier,
ρ−1 = ρ3.
correspondent aux re´flexions par rapport a` des axes d’angle 0, pi/4, pi/2 et 3pi/4 (voir fi-
gure 4.4). Il existe une autre ope´ration sur les mots pre´sentant d’inte´ressantes proprie´te´s
ge´ome´triques, qui est donne´e par
p̂ = ρ2(p˜).
qui se traduit par le parcours du chemin p en sens inverse (voir figure 4.5). On dit alors
que w et “w sont des chemins homologues.
Remarque 4. Tout mot de contour w est primitif, c’est-a`-dire qu’il ne peut s’e´crire
comme puissance entie`re d’un autre mot. Cette proprie´te´ de´coule directement du fait
que w est a` la fois ferme´ et auto-e´vitant.
Proposition 12. Soit P un polyomino de pe´rime`tre n. Alors il existe exactement 2n
mots de contour de´crivant P .
De´monstration. Soit w un mot de contour de P . Alors tout mot u ∈ [w] est e´galement
un mot de contour de P . De plus, |[w]| = n, car w est primitif. Maintenant, conside´rons
le mot “w. Clairement, “w est un mot de contour de P . De plus, tout mot u ∈ [“w] est un
mot de contour de P et |[“w]| = n. Finalement, on a [w] ∩ [“w] = ∅ (puisque les mots
de ces deux classes ont des nombres d’enroulements distincts, voir section 4.4, page 85),
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w = 1101
σ0
w = 3303
σ1
w = 0010
σ2
w = 1121
σ3
w = 2232
Figure 4.4: Effet des morphismes σi pour i = 0, 1, 2, 3 sur le chemin w = 1101. Notons que
σ−1i = σi.
w = 1101
·̂
w = 3233
Figure 4.5: Effet de l’antimorphisme ·̂ sur le chemin w = 1101. Clairement, ““w = w.
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0
Figure 4.6: Interpre´tation ge´ome´trique de l’ope´rateur ∆ sur le chemin w = 01012223211.
Le mot ∆(w) = 1311001330 de´crit les virages effectue´s pour parcourir le chemin w selon la
correspondance suivante : 0 : aller en avant, 1 : tourner a` gauche et 3 : tourner a` droite. Comme
le chemin est auto-e´vitant, il n’y a pas de lettre 2 : reculer.
ce qui termine la de´monstration.
Comme le mot de contour d’un polyomino n’est pas unique, il est pratique de repre´senter
un chemin ferme´ w par sa classe de conjugaison [w], qu’on appelle aussi mot circulaire.
4.3 Virages
Le code de Freeman permet de de´crire des chemins selon les quatre directions e´le´mentaires
haut, bas, gauche, droit. Il existe une autre repre´sentation pratique des chemins discrets
base´e sur la notion de virages.
A` cette fin, nous introduisons l’ope´rateur ∆ sur F , qui est en fait une extension a`
un alphabet de 4 lettres de celui pre´sente´ au chapitre 2. Plus pre´cise´ment, soit w =
w1w2 · · ·wn ∈ F∗ un chemin de longueur n ≥ 2. Le mot des diffe´rences finies ∆(w) ∈ F∗
de w est de´fini par
∆(w) = (w2 − w1) · (w3 − w2) · · · (wn − wn−1).
D’un point de vue ge´ome´trique, les lettres 0, 1, 2 et 3 correspondent respectivement au
mouvement aller en avant, tourner a` gauche, reculer et tourner a` droite. La figure 4.6
illustre l’effet de l’ope´rateur ∆ sur le chemin w = 01012223211.
Il est utile de de´finir une ope´ration qui inverse en quelque sorte l’effet de l’ope´rateur
∆. Soit w = w1w2 · · ·wn un mot de longueur n ≥ 1 et α ∈ F une lettre. Le mot des
85
sommes partielles Σα(w) de w a` partir de α est donne´ par
Σα(w) = (α) · (α+ w1) · (α+ w1 + w2) · · · (α+ w1 + w2 + · · ·+ wn).
L’ope´rateur ∆ ve´rifie la proprie´te´ suivante, facile a` de´montrer :
Proposition 13. Soient u = u1u2 · · ·um, v = v1v2 · · · vn ∈ F∗ des mots de longueur
m,n ≥ 2 respectivement. Alors ∆(uv) = ∆(u)∆(unv1)∆(v).
Lorsqu’on conside`re des chemins qui ne sont pas auto-e´vitants, il est possible qu’ils
contiennent certains facteurs de l’ensemble R = {02,13,20,31}, c’est-a`-dire l’ensemble
des chemins de longueur 2 dont les pas sont de directions oppose´es. Ne´anmoins, il est
toujours possible de re´duire un mot w ∈ F∗ en un unique mot w′ pour qu’il ne contienne
pas de tels facteurs : il suffit de supprimer re´cursivement toutes les occurrences de
facteurs de R dans w. Remarquons par contre que le mot re´duit n’est pas force´ment
auto-e´vitant.
Exemple 27. Le mot w = 10021 se re´duit au mot w = 101 apre`s suppression du fac-
teur 02. Le mot u = 111333 se re´duit au mot vide ε apre`s avoir supprime´ re´cursivement
trois fois le facteur 13 :
111333→ 1133→ 13→ ε.
4.4 Nombre d’enroulements
La notion de nombre d’enroulements est fondamentale en topologie alge´brique et joue
un roˆle important en calcul vectoriel, en ge´ome´trie et en analyse complexe. En ge´ne´ral,
on conside`re le nombre d’enroulements d’une courbe ferme´e, mais il est e´galement pos-
sible de ge´ne´raliser la notion aux courbes non ferme´es. La figure 4.7 illustre le nombre
d’enroulements autour d’un point x. Plus pre´cise´ment, il s’agit du nombre de tours
qu’une courbe de´crit autour d’un point donne´. En pratique, il est plutoˆt utilise´ pour
caracte´riser les courbes ferme´es selon leur indice (en analyse complexe par exemple).
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(a)
y
(b)
Figure 4.7: Illustration de la notion de nombre d’enroulements. (a) Autour du point x, il est e´gal
a` −1 (par convention, le sens anti-horaire est positif). Par ailleurs, si on imagine un observateur
qui se de´place le long de la courbe il aura fait exactement 1 tour sur lui-meˆme dans le sens
horaire. (b) Autour du point y, le nombre d’enroulements est de 3/4. L’angle de de´part est de
pi/2 et l’angle de fin est de 2pi de sorte que trois quarts de tours ont e´te´ effectue´s dans le sens
anti-horaire.
Lorsqu’on traduit la notion de nombre d’enroulements sur la grille discre`te, sa de´finition
est tre`s simple. Il s’agit en fait de compter le nombre de virages a` gauche et a` droite
effectue´s, alors que les mouvements en avant ne modifient pas le nombre d’enroule-
ments. Plus formellement, soit w ∈ F∗ un chemin et w′ ∈ F∗ son chemin re´duit apre`s
suppression re´cursive des facteurs dans {02,13,20,31} (voir section pre´ce´dente). Alors
le nombre d’enroulements de w est de´fini par
T (w) = |∆(w
′)|1 − |∆(w′)|3
4
.
Si w est un chemin ferme´, alors un ajustement est ne´cessaire. Le mot des premie`res
diffe´rences d’un mot circulaire [w] est de´fini par
∆([w]) = [∆(w) · (w1 − wn)],
c’est-a`-dire qu’on doit prendre en compte le virage entre la dernie`re et la premie`re
lettre du mot w. Il est e´galement possible de re´duire un mot circulaire [w] en un mot
circulaire [w′] en supprimant re´cursivement les pas de directions oppose´s de l’ensemble
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{02,13,20,31}. Il est alors possible d’e´tendre naturellement la de´finition de nombre
d’enroulements d’un mot circulaire par
T ([w]) = |∆([w
′])|1 − |∆([w′])|3
4
.
Il est bien connu que le nombre d’enroulements d’un chemin ferme´ w appartient a` Z :
en analyse complexe, par exemple, on parle d’indice d’une courbe. Une de´monstration
pour le cas des chemins sur la grille discre`te se trouve dans (Brlek, Labelle et Lacasse,
2005; Brlek, Labelle et Lacasse, 2006a) ou` les auteurs utilisent le terme winding number .
Soit w un mot de contour de´crivant le contour d’un polyomino en sens anti-horaire.
Toute occurrence d’un facteur de l’ensemble {01,12,23,30} est appele´ point saillant
et celle d’un facteur de l’ensemble {03,32,21,10} est appele´ point rentrant (Daurat et
Nivat, 2003). En adaptant la notation de Daurat et Nivat a` celle de cette the`se, nous
avons le re´sultat suivant :
The´ore`me 10. (Daurat et Nivat, 2003) Soit [w] un mot de contour circulaire. Alors
le nombre d’enroulements de [w] est T ([w]) = 1 (respectivement T ([w]) = −1) si le
parcours est oriente´ dans le sens anti-horaire (respectivement horaire).
La fonction T ainsi que les isome´tries ρi et σi (i = 0, 1, 2, 3) ve´rifient les proprie´te´s
suivantes :
Proposition 14. Soit w ∈ F∗ un chemin.
(i) T (ρi(w)) = T (w) ;
(ii) T (σi(w)) = −T (w) ;
(iii) T (“w) = −T (w).
De´monstration. Soit w un chemin et w′ son chemin re´duit associe´.
(i) Le re´sultat suit du fait que ∆(ρi(w)) = ∆(w).
(ii) Il suffit d’observer que la re´flexion σi inverse les virages a` gauche avec les virages a`
droite et laisse inchange´s les pas vers l’avant et les pas vers l’arrie`re.
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(iii) L’antimorphisme ·̂ inverse les lettres 0 et 2 ainsi que les lettres 1 et 3. Par conse´quent
T (“w) = |∆(“w)|3 − |∆(“w)|1
4
=
|∆(w)|1 − |∆(w)|3
4
= −T (w).
4.5 Pavages
Lorsque les polyominos ont e´te´ introduits dans la litte´rature, c’est surtout pour leur as-
pect ludique qu’on s’y inte´ressait. Le mot  polyomino  a e´te´ propose´ pour la premie`re
fois par Golomb en 1953 dans une pre´sentation et ils ont e´te´ popularise´s par M. Gardner
dans la colonne  Mathematical Games  de la revue  Scientific American  dont il
e´tait responsable.
Le plus souvent, les proble`mes impliquant les polyominos sont des proble`mes de pavages,
c’est-a`-dire consistant a` couvrir certaines surfaces (carre´, rectangle, demi-plan, forme
quelconque, etc.) de telle sorte que chaque case est couverte par un et un seul polyomino.
La difficulte´ du pavage de´pend fortement des contraintes qu’on impose sur les polyomi-
nos dont on dispose :
1. De fac¸on ge´ne´rale, on conside`re le proble`me de paver une re´gion donne´e a` l’aide
d’un ensemble de polyominos auxquels on peut faire subir des rotations et des
re´flexions. Un exemple classique consiste a` paver un rectangle 6 × 10 avec tous
les pentaminos a` isome´trie pre`s, dont les 2339 solutions ont e´te´ e´nume´re´es depuis
longtemps (Haselgrove et Haselgrove, 1960).
2. Les tuiles de Wang (Wang, 1961), qui ne sont pas des polyominos ont e´te´ abon-
damment e´tudie´es dans la litte´rature et elles sont souvent utilise´es pour de´montrer
que le proble`me de de´terminer si on peut paver le plan a` partir d’un ensemble de
polyominos quelconque est inde´cidable (Golomb, 1970).
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Figure 4.8: Des pavages hexagonaux re´guliers dans l’environnement (a` gauche) un mur de briques
et (au centre) les alve´oles d’une ruche. On trouve e´galement des pavages carre´s dans (a` droite)
les carreaux d’une salle de bain.
3. Le proble`me de paver le plan avec une copie d’un seul polyomino a aussi e´te´
beaucoup e´tudie´. On connaˆıt exactement toutes les tuiles d’aire au plus 14 qui
pavent le plan (Rhoads, 2003).
Dans cette the`se, nous nous inte´ressons a` une classe tre`s spe´cifique de polyominos : ceux
qui pavent le plan par translation seulement, c’est-a`-dire qu’il est interdit d’appliquer
des rotations ou des re´flexions a` l’unique tuile utilise´e dans le pavage. Lorsqu’on impose
autant de contraintes sur le polyomino, on obtient une caracte´risation tre`s pratique :
The´ore`me 11. (Beauquier et Nivat, 1991) Soit P un polyomino admettant un pavage
re´gulier du plan R2. Alors il existe un mot de contour w de P tel que
w = X · Y · Z · “X · “Y · “Z, (4.1)
ou` X,Y, Z ∈ F∗, avec au plus un mot parmi X, Y et Z qui est vide.
La factorisation (X,Y, Z, “X, “Y , “Z) est souvent appele´e une BN-factorisation de P et,
par abus de notation, on e´crit simplement XY Z “X“Y “Z. Informellement, le the´ore`me
11 affirme que, pour paver le plan a` l’aide d’une seule tuile, on a ne´cessairement un
pavage carre´ (comme ceux qu’on observe souvent sur les planchers) ou un pavage hexa-
gonal (comme ceux qu’on trouve dans les ruches d’abeille ou qu’on observe sur murs de
briques), tels qu’illustre´s a` la figure 4.8.
La de´monstration du the´ore`me de Beauquier-Nivat est complexe et un article com-
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plet lui est consacre´ (Beauquier et Nivat, 1991). Un polyomino P admettant une BN-
factorisation avec X, Y et Z non vide est appele´ tuile hexagonale, alors que si un des
mots X, Y et Z est vide, on l’appelle plutoˆt tuile carre´e (dans la litte´rature, on trouve
aussi pseudo-hexagone et pseudo-carre´).
Proposition 15. Soit w = XY “X“Y un mot de contour d’une tuile carre´e. Alors
∆([w]) = [∆(X) · α ·∆(Y ) · α ·∆(“X) · α ·∆(“Y ) · α],
ou` α = 1 si w a une orientation positive et α = 3 si w a une orientation ne´gative.
De´monstration. De´coule directement des proprie´te´s de l’ope´rateur ∆ et de la de´finition
de mot de contour.
En conse´quence, les premie`res et dernie`res lettres de la BN-factorisation d’une tuile
carre´e sont contraintes. De´notons par f(w) la premie`re lettre d’un mot w et par l(w)
la dernie`re lettre.
Proposition 16. Soit w = XY “X“Y un mot de contour d’orientation positive d’une
tuile carre´e. Alors f(X) = l(X) et f(Y ) = l(Y ).
De´monstration. On sait de la proposition 15 que
f(X)− l(“Y ) = f(Y )− l(X) = f(“X)− l(Y ) ∈ {1,3}.
Puisque l(“Y ) = f(Y ) et f(“X) = l(X), On en de´duit
f(X)− f(Y ) (1)= f(Y )− l(X) (2)= l(X)− l(Y ) ∈ {1,3}.
En prenant la somme des e´galite´s (1) et (2), on obtient
f(X)− l(X) + f(Y )− f(Y ) = f(Y )− l(Y ) + l(X)− l(X) ∈ {1 + 1,3 + 3}
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Or, α− α = 2 peu importe α ∈ F et 1 + 1 = 3 + 3 = 2, de sorte que
f(X)− l(X) + 2 = f(Y )− l(Y ) + 2 = 2
On en conclut que
f(X) = l(X) et f(Y ) = l(Y ),
tel que voulu.
4.6 Arithme´tique des polyominos
La de´finition de tuile carre´e me`ne naturellement a` la de´finition de polyomino premier
et polyomino compose´. Plus pre´cise´ment, soit C une tuile carre´e admettant un mot de
contour AB“A“B, ou` A,B ∈ F∗. A` partir de C, nous pouvons construire un morphisme
µA,B de´fini par
µA,B : F∗ → F∗ : 0 7→ A,1 7→ B,2 7→ “A,3 7→ “B.
Soit P un polyomino quelconque de mot de contour w. Alors µA,B(w) est e´galement un
polyomino. Lorsque le contexte est clair, nous omettons l’indice et e´crivons seulement
µ. Plus ge´ne´ralement, nous avons la de´finition suivante :
De´finition 7. Un morphisme µ : F∗ → F∗ est dit homologue si µ(0) = ’µ(2) et
µ(1) =’µ(3).
Un polyomino P est dit compose´ s’il existe un morphisme µ, un mot de contour w de
P et un mot de contour u ∈ F∗ tels que
(i) µ est un morphisme homologue ;
(ii) µ(0123) est une tuile carre´e ;
(iii) µ(u) = w ;
(iv) Le polyomino Q dont le mot de contour est u ve´rifie Q 6= P et Q 6= C, ou` C est le
carre´ unite´.
92
(a) (b) (c)
Figure 4.9: Exemple de polyominos compose´ et premier. (a) Un polyomino premier admettant
u = 0011123233 comme mot de contour. (b) Une tuile carre´e premie`re admettant ABÂ“B
comme mot de contour, ou` A = 010 et B = 11. (c) Un polyomino compose´ admettant µ(u) =
AABBBÂ“BÂ“B“B comme mot de contour, ou` µ(0) = A et µ(1) = B : il est pavable a` l’aide de
la tuile carre´e dessine´e en (b).
Autrement, P est dit premier . Moins formellement, un polyomino est dit premier s’il
est impossible de le paver de fac¸on carre´e a` l’aide d’un plus petit polyomino autre que
le carre´ unite´.
Exemple 28. Conside´rons le polyomino de´crit par le mot de contour u = 0011123233
et une tuile carre´e de´crite par le mot de contour 010 · 11 · 232 · 33 (voir figure 4.9 (a)
et (b)). Il est possible de construire un nouveau polyomino en appliquant le morphisme
homologue µ satisfaisant µ(0) = 010 et µ(1) = 11, dont un mot de contour est
010010111111232332323333.
Il est e´galement possible de ve´rifier que le polyomino de´crit par u est premier.
Soient P et Q deux polyominos. On dit que P divise Q, note´ P | Q, s’il existe un mot
de contour u de P , un mot de contour w de Q et un morphisme homologue µ ve´rifiant
µ(u) = w. Bien que le sujet ne soit pas aborde´ dans cette the`se, il serait inte´ressant
d’e´tudier l’arithme´tique des polyominos par rapport a` cette relation de divisibilite´. En
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particulier, il semble que le proble`me de de´cider si un polyomino est premier ou compose´
dans un temps raisonnable est ouvert (Provenc¸al, 2008).

CHAPITRE V
TUILES N -CARRE´ES ET N -HEXAGONALES
Au chapitre 4, nous avons introduit les de´finitions de tuiles carre´es et de tuiles hexa-
gonales. Ce chapitre est consacre´ a` l’e´tude des tuiles admettant des pavages multiples.
En particulier, dans la section 5.4, nous de´montrons qu’il n’existe aucun polyomino
admettant plus de deux pavages carre´s distincts. Le lecteur constatera que ce chapitre
contient de nombreux e´le´ments en commun avec le me´moire de maˆıtrise de Ariane Ga-
ron, malgre´ le fait qu’ils sont pre´sente´s diffe´remment, principalement au niveau de la
notation (Garon, 2010). Les re´sultats pre´sente´s plus loin ont fait l’objet d’un article
commun (Blondin Masse´ et al., 2011).
5.1 Pavages multiples
La caracte´risation de Beauquier et Nivat nous garantit que si un polyomino admet un
pavage re´gulier, alors il s’agit d’une tuile carre´e ou d’une tuile hexagonale. Combien de
pavages carre´s distincts un polyomino admet-il ? Combien de pavages hexagonaux ? Y a-
t-il un maximum possible ? Nous abordons ces diffe´rentes questions dans les paragraphes
qui suivent.
De´finition 8. Soit P un polyomino, w un mot de contour de P et n ≥ 1 un entier.
Alors P est appele´ tuile n-carre´e s’il existe n mots u1, u2, . . . , un ∈ [w] tels que
(i) ui = XiYi”Xi“Yi, pour certains mots Xi, Yi ∈ F∗, c’est-a`-dire que ui de´crit une
BN-factorisation carre´e ;
(ii) T (ui) = T (uj) pour i, j ∈ {1, 2, . . . , n}, c’est-a`-dire que les diffe´rentes factorisa-
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tions correspondent a` des mots de contour ayant la meˆme orientation ;
(iii) Pour tous i, j ∈ {1, 2, . . . , n} tels que i 6= j, on a
XiYi”Xi“Yi /∈ {XjYj”Xj Ŷj , Yj”Xj ŶjXj , ”Xj ŶjXjYj , ŶjXjYj”Xj},
c’est-a`-dire que ui et uj correspondent a` des BN-factorisations distinctes, meˆme a`
conjugaison pre`s.
Une de´finition analogue concerne les tuiles hexagonales :
De´finition 9. Soit P un polyomino, w un mot de contour de P et n ≥ 1 un entier.
Alors P est appele´ tuile n-hexagonale s’il existe n mots u1, u2, . . . , un ∈ [w] tels que
(i) ui = XiYiZi”Xi“YiẐi, pour certains mots Xi, Yi ∈ F∗, c’est-a`-dire que ui de´crit une
BN-factorisation hexagonale ;
(ii) T (ui) = T (uj) pour i, j ∈ {1, 2, . . . , n}, c’est-a`-dire que les diffe´rentes factorisa-
tions correspondent a` des mots de contour ayant la meˆme orientation ;
(iii) Pour tous i, j ∈ {1, 2, . . . , n} tels que i 6= j, on a
XiYiZi”Xi“YiẐi /∈ {XjYjZj”Xj ŶjẐj , YjZj”Xj ŶjẐjXj , Zj”Xj ŶjẐjXjYj”Xj ŶjẐjXjYjZj , ŶjẐjXjYjZj”Xj , ẐjXjYjZj”Xj Ŷj}
c’est-a`-dire que ui et uj correspondent a` des BN-factorisations distinctes, meˆme a`
conjugaison pre`s.
Exemple 29. Conside´rons le mot de contour circulaire
[w] = [01001001012112322322323303].
La classe de conjugaison [w] de w contient deux BN-factorisations hexagonales
u1 = 010010 · 010 · 1211 · 232232 · 232 · 3303
u2 = 010 · 010010 · 1211 · 232 · 232232 · 3303
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Figure 5.1: Une tuile 2-hexagonale et 1-carre´e ainsi que ses trois pavages distincts.
et une BN-factorisation carre´e
u3 = 010010010 · 1211 · 232232232 · 3303.
La figure 5.1 illustre le polyomino ayant w comme mot de contour, ses deux pavages
hexagonaux et son pavage carre´.
E´tant donne´ un entier n ≥ 1, il est facile de construire un exemple de tuile n-hexagonale.
Par exemple, conside´rons le polyomino rectangulaire (n+1)×1 admettant 0n+112n+13
comme mot de contour. Alors la famille de mots {ui}1≤i≤n de´finie par
ui = 0
i · 1 · 2n+1−i · 2i · 3 · 0n+1−i
correspond a` n pavages hexagonaux distincts.
En revanche, lorsqu’on tente de construire une tuile n-carre´e pour n arbitraire, une
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d1
d2
X1 Y1 X̂1 “Y1 X1
X2 Y2 X̂2 “Y2 X2
X3 Y3 X̂3 “Y3
Figure 5.2: Repre´sentation sche´matique d’un mot de contour admettant trois BN-factorisations
carre´es.
e´nume´ration exhaustive sugge`re que c’est impossible si n ≥ 3. La suite de ce chapitre
est de´die´e a` la de´monstration de ce fait.
5.2 E´quations sur les mots
Une approche inte´ressante pour de´montrer qu’il n’existe aucune tuile n-carre´e pour
n ≥ 3 consiste a` e´tudier les e´quations circulaires induites par des BN-factorisations
multiples. Ces contraintes induisent une pe´riodicite´ locale qui interdit la superposition
de trois BN-factorisations carre´es.
Dans la suite, nous supposons qu’il existe un polyomino P admettant trois pavages
carre´s distincts et nous montrons que cela me`ne a` une contradiction. Soient w un mot
de contour de P et X1, Y1, X2, Y2, X3, Y3 des mots tels que
w ≡ X1Y1”X1Ŷ1 ≡d1 X2Y2”X2Ŷ2 ≡d2 X3Y3”X3Ŷ3.
Sans perte de ge´ne´ralite´, on peut supposer que w de´crit le contour de P dans le sens
anti-horaire. Par ailleurs, il s’ave`re utile de repre´senter sche´matiquement ces e´quations
circulaires comme a` la figure 5.2.
Le premier fait que nous pouvons de´montrer a` propos de factorisations carre´es multiples,
c’est qu’elles doivent eˆtre alterne´es. Plus formellement, nous avons le lemme suivant
(Provenc¸al, 2008) :
Lemme 23. (Provenc¸al, 2008; Brlek, Provenc¸al et Fe´dou, 2009) Soit P une tuile et w
un de ses mots de contour. Supposons que P soit une tuile 2-carre´e, c’est-a`-dire qu’il
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d1
d2
x y
∆X11 ∆Y11 ∆X̂11 ∆“Y11
∆X21 ∆Y21 ∆X̂21 ∆“Y21
∆X31 ∆Y31 ∆X̂31 ∆“Y31
Figure 5.3: Repre´sentation sche´matique des virages d’un mot de contour admettant trois BN-
factorisations carre´es.
existe des mots X1, Y1, X2, Y2 correspondant a` deux factorisations distinctes tels que
X1Y1”X1Ŷ1 ≡d X2Y2”X2Ŷ2.
Alors 0 < d < |X1| < d+ |X2|.
Autrement dit, le lemme 23 nous indique que les sche´mas des figures 5.2 et 5.3 sont bien
adapte´s a` la re´alite´ — en supposant bien entendu qu’il existe des tuiles 3-carre´es — et
qu’il n’y a aucune occurrence des facteurs Xi ou Yi qui est incluse dans une autre.
Remarquons e´galement qu’il est pratique de traduire ces e´quations sur l’alphabet des
virages (voir figure 5.3).
Dans la section suivante, nous e´tudions plus en de´tail l’espace des positions d’une telle
configuration.
5.3 Espace des positions
Conside´rons la superposition de trois BN-factorisations carre´es sur l’alphabet des virages
repre´sente´es a` la figure 5.3. Soit
I = {0, d1, d1 + d2, |X1|, d1 + |X2|, d1 + d2 + |X3|}
l’ensemble des six coins du mot de contour induits par les trois BN-factorisations.
Puisque le mot de contour est parcouru en sens anti-horaire, on sait de la proposi-
tion 15 que ces six coins doivent eˆtre des virages a` gauche 1. De plus, en vertu du
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lemme 23, ils sont tous distincts, c’est-a`-dire |I| = 6.
Dans l’optique d’e´tudier certaines proprie´te´s syme´triques du mot de contour circulaire
de cette hypothe´tique tuile 3-carre´e, e´tant donne´ une factorisation XY “X“Y , il convient
de diviser le mot de contour des diffe´rences premie`res en deux morceaux de longueur
e´gale comme suit :
x = x0x1x2 · · ·xn−1 = 1∆X1 · 1 ·∆Y1,
y = y0y1y2 · · · yn−1 = 1∆”X1 · 1 ·∆Ŷ1,
ou` n = |x| = |y| est le demi-pe´rime`tre de la tuile. Remarquons que 1 apparaˆıt autant
dans x que dans y pour chaque position i ∈ I, tel qu’illustre´ a` la figure 5.3. Nous
introduisons trois re´flexions sur Zn :
s1 : i 7→ (|X1| − i) mod n,
s2 : i 7→ (|X2|+ 2d1 − i) mod n,
s3 : i 7→ (|X3|+ 2(d1 + d2)− i) mod n.
Comme toute re´flexion est involutive, elles ve´rifient s21 = s
2
2 = s
2
3 = 1. En particulier,
comme le produit de trois re´flexions est aussi une re´flexion, nous avons (sjsks`)
2 = 1
pour tous j, k, ` ∈ {1, 2, 3}, ce qui est e´quivalent a` l’identite´
sks`sjsks` = sj . (5.1)
Pour j 6= k, les re´flexions sj et sk sont dites perpendiculaires si (sjsk)2 = 1 ou, de fac¸on
e´quivalente, sjsk = sksj . On de´montre facilement le fait suivant :
Proposition 17. Soit sj une re´flexion perpendiculaire aux deux re´flexions sk, s`, pour
j 6= k 6= ` 6= j. Alors sk = s`.
De´monstration. Comme sj est perpendiculaire a` sk et s`, on a (sjsk)
2 = 1 = (sjs`)
2,
de sorte que (sjsk)(sjs`) = 1 (puisque (sjsk)
−1 = sjsk et (sjs`)−1 = sjs`). Alors
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sk = sjs`sj = s`s
2
j = s`, tel que voulu.
Il suit du lemme 23 que s1, s2 et s3 sont distinctes deux a` deux. Dans la suite, il
est important de remarquer que nous ne souhaitons pas appliquer les re´flexions s1,
s2 et s3 a` n’importe quelle position. En conse´quence, on dit que s1 est valide en i si
i /∈ {0, |X1|}, que s2 est valide en i si i /∈ {d1, |X2| + d1} et que s3 est valide en i si
i /∈ {d1 + d2, |X3|+ d1 + d2}.
Dans la suite de ce chapitre, on pose α = σ0(α) pour toute lettre α ∈ F , c’est-a`-dire
que 0 = 0,1 = 3,2 = 2,3 = 1. Aussi observons que, pour w ∈ {X1, X2, X3, Y1, Y2, Y3}
et pour toute position i dans w, 1 ≤ i ≤ |w| − 1, on a
(∆w)[i] = (∆“w)[|w| − i]. (5.2)
L’e´quation (5.2) se traduit alors simplement en fonction des mots x et y ainsi que des
re´flexions s1, s2 et s3 :
Lemme 24. Soit i ∈ Zn et j ∈ {1, 2, 3} tel que sj est valide sur i. Alors une des deux
conditions suivantes est satisfaite :
(i) yi = xsj(i) et xi = ysj(i) ;
(ii) xi = xsj(i) et yi = ysj(i) ;
De´monstration. Il y a trois cas a` conside´rer selon la valeur de j. Supposons d’abord
que j = 1 et supposons que 0 < i < |X1|. Alors on trouve
xi = (∆X1)i = (∆”X1)|X1|−i = ysj(i),
yi = (∆”X1)i = (∆X1)|X1|−i = xsj(i).
D’autre part, si |X1| < i < n, alors sj(i) = |X1| − i+ n et
xi = (∆Y1)i−|Y1| = (∆Ŷ1)n−i = ysj(i),
yi = (∆Ŷ1)i−|Y1| = (∆Y1)n−i = xsj(i).
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Maintenant, supposons que j = 2 et 0 < i < d1. On a donc
xi = (∆Ŷ2)|Y2|+i−d1 = (∆Y2)d1−i = x2d1+|X|−i = xsj(i),
yi = (∆Y2)|Y2|+i−d1 = (∆Ŷ2)d1−i = x2d1+|X|−i = ysj(i).
Les autres cas se de´montrent de fac¸on similaire.
Une conse´quence imme´diate du lemme 24 est la suivante :
Corollaire 3. Soit i ∈ Zn et j ∈ {1, 2, 3} tel que sj est valide sur i. Si xi = yi alors
xsj(i) = ysj(i).
Autrement dit, si on de´marre avec un virage a` gauche 1 dans un mot, alors celui-ci se
propage a` l’aide des re´flexions s1, s2 et s3 dans le mot de contour circulaire en alternant
entre virage a` droite 3 et virage a` gauche 1.
Soit k 6= j. Il est clair que si sj n’est pas valide sur un indice i, alors ne´cessairement sk
est valide sur i, e´tant donne´ que I contient six e´le´ments distincts. Plus ge´ne´ralement,
on dit d’une suite (sjm , . . . , sj2 , sj1) qu’elle est valide sur i si chaque sjk est valide sur
sjk−1 · · · sj2sj1(i), pour k = 1, 2, . . . ,m. Par abus de notation, on dit que l’expression
sjm · · · sj2sj1 est valide sur l’indice i.
Lemme 25. Soit i ∈ I et S = sjmsjm−1 · · · sj2sj1 une expression valide sur i, ou` sjk est
une re´flexion dans {s1,s2,s3}. Alors xS(i) = yS(i) et
xS(i) =

xi si m est pair,
xi si m est impair.
De´monstration. Par re´currence sur m et en vertu du lemme 24.
Le lemme 25 stipule que si on observe la propagation d’une lettre α a` partir d’une
position donne´e et que le chemin suivi est de longueur paire, alors la lettre finale est
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d1
d2
x
∆X11 ∆Y11
∆X21 ∆Y21
∆X31 ∆Y31
Figure 5.4: Repre´sentation sche´matique des trois BN-factorisations d’une tuile 3-carre´e de demi-
pe´rime`tre n = 30 et de parame`tres d1 = 3, d2 = 5, |X1| = 17, |X2| = 17 et |X3| = 15.
e´galement α, alors que si le chemin est de longueur impaire, la lettre finale est son
comple´ment α.
On est maintenant preˆt a` de´montrer le re´sultat principal de ce chapitre, a` savoir qu’il
n’existe aucune tuile 3-carre´e.
5.4 Tout polyomino admet au plus deux pavages carre´s
Intuitivement, l’ide´e de la de´monstration est la suivante. Nous supposons qu’il existe
une tuile 3-carre´e et qu’elle admet donc trois BN-factorisations alterne´es. Il est alors
possible d’utiliser la propagation des six coins 1 dans le mot a` l’aide des re´flexions s1,
s2 et s3. La contradiction vient alors du fait que nous trouvons toujours un chemin de
longueur 5 valide qui lie deux coins 1, ce qui est impossible e´tant donne´ que les chemins
de longueur impaire doivent donner des lettres alterne´es.
Exemple 30. Illustrons la de´monstration du the´ore`me 12 sur une tuile de longueur 30.
Plus pre´cise´ment, supposons qu’il existe une tuile 3-carre´e de demi-pe´rime`tre n = 30
et donc les trois BN-factorisations sont de´finies selon les parame`tres d1 = 3, d2 = 5,
|X1| = 17, |X2| = 17 et |X3| = 15 (voir figure 5.4). Nous montrons qu’une telle tuile ne
peut exister.
En effet, dans ce cas, on a que les re´flexions s1, s2 et s3 sont de´finies sur Z30 par
s1 : i 7→ 17− i,
s2 : i 7→ 23− i,
s3 : i 7→ 1− i.
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3
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678
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11
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17
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21 22 23
24
25
26
27
28
29
1
1
1
1
1
s1
s2
s3
3
3
1
1
1=3
Figure 5.5: Repre´sentation circulaire des re´flexions s1, s2 et s3 sur l’espace des positions Zn
selon les parame`tres n = 30, d1 = 3, d2 = 5, |X1| = 17, |X2| = 17 et |X3| = 15. Le produit
s2s3s1s3s3 est valide sur la position 0 et donc 1 = x0 = xs2s3s1s2s3(0) = x17 = 1 = 3, ce qui est
absurde.
Appliquons successivement s3, s2, s1 et a` nouveau s3, s2. Alors par le lemme 25, on
obtient
1 = x0 = xs2s3s1s2s3(0) = x17 = 1 = 3,
ce qui est une contradiction (voir figure 5.5).
The´ore`me 12. Il n’existe aucune tuile n-carre´e telle que n ≥ 3.
De´monstration. Il suffit de ge´ne´raliser les ide´es utilise´es dans l’exemple 30.
La de´monstration se fait par l’absurde. Supposons donc qu’il existe une tuile n-carre´e
P , ou` n ≥ 3. En particulier P doit eˆtre une tuile 3-carre´e et la notation introduite plus
toˆt dans le chapitre s’appliquent (voir figures 5.2 et 5.3).
Dans un premier temps, on montre que
s2s3(0) = |X1| = s3s2(0). (5.3)
105
On raisonne en e´tudiant l’identite´ s1 = s2s3s1s2s3. Les diffe´rents cas sont illustre´s a` la
figure 5.6.
Il y a au moins une situation parmi les six situation suivantes qui s’applique :
(a) s2s3s1s2s3 est valide sur 0 ;
(b) s3 n’est pas valide sur 0 ;
(c) s2 n’est pas valide sur s3(0) ;
(d) s2 n’est pas valide sur s3s1s2s3(0) ;
(e) s3 n’est pas valide sur s1s2s3(0) ;
(f) s1 n’est pas valide sur s2s3(0).
On ve´rifie maintenant que chaque cas me`ne a` une contradiction.
(a) Supposons que s2s3s1s2s3 est valide sur 0. Alors
3 = 1 = x0 = xs2s3s1s2s3(0) = xs1(0) = x|X1| = 1,
ce qui est absurde (voir figure 5.6(a)).
(b) Il est impossible que s3 ne soit pas valide sur 0 puisque s3 est valide sur toute
position i sauf i = d1 + d2 6= 0 et i = |X3| 6= 0 (voir figure 5.6(b)).
(c) Supposons maintenant que s2 n’est pas valide sur s3(0). Alors s3(0) ∈ I et donc
3 = 1 = x0 = xs3(0) = 1,
ce qui constitue a` nouveau une contradiction (voir figure 5.6(c)).
(d) Supposons que s2 n’est pas valide sur s3s1s2s3(0). Comme
|X1| = s1(0) = s2s3s1s2s3(0) = s2(s3s1s2s3(0)),
ceci signifie que s2 n’est pas valide sur |X1| non plus, contredisant le fait que s2 est
valide sur toute position autre que d1 6= |X1| et |X2|+ d1 6= |X1| (voir figure 5.6(d)).
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1 = x0
3 = xs3(0)
1 = xs2s3(0) xs1s2s3(0) = 3
xs3s1s2s3(0) = 1
1 = x|U| = 3
s3
s2
s1
s3
s2
s1
(a) s2s3s1s2s3 valide sur 0
1 = x0
xs3(0)
xs2s3(0) xs1s2s3(0)
xs3s1s2s3(0)
x|U|
s3
s2
s1
s3
s2
s1
(b) s3 non valide sur 0
1 = x0
3 = xs3(0)
xs2s3(0) xs1s2s3(0)
xs3s1s2s3(0)
x|U|
s3
s2
s1
s3
s2
s1
(c) s2 non valide sur s3(0)
x0
xs3(0)
xs2s3(0) xs1s2s3(0)
xs3s1s2s3(0)
x|U| = 1
s3
s2
s1
s3
s2
s1
(d) s2 non valide sur |X1|
x0
xs3(0)
xs2s3(0) xs1s2s3(0)
xs3s1s2s3(0) = 3
x|U| = 1
s3
s2
s1
s3
s2
s1
(e) s3 non valide sur s1s2s3(0)
1 = x0
3 = xs3(0)
1 = xs2s3(0) xs1s2s3(0) = 1
xs3s1s2s3(0) = 3
x|U| = 1
s3
s2
s1
s3
s2
s1
(f) s1 non valide sur s2s3(0)
Figure 5.6: Illustration des diffe´rents cas de la de´monstration du the´ore`me 12. Deux positions
i1, i2 ∈ Zn sont lie´es par une areˆte pleine si la re´flexion est valide sur i1 et i2 et par une areˆte
pointille´e si la re´flexion n’est pas valide sur i1 ou i2.
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0
s3(0)
0 = s2s3(0) s1s2s3(0) = |U |
s3s1s2s3(0)
|U |
s3
s2
s1
s3
s2
s1
(f1) s2s3(0) = 0
0
s3(0)
|U | = s2s3(0) s1s2s3(0) = 0
s3s1s2s3(0)
|U |
s3
s2
s1
s3
s2
s1
(f2) s2s3(0) = |U |
Figure 5.7: Illustration des deux sous-cas de la de´monstration du the´ore`me 12 dans le cas ou`
s1 n’est pas valide en s2s3(0). Les sommets correspondent aux six coins 1 induits par les trois
BN-factorisations carre´es. Une areˆte pleine relie deux sommets i1 et i2 si la re´flexion est valide
sur i1 et i2, alors qu’une areˆte pointille´e relie deux sommets i1 et i2 si la re´flexion n’est pas
valide sur i1 et i2.
(e) on doit maintenant e´tudier le cas ou` s3 n’est pas valide sur s1s2s3(0). Alors s3 n’est
pas valide non plus sur s3s1s2s3(0). Or,
1 = xs3s1s2s3(0) = s2s1(0) = s2(|X1|) = 1 = 3,
puisque s2 est valide sur |X1|, re´sultant encore une fois en une contradiction (voir figure
5.6(e)).
(f) Il ne reste plus qu’a` conside´rer le cas ou` s1 n’est pas valide sur s2s3(0) (voir figure
5.6(f)). Dans ce cas, on en de´duit que
{s2s3(0), s1s2s3(0)} = {0, |X1|},
puisque s1 est valide en toute position autre que 0 et |X1|. Il y a deux sous-cas possibles :
(1) s2s3(0) = 0. Alors s2s3 = 1 et donc s2 = s3, contredisant le fait que les trois
re´flexions s1, s2 et s3 sont distinctes.
(2) s2s3(0) = |X1|, tel que voulu.
Le raisonnement que nous avons pre´sente´ base´ sur l’identite´ s1 = s2s3s1s2s3 s’applique
e´galement a` l’identite´ s1 = s3s2s1s3s2 et nous permet de montrer que s3s2(0) = |X1|. En
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outre, les identite´s s2 = s1s3s2s1s3 et s2 = s3s1s2s3s1 entraˆınent les e´galite´s suivantes :
s1s3(d1) = d1 + |X2| = s3s1(d1).
On en conclut donc que s3s2 = s2s3 et s1s3 = s3s1, c’est-a`-dire que s3 est perpendiculaire
a` s1 et a` s2. Ceci entraˆıne que s1 = s2, une contradiction.
Ainsi, aucune tuile 3-carre´e ne peut exister et la de´monstration est comple`te.
5.5 Autres proble`mes
Les ide´es de la section pre´ce´dente semblent s’e´tendre naturellement pour de´montrer
certaines proprie´te´s des tuiles hexagonales. Par exemple, il nous apparaˆıt raisonnable
de croire qu’il n’existe aucune tuile 2-carre´e qui est aussi 1-hexagonale :
Conjecture 2. Soit P une tuile 2-carre´e. Alors P n’est pas n-hexagonale pour tout
n ≥ 1.
Dans le chapitre qui suit, nous proposons une e´nume´ration exhaustive des tuiles 2-
carre´es. Il serait aussi pertinent d’e´nume´rer de fac¸on efficace les tuiles n-hexagonales,
pour n ≥ 2. Finalement, l’e´tude des tuiles admettant plusieurs pavages de meˆme type se
ge´ne´ralise naturellement en dimensions supe´rieures ainsi que sur la grille hexagonale. Il
serait inte´ressant de ve´rifier si une borne constante comme celle trouve´e dans ce chapitre
existe dans d’autres situations.
CHAPITRE VI
TUILES 2-CARRE´ES
Au chapitre pre´ce´dent, nous avons introduit la notion de tuile n-hexagonale et de tuile
n-carre´e, ou` n ≥ 1 est un entier. Nous avons en particulier montre´ qu’il existe des tuiles
n-hexagonales pour tout n ≥ 1, mais qu’il n’existe aucune tuile n-carre´e pour n ≥ 3.
Dans ce chapitre, nous concentrons notre attention sur l’e´nume´ration des tuiles 2-carre´es,
que nous appelons aussi tuiles 2-carre´es. Il est important de pre´ciser ici que ce chapitre
contient plusieurs passages communs avec le me´moire de Ariane Garon, notamment en
ce qui concerne les de´monstrations (Garon, 2010). En revanche, de nombreux aspects,
dont l’exploration informatique du proble`me, ainsi que la de´monstration de la conjecture
3, sont nouveaux.
Rappelons qu’un polyomino est une tuile 2-carre´e s’il admet un mot de contour w =
AB“A“B ≡ XY “X“Y ou` A,B,X, Y sont des mots non vides et les deux factorisations sont
non trivialement distinctes. Dans sa the`se (Provenc¸al, 2008), X. Provenc¸al produit un
tableau contenant les premiers 2-carre´s premiers de pe´rime`tre 32 ou moins obtenus par
programmation (voir tableau 6.1).
D’autre part, l’auteur y conjecture que toutes les tuiles 2-carre´es premie`res posse`dent
des proprie´te´s syme´triques particulie`res :
Conjecture 3. (Provenc¸al, 2008) Soit P une tuile 2-carre´e premie`re et w = AB“A“B un
de ses mots de contour admettant une BN-factorisation carre´e. Alors A et B sont des
palindromes. De fac¸on e´quivalente, P est invariante sous rotation d’angle pi.
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Pe´rime`tre Tuiles
12
16
20
24
28
32
Tableau 6.1: Tableau des tuiles 2-carre´es premie`res de pe´rime`tre au plus 32 obtenues par explo-
ration informatique dans la the`se de X. Provenc¸al.
Nous de´montrons cette conjecture un peu plus loin dans ce chapitre. Un inte´reˆt des
tuiles 2-carre´es invariantes sous rotation d’angle pi est qu’elles admettent des mots de
contour d’une forme bien pre´cise :
Lemme 26. Soit W un mot de contour d’une tuile carre´e et A, B deux mots tels que
W ≡ AB“A“B. Alors A et B sont des palindromes si et seulement si W = wρ2(w) pour
un certain mot w.
De´monstration. (⇒) Si A et B sont des palindromes, alors
W ≡ AB“A“B = AB̂˜Â˜B = ABAB = uρ2(u),
ou` u = AB. Clairement, puisque W ≡ uρ2(u), on en de´duit que W = wρ2(w) pour un
certain mot w.
(⇐) Si wρ2(w) = W ≡ AB“A“B, on en de´duit que AB“A“B = ABAB, de sorte que A et
B sont des palindromes.
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En nous inspirant du tableau 6.1 et de la conjecture 3, nous nous inte´ressons a` ca-
racte´riser la forme ge´ne´rale des 2-carre´s ainsi qu’a` leur ge´ne´ration. Dans un premier
temps, les premie`res tuiles du tableau 6.1 nous ont naturellement amene´s a` de´finir deux
familles de 2-carre´ : les tuiles de Christoffel et les tuiles de Fibonacci.
6.1 Tuiles de Christoffel
La premie`re famille de tuile 2-carre´e que nous pre´sentons dans cette the`se et qui pre´sente
un inte´reˆt d’un point de vue de la combinatoire des mots est la famille des tuiles de
Christoffel. L’ide´e de de´finir une telle famille provient de la quatrie`me tuile de pe´rime`tre
28 et de la quatrie`me tuile de pe´rime`tre 32 dans le tableau 6.1.
Rappelons que les mots de Christoffel sont des versions finies des mots sturmiens, c’est-
a`-dire qu’ils sont obtenus par discre´tisation d’un segment de droite dans le plan dont
les extre´mite´s ont des coordonne´es entie`res. Soit (p,q) ∈ N2 tels que pgcd(p, q) = 1 et
soit S le segment de droite liant les points (0,0) et (p,q). Le mot w est appele´ mot de
Christoffel infe´rieur si le chemin induit par w sur la grille discre`te se trouve sous le
segment S et que leur combinaison de´limite un polygone ne contenant aucun point a`
coordonne´es entie`res. Un mot de Christoffel supe´rieur est de´fini de fac¸on analogue. Un
mot de Christoffel est simplement un mot de Christoffel infe´rieur ou supe´rieur. La figure
6.1(a) illustre un mot de Christoffel infe´rieur.
Soient w et w′ les mots de Christoffel infe´rieur et supe´rieur associe´s au couple (p,q). Il est
bien connu qu’ils ve´rifient l’e´galite´ w′ = ‹w. De plus, nous avons w = 0m1 et w′ = 1m0,
ou` m est un palindrome. Le mot m est appele´ mot de coupe. Ces mots ont beaucoup
e´te´ e´tudie´s dans la litte´rature (voir par exemple (Glen, Lauve et Saliola, 2008), ou` ils
sont appele´s mots centraux ).
Le the´ore`me qui suit donne une caracte´risation tre`s pratique des mots de Christoffel :
The´ore`me 13. (Pirillo, 1999) Un mot m sur l’alphabet {0,1} ⊆ F est un mot central
si et seulement si 0m1 et 1m0 sont conjugue´s.
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(a)
(0,0)
(5,3)
w = 00100101
(b)
λ(wρ2(w))
(c)
(d)
Figure 6.1: (a) Le mot de Christoffel infe´rieur w = 00100101. (b) La tuile de Christoffel
λ(w)ρ2(λ(w)) qui est 2-carre´e, dont les pavages sont repre´sente´s en (c) et en (d).
Une autre proposition s’ave`re utile pour la suite de cette section :
Proposition 18. (Borel et Reutenauer, 2006) Soient w et w′ les mots de Christoffel
infe´rieur et supe´rieur associe´s a` un couple (p, q). Alors w et w′ sont conjugue´s par
palindromes, c’est-a`-dire que w = uv et w′ = vu pour certains palindromes u et v.
Conside´rons le morphisme λ : F∗ → F∗ de´fini par
0 7→ 0301, 1 7→ 01, 2 7→ 2123 et 3 7→ 23,
qui peut eˆtre interpre´te´ comme un morphisme qui cre´ne`le les quatre pas de base. Deux
proprie´te´s du morphisme λ sont utilise´es pour la de´monstration du the´ore`me principal
de cette section :
Lemme 27. Soit v, v′ ∈ {0,1}∗. Alors
(i) λ(v) ≡ λ(v′) si et seulement si v ≡ v′ ;
(ii) 1λ(v) est un palindrome si et seulement si v est un palindrome.
De´monstration. (i) (⇐) E´vident. (⇒) Supposons que λ(v) ≡ λ(v′). Alors il existe un
mot u tel que λ(v)u = uλ(v′). En particulier, u est pre´fixe de λ(v) et donc il existe un
pre´fixe propre (mais possiblement vide) p d’un mot dans {01,0301} et un mot w tel
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que u = λ(w)p. En conse´quence, λ(vw)p = λ(w)pλ(v′), ce qui montre que p est suffixe
de λ(v′) et donc suffixe d’un mot dans l’ensemble {01,0301}. Comme p est a` la fois
pre´fixe et suffixe propre de mots dans {01,0301}, la seule possibilite´ est p = ε et donc
λ(vw) = λ(wv′). Or, λ est injectif et donc vw = wv′ tel que voulu.
(ii) On ve´rifie directement que 1λ(0) et 1λ(1) sont des palindromes. Soit v = v1v2 · · · vn.
Alors ‡1λ(v) = ‡λ(vn)‚ λ(vn−1) · · ·flλ(v2)· 1λ(v1)
= ‡λ(vn)‚ λ(vn−1) · · · · 1λ(v2)λ(v1)
= . . .
= ‡λ(vn)„ 1λ(vn−1) · · ·λ(v2)λ(v1)
= 1λ(v˜).
Par conse´quent, si v est un palindrome, alors 1λ(v) aussi. Re´ciproquement, si 1λ(v) est
un palindrome, comme λ est injectif, v = v˜ est donc un palindrome.
Nous sommes maintenant en mesure de de´montrer le the´ore`me principal de cette section.
The´ore`me 14. Soit w = 0v1 ∈ {0,1}∗ ⊆ F∗.
(i) Si v est un palindrome, alors λ(wρ2(w)) est une tuile carre´e ;
(ii) Le mot λ(wρ2(w)) de´crit une tuile 2-carre´e si et seulement si w est un mot de
Christoffel.
De´monstration. (i) Dans un premier temps, remarquons qu’une factorisation carre´e
est donne´e comme suit :
λ(wρ2(w)) = λ(0v1ρ2(0v1))
= 0301λ(v)01212ρ2(1λ(v))23
≡ 303 · 01λ(v)0 · 121 · 2ρ2(1λ(v))2
= 303 · 01λ(v)0 ·‘303 ·Ÿ 01λ(v)0.
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Il reste a` montrer que λ(wρ2(w)) est simple. Pour simplifier l’argument, nous donnons
une ide´e de la de´monstration dans le cas ou` v est un mot central. Clairement, λ(w) et
λ(ρ2(w)) sont simples puisqu’ils contiennent trois lettres et aucun facteur de la forme
αα. De plus, si P et Q de´notent respectivement le point de de´part et le point d’arrive´e de
λ(w), alors le chemin λ(w) est sous la droite PQ alors que λ(ρ2(w)) se trouve au-dessus
de la droite PQ.
(ii) (⇒) Supposons que la tuile obtenue est 2-carre´. Soit W = λ(wρ2(w)) un mot de
contour de cette tuile tel que w = 0v1 ∈ 0Pal(F∗)1 (voir lemme 26). Puisque W se
factorise comme
W = 303 · 01λ(v)0 ·‘303 ·Ÿ 01λ(v)0, (6.1)
et puisque les factorisations doivent alterner (voir le lemme 23, page 98), la seconde
factorisation doit commencer avec la deuxie`me ou la troisie`me lettre de W . Soient
W ′ et W ′′ tels que W ≡1 W ′ et W ≡2 W ′′ et soient V ′ et V ′′ les premie`res moitie´s
respectives de W ′ et W ′′. Alors, par le lemme 26, V ′ ou V ′′ est un produit de deux
palindromes. Dans un premier temps, supposons qu’il existe deux palindromes x et y
tels que V ′ = xy. Alors V ′ = λ(0v1) = 0301λ(v)01 = xy. En appliquant l’ope´rateur
miroir a` chaque membre, on trouve · λ(0v1) = yx, ce qui entraˆıne que λ(0v1) ≡ · λ(0v1)
sont conjugue´s. Or, · λ(0v1) = 10fiλ(v)1030
= 10‡1λ(v)030
= 101λ(v)030
≡ 01λ(v)0301
= λ(1v0),
ce qui signifie que λ(0v1) ≡ λ(1v0). Par conse´quent, en vertu du lemme 27, on conclut
que 0v1 ≡ 1v0. Ainsi, par le the´ore`me 13, v est un mot central et donc w = 0v1 est un
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mot de Christoffel infe´rieur. Il reste a` conside´rer le cas ou` la seconde factorisation est
obtenue du mot V ′′. Nous aurions alors V ′′ = 301λ(v)012 = xy. Or, de tels palindromes
x et y ne peuvent exister puisque 2 n’apparaˆıt qu’a` la fin de V ′′.
(⇐) Supposons que w = 0v1 est un mot de Christoffel infe´rieur. Il est bien connu que
v est un palindrome. De plus, il suit de (i) que λ(wρ2(w)) est le mot de contour d’une
tuile carre´e. Par le lemme 23 sur les factorisations alterne´es, nous avons w = 0m01m′1
pour certains palindromes m et m′. Donc
λ(wρ2(w)) = λ(0m01m′1)ρ2(λ(0m01m′1))
= 0301λ(m)030 · 101λ(m′)01 · 2123ρ2(λ(m))212 · 323ρ2(λ(m′))23,
ce qui montre que la tuile P admet une deuxie`me factorisation carre´e.
Une tuile 2-carre´e isome´trique a` une tuile de la forme λ(wρ2(w)) ou` w un mot de
Christoffel sur {0,1} est appele´e tuile de Christoffel . Remarquons que la conjecture 3
est ve´rifie´e par les tuiles de Christoffel. Nous concluons cette section en exhibant deux
statistiques inte´ressantes sur cette famille de tuiles.
Proposition 19. Soit T une tuile de Christoffel obtenue a` partir du mot de Christoffel
de parame`tres (p, q), avec p et q premiers entre eux. Alors le pe´rime`tre et l’aire de T
sont donne´s respectivement par P(T ) = 8p+ 4q et A(T ) = 4p+ 3q − 2.
De´monstration. Soit w = 0v1 le mot de Christoffel de parame`tres (p, q). D’une part,
nous avons
P(T ) = |λ(w)ρ2(λ(w))|
= 2|λ(w)|
= 2(4|w|0 + 2|w|1)
= 8p+ 4q.
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Pe´rime`tre Tuiles
12
16
20
24
28
32
36
40
44
Tableau 6.2: Premie`res tuiles de Christoffel.
D’autre part, il suit de l’e´quation (6.1) de la de´monstration du the´ore`me 14 que l’aire de
T est exactement celle du paralle´lograme de´termine´ par les vecteurs ~A =
−−→
303 = (1,−2)
et
~B =
−−−−−→
01λ(v)0 = (2, 1) + (2|v|0 + |v|1, |v|1) = (2p+ q − 1, q).
Par conse´quent, A(T ) = | ~A× ~B| = 4p+ 3q − 2.
Les premie`res tuiles de Christoffel se trouvent dans le tableau 6.2
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Figure 6.2: Pre´fixes de longueur 233 (a` gauche) et 987 (a` droite) du chemin de Fibonacci p.
6.2 Tuiles de Fibonacci
Parmi l’ensemble des mots sturmiens, le mot de Fibonacci
f = abaababaabaababaababa · · ·
est sans doute le plus connu. Rappelons qu’il est de´fini comme la limite de la suite
f−1 = b, f0 = a et, pour n ≥ 1, fn = fn−1fn−2. De fac¸on e´quivalente, on peut montrer
que f est le point fixe du morphisme ϕ : {a, b} → {a, b} de´fini par ϕ(a) = ab et ϕ(b) = a.
Il est possible de de´river du mot de Fibonacci f un chemin sur l’alphabet F posse´dant
des proprie´te´s ge´ome´triques remarquables. La construction est obtenue comme suit.
Tout d’abord, e´crivons le mot de Fibonacci sur l’alphabet {2,0} ⊂ F plutoˆt que {a, b}.
Alors
f = 202202022022020220202 · · ·
Ensuite, appliquons l’ope´rateur Σ1 suivi de l’ope´rateur Σ0. Rappelons que l’ope´rateur Σα
est l’ope´rateur des sommes partielles qui correspond a` inverser l’ope´rateur des diffe´rences
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finies (voir page 85). Nous obtenons alors le mot
p = Σ0Σ1f = 01030323030101210103010121 · · ·
qui est un chemin infini sur la grille discre`te (voir la figure 6.2).
Ce chemin a e´te´ de´couvert inde´pendamment dans (Monnerot Dumaine, 2009), ou` la
construction est e´quivalente mais le´ge`rement diffe´rente.
Il est pratique de de´crire le chemin p au moyen des virages a` droite et a` gauche (encode´
respectivement par 3 et 1) plutoˆt que les quatre pas e´le´mentaires 0, 1, 2 et 3. La suite
des virages du chemin p est donne´e par Σ1f ou, de fac¸on e´quivalente, par ∆p. Nous
posons alors q = ∆p.
Dans la suite, dans le but de simplifier la notation, nous utilisons la notation · sur
l’alphabet F en remplacement de la re´flexion σ0 : 0 = 0, 1 = 3, 2 = 2 et 3 = 1 et les
mots w ∈ F∗ ve´rifiant ‹w = w sont appele´s σ0-palindromes.
Conside´rons la suite (qn)n∈N ∈ F∗ de´finie par q0 = ε, q1 = 3 et
qn =

qn−1qn−2 si n ≡ 2 mod 3,
qn−1qn−2 si n ≡ 0, 1 mod 3.
pour n ≥ 2. Les premiers termes de (qn)n∈N sont
q0 = ε
q1 = 3
q2 = 3
q3 = 31
q4 = 311
q5 = 31131
q6 = 31131133
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q7 = 3113113313313
q8 = 311311331331331131133
Il suit clairement de la de´finition que |qn| est le n-ie`me nombre de Fibonacci.
Proposition 20. (Blondin Masse´ et Paquin, 2009) Le mot infini q est la limite de la
suite (qn)n∈N.
De´monstration. Puisque ∆(q) = f , il suffit de montrer que ∆(qn)αn = fn−1 pour
tout entier n ≥ 3, avec αn = σn2 (2). La de´monstration se fait par induction sur n. Tout
d’abord, nous avons
∆(q3)σ
3
2(2) = ∆(31)0 = 20 = f2,
∆(q4)σ
4
2(2) = ∆(311)2 = 202 = f3,
∆(q5)σ
5
2(2) = ∆(31131)0 = 20220 = f4.
Maintenant, supposons que le re´sultat est vrai pour tout entier m tel que 3 ≤ m < n et
montrons qu’il est e´galement vrai pour n. Nous pre´sentons seulement le cas n ≡ 2 mod 3
puisque les arguments sont semblables pour les cas n ≡ i mod 3, i ∈ {0,1}. Soit n =
3k + 2 ou` k est un entier. Alors
∆(q3k+2)α3k+2 = ∆(q3k+1q3k)α3k+2
= ∆(q3k+1)∆(σ
k
0 (3)3)∆(q3k)α3k+2
= ∆(q3k+1)σ
k
2 (0)∆(q3k)α3k+2
= ∆(q3k+1)α3k+1∆(q3k)α3k
= f3k+1f3k
= f3k+2,
ce qui de´montre le re´sultat.
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E´tant donne´ une lettre α ∈ F , le chemin Σαqn pre´sente certaines proprie´te´s de syme´trie.
Lemme 28. Soit n ∈ N et α = σn0 (3). Alors q3n+1 = pα, q3n+2 = rα et q3n+3 = sα
pour un certain σ0-palindrome p et certains palindromes r et s.
De´monstration. La de´monstration se fait par induction sur n. Pour n = 0, nous avons
q1 = ε · 3,
q2 = ε · 3,
q3 = 3 · 1.
Maintenant, supposons que q3n+1 = pα, q3n+2 = rα et q3n+3 = sα, ou` p est un σ0-
palindrome, r, s sont des palindromes et α = σn0 (3). Alors
q3n+4 = q3n+3q3n+2 = q3n+2q3n+1q3n+2 = rαpαr · σn+10 (3),
q3n+5 = q3n+4q3n+3 = q3n+3q3n+2q3n+3 = sαrαs · σn+10 (3),
q3n+6 = q3n+5q3n+4 = q3n+4q3n+3q3n+4 = rαpαrαsαrαpαr · σn+2(3).
On constate que rαpαr est un σ0-palindrome et sαrαs, rαpαrαsαrαpαr sont des pa-
lindromes, tel que voulu.
La de´monstration du fait que le chemin infini q est auto-e´vitant est le´ge`rement tech-
nique. En outre, il est possible de construire des polyominos a` partir de certains pre´fixes
de q :
Lemme 29. Soit n ∈ N et α ∈ F .
(i) Le chemin Σαqn est simple.
(ii) Le chemin Σα(q3n+1)
4 est le mot de contour d’un polyomino.
De´monstration. (i) La de´monstration se fait par re´currence sur n. Clairement, les
chemins Σαq1 = Σα3, Σαq2 = Σα3 et Σαq3 = Σα31 sont simples. Supposons maintenant
que c’est le cas de tous les chemins Σαqm tels que 1 ≤ m < n et montrons que le re´sultat
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Σ1q7
Σ0q7Σ0q6
Figure 6.3: De´composition du chemin Σ1q9 selon les chemins Σ1q7, Σ0q6 et Σ1q7.
Figure 6.4: Tuiles de Fibonacci d’ordre n = 0, 1, 2, 3, 4.
s’applique aussi au chemin Σαqn. L’ide´e est de diviser le chemin Σαqn en trois morceaux
tel qu’illustre´ a` la figure 6.3. En vertu de l’hypothe`se d’induction, nous savons que les
chemins Σβqn−3 et Σγqn−2 sont e´galement simples. Il ne reste alors qu’a` constater que
les trois chemins plus petits sont chacun contenus dans des boˆıtes disjointes.
(ii) Il est suffisant de montrer que Σα(q3n+1)
3 est simple. Dans un premier temps,
remarquons que
q3n+5 = q3n+4q3n+3
= q3n+3q3n+2q3n+2q3n+1
= q3n+2q3n+1q3n+1q3nq3n+2q3n+1.
Or, q3n+1 est un pre´fixe de q3nq3n+2, de sorte que q
3
3n+1 est un facteur de q3n+5. Il suit
de (i) que Σα(q3n+1)
3 est e´galement simple.
La tuile de Fibonacci d’ordre n est le polyomino admettant Σα(q3n+1)
4 comme mot de
contour, ou` n ∈ N. Les cinq premie`res tuiles de Fibonacci sont illustre´es a` la figure 6.4.
Les re´sultats pre´ce´dents nous permettent de conclure ce qui suit :
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The´ore`me 15. Les tuiles de Fibonacci d’ordre n > 0 sont des tuiles 2-carre´es.
De´monstration. Nous savons du lemme 28 que q3n+1 = px pour un certain σ0-
palindrome p et une lettre x ∈ {1,3}. Si x = 3, alors nous conside´rons l’image miroir du
chemin, c’est-a`-dire σ0((‡q3n+1)4), qui est conjugue´ a` (px)4, de sorte que nous pouvons
supposer, sans perte de ge´ne´ralite´, que x = 1. Alors, d’une part, nous obtenons
Σα(q3n+1)
4 = Σα(p1 · p1 · σ0(p˜)1 · σ0(p˜)) = Σαp · Σρ(α)p ·‘Σαp · ◊ Σρ(α)p,
ou` ρ est la rotation de pi/2 et puisque T (p) = 0. D’autre part, le conjugue´ q′3n+1 =
q3n−1q3n de q3n+1 correspond a` un autre mot de contour de la meˆme tuile. En utilisant
encore une fois le lemme 28, nous pouvons e´crire q3n = r1 et q3n−1 = q3 pour certains
palindromes q et r. Par conse´quent, p1 = q3n+1 = q3nq3n−1 = r1q1 de sorte que p = r1q.
Mais p est un σ0-palindrome, ce qui signifie que q
′
3n+1 = q3n−1q3n = q1r1 = p˜1 = p1.
Ainsi, comme p est un σ0-palindrome e´galement, nous trouvons
Σα(q
′
3n+1)
4 = Σα(p1 · p1 · p˜1 · p˜) = Σαp · Σρ(α)p ·‘Σαp · ◊ Σρ(α)p.
Clairement, les deux factorisations carre´es exhibe´es sont non trivialement distinctes, de
sorte que le re´sultat est de´montre´.
Tout comme pour les tuiles de Christoffel, les tuiles de Fibonacci ve´rifient la conjecture
3.
Corollaire 4. Soit AB“A“B une BN-factorisation carre´e d’une tuile de Fibonacci. Alors
A et B sont des palindromes.
De´monstration. La conclusion suit du the´ore`me 15. En effet, puisque p est un σ0-
palindrome, alors Σαp est un palindrome. Le meˆme argument s’applique pour la seconde
factorisation.
Une autre proprie´te´ remarquable des tuiles de Fibonacci est que la suite des aires est
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donne´e par
A(n) = 1, 5, 29, 169, 985, 5741, 33461, . . .
qui correspond pre´cise´ment a` la sous-suite des nombres de Pell d’indices impairs
P (n) = 0, 1, 2, 5, 12, 29, 70, 169, 408, 985, 2378, 5741, 13860, 33461, . . .
qui satisfait la re´currence Pn = 2Pn−1 +Pn−2. Les tuiles de Fibonacci constituent donc
un nouvel exemple d’objet combinatoire mettant en relation a` la fois le nombre d’or et
le nombre d’argent (voir suite A000329 dans (Sloane, 2007)).
6.3 Exploration informatique
On est tente´ de conjecturer que toute tuile 2-carre´e est soit une tuile de Christoffel,
soit une tuile de Fibonacci, mais la situation n’est pas aussi simple. Nous avons donc
repris les ide´es de X. Provenc¸al pour e´nume´rer les tuiles 2-carre´es de fac¸on exhaustive
en conside´rant tous les mots de contour admettant deux BN-factorisations distinctes
mais en conside´rant l’alphabet des virages plutoˆt que l’alphabet de Freeman.
Le tableau 6.3 illustre les premie`res tuiles 2-carre´es obtenues en exe´cutant le code se
trouvant dans l’annexe, a` la section A.3. On voit par exemple que la sixie`me tuile de
pe´rime`tre 36 n’est ni de Christoffel ni de Fibonacci. C’est aussi le cas de la dernie`re de
pe´rime`tre 40 et de la dernie`re de pe´rime`tre 48.
Nous observons que ces tuiles pre´sentent plusieurs similarite´s et il semble que les ide´es
concernant les tuiles de Christoffel et de Fibonacci sont repre´sentatives des 2-carre´s en
ge´ne´ral. Plus pre´cise´ment, remarquons par exemple que la sixie`me tuile de pe´rime`tre
36 du tableau 6.3 ressemble a` une tuile de Christoffel  plus e´paisse , alors que les
dernie`res tuiles de pe´rime`tre 40 et 44 apparaissant dans le meˆme tableau sont des
versions obliques de la tuile de la croix de pe´rime`tre 12. Il semble aussi possible de
construire une tuile 2-carre´e a` partir d’un autre en re´pe´tant certains motifs, comme
l’illustrent les nombreux  biscuits  obliques qu’on observe pour chaque pe´rime`tre et
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Pe´rime`tre Tuiles
12
16
20
24
28
32
36
40
44
48
52
Tableau 6.3: Tableau des premie`res tuiles 2-carre´es obtenues par exploration informatique.
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X1 Y1 ”X1 Ŷ1
w0 w1 w2 w3 w4 w5 w6 w7 w0
X2 Y2 ”X2 Ŷ2
d d
Figure 6.5: Repre´sentation sche´matique des BN-factorisations d’une tuile 2-carre´e.
la dernie`re tuile de pe´rime`tre 48.
De fac¸on informelle, il semble possible de construire des une tuile 2-carre´e a` partir d’une
autre en re´pe´tant certains motifs de son mot de contour ou en augmentant son niveau de
fractalite´ de la meˆme fac¸on qu’on observe dans la famille des tuiles de Fibonacci. De plus,
il semble possible d’inverser ces ope´rations de re´pe´tition et de  fractalisation . Nous
montrons dans les sections suivantes que ces ide´es traduisent assez bien le phe´nome`ne
et que ces ope´rateurs inversibles permettent de ge´ne´rer toutes les tuiles 2-carre´es. Plus
particulie`rement, il suffit de factoriser ade´quatement les mots de contour de ces tuiles
et d’e´tudier la structure combinatoire de ces factorisations.
6.4 E´quations sur les mots
Soit P une tuile 2-carre´e et w un mot de contour de P . Alors il existe des mots X1, Y1,
X2 et Y2 tels que
w ≡ X1Y1”X1Ŷ1 ≡d X2Y2”X2Ŷ2,
ou` d est entier tel que 0 < d < |X1|. Nous savons du lemme 23 que les BN-factorisations
doivent alterner, c’est-a`-dire que 0 < d < |X1| < d+ |X2|. Nous avons la repre´sentation
graphique de la figure 6.5, ou` les wi sont de´finis plus formellement dans les lignes qui
suivent.
De´finition 10. Une DS-factorisation est un 8-tuplet (wi)0≤i≤7, ou` wi ∈ F+ tel que
(i) |wi| = |wi+4| pour i = 0, 1, 2, 3 et
(ii) ◊ wiwi+1 = wi+4wi+5, pour i = 0, 1, 2, 3 et ou` l’addition des indices est conside´re´e
modulo 8.
126
Autrement dit, une DS-factorisation de´crit exactement les deux BN-factorisations d’une
tuile 2-carre´e, en supposant qu’il n’y a aucun croisement dans le chemin. En effet, les
quatre facteurs des BN-factorisations sont donne´s par
X1 = w0w1, Y1 = w2w3, X2 = w1w2 et Y2 = w3w4.
En revanche, elle ne garantit en aucun cas que le chemin re´sultant soit auto-e´vitant.
Toute DS-factorisation est uniquement de´termine´e par les quatre mots w0, w1, w2 et
w3. La longueur d’une DS-factorisation S = (wi)0≤i≤7 est naturellement de´finie par
|S| = |w0w1 · · ·w7|.
Exemple 31. Conside´rons le polyomino de´crit par le mot de contour
w = 303 · 0103010 · 121 · 2321232 ≡ 323 · 0301030 · 101 · 2123212.
Nous pouvons encoder w par la DS-factorisation
(3,03,01030,10,1,21,23212,32).
Nous donnons maintenant une se´rie de lemmes qui de´crivent des proprie´te´s satisfaites
par les DS-factorisations. Dans cette section, S = (wi)0≤i≤7 est une DS-factorisations
et les indices i sont conside´re´s modulo 8.
Avant de pre´senter le premier re´sultat, nous rappelons une proposition bien pratique
lorsqu’on traite la pe´riodicite´.
Proposition 21. (Lothaire, 1983) Soient x, y et z des mots non vides ve´rifiant l’e´quation
xy = yz. Alors il existe des mots u et v et un entier i ≥ 0 tels que x = uv, y = (uv)iu
et z = vu.
La structure de tuile 2-carre´e induit une pe´riodicite´ locale.
Lemme 30. Soit i ∈ Z8 et di = |wi+1|+ |wi+3|. Alors
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(i) Il existe des mots ui, vi et un entier ni tel que’wi−3wi−1 = uivi, (6.2)
wi+1’wi+3 = viui, (6.3)
wi = (uivi)
niui, (6.4)
ou` 0 ≤ |ui| < di ;
(ii) di est une pe´riode de wi ;
(iii) di = di+2.
De´monstration. (i) Par de´finition de DS-factorisation, nous avons’wi−3wi−1wi = ’wi−3’wi+4’wi+3 = ’wi+5’wi+4’wi+3 = wiwi+1’wi+3.
Les deux extre´mite´s de ces e´galite´s ve´rifient une e´quation de la forme xy = yz, avec
x = ’wi−3wi−1, y = wi et z = wi+1’wi+3. Par la proposition 21, les e´galite´s en de´coulent.
(ii) Comme di = |wi+1| + |wi+3| = |ui| + |vi| et puisque wi = (uivi)niui, on en de´duit
que di est bien une pe´riode de wi.
(iii) Provient du fait que |wi| = |wi+4| pour tout i ∈ Z8.
Les notations ui, vi et ni sont utilise´es dans le reste de ce chapitre, car elles permettent
de de´finir des ope´rateurs sur les DS-factorisations et sont capitales dans la plupart
des de´monstrations. Aussi, une conse´quence directe du lemme 30 est que les pe´riodes
peuvent eˆtre e´tendues :
Corollaire 5. Pour tout i ∈ Z8, le nombre di est une pe´riode de wi−1wiwi+1.
De´monstration. Nous avons’wi−3wi−1 · wi · wi+1’wi+3 = (uivi)ni+2,
donc di = |uivi| en est bien une pe´riode.
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Le nombre ni correspond au nombre de re´pe´titions des motifs selon la pe´riode di dans
les facteurs wi. Il y a une certaine restriction quant aux valeurs que peuvent prendre les
ni :
Lemme 31. Supposons que ni 6= 0 pour un certain i ∈ Z8. Alors ni+1 = ni+3 = ni+5 =
ni+7 = 0.
De´monstration. On proce`de par l’absurde, c’est-a`-dire qu’on suppose qu’il existe i ∈
Z8 tel que ni, ni+1 6= 0. Alors |wi| ≥ |wi−1|+ |wi+1| et |wi+1| ≥ |wi|+ |wi+2|. On obtient
alors
|wi| ≥ |wi−1|+ |wi+1| ≥ |wi−1|+ |wi|+ |wi+2| > |wi|,
ce qui est absurde. De la meˆme fac¸on, on montre que ni−1 = 0 et en appliquant l’identite´
ni = ni+4, on obtient le re´sultat.
En utilisant la notation du lemme 30, nous e´nonc¸ons diffe´rentes proprie´te´s de commu-
tativite´ utiles pour la suite :
Lemme 32. Pour tout i ∈ Z8, les e´galite´s suivantes sont ve´rifie´es :
uivi · wi = wi · viui, (6.5)
wi · ui+1vi+1 = ‘ui+5‘vi+5 · wi, (6.6)
vi−1ui−1 · wi = wi ·‘vi+3‘ui+3. (6.7)
De´monstration. L’e´quation (6.5) est une conse´quence imme´diate de l’e´quation (6.3).
On de´montre les e´quations (6.6) et (6.7) e´galement a` l’aide du lemme 30 :
wiui+1vi+1 = wi’wi−2wi = ‘ui+5‘vi+5wi,
vi−1ui−1wi = wi’wi+2wi = wi‘vi+3‘ui+3.
D’autres e´galite´s sur les facteurs ui, vi et wi, ou` i ∈ Z88, sont tre`s utiles pour les
de´montrer que certaines ope´rations sur les 2-carre´s sont bien de´finies.
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Lemme 33. Pour tout i ∈ Z8, les e´galite´s suivantes sont ve´rifie´es :
wiui+1 = ‘ui+5’wi+4 (6.8)
uiwi+1 = ’wi+5‘ui+4 (6.9)
wi‘vi+3 = vi+7’wi+4 (6.10)“viwi+3 = ’wi+7vi+4 (6.11)
De´monstration. Ces e´galite´s de´coulent encore une fois du lemme 30. Nous obtenons
les e´quations (6.8) et (6.10) en comparant les pre´fixes et les suffixes des deux extre´mite´s
de
wi+1‘vi+4 ·‘ui+4’wi+3 = wi+1’wi+3wi+1’wi+3 = viuiviui = vi’wi−3 · wi−1ui,
et en corrigeant les indices en conse´quence. D’autre part, les e´quations (6.9) et (6.11)
proviennent de la se´rie d’e´galite´s’wi−3‘ui+4 ·‘vi+4wi−1 = ’wi−3wi−1’wi−3wi−1 = uiviuivi = uiwi+1 ·’wi+3vi.
Un dernier lemme technique nous permet de traiter un cas de´ge´ne´re´ un peu plus loin
dans ce chapitre.
Lemme 34. Supposons que di = |wi+1| + |wi+3| divises |wi|, c’est-a`-dire que ui = ε.
Soit g = pgcd(|wi+2|, di+2). Alors
(i) wi+1 = ’wi+5 et wi+3 = ’wi+7 ;
(ii) Il existe deux mots p, q ∈ F+ et deux entiers k, ` > 0 tels que
wi+1wi+2wi+3 = p
k,
wi+5wi+6wi+7 = q
k,
wi+6 = p̂
`,
wi+2 = q̂
`,
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ou` |p| = |q| = g et ` = |wi+2|/g ;
(iii) pwi+1 = wi+1q̂ et q̂wi+3 = wi+3p.
De´monstration. (i) Par le lemme 30, on obtient’wi−3wi−1 = uivi = vi = viui = wi+1’wi+3.
Puisque |wi+1| = |wi−3| et |wi−1| = |wi+3|, on en de´duit que wi+1 = ’wi−3 = ’wi+5 et
wi+3 = ’wi−1 = ’wi+7.
(ii) Il suit de (i) que
wi+1wi+3’wi+6 = wi+1’wi+7’wi+6
= wi+1wi+2wi+3
= ’wi+6’wi+5wi+3
= ’wi+6wi+1wi+3.
Il s’agit d’une e´quation de la forme xy = yx et donc il existe un p ∈ F∗ tel que
wi+1wi+2wi+3 = ’wi+6’wi+5wi+3 = pk
avec |p| = pgcd(|x|, |y|) = g. En particulier, wi+6 = p̂`. L’argument pour de´montrer la
formule avec q est exactement le meˆme, en de´calant tous les indices de quatre.
(iii) Par la partie (ii), nous savons que wi+2 = q̂
` et que g est une pe´riode de wi+1wi+2.
En outre, p est un pre´fixe de wi+1wi+2. Comme g est aussi une pe´riode de wi+1q̂, nous
avons que wi+1 est suffixe de wi+1q̂ et donc que wi+1q̂ = pwi+1. La preuve est similaire
pour la seconde e´galite´.
Il semble difficile de donner un crite`re simple qui ve´rifie si une DS-factorisation de´crit
bien une tuile 2-carre´e. En effet, soit w = w0w1 · · ·w7 le chemin obtenu a` partir de la DS-
factorisation S = (wi)0≤i≤7. Il est facile de ve´rifier que w est un chemin ferme´, puisque
131◊ wiwi+1 = wi+4wi+5 pour tout i ∈ Z8. En revanche, il n’existe aucun crite`re simple
permettant de de´terminer rapidement si w est auto-e´vitant : il faut plutoˆt recourir a` un
algorithme astucieux base´ sur les arbres suffixes qui de´tecte en temps line´aire (et donc
optimal) si w est auto-e´vitant (Brlek, Koskas et Provenc¸al, 2011a).
Ceci dit, il est possible d’e´liminer certains chemins ferme´s comme candidat a` eˆtre auto-
e´vitant. Tout d’abord, remarquons que la proposition 16 (voir page 90) se traduit di-
rectement comme suit pour les DS-factorisations :
Lemme 35. T ([w]) = ±1 si et seulement si f(wi) = l(wi+1) pour tout i ∈ Z8.
Par conse´quent, le crite`re qui suit nous permet de de´terminer avec certitude qu’un
chemin ferme´ donne´ ne de´crit par le contour d’une tuile. Cette condition peut sembler
artificielle, mais elle apparaˆıt naturellement plus bas dans l’e´nume´ration des 2-carre´s :
Lemme 36. Supposons qu’il existe un indice i ∈ Z8 tel que |wi| + |wi+2| = |wi+1| +
|wi+3|. Alors T (S) /∈ {−1, 1}, de sorte que S ne de´crit pas le contour d’une tuile 2-carre´e.
De´monstration. Soit d = |wi| + |wi+2| = |wi−1| + |wi+1|. Nous de´montrons d’abord
qu’il existe un indice j ∈ Z8 tel que |wj−1wj | ≥ d et |wjwj+1| ≥ d. Supposons au
contraire que ce n’est pas le cas. Alors il existe au moins un indice k ∈ Z8 tel que
|wk|+ |wk+1| < d et |wk+2|+ |wk+3| < d, de sorte que
2d = |wk|+ |wk+1|+ |wk+2|+ |wk+3| < 2d,
ce qui est absurde.
Maintenant, nous savons du lemme 34 que les mots x = wj−2wj−1wj , y = wj−1wjwj+1
et z = wjwj+1wj+2 ont tous la pe´riode d. De plus, x posse`de un suffixe de lon-
gueur au moins d qui est pre´fixe de y, et y posse`de un suffixe de longueur au moins
d qui est un pre´fixe de z, de sorte que la pe´riode d se propage dans tout le mot
wj−2wj−1wjwj+1wj+2. Dans un premier temps, puisque |wj−2wj−1wjwj+1| = 2d, nous
avons f(wj−2) = f(wj+2). D’autre part, wj+2wj+3 = ’wj−1’wj−2 implique que f(wj+2) =
132
l(wj−1). Pour conclure, nous proce´dons encore une fois par contradiction. Supposons
que T (S) ∈ {−1, 1}. Alors le lemme 35 s’applique. En particulier, l(wj−1) = f(wj−2).
En combinant ces trois e´galite´s, nous obtenons
f(wj−2) = f(wj+2) = l(wj−1) = f(wj−2),
ce qui est impossible. Ainsi, T (S) /∈ {−1, 1}, tel que voulu.
6.5 Re´duction de 2-carre´s
Soit S l’ensemble des DS-factorisations. Pour de´crire la structure des 2-carre´s, nous
conside´rons certaines fonctions inversibles particulie`res agissant sur S. Soit S = (wi)i∈Z8
une DS-factorisation telle que g = pgcd(|w2|, d2), p = Prefg(w1w2w3) et q = Prefg(w5w6w7).
Nous de´finissons les ope´rateurs suivants :
shrink(S) = (w0(v0u0)
−1, w1, w2, w3, w4(v4u4)−1, w5, w6, w7),
l-shrink(S) = (p−1w0, p−1w1, w2, w3, q−1w4, q−1w5, w6, w7),
l-shrink(S) = (w0q
−1, w1, w2, w3p−1, w4p−1, w5, w6, w7q−1),
swap(S) = (”w4, (v1u1)n1v1,”w6, (v3u3)n3v3,”w0, (v5u5)n5v5,”w2, (v7u7)n7v7).
Les ope´rateurs de base shrink, l-shrink, r-shrink et swap sont ge´ne´ralise´s dans le
but d’agir sur n’importe quel wi (i ∈ Z8) a` l’aide d’un ope´rateur de de´calage (ou shift).
Nous notons donc par shift l’ope´rateur de´fini par
shift(w0, w1, w2, w3, w4, w5, w6, w7) = (w1, w2, w3, w4, w5, w6, w7, w0).
Il est e´vident que shift(S) est une DS-factorisation. En conse´quence, on de´finit pour
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chaque i ∈ Z8 et Θ ∈ {swap, shrink, l-shrink,r-shrink} les ope´rateurs Θi(S) par
Θi(S) = shift
−i ◦Θ ◦ shifti(S).
On applique donc le de´calage inverse afin de conserver la position initiale des wi. Clai-
rement, Θ0(S) = Θ(S).
La proposition suivante montre que ces ope´rateurs sont bien de´finis sur S sous certaines
conditions simples a` ve´rifier, c’est-a`-dire que le re´sultat est bien une DS-factorisation.
Proposition 22. Les e´nonce´s suivants sont ve´rifie´s :
(i) Si |wi| > di, alors shrinki(S) est une DS-factorisation ;
(ii) Si |wi| = di et |wi+1| > g, alors l-shrinki(S) est une DS-factorisation ;
(iii) Si |wi| = di et |wi+7| > g, alors r-shrinki(S) est une DS-factorisation ;
(iv) Si ui+1, ui+3, ui+5 et ui+7 sont non vides, alors swapi(S) est une DS-factorisation.
De´monstration. Il suffit de montrer que les e´quations de la de´finition 10 sont ve´rifie´es.
Sans perte de ge´ne´ralite´, il est suffisant de de´montrer le cas i = 0 seulement.
(i) Remarquons que n0 = n4 ≥ 1 puisque |w0| > d0. Soit w′0 = (u0v0)n0−1u0 et w′4 =
(u4v4)
n4−1u4. Nous souhaitons montrer que
shrink(S) = (w′0, w1, w2, w3, w
′
4, w5, w6, w7)
est une DS-factorisation. Nous savons de l’e´quation (6.6) que w7u0v0 = û4v̂4w7. Alors
nous pouvons e´crire
û4v̂4w7w
′
0 = w7u0v0w
′
0 = w7w0 =”w4”w3 = û4v̂4”w′4”w3
et donc w7w
′
0 =
’w3w′4. L’argument est semblable pour montrer que w′0w1 = ’w′4w5 (a`
l’aide de l’e´quation (6.10) v0u0w1 = w1v̂4û4. Ainsi, shrink(S) est une DS-factorisation.
(ii) Tout d’abord, rappelons que la condition |w0| = d0 implique que w0 = v0, u0 = ε et
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n0 = 1. Soit w0 = pw
′
0, w1 = pw
′
1, w4 = qw
′
4 et w5 = qw
′
5. Nous voulons montrer que
l-shrink(S) = (w′0, w
′
1, w2, w3, w
′
4, w
′
5, w6, w7)
est une DS-factorisation. Il faut donc montrer que w7w
′
0 =
’w3w′4, w′0w′1 = ’w′4w′5 et
w′1w2 = ’w′5w6. Puisque n0 = 1 et par le lemme 30, nous avons w0 = v0 = w1”w3.
Nous de´duisons de cette e´galite´ que w′0 = w′1”w3. Par le meˆme argument, nous pouvons
e´crire w′4 = w′5”w7. Rappelons aussi du lemme 34 que w1 = ”w5 et w3 = ”w7. En parti-
culier, puisque pw′1 = w1 = ”w5 = ”w′5q̂ a la pe´riode g, ceci entraˆıne que w′1 = ”w′5. Un
raisonnement similaire nous permet d’e´crire w′3 =”w′7. Alors
w7w
′
0 = w7w
′
1 ·”w3 = w7”w′5 ·”w3 =”w′4”w′3
et
w′0w
′
1 = w
′
1 ·”w3w′1 =”w′5 · w7”w′5 =”w′5”w′4.
Finalement, puisque w1w2 = ’w6w5 a la pe´riode g, nous avons pw′1w2 =”w6”w′5q̂ = q̂”w6”w5
ce qui de´montre que w′1w2 = ’w′5w6 et l-shrink(S) est donc une DS-factorisation.
(iii) L’argument est semblable a` celui donne´ en (ii).
(iv) Soit (w′i) = swap(S). Premie`rement, nous montrons que w′0w′1 = ’w′4w′5. Nous savons
de l’e´quation (6.6) que ”w4v1u1 = v̂5û5”w4 et de l’e´quation (6.11) que ”w4v1 = v̂5w0. Ainsi
w′0w
′
1 =”w4(v1u1)n1v1 = (v̂5û5)n1”w4v1 = (v̂5û5)n1 v̂5w0 = ’w′4w′5.
On de´montre de fac¸on similaire que w′2w′3 = ’w′6w′7 et w′3w′4 = ’w′7w′0. On en conclut que
swap(S) est bien une DS-factorisation.
Lorsque les conditions (ii), (iii) et (iv) du lemme pre´ce´dent sont ve´rifie´es, alors il existe
une pe´riodicite´ locale dans le voisinage de wi. Intuitivement, l’action des ope´rateurs
shrink, l-shrink et r-shrink correspondent a` la suppression d’une occurrence d’un
motif re´pe´te´ comme l’illustrent les figures 6.6 et 6.7.
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swap(S′)
swap(S)
w0
w1
w2
w3
w4
w5
w6
w7
S
extend1(S)
shrink1(S′′)
S′′
Figure 6.6: Effet des ope´rateurs extend et swap sur la tuile de Fibonacci d’ordre n = 2. La DS-
factorisation S′′ = extend1(S) est obtenue de S par extension des facteurs w1 et w5. D’autre
part, la DS-factorisation S′ = swap(S) est obtenue par les e´changes w′0 = ŵ4, w
′
2 = ŵ6, w
′
4 = ŵ0
et w′6 = ŵ2.
w7
w0
w1
r-shrink
r-extend
w′0
w′7
w1
l-shrink
l-extend
w′7
w′′0
w′1
Figure 6.7: Effet des ope´rateurs r-shrink et l-shrink. L’ope´rateur r-shrink modifie les fac-
teurs w7 et w0 alors que l-shrink affecte les facteurs w0 et w1.
Quant a` l’ope´rateur swap, il est de´fini a` l’aide des relations entre les mots wi et les
pe´riodes ujvj . Tous ces ope´rateurs sont inversibles sous des conditions simples : les
ope´rateurs inverses extend, r-extend et l-extend sont de´finis a` la section suivante.
La taille des DS-factorisations est re´duite par ces ope´rateurs comme l’atteste la propo-
sition suivante :
Proposition 23. Les e´nonce´s suivants sont ve´rifie´s :
(i) Si |wi| > di, alors |shrinki(S)| < |S| ;
(ii) Si |wi| = di et |wi+1| > g, alors |l-shrinki(S)| < |S| ;
(iii) Si |wi| = di et |wi+7| > g, alors |r-shrinki(S)| < |S| ;
(iv) Si ui+1, ui+3, ui+5 et ui+7 sont non vides, alors
|vi+1|+ |vi+3| < |ui+1|+ |ui+3| ⇐⇒ |swapi(S)| < |S|.
De´monstration. Ces proprie´te´s de´coulent directement de la de´finition des ope´rateurs.
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Une autre proprie´te´ remarquable de ces ope´rateurs est qu’ils pre´servent le nombre d’en-
roulements des DS-factorisations manipule´es :
Lemme 37. Le nombre d’enroulements T est invariant sous les ope´rateurs shift,
shrink, l-shrink, r-shrink et swap.
De´monstration. Il suffit de ve´rifier que les premie`res et dernie`res lettres des wi sont
pre´serve´es par les ope´rateurs.
Il est inte´ressant de noter ici que le plus petit 2-carre´ est le pentamino en forme de croix
:. A` conjugaison et image miroir pre`s, sa DS-factorisation est
b(:) ≡ (0,10,1,21,2,32,3,03).
Nous disons d’une DS-factorisation S qu’elle se re´duit a` une autre DS-factorisation S′
s’il existe une suite d’ope´rateurs (Θi)i∈I telle que
(i) Θi ∈ {shrink, swap, l-shrink,r-shrink} pour i ∈ I ;
(ii) S′ = (Θn ◦Θn−1 ◦ · · · ◦Θ2 ◦Θ1)(S) ;
(iii) |Sk| < |Sk−1| pour k = 1, 2, . . . , n, ou` Sk = (Θk ◦Θk−1 ◦ · · · ◦Θ2 ◦Θ1)(S).
Autrement dit, a` chaque e´tape, la taille de la solution doit diminuer. Nous sommes
maintenant en mesure d’e´noncer et de de´montrer le the´ore`me principal de cette section :
The´ore`me 16. Toute DS-factorisation se re´duit a` le polyomino en croix : (premier ou
compose´).
De´monstration. Soit S un DS-factorisation telle que T (S) = ±1. Il suffit de montrer
que soit S est un pentamino premier ou compose´, soit S peut eˆtre re´duit a` l’aide d’un
des ope´rateurs shrink, swap, l-shrink ou r-shrink.
S’il existe un i ∈ {0, 1, 2, 3} tel que |wi| > di, alors S peut eˆtre re´duite en shrinki(S).
Aussi, s’il existe un indice i tel que |ui+1| + |ui+3| > |vi+1| + |vi+3|, alors S peut eˆtre
re´duite a` swapi(S). Autrement, si ni shrink ni swap ne peut eˆtre applique´ a` S, alors
on en conclut que les ni sont ne´cessairement e´gaux a` 0 ou a` 1.
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Le cas (n0, n1, n2, n3) = (0, 0, 0, 0) est impossible. En effet, supposons que nous soyons
dans cette situation, c’est-a`-dire que wi = ui pour tout i ∈ Z8. Comme S ne se re´duit
a` aucun swapi(S) peu importe la valeur de i, nous en concluons que |ui+1| + |ui+3| ≤
|vi+1|+ |vi+3| pour tout i. En utilisant l’e´galite´ |vi| = |wi−1|+ |wi+1|− |ui|, ceci entraˆıne
que |ui| + |ui+2| ≤ |ui+1| + |ui+3| pour tout i ∈ Z8. On en de´duit que |u0| + |u2| =
|u1| + |u3|. Or, par le lemme 36, on en tire que T (S) 6= ±1, une contradiction avec le
fait que le nombre d’enroulements est pre´serve´ par les ope´rateurs.
Supposons maintenant que ni = 1 pour un certain indice i. Alors ui = ε et, par le lemme
31, nous avons ni+1 = ni+3 = 0. Soit g = gcd(|wi+2|, |wi+1| + |wi+3|). Nous savons du
corollaire 5 que wi+1wi+2wi+3 a la pe´riode g. Si ni+2 = 0, alors nous avons en particulier
que |wi+2| < |wi+1| + |wi+3|. Ceci entraˆıne que g < |wi+1| ou g < |wi+3|. Nous avons
donc que S se re´duit a` l-shrinki(S) dans le premier cas et a` r-shrinki(S) dans le
second.
Conside´rons maintenant le cas (n0, n1, n2, n3) = (1, 0, 1, 0). A` ce moment-la`, la DS-
factorisation a la forme
(u1û3, u1, u3u1, u3, û1u3, û1, û3û1, û3,
qui correspond exactement a` celle d’un pentamino premier ou compose´ obtenu du mor-
phisme homologue
0 7→ u1,1 7→ u3,2 7→ û1,3 7→ û3.
Le cas (n0, n1, n2, n3) = (0, 1, 0, 1) me`ne a` la meˆme conclusion.
Remarquons que la re´duction peut eˆtre applique´e jusqu’a` l’obtention d’un pentamino
premier ou compose´. Le principe de descente infinie de Fermat s’appliquant, on a la
garantie que le processus doit s’arreˆter apre`s un nombre fini d’ite´rations.
Le the´ore`me de´crit un algorithme permettant de calculer la suite d’ope´rateurs a` appli-
quer a` un 2-carre´ donne´ pour le re´duire a` un pentamino compose´. L’algorithme 4 donne
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le pseudocode correspondant.
Algorithme 4 Re´duction d’une tuile 2-carre´e
1: fonction Reduce(S)
2: Entre´e : Une DS-factorisation S = (w0,w1,w2,w3,w4,w5,w6,w7)
3: Sortie : Une liste ordonne´e d’ope´rateurs
4: L← ()
5: tant que il n’existe aucun i tel que |wi| = di et |wi+2| = di+2 faire
6: si il existe i tel que |wi| > |wi−1|+ |wi+1| alors
7: S ← shrinki(S), L← L+ (shrinki)
8: sinon si il existe i tel que |ui+1|+ |ui+3| > |vi+1|+ |vi+3| alors
9: S ← swapi(S), L← L+ (swapi)
10: sinon . Il existe i tel que ni = 1 et ni+1 = ni+2 = ni+3 = 0
11: g ← gcd(|wi−1|+ |wi+1|, |wi+2|)
12: si g < |wi+1| alors
13: S ← l-shrinki(S), L← L+ (l-shrinki)
14: sinon . g < |wi+3|
15: S ← r-shrinki(S), L← L+ (r-shrinki)
16: fin si
17: fin si
18: fin tant que
19: retourner L . S de´crit le contour d’un pentamino premier ou compose´
20: fin fonction
L’objectif de la section suivante est d’inverser les ope´rateurs de re´duction dans le but
de ge´ne´rer toutes les DS-factorisations, et par conse´quent, toutes les tuiles 2-carre´es.
6.6 Ge´ne´ration des 2-carre´s
Les ide´es de la section pre´ce´dente me`nent naturellement a` nous demander s’il est possible
de produire un algorithme efficace de ge´ne´ration des 2-carre´s en inversant les ope´rateurs
de re´duction. Dans cette section, nous pre´sentons ces ope´rateurs inverses, nous de´crivons
certaines proprie´te´s de commutativite´ qu’ils posse`dent et nous fournissons un algorithme
permettant de ge´ne´rer tous les 2-carre´s ayant un pe´rime`tre donne´.
Soit S = (wi)i∈Z8 une DS-factorisation. Soit g = pgcd(|w2|, d2), p = Prefg(w1w2w3) et
q = Prefg(w5w6w7). Nous de´finissons les ope´rateurs suivants :
extend(S) = (w0(v0u0), w1, w2, w3, w4(v4u4), w5, w6, w7),
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l-extend(S) = (pw0, pw1, w2, w3, qw4, qw5, w6, w7),
r-extend(S) = (w0q, w1, w2, w3p, w4p, w5, w6, w7q).
Nous montrons plus bas que, sous certaines conditions simples, extend, l-extend et
r-extend sont les inverses de shrink, l-shrink et r-shrink respectivement. Aussi, il
est a` noter que swap est une involution et donc son propre inverse.
Tout d’abord, nous devons nous assurer que ces ope´rateurs sont bien de´finis sur S et
sous quelles hypothe`ses :
Proposition 24. Soit S = (wi)i∈Z8 une DS-factorisation et p, q ∈ F∗ de´fini plus haut.
Alors
(i) extend(S) est une DS-factorisation ;
(ii) si |w0| = d0, alors l-extend(S) est une DS-factorisation ;
(iii) si |w0| = d0, alors r-extend(S) est une DS-factorisation.
De´monstration. Il suffit de montrer que les e´quations de la de´finition 10 sont ve´rifie´es.
(i) Soit w′0 = (u0v0)n0+1 et w′4 = (u4v4)n4+1u4. Nous devons montrer que
extend(S) = (w′0, w1, w2, w3, w
′
4, w5, w6, w7)
est une DS-factorisation. Tout d’abord, nous montrons que ’w3w′4 = w7w′0. Puisque
w7u0v0 = û4v̂4w7 (par l’e´quation 6.6), nous pouvons e´crire’w3w′4 =”w′4”w3 = û4v̂4”w4 ·”w3 = û4v̂4w7w0 = w7 · u0v0w0 = w7w′0,
ce qui de´montre l’e´galite´. On de´montre de fac¸on semblable que ’w′4w5 = w′0w1 a` l’aide
des e´galite´s v0u0w1 = w1v̂4û4, par l’e´quation (6.10), et w0w1 =”w5”w4. On en conclut que
extend(S) est une DS-factorisation. A` noter que la de´monstration est tre`s semblable
a` celle utilise´e pour montrer que shrink(S) est une DS-factorisation lorsque n0 6= 0, ou`
un motif re´pe´te´ est supprime´ plutoˆt que ajoute´.
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(ii) Rappelons dans un premier temps que la condition |w0| = d0 implique que w0 = v0,
u0 = ε et n0 = 1. Soit w
′
0 = pw0, w
′
1 = pw1, w
′
4 = qw4 et w
′
5 = qw5. Nous voulons
montrer que
l-extend(S) = (w′0, w
′
1, w2, w3, w
′
4, w
′
5, w6, w7)
est une DS-factorisation. Il suffit donc de montrer que w7w
′
0 =
’w3w′4, w′0w′1 = ’w′4w′5
et w′1w2 = ’w′5w6. Remarquons que pw1 = w1q̂. En effet, puisque w2 = q̂` et w1w2 a
la pe´riode |p| = |q| avec Pref |p|(w1w2) = p et Suff |p|(w1w2) = p̂, nous avons pw1w2 =
w1w2q̂ = w1q̂
`+1 = w1q̂w2. Remarquons aussi que, en vertu du lemme 30, w1 = ”w5 et
w3 = ”w7 puisque u0 = ε. Finalement, en combinant ces deux e´galite´s avec le fait que
w0 = v0, w0 = w1”w3 et w4 =”w1w3, nous concluons que
w7w
′
0 = w7pw0 = w7pw1”w3 = w7w1q̂”w3 =”w3w1q̂”w3 = ’w3w′4,
w′0w
′
1 = pw0pw1 = pw1”w3pw1 = w1q̂”w3w1q̂ =”w5q̂ ·”w4q̂ = ’w′4w′5,
w′1w2 = pw1w2 = w1w2q̂ =”w6”w5q̂ = ’w′5w6,
de sorte que l-extend(S) est une DS-factorisation. Encore une fois, les arguments sont
semblables a` ceux utilise´s pour montrer que l-shrink(S) est une DS-factorisation.
(iii) La de´monstration est semblable a` celle fournie en (ii), les motifs re´pe´te´s e´tant
ajoute´s dans w7 et w3 plutoˆt que w1 et w5.
Nous avons tous les e´le´ments pour de´crire les ope´rateurs inverses :
Proposition 25. Soit S = (wi)i∈Z8 une DS-factorisation.
(i) (shift7 ◦ shift)(S) = shift8(S) = S.
(ii) (shrink ◦ extend)(S) = S et si |w0| > d0, alors (extend ◦ shrink)(S) = S.
(iii) Si |w0| = d0, alors (l-shrink ◦ l-extend)(S) = S. En outre, si |w1| > g, alors
(l-extend ◦ l-shrink)(S) = S.
(iv) Si |w0| = d0, alors (r-shrink ◦ r-extend)(S) = S. En outre, si |w7| > g, alors
(r-extend ◦ r-shrink)(S) = S.
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(v) Si ui+1, ui+3, ui+5, ui+7 sont tous non vides, alors (swap◦swap)(S) = swap2(S) =
S.
De´monstration. (i) E´vident.
(ii) Il est imme´diat que les ope´rateurs shrink et extend ont des effets inverses sur les
facteurs u0, v0, u4 et v4.
(iii) Soit w′0 = pw0, w′1 = pw1, w′4 = qw4 et w′5 = qw5. Alors
S′ = l-extend(S) = (w′0, w
′
1, w2, w3, w
′
4, w
′
5, w6, w7).
Tout d’abord, nous avons que l-shrink(S′) est de´fini puisque la condition |w′0| = d′0 est
ve´rifie´e. En effet, |w′0| = |w0|+ |p| = d0 + |p| = |w7|+ |pw1| = d′0. Nous obtenons alors
l-shrink(S′) = ((p′)−1w′0, (p
′)−1w′1, w2, w3, (q
′)−1w′4, (q
′)−1w′5, w6, w7)
= (p−1pw0, p−1pw1, w2, w3, q−1qw4, q−1qw5, w6, w7)
= S
puisque p′ = Pref |p|(w′1w2) = p et q′ = Pref |p|(w′5w6) = q. Alors l-shrink(S′) =
(l-shrink ◦ l-extend)(S) = S.
(iv) La de´monstration est semblable a` celle pre´sente´e en (iii).
(v) De´coule directement de la de´finition de l’ope´rateur swap.
Bien que les ope´rateurs extend, swap, l-extend et r-extend fournissent un al-
gorithme de ge´ne´ration de tous les 2-carre´s (premiers ou compose´s), il est possible
d’ame´liorer grandement sa performance en observant certaines proprie´te´s de commuta-
tivite´ (voir figure 6.8).
Proposition 26. Soit Θ ∈ {extend, swap, l-extend,r-extend} et i ∈ Z8. Alors
(i) Θi = Θi+4 ;
(ii) swapi = swapi+2 ;
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extend0
extend2
extend2 swap1
swap1
extend0
Figure 6.8: Deux fac¸ons distinctes de ge´ne´rer la meˆme tuile 2-carre´e. Le diagramme commute
en vertu de la proposition 26(iii) et (iv).
(iii) extendi+2 ◦ extendi = extendi ◦ extendi+2 ;
(iv) extendi+1 ◦ swapi = swapi ◦ extendi+1 ;
(v) l-extendi ◦ r-extendi = r-extendi ◦ extendi ;
De´monstration. Se ve´rifie a` l’aide de la de´finition des ope´rateurs.
En nous basant sur les re´sultats de cette section, il est possible d’e´crire un algorithme
ge´ne´rant tous les 2-carre´s de pe´rime`tre au plus n (voir algorithme 5).
Algorithme 5 Ge´ne´ration des tuiles 2-carre´es
1: fonction Generate(n)
2: Entre´e : Le pe´rime`tre maximal n des 2-carre´s
3: Sortie : L’ensemble de toutes les tuiles 2-carre´es de pe´rime`tre au plus n
4: T ← ∅
5: Q← {P : P est une croix compose´e de pe´rime`tre au plus n}
6: tant que Q 6= ∅ faire
7: t← Pop(Q)
8: si [t] est un polyomino alors T ← T ∪ {[t]}
9: C ← {extendi(t) : i = 0,1,2,3}
10: C ← C ∪ {swapi(t) : i = 0,1}
11: C ← C ∪ {l-extendi(t) : i = 0,1,2,3 et |wi| = di}
12: C ← C ∪ {r-extendi(t) : i = 0,1,2,3 et |wi| = di}
13: . C contient toutes les tuiles pouvant eˆtre ge´ne´re´es a` partir de t
14: Q← Q ∪ {c ∈ C : |t| < |c| ≤ n}
15: fin tant que
16: retourner T . T contient toutes les tuiles de pe´rime`tre au plus n
17: fin fonction
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En revanche, l’algorithme 5 peut eˆtre conside´rablement ame´liore´ a` l’aide des observations
suivantes :
1. La proposion 26 indique qu’il est possible d’e´viter de ge´ne´rer plusieurs fois une
meˆme tuile en imposant une priorite´ aux ope´rateurs. Par exemple, nous pourrions
permettre l’application de l’ope´rateur extend2 seulement si le dernier ope´rateur
applique´ est soit extend0 ou swap1, c’est-a`-dire que ces deux derniers ope´rateurs
auraient priorite´ sur extend2 ;
2. Nous croyons e´galement que les ope´rateurs l-extend et r-extend sont superflus.
Plus pre´cise´ment, il semble que de`s qu’un de ces ope´rateurs est applique´, alors
aucun des chemins ge´ne´re´s n’est auto-e´vitant (voir figure 6.9) ;
3. Les ope´rateurs de ge´ne´ration pre´servent la composition des chemins (ou des tuiles),
c’est-a`-dire que si on applique, par exemple, l’ope´rateur extend a` une tuile com-
pose´e, alors le re´sultat sera aussi une tuile compose´e. Ce point est aborde´ dans la
section qui suit.
La figure 6.9 illustre une trace partielle des DS-factorisations explore´es par l’algorithme
5 a` partir du pentamino premier :. Il nous est difficile pour le moment d’e´valuer la
complexite´ de l’algorithme 5. En effet, nous ne savons pas exactement combien de DS-
factorisations donnent effectivement des 2-carre´s, puisqu’il est difficile de de´terminer
si les chemins sont auto-e´vitants ou non. Par contre, notre algorithme est clairement
plus efficace que la strate´gie na¨ıve qui consiste a` e´nume´rer tous les chemins ferme´s de
longueur n sur F puis de ve´rifier s’ils de´crivent effectivement un polyomino. Une analyse
plus fine des lignes 5 et 8 de l’algorithme 5 s’impose. Finalement, remarquons qu’il n’est
pas difficile d’e´nume´rer les 2-carre´s en ordre croissant de pe´rime`tres : il suffit de munir
l’ensemble Q d’une structure de file a` priorite´.
6.7 Tuiles 2 carre´es premie`res et compose´es
Rappelons qu’un morphisme ϕ sur F est dit homologue si
ϕ(“w) = ’ϕ(w), pour n’importe quel mot w ∈ F∗
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extend0
extend1
extend2
extend3
swap0
swap1
l-extend1
r-extend1
l-extend3
r-extend3
extend0
extend1
swap0swap1
Figure 6.9: Sous-arbre de l’espace des DS-factorisations ge´ne´re´es par l’algorithme 5 a` partir du
pentamino premier.
et qu’un polyomino est dit premier s’il n’existe aucune fac¸on de le paver de fac¸on carre´e
avec un autre polyomino plus petit autre que le carre´ unite´. Pour le reste de la section,
nous supposons que ϕ est un morphisme homologue, que S = (wi)i∈Z8 est une DS-
factorisation et nous posons
ϕ(S) = (ϕ(w0), ϕ(w1), ϕ(w2), ϕ(w3), ϕ(w4), ϕ(w5), ϕ(w6), ϕ(w7)).
Nous montrons dans un premier temps que la composition de morphisme pre´serve les
2-carre´s :
Lemme 38. Soit S = (wi)i∈Z8 une DS-factorisation. Alors ϕ(S) est une DS-factorisation
aussi.
De´monstration. Nous ve´rifions seulement la premie`re condition de la de´finition de
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DS-factorisation, les autres ve´rifications e´tant semblables. Nous trouvons¤ ϕ(w0)ϕ(w1) = Ÿ ϕ(w0w1) = ϕ(’w0w1) = ϕ(’w4w5) = Ÿ ϕ(w4w5) = ¤ ϕ(w4)ϕ(w5).
Soit w′i = ϕ(wi) et d′i = |w′i+1|+ |w′i+3| pour i ∈ Z8. Il suit du lemme 30 qu’il existe des
mots u′i, v′i et un nombre n′i tels que’w′i−3w′i−1 = u′iv′i
w′i = (u
′
iv
′
i)
n′iu′i
w′i+1’w′i+3 = v′iu′i,
ou` 0 ≤ |u′i| < d′i, pour chaque i ∈ Z8.
Le lemme suivant est particulie`rement utile et montre que les facteurs ui et vi sont eux
aussi pre´serve´s par ϕ.
Lemme 39. Pour tout i ∈ Z8, ϕ(ui) = u′i et ϕ(vi) = v′i.
De´monstration. Nous pre´sentons la de´monstration pour i = 0. Premie`rement, remar-
quons que
u′0v
′
0 =
”w′5w′7 = ÷ϕ(w5)ϕ(w7) = ϕ(”w5)ϕ(w7) = ϕ(”w5w7) = ϕ(u0v0).
Il ne reste qu’a` montrer que |u′0| = |ϕ(u0)|. Nous avons aussi
(u′0v
′
0)
n′0u′0 = w
′
0 = ϕ(w0) = ϕ((u0v0)
n0u0) = ϕ(u0v0)
n0ϕ(u0) = (u
′
0v
′
0)
n0ϕ(u0).
Ainsi, si L = |w′0|, alors
d′0 · n′0 + |u′0| = L = d′0 · n0 + |ϕ(u0)|
avec 0 ≤ |u′0| < d′0 et 0 ≤ |ϕ(u0)| < |ϕ(u0v0)| = |u′0v′0| = d′0. Or, il est connu que le
quotient n′0 et le reste |u′0| de la division euclidienne de L par d′0 sont uniques, ce qui
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entraˆıne que n′0 = n0 et |u′0| = |ϕ(u0)|. Nous concluons que ϕ(u0) = u′0 et ϕ(v0) = v′0.
Soient S = (wi)i∈Z8 et S′ = ϕ(S) deux DS-factorisations, g = pgcd(|w2|, d2), g′ =
pgcd(|w′2|, d′2), p = Prefg(w1w2w3), p′ = Prefg′(w′1w′2w′3) et q = Prefg(w5w6w7), q′ =
Prefg′(w
′
5w
′
6w
′
7) (voir la de´finition des ope´rateurs l-extend et r-extend). Comme dans
le cas des mots ui et vi, la structure induite par ϕ est pre´serve´e sur p, p
′, q et q′ :
Lemme 40. Soient p, p′, q, q′ les mots tels que de´finis pour les ope´rateurs l-extend
et r-extend pour S et ϕ(S). Alors, pour n’importe quel i ∈ Z8, ϕ(p) = p′ et ϕ(q) = q′.
De´monstration. Il suit directement du lemme 34(ii) que
(p′)k = w′0w
′
1w
′
2 = ϕ(w0w1w2) = ϕ(p
k) = (ϕ(p))k
(q′)k = w′4w
′
5w
′
6 = ϕ(w4w5w6) = ϕ(q
k) = (ϕ(q))k
et le re´sultat en de´coule.
The´ore`me 17. Pour tout i ∈ Z8, ϕ commute avec extendi, swapi, l-extend et
r-extend.
De´monstration. Il suffit d’utiliser le fait que les facteurs ui, vi, p et q sont pre´serve´s
par ϕ. A` titre d’exemple, nous montrons que swap0 et ϕ commutent. Nous trouvons
ϕ(swap0(S)) = (ϕ(”w4), ϕ((v1u1)n1v1), · · · )
= (÷ϕ(w4), (ϕ(v1)ϕ(u1))n1ϕ(v1), · · · )
= (”w′4, (v′1u′1)n′1v′1, · · · )
= swap0(w
′
0, w
′
1, w
′
2, w
′
3, w
′
4, w
′
5, w
′
6, w
′
7)
= swap0(ϕ(S)),
tel que voulu. La de´monstration des autres e´galite´s est similaire.
Le fait suivant de´coule directement de ce qui pre´ce`de :
Corollaire 6. Soit i ∈ Z8. Alors
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(i) extendi, l-extend, r-extend et swapi pre´servent les tuiles compose´es.
(ii) shrinki, l-shrink, r-shrink et swapi pre´servent les tuiles premie`res.
En outre, nous savons maintenant ge´ne´rer toutes les tuiles premie`res et exactement
chacune d’entre elles a` partir du pentamino :.
Corollaire 7. Soit D une tuile 2-carre´e. Si D est premie`re, alors D se re´duit au penta-
mino :.
6.8 Proprie´te´s centrosyme´triques des 2-carre´s
Dans la suite, nous nous inte´ressons a` la de´monstration de la conjecture 3 qui affirme que
tout 2-carre´ premier admet des factorisations palindromiques ou, de fac¸on e´quivalente,
est fixe´ par rotation d’angle pi. Nous disons d’un polyomino satisfaisant ces conditions
qu’il est centrosyme´trique.
La palindromicite´ des DS-factorisations se traduit simplement sur les facteurs wi, ui et
vi graˆce aux diffe´rentes e´quations sur les mots utilise´s a` travers ce chapitre.
Lemme 41. Les conditions suivantes sont e´quivalentes :
(i) wiwi+1 est un palindrome pour tout i ∈ Z8 ;
(ii) wi = wi+4 pour tout i ∈ Z8 ;
(iii) ui = ui+4 et vi = vi+4 pour tout i ∈ Z8.
De´monstration. On montre d’abord que (i) et (ii) sont e´quivalents. Puisque wiwi+1 =’wi+5’wi+4, nous avons que wiwi+1 est un palindrome si et seulement si flwi+1w˜i =
wiwi+1 = ’wi+5’wi+4. Or, |wi| = |wi+4|, ce qui entraˆıne le re´sultat.
Ve´rifions maintenant que (ii) et (iii) sont e´quivalents. Puisque |ui| = |ui+4| et |vi| =
|vi+4| pour tout i, nous avons wi = wi+4 pour tout i si et seulement si
uivi = ’wi−3wi−1 = flwi+1wi+3 = ’wi+1wi+3 = ui+4vi+4.
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Par ailleurs, les ope´rateurs sur les 2-carre´s pre´sente´s plus haut pre´servent tous les pa-
lindromes dans le sens suivant.
Lemme 42. Soit S une DS-factorisation telle que wiwi+1 est un palindrome pour tout
i ∈ Z8,
Θ ∈ {shift,extend, shrink, swap, l-shrink,r-shrink, l-extend,r-extend}
et S′ = Θ(S) une autre DS-factorisation. Alors w′iw′i+1 est un palindrome pour tout
i ∈ Z8.
De´monstration. (shift) L’ope´rateur shift pre´serve exactement les facteurs wiwi+1,
le re´sultat est imme´diat dans ce cas.
(extend) Conside´rons maintenant l’ope´rateur extend. Nous devons de´montrer que
w′0w′1 = w0 · w1v1u1 et w′1w′2 = w1u1v1 sont des palindromes. Par les e´quations (6.5),
(6.8) et (6.11), nous pouvons e´crire w0w1v1u1 = û5v̂5w0w1. En outre, par le lemme
41(iii), û5v̂5 = u˜1v˜1, ceci de´montre que w0w1v1u1 est un palindrome. On de´montre de
fac¸on semblable que w1v1u1w2 = w1w2v̂5û5 = u1v1w1w2 est un palindrome.
(shrink) Les ide´es sont les meˆmes que pour l’ope´rateur extend, mais on doit supprimer
un motif re´pe´te´ plutoˆt qu’en ajouter un.
(swap) Il suit du lemme 41 et des e´quations (6.6) et (6.11) queflw′0w′1 = v˜1(u˜1v˜1)n1w4
= v̂5(û5v̂5)
n1w0
= v̂5w0(u1v1)
n1
= ”w4v1(u1v1)n1
= w′0w
′
1.
L’argument est le meˆme pour de´montrer que les autres facteurs w′iw′i+1 sont aussi des
palindromes.
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(r-shrink) Conside´rons les ope´rateurs r-shrink0 et r-shrink2. Alors u1 = ε et w1 = v1
et donc w1 = w2w0. En particulier, w0w1 et w1w2 sont des palindromes si et seulement
si w0 et w2 sont des palindromes puisque w0w1 = w0w2w0 et w1w2 = w2w0w2. Il suffit
donc de montrer que w′0 et w′2 sont aussi des palindromes. Or, w2w3w4 = qk+` ou`
w3 =”w0w2 = q`
ou` ` ≥ 2. E´crivons ”w0 = (q1q2)αq1 et w2 = (q2q1)βq2, ou` α + β = `. Comme ` ≥ 2,
nous avons α 6= 0 ou β 6= 0. Ceci implique que q1 et q2 sont des palindromes puisque
w0 et w2 le sont. Nous concluons finalement que w
′
0 = w0(“q2“q1)−1 = (“q2“q1)α−1“q2 et
w′2 = p−1w2 = (q2q1)β−1q2 sont des palindromes.
La de´monstration pour les ope´rateurs l-shrink, r-extend, l-extend se fait de fac¸on
semblable.
Nous sommes maintenant en mesure de re´pondre a` la conjecture 3 :
The´ore`me 18. Toute tuile 2-carre´e premie`re est centrosyme´trique.
De´monstration. Si D est une tuile 2-carre´e premie`re, alors elle se re´duit a` la croix
: qui est constitue´e de palindromes. Or, les ope´rateurs inverses pre´servent tous les
palindromes wiwi+1, d’ou` le re´sultat.
6.9 Proble`mes ouverts
L’e´nume´ration des tuiles 2-carre´es re´ve`le une structure combinatoire riche et complexe
qu’on est en mesure de de´crire a` l’aide d’e´quations sur les mots. Bien que nous ayons
e´tudie´ en de´tail la ge´ne´ration de celles-ci a` l’aide d’ope´rateurs posse´dant des proprie´te´s
remarquables, certains e´le´ments restent a` approfondir.
Par exemple, nous avons observe´ informatiquement que tous les chemins ferme´s ge´ne´re´s
en utilisant au moins une fois les ope´rateurs r-shrink et l-shrink contiennent un point
de croisement. Ceci nous me`ne naturellement a` conjecturer que seuls les ope´rateurs
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shrink et swap suffisent a` re´duire un tuile 2-carre´e, de sorte que seuls les ope´rateurs
extend et swap sont ne´cessaires dans un but de ge´ne´ration exhaustive.
Conjecture 4. Soit S une DS-factorisation codant un 2-carre´. Alors
(i) S est un pentamino premier ou compose´ ou
(ii) shrinki(S) est un 2-carre´ plus petit que S pour un certain i ∈ Z8 ou
(iii) swapi(S) est un 2-carre´ plus petit que S pour un certain i ∈ Z8.
Il serait aussi inte´ressant de ve´rifier si tout 2-carre´ peut eˆtre ge´ne´re´ de fac¸on unique a`
partir du pentamino : en tenant compte des proprie´te´s commutatives des ope´rateurs
e´nonce´es a` la proposition 26.
En dernier lieu, il semble naturel d’e´tendre les ope´rateurs de re´duction et de ge´ne´ration
aux tuiles n-hexagonales, qui pre´sentent e´galement des pe´riodicite´ locale, bien qu’il
existe des tuiles n-hexagonales pour tout entier n ≥ 1.
CONCLUSION
Dans cette the`se, nous avons e´tudie´ diffe´rents proble`mes se trouvant a` l’intersection de
la combinatoire des mots et de la ge´ome´trie discre`te. Nous avons mis en lumie`re l’inte´reˆt
et les avantages d’une telle approche, en pre´sentant la solution a` proble`mes portant sur
les pavages. Nous avons e´galement contribue´ a` l’e´tude de la complexite´ palindromique
dans les mots infinis et facilite´ la compre´hension de la structure des codages de rotations
et des mots pseudostandards ge´ne´ralise´s.
Il est inte´ressant de mentionner le fait que notre article sur les codages de rotations
(Blondin Masse´ et al., 2011) ainsi que l’un des arbitres l’ayant examine´ ont mis en
e´vidence une erreur mineure de l’article de Katok (Katok, 1980). Il faut en effet rem-
placer toutes les occurrences de m+ 1 par m+ 2 dans le lemme 2.
Il reste de nombreux proble`mes a` re´soudre dans les domaines e´tudie´s et nous sommes
convaincus que les outils pre´sente´s dans cette the`se favoriseront la re´solution de cer-
tains d’entre eux. Par exemple, nous connaissons bien peu de choses sur la famille des
mots pseudostandards ge´ne´ralise´s qui est pourtant naturelle et contient plusieurs mots
ce´le`bres tels que le mot de Thue-Morse et les suites sturmiennes. Il existe e´galement
plusieurs proble`mes secondaires a` conside´rer sur la cloˆture palindromique ite´re´. Par
exemple, e´tant donne´ un pseudopalindrome p, quel est le mot u le plus court dont p est
la cloˆture pseudopalindromique ?
Il reste de nombreuses avenues a` explorer concernant les pavages bidimensionnels par
translation. Une ide´e serait de ve´rifier quels re´sultats et proprie´te´s peuvent eˆtre e´tendus
au cas ou` le contour des tuile est de´limite´ par des courbes lisses par morceaux. Aussi, il
est fort probable que les ide´es permettant de caracte´riser les tuiles n-carre´es me`nent a`
une caracte´risation des tuiles n-hexagonales ou des tuiles sur d’autres re´seaux, tels que
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la grille hexagonale.
Aussi, bien que nous ayons conside´re´ des proble`mes en dimension deux, il semble raison-
nable de croire que certaines ide´es peuvent eˆtre plonge´es dans un espace de dimension
trois. C’est d’ailleurs un de mes objectifs dans les anne´es a` venir. Plus pre´cise´ment,
il s’agit d’e´tudier les pavages re´guliers engendre´s par les polycubes, une ge´ne´ration na-
turelle des polyominos en dimension trois. Bien que nous ne puissions pas de´crire ces
objets par un mot de contour, diffe´rentes repre´sentations en trois dimensions base´es sur
la combinatoire des mots ont e´te´ propose´es dans la litte´rature (Vuillon, 1998; Arnoux,
Berthe´ et Siegel, 2004; Fernique, 2006; Berthe´ et Labbe´, 2011). Cette nouvelle vague
de publications prometteuse nous me`nera sans doute vers une meilleure compre´hension
des proble`mes de pavages tridimensionnels, qui pre´sentent des applications inte´ressantes,
entre autres dans le domaine de la cristallographie.
APPENDICE A
CODE SOURCE
Dans cet annexe, on trouve le code source de quatre fichiers utilise´s dans le cadre de
mon doctorat, principalement a` des fins d’exploration informatique. Les trois premiers
fichiers ont e´te´ conc¸us par moi alors que le dernier a e´te´ cre´e´ conjointement avec Ariane
Garon et Se´bastien Labbe´. Ils sont tous sous license GPL.
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A.1 Fichier palindromic closure.sage
#*****************************************************************************
# Copyright (C) 2011 Alexandre Blondin Masse <ablondin@uqac.ca>,
#
# Distributed under the terms of the GNU General Public License
# version 2 (GPLv2)
#
# The full text of the GPLv2 is available at:
#
# http :// www.gnu.org/licenses/
#*****************************************************************************
def _iterated_right_palindromic_closure_iterator(self , f=None):
r"""
Returns an iterator over the iterated (‘f‘-) palindromic closure of self.
INPUT:
- ‘‘f‘‘ - involution (default: None) on the alphabet of self. It must
be callable on letters as well as words (e.g. WordMorphism ).
OUTPUT:
iterator -- the iterated (‘f‘-) palindromic closure of self
EXAMPLES ::
sage: w = Word(’abc ’)
sage: it = w._iterated_right_palindromic_closure_iterator ()
sage: Word(it)
word: abacaba
::
sage: w = Word(’aaa ’)
sage: it = w._iterated_right_palindromic_closure_iterator ()
sage: Word(it)
word: aaa
::
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sage: w = Word(’abbab ’)
sage: it = w._iterated_right_palindromic_closure_iterator ()
sage: Word(it)
word: ababaabababaababa
An infinite word::
sage: t = words.ThueMorseWord(’ab ’)
sage: it = t._iterated_right_palindromic_closure_iterator ()
sage: Word(it)
word: ababaabababaababaabababaababaabababaabab ...
TESTS:
The empty word::
sage: w = Word()
sage: it = w._iterated_right_palindromic_closure_iterator ()
sage: it.next()
Traceback (most recent call last):
...
StopIteration
REFERENCES:
- [1] A. de Luca , A. De Luca , Pseudopalindrome closure operators
in free monoids , Theoret. Comput. Sci. 362 (2006) 282 --300.
"""
par = self.parent ()
w = self [:0]
for letter in self:
length_before = w.length ()
w = (w*par([ letter ])). palindromic_closure(f=f)
length_after = w.length ()
d = length_after - length_before
for a in w[-d:]:
yield a
def _iterated_right_palindromic_closure_recursive_iterator(self , f=None):
r"""
Returns an iterator over the iterated (‘f‘-) palindromic closure of
self.
156
INPUT:
- ‘‘f‘‘ - involution (default: None) on the alphabet of self.
It must be callable on letters as well as words
(e.g. WordMorphism ).
OUTPUT:
iterator -- the iterated (‘f‘-) palindromic closure of self
ALGORITHM:
For the case of palindromes only , it has been shown in [2] that
the iterated right palindromic closure of a given word ‘w‘,
denoted by ‘IRPC(w)‘, may be obtained as follows.
Let ‘w‘ be any word and ‘x‘ be a letter. Then
#. If ‘x‘ does not occur in ‘w‘,
‘IRPC(wx) = IRPC(w) \cdot x \cdot IRPC(w)‘
#. Otherwise , write ‘w = w_1xw_2 ‘ such that ‘x‘ does not
occur in ‘w_2 ‘. Then ‘IRPC(wx) = IRPC(w) \cdot IRPC(w_1)^{-1}
\cdot IRPC(w)‘
This formula is directly generalized to the case of
‘f‘-palindromes. See [1] for more details.
EXAMPLES ::
sage: w = Word(’abc ’)
sage: it = w._iterated_right_palindromic_closure_recursive_iterator ()
sage: Word(it)
word: abacaba
::
sage: w = Word(’aaa ’)
sage: it = w._iterated_right_palindromic_closure_recursive_iterator ()
sage: Word(it)
word: aaa
::
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sage: w = Word(’abbab ’)
sage: it = w._iterated_right_palindromic_closure_recursive_iterator ()
sage: Word(it)
word: ababaabababaababa
An infinite word::
sage: t = words.ThueMorseWord(’ab ’)
sage: it = t._iterated_right_palindromic_closure_recursive_iterator ()
sage: Word(it)
word: ababaabababaababaabababaababaabababaabab ...
TESTS:
The empty word::
sage: w = Word()
sage: it = w._iterated_right_palindromic_closure_recursive_iterator ()
sage: it.next()
Traceback (most recent call last):
...
StopIteration
REFERENCES:
- [1] A. de Luca , A. De Luca , Pseudopalindrome closure operators
in free monoids , Theoret. Comput. Sci. 362 (2006) 282 --300.
- [2] J. Justin , Episturmian morphisms and a Galois theorem on
continued fractions , RAIRO Theoret. Informatics Appl. 39 (2005)
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"""
parent = self.parent ()
ipcw = self [:0]
lengths = []
for i, letter in enumerate(self):
lengths.append(ipcw.length ())
w = self[:i]
pos = w.rfind(parent ([ letter ]))
if pos == -1:
to_append = parent ([ letter ]). palindromic_closure(f=f) + ipcw
else:
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to_append = ipcw[lengths[pos ]:]
ipcw += to_append
for a in to_append:
yield a
def iterated_right_palindromic_closure(self , f=None , algorithm=’recursive ’):
r"""
Returns the iterated (‘f‘-) palindromic closure of self.
INPUT:
- ‘‘f‘‘ - involution (default: None) on the alphabet of self. It must
be callable on letters as well as words (e.g. WordMorphism ).
- ‘‘algorithm ‘‘ - string (default: ‘‘’recursive ’‘‘) specifying which
algorithm to be used when computing the iterated palindromic closure.
It must be one of the two following values:
- ‘‘’definition ’‘‘ - computed using the definition
- ‘‘’recursive ’‘‘ - computation based on an efficient formula
that recursively computes the iterated right palindromic closure
without having to recompute the longest ‘f‘-palindromic suffix
at each iteration [2].
OUTPUT:
word -- the iterated (‘f‘-) palindromic closure of self
EXAMPLES ::
sage: w = Word(’abc ’)
sage: w.iterated_right_palindromic_closure ()
word: abacaba
::
sage: w = Word(’aaa ’)
sage: w.iterated_right_palindromic_closure ()
word: aaa
::
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sage: w = Word(’abbab ’)
sage: w.iterated_right_palindromic_closure ()
word: ababaabababaababa
A right ‘f‘-palindromic closure ::
sage: f = WordMorphism(’a->b,b->a’)
sage: w = Word(’abbab ’)
sage: w.iterated_right_palindromic_closure(f=f)
word: abbaabbaababbaabbaabbaababbaabbaab
An infinite word::
sage: t = words.ThueMorseWord(’ab ’)
sage: t.iterated_right_palindromic_closure ()
word: ababaabababaababaabababaababaabababaabab ...
There are two implementations computing the iterated right
‘f‘-palindromic closure , the latter being much more efficient ::
sage: w = Word(’abaab ’)
sage: u = w.iterated_right_palindromic_closure(algorithm=’definition ’)
sage: v = w.iterated_right_palindromic_closure(algorithm=’recursive ’)
sage: u
word: abaabaababaabaaba
sage: u == v
True
sage: w = words.RandomWord (8)
sage: u = w.iterated_right_palindromic_closure(algorithm=’definition ’)
sage: v = w.iterated_right_palindromic_closure(algorithm=’recursive ’)
sage: u == v
True
TESTS:
The empty word::
sage: w = Word()
sage: w.iterated_right_palindromic_closure ()
word:
If the word is finite , so is the result ::
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sage: w = Word ([0 ,1]*7)
sage: c = w.iterated_right_palindromic_closure ()
sage: type(c)
<class ’sage.combinat.words.word.FiniteWord_iter_with_caching ’>
REFERENCES:
- [1] A. de Luca , A. De Luca , Pseudopalindrome closure operators
in free monoids , Theoret. Comput. Sci. 362 (2006) 282 --300.
- [2] J. Justin , Episturmian morphisms and a Galois theorem on
continued fractions , RAIRO Theoret. Informatics Appl. 39 (2005)
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"""
from sage.combinat.words.word import FiniteWord_class , InfiniteWord_class
if isinstance(self , FiniteWord_class ):
length = "finite"
elif isinstance(self , InfiniteWord_class ):
length = None
else:
length = "unknown"
if algorithm == ’definition ’:
it = self._iterated_right_palindromic_closure_iterator(f=f)
elif algorithm == ’recursive ’:
it = self._iterated_right_palindromic_closure_recursive_iterator(f=f)
else:
raise ValueError , "algorithm (=%s) must be either ’definition ’ or\
’recursive ’"
return self._parent(it, length=length)
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A.2 Fichier iterated palindromic closure .sage
#*****************************************************************************
# Copyright (C) 2011 Alexandre Blondin Masse <ablondin@uqac.ca >,
#
# Distributed under the terms of the GNU General Public License
# version 2 (GPLv2)
#
# The full text of the GPLv2 is available at:
#
# http :// www.gnu.org/licenses/
#*****************************************************************************
def _iterated_right_palindromic_closure_iterator(self , f=None):
r"""
Returns an iterator over the iterated (‘f‘-) palindromic closure of self.
INPUT:
- ‘‘f‘‘ - involution (default: None) on the alphabet of self. It must
be callable on letters as well as words (e.g. WordMorphism ).
OUTPUT:
iterator -- the iterated (‘f‘-) palindromic closure of self
EXAMPLES ::
sage: w = Word(’abc ’)
sage: it = w._iterated_right_palindromic_closure_iterator ()
sage: Word(it)
word: abacaba
::
sage: w = Word(’aaa ’)
sage: it = w._iterated_right_palindromic_closure_iterator ()
sage: Word(it)
word: aaa
::
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sage: w = Word(’abbab ’)
sage: it = w._iterated_right_palindromic_closure_iterator ()
sage: Word(it)
word: ababaabababaababa
An infinite word::
sage: t = words.ThueMorseWord(’ab ’)
sage: it = t._iterated_right_palindromic_closure_iterator ()
sage: Word(it)
word: ababaabababaababaabababaababaabababaabab ...
TESTS:
The empty word::
sage: w = Word()
sage: it = w._iterated_right_palindromic_closure_iterator ()
sage: it.next()
Traceback (most recent call last):
...
StopIteration
REFERENCES:
- [1] A. de Luca , A. De Luca , Pseudopalindrome closure operators
in free monoids , Theoret. Comput. Sci. 362 (2006) 282 --300.
"""
par = self.parent ()
w = self [:0]
for letter in self:
length_before = w.length ()
w = (w*par([ letter ])). palindromic_closure(f=f)
length_after = w.length ()
d = length_after - length_before
for a in w[-d:]:
yield a
def _iterated_right_palindromic_closure_recursive_iterator(self , f=None):
r"""
Returns an iterator over the iterated (‘f‘-) palindromic closure of
self.
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INPUT:
- ‘‘f‘‘ - involution (default: None) on the alphabet of self.
It must be callable on letters as well as words
(e.g. WordMorphism ).
OUTPUT:
iterator -- the iterated (‘f‘-) palindromic closure of self
ALGORITHM:
For the case of palindromes only , it has been shown in [2] that
the iterated right palindromic closure of a given word ‘w‘,
denoted by ‘IRPC(w)‘, may be obtained as follows.
Let ‘w‘ be any word and ‘x‘ be a letter. Then
#. If ‘x‘ does not occur in ‘w‘,
‘IRPC(wx) = IRPC(w) \cdot x \cdot IRPC(w)‘
#. Otherwise , write ‘w = w_1xw_2 ‘ such that ‘x‘ does not
occur in ‘w_2 ‘. Then ‘IRPC(wx) = IRPC(w) \cdot IRPC(w_1)^{-1}
\cdot IRPC(w)‘
This formula is directly generalized to the case of
‘f‘-palindromes. See [1] for more details.
EXAMPLES ::
sage: w = Word(’abc ’)
sage: it = w._iterated_right_palindromic_closure_recursive_iterator ()
sage: Word(it)
word: abacaba
::
sage: w = Word(’aaa ’)
sage: it = w._iterated_right_palindromic_closure_recursive_iterator ()
sage: Word(it)
word: aaa
::
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sage: w = Word(’abbab ’)
sage: it = w._iterated_right_palindromic_closure_recursive_iterator ()
sage: Word(it)
word: ababaabababaababa
An infinite word::
sage: t = words.ThueMorseWord(’ab ’)
sage: it = t._iterated_right_palindromic_closure_recursive_iterator ()
sage: Word(it)
word: ababaabababaababaabababaababaabababaabab ...
TESTS:
The empty word::
sage: w = Word()
sage: it = w._iterated_right_palindromic_closure_recursive_iterator ()
sage: it.next()
Traceback (most recent call last):
...
StopIteration
REFERENCES:
- [1] A. de Luca , A. De Luca , Pseudopalindrome closure operators
in free monoids , Theoret. Comput. Sci. 362 (2006) 282 --300.
- [2] J. Justin , Episturmian morphisms and a Galois theorem on
continued fractions , RAIRO Theoret. Informatics Appl. 39 (2005)
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"""
parent = self.parent ()
ipcw = self [:0]
lengths = []
for i, letter in enumerate(self):
lengths.append(ipcw.length ())
w = self[:i]
pos = w.rfind(parent ([ letter ]))
if pos == -1:
to_append = parent ([ letter ]). palindromic_closure(f=f) + ipcw
else:
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to_append = ipcw[lengths[pos ]:]
ipcw += to_append
for a in to_append:
yield a
def iterated_right_palindromic_closure(self , f=None , algorithm=’recursive ’):
r"""
Returns the iterated (‘f‘-) palindromic closure of self.
INPUT:
- ‘‘f‘‘ - involution (default: None) on the alphabet of self. It must
be callable on letters as well as words (e.g. WordMorphism ).
- ‘‘algorithm ‘‘ - string (default: ‘‘’recursive ’‘‘) specifying which
algorithm to be used when computing the iterated palindromic closure.
It must be one of the two following values:
- ‘‘’definition ’‘‘ - computed using the definition
- ‘‘’recursive ’‘‘ - computation based on an efficient formula
that recursively computes the iterated right palindromic closure
without having to recompute the longest ‘f‘-palindromic suffix
at each iteration [2].
OUTPUT:
word -- the iterated (‘f‘-) palindromic closure of self
EXAMPLES ::
sage: w = Word(’abc ’)
sage: w.iterated_right_palindromic_closure ()
word: abacaba
::
sage: w = Word(’aaa ’)
sage: w.iterated_right_palindromic_closure ()
word: aaa
::
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sage: w = Word(’abbab ’)
sage: w.iterated_right_palindromic_closure ()
word: ababaabababaababa
A right ‘f‘-palindromic closure ::
sage: f = WordMorphism(’a->b,b->a’)
sage: w = Word(’abbab ’)
sage: w.iterated_right_palindromic_closure(f=f)
word: abbaabbaababbaabbaabbaababbaabbaab
An infinite word::
sage: t = words.ThueMorseWord(’ab ’)
sage: t.iterated_right_palindromic_closure ()
word: ababaabababaababaabababaababaabababaabab ...
There are two implementations computing the iterated right
‘f‘-palindromic closure , the latter being much more efficient ::
sage: w = Word(’abaab ’)
sage: u = w.iterated_right_palindromic_closure(algorithm=’definition ’)
sage: v = w.iterated_right_palindromic_closure(algorithm=’recursive ’)
sage: u
word: abaabaababaabaaba
sage: u == v
True
sage: w = words.RandomWord (8)
sage: u = w.iterated_right_palindromic_closure(algorithm=’definition ’)
sage: v = w.iterated_right_palindromic_closure(algorithm=’recursive ’)
sage: u == v
True
TESTS:
The empty word::
sage: w = Word()
sage: w.iterated_right_palindromic_closure ()
word:
If the word is finite , so is the result ::
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sage: w = Word ([0 ,1]*7)
sage: c = w.iterated_right_palindromic_closure ()
sage: type(c)
<class ’sage.combinat.words.word.FiniteWord_iter_with_caching ’>
REFERENCES:
- [1] A. de Luca , A. De Luca , Pseudopalindrome closure operators
in free monoids , Theoret. Comput. Sci. 362 (2006) 282 --300.
- [2] J. Justin , Episturmian morphisms and a Galois theorem on
continued fractions , RAIRO Theoret. Informatics Appl. 39 (2005)
207 -215.
"""
from sage.combinat.words.word import FiniteWord_class , InfiniteWord_class
if isinstance(self , FiniteWord_class ):
length = "finite"
elif isinstance(self , InfiniteWord_class ):
length = None
else:
length = "unknown"
if algorithm == ’definition ’:
it = self._iterated_right_palindromic_closure_iterator(f=f)
elif algorithm == ’recursive ’:
it = self._iterated_right_palindromic_closure_recursive_iterator(f=f)
else:
raise ValueError , "algorithm (=%s) must be either ’definition ’ or\
’recursive ’"
return self._parent(it, length=length)
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A.3 Fichier equations.sage
#*****************************************************************************
# Copyright (C) 2011 Alexandre Blondin Masse <ablondin@uqac.ca>,
#
# Distributed under the terms of the GNU General Public License
# version 2 (GPLv2)
#
# The full text of the GPLv2 is available at:
#
# http :// www.gnu.org/licenses/
#*****************************************************************************
#----------#
# Constant #
#----------#
Freeman = WordPaths(’abAB’)
BAR = lambda n: -n
F_BAR = WordMorphism(’a->A,b->B,A->a,B->b’, codomain=Freeman)
F_HAT = lambda w: F_BAR(w.reversal ())
F_RHO = WordMorphism(’a->b,b->A,A->B,B->a’, codomain=Freeman)
F_SIGMA = WordMorphism(’a->A,b->b,A->a,B->B’, codomain=Freeman)
def PHI(n):
"""
This morphism is used to transform general words into
words on the Freeman alphabet
"""
if n == 1:
return ’a’
elif n == -1:
return ’A’
elif n == 2:
return ’b’
elif n == -2:
return ’B’
#---------------------#
# Partition functions #
#---------------------#
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def get_generic_partition(generic_expressions , delays ):
"""
Returns the equivalence classes induced by overlaping
the given generic expressions.
EXAMPLES ::
sage: get_generic_partition ([[1,2,3,4,5],[5,4,3,2,1]], [0])
[set([1,5]),set([2,4]),set ([3])]
"""
l = min(delays + [0])
u = len(generic_expressions [0])
i = 1
while i < len(generic_expressions ):
u = max(u, len(generic_expressions[i]) + delays[i - 1])
i += 1
partition = []
for i in range(l, u):
if i in range(len(generic_expressions [0])):
c = set([ generic_expressions [0][i]])
else:
c = set ([])
for j in range(1, len(generic_expressions )):
if i in range(delays[j - 1],\
len(generic_expressions[j]) + delays[j - 1]):
c |= set([ generic_expressions[j][i - delays[j - 1]]])
i = 0
partition = merge_group_in_partition(c, partition)
partition = merge_group_in_partition(set(map(lambda n:-n, c)), partition)
return partition
def merge_group_in_partition(group , partition ):
"""
Merges the given group to the partition
If this group creates bigger classes , they are merged as well.
EXAMPLES:
sage: merge_group_in_partition ([set([2,3]), [set([1,2]),set ([3 ,4])])
[set([1,2,3,4])]
sage: merge_group_in_partition ([set([1,2]), [set([1,2]),set ([3 ,4])])
[set([1,2]),set ([3 ,4])]
sage: merge_group_in_partition ([set([5]), [set([1,2]),set ([3 ,4])])
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[set([1,2]),set([3,4]),set ([5])]
"""
if len(group) == 0:
return copy(partition)
else:
merged_partition = []
merged_class = group.copy()
for c in partition:
if len(c & group) == 0:
merged_partition.append(c)
else:
merged_class |= c
merged_partition.append(merged_class)
return merged_partition
def get_representants(partition ):
"""
Returns a dictionary giving , for each number its representant
according to the given partition.
For sake of simplicity , the integer close to 0 is chosen.
EXAMPLES:
sage: get_representants ([set([1,2]),set ([3 ,4 ,5])])
{1 : 1, 2 : 1, 3 : 3, 4 : 3, 5 : 3}
"""
representants = {}
for p in partition:
r = min(p, key = lambda n:abs(n))
for q in p:
representants[q] = r
return representants
def is_realizable(partition ):
"""
Returns True if no letter is equivalent to its complement
EXAMPLES:
sage: is_realizable ([set([1,2]),set ([3 ,4])])
True
sage: is_realizable ([set([1,2,-1]),set ([3 ,4])])
False
"""
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realizable = True
i = 0
while realizable and i < len(partition ):
realizable = len(set(map(lambda x:abs(x), partition[i]))) ==\
len(partition[i])
i += 1
return realizable
#----------------------------#
# Solving equations on words #
#----------------------------#
def get_generic_words(lengths ):
"""
Returns the general solution of the given equation on words.
EXAMPLES:
sage: get_generic_words ({’u’ : 4})
{’u’ : [1,2,3,4]}
sage: get_generic_words ({’u’ : 2, ’v’ : 6})
{’u’ : [1,2], ’v’ : [3,4,5,6,7,8]}
"""
i = 1
generic_words = {}
for w in lengths:
generic_words[w] = range(i, i + lengths[w])
i += lengths[w]
return generic_words
def translate_generic_expression(generic_words , expression ):
"""
Translates an expression involving words into its generic word
Three special symbols may be used in an expression , -, ~ and ^,
playing respectively the role of the complement operator , the
reversal operator and the hat operator. They have to be placed
in front of the word on which it applies.
EXAMPLES:
sage: translate_generic_expression ({’u’ : [1,2,3,4]}, ’uu ’)
[1,2,3,4,1,2,3,4]
sage: translate_generic_expression ({’u’ : [1,2,3,4]}, ’-u~u^u ’)
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[-1,-2,-3,-4,4,3,2,1,-4,-3,-2,-1]
"""
i = 0
generic_expression = []
while i < len(expression ):
if expression[i] == ’~’:
reversal = copy(generic_words[expression[i+1]])
reversal.reverse ()
generic_expression += reversal
i += 2
elif expression[i] == ’-’:
generic_expression += map(lambda n:-n,\
generic_words[expression[i+1]])
i += 2
elif expression[i] == ’^’:
reversal = copy(generic_words[expression[i+1]])
reversal.reverse ()
generic_expression += map(lambda n:-n, reversal)
i += 2
else:
generic_expression += generic_words[expression[i]]
i += 1
return generic_expression
def reduce_solution(solution ):
"""
Transforms the solution by reducing the numbers appearing
For instance , if numbers 1, 3, 4 and 6 appears they are replaced
respectively by 1, 2, 3 and 4.
EXAMPLES:
sage: reduce_solution ({’u’ : [1,2,2,1], ’v’ : [1,5,1]})
{’u’ : [1,2,2,1], ’v’ : [1,3,1]}
"""
numbers = sorted(list(set(map(lambda x:abs(x),\
reduce(lambda s, t: s + t, solution.values ())))))
reduced = {}
for w in solution:
reduced[w] = map(lambda n:(-1) ** int(n < 0) *\
(numbers.index(abs(n)) + 1), solution[w])
return reduced
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def overlap(lengths , equations , delays ):
"""
Returns the general solution of the given equation on words
EXAMPLES ::
sage: overlap({’u’ : 4}, [’u’, ’~u’], [0])
{’u’ : [1,2,2,1]}
sage: overlap({’u’ : 4, ’v’ : 4}, [’u’, ’~u’, ’v’], [0, 2])
{’u’ : [1,2,2,1], ’v’ : [2,1,3,4]}
"""
generic_words = get_generic_words(lengths)
generic_expressions = map(lambda e:translate_generic_expression\
(generic_words , e), equations)
partition = get_generic_partition(generic_expressions , delays)
if not is_realizable(partition ):
return None
else:
representants = get_representants(partition)
solution = generic_words.copy()
for gw in solution:
solution[gw] = map(lambda w:representants[w], generic_words[gw])
return reduce_solution(solution)
#---------------------------#
# Enumerating all solutions #
#---------------------------#
def overlap_dps_distinct_lengths(length1 , length2 , length3 , delay):
return overlap ({’A’ : length1 , ’B’ : length2 , ’X’ : length3 ,\
’Y’ : length1 + length2 - length3},\
[’AB -A-BAB -A-B’, ’~A~B’, ’XY -X-Y’, ’~X~Y’],\
[0, delay , delay])
def get_all_distinct_lengths_dps_particular_solutions(l, m, n):
solutions = []
for length1 in range(0, l):
for length2 in range(0, m):
for length3 in set(range(0, length1 + length2 + 1)):
for delay in range(1, length1 ):
solution = overlap_dps_distinct_lengths\
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(length1 , length2 , length3 , delay)
if solution != None:
boundary_general = solution[’A’] + solution[’B’]\
+ map(lambda n:-n, solution[’A’])\
+ map(lambda n:-n, solution[’B’])
if len(set(map(lambda n:abs(n), boundary_general )))\
== 2 and seems_prime(boundary_general ):
solutions.append(Freeman(map(lambda n:PHI(n),\
boundary_general )))
return solutions
def get_all_distinct_lengths_dps(l, m, n):
return filter(lambda p:p[1:]. is_simple (),\
get_all_distinct_lengths_dps_particular_solutions(l, m, n))
def double_square_iterator(max_length=None ,\
max_iteration=None ,\
merge_isometric=True):
i = 0
p = 2
double_squares = set ([])
if max_length is None:
max_length = Infinity
if max_iteration is None:
max_iteration = Infinity
while p <= max_length / 2:
for a in range(1, p - 1):
b = p - a
for d in range(1, min(a - 1, p / 2)):
for x in range(a + 1 - d, p - 1):
y = p - x
solution = overlap_dps_distinct_lengths(a, b, x, d)
if solution:
boundary_general = solution[’A’] + solution[’B’] + \
map(BAR , solution[’A’]) + map(BAR , solution[’B’])
if len(set(map(lambda n:abs(n), boundary_general )))\
== 2 and seems_prime(boundary_general ):
word = min(Freeman(map(lambda n:PHI(n),\
boundary_general )). conjugates ())
if word.is_simple () and word not in double_squares:
yield word
inv_word = min(F_HAT(word). conjugates ())
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if merge_isometric:
iso_tiles = map(lambda p:\
min(p.conjugates ()),\
isometric_paths(word))
iso_tiles += map(lambda p:\
min(p.conjugates ()),\
isometric_paths(inv_word ))
else:
iso_tiles = [word , inv_word]
i += 1
if i >= max_iteration:
raise StopIteration
double_squares |= set(iso_tiles)
p += 2
#------------------#
# Useful functions #
#------------------#
def seems_prime(boundary_general ):
i = 0
prime = True
while prime and i < len(boundary_general ):
prime = (i % 2 == 0 and boundary_general[i] in [-1, 1])\
or (i % 2 == 1 and boundary_general[i] in [-2, 2])
i += 1
return prime
def plot_tiles(tiles ):
G = [p.plot(pathoptions=dict(rgbcolor=’red’,thickness =1),\
endarrow=False ,startpoint=False) for p in tiles]
cols = int(sqrt(len(tiles )))
rows = len(tiles) / cols + 1
g = graphics_array(G, rows , cols)
g.show(figsize =[15, 15 * rows/cols])
def latex_table(tiles , figure_width =2, num_cols =8):
perimeter_to_tiles = {}
for tile in tiles:
if len(tile) not in perimeter_to_tiles:
perimeter_to_tiles[len(tile)] = [tile]
else:
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perimeter_to_tiles[len(tile )]. append(tile)
s = ’\\ begin{supertabular }{|c|l|}\n’
s += ’ \hline\n’
s += " P\\’erim\‘etre & Tuiles \\\\\n"
s += ’ \hline\n’
perimeters = sorted(perimeter_to_tiles.keys ())
for p in perimeters:
s += ’ ’ + str(p) + ’ & \\begin{tikzpicture }\n’
s += ’ \\ matrix [ampersand replacement =\&,\n’
s += ’ every cell/.style={ anchor=base},\n’
s += ’ column sep=5mm,row sep=7mm]\n’
s += ’ {\n’
i = 0
for t in perimeter_to_tiles[p]:
figure_height = figure_width
h = t.height ()
w = t.width ()
step = 1.0 * figure_width / max(h, w)
x = min(map(lambda p: p[0], t.points ())) * step
y = min(map(lambda p: p[1], t.points ())) * step
s += ’ \\ filldraw[draw=black , fill=black !20,\
x=%scm , y=%scm , xshift =%scm ,\
yshift =%scm] ’\
% (step , step , -x + (figure_width - w * step) / 2.0, -y +\
(figure_height - h * step) / 2.0)
s += t.tikz_trajectory () + ’; ’
if i % num_cols == num_cols - 1:
s += ’\\\\\n’
elif i < len(perimeter_to_tiles[p]) - 1:
s += ’\\&\n’
else:
s += ’\\\\\n’
i += 1
s += ’ };\n’
s += ’ \\end{tikzpicture }\n’
s += ’ \\\\\n’
s += ’ \hline\n’
s += ’\\end{supertabular}’
from sage.misc.latex import LatexExpr
return LatexExpr(s)
def isometric_paths(path):
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return [path , F_RHO(path), F_RHO(F_RHO(path)), F_RHO(F_RHO(F_RHO(path ))),\
F_SIGMA(path), F_RHO(F_SIGMA(path)), F_RHO(F_RHO(F_SIGMA(path ))),\
F_RHO(F_RHO(F_RHO(F_SIGMA(path ))))]
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A.4 Fichier configuration .sage
# -*- coding: utf -8 -*-
#*****************************************************************************
# Copyright (C) 2011 Alexandre Blondin Masse <ablondin@uqac.ca>,
# Ariane Garon <ariane.garon@gmail.com >,
# Sebastien Labbe <slabqc@gmail.com >
#
# Distributed under the terms of the GNU General Public License
# version 2 (GPLv2)
#
# The full text of the GPLv2 is available at:
#
# http :// www.gnu.org/licenses/
#*****************************************************************************
r"""
Class Configuration used to study the enumeration
of double square tiles.
AUTHORS:
- Alexandre Blondin Masse
- Sebastien Labbe
"""
class Configuration(object ):
r"""
Configuration object.
INPUT:
- ‘‘A‘‘ - a word path having a 4-letter alphabet parent
- ‘‘B‘‘ - a word path having a 4-letter alphabet parent
- ‘‘d1‘‘ - integer
- ‘‘d2‘‘ - integer
or
- ‘‘A‘‘ - a word path having a 4-letter alphabet parent
- ‘‘B‘‘ - a word path having a 4-letter alphabet parent
- ‘‘d1‘‘ - integer
- ‘‘d2‘‘ - integer
- ‘‘bar ‘‘ - the bar operator
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or
- ‘‘ds ‘‘ - a double square
or
- ‘‘l0 ‘‘ - the length of w0
- ‘‘l1 ‘‘ - the length of w1
- ‘‘l2 ‘‘ - the length of w2
- ‘‘l3 ‘‘ - the length of w3
or
- ‘‘t‘‘ - a tuple of 4 elements (w0,w1 ,w2,w3) or 8 elements
(w0 ,w1,w2,w3 ,w4,w5 ,w6,w7)
- ‘‘bar ‘‘ - the bar operator
EXAMPLES:
From a configuration (A, B, d1, d2)::
sage: P = WordPaths(’abAB ’)
sage: Configuration(P(’aba ’), P(’bAb ’),1,1)
Configuration(w0, w1, w2, w3):
w0 = Path: a w4 = Path: A
w1 = Path: ba w5 = Path: BA
w2 = Path: b w6 = Path: B
w3 = Path: Ab w7 = Path: aB
(|w0|, |w1|, |w2|, |w3|) = (1, 2, 1, 2)
(n0 , n1 , n2, n3) = (0, 1, 0, 1)
From a double square ::
sage: fibo = words.fibonacci_tile
sage: Configuration(fibo (1))
Configuration(w0, w1, w2, w3):
w0 = Path: 3 w4 = Path: 1
w1 = Path: 03 w5 = Path: 21
w2 = Path: 0 w6 = Path: 2
w3 = Path: 10 w7 = Path: 32
(|w0|, |w1|, |w2|, |w3|) = (1, 2, 1, 2)
(n0 , n1 , n2, n3) = (0, 1, 0, 1)
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sage: Configuration(fibo (2))
Configuration(w0, w1, w2, w3):
w0 = Path: 30323 w4 = Path: 12101
w1 = Path: 21232303 w5 = Path: 03010121
w2 = Path: 23212 w6 = Path: 01030
w3 = Path: 10121232 w7 = Path: 32303010
(|w0|, |w1|, |w2|, |w3|) = (5, 8, 5, 8)
(n0 , n1 , n2, n3) = (0, 0, 0, 0)
From four integers ::
sage: c = Configuration (4,2,4,2)
sage: c
Configuration(w0, w1, w2, w3):
w0 = Path: DCab w4 = Path: cdBA
w1 = Path: DC w5 = Path: cd
w2 = Path: BADC w6 = Path: abcd
w3 = Path: BA w7 = Path: ab
(|w0|, |w1|, |w2|, |w3|) = (4, 2, 4, 2)
(n0 , n1 , n2, n3) = (1, 0, 1, 0)
sage: c = Configuration (2,1,2,1)
sage: c
Configuration(w0, w1, w2, w3):
w0 = Path: Ab w4 = Path: aB
w1 = Path: A w5 = Path: a
w2 = Path: BA w6 = Path: ba
w3 = Path: B w7 = Path: b
(|w0|, |w1|, |w2|, |w3|) = (2, 1, 2, 1)
(n0 , n1 , n2, n3) = (1, 0, 1, 0)
"""
def __init__(self , *args):
r"""
Constructor.
See :Configuration: for documentation.
EXAMPLES ::
sage: Configuration (2,2,2,2)
Configuration(w0, w1, w2, w3):
w0 = Path: ab w4 = Path: ab
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w1 = Path: BA w5 = Path: BA
w2 = Path: ab w6 = Path: ab
w3 = Path: BA w7 = Path: BA
(|w0|, |w1|, |w2|, |w3|) = (2, 2, 2, 2)
(n0 , n1 , n2, n3) = (0, 0, 0, 0)
"""
if len(args) == 4 and all(isinstance(a, (int , Integer )) for a in args):
msg = "les delais doivent etre strictement positifs"
assert args [0] + args [2] > 0 and args [1] + args [3] > 0, msg
((w0,w1 ,w2,w3,w4 ,w5,w6,w7), self.bar) = overlap_moi_ca (*args)
self._w = (w0 ,w1,w2 ,w3,w4,w5 ,w6,w7)
alphabet = self.A.parent (). alphabet ()
if not hasattr(alphabet ,’cardinality ’)\
or alphabet.cardinality () != 4:
pass
elif len(args) == 4:
A, B, d1, d2 = args
w0 = A[:d1]
w1 = A[d1:]
w2 = B[:d2]
w3 = B[d2:]
self._w = (w0 ,w1,w2 ,w3)
self.bar = None
elif len(args) == 5:
A, B, d1, d2, self.bar = args
w0 = A[:d1]
w1 = A[d1:]
w2 = B[:d2]
w3 = B[d2:]
self._w = (w0 ,w1,w2 ,w3)
elif len(args) == 2 :
(self._w , self.bar) = args
assert len(self._w) in (4, 8)
elif len(args) == 1:
ds = args [0]
f = find_good_ds_factorisation(ds , delay=’minimize ’)
startA ,endA ,startX ,endX = f
demiper = ds.length ()//2
twice = ds * ds
w0 = twice[startA:startX]
w1 = twice[startX:endA]
w2 = twice[endA:endX]
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w3 = twice[endX:startA+demiper]
w4 = twice[startA+demiper:startX+demiper]
w5 = twice[startX+demiper:endA+demiper]
w6 = twice[endA+demiper:endX+demiper]
w7 = twice[endX+demiper:startA+demiper+demiper]
self._w = (w0,w1,w2 ,w3,w4,w5 ,w6,w7)
self.bar = None
else:
raise TypeError , "Configuration takes one argument (a double square )\
or four arguments (A, B, d1 , d2) not %s."%len(args)
if self.bar is None:
if self.A.parent () != self.B.parent ():
raise ValueError , "A and B must have the same parent"
alphabet = self.A.parent (). alphabet ()
if not hasattr(alphabet ,’cardinality ’)\
or alphabet.cardinality () != 4:
raise ValueError , "The parent of A must have a 4-letter\
alphabet."
e,n,w,s = alphabet
self.bar = WordMorphism ({e:w,w:e,n:s,s:n},codomain=self.A.parent ())
self.verify_definition ()
self.verify_conjecture ()
@lazy_attribute
def hat(self):
return lambda x:self.bar(x). reversal ()
@lazy_attribute
def A(self):
return self._w[0] * self._w[1]
@lazy_attribute
def B(self):
return self._w[2] * self._w[3]
@lazy_attribute
def d1(self):
return len(self._w[0])
@lazy_attribute
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def d2(self):
return len(self._w[2])
@cached_method
def __getitem__(self , i):
r"""
Return the factor w_i
This corresponds to the new definition of configuration (solution ).
EXAMPLES ::
sage: fibo = words.fibonacci_tile
sage: c = Configuration(fibo (1))
sage: [c[i] for i in range (8)]
[Path: 3, Path: 03, Path: 0, Path: 10, Path: 1, Path: 21, Path: 2,
Path: 32]
::
sage: c = Configuration(fibo (2))
sage: [c[i] for i in range (8)]
[Path: 30323, Path: 21232303 , Path: 23212 , Path: 10121232 ,
Path: 12101, Path: 03010121 , Path: 01030 , Path: 32303010]
"""
if 0 <= i < len(self._w):
return self._w[i]
elif i == 4:
return self.hat(self.A)[: self.d1]
elif i == 5:
return self.hat(self.A)[self.d1:]
elif i == 6:
return self.hat(self.B)[: self.d2]
elif i == 7:
return self.hat(self.B)[self.d2:]
else:
raise ValueError , ’i (=%s) must be between 0 and 7.’%i
w = __getitem__
def __eq__(self , other):
r"""
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Returns True if A, B, d1 and d2 are the same.
EXAMPLES ::
sage: fibo = words.fibonacci_tile
sage: c = Configuration(fibo (2))
sage: c == c
True
sage: c == c.conjugate ()
False
sage: c == c.old_extend (2,4). old_shrink (2,4)
True
"""
return isinstance(other , Configuration) and\
self.A == other.A and\
self.B == other.B and\
self.d1 == other.d1 and\
self.d2 == other.d2
def __cmp__(self , other ):
self_bw = self.boundary_word ()
other_bw = other.boundary_word ()
if len(self_bw) != len(other_bw ):
return len(self_bw) - len(other_bw)
else:
return self_bw.__cmp__(other_bw)
def __len__(self):
return len(self.boundary_word ())
def __hash__(self):
r"""
hash
EXAMPLES ::
sage: c = Configuration(words.fibonacci_tile (2))
sage: hash(c)
368453717
sage: hash(c.exchange (0). exchange (0))
368453717
"""
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return hash((self.A,self.B,self.d1 ,self.d2))
def verify_definition(self):
r"""
Checks that the solution verify the definition.
"""
for i in range (4):
msg = "wiwi+1 = hat(wi+4,wi+5) is broken for i=%s"%i
assert self[i] * self[i+1] ==\
self.hat(self[i+4] * self[(i+5)%8]) , msg
def verify_conjecture(self):
r"""
Verification de conjectures.
Si une conjecture nest pas verifie , une AssertionError est lancee.
"""
#Verification que chapeau de uivi est facteur de w pour tout i
bw = self.boundary_word ()
for i in range (8):
factor = self.hat(self.u(i)*self.v(i))
a = factor.is_factor(bw**2)
assert a, "hat(uivi )=(%s) nest pas facteur du contour pour i=%s\
et pour %s"%(factor ,i,self)
#Verification que chapeau de viui est facteur de w pour tout i
for i in range (8):
factor = self.hat(self.v(i)*self.u(i))
a = factor.is_factor(bw**2)
assert a, "hat(viui )=(%s) nest pas facteur du contour pour i=%s\
et pour %s"%(factor ,i,self)
def alphabet(self):
r"""
Returns the python set of the letters that occurs in the boundary
word.
"""
return set(self.boundary_word ())
def boundary_word(self):
r"""
EXAMPLES ::
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sage: fibo = words.fibonacci_tile
sage: c = Configuration(fibo (2))
sage: c
Configuration(w0 , w1, w2, w3):
w0 = Path: 30323 w4 = Path: 12101
w1 = Path: 21232303 w5 = Path: 03010121
w2 = Path: 23212 w6 = Path: 01030
w3 = Path: 10121232 w7 = Path: 32303010
(|w0|, |w1|, |w2|, |w3|) = (5, 8, 5, 8)
(n0 , n1 , n2, n3) = (0, 0, 0, 0)
sage: c.boundary_word ()
Path: 3032321232303232121012123212101030101210...
"""
return self.A*self.B*self.hat(self.A)*self.hat(self.B)
def turning_number(self):
r"""
"""
boundary = self.boundary_word ()
boundary = boundary + boundary [:1]
boundary = boundary.to_integer_word ()
turns = boundary.finite_differences(mod=4)
ev = turns.evaluation_dict ()
return QQ(((ev[1] - ev[3]), 4))
def __repr__(self):
r"""
EXAMPLES ::
sage: fibo = words.fibonacci_tile
sage: c = Configuration(fibo (2))
sage: c
Configuration(w0 , w1, w2, w3):
w0 = Path: 30323 w4 = Path: 12101
w1 = Path: 21232303 w5 = Path: 03010121
w2 = Path: 23212 w6 = Path: 01030
w3 = Path: 10121232 w7 = Path: 32303010
(|w0|, |w1|, |w2|, |w3|) = (5, 8, 5, 8)
(n0 , n1 , n2, n3) = (0, 0, 0, 0)
"""
s = []
s.append("Configuration(w0 , w1 , w2, w3):")
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s += [" w%s = %s"%(i,repr(self[i])) for i in range (4)]
t = [’’] + [" w%s = %s"%(i,repr(self[i])) for i in range (4,8)]
s.append("(|w0|, |w1|, |w2|, |w3|) = %s"%(tuple(map(len ,\
(self[i] for i in range (4)))) ,))
s.append("(n0 , n1, n2, n3) = %s"%(tuple(self.n(i)\
for i in range (4)) ,))
return tableau_de_col(s,t)
def _latex_(self):
r"""
Returns a 8-tuple representing the configuration in Latex
EXAMPLES ::
sage: fibo = words.fibonacci_tile
sage: c = Configuration(fibo (2))
sage: latex(c)
(30323 ,21232303 ,23212 ,10121232 ,12101 ,03010121 ,01030 ,32303010)
"""
from sage.misc.latex import LatexExpr
w = [self[i]. string_rep () for i in range (8)]
w = map(lambda s: ’\\’ + ’\\’.join(s), w)
return LatexExpr("(%s)"%", ".join(w))
@cached_method
def u(self , i):
r"""
EXAMPLES ::
sage: fibo = words.fibonacci_tile
sage: c = Configuration(fibo (2))
sage: c.u(0)
Path: 30323
sage: c.v(0)
Path: 21232303010
sage: c[0]
Path: 30323
"""
p = self.hat(self[(i -3)%8]) * self[(i -1)%8]
return p[:len(self[i])%len(p)]
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@cached_method
def v(self , i):
r"""
EXAMPLES ::
"""
p = self.hat(self[(i -3)%8]) * self[(i -1)%8]
return p[len(self[i])% len(p):]
@cached_method
def n(self , i):
r"""
EXAMPLES ::
sage: c = Configuration(words.fibonacci_tile (2))
sage: c
Configuration(w0 , w1, w2, w3):
w0 = Path: 30323 w4 = Path: 12101
w1 = Path: 21232303 w5 = Path: 03010121
w2 = Path: 23212 w6 = Path: 01030
w3 = Path: 10121232 w7 = Path: 32303010
(|w0|, |w1|, |w2|, |w3|) = (5, 8, 5, 8)
(n0 , n1 , n2, n3) = (0, 0, 0, 0)
sage: [c.n(i) for i in range (8)]
[0, 0, 0, 0, 0, 0, 0, 0]
"""
p = self.hat(self[(i -3)%8]) * self[(i -1)%8]
return len(self[i]) // len(p)
@cached_method
def d(self , i):
r"""
EXAMPLES ::
sage: c = Configuration(words.fibonacci_tile (2))
sage: c
Configuration(w0 , w1, w2, w3):
w0 = Path: 30323 w4 = Path: 12101
w1 = Path: 21232303 w5 = Path: 03010121
w2 = Path: 23212 w6 = Path: 01030
w3 = Path: 10121232 w7 = Path: 32303010
(|w0|, |w1|, |w2|, |w3|) = (5, 8, 5, 8)
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(n0 , n1 , n2, n3) = (0, 0, 0, 0)
sage: [c.d(i) for i in range (8)]
[16, 10, 16, 10, 16, 10, 16, 10]
"""
return len(self.w((i - 1) % 8)) + len(self.w((i + 1) % 8))
def thickness(self):
r"""
Returns the parameters (i,j) of the configuration.
Note that thickness depends directly on the configuration ,
not only on the associated double square
(see Words2009 article)
EXAMPLES ::
sage: c = Configuration(words.fibonacci_tile (2))
sage: c.thickness ()
(0, 0)
sage: c.old_extend (2,3). thickness ()
(2, 3)
sage: c = Configuration(words.fibonacci_tile (2)). old_extend (2,3)
sage: for i in range (8):
... c = c.conjugate ()
... print c.thickness ()
(0, 0)
(3, 2)
(0, 0)
(2, 3)
(0, 0)
(3, 2)
(0, 0)
(2, 3)
"""
i = int((len(self.A) - self.d1) / (self.d1 + self.d2))
j = int((len(self.B) - self.d2) / (self.d1 + self.d2))
return (i,j)
def permute(self):
r"""
EXAMPLES ::
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sage: fibo = words.fibonacci_tile
sage: c = Configuration(fibo (2))
sage: c
Configuration(w0 , w1, w2, w3):
w0 = Path: 30323 w4 = Path: 12101
w1 = Path: 21232303 w5 = Path: 03010121
w2 = Path: 23212 w6 = Path: 01030
w3 = Path: 10121232 w7 = Path: 32303010
(|w0|, |w1|, |w2|, |w3|) = (5, 8, 5, 8)
(n0 , n1 , n2, n3) = (0, 0, 0, 0)
sage: c.permute ()
Configuration(w0 , w1, w2, w3):
w0 = Path: 23212 w4 = Path: 01030
w1 = Path: 10121232 w5 = Path: 32303010
w2 = Path: 12101 w6 = Path: 30323
w3 = Path: 03010121 w7 = Path: 21232303
(|w0|, |w1|, |w2|, |w3|) = (5, 8, 5, 8)
(n0 , n1 , n2, n3) = (0, 0, 0, 0)
sage: c.permute (). permute (). permute (). permute () == c
True
"""
return Configuration(self.B, self.hat(self.A),\
self.d2 , self.d1 , self.bar)
def conjugate(self):
r"""
EXAMPLES ::
sage: fibo = words.fibonacci_tile
sage: c = Configuration(fibo (2))
sage: c
Configuration(w0, w1, w2, w3):
w0 = Path: 30323 w4 = Path: 12101
w1 = Path: 21232303 w5 = Path: 03010121
w2 = Path: 23212 w6 = Path: 01030
w3 = Path: 10121232 w7 = Path: 32303010
(|w0|, |w1|, |w2|, |w3|) = (5, 8, 5, 8)
(n0 , n1 , n2, n3) = (0, 0, 0, 0)
sage: c.conjugate ()
Configuration(w0, w1, w2, w3):
w0 = Path: 21232303 w4 = Path: 03010121
w1 = Path: 23212 w5 = Path: 01030
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w2 = Path: 10121232 w6 = Path: 32303010
w3 = Path: 12101 w7 = Path: 30323
(|w0|, |w1|, |w2|, |w3|) = (8, 5, 8, 5)
(n0 , n1 , n2, n3) = (0, 0, 0, 0)
sage: c.conjugate (). conjugate (). conjugate (). conjugate ().
conjugate (). conjugate (). conjugate (). conjugate () == c
True
sage: c.conjugate (). conjugate (). conjugate (). conjugate () == c
False
"""
(w0 ,w1,w2,w3 ,w4,w5 ,w6,w7) = tuple(self.w(i) for i in range (8))
return Configuration ((w1 ,w2,w3 ,w4,w5,w6 ,w7,w0), self.bar)
def conjugates(self):
conjugates = [self]
for i in range (7):
conjugates.append(conjugates [-1]. conjugate ())
return conjugates
def rotate(self):
freeman = self.boundary_word (). parent ()
a,b,A,B = freeman.alphabet ()
rho = WordMorphism ({a:b, b:A, A:B, B:a}, codomain=freeman)
return Configuration(tuple(rho(self.w(i)) for i in range (8)), self.bar)
def reflect(self):
freeman = self.boundary_word (). parent ()
a,b,A,B = freeman.alphabet ()
sigma = WordMorphism ({a:a, b:B, A:A, B:b}, codomain=freeman)
return Configuration(tuple(sigma(self.w(i)) for i in range (8)), self.bar)
def isometric_representant(self):
if self.turning_number () != 1:
candidates = [self.reverse ()]
else:
candidates = [self]
for i in range (3):
candidates.append(candidates [-1]. rotate ())
if self.turning_number () != 1:
candidates.append(self.reflect ())
else:
candidates.append(self.reverse (). reflect ())
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for i in range (3):
candidates.append(candidates [-1]. rotate ())
return min(map(lambda c: min(c.conjugates ()), candidates ))
def reverse(self):
r"""
EXAMPLES ::
sage: fibo = words.fibonacci_tile
sage: c = Configuration(fibo (2))
sage: c
Configuration(w0 , w1, w2, w3):
w0 = Path: 30323 w4 = Path: 12101
w1 = Path: 21232303 w5 = Path: 03010121
w2 = Path: 23212 w6 = Path: 01030
w3 = Path: 10121232 w7 = Path: 32303010
(|w0|, |w1|, |w2|, |w3|) = (5, 8, 5, 8)
(n0 , n1 , n2, n3) = (0, 0, 0, 0)
sage: c.reverse ()
Configuration(w0 , w1, w2, w3):
w0 = Path: 23212101 w4 = Path: 01030323
w1 = Path: 21232 w5 = Path: 03010
w2 = Path: 30323212 w6 = Path: 12101030
w3 = Path: 32303 w7 = Path: 10121
(|w0|, |w1|, |w2|, |w3|) = (8, 5, 8, 5)
(n0 , n1 , n2, n3) = (0, 0, 0, 0)
sage: c.reverse (). reverse () == c
True
"""
(w0 ,w1,w2,w3 ,w4,w5,w6 ,w7) = map(self.w, range (8))
return Configuration ((self.hat(w7),self.hat(w6),self.hat(w5),\
self.hat(w4),self.hat(w3),self.hat(w2),\
self.hat(w1),self.hat(w0)), self.bar)
def extend(self , i):
r"""
EXAMPLES ::
"""
(w0 ,w1,w2,w3 ,w4,w5,w6 ,w7) = [self[j] for j in range(i % 8, 8) +\
range(0, i % 8)]
w = (w0*w1*self.hat(w3),w1,w2,w3 ,w4*w5*self.hat(w7),w5,w6,w7)
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w = tuple(w[j] for j in range(-i % 8, 8) + range(0, -i % 8))
return Configuration(w, self.bar)
def old_extend(self , k, l):
r"""
EXAMPLES ::
sage: fibo = words.fibonacci_tile
sage: c = Configuration(fibo (2))
sage: c
Configuration(w0, w1, w2, w3):
w0 = Path: 30323 w4 = Path: 12101
w1 = Path: 21232303 w5 = Path: 03010121
w2 = Path: 23212 w6 = Path: 01030
w3 = Path: 10121232 w7 = Path: 32303010
(|w0|, |w1|, |w2|, |w3|) = (5, 8, 5, 8)
(n0 , n1 , n2, n3) = (0, 0, 0, 0)
sage: c.old_extend (2,2)
Configuration(w0, w1, w2, w3):
w0 = Path: 3032321232303010303232123230301030323
w1 = Path: 21232303
w2 = Path: 2321210121232303232121012123230323212
w3 = Path: 10121232
w4 = Path: 1210103010121232121010301012123212101
w5 = Path: 03010121
w6 = Path: 0103032303010121010303230301012101030
w7 = Path: 32303010
(|w0|, |w1|, |w2|, |w3|) = (37, 8, 37, 8)
(n0 , n1 , n2, n3) = (2, 0, 2, 0)
sage: c.old_extend (3,5). old_shrink (3,5) == c
True
"""
c = self
for _ in range(k): c = c.extend (0)
for _ in range(l): c = c.extend (2)
return c
def shrink(self , i):
r"""
EXAMPLES ::
sage: fibo = words.fibonacci_tile
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sage: c = Configuration(fibo (2))
sage: d = c.old_extend (2,5)
sage: d
Configuration(w0 , w1, w2, w3):
w0 = Path: 3032321232303010303232123230301030323
w1 = Path: 21232303
w2 = Path: 2321210121232303232121012123230323212101...
w3 = Path: 10121232
w4 = Path: 1210103010121232121010301012123212101
w5 = Path: 03010121
w6 = Path: 0103032303010121010303230301012101030323...
w7 = Path: 32303010
(|w0|, |w1|, |w2|, |w3|) = (37, 8, 85, 8)
(n0 , n1 , n2, n3) = (2, 0, 5, 0)
sage: c == d.old_shrink (2,5) == d.old_shrink (1 ,3). old_shrink (1,2)
True
"""
d = len(self[(i -1)%8]) + len(self[(i+1)%8])
if len(self[i]) > d:
(w0 ,w1,w2,w3 ,w4,w5 ,w6,w7) = [self[j] for j in range(i % 8, 8)\
+ range(0, i % 8)]
w = (w0[d:],w1 ,w2,w3 ,w4[d:],w5,w6 ,w7)
w = tuple(w[j] for j in range(-i % 8, 8) + range(0, -i % 8))
return Configuration(w, self.bar)
else:
raise ValueError , ’shrink cannot be applied on index %s\
of the following configuration\n%s’%(i,self)
def old_shrink(self , k, l):
r"""
EXAMPLES ::
sage: fibo = words.fibonacci_tile
sage: c = Configuration(fibo (2))
sage: d = c.old_extend (2,5)
sage: d
Configuration(w0 , w1, w2, w3):
w0 = Path: 3032321232303010303232123230301030323
w1 = Path: 21232303
w2 = Path: 2321210121232303232121012123230323212101...
w3 = Path: 10121232
w4 = Path: 1210103010121232121010301012123212101
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w5 = Path: 03010121
w6 = Path: 0103032303010121010303230301012101030323...
w7 = Path: 32303010
(|w0|, |w1|, |w2|, |w3|) = (37, 8, 85, 8)
(n0 , n1 , n2, n3) = (2, 0, 5, 0)
sage: c == d.old_shrink (2,5) == d.old_shrink (1 ,3). old_shrink (1,2)
True
"""
c = self
for _ in range(k): c = c.shrink (0)
for _ in range(l): c = c.shrink (2)
return c
def exchange(self , i):
r"""
EXAMPLES ::
"""
(w0 ,w1,w2,w3 ,w4,w5 ,w6,w7) = [self[j] for j in range(i % 8, 8)\
+ range(0, i % 8)]
indexes = range(i % 8 + 1, 8, 2) + range ((1 + i) % 2, i % 8, 2)
(n1 ,n3,n5,n7) = [self.n(j) for j in indexes]
(u1 ,u3,u5,u7) = [self.u(j) for j in indexes]
(v1 ,v3,v5,v7) = [self.v(j) for j in indexes]
w = (self.hat(w4),(v1*u1)**n1*v1,self.hat(w6),\
(v3*u3)**n3*v3,self.hat(w0),(v5*u5)**n5*v5 ,\
self.hat(w2),(v7*u7)**n7*v7)
w = tuple(w[j] for j in range(-i % 8, 8) + range(0, -i % 8))
return Configuration(w, self.bar)
def old_exchange(self):
r"""
EXAMPLES ::
sage: fibo = words.fibonacci_tile
sage: c = Configuration(fibo (2))
sage: c
Configuration(w0, w1, w2, w3):
w0 = Path: 30323 w4 = Path: 12101
w1 = Path: 21232303 w5 = Path: 03010121
w2 = Path: 23212 w6 = Path: 01030
w3 = Path: 10121232 w7 = Path: 32303010
(|w0|, |w1|, |w2|, |w3|) = (5, 8, 5, 8)
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(n0 , n1 , n2, n3) = (0, 0, 0, 0)
sage: c.old_exchange ()
Configuration(w0 , w1, w2, w3):
w0 = Path: 32303 w4 = Path: 10121
w1 = Path: 23 w5 = Path: 01
w2 = Path: 21232 w6 = Path: 03010
w3 = Path: 12 w7 = Path: 30
(|w0|, |w1|, |w2|, |w3|) = (5, 2, 5, 2)
(n0 , n1 , n2, n3) = (1, 0, 1, 0)
sage: c.old_exchange (). old_exchange ()
Configuration(w0 , w1, w2, w3):
w0 = Path: 30323 w4 = Path: 12101
w1 = Path: 21232303 w5 = Path: 03010121
w2 = Path: 23212 w6 = Path: 01030
w3 = Path: 10121232 w7 = Path: 32303010
(|w0|, |w1|, |w2|, |w3|) = (5, 8, 5, 8)
(n0 , n1 , n2, n3) = (0, 0, 0, 0)
sage: c.old_exchange (). old_exchange () == c
True
"""
#shorter names
A = self.A
B = self.B
d1 = self.d1
d2 = self.d2
d = d1 + d2
A1 = A[:d1]
A2 = A[-d1:]
B1 = B[:d2]
B2 = B[-d2:]
r = (B2+A1)[:( len(A)-d1)%d]
s = (B1+A2)[:d-len(r)]
m = (self.hat(A1)+B1)[:( len(B)-d2)%d]
n = (self.hat(A2)+B2)[:d-len(m)]
i = int((len(A) - d1 - len(r))) / d
j = int((len(B) - d2 - len(m))) / d
Ap = A2 + (s + r) ** i + s
Bp = B2 + (n + m) ** j + n
return Configuration(Ap, Bp, d1 , d2 , self.bar)
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def old_mini_shrink(self):
r"""
Reduces the configuration in the case ‘‘(|A| - d_1) \bmod (d_1 + d_2) =
0‘‘ and ‘‘(|B| - d_2) \bmod (d_1 + d_2) \neq 0‘‘ by using the smaller
periodicity in the overlaps.
EXAMPLES ::
sage: FREEMAN = WordPaths(’abAB ’)
sage: c = Configuration(FREEMAN(’abAba ’), FREEMAN(’bAbAb ’), 1, 3); c
Configuration(w0, w1, w2, w3):
w0 = Path: a w4 = Path: A
w1 = Path: bAba w5 = Path: BaBA
w2 = Path: bAb w6 = Path: BaB
w3 = Path: Ab w7 = Path: aB
(|w0|, |w1|, |w2|, |w3|) = (1, 4, 3, 2)
(n0 , n1 , n2, n3) = (0, 1, 0, 0)
sage: c.old_mini_shrink ()
Configuration(w0, w1, w2, w3):
w0 = Path: a w4 = Path: A
w1 = Path: ba w5 = Path: BA
w2 = Path: b w6 = Path: B
w3 = Path: Ab w7 = Path: aB
(|w0|, |w1|, |w2|, |w3|) = (1, 2, 1, 2)
(n0 , n1 , n2, n3) = (0, 1, 0, 1)
"""
(A,B,d1,d2) = (self.A,self.B,self.d1,self.d2)
d = d1 + d2
r = A[d1:d1+(len(A)-d1)%d]
m = B[d2:d2+(len(B)-d2)%d]
if len(r) == 0 and len(m) != 0:
k = gcd(len(m), d - len(m))
A1 = A[:d1]
B1 = B[:d2]
w = A1[:len(A1)%k]
z = B1[:len(B1)%k]
Ap = w + z + w
Bp = z + m
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return Configuration(Ap, Bp, d1 , len(z), self.bar)
else:
return Configuration(A, B, d1, d2, self.bar)
def mini_shrink(self , i):
r"""
Reduces the configuration in the case ‘‘|u_1| = 0‘‘
and ‘‘|u_3| \neq 0‘‘ by using the smaller
periodicity in the overlaps.
EXAMPLES ::
sage: c = Configuration(FREEMAN(’abAba ’), FREEMAN(’bAbAb ’), 1, 3).
conjugate ()
sage: c
Configuration(w0, w1, w2, w3):
w0 = Path: bAba w4 = Path: BaBA
w1 = Path: bAb w5 = Path: BaB
w2 = Path: Ab w6 = Path: aB
w3 = Path: A w7 = Path: a
(|w0|, |w1|, |w2|, |w3|) = (4, 3, 2, 1)
(n0 , n1 , n2, n3) = (1, 0, 0, 0)
sage: c.u(0)
Path:
sage: c.mini_shrink (2)
Traceback (most recent call last):
...
NotImplementedError: On ne peut enlever g(=2) a w_2 , car |w_2|<=g
"""
assert self.u(0). is_empty(), "u0 doit etre vide"
w = w0,w1 ,w2,w3 = map(self.w, range (4))
g = gcd(len(w2), len(w1) + len(w3))
if g < len(w[i]):
w[i] = w[i][g:]
else:
msg = "On ne peut enlever g(=%s) a w_%s, car |w_%s|<=g"%(g,i,i)
raise NotImplementedError , msg
return Configuration(w, self.bar)
def l_shrink(self , i):
r"""
TODO
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"""
#assert len(self.w(i)) == self.d(i), ’on doit avoir w_%s == d_%s ’%(i,i)
w = [self.w((j+i)%8) for j in range (8)]
d = [self.d((j+i)%8) for j in range (8)]
g = gcd(len(w[2]),d[2])
wp = [w[0][g:], w[1][g:], w[2], w[3], w[4][g:], w[5][g:], w[6], w[7]]
return Configuration(tuple(wp[(j-i)%8] for j in range (8)), self.bar)
def r_shrink(self , i):
r"""
TODO
"""
#assert len(self.w(i)) == self.d(i), ’on doit avoir w_%s == d_%s ’%(i,i)
w = [self.w((j+i)%8) for j in range (8)]
d = [self.d((j+i)%8) for j in range (8)]
g = gcd(len(w[2]),d[2])
wp = [w[0][:-g], w[1], w[2], w[3][: -g], w[4][:-g], w[5], w[6], w[7][:-g]]
print tuple(wp[(j-i)%8] for j in range (8))
return Configuration(tuple(wp[(j-i)%8] for j in range (8)), self.bar)
def l_extend(self , i):
r"""
EXAMPLES ::
sage: c = Configuration(words.fibonacci_tile (1))
sage: c.l_extend (0)
Traceback (most recent call last):
...
AssertionError: on doit avoir w_0 == d_0
sage: c.l_extend (1)
Configuration(w0, w1, w2, w3):
w0 = Path: 3 w4 = Path: 1
w1 = Path: 0103 w5 = Path: 2321
w2 = Path: 010 w6 = Path: 232
w3 = Path: 10 w7 = Path: 32
(|w0|, |w1|, |w2|, |w3|) = (1, 4, 3, 2)
(n0 , n1 , n2, n3) = (0, 1, 0, 0)
"""
assert len(self.w(i)) == self.d(i), ’on doit avoir w_%s == d_%s’%(i,i)
w = [self.w((j+i)%8) for j in range (8)]
d = [self.d((j+i)%8) for j in range (8)]
g = gcd(len(w[2]),d[2])
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p = (w[1] + w[2] + w[3])[:g]
q = (w[5] + w[6] + w[7])[:g]
wp = [p + w[0], p + w[1], w[2], w[3], q + w[4], q + w[5], w[6], w[7]]
return Configuration(tuple(wp[(j-i)%8] for j in range (8)), self.bar)
def r_extend(self , i):
r"""
EXAMPLES ::
sage: c = Configuration(words.fibonacci_tile (1))
sage: c.r_extend (0)
Traceback (most recent call last):
...
AssertionError: wiwi+1 = hat(wi+4,wi+5) is broken for i=0
sage: c.r_extend (1)
Configuration(w0 , w1, w2, w3):
w0 = Path: 323 w4 = Path: 101
w1 = Path: 0323 w5 = Path: 2101
w2 = Path: 0 w6 = Path: 2
w3 = Path: 10 w7 = Path: 32
(|w0|, |w1|, |w2|, |w3|) = (3, 4, 1, 2)
(n0 , n1 , n2, n3) = (0, 1, 0, 0)
"""
#assert len(self.w(i)) == self.d(i), ’on doit avoir w_%s == d_%s ’%(i,i)
w = [self.w((j+i)%8) for j in range (8)]
d = [self.d((j+i)%8) for j in range (8)]
g = gcd(len(w[2]),d[2])
p = (w[1] + w[2] + w[3])[:g]
q = (w[5] + w[6] + w[7])[:g]
wp = [w[0] + q, w[1], w[2], w[3] + p, w[4] + p, w[5], w[6], w[7] + q]
return Configuration(tuple(wp[(j-i)%8] for j in range (8)), self.bar)
def reduction(self , iteration=1, verbose=True):
r"""
Reduces the current configuration if it is possible
EXAMPLES ::
sage: c = Configuration(words.fibonacci_tile (3))
sage: c.reduction (7)[1]
exchange (0) applied
shrink (0) applied
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shrink (2) applied
exchange (0) applied
shrink (0) applied
shrink (2) applied
not reducible , this is a morphic pentamino
[’\\ EXCHANGE_0 ’, ’\\SHRINK_0 ’, ’\\SHRINK_2 ’, ’\\ EXCHANGE_0 ’,\
’\\SHRINK_0 ’, ’\\SHRINK_2 ’]
"""
# We start with the recursive call
if iteration >= 2:
conf ,op = self.reduction (1, verbose=verbose)
conf2 ,op2 = conf.reduction(iteration - 1, verbose)
return (conf2 , op + op2)
# Now we check if SHRINK may be applied
for i in range (8):
if len(self.w(i)) > self.d(i):
if verbose:
print ’shrink (%s) applied ’%i
return (self.shrink(i), [’\\ SHRINK_ {%s}’%i])
# Then we verify if we have a morphic pentamino
if (len(self.u(0)) == 0 and len(self.u(2)) == 0) or\
(len(self.u(1)) == 0 and len(self.u(3)) == 0):
if verbose:
print ’not reducible , this is a morphic pentamino ’
return (self , [])
# Otherwise , we try with EXCHANGE
for i in range (2):
if len(self.v((i + 1) % 8)) + len(self.v((i + 3) % 8)) <\
len(self.u((i + 1) % 8)) + len(self.u((i + 3) % 8)):
if verbose:
print ’exchange (%s) applied ’%i
return (self.exchange(i), [’\\ EXCHANGE_ {%s}’%i])
raise ValueError , ’case not treated yet !!!\n%s’%self
def old_reduction(self , iteration =1, verbose=True):
r"""
Reduces the current configuration to a smaller one , if possible
"""
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if iteration >= 2:
return self.old_reduction (1, verbose=verbose ). old_reduction\
(iteration - 1, verbose)
c = self.find_thickest_equivalent_configuration ()
(A,B,d1 ,d2) = (c.A,c.B,c.d1,c.d2)
d = d1 + d2
dp = len(A) + len(B) - d
r = (len(A) - d1) % d
m = (len(B) - d2) % d
(i,j) = c.thickness ()
if r == 0: i = max(0, i - 1)
if m == 0: j = max(0, j - 1)
if i >= 1 or j >= 1:
rep = c.shrink(i,j)
if verbose:
print ’shrink applied with parameters ’, i, ’and’, j
rep = (rep , "$\\ SHRINK (%s, %s)$"%(i,j))
elif r == 0 and m == 0:
rep = None
if verbose:
print ’not reductible : r and m both empty ’
rep = (rep , None)
elif d == (len(A) + len(B)) / 2:
rep = c
if verbose:
print ’not reductible : case d = d\’’
rep = (rep , None)
elif r + m > d:
rep = c.exchange ()
if verbose:
print ’exchange applied ’
rep = (rep , "\\ EXCHANGE")
elif d2 % dp + d1 % dp > dp:
rep = c.conjugate (). exchange ()
if verbose:
print ’exchange applied to conjugate ’
rep = (rep , "$\\ EXCHANGE \\circ\\ CONJUGATE$")
elif r == 0:
rep = c.old_mini_shrink ()
if verbose:
print ’mini shrink applied ’
rep = (rep , "$\\ MSHRINK$")
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elif m == 0:
rep = c.conjugate (). conjugate (). old_mini_shrink ()
if verbose:
print ’mini shrink applied to conjugate ’
rep = (rep , "$\\ MSHRINK \\circ\\ CONJUGATE \\circ\\ CONJUGATE$")
else:
raise Exception , "missing case in reduction."
return rep
def find_thickest_equivalent_configuration(self):
r"""
Returns the thickest configuration equivalent to this
one.
More precisely , using the operators reverse () and conjugate(),
it chooses the configuration having thickness (i,j) such that
i + j is maximized
EXAMPLES ::
sage: c = Configuration(words.fibonacci_tile (1)). conjugate ().\
old_extend (1,2). conjugate ()
sage: c.thickness ()
(0, 0)
sage: c.find_thickest_equivalent_configuration (). thickness ()
(2, 1)
"""
candidates = [self , self.conjugate(), self.reverse (),\
self.reverse (). conjugate ()]
distinct_thicknesses = set(map(lambda c:c.thickness(), candidates ))
if len(distinct_thicknesses) > 2:
print ’this seems to be a counter -example to the constant thickness\
hypothesis.’
print distinct_thicknesses
return max(candidates , key=lambda c:sum(c.thickness ()))
def factorization_points(self):
r"""
Returns the eight factorization points of this configuration
"""
return [0, self.d1 , len(self.A), len(self.A)+self.d2 ,\
len(self.A)+len(self.B), len(self.A)+len(self.B)+self.d1 ,\
2*len(self.A)+len(self.B), 2*len(self.A)+len(self.B)+self.d2]
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def plot(self , pathoptions=dict(rgbcolor=’black ’,thickness =3),
fill=True , filloptions=dict(rgbcolor=’black’,alpha =0.2) ,
startpoint=True , startoptions=dict(rgbcolor=’black’,pointsize =100),
endarrow=True , arrowoptions=dict(rgbcolor=’black’,arrowsize=5,width=3),
gridlines=False , gridoptions=dict(),
axes=False):
r"""
Returns a 2d Graphics illustrating the double square tile associated to
this configuration including the factorizations points. The options are
the same as for instances of WordPaths
INPUT:
- ‘‘pathoptions ‘‘ - (dict ,
default:dict(rgbcolor=’red ’,thickness =3)), options for the
path drawing
- ‘‘fill ‘‘ - (boolean , default: True), if fill is True and if
the path is closed , the inside is colored
- ‘‘filloptions ‘‘ - (dict ,
default:dict(rgbcolor=’red ’,alpha =0.2)) , ptions for the
inside filling
- ‘‘startpoint ‘‘ - (boolean , default: True), draw the start point?
- ‘‘startoptions ‘‘ - (dict ,
default:dict(rgbcolor=’red ’,pointsize =100)) options for the
start point drawing
- ‘‘endarrow ‘‘ - (boolean , default: True), draw an arrow end at the end?
- ‘‘arrowoptions ‘‘ - (dict ,
default:dict(rgbcolor=’red ’,arrowsize =20, width =3)) options
for the end point arrow
- ‘‘gridlines ‘‘- (boolean , default: False), show gridlines?
- ‘‘gridoptions ‘‘ - (dict , default: {}), options for the gridlines
- ‘‘axes ‘‘ - (boolean , default: False), options for the axes
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EXAMPLES:
The cross of area 5 together with its double square factorization
points ::
sage: c = Configuration(words.fibonacci_tile (1))
sage: c.plot()
"""
path = self.boundary_word ()
points = list(path.points ())
points = [map(RR, x) for x in points]
G = path.plot(pathoptions , fill , filloptions , startpoint , startoptions ,\
endarrow , arrowoptions , gridlines , gridoptions)
i = 0
for p in self.factorization_points ():
if i % 2 == 0: G += point(points[p],\
pointsize=startoptions[’pointsize ’],\
rgbcolor="red")
else: G += point(points[p],\
pointsize=startoptions[’pointsize ’],\
rgbcolor="blue")
i += 1
return G
def tikz_trajectory(self , step =1):
r"""
Returns a tikz string describing the double square induced by
this configuration together with its factorization points
The factorization points respectively get the tikz attribute ’first’
and ’second ’ so that when including it in a tikzpicture environment ,
it is possible to modify the way those points appear.
EXAMPLES ::
sage: c = Configuration(words.fibonacci_tile (1))
sage: c.tikz_trajectory ()
\filldraw[-triangle 45, very thick , draw=black , fill=black !10]
(0.000 , 0.000) -- (0.000 , -1.00) -- (1.00 , -1.00) -- (1.00, -2.00)
-- (2.00 , -2.00) -- (2.00, -1.00) -- (3.00 , -1.00) -- (3.00, 0.000)
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-- (2.00 , 0.000) -- (2.00, 1.00) -- (1.00, 1.00) -- (1.00 , 0.000)
-- (0.000 , 0.000);
\foreach \i in {(0.0000 , 0.0000) , (1.000 , -2.000), (3.000 , -1.000),
(2.000 , 1.000)}
\node at \i[first] {};
\foreach \i in {(0.0000 , -1.000), (2.000 , -2.000), (3.000 , 0.0000) ,
(1.000 , 1.000)}
\node at \i[second] {};
"""
from sage.all import n
from sage.misc.latex import LatexExpr
f = lambda x: n(x,digits =3)
step = n(step , digits =4)
points = map(lambda (x,y):(x*step ,y*step),\
list(self.boundary_word (). points ()))
l = [str(tuple(map(f, pt))) for pt in points]
s = ’\\ filldraw[-triangle 45, very thick , draw=black , fill=black !10] ’\
+ ’ -- ’.join(l) + ’;’
[a1 , b1 , a2, b2, a3, b3, a4 , b4] = self.factorization_points ()
#s += ’\n\\ foreach \\x / \\y in {’
#for p in [a1 , a2, a3]:
# x,y = points[p]
# s += ’%s/%s, ’ % (str(x), str(y))
#x,y = points[a4]
#s += ’%s/%s’ % (str(x), str(y))
#s += ’}’
#s += ’\n \\node[first] at (\\x, \\y) {};\n’
#s += ’\n\\ foreach \\x / \\y in {’
#for p in [b1 , b2, b3]:
# x,y = points[p]
# s += ’%s/%s, ’ % (str(x), str(y))
#x,y = points[b4]
#s += ’%s/%s’ % (str(x), str(y))
#s += ’}’
#s += ’\n \\node[second] at (\\x, \\y) {};\n’
return LatexExpr(s)
def tikz_reduction(self , size=6, nbcolonnes =3):
r"""
INPUT:
- ‘‘nbcolonnes ‘‘ - le nombre de colonnes de l’affichage
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EXAMPLES ::
sage: fibo = words.fibonacci_tile
sage: c = Configuration(fibo (1))
sage: c.tikz_reduction ()
\node (q0) at (0, 0.000000000000000) {\begin{tikzpicture}
\filldraw[-triangle 45, very thick , draw=black , fill=black !10]
(0.000 , 0.000) -- (0.000 , -2.00) -- (2.00 , -2.00) -- (2.00, -4.00)
-- (4.00 , -4.00) -- (4.00, -2.00) -- (6.00 , -2.00) -- (6.00, 0.000)
-- (4.00 , 0.000) -- (4.00, 2.00) -- (2.00, 2.00) -- (2.00 , 0.000)
-- (0.000 , 0.000);
\foreach \i in {(0.0000 , 0.0000) , (2.000 , -4.000), (6.000 , -2.000),
(4.000 , 2.000)}
\node at \i[first] {};
\foreach \i in {(0.0000 , -2.000), (4.000 , -4.000), (6.000 , 0.0000) ,
(2.000 , 2.000)}
\node at \i[second] {};\ end{tikzpicture }};
"""
c = self
s = ’’
i = 0
fns = []
while True:
(w, h) = (c.width(), c.height ())
t = c.tikz_trajectory(step=size/max(w,h))
x,y = serpent(i, nbcolonnes)
s += ’\\node (q%s) ’%i
s += ’at %s ’% ( (x*1.5* size , y*1.5* size), )
s += ’{\\ begin{tikzpicture }%s\\end{tikzpicture }};\n’%t
c,func = c.reduction(iteration=1, verbose=False)
i += 1
if func == []: break
fns.append(func [0])
for j,func in zip(range(1, i), fns):
rotate90 = "" if j%3==0 else ", rotate =90"
edge = "edge node[midway , rectangle , fill=white%s] "%rotate90
edge += "{$%s$}"%func
s += "\\path[->] (q%s) %s (q%s);\n"%(j-1, edge , j)
from sage.misc.latex import LatexExpr
return LatexExpr(s)
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def width(self):
r"""
Returns the width of this polyomino , i.e. the difference
between its rightmost and leftmost coordinates
"""
points = list(self.boundary_word (). points ())
return max(map(lambda p:p[0], points )) - min(map(lambda p:p[0], points ))
def height(self):
r"""
Returns the width of this polyomino , i.e. the difference
between its uppermost and lowermost coordinates
"""
points = list(self.boundary_word (). points ())
return max(map(lambda p:p[1], points )) - min(map(lambda p:p[1], points ))
def uv_non_simple_dict(self):
r"""
Retourne un dictionnaire de la forme
{’u ’: liste d’entiers , ’v’: liste d’entiers}
ou les liste d’entiers donne les indices i tels que ui ou vi se
croisent.
EXAMPLES ::
sage: c = Configuration (1,4,3,2)
sage: c.uv_non_simple_dict ()
{’u ’: [], ’v’: [0, 4]}
"""
d = {}
d[’u’] = [i for i in range (8) if not self.u(i). is_simple () ]
d[’v’] = [i for i in range (8) if not self.v(i). is_simple () ]
return d
def uv_closed_dict(self):
r"""
Retourne un dictionnaire de la forme
{’u ’: liste d’entiers , ’v’: liste d’entiers}
ou les liste d’entiers donne les indices i tels que ui ou vi sont
fermes (mais non vide !).
EXAMPLES ::
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sage: c = Configuration (1,4,3,2)
sage: c.uv_closed_dict ()
{’u ’: [], ’v’: []}
::
sage: c = Configuration(words.fibonacci_tile (1))
sage: d = c.conjugate (). exchange (0)
sage: d.uv_closed_dict ()
{’u ’: [], ’v’: [0, 2, 4, 6]}
"""
d = {}
d[’u’] = [i for i in range (8) if self.u(i). is_closed () and\
not self.u(i). is_empty () ]
d[’v’] = [i for i in range (8) if self.v(i). is_closed () and\
not self.v(i). is_empty () ]
return d
def latex_table(self):
r"""
Returns a Latex expression of a table containing
the parameters A, B, X, Y, d1 , d2 , d, d ’1, d’2,
d’, r, m, i and j of this configuration
"""
from sage.misc.latex import LatexExpr
remove_coma = lambda s:s.translate(None , ’,’)
if_empty = lambda s:’\\ varepsilon ’ if len(s) == 0 else s
u = [if_empty(remove_coma(self.u(i). string_rep ())) for i in range (4)]
v = [if_empty(remove_coma(self.v(i). string_rep ())) for i in range (4)]
#uv = [self.u(i) for i in range (4)] + [self.v(i) for i in range (4)]
x = self.uv_non_simple_dict ()
y = self.uv_closed_dict ()
secroisent = ’, ’.join([’u_%s’%i for i in x[’u’]] + [’v_%s’%i\
for i in x[’v’]])
fermes = ’, ’.join([’u_%s’%i for i in y[’u’]] + [’v_%s’%i\
for i in y[’v’]])
s = ’\\begin{tabular }{|c|}\n\\hline\n\\\\\n’
s += ’\\ begin{tikzpicture }\n’
s += ’ [first/.style={circle ,draw=black ,fill=gray , inner sep=0pt ,\
minimum size=3pt},\n’
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s += ’ second /. style={rectangle ,draw=black ,fill=white , inner sep=0pt ,\
minimum size=3pt}]\n’
s += self.tikz_trajectory(step =5.0/ max(self.width(), self.height ()))
s += ’\n\\end{tikzpicture} \\\\[1 ex] \n\\hline \\\\\n’
#for i in range (4):
# s += ’$w_{%s} = %s$\\\\\n ’%(i, remove_coma(self[i]. string_rep ()))
s += ’$(w_0 ,w_1 ,w_2 ,w_3) = (%s,%s,%s,%s)$ \\\\\n’%\
tuple(len(self[i]) for i in range (4))
s += ’$u_0 = %s$\quad $u_1 = %s$\\\\ $u_2 = %s$\quad $u_3 = %s$\\\\\n’%\
tuple(u[i] for i in range (4))
s += ’$v_0 = %s$\quad $v_1 = %s$\\\\ $v_2 = %s$\quad $v_3 = %s$\\\\\n’%\
tuple(v[i] for i in range (4))
s += ’$(n_0 ,n_1 ,n_2 ,n_3) = (%s,%s,%s,%s)$ \\\\\n’%\
tuple(self.n(i) for i in range (4))
s += ’Turning number = %s\\\\\n’%self.turning_number ()
s += ’Self -avoiding = %s\\\\\n’%self.boundary_word (). is_simple ()
s += ’Se croisent $=%s$ \\\\\n’%secroisent
s += ’Sont fermes $=%s$ \\\\\n’%fermes
s += ’\\ hline\n\\end{tabular }\n’
return LatexExpr(s)
####################################
# Fonctions sur les configurations #
####################################
def is_factor_of_ui_or_vi(self , w):
r"""
Returns True if w is a factor of one of the ui or vi of self.
"""
return any(w.is_factor(self.u(j)) or w.is_factor(self.v(j))\
for j in range (8))
def uv_conservation_for_exchange_dict(self):
r"""
Retourne un dictionnaire qui donne les indices i tels que ui, vi et
leurs chapeaux sont conserves par l’operateur exchange.
OUTPUT:
Un dictionaire de la forme
{’u ’: liste d’entiers , ’v’: liste d’entiers , ’hatu ’: liste
d’entiers , ’hatv ’: liste d’entiers}
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EXAMPLES ::
sage: c = Configuration(FREEMAN(’abAba ’), FREEMAN(’bAbAb ’),1,3).
old_extend (1,1). conjugate (). old_extend (1,2)
sage: c.uv_conservation_for_exchange_dict ()
{’hatu ’: [0, 1, 2, 3, 4, 5, 6, 7], ’hatv ’: [0, 2, 4, 6],
’u’: [0, 1, 2, 3, 4, 5, 6, 7], ’v’: [0, 1, 2, 3, 4, 5, 6, 7]}
"""
e = self.exchange (0)
hat = self.hat
d = {}
d[’u’] = [i for i in range (8) if e.is_factor_of_ui_or_vi(self.u(i))]
d[’v’] = [i for i in range (8) if e.is_factor_of_ui_or_vi(self.v(i))]
d[’hatu’] = [i for i in range (8)\
if e.is_factor_of_ui_or_vi(hat(self.u(i)))]
d[’hatv’] = [i for i in range (8)\
if e.is_factor_of_ui_or_vi(hat(self.v(i)))]
return d
def checks_uv_conservation_for_exchange_operator(self , hat_allowed=True):
r"""
Checks which ‘u_i ‘ and ‘v_i ‘ of the given configuraiton
are preserved when applying the exchange operator
INPUT:
- ‘‘self ‘‘ - a configuration.
- ‘‘hat_allowed ‘‘ - a boolean (default: ‘‘True ‘‘). If True , then cheks
also if ‘\hat{u_i}‘ and ‘\hat{v_i}‘ occur.
EXAMPLES ::
sage: c = Configuration(FREEMAN(’abAba ’), FREEMAN(’bAbAb ’),1,3).
old_extend (1,1). conjugate (). old_extend (1,2)
sage: c.checks_uv_conservation_for_exchange_operator ()
[’u_0 ’, ’u_1 ’, ’u_2 ’, ’u_3 ’, ’u_4 ’, ’u_5 ’, ’u_6 ’, ’u_7 ’, ’v_0 ’,\
’v_1 ’, ’v_2 ’, ’v_3 ’, ’v_4 ’, ’v_5 ’, ’v_6 ’, ’v_7 ’, ’\\hat{u_0}’,\
’\\hat{u_1}’, ’\\hat{u_2}’, ’\\hat{u_3}’, ’\\hat{u_4}’,\
’\\hat{u_5}’, ’\\hat{u_6}’, ’\\hat{u_7}’, ’\\hat{v_0}’,\
’\\hat{v_2}’, ’\\hat{v_4}’, ’\\hat{v_6}’]
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"""
uv = []
d = self.uv_conservation_for_exchange_dict ()
uv.extend(’u_%s’%j for j in d[’u’])
uv.extend(’v_%s’%j for j in d[’v’])
if hat_allowed:
uv.extend(’\\hat{u_%s}’%j for j in d[’hatu’])
uv.extend(’\\hat{v_%s}’%j for j in d[’hatv’])
return uv
###############################
# String manipulation helpers #
###############################
def tableau_de_col(col1 , col2 , espace =3):
r"""
EXAMPLES ::
sage: col1 = [’ab ’,’asdfasdf ’, ’adf ’]
sage: col2 = [’11’, ’1313’, ’131313’, ’1313’]
sage: print tableau_de_col(col1 , col2)
ab 11
asdfasdf 1313
adf 131313
1313
"""
from itertools import izip_longest
largeur = max(map(len , col1))
it = izip_longest(col1 ,col2 , fillvalue=’’)
espace = ’ ’*espace
L = [a.ljust(largeur) + espace + b for (a,b) in it]
return ’\n’.join(L)
##################################
# Finding a square factorization #
##################################
def find_square_factorisation(ds , factorisation=None , alternate=True):
r"""
Return a square factorisation of the double square ds , distinct from
factorisation.
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INPUT:
- ds - word , a tile
- factorisation - tuple (optional), a known factorisation
- alternate - bool (optional , default True), if True the search for the
second factorisation is restricted to those who alternates with the
first factorisation
OUTPUT:
tuple of four positions of a square factorisation
EXAMPLES ::
sage: fibo = words.fibonacci_tile
sage: find_square_factorisation(fibo (1))
(0, 3, 6, 9)
sage: find_square_factorisation(fibo (0))
(0, 1, 2, 3)
sage: find_square_factorisation(fibo (1))
(0, 3, 6, 9)
sage: find_square_factorisation(fibo (2))
(0, 13, 26, 39)
sage: find_square_factorisation(fibo (3))
(0, 55, 110, 165)
::
sage: f = find_square_factorisation(fibo (3));f
(0, 55, 110, 165)
sage: find_square_factorisation(fibo(3),f)
(34, 89, 144, 199)
sage: find_square_factorisation(fibo(3),f,False) #optional long
(34, 89, 144, 199)
::
sage: find_square_factorisation(christo_tile (4,5))
(0, 7, 28, 35)
sage: find_square_factorisation(christo_tile (4,5),_)
(2, 27, 30, 55)
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::
sage: find_square_factorisation(Words(’abcd ’)(’aaaaaa ’))
Traceback (most recent call last):
...
ValueError: pas de factorisation carree
sage: find_square_factorisation(Words(’abcd ’)(’aaaaaa ’),(1,2,3,4))
Traceback (most recent call last):
...
ValueError: pas de seconde factorisation carree
"""
e,n,w,s = ds.parent (). alphabet ()
bar = WordMorphism ({e:w,w:e,n:s,s:n},codomain=ds.parent ())
hat = lambda x:bar(x). reversal ()
l = ds.length ()
demiper = l/2
aucarre = ds * ds
if factorisation and alternate:
a,b,c,d = factorisation
it = ((debutA ,finA) for debutA in range(a+1,b)\
for finA in range(b+1,a+demiper ))
else:
it = ((debutA ,finA) for debutA in range(demiper )\
for finA in range(debutA+1,debutA+demiper +1) )
for debutA ,finA in it:
new = (debutA ,finA ,( debutA+demiper )%l,(finA+demiper )%l)
if factorisation and set(factorisation) == set(new):
continue
A = aucarre[debutA:finA]
B = aucarre[finA:debutA+demiper]
A2 = aucarre[debutA+demiper:finA+demiper]
B2 = aucarre[finA+demiper:l+debutA]
if A == hat(A2) and B == hat(B2):
return new
if factorisation is None:
raise ValueError , ’pas de factorisation carree ’
else:
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raise ValueError , ’pas de seconde factorisation carree ’
def find_good_ds_factorisation(ds , delay=’minimize ’):
r"""
Returns the factorizations such that d(A,X) + d(B,Y) is
minimized (or maximized) where d(x,y) is the distance between
the start of the block x and the start of the block y.
INPUT:
- ‘‘ds ‘‘ - double square
- ‘‘delay ‘‘ - ’minimize ’ or ’maximize ’
OUTPUT:
tuple of four integers (start of A, end of A, start of X, end of X)
EXAMPLES ::
sage: fibo = words.fibonacci_tile
sage: find_good_ds_factorisation(fibo (1))
(2, 5, 3, 6)
sage: find_good_ds_factorisation(fibo (2))
(8, 21, 13, 26)
sage: find_good_ds_factorisation(fibo (3))
(34, 89, 55, 110)
sage: find_good_ds_factorisation(fibo(1), delay=’maximize ’)
(0, 3, 2, 5)
sage: find_good_ds_factorisation(fibo(2), delay=’maximize ’)
(0, 13, 8, 21)
sage: find_good_ds_factorisation(fibo(3), delay=’maximize ’) #optional long
(0, 55, 34, 89)
"""
f = find_square_factorisation(ds)
g = find_square_factorisation(ds, f, alternate=True)
#print f,g
debutA ,finA ,debutAhat ,finAhat = sorted(f)
debutX ,finX ,debutXhat ,finXhat = sorted(g)
l = ds.length ()
demiper = l//2
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d1 = debutX - debutA
d2 = finX - finA
#print d1,d2,demiper
if (delay == ’minimize ’ and d1 + d2 > demiper /2) or\
(delay == ’maximize ’ and d1 + d2 < demiper /2):
#change the factorisation: B becomes X, X becomes A
debutX ,finX ,debutA ,finA = finA ,debutA+demiper ,debutX ,finX
d1 = debutX - debutA
d2 = finX - finA
#print d1,d2,demiper
return debutA ,finA ,debutX ,finX
#-------------------------------#
# Enumeration of double squares #
#-------------------------------#
Freeman = words.fibonacci_tile (1). parent ()
F_BAR = WordMorphism ({0:2, 1:3, 2:0, 3:1}, codomain=Freeman)
F_HAT = lambda w: F_BAR(w.reversal ())
F_RHO = WordMorphism ({0:1, 1:2, 2:3, 3:0}, codomain=Freeman)
F_SIGMA = WordMorphism ({0:2, 1:1, 2:0, 3:3}, codomain=Freeman)
def isometric_paths(path):
return [path , F_RHO(path), F_RHO(F_RHO(path)), F_RHO(F_RHO(F_RHO(path ))),\
F_SIGMA(path), F_RHO(F_SIGMA(path)), F_RHO(F_RHO(F_SIGMA(path ))),\
F_RHO(F_RHO(F_RHO(F_SIGMA(path ))))]
def all_double_squares_iterator(max_iteration=None ,\
max_length=None ,\
verbose=False ):
if max_iteration is None:
max_iteration = Infinity
if max_length is None:
max_length = Infinity
import heapq
queue = [Configuration(words.fibonacci_tile (1))]
visited = set ([])
i = 0
while queue and i < max_iteration:
tile = heapq.heappop(queue). isometric_representant ()
if not tile in visited:
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if tile.boundary_word (). is_simple ():
if verbose:
print i, tile.boundary_word ()
yield tile.boundary_word ()
i += 1
visited |= set([tile])
# Extend operator
for j in range (4):
t = tile.extend(j)
if len(t.boundary_word ()) <= max_length:
heapq.heappush(queue , t)
# Extend operator
for j in range (2):
t = tile.exchange(j)
if len(t) >= len(tile) and len(t.boundary_word ()) <= max_length:
heapq.heappush(queue , t)
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