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Con il presente lavoro, mi propongo di determinare il massimo numero di
nodi che puo` avere una superficie nodale rigata non razionale su C, e di
studiare le superfici nodali rigate non razionali che hanno il massimo numero
di nodi.
Supponiamo che Σ sia una superficie proiettiva normale. Allora, Σ ha
al massimo un numero finito di singolarita` isolate. E` noto che esiste ed e`
unica la risoluzione minimale di Σ (vedi [18]), diciamo η : Y → Σ. Un punto
singolare x ∈ Σ si dice un nodo se la controimmagine η−1(x) e` una curva
irriducibile liscia razionale con autointersezione −2. Una curva con queste
proprieta` si dice “curva nodale”. Se Σ ha come singolarita` soltanto dei nodi,
allora diciamo che Σ e` una superficie nodale.
Sia Σ una superficie nodale di grado d immersa in P3: e` un problema
classico quello di cercare un limite massimo al numero di nodi di Σ, limite
che usualmente viene indicato con µ(d). Non e` stata ancora trovata una
soluzione generale di questo problema: quello che sappiamo e` che µ(d) esiste
ed e` finito per ogni d ∈ N e, inoltre, si conoscono i valori di µ(d) per ogni
d ≤ 6.
I valori di µ(d) per d ≤ 4 si conoscevano gia` alla fine del 1800. Inol-





d(d− 1)2 − 5−
√
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]
,
dalla quale si deduce in particolare che µ(5) ≤ 34 e µ(6) ≤ 66.
viii
Sono invece risultati moderni: µ(5) = 31 e µ(6) = 65. Il primo e` stato
dimostrato da Beauville nel 1979 (vedi [6]). In seguito, usando metodi simili
a quelli di Beauville, e` stato possibile dimostrare che µ(6) = 65 (vedi [2] e
[11]).
Il lavoro di Beauville e` stato fondamentale: il suo merito e` stato quello di
pensare di associare ai nodi un codice binario e quindi utilizzare le proprieta`
di questo codice. Egli e` stato il primo a collegare codici e nodi.
Pur partendo da motivazioni diverse da quelle di Beauville, nel 2002 Dol-
gachev, Mendes Lopes e Pardini (vedi [7]) hanno preso spunto dal suo articolo
e, associando un codice ai nodi, hanno trovato il numero massimo di nodi
che puo` avere una superficie nodale razionale su un campo k algebricamente
chiuso con caratteristica diversa da 2. Non solo, hanno anche stabilito quali
sono le superfici nodali razionali con massimo numero di nodi: quelle che loro
chiamano “esempi standard”.
Nel loro lavoro il problema della determinazione del numero massimo di
nodi su una superficie nodale viene affrontato da un punto di vista diverso:
come punto di partenza non si considera piu` il grado della superficie, ma la
classe a cui la superficie appartiene (superfici razionali), ed il numero massimo
di nodi viene espresso in funzione del numero di Picard.
A partire da questo articolo, mi sono proposta di estendere il risultato ivi
esposto al caso di una superficie nodale rigata non razionale, almeno quando
il campo base e` C. Il metodo che ho usato e` lo stesso: associare un codice
ai nodi della superficie che stiamo trattando. Effettivamente, il metodo ha
funzionato e non escludo la possibilita` di generalizzare ulteriormente il risul-
tato che ho trovato. Nella dimostrazione che io do si utilizza la varieta` di
Albanese e cio` ha senso solo in caratteristica zero. Se si riuscisse a dare una
dimostrazione del tutto algebrica, senza utilizzare questo oggetto, si potrebbe
estendere il risultato ad un campo di caratteristica arbitraria diversa da 2.
Spiego brevemente come e` strutturato il lavoro.
Il primo capitolo ha un carattere introduttivo: in esso, stabilisco un pa-
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rallelo fra lo studio dei nodi di una superficie nodale e lo studio delle curve
nodali disgiunte di una superficie liscia, usando l’esistenza della risoluzione
minimale di una superficie normale e la contraibilita` delle curve nodali.
Nel secondo capitolo, richiamo cio` che mi serve sui codici e sui rivestimenti
per lo studio dei nodi di una superficie nodale: in particolare, definisco il
codice associato ad una famiglia di curve nodali disgiunte su una superficie
liscia ed il rivestimento associato a questo codice.
Infine, nel terzo ed ultimo capitolo, determino il numero massimo di nodi
su una superficie nodale rigata non razionale e descrivo le superfici nodali
rigate non razionali che hanno il numero massimo di nodi.
Come ho gia` accennato, il problema che affronto e` stato risolto in [7]
nel caso in cui la superficie nodale in questione sia razionale. Il metodo di
associare un codice alle curve nodali e poi un rivestimento a questo codice,
che descrivo nel secondo capitolo, e` anch’esso tratto da [7]. Il mio contributo
consiste nell’avere adattato questo metodo al caso di una superficie nodale
che sia rigata non razionale, trovando che:
Teorema 0.0.1. Sia Y una superficie liscia rigata non razionale e siano
C1, . . . , Ck curve nodali disgiunte su Y . Allora, se ρ(Y ) e` il numero di Picard
di Y , si ha che k ≤ ρ(Y ) − 2 e k = ρ(Y ) − 2 se e solo se Y e` l’esempio
standard.
(Per la terminologia vedi il Capitolo 3.)
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Notazione
Utilizzo la convenzione secondo la quale con il nome di varieta` si indica una
varieta` irriducibile. Inoltre, a meno che non sia altrimenti specificato, sup-
porro` sempre che le varieta` siano varieta` proiettive sul campo C dei numeri
complessi.
In questo lavoro gli oggetti di studio sono le superfici proiettive su C, ovvero
le varieta` proiettive di dimensione 2 sul campo dei numeri complessi. Mi
riferiro` ad esse semplicemente con il nome di superfici. Le curve su una su-
perficie saranno sempre curve proiettive, o, equivalentemente, sottovarieta`
chiuse di codimensione uno della superficie in questione.
Quando parlero` di divisori, intendero` sempre i divisori di Cartier. Identifiche-
ro` le classi di divisori con le classi di isomorfismo dei fasci invertibili e con
quelle dei fibrati lineari, percio` utilizzero` le notazioni additiva e moltiplicativa
scambievolmente. In particolare, dato un fascio invertibile L su una varieta`,
indichero` con L n il prodotto tensoriale di L con se´ stesso n volte. Nel caso
di varieta` lisce, identifichero` divisori di Weil e di Cartier. La notazione che
utilizzero` per questi oggetti sara` la stessa usata da Beauville in [5] .
Sempre a proposito di divisori, l’equivalenza lineare sara` denotata con il sim-
bolo “ ≡ ”, mentre indichero` l’equivalenza algebrica con “ ∼ ”.
Data una varieta` proiettiva X, indichero` con e(X) la caratteristica di Eulero-
Poincare´ topologica, ovvero e(X) =
∑
i≥0 (−1)i dimRH i(X,R).
Data una superficie di Gorenstein X, denotero` con KX la classe canonica e




(−1)i dimCH i(X,OX) .
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Il numero di Picard, ovvero il rango del gruppo di Ne´ron-Severi, sara` indicato
con ρ(X).
Per tutto il resto le notazioni sono quelle standard.
Capitolo 1
Risoluzione di una superficie e
contrazione delle curve
In generale una superficie puo` avere molte singolarita` e queste, a loro volta,
possono essere estremamente complicate. Gli studiosi di superfici hanno
cercato di isolare le singolarita` con determinate caratteristiche e quindi di
classificarle. L’argomento si e` rivelato molto vasto e, certamente, non sono
ancora state esaurite tutte le possibilita`.
Le superfici che considerero` in questo capitolo saranno sempre supposte
normali. Su una varieta` quasi-proiettiva normale, l’insieme dei punti singolari
ha codimensione ≥ 2. Ne deriva che una superficie normale puo` avere solo un
numero finito di singolarita` isolate. Al contrario di cio` che si potrebbe pen-
sare, questa non e` una grandissima semplificazione, nel senso che si possono
presentare comunque singolarita` molto difficili da studiare.
Nel mio lavoro prendero` in esame soltanto la prima singolarita` della clas-
sificazione, che e` anche la piu` semplice: il nodo o punto doppio ordinario o
singolarita` di tipo A1.
Questo capitolo serve a introdurre dei concetti di base, che sono conti-
nuamente utilizzati quando si studiano le superfici e che saranno strumenti
essenziali per affrontare i problemi dei capitoli seguenti.
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1.1 La singolarita` del cono
Il “nodo” per eccellenza e` la singolarita` del cono quadrico. Prendiamo su
A3 le coordinate (x, y, z) e consideriamo il cono Σ definito dalla equazione
x2 + y2 + z2 = 0. Esso ha un’unica singolarita` nell’origine P = (0, 0, 0).
Consideriamo lo scoppiamento di A3 nell’origine, che indichiamo con
pi : Â3 ⊆ A3 × P2 → A3.
Ricordo che Â3 e` l’insieme
Â3 =
{








dove (x1 : x2 : x3) sono coordinate omogenee in P2.
Â3 e` unione di tre aperti isomorfi ad A3, uno dei quali e`:
(Â3)x1 = Â3 ∩ {x1 6= 0} ∼= A3,
dove l’isomorfismo e` dato da ((x, y, z), (x1 : x2 : x3)) 7→ (x, x2/x1, x3/x1).
Indicate con (x, u, v) le coordinate su (Â3)x1 , la restrizione di pi e` data da
pi : (Â3)x1 → A3
(x, u, v) 7→ (x, y = ux, z = vx). (1.1)
La trasformata stretta Σ̂ del cono in A3 e` il cilindro di equazione u2 + v2 + 1 = 0,
e la curva eccezionale Γ = pi−1(P ) ⊂ Σ̂ e` la circonferenza unitaria sul piano
{x = 0}. Abbiamo ottenuto una superficie liscia ed al posto della singolarita`
abbiamo la curva Γ, la quale gode delle seguenti proprieta`:
Γ ∼= P1 , Γ2 = −2 .
Vediamo brevemente come si trova Γ2 = −2. Considero A3 come aperto
di P3: piu` precisamente, se (y0 : y1 : y2 : y3) sono le coordinate omogenee
in P3, identifico A3 con l’aperto {y0 6= 0} ⊂ P3 e dunque P con il punto
(1 : 0 : 0 : 0) ∈ P3. A questo punto, vedo lo scoppiamento di A3 in P come
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((y0 : y1 : y2 : y3); (x1 : x2 : x3)) ∈ P3 × P2 | xiyj = xjyi ∀ i, j = 1, 2, 3
}
.
Posso vedere il cono Σ come intersezione con A3 della quadrica definita in
P3 da y12 + y22 + y32 = 0. Per comodita` indico questa quadrica ancora con
Σ e la sua trasformata stretta con Σ̂ ⊂ P̂3. Sia H un qualunque iperpiano di
P3: per semplicita` lo scelgo che non passi per il centro P dello scoppiamento.
Allora Σ ≡ 2H. Indichiamo con E il divisore eccezionale dello scoppiamento
di P3. Prendiamo l’aperto U1 = {y0 6= 0, x1 6= 0} = (̂A3)x1 ⊂ P3×P2. Su U1
lo scoppiamento e` della forma 1.1. Consideriamo il pull-back dell’equazione
di Σ su questo aperto: esso e` x2(1 + u2 + v2) = 0. Da questa equazione si
vede che ε∗Σ ha uno zero di ordine due lungo E e uno zero di ordine uno
lungo Σ̂. Mettendo insieme queste osservazioni, si ha:
ε∗Σ = Σ̂ + 2E
ε∗Σ ≡ 2ε∗H
⇓
Σ̂ ≡ 2ε∗H − 2E .








Consideriamo ora una 3-forma differenziale razionale ω su P3, che sia regolare
e non nulla nel punto P . Consideriamo l’intorno aperto A3 ⊂ P3 del punto
P su cui abbiamo lavorato all’inizio, con coordinate (x, y, z): allora la forma
differenziale sara` del tipo ω = f dx ∧ dy ∧ dz, con f una funzione razionale
che sia regolare e non nulla in P . Consideriamo di nuovo la restrizione dello
scoppiamento ε all’aperto U1, la quale e` della forma 1.1. Su U1 abbiamo
ε∗ω = (ε∗f)x2 dx∧ du∧ dv. Poiche´ ε∗f e` regolare e non nulla su E, div(ε∗ω)
ha uno zero di ordine 2 lungo E. Gli zeri e i poli fuori di E sono quelli di
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ε∗(div ω). Da questo calcolo deriva che:
KP̂3 = ε
∗KP3 + 2E .
Allora
KΣ̂ = (2ε
∗H − 2E + ε∗KP3 + 2E)|Σ̂
= ε∗ (KP3 + 2H)|Σ̂ ,
da cui si ottiene:
KΣ̂ · Γ = ε∗ (KP3 + 2H) · Σ̂ · E = 0 .
Infatti ε∗ (KP3 + 2H) · E = 0. Tenendo conto del fatto che Γ ∼= P1, appli-
chiamo la formula di aggiunzione e otteniamo quanto voluto:
Γ2 = 2g(Γ)− 2− (KΣ̂ · Γ) = −2 .
La definizione generale di nodo e` strettamente legata alle due proprieta` di
Γ appena viste, ma, prima di darla, dobbiamo considerare il problema della
risolubilita` delle singolarita` di una superficie.
1.2 Risoluzione delle superfici e singolarita`
semplici
Data una superficie Σ, indichiamo con sing(Σ) l’insieme delle sue singolarita`.
Definizione 1.2.1. Data una superficie Σ, una risoluzione di Σ e` una su-
perficie liscia Y insieme con un morfismo birazionale η : Y → Σ tale che,
posto Σ0 = Σr sing(Σ) e Y0 = Y r η−1(sing(Σ)), si ha che η|Y0 : Y0 → Σ0 e`
un isomorfismo.
Definizione 1.2.2. Data una superficie Σ, una risoluzione η : Y → Σ si dice
minimale se vale la seguente proprieta` universale:
1.2 Risoluzione delle superfici e
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data un’altra risoluzione η′ : Y ′ → Σ, esiste un unico morfismo φ : Y ′ → Y





In altre parole, una risoluzione e` minimale se ogni altra risoluzione fattorizza
in modo unico attraverso di essa.
Dalla definizione segue subito che la risoluzione minimale di una superficie
Σ, qualora esista, e` unica (a meno di isomorfismo canonico).
Teorema 1.2.3. Sia Σ una superficie normale.
i) Esiste una (non necessariamente unica) risoluzione di Σ.
ii) Esiste ed e` unica la risoluzione minimale di Σ.
Non essendo l’argomento centrale del mio lavoro, non dimostrero` il teo-
rema 1.2.3. La prima dimostrazione puramente algebrica e` stata data da
Zariski nel 1939 (vedi [18]). In seguito, nel 1964, Hironaka ha dimostrato che
e` possibile generalizzare il teorema a varieta` di dimensione qualunque con un
lavoro lungo circa duecento pagine (vedi [10]), per il quale si e` meritato la
medaglia Fields nel 1970.
Vediamo subito una utile conseguenza del teorema appena enunciato. Sia
Σ una superficie normale: grazie al teorema di Castelnuovo (vedi [9], Teorema
5.7, Capitolo V) sulla contraibilita` delle (−1)-curve (curve lisce razionali con
autointersezione −1), si puo` dimostrare che η : Y → Σ e` la risoluzione
minimale di Σ se e solo se η non contrae nessuna (−1)-curva. Per vederlo,
serve il seguente risultato generale:
Lemma 1.2.4. Sia Y una superficie normale e siano C1, . . . , Ck curve su Y .
Sia X una superficie normale e sia ε : Y → X un morfismo tale che:
i) ε contrae le curve C1, . . . , Ck;
ii) ε e` un isomorfismo fra Y r (∪ki=1Ci) e X r {P1, . . . , Pk}, dove Pi = ε(Ci)
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per ogni i = 1, . . . , k e Pi 6= Pj se i 6= j.
Infine, sia η : Y → Σ un morfismo da Y in una varieta` quasi-proiettiva
normale Σ di dimensione ≤ 2, che contrae le curve C1, . . . , Ck.
Allora, esiste ed e` unico un morfismo β : X → Σ tale che β ◦ ε = η, ovvero






Dim. Per la surgettivita` di ε, e` chiaro che se β esiste, deve essere unico e,
per ogni i = 1, . . . , k, deve mandare il punto Pi nel punto η(Ci). Grazie alla
condizione (ii), sappiamo gia` che fuori dei punti P1, . . . , Pk il diagramma si
chiude con un morfismo β : Xr{P1, . . . , Pk} → Σ univocamente determinato.
Si tratta di estendere questo morfismo ai punti P1, . . . , Pk. E` sufficiente
risolvere la questione localmente. Allora, sia Q ∈ Σ un punto a cui e` stata
contratta una delle curve C1, . . . , Ck. Sia U ⊂ Σ un intorno aperto affine
di Q e siano A := η−1(U) e B := ε(A). Per le proprieta` di ε, si ha che
B = X r ε(Y r A), dunque A e B sono aperti rispettivamente in Y e X.






Poiche´ U e` affine, dare un morfismo β : B → U equivale a dare un omo-
morfismo di C-algebre β∗ : C[U ] → OB(B). Siano ε∗ : OB(B) → OA(A) e
η∗ : C[U ]→ OA(A) gli omomorfismi di C-algebre definiti ponendo, per ogni
f ∈ OB(B), ε∗(f) := f ◦ ε e, per ogni g ∈ C[U ], η∗(g) := g ◦ η. Per chiudere
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Poiche´ ε e` surgettivo, ε∗ e` iniettivo. Dico che ε∗ e` surgettivo. Per vederlo,
considero f ∈ OA(A) arbitrario. Poiche´ ε e` un isomorfismo fuori dalle curve
C1, . . . , Ck, allora induce una funzione f
′ regolare su Br (B ∩{P1, . . . , Pk}).
Poiche` B e` normale, grazie alla condizione S2 di Serre, f
′ si puo` estendere
in modo unico ad una funzione regolare su tutto B, che indico ancora con
f ′. La funzione ε∗f ′ coincide con f fuori dalle curve C1, . . . , Ck, dunque le
due funzioni coincidono su tutto un aperto di A e cio` e` sufficiente per affer-
mare che ε∗f ′ = f . Allora ε∗ e` surgettiva. A questo punto sappiamo che
ε∗ : OB(B) → OA(A) e` un omomorfismo bigettivo di C-algebre, allora ε∗ e`
un isomorfismo e il diagramma 1.3 si chiude. ¤
Proposizione 1.2.5. Sia Σ una superficie normale. Una risoluzione
η : Y → Σ e` minimale se e solo se il morfismo η non contrae curve lisce
razionali con autointersezione −1.
Dim. Sia η : Y → Σ una risoluzione minimale e supponiamo per assurdo
che η contragga una (−1)-curva C. Per il teorema di contraibilita` di Castel-
nuovo esiste un morfismo birazionale ε : Y → X da Y in una superficie liscia
X, che contrae la curva C ed e` un isomorfismo fra Y r C e X r ε(C). A
questo punto, siamo nelle ipotesi del Lemma 1.2.4, allora esiste ed e` unico






Per costruzione, β : X → Σ e` una risoluzione, dunque fattorizza in modo
unico attraverso η, ovvero esiste un unico morfismo φ : X → Y tale che
η ◦ φ = β. Ma allora, φ ◦ ε = IdY , il che e` chiaramente in contraddizione
con il fatto che ε contrae la curva C. Dunque abbiamo dimostrato che se
η : Y → Σ e` una risoluzione minimale, allora η non contrae (−1)-curve.
Viceversa, supponiamo che la risoluzione η : Y → Σ non contragga curve
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lisce razionali con autointersezione −1. Sia η′ : Y ′ → Σ la risoluzione mini-
male. Allora esiste un unico morfismo ε : Y → Y ′ tale che η′ ◦ ε = η. Poiche´
η ed η′ sono birazionali, anche ε lo e` e, visto che Y e Y ′ sono superfici liscie,
ε e` una composizione di isomorfismi e scoppiamenti. Poiche` η non contrae
(−1)-curve, allora neanche ε contrae (−1)-curve e cio` significa che ε e` un
isomorfismo. Dunque η : Y → Σ e` minimale. ¤
Torniamo a considerare il Teorema 1.2.3. E` chiaro che sia un risultato
potente: di fatto, per quanto riguarda le superfici, ha semplificato molto lo
studio delle singolarita`. Addirittura, e` possibile caratterizzarle in base alla
risoluzione minimale, come illustrero` tra poco per le singolarita` di Du Val.
Non solo, l’esistenza di una risoluzione permette di lavorare su una superficie
normale utilizzando concetti inizialmente definiti solo per le superfici lisce.
Per esempio, data una superficie normale Σ, e` possibile, a partire da una
risoluzione, definire una forma di intersezione su Pic(Σ).
Definizione 1.2.6. Sia Σ una superficie normale. Dati due divisori
D1, D2 ∈ Pic(Σ), definiamo il loro numero di intersezione D1 ·D2 nel modo
seguente:
data una risoluzione qualunque η : Y → Σ, poniamo
D1 ·D2 + (η∗D1) · (η∗D2) .
Dato che, in generale, le risoluzioni non sono uniche, dobbiamo verificare
che la definizione sia indipendente dalla scelta della risoluzione. Facciamo
questa verifica. Mettiamoci nella situazione della definizione e prendiamo
due risoluzioni di Σ, η1 : Y1 → Σ e η2 : Y2 → Σ. Vogliamo dimostrare
che (η∗1D1) · (η∗1D2) = (η∗2D1) · (η∗2D2). Consideriamo la risoluzione minimale
η : Y → Σ. Per definizione di risoluzione minimale, η1 e η2 fattorizzano in mo-
do unico attraverso η. Allora esistono e sono unici due morfismi φ1 : Y1 → Y
1.2 Risoluzione delle superfici e
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φ1 e φ2 sono morfismi birazionali fra superfici lisce, allora non sono altro
che una composizione di isomorfismi e scoppiamenti. Da questo fatto e dalla
commutativita` del diagramma, segue la tesi, infatti:
(η∗1D1) · (η∗1D2) = φ∗1(η∗D1) · φ∗1(η∗D2)
= (η∗D1) · (η∗D2)
= φ∗2(η
∗D1) · φ∗2(η∗D2)
= (η∗2D1) · (η∗2D2) .
Osservazione 1.2.7. E` chiaro che potevamo definire sin dall’inizio la forma
di intersezione su una superficie normale attraverso la sua risoluzione mini-
male. In tal caso, grazie all’unicita` di questa, non ci sarebbe stato bisogno di
verifiche. Pero`, nelle applicazioni, puo` risultare piu` utile la definizione data
con le risoluzioni qualsiasi. Del resto, la verifica appena fatta mostra che la
definizione data con risoluzioni minimali sarebbe stata equivalente a quella
data attraverso risoluzioni qualunque.
Come ho accennato prima, attraverso le risoluzioni minimali si possono
anche caratterizzare le singolarita`. In questo contesto, posso finalmente dire
cosa sono i nodi. Essi fanno parte di una classe piu` ampia di singolarita`, le
singolarita` di Du Val, percio` comincero` da quelle.
Definizione 1.2.8. Data una superficie normale Σ, un punto P ∈ Σ e` una
singolarita` di Du Val o singolarita` semplice o punto doppio razionale, se la
risoluzione minimale di Σ, diciamo η : Y → Σ, e` tale che la controimmagine
di P sia l’unione di un numero finito di curve C1, . . . , Cr, che abbiano inter-
sezione nulla con la classe canonica di Y , ovvero tali che CiKY = 0 per ogni
i = 1, . . . , r.
10
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Supponiamo di essere nella situazione descritta nella definizione 1.2.8. Si
ha che la matrice di intersezione (CiCj) e` definita negativa. Cio` non dipende
dal contesto particolare in cui ci troviamo, ma succede ogni volta che vengono
contratte delle curve. Il risultato e` noto come criterio di Mumford (1961, [13])
e riveste una grande importanza nello studio delle singolarita`.
Proposizione 1.2.9 (Criterio di Mumford). Sia η : Y → Σ una mappa
regolare tra superfici, con Y nonsingolare. Siano poi C1, . . . , Cr curve su
Y che vengono contratte da η a un unico punto x ∈ Σ e supponiamo che
η : Y r (C1 ∪ · · · ∪Cr) −˜→ Σr {x} sia un isomorfismo. Allora la matrice di
intersezione (CiCj) e` definita negativa.
Dim. Possiamo considerare una curva E su Y , distinta dalle Ci, ma
che le intersechi tutte. In particolare, possiamo prendere come curva E
una sezione iperpiana di Y . Infatti, tutte le varieta` con cui abbiamo a che
fare sono proiettive, allora possiamo considerare una qualunque immersione
chiusa di Y nello spazio proiettivo; poi scegliamo un punto yi ∈ Ci per
ogni curva Ci, prendiamo una forma lineare che non si annulli sugli yi e
indichiamo con E ⊂ Y il suo luogo di zeri su Y ; e` un risultato ben noto
che dim(E) = dim(Y ) − 1 = 1 e dim(E ∩ Ci) = dim(Ci) − 1 = 0 per
ogni i ∈ {1, . . . , r}; allora, la sezione iperpiana E cos`ı definita soddisfa le
proprieta` suddette. Poniamo η(E) = H ⊂ Σ. H e` un chiuso proprio di Σ.
Allora, possiamo scegliere una funzione razionale u 6= 0 su Σ che sia regolare
sul punto x e che si annulli su H. Per convincersene, basta considerare un
intorno affine U del punto x e osservare che H ∩ U e` un chiuso proprio di
U . Quindi esiste certamente un elemento nell’anello delle coordinate di U
che si annulla su H ∩ U . Prendo uno di questi elementi, ed esso definisce
automaticamente una funzione razionale u su Σ con le proprieta` richieste.
Poiche´ η e` regolare e surgettiva, ha senso considerare il pull-back g = η∗u
della funzione u, che sara` una funzione razionale su Y , regolare sulle curve
Ci e nulla su E. Consideriamo il divisore principale div(g). Per costruzione,
E interseca tutte le curve Ci, allora x ∈ H e la funzione u si annulla su x.
Di conseguenza g si annulla su ogni curva Ci. Allora, il divisore div(g) sara`
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della forma div(g) =
∑
miCi + Z − P , dove mi > 0 per ogni i = 1, . . . , r e
Z, P sono divisori effettivi su Y i cui supporti non contengono le curve Ci.
Per costruzione, P ·Ci = 0 per ogni i = 1, . . . , r. Poiche´ g si annulla su E ed
E e` distinta dalle Ci, allora E e` contenuta nel supporto di Z. Detto questo,
dalla costruzione e` chiaro che
Z · Ci = E · Ci + (Z − E) · Ci ≥ E · Ci > 0 per ogni i = 1, . . . , r .
Allora, indicato con F il divisore Z − P , si ha div(g) =∑miCi + F e
F · Ci = (Z − P ) · Ci = Z · Ci > 0 per ogni curva Ci. Posto D =
∑
miCi, si
ha che D ≡ −F , dunque D · Ci < 0 per ogni i = 1, . . . , r.
A questo punto, la tesi e` un corollario immediato del seguente risultato di
algebra lineare:
Lemma 1.2.10. Sia M uno Z-modulo dotato di una forma bilineare sim-
metrica:
M ×M → Z
(m1,m2) 7→ m1m2 .
Sia {e1, . . . , er} un insieme di generatori di M tale che eiej ≥ 0 per ogni
i 6= j. Supponiamo che esista un elemento d = ∑miei ∈ M , con mi > 0,
per ogni i = 1, . . . , r e tale che dej < 0 per ogni j = 1, . . . , r. Allora, ogni
elemento non nullo m ∈M soddisfa m2 < 0 ed {e1, . . . , er} e` una base libera
di M .
Dim. del lemma. Indichiamo con A la matrice r×r con entrate aij = eiej e
indichiamo con ϕ : Rr → R il prodotto scalare (possibilmente degenere) su Rr
definito da questa matrice. E` sufficiente dimostrare che per ogni x ∈ Rrr{0},
ϕ(x, x) < 0. Infatti, consideriamo la mappa Z-lineare ι : Zr → M , che
manda gli elementi fi della base canonica rispettivamente negli ei: questa
e` una isometria rispetto ai prodotti scalari fissati, e, nel caso ϕ(x, x) < 0
per ogni x ∈ Rr r {0}, e` un isomorfismo. Quindi, in tal caso, e1, . . . , er
sono linearmente indipendenti in M e la relazione m2 < 0 e` soddisfatta per
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costruzione da ogni elemento non nullo m ∈M .
Consideriamo la funzione x 7→ ϕ(x, x)/|x|2 definita su Rr r 0: poiche´ la
sfera unitaria e` compatta, questa funzione assume un massimo, diciamo λ, in
corrispondenza di un vettore non nullo y = (y1, . . . , yr) ∈ Rr. Allora, come
e` noto, y/|y| e` un autovettore di A con autovalore λ, ovvero Ay = λy. Per




aij|xi||xj| = ϕ(v, v),
dove x = (x1, . . . , xr) e v = (|x1|, . . . , |xr|). Dunque posso supporre che le
coordinate di y siano positive. Allora
∑
i yimi > 0, dove gli mi sono gli interi












Per ipotesi dej < 0 per ogni j, allora tutta l’espressione e` strettamente minore
di zero. Poiche´
∑
i yimi > 0, allora λ < 0, il che conclude la dimostrazione,
perche` per ogni x ∈ Rr r 0 si ha ϕ(x, x) ≤ λ|x|2 < 0. ¤
Torniamo alla situazione descritta nella definizione 1.2.8. Sappiamo che
la matrice di intersezione (CiCj) e` definita negativa e che CiKY = 0 per ogni
i = 1, . . . , r. Per la formula di aggiunzione:
2g(Ci)− 2 = Ci(Ci +KY ) = Ci2 < 0
g(Ci) ≥ 0 ⇒ Ci2 ≥ −2
Ci
2 e` pari, allora Ci
2 = −2 e Ci ∼= P1 per ogni i = 1, . . . , r. Sempre per la
negativita` della matrice di intersezione, (Ci+Cj)
2 < 0, per cui CiCj ≤ 1 per
ogni i 6= j, ovvero: o le curve sono disgiunte o si intersecano trasversalmente.
Possiamo rappresentare la situazione con un grafo, nel quale i vertici
indicano le curve che vengono contratte a P e i segmenti da un vertice al-
l’altro le eventuali intersezioni. Sopra ciascun vertice riportiamo l’autoin-
tersezione della curva corrispondente e sopra ciascun segmento il numero di
intersezione. Otteniamo una rappresentazione visiva delle informazioni con-
tenute nella matrice di intersezione. Per quanto visto sopra, nel caso specifico
delle singolarita` di Du Val i numeri di intersezione sono superflui: se vogliamo
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distinguere delle classi all’interno delle singolarita` di Du Val, cio` che interessa
e` la quantita` e la disposizione di vertici e segmenti. Ad ogni tipo di grafo e`
stato associato un simbolo, costituito da una lettera maiuscola e un indice
numerico che indica il numero di curve. I tipi di grafo che si possono pre-
sentare per una singolarita` di Du Val si chiamano diagrammi di Dynkin e si
indicano con: An (n ≥ 1), Dn (n ≥ 4), E6, E7, E8 (vedi la figura 1.1).
Figura 1.1: Diagrammi di Dynkin per singolarita` di Du Val.















◦ − ◦ − ◦ − ◦ − ◦ − ◦ − ◦
|
◦
Concludiamo la sezione con la seguente:
Definizione 1.2.11. Una singolarita` di Du Val si chiama nodo o punto
doppio ordinario se e` di tipo A1.
Cio` significa che: data una superficie normale Σ, un punto P ∈ Σ e` un nodo
se la risoluzione minimale di Y e` tale che la controimmagine di P sia un’unica
curva liscia razionale con autointersezione −2 (o, equivalentemente, un’unica
curva che ha intersezione nulla con la classe canonica).
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E` evidente che la singolarita` del cono analizzata nella sezione precedente
e` un nodo secondo la definizione appena data.
1.3 Il nodo nella categoria analitica
Le varieta` algebriche proiettive su C possono essere studiate da due punti di
vista: quello algebrico e quello analitico. Il collegamento fra le due categorie e`
stato spiegato da Serre nel suo fondamentale articolo Ge´ome´trie Alge´brique et
Ge´ome´trie Analytique (1956, [16]), comunemente conosciuto come “GAGA”.
Piu` precisamente, se X e` una varieta` algebrica proiettiva su C, esiste ed e`
unica su X una struttura di spazio analitico, tale che ogni carta algebrica sia
una carta analitica (vedi [16], Proposizione 2): indichiamo con Xh l’insieme
X munito della struttura di spazio analitico e con OhX il fascio dei germi di
funzioni olomorfe su Xh. Si ha che se f : X → Y e` un’applicazione regolare
fra varieta` algebriche proiettive su C, allora f : Xh → Y h e` un’applicazione
olomorfa. Allora, una mappa razionale fra varieta` proiettive e` meromor-
fa. Inoltre, la dimensione algebrica di X e la dimensione analitica di Xh
coincidono (vedi [16], Corollario 3).
Il risultato principale dimostrato da Serre e` che i fasci coerenti su X ed
i fasci coerenti su Xh si corrispondono biunivocamente e la corrispondenza
tra queste due categorie di fasci lascia invariati i gruppi di coomologia (vedi
[16], Teoremi 1-2-3).
Tutto questo ci assicura che per numerose questioni i due punti di vista,
algebrico e analitico, conducono a risultati essenzialmente equivalenti, benche´
con metodi molto diversi.
Prendiamo di nuovo in considerazione la singolarita` del cono quadri-
co: nella Sezione 1.1 abbiamo esordito dicendo che questa e` “il nodo per
eccellenza”. Vogliamo ora giustificare questa affermazione.
Definizione 1.3.1. Sia η : Y → Σ una mappa bimeromorfa fra superfici
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proiettive normali su C. Una curva C ⊂ Y si dice eccezionale per η se η
contrae C ad un punto x ∈ Σ ed esistono intorni aperti nella topologia forte
U, V rispettivamente di C in Y e di x in Σ, tali che η e` un isomorfismo
analitico fra U r C e V r {x}.
Teorema 1.3.2. Sia Y una superficie algebrica proiettiva liscia su C. Sia
C ⊂ Y una curva liscia razionale con autointersezione −2. Sia poi η : Y → Σ
una mappa bimeromorfa da Y in una superficie proiettiva normale Σ, che
contrae la curva C ad un punto x ∈ Σ ed e` tale che C sia una curva ec-
cezionale per η. Allora, la singolarita` x ∈ Σ e` analiticamente equivalente
all’unica singolarita` della superficie W := {(x, y, z) ∈ C3| y2 = xz} ⊂ C3
nell’origine.
Dim. Vedi [3], Teorema 5.1, Capitolo III. ¤
Concludiamo che un nodo su una superficie normale Σ, cos`ı come e` stato
definito nella sezione precedente, e` analiticamente equivalente alla singolarita`
del cono quadrico analizzata nella Sezione 1.1.
A questo punto, vorrei dare un esempio di costruzione di nodo, significa-
tivo per quello che faro` in seguito.
Consideriamo l’involuzione ι : C2 → C2, data da i(u, v) := (−u,−v),
dove (u, v) sono coordinate fissate su C2. Questa definisce un’azione di Z2
su C2: sia Σ la varieta` quoziente per questa azione e pi : C2 → Σ la mappa
quoziente.
Ora, consideriamo il sottoanello B ⊂ C[u, v] dei polinomi fissati da ι,
B := {p ∈ C[u, v] | p = ι∗p} ⊂ C[u, v]. Un monomio uivj e` fissato da ι se e
solo se i+ j e` pari, ovvero, se e solo se i e j sono o entrambi pari o entrambi
dispari. Allora, l’anello B e` generato dai monomi u2, uv e v2.
E` noto che Σ e` affine, B e` l’anello delle coordinate di Σ e la mappa
quoziente pi : C2 → Σ e` indotta dall’inclusione B ↪→ C[u, v] (vedi [17],
Esempio 11, Sezione 2.3, Capitolo I). Consideriamo l’omomorfismo surgettivo
C[x, y, z] ³ B, ottenuto mandando x in u2, y in uv e z in v2. Ad esso
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corrisponde una immersione di Σ in C3, indotta dal morfismo:
ϕ : C2 → C3
(u, v) 7→ (x = u2, y = uv, z = v2) .
E` chiaro che l’immagine di Σ attraverso l’immersione indotta da ϕ e`
W = {(x, y, z) ∈ C3| y2 = xz}, che, a meno di un cambiamento di base, e`
il cono quadrico della Sezione 1.1. Allora, Σ e` isomorfa al cono quadrico,
quindi ha come unica singolarita` pi(0), che, per quanto visto nella Sezione
1.1, e` un nodo.
1.4 Contrazione di curve nodali
Definizione 1.4.1. Sia Y una superficie. Una curva C su Y si dice curva
nodale se e` una curva liscia razionale con autointersezione C2 = −2.
Definizione 1.4.2. Una superficie si dice superficie nodale se e` normale e le
sue singolarita` sono tutte punti doppi ordinari.
Il prossimo teorema e` un caso particolare del criterio di contrazione delle
curve di Artin (1962, [1]).
Teorema 1.4.3 (Artin). Sia Y una superficie normale e siano C1, . . . , Ck
curve nodali disgiunte su Y , tali che Y sia liscia lungo di esse. Allora, esiste
un morfismo birazionale η : Y → Σ da Y su una superficie proiettiva normale
Σ, che contrae ciascuna curva Ci ad un punto Pi ed e` un isomorfismo fra
Y r
⋃k
i=1Ci e Σr {P1, . . . , Pk}.
Dalle ipotesi del teorema segue che la matrice di intersezione (CiCj) e`
definita negativa. Per il criterio di Mumford (Proposizione 1.2.9), cio` non e`
un caso, ma una condizione necessaria alla contraibilita` delle curve.
Vorrei dimostrare il Teorema 1.4.3 e per farlo avro` bisogno del seguente
risultato:
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Lemma 1.4.4. La normalizzazione di una varieta` proiettiva su un campo k
algebricamente chiuso e` proiettiva su k.
Dim. Sia X una varieta` proiettiva sul campo k. In particolare, X e`
uno schema integro, allora dalla teoria degli schemi sappiamo che esiste la
normalizzazione di X (vedi [9], Esercizio 3.8, Capitolo II), ovvero esistono
uno schema X ′ integro e normale e un morfismo surgettivo f : X ′ → X con
la seguente proprieta` universale: per ogni schema integro e normale Z e per
ogni morfismo dominante g : Z → X, g fattorizza in modo unico attraverso
f .
Dalla proprieta` universale segue subito che la normalizzazione X ′ di X e`
unica a meno di isomorfismo canonico.
Per prima cosa, vediamo che X ′ e` di tipo finito su k. Sia U = Spec(A) un
aperto affine di X. La normalizzazione di U e` U ′ = Spec(A′), dove A′ e` la
chiusura integrale di A nel suo campo quoziente; la mappa di normalizzazione
f ′ : U ′ → U e` indotta dall’inclusione di A in A′ e A′ e` finitamente generato
come A-modulo (per ognuna di queste affermazioni, vedi [17], Teorema 4,
Sezione 5.2, Capitolo II). Allora, f ′ e` un morfismo finito, dunque surgettivo.






dove i : U ↪→ X e` l’inclusione. Per la proprieta` universale della normaliz-
zazione, esiste ed e` unico un morfismo i′ : U ′ → X ′ che chiude il diagramma.
Per commutativita` dello stesso, i′(U ′) ⊂ f−1(U). Poiche´ f−1(U) e` aperto in
X ′, si ha che f−1(U) e` uno schema integro e normale. Grazie all’esistenza
del morfismo i′ ed alla proprieta` universale delle normalizzazioni di X e di
U , si ha che f−1(U) e` canonicamente isomorfo a U ′. Dato che l’aperto affine
U ⊂ X e` stato scelto in modo arbitrario, cio` implica che f e` un morfismo
finito e surgettivo. Allora, poiche´ X e` uno schema di tipo finito su k, anche
X ′ e` di tipo finito su k.
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Poiche´ X e` una varieta` proiettiva, X e` uno schema proprio su k. Ne deri-
va che anche X ′ lo e`. Infatti, f e` un morfismo finito, dunque e` proprio e
la composizione di morfismi propri e` ancora un morfismo proprio (vedi [9],
Esercizio 4.1 e Corollario 4.8(b), Capitolo II).
A questo punto, per avere la tesi e` sufficiente dimostrare che esiste una
immersione di X ′ in uno spazio proiettivo: l’immagine sara` automatica-
mente chiusa, perche` X ′ e` proprio (vedi [9], Esercizio 4.4, Capitolo II). Per
definizione stessa di fascio molto ampio, questo equivale a dimostrare l’e-
sistenza di un fascio invertibile molto ampio su X ′. A tal fine, e` sufficiente
mostrare l’esistenza di un fascio invertibile ampio su X ′: infatti, dato un
fascio invertibile L su X ′, se L e` ampio, allora esiste un intero positivo
s abbastanza grande, tale che L s sia molto ampio (vedi [9], Teorema 7.6,
Capitolo II). Poiche´ X e` proiettiva, certamente su di essa esiste un fascio
invertibile ampio: per esempio una sezione iperpiana. Per il fatto che f e` un
morfismo finito e surgettivo, il pull-back di un qualunque fascio invertibile
ampio su X e` ampio su X ′ (vedi [9], Esercizio 5.7(d), Capitolo III).
Cio` conclude la dimostrazione. ¤
Dim. del teorema 1.4.3. Contrarro` le curve una per volta.
Sia allora C = C1 la curva che voglio contrarre. Dato che la superficie e`
liscia lungo C, possiamo associare a C un divisore, dunque un elemento di
Pic(Y ), che indichiamo ancora con C. Sia G il gruppo libero generato da
C. Osserviamo che Hom(G,Z) e` libero generato dalla f : G → Z, data da
f(C) = 1. Presa una classe D ∈ Pic(Y ), possiamo definire fD ∈ Hom(G,Z)
ponendo, per ogni E ∈ G, fD(E) := E · D. In questo modo otteniamo un
omomorfismo di gruppi τ : Pic(Y ) → Hom(G,Z), dato da τ(D) := fD, per
ogni D ∈ Pic(Y ). Consideriamo la restrizione di τ a G, che indichiamo con
ι : G → Hom(G,Z). Poiche´ C2 = −2 6= 0, l’omomorfismo ι e` iniettivo
e, dato che entrambi i gruppi sono liberi di rango 1, il conucleo e` finito.
Cio` significa che per ogni divisore D su Y , esistono un intero positivo n ed
E ∈ G tali che nfD = fnD = −fE. Visto che la superficie Y e` proiettiva,
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possiamo considerare un divisore molto ampio L su di essa. Per le proprieta`
dei divisori molto ampi su varieta` proiettive, possiamo scegliere un intero
positivo n abbastanza grande in modo tale che:
- H i(Y,OY (nL)) = 0 ∀i > 0;
- fnL = −fE per qualche (unico) E ∈ G;
- nL e` molto ampio.
Per esempio, prima scelgo un intero positivo s tale che fsL = −fB per qualche
B ∈ G, poi prendo un multiplo abbastanza grande di s.
Sia H = nL il divisore ottenuto. Le proprieta` suddette diventano:
- H i(Y,OY (H)) = 0 ∀i > 0;
- fH+E = 0 per qualche (unico) E ∈ G;
- H e` molto ampio.
Allora H ·C > 0, da cui E ·C = −H ·C < 0. E e` della forma E = mC, con
m ∈ Z, dunque E · C = mC2 = −2m < 0, da cui segue che E e` effettivo con
supporto C. Inoltre deg(H + E)|C = (H + E) · C = 0 e, visto che C ∼= P1,
OC(H + E) ∼= OC .
La successione
0→ OY (−C)→ OY → OC → 0 (1.4)
e` esatta. Tensorizziamo con OY (H + E), ottenendo la successione esatta
0→ OY (H + (m− 1)C)→ OY (H + E)→ OC → 0. (1.5)
Si ha che H1(Y,OY (H + iC)) = 0 per ogni i = 0, . . . ,m. Cio` si puo` vedere
per induzione. Per i = 0 e` ovvio dalle ipotesi su H. Osserviamo che, per
come e` fatta la coomologia di P1, H1(C,OC(s)) = 0 per ogni intero s ≥ −1.
Poiche´ (H + E) · C = 0 ed E = mC, allora H · C = 2m. Ne deriva che
per ogni i ≤ m si ha (H + iC) · C = 2(m − i) ≥ 0 e, per quanto appena
osservato, H1(C,OC(H + iC)) = 0. Dalla successione esatta 1.4 si ottiene,
tensorizzando con OY (H + iC), la successione esatta
0→ OY (H + (i− 1)C)→ OY (H + iC)→ OC(H + iC)→ 0
e passando ai gruppi di coomologia
· · · → H1(Y,O(H+(i−1)C))→ H1(Y,OY (H+iC))→ H1(C,OC(H+iC))→ · · ·
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Si e` visto che H1(C,OC(H + iC)) = 0 per ogni i ≤ m, quindi la mappa
H1(Y,OY (H + (i − 1)C) → H1(Y,OY (H + iC)) e` surgettiva: ne deriva il
passo induttivo.
In particolare, abbiamo dimostrato che H1(Y,OY (H + (m− 1)C)) = 0.
Consideriamo la successione 1.5 e passiamo alla successione dei gruppi di
coomologia. Si ottiene che la mappa H0(Y,OY (H + E)) → H0(C,OC) e`
surgettiva. Allora, esiste una sezione globale s ∈ H0(Y,OY (H + E)) che
viene mandata nella sezione costante 1 ∈ H0(C,OC). Il divisore degli zeri
D = div(s) ha supporto che non interseca C. Poiche´ H e` molto ampio, il
sistema |H + E| non ha punti base fuori di E. Mettiamo insieme le due
affermazioni e otteniamo che |H + E| non ha punti base. Allora, esiste un
morfismo ϕ : Y → PN tale che ϕ∗(OPN (1)) ∼= OY (H + E). Indichiamo con
Y¯ l’immagine di Y attraverso ϕ.
Si ha che ϕ(C) e` un singolo punto, diciamo P . Supponiamo per assurdo
che ϕ(C) abbia piu` di un punto e sia P ∈ ϕ(C). Allora, posso scegliere un
iperpiano T ⊂ PN che passi per P e non contenga ϕ(C). Per come ho scelto
ϕ, il pull-back ϕ∗T e` un divisore effettivo su Y linearmente equivalente ad
H + E, quindi la sua restrizione a C deve essere un divisore principale, in
quanto deg(H + E)|C = 0. Per costruzione ϕ∗T interseca C, allora l’unica
possibilita` e` che C ⊆ ϕ∗T . Ne segue che ϕ(C) ⊆ T e questo contraddice
l’ipotesi fatta su T . Dunque ϕ(C) deve essere un singolo punto.
Poiche´ H e` molto ampio, il sistema |H| separa i punti e i vettori tangen-
ti. Dico che il sistema |H + E| separa i punti e i vettori tangenti fuori di
C. Infatti, presi y, y′ ∈ Y r C, esiste una sezione s′ ∈ H0(Y,OY (H)) che
si annulla su y e non su y′. Considerata una sezione s′′ ∈ H0(Y,OY (E))
corrispondente al divisore effettivo E = mC, ho che il supporto del divi-
sore div(s′) + div(s′′) ∈ |H + E| contiene y ma non y′, ovvero, la sezione
s ∈ H0(Y,OY (H + E)) ad esso corrispondente si annulla su y e non su y′.
Con ragionamento analogo si vede che il sistema |H + E| separa i vettori
tangenti fuori di C.
Allora ϕ e` una immersione su Y rC. Questo, insieme con il fatto che l’imma-
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gine di C e` il punto P , dimostra che ϕ e` un isomorfismo fra Y rC e Y¯ r{P} e
che Y¯ e` una superficie proiettiva. Adesso considero la normalizzazione di Y¯ ,
che chiamo Y1. Per il Lemma 1.4.4, Y1 e` proiettiva. Inoltre, poiche´ ϕ : Y → Y¯
e` surgettiva e Y e` normale, per la proprieta` universale della normalizzazione,
ϕ fattorizza in modo unico attraverso la mappa di normalizzazione. Quindi,
se f : Y1 → Y¯ e` la mappa di normalizzazione, esiste ed e` unico un morfismo
pi : Y → Y1 tale che ϕ = f ◦ pi. Poiche´ ϕ e f sono birazionali, pi : Y → Y1
e` birazionale. Sappiamo che f e` un morfismo finito, quindi pi deve contrarre
C ad un punto. Infine, ϕ e` un isomorfismo fuori della curva C, allora pi deve
essere un isomorfismo fuori di C.
Una volta dimostrato che il teorema vale per una singola curva, e` facile esten-
dere il risultato a un numero finito k di curve. In effetti, basta osservare che,
esclusa la curva che e` stata contratta, in tutti gli altri punti la mappa trova-
ta e` un isomorfismo. Allora la nuova superficie Y1 ha esattamente (k − 1)
curve nodali ed e` liscia su ognuna di esse. Mantengo la stessa notazione per
le curve su Y1, che saranno C2, . . . , Ck. Posso ripetere il ragionamento di
prima per la curva C2 e trovero` un morfismo birazionale pi2 : Y1 → Y2, con
Y2 normale e proiettiva, che contrae solo C2 ed e` un isomorfismo fuori da
questa. Y2 soddisfa le ipotesi del teorema ed ha (k − 2) curve nodali: posso
applicare ancora lo stesso ragionamento. Dopo k ripetizioni avro` ottenuto
un morfismo birazionale pi = pik ◦ · · · ◦ pi1 : Y → Yk = Σ che contrae tutte le
curve a punti distinti. Per costruzione, la superficie Σ e` proiettiva e normale
e pi e` un isomorfismo fuori dalle curve, dunque il teorema e` dimostrato. ¤
Osservazione 1.4.5. Data una superficie normale Y con curve nodali dis-
giunte C1, . . . , Ck, non solo esiste un morfismo birazionale η : Y → Σ su
una superficie normale Σ che contrae le curve C1, . . . , Ck ed e` un isomorfismo
fuori delle curve, ma la coppia (Σ, η) e` univocamente determinata a meno
di isomorfismo canonico. Questo e` una conseguenza immediata del Lemma
1.2.4.
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Osservazione 1.4.6. Segue dal Teorema 1.4.3 che se Y e` liscia, Σ e` una super-
ficie nodale. Infatti, poiche´ η e` un isomorfismo fuori dalle curve, ogni punto
diverso dai Pi e` liscio e le uniche singolarita` di Σ sono i Pi stessi. Inoltre, η
e` un morfismo birazionale che non contrae (−1)-curve, allora, per la Propo-
sizione 1.2.5, η e` una risoluzione minimale. Infine, ad ogni Pi corrisponde
un’unica curva nodale, per cui i Pi sono nodi.
Da quanto si e` visto in questo capitolo, concludiamo che studiare i nodi
di una superficie nodale equivale a studiare le curve nodali disgiunte di una
superficie liscia.
Allora, anziche´ una superficie nodale Σ, da ora in avanti prenderemo in
considerazione una superficie liscia Y con curve nodali disgiunte C1, . . . , Ck
su di essa.
Capitolo 2
Il codice associato a una
famiglia di curve nodali
In questo capitolo parlero` di uno strumento utile allo studio delle curve nodali
su una superficie liscia e, di conseguenza, allo studio delle superfici nodali: i
codici. In realta`, l’unico tipo di codice di cui faro` menzione e` il codice lineare
binario, e cio` che effettivamente servira` sara` soltanto un po’ di linguaggio.
2.1 Codici binari
In questa sezione richiamo tutto cio` che mi serve di teoria dei codici.
Un codice binario e` un sottospazio vettoriale V di Fn2 . L’intero n si chiama
lunghezza del codice e la dimensione di V dimensione del codice.
Preso un vettore x ∈ Fn2 , il numero di coordinate non nulle di x si chiama
peso di x e si indica con w(x). I pesi dei vettori non nulli di un codice si
chiamano pesi del codice.
Due codici in Fn2 si dicono isomorfi se si possono ottenere l’uno dall’altro
attraverso una permutazione delle coordinate. In tal caso i due codici hanno
la stessa lunghezza, la stessa dimensione e gli stessi pesi.
Indichiamo con (x1, . . . , xn) le coordinate di Fn2 . Un codice V ⊆ Fn2 si dice
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ridotto se per ogni i = 1, . . . , n, V  {xi = 0}. Ad ogni codice V e` possibile
associare un codice ridotto V ′: basta cambiare lo spazio ambiente Fn2 con uno
spazio ambiente Fs2, con s ≤ n, ottenuto togliendo le coordinate che hanno
sempre valore nullo su V . Il nuovo codice avra` la stessa dimensione, gli stessi
pesi, ma lunghezza eventualmente minore.
Due codici V1 ⊆ Fn12 , V2 ⊆ Fn22 si dicono essenzialmente isomorfi se i
codici ridotti ad essi associati sono isomorfi. In particolare, i codici ridotti
associati a codici essenzialmente isomorfi devono avere la stessa lunghezza.
Esempi:
i)Codice dei vettori pari. E` semplicemente il sottospazio V = {∑ xi = 0}
⊆ Fn2 costituito da tutti i vettori di peso pari. E` un codice ridotto di dimen-
sione n− 1.
ii) Codice dei vettori doppiamente pari DE(n). Dato il codice dei vet-
tori pari V ⊆ Fn2 appena descritto, consideriamo la mappa lineare iniettiva
Fn2 → F2n2 definita da (x1, . . . , xn) 7→ (x1, x1, . . . , xn, xn). Il codice DE(n)
e` l’immagine di V tramite questa mappa. Come V , e` un codice ridotto di
dimensione n− 1, ma ha lunghezza doppia e anche i pesi sono doppi, quindi
divisibili per 4.
iii) Codice Cp. Sia V uno spazio vettoriale di dimensione p su F2 e sia Ω
l’insieme delle forme lineari non nulle su V . Consideriamo la mappa lineare
iniettiva V ↪→ FΩ2 definita da x 7→ (f(x))f∈Ω. Il codice Cp e` l’immagine di
V attraverso questa mappa. Cp e` ridotto, ha lunghezza n = 2p − 1 e dimen-
sione p. Inoltre, tutti i suoi elementi hanno peso 2p−1 = (n + 1)/2. Infatti,
preso x ∈ V , w(x) = #{f ∈ Ω|f(x) = 1} e, una volta completato il sistema
costituito dal solo x a una base di V , e` chiaro che questo numero e` 2p−1.
iv) codice Dp. Denotiamo con Fn−12 il sottospazio di Fn2 generato dai primi
(n − 1) vettori della base canonica. Consideriamo il codice appena definito
Cp−1 ⊂ Fn−12 , dove n = 2p−1. Sia Dp il sottospazio di Fn2 generato da Cp−1 e
dall’elemento di peso n. Chiaramente questo codice e` ridotto, ha dimensione
p ed ha pesi (n/2) e n.
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Tra questi esempi, l’unico che incontreremo nel corso dello studio dei nodi
su una superficie nodale rigata e` il codice dei vettori doppiamente pari. Ad
ogni modo, ho voluto menzionare i codici Cp e Dp per l’importanza storica che
hanno avuto: questi sono i codici usati da Beauville nella sua dimostrazione
che il numero massimo di nodi su una superficie di grado 5 immersa in P3 e`
µ(5) = 31. Dunque, Cp e Dp sono i primi codici ad essere stati usati per lo
studio dei nodi di una superficie nodale.
2.2 Il codice associato a una famiglia di curve
nodali
Sia Y una superficie liscia e siano C1, . . . , Ck curve nodali disgiunte su Y . Sia
C il sottogruppo di Pic(Y ) generato dalle classi di C1, . . . , Ck. Denotiamo con
ϕ : C/2C → Pic(Y )/2Pic(Y ) l’omomorfismo indotto dall’inclusioine. C e` un
gruppo abeliano libero di rango k, allora C/2C e` uno spazio vettoriale di
dimensione k su F2 e, scelta come base la famiglia delle classi di divisori
associate alle curve Ci modulo 2C, possiamo identificare questo gruppo con
Fk2 . In tal caso, siano (x1, . . . , xk) le coordinate di Fk2.
Definizione 2.2.1. Il nucleo V dell’omomorfismo ϕ : C/2C → Pic(Y )/2Pic(Y )
e` il codice binario associato alle curve C1, . . . , Ck.
Definizione 2.2.2. Dato il codice V associato alle curve C1, . . . , Ck, diciamo
che la curva Ci appare in V se V * {xi = 0}.
Allora, il numero di curve che appaiono in V e` uguale alla lunghezza del
codice ridotto associato a V .
Lemma 2.2.3. Sia Y una superficie liscia e siano C1, . . . , Ck curve nodali
disgiunte su Y . Allora, i pesi del codice V associato alle curve C1, . . . , Ck
sono tutti divisibili per 4.
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Dim. Per come e` stato definito V , si ha che un vettore v = (x1, . . . , xk) ∈ Fk2




in quest’ultima espressione ho identificato gli elementi di F2 con gli interi
0,1. Poiche´ le curve sono nodali, dalla formula di aggiunzione deriva che
Ci ·KY = 0, per ogni i ∈ {1, . . . , n}, quindi Lv ·KY = 0. Sempre per la for-
mula di aggiunzione Lv
2+Lv ·KY deve essere pari. In realta`, come e` possibile
vedere dal calcolo che segue, cio` vale qualunque sia il divisore. Prendiamo
un divisore D =
∑s
i=1miEi, dove le Ei sono curve distinte su Y :


































La formula di aggiunzione dice che Ei
2 + Ei · KY = 2(g(Ei) − 1), per ogni
i = 1, . . . , s, ovvero che il primo gruppo di addendi e` pari. Allora, tutta la
somma e` pari.
Tornando al nostro caso particolare, abbiamo ottenuto che Lv
2 e` pari. Os-
serviamo che il peso w(v) e` uguale a −2Lv2. Infatti:
2Lv · Cj =
∑
i
xiCi · Cj = xjCj2 = −2xj
⇓












A questo punto la tesi e` immediata. ¤
Rimane da fare un’ultima utile osservazione.
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Osservazione 2.2.4. Consideriamo il seguente omomorfismo:
φ2 : Pic(Y )→ Pic(Y )
D 7→ 2D
Per ogni v ∈ V si ha che Lv e` univocamente determinato da v se e solo
se ker(φ2) = 0. E` facile vedere perche´. Prendiamo v = (x
1, . . . , xn) ∈ V .
Supponiamo che ker(φ2) = 0 e che esistano L,L
′ ∈ Pic(Y ) tali che
2L ≡ 2L′ ≡∑ xiCi. Allora L − L′ ∈ ker(φ2), ovvero L ≡ L′. Il viceversa e`
ancora piu` banale.
2.3 Il rivestimento associato al codice
Richiamero` brevemente alcuni risultati sulla struttura degli Zr2- rivestimenti
con riferimento all’articolo [14].
Nel fare questi richiami, mi riferiro` come al solito al caso delle varieta`
proiettive su C.
Definizione 2.3.1. Un rivestimento di grado d e` un morfismo finito pi : Z → Y ,
con Z e Y varieta` proiettive normali, tale che la fibra di pi su un punto
generale di Y abbia cardinalita` d.
Definizione 2.3.2. Dato un rivestimento di grado d, pi : Z → Y , l’insieme
D = {y ∈ Y | #pi−1(y) < d} ⊂ Y si chiama contorno apparente (“branch
locus” in inglese). L’insieme R ⊂ Z dei punti z ∈ Z tali che il differenziale di
pi in z non sia un isomorfismo, si dice luogo di ramificazione. Si ha pi(R) = D.
Definizione 2.3.3. Dato un rivestimento pi : Z → Y , il gruppo ad esso
associato e` G := {φ ∈ Aut(Z)| pi ◦ φ = pi}.
Dato un rivestimento pi : Z → Y , il gruppo G del rivestimento agisce in
modo naturale su Z e su ogni singola fibra di pi.
Definizione 2.3.4. Un rivestimento di grado d, pi : Z → Y , si dice rivesti-
mento di Galois se il gruppo G del rivestimento agisce transitivamente sulle
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fibre, o, equivalentemente, se G ha ordine d. In tal caso, il gruppo G si chia-
ma gruppo di Galois del rivestimento.
Un rivestimento di Galois si dice abeliano se il gruppo del rivestimento e`
abeliano.
Sia pi : Z → Y un rivestimento di grado d. Visto che pi e` un morfismo
finito, ad esso e` associata una estensione finita di campi C(Y ) ⊂ C(Z) di
grado uguale al grado d del rivestimento. Ovviamente, poiche´ i campi in
questione hanno caratteristica zero, l’estensione e` sempre separabile. Posso
identificare il gruppo G del rivestimento con il gruppo di automorfismi del-
l’estensione. L’estensione e` di Galois se e solo se lo e` il rivestimento e, in tal
caso, e` abeliana se e solo se il rivestimento e` abeliano.
Vale la pena osservare che i rivestimenti si possono descrivere anche topo-
logicamente. Infatti, se indichiamo con Z0 e Y0 rispettivamente gli spazi topo-
logici Zrpi−1(D) e Y rD e consideriamo la restrizione pi0 := pi|Z0 : Z0 → Y0,
allora pi0 e` un rivestimento topologico di grado d.
Definizione 2.3.5. Sia G un gruppo finito. Un G-rivestimento e` un rives-
timento di Galois con gruppo G. In altre parole, un G-rivestimento e` un
morfismo finito pi : Z → Y fra varieta` proiettive normali, tale che:
i) il gruppo G agisca fedelmente su Z;
ii) pi coincida con la mappa quoziente dell’azione di G su Z.
Quando G = Z2, un G-rivestimento si dice rivestimento doppio.
E` da notare che se pi : Z → Y e` un G-rivestimento, allora R e` l’insieme
dei punti di Z che hanno stabilizzatore non banale per l’azione di G e si ha
pi−1(D) = R.
Supponiamo che G sia un gruppo abeliano finito. Denotiamo con G∗ il
gruppo dei caratteri di G, ovvero G∗ = Hom(G,C∗). Sia pi : Z → Y un
G-rivestimento, con Z normale e Y liscia. In questa situazione pi e` piatta e
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dove gliLχ sono fasci invertibili su Y sui qualiG agisce attraverso il carattere χ.
L1 ∼= OY mentre Lχ 6= OY per ogni χ 6= 1.
Vale il seguente:
Teorema 2.3.6 (Teorema di purita` di Zariski, [19]). Sia pi : Z → Y
un morfismo finito, con Z normale e Y liscia. Allora il contorno apparente
D ⊂ Y e` un divisore.
Allora D e R = pi−1(D) sono entrambi divisori.
Definizione 2.3.7. Sia S una componente di R. Definiamo il gruppo di
inerzia di S nel modo seguente:
IS = {g ∈ G| gz = z ∀z ∈ S}.
Un rivestimento si dice totalmente ramificato se i gruppi di inerzia delle
componenti di R generano G.
Un fatto essenziale da richiamare e` che il sottogruppo di inerzia di una
componente S di R e` uguale allo stabilizzatore di un qualunque punto x ∈ S,
liscio per R, ed e` ciclico.
Supponiamo che G ∼= Zr2, per qualche intero r ≥ 1. Allora, i sottogruppi
di inerzia sono tutti isomorfi a Z2. Cio` significa che, per ogni componente S
di R, esiste un unico elemento g ∈ Gr {1} che la fissi punto per punto. Per
ogni g ∈ Gr {1}, sia Rg la somma delle componenti di R fissate da g. Posto





Osserviamo che Rg e` stabile sotto l’azione di G, in quanto G e` abeliano. Se,





Arrivati a questo punto, possiamo dare la seguente:
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Definizione 2.3.8. Sia pi : Z → Y un G-rivestimento, dove G ∼= Zr2, Z e` nor-
male e Y e` liscia. Usando la notazione appena introdotta, i fasciLχ, χ ∈ G∗,
e i divisori Dg, g ∈ Gr {1}, si chiamano dati di costruzione del rivestimento
pi.
Per ogni χ ∈ G∗ e per ogni g ∈ G definiamo ²χ(g) ∈ {0, 1} ponendo




0 , se ²χ(g) + ²χ′(g) ∈ {0, 1} ,
1 , altrimenti .
Vale il seguente:
Teorema 2.3.9 ([14], Teorema 2.1). Sia pi : Z → Y un G-rivestimento
con G ∼= Zr2, dove Z e` normale e Y liscia. Usando la notazione appena
introdotta, siano {Lχ, Dg} i dati di costruzione del rivestimento. Allora, per
ogni coppia di caratteri χ, χ′ ∈ G∗ si ha:
Lχ +Lχ′ ≡ Lχχ′ +
∑
g∈G
²χ, χ′(g)Dg . (2.1)
Viceversa, sia Y una superficie liscia e G un gruppo isomorfo a Zr2. Dati fasci
invertibili Lχ, χ ∈ G∗, e divisori effettivi Dg, g ∈ G r {1}, che soddisfino
le relazioni 2.1 e tali che il divisore D =
∑
gDg sia ridotto e l’insieme dei
g ∈ G con Dg 6= 0 generi G, allora esiste un G-rivestimento pi : Z → Y , i
cui dati di costruzione siano {Lχ, Dg}.
Tale rivestimento e` unico a meno di isomorfismo G-equivariante.
Definizione 2.3.10. Sia pi : Z → Y un G-rivestimento, dove G ∼= Zr2, Z e`
normale e Y e` liscia. Sia {χ1, . . . , χr} una base di G∗ e indichiamo i fasci Lχj
con Lj, per ogni j = 1, . . . , r. I fasci L1, . . . ,Lr e i divisori Dg, g ∈ Gr{1},
si dicono dati di costruzione ridotti del rivestimento pi.
Nella situazione della definizione appena data, per ogni g ∈ G e per ogni
j = 1, . . . , r, poniamo ²j(g) := ²χj(g). Valgono i seguenti risultati:
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Teorema 2.3.11 ([14], Proposizione 2.1). Sia pi : Z → Y un G-rivestimento
con G ∼= Zr2, dove Z e` normale e Y liscia. Fissata una base {χ1, . . . , χr} di




²j(g)Dg ∀j = 1, . . . , r . (2.2)
Viceversa, sia Y una superficie liscia e G un gruppo isomorfo a Zr2. Dati
fasci invertibili L1, . . . ,Lr e divisori effettivi Dg, g ∈ Gr{1}, che soddisfino
le relazioni 2.2 e tali che D =
∑
gDg sia ridotto e l’insieme dei g ∈ G con
Dg 6= 0 generi G, allora esiste un G-rivestimento pi : Z → Y , che ha dati di
costruzione ridotti {Lj, Dg}.
Tale rivestimento e` unico a meno di isomorfismo G-equivariante.
Teorema 2.3.12 ([14], Teorema 3.1). Sia Y una superficie liscia e sia
pi : Z → Y un G-rivestimento con G ∼= Zr2. Indicato con D il contorno
apparente di pi, si ha che Z e` liscia se e solo se :
i) Dg e` liscio per ogni g ∈ G;
ii) le componenti di D o sono disgiunte o si intersecano trasversalmente;
iii) se Dg1 ∩ · · · ∩Dgs 6= ∅, allora g1, . . . , gs sono indipendenti in G.
Tutto cio` che ho richiamato fino ad ora sui rivestimenti mi servira` nella
dimostrazione del seguente risultato.
Teorema 2.3.13. Sia Y una superficie liscia. Siano C1, . . . , Ck curve nodali
disgiunte su Y , V il codice associato ad esse. Sia r la dimensione di V .
Fissiamo una base {v1, . . . , vr} di V e per ogni j = 1, . . . , r un elemento





Allora, esiste un rivestimento di Galois liscio pi : Z → Y tale che:
i) il gruppo del rivestimento e` G := V ∗ = Hom(V,C∗);




−1, dove gli Lv ∈ Pic(Y ) sono tali che:
a) Lv = Lvj se v = vj ;
b) se in coordinate v = (x1v, . . . , x
k
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c) per ogni v ∈ V , G agisce su Lv−1 attraverso v.
Il rivestimento pi e` unico a meno di isomorfismo G-equivariante.
I rivestimenti che soddisfano la tesi del teorema si dicono rivestimenti
associati al codice V .
Nella dimostrazione usero`, senza richiamarle, le notazioni introdotte nella
sezione precedente, oltre a quelle definite sopra.
Dim. Sia G = V ∗ = Hom(V,C∗) ∼= F r2 il gruppo dei caratteri di V .
Per il Teorema 2.3.11 , al fine di determinare un rivestimento pi : Z → Y e`
sufficiente dare i dati di costruzione ridotti. Quindi dobbiamo dare:
- per ogni g ∈ G, g 6= 1, un divisore effettivo Dg su Y ;
- per ogni j = 1, . . . , r un fascio invertibile Mj su Y ;




²j(g)Dg, j = 1, . . . , r , (2.3)
dove ²j(g) = ²vj(g). Per ogni i = 1, . . . , k denotiamo con ψi : Fk2 → C∗
l’omomorfismo definito da (x1, . . . , xk) 7→ (−1)xi . Per ogni g ∈ G = V ∗,
g 6= 1, definiamo Dg come la somma delle curve Cs tali che ψs|V = g. E`
chiaro che i Dg sono disgiunti. Inoltre, ψs|V 6= 1 se e solo se Cs appare in
V . Ne segue che D :=
∑
gDg e` l’unione delle curve Cs che appaiono in V





xijCi, j = 1, . . . , r . (2.4)
Infatti, se ψs|V = g allora x
s
j = ²j(g). Allora, ponendo, per ogni j = 1, . . . , r,
Mj := Lvj ottengo una soluzione per le equazioni 2.3 . Poiche´ l’insieme dei
g ∈ G con Dg 6= 0 genera G, sono nelle ipotesi del Teorema 2.3.11 e quindi
esiste un rivestimento pi : Z → Y con Z normale e che soddisfi le proprieta`
(i) e (ii). E` evidente che le condizioni del Teorema 2.3.12 sono soddisfatte,
per cui Z e` liscia.
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−1, dove i fasci invertibili Mv soddisfano le relazioni
Mv +Mv′ ≡Mvv′ +
∑
g∈G ²v, v′(g)Dg, per ogni coppia v, v
′ ∈ V , e G agisce su
Mv
−1 attraverso v. Per costruzione, ho Mvj = Lvj . Applicando le relazioni





vCi . Posto Lv := Mv per i rimanenti v che non fanno parte della base
{v1, . . . , vr}, ho che il punto (iii) e` soddisfatto.
L’unicita` del rivestimento deriva direttamente dalle condizioni imposte nel-
l’enunciato, applicando il Teorema 2.3.11. Piu` precisamente, supponiamo
che pi : Z → Y sia un rivestimento che soddisfa le condizioni del teorema.
Per ogni g ∈ G sia Rg la somma delle componenti del luogo di ramificazione
R fissate da g e sia Dg := pi(Rg). Si trova che i Dg sono necessariamente
della forma descritta all’inizio della dimostrazione. Infatti, dal punto (iii)
segue che i fasci Lvj fanno parte dei dati di costruzione e devono soddisfare
le relazioni 2.3 e 2.4. Del resto, dal punto (ii) segue che i Dg sono una som-







g ²j(g)Dg, per ogni j = 1, . . . , r. Se Cs appare in
V , allora ψs|V = h, per qualche h ∈ G, con h 6= 1, per cui xsj = ²j(h), per
ogni j = 1, . . . , r. Supponiamo per assurdo che per qualche s fissato, con
ψs|V = h 6= 1, Cs non sia una componente di Dh. Allora, per il punto (ii),
deve essere una componente di un altro Dl, con l ∈ Gr {1} e l 6= h. Poiche´







g ²j(g)Dg. Allora, i divisori Dg devono
essere quelli definiti all’inizio. L’insieme di dati di costruzione ridotti e` cos`ı
univocamente determinato. Questo conclude la dimostrazione. ¤
Corollario 2.3.14. Siano Y una superficie liscia, C1, . . . , Ck curve nodali
su Y e V il codice ad esse associato. Se il nucleo dell’omomorfismo
φ2 : Pic(Y )→ Pic(Y ) definito nell’osservazione 2.2.4 e` nullo, allora il rives-
timento associato al codice e` unico a meno di isomorfismo G-equivariante.
Dim. E` una conseguenza immediata della Osservazione 2.2.4 e del Teo-
rema 2.3.13 . Infatti, per l’Osservazione 2.2.4, i vettori v ∈ V determinano
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univocamente i fasci Lv che soddisfino il punto (iii, b) del Teorema 2.3.13 .
A questo punto i dati di costruzione sono univocamente determinati, come
si evince dall’ultima parte della dimostrazione del Teorema 2.3.13, e posso
applicare il Teorema di struttura dei rivestimenti abeliani 2.3.9. ¤
2.4 Normalizzazione di uno Zr2-rivestimento
Concludo questo capitolo con un ulteriore richiamo sugli Zr2-rivestimenti,
utile per quello che seguira`.
Possiamo estendere la definizione di rivestimento abeliano anche a varieta`
che non sono normali:
Definizione 2.4.1. Sia Y una varieta` proiettiva e G un gruppo abeliano
finito. Un rivestimento abeliano di Y con gruppo G e` un morfismo finito
pi : X → Y fra varieta` proiettive insieme con un’azione fedele di G su X tale
che pi coincida con la mappa quoziente dell’azione di G su X.
Vale una versione piu` generale del Teorema 2.3.9:
Teorema 2.4.2 ([14], Teorema 2.1). Sia Y una superficie liscia e G un
gruppo isomorfo a Zr2. Dati fasci invertibili Lχ, χ ∈ G∗, e divisori effettivi
Dg, g ∈ Gr{1}, che soddisfino le relazioni 2.1, allora esiste un rivestimento
abeliano pi : X → Y con gruppo G, associato in modo naturale a questi dati.
Tale rivestimento e` unico a meno di isomorfismo G-equivariante.
Costruzione. Vediamo brevemente qual e` il rivestimento abeliano di Y
con gruppo G che si costruisce nella dimostrazione del Teorema 2.4.2. Per
ogni g ∈ Gr{1}, sia sg una sezione globale di OY (Dg) tale che div(sg) = Dg.
Poiche´ sono soddisfatte le relazioni 2.1, per ogni coppia di elementi χ, χ′ ∈ G∗











una struttura di OY -algebra compatibile con la G-azione definita facendo
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agire G su L −1χ attraverso il carattere χ. Il rivestimento di Y con gruppo G
si ottiene prendendo X := Spec A e pi : X → Y il morfismo naturale.
Definizione 2.4.3. Sia Y una superficie liscia e G un gruppo isomorfo a Zr2.
Dati fasci invertibiliLχ, χ ∈ G∗, e divisori effettivi Dg, g ∈ Gr{1}, che sod-
disfino le relazioni 2.1, chiamiamo il rivestimento pi : X → Y costruito sopra
rivestimento abeliano standard associato ai dati {Lχ, Dg}. Anche nel caso
in cui la varieta` X cos`ı costruita non sia normale, chiamiamo {Lχ, Dg} dati
di costruzione del rivestimento e il divisore D =
∑
gDg contorno apparente.
Nell’enunciato del Teorema 2.4.2 e` stata tolta l’ipotesi che D =
∑
gDg
sia ridotto. E` proprio questa condizione a determinare la normalita` del
rivestimento:
Proposizione 2.4.4 ([14], Corollario 3.1). Sia Y una superficie liscia e
sia pi : X → Y un rivestimento abeliano standard con gruppo G ∼= Zr2 e
dati di costruzione {Lχ, Dg}. Allora, X e` normale se e solo se ogni divisore
primo C di Y appare nel contorno apparente D =
∑
gDg con molteplicita` al
massimo 1, ovvero, se e solo se D e` ridotto.
Sia ora Y una superficie liscia e G un gruppo isomorfo a Zr2. Siano
Lχ, χ ∈ G∗, fasci invertibili su Y e Dg, g ∈ G r {1}, divisori effettivi che
soddisfano le relazioni 2.1. Consideriamo il rivestimento abeliano standard
pi : X → Y associato a questi dati.
Chiamiamo normalizzazione di pi : X → Y il rivestimento
pi′ := pi ◦ φ : X ′ → Y , dove φ : X ′ → X e` la normalizzazione di X. Di-
mostreremo che la normalizzazione di pi : X → Y e` un G-rivestimento e ne
determineremo i dati di costruzione in termini dei dati di costruzione di pi.
Per semplicita`, supponiamo che i divisori Dg non abbiano componenti in
comune: di fatto, questo e` l’unico caso che incontreremo.
Per la Proposizione 2.4.4, se D =
∑
gDg e` ridotto, X e` normale e il
problema non sussiste. Allora, supponiamo che D non sia ridotto. Aven-
do supposto che i Dg non abbiano componenti in comune, cio` significa che
almeno uno dei Dg non e` ridotto.
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Per ogni g ∈ G posso scrivere Dg = 2Ag+Bg, con Ag e Bg divisori effettivi
e Bg ridotto.




²χ(g)Dg ∀χ ∈ G∗ .











²χ(g)Bg ∀χ ∈ G∗ .
In base a queste relazioni, definiamoMχ := Lχ−
∑
g∈G ²χ(g)Ag. Poiche´ i dati
{Lχ, Dg} devono soddisfare le relazioni 2.1, si ha che anche i fasci invertibili
Mχ, χ ∈ G∗, e i divisori effettivi Bg, g ∈ G, soddisfano le medesime relazioni.
Infatti:











Dalla definizione degli ²χ, χ′(g) segue che 2²χ, χ′(g)− ²χ(g)− ²χ′(g) = −²χχ′(g)
per ogni g ∈ G, quindi:




I dati {Mχ, Bg} soddisfano le ipotesi del Teorema 2.4.2, quindi abbiamo
un rivestimento abeliano standard pi′ : X ′ → Y , con dati di costruzione
{Mχ, Bg}. Poiche` i divisori Bg sono ridotti e non hanno componenti in
comune, allora dalla Proposizione 2.4.4 si ha che X ′ e` normale.
Dimostriamo che X ′ e` la normalizzazione di X. Sappiamo che:












Lχ = Mχ +
∑
g∈G
²χ(g)Ag ∀χ ∈ G∗ .
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Per ogni g ∈ Gr{1}, siano sg, ug rispettivamente le sezioni globali diOY (Dg),
OY (Bg) usate per definire i rivestimenti pi e pi′.
Per ogni g ∈ G r {1}, scegliamo una sezione globale tg di OY (Ag) tale che
div(tg) = Ag e sg = t
2
gug. Allora, per ogni χ ∈ G∗, abbiamo una mappa




g . Per come
ho scelto le sezioni tg, queste mappe inducono un morfismo di OY -algebre
G-equivariante:

















Dalla commutativita` del diagramma segue che φ e` finito di grado 1, dunque
φ : X ′ → X e` la normalizzazione di X.
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Capitolo 3
Numero di nodi su una
superficie rigata
Il problema che affrontiamo in questo capitolo e` quello di determinare il
numero massimo di nodi che puo` avere una superficie nodale rigata e quindi
caratterizzare le superfici nodali rigate che hanno massimo numero di nodi.
Questo problema e` stato affrontato di recente da Dolgachev, Mendes Lopes e
Pardini (vedi [7]), che hanno trovato una soluzione nel caso in cui la superficie
in questione sia razionale. Estendero` questo risultato al caso di superfici
rigate non razionali.
3.1 Superfici rigate
Definizione 3.1.1. Una superficie liscia Y si dice rigata se Y e` birazionale
a C × P1, dove C e` una curva liscia.
Definizione 3.1.2. Sia C una curva liscia. Una superficie liscia Y si dice
geometricamente rigata su C se esiste un morfismo liscio p : Y → C con fibre
isomorfe a P1.
Teorema 3.1.3 (Noether-Enriques). Sia Y una superficie liscia e sia
p : Y → C un morfismo da Y in una curva liscia C con fibra generale
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isomorfa a P1. Allora, esiste una mappa birazionale f : Y 99K C × P1 tale
che il seguente diagramma commuti:
Y f99K C × P1
p↘ ↙pr1
C
In particolare, Y e` rigata su C.
Dim. Vedi [5], Teorema III.4. ¤
Una conseguenza immediata del Teorema 3.1.3 e` che una superficie geo-
metricamente rigata e` rigata.
Proposizione 3.1.4. Siano C una curva liscia, Y una superficie liscia mi-
nimale e p : Y → C un morfismo con fibra generale isomorfa a P1. Allora,
Y e` geometricamente rigata su C attraverso il morfismo p.
Per la dimostrazione abbiamo bisogno del seguente:
Lemma 3.1.5 (Lemma di Zariski). Siano Y una superficie liscia, C
una curva liscia e p : Y → C una fibrazione con fibre connesse. Sia
F =
∑s
i=1 niCi una fibra di p, dove indichiamo con Ci, per i = 1, . . . , s,
le componenti irriducibili di F e dove ni > 0 per ogni i = 1, . . . , s. Allora:
i) Ci · F = 0 per ogni i = 1, . . . , s;
ii) se D =
∑s
i=1miCi, con mi ∈ Z per ogni i = 1, . . . , s, allora D2 ≤ 0;
iii) se D =
∑s
i=1miCi, con mi ∈ Z per ogni i = 1, . . . , s, allora D2 = 0 se e
solo se esiste r ∈ Q tale che D = rF .
Dim. Vedi [3], Lemma 8.2, Capitolo III. ¤
Dim. della proposizione 3.1.4. Sia F una fibra di p. Supponiamo che
F =
∑
i niCi, dove le Ci sono curve irriducibili su Y . Si ha che F
2 = 0
e, poiche´ la fibra generale di p e` isomorfa a P1, F · KY = −2. Allora,∑
i niCi · KY = −2, per cui esiste una curva irriducibile E ⊂ F tale che
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E · KY < 0. Per il Lemma di Zariski (Lemma 3.1.5), E2 ≤ 0. Se avessi
E2 < 0, allora per la formula di aggiunzione g(E) = 0, quindi E sarebbe una
(−1)-curva e, per il teorema di contraibilita` di Castelnuovo, Y non sarebbe
minimale. Allora si deve avere E2 = 0. Ancora per il Lemma di Zariski, cio`
implica che F e` irriducibile, per cui F = mE, con m intero positivo. Inoltre,
mE ·KY = F ·KY = −2. Allora m ≤ 2. Se m = 2, allora E ·KY = −1 e cio`
contraddice la formula di aggiunzione, perche´ E2 = 0. Dunque, si ha m = 1
ed F e` isomorfa a P1. ¤
Teorema 3.1.6. Se C e` una curva liscia non razionale, i modelli minimali
di C × P1 sono le superfici geometricamente rigate su C.
Dim. Dimostriamo intanto che le superfici geometricamente rigate su C
sono minimali. Per il teorema di contraibilita` di Castelnuovo, una superficie
e` minimale se e solo se non contiene curve lisce razionali con autointersezione
−1. Dunque, dobbiamo dimostrare che le superfici geometricamente rigate su
C non contengono (−1)-curve. Sia Y una superficie geometricamente rigata
su C e sia p : Y → C il morfismo che la definisce. Supponiamo per assurdo
che Y contenga una (−1)-curva, diciamo E. E non puo` essere una fibra di
p, perche´ E2 = −1. Ma allora p(E) = C, il che e` assurdo, perche´ C non e`
razionale.
Rimane da dimostrare che se Y e` un modello minimale di C × P1, allora Y
e` geometricamente rigata. Sia φ : Y 99K C × P1 una mappa birazionale e
consideriamo la proiezione q : C × P1 → C. Prendiamo la mappa razionale
q◦φ : Y 99K C. Per il teorema di eliminazione dell’indeterminazione (vedi per
esempio [5], Teorema II.7), esistono una superficie liscia X, una composizione
finita di scoppiamenti ε = ε1 ◦ · · · ◦ εn : X → Y e un morfismo f : X → C,
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Possiamo assumere che il numero n di scoppiamenti sia minimale. Supponia-
mo che n > 0 e chiamiamo En la curva eccezionale di εn: dato che la curva
C non e` razionale, f(En) deve essere un punto. Allora, posso applicare il
Lemma 1.2.4, da cui ottengo che f fattorizza attraverso εn. Cio` contraddice
la minimalita` di n, per cui n = 0 ed f = q ◦ φ. Questo significa che q ◦ φ e`
un morfismo con fibra generale isomorfa a P1. A questo punto la tesi e` un
corollario immediato della Proposizione 3.1.4. ¤
Data l’utilita` che avranno in seguito, richiamero` alcuni fatti riguardanti
le varieta` di Albanese di superfici rigate non razionali.
Teorema 3.1.7. Sia Y una varieta` proiettiva liscia. Allora, esistono una
varieta` Abeliana A (ovvero, un toro complesso che ammetta una struttura di
varieta` proiettiva compatibile con quella di gruppo abeliano) ed un morfismo
α : Y → A, con la seguente proprieta` universale:
per ogni toro complesso T ed ogni morfismo f : Y → T , esiste un unico
morfismo f˜ : A→ T , tale che f˜ ◦ α = f .
Dim. Vedi [5], Teorema V.13. ¤
Definizione 3.1.8. Sia Y una varieta` proiettiva liscia. La varieta` Abeliana
A, determinata a meno di isomorfismo nel Teorema 3.1.7, si chiama varieta`
di Albanese di Y e si indica con Alb(Y ), mentre il morfismo α : Y → Alb(Y )
si dice mappa di Albanese di Y .
Teorema 3.1.9. Sia Y una superficie rigata non razionale e sia
α : Y → Alb(Y ) la mappa di Albanese. Allora α(Y ) e` una curva.
Dim. Vedi [5], Lemma V.18. ¤
Proposizione 3.1.10. Sia Y una superficie liscia e α : Y → Alb(Y ) la
mappa di Albanese. Supponiamo che α(Y ) sia una curva, che chiamiamo C.
Allora, C e` liscia e le fibre di α sono connesse.
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Dim. Sia C¯ la normalizzazione di C. Poiche´ Y e` normale e α : Y → C
e` surgettiva, α fattorizza attraverso la mappa di normalizzazione C¯ → C.
Allora, posso scrivere α = j ◦ f , dove f : Y → C¯ e` un morfismo surgettivo e
j : C¯ → Alb(Y ) e` ottenuta componendo la mappa di normalizzazione C¯ → C
con l’immersione C ↪→ Alb(Y ). Indico con αC¯ : C¯ → Alb(C¯) la mappa di
Albanese di C¯. Per la proprieta` universale delle mappe di Albanese, esistono
e sono unici due morfismi f˜ : Alb(Y )→ Alb(C¯) e j˜ : Alb(C¯)→ Alb(Y ), tali










Poiche´ j ◦ f = α, per la proprieta` universale delle mappe di Albanese, si ha
che j˜ ◦ f˜ = Id. Allora f˜ e` iniettiva. Del resto, la surgettivita` di f implica la
surgettivita` di f˜ : infatti, αC¯(C¯) genera Alb(C¯) come gruppo e f˜ e`, a meno di
traslazione, un omomorfismo di gruppi. La bigettivita` di f˜ insieme col fatto
che j˜ ◦ f˜ = Id implicano che j˜ e` un isomorfismo con inversa f˜ . Sappiamo
che αC¯ e` una immersione e che j(C¯) = C, allora j˜ e` un isomorfismo fra C e
la sua normalizzazione C¯: dunque C e` liscia.
Rimane da dimostrare che le fibre di α : Y → C sono connesse. Innanzitutto,
osserviamo che Alb(C) ∼= Alb(Y ) e la mappa di Albanese αC : C → Alb(C)
coincide, a meno di composizione con questo isomorfismo, con l’inclusione
C ↪→ Alb(Y ). Grazie alla “fattorizzazione di Stein” (vedi [9], Corollario
11.5, Capitolo III), posso scrivere α = g ◦ p, dove p : Y → D e` un morfismo
surgettivo con fibre connesse e g : D → C e` finito. Per la finitezza di g,
D e` una curva. Poiche´ Y e` normale e p surgettiva, p fattorizza attraverso
la normalizzazione di D. Allora, a meno di passare alla normalizzazione,
posso supporre che D sia liscia. Consideriamo il ragionamento fatto sopra a
partire dalla fattorizzazione α = j ◦ f per ottenere che j˜ e` un isomorfismo.
Grazie al fatto che D e` liscia, posso ripetere quelle argomentazioni a partire
da α = g ◦ p, ottenendo un isomorfismo g˜ : Alb(D) → Alb(C), tale che il
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dove ho indicato con αD : D ↪→ Alb(D) la mappa di Albanese di D. Poiche´
αC e αD sono immersioni, concludiamo che g e` un isomorfismo. Poiche´ p ha
fibre connesse, allora α = g ◦ p ha fibre connesse. ¤
Corollario 3.1.11. Sia Y una superficie liscia birazionale a C×P1, dove C
e` una curva liscia non razionale. Allora, l’immagine della mappa di Albanese
α : Y → Alb(Y ) e` isomorfa a C e la fibra generale di α : Y → C e` isomorfa
a P1.
Dim. Sia f : Y → W un morfismo birazionale, con W minimale. Per il
Teorema 3.1.6,W e` geometricamente rigata su C. Sia g : W → C il morfismo
che definisce W . Le fibre di g sono isomorfe a P1. Allora, la fibra generale
di p := g ◦ f e` isomorfa a P1. Sia α : Y → Alb(Y ) la mappa di Albanese di
Y . Poiche´ Y e` rigata non razionale, dal Teorema 3.1.9 segue che α(Y ) e` una
curva: la indico con D. Per la Proposizione 3.1.10, D e` liscia e le fibre di
α : Y → D sono connesse. Inoltre, la mappa di Albanese αC : C → Alb(C)
e` un’ immersione. Allora, applicando la proprieta` universale delle mappe di






Essendo un morfismo surgettivo fra curve proiettive nonsingolari, ϕ e` finito.
La fibra generale di p e` isomorfa a P1, dunque connessa. Dato che le fibre di
α sono connesse e il diagramma commuta, l’unica possibilita` e` che la fibra
generale di ϕ abbia cardinalita` 1. Allora ϕ e` birazionale, dunque un isomor-
fismo. ¤
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Concludo questa digressione sulle superfici rigate, richiamando alcuni
risultati sugli invarianti birazionali e sulla struttura del gruppo di Picard
e del gruppo di Ne´ron-Severi.
Proposizione 3.1.12. Sia C una curva liscia non razionale e sia Y una
superficie rigata su C. Allora NS(Y ) = H2(Y,Z).
Dim. E` sufficiente dimostrare che H2(Y,OY ) = 0. Sia p : Y → C la
mappa di Albanese. Sia x ∈ C, tale che la fibra F := p−1(x) sia isomorfa a
P1. Si ha F 2 = 0 e, per la formula di aggiunzione, F ·KY = −2. Supponiamo
per assurdo che H2(Y,OY ) 6= 0. Per la dualita` di Serre (vedi [9], Corollario
7.7, Capitolo III), si ha h0(Y,OY (KY )) = h2(Y,OY ) 6= 0. Allora, esiste un
divisore effettivo D linearmente equivalente a KY . Si ha F ·D = −2. Poiche`
D e` effettivo, posso scrivere D = D′ + nF , con D′ un divisore effettivo non
contenente F . Allora, D′ · F ≥ 0, da cui D · F ≥ nF 2, ovvero D · F ≥ 0. Ho
ottenuto una contraddizione, quindi H2(Y,OY ) = 0. ¤
Teorema 3.1.13. Sia C una curva liscia e Y una superficie geometricamente
rigata su C. Sia p : Y → C il morfismo che definisce Y . Indico con H la
classe di una sezione di iperpiano in Pic(Y ) e con h la classe della stessa
sezione di iperpiano in H2(Y,Z). Allora:
i) Pic(Y ) = p∗Pic(C)⊕ ZH;
ii) H2(Y,Z) = Zf ⊕ Zh, dove f e` la classe di una fibra di p.
In particolare, si ha che f · h = 1.
Dim. Vedi [5], Proposizione III.18. ¤
Teorema 3.1.14. Sia C una curva liscia e Y una superficie rigata su C.
Allora:
q(Y ) = g(C) ; pg(Y ) = p1(Y ) = 0 ; pn(Y ) = 0 ∀n ≥ 2 .
Se Y e` geometricamente rigata su C, allora:
K2Y = 8(1− g(C)) ; ρ(Y ) = 2 .
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Dim. Vedi [5], Proposizione III.21. ¤
Nel seguito avremo bisogno di conoscere la struttura di Pic(Y )/2Pic(Y ),
quando Y e` una superficie rigata non razionale. Supponiamo che Y sia bi-
razionale a C × P1, dove C e` una curva liscia non razionale. Sia ε : Y → Y˜
un morfismo birazionale, con Y˜ minimale. Allora ε fattorizza nella compo-
sizione di un isomorfismo e di un numero finito di scoppiamenti. Ne deriva
che il gruppo di Picard di Y e` della forma Pic(Y ) = ε∗Pic(Y˜ ) ⊕ (⊕ni=1ZEi),
dove n e` il numero di scoppiamenti ed E1, . . . , En sono i divisori eccezionali,
mentre il gruppo di Ne´ron-Severi e` NS(Y ) = ε∗NS(Y˜ ) ⊕ (⊕ni=1Zei), dove ho
indicato con e1, . . . , en le classi dei divisori eccezionali in H
2(Y,Z). Dato che
Y˜ e` geometricamente rigata su C (vedi Teorema 3.1.6), posso applicare il
Teorema 3.1.13, per cui:
Pic(Y ) = (p′)∗Pic(C)⊕ ZH ⊕ (⊕ni=1ZEi) (3.1)
H2(Y,Z) = NS(Y ) = Zf ⊕ Zh⊕ (⊕ni=1Zei) , (3.2)
dove ho usato la seguente notazione: H indica la classe di un iperpiano in
Pic(Y ), h la classe dello stesso iperpiano in H2(Y,Z), p : Y˜ → C il morfismo
di struttura, p′ il morfismo p ◦ ε e f la classe di una fibra di p′ in H2(Y,Z).
A questo punto si ha che:





⊕ Z2H ⊕ (⊕ni=1Z2Ei) (3.3)
H2(Y,Z)/2H2(Y,Z) = NS(Y )/2NS(Y ) = Z2f ⊕ Z2h⊕ (⊕ni=1Z2ei) (3.4)
La struttura di NS(Y ) e di NS(Y )/2NS(Y ) e` completamente determinata.
Per conoscere la struttura di Pic(Y )/2Pic(Y ) e` sufficiente determinare la
struttura di Pic(C)/2Pic(C). A tale scopo abbiamo bisogno del seguente:
Lemma 3.1.15. Sia C una curva liscia. Se D e` un divisore su C con grado
deg D ≡ 0 (mod 2), allora esiste un divisore D′ su C tale che D ≡ 2D′.
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Dim. Sia d := deg D e sia x ∈ C un punto della curva. Il divisore
D− dx ha grado zero. Il gruppo Pic0(C) delle classi di divisori di grado zero
e` isomorfo alla varieta` di Albanese di C: quindi e` un toro complesso. Allora,
esiste un divisore D¯ su C di grado zero, tale che D − dx ≡ 2D¯. Dato che d
e` pari, ho la tesi. ¤
Proposizione 3.1.16. Sia C una curva liscia e sia x ∈ C. Allora,
Pic(C)/2Pic(C) = Z2x.
Dim. Sia D ∈ Pic(C). Se D ha grado pari, allora, grazie al Lemma
3.1.15, posso scrivere D = 2D′ in Pic(C), per qualche D′ ∈ Pic(C). Per lo
stesso motivo, se D ha grado dispari, posso scrivere, per un D′ ∈ Pic(C)
opportuno, D = x+ 2D′. ¤
A questo punto possiamo dire quale e` la struttura di Pic(Y )/2Pic(Y ):
Pic(Y )/2Pic(Y ) = Z2F ⊕ Z2H ⊕ (⊕ni=1Z2Ei) (3.5)
dove F indica la classe della fibra di p′ su un punto x ∈ C.
3.2 Risultati preliminari
Dopo aver richiamato quanto ci serve sulle superfici rigate, riprendiamo a
lavorare al nostro scopo principale: determinare il numero massimo di nodi
su una superficie nodale Σ, che sia birazionale a una superficie Y rigata e
non razionale.
Per tutta la sezione usero` la seguente notazione:
- Y e` una superficie liscia;
- C1, . . . , Ck sono curve nodali disgiunte su Y ;
- V e` il codice associato alle curve Ci (vedi la Sezione 2.2);
- r e` la dimensione di V ;
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- m ≤ k e` il numero di curve Ci che appaiono in V ;
- pi : Z → Y e` un fissato rivestimento abeliano associato al codice (vedi
Teorema 2.3.13);
- G ∼= Zr2 e` il gruppo del rivestimento pi.
Lemma 3.2.1. La controimmagine attraverso pi di una curva Ci che appare
in V e` l’unione di 2r−1 curve razionali disgiunte con autointersezione −1.
Dim. A meno di cambiare l’ordine, possiamo supporre che le curve che
appaiono in V siano C1, . . . , Cm. Fissato arbitrariamente i ∈ {1, . . . ,m},
consideriamo pi−1(Ci). Dato che G e` abeliano, le componenti di pi−1(Ci) han-
no tutte lo stesso gruppo di inerzia, il quale coincide con lo stabilizzatore
di pi−1(Ci), ovvero con Hi := {g ∈ G| g(x) = x ∀x ∈ pi−1(Ci)}. Hi e` un
sottogruppo ciclico di G, quindi ha ordine 2 ed e` banalmente un sottogrup-
po normale di G. Osserviamo che Y e` il quoziente di Z per l’azione di G.
Consideriamo l’azione del sottogruppo Hi su Z e sia X il quoziente di Z
per l’azione di Hi e σ : Z → X la mappa quoziente. Per costruzione σ e`
un rivestimento doppio. Consideriamo ora il gruppo G/Hi. L’azione di G
su Z induce in modo naturale un’azione di G/Hi su X, definita ponendo,
per ogni [g] ∈ G/Hi e per ogni x ∈ X, [g]x := pi(gz), dove z ∈ Z e` tale
che pi(z) = x. Il quoziente di X sotto l’azione di G/Hi e` proprio Y . Indi-
cata con ρ : X → Y la mappa quoziente, si puo` verificare in modo diretto
che pi = ρ ◦ σ. Dunque abbiamo fattorizzato pi nella composizione di due






In particolare, ρ non e` ramificato in un intorno di Ci ed ha grado 2
r−1,
e poiche´ Ci e` semplicemente connesso, ρ
∗(Ci) = Qi,1 + · · · + Qi, 2r−1 , dove
Qi,j ∼= Ci ∼= P1 e le curve Qi,j sono disgiunte. Si ha che deg σ = 2 e, per
costruzione, σ e` ramificato sulle Qi,j , allora σ
∗Qi,j = 2Ri,j, dove le Ri,j sono
curve tali che Ri,j ∼= Qi,j ∼= P1. A questo punto pi∗Ci = 2Ri,1+ · · ·+2Ri, 2r−1 .
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Si ha che (Ri,j)
2 = (Ri,k)
2, per ogni scelta di j, k ∈ {1, . . . , 2r−1}: infatti, per
ogni scelta di (j, k), esiste un automorfismo g ∈ G, tale che g(Ri,j) = Ri,k. Le
curve Ri,j sono disgiunte, quindi Ri,j ·Ri,k = 0 per ogni j 6= k. Inoltre, in gene-
rale vale la formula (pi∗Ci)
2 = (deg pi)(Ci
2), quindi (pi∗Ci)
2 = 2r(−2). Segue
che (pi∗Ci)(pi∗Ci) = 4((Ri,1)
2 + · · · + (Ri, 2r−1)2) =4 · 2r−1 · (Ri,1)2 = 2r(−2),
percio` (Ri,j)
2 = −1 per ogni j = 1, . . . , 2r−1 e i = 1, . . . ,m. ¤
Manteniamo la notazione usata nella dimostrazione del Lemma 3.2.1.
Grazie al teorema di contraibilita` di Castelnuovo, possiamo contrarre tutte
le curve Ri,j, ottenendo un morfismo µ : Z → Z¯, dove Z¯ e` una superficie
liscia.
Grazie al Teorema 1.4.3 sulla contraibilita` delle curve nodali, esiste un
morfismo birazionale η : Y → Σ che contrae le curve Ci che appaiono in V
a punti distinti di Σ ed e` un isomorfismo fuori dalle curve. Sappiamo dalla
Osservazione 1.4.5 che la coppia (Σ, η) e` univocamente determinata a meno
di isomorfismo. Inoltre, come visto nella Osservazione 1.4.6, i punti a cui
sono contratte le curve sono nodi e sono le uniche singolarita` di Σ, percio` Σ
e` una superficie nodale con m nodi, tanti quante le curve che appaiono in V .









Ci chiediamo se il diagramma possa essere chiuso. La risposta e` affermativa,
come si deduce dal Lemma 1.2.4. Inoltre, il morfismo che chiude il diagramma








Osserviamo che p¯i e` un G-rivestimento, ramificato esattamente sui nodi di
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Σ. A questo punto, abbiamo una descrizione abbastanza esaustiva della
situazione.
Prima di andare avanti, dobbiamo richiamare la nozione di “divisore
canonico” nel caso di una superficie normale, insieme con alcune proprieta`.
Faro` riferimento a [15].
Data una superficie normale Σ, il divisore canonico KΣ di Σ e` il divisore
di Weil div(s), dove s ∈ Ω2C(Σ) e` una 2-forma differenziale razionale. Come
dimostrato in [15] (Sezione 4.19), KΣ e` localmente principale in un punto
x ∈ Σ se e solo se OΣ,x e` Gorenstein: un anello locale Noetheriano A di
dimensione n si dice Gorenstein se ExtiA(k,A) = 0 per qualche i > n (vedi
[12], Sezione 18), dove, se m e` l’ideale massimale di A, k := A/m.
Usando i risultati del Capitolo 18 di [8], si puo` verificare che nel caso in
cui x sia un nodo OΣ,x e` Gorenstein.
Allora, se Σ e` una superficie nodale, il divisore canonico KΣ e` un divisore
di Cartier.
Torniamo ad analizzare la situazione raffigurata nel diagramma 3.7. Os-
serviamo che η : Y → Σ e` la risoluzione minimale di Σ. Consideriamo i
divisori canonici KY e KΣ. Come conseguenza diretta della definizione di
divisore canonico data sopra, si ha che:
KY = η
∗KΣ +D ,
dove D e` un divisore su Y , non necessariamente effettivo, supportato sulle
curve eccezionali di η, le quali sono curve nodali. Se C e` una di queste curve
eccezionali, allora, per la formula di aggiunzione, si ha che C ·KY = 0, perche´
C e` nodale. Del resto, C e` una curva eccezionale per η, quindi η∗KΣ ·C = 0.
Allora, C ·D = 0, per ogni curva eccezionale C di η. Poiche´ D e` supportato
sulle curve eccezionali di η e poiche´ queste hanno autointersezione −2, allora
D = 0. Concludo che:
KY = η
∗KΣ .
Il calcolo appena fatto sara` utile nella dimostrazione della seguente:
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Proposizione 3.2.2. Manteniamo le notazioni usate fino ad ora.




iii) K2Z = 2
rK2Y −m2r−1;
iv) χ(Z) = χ(Z¯) = 2rχ(Y )−m2r−3.
Dim. Usero` la notazione introdotta nella dimostrazione del Lemma 3.2.1.
i) La caratteristica di Eulero-Poincare´ e` additiva, cioe` se A,B sono due
spazi topologici disgiunti, allora e(A∪B) = e(A)+e(B). Inoltre, se p : X1 → X2
e` un rivestimento topologico, allora e(X1) = (deg p) · e(X2). Infine, si ha che
e(Ri,j) = e(Ci) = e(P1) = 2, per ogni i = 1, . . . ,m e j = 1, . . . , 2r−1. Allora
e(Z) = e(Z r ∪i,jRi,j) + e(∪i,jRi,j)
= e(pi−1(Y r ∪mi=1Ci)) + e(pi−1(∪mi=1Ci))
= 2r (e(Y r ∪mi=1Ci)) + 2r−1e(∪mi=1Ci)
= 2re(Y )− 2re(∪mi=1Ci) + 2r−1e(∪mi=1Ci)
= 2re(Y )− 2r−1e(∪mi=1Ci)
= 2re(Y )− 2rm.
ii) Consideriamo p¯i : Z¯ → Σ. Il morfismo p¯i non e` ramificato in codi-
mensione 1. Allora si ha KZ¯ = p¯i
∗KΣ. Ne deriva che (KZ¯)2 = (p¯i∗KΣ)2 =
(deg p¯i) ·K2Σ = 2rK2Σ = 2rK2Y .
iii) Consideriamo il morfismo µ : Z → Z¯. Esso e` una composizione di
scoppiamenti ed isomorfismi. Supponiamo che ε : Z ′ → Z ′′ sia uno degli
scoppiamenti intermedi. Allora si ha KZ′ = ε
∗KZ′′ + E, dove E e` il divi-
sore eccezionale di ε. Da questa formula e da altre proprieta` ben note degli
scoppiamenti segue che (KZ′)
2 = (ε∗KZ′′)2 + 2ε∗KZ′′ · E + E2 = K2Z′′ − 1.
Sappiamo che µ si ottiene contraendo le curve Ri,j, che sono esattamente
m2r−1, quindi gli scoppiamenti sono esattamente m2r−1. Applicando la for-




punto, la tesi segue dal punto (ii).
iv) Per la formula di Noether si ha χ(Z) = 1
12
(K2Z + e(Z)) e χ(Y ) =
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= 2rχ(Y )−m2r−3 .
¤
Finalmente possiamo enunciare e dimostrare il risultato centrale di questa
sezione, nonche´ di tutto il lavoro, perche´, a partire da questo, sara` possibile
arrivare alla limitazione del numero di nodi.
Teorema 3.2.3. Sia Y una superficie rigata non razionale. Supponiamo che
Y sia birazionale a C × P1, dove C e` una curva liscia con genere g(C) =
q(Y ) > 0. Siano C1, . . . , Ck curve nodali disgiunte su Y e V il codice asso-
ciato ad esse. Indichiamo con r la dimensione del codice V e supponiamo
che r > 0. Sia m il numero di curve che appaiono in V e sia η : Y → Σ il
morfismo che contrae a nodi le curve che appaiono in V . Allora, esiste una
fibrazione β : Σ→ C tale che:
i) la fibra generale di β e` isomorfa a P1;
ii) m = 2n e` pari e β ha n fibre doppie, ognuna contenente due nodi di Σ;
iii) il codice V e` essenzialmente isomorfo a DE(n).
Dim. Adoperero` senza richiamarle le notazioni introdotte all’inizio di
questa sezione.
E` sufficiente dimostrare che esiste una fibrazione α : Y → C tale che:
i’) la fibra generale di α sia isomorfa a P1;
ii’) m = 2n e` pari e α ha n fibre della forma Fi = 2Ai + Ci1 + Ci2 , dove
i = 1, . . . , n e Ci1 , Ci2 sono curve distinte che appaiono in V ;
e tale che valga il punto (iii) dell’enunciato.
Infatti, una volta dimostrata l’esistenza di una tale α, la mappa β si ottiene
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il che si puo` fare grazie al Lemma 1.2.4. Dato il morfismo β che chiude il
diagramma, e` chiaro che esso soddisfa i punti (i), (ii) e (iii) dell’enunciato:
infatti, η e` birazionale, dunque le fibre generali di α e β sono isomorfe, da
cui (i’) ⇒ (i); (ii’) ⇒ (ii) in modo ovvio e la (iii) e` gia` data.
Dimostriamo allora l’esistenza di una α : Y → C, tale che valgano le con-
dizioni (i’), (ii’) e (iii). Dico che posso prendere come α la mappa di Albanese
di Y . Il Corollario 3.1.11 prova che cio` ha senso e che vale la (i’).
Dimostriamo la (ii’). Fissiamo un rivestimento pi : Z → Y associato al codice
V e sia G il gruppo del rivestimento pi. Si ha che la superficie Z e` rigata non
razionale. Vediamo perche´. Consideriamo la mappa α ◦ pi : Z → C. Grazie
alla Fattorizzazione di Stein posso scrivere α ◦ pi = pi ◦ γ, dove γ : Z → D
e` un morfismo surgettivo con fibre connesse e pi : D → C e` finito. Per la
finitezza di pi, D e` una curva. Inoltre, poiche´ Z e` normale e γ e` surgettiva, γ
fattorizza attraverso la normalizzazione di D. Allora, a meno di sostituire D
con la sua normalizzazione, posso supporre che D sia liscia. In questo modo,





Poiche´ C non e` razionale, α deve contrarre le curve nodali di Y . Allora, presa
una fibra generale di α, diciamo F , posso supporre che F non intersechi le
curve nodali che appaiono in V . Sappiamo dal Teorema 2.3.13 che pi ramifica
solo sulle curve nodali di Y che appaiono in V , allora pi non e` ramificato su
F . Inoltre, F ∼= P1, quindi pi−1(F ) e` una unione disgiunta di deg pi = 2r
copie di P1. Poiche´ γ ha fibre connesse, cio` dimostra che la fibra generale di
pi ha cardinalita` 2r, ovvero che pi e` un rivestimento di grado uguale al grado
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di pi e che la fibra generale di γ e` isomorfa a P1. Poiche´ C non e` razionale,
neanche D lo e` e per il Teorema 3.1.3, si ha che Z e` una superficie rigata su
D.
Inoltre, γ : Z → D e` la mappa di Albanese (vedi Corollario 3.1.11). Allora,









Osserviamo che l’azione di G su D e` fedele. Per assurdo, supponiamo che
esista un elemento g ∈ G, g 6= 1, tale che g : D → D sia l’identita`. Per
commutativita` del diagramma 3.8, visto come automorfismo di Z, g manda
ogni fibra di γ in se stessa. Poiche´ la fibra generale di γ e` isomorfa a P1, essa
ha due punti fissati da g. Ma questo significa che pi : Z → Y e` ramificato
su un divisore di Y che interseca la fibra generale di α, mentre sappiamo che
pi e` ramificato solo sulle curve nodali che appaiono in V . Dunque, l’azione
di G su D e` fedele. Se G′ = {φ ∈ Aut(D) | pi ◦ φ = pi} e` il gruppo del
rivestimento pi, si verifica facilmente che G < G′. Poiche´ l’azione di G e`
fedele, G ha ordine 2r anche come sottogruppo di G′. Ma ord(G′) ≤ 2r,
allora G = G′ e il rivestimento pi e` un G-rivestimento.
Sia ora ν il numero dei valori critici di pi. La formula di Hurwitz (vedi [9],
Corollario 2.4, Capitolo IV) applicata a pi ci da:
2q(Z)− 2 = 2r(2q(Y )− 2) + ν2r−1.
Poiche´ le superfici Y e Z sono rigate, q(Y ) = 1 − χ(Y ) e q(Z) = 1 − χ(Z).
Allora, applicando il punto (iv) della Proposizione 3.2.2 abbiamo:
q(Z) = 1− χ(Z)
= 1− 2rχ(Y ) +m2r−3
= 1 + 2r(q(Y )− 1) +m2r−3 (3.9)
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Inserendo l’espressione (3.9) appena trovata nella formula di Hurwitz ottenia-
mo m2r−2 = ν2r−1, per cui m = 2ν. Allora m e` pari e n := ν e` il numero di
valori critici di pi. Indicato conW il prodotto fibrato D×C Y , per definizione












Dalla finitezza di pi deriva che le fibre di σ sono finite: allora σ e` un morfismo
finito. Per le proprieta` dei prodotti fibrati, pY e` finita di grado 2
r, quindi
σ ha grado 1. Allora, σ : Z → W e` la normalizzazione di W . Dunque,
pi e` ottenuto da pi per cambiamento di base e normalizzazione. Indichia-
mo con y1, . . . , yn ∈ C i valori critici di pi e con F1, . . . , Fn le fibre di α su
questi punti. Il rivestimento pY : W → Y e` ottenuto da pi per cambiamen-
to di base, per cui i suoi dati di costruzione si ottengono per pull-back da
quelli di pi. In particolare, il contorno apparente di pY e` la somma delle
fibre F1, . . . , Fn. Consideriamo il calcolo dei dati di costruzione della nor-
malizzazione di uno Zr2-rivestimento fatto nella Sezione 2.4: se, per ogni
i = 1, . . . , n, scrivo Fi = 2Ai + Bi, con Ai, Bi effettivi e Bi ridotto, allo-
ra il contorno apparente di pi e` la somma dei Bi. Sapendo che il contorno
apparente di pi e` la somma delle curve nodali che appaiono in V , si trova
che ogni Bi e` una somma di curve nodali che appaiono in V , ognuna presa
con molteplicita` al massimo 1, e la somma dei Bi e` uguale alla somma di
tutte le curve nodali che appaiono in V . Dico che, per ogni i = 1, . . . , n, Bi
contiene almeno una curva che appare in V . Se per assurdo avessi Bi = 0
per qualche i, allora avrei Fi = 2Ai. Poiche´ Fi e` una fibra, F
2
i = 0. So che
la fibra generale di α e` isomorfa a P1, dunque Fi ·KY = −2. Allora abbiamo
A2i = 0 e Ai ·KY = −1, e cio` porta ad una contraddizione, perche´, come visto
nella dimostrazione del Lemma 2.2.3, la formula di aggiunzione implica che
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A2i +Ai ·KY e` pari. Dunque, ogni Bi contiene almeno una curva che appare
in V , ovvero Bi 6= 0 per ogni i = 1, . . . , n. Poiche´ C e` una curva liscia, grazie
al Lemma 3.1.15, per ogni scelta di i, j ∈ {1, . . . , n}, esiste un divisore Li,j
su C tale che 2Li,j ≡ yi + yj. Allora, per ogni coppia di fibre Fi, Fj si ha
2α∗(Li,j) ≡ Fi + Fj = 2(Ai + Aj) + Bi + Bj, ovvero Bi + Bj ∈ 2Pic(Y ). Ma
Bi+Bj e` una somma di curve che appaiono in V , quindi Bi+Bj ∈ V . Come
dimostrato nel Lemma 2.2.3, i pesi di V sono tutti divisibili per 4. Allora,
per ogni scelta di i, j, Bi + Bj e` la somma di un numero divisibile per 4 di
curve che appaiono in V . Tutte queste proprieta` dei Bi implicano che ogni
Bi e` la somma di esattamente 2 curve che appaiono in V . Infatti, poiche´ il
numero di curve che appaiono in V e` uguale a 2n, se uno dei Bi contiene
un numero di curve diverso da 2, allora almeno uno dei Bi contiene una sola
curva, diciamo B1. Se B1 contiene una sola curva che appare in V , allora, per
il Lemma di Zariski (Lemma 3.1.5), F1 · B1 = 0. Sapendo che B21 = −2, si
ottiene A1 ·B1 = 1. Cio` implica che A1 · (B1+Bj) = 1, per ogni j = 2, . . . , n,
in contraddizione con il fatto che B1+Bj ∈ 2Pic(Y ). A questo punto, l’unica
possibilita` e` che ogni Bi sia la somma di esattamente due curve che appaiono
in V . Cio` implica che ogni fibra Fi contiene esattamente due curve nodali
che appaiono in V . Il punto (ii’) e` dimostrato.
Rimane da dimostrare il punto (iii). A meno di cambiare gli indici, posso sup-
porre che le curve che appaiono in V siano C1, . . . , Cm e che Bi = C2i−1+C2i
per ogni i = 1, . . . , n. Per quanto appena dimostrato, per ogni coppia
di indici i, j ∈ {1, . . . , n} si ha che C2i−1 + C2i + C2j−1 + C2j ∈ V . Se
V ′ ⊂ Fm2 = F2n2 e` il codice ridotto associato a V , per ogni coppia di indici
i, j ∈ {1, . . . , n} si ha che C2i−1 + C2i + C2j−1 + C2j ∈ V ′. Sia DE(n) ⊂ Fm2
il codice dei vettori doppiamente pari: per come abbiamo ordinato le curve,
C2i−1+C2i+C2j−1+C2j ∈ DE(n) per ogni coppia di indici i, j ∈ {1, . . . , n},
anzi, DE(n) e` generato da questi vettori e dunque DE(n) ⊂ V ′. Sappiamo
che n ≥ 2, perche´ per ipotesi V 6= 0. I pesi di V ′ e di DE(n) sono divisibili
per 4, quindi nel caso in cui n = 2 l’unica possibilita` e` che V ′ = DE(n) =
< (C1 + C2 + C3 + C4) >F2 . Dimostriamo che V
′ ⊂ DE(n) anche per n ≥ 3.




2i−1C2i−1 + x2iC2i) ∈ V ′, con xj ∈ F2 per ogni j = 1, . . . ,m.
Se x2i−1 = x2i per ogni i = 1, . . . , n, allora, poiche´ il peso di v e` divisibile
per 4, ho che v ∈ DE(n). Supponiamo allora che esista j ∈ {1, . . . , n} tale
che x2j−1 6= x2j. Consideriamo la fibra Fj = 2Aj + C2j−1 + C2j. Per il
Lemma di Zariski (Lemma 3.1.5) si ha 0 = F · C2j−1 = −2 + 2Aj · C2j−1 e
0 = F ·C2j = −2 + 2Aj ·C2j. Allora, Aj ·C2j−1 = Aj ·C2j = 1, da cui segue,
vedendo v come elemento di Pic(Y ), che Aj · v = 1. Poiche´ v ∈ V ′, allora,
abusando di nuovo della notazione, v ∈ 2Pic(Y ), per cui Aj · v e` pari. Ho
trovato una contraddizione, per cui x2i−1 = x2i per ogni i = 1, . . . , n, ovvero
v ∈ DE(n). Dunque V ′ = DE(n) e V e` essenzialmente isomorfo a DE(n). ¤
3.3 Numero di nodi su una superficie rigata
Manterro` la notazione usata nella sezione precedente.
Arrivati a questo punto, trovare un limite al numero di nodi su una
superficie rigata non razionale risulta particolarmente semplice:
Proposizione 3.3.1. Sia Y una superficie rigata non razionale e siano
C1, . . . , Ck curve nodali disgiunte su Y . Allora k ≤ ρ(Y )− 2.
Dim. Ricordo che NS(Y ) = H2(Y,Z) (vedi Proposizione 3.1.12), dunque
ρ(Y ) e` il rango di H2(Y,Z). Sia C una curva liscia tale che Y bir∼ C×P1. Sia
α : Y → C la mappa di Albanese (vedi Corollario 3.1.11). Consideriamo le
classi di C1, . . . , Ck e di KY in H
2(Y,Z), che indichiamo rispettivamente con
c1, . . . , ck e kY . Allo stesso modo, se F e` una fibra generale di α, indico con f
la classe di F in H2(Y,Z). Poiche´ F ∼= P1, si ha f · kY = −2. Poiche´ le curve
C1, . . . , Ck sono nodali, si ha ci · kY = 0 per ogni i = 1, . . . , k. Inoltre, tali
curve devono essere contratte da α, perche´ la curva C non e` razionale. Allora,
C1, . . . , Ck sono ognuna contenuta in una fibra di α, quindi ci ·f = 0 per ogni
i = 1, . . . , k. Consideriamo la forma di intersezione ristretta al sottogruppo
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Dalla forma di questa matrice deduciamo che il sottogruppo di H2(Y,Z) ge-
nerato da f, kY , c1, . . . , ck e` libero di rango k + 2, da cui la tesi. ¤
Il limite trovato in realta` e` un massimo, come si vede dal seguente esempio:
Esempio standard. Sia W una superficie geometricamente rigata su una
curva liscia C. Indichiamo con p : W → C il morfismo dato dalla struttura
di P1-fibrato. Fissato un punto y ∈ C, denotiamo con F la fibra di p su
y. Sappiamo che F ∼= P1. Fissato un punto y1 ∈ F , sia ε1 : W1 → W
lo scoppiamento centrato in y1. Dato che F ∼= P1, la molteplicita` di F in
y1 e` 1. La trasformata totale di F e` della forma ε
∗
1F = F̂ + E1, dove F̂
indica la trasformata stretta di F ed E1 e` la curva eccezionale dello scop-
piamento. Poiche` F e` una fibra, si ha F 2 = 0, allora F̂ 2 = (ε∗1F − E1)2 =
F 2 − 2ε∗1F · E1 + E21 = −1. Poiche´ F̂ ∼= F ∼= P1, la curva F̂ e` una (−1)-
curva. Inoltre, F̂ · E1 = (ε∗1F − E1) · E1 = −E21 = 1. Abbiamo trovato che
la trasformata totale di F e` l’unione di due (−1)-curve F̂ ed E1, le quali si
intersecano trasversalmente in un punto, che indichiamo con y2.
Sia ε2 : W2 → W1 lo scoppiamento con centro in y2. Consideriamo le trasfor-
mate totali di E1 e di F̂ : ε
∗
2E1 = Ê1+E2 e ε
∗
2F̂ = F˜+E2, dove ho indicato con
E2 la curva eccezionale dello scoppiamento ε2 e con Ê1 e F˜ rispettivamente le
trasformate strette di E1 e F̂ . Sapendo che E1 e F̂ sono (−1)-curve, abbiamo:
Ê1
2 = (ε∗2E1 − E2)2 = E21 − 2ε∗2E1 · E2 + E22 = −2;
F˜ 2 = (ε∗2F̂ − E2)2 = F̂ 2 − 2ε∗2F̂ · E2 + E22 = −2;
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Ê1 · F˜ = (ε∗2E1 − E2) · (ε∗2F̂ − E2)
= E1 · F̂ − ε∗2E1 · E2 − E2 · ε∗2F̂ + E22 = 1− 1 = 0;
Ê1 · E2 = (ε∗2E1 − E2) · E2 = −E22 = 1;
F˜ · E2 = (ε∗2F̂ − E2) · E2 = −E22 = 1.
Poiche´ Ê1 e F˜ sono razionali, concludiamo che, indicato con ε il morfis-
mo ε1 ◦ ε2, la trasformata totale di F attraverso ε e` ε∗F = ε∗2(F̂ + E1) =
F˜ + Ê1 + 2E2, cioe` e` l’unione di due curve nodali disgiunte e di una (−1)-
curva che interseca trasversalmente ognuna di esse.
La superficie W2 e` una superficie rigata su C e contiene due curve nodali
disgiunte. Le fibre di p′ := p ◦ ε : W2 → C sui punti di C diversi da y sono
tutte isomorfe a P1, quindi posso ripetere tutto il procedimento a partire da
un punto che appartiene ad una qualunque di queste fibre.
Supponiamo di aver ripetuto la procedura n volte su n punti distinti della
curva C e sia ε : Y → W il morfismo birazionale ottenuto. La superficie Y
e` rigata su C e contiene 2n curve nodali disgiunte. Sia V il codice associa-
to a queste curve nodali (vedi la Sezione 2.2). Per come e` stata costruita
Y , queste 2n curve nodali si dividono in esattamente n coppie, contenute
ognuna in una fibra della mappa di Albanese di Y . Allora, possiamo ripetere
il ragionamento finale della dimostrazione del Teorema 3.2.3, ed otteniamo
che tutte le 2n curve appaiono in V e che V e` isomorfo al codice DE(n).
Per quanto richiamato nella Sezione 3.1 sulla struttura del gruppo di Ne´ron-
Severi per una superficie rigata (Equazione 3.2), si ha che ρ(Y ) = 2n+ 2.
Chiamiamo Y esempio standard di superficie rigata con ρ(Y )−2 curve nodali
disgiunte.
Lemma 3.3.2. Sia Y una superficie rigata non razionale e siano C1, . . . , Ck
curve nodali su Y . Sia V il codice associato alle curve C1, . . . , Ck e sia r la
dimensione di V . Allora k ≤ r + [ρ(Y )/2].
60
Numero di nodi su una
superficie rigata
Dim. La forma di intersezione su Pic(Y ) induce su Pic(Y )/2Pic(Y ) una
forma bilineare non degenere a valori in F2. Infatti, se D, D′ ed E sono
divisori su Y , si ha (D + 2D′) · E = D · E + 2D′ · E ≡ D · E (mod 2),
dunque la forma su Pic(Y )/2Pic(Y ) e` ben definita. La bilinearita` segue
direttamente dalla bilinearita` della forma di intersezione su Pic(Y ). Rimane
da vedere che la forma indotta su Pic(Y )/2Pic(Y ) e` non degenere. Cio` deriva
dalla struttura del gruppo Pic(Y )/2Pic(Y ). Infatti, come visto nella Sezione
3.1, abbiamo:
Pic(Y )/2Pic(Y ) = Z2F ⊕ Z2H ⊕ (⊕si=1Z2Ei)
dove F e` la classe di una fibra della mappa di Albanese di Y , H e` la classe
di un iperpiano ed E1, . . . , Es sono le classi dei divisori eccezionali di un
morfismo birazionale ε : Y → Y˜ da Y in un modello minimale Y˜ . Si ha che





dove [H2] indica il valore di H2 modulo 2. Dunque, la forma e` non degenere.
Consideriamo, come gia` fatto nella Sezione 2.2, il sottogruppo C < Pic(Y )
generato dalle curve C1, . . . , Ck e sia ϕ : C/2C → Pic(Y )/2Pic(Y ) l’omomor-
fismo naturale indotto dall’inclusione di C in Pic(Y ). Poiche´ C2i = −2 per
ogni i = 1, . . . , k e le Ci sono disgiunte, l’ortogonale di ϕ(C/2C) rispetto alla
forma bilineare fissata contiene ϕ(C/2C) stesso. Allora 2 dimF2(ϕ(C/2C)) ≤
dimF2(Pic(Y )/2Pic(Y )) = ρ(Y ), dove l’ultima uguaglianza deriva dal fatto
che Y e` rigata (vedi le equazioni 3.2 e 3.5). Sia V il codice associato alle
curve Ci. Se r = dimF2(V ), allora si ha k = r + dimF2 ϕ(C/2C). Dunque
2(k − r) ≤ ρ(Y ), da cui k − r ≤ [ρ(Y )/2], ovvero k ≤ r − [ρ(Y )/2]. ¤
Teorema 3.3.3. Sia Y una superficie rigata non razionale e siano C1, . . . , Ck
curve nodali disgiunte su Y . Se k = ρ(Y )− 2 e ρ ≥ 5, allora Y e` l’esempio
standard. In particolare, k = 2n e` pari e il codice V e` DE(n).
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Dim. Sia V il codice associato a C1, . . . , Ck, come definito nella Sezione
2.2, sia m il numero di curve nodali che appaiono in V ed r la dimensione del
codice. Poiche´ ρ ≥ 5, grazie al Lemma 3.3.2, si ha che r ≥ k − [ρ(Y )/2] =
[(ρ(Y ) + 1)/2]− 2 ≥ 1. Allora, siamo nelle ipotesi del Teorema 3.2.3, quindi,
mantenendo la stessa notazione usata in quel teorema, m = 2n e` pari ed
esiste un morfismo β : Σ → C, con fibra generale isomorfa a P1 e con
n fibre doppie, ognuna contenente due nodi di Σ. Inoltre, il codice V e`
essenzialmente isomorfo a DE(n). Allora, r = n−1 e dal Lemma 3.3.2 segue
che n−1 ≥ [(ρ(Y )+1)/2]−2. Allora, ρ(Y )−2 = k ≥ 2n ≥ 2[(ρ(Y )+1)/2]−2.
L’unica possibilita` e` che ρ sia pari e k = m = 2n. Allora k e` pari, tutte le
curve C1, . . . , Ck appaiono in V e V = DE(n).
Consideriamo ora lo spazio vettoriale N1(Y ) := NS(Y )⊗R = H2(Y,R) (vedi
la Proposizione 3.1.12). Sia f la classe in N1(Y ) di una fibra generale della
mappa α := β ◦ η, dove η : Y → Σ e` il morfismo birazionale che contrae
C1, . . . , Ck. Sia T il sottospazio di H
2(Y,R) definito da:
T := {l ∈ N1(Y ) : l · f = 0} .
Chiaramente, f ∈ T . Se c1, . . . , ck sono le classi in N1(Y ) delle curve
C1, . . . , Ck, allora c1, . . . , ck ∈ T . Consideriamo la forma di intersezione




Allora i vettori f, c1, . . . , ck sono indipendenti e, poiche´ T ha dimensione
ρ(Y )− 1 = k + 1, essi sono una base di T . Sappiamo dal Teorema 3.2.3 che
α ha n fibre F1, . . . , Fn della forma Fi = 2Ai + C2i−1 + C2i, per i = 1, . . . , n,
dove abbiamo opportunamente riordinato le curve C1, . . . , Ck. Inoltre, poiche´
le curve C1, . . . , Ck sono nodali e disgiunte, ogni Ai contiene almeno una
componente diversa da C1, . . . , Ck. Dico che F1, . . . , Fn sono le uniche fibre
riducibili del morfismo α. Infatti, grazie al Lemma di Zariski (Lemma 3.1.5),
prese tutte le fibre riducibili di α, se da ognuna tolgo una componente, le
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componenti che rimangono sono tutte indipendenti fra loro e in piu` sono in-
dipendenti da f . Se avessi una fibra riducibile diversa da F1, . . . , Fn, otterrei
con questo procedimento un numero di elementi indipendenti in T stretta-
mente maggiore della sua dimensione. Dunque, F1, . . . , Fn sono le uniche
fibre riducibili di α ed ognuna ha una sola componente diversa dalle curve
C1, . . . , Ck.
Per ogni i = 1, . . . , n, possiamo scrivere Fi = λiC2i−1 + µiC2i + 2νiDi, dove
λi, µi, νi sono interi positivi non nulli e D1, . . . , Dn sono curve irriducibili
distinte da C1, . . . , Ck. Poiche´ la fibra generale di α e` isomorfa a P1, si ha
Fi ·KY = −2, per ogni i = 1, . . . , n. Allora, 2νiDi ·KY = −2, da cui νi = 1 e
Di ·KY = −1, per ogni i = 1, . . . , n. Dalla formula di aggiunzione si ottiene
che D2i ≥ −1, per ogni i = 1, . . . , n. Per il Lemma di Zariski (Lemma 3.1.5),
D2i < 0, quindi D
2
i = −1 per ogni i = 1, . . . , n, ovvero le Di sono (−1)-curve.
Poiche´ le fibre di α sono connesse, allora, per ogni i = 1, . . . , n, Di ha in-
tersezione non vuota con C2i−1 e con C2i. Per il Lemma di Zariski (Lemma
3.1.5), Di · Fi = 0 per ogni i = 1, . . . , n, quindi:
0 = Di · Fi
= Di · (2Di + λiC2i−1 + µiC2i)
= −2 + λiDi · C2i−1 + µiDi · C2i ∀i = 1, . . . , n .
L’unica possibilita` e` che λi = µi = Di · C2i−1 = Di · C2i = 1, per ogni
i = 1, . . . , n. Questo implica che Fi = 2Di+C2i−1+C2i, per ogni i = 1, . . . , n.
Grazie al teorema di contraibilita` di Castelnuovo, posso contrarre le curve
D1, . . . , Dn, ottenendo un morfismo birazionale ε1 : Y → Y ′, da Y in una
superficie liscia Y ′. Dato che C e` una curva non razionale, il morfismo
α : Y → C, contrae le curve D1, . . . , Dn. Sono nelle ipotesi del Lemma
1.2.4, quindi esiste una fibrazione p′ : Y ′ → C, tale che α = p′ ◦ ε1. In
corrispondenza delle fibre F1 = α
−1(y1), . . . , Fn = α−1(yn), p′ ha n fibre
riducibili F ′1 = (p
′)−1(y1), . . . , F ′n = (p
′)−1(yn), ognuna delle quali e` unione
di due (−1)-curve che si intersecano trasversalmente in un punto. Infatti,
fissato arbitrariamente i ∈ {1, . . . , n}, se C ′2i−1 e C ′2i sono le immagini rispet-
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tivamente di C2i−1 e C2i attraverso ε1, allora queste sono curve isomorfe a
P1 che si incontrano nel punto a cui e` stata contratta la curva Di. Le curve
C2i−1 e C2i sono le trasformate strette di C ′2i−1 e C
′
2i attraverso ε1, allora:
−2 = (C2i−1)2 = (ε∗1(C ′2i−1)−Di)2 = (C ′2i−1)2 − 1
⇓
(C ′2i−1)
2 = −1 .
Con un calcolo analogo si trova (C ′2i)
2 = −1. Dunque C ′2i−1 e C ′2i sono due
(−1)-curve. Inoltre:
0 = C2i−1 · C2i = (ε∗1(C ′2i−1)−Di) · (ε∗1(C ′2i)−Di) = C ′2i−1 · C ′2i − 1 ,
per cui C ′2i−1 e C
′
2i si incontrano trasversalmente.
Ora, per ogni fibra F ′1, . . . , F
′
n, facciamo la contrazione di una delle (−1)-curve
contenute in essa. Chiamiamo il morfismo birazionale ottenuto ε2 : Y
′ → W ,
dove W e` una superficie liscia. Applicando il Lemma 1.2.4 alla nuova situa-
zione, si trova che esiste una fibrazione p : W → C, tale che p′ = p ◦ ε2. Per
costruzione, le fibre di p sui punti y1, . . . , yn sono isomorfe a P1. Allora, tutte
le fibre di p sono isomorfe a P1 e W e` una superficie geometricamente rigata
su C. Allora Y e` l’esempio standard. ¤
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Conclusione
Con l’ultimo teorema dimostrato abbiamo completamente caratterizzato le
superfici nodali rigate non razionali che contengono il numero massimo di
nodi: esse sono gli esempi standard e non ce ne sono altre.
Questo e` esattamente lo stesso tipo di risultato che si trova in [7], nel caso
di superfici razionali.
Allora, mettendo insieme i due risultati, possiamo concludere che il pro-
blema della caratterizzazione delle superfici nodali su C con massimo numero
di nodi e` completamente risolto nella classe delle superfici rigate.
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