Abstract. We consider primitive aperiodic substitutions of constant length q and prove that, in order to have a Lebesgue component in the spectrum of the associated dynamical system, it is necessary that one of the eigenvalues of the substitution matrix equals √ q in absolute value. The proof is based on results of M. Queffélec, combined with estimates of the local dimension of the spectral measure at zero.
Introduction
In this paper we focus on the question: when is the spectrum of a substitution dynamical system singular? Our main result is a new sufficient condition for singularity of constant length substitutions.
In order to state the results, we first recall the background; see e.g. [23, 24] for more details. For m ≥ 2 consider a finite alphabet A of size m and the set A + of nonempty words with letters in A. A substitution is a map ζ : A → A + , extended to A + and A N by concatenation. The substitution space X ζ is the set of bi-infinite sequences x ∈ A Z such that any word in x appears as a subword of ζ n (a) for some a ∈ A and n ∈ N. The substitution dynamical system is the left shift on A Z restricted to X ζ , denoted by T ζ . The substitution matrix is defined by S ζ (a, b) := number of symbols a in ζ(b).
The substitution is said to be primitive if S n ζ has all entries strictly positive for some n ∈ N. Primitive substitution Z-actions are minimal and uniquely ergodic; we denote the unique invariant Borel probability measure by µ. We always assume that the substitution is non-periodic, which in the primitive case is equivalent to the space X ζ being infinite. Furthermore, passing to a power of ζ if necessary, we can assume that there exists a letter a such that ζ(a) starts with a. We then obtain a one-sided fixed point of the substitution: The length of a word u is denoted by |u|. The substitution ζ is of constant length q if |ζ(a)| = q for all a ∈ A, otherwise, it is of non-constant length. Spectral properties of substitution dynamical systems have been studied extensively. These systems are never strongly mixing [14] , hence there is always a singular spectral component. Suppose that the substitution has constant length q. Then the group of eigenvalues is non-trivial and contains the group of q-adic rationals; a complete description of the discrete spectral component was given by Dekking [13] . Since we need it later, we state it precisely. The height h of the substitution is defined as follows: let
where U is the fixed point of the substitution (1.1); then define, for a substitution ζ of constant length q:
(1.2) h = h(ζ) = max{n ≥ 1 : (n, q) = 1, n divides g 0 }.
Dekking [13] proved that the group of eigenvalues for (X ζ , T ζ , µ), where ζ is primitive aperiodic of constant length q, is e(Z(q) × Z/hZ), where Z(q) is the group of q-adic rationals and e(t) = e 2πit . see also [21] for earlier results in this direction. Furthermore, Dekking showed that it is always possible to reduce a substitution with h > 1 to one with h = 1, called "pure base". We show that our sufficient condition for singularity of the substitution can be used with substitutions of any height. For a substitution of height one, Dekking's coincidence condition [13] gives an answer for when the spectrum is purely discrete. Thus it remains to analyze the continuous component, when it is present. The work of Queffélec [23] contains a detailed and extensive study of this question; in particular, she expressed the maximal spectral type in terms of generalized matrix Riesz products (which sometimes reduce to scalar generalized Riesz products). Not many general results on singularity of the spectrum are known. Pure singular spectrum has been proved for the ThueMorse substitution [20] and its generalizations [23] , the so-called abelian bijective substitutions (see Section 6 for definitions). For bijective substitutions on two symbols a constructive proof of singularity was given by Baake, Gähler, and Grimm [4] .
On the other hand, there are substitutions of constant length with a Lebesgue spectral component, such as the Rudin-Shapiro substitution, see [23] , and its generalizations, due to Frank [17] , and more recently, by Chan and Grimm [11] . Recently Bartlett [3] reworked (and in the case of one important example corrected) a part of Queffélec's theory, extended it to higher-dimensional block-substitutions of "constant shape," and developed an algorithm for checking singularity. However, it proceeds by a "case-by-case" analysis and does not provide a general criterion. Our main result is as follows. Theorem 1.1. Let ζ be a primitive aperiodic substitution of constant length q. If the substitution matrix S ζ has no eigenvalue whose absolute value equals √ q, then the maximal spectral type of the substitution measure-preserving system (X ζ , T ζ , µ) is singular.
Remark 1.2. (1)
The condition for singularity in our theorem is sufficient, but not necessary, see [10] and Section 6 below.
(2) The spectrum of substitution dynamical systems is closely related to diffraction spectrum of aperiodic structures, studied both by physicists and mathematicians. For a comprehensive account of this connection and extensive bibliography, see the recent book [6] . It contains, in particular, a constructive rigorous treatment of the spectra of Thue-Morse and Rudin-Shapiro substitutions. The "scaling exponent" 1/2 of the "structure factor" has been linked with absolutely continuous spectrum in the physics literature, see e.g. [2, 19] , however, as far as we are aware, there has been no rigorous proof of singularity following this line.
(3) Higher-dimensional block substitutions and the corresponding Z d actions have also been studied, motivated in part by the connection with the theory of quasicrystals. Without an attempt to give a comprehensive list of references, we mention the paper of Frank [18] , which, in particular contains examples of systems with singular spectrum, and the paper of Baake and Grimm [5] , who proved singularity for higher-dimensional 2-symbol bijective block-substitutions. We expect that Theorem 1.1 can be extended to higher dimensions using the results of Bartlett [3] and Emme [16] , but have not checked the details.
The paper is organized as follows: in the next section we recall some of the background and outline the proof of the theorem. In Section 3 we recall the needed results of Queffélec and and bring to the form convenient for us. In Section 4 we prove that the eigenvalues of the substitution matrix after reduction to substitution of height 1 are preserved except for 0 and roots of unity, therefore without loss of generality we can assume that the substitution has height 1. In Section 5 we obtain results on the dimension of spectral measures at zero and deduce the main theorem. Section 6 is devoted to examples and concluding remarks.
2.
Outline of the proof of Theorem 1.1
Recall that for f, g ∈ L 2 (X ζ , µ) the (complex) spectral measure σ f,g is determined by the equations
where ·, · denotes the scalar product in L 2 . We write σ f = σ f,f . Spectral measures "live" on the torus R/Z, which we identify with [0, 1). It is known that σ 1 1 = δ 0 , where 1 1 is the constant-1 function and δ 0 is the Dirac point mass at 0. Thus, the "interesting part" of the spectrum is generated by functions f orthogonal to constants. We say that a function f ∈ L 2 (X ζ , µ) is cylindrical if it depends only on x 0 , the 0-th term of the sequence x ∈ X ζ . Cylindrical functions form an m-dimensional vector space, with a basis {1 1 [a] : a ∈ A}. Denote
These measures are also known as correlation measures. The key fact which distinguishes constant-length substitutions is that the "renormalization", or "substitution" action on X ζ is closely related to the familiar times-q map on the torus: y → qy (mod 1) on R/Z, where q is the length of the substitution. A measure on the torus is called q-mixing if it is invariant and mixing with respect to the times-q map. By the Birkhoff Ergodic Theorem, any q-mixing measure is either singular or coincides with the Lebesgue (Haar) measure on the torus. Further, let
where ω q n is the Haar measure on the finite group generated by 1/q n on the torus. It is proved in [23, Theorem 10.2 and Theorem 11.1] that the maximal spectral type of T ζ is given by
where λ = λ 0 + · · · + λ k−1 , with every λ j being q-mixing, and moreover, λ j is a linear combination of correlation measures σ ab , a, b ∈ A. (In fact, λ 0 = δ 0 .) It follows that in order to prove singularity we only need to rule out that any of the λ j , j = 1, . . . , k − 1, is the Lebesgue measure. We will show that every λ j , j ≥ 1, can be expressed as a positive linear combination of spectral measures corresponding to cylindrical functions orthogonal to the constants. It turns out that the local dimension of the spectral measure σ f for f ⊥ 1 1 at zero is equal to d = 2 − 2α, where α = log |θ j |/ log q and θ j is one of the non-maximal eigenvalues of S ζ , with |θ j | > 1, or else lim r→0 σ f (B(0,r)) r 2−ε = 0 for any ε > 0. The latter is impossible for a measure with a Lebesgue component, and the former is ruled out by the assumptions of Theorem 1.1 since we obtain d = 1. This concludes the rough outline.
2.1. Dimension of spectral measure at zero. Here we state the result about the dimension of spectral measure at zero, which is of some independent interest. It is a partial extension of a result from a joint work by A. I. Bufetov and the second author [9] ; its proof is also adapted from [9, Section 6] .
Recall that the local dimension of a positive measure ν at a point ω ∈ R is defined by
when the limit exists. We order the eigenvalues of S ζ by magnitude: θ 1 = q > |θ 2 | ≥ . . . For each eigenvalue θ j denote by P j the "natural" projection onto the generalized eigenspace of the transpose S t ζ corresponding to θ j , so that P j commutes with S t ζ .
Theorem 2.1. Let ζ be a primitive substitution of constant length q, with a substitution matrix S ζ having eigenvalues θ 1 = q, θ 2 , . . ., ordered by magnitude. Let f be a cylindrical function on X ζ given by f = (i) Suppose that |θ j | > 1. Then the spectral measure σ f satisfies
Remark 2.2.
(1) We do not exclude the case j = 1, which is equivalent to P 1 b = X ζ f dµ = 0, and then α = 1. In fact, then the spectral measure σ f has a point mass at zero and hence the local dimension at ω = 0 equals zero.
(2) In [9, Theorem 6.2] a much stronger conclusion was obtained for the self-similar suspension flow over the substitution Z-action, for a substitution of possibly non-constant length, but under the additional assumption that θ 2 is positive and real of multiplicity one, strictly greater than |θ 3 |, f is orthogonal to constants, and j = 2. Then it was shown, in particular, that σ f (B r (0)) ≍ r 2−2α , with α = log θ 2 / log θ 1 . We partially extend this result, removing the eigenvalue assumption, and use the fact that in the constant-length case the self-similar suspension flow is obtained simply by taking the constant-one roof function.
Results of Queffélec and their consequences
Let ζ be a substitution of constant length q, primitive, aperiodic, and of height one. We summarize the results of Queffélec [23] on the maximal spectral type. For a reader unfamiliar with the procedure below, it may be useful to follow along with Example 6.1. ) Consider the bi-substitution (or "square" substitution) ζ [2] defined on the alphabet A × A as follows:
It is clearly also of constant length q. Its substitution matrix is denoted by C and is called the coincidence matrix for ζ.
We continue with the definitions, following [23, 10.
n (a, b) for some n. Minimal sets of the form O(a, b) with respect to inclusion are disjoint; they are called ergodic classes of the bi-substitution and denoted E 0 , . . . , E k−1 . One always has 1 ≤ k ≤ m. The class of "coincidence pairs" {(a, a) : a ∈ A} always forms an ergodic class (this follows from primitivity), denoted by E 0 . We note that ζ [2] is never primitive. The class of remaining pairs, if any, is called transitive and denoted T ; for any (a, b) ∈ T , the orbit O(a, b) must intersect one of the ergodic classes. Passing from ζ to ζ j , if necessary, one can always assume that C restricted to any ergodic class is primitive. It is not hard to see that the multiplicity of the Perron-Frobenius (PF) eigenvalue q of C is exactly k, the Thus C Σ is a well-defined vector of measures. Queffélec [23, p. 244 ] proves an interesting formula, which already hints at times-q invariance of spectral measures:
where S q (Σ) denotes the pull-back of Σ under the times-q map on R/Z.
Theorem 3.2. (Dekking)
Let ζ be a primitive aperiodic substitution of constant length q and height one. Then (X ζ , T ζ , µ) has purely discrete spectrum if and only if E 0 is the only ergodic class of C.
From now on, we assume that the substitution is not purely discrete and there are at least two ergodic classes of C. Denote by F the k-dimensional eigenspace of C t corresponding to the PF eigenvalue q. Since ζ has constant length q, it follows that every vector in F is constant on each ergodic class and zero on the transitive class, see [ Theorem 3.4. (Queffélec) Let ζ be a primitive aperiodic substitution of constant length q and height one. Consider Q := {v ∈ F + : v aa = 1, a ∈ A}, using the notation introduced above, and let v (0) , . . . , v (k−1) be the extreme points of the convex set Q. Then λ i = v (i) Σ, i = 0, . . . , k − 1, are distinct q-mixing probability measures, with v (0) = (1, . . . , 1) and λ 0 = δ 0 , and the maximal spectral type of (X ζ , T ζ , µ) is
where ω is defined by (2.1).
Note that it follows from the Birkhoff Ergodic Theorem that distinct λ i are mutually singular.
Proposition 3.5. Every measure λ i for i = 1, . . . , k − 1, can be represented as a sum of spectral measures σ f , where f is a cylindrical function on X ζ orthogonal to constants.
ab ) a,b∈A be the positive semi-definite m × m matrix associated to v (i) ∈ C A×A . It can be diagonalized: there exists an orthonormal basis {(d j,a ) a∈A , j = 1, . . . , m}, such that
(The latter follows from the basic properties of spectral measures:
.) It remains to show that all f j , for which κ j > 0, are orthogonal to constants. We have λ 0 = δ 0 and λ i ⊥ λ 0 for i ≥ 1, hence λ i ({0}) = 0. Since σ f ({0}) = 0 if and only if f, 1 1 L 2 = 0, the claim follows. At this point we can already deduce "one half" of the main Theorem 1.1, modulo the reduction to pure base in the next section.
Corollary 3.7. Let ζ be a primitive aperiodic substitution of constant length q. If the substitution matrix S ζ has the second in modulus eigenvalue θ 2 , satisfying |θ 2 | < √ q, then the maximal spectral type of the substitution dynamical system is singular.
Proof. As we show in the next section (see Proposition 4.1 below), without loss of generality we can assume that the height of substitution equals 1. In [9, Corollary 3.11] it is proved that for any cylindrical function f orthogonal to constant, under the conditions of the corollary, for any ε > 0:
, as r → 0, where α = log q |θ 2 | < 1/2, and this implies the claim, in view of Corollary 3.6. (We should note that (3.1) follows from the work of Adamczewski [1] , with an additional argument given in [9] .)
The remaining case of the theorem, when |θ 2 | > √ q and no other eigenvalue of S ζ has absolute value √ q, will require extra work, done in Section 5.
4. Reduction to the pure base.
In this section we prove that the difference in the spectrum of the substitution matrix and the pure base substitution matrix can only be in 0 or in the roots of unity, and therefore our main result holds for substitutions of arbitrary height.
For the proof we rely on the results on Durand ( [15] ) concerning the spectrum of return word substitutions. For a primitive substitution ζ with the fixed point U ∈ A N and its prefix u ∈ A + , we call a subsequence v of U a return word on u if u is a prefix of vu and the word u appears in the sequence vu exactly twice.
Since the substitution ζ is primitive, every block occurs in U with bounded gaps, hence the set of return words, denoted R U,u , is finite. There is a unique way to write the sequence U as a concatenation of return words. The substitution ζ induces a substitution on the set of return words, which we denote by Θ U,u : R U,u → R + U,u . By [15, Proposition 9 ] the matrices of substitutions ζ and Θ U,u have the same spectrum, with the possible exceptions of 0 and the roots of unity.
Proposition 4.1. Let ζ be a substitution of height h > 1 with substitution matrix S ζ , and η its corresponding pure base substitution (cf. [13, Lemma 17] ) with substitution matrix S η . Then the spectra of matrices S η and S ζ may differ only by 0 or the roots of unity.
Proof. We prove that ζ and η have prefixes, such that the induced substitutions on the sets of return words coincide up to a permutation of the alphabets. Denote by U = u 0 u 1 u 2 . . . the fixed point of substitution ζ. By [13, Theorem 14, Lemma 17], the alphabet I for the pure base substitution η consists of the different blocks of symbols from U of length h, that start at places hk, k ∈ N∪{0}. Therefore there exists a 1-to-1 map φ : I → A h extendable by concatenation to an arbitrary sequence of letters from I such, that if
Consider the set of return words R V,v 0 with the induced substitution Θ V,v 0 :
and the set of return words R U,φ(v 0 ) with the induced substitution
, such that for all w ∈ R V,v 0 we have ψ(w) = φ(w). Suppose that the return word r is located in the sequence V between positions i and j, i.e. r = v i v i+1 . . . v j−1 , v i = v 0 , v j = v 0 , and v l = v 0 for all i < l < j. In the sequence φ(r) = φ(v i )φ(v i+1 ) . . . φ(v j−1 ) the word φ(v 0 ) appears only once, because the word φ(v 0 ) starts with symbol u 0 , which can only be located in places numbered hk, k ∈ N ∪ {0} (see the definition of height and (1.2)), and therefore its appearance for the second time must coincide with one of φ(v l ), i < l < j, which is impossible, hence φ(r) is a return word in R U,φ(v 0 ) .
Since Θ V,v 0 is induced by η, if r ∈ R V,v 0 we have Θ V,v 0 (r) = r 1 r 2 . . . = η(r) for some r 1 , r 2 , . . . ∈ R V,v 0 , and φ • η(r) = ζ • φ(r). Hence Θ U,φ(v 0 ) (ψ(r)) = ζ(φ(r)) = φ(η(r)) = φ(r 1 )φ(r 2 ) . . . = ψ(r 1 )ψ(r 2 ) . . ., therefore ψ is a bijection and the substitutions on return words coincide up to a renumbering of the alphabet.
In example 6.2 in Section 6 we show that a change can occur in the eigenvalues of substitution matrix according to our last proposition.
In order to complete the reduction to the pure base in our Theorem 1.1, it remains to observe that by [13] (see also [23, 6 .3.1.2]), the initial system (X ζ , T, µ) is metrically isomorphic to the tower of constant height h over the pure base substitution system (X η , T ′ , µ ′ ), hence the maximal spectral type of the former is obtained by the convolution of the spectral type of the latter with the Haar measure on Z/hZ.
Dimension of spectral measure at zero
In order to compute the dimension of spectral measure at zero, we extend some of the results from the joint work of A. I. Bufetov and the second author [9, Section 6] developed for self-similar suspension flows over substitution systems (not necessarily of constant length). We recall this more general setting.
General case.
Suppose that ζ is a primitive aperiodic substitution on an alphabet A of size m ≥ 2, with a substitution matrix S = S ζ . We emphasize that in this subsection we consider both constant-length and non-constant length substitutions. Let The self-similar suspension flow over the uniquely ergodic substitution measure-preserving Zaction (X ζ , T ζ , µ) is defined as follows:
where the relation ∼ identifies the points (y, s y 0 ) and (T ζ (y), 0). The measure µ on X ζ is induced from the product of µ on the cylinder sets [a] ⊂ X ζ and the Lebesgue measure; it is invariant under the action h τ (y, t) = (y, t + τ ), which is defined for all τ ∈ R using the identification ∼. Our normalization ensures that µ is a probability measure, and we thus obtain a measure-preserving R-action (X ζ , h τ , µ). The term "self-similar" comes from another representation of this flow, as a tiling dynamical system on the line, with (y, τ ) corresponding to the tiling of R by closed interval tiles of lengths u 1,yn , n ∈ Z, in such a way that the origin is located at the point t in the tile labelled by y 0 , see [25, 9] for details. The substitution action Z on X ζ is then defined by: scale the entire tiling by θ 1 and subdivide the resulting tiles according to the substitution rule. These actions satisfy the relation
Denote by P j the projection of C m onto the span of generalized eigenvectors of S t , corresponding to θ j , commuting with S t . The following notation will be useful: for v ∈ C m let
and let κ(v) be the "largest elimination exponent" of v, defined by
Denote by E + be the linear span of generalized eigenvectors for S t corresponding to eigenvalues greater than one in absolute value. Let {Φ + v,x : v ∈ E + , x ∈ X ζ } be the Hölder cocycle (family of finitely-additive measures), defined on the algebra generated by line segments in R (see [7, 8, 9] ). We refer to these papers for the definition of this cocycle, but collect their properties that we need in the lemma below. For simplicity, we write Φ + v,
Lemma 5.1. Under the standing assumptions, we have:
and C 1 depends only on the substitution ζ. (v) Continuity: for a given v ∈ E + \ {0}, the function (t, x) → Φ + v,x (t) is continuous on R + × X ζ ; (vi) Non-degeneracy: for a given x ∈ X ζ and v ∈ E + \ {0}, the function t → Φ + v,x (t) is not constant zero on any interval.
Proof. Although all these statements are essentially contained in [7] , the setting there is somewhat different (Vershik automorphisms on Bratteli diagrams), so we prefer to give a more direct derivation based on [9] . First we note that in [9] the finitely-additive measures are defined on a class of subsets of R d , they correspond to self-similar tilings of R d and vectors v in a subspace E ++ ⊂ E + ; however, in the case d = 1 needed here we have E ++ = E + .
Linearity (i) is immediate from the definition [8, Eq.(9)] and (ii) is proved in [8, Lemma 3.2].
The cocycle property is verified just before Lemma 6.1 in [9] . The estimate (iv) is contained in [8, Lemma 3.3] .
(v) In [8, Lemma 3.5] it was assumed that v is an eigenvector for S t , but it easily extends to the general case of v ∈ E + (for d = 1) with |θ| in that lemma replaced by any |θ| − ε > 1, with |θ| the minimal absolute value of an eigenvalue greater than 1, and allowing the constant C in [8, Eq.(29) ] to depend on r 1 < r 2 as well. Continuity of t → Φ + v,x (t) then immediately follows from the modified Hölder estimate [8, Eq. (26)]. Continuity in the x variable along the orbit follows from (ii). On the "transversal" consisting of all tilings which agree with a given x on a tile containing the origin, x ′ being "close" in the tiling metric means perfect agreement on a neighborhood B R (0) for a large R, in which case Φ + v,x (t) = Φ
, R). (vi) This follows from (v) and from the fact that Φ
is non-zero on the line segments that are "tiles" of x, as well as on their "subtiles" obtained by sibdividing the tiles according to the substitution rule as many times as we wish; thus for a dense set of pairs t 1 < t 2 .
Estimates of the dimension of spectral measures at zero will be derived from the asymptotics of ergodic (Birkhoff) integrals, which we state next. Denote
As test functions, we consider cylindrical functions on X ζ defined by F = a∈A F a 1 1 a , where 1 1 a = 1 1 [ a] and [ a] = {(y, t) ∈ X ζ : y 0 = a} is the cylinder set for the suspension flow (note that this definition is slightly less general than in [9] ; we restrict ourselves to such functions for simplicity of exposition, since this is all that we need for our application). A cylindrical function F is uniquely determined by the vector F := (F a ) a∈A ∈ C m . The following estimate is a special case of [8, Theorem 4.3] .
Corollary 5.2 ([8])
. Let F = a∈A F a 1 1 a , with F = 1, and let j = j( F ) ≥ 1 be minimal such that P j F = 0.
(i) Suppose that |θ j | > 1. Then for any ε > 0 there exists C ε > 0 such that
where pr( F ) is defined in (5.2) and α =
Proof. Choose a basis {u k } m k=1 for C m consisting of generalized eigenvectors of S and the dual basis {v k } m k=1 , so that u k corresponds to the eigenvalue θ k . Applying [8, Theorem 4.3] in the case d = 1, with Ω = [0, 1], yields
If |θ j | ≤ 1, then F , u k = 0 for all k such that |θ k | > 1, and (5.6) follows. If |θ j | > 1, then, taking [8, Lemma 3.3] into account and the fact that F , u k = 0 for |θ k | > |θ j | by the definition of j, we obtain
It remains to note that
so the desired estimate (5.5) follows from the linearity of v → Φ + v,x (t). (i) Suppose that the eigenvalue θ = θ j satisfies 1 < |θ| < θ 1 . Let κ = κ( F ) be the "largest elimination exponent" defined in (5.3). Then
Proof. (ii) We start with the second part, which is the easy case. In fact, this is just a consequence of Corollary 5.2(ii), combined with [9, Lemma 4.3] .
(ii) Recall that the spectral measure σ F for the R-action satisfies
Fix a Schwartz function ψ, and write, using the Inverse Fourier Transform,
In view of the spectral isomorphism between L 2 (R, σ F ) and a closed subspace of L 2 (X ζ , µ), that carries multiplication by e 2πiωt into composition with h t , we obtain
Integrating by parts and using Corollary 5.2, we obtain
For a Schwartz function ψ, its derivative can be estimated
as T → ∞. In order to analyze the main term in (5.9), we make a change of variable t = T τ , assuming T = θ N 1 for N ≥ 1, to obtain
We use the Jordan decomposition of the matrix S t . Denote the Jordan blocks with eigenvalues equal by absolute value to |θ| by J k 1 , . . . , J k l , with the corresponding invariant subspaces
(Note that there may be several Jordan blocks corresponding to the same eigenvalue, so θ k i need not be distinct.) We then have
where pr i is the projection of C m onto the subspace V k i , parallel to the other invariant subspaces of S t . Fix i and denote by {w j } p i j=1 the basis of V k i consisting of eigenvector and root vectors, so that S t w p i = θ k i w p i and S t w j = θ k i w j + w j+1 for j = 1, . . . , p i − 1. By Lemma 5.1(iii), using the Jordan form structure, we obtain for j = 1, . . . , p i ,
Let κ i = κ(pr i ( F )) be the corresponding maximal elimination exponent, and denote by pr ′ i ( F ) the projection of F onto the linear span of w κ i . In other words, for some a κ i , . . . , a p i ,
(θ N 1 τ ) by linearity, and apply (5.11) to each term.
Lemma 5.4. We have
Proof. It follows from (5.11) that
(τ ) is the term with the fastest growing coefficient in the decomposition of Φ
The other terms, when divided by this coefficient, tend to zero by Lemma 5.1(iv), and the claim follows by Dominated Convergence. Now we can finish the proof of the proposition.
Since θ k i = θ/c i , the last lemma, together with (5.9) and (5.10), implies lim inf
We next use a trivial estimate
where
(τ )( ψ) ′ (τ )dτ , and note that max i |B i | ≤ C ψ by Lemma 5.1(iv).
Lemma 5.5. For any complex numbers c i , with |c i | = 1, i = 1, . . . , ℓ, and any δ > 0, there exists a sequence n j ↑ ∞ such that sup j (n j+1 − n j ) < ∞ and
The proof of the lemma is elementary and is left to the reader. Using N j − κ + 1 = n j from the lemma, we can estimate
Thus, we obtain, denoting pr
We can choose ψ so that ψ is positive and bounded away from zero in some neighborhood of 0, and also so that the integral in the right-hand side of the last inequality is positive, since pr ′ ( F ) = 0, in view of non-degeneracy of the cocycle Φ + v,x , see Lemma 5.1(vi) and (v). Thus, choosing δ > 0 sufficiently small, we can ensure that the right-hand side is bounded away from zero. Recalling (5.8), we obtain lim inf
The upper bound is even easier, replacing lim inf with lim sup in (5.12); in fact, we get an explicit upper bound lim sup
Together, these yield (5.7), in view of sup j (N j+1 − N j ) < ∞.
5.2.
Constant length case and conclusion of the proof of the main theorem. Now suppose that the primitive aperiodic substitution ζ has constant length q. In this case S = S ζ has all column sums equal to q, and so the PF eigenvector of S t is simply s = 1 1. It follows that the self-similar suspension flow (X ζ , h t , µ) is the suspension over (X ζ , T ζ , µ) with the constant-one roof function. It turns out that there is a simple relation between the spectral measures. The following lemma is well-known to the experts: it follows, for instance, from considering induced representations, see [12, Prop. 1.1] . Thanks to Mariusz Lemańczyk who pointed this out to us. For the reader's convenience, we provide a direct elementary proof below, which was given by Nir Lev in a personal communication.
Lemma 5.6. Let (X, T, µ) be an invertible probability-preserving system, and let ( X, h t , µ) be the suspension flow with the constant-one roof function. For f ∈ L 2 (X, µ) consider the function F ∈ L 2 ( X, µ) defined by F (x, τ ) = f (x). Then the following relation holds between the spectral measures σ F on R and σ f on T:
Proof. We have X = X × [0, 1] and µ = µ × m (the Lebesgue measure on [0, 1]). The action h t on X is defined by h t (F (x, τ )) = F (T ⌊t+τ ⌋ (x), {t + τ }).
Computation of Fourier coefficients of F yields
Thus the Fourier transform of the measure σ F on Z is the same as the Fourier coefficients of σ f , and σ F on R is obtained by linear interpolation from two adjacent integers. Consider the "triangle" function:
Then we have
The inverse Fourier transform of the right-hand side (in the distributional sense) iš
whereθ(ω) = (sin(πω)/(πω)) 2 , hence the result.
Proof of Theorem 2.1. is immediate from Proposition 5.3 and Lemma 5.6.
Proof of Theorem 1.1. follows from Corollary 3.6 and Theorem 2.1.
Examples and concluding remarks
We start with a few general comments. Our result concerns constant length substitutions that are primitive and aperiodic. Aperiodicity may be checked using Pansiot's Lemma [22] : a primitive constant length substitution ζ on A, which is 1-1 on letters, is aperiodic if and only if there exists a ∈ A which has at least two distinct "neighborhoods" in the set of allowed words, that is distinct words of the form bac which appear in the sequences x ∈ X ζ . The next step is to determine the ergodic classes of the bi-substitution, which is straightforward. Recall that there is only one ergodic class E 0 = {(a, a) : a ∈ A} if and only if the spectrum of the substitution system is purely discrete. One way to guarantee that this is not the case is to avoid all "coincidences" altogether, in other words, make sure that for a = b the substituted words ζ(a) and ζ(b) differ in every position. Such substitutions are called bijective. It is clear that a bijective substitution has no transitive pairs (a, b) and at least two ergodic classes. The classical example of a bijective substitution is Thue-Morse: 0 → 01, 1 → 10. A bijective substitution of constant length q on an alphabet of size m is determined by a sequence of q permutations φ 1 , . . . , φ q of the set {1, . . . , m}. Following [23] , we say that it is bijective abelian if these permutations generate a commutative subgroup of S m . Clearly, all 2-letter bijective substitutions (also called "generalized Thue-Morse) are abelian, but most aperiodic bijective substitutions on 3 and more letters are not. It is proved in [23] that all bijective abelian substitutions have singular spectrum (actually, it is not explicitly stated there, see [3, Theorem 3.19 ] for a derivation). The 2-letter case was independently proven in [4] by a different method. It is easy to check that this is a primitive, aperiodic substitution of height one, which is bijective non-abelian. Its substitution matrix, with its eigenvalues and the corresponding eigenvectors are
Thus, according to Theorem 1.1, the spectrum of the measure-preserving system (X ζ , T ζ , µ) is singular. We continue with a more detailed analysis, in order to illustrate the concepts and the procedure described in Section 3. There are two ergodic classes for the bi-substitution ζ [2] : E 0 = {(a, a) : a ∈ A} and E 1 = {(a, b) : a = b}. (By the way, note that having two ergodic classes for a bijective substitution is equivalent to the condition that the group generated by the permutations φ j acts transitively on the set of pairs A × A.) Vectors (v ab ) ∈ F ⊂ C A×A , the 2-dimensional eigenspace of the transpose of the coincidence matrix C t , corresponding to the maximal eigenvalue q = 3, are written in matrix form
The set F + consists of those v for which the above matrix W is semi-positive. It is easy to see that it has eigenvalues w 0 + 3w 1 and w 0 − w 1 , the latter with multiplicity 3. Thus,
with extreme points v (0) ∼ (w 0 , w 1 ) = (1, 1) and v (1) ∼ (1, −1/3). According to Queffélec's Theorem 3.4, the maximal spectral type of the substitution system is (λ 0 +λ 1 ) * ω, where
As usual, λ 0 = δ 0 , so we focus on λ 1 , which is given by
Note that in the formula above the product is a linear combination of spectral measures with coefficients taken from the matrix, rather than matrix multiplication. Diagonalizing the corresponding quadratic form, as in Proposition 3.5, we express λ 1 as a positive linear combination of spectral measures of cylindrical functions orthogonal to the constants: We can apply Proposition 5.3 to obtain, noting that θ 1 = 3, θ 2 = 2, j = 2, and κ = 1: λ 1 (B r (0)) ≍ r 2−2 log 3 2 .
The next example shows that the spectrum of substitution matrix eigenvalues can change after transition to the pure base substitution (as we saw in Proposition 4.1, the difference can only be in roots of unity and zero eigenvalues). It is a bijective non-abelian substitution (also primitive, aperiodic, and of height one). The eigenvalues of the substitution matrix are {3, 1, 0}, so we obtain singularity of the spectrum already from Corollary 3.7. In [23] it was erroneously stated that this system has a Lebesgue component in its spectrum; this was corrected by Bartlett [3] with the help of his algorithm computing the Fourier coefficients of spectral measures. This is a non-bijective substitution; the bi-substitution has two ergodic classes and a transitive class. It has a Lebesgue spectral component [20] , see also [23] . The eigenvalues of the substitution matrix are {2, ± √ 2, 0}.
On the other hand, consider the following, "modified Rudin-Shapiro-like" substitution: It is bijective; the bi-substitution has three ergodic classes (the same as for Rudin-Shapiro, only the transitive class now becomes an ergodic class). The eigenvalues of the substitution matrix are again {2, ± √ 2, 0}; however, here the spectrum is singular, as shown by Chan and Grimm [10] , with the help of Bartlett's algorithm. Thus, our sufficient condition for singularity in Theorem 1.1 is not a necessary condition.
Open Questions.
(i) Is it true that if the constant length substitution is bijective, then the spectrum of the dynamical system is singular?
The next two questions concern non-constant length substitutions.
(ii) As far as we are aware, all the known examples of substitution systems with a Lebesgue spectral component are either constant length or their simple "recodings", which do not change the spectrum of the substitution matrix in an essential way. Is there a substitution with a Lebesgue spectral component, such that the PF eigenvalue θ 1 of the substitution matrix is not an integer?
(iii) Is there a result similar to Theorem 1.1 for non-constant length substitutions, namely, that the absence of an eigenvalue of absolute value √ θ 1 for the substitution matrix implies singularity? Perhaps, there is at least an analog of Corollary 3.7, namely, that |θ 2 | < √ θ 1 implies singularity?
