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The closed-loop operation of brain-machine interfaces (BMI) provides
a context to discover foundational principles behind human-computer
interaction, with emerging clinical applications to stroke, neuromuscular
diseases, and trauma. In the canonical BMI, a user controls a prosthetic
limb through neural signals that are recorded by electrodes and pro-
cessed by a decoder into limb movements. In laboratory demonstrations
with able-bodied test subjects, parameters of the decoder are commonly
tuned using training data that include neural signals and corresponding
overt arm movements. In the application of BMI to paralysis or amputa-
tion, arm movements are not feasible, and imagined movements create
weaker, partially unrelated patterns of neural activity. BMI trainingmust
begin naive, without access to these prototypical methods for parameter
initialization used in most laboratory BMI demonstrations.
Naive adaptive BMI refer to a class of methods recently introduced
to address this problem. We ﬁrst identify the basic elements of existing
approaches based on adaptive ﬁltering and deﬁne a decoder, ReFIT-PPF
to represent these existing approaches. We then present Joint RSE, a
novel approach that logically extends prior approaches. Using recently
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developed human- and synthetic-subjects closed-loop BMI simulation
platforms, we show that Joint RSE signiﬁcantly outperforms ReFIT-PPF
and nonadaptive (static) decoders. Control experiments demonstrate the
critical role of jointly estimating neural parameters and user intent. In
addition, we show that nonzero sensorimotor delay in the user signiﬁ-
cantly degrades ReFIT-PPF but not Joint RSE, owing to differences in the
prior on intended velocity. Paradoxically, substantial differences in the
nature of sensory feedback between these methods do not contribute to
differences in performance between Joint RSE and ReFIT-PPF. Instead,
BMI performance improvement is driven by machine learning, which
outpaces rates of human learning in the human-subjects simulation plat-
form. In this regime, nuances of error-related feedback to the human user
are less relevant to rapid BMI mastery.
1 Introduction
Recent demonstrations illustrate the remarkable ability for electronics to
bypass damaged neural circuits, allowing paralyzed and amputee users
to control anthropomorphic robotic limbs and other assistive devices
(Hochberg et al., 2012; McFarland, Sarnacki, & Wolpaw, 2010; Schalk et al.,
2008). These developments represent the earliest stages of neuroscience and
engineering research in brain-machine interfaces (BMI), with applications
to stroke, trauma, degeneration, and other neuromuscular disease mech-
anisms. Signiﬁcant breakthroughs in the understanding of BMI algorithm
design are still needed to facilitate the elementary level of performance re-
quired for routine activities like eating, bathing, and interacting with loved
ones. In this letter, we study the way in which human subjects and neural
signal processing algorithms learn the basicmapping from neural signals to
assistivemovement,with the goal of better understanding the sensorimotor
and algorithmic basis for this process.
1.1 Deﬁnition and Categorization of Naive Adaptive Brain-Machine
Interfaces. Many BMI training paradigms involve an initial period of pa-
rameter tuning. In this period, parameters of a neural signal model are
adjusted to relate observed neural signals with overt movements (San-
thanam, Ryu, Yu, Afshar, & Shenoy, 2006; Serruya, Hatsopoulos, Paninski,
Fellows, & Donoghue, 2002), or instructed motor imagery (Bradberry, Gen-
tili, & Contreras-Vidal, 2011; Hochberg et al., 2006; Kim, Simeral, Hochberg,
Donoghue, & Black, 2008). During this initial period, the user is not directly
operating the BMI.
In contradistinction, naive adaptive control refers to algorithms that
immediately engage the user in BMI operation during parameter tuning.
The word naive, deﬁned previously for the BMI literature (Gage, Ludwig,
Otto, Ionides, & Kipke, 2005), indicates that BMI algorithm parameters are
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randomized when subjects begin operating the BMI. The word adaptive in-
dicates that these parameters are adjusted from this random initialization
in an attempt to improve overall BMI performance. The BMI parameters
presented in this letter are the magnitude and preferred direction in cosine-
tunedmotor cortical neuronpoint-processmodels (Truccolo, Eden, Fellows,
Donoghue, & Brown, 2005).
Naive adaptive control is a key concept in the analysis and design of
BMI because it addresses four potential barriers to clinical viability. First,
actualmovements are not available for BMI training in amputation or paral-
ysis. Second, instructed motor imagery may generate patterns of neural
activity that differ from patterns elicited at output neurons during closed-
loopBMI control, resulting in performance degradation (Shenoy,Krauledat,
Blankertz, Rao, & Muller, 2006; Taylor, Tillery, & Schwartz, 2002). Third,
artiﬁcial and natural somatosensory feedback may further distort these
observed neural signal patterns relative to instructed motor imagery, such
as in the difference between sensorimotor potentials evoked during imag-
ined versus overt arm movements (Miller et al., 2010) or word repetition
(Leuthardt et al., 2012) that drive sensory feedback (touch, pressure, pro-
prioception, audition, vision) from the arm, mouth, larynx, eye, and ear.
Fourth, learning proﬁcient BMI operation with nonadaptive (static) ﬁlters
is slow, requiring weeks to months for basic cursor control alone (Gan-
guly & Carmena, 2009; Wolpaw, McFarland, Neat, & Forneris, 1991). Naive
adaptive control could substantially accelerate the learning process for pa-
tients. All of these potential barriers to clinical viability are topics of ongoing
research and active debate.
We divide existing naive adaptive approaches into two groups. Category
1 algorithms are based on adaptive ﬁlters (Dangi et al., 2011; Gage et al.,
2005; Orsborn, Dangi, Moorman, & Carmena, 2012). The user’s goals are
explicitly deﬁned by a training exercise, and these goals are related to
the observed neural activity to infer neural signal parameters. Category 2
algorithms are inspired by reinforcement learning. Here, the user’s goal is
represented implicitly through error signals that are recorded from the brain
(Gurel & Mehring, 2012; Mahmoudi & Sanchez, 2011). BMI parameters are
tuned to minimize future occurrences of error signals.
Our focus is category 1 naive adaptive BMI. Existing category 1 algo-
rithms typically use Kalman ﬁlters (Dangi et al., 2011; Gage et al., 2005;
Orsborn et al., 2012).
Previously employed in a rat model of reaching movement using audi-
tory tones (Gage et al., 2005), the category 1 approach to naive adaptive BMI
was subsequently adopted in a primate model using nonnaive parameter
initialization based on overt armmovements (Gilja et al., 2010, 2012) where
a monkey controls an on-screen cursor with neural activity that relates to
the intended cursor velocity. Related adaptive recursive Bayesian ﬁlters, not
originally described for use in naive adaptive training, were previously de-
veloped for tracking neural parameters in BMI and scientiﬁc applications
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(Eden, Frank, Barbieri, Solo, & Brown, 2004; Li, O’Doherty, Lebedev, &
Nicolelis, 2011; Srinivasan, Eden, Mitter, & Brown, 2007).
In the category 1 method, variously named cursorGoal (Gilja et al., 2010)
or ReFIT-KF (Gilja et al., 2012), the monkey is assumed to have perfect
knowledge of the current position of the cursor and the on-screen target in
forming its intended velocity. The ReFIT-KF algorithm rotates its estimate
of intended velocity (based on the monkey’s neural activity) toward the
target when adjusting its parameters. This rotation explicitly assumes that
intentions manifested in motor neural activity reﬂect zero-effective senso-
rimotor delay. Zero-effective delay might approximately occur as a result
of predictive internal models that attempt to compensate intrinsic delays in
neural systems (Golub, Yu, & Chase, 2012) or delays in the machine such as
algorithms that bin neural data (Lagang & Srinivasan, 2013).
Variants of the ReFIT-KF approach were subsequently proposed by oth-
ers as a solution for naive adaptive BMI in primate (Dangi et al., 2011;
Orsborn et al., 2012). While ReFIT-KF adjusted parameters only intermit-
tently (Gilja et al., 2010, 2012), these related studies (Dangi et al., 2011;
Orsborn et al., 2012) examined variants of ReFIT-KF to study how the fre-
quency of parameter updates affected learning. For example, Dangi et al.
(2011) applied the ReFIT-KF approach at every time step, which we call
continuous-ReFIT-KF. In performance comparisons presented in this letter,
we use a point-process version of continuous-ReFIT-KF as a representative
benchmark for existing category 1 naive adaptive BMI. We call this bench-
mark method ReFIT-PPF, where PPF indicates the use of an approximate
discrete-time point-process ﬁlter (Eden et al., 2004) instead of Kalman ﬁlter
(KF) variants as used by Gilja et al. (2010, 2012) and by Dangi et al. (2011)
and Orsborn et al. (2012).
1.2 Contributions of This Letter. Wenow summarize the contributions
of this letter, which are focused on understanding and improving category 1
naive adaptive BMI (Dangi et al., 2011;Gage et al., 2005;Orsborn et al., 2012).
We ﬁrst deconstruct the basic elements of ReFIT variants within a Bayesian
framework (see Figure 2) to reveal three implicit design choices made in
their construction. These design choices are the row labels in Figures 2
and 3. We then logically extend these design choices to create Joint RSE,
a new method for naive adaptive BMI (see Figure 2). We also implement
additional methods (see Figures 2 and 3) that are speciﬁcally constructed
to probe the relative importance of these design choices in any category
1 naive adaptive BMI model system. The analysis demonstrates that Joint
RSE outperforms ReFIT-PPF in the rate of target acquisition.
To compare thesemethods, we employ amodel system based on healthy
human volunteers, previously validated in comparison with nonhuman
primate experiments (Cunningham et al., 2011). This model system trans-
lates armmovements from the subject into simulatedprimarymotor cortical
spiking activity to reproduce closed-loop behavior in moving a cursor to a
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target in a two-dimensional on-screen work space (see Figure 1). We also
modify this model system in two ways. First, we substantially decrease
the cost of implementation by using the Microsoft Kinect 3D camera (see
Figure 1B) for hand tracking (currently US$100) instead of the Northern
Digital Polaris tracking system (currently estimated at US$60,000). Second,
we demonstrate that human motor learning can be permitted by initial-
izing neural parameters to effect a visuomotor rotation (see Figures 7–9
and 10B).
We show that Joint RSE signiﬁcantly outperforms ReFIT-PPF, random
walk, and static decoders (see Figures 5A and 8). Control experiments
with human subjects demonstrate that Joint RSE outperforms ReFIT-PPF
by jointly estimating neural parameters and user intent (see Figure 5C). In
that experiment, Lockstep RSE/RSE is constructed as a lockstep version
of Joint RSE to isolate the contribution of joint estimation to performance
in Joint RSE. We perform further analysis using a simpliﬁed variant of
our recently described stochastic control model of humans in closed-loop
BMI (Lagang & Srinivasan, 2013). This analysis suggests that nonzero sen-
sorimotor delay in the human subject signiﬁcantly degrades ReFIT-PPF,
while Joint RSE is robust under various levels of delay (see Figure 11). This
may occur as a result of differences in the prior on intended velocity (see
Figure 2).
Paradoxically, substantial differences in sensory feedback between these
methods do not contribute to differences between Joint RSE and ReFIT-
PPF (see Figure 5B), even under experimental conditions that permit hu-
man learning (see Figures 7–9). Further analysis reveals that the timescale
of BMI performance improvement in the naive adaptive methods closely
matches rates of machine learning, where human learning is undetected
(see Figures 6B and 6C) or more gradual (see Figures 8B and 8C) in these
experiments. The relatively slow rate of human learning helps to explain
why overall BMI performance was insensitive to sensory feedback sent to
the user. In this model system, machine learning far outpaced the human’s
ability to learn from error signals, regardless of sensory feedback.
For neurophysiologists and clinicians, this work provides testable cate-
gory 1 naive adaptive decoders (see Figures 2 and 3), explaining why Joint
RSE is expected to dominate ReFIT variants in the ﬁnal clinical application.
This letter also explicitly identiﬁesmajor category 1 design choices like joint
estimation, prior on intention, and sensory feedback, offering experimen-
tally veriﬁable predictions on their relative importance, as well as explicit
algorithm formulations to use in experimental testing.
ForBMIalgorithmists, thiswork clariﬁes implicit assumptionsof existing
category 1 naive adaptive BMI.We illustrate a newmethod, Joint RSE, based
on the logical relaxation of these assumptions. Our analysis contributes to a
growing body of work that seeks to uncover the design principles of naive
adaptive BMI for the beneﬁt of patients limited by stroke, neuromuscular
diseases, and trauma.
2378 K. Kowalski, B. He, and L. Srinivasan
2 Methods
2.1 Human-Subjects Closed-Loop BMI Simulator. The bulk of our
analysis in this letter (see Figures 4–10) is based on studying able-bodied
human subjects engaged in operating a closed-loop BMI simulator. This
human-subjects closed-loop simulatorwaspreviouslydevelopedelsewhere
with detailed comparison to primate-based BMI (Cunningham et al., 2011).
In this simulator, the role of a neural control network in a target patient
(see Figure 1A) that ultimately determines motor-cortical output is played
by the healthy human subject in this model system (see Figure 1B). This
simulator provides a viable laboratory platform for BMI design that en-
gages actual human sensorimotor behavior (Cunningham et al., 2011). The
underlying model of primary-motor-cortical activity draws on empirically
derived point-process models (Moran & Schwartz, 1999; Truccolo et al.,
2005) to simulate the output layer of neurons recorded by the BMI system.
The human-in-the-loop aspect of this model system provides a realistic
biological simulation of sensorimotor learning and online correction.
Our implementation advances this prior work in two important ways.
First, we make the system affordable and accessible by using a Microsoft
Kinect (currently US$100) for markerless arm tracking instead of the
Northern Digital Polaris optical tracking system (currently estimated at
US$60,000) employed previously (Cunningham et al., 2011). We have also
released our MATLAB wrappers for the open-source Kinect drivers to help
readers implement this simulation platform (Kowalski, 2012). Implementa-
tion is discussed in section 2.1.1.
Second, we modify the initial conditions of the human-subjects closed-
loop simulator to allow human sensorimotor learning (see Figures 7–9 and
10B). Our approach is based on the visuomotor rotation task, previously
employed in a study of motor learning (Krakauer &Mazzoni, 2011). In this
task, visual feedback about movement is rotated by a ﬁxed angle. For ex-
ample, in a task involving point-to-point two-dimensional reaching move-
ments with an on-screen cursor, the velocity of the cursor can be rotated by
70 degrees clockwise. In attempting reaching movements under this visual
rotation, subjects can learn to adjust their arm movements to compensate
this rotation based on errors they observe through the visual feedback of a
computer display (Krakauer & Mazzoni, 2011). Our modiﬁcation based on
visuomotor rotation is discussed in section 2.1.2.
2.1.1 How Our Kinect-Based Human-Subjects Closed-Loop Simulator Works.
In our version of the previously described human-based model system
(Cunningham et al., 2011), we use recently developed open-source motion-
capture code (OpenNI and PrimeSense NITE) for the Kinect 3D camera to
digitize arm movements made by healthy human subjects. Although the
Kinect speciﬁcation describes a motion capture rate of 30 Hz, we observed
that the Kinect-based software wrapper for MATLAB occasionally caused
Dynamic Analysis of Naive Adaptive BMI 2379
primary motor
cortex
neuroprosthetic
device
device kinematics (x )
ensemble action potentials (n )
kinect
intended
velocity (u )
sim. primary
motor cortex
neuroprosthetic
device
user arm
movements
neural control
network
Complete Brain-Machine
Interface
Human Subjects
Closed-Loop SimulatorA B
sim. primary
motor cortex
neuroprosthetic
device
L-Q
controller
Synthetic Subjects
Closed-Loop SimulatorC
ensemble action potentials (n )
simulated
neural control
 network
device kinematics (x )
simulated
neural control
 network
ensemble action potentials (n )
device kinematics (x )
Figure 1: Closed-loop brain-machine interface (BMI) operation in practice and
with two models. (A) Actual BMI system. The subject controls the BMI through
an output layer with tens of primary motor cortical neurons, driven by in-
puts from a larger neural control network, with various recurrent connections.
(B)Model system for closed-loopBMI operation based on human subjects.Here,
the neural control network is represented by a healthy human subject, observ-
ing on-screen cursor kinematics, and adjusting armmovements captured by the
Kinect, where arm velocity in the plane orthogonal to the camera represents in-
tended velocity (uk). An empirically derived cosine-tuned point-process model
ofmotor cortical neurons converts intended velocity into spiking events from 25
neurons. Actual and decoder estimated neural parameter values are redrawn at
the beginning of every learning period. (C) Model system for closed-loop BMI
operation based on a synthetic subject implemented by a linear-quadratic con-
troller, modiﬁed from the recently described original stochastic optimal control
model for closed-loop BMI operation (Lagang & Srinivasan, 2013).
the ﬁrst time step of every trial to hang for 150 ms, which was generally im-
perceptible to the user. This eventwas detected and discarded in calculating
arm velocities. Our code for interfacing MATLAB to the Kinect for motion
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capture is freely available online, together with a brief tutorial (Kowalski,
2012).
The human subject’s arm movements specify an internal representation
of intended velocity. For simplicity, this velocity is captured in the 2D plane
that is orthogonal to the Kinect, where vx and vy are velocities in orthog-
onal directions. The user’s 2D arm velocity drives a standard empirically
derived cosine-tuned point processmodel ofmotor-cortical activity (Moran
& Schwartz, 1999; Truccolo et al., 2005). The conditional intensity λ(k|vx, vy)
of this point-process model deﬁnes the probability with which a neuron
generates a spike for the intended arm movement at time step k in terms of
vx and vy:
λ(k|vx, vy)= exp(β0 + β1(v2x + v2y )1/2 cos(θ − θF )) (2.1)
= exp(avx + bvy + c). (2.2)
This relationship can be expressed equivalently in polar or Cartesian form,
where c = β0, a = β1 cos θp, and b = β1 sin θp. History dependence in spiking
patterns (Truccolo et al., 2005) can be readily accommodated, as illustrated
previously (Srinivasan et al., 2007).
All experiments include an ensemble size of 25 neurons, with tuning
curve parameters drawn at random with every new learning session. In
our purely randomized initial conditions (see Figures 4–6), parameterswere
chosen to result in abaselineﬁring ratedrawnuniformly from10 to 20 spikes
per second, and a maximum ﬁring rate drawn uniformly from 25 to 40
spikes per second at a speed of 20 cm/sec. This corresponds to β0 ∈ [2.3, 3],
β1 ∈ [0.0112, 0.0693], and θp ∈ [0, 360◦], where units on these parameters
are concordant with the use of cm/sec for velocity and spikes/sec for ﬁring
rate.
Because this model does not specify a maximum ﬁring rate, fast arm
movements can drive neurons to ﬁre at unrealistically high rates. To coun-
teract this problem, Cunningham et al. (2011) set a maximum ﬁring rate.
Individual time bins are sized to match the maximum ﬁring rate so that
they most likely contain either 0 or 1 spikes. Consequently, spike count is
reasonably simulated as a Bernoulli random variable with event probabil-
ity modulated by intended velocity. Here, we choose a maximum allowed
ﬁring rate of 30 spikes per second, a reasonable approximation for primary-
motor-cortical neurons (Richardson, Borghi, & Bizzi, 2012; Truccolo et al.,
2005), although this is not an actual hard upper bound in the brain. This
maximum rate also matches the temporal resolution of the Kinect system,
which acquires arm coordinates at approximately 30 Hz.
Spike simulation and decoding was performed on a desktop computer
(3.4 GHz Intel Quad Core, 16 GB RAM), with a total latency less than 30ms,
accommodating real-time performance with the 30 Hz Kinect refresh rate.
Decoded cursor movements were displayed to the user on a standard LCD
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monitor with 60 Hz refresh. Visual feedback was rudimentary, depicting
two-dimensional cursor movements rendered in MATLAB.
2.1.2 Simulator Modiﬁcation Based on Visuomotor Rotation to Permit Hu-
man Learning. Wemodiﬁed the human-subjects simulator to permit human
learning by adapting the visuomotor rotation task, previously employed in
the study of motor learning (Krakauer & Mazzoni, 2011). To achieve this,
we changed the BMI parameter initial conditions as follows.
Recall that in Figures 4 to 6 and 10A, BMI neuron parameters are drawn
at random for 25 neurons with β0 ∈ [2.3, 3], β1 ∈ [0.0112, 0.0693], and θp ∈
[0, 360◦], as described in section 2.1.1. In our modiﬁcation (see Figures 7–9
and 10B), decoder estimates of preferred direction in a subset R of the 25
neurons are rotated by a single angle from their true values rather than
randomly assigned. This single angle of rotation is uniformly drawn at the
beginning of each learning session from [−75◦, −60◦ ] ∪ [ 60◦, 75◦]. For
these neurons in R, the decoder β0 and β1 parameters are ﬁxed at their true
values. Decoder parameters for all other neurons are generated as before.
In our human-subjects closed-loop simulator experiments with partially
rotated initialization described above (see Figures 7–9 and 10B), we chose
R = 8 of the 25 neurons (32% of neurons rotated). Based on preliminary
testing, this strikes a balance between a trivial task (100% rotated) and an
unreasonably hard task (0% rotated) over 26 trials within a learning session
where machine learning is frozen.
2.2 Adaptive Point-Process Filter. This section is purely a review of an
approximate adaptive point-process ﬁlter, originally described elsewhere
(Eden et al., 2004), which we provide for readers’ convenience. This review
also introduces a consistent set of variables and ﬁlter equations that will
subsequently appear in our uniﬁedperspective (see Figures 2 and 3) onvari-
ous naive adaptive BMI training methods, including previously described
variants (Dangi et al., 2011; Orsborn et al., 2012) of ReFIT (Gilja et al., 2010,
2012) and our proposed method, Joint RSE.
The point-process ﬁlter translates spiking neural activity into estimates
of user intent that drive changes in the state of the assistive device, such
as cursor velocity. It also uses this neural activity to estimate parameters of
neuron tuning curves. Although experiments performed in this letter refer
to spiking neural activity, the concepts introduced here apply directly to any
biological signals that reﬂect user intent, including electroencephalography
(EEG) and electromyography (EMG).
2.2.1 State Equations and Observation Models. The point-process ﬁlter is a
type of recursive Bayesian estimation that requires a latent (hidden) variable
model (also called a state equation) and an observation model. The latent
variable is a random vector xk that includes either user intention or neural
parameters, or both. The state equation describes how the latent variable
is expected to evolve one time step into the future. The observation model
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describes the relationship between the latent variable and neural activity.
In particular, the observation model speciﬁes the probability of observing
a pattern of spiking across the neural ensemble at time step k, which is
determined by each neuron’s tuning curve, embodied in the conditional
intensity function introduced in equation 2.2.
One example of a state equation is the discrete-time linear gaussian
process, indexed by time step k:
xk+1 = Fkxk + wk,, (2.3)
where Fk is a state evolutionmatrix andwk is zero-mean gaussian noisewith
covariance matrix Qk. Each training method uses a different state equation
or set of state equations, which we discuss in section 2.4.
2.2.2 Filter Equations. Filter equations specify how observations are used
to compute estimates of the latent variable. In our example, these equations
determine how spiking activity results in a cursor movement and how
neural tuning curve parameters are learned. A more expansive introduc-
tion to the approximate adaptive point-process ﬁlter equations is provided
elsewhere (Eden et al., 2004). In this section, we review only the essential
equations, using the random walk state equation as a basic example.
The neural activity observed at time step k is denoted nk, and the la-
tent variable is denoted xk. The history of neural activity is denoted Hk =
[nk−1 nk−2, . . . ,n1]. Deﬁne the prediction density p(xk+1|Hk+1) with mean
xk+1|k and variance Wk+1|k. Deﬁne the posterior density p(xk+1|nk+1,Hk+1)
with mean xk+1|k+1 and varianceWk+1|k+1.
The ﬁlter equations are divided into a prediction step, equations 2.4 and
2.5, to calculate xk+1|k and Wk+1|k and a subsequent update step, equations
2.6 and 2.7, to calculate xk+1|k+1 andWk+1|k+1:
xk+1|k = Fkxk|k, (2.4)
Wk+1|k = FkWk|kFTk + Qk, (2.5)
(Wk+1|k+1)
−1 = (Wk+1|k)−1 +
N∑
j=1
[(
∂ log λ jk
∂xk
)
[λ jk]
(
∂ log λ jk
∂xk
)T
− (njk − λ
j
k)
∂2 log λ jk
∂xk∂x
T
k
]
xk+1|k
, (2.6)
xk+1|k+1 = xk+1|k +Wk+1|k+1
N∑
j=1
[(
∂ log λ jk
∂xk
)
(njk − λ
j
k)
]
xk+1|k
. (2.7)
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In equations 2.6 and 2.7, λ jk is the conditional intensity function in equation
2.2, corresponding to neuron j evaluated at xk+1|k. n
j
k is the number of spikes
(0 or 1) produced by neuron j at time step k, and is the time step duration,
set at 33 ms in our experiments.
2.2.3 Joint Estimation versus Lockstep Estimation. When neural signal pa-
rameters and user intention are both unknown, these latent variables can
be estimated using equations 2.4 to 2.7. In joint estimation, parameters and
intention are simultaneously estimated by including both quantities in the
same latent variable vector xk. This has the beneﬁcial property of allowing
uncertainty in neural parameters to inform estimates of user intent. For
example, if neural parameters are poorly learned, this is reﬂected in a large
covariance on the posterior density of the neural parameters and user in-
tention is estimated with greater reliance on the state equation. Conversely,
if user intention is poorly known, neural parameters are adjusted more
cautiously.
Under joint estimation, the latent variable (state vector) that includes
both parameters and kinematic intention in the 2D work space is
xk = [a1k b1k c1k a2k, . . . , cNk pxk pyk vxk v
y
k ]
T , (2.8)
where aik, bik, and cik refer to the three neural signal parameters (see equation
2.2) for cosine-tuned motor neuron i at time step k. The last four entries of
the state vector, pxk, p
y
k, v
x
k , and v
y
k , represent the intended 2D position and
velocity, respectively.
In lockstep estimation, these quantities are sequentially estimated at each
time step, using equations 2.4 to 2.7 separately for estimating intent and pa-
rameters. In the ﬁrst stage, user intention corresponding to latent variable
xk = [pxk p
y
k v
x
k v
y
k ]
T is estimated by assuming that the current estimate of
neural parameters is exact. In the second stage, neural parameter estimates
corresponding to latent variable xk = [a1k b1k c1k a2k, . . . , cNk]T are updated
by assuming that the current estimate of user intention is exact. These stages
can be reversed. The design philosophy underlying lockstep estimation,
called certainty equivalence, is the pervasive approach in BMI algorithm
design, including all methods based on training data that use overt move-
ments (Santhanam et al., 2006; Serruya et al., 2002), or instructed motor
imagery (Bradberry et al., 2011; Hochberg et al., 2006; Kim et al., 2008), as
well as previously developed naive adaptive control methods (Dangi et al.,
2011; Gage et al., 2005; Orsborn et al., 2012). Certainty equivalence means
that when parameters are estimated, the current estimate of intent is as-
sumed to be the true intent (i.e., equivalent to being known with certainty),
and vice versa (Bertsekas, 2005).
2384 K. Kowalski, B. He, and L. Srinivasan
2.3 Closed-Loop Filtering. The language of the state equation can be
adjusted slightly to reﬂect conditions under closed-loop BMI operation.
This realization is a more recent advance (Dangi et al., 2011; Gilja et al.,
2010, 2012) that followed earlier uses of the recursive Bayesian framework
(Srinivasan et al., 2007, Srinivasan, Eden, Willsky, & Brown, 2005, 2006; Yu
et al., 2007). At time step k, the on-screen cursor reﬂects xk|k. Under the
assumption that sensory feedback is adequate to provide the user a faithful
representation of the on-screen cursor state, we can assume that the user’s
intention for time step k + 1 is based on the cursor state in time step k. As
such, the state equation, 2.3, should actually express xk, the user’s intention
at time step k + 1, in terms of the actual on-screen cursor state xk|k. This
subtle adjustment now incorporates sensory feedback into the recursive
Bayesian framework for BMI design. Although this adjustment advance
(Dangi et al., 2011; Gilja et al., 2010, 2012) represents a new BMI design
strategy, practically speaking, this change simply results in reducingWk|k to
zero in equation 2.5. In practice, we found that a small, nonzero assigned
value for Wk|k (such as with entries on the diagonal measuring 10
−5 cm2
or 10−3 cm2/s2) was needed to ensure numerical stability in our MATLAB
implementation.
2.4 Naive Adaptive BMI Training Paradigms. In this section, we dis-
cuss ﬁve active BMI paradigms that we construct to understand why naive
adaptive control works and dissect the relative importance of joint estima-
tion versus sensory feedback in this process. Each training method varies
in three respects: joint estimation versus lockstep estimation, state equa-
tion used to perform neural parameter estimation, and state equation used
to determine on-screen cursor position (see Figures 2 and 3). All methods
update neural signal parameter estimates at the resolution of neural signal
acquisition, which is 33 ms in our simulation framework.
2.4.1 ReFIT-PPF: Representative for Existing Category 1 Naive Adaptive BMI.
The ReFIT (also called cursorGoal) training method (Gilja et al., 2010, 2012)
and its variants (Dangi et al., 2011; Orsborn et al., 2012) use lockstep esti-
mation. In this two-step process, a cursor estimation ﬁlter ﬁrst determines
the on-screen cursor position. Subsequently a parameter estimation ﬁlter
updates neural parameter estimates. The frequency of alternation between
cursor estimation and parameter estimation may determine rates of learn-
ing (Orsborn et al., 2012). For simplicity of exposition, this letter focuses on
the implementation where cursor and parameter estimates are updated at
each time step (Dangi et al., 2011).
The cursor estimation ﬁlter produces an estimate [vxk|k, v
y
k|k] for the ve-
locity at time step k from neural activity nk by assuming that the current
estimate of the neural parameters is correct. This estimate is used to de-
termine the on-screen cursor movement. The parameter estimation ﬁlter
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Lockstep Joint Joint Partial
1. estimate x
2. estimate Θ
1. estimate x
Target
Previous Decoded Velocity
Velocity Prediction 
Density
Decoded Velocity
ReFIT Variants Joint RSE Random Walk Static
Estimation 
Procedure
Prior on
Intended
Velocity
Feedback 
to User
Figure 2: Naive adaptive control variants with directed and undirected priors.
The ReFIT variants, Joint RSE, RW, and static training methods differ in three
elementalways, as listed in the row labels: joint versus lockstep estimation, prior
on intended velocity (also called the state equation or latent variable model),
and the control of visual feedback to the user (cursor movement). The RW
uses an undirected prior, where ReFIT-PPF and Joint RSE use different directed
priors, as deﬁned in section 3. The various training paradigms are explained in
detail in section 2.
updates the neural parameters. To accomplish this, [vxk|k, v
y
k|k] is rotated to
point toward the target, retaining its magnitude. This estimate of intended
velocity is then used in the lockstep ﬁlter component that updates neural
parameters.
A rationale for using the original unrotated [vxk|k, v
y
k|k] to determine on-
screen cursor movement is that it provides error feedback that informs
the user about the BMI algorithm parameters. It is suggested that error
feedback could potentially accelerate human learning. Note that running
the cursor estimation ﬁlter alone without parameter updates is equivalent
to static training (Ganguly & Carmena, 2010). The rationale for rotating
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Joint Lockstep Lockstep
Joint RSE Lockstep RSE/RSE Lockstep RSE/RW
1. estimate xk+1|k+1
2. estimate Θk+1|k+1
1. estimate xk+1|k+1
2. estimate Θk+1|k+1
Target
Previous Decoded Velocity
Velocity Prediction 
Density
Decoded Velocity
Estimation 
Procedure
Prior on
Intended
Velocity
Feedback 
to User
Figure 3: Naive adaptive control variants to dissect the relative importance of
joint estimation versus sensory feedback. To understand the relative contribu-
tion of joint estimation and feedback to improved naive adaptive control with
Joint RSE, we constructed two control methods. Lockstep RSE/RSE is nearly
identical to Joint RSE except that lockstep estimation is used. Lockstep RSE/RW
differs from Joint RSE in the use of lockstep estimation and the determination of
cursormovement by a randomwalk prior (rather than the reach state equation).
In its control of feedback (cursor movement), the Lockstep RSE/RW is identical
to ReFIT-PPF.
[vxk|k, v
y
k|k] in the parameter estimation ﬁlter is that neural ﬁring reﬂects the
user’s intention tomove from the current cursor position toward the known
target during training, so neural parameters should be tuned to reﬂect this
known task constraint.
Implicit in this logic is zero effective sensorimotor delay—the assump-
tion that neural signals representing user-intended velocity instantly reﬂect
the displacement vector between cursor position and target. Despite intrin-
sic brain and machine hardware delays, the user might attempt to achieve
zero effective sensorimotor delay in adopting control strategies that exploit
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internal models of closed-loop dynamics (Golub et al., 2012). Figure 11
in our analysis will illustrate that the zero effective sensorimotor delay as-
sumption is amajor vulnerability inReFIT that ismitigated by our proposed
method, Joint RSE.
For the cursor estimation ﬁlter, the state vector takes the form
xk = [pxk pyk vxk v
y
k ]
T . (2.9)
The matrices Fk and Qk in equations 2.4 and 2.5 are
Fk =
⎡
⎢⎢⎣
1 0  0
0 1 0 
0 0 1 0
0 0 0 1
⎤
⎥⎥⎦ , (2.10)
Qk =
⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 δ 0
0 0 0 δ
⎤
⎥⎥⎦ , (2.11)
for all k, with  = 33 ms and δ = 1 × 10−3 m2/s2. During the update step,
equations 2.6 and 2.7, the neural parameter estimates a1kb1k . . . are assumed
to be the correct values of the neural parameters when evaluating the par-
tial derivatives of λ. The resulting velocity estimate [vxk|k, v
y
k|k]
T determines
cursor movement.
For the parameter estimation ﬁlter, the state vector takes the form
xk = [a1k b1k c1k a2k, . . . , cNk]T . (2.12)
In this ﬁlter, Fk in equation 2.4 is the 3N × 3N identity matrix for all k, and
Qk in equation 2.5 is zero for all k. During the update step, the velocity
[vxk|k, v
y
k|k]
T decoded by the cursor estimation ﬁlter is rotated to point in the
direction of the target (while preserving decoded magnitude). This rotated
velocity is used in place of the decoded velocity when evaluating λ jk and its
derivatives in equations 2.6 and 2.7 for the parameter estimation ﬁlter.
2.4.2 Joint RSE: Our Proposed Generalization of Category 1 Naive Adaptive
BMI. In this section, we propose a novel method for naive adaptive BMI
that we call Joint RSE, a method that represents a combination of two prior
innovations. We previously introduced the reach state equation (RSE) as
a minimalistic state-space description of reaching movements (Srinivasan
et al., 2006). The RSE is equivalent to a discrete-time directed randomwalk.
Alternatively, it can be viewed as the conditional distribution on random
walks given observations of the target, computed using a Riccati equation,
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as seen in the Kalman ﬁlter. Elsewhere, approximate discrete-time joint
estimation was developed to adaptively track neural signal parameters
(Eden et al., 2004); the basic framework for this method is reviewed in
section 2.2. We had previously combined joint estimation and the RSE in
illustrating the capability of a novel approximate point-process ﬁlter for
adapting to changing neural signal parameters (Srinivasan et al., 2007),
which is different from the problem of naive BMI training. As such, the
mathematical development presented in this section is essentially contained
in this prior work (Eden et al., 2004; Srinivasan et al., 2006, 2007); familiarity
with these papers is recommended for analyzing this letter in detail. The
novel methodological insight in our work is the realization that Joint RSE
represents a generalized solution of existing category 1 naive adaptive BMI.
Our extensive analysis (see Figures 5–11) is directed at uncovering the basic
design principles that allow Joint RSE to outperform existing category 1
naive adaptive BMI algorithms in our model systems.
Joint RSE uses joint estimation (aswith the RWmethod) and a reach state
equation (RSE) prior. The RSE provides a loosely constrained probabilistic
model for how the trajectory of a reaching movement evolves over time,
given partial or complete knowledge of the target location (Srinivasan et al.,
2006). The RSE is the result of constraining a random walk by observations
on its future state. The resulting ﬁlter simultaneously updates neural pa-
rameters and cursor kinematics using the decoded velocity to determine
on-screen cursor movements. This differs from the ReFIT-PPF method in
all three cardinal ways described in Figure 2: estimation procedure, prior
on intended velocity, and feedback to the user.
As with the randomwalk method, the state vector in Joint RSE takes the
form
xk = [a1k b1k c1k a2k, . . . , cNk pxk pyk vxk v
y
k ]
T , (2.13)
but the state equation is different. To deﬁne the state equation succinctly,
we ﬁrst deﬁne a number of quantities, discussed in greater detail elsewhere
(Cajigas & Srinivasan, 2012; Srinivasan et al., 2006).
Let F˜ be the matrix in equation 2.10, and let Q˜ be the matrix in equation
2.11 so that F˜ and Q˜ are the state evolution and noise covariance matrices,
respectively, that characterize the RW prior on cursor kinematics.
Let φ(t, s) be the state transition matrix that advances the mean of the
distribution on the state at time step s to its mean at time step t:
φ(t, s) =
⎧⎪⎪⎨
⎪⎪⎩
max(t,s)∏
i=1+min(t,s)
F˜sgn(t−s) if t = s
I if t = s
. (2.14)
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Deﬁne the matrices 	(t f , t f ) and 	(t, t f ) for any t < t f where tf is the total
number of discrete time steps in the movement:
	(t f , t f )=	 f + Q˜, (2.15)
	(t, t f )=φ(t, t f )	 f [φ(t, t f )]T +
t f∑
i=t
φ(t, t f )Q˜[φ(t, t f )]
T . (2.16)
For ease of implementation, 	(t, t f ) can be computed recursively, where
the following recursion begins with t = t f :
	(t − 1, t f ) = φ(t − 1, t)	(t, t f )[φ(t − 1, t)]T + Q˜. (2.17)
Using equation 2.17, we see that the ﬁnal matrices of the Joint RSE state
equation are written in terms of submatrices that correspond to neural
parameter dimensions (Fneuralk , Q
neural
k ) and cursor kinematic dimensions
(Fcursork , Q
cursor
k ):
Fk =
[
Fneuralk 0
0 Fcursork
]
, (2.18)
Qk =
[
Qneuralk 0
0 Qcursork
]
. (2.19)
The neural parameter submatrices are the same as those in the RW:
Fneuralk = I3N, (2.20)
Qneuralk = 0, (2.21)
where I3N is the 3N × 3N identity matrix. The cursor kinematic submatrices
are
Fcursork = [I − Q˜	−1(k − 1, treach)]F˜, (2.22)
Qcursork = Q˜ − Q˜	−1(k − 1, treach)Q˜T , (2.23)
for k ≤ treach, where
	 f =
⎡
⎢⎢⎣
α 0 0 0
0 α 0 0
0 0 β 0
0 0 0 β
⎤
⎥⎥⎦ , (2.24)
with α = 1 × 10−6 m2 and β = 1 × 10−8 m2/s2.
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In our experiments, treach = 60 time steps, which corresponds to a reach
duration of 60 time steps × 0.033 s/time step = 2.0 s. For k > treach, the state
is assumed to evolve as a random walk, with
Fcursork = F˜, (2.26)
Qcursork = Q˜. (2.27)
In successful human trials, targets were typically acquired within 1.5 sec-
onds, so the k > treach regime was not typically entered.
As a side note, recall that the original formulation of the reach state
equation implies a prediction mean xk+1|k given by
xcursork+1|k = Fcursork xcursork|k + fk, (2.27)
where
fk = Q˜	−1(k − 1, treach)φ(k − 1, treach)xreach, (2.28)
and xreach is the target kinematic vector at time treach. Because the target in
our case is a static cursor position at the origin, equation 2.28 reduces to
fk = 0 for all k, resulting in the linear state equation implied by equation
2.18 rather than the original afﬁne form in equation 2.27.
2.4.3 Random Walk: Testing the Effect of Undirected State Equations. We
deﬁne this training method as a control to examine the effect of directed
versus undirected state equations in supporting parameter learning (see
section 3.1). This method is a negative control and is expected to fail. The
RW training method uses joint estimation, with a random walk state equa-
tion, 2.3, where this single-state equation determines both neural parameter
estimation and on-screen cursor position.Whenwe use the joint latent vari-
able deﬁned in equation 2.8, the matrices Fk and Qk in this state equation
are
Fk =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
I3N · · · 0 0 0 0
...
. . .
...
...
0 1 0  0
0 · · · 0 1 0 
0 · · · 0 0 1 0
0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (2.29)
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Qk =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · 0 0 0 0
...
. . .
...
...
0 0 0 0 0
0 · · · 0 0 0 0
0 · · · 0 0 δ 0
0 0 0 0 δ
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (2.30)
for all k, where I3N is the 3N × 3N identity matrix, with  = 33 ms and
δ = 1 × 10−3 m2/s2.
2.4.4 Static Decoder: Testing the Capability for Pure Human Learning. We
deﬁne this training method (see Figure 2) as a control to conﬁrm the ca-
pacity for human learning in the human subjects closed-loop simulator (see
Figures 7 and 8) over the span of a single learning session. Because the static
decoder involves no machine learning, any performance improvement can
be attributed to pure human learning. The ﬁlter equations implement a
nonadaptive point-process ﬁlter that uses randomly assigned, ﬁxed esti-
mates of neural signal parameters. The static decoder is identical to the RW
decoder with decoder neural parameters removed from the state vector. In
our example, the static decoder state vector is a 4 × 1 matrix of intended
position and velocity for the cursor in a two-dimensional work space.
2.4.5 Lockstep RSE/RSE: Testing the Importance of Joint Estimation and Sen-
sory Feedback. We deﬁne this training method as a control to examine the
contributions of joint estimation and sensory feedback in naive adaptive
training. The Lockstep RSE/RSE training method is identical to the imple-
mentation of Joint RSE, except that lockstep estimation is used instead of
joint estimation. Alternatively, Lockstep RSE/RSE can be viewed as iden-
tical to ReFIT-PPF, except that the reach state equation is used as the prior
on intended cursor velocity, where Fk and Qkare given by equations 2.22
and 2.23 for k < treach and equations 2.25 and 2.26 for k > treach. If Lockstep
RSE/RSE performed identically to Joint RSE, we would conclude that joint
estimation was noncontributory. If Lockstep RSE/RSE performed identi-
cally to Lockstep RSE/RW (deﬁned next), we would conclude that sensory
feedback was noncontributory.
2.4.6 Lockstep RSE/RW: Testing the Role of Sensory Feedback. This training
method serves as a control to examine the effect of using sensory feedback
(cursor kinematics) in naive adaptive training. This method is identical
to Lockstep RSE/RSE, except that cursor movement is determined using
the RW state equation. This substantially modiﬁes the quality of feedback
provided to the user, as illustrated in our online movie demonstration
(Kowalski & Srinivasan, 2012). If these two lockstep methods performed
identically, we would conclude that the nature of sensory feedback was
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noncontributory. If we had also directly compared Lockstep RSE/RWwith
ReFIT-PPF in the same experimental session, we could have also directly
assessed the importance of prior on intended velocity. This ﬁnal compar-
ison was not performed, mainly because of limited experimentation time,
although section 3.9 indirectly addresses this point.
2.5 Experimental Conditions
2.5.1 Subject Recruitment. Ten healthy male and female volunteers, ages
18 to 22, participated in experiments with the closed-loop model system.
This experimental protocolwas approved by the Institutional ReviewBoard
of the University of California, Los Angeles.
2.5.2 Task Description. Subjects engaged in a basic reach-and-hold task.
While the subject’s armmovementswere unconstrained in 3D, only velocity
in the 2D plane orthogonal to theKinect camerawasused todrive simulated
neural activity. Additionally the on-screen cursor was displayed in a 2D
virtual work space. At the start of each trial, decoded cursor movements
began from a random location on the starting circle. The subject would then
control their arm movements to drive the cursor to a ﬁxed circular target,
centered within the starting circle. Successful trial completion required the
subject to hold the cursor within the target circle for 0.5 seconds, before
the trial expired at 3 seconds into the trial. Our 2D virtual work space
dimensions were 20 cm for the starting circle radius, 5 cm for the target
circle radius, and a cursor of negligible size. In comparison, the previously
validated human-based model system (Cunningham et al., 2011) required
3D virtual movements from the origin to spherical targets of radius 2 cm,
located 8 cm from the origin, using a spherical cursor of radius 2 cm.
Each subject was studied in a single session (lasting 3 to 4 hours for ex-
periments in Figures 4 to 6 and 1 to 2 hours for experiments in Figures 7 to
9) that tested a subset of the various naive adaptive paradigms already in-
troduced: ReFIT-PPF, Joint RSE, RW, static, Lockstep RSE/RSE, or Lockstep
RSE/RW.Experiment 1 (four subjects, Figure 5A) comparedRW,ReFIT-PPF,
and Joint RSE. Experiment 2 (three additional, separate subjects; Figure 5B)
compared Lockstep RSE/RSE and Lockstep RSE/RW. Experiment 3 (three
additional, separate subjects; Figure 5C) compared Joint RSE and Lockstep
RSE/RSE. Experiment 4 (two additional, separate subjects; see Figures 7 to
9 and 10B) compared all ﬁlters except RW.
Each reachingmovementwas performed as either a test trial or a training
trial. The test trial provided an opportunity to equitably and intermittently
compare performance across naive adaptive methods. During test trials,
parameter learning was ﬁxed, and all methods used the RW state equation
to decode cursor movement. As a result, all methods were identical in
their implementation during the test trial, except that they used different
neural signal parameter values, determined by the learning process during
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training trials. In the training trials, naive adaptive decodingwasperformed
as described in the previous sections.
Each subject completed multiple learning session for each BMI train-
ing paradigm, sequenced in random fashion, while ensuring equal repre-
sentation among learning paradigms. For example, in experiment 1, ev-
ery set of three learning sessions contained at least one of each type of
learning paradigm, although the ordering within this set was randomized.
Each learning session beganwith a new, randomized selection of simulated
motor cortical neurons and randomly conﬁgured, untrained BMI decoder
parameters.
Experiments 1 to 3 (Figures 4 to 6 and 10A) involved 12 learning ses-
sions per training paradigm per subject. Within each learning session of
experiments 1 to 3, a sequence of 50 reach-and-hold trials was performed
beginning with a training trial. These trials alternated in nonrandom fash-
ion between 4 training trials and 1 test trials, for a total of 10 test trials
interspersed among 40 training trials. Experiment 4 (Figures 7 to 9 and 10B)
used the same organization of learning sessions, except that for brevity
of experimentation, only 6 learning sessions were performed per training
paradigm per subject. Also, 6 test trials were interspersed between 20 train-
ing trials, and each learning session beganwith a test trial. Data in Figures 8
and 9 were collected from the same two subjects but on separate days.
There was no explicit attempt to control the visual or acoustic environ-
ment beyond the presented on-screen visual feedback. In an effort to keep
them alert and engaged, subjects were allowed to listen tomusic during the
experiment. Because learning sessions alternated BMI training conditions
frequently (roughly every six minutes for experiments 1 to 3 and every
three minutes for experiment 4), systematic correlations between the am-
bient sensory environment and BMI training condition would be highly
unlikely. Moreover, balanced randomization in the sequence of learning
sessions would have mitigated effects of task familiarity or arousal that
might artiﬁcially introduce performance differences between BMI training
paradigms.
2.6 Synthetic-Subjects Closed-Loop BMI Simulator. In order to sys-
tematically assess the effect of sensorimotor delay on decoder performance,
we used a synthetic controller based on stochastic control theory (Bert-
sekas, 2005) to replace the human in the loop (see Figure 1C), recalling and
adapting the modeling strategy introduced in our recently published work
(Lagang & Srinivasan, 2013). This controller is the standard solution to
a discrete-time ﬁnite-horizon linear quadratic control problem (Bertsekas,
2005). The synthetic simulator allows us to test the case of perfectly zero
effective sensorimotor delay, which is difﬁcult to achieve with live subjects
(Golub et al., 2012). The controller in the synthetic simulator (see Figure 1C)
substitutes for both the human and Kinect arm tracking system (see Fig-
ure 1B). As depicted in the diagram, the controller receives the state of the
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cursor as input and computes a new intended cursor velocity as output. As
with the human-subjects simulator, the intended velocity in the synthetic-
subjects simulator is sent to the motor-cortical neuron layer.
In our simulation, each trial lasts amaximumof 3 seconds. Time steps are
simulated in 33 ms intervals. Accordingly, each trial contains a maximum
of M = 90 discrete time steps. In each time step 1 ≤ k ≤ M, the synthetic
controller receives a vector yk of the current position and velocity of the
cursor and outputs a 2 × 1 vector of intended velocity uk, according to the
equation
uk = Lkyk. (2.31)
In particular, yk is the 5 × 1 vector,
yk =
[
xk−1|k−1
1
]
, (2.32)
where xk−1|k−1 is the 4 × 1 vector containing the most recent position and
velocity of the cursor (or, equivalently, the decoded kinematics of the cursor
from the time step k − 1).
For each time step k, the matrix Lk is given by the equation
Lk = −(Rk + BTk Kk+1Bk)−1BTk Kk+1Ak, (2.33)
where Kk is given by the recursion
KM =SM, (2.34)
Kk =Sk + ATk (Kk+1 − Kk+1Bk(Rk + BTk Kk+1Bk)−1BTk Kk+1)Ak, (2.35)
and the remaining matrices are given by
Ak =
⎡
⎢⎢⎢⎢⎣
1 0  0 0
0 1 0  0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
⎤
⎥⎥⎥⎥⎦, Bk =
⎡
⎢⎢⎢⎢⎣
0 0
0 0
1 0
0 1
0 0
⎤
⎥⎥⎥⎥⎦, Sk =
⎡
⎢⎢⎢⎢⎣
αk 0 0 0 0
0 αk 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎥⎦,
Rk =
[
β 0
0 β
]
,
for 1 ≤ k ≤ M. The constants were assigned as follows:  = 0.033 s, αk =
0.067 for 1 ≤ k ≤ 75, αk = 0.33 for 75 < k ≤ M, and β = 0.0083. Note that
equations 2.33 to 2.35 are obtained directly from the classical solution to
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ﬁnite-horizon linear-quadratic control problems discussed elsewhere (Bert-
sekas, 2005).
As a technical aside, the implementation in this letter differs fromLagang
and Srinivasan (2013) in two ways, each of which reﬂects differences in
the speciﬁc task conditions between our letter and Lagang and Srinivasan
(2013). First, the task for this letter requires the reach be completed within 3
seconds to be successful, represented in the ﬁnite-horizon cost function. In
contrast, Lagang and Srinivasan (2013) do not impose a completion time,
reﬂected in the inﬁnite-horizon cost function. Second, our task for this
letter involves a naive user at the start of a learning session, represented in
a control policy that assumes generic plant dynamics. In contrast, Lagang
and Srinivasan (2013) simulate an approximately optimal user. There, the
control policy accounts for precise dynamics resulting from the composite
effect of output neural activity and the decoder in order to model closed-
loop performance at the completion of training.
3 Results
3.1 Category 1NaiveAdaptiveTrainingRequiresDirectedPriors. Na-
ive adaptive control methods like ReFIT-PPF and Joint RSE learn neural
signal parameters without instructed motor imagery or explicit arm move-
ments that serve as labeled data. This capability is explained by the use
of goal-directed priors. To illustrate analytically, we provide a simpliﬁed
example in the appendix.
Intuitively, the directed prior serves to “probabilistically” label neural
data during BMI operation. This problem formulation relates to semisu-
pervised learning, a broad class of techniques where partially labeled data
are used to infer relationships and trends (Barber, 2011). The directed prior
embodies the knowledge that intention for the limb state is more likely to
orient toward the target state during reaching exercises and less likely to
orient elsewhere. In contrast, using the undirected prior, this probabilistic
label is agnostic to the orientation of this intention, so neural signals alone
cannot drive convergence of neural signal parameter estimates.
We experimentally veriﬁed whether directed priors were essential in ac-
tive BMI training using the human-based model system (see section 2).
Single-trial example trajectories (see Figures 4A and 4B) illustrate that
naive adaptive control with undirected priors is essentially unproductive,
whereas directed priors support movements that acquire the target follow-
ing training. These performance differences are reﬂected in whether neural
signal parameters representing preferred directions converge to the true
preferred direction (see Figure 4C). Both ReFIT-PPF and Joint RSE decoder
parameters converge appropriately, while random walk decoder param-
eters do not. Success rates for these various methods was examined (see
Figure 5A) by aggregating across 12 learning sessions per method in each
of four subjects (with each data point representing a total of 48 learning
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sessions per method). This analysis conﬁrms that performance differences
exist between directed and undirected priors, where random walk success
rates remain essentially ﬂat across learning sessions. These ﬁndings were
also consistent with analysis at the single-subject level (not shown).
3.2 Joint RSE Outperforms ReFIT-PPF in Naive Adaptive Control.
In addition, we observed that Joint RSE outperformed ReFIT-PPF in suc-
cess rates, both in aggregate (see Figure 5A) and at the single-subject level
(not shown). Differences in success rate emerged by the second test trial,
following eight training trials. Moreover, these differences persisted to the
end of the learning session, where Joint RSE success rates averaged 94%,
versus 59% for ReFIT-PPF and 9% for RW. While these improvements were
encouraging, we performed additional control experiments to isolate the
source of these improvements.
3.3 Major Differences in Sensory Feedback Do Not Signiﬁcantly Af-
fect Naive Adaptive Control. In experiment 2, we examined whether sub-
stantial differences in sensory feedback between ReFIT-PPF and Joint RSE
accounted for differences in performance. Accordingly, we constructed a
version of Joint RSE that mimicked the ReFIT-PPF procedure (Lockstep
RSE/RW) and compared it to another procedure (Lockstep RSE/RSE),
which was nearly identical, except that it incorporated feedback as handled
by the JointRSE. These algorithmsaredescribed ingreaterdetail in section 2.
Early in each training session, users experienced haphazard trajecto-
ries under the Lockstep RSE/RW procedure versus goal-directed trajecto-
ries under the Lockstep RSE/RSE procedure. In later test sessions, cursor
movements in both methods would appear increasingly goal directed as a
consequence of BMI training. Surprisingly, success rates were statistically
indistinguishable at every test trial in the learning session (see Figure 5B).
These aggregate success rates were compiled over four subjects and 12
learning sessions per method in each subject.
3.4 Use of Joint Estimation Drives Performance Improvement over
ReFIT-PPF. Joint estimation represents a key procedural difference be-
tween Joint RSE and ReFIT-PPF (see Figure 2). In ReFIT-PPF, cursor move-
ment and neural signal parameters are estimated in sequence, a process
Figure 4: Single-learning-session examples of performance under naive adap-
tive control with directed and undirected priors. Sample trajectories and corre-
sponding velocity proﬁles (A) early in the training session and (B) late in the
training session. (C) Estimates of neuron preferred direction converge to true
values with directed priors (ReFIT-PPF, Joint RSE), but not with undirected pri-
ors (RW) on this single learning session. Trajectories result from 25 simulated
neurons and 33 ms bin width.
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called lockstep estimation. In Joint RSE, both cursor position and neural
signal parameters are estimated simultaneously, a process called joint esti-
mation. Joint estimation allows for uncertainty in neural signal parameters
to inﬂuence cursor movements, and vice versa. To determine the relevance
of joint estimation to naive adaptive control, we compared versions of RSE-
basednaive adaptive control thatwere nearly identical, except that oneused
joint estimation (Joint RSE) and the other used lockstep estimation (Lock-
step RSE/RSE). Aggregate results demonstrate signiﬁcant and substantial
differences in success rate over the entire learning session (see Figure 5C).
In these subjects, joint estimation resulted in 90% success, while lockstep
estimation resulted in 70% success using the same RSE prior.
3.5 Naive Adaptive Control Is Dominated by Fast Timescale of Ma-
chine over Human Learning. We next investigated whether human senso-
rimotor learning or machine learning predominantly accounted for rapid
gains in BMI performance over these 6-minute training sessions. For each
naive adaptive control method, we graphed unsigned heading deviation
as a measure of human adaptation over the learning session (see Fig-
ure 6A). Unsigned heading deviation is the absolute value of the minimum
Figure 5: Success rate and effects of modiﬁcations on naive adaptive control.
(A) Changes in success rate with naive adaptive control. Success rates and 95%
conﬁdence intervals on success rateweredetermined for theRW,ReFIT-PPF, and
Joint RSEmethods using a Bayesian procedure designed for the speciﬁc purpose
of estimating learning curves (Smith et al., 2004). Four subjects participated
in 12 learning sessions per method, so each data point is determined by the
pooled successes and failures of 48 trials. Black and brown bars drawn near
the x-axis represent alternating segments of four training trials (black) and one
test trial (brown). The test trial 0 point is extrapolated from RW performance
at test trial 1. (B) Effect of feedback on naive adaptive control. Success rates
were not signiﬁcantly different in comparison between Lockstep RSE/RSE and
Lockstep RSE/RW methods, which are nearly identical methods, except in the
way they apply feedback (cursor control). Lockstep RSE/RSE and Joint RSE
feedback methods are identical. Lockstep RSE/RW and ReFIT-PPF feedback
methods are identical. Success rates and error bars were determined as in (A).
Three new subjects (different from panel A) each participated in 12 learning
sessions per method, so each point is determined by the pooled successes and
failures of 36 trials. Conventions are unchanged from panel A. (C) Effect of joint
estimation on naive adaptive control. Success rates were signiﬁcantly different
in comparison between Joint RSE and Lockstep RSE/RSE methods which are
nearly identical methods except in the use of joint versus lockstep estimation,
respectively. Success rates and error bars were determined as in panel A. Three
new subjects (different from panels A or B) each participated in 12 learning
sessions per method, so each point is determined by the pooled successes and
failures of 36 trials. Conventions are unchanged from panel A.
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subtended angle between the subject’s intended velocity and the straight-
line trajectory to target. In addition, we graphed changes in BMI parameters
as a function of distance to the ﬁnal parameter value, a measure of machine
adaptation (see Figure 6B). For convenience, we reproduced the success
rate graph, which tracks how system performance changes with time (see
Figure 6C). A comparison of these graphs shows that nearly 80% of per-
formance change (see Figure 6C) and machine adaptation (see Figure 6B)
is complete by the second test trial, while the human control strategy (see
Figure 6A) is essentially unchanged during this time. This suggests thatma-
chine learning operates at a far more rapid timescale than human learning
in this model system.
3.6 Visuomotor Rotation Variant Permits Human Learning in Modi-
ﬁed Human-Subjects Closed-Loop Simulator. One possible objection to
our results in sections 3.1 to 3.5 is that our experiments did not engage
the capacity for human learning over the timescale of a single learning
session in any method. This might limit the relevance of these results to
performance in clinical applications. In response to this concern, we modi-
ﬁed the parameter initialization procedure described in the original human
subjects closed loop simulator (Cunningham et al., 2011), where BMI pa-
rameters in 32% of these neurons (8 of 25 total neurons) were initialized to a
rotation from the true preferred direction. This modiﬁcation is a variant on
the visuomotor rotation task used elsewhere in the study of motor learning
(Krakauer & Mazzoni, 2011; see section 2.1.3 for methodological details).
We employed a static ﬁlter (no machine learning; see section 2.4.4) to
assay whether our subjects could exhibit learning over the timescale of a
single learning session. Statistically signiﬁcant human learning was exhib-
ited in aggregate results with the static ﬁlter over two subjects (see Figure
8) as well as on a single-subject basis (not shown).
3.7 Joint RSE Dominates ReFIT-PPF Even Under Modiﬁed Condi-
tionsWhenHuman Learning Is Permitted. We ﬁrst plotted sample cursor
Figure 6: Timescales of human learning, machine learning, and BMI perfor-
mance. (A) Heading deviation as a surrogate for human sensorimotor learn-
ing. Heading deviation is the minimum subtended angle between the subject’s
intended velocity and the straight-line trajectory to target. (B) Changes in esti-
matedpreferreddirection as a surrogate formachine adaptation.Deviation from
initial estimated preferreddirection parameter is theminimumsubtended angle
between the initial estimated preferred direction and the current estimated pre-
ferred direction, averaged over all neurons. (C) Success rate, as plotted in Figure
5A, reprinted here for comparison, with timescales of (A) human and (B) ma-
chine adaptation. Subjects, trial numbers, and other conventions are unchanged
from Figure 5A.
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trajectories from one subject using the modiﬁed human simulator before
training (test trial 0; see Figure 7A) and after training (test trial 5; see Fig-
ure 7B). For ease of visual comparison, we rotated all trajectories based on
the cursor initial position so that all trajectories were presented in these
graphs as movements from top to bottom. The trajectories qualitatively
suggest that Joint RSE produces better control than ReFIT-PPF or static
decoders. The static decoder trajectory after learning still appears qual-
itatively curved, where further training with the static ﬁlter might have
demonstrated qualitatively straighter trajectories.
Aggregate results over twonewsubjects under ourmodiﬁedhuman sim-
ulator (see Figure 8) conﬁrmed our earlier analysis that Joint RSE dominates
ReFIT-PPF (see Figure 6). The differences between Joint RSE and ReFIT-PPF
may have decreased, but this assertion is limited because different subjects
were assayed between Figures 6 and 8. Moreover, ReFIT-PPF appears to
degrade gradually over time from test trials 2 through 10 (see Figure 6),
whereas our second analysis involved only ﬁve test trials (see Figure 8),
which may have curtailed this gradual performance degradation.
Substantially diminished differences were seen between joint and lock-
step ﬁlters (see Figure 9). Because the modiﬁed and original simulators dif-
fer only in BMI parameter initialization, these results show that parameter
initialization can affect the relative importance of joint versus lockstep es-
timation. To understand this effect, recall that certainty equivalence means
that when parameters are estimated, the current estimate of intent is as-
sumed to be the true intent, and vice versa (Bertsekas, 2005). In our case,
the modiﬁed initial conditions, chosen to allow for human learning, also in-
advertentlymade the certainty equivalence assumption behind the lockstep
ﬁlters more valid. For neurons with BMI parameters initialized to a pure
rotation of their true value, the innovation term (njk − λ
j
k) in equation 2.6
was diminished, reducing uncertainty in those neuron parameters as well
as in intended velocity. This effect would not be expected in the clinical
scenario because it is difﬁcult to imagine systematically rotating estimates
of neuron preferred directions without knowing their true values.
The overlap between Lockstep RSE/RSE and Lockstep RSE/RW in
Figure 9 also conﬁrmed that feedback still conferred no speciﬁc beneﬁt
under these modiﬁed conditions that permitted human learning. Where
the static ﬁlter showed a steady change in the user’s unsigned heading de-
viation (see Figure 8B), the remaining ﬁlter types exhibited no statistically
detectable change in this measure (see Figures 8B and 9B).
3.8 OtherMeasures of Performance. Webrieﬂy discuss othermeasures
of performance. The reach task explicitly and exclusively asks users to
bring the cursor to the target. As such, the relevant ﬁgure of merit is target
acquisition success rate, as applied in Figures 5 to 9. In Figure 10, we plot
results from the various experimental conditions using mean integrated
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distance to target (MID), trajectory inaccuracy, and time to target (TT). MID
was introduced elsewhere (Cunningham et al., 2011).
The user does not explicitly attempt to optimize any of thesemetrics. Or-
dering of performance described using a success rate is generally preserved,
although trends do not reproducibly achieve signiﬁcance. The notable ex-
ception is time to target. Because time to target is sensibly deﬁned only for
trials where the target is acquired (in contrast to MID and trajectory inac-
curacy), the RW method appears most proﬁcient. Although RW achieves
only an approximately 10% success rate, the time to target on those trials is
less than with the other methods. The case of time to target highlights the
intricacy of interpreting measures that are computed on specially selected
subsets of all trials.
3.9 Inﬂuence of Sensorimotor Delay on Differences Between Joint
RSE and ReFIT-PPF Illustrated with a Synthetic Closed-Loop Simulator.
In section 3.7, we noted that a modiﬁed human subjects simulator showed
that Joint RSE dominated over ReFIT-PPF (see Figure 8) even when joint
and both lockstep ﬁlters showed no differences (see Figure 9). What then
could explain the residual improvement in Joint RSE over ReFIT-PPF? One
possibility is the prior on intended velocity, which is distinct from the esti-
mation procedure or choice of feedback to the user (see Figure 2). ReFIT-PPF
assumes zero sensorimotor delay in its prior on intended velocity. Recall
from section 2.4.1 that sensorimotor delay is the assumption by ReFIT-PPF
that user-intended velocity manifests instantly in output neurons and im-
mediately reﬂects the current displacement vector between cursor position
and target. Thiswould require zero delay in the brain processes that involve
sensory representation andmotor control. Although Joint RSE also assumes
zero sensorimotor delay, it does so with uncertainty, represented in its prior
on intended velocity (depicted in Figure 2) through its use of the reach state
equation (Srinivasan et al., 2006).
To conﬁrm this explanation, we would need to compare Joint RSE and
ReFIT-PPF under zero sensorimotor delay. Because the human inherently
has nonzero sensorimotor delay, even with the help of predictive control
strategies (Golub et al., 2012), it is difﬁcult to entirely null the sensorimo-
tor delay in an experimental system involving human or animal subjects.
Instead, we leveraged a control-theoretic model for the human operating
a BMI, along the lines of our recently published work on stochastic opti-
mal control as a theory of BMI operation (Lagang & Srinivasan, 2013). This
approach is described in section 2.6. Using this purely synthetic approach
to modeling BMI performance in closed loop, we systematically increased
the sensorimotor delay from zero to 267 ms and 333 ms (see Figure 11).
More speciﬁcally, this sensorimotor delay was introduced in the simulation
purely as a sensory delay. This testing is performed with 100% randomly
initialized neuron parameters rather than rotated preferred directions.
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At zero delay, ReFIT-PPF performs well because the synthetic controller
points its intended velocity toward the target without delay. The zero delay
assumption of ReFIT-PPF is perfectly satisﬁed. As sensorimotor delay in-
creases, this assumption is increasingly violated, and ReFIT-PPF degrades
rapidly. In contrast, Joint RSE does not degrade with increasing sensori-
motor delay. Although the Joint RSE prior on intended velocity also points
toward the target, this rotation is not asserted with certainty when esti-
mating neural signal parameters, because the reach state equation prior
inherently communicates uncertainty (see Figure 2). This representation of
uncertainty accommodates the presence of sensorimotor delay and allows
JointRSE toperformwell regardless of theprecise value of this sensorimotor
delay.
As a technical aside, note that Joint RSE and ReFIT-PPF perform equally
at the zero delay condition (see Figure 11A), where the synthetic model for
the human conforms perfectly to the zero sensorimotor delay assumption.
Why would this be? A likely explanation is that zero sensorimotor delay
permits rapid parameter learning in the ﬁrst four training trials. By test
trial 1, there is no uncertainty in neural signal parameters and kinematics,
conforming to the certainty equivalence assumption in lockstep ﬁlters. This
results in equivalence between joint and lockstep performance reﬂected in a
convergencebetween JointRSEandReFIT-PPF in this condition.Differences
in feedback between these two techniques are not a separate contributor
to differences between Joint RSE and ReFIT-PPF in Figure 11 because our
synthetic model for the human does not accommodate learning.
4 Discussion
Section 1.2 provides a comprehensive overview of themajor ﬁndings in this
letter. This section proposes signiﬁcant opportunities for revising category
1 naive adaptive BMI based on our ﬁndings.
4.1 Joint Estimation Is a Key Unexploited Opportunity for Category
1 Naive Adaptive BMI. We showed that Joint RSE primarily outperforms
the ReFIT-PPFmethod because it jointly estimates neural signal parameters
and user intentions. In contrast, prior naive adaptive methods, including
ReFIT-PPF, use lockstep estimation,which sequentially updates parameters
Figure 7: Sample trajectories with the modiﬁed human simulator using visuo-
motor rotation. Position trajectories for Joint RSE, ReFIT-PPF, and static are
plotted (A) before and (B) after training in one new subject. Qualitatively, Joint
RSE trajectories appear smoother and more directed than ReFIT-PPF and static
BMI following training. Trials begin at random positions on the outer perimeter
with the target at the center. Plotted trajectories have been rotated to start at the
top of the perimeter for ease of visual comparison.
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and intention (Dangi et al., 2011; Gage et al., 2005; Gilja et al., 2010; Orsborn
et al., 2012). Joint estimation allows uncertainty in parameter estimates to
inform the interpretation of neural signals in generating cursormovements.
Early in each training session, Joint RSE reliesmore heavily on the RSE prior
to inform cursormovements than the neural signals themselves.During this
time, neural signals are used to reﬁne parameter estimates. As uncertainty
about parameter estimates decreases, Joint RSE increasingly “trusts” neural
observations when steering cursor movements away from the RSE prior.
Arguably, methods that use joint estimation could result in the user
feeling completely disengaged from cursormovements early in the training
period when the Bayesian prior strongly determines cursor movement.
This point requires further investigation. In our testing, we found Joint
RSE responsive to basic user intentions even at the outset, because the
baseline ﬁring rate parameter can be estimated before any training session
begins. In otherwords, the user could not trivially stop attending to the BMI
training regimen unbeknown to the training algorithm. We preliminarily
veriﬁed this (results not shown) by implementing a detector for stasis,
using a mixture model based on the general purpose ﬁlter design BMI
framework (Srinivasan et al., 2007). Implementing such a detector is likely
to be harder with live neural recordings, where patterns of activity could
be more irregular.
4.2 Differences Between Joint RSE and Recent Naive AdaptiveMeth-
ods. How is Joint RSE different from other recently proposed naive adap-
tive control methods (Taylor et al., 2002; Velliste, Perel, Spalding, Whitford,
& Schwartz, 2008)? Our main goal in explicitly highlighting these differ-
ences is to emphasize that performance of Joint RSE versus these other
methods is not expected to be equivalent in the ﬁnal clinical system. These
two approaches originate from distinct conceptual foundations. The above
methods represent an ad hoc (heuristic) approach, while Joint RSE is a
principled (derived) approach based on Bayesian theory. In the consequent
training sessions, both methods begin with decoded cursor movements
that are heavily guided by the computer. Both methods also progressively
decrease this guidance in transferring control to the user. However, the ex-
tent of machine versus human control in the above methods is determined
through an ad hoc weighting rule. In Joint RSE, this transfer of control
Figure 8: Timescales of learning for Joint RSE, ReFIT-PPF, and static under the
modiﬁed simulator using visuomotor rotation. These curves recapitulate the
analysis in Figure 6 under the modiﬁed conditions to permit human learning
over single learning sessions. Decoder neural parameters were initialized ran-
domly for 8 of 25 neurons and to pure rotation of preferred direction in the rest.
Data are aggregated from two new human subjects in the simulator, for a total
of 16 learning session per technique.
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occurs as a natural consequence of joint estimation, in proportion to de-
creasing uncertainty in estimates of the neural signal parameters. There is
no single weighting parameter in the Joint RSE method.
There are innumerable other mathematical differences between the
above naive adaptive methods and Joint RSE. Recent preliminary work
examines a different Bayesian approach for tuning the weighting parame-
ter in the aforementionedmethods (Zhang, Schwartz, Chase, & Kass, 2012).
In contrast to this new work (Zhang et al., 2012), Joint RSE does not begin
from the ad hoc weighting-parameter premise of the recently developed
methods. The resulting algorithms are mathematically distinct.
4.3 Effective Sensorimotor Delay and BMI Algorithm Delay Are Ma-
jorDesignConsiderations. Thedelay between sensory input and response
fromoutput neurons in thepatient is an intrinsic physical constraint. Prelim-
inary work suggests that subjects appear to implement predictive control
to compensate this delay but that this compensation is imperfect (Golub
et al., 2012). Methods that ignore this delay could result in signiﬁcant per-
formance losses. For example, our synthetic closed-loop simulator analysis
(see Figure 11) demonstrated that sensorimotor delays dramatically eroded
performance in the ReFIT-PPF, a method that assumes zero sensorimotor
delay. Performancewith the ReFIT-PPFwas decimated by a delay of 330ms.
In contrast, Joint RSE was entirely immune to this effect over this range of
delays, because the prior on intended velocity accommodated an uncertain
sensorimotor delay.
A second source of delay not addressed in this letter results from the
neural signal algorithm itself. In existing systems, the delay can be on
the order of tens to hundreds of milliseconds. A related concept is the
effect of spike binning on closed-loop performance, illustrated elsewhere
(Cunningham et al., 2011), and subsequently explained in our previous
work using a control-theoretic model for the human in closed-loop BMI
operation (Lagang & Srinivasan, 2013).
4.4 Motivation and Reward During Training Are Important Design
Considerations. Although this letter focuses on quantiﬁable performance
differences between Joint RSE and ReFIT-PPF, user experience is likely to
be equally important in clinical practice. Our ﬁgures show that substantial
Figure 9: Timescales of learning for joint versus lockstep RSE methods under
themodiﬁed simulator using visuomotor rotation. These curves recapitulate the
analysis in Figure 8 under conditions that permit human learningwithin a single
learning session. As with Figure 8, decoder neural parameters were initialized
randomly for 8 of 25 neurons and to pure rotation of preferred direction in the
rest. Data are from the same two human subjects used in Figure 8, for a total of
16 learning session per technique.
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differences in visual feedback did not cause differences in overall perfor-
mance. However, many of our subjects retrospectively described training
sessions with ReFIT-PPF as frustrating because cursor movements were
necessarily haphazard during training, resulting in many failed training
trials. In contrast, training with Joint RSE was a pleasanter user experience
because training trials involved smooth cursor trajectories that most often
succeeded. These aesthetics are best illustrated in our online video demon-
stration of ReFIT-PPF versus Joint RSE (Kowalski & Srinivasan, 2012). For
both experimentalists using animal models and clinicians working with
patients over several hours or days, algorithms that cause high rates of
failure early in training could destroy user motivation and consequently
undermine the human and machine learning processes required for BMI
mastery.
4.5 Details of Sensory Feedback May Be Irrelevant to BMI Learning
at Short Timescales. Online feedback to the user regarding task perfor-
mance is believed to be vital to the learning process. Adaptive controller
models of BMI skill acquisition (DiGiovanna, Mahmoudi, Fortes, Principe,
& Sanchez, 2009; Heliot, Ganguly, Jimenez, & Carmena, 2010) suggest that
feedback may be useful even in naive adaptive control. Our results illus-
trate that efforts to optimize the precise choice of feedback could be irrel-
evant during periods of training where the timescale of machine learning
far outpaces that of human learning. Conversely, when machine learning
has ﬂattened, choice of feedback could be vital to driving subsequent per-
formance improvements that rely on human learning. Connections to the
robotic stroke rehabilitation literature could be illuminating in this regard,
including cautionary insights on counterproductive rehabilitation strate-
gies (Marchal-Crespo & Reinkensmeyer, 2009).
4.6 Masking Errors from the User During Training Could Better Co-
ordinate Human and Machine Learning. While both ReFIT-PPF and Joint
RSE represent adaptive methods, it has been recently suggested that ma-
chine adaptation may actually disrupt the training process in some imple-
mentations (Judy, 2011; Orsborn, Dangi, Moorman, & Carmena, 2011). The
intuition behind this argument is that continually changing properties of
an adaptive BMI could be difﬁcult for the user to learn. While closed-loop
simulation of coexistent human and machine learning suggests that BMI
training can successfully converge (DiGiovanna et al., 2009; Heliot et al.,
Figure 10: Othermetrics of performance. (A)Mean integrated distance to target
(i, iii, v), trajectory inaccuracy (ii, iv, vi), and time to target (vii) as deﬁned in
the text, using four subjects and conditions from Figure 5. (B) These measures
using subjects and conditions from Figures 8 and 9.
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2010), initial experimental results show that training improves by alternat-
ing between static and adaptive BMI sessions (Orsborn et al., 2011).
The fact that Joint RSE masks training errors during adaptive BMI ses-
sions could be a favorable trait during adaptive BMI sessions. Because
training errors are not available to drive human learning, the adaptive BMI
session under Joint RSE represents amore purelymachine adaptation block
than adaptive BMI under ReFIT-PPF. Futurework could use this property of
Joint RSE to explore the possibility that coadaptive learning might achieve
minimum training time by alternating between sessions that halt human
learning and sessions that halt machine learning. For readers familiar with
control theory, this notion will be reminiscent of bang-bang control, which
is provably optimal in similar minimum-time control problems (Stengel,
1994).
Toward this concept of optimal control in training regimens, our analy-
sis (see Figure 6) also illustrates the use of surrogate quantities for tracking
human andmachine learning rates in the experimental setting. These surro-
gate quantities are observable in practice for use in developing a principled
rule (control policy) to switch between static and adaptive BMI training ses-
sions or to continuously tune rates of machine learning in order to ensure
that a coadaptive training regimen is productive rather than disruptive.
4.7 Is the Out-to-Center Task a Trivial Version of the Classical Center-
Out Task? One possible concern regarding the out-to-center reaching task
(see Figures 4 and 7) is that algorithms and performance analysis presented
here might not generalize to arbitrary starting and ending positions. To
the contrary, the out-to-center reaching task is equivalent to the center-to-
out reaching task in the distribution of cursor velocities needed to achieve
successful trajectories. This is because these two task types are essentially
equivalent except for a change in frame of reference. When the “center”
of the screen is redeﬁned as the target location, a center-to-out reaching
task becomes an out-to-center reaching task. For this reason, the various
coadaptive BMI algorithms presented here extend readily to reach training
paradigms with arbitrary starting and ending positions. Our out-to-center
reaching task is also more difﬁcult than the classical center-to-out reaching
Figure 11: Effect of sensorimotor delay assessed with synthetic subject closed-
loop simulator. In contrast to prior analyses, this analysis uses a linear quadratic
controller in place of the human subjects, adapted from prior theoretical work
(Lagang & Srinivasan, 2013). Performances for the Joint RSE, ReFIT-PPF, and
RW are compared under (A) zero delay, (B) 267 ms delay, and (C) 330 ms so-
matosensory delay. Speciﬁcally, output neural activity reﬂects on-screen cursor
state from time into the past equal to the speciﬁed delay. Sensorimotor delay is
the counterpart to delay studied elsewhere (Golub et al., 2012) introduced by
the BMI algorithm itself.
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task that involves only eight discrete, circumferentially placed target loca-
tions. Because the out-to-center reaching task initializes the cursor position
to a random location on the starting circle, this is equivalent to an inﬁnite
number of possible target locations in the classical center-to-out reaching
task.
Another possible concern regarding the out-to-center reaching task is
that a trivial decoder with knowledge of the target location might entirely
disregard neural activity and guide the cursor toward the center of thework
space to achieve perfect performance. Such a decoder might not generalize
to other tasks with multiple possible target locations. However, arbitrary
reaching tasks also have equivalent trivial decoders. When the starting
position and the ﬁnal position are known, neural activity is not needed
to perfectly drive the cursor from start to ﬁnish. The existence of trivial
decoders is not speciﬁc to the out-to-center task. In our training sessions,
we speciﬁcally avoided trivial decoders. In other words, all algorithms
investigated in this study were uninformed about target location during
testing periods.
4.8 Closed-Loop Simulation Widens the Development Pipeline for
Naive Adaptive BMI Design. This letter demonstrates the application of
two recently introduced closed-loop models (Cunningham et al., 2011; La-
gang & Srinivasan, 2013) based on a simulated neural activity for BMI
analysis and design. We ﬁrst used a human-subjects closed-loop simulator,
adapted from previous work that established the validity of this approach
in comparison with nonhuman primate models (Cunningham et al., 2011).
We demonstrated an implementation based on the Microsoft Kinect (cur-
rently US$100), which could widen access to this model. We also showed
how to modify initial conditions within this model to elicit human learning
based on visuomotor rotation (Krakauer & Mazzoni, 2011).
The computer-based simulation component of our analysis (see Fig-
ure 11) adapted our recent work on modeling the patient as a stochastic
controller in the closed-loop operation of BMI (Lagang & Srinivasan, 2013).
This approach was essential to probe zero effective sensorimotor delay,
which is difﬁcult to study in live subjects due to intrinsic neural delays,
even despite predictive control strategies (Golub et al., 2012). As such, this
work adds to a small but growing body of literature that demonstrates the
utility of patients who are entirely simulated by computer to understand
and improve the dynamics of closed-loop BMI operation (Dangi et al., 2011;
Gurel & Mehring, 2012; Heliot et al., 2010; Mahmoudi & Sanchez, 2011).
A core challenge of technology development in BMI research is that
all model systems, including simulation platforms, animal models, and
epilepsy patientswith subdural grids, ultimately lack the complexity of dis-
ease pathogenesis in some major subset of patients that demonstrate paral-
ysis, which ultimately limits conclusions about asymptotic performance or
learning dynamics in comparisons of various algorithms.
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Modeling paralysis in any of these systems (simulated, animal, or hu-
man) is especially challengingbecause the variouspathways toparalysis are
so heterogeneous, including various types of stroke, variousmechanisms of
trauma, and multiple pathways of neurodegeneration. As a speciﬁc exam-
ple, spinal cord injury alone is heterogeneous in neurologic manifestation,
affecting sensory and motor function to varying degrees depending on
mechanism and anatomic extent. While the BMI literature commonly as-
sumes complete loss of motor and proprioceptive function, anterior cord
syndrome is a classically describedmanifestation ofmotor paralysis that re-
tains proprioception by sparing the dorsal column. Common mechanisms
for anterior cord syndrome include trauma, myelitis, and anterior spinal
artery infarct (Blumenfeld, 2002). Ultimately model systems (simulated,
animal, or human) provide a starting point for technology development
that disregard these nuances of clinical presentation, where more expen-
sive but essential testing in target patients through randomized controlled
trials will be the ultimate gold standard.
4.9 Limitations of the Study. In carrying forward these insights, we
acknowledge the full spectrum of fundamental limitations in using our
human-based model system to predict behavior in the ﬁnal clinical system
and target patient population. First, our model requires the user to control
natural arm movements, tracked by the Kinect system. In contrast, both
invasive and noninvasive BMIs require the user to control a subset of neu-
ral signals measured by a speciﬁc recording modality. Because the model
system and clinical system engage different user outputs, mechanisms and
constraints of learning in the neural substrate may differ; this is an open
question.
Second, our measure for human learning, unsigned heading deviation,
is not a comprehensive characterization of the human. Some motor behav-
iors that could qualify as learning may not be captured by this measure.
A more comprehensive approach would involve modeling the human as a
control policy. For example, our recent theoretical work on stochastic con-
trol as a model for BMI (Lagang & Srinivasan, 2013) could be extended by
identifying parameters of the control policy executed by the human using
experimental data. This policy represents amapping from sensory feedback
to neural signals. Parameter convergence with this modeling approach is
nontrivial in this letter because of limited data: every learning session in-
volves different parameter initial conditions and consequently requires a
different human control policy. A similar approach to empirical modeling
of the user was brieﬂy suggested in related work, where longer periods of
nonstationarity might facilitate identiﬁcation of the control policy (Golub
et al., 2012).
Third, our model system involves visual feedback, whereas the tar-
get clinical application could potentially allow richer sensory feedback.
Possible examples include intact native somatosensory feedback from the
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paralyzed limb or artiﬁcial feedback through vibrotactile displays. This
richer feedback could potentially accelerate human learning to a timescale
that is sufﬁciently fast as to be relevant to dynamic adjustments in machine
learning.
Fourth, the neural substrates of our healthy young volunteers are dif-
ferent from those of target patients due to innumerable disease-related ef-
fects, including cortical reorganization following trauma, cerebrovascular
regulation following stroke, and metabolic changes associated with neu-
rodegenerative diseases, which could affect the capacity for sensorimotor
learning and control. There are likely other limitations of our experimental
system, as all model systems are imperfect by construction, and testing in
the ﬁnal clinical setting with a deﬁned target patient population remains
the ultimate gold standard in BMI design.
Appendix: Basic Example of Necessity for Directed Priors
in Category 1 Naive Adaptive BMI
In this appendix, we provide a simpliﬁed example that illustrates why
directed priors are needed in category 1 naive adaptive BMI. Consider
neural observations nk at time step k that are related to intended 1D arm
state xk by aneural signal parameterα in a simpliﬁed relationship as follows:
nk = αxk (A.1)
With wk ∼ N(0, σ 2), an example of an undirected prior on intended arm
states is the random walk on xk:
xk+1 = xk + wk. (A.2)
An example of a directed prior is a random walk on xk with known drift b:
xk+1 = xk + b + wk. (A.3)
Deﬁne increments of the observation process zk+1 = nk+1 − nk. These zk are
independent and identically distributed gaussian randomvariables. For the
undirected prior,
zk ∼ N(0, α2σ 2). (A.4)
For the directed prior,
zk ∼ N(αb, α2σ 2). (A.5)
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In the context of the training regimen, a goal is deﬁned to theuser, effectively
constraining b. For thedirectedprior, estimating the neural signal parameter
α involves computing the mean of samples zk and dividing by b:
αˆML =
∑N
k=1 zk
b
. (A.6)
For the undirected prior, α is essentially undetermined in sign, where the
sample variance on zk is dependent on α
2 and the sample mean is 0.
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