We report on modeling of intensity fluctuations in semiconductor lasers subject to low and high speed digital modulation. We examine influence of deciding both decision and sampling times on bit-error-rate (BER). Correlation between BER and relative intensity noise (RIN) is presented.
Introduction
Intensity fluctuations represent an important parameter to criticize performance of semiconductor laser applications. It is common to characterize the noise content of fluctuations in terms of RIN. However, when the laser is utilized as a radiation source in digital systems, intensity fluctuations should be determined in terms of BER. Determination of operating conditions that correspond to minimum levels of fluctuations and BER is very important for both cases of free-and above-threshold biasing [1] . The former is desired to reduce consumption power, while the latter is commonly used for high speed modulation in order to avoid BER degradation due to enhanced intensity fluctuations. Dynamic response of laser in digital systems is qualitatively examined by the visual eye diagram. The BER is examined by sampling intensity fluctuations in both "on" and "off" states over an optional period, and then determining the probabilities P(on/off) and P(off/on) of incorrect counting of "on" and "off" states, respectively. By scanning this sampling time along the bit slot at definite times, called "decision times", the BER is decided as the minimum average value of P(on/off) and P(off/on). Although optimum choices of the sampling and decision times are critical in determining BER, their modeling has received inadequate theoretical consideration. Moreover, it often happens that intensity fluctuations are measured in terms of RIN in digital systems, which perhaps due to rather cheap measuring setups. Therefore correlation between RIN and BER is necessary.
In this paper, we characterize intensity fluctuations of both low and high speed modulated lasers in terms of the eye diagram and BER. We criticize the optimum sampling and decision times. Both cases of biasing-free and above-threshold biasing are considered. We also study influence of nonlinear gain, as an important modulation parameter on BER.
Theoretical Model
Laser dynamics are described by the rate equations of the photon number S(t) and injected electron number N(t): [2] [ ]
G th is the threshold gain, A and B are coefficients 
of S(t) and N(t).
Equations (1) and (2) are numerically solved by the fourth-order Runge-Kutta method with a time step of 2ps. Two bit-slots are used with periods T b =0.5ns (low speed modulation) and 0.1ns (high speed) that correspond to bit frequencies lower and higher than the relaxation frequency, respectively. The noise sources are generated following our model in [2] . The eye diagram is constructed by dividing the stream of S(t) into segments of length 3T b and superposing them. BER is calculated as follows. The photon numbers S on (t) and S off (t) are sampled over different periods as shown in Fig.  1(a) . For each pair of T s and T d , the variances of fluctuations of S on (t) and S off (t) are examined. These variances are then used to calculate the error probabilities P(on/off) and P(off/on) taking into account shot and circuit noises in the detector end and assuming Gaussian statistics of Figs. 1(a) and (b) plot the eye diagrams simulated for bit slots T s =0.1 and 0.5ns, respectively, when I b =I m =2.0I th . The figures indicate that timing jitters are displayed on the eye diagram of the shorter slot case, and the eye is less opened. 
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