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Abstract 
Half a century of space technology development has provided a wealth of new space 
applications. However, many still remain to be explored. Examples include increased 
geostationary coverage and new opportunities to enhance polar observation. This thesis 
investigates both of these opportunities using families of non-Keplerian orbits, while 
demonstrating the potential of hybridised solar sail and solar electric propulsion (SEP) to 
enable these orbits. 
Due to an increased number of geostationary spacecraft and limits imposed by east-west 
spacing requirements, GEO is starting to get congested. As a solution, this thesis creates new 
geostationary slots by displacing the geostationary orbit out of the equatorial plane by means 
of low-thrust propulsion. A full mission analysis and systems design is presented as well as 
an investigation of a range of transfers that can improve the performance of the displaced 
GEO and establish its accessibility. The analyses demonstrate that only hybrid propulsion 
can enable payloads to be maintained in a true geostationary orbit beyond the geostationary 
station-keeping box for lifetimes comparable to current GEO spacecraft. 
The second opportunity, enhancing polar observations, is investigated by designing optimal 
transfers from low Earth orbit (LEO) to an Earth pole-sitter orbit that allows the spacecraft to 
hover above the polar regions. Both high-thrust (upper-stage) and low-thrust (spiral) 
transfers are considered and show that hybrid propulsion increases the mass delivered to the 
pole-sitter orbit compared to a pure SEP case, enabling an extension of the mission. In 
addition, transfers between north and south pole-sitter orbits are investigated to overcome 
limitations in observations during the polar winters. Again, hybrid propulsion reduces the 
propellant consumption compared to pure SEP, while increasing the polar observation time. 
Overall, hybrid propulsion is proven an enabling propulsion method that can enable missions 
that are not feasible using only a solar sail and can extend the mission lifetime and/or 
payload capacity with respect to an SEP only mission. 
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Chapter 1             
Introduction
In this first chapter, the research objectives of the thesis will be defined. To this end, the 
limitations of Keplerian orbits for particular space applications will be discussed in 
Section 1.1, in particular for geostationary orbit and polar observation. This discussion is 
used to define the research objectives in Section 1.2. Section 1.3 will subsequently highlight 
the contributions of this thesis, while Section 1.4 will provide an overview of the journal and 
conference papers in which these contributions have been published. Finally, in Section 1.5 
an outline of the thesis will be presented.  
1.1 Limitations of Keplerian orbits 
Only a century ago, the wealth of space applications that are at our disposal today was 
unthinkable. However, the foundations were laid at that time by the Soviet pioneer of 
astronautics, Konstantin Eduardovich Tsiolkovsky. In 1897 he developed the rocket equation 
which describes the motion of a body of variable mass, and later used this in his most 
important work, The exploration of cosmic space by means of reaction devices,1 to show that 
an orbit around the Earth could be achieved by means of a multi-stage rocket, fuelled by 
liquid oxygen and liquid hydrogen. The work of Tsiolkovsky and his followers, Hermann 
Oberth (Wege zur Raumschiffahrt (Ways to Spaceflight)) and Robert H. Goddard (Method of 
Reaching Extreme Altitudes),2 resulted in an international space exploration movement. They 
are therefore rightfully considered the founding fathers of modern rocketry. However, it 
would take until 1942, during World War II, for the first human-made object, a German V2 
rocket, to reach space,3 and it would take another 15 years, until 1957, before the first 
satellite, Sputnik 1, was delivered into orbit around the Earth. From then, the American and 
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Soviet space programs escalated, resulting in a range of experimental missions, followed by 
the first successful Soviet human spaceflight in 1961, the first flyby of another planet 
(Venus) in 1962 and the American Moon landing in 1969.4  
Besides these historic milestones, the 1960s also saw the launch of a set of Earth orbiting 
satellites that, for the first time, provided satellite applications of wide public benefit. For 
example, 1960 brought the first successful navigation satellite (Transit 1B), the first 
communication satellite (Echo 1) and the launch of the first meteorological satellite 
(Tiros 1).4, 5 Since then, the number of satellites, services and the quality of these services 
have increased beyond expectation: not only do satellites provide key public and commercial 
services, they also provide crucial applications to significantly enhance life on Earth. 
Examples include the use of space data for disaster monitoring, water resource management, 
air quality assessments, forestry health assessments and climate change investigations.  
However, after half a century of space development, the limitations of some space resources 
such as geostationary orbit, have been reached. And many other limitations are still 
limitations to overcome, for example in order to significantly enhance polar observations. 
Both issues will be addressed in more detail in the next two subsections, which then flow 
into the research objectives of this thesis.  
1.1.1 Displaced geostationary orbits 
The concept of geostationary orbit (GEO) was first noted in the literature in 1929 by 
Hermann Noordung (pseudonym for Hermann Potočnik) in his book Das Problem der 
Befahrung des Weltraums - der Raketen-Motor (The problem of space travel – the rocket 
motor).6 He describes a satellite in this unique stationary orbit as “the pinnacle of a 
enormously high tower that would not even exist but whose bearing capacity would be 
replaced by the effect of centrifugal force”. It would eventually take another 35 years to 
make this pinnacle reality. 
In 1964, Syncom-3 became the first geostationary satellite,7 and since then many 
communication and weather satellites have exploited the unique properties of geostationary 
orbit. With an orbit period equal to the Earth’s rotational period, spacecraft in GEO are 
stationary with respect to an observer on the Earth, allowing for a continuous downlink to 
terrestrial communications users. This makes GEO ideal to host satellites for 
telecommunication and Earth observation applications and is therefore one of the most 
important and valuable regions in space.8 
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However, with only one such unique orbit and the high demand for geostationary slots, GEO 
is starting to become congested. Jehn et al.9 report the status of geostationary orbit in 
January 2009 and provide the distribution of the 335 actively controlled satellites (for which 
the orbital position is known) on geostationary orbit, see Fig. 1.1. The figure shows 
concentrations of satellites over Europe, Asia and the United States, and clearly illustrates 
the congestions of geostationary orbit, except for a small unoccupied band above the Pacific. 
Despite this, the population of geostationary spacecraft is still growing. As an example, in 
2008, 29 geostationary mission were launched, while only 12 reached their end-of-life.9  
Guidelines drawn up by organisations such as the Inter-Agency Space Debris Coordination 
Committee (IADC),10 the United Nations Committee on the Peaceful Uses of Outer Space 
(UN COPUOS)11 and the International Telecommunication Union (ITU)12 request that 
spacecraft are removed from densely populated orbital regions (such as GEO) once they 
have reached their end-of-life to prevent further congestion of the geostationary zone. For 
this, and because no effective natural removal mechanism (such as atmospheric drag) exists 
in GEO, satellites have to be actively transferred away from the geostationary ring, which is 
the reason that many operators do not or cannot comply with these regulations.13 Again, 
taking the example of the 12 satellites that reached their end-of-life in 2008, only 7 were 
disposed of in accordance with IADC guidelines.9 Fig. 1.2, which is also taken from 
Reference 9, shows the resulting number of uncontrolled GEO satellites in January 2009. In 
total, 1186 objects occupied the geostationary zone. The situation becomes even worse when 
considering the fact that, besides these (un)controlled satellites, geostationary orbit also 
contains fragmentation debris, expended upper-stages and other mission-related objects.  
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Fig. 1.1 Distribution of longitude of actively controlled GEO satellites in January 2009.9  
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Fig. 1.2 Number of controlled and uncontrolled satellites in GEO in January 2009.9 
In order to cope with this congestion of GEO, studies have been undertaken to investigate 
the possibility of debris removal missions such as the Robotic Geostationary Orbit Restorer 
(ROGER) concept of the European Space Agency (ESA).14 In addition to such studies and 
missions, the aim of this thesis is to investigate other solutions in order to comply with the 
ever growing demand for new geostationary slots: in particular, the possibility of using 
displaced non-Keplerian orbits to displace spacecraft either above/below GEO or in the 
equatorial plane is investigated to generate new geostationary slots. 
The concept of displaced geostationary orbits was first noted by Forward,15 who proposed 
the use of a solar sail (see Section 2.2.2) to levitate a spacecraft above or below the 
equatorial plane. However, in his analysis, Forward neglects the solar sail acceleration 
component parallel to the equatorial plane, causing claims that levitated geostationary orbits 
are not feasible.16, 17 In more recent work by Baig and McInnes18 this in-plane component is 
used to generate a periodic orbit. Still, a residual in-plane sail acceleration causes the 
spacecraft to move with respect to an observer on the Earth. Furthermore, for near-future 
solar sails, only small displacements, still well inside the geostationary station-keeping box 
appear feasible. Improvements in the concept of displaced geostationary orbits are thus still 
to be made.  
1.1.2 Pole-sitter orbits 
The polar regions of the Earth play a critical role in shaping the Earth’s climate system and 
can therefore provide answers to key questions concerning global climate change. 
Observations of the poles are therefore crucial: continuous data are essential to identify 
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changes in the polar environment in terms of sea-ice coverage and thickness, to analyse long-
term climate trends and to be able to model and predict future cryospheric processes. 
Due to the remoteness of the polar regions, obtaining such data in situ is difficult and 
observations of the poles have therefore long been impossible until the launch of the first 
polar orbiting satellite, Discoverer 1, in 1959.19 Since then, a range of satellites for general 
atmospheric and environmental research have been launched into low-altitude polar orbits, 
as well as satellites devoted to glaciology and ice-pack monitoring, such as NASA’s  
ICESat-1 mission (2003 – 2010)20 and ESA’s Cryosat-2 mission (2010 – ongoing).21 
Although enabling high spatial resolution observations, the low-altitude of the polar orbits 
restricts spacecraft to observe only narrow swaths of the polar regions during each passage. 
Therefore, to obtain a full view of the polar regions, images from different passages have to 
be patched together to form so-called composite images or mosaics,22 see Fig. 1.3a, which 
have poor temporal resolution. As an example, ESA’s CryoSat mission orbits the Earth with 
repeated ground tracks of 369 days, with a sub-cycle of 33 days, only after which uniform 
coverage of the polar regions is obtained. 
a) 
 
b) 
 
Fig. 1.3 a) Mosaic of Envisat ASAR radar images of arctic ice.22 b) Atmospheric motion vectors 
(AMV) from geostationary satellite observations on the periphery and from polar-orbiting 
satellite observations over the Antarctic continent.23 
Besides their key role in understanding global climate change, the polar regions are also of 
importance from a geo-political point of view. It is expected that 30 percent of the world’s 
undiscovered gas and 13 percent of the world’s undiscovered oil are located in the Arctic.24 
Therefore, exploration of these areas will occur in the coming decades and means have to be 
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put in place to ensure management of these regions and to support telecommunications, 
weather forecasting and ship navigation. An increase in shipping activity can also be 
expected from the fact that the northern sea routes are opening up due to climate change, 
thereby providing a fast and economic passage between the Atlantic Ocean and Pacific 
Ocean.25 
Normally, applications such as telecommunications and weather forecasting are provided by 
satellites in GEO that provide high temporal resolution. However, GEO platforms can only 
provide these services in the equatorial and temperate zones, where elevation angles are 
sufficiently high.8 Even augmenting GEO coverage with polar satellite coverage results in 
incomplete data, as is illustrated in Fig. 1.3b for the detection of atmospheric motion vectors 
over the Antarctic continent.23 
A compromise between polar and geostationary satellites is the Molniya orbit,8 which is an 
eccentric orbit with apocenter at a distance that is comparable to GEO, thereby providing a 
much higher temporal resolution than polar satellites. It has the unique property that the 
argument of perigee remains fixed under the influence of the Earth’s oblateness, which 
restricts the inclination to a critical value of 63.4° or 116.6°. Depending on the application 
(i.e. remote sensing or telecommunications), and therefore on the required field of view, 
satisfactory coverage of the polar caps or high-latitude regions cannot always be achieved. 
Furthermore, using one spacecraft, continuous coverage can also not be obtained. Recent 
research26 has attempted to improve some of the limitations of the Molniya orbit by changing 
its critical inclination to 90° by applying a continuous acceleration provided by a solar 
electric propulsion system (see Section 2.2.1). Analyses showed that these polar Molniya 
orbits allow continous, high elevation observation above 55 deg latitude using three 
spacecraft, while a conventional Molniya orbit would require in excess of fifteen 
spacecraft.27  
In addition to the traditional polar orbiting, GEO and Molniya spacecraft, the literature 
shows several other concepts for polar observations that rely on artificial displaced 
equilibria,28 non-Keplerian orbits29 and vertical Lyapunov orbits or so-called eight-shaped 
orbits.30, 31 A thorough comparison of all these concepts is provided in Reference 30, which 
shows that none of the mission concepts achieve satisfactory conditions for continuous 
coverage of the high-latitude regions using one single spacecraft.  
The only platform that would be able to generate these conditions is one that is constantly 
above one of the poles, stationary with respect to the Earth, in the same way as a GEO 
spacecraft is stationary above one point on the equator. This spacecraft is known in the 
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literature as a pole-sitter,32 which uses low-thrust propulsion to maintain a position along the 
polar axis, counterbalancing mainly the gravitational attraction of the Earth and Sun. The key 
advantages of the pole-sitter concept are, firstly, the fact that it requires only a single 
spacecraft for continuous polar coverage. Second, since the minimum latitude observed is 
only limited by the minimum elevation angle required, the pole-sitter platform provides 
continuous coverage at much lower latitudes than concepts such as the Molniya and polar 
Molniya orbits. And finally, the pole-sitter spacecraft is stationary with respect to ground 
stations on Earth, removing the need for active tracking of the satellite. It is these advantages 
that make the pole-sitter concept highly promising and worth investigating further. 
However, the ability of continuous, stationary coverage of nearly the entire hemisphere 
comes at the cost of a decrease in spatial resolution. In order to limit the acceleration 
required for maintaining the pole-sitter position, the Earth-spacecraft distance is in the order 
of 1.5 million km. At such large distances, the available spatial resolution is limited. 
However, within the UV to near-IR range, the resolution should be in the order of a few 
kilometres.30 According to Lazzara et al.,23 this would significantly enhance polar 
environmental remote sensing for meteorological forecasting, to identify and track storm 
systems and to close the gap in atmospheric motion vectors as shown in Fig. 1.3b. Clearly, 
glaciology and ice-pack monitoring would also significantly benefit. Furthermore, the pole-
sitter could contribute to space weather monitoring for which auroral conditions need to be 
monitored continuously, since they can change rapidly and as such have major impacts on 
radar operations and communications. Moreover, it could establish a critical communication 
link and navigation services for the expected increase in Arctic shipping activity as noted 
earlier. Finally, a pole-sitter can serve as a data relay with polar regions, for example for 
Antarctic research activities that also require links to automated weather stations, emergency 
airfields and for telemedicine. 
The pole-sitter concept was first proposed in the literature by Driver33 and later by 
Forward.28 However, an extensive investigation of optimal pole-sitter orbits and their control 
has only recently been performed by Ceriotti and McInnes32 for the use of both pure solar 
electric propulsion and hybrid sail propulsion (see Section 2.2.3). They established optimal 
pole-sitter orbits that follow the polar axis during the year, but allow the distance between 
the Earth and spacecraft to change for fuel efficiency, as well as a feedback control system to 
show that the orbit is controllable under unexpected conditions such as injection errors and 
temporary failure of the thruster.34  
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Although the in-orbit phase of the pole-sitter mission has been studied in detail, the transfer 
from Earth to access the pole-sitter orbit is largely unexplored. Golan and Breakwell35 
investigated locally optimal transfers from a circular low Earth orbit (LEO) to a so-called 
‘pole-squatter’, which is a highly elliptic orbit with apogee in the order of 100 Earth radii, 
and thus not a true pole-sitter. Also Hughes36 investigated transfers to an orbit for polar 
observation. However, again, this so-called ‘polar observer orbit’ is not a true pole-sitter: it is 
synchronous with the orbit of the Earth around the Sun, but does not follow the polar axis 
throughout the year. This thesis therefore aims to provide a new approach to investigate 
optimal transfers from LEO to the true pole-sitter orbits found by Ceriotti and McInnes. Note 
that the transfer will start from LEO in order to allow for realistic launch vehicle 
performances to be included in the transfer design. Also, while Golan and Breakwell only 
considered solar electric propulsion (SEP) to enable the transfers and Hughes investigated 
the use of a solar sail, this thesis will consider a novel propulsion concept where SEP is 
hybridised with a solar sail.  
Another issue addressed in this thesis is related to limitations in polar observations 
introduced by the tilt of the polar axis. Due to this tilt, the polar regions are alternately 
situated in darkness for long periods during the year. Clearly, for observations in the visible 
spectrum, this significantly constrains observation and limits the scientific return of the 
mission. The final aim of this thesis is therefore to investigate ways to transfer between pole-
sitter orbits above the north and south poles before the start of their respective winters, such 
that unfavourable conditions above one of the poles are exchanged for favourable conditions 
above the opposite pole.  
Besides the increased scientific return that these transfers can deliver, they can serve an 
additional purpose. Although polar observations from LEO cannot provide the continuous 
coverage required for a range of applications, they do have the advantage of visiting both the 
north and south poles with one single spacecraft. A similar mission objective can be 
achieved for the pole-sitter spacecraft by dividing the mission into segments where each 
segment is devoted to the observation of one of the Earth’s poles. 
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1.2 Thesis research objectives 
From the discussion of geostationary orbits in Section 1.1.1 and the requirement for polar 
coverage in Section 1.1.2, the following research objectives can be defined: 
Displaced geostationary orbits 
- Investigate the use of displaced non-Keplerian orbits to provide a solution to the congested 
geostationary orbit that provides true geostationary conditions, outside the geostationary station-
keeping box. 
- In order to enable these orbits, investigate and compare the use of different propulsion strategies 
with particular focus on hybridised SEP and solar sail propulsion, and (where applicable) 
optimise their performance. 
- Investigate optimal transfers to these orbits in order to assess their accessibility. 
Pole-sitter orbits 
- Investigate optimal transfers from LEO to true pole-sitter orbits in order to evaluate their 
accessibility and to allow for a determination of mission performance in terms of payload 
capacity and/or mission lifetime. 
- To overcome limitations in the observations from pole-sitter orbits during the Arctic and 
Antarctic winters, investigate optimal transfers between orbits positioned above the north and 
south poles to only observe the pole that is illuminated. 
- In order to enable both types of transfers, investigate and compare the use of different propulsion 
strategies with particular focus on hybridised SEP and solar sail propulsion. 
1.3 Contributions of thesis 
In this thesis, the potential of non-Keplerian orbits to overcome limitations of Keplerian 
orbits for future geostationary coverage and improved polar observations is demonstrated 
and transfers to these orbits are designed to prove the feasibility of the different concepts and 
to improve their performances. In particular, displaced geostationary orbits and pole-sitter 
orbits are investigated. In all the analyses, the use of a highly-novel type of propulsion (i.e. 
hybrid sail propulsion) is proposed and its potential demonstrated through a thorough 
comparison of its performance with conventional types of propulsion.  
Displaced geostationary orbits 
The literature has already proposed displaced geostationary orbits as solution to the 
congestion of geostationary orbit. However, in all cases, only solar sailing is considered as a 
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method to generate the required acceleration for maintaining the displaced GEO, which 
cannot achieve true geostationary conditions and cannot levitate the orbit outside the 
geostationary station keeping box when using near-term solar sails. By using or adding an 
unconstrained type of propulsion system such as pulsed (i.e. chemical) propulsion or solar 
electric propulsion, this thesis shows that true geostationary conditions outside the 
geostationary station-keeping box can be achieved. This is demonstrated for a range of 
displaced geostationary orbits (i.e. out-of-plane and in-plane displaced GEOs and for a range 
of displacement distances). A mission analysis and systems design approach is developed to 
provide, for the first time, an end-to-end investigation of displaced GEO by investigating the 
performance of different types of propulsion system in terms of mission lifetime versus the 
initial-to-final mass fraction, specific impulse and payload mass. In all analyses, the potential 
of hybrid sail propulsion for a displaced GEO mission is proven and by considering a range 
of solar sail lightness numbers, both near-term and far-term solutions are presented.  
Within the analyses, a set of novel transfers are identified that can significantly improve the 
performance of a displaced GEO mission and can ensure accessibility of displaced GEO. 
These transfers include transfers between non-Keplerian orbits and between Keplerian and 
non-Keplerian orbits for which the optimal control problem is solved and the promising 
performance of hybrid sail propulsion is once more demonstrated.  
Pole-sitter orbits 
Recent studies have shown the feasibility of an Earth pole-sitter mission where a spacecraft 
follows the Earth’s polar axis to provide a continuous, hemispherical view of one of the 
Earth’s poles. The transfer to this pole-sitter orbit, which is required in order to determine the 
mass that can be delivered to such a novel orbit, has not been investigated. Only transfers to 
highly elliptic orbits and Earth synchronous orbits, as approximation to a pole-sitter orbit, 
have been considered. This thesis therefore provides, for the first time, the design of low-
thrust transfers to true pole-sitter orbits. A novel approach is developed that, firstly, divides 
the transfer into a launch phase and a transfer phase. Subsequently, for the launch phase, 
realistic launch vehicle performances are derived and the two phases are rejoined in the 
optimal control problem. This allows to design trajectories that are optimal from LEO to the 
pole-sitter. A large design space is considered by investigating different pole-sitter orbits and 
different launch strategies. For the latter, both high-thrust and low-thrust approaches are 
investigated using either a launch vehicle upper-stage or a low-thrust spiral. Furthermore, 
different performance indices are considered, including minimising the mass required in 
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LEO to deliver a predetermined mass into the pole-sitter orbit and maximising the mass 
injected into the pole-sitter orbit by fully exploiting the performance of the launch vehicle.  
To optimise the transfer for these objective functions, a new shape-based approach is 
developed for generating the initial guess. This shape is a generalisation of the existing 
exponential sinusoidal (exposin) shape and is proven to outperform the exposins for a range 
of test cases, including the transfer to the pole-sitter.  
The results are generated for different types of propulsion system to highlight the benefits of 
hybrid sail propulsion. They can be used for an end-to-end mission analysis and systems 
design of both a near-term and far-term pole-sitter mission, depending on the sail technology 
chosen.  
Finally, another novel transfer is introduced in this thesis that transfers the pole-sitter 
spacecraft between pole-sitter orbits above the north and south poles to only hover above the 
pole that is illuminated at that time. The feasibility of such a transfer is demonstrated and the 
improved performance of hybrid sail propulsion over conventional types of propulsion is 
once again demonstrated. A set of transfers, trading off propellant consumption and 
observational time, is generated that can be substituted into the pole-sitter mission at 
appropriate locations and will be shown to enable an extension of the pole-sitter mission due 
to their limited propellant consumption.  
1.4 Published work 
The contributions mentioned in the previous section have been published in the following 
journal and conference papers. 
Journal papers 
• Heiligers, J., Ceriotti, M., McInnes, C.R., and Biggs, J.D., Displaced Geostationary Orbit 
Design Using Hybrid Sail Propulsion, Journal of Guidance, Control, and Dynamics, 2011 
Volume 34, No. 6, Pages 1852-1866, DOI 10.2514/1.53807. 
• McInnes, C., Ceriotti, M., Colombo, C., Sanchez Cuartielles, J., Bewick, R., Heiligers, J., 
and Lucking, C., Micro-to-Macro: Astrodynamics at Extremes of Length-scale, Acta Futura, 
2011, Volume 4, Pages 81-97, DOI 10.2420/AF04.2011.81. 
• Heiligers, J., Ceriotti, M., McInnes, C.R., and Biggs, J.D., Displaced Geostationary Orbits 
Using Hybrid Low-thrust Propulsion, Acta Astronautica, 2012, Volume 71, Pages 51-67, 
DOI 10.1016/j.actaastro.2011.08.012. 
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• Heiligers, J., Ceriotti, M., McInnes, C.R., and Biggs, J.D., Design of Optimal Earth Pole-
sitter Transfers Using Low-thrust Propulsion, Acta Astronautica, 2012, Volume 79, Pages 
253-268, DOI 10.1016/j.actaastro.2012.04.025. 
• Ceriotti, M., Heiligers, J., and McInnes, C.R., Trajectory and Spacecraft Design for a Pole-
Sitter Mission, Journal of Spacecraft and Rockets, 2012, accepted subject to minor 
corrections. 
• Heiligers, J., Ceriotti, M., McInnes, C.R., and Biggs, J.D., Mission Analysis and Systems 
Design of a Near-term and Far-term Pole-sitter Mission, Acta Astronautica, 2012, in press.  
Conference papers 
• Heiligers, J., Displaced Geostationary Orbits Using Hybrid Low-thrust Propulsion, 
61st International Astronautical Congress, 2010, Prague, Czech Republic. 
• Heiligers, J., Ceriotti, M., McInnes, C.R., and Biggs, J.D., Design of Optimal Earth Pole-
sitter Transfers Using Low-thrust Propulsion, 62nd International Astronautical Congress, 
2011, Cape Town, South Africa. 
• Heiligers, J., Ceriotti, M., McInnes, C.R., and Biggs, J.D., Design of Optimal Transfers 
Between North and South Pole-sitter Orbits, 22nd AAS/AIAA Spaceflight Mechanics 
Meeting, 2012, Charleston, South Carolina, USA. 
• Heiligers, J., Ceriotti, M., McInnes, C.R., and Biggs, J.D., Mission Analysis and Systems 
Design of a Near-term and Far-term Pole-sitter Mission, 1st IAA Conference on Dynamics 
and Control of Space Systems, 2012, Porto, Portugal. 
• Ceriotti, M., Heiligers, J., and McInnes, C.R., Novel Pole-sitter Mission Concepts for 
Continuous Polar Remote Sensing, SPIE Remote Sensing, 2012, Edinburgh, United 
Kingdom. 
1.5 Thesis structure 
In order to investigate the thesis research objectives defined in Section 1.2, Chapter 2 will 
provide necessary background information, including a discussion on the theory and 
applications of non-Keplerian orbits, an overview of different types of low-thrust propulsion 
to enable these non-Keplerian orbits and an outline of the optimal control problem that needs 
to be solved in order to optimise the use of low-thrust propulsion.  
Building upon this background information, the remainder of this thesis can be divided into 
two main parts: the first part covers Chapter 3 and Chapter 4 and focuses on the design of 
displaced geostationary orbits and the transfers involved with this concept. The second part 
spans Chapter 5 to Chapter 7 and investigates optimal transfers to and between Earth pole-
sitter orbits.  
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In Chapter 3, the concept of the displaced geostationary orbit will be discussed and both out-
of-plane and in-plane displaced GEOs will be defined. For comparison purposes, the 
performance of both types of orbit will be assessed for the use of conventional types of 
propulsion, including impulsive and pure solar electric propulsion, and hybrid sail 
propulsion. This performance will be investigated in terms of mission lifetime and a mass 
budget analysis allows the calculation of the payload mass capacity. Finally, the performance 
in displaced GEO is assessed under the influence of perturbations such as the non-uniformity 
of the Earth’s gravitational field and non-ideal properties of the solar sail.  
In Chapter 4, the transfer to the displaced geostationary orbits designed in Chapter 3 will be 
considered in order to investigate their accessibility. In addition, two other transfers will be 
investigated that can improve the performance of hybrid sail propulsion and the performance 
of higher displaced orbits. Initially, the use of pure SEP will be considered, but this is later 
extended to the use of hybrid sail propulsion. For all three types of transfers the optimal 
control problem is defined and a suitable initial guess is derived to eventually solve the 
optimal control problem using both a direct and indirect optimisation method for validation 
purposes.  
Chapter 5 marks the start of the second part of this thesis and presents the design of optimal 
Earth to pole-sitter transfers. The chapter starts by introducing the pole-sitter mission 
concept and defines a set of pole-sitter orbits that will be considered in this thesis, including 
constant altitude, tilted and optimal-fuel pole-sitter orbits. Subsequently, the design approach 
is presented, dividing the transfer into two phases, a high-thrust launch phase and a low-
thrust transfer phase. The optimal control problem in the transfer phase is solved for two 
different types of objective functions to either minimise launch mass or maximise injected 
mass. To solve the optimal control problem, a novel shape-based approach will be presented 
and its applicability demonstrated. Both pure SEP and hybrid sail transfers will be 
considered to outline the potential of hybrid sail propulsion and the results will be validated.  
In Chapter 6 the high-thrust launch phase will be replaced by a low-thrust, minimum-time, 
multi-revolution spiral. The design approach, that includes the use of locally optimal steering 
laws and orbital averaging, will be outlined and the optimal control problem to be solved in 
the spiral will be derived. Using pure SEP, the results in terms of launch mass savings and 
gains in injected mass will be presented. The orbital averaging technique will be critically 
reviewed and additional optimisations to refine the low-thrust spiral will be performed.  
Finally, in Chapter 7, the transfer to overcome limitations in the observations from the pole-
sitter orbit during the polar winters will be investigated. First, two types of transfers, i.e. a 
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short duration and long duration transfer, will be defined for which the optimal control 
problem and suitable initial guesses will be derived. First, minimum SEP propellant transfers 
will be sought and will be presented for both the use of SEP and hybrid propulsion. Then, 
additional transfers, that trade-off propellant consumption and useful observation time per 
pole, will be investigated and all results will be validated. 
Each separate chapter finishes with conclusions, which come together in the overall 
conclusions at the end of this thesis as well as a discussion on future work.  
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Chapter 2             
Non-Keplerian orbits 
In order to investigate the research objectives defined in the previous chapter, this chapter 
introduces the theoretical background that will be used throughout this thesis. In particular, 
the theory on non-Keplerian orbits (NKOs) will be discussed in Section 2.1. A discussion of 
various types of low-thrust propulsion that can be employed to enable these NKOs is 
provided in Section 2.2. Finally, the definition of and ways to solve optimal control problems 
to optimise the use of low-thrust propulsion are described in Section 2.3. 
2.1 Non-Keplerian orbits 
In order to properly introduce the concept of non-Keplerian orbits, this section will begin 
with a discussion on the natural motion of spacecraft in both the two- and three-body 
problems. Subsequently, the use of low-thrust propulsion will be considered to perturb the 
two- and three-body problems and generate the sought for non-Keplerian orbits. 
2.1.1 Natural motion 
Two-body problem 
The natural motion of a smaller body around a larger, central, body were first described 
when Johannes Kepler published two empirical laws about the orbits of planets around the 
Sun in his 1609 work Astronomia Nova De Motibus Stellae Martis.37 He based his laws on 
long-term and precise observations of planetary motion taken by Tycho Brahe.38 Later, in 
1619, Kepler added a third empirical law to these, resulting in the following well-known 
laws:38 
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• Kepler's first law: The orbit of a planet is an ellipse with the Sun at one of the foci 
• Kepler's second law: The radius vector of a planet sweeps out equal areas in equal intervals 
of time 
• Kepler's third law: The ratio between the square of the period and the cube of the major axis 
of the elliptic orbit is equal for all planets 
These laws were validated in 1686 when Isaac Newton published his Philosophiæ Naturalis 
Principia Mathematica,39 which includes Newton's laws of motion and Newton's law of 
gravitation. The latter states that two point masses, 1m  and 2m , attract one another with a 
force that is directly proportional to the product of their masses and inversely proportional to 
the square of the distance between them. In terms of acceleration and in vectorial form, this 
results in: 
 3
C
r
µ
= −r r  (2.1) 
with r  the vector pointing from the larger, central body (body 1) to the smaller body 
(body 2), see Fig. 2.1, and ( )1 2C G m mµ = +  with 116.67384 10G −= ×  m3kg-1s-2 the 
gravitational constant. However, since for many practical applications 2 1m m , the 
parameter Cµ  can be reduced to 1C Gmµ =  and is called the gravitational parameter of the 
central body.  
 
Fig. 2.1 Schematic of two-body problem.  
The analytical solution to Eq. (2.1) is referred to as a Keplerian orbit and is a conic section, 
which was derived in detail by Leonhard Euler in 1744.40 The most common notation of the 
orbit is through the use of the six traditional Keplerian elements: the semi-major axis, a , the 
eccentricity, e , the inclination, i , the right ascension of the ascending node, Ω , the 
argument of periapsis, ω , and the true anomaly, θ , as illustrated in Fig. 2.2. The type of 
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conic section described by the smaller body depends solely on the value for the eccentricity: 
0e =  (circle), 0 1e< <  (ellipse), 1e =  (parabola) and 1e >  (hyperbola).38 
 
Fig. 2.2 Schematic of Keplerian elements. a) Three dimensional representation. b) Projection on 
the orbital plane. 
Circular restricted three-body problem 
Despite Kepler's and Newton's contributions to astrodynamics, the two-body problem can 
not accurately determine the motion of the planets around the Sun since it does not account 
for the masses of the other planets. Because for many applications the influence of a second 
large body cannot be neglected, another commonly used model is the circular restricted 
three-body problem (CR3BP).38 Although, due to the introduction of the influence of the 
second large body, the problem is not Keplerian anymore, it is still considered to be “natural 
motion”.  
In the CR3BP the natural motion of an infinitely small mass, m , (i.e. the spacecraft), is 
described under the influence of the gravitational attraction of two much larger primary 
masses, 1m  and 2m . The gravitational influence of the small mass on the larger masses is 
neglected and the larger masses are assumed to move in circular orbits about their common 
centre-of-mass. Examples of CR3BPs are the Sun-Earth CR3BP, where the Sun represents 
1m  and the Earth 2m , and the Earth-Moon CR3BP, where the Earth represents 1m  and the 
Moon 2m . 
Fig. 2.3 shows the reference frame that is employed in the CR3BP: the origin coincides with 
the centre-of-mass of the system, the x -axis connects the larger masses and points in the 
direction of the smaller of the two, 2m , while the z -axis is directed perpendicular to the 
Periapsis 
2m  
Ω
ω
θ
i
Reference 
 direction 
θ
2a
( )1a e−  
Periapsis 1m  
2m  
1m
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plane in which the two larger masses move. The y -axis completes the right handed 
reference frame. Finally, the frame rotates at constant angular velocity, ω , about the z -axis, 
ˆω=ω z . 
New units are introduced: the sum of the two larger masses is taken as the unit of mass, i.e. 
1 2 1m m+ = . Then, with the mass ratio ( )2 1 2/m m mµ = + , the masses of the large bodies 
become 1 1m µ= −  and 2m µ= . As unit of length, the distance between the main bodies is 
selected, and 1/ ω  is chosen as unit of time, yielding 1ω = , and so one year is represented by 
2pi . In this reference system, the motion of the spacecraft is described by: 
 ( )2 V+ × + × × = −∇r ω r ω ω r   (2.2) 
with [ ]Tx y z=r  the position vector of m . The terms on the left hand side are the 
kinematic, coriolis and centripetal accelerations, respectively, while the term on the right 
hand side is the gravitational acceleration exerted by the primary masses. The latter is given 
by the gradient of the gravitational potential, V : 
 
1 2
1V
r r
µ µ −
= − + 
 
 (2.3) 
Since the centripetal acceleration in Eq. (2.2) is conservative, it can be written as the gradient 
of a scalar potential function, 21
2
Φ = − ×ω r , and can be combined with the gravitational 
potential into a new, effective potential, U : 
 
2 2
1 2
1
2
x yU
r r
µ µ + −
= − − + 
 
 (2.4) 
with [ ]1 Tx y zµ= +r  and ( )2 1 Tx y zµ = − − r . The new set of equations of motion 
then become: 
 2 0U+ × + ∇ =r ω r   (2.5) 
These equations do not have a closed form solution, but yield five equilibrium solutions 
(Lagrange points) when 0U∇ = .38 
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Fig. 2.3 Schematic of circular restricted three-body problem.  
2.1.2  Non-Keplerian motion 
In reality, the actual motion of a satellite will slightly deviate from natural motion due to 
perturbations such as non-spherical properties of the central body, atmospheric drag, and 
solar radiation pressure.8 In addition, using a propulsive force, the satellite can deliberately 
be forced to deviate from a natural path, opening up a wealth of new orbits for the spacecraft 
motion about the central body. In that case the orbit is referred to as non-Keplerian. A 
particular subset of non-Keplerian orbits are displaced NKOs where a continuous 
acceleration is applied perpendicular to or in the orbit plane to displace the orbit from the 
natural Keplerian orbit in the two-body problem.41  
The dynamics of such two-body displaced NKOs can be investigated by considering the 
equations of motion of the spacecraft in a rotating frame of reference. Equilibrium solutions 
of these equations of motion will then provide the sought for displaced NKOs and a 
transformation to an inertial frame will subsequently show that the spacecraft executes a 
circular orbit displaced away from the natural Keplerian orbit.42 Fig. 2.4 shows these 
reference frames where ( ), ,R R RR x y z  is a frame of reference that rotates with constant 
angular velocity ˆ Rω=ω z  with respect to an inertial frame ( ), ,I I II x y z , where the Rz -axis 
and Iz -axis coincide. Furthermore, to maintain the displaced NKO a thrust-induced 
acceleration, a , is assumed. 
The equations of motion of the spacecraft in the rotating reference frame are then given by 
the following equation: 
 2 U+ × + ∇ =r ω r a   (2.6) 
y  
ω
2m  
1m  
1 µ−
µ
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Fig. 2.4 Displaced non-Keplerian orbit reference frames. 
Note that Eq. (2.6) is similar to Eq. (2.5) for 0=a , but is defined here in the two-body 
problem. The radius vector r  thus equals the vector between the central body and the 
spacecraft, see Fig. 2.4, rather than the vector from the three-body barycentre to the 
spacecraft as illustrated in Fig. 2.3. Furthermore, the potential U  can be written using a set 
of cylindrical polar coordinates ( ), ,hρ θ  as shown in Fig. 2.4: 
 ( )21
2
CU
r
µ
ωρ = − + 
 
 (2.7) 
Following the analysis in Reference 41, equilibrium solutions can subsequently be found by 
setting 0= =r r   in Eq. (2.6), which eliminates the first two terms on the left hand side: 
 U∇ = a  (2.8) 
Equation (2.8) directly gives the magnitude and direction of the thrust acceleration required 
to maintain the displaced NKO.42 
Because ω  is constant, no transverse component of the thrust can exist, requiring the thrust 
vector to lie in the plane spanned by the radius vector and the Rz -axis. The thrust direction is 
therefore defined by the pitch angle α  only: 
 
ˆ
tan
ˆ
R
R
U
U
α
×∇
=
⋅∇
z
z
 (2.9) 
Substituting Eq. (2.7) into Eqs. (2.9) and (2.8) results in the following required thrust 
direction and magnitude to maintain the displaced NKO: 
Ix
Iy
I Rz z≡  
Rx  
Ry  ω  
r
h
ρ
a
αDisplaced NKO 
θ
Spacecraft 
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 ( )
2
*
tan , ; 1h
h
ρ ω
α ρ ω
ω
  
 = −  
   
 (2.10) 
 ( ) ( )22 2 2 2 4* *, ;a h hρ ω ρ ω ω ω= − +  (2.11) 
with 
*
ω  the orbit angular velocity of a circular Keplerian orbit with a radius equal to the 
radius of the NKO: 
 ( )* 3/22 2
C
h
µ
ω
ρ
=
+
 (2.12) 
While Eqs. (2.10) and (2.11) provide the general conditions to maintain a displaced NKO, 
three particular families of displaced NKOs are defined in the literature,41, 42 depending on 
the choice of the orbit angular velocity of the NKO: 
• Type I: 
*
ω ω= : the orbit period of the displaced NKO is equal to the orbit period of a 
Keplerian orbit with radius equal to the radius of the NKO. 
• Type II: 3/Cω µ ρ= : the orbit period of the displaced NKO is equal to the orbit period of 
a Keplerian orbit with radius equal to the projected radius of the NKO. 
• Type III: 0ω ω= : the orbit period is constant for any combination of ( ),hρ . 
For each family, the required thrust direction and acceleration can be derived from 
Eqs. (2.10) and (2.11), by substituting the correct condition for ω . Furthermore, the 
acceleration contours for each of the families can be obtained as shown in Fig. 2.5, which 
provide insight in the relative effort required to maintain particular NKOs. These contours 
are provided in a non-dimensional form, with the axes made dimensionless with respect to 
the radius of the central body and the acceleration made dimensionless with respect to the 
gravitation acceleration at unit radius.  
From an extensive literature survey on non-Keplerian orbits by McKay et al.,43 it appears 
that Oberth was the first to mention the existence of a displaced orbit when discussing Earth 
orbiting reflectors for surface illumination in his Wege zur Raumschiffarht.44 He noted that 
due to solar radiation pressure, reflectors in a polar orbit will be displaced in the anti-Sun 
direction. However, it was apparently Dusek in 1966 who was the first to formally mention 
the concept of counter-acting gravity through the use of a propulsive thrust.45  
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Fig. 2.5 Acceleration contour plots for displaced NKOs. a) Type I. b) Type II. c) Type III that is 
synchronous with a Keplerian orbit with radius ρ = 10. The projected radius, ρ, and 
displacement, h, are dimensionless with respect to the central body radius and the 
acceleration is dimensionless with respect to the acceleration at unit body radius. The labels 
represent the following accelerations: (a-b) 1: 10-2, 2: 6.5x10-3, 3: 4.5x10-3, 4: 3x10-3, 5: 2x10-3, 
6: 10-3, 7: 10-4. (c) 1: 3x10-3, 2: 4.5x10-3, 3: 6.5x10-3, 4: 10-2, 5: 2x10-2.42 
Since then, the most extensive investigation of NKOs has been conducted by McInnes and 
co-workers. McInnes was the first to categorise displaced orbits according to their orbital 
period and to consider their stability and control issues.42, 46, 47 Often, the use of solar sails 
(see Section 2.2.2) are used to generate the displaced NKOs.18, 29, 41, 48 Therefore, many of the 
applications are Sun-centred, such as NKOs for solar physics and one year orbits 
synchronous with the Earth for space weather monitoring.46 However, an extension to planet-
centred orbits has also been made49 by considering, for example, NKOs displaced behind the 
Earth to observe the structure of the geomagnetic tail50 and orbits displaced above and 
synchronous with Saturn's rings for high-resolution imaging.51  
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Other authors have also investigated displaced NKOs. For example, the displaced 
geostationary orbit as investigated by Forward15 and Baig18 was already mentioned in 
Section 1.1.1. Furthermore, Nock52 and Spilker53 also investigated the potential of displaced 
NKOs to investigate Saturn rings. Finally, Lu and Love54 and Wie55 proposed the use of 
NKOs to hover over an asteroid.  
Although many of the works listed above consider displaced NKOs in the two-body 
problem, a thrust-induced acceleration can also be added to the equations of motion of the 
three-body problem in Eq. (2.5): 
 2 U+ × + ∇ =r ω r a   (2.13) 
This allows complementing the five Lagrange points (see below Eq. (2.5)) with artificial 
equilibrium points (AEPs), as is shown by the acceleration contour plot in Fig. 2.6 for the 
Earth-Moon CR3BP, as well as orbits around these AEPs. Again, the first complete analysis 
of this problem and many subsequent investigations have been conducted by McInnes and 
co-workers29, 56, 57 and the applications are as numerous as for the two-body problem: 
Forward's concept of the ‘statite’ spacecraft was already previously noted for polar 
observations.28 Other uses of NKOs for polar observations and communications have been 
proposed by Biggs48 and Ceriotti and McInnes.58 Additional applications include solar sail 
equilibria in the ecliptic plane sunward of the L1-point for the NASA/NOAA Geostorm 
mission to enhance space weather warning times59 and applications in the Earth-Moon three-
body problem include lunar south pole coverage by Grebow et al.60 and lunar far side 
communications with the Earth by Simo and McInnes.61 
 
Fig. 2.6 Acceleration contour plot for the Earth-Moon CR3BP. The coordinates and acceleration 
are made dimensionless according to the CR3BP-convention. 
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2.2 Low-thrust propulsion 
In order to enable the non-Keplerian orbits discussed in the previous section, a continuous 
acceleration is required, which can be provided by a range of different propulsion 
technologies. It is well-known that generally all types of space propulsion can be categorised 
into either ‘high-thrust’ (i.e. impulsive) or ‘low-thrust’.  
Traditional, chemical rockets fall into the category of ‘high-thrust’ and, as the name 
suggests, produce a high thrust, but at very low specific impulse. The latter is a way to 
describe the efficiency of a rocket: the higher the specific impulse, the higher the speed of 
the rocket exhaust, the lower the propellant flow rate required for a given thrust and thus the 
less propellant needed. Low-thrust systems only generate a fraction of the thrust generated 
by high-thrust systems. However, since the propellant is accelerated to much higher exhaust 
velocities, they achieve a much higher specific impulse and are thus much more fuel 
efficient.62 
Since the non-Keplerian orbits discussed in the previous section require a continuous thrust 
throughout the mission lifetime, it can be expected that low-thrust systems will be much 
more efficient for this purpose than high-thrust systems. Therefore, in this section, a variety 
of low-thrust propulsion systems will be discussed, starting with solar electric propulsion in 
Section 2.2.1, solar sailing in Section 2.2.2 and finally hybrid sail propulsion in 
Section 2.2.3.  
2.2.1 Solar electric propulsion 
The first notion of electric propulsion was provided by Konstatin Tsiolkovsky in 1911.63 
However, Robert H. Goddard would be the first to conduct experiments with an actual low-
thrust engine in 1916-1917. Still, it would take until 1964 for the first successful tests of 
electric propulsion in space to occur with NASA's Space Electric Rocket Test 1 (SERT 1).64 
From then on, electric engines began to be used more regularly, but only for satellite station-
keeping in GEO.  
Only later, in 1998, with the launch of NASA's NSTAR (NASA Solar Technology 
Application Readiness) thruster onboard the Deep Space 1 mission, would electric 
propulsion become the main propulsion technology for a deep space mission.65 After its 
successful demonstration, electric propulsion flew on multiple other missions, including 
ESA's first Small Mission for Advanced Research in Technology (SMART-1; 2003),66 
JAXA's Hayabusa (2003),67 NASA's Dawn mission (2007)68 and ESA's Gravity Field and 
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Steady-State Ocean Circulation Explorer (GOCE; 2009),69 and is expected to be utilised in a 
number of future missions such as ESA’s BepiColombo mission70 and the joint NASA/ESA 
LISA Pathfinder mission.71  
All missions noted above used a particular form of electric propulsion, namely solar electric 
propulsion (SEP), which uses electric power generated by solar panels, to accelerate an 
ionised gas to high velocities. Xenon is commonly used as propellant, which is a neutral gas 
but is ionised by impacting it with electrons. Depending on the type of thruster used, 
different ways of accelerating the positively charged Xenon ions are employed. For the 
NSTAR thruster of the Deep Space 1 mission and the majority of other engines that have 
flown, the Xenon ions are accelerated electrostatically due to a potential difference over a 
positive and negative grid. Finally, by injecting a separate beam of electrons into the exhaust, 
the positively charged ions are neutralised.72 
The acceleration that the SEP thruster can generate is given by: 
 SEP
m
=
T
a  (2.14) 
with T  the SEP thrust vector and m  the instantaneous mass of the spacecraft. Due to the 
consumption of propellant during the mission lifetime, the mass of the spacecraft will 
decrease. The rate at which this occurs is given by the following differential equation that 
has to be added to the equations of motion in Eqs. (2.6) (two-body problem) and (2.13) 
(three-body problem): 
 
0sp
m
I g
= −
T

 (2.15) 
with 
spI  the specific impulse and 0g  the Earth standard gravitational acceleration. 
Based on previous, current and future ion engine technology, see Table 2.1, a fixed specific 
impulse of 
spI = 3200 s is assumed throughout this thesis. It is foreseen that this impulse 
allows levels of thrust of approximately 0.2 N, which is considered suitable for the 
spacecraft and applications under consideration. Note that higher values of specific impulse 
can be achieved with current SEP technology (e.g. the ARC/Astrium FEEP (Field-Emission 
Electric Propulsion) thruster can provide a specific impulse of up to 8,000 s), but the 
corresponding achievable thrust levels are expected to be too low to enable the NKOs 
considered in this thesis.73 
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In case larger thrust magnitudes than 0.2 N are required, the option of clustering multiple 
engines will be investigated, and where applicable limitations on propellant throughput will 
be considered. Finally, note that, although a fixed specific impulse is adopted, it is assumed 
that the engine is still able to throttle between zero-thrust and maximum thrust without 
penalising the specific impulse.  
Table 2.1 SEP thruster specifications with Tmax the maximum thrust magnitude and Isp the 
specific impulse. 
Thruster Developer maxT , N spI , s 
NSTAR72, 74 NASA 0.092 3,120 
RIT-XT75 EADS/Astrium 0.210 2,500-5,500 
NEXT72, 76 NASA 0.236 4,190 
QinetiQ T677 QinetiQ 0.03-0.210 4,700 (@0.2 N) 
FEEP73 ARC/Astrium 0.1-15 × 10-6 4,000-8,000 
2.2.2 Solar sailing 
It was again Konstantin Tsiolkovsky who, in 1921, was the first to suggest that spacecraft 
could be propelled through space by using sunlight,78 although Tsander published the first 
practical paper on solar sailing in 1924.79 However, once again, it would take almost a 
century before the technology had become available to deploy a solar sail in space and 
successfully demonstrate its use as a propulsion system: in 2010 the Japanese space agency 
launched its Interplanetary Kite-craft Accelerated by Radiation Of the Sun (IKAROS) 
mission80 and NASA followed a few months later with the NanoSail-D2 nanosatellite,81 
although it did not demonstrate solar sailing.  
Research in the field of solar sailing is flourishing, driven by the huge potential of solar sail 
missions that are not constrained by propellant mass: solar sailing exploits the radiation 
pressure generated by solar photons reflecting off a large, highly reflecting sail to produce a 
continuous thrust. With the Sun as ‘propellant’ source, solar sail missions have in principle 
infinite lifetime.41 
Three parameters are often used to indicate the performance of a solar sail: 
1. Sail lightness number, β : 
The solar sail lightness number can be defined as the ratio of the solar radiation pressure 
acceleration and the solar gravitational acceleration. Equivalently, it can be defined as the 
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ratio of the system loading (i.e. the ratio of the spacecraft mass to the solar sail area, 
/
s
m Aσ = ) and the critical sail loading, *σ :41 
 
*σβ
σ
=  (2.16) 
The critical sail loading is a unique constant which is defined by the solar luminosity, L

, 
the speed of light, c , and the gravitational parameter of the Sun, µ

:41 
 
* 21.53 g/m
2
L
c
σ
pi µ
= =


 (2.17) 
Eq. (2.16) shows that for a sail loading equal to the critical sail loading, the lightness number 
is unity, indicating that the solar radiation pressure acceleration is exactly equal to the solar 
gravitational acceleration. However, for a near-term solar sail, values of β  up to 0.05 can be 
assumed.82 Recent solar sail demonstrators, however, have even lower lightness numbers: 
JAXA’s IKAROS has a 20-m-diagonal square sail and weighs 307 kg ( β = 0.001),80 while 
NASA’s NanoSail-D2 weighs 4 kg and has a sail area of 10 m2 ( β = 0.003).81 
 
2. Sail loading, 
s
σ :  
The sail loading is the mass of the sail per unit surface area, /
s s s
m Aσ = . It is expected that 
technological developments should enable sails of 10 g/m2 in the near future. Ultra-thin sails 
(around 2 µm of thickness) are expected in the mid- to far-term timeframe and can lead, for 
large sails, to sail loadings of the order of 5 g/m2.83, 84 
 
3. Characteristic acceleration, 
c
a : 
The characteristic acceleration is the acceleration that the solar sail can generate at 
1 Astronomical Unit (AU), AUr , and when it is flat, facing the Sun: 
 2c
AU
a
r
µβ=   (2.18) 
This equation also clearly shows the definition of the sail lightness number as for 1β =  the 
acceleration produced by the solar sail is equal to the solar gravitational acceleration.41 
The three performance parameters are closely linked: the larger the sail lightness number, the 
larger the characteristic acceleration. A larger value for β  can be achieved by a lower 
system loading, which in its turn is achieved by a larger sail area or a smaller sail mass (and 
thus by a smaller sail loading) or a smaller spacecraft mass.  
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Once the performance of the solar sail in terms of one of these parameters is known, the 
actual acceleration produced by the solar sail can be computed. Throughout this thesis, 
different sail models are used to obtain this acceleration, depending on which one is most 
applicable and the accuracy required. These sail models are listed below in increasing order 
of accuracy.  
Ideal solar sail 
An ideal solar sail is a sail that is perfectly reflecting. The incoming solar photons are 
therefore specularly reflected and the solar radiation pressure force (in direction nˆ ) is 
perpendicular to the sail surface, see Fig. 2.7. The derivation of the resulting sail acceleration 
is given in Reference 41 and starts from the force produced by the photons impinging on the 
solar sail: 
 ( )ˆ ˆ ˆi s s sPA= ⋅F n r r  (2.19) 
with P  the solar radiation pressure exerted on the sail and ( )ˆ ˆs sA ⋅n r  the area of the solar sail 
projected onto the direction of the incoming photons. The reflected photons produce a force 
that is equal in magnitude but directed in the specular reflected direction, ˆ
r
−r : 
 ( )ˆ ˆ ˆr s s rPA= − ⋅F n r r  (2.20) 
Adding Eqs. (2.19) and (2.20) and using the relation ( )ˆ ˆ ˆ ˆ2s r s− = ⋅r r n r n  gives the total force 
exerted on the solar sail: 
 ( )2ˆ ˆ ˆ2 s sPA= ⋅F n r n  (2.21) 
Furthermore, the solar radiation pressure can be found from the solar energy flux, W , at a 
distance 
s
r  from the Sun, i.e. the energy crossing a unit sail area in unit time: 
 24 s
LWP
c crpi
= =

 (2.22) 
Substituting Eq. (2.22) into Eq. (2.21) and dividing by the spacecraft mass to obtain the solar 
sail acceleration gives: 
 ( )221 ˆ ˆ ˆ2 ss s
s
L A
c mrpi
= ⋅a n r n  (2.23) 
Finally, substituting Eq. (2.16) and (2.17) provides: 
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 ( )22 ˆ ˆ ˆs s
sr
µβ= ⋅a n r n  (2.24) 
The cone angle of the sail, 
c
α , see Fig. 2.7, is measured between the normal of the sail 
(which for the ideal sail coincides with the solar radiation pressure force) and the Sun-sail 
vector, ˆ
s
r . The scalar product ( )ˆ ˆs⋅n r  in Eq. (2.24) could therefore also be written as cos cα . 
Finally, note that the solar sail is unable to generate a thrust component in the direction of 
the Sun and therefore 0,90cα  ∈  

.
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Fig. 2.7 Ideal solar sail model (specular reflection) 
Optical solar sail 
Although the ideal model is appropriate for initial investigations of the performance of the 
solar sail, the assumption of pure specular reflection does not hold in reality. A better 
approximation is to include the absorption of photons in the sail model, resulting in the so-
called optical sail model.85 This will result in a solar radiation pressure force that is no longer 
perpendicular to the solar sail, but instead also generates a component parallel to sail, along 
the unit vector ˆt , see Fig. 2.8.  
The acceleration produced by the solar sail can be derived by starting from the force 
generated due to absorption of the incident sunlight: 
 
ˆcos
a s c s
PA α=F r  (2.25) 
Using the transformation ˆˆ ˆcos sin
s c c
α α= +r n t , Eq. (2.25) can be written as: 
 ( )ˆˆcos cos sina s c c cPA α α α= +F n t  (2.26) 
Part of the photons will be specularly reflected in direction ˆˆ ˆcos sin
r c c
α α= − +r n t . This 
portion is indicated by the parameter 
s
r  and produces the following force: 
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 ( )ˆˆcos cos sins s s c c cPA r α α α= − − +F n t  (2.27) 
The force generated by the incoming photons is still described by Eq. (2.19) and the total 
force produced is therefore given by adding Eqs. (2.19) and (2.27). Rewriting that result in a 
similar way as done to obtain Eq. (2.24) for an ideal solar sail, provides the following 
acceleration produced by an optical sail: 
 2
1
ˆˆcos sin cos
2s c c c
s
g h
r
µβ α α α = + a n t   (2.28) 
with g  and h  coefficients that are a function of the reflectively of the solar sail, 
s
r , as 
follows: 
 1 , 1
s s
g r h r= + = −    (2.29) 
In this thesis, a reflectivity of 
s
r = 0.9 is assumed,85 but note that, for an ideal solar sail with 
s
r = 1, Eq. (2.28) reduces to Eq. (2.24). 
 
Fig. 2.8 Optical solar sail model (specular reflection + absorption) 
Parametric, degrading solar sail 
The most high-fidelity model used in this thesis is a parametric solar sail model that takes 
into account that the sail's optical properties will degrade during the mission lifetime.82 This 
model considers reflection, absorption and emission of solar radiation by the solar sail and is 
illustrated in Fig. 2.9. The derivation of the acceleration generated by such a solar sail starts 
from Eq. (2.25). Subsequently, it is assumed that part of the absorbed photons will be 
reflected, indicated by the parameter r , of which part will be specularly reflected (parameter 
s
r ) and part will be non-specularly reflected, 1
s
r−  . The resulting forces are: 
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( )
( )
2
ˆˆcos cos sin
ˆ1 cos
s s s c c c
ns fr s s c
PA rr
B PA r r
α α α
α
= − − +
= −
F n t
F n

 
 (2.30) 
where frB  is the non-Lambertian coefficient of the front side of the solar sail to account for 
the fact that the sail does not appear equally bright when viewed from different angles.82 
Finally, the photons that are not reflected, i.e. ( )1 r−  , are re-emitted as thermal radiation on 
both the front and back side of the solar sail and generate the following force:41 
 ( ) ˆ1 cosfr fr b be s c
fr b
B B
PA r
ε ε
α
ε ε
−
= −
+
F n  (2.31) 
with ε  the emissivity and the subscripts ‘ fr ’ and ‘ b ’ indicating the front and back sides of 
the solar sail. Adding the separate force components in Eqs. (2.19), (2.26), (2.30) and (2.31) 
results in the following forces normal and tangential to the solar sail: 
 
( ) ( ) ( )
( )
2
ˆ1 cos 1 cos 1 cos
ˆ1 cos sin
fr fr b b
n s s c fr s c c
fr b
t s s c c
B B
PA rr B r r r
PA rr
ε ε
α α α
ε ε
α α
 
−
= + + − + −  + 
= −
F n
F t
   

 (2.32) 
More convenient is to obtain the force components in the normal direction and the direction 
of the sunlight, ˆ
s
r . Once again using the transformation ˆˆ ˆcos sin
s c c
α α= +r n t  results in: 
( ) ( ) ( )2ˆ ˆ1 cos 2 cos 1 cos 1 cosfr fr b bs s c s s c fr s c c
fr b
B B
PA rr rr B r r r
ε ε
α α α α
ε ε
  
−
 = − + + − + − 
  +  
F r n      (2.33) 
Using the notations 
 ( ) ( ) ( )1 2 31 , 2 , 1 1 fr fr b bs s fr s
fr b
B B
b rr b rr b B r r r
ε ε
ε ε
−
= − = = − + −
+
    
 (2.34) 
provides the following form of the parametric force model:82, 86 
 ( )( )21 2 3ˆ ˆcos cos coss c s c cPA b b bα α α= + +F r n  (2.35) 
Dividing Eq. (2.35) by the spacecraft mass gives the solar sail acceleration and further 
rewriting using Section 2.2.2 finally provides: 
 ( )( )1 2 321 ˆ ˆcos cos2s c s c
s
b b b
r
µβ α α= + +a r n  (2.36) 
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This new solar sail acceleration thus takes into account the optical characteristics of the solar 
sail which is defined by a set of six optical coefficients: r , 
s
r , frε , bε , frB  and bB . 
Assuming that the front of the solar sail has a highly reflective aluminium coating and the 
back side a highly emissive chromium coating, the following values can be adopted for each 
of the coefficients: r = 0.88, 
s
r = 0.94, frε = 0.05, bε = 0.55, frB = 0.79 and bB = 0.55.82 
 
 
Fig. 2.9 Parametric solar sail model (specular reflection + absorption + diffuse reflection + 
thermal emission) 
An even more refined model of the solar sail can be obtained when considering that the sail’s 
optical properties will degrade during the mission lifetime and that the optical coefficients 
vary over time. To model this variation, the environmental history of the solar sail (i.e. the 
radiation dose) has to be known. Reference 82 provides an estimate for this radiation dose, 
Σ , by assuming that it is dependent on the distance from the Sun and the attitude history of 
the sail: 
 ( )
0
2
2
cos
t
c
AU AU
t
t W r dt
r
αΣ = ∫  (2.37) 
The dimensionless radiation dose, Σ , can be obtained by dividing Eq. (2.37) with the 
radiation dose received by a solar sail at 1 AU during one year while having its surface 
perpendicular to the Sun. This radiation dose equals 243.1 GJ/mAU yearW t⋅ = .  
Reference 82 shows that the variation of the coefficients bε , frB  and bB  is negligible. 
However, for the other three coefficients it is assumed that they vary exponentially between 
their initial value and the value at infinite time. For example, for the reflection coefficient 
(but similarly for the other two remaining coefficients): 
 ( ) ( ) ( )0 exp rr t r r r tλ∞ ∞  = + − − Σ      (2.38) 
c
α  
nˆ  
ˆt  
ˆ
s
r  
Specular 
reflection Diffuse 
reflection 
Thermal  
emission 
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with 
r
λ  the degradation constant associated with the reflection coefficient. This constant is 
related to the half-life solar radiation dose, ˆ
r
Σ  , which is the dimensionless solar radiation 
dose at which the reflection coefficient reaches its midway value, i.e. ( )0 / 2r r r∞ ∞+ −   . A 
value for ˆ
r
Σ   can only be assumed on empirical basis (a common value is 0.5),82 but once it is 
known, the degradation constant is given by 
 
ln 2
ˆ
r
r
λ =
Σ 
 (2.39) 
With a half-life solar radiation dose assigned to each optical coefficient, the number of 
parameters in the sail model grows considerably. Therefore, in order to limit the number of 
parameters, Reference 82 proposes to define one single half-life radiation dose, ˆΣ , (and thus 
one single degradation constant, λ ) and instead introduce a degradation factor, d , such that: 
 
( )
( )
( )
0
, ,0
, ,0
/ 1
/ 1
1
s s
fr fr
r r d
r r d
dε ε
∞
∞
∞
= +
= +
= +
 
 

 (2.40) 
A common value for the degradation factor is 0.05.82 Substituting Eq. (2.40) and all 
assumptions into Eq. (2.38) gives: 
 
( ) ( )( ) ( )
( ) ( )( ) ( )
( ) ( )( )( )
0
,0
,0
1 exp / 1
1 exp / 1
1 1 exp
s s
fr fr
r t r d t d
r t r d t d
t d t
λ
λ
ε ε λ
 = + − Σ + 
 = + − Σ + 
 = + − − Σ 
  
  

 (2.41) 
which is to be used when computing 1b , 2b  and 3b  in Eq. (2.36). 
2.2.3 Hybrid sail propulsion 
In the two previous sections, solar electric propulsion and solar sailing have been considered 
as low-thrust propulsion technologies to enable the non-Keplerian orbits discussed in 
Section 2.1. However, both types of propulsion system have their advantages and 
disadvantages. For example, solar electric propulsion has significant flight heritage, which 
has resulted in a high technology readiness level (TRL) and a low advancement degree of 
difficulty (AD2), which is an indication of the difficulty to mature a technology on the TRL 
scale.87 However, since it relies on propellant to generate an acceleration, its mission lifetime 
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and therefore its applications are limited. Solar sailing is not constrained by propellant, 
causing the mission lifetime to be infinite, in principle. However, solar sailing has its own 
disadvantages, the main one being the fact that despite recent advances in solar sailing, the 
TRL of solar sailing as primary propulsion system on a reasonable sized mission is still 
rather low and its AD2 is high.87 In addition, a solar sail cannot generate a thrust component 
in the direction of the Sun, which limits its applications.  
Considering the disadvantages and limitations of solar sails and SEP, Leipold and Götz88 
proposed a hybridisation of the two systems on the same spacecraft. Because, at the cost of 
increased spacecraft and mission design complexity, the separate systems complement each 
other, cancelling their disadvantages and limitations: since only small solar sails will be 
required, the hybridisation lowers the solar sail AD2. The hybrid spacecraft can therefore be 
seen as a way to gradually introduce solar sails for space applications. Furthermore, while 
the solar sail lowers the demand on the SEP propellant mass, the SEP system can provide a 
thrust component in the direction of the Sun (which the solar sail is unable to generate). This 
is under the assumption that the SEP system is mounted on a gimbal such that the two 
propulsion systems can steer independently of each other. However, the direction of the SEP 
thrust force cannot be such that it lies in the plane of the solar sail. This would cause 
contamination of the sail and the total amount of net thrust available from the SEP thruster 
would be reduced compared to the case where the exhaust can escape in an undisturbed way. 
Such hybrid systems, coined hybrid sail propulsion, have already been suggested to enable 
interplanetary transfers,89, 90 to allow for periodic orbits in the vicinity of the Lagrange points 
in the Earth-Moon system for lunar communication purposes91 and to generate artificial 
equilibria in the Earth-Sun three-body problem.85 All studies show to some extent an 
improvement for hybrid sails over the use of pure SEP or pure solar sailing in terms of 
propellant mass consumption, required thrust magnitude levels and/or initial spacecraft mass. 
The acceleration produced by a hybrid sail is obtained by adding the accelerations produced 
by the SEP thruster, see Eq.(2.14), and the solar sail, see Eqs. (2.24), (2.28) or (2.36): 
 h SEP s= +a a a  (2.42) 
However, in doing so, the following two issues need to be taken into account. 
First, from the definition of the sail lightness number in Eq. (2.16) it becomes clear that the 
sail lightness number is a function of the spacecraft mass.85 Since the mass of the hybrid sail 
spacecraft decreases due to the consumption of propellant by the SEP system, the parameter 
β  increases according to: 
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0
0
m
m
β β=  (2.43) 
where 0β  indicates the sail lightness number at the start of the mission, corresponding to the 
initial mass of the spacecraft. This expression has to be substituted into the solar sail 
accelerations defined in Eq . (2.24), (2.28) or (2.36). 
Second, in conventional spacecraft, the power required to operate the SEP thruster is 
generated by solar panels. However, in the case of a hybrid sail spacecraft, such an 
architecture might prove difficult due to the presence of the sail. Therefore, as was proposed 
by Leipold and Götz88 and as used for the IKAROS spacecraft,92 it is assumed that part of the 
solar sail surface is covered with thin film solar cells (TFSC) to generate power. Clearly, the 
thin film solar cells will have a reflectively different from the reflectivity of the solar sail 
(their reflectivity is lower, as part of the light is absorbed and converted into electric power). 
For the optical sail model this is taken into account by adapting Eq. (2.29) as follows: 
 ( ) ( )1 , 1TF TFs TF s s TF s
s s
A A
g r r r h r r r
A A
= + + − = − − −        (2.44) 
with 0.05TF sA A=  the TFSC area as a function of the total sail area, where the 5 percent 
TFSC coverage is based on previous studies85 and the IKAROS mission,93 and 0.4TFr =  the 
reflectivity of the TFSC.85  
2.3 Optimal control problems 
In order to optimise the use of low-thrust propulsion for enabling the non-Keplerian orbits 
and transfers defined in the research objectives of Section 1.2, the accompanying optimal 
control problem needs to be solved. In this section, the definition of an optimal control 
problem is given. The methods used to solve the optimal control problem are usually 
classified into indirect and direct methods, which will be discussed in Sections 2.3.2 and 
2.3.3, respectively. Finally, in Section 2.3.4 more details of the particular direct method used 
throughout this thesis will be given, while Section 2.3.5 discusses the generation of initial 
guesses. 
36 
 
2.3.1 Definition 
In general, an optimal control problem94 is to find a state history ( ) xnt ∈x   and a control 
history ( ) unt ∈u  , with 0 , ft t t ∈    the independent variable, that minimises the cost function: 
 ( ) ( ) ( )( )
0
0 0, , , , , , ,
ft
f f g
t
J M t t L t t t dt= + ∫x x p x u p  (2.45) 
Equation (2.45) shows that a set of parameters, pn∈p  , may be incorporated that are not 
dependent on the independent variable. Usually, the independent variable is time, but this 
can vary depending on the problem under consideration. The first term on the right hand side 
of Eq. (2.45) is the endpoint (Mayer form) cost function, which is only a function of the 
initial (subscript ‘ 0 ’) and final (subscript ‘ f ’) states and time, while the second term is the 
Lagrange cost function and is a function of time. If both cost functions are present, the 
problem is referred to as a problem of Bolza.95 
While minimising the objective function in Eq. (2.45), the dynamics of the system have to be 
satisfied, which are defined by a set of ordinary differential equations: 
 ( ) ( ) ( )( ), , ,t t t t=x f x u p  (2.46) 
In addition, constraints at the initial time, 00
nφ∈φ , and final time, fnf φ∈φ , can be defined, 
which are referred to as event constraints: 
 
( ) ( )( )
( ) ( )( )
0 0 0 0, , , 0
, , , 0f f f f
t t t
t t t
≥
≥
x u p
x u p
φ
φ
 (2.47) 
Furthermore, algebraic path constraints, cn∈c  , might have to be enforced onto the system: 
 ( ) ( )( ), , , 0t t t ≤c x u p  (2.48) 
Finally, bounds on the state and control variables and parameters can be defined as: 
 ( ) ( ); ;l u l u l ut t≤ ≤ ≤ ≤ ≤ ≤x x x u u u p p p  (2.49) 
2.3.2 Indirect methods  
The traditional way of solving the optimal control problem defined in the previous section is 
by using calculus of variations, which provides a set of first-order necessary conditions for 
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optimality. The result is a Hamiltonian (or two-point) boundary-value problem (HBVP) that 
needs to be solved. Since it is the HBVP that is solved rather than the original problem, this 
approach is referred to as ‘indirect’.  
To derive the optimality conditions, the cost function in Eq. (2.45) is expanded to include the 
dynamics and constraints:96 
 
( ) ( ) ( )( ) ( ) ( )( )
( ) ( ) ( )( ) ( ) ( ) ( )( )
0
0 0 0 0 0 0 0, , , , , , , , , ,
( ), ( ), , ( ( ), ( ), , ) , , ,
f
T T
f f f f f f f
t
T T
g
t
J M t t t t t t t t
L t t t t t t t t t t t t dt
= − −
 + − − − ∫
x x p ν x u p ν x u p
x u p λ x f x u p µ c x u p


φ φ
 (2.50) 
where ( ) xnt ∈λ   are the adjoint variables, or costates, 00 nφ∈ν   and fnf φ∈ν   the Lagrange 
multipliers associated with the initial and final boundary conditions and ( ) cnt ∈µ   the 
Lagrange multiplier function associated with the path constraints. Subsequently, the 
variation of this augmented cost function with respect to each variable is set to zero, which 
provides the previously mentioned set of optimality conditions. For this, it is convenient to 
define the augmented Hamiltonian:96 
 ( ) ( ) ( ) ( ) ( )( )( ), ( ), ( ), ( ), , ( ), ( ), , ( ) ( ( ), ( ), , ) , , ,T TgH t t t t t L t t t t t t t t t t t= + −x λ u µ p x u p λ f x u p µ c x u p  (2.51) 
from which the following conditions (i.e. HBVP) can be derived:94, 96, 97 
 
( ) ( ) ( ) ( ) ( ) ( )
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0
0 0
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
φ φ
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φφ
 (2.52) 
The control equations provide the optimal control law through Pontryagin’s minimum 
principle,98 which states that the optimal control law is the one that minimises the portion of 
the Hamiltonian that explicitly depends on the control vector u .  
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The advantages of the indirect approach are its high accuracy and the assurance that the 
solution satisfies the optimality conditions. However, deriving the HBVP may not always be 
straightforward and convergence to a solution depends on the quality of the initial guess.96 
This is especially true for the profile of the costates, which is often non-intuitive and difficult 
to obtain.  
2.3.3 Direct methods 
In order to overcome some of the limitations noted for the indirect methods described in the 
previous section, direct methods have been developed.94 Rather than formulating the HBVP 
as an alternative to the optimal control problem, the direct approach converts the infinite 
dimensional optimal control problem into a finite dimension non-linear programming (NLP) 
problem. In most direct methods this is achieved by discretising the domain of the 
independent variable into a prescribed, finite number of subintervals whose endpoints are 
called nodes.96 In that case, the method is referred to as a transcription method. The NLP 
problem is subsequently numerically solved by non-linear programming methods.94  
As such, the direct method does not require the analytical derivation of a set of optimality 
conditions and in general reaches convergence with a much less accurate initial guess than 
required for an indirect method. Moreover, it does not require an initial guess for the 
costates, of which it was said that it is non-intuitive and difficult to obtain. This makes direct 
methods especially attractive for complicated problems. However, for some direct methods 
the costate information is not available, which makes it difficult to check whether the 
solution found by the NLP solver is truly the optimal solution.99 
Many different types of direct methods exist, depending on which time dependent variables 
are discretised and which type of function is used to approximate and interpolate these time 
dependent variables at the nodes. Some techniques only discretise the control variables and 
are therefore called control parameterisation methods. Using the control and starting from 
the initial state vector, the dynamics are integrated numerically over the interval of the 
independent variable, after which the constraints and objective function are checked and 
used to determine the search direction for the NLP solver. Examples of this method are 
shooting methods and multiple shooting methods. Alternatively, both the control and the 
state variables can be discretised, in which case the dynamics can be converted into algebraic 
constraints rather than integrating them numerically.96, 99  
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Considering the interpolating function, many different schemes have been proposed in the 
literature, ranging from linear and cubic splines100 to global orthogonal polynomials in which 
case the direct method is referred to as a pseudospectral method.  
Pseudospectral methods were originally developed to solve partial differential equations, but 
have become increasingly of interest for solving optimal control problems.101, 102 The reason 
underlying this increased interest is the fact that the characteristics of the orthogonal 
polynomials are very well suited to the mathematical operations required to solve the optimal 
control problem: functions can be very accurately approximated, derivatives of the state 
functions at the nodes are computed by matrix multiplication only and any integral 
associated with the problem is approximated using well-known Gauss quadrature rules. This, 
together with the fact that pseudospectral methods have a rapid rate of convergence (i.e. 
convergence to a very accurate solution with few number of nodes),103 is the reason for using 
pseudospectral methods in this thesis. More details on pseudospectral methods will be given 
below. 
First, it must be noted that pseudospectral methods are a collection of different 
methodologies that differ from each other in the interpolating function used (often 
Legendre101 or Chebyshev104 polynomials), but also in the choice for the discretisation. For 
example, the Gauss pseudospectral method103 uses N  Legendre-Gauss (LG) nodes which 
correspond to the roots of the thN  degree Legendre polynomial, NL . Alternatively, the 
Legendre pseudospectral method uses N  Legendre-Gauss-Lobatto (LGL) nodes which are 
the roots of NL . Note that all pseudospectral methods use a non-uniform distribution of the 
nodes (i.e. a denser distribution towards the edges of the interval) to prevent the Runge-
phenomenon, which causes the approximation near the edges of the interval to be very poor 
for high-degree polynomial interpolation.105 Since the optimal control solver used throughout 
this thesis makes use of the Legendre pseudospectral method, some more details will be 
given for that particular technique following References 96, 102 and 106.  
The Legendre polynomial of order N  is given by 
 ( ) ( )21 1
2 !
N N
N N N
dL
N d
τ τ
τ
= −  (2.53) 
with kτ  and 0,...,k N= , 0 1τ = −  and 1Nτ =  the LGL nodes which are the roots of ( )NL τ  as 
previously noted. Let ( )f τ  be the smooth function representing the state or control profile 
on the interval [ ]1,1− . Then, ( )F τ  is an approximation of that function through 
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 ( ) ( ) ( ) ( )
0
N
k k
k
f F fτ τ τ ϕ τ
=
≈ =∑  (2.54) 
with ( )kϕ τ  the Lagrange interpolating polynomial defined as 
 ( ) ( ) ( )
( ) ( )2 11
1
N
k
N k k
L
N N L
τ τ
ϕ τ
τ τ τ
−
=
+ −

 (2.55) 
The derivative of the function ( )f τ  can subsequently be approximated using a 
differentiation matrix, ( ) ( )1 1N NkiD + × +∈ , as follows: 
 ( ) ( ) ( )
0
N
k k ki i
i
f F D fτ τ τ
=
≈ =∑   (2.56) 
with 
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N i k i
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k i
L
N N
k iD
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k i N
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τ τ τ
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 +
− = =
= 

+
= =


 (2.57) 
Finally, using the Legendre polynomial, the integral of a function ( )h τ  can be approximated 
through Gauss quadrature, consisting of a weighted sum of the function values at the 
discretisation nodes: 
 ( ) ( )
1
01
N
k k
k
h d h wτ τ τ
=
−
≈∑∫  (2.58) 
with the weights kw  given by 
 ( ) ( ) 2
2 1
1k
N k
w
N N L τ
=
+  
 
 (2.59) 
In order to apply Eqs. (2.54) to (2.59) to the optimal control problem defined in 
Section 2.3.1, the problem needs to be transformed to a new independent variable as 
[ ]0 , 1,1ft t t τ ∈ → ∈ −   through 
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0
0 0
2 f
f f
t tt
t t t t
τ
+
= −
− −
 (2.60) 
This results into the following new definition of the optimal control problem: find a state 
history ( ) xnτ ∈x   and a control history ( ) unτ ∈u  , with 0 , fτ τ τ ∈    the independent 
variable, that minimises the cost function: 
 ( ) ( )( ) ( )
0
0
0 0, , , , ( ), ( ), ,2
f
f
f f g
t t
J M t t L d
τ
τ
τ τ τ τ τ τ
−
= + ∫x x p x u p  (2.61) 
subject to the following dynamics, event constraints, path constraints and bounds on the state 
and control variables: 
 
0( ) ( ( ), ( ), , )
2
ft t
τ τ τ τ
−
=x f x u p  (2.62) 
 
( ) ( )( )
( ) ( )( )
0 0 0 0, , , 0
, , , 0f f f f
t
t
τ τ
τ τ
≥
≥
x u p
x u p
φ
φ
 (2.63) 
 ( ) ( )( ), , , 0τ τ τ ≤c x u p  (2.64) 
 ( ) ( ); ;l u l u l uτ τ≤ ≤ ≤ ≤ ≤ ≤x x x u u u p p p  (2.65) 
Subsequently using an thN -order Lagrange polynomial based on interpolation at the LGL 
nodes, the optimal control problem defined in Eqs. (2.61) to (2.65) can be discretised. The 
state and control profiles then become: 
 ( ) ( ) ( ) ( ) ( )1
0
x
N
n N
k k
k
τ τ τ ϕ τ × +
=
≈ = ∈∑x X x X   (2.66) 
 ( ) ( ) ( ) ( ) ( )1
0
u
N
n N
k k
k
τ τ τ ϕ τ × +
=
≈ = ∈∑u U u U   (2.67) 
Furthermore, using the differentiation matrix in Eq. (2.57) the dynamics are given by: 
 ( ) ( ) ( ) ( )1
0
x
N
n N
k k ki i
i
Dτ τ τ × +
=
≈ = ∈∑x X X X    (2.68) 
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The following step is the key step of all collocation methods to which the Legendre 
pseudospectral method belongs. A collocation method requires the approximation of the 
dynamics to be equal to the evaluation of the dynamics at the discretisation nodes, or 
collocation points, which is given through the differential defects. Note that for the Legendre 
pseudospectral method, the number of discretisation nodes is equal to the collocation points, 
while this is not true for all pseudospectral methods. For example, the gauss pseudospectral 
method only collocates at the interior points (not at the initial and final discretisation nodes), 
and therefore there are two more discretisation nodes than collocation points. The differential 
defects are given through: 
 ( ) ( ) ( ) ( ) ( )0 1( , , , )
2
xf n N
k k k k k
t t
τ τ τ τ τ × +
−
= − ∈ζ X f X U p ζ   (2.69) 
Note that, through Eq. (2.69) the dynamics of the system are replaced by a set of algebraic 
conditions at the discretisation nodes.  
Finally, the objective function, event constraints, path constraints and bounds are discretised 
as well according to 
 ( ) ( )( ) ( )00 0
0
, , , , ( ), ( ), ,
2
N
f
f f g k k k k
k
t t
J M t t L wτ τ τ τ τ
=
−
= + ∑X X p X U p  (2.70) 
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≥ ∈
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Φ X U p Φ
Φ X U p Φ


 (2.71) 
 ( ) ( )( ) ( )1, , , 0 cn Nk k kτ τ τ × +≤ ∈C X U p C   (2.72) 
 ( ) ( ); ;l k u l k u l uτ τ≤ ≤ ≤ ≤ ≤ ≤x X x u U u p p p  (2.73) 
with the weights, kw , in Eq. (2.70) defined in Eq. (2.59). The final step is now to express the 
discretised optimal control problem as a nonlinear programming problem, which in general 
is defined as finding the decision vector y  to the following minimisation problem:94 
 ( )min F
y
y  (2.74) 
subject to the constraints 
 ( )l u≤ ≤g g y g  (2.75) 
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and bounds 
 l u≤ ≤y y y  (2.76) 
The decision vector for the problem defined in Eqs. (2.66) to (2.73) is: 
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( ) ( ) ( )1 1
vec
vec x u p
n N n N n+ + + +
 
 
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 
 
X
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p
  (2.77) 
with bounds defined as 
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   
x x
y u y u
p p
 (2.78) 
where the notation ‘ vec ’ is used to indicate that the columns of the matrices X  and U  are 
stacked to create one long vector and the notation ‘ stack ’ is used to indicate that the vectors 
lx  and lu  are repeatedly stacked such that the same bounds hold for every discretisation 
node in ( )vec X  and ( )vec U . 
The objective function ( )F y  is given by Eq. (2.70), while the constraints vector is 
constructed as follows: 
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with bounds defined as 
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 (2.80) 
The NLP problem defined in Eqs. (2.74) to (2.80) can now be presented to an NLP solver to 
solve the optimal control problem originally defined in Section 2.3.1. 
A final note in this section can be devoted to the theorem of costate mapping.103, 107 It was 
already stated previously that one of the advantages of the direct methods is the fact that it 
does not need an initial guess for the costates and there is also no need to discretise and 
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approximate the costates. However, if it would be feasible to still extract an approximation 
of the costates from the direct method, this could help both in terms of validating the 
optimality of the solution of the direct method and in terms of use as an initial guess to solve 
the optimal control problem through the indirect method. The way to obtain the profile of the 
costates is through the costate mapping theory, which is illustrated in Fig. 2.10.  
The figure shows that from the discretised NLP a set of first-order optimality conditions, 
referred to as the Karush-Kuhn-Tucker (KKT) conditions, can be developed similarly to the 
optimality conditions defined for the indirect method. Moreover, these KKT conditions 
include a set of Lagrange multipliers which can be shown to directly map onto the costates 
of the indirect method after the continuous HBVP is discretised using the same 
pseudospectral discretisation that was used in the direct method. Once these KKT 
multipliers, kλ  are obtained, the costates at the LGL points can easily be computed from: 
 ( ) kk
kw
λλ τ =

 (2.81) 
with kw  the weights defined in Eq. (2.59). 
 
Fig. 2.10 Flow diagram of the indirect and direct pseudospectral methods.103 
2.3.4 PSOPT 
A range of software packages exist that implement the direct pseudospectral method 
discussed in the previous section. This thesis mainly uses the optimal control solver PSOPT 
(release 2).106, 108 PSOPT is an open source tool developed by Victor M. Becerra of the 
University of Reading and is written in C++. It can use both Legendre and Chebyshev 
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polynomials to approximate and interpolate the dependent variables at the nodes and has 
interfaces to two NLP solvers: IPOPT (Interior Point OPTimizer),109 an open source C++ 
implementation of an interior point method for large scale problems and SNOPT (Sparse 
Nonlinear OPTimizer),110 a well-known and widely used proprietary large scale NLP solver. 
However, in this thesis only the Legendre pseudospectral method and IPOPT will be used.  
PSOPT is a very versatile and user-friendly software package that can deal with Mayer and 
Lagrange cost functions, nonlinear dynamics, event constraints, nonlinear path constraints 
and bounds on the state and control variables and the parameters. In addition, PSOPT can 
deal with interior point constraints, bounds on the initial and final times, dynamics with 
delayed variables and includes options for mesh refinements, automatic scaling and the use 
of multiple phases. For the latter, the domain of the independent variable is divided into 
smaller intervals, referred to as phases, and the different phases are connected together 
through additional linkage constraints. Multiple phases allow the implementation of different 
dynamics and constraints in each phase and it also allows accommodating any 
discontinuities in the state and/or control profile which are difficult to capture with smooth 
polynomials.  
Another key characteristic of PSOPT is the fact that it employs the ADOL-C (Automatic 
Differentiation by OverLoading in C++) library111 for the automatic differentiation of the 
objective, dynamics and constraint functions. Automatic derivatives are more accurate than 
numerical derivatives as they are free of truncation errors and shorten the computational 
time. However, in case that automatic differentiation is not suitable for the problem under 
consideration, PSOPT also offers the possibility of numerical differentiation by using sparse 
finite differences.  
A final key attribute of PSOPT is the fact that it can obtain the KKT multipliers from the 
NLP solver and can therefore provide an approximation of the costate profile at the LGL 
nodes through the use of Eq. (2.81).  
Note that a benchmark of PSOPT for the problems considered in this thesis work is provided 
in Section 4.6 by comparing its results with the solution obtained using an indirect approach 
where the initial guess for the costate variables is obtained through the costate mapping 
theorem. Another approach to validate PSOPT is provided in Section 5.7, where the results 
are compared with those generated using another pseudospectral optimal control solver, 
GPOPS (General Pseudospectral OPtimal Control Software) (version 2.3).112  
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2.3.5 Initial guess generation 
As stated in the previous section, optimal, low-thrust trajectories can be found by solving the 
accompanying optimal control problem using either an indirect or direct method. In both 
cases, a suitable initial guess is required, which is not always straightforward to obtain. 
Many papers appearing in the literature address this problem by providing analytical 
solutions for low-thrust trajectories,38, 113-117 but all are based to some extent on problem-
dependent approximations and simplifications, for example pure radial or tangential thrust. A 
solution for more general cases was introduced by Petropoulos and Longuski118 in the form 
of a shape-based approach. Shape-based approaches use an inverse method by first assuming 
a particular shape for the trajectory and subsequently analytically computing the thrust 
magnitude and thrust angle profiles required to follow that shape, while satisfying the 
equations of motion and boundary conditions. As such, they can quickly and efficiently 
generate the required first guesses and perform the search across the large design space. 
The particular shape proposed by Petropoulos and Longuski118-120 is the exponential sinusoid, 
which is defined in polar coordinates ( ),r θ  and is therefore suitable for planar motion: 
 ( )0 1 2exp sinr k k k θ φ = +   (2.82) 
where 0k , 1k , 2k  and φ  are constants or shape parameters. The parameter 0k  is a scaling 
factor, 1k  is the dynamic range parameter that determines the ratio of the apoapsis distance 
to periapsis distance, 2k  is the winding parameter (the smaller 2k  the narrower the windings) 
and φ  determines the orientation of the trajectory in the plane.120 Starting from the two-body 
dynamics in polar coordinates: 
 
2
2 sin
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Cr r F
r
r r F
µθ α
θ θ α
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
  
 (2.83) 
and assuming a tangential thrust profile (i.e. the thrust angle α  equals the flight path angle 
γ ), the following expressions for the angular rate, the normalised thrust acceleration and 
flight path angle can be derived analytically: 
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
 (2.84) 
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 1 2tan k k cγ =  (2.86) 
with ( )2Ca F rµ= , ( )2sins k θ φ= +  and ( )2cosc k θ φ= + . Finally, a condition on the 
feasibility of the exponential sinusoids can be introduced, since it can be shown that at 
apoapsis and periapsis, where 0γ =  and 1s = ± , the exponential sinusoids are only feasible if 
 
2
1 2 1k k <   (2.87) 
otherwise 2 0θ < . 
The exponential sinusoids are easy to implement and can quickly generate trajectories. 
Because they only contain four shaping parameters, they cannot satisfy both boundary 
constraints on position and velocity and constraints on, for example, the time of flight and 
thrust magnitude. The boundary conditions on the velocity are therefore often translated into 
additional impulses to be given at the start and end of the transfer. As these impulses can be 
optimised, this is not an immediate problem, although the exponential sinusoids often lead to 
rather large impulses which can result in poor convergence properties when used as initial 
guess in an optimal control solver. More recent shapes such as a shape consisting of 
parameterised pseudoequinoctial elements by De Pascale and Vasile,121 an inverse 
polynomial shape by Wall and Conway122, 123 and a spherical shape by Novak and Vasile,124 
do allow for all boundary conditions to be satisfied, even in a three-dimensional case. Also, 
besides satisfying the boundary constraints, the shapes by De Pascale and Vasile121 and 
Novak and Vasile124 can also satisfy a constraint on the thrust magnitude. 
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Chapter 3             
Design of displaced geostationary 
orbits 
This chapter considers the design of displaced geostationary orbits as a solution to the 
congestion of geostationary orbit as detailed in Section 1.1.1. The first section will define 
out-of-plane and in-plane displaced GEOs as investigated in this work. Using these 
definitions, Sections 3.2 and 3.3 will derive the performance of impulsive and pure SEP 
control for maintaining the displaced GEO in terms of propellant consumption and mission 
lifetime. Similar results will be obtained for the hybrid sail case in Section 3.4. Since the out-
of-plane case outperforms the in-plane case, the out-of-plane case will be used for a detailed 
mass budget analysis in Section 3.5 to assess the performance in terms of payload mass 
capacity. Finally, in Section 3.6, the control of the displaced GEO under the influence of 
both the 2J  and 2,2J  terms of the Earth’s gravitational potential and non-ideal solar sail 
properties will be provided. The chapter finishes with conclusions. 
3.1 Displaced geostationary orbit definition 
This thesis considers two types of displaced geostationary orbits: out-of-plane displaced 
GEOs where the geostationary orbit is levitated out of the equatorial plane and in-plane 
displaced GEOs where the geostationary orbit is displaced in the equatorial plane. Both types 
of orbits will be defined in Sections 3.1.1 and 3.1.2, respectively.  
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3.1.1 Out-of-plane displaced geostationary orbit 
In Section 2.1.2 the expressions for the required acceleration and thrust direction for a 
general two-body displaced NKO were derived, see Eqs. (2.10) and (2.11). However, for the 
displaced GEO it is given that the angular velocity equals 3/GEO GEOrω ω µ⊕= = , with µ⊕  the 
gravitational parameter of the Earth and GEOr =  42164.1696 km, where the value for the GEO 
radius is obtained from the fact that GEO has an orbital period of one sidereal day (23 hours, 
56 min and 4.091 s). Furthermore, assuming a displacement, h , to create an out-of-plane 
displaced GEO, Eq. (2.11) can be used to find the corresponding projected radius ρ  that 
minimises the required acceleration. Taking the first derivative of Eq. (2.11) with respect to 
ρ  and setting it equal to zero yields the following condition: 
 
2
6 3 2
2 2 23 2 0
C C Cr r h rµ µ µ
ω ω ω
 
+ − − = 
 
  (3.1) 
The complex and negative real roots of this sixth order polynomial are ignored and 
Descartes’ Rule of Signs is applied to find that Eq. (3.1) has one sign change and therefore 
one positive real root.125 An analytical solution to Eq. (3.1) was not found, therefore a 
numerical method in the form of Newton’s method was applied to find the optimal projected 
radius.126 The results for a large range of out-of-plane displacements are illustrated in 
Fig. 3.1, which shows the Type III NKO acceleration contour plots for GEOω  (similar to Fig. 
2.5c) and includes the solution to Eq. (3.1). The figure shows the correctness of the approach 
as the solution connects the extrema of the separate contour lines, i.e. the minimum 
acceleration required to provide a particular out-of-plane displacement. 
The figure furthermore shows that, clearly, the smaller the out-of-plane displacement, the 
smaller the required acceleration. However, for the displaced GEO, the minimum 
displacement is predefined by the geostationary station-keeping box to prevent the spacecraft 
from interfering with other satellites in GEO. Considering International Telecommunications 
Union (ITU) regulations and regulations drawn up by individual countries, such as those of 
the US Federal Communications Commission (FCC), a geostationary longitude station-
keeping box width, λ∆ , of 2 0.1 0.2λ∆ = −   can be defined, equalling a box size of 73.6 - 
147.2 km centred around a geostationary satellite.11, 127 This leads to a range of minimum 
displacement distances of 36.8 – 147.2 km, where 36.8 km represents the case that the 
spacecraft just hovers above the GEO station-keeping box, while the higher displacements 
also take a station-keeping box for the displaced spacecraft into account, see Fig. 3.2 .  
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Fig. 3.1 Type III NKO acceleration contour plots for ωGEO including the minimised acceleration 
for a given out-of-plane displacement, h (denoted by solid black line). The acceleration is 
dimensionless with respect to the gravitational acceleration at unit planet radius and is 
marked on the contours. 
 
Fig. 3.2 Definition of geostationary station-keeping box. 
Three displacement distances will therefore be considered in this thesis, namely 35, 75 and 
150 km, which are the rounded values of 36.8 km, 2×36.8 km and 147.2 km.
 
Solving 
Eq. (3.1) for these three displacements and subsequently using Eq. (2.10) to find the required 
thrust pitch angle, provides the optimal displaced GEOs as defined in Table 3.1.  
Table 3.1 Definition of minimum acceleration out-of-plane displaced GEOs. 
h , km ρ , km α , deg
 
a , mm/s2
 
±35 42164.165 0.0476 0.1861 
±75 42164.147 0.1019 0.3988 
±150 42164.080 0.2038 0.7976 
2 λ∆  2 λ∆
2 λ∆
2 λ∆
λ∆  
GEO 
 
Displaced 
GEO 
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From the pitch angle it becomes clear that an almost pure out-of-plane acceleration (i.e. 
0α = ) is required. Equation (2.10) subsequently shows that, to obtain 0α = , the condition 
*
ω ω=  should be satisfied, which corresponds to a Type I NKO, which in its turn requires 
GEOr r= . Substituting this into Eq. (2.11), gives the required thrust magnitude to maintain 
such a Type I displaced GEO: 
 
2
* 3
GEO
h
a h
r
µ
ω ⊕= =  (3.2) 
A schematic of this type of out-of-plane displaced GEO is provided in Fig. 3.3. Contrary to 
the cases in Table 3.1, the Type I displaced GEO allows for an analytical derivation of the 
performance of hybrid sail control, and will therefore be used later for the out-of-plane case. 
Since the difference in acceleration between the minimised accelerations given in Table 3.1 
and the Type I NKO is only 6.3× 10-4 percent at maximum (i.e. for 150h =  km), using a 
Type I orbit, rather than the optimised displaced GEO, will only result in a slightly 
conservative estimate of the required performance. 
 
Fig. 3.3 Definition of out-of-plane and in-plane displaced GEOs. 
3.1.2 In-plane displaced geostationary orbit 
Rather than displacing the GEO out-of-plane, another option would be to displace the GEO 
in-plane, i.e. in the equatorial plane, see also Fig. 3.3. Substituting 0h =  into Eq. (2.10) and 
(2.11) provides the thrust direction and magnitude required to maintain such an in-plane 
displaced GEO: 
 
1
2
α pi= ±  (3.3) 
a  Out-of-plane 
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52 
 
 ( )2 2*GEOa ρ ω ω= −  (3.4) 
with 3
*
/ω µ ρ⊕=  and GEOr rρ = + ∆ , where the radial displacement 0r∆ >  and 0r∆ <  for 
orbits displaced outside or inside GEO, respectively. Equation (3.3) furthermore shows that a 
pure radial thrust is required, directed either inward ( 0α < ) or outward ( 0α > ), depending 
on the sign of r∆ , to increase or decrease the angular velocity of a Keplerian orbit with 
radius ρ  to the angular velocity of GEO.  
An initial assessment of the relative performance of the out-of-plane and in-plane displaced 
orbits can be derived from the contour plot in Fig. 3.1. The figure shows that for small and 
equal displacements in out-of-plane (along the vertical axis) and in-plane (along the 
horizontal axis) direction, the ratio of the required accelerations is approximately 3, as can 
also be shown from Hill’s equations.126 The in-plane displacement thus requires an 
acceleration three times higher than an equally displaced out-of-plane orbit. The acceleration 
contours furthermore show that it is slightly more advantageous to displace the orbit outside 
( 0r∆ > ) the GEO than inside: for the same acceleration a larger displacement outside than 
inside the GEO can be achieved. This thesis therefore always considers the 0r∆ >  case (as 
depicted in Fig. 3.3) for the in-plane displaced GEO. 
3.2 Impulsive propulsion 
Although a continuous acceleration is required to achieve a displaced NKO, impulsive 
control using a chemical propulsion system can be employed to maintain a minimum 
displacement from a Keplerian orbit. By providing multiple impulsive velocity changes 
along the displaced GEO, the spacecraft can ‘bounce’ on the displaced orbit. Then, at time 
0t =  the spacecraft is located at the displaced GEO and an instantaneous change in velocity, 
or impulse, V∆ , is given. This will cause the spacecraft to slightly move away from the 
displaced GEO. However, since no thrust is applied between pulses, the spacecraft follows a 
natural Keplerian orbit after the impulse, causing the spacecraft to cross the displaced GEO 
after some time. Upon this crossing, another impulse is given to reverse the spacecraft 
velocity and start the cycle again. This concept is illustrated in Fig. 3.4 for an out-of-plane 
displaced GEO. The use of impulsive control to maintain displaced NKOs has been 
investigated before and has among others been suggested to hover above Saturn’s rings42, 53 
and to maintain a local cluster of spacecraft for high resolution imaging of terrestrial or 
astronomical targets using interferometry techniques.128 
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Fig. 3.4 Illustration of impulsive control for an out-of-plane displaced GEO and definition of 
reference frame for Hill’s equations. 
For small displacements, the required magnitude of the impulses can be computed using the 
linearised Hill’s equations that represent the dynamics of a spacecraft in the vicinity of a 
point Q  on a circular Keplerian reference orbit, see Fig. 3.4.42, 126 A detailed derivation is 
given by McInnes42 and is therefore not repeated here. Only the results are provided. For the 
first impulse the following holds: 
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 ( ),0 0 0 tan 2z GEO GEO pV z z tω ω∆ = =  (3.7) 
with 0x  and 0z  defined in the rotating reference frame shown in Fig. 3.4 with the subscript 
‘ 0 ’ indicating the initial conditions and /p o it P N=  where oP  is the orbital period and iN  the 
number of impulses per orbit. For the out-of-plane displaced GEO ( ) (0)px t x= −  , ( ) (0)py t y=   
and ( ) (0)pz t z= −   and therefore only repeated impulses in x  and z  direction have to be 
provided, but with double the required V∆  to reverse the direction of the velocity vector. 
For an in-plane displaced GEO ( ) (0)px t x= −  , ( ) (0)py t y=   and ( ) (0) 0pz t z= =  , which 
requires only repeated, double magnitude impulses in the x  direction. 
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Fig. 3.5 (a) 35 km out-of-plane displaced GEO with impulsive control (b) Required ∆V for a 35 
km out-of-plane (top) and in-plane (bottom) displaced GEO for different numbers of 
impulses per orbit, Ni. 
Figure 3.5a shows the results for an out-of-plane displaced GEO levitated 35 km above the 
equatorial plane for one orbital revolution and for different numbers of impulses along the 
orbit. The top plot in Fig. 3.5b furthermore shows the V∆  required to maintain such an orbit, 
while the bottom plot provides similar information for a 35 km in-plane displaced orbit. The 
figure clearly shows the larger V∆  required for the in-plane case than for the out-of-plane 
case, as expected from the analysis in Section 3.1.2. It also shows that a higher number of 
pulses is advantageous when displacing the orbit out-of-plane, i.e. the penalty on the V∆  
due to pulsed rather than continuous control becomes less. Contrary, for the in-plane 
displaced GEO, a higher number of impulses is disadvantageous, because, although the 
amount of V∆  per impulse decreases, the decrease is not sufficient to compensate for the 
larger number of impulses that needs to be provided. This implies that the impulsive control 
case requires less V∆  than the continuous control case for the in-plane displaced GEO. The 
reason for this can be explained when considering the limit case, when iN = 1 and p ot t= . 
Then, from Eq. (3.5) it follows that 
,0xV∆ = 0 and therefore no additional impulses are 
required after the initial impulse, which only consists of a V∆  in y  direction (i.e. along 
track), yV∆ = -0.0051 km/s. The result is that the spacecraft is injected into a slightly elliptic 
orbit with apogee coinciding with the displaced GEO and perigee inside the geostationary 
orbit (i.e. for the case where the displaced GEO is located outside the geostationary orbit, as 
decided in the previous section). The total V∆  throughout the mission thus equals 
0.0051 km/s, which easily outweighs the V∆  built up during the mission when using 
continuous control. It even outweighs the impulsive, out-of-plane case. However, as 
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indicated, the orbit crosses the geostationary orbit, which introduces a significant collision 
risk and is therefore not of practical use. At least three impulses are required in order not to 
cross the geostationary orbit, but then, the total V∆  per orbit is once again larger than for the 
continuous, out-of-plane case.  
The analysis in Fig. 3.5 can be extended from one orbital revolution to multiple revolutions 
to obtain the performance of impulsive control for maintaining the displaced GEO in terms 
of mission lifetime. This lifetime, L , is defined as the epoch at which a particular mass 
fraction, 0/fm m  is obtained: 
 
0
0 0
f propm m m
m m
−
=  (3.8) 
with fm , 0m  and propm  the final, initial and propellant mass, respectively. The propellant 
mass can be computed through an iterative approach and using the rocket equation that gives 
the ratio of the mass prior, m− , and after, m+ , the impulses providing the combined V∆ : 
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=  (3.9) 
Equation (3.9) in combination with the results in Fig. 3.5b immediately shows that the out-
of-plane displaced GEO will outperform the in-plane displaced GEO due to the smaller 
amount of V∆  required. The results, as shown in Fig. 3.6, are therefore only provided for the 
out-of-plane case. Figure 3.6 holds for an arbitrary initial mass and considers both a range of 
specific impulses (from current to near term and far-future technology) and a range of mass 
fractions for the three displacement distances of 35, 75 and 150 km. Furthermore, 
10 impulses per orbit are assumed to provide a balance between the complexity of the 
mission, for which the number of impulses per orbit should be as low as possible, and the 
penalty on the V∆  for pulsed control and the deviation from the nominal displaced orbit, for 
which the number of impulses per orbit should be as large as possible. Note that the 
symmetry of the problem causes the results for GEOs displaced above and below the 
equatorial plane to be exactly the same.  
The graphs in Fig. 3.6 can be interpreted in different ways. For example, for a 35 km 
displaced GEO, a currently achievable specific impulse of 320 s62 and a mass fraction of 0.5 
a lifetime of 0.36 years can be achieved. Comparing that to lifetimes of 10-15 years for 
current GEO spacecraft,127 where the lifetime is mainly limited due to required costly 
station-keeping manoeuvres, it becomes clear that similar lifetimes cannot be achieved using 
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impulsive control. Only a maximum of 1.9 years can be obtained for the smallest 
displacement distance and for extreme values of the specific impulse and the mass fraction. 
The cause of this poor performance lies in the penalty on the V∆  for pulsed rather than 
continuous control (i.e. for the out-of-plane case) and the low specific impulse of chemical 
propulsion systems.  
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Fig. 3.6 Out-of-plane displaced GEOs maintained with impulsive control (Ni = 10): mission time, 
L, as a function of the specific impulse, Isp, and the mass fraction, mf/m0, for different values 
of the displacement distance, h. 
3.3 Solar electric propulsion 
This section investigates the use of SEP to maintain the displaced GEO in order to improve 
the performance of the displaced GEO with respect to the use of impulsive control. The 
performance of SEP control in terms of mission lifetime for a particular mass fraction can be 
assessed by considering the differential equation for the mass in Eq. (2.15). Since the 
required acceleration is constant (see Eq. (3.2)), the lifetime can be derived analytically from 
Eq. (2.15): substituting T a m= ⋅  into Eq. (2.15) and rearranging gives: 
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m I g
= −∫ ∫  (3.10) 
Evaluating these integrals and setting 0 0t =  yields the following lifetime: 
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Equation (3.11) shows that, clearly, a higher required acceleration reduces the mission 
lifetime. Considering the fact that the in-plane displaced GEO requires a larger acceleration 
than an equally displaced out-of-plane orbit (see Section 3.1.2), a shorter lifetime can be 
expected for the in-plane case. The results, as shown in Fig. 3.7, are therefore again only 
provided for the out-of-plane case. The figure shows the mission lifetime for an arbitrary 
initial mass, a wide range of specific impulses and mass fractions and for the three 
displacement distances of 35, 75 and 150 km. Again, the results hold both for GEOs 
displaced above the equatorial plane and for those displaced below the equatorial plane, due 
to the symmetry of the problem.  
The graphs can be interpreted similarly to the graphs in Fig. 3.6. Comparing Fig. 3.7 with 
Fig. 3.6 immediately shows a dramatic improvement of the lifetime for an SEP-controlled 
spacecraft over an impulsive controlled spacecraft. Again, considering a mass fraction of 0.5 
and assuming a currently feasible SEP specific impulse of 3200 s as determined in 
Section 2.2.1, the lifetime is increased from 4.3, 2.0 and 1.0 months for impulsive control to 
3.7, 1.7 and 0.9 years for 35, 75 and 150 km displaced orbits, respectively. And again, 
considering a lifetime of 10-15 years for current geostationary spacecraft, Fig. 3.7 shows that 
similar lifetimes can only be achieved for the smallest displacement of 35 km and either for 
low mass fractions (e.g. 0/fm m = 0.1 and spI = 2600 s) or for high specific impulses (e.g. 
0/fm m = 0.45 and spI = 7500 s). 
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Fig. 3.7 Out-of-plane displaced GEOs maintained with SEP control: mission time, L, (a 
maximum of 15 years is considered) as a function of the specific impulse, Isp, and the mass 
fraction, mf/m0, for different values of the displacement distance, h. 
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3.4 Hybrid sail propulsion 
To improve the performance of the displaced GEO even further, this section will investigate 
the use of hybrid sail propulsion. For this, the acceleration required to maintain the displaced 
GEO, a , see Eq. (3.2) for the out-of-plane case and Eqs. (3.3) and (3.4) for the in-plane case, 
is split between the acceleration generated by the SEP system, SEPa , and the acceleration 
produced by the solar sail, 
s
a , equivalently to what was done in Eq. (2.42) in Section 2.2.3: 
 h SEP s= +a a a  (3.12) 
To maximise the lifetime of the mission using hybrid sail propulsion, the objective is to 
minimise the magnitude of the acceleration required from the SEP system: 
 ( ) ( )min minSEP sa = −a a  (3.13) 
Here, an ideal solar sail model is assumed, so the acceleration provided by the solar sail is 
given by Eq. (2.24). Later on, in Section 3.6.2, the influence of non-ideal solar sail properties 
will be investigated. Note that, for the displaced GEO, the Sun-sail distance in Eq. (2.24), 
s
r , 
is approximated by a constant Sun-Earth distance of 1 AU. This assumption introduces only 
a small error with a maximum value of 1.7 percent in the Sun-sail distance, which includes 
both the variation in the Sun-Earth radius during the year and the change in Earth-spacecraft 
vector during one orbital revolution. 
Furthermore, due to the tilt of the Earth’s rotational axis with respect to the ecliptic plane, 
the direction of the Sun-sail unit vector, ˆ
s
r  changes during the year. To model this variation, 
an Earth fixed rotating reference frame ( ), ,E E EE x y z  as shown in Fig. 3.8 is used. Centred at 
the Earth with the ( ),E Ex y -plane in the equatorial plane and the Ez -axis along the rotational 
axis of the Earth, this reference frame rotates with the same angular velocity as the Earth in 
its orbit around the Sun, causing the unit vector ˆ
s
r  to always be contained in the ( ),E Ex z -
plane. The angle χ  describes the position of the Earth along its orbit (with 0χ =  at the 
winter solstice), while the angle ψ  is defined as the angle between ˆ
s
r  and the equatorial 
plane and is therefore a function of χ . This angle is at its maximum at the winter solstice 
( ( )0 obliψ = ) and at its minimum at the summer solstice ( ( ) obliψ pi = − ) with obli  the obliquity 
of the ecliptic. The variation of ψ  is in magnitude equal to the solar declination, but is 
opposite in sign: 
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 ( ) ( )1sin sin cosobliψ χ χ−=  (3.14) 
yielding: 
 
cos
ˆ 0
sin
s
ψ
ψ
 
 
=  
 
 
r  (3.15) 
 
Fig. 3.8 Definition of reference frame and parameters used to model the seasonal variation of 
the Sun-sail vector and to define the solar sail and SEP pitch, α, and yaw, δ, angles. 
The unit vector normal to the sail surface, nˆ , can be described using the same frame of 
reference, see Fig. 3.8. Using the solar sail pitch angle, 
s
α , and yaw angle, 
s
δ , the unit 
vector nˆ  is given by: 
 
sin cos
ˆ sin sin
cos
s s
s s
s
α δ
α δ
α
 
 
=  
 
 
n  (3.16) 
Substituting Eq. (3.16) and the expressions for ˆ
s
r , nˆ  and β  into Eq. (3.12) and rearranging 
gives: 
ˆ
s
r
ˆ
s
r
ˆ
s
r  
ˆ
s
r  
Winter 
Spring 
Autumn 
Summer 
Ex  
Ex  
Ez  
Ez  Ez  
Ez  
Ey
Ey
χ
ˆ
s
r  
Ex  
Ez
( )ψ χ
obli
obli−
Ez  
Ex  
Ey  
nˆs
α  
SEPα ˆ SEPa  
SEPδ  
s
δ  
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(cos sin cos sin cos ) sin cos
(cos sin cos sin cos ) sin sin
(cos sin cos sin cos ) cos
E E
E E
E E
SEP x x s s s s s
s
SEP y y s s s s s
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SEP z z s s s s
s
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a a
m r
m
a a
m r
m
a a
m r
µβ ψ α δ ψ α α δ
µβ ψ α δ ψ α α δ
µβ ψ α δ ψ α α
= − +
= − +
= − +



 (3.17) 
with 
Ex
a , 
Ey
a  and 
Ez
a  the components of the acceleration required to maintain the displaced 
GEO as defined in Eq. (3.2) for the out-of-plane case and in Eqs. (3.3) and (3.4) for the in-
plane case. For example, for the out-of-plane case, 
E Ex y
a a= = 0 and 3/
Ez GEO
a h rµ⊕= . In that 
case, the SEP system thus needs to counterbalance the in-plane component of the solar sail 
acceleration and needs to augment the out-of-plane solar sail acceleration to obtain the 
required out-of-plane acceleration. 
Inspecting Eq. (3.17) shows that for a given value for m  and ψ  (i.e. for a particular instant 
of time), the minimisation problem in Eq. (3.13) is merely a function of the solar sail pitch 
and yaw angles and therefore reduces to finding the optimal solar sail pitch and yaw angles 
that minimise the acceleration required from the SEP system: 
 ( )
[ ]
( )
,min ,max
* *
,
,
, arg min ( , )
s s s
s
s s SEP s sa
α α α
δ pi pi
α δ α δ
 ∈ 
∈ −
=  (3.18) 
where the domain of 
s
α  is defined later in this section. The next two subsections solve this 
minimisation problem for the out-of-plane and in-plane cases separately. 
3.4.1  Out-of-plane displaced geostationary orbit 
For the out-of-plane case, the solution to Eq. (3.18) can be found by setting the partial 
derivative of the SEP acceleration with respect to the sail pitch and yaw angles equal to zero: 
 0SEP SEP
s s
a a
α δ
∂ ∂
= =
∂ ∂
 (3.19) 
For this, the SEP acceleration is first written as: 
 ( ) ( )4 22 2 2 2 2, , , 1 1 2 2ˆ ˆ ˆ ˆ2 cosE E ESEP SEP x SEP y SEP z s s sa a a a c c c cα= + + = ⋅ − ⋅ +n r n r  (3.20) 
with 
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0
1 0 22 3,   
s GEO
m h
c c
m r r
µ µβ ⊕= =  (3.21) 
Taking the first derivative of Eq. (3.20) with respect to the yaw angle yields: 
 ( ) ( )( )4 22 21 1 2 21 ˆ ˆ ˆ ˆ2 cos 02SEP s s ss SEP sa c c c ca αδ δ∂ ∂= ⋅ − ⋅ + =∂ ∂ n r n r  (3.22) 
from which the following condition can be derived: 
 ( ) ( )( )21 1 2ˆ ˆ ˆ ˆ4 cos cos sin sin 0s s s s sc c c α ψ α δ⋅ ⋅ − =n r n r  (3.23) 
For Eq. (3.22) to hold throughout the year and considering that 1 0c ≠  and ( )ˆ ˆ 0s⋅ >n r  (to 
generate a solar sail acceleration) the optimal yaw angle equals: 
 
*
s nδ pi=  (3.24) 
with n  an integer equalling either 0 or 1. Substituting this value into Eq. (3.17) 
(with
E Ex y
a a= = 0 and 3/
Ez GEO
a h rµ⊕= ) shows that the Ey -component of the SEP thrust force 
is zero at all times. Furthermore, considering the fact that the solar sail is unable to generate 
a thrust component in the direction of the Sun and recalling that the Ex -axis points away 
from the Sun at all times, Eq. (3.24) can be reduced to: 
 
* 0sδ =  (3.25) 
A similar analysis can be performed for the partial derivative with respect to the sail pitch 
angle. Substituting * 0
s s
δ δ= =  gives the following condition: 
 
 
2 2
1 1
cos sin
sin( ) 0
sin( ) 2 cos( )
s s
s
s s
c c
c c
α α
α ψ
α ψ α ψ
+ − + =
+ +
 (3.26) 
An analytical solution for the optimal pitch angle was not found from this expression, 
therefore Newton’s method is applied to find *
s
α . To ensure that the optimal pitch angle does 
not generate a normal vector nˆ  pointing towards the Sun, bounds are imposed on the 
optimum pitch angle, as depicted in Fig. 3.9 for two epochs during the year. Furthermore, by 
requiring 
s
α  to be contained in the first two and last two quadrants for orbits displaced 
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above and below the equatorial plane, respectively, 2 2/ 0SEP sa α∂ ∂ >  is ensured such that the 
solution corresponds to a minimum rather than a maximum of ( ),SEP s sa α δ . 
Note that Fig. 3.9 clearly illustrates that the out-of-plane displaced GEO cannot be 
maintained throughout the year using only a solar sail. For example, in summer the shaded 
area shows that the required thrust direction for a displaced GEO displaced above the 
equatorial plane (i.e. a thrust along the positive Ez -axis) cannot be achieved by the solar sail. 
A similar reasoning holds for a GEO displaced below the equatorial plane in winter. 
Furthermore, in autumn and spring the required thrust direction for orbits displaced both 
above and below the equator lies on the edge of the shaded half-circle. The magnitude of the 
solar sail acceleration along the Ez -axis in that case becomes equal to zero as the Sun shines 
edge-on to the solar sail.  
 
Fig. 3.9 Definition of minimum and maximum solar sail pitch angles during the year. 
Once the optimal sail pitch and yaw angles are found, the magnitude and direction of the 
acceleration required from the SEP system can be obtained. Using Eq. (3.17), the pitch and 
yaw angles of the SEP thrust force, SEPα  and SEPδ  respectively, can be computed, see 
Fig. 3.8: 
 
( )
,1
, ,
cos
atan2 ,
E
E E
SEP z
SEP
SEP
SEP SEP y SEP x
a
a
a a
α
δ
−
 
=   
 
=
 (3.27) 
as well as the magnitude of the required SEP thrust force:  
 SEPT m a= ⋅  (3.28) 
 
Ex  
Ez
obliψ =  
ˆ
s
r
Ex
Ez  
Summer 
,minsα ,minsα  
,maxsα
,maxsα
.min
,max
s obl
s obl
i
i
α
α pi
=
= +
Winter 
.min
,max
s obl
s obl
i
i
α
α pi
= −
= −
obliψ = −
ˆ
s
r
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Previously it was already stated that 
,
0
ESEP y
a =  since * 0
s
δ = . Substituting
,
0
ESEP y
a =  into 
Eq. (3.27) gives a constant SEP yaw angle of SEP nδ pi= , again with n  an integer equalling 
either 0 or 1.  
As noted before, the above holds for one instant in time, i.e. for a given value for m  and ψ . 
To find the variation of the controls, accelerations, thrust magnitude and mass as a function 
of time over multiple orbital periods, the displaced GEO is discretised into several nodes. 
The nodes are equally distributed over the orbit, leading to a constant time interval t∆  in 
between two consecutive nodes. At each node, i , the required SEP thrust magnitude can be 
approximated using Eq. (3.28) as 
,i i SEP iT m a= ⋅ . Then, assuming a constant thrust magnitude 
during the interval
 
t∆ , the mass at the end of the thi  interval can be approximated through 
the recurrence relation: 
 1
0
i
i i
sp
T
m m t
I g+
= − ∆  (3.29) 
At each node the optimal solar sail angles (and subsequently the SEP acceleration, thrust 
angles and thrust magnitude) can be computed. When changing from one node to the 
successive node, the change in ψ  can be computed using Eq. (3.14), while the mass at the 
start of the new interval can be computed using Eq. (3.29).  
The results in terms of optimal steering angles, mass profile and required thrust magnitude 
during the first year in a GEO displaced 35 km along the positive Ez -axis are shown in 
Fig. 3.10 and by the solid lines in Fig. 3.11. A time interval of 0.005t∆ =  days is adopted, 
which is considered to be small enough to allow for a fair comparison later in the chapter 
with the analytical analysis for SEP control in Section 3.3. Furthermore, an initial mass of 
1500 kg (the smaller class of geostationary spacecraft)129-131 is assumed and the previously 
specified specific impulse of 3200 s is used. Finally, based on the near-term solar sail 
lightness number of 0.05 established in Section 2.2.2, four different values for the lightness 
number are considered, 0β = 0.01, 0.05, 0.1 and 0.2. Note that all results neglect the effects 
of eclipses on the performance of the solar sail, but should be considered in future analyses. 
For the (displaced) GEO, eclipses occur for a short period per day around the equinoxes.  
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Fig. 3.10 35 km out-of-plane displaced GEO maintained with hybrid sail control for different 
values of the solar sail lightness number, β0. a) Optimal solar sail (solid lines) and SEP 
(dotted lines) pitch angles. b) Relative angle between the solar sail and SEP thrust forces.  
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Fig. 3.11 35 km out-of-plane displaced GEO maintained with hybrid sail control for different 
values of the solar sail lightness number, β0, assuming an initial mass of 1500 kg. Solid lines 
indicate a year-long displacement along the positive zE-axis. Dashed lines include a seasonal 
transfer between north and south displaced GEOs. a) Spacecraft mass. b) Required SEP 
thrust magnitude.  
Figure 3.10 shows that the optimal pitch angle of the solar sail decreases and the pitch angle 
of the SEP thruster increases for increasing values of 0β , indicating a larger contribution 
from the sail to the required out-of-plane acceleration for larger values of 0β . It also 
indicates a shift in the main task of the SEP thruster from providing the out-of-plane 
acceleration to compensating the in-plane component of the sail acceleration. Furthermore, 
some discontinuities can be observed in the profile of the SEP pitch angle for the largest 
value of 0β . This large value for 0β  causes the component of the solar sail acceleration 
along the positive Ez -axis to become larger than the required out-of-plane acceleration. This 
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requires the SEP thruster to thrust along the negative Ez -axis to counterbalance the excess 
out-of-plane acceleration, hence the switch in the SEP pitch angle from / 2SEPα pi<  to 
/ 2SEPα pi> . Figure 3.10a furthermore shows that the turn rate of the solar sail, which can 
often lead to operational difficulties, is very slow and has a maximum of approximately 
40 deg per half year for 0β = 0.2. Another operational difficulty noted in Section 2.2.3 is the 
direction of the SEP thrust force with respect to the solar sail, which cannot be such that it 
lies in the plane of the solar sail. From the relative angle between the solar sail and SEP 
thrust forces, see Fig. 3.10b, it can be concluded that this is not the case for the displaced 
GEO. 
In general, the larger the value for 0β  the lower the demand on the SEP system, which 
directly translates into a larger final mass after 1 year in orbit when using hybrid sail control 
instead of SEP control, see Fig. 3.11a. Already a solar sail with 0β =  0.01 provides a gain in 
propellant mass of 29 kg. Further increasing 0β  results in savings of 94, 130 and 161 kg for 
0β = 0.05, 0.1 and 0.2, respectively. 
Finally, considering the required thrust magnitude in Fig. 3.11b, another advantage of hybrid 
sails over pure SEP becomes evident. While the thrust level required for a 1500 kg 
spacecraft with SEP control is larger than currently achievable thrust levels of 0.2 N as 
determined in Section 2.2.1, thrust levels smaller than 0.2 N throughout the year can be 
observed for 0β = 0.1 and 0.2. Even for 0β = 0.05 the thrust level remains well under 0.2 N 
during winter, but it is higher during summer. However, this performance can be improved 
by transferring the spacecraft from a GEO displaced above the equatorial plane (north) in 
winter to an orbit displaced below the equatorial plane (south) in summer. Then, the 
performance of the sail is no longer limited by the obliquity of the ecliptic and can perform 
equally well in summer as it does in winter above the equatorial plane.  
When this so-called ‘seasonal transfer’ is introduced in the model, results as presented by the 
dashed lines in Fig. 3.11 are obtained. Note that the mission is assumed to always start in 
winter, i.e. above the equatorial plane, and that an instantaneous seasonal transfer is 
considered. As expected, significant improvements both in terms of propellant consumption 
and required thrust levels can be observed. The mass savings mentioned before are now 
increased to 39, 129, 178 and 219 kg for 0β = 0.01, 0.05, 0.1 and 0.2, respectively. In 
Chapter 4 it will be shown that transfers from above to below the equatorial plane and vice 
versa are possible and come at the cost of a negligible to modest SEP propellant 
consumption. 
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0.01 
0.05 
0.1 
Fig. 3.12 Out-of-plane displaced GEOs maintained with hybrid sail control: mission time, L, (a 
maximum of 15 years is considered) as a function of the specific impulse, Isp, and the mass 
fraction, mf/m0, for different values of the displacement distance, h, and the sail lightness 
number, β0. The solid, black surfaces exclude a seasonal transfer between north and south 
displaced GEOs. The transparent, coloured surfaces include this transfer. 
While the results in Fig. 3.10 and Fig. 3.11 only hold for a mission lifetime of one year, it is 
interesting to investigate whether hybrid propulsion can enable out-of-plane displaced GEO 
missions lasting as long as current geostationary missions. Previous sections already showed 
that impulsive and SEP control are unable to do so. Extending the mission lifetime for hybrid 
sail control results in the graphs of Fig. 3.12.  
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Figure 3.12 includes both cases of excluding and including the seasonal transfer and shows 
that the seasonal transfer can significantly increase the mission lifetime from a few months 
for the smaller values for 0β  up to a few years for the larger values for 0β . Furthermore, 
comparing Fig. 3.12 with Fig. 3.6 and Fig. 3.7 shows a dramatic improvement of the lifetime 
for hybrid sail propulsion compared to both impulsive and SEP propulsion. For small 
displacement distances even lifetimes of 10 - 15 years come into reach and the lifetime for 
the larger displacements become reasonable. Again, comparing the lifetimes for a mass 
fraction of 0.5 and a specific impulse of 3200 s increases the lifetime for a 35 km out-of-
plane displaced orbit from 3.7 years for SEP control to 4.4 - 9.2 years (depending on the 
value chosen for 0β ) when the seasonal transfer is not included and to 4.7 - 15 years when 
the transfer is included. Similarly, the lifetimes for a 150 km out-of-plane displaced orbit are 
increased from 0.9 years to 0.9 - 1.2 years (excluding transfer) and to 0.9 - 1.4 years 
(including transfer). 
3.4.2 Comparison with in-plane displaced geostationary orbit 
Although the analyses performed in Sections 3.2 and 3.3 already showed that the out-of-
plane displaced GEO outperforms the in-plane displaced GEO for the use of impulsive and 
SEP control, it is still of interest to investigate the performance of the in-plane displaced 
GEO for the use of hybrid sails. The reason for this is the fact that, despite the larger 
required acceleration to maintain the in-plane displaced GEO, the direction of this 
acceleration is much more favourable as it is approximately along the Sun-sail line in parts 
of the orbit.  
To investigate the performance of hybrid sails for the in-plane displaced GEO, the 
minimisation problem in Eq. (3.18) needs to be solved with: 
 
( )
( )
2 2
*
2 2
*
cos
sin
0
E
E
E
x GEO GEO
y GEO GEO
z
a
a
a
ρ ω ω θ
ρ ω ω θ
= −
= −
=
 (3.30) 
where GEOθ  is the angular position in the displaced GEO, measured from the positive Ex -axis 
in counter clockwise direction. Applying the same approach as used in Section 3.4.1 to solve 
for the optimal solar sail pitch and yaw angles would require a system of nonlinear equations 
to be solved using Newton’s method, rather than the single expression in Eq. (3.26). 
Therefore, the minimisation problem is solved using a sequential quadratic programming 
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(SQP) method.132 This function allows the definition of the bounds for the sail pitch angle sα  
as shown in Fig. 3.9 and the inclusion of a constraint to ensure ( )ˆ ˆ 0s⋅ ≥n r . As for the out-of-
plane case, the displaced GEO is discretised into nodes, again with a time interval of 
0.005t∆ =  days, and at each node the minimisation problem of Eq. (3.18) is solved.  
The results for a 35 km displaced orbit are provided in Fig. 3.13 and Fig. 3.14. Figure 3.14 
confirms that also for hybrid sail propulsion the in-plane displaced GEO is more demanding 
than the out-of-plane displaced GEO, because the acceleration required from the SEP 
thruster is higher throughout (most of) the orbit. Furthermore, Fig. 3.13 clearly illustrates the 
influence of the changing direction of the Sun-sail line during the year and the sail attitude 
constraint that prevents the sail from generating an acceleration in the direction of the Sun. 
The latter requires the sail to be turned 180° every orbit and almost instantaneously during 
the equinoxes. However, as expected, during parts of the in-plane displaced orbit (around 
0GEOθ = ) the sail normal is aligned with the required, radial acceleration, which significantly 
lowers the demand on the SEP thruster, see Fig. 3.14.  
After considering all propulsion strategies for the displaced GEO, it can be concluded that 
the out-of-plane displaced GEO outperforms the in-plane displaced GEO. The remainder of 
the analyses for the displaced GEO will therefore focus solely on the out-of-plane displaced 
GEO.  
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Fig. 3.13 Solar sail normal vector (β0 = 0.1) for a 35 km in-plane displaced GEO. a) Solstices. 
b) Equinoxes. 
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Fig. 3.14 Required SEP acceleration for a 35 km in-plane (solid lines) and out-of-plane (dashed 
lines) displaced GEO for different values of the sail lightness number β0. a) Solstices. 
b) Equinoxes.  
3.5 Mass budget analysis 
The results in Fig. 3.6, Fig. 3.7 and Fig. 3.12 provide the performance of impulsive, SEP and 
hybrid sail control for an out-of-plane displaced GEO in terms of propellant consumption. 
However, the goal of the mission is to maximise the lifetime of a spacecraft carrying a given 
payload. It should therefore be investigated whether the mass fractions and specific impulses 
of Fig. 3.6, Fig. 3.7 and Fig. 3.12 allow for any payload mass to be left at the lifetimes 
shown in those figures. For this, the spacecraft mass budget is investigated. However, due to 
its poor performance, impulsive control is discarded as a viable option to maintain the out-
of-plane displaced GEO and this section will therefore only consider the mass budget for a 
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hybrid sail and SEP propelled spacecraft. The corresponding mass budgets are based on what 
is proposed in Reference 133: 
 0 prop tank SEP P gimbal s paym m m m m m m m= + + + + + +  (3.31) 
The initial mass is broken down into seven elements. First, a propellant mass, propm , that 
follows from the initial and final spacecraft mass (see Eq. (2.15) and Eq. (3.29)), where the 
final mass is obtained after a certain lifetime L . Then, the mass of the tanks required to store 
the propellant, 0.1tank propm m= ,
134
 and the mass of the SEP thruster, SEPm , which takes into 
account the control units and cabling related to the SEP subsystem. In Section 2.2.1 it was 
already indicated that the use of one thruster is assumed. This assumption will be assessed at 
the end of this section. The mass of the thruster is a function of the maximum power required 
by the SEP subsystem, 
,maxSEPP , which on its own is a function of the maximum thrust 
required during the mission, maxT : 
 
,maxSEP SEP SEPm k P=  (3.32) 
 
max 0
,max 2
sp
SEP
SEP
T I g
P
η
=  (3.33) 
with SEPk = 0.02 kg/W
62
 the specific performance of the SEP thruster and SEPη = 0.7
135
 its 
efficiency. Subsequently, in the case of SEP control a solar array with mass 
,maxP SA SEPm k P=  is 
assumed to provide electrical energy to the SEP system with SAk = 0.022 kg/W the specific 
performance of the solar array.62 In the case of hybrid sail control, it is assumed that part of 
the sail is covered with thin film solar cells for this purpose. The required area covered with 
solar cells can then be computed from the maximum power required by the SEP system: 
 
,max
,maxcos
SEP
TF SEP
TF
P
A
W
γ
η
=  (3.34) 
The efficiency of the thin film is set to a conservative value of TFη = 0.05 and .maxSEPγ  
represents the angle between the Sun-sail line and the solar sail normal vector when maxT T= . 
From Eq. (3.34) the mass of the thin film P TF TFm Aσ=  can be computed with 
TFσ = 100 g/m
2
.
88
 Note that the influence of the thin film solar cells on the performance of 
the sail is neglected. Then, the mass of a gimbal, 0.3gimbal SEPm m= ,
134
 is taken into account to 
ensure that the solar sail and SEP thruster can steer independently of one another. Finally, 
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the mass of the sail can be computed through 
s s s
m Aσ=  with 
s
σ  the mass per unit area of the 
solar sail and the area of the sail, 
s
A , given through: 
 
0 0
*s TF
mA Aβ
σ
= +  (3.35) 
For the sail loading 
s
σ  a value of 5 g/m2 is assumed as discussed in Section 2.2.2. Finally, 
and clearly, for an SEP-controlled spacecraft, both gimbalm  and sm  are set to zero.  
For a given mission lifetime and for a particular specific impulse, the only unknowns for 
computing the payload mass, paym , are the initial mass and the maximum SEP thrust required 
during the mission, maxT , which are related since the initial mass is bounded by maxT . For 
SEP control, this maximum thrust occurs at 0t t=  causing max 0T T= . With the required 
acceleration to maintain the out-of-plane displaced GEO given for a particular displacement 
distance, the maximum initial mass can be computed through 0,max 0 /m T a= . However, for 
hybrid sail control, the maximum thrust does not necessarily occur at 0t t= , but can also 
occur in autumn (when the seasonal transfer is taken into account, as is done in this mass 
budget analysis) as shown in Fig. 3.11b. The resulting maximum initial masses for both SEP 
and hybrid sail control are provided in Fig. 3.15 as a function of the maximum thrust 
magnitude and for each of the displacement distances used so far and for different sail 
lightness numbers.  
The figure and accompanying table show that for SEP control and a maximum thrust 
magnitude of maxT = 0.2 N (see Section 3.4), maximum initial masses of 1075, 501 and 
251 kg are possible for displacement distances of 35, 75 and 150 km, respectively. These 
initial masses increase by a factor 1.05 to 2.7 for hybrid sail control, depending on the sail 
lightness number and the displacement distance. These higher initial masses show another 
major advantage of hybrid sail control over SEP control in addition to the propellant mass 
savings shown in Fig. 3.7 and Fig. 3.12. 
Using these initial masses and a specific impulse of 3200 s, the payload masses and lifetimes 
as depicted in Fig. 3.16 can be obtained.  
Figure 3.16 shows that in almost all cases hybrid sail control outperforms SEP control. The 
only exception occurs for the largest displacement considered in combination with the 
largest value for the sail lightness number, 0β = 0.2. Figure 3.16 furthermore shows that only 
hybrid sail control allows lifetimes equal to the lifetime of current geostationary spacecraft 
of 10 - 15 years, while still enabling a considerable payload to be taken onboard. For 
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example, for a 35 km out-of-plane displaced orbit, a near-term sail lightness number of 0.05 
and an initial mass of 1729 kg, payload masses of 361 kg and 155 kg can be maintained in 
the displaced GEO for 10 and 15 years, respectively. Increasing the sail lightness number to 
a far-term value of 0.1, these payload masses are increased to 487 kg and 255 kg for 10 and 
15 year missions, respectively.  
A detailed mass breakdown for a set of mission cases is provided in Table 3.2. Comparing 
the breakdown for the same value for 0β  but for different mission lifetimes clearly shows the 
mass components that are dependent on the initial mass (or, equivalently, on the maximum 
thrust magnitude) and those that depend on the mission lifetime (e.g. the propellant mass, 
tank mass and payload mass). The table thus illustrates that for longer lifetimes, the payload 
mass decreases as part of the payload mass is translated into propellant mass (and 
accompanying tank mass). Some additional considerations with respect to the mass budget 
will be given below. 
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Fig. 3.15 a) Maximum thrust magnitude, Tmax, as a function of the initial mass, m0, for different 
values of the out-of-plane displacement distance, h, and the sail lightness number, β0. b) 
Initial masses for a maximum thrust magnitude of 0.2 N. 
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Fig. 3.16 Payload mass, mpay, as a function of the mission lifetime, L, for a (a) 35 km and (b) 
150 km out-of-plane displaced GEO, for different sail lightness numbers, β0. 
Table 3.2 Mass breakdown of a set of mission cases with different displacement distances, h, 
lifetimes, L, and solar sail lightness numbers, β0. For the length of the solar sail, ls, a square 
sail is assumed. 
 
h = 35 km h = 150 km 
L = 5 years L = 15 years L = 0.2 years L = 0.5 years 
SEP 0β = 0.05 0β = 0.05 SEP 0β = 0.05 0β = 0.05 
0m , kg 1075 1729 1729 251 316 316 
propm , kg 654.1 570.8 1064.1 37.7 38.8 86.8 
tankm , kg 65.4 57.1 106.4 3.8 3.9 8.7 
SEPm , kg 89.7 89.7 89.7 89.8 89.6 89.6 
Pm , kg 99.7 3.9 3.9 99.7 5.7 5.7 
gimbalm , kg 0 26.9 26.9 0 26.9 26.9 
s
m , kg 0 282.7 282.7 0 51.9 51.9 
paym , kg 166.1 697.9 155.3 20.0 99.2 46.4 
s
l , m 0 237.8 237.8 0 101.9 101.9 
TFA , m
2 0 39.2 39.2 0 56.9 56.9 
maxT , N 0.2 0.2 0.2 0.2 0.2 0.2 
First, note that the payload mass, as used so far in the mass budget analysis and as provided 
in Fig. 3.16 and Table 3.2, includes not only the actual payload of the mission, but also 
additional spacecraft subsystems that are not explicitly stated in the mass breakdown in 
Eq. (3.31). These include masses that account for, among others, the spacecraft structure, on-
board data handling (OBDH), thermal and attitude dynamics and control system (ADCS). 
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According to Reference 62, these additional masses can be represented in the mass budget as 
a fraction of the dry mass: ( )0other other dry other propm f m f m m= = − . Depending on the value chosen 
for 
otherf , the results in Fig. 3.17 can be obtained for the use of hybrid sail propulsion and for 
the near- and far-term sail lightness numbers of 0.05 and 0.1. The figure shows that for all 
otherf  considered, a payload mass remains for a minimum lifetime of 10 years, while a 
15 year mission is also feasible for smaller values of 
otherf . Considering the small 
geostationary communication satellite platform proposed in Reference 130, which has an 
initial mass similar to the platforms considered for the displaced GEO and considers a 
minimum payload mass of 200 kg, it becomes clear from Fig. 3.17 that a similar payload can 
be maintained in the displaced GEO for 10 years for 0.2
otherf ≤ .  
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Fig. 3.17 Payload mass, mpay, as a function of the mission lifetime, L, for a 35 km out-of-plane 
displaced GEO, taking into account the mass of other spacecraft subsystems as a fraction of 
the dry mass, fother. a) Sail lightness number of 0.05. b) Sail lightness number of 0.1. 
The results in Fig. 3.16 furthermore suggest that an optimal lightness number exists. For 
example, for the 35 km displaced GEO in Fig. 3.16a, the results for 0β = 0.1 outperform the 
results for both smaller and larger values for 0β . Some details on this optimal lightness 
number are provided in Fig. 3.18. Figure 3.18a shows the increase in sail mass and the gain 
in initial, propellant, tank and power source mass that are achieved by increasing the value 
for 0β  for a 35 km out-of-plane displaced GEO. The difference between the two lines is thus 
the net increase in payload mass, which is provided in Fig. 3.18b. Both figures clearly show 
that for increasing 0β  beyond a certain value, the gain in initial, propellant, tank and power 
source mass no longer outweighs the required increased sail mass and increasing 0β  even 
further would only result in a net decrease of the payload mass. The figure furthermore 
75 
 
shows that the optimal value for 0β  depends on the mission lifetime, which is introduced 
through the dependency of propm  and tankm  on both the mission lifetime and the sail lightness 
number. Note that SEPm  and gimbalm  are independent of the lightness number and mission 
lifetime and are therefore of no influence on the graphs in Fig. 3.18.  
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Fig. 3.18 Illustration of optimal solar sail lightness number for a 35 km out-of-plane displaced 
GEO. a) Increase in sail mass and gain in initial, propellant, tank and power source mass 
due to increase in sail lightness number, β0. b) Increase in payload mass due to increase in 
sail lightness number, β0. 
Finally, it would be of interest to perform a sensitivity analysis on the results in Fig. 3.16. 
Here, this is achieved by including margins to the mass budget in Eq. (3.31). Two different 
margins are adopted, one for all subsystems that make use of well-proven technologies such 
as the SEP thruster and the propellant tanks, 
oldε , and one for new technologies such as the 
solar sail and thin film solar cells. The new mass budget can then be written as:136 
 
( )
( ) ( )0
SEP
Hybrid
old prop tank SEP P other pay
old prop tank SEP gimbal other new P s pay
m m m m m m
m
m m m m m m m m
ε
ε ε
 + + + + +
= 
+ + + + + + +
 (3.36) 
which takes into account the previously discussed mass of the other subsystems. Using a 
range of values for both margins and using 
otherf = 0.2, the results in Fig. 3.19 can be 
generated for a mission lifetime of 10 years. The results are presented as the difference, 
paym∆ , with respect to the nominal case when old newε ε= = 1. Two grey, transparent surfaces 
are included in the figure for readability, where the surface at approximately -200 kg 
represents the boundary below which no payload can be carried on the mission for a lifetime 
of 10 years.  
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a)  b)  
 
 
Fig. 3.19 Decrease in payload mass, ∆mpay, as a function of the margins on well-proven, εold, and 
new, εnew, technologies with respect to the nominal case where εold = εnew = 1 for a 10 year 
mission in a 35 km out-of-plane displaced GEO. a) Sail lightness number of 0.05. b) Sail 
lightness number of 0.1. 
As noted previously, the analyses in this section assume the use of one SEP thruster. The 
main issue with this assumption is whether or not one thruster can deliver the required 
propellant throughput. Taking the NASA’s Evolutionary Xenon Thruster (NEXT) as 
reference, see Table 2.1, an operational lifetime of 45,000 hours (i.e. over 5 years) should be 
possible with a propellant throughput of 800 kg.137 Allowing a slightly larger specific 
impulse of 4000 s for the NEXT thruster than the 3200 s assumed so far, the results in 
Fig. 3.20 can be obtained for the propellant throughput. Where appropriate, the figures 
include the reference value of 800 kg and show that only for the 35 km displaced GEO the 
reference value is exceeded and a second SEP thruster could be required. Adding a second 
thruster would be possible, which would also provide a larger maximum thrust and would 
therefore enable a larger initial mass. Inspecting the separate mass components in Eq. (3.31) 
shows that all components scale linearly with the maximum thrust, including the payload 
mass.  
Although the performance for a 35 km out-of-plane displaced orbit is promising, the 
performance of the higher displaced orbits is not, see Fig. 3.16b. The lifetime decreases 
drastically to approximately 0.5 year. Despite this short lifetime, the 150 km out-of-plane 
displaced GEO could still be of interest by using it to provide temporary displacements. 
Then, the displaced GEO is only maintained for a relatively short period of time to provide 
services when needed and is transferred into a Keplerian parking orbit when inoperative to 
save propellant mass. For such short durations, the 150 km displaced GEO can transform its 
rather short lifetime into multiple smaller mission segments extended over a much longer 
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lifetime. To show the feasibility of this concept, the next chapter will investigate the 
trajectory that is required to transfer the spacecraft from and to such a Keplerian parking 
orbit.  
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Fig. 3.20 Required propellant throughput (assuming a NEXT thruster specific impulse of 
4000 s) for out-of-plane displaced GEOs maintained with hybrid sail control for different 
values of the solar sail lightness number, β0, and displacement distances, h.  
3.6 Orbital perturbations 
A spacecraft in a (displaced) GEO experiences a set of perturbing effects. In this section, two 
particular perturbations are investigated, namely the 2J  and 2,2J  effects and the effect of 
non-ideal properties of the solar sail. These perturbations are used for illustration purposes 
and additional perturbing accelerations, such as third body perturbations from the Sun and 
the Moon, are therefore not considered. 
 
3.6.1 J2 and J2,2 effects 
Up to this point, the analyses for the displaced GEO have assumed a radially symmetrical 
mass distribution for the Earth. However, it is well-known that the Earth’s actual gravity 
field is not radially symmetric, since the mass density distribution changes in north-south 
and east-west directions. Spacecraft in geostationary orbit are perturbed by this and require 
costly station-keeping manoeuvres.127 A similar effect can be expected for the displaced 
GEO. This section will therefore investigate the influence of the Earth’s non-uniform 
gravitational field on the lifetimes depicted in Fig. 3.7 and Fig. 3.12. 
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For this, the two most dominant perturbing accelerations will be considered, namely the so-
called 2J  term (or Earth’s oblateness) and the 2,2J  term. The first term considers deviations 
of the Earth’s mass density distribution in north-south direction and causes a precession of 
the pole of the orbit plane. The second term is concerned with deviations in east-west 
direction. For most spacecraft orbiting the Earth the effect of the 2,2J  term will average out 
over periods longer than a day, but because a (displaced) GEO spacecraft is constantly 
located above the same point on Earth, it experiences a constant acceleration from the 2,2J  
term and is therefore strongly perturbed. The effect is a librational motion around the nearest 
stable point either at 75°E or 105°W.13 
Using a spherical reference frame with r  the distance from the centre of the Earth, λ
 
the 
geographical longitude and φ  the geocentric latitude, the perturbing accelerations due to the 
2J  term can be derived as:
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with R⊕  the radius of the Earth. Equation (3.37) shows that, while the 2J  perturbing 
acceleration for a GEO spacecraft is purely radial, for the displaced GEO a non-zero term in 
φ  direction exists. 
Similarly, for the 2,2J  term the accelerations are given by:
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 (3.38) 
with 2,2λ  a coefficient related to the 2,2J  term. The accelerations in Eq. (3.37) and (3.38) can 
be added and transformed to the reference frame defined in Fig. 3.8. To determine the effect 
of the 2J  and 2,2J  terms on the performance of SEP and hybrid sail propulsion for the 
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displaced GEO, the resulting accelerations in Ex , Ey  and Ez  direction, denoted by , EJ xa , 
, EJ y
a  and 
, EJ z
a  respectively, should be added to Eq. (3.17). This results in: 
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  (3.39) 
Equation (3.39) shows that the minimisation problem in Eq. (3.18) still holds: for a particular 
instant of time, the acceleration required from the SEP system can be minimised by finding 
the optimal solar sail pitch and yaw angles. However, because the additional terms 
, EJ x
a and 
, EJ y
a  are not constant in direction along the displaced GEO in the ( ), ,E E EE x y z  reference 
frame, the optimal sail yaw angle is also no longer constant. Therefore, applying the 
approach of Eq. (3.22) to solve for the optimal solar sail pitch and yaw angles would require 
a system of nonlinear equations to be solved rather than the single expression in Eq. (3.26). 
Therefore, the minimisation problem is once again solved using an SQP method,132 similarly 
as was done for computing the performance of the in-plane displaced GEO in Section 3.4.2. 
As was explained, this function allows the definition of bounds for the sail pitch angle sα , as 
shown in Fig. 3.9, and the inclusion of a constraint to ensure ( )ˆ ˆ 0s⋅ ≥n r . As for the non-
perturbed case, the displaced GEO is discretised into nodes with a time interval of 
0.025t∆ =  days and at each node the minimisation problem is solved. 
The results for a spacecraft positioned in a 35 km displaced GEO at a longitude of 0λ =  and 
with 
spI = 3200 s are provided in Fig. 3.21 and Fig. 3.22. In Fig. 3.21 the solar sail pitch and 
yaw angles are depicted to show their variation over one orbit due to the constantly changing 
, EJ x
a and 
, EJ y
a  terms in Eq. (3.39).  
The actual influence on the spacecraft lifetime is shown in Fig. 3.22, which provides the loss 
in lifetime in percentage of the nominal, i.e. the unperturbed lifetime. The figure shows that 
the 2J  and 2,2J  terms have a small effect on the lifetime, which becomes almost negligible 
for the smaller values of the solar sail lightness number. For example, for the unperturbed 
case and for 0β = 0.01 the spacecraft reaches a lifetime of 15 years at a mass fraction of 
approximately 0.16. For the same mass fraction, but including the 2J  and 2,2J  perturbing 
effects, the lifetime percentage loss is 0.26 percent or 14 days. Note that the oscillating 
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behaviour for the case of hybrid sail propulsion is introduced by the influence of the 
seasonally changing Sun-sail line. Similar results can be obtained for the larger 
displacements of 75 and 150 km since the magnitude of the perturbing acceleration does not 
change significantly. 
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Fig. 3.21 Optimal solar sail pitch (a) and yaw (b) angles over one orbital period in winter when 
accounting for the perturbations due to the J2 and J2,2 terms of the Earth’s gravity field for a 
spacecraft located at 0° longitude in a 35 km displaced GEO and for different values of the 
solar sail lightness number, β0.  
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Fig. 3.22 Loss in mission lifetime as percentage of the nominal mission lifetime when accounting 
for the perturbations due to the J2 and J2,2 terms of the Earth’s gravity field for a spacecraft 
located at 0° longitude in a 35 km displaced GEO and for different values of the solar sail 
lightness number, β0. 
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3.6.2 Non-ideal solar sail 
So far, the analysis of hybrid sail propulsion to maintain the displaced geostationary orbit has 
considered an ideal solar sail, i.e. a perfectly reflecting solar sail where the solar sail 
acceleration vector is aligned with the normal to the sail surface. However, in reality the 
optical properties of the sail are not ideal as explained in Section 2.2.2. This causes the 
magnitude of the solar radiation pressure force to decrease and to generate a tangential 
acceleration component in addition to the acceleration perpendicular to the solar sail. 
Clearly, this can have a significant effect on the sail’s performance. This section will 
investigate this effect by adopting the parametric, degrading solar sail model of Section 2.2.2 
using a similar approach to solving the minimisation problem as done in Section 3.6.1. Note 
that other degrading effects on the solar sail such as debris impact are not considered. 
To analyse the effect of the non-ideal solar sail on the performance of hybrid sail propulsion 
for maintaining the displaced GEO, the solar sail acceleration in Eq. (3.17) is replaced by 
Eq. (2.36) with the optical coefficients dependent on time as given in Eq. (2.41). And, 
because only out-of-plane displaced GEOs are considered, 0
E Ex y
a a= =  and 3/
Ez GEO
a h rµ⊕= . 
This results in the following acceleration required from the SEP thruster: 
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with ( )ˆ ˆ cos sin sin coss s sψ α ψ α⋅ = +r n . In order to minimise this SEP acceleration, a similar 
approach as for the in-plane displaced GEO in Section 3.4.2 and the effect of the 2J  and 2,2J  
terms in Section 3.6.1 is adopted: the displaced GEO is discretised into several nodes. At 
each node, the total radiation dose received is computed through a trapezoidal integration of 
Eq. (2.37), the optical coefficients are updates and the minimisation problem in Eq. (3.18) is 
solved using an SQP method.132 
Results of this analysis are provided in Fig. 3.23. The figure shows that the lifetime that can 
be achieved for a particular mass fraction decreases when including the non-ideal sail 
properties (dashed lines). Clearly, this decrease becomes larger for increasing values of the 
sail lightness number. For 0β = 0.01, the loss stays limited to a few days, up to approximately 
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12 percent of the lifetime for an ideal solar sail, see Fig. 3.23b. However, for 0β = 0.1 the 
loss in lifetime for a particular mass fraction is significant and can be as much as 52 percent.  
Note that the irregular behaviour of the plot in Fig. 3.23b is again due to the seasonally 
changing Sun-sail line. This can be further clarified from Fig. 3.23a, which shows that – 
depending on the time of year – the lifetime increases quickly or slowly for a decrease in the 
mass fraction. This pattern, which is especially clear for 0β = 0.1, can be observed for both 
the ideal and non-ideal solar sail, but because both approaches consume propellant at a 
different rate, the pattern is out of phase, causing the irregular behaviour in Fig. 3.23b.  
Finally, note that this section investigated the degradation of the solar sail. However, for both 
the pure SEP case and the hybrid sail cases, also the performance of the solar arrays or thin 
film cells can be effected by degradation. However, this effect will only be of influence for 
the mass budget considered in Section 3.5. It could be taken into account by slightly over-
sizing the solar array (or thin film solar cell area) such that the required power output can 
even be generated at end of life. However, for the case of hybrid propulsion, the mass of the 
thin film cells is just a few kilograms, see Table 3.2. Over sizing the thin film cells will 
therefore have an almost negligible effect on the results provided in Fig. 3.16. 
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Fig. 3.23 Influence of non-ideal sail properties on the lifetime of a hybrid sail propulsion 
spacecraft in a 35 km displaced out-of-plane GEO for different values of the solar sail 
lightness number, β0. a) Lifetime as a function of mass fraction for ideal (solid lines) and non-
ideal (dashed lines). b) Percentage loss in lifetime. 
3.7 Chapter summary 
In this chapter the possibility of using displaced NKOs to provide a solution to future 
geostationary orbit congestion has been investigated.  
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It has been shown that, for equal displacements, a Type I NKO (i.e. an out-of-plane 
displaced geostationary orbit) outperforms geostationary orbits displaced in the equatorial 
plane in terms of acceleration required and with that in terms of propellant consumption, 
mission lifetime and/or payload mass capacity.  
Chemical propulsion, to maintain the out-of-plane displaced GEO, was shown to perform 
very poorly due to a penalty on the ∆V for using pulsed rather than continuous control and a 
low specific impulse. Even the smallest displacements of 35 km, which is the minimum to 
rise above the geostationary station-keeping box, cannot be maintained for longer than a few 
months. Much better performance of a few years down to a few months in a 35 km and 
150 km out-of-plane displaced orbit, respectively, can be observed for the use of SEP 
control. However, investigating the spacecraft mass budget showed that only for small 
displacements reasonable payload masses of a few hundred kilograms can be maintained for 
a few years. By adding a solar sail to the SEP system, thereby creating hybrid sail control, 
the demand on the SEP system can be lowered while enabling a mission that is impossible 
using only a solar sail due to the obliquity of the ecliptic and the inability of the sail to 
produce a thrust force in the direction of the Sun. Furthermore, making use of a seasonal 
transfer between orbits displaced above and below the equatorial plane increases the 
performance even further: for a 35 km out-of-plane displaced orbit, a near-term sail lightness 
number of 0.05 and a maximum SEP thrust magnitude of 0.2 N, lifetimes of 10 - 15 years 
(equal to current geostationary missions) can be achieved for payloads of 361 and 155 kg, 
respectively. For a far-term solar sail lightness number of 0.1 these payload masses can be 
increased to 255 - 487 kg. These payloads include not only the actual payload but also other 
subsystems such as OBDH, ADCS and structural mass. By estimating their mass as a 
fraction, i.e. 20 percent, of the spacecraft dry mass, a 200 kg pure payload mass can still be 
maintained for 10 years with both near-term and far-term sail lightness numbers. For smaller 
percentages, payloads can even be maintained in the displaced GEO for 15 years. Higher 
out-of-plane displaced orbits appeared to be especially useful for temporary displacements in 
which the spacecraft is only put into the displaced orbit for relatively short periods of time to 
provide coverage when needed. When not operational, the spacecraft can be transferred into 
a Keplerian parking orbit to save propellant mass.  
Considering perturbations such as those generated by the 2J  and 2,2J  terms of the Earth’s 
gravity field, it was shown that these have negligible effects for small sail lightness numbers. 
Contrary, perturbations due to non-ideal properties of the solar sail are significant, resulting 
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in a maximum loss in lifetime of up to 35 percent with respect to the ideal solar sail case for 
a near-term sail lightness number of 0.05.  
Analysing the performance of the displaced GEO as defined and investigated in this chapter, 
it has been shown that, contrary to previous work proposed on the displaced GEO,15-18 it is 
feasible to generate new geostationary slots where the spacecraft is truly stationary with 
respect to its ground station, by cancelling the residual in-plane acceleration by 
unconstrained propulsion techniques such as chemical propulsion or SEP. Furthermore, for 
all propulsion strategies considered, displacements well beyond the geostationary station-
keeping box are enabled using near-term solar sails for the case of hybrid sail propulsion. It 
is therefore believed that the out-of-plane displaced GEO can provide an alternative to the 
geostationary orbit.  
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Chapter 4             
Optimal transfers for displaced 
geostationary orbits 
In the previous chapter, two types of transfers were considered to improve the performance 
of the displaced geostationary orbit. This chapter will investigate the optimisation of these 
transfers as well as the optimisation of the transfer from geostationary orbit to the displaced 
geostationary orbit, in order to investigate the accessibility of the displaced GEO. First, the 
optimal control problem for a general transfer to or from the displaced GEO is defined in 
Section 4.1. Then, in Sections 4.2 to 4.4 the general problem is applied to the transfer from 
GEO to displaced GEO, the transfer between north and south displaced GEOs and the 
transfer between the displaced GEO and a parking orbit, respectively. These sections assume 
the use of pure SEP to perform the transfers, which will be extended to the use of hybrid sail 
propulsion in Section 4.5. Note that for the hybrid sail case, it is assumed that hybrid 
propulsion is also used throughout the nominal mission, i.e. for maintaining the spacecraft in 
the displaced geostationary orbit. Finally, in Section 4.6 the results obtained with PSOPT are 
verified through a costate mapping approach and the chapter finishes with conclusions.  
4.1  Optimisation of general displaced geostationary orbit transfer 
Because the approach for the three types of transfers considered in this chapter is very 
similar, this section will provide the approach for a general case, which can subsequently be 
applied to the three particular cases. For all transfers, the objective is to minimise the amount 
of propellant consumed by the SEP thruster, which implies solving the accompanying 
optimal control problem, see Section 2.3.1.  
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Fig. 4.1 Definition of spherical reference frame and control vector to describe a general 
displaced geostationary orbit transfer.  
Figure 4.1 provides a definition of the general displaced geostationary orbit transfer and the 
reference frame employed. The figure shows that the transfer is described using the Earth 
centred reference frame defined in Section 3.4 and Fig. 3.8, only now using spherical 
coordinates ( ), ,E r θ φ . The in-plane angle θ  is measured in the counter clockwise direction 
from the Ex -axis that points away from the Sun at all times and the out-of-plane angle φ  is 
measured from the ( ),E Ex y -plane that is parallel to the equatorial plane. Note that this 
reference frame is especially of use when hybrid sail propulsion is considered, while another 
reference frame with less stringent constraints on the direction of the Ex -axis can be 
employed for the use of pure SEP. 
As noted, for both an SEP-controlled spacecraft and a spacecraft employing hybrid sail 
propulsion, the objective is to minimise the propellant consumption, propm , at the final time, 
which results in the following objective function: 
 
,prop fJ m=  (4.1) 
The state vector at any point in the trajectory is given by: 
 
T
r propr V V V mθ φθ φ =  x  (4.2) 
where 
r
V , Vθ  and Vφ  are the velocities in r , θ  and φ  direction, respectively. The control 
vector, u , depends on the type of propulsion employed and is given through: 
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with TrT T Tθ φ =  T  and ˆ
T
rn n nθ φ =  n . For SEP, the control vector consists of the 
Cartesian components of the SEP thrust magnitude. In the case of hybrid sail propulsion, the 
Cartesian components of the solar sail normal vector are added to that. Note that for both 
types of propulsion the Cartesian thrust components are used, rather than two angles and the 
vector magnitude, as these may give rise to ambiguities. When defining both angles in the 
interval [ ]0,2pi  there are at least two sets of angles that yield the same direction. Even by 
constraining one angle to the interval [ ]0,pi , ambiguities can arise. For example, using two 
angles α and δ  as defined in Fig. 3.8, where α  is measured from the z -axis and δ  from 
the x − axis in the ( ),x y -plane, then, for the case when 0α = , the value for δ  is arbitrary. In 
contrast, using the Cartesian components, each set of control values corresponds to a unique 
thrust direction.99 Additionally, using Cartesian components, smooth control profiles can be 
obtained, while the use of angles can lead to discontinuities. Again, taking as example the 
angles α and δ  as defined in Fig. 3.8 and now considering that, over time, the thrust vector 
changes from the ( ),y z -plane to the ( ),y z− -plane, the change in α  is smooth, but a 
discontinuity exists in the profile for δ . Again, using Cartesian coordinates as control 
variables, these discontinuities can be prevented. 
Using a two-body model, the equations that describe the motion of the spacecraft in the 
transfer are: 
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 (4.4) 
Again, depending on the type of propulsion system employed, the accelerations in the r , θ  
and φ  directions are given by: 
 
( )200 2
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ˆ ˆ ˆ Hybrid
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with 0 propm m m= −  the instantaneous mass of the spacecraft. Note that an ideal solar sail 
model is assumed, as was done in Chapter 3.  
The constraints involved in the general displaced geostationary transfer problem include at 
least one path constraint due to the use of the Cartesian components for the SEP control 
vector: 
 
2 2 2
maxrT T T T Tθ φ= + + ≤  (4.6) 
with maxT  the maximum allowable SEP thrust magnitude, which is set to 0.2 N as determined 
in Section 2.2.1. In addition, for the use of hybrid sail propulsion, the following path 
constraint needs to be taken into account to ensure that the magnitude of the sail normal 
vector equals unity and that the sail normal vector points away from the Sun at all times: 
 
2 2 2 1rn n n nθ φ= + + =  (4.7) 
 ( )ˆ ˆ 0s⋅ ≥n r  (4.8) 
Furthermore, bounds on the states and controls can be defined that will apply to each of the 
three transfers in Sections 4.2 to 4.4: 
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 (4.9) 
Equation (4.9) shows that wide bounds are set on the state variables in order not to restrict 
the search of the optimal control solver.  
Besides the path constraints in Eqs. (4.6), (4.7) and (4.8) and the state and control bounds in 
Eq. (4.9), event constraints on the initial and final state vectors and bounds for the time 
variable need to be defined. However, these are problem specific and will therefore be 
defined for each of the transfers separately in Sections 4.2 to 4.4. 
4.2 Transfer to displaced geostationary orbit 
The first transfer that will be considered investigates the accessibility of the displaced 
geostationary orbit from Earth. For this, it is assumed that the spacecraft is first launched into 
the nominal geostationary orbit and is subsequently transferred from there to the displaced 
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geostationary orbit, see Fig. 4.2. Since this section only considers the use of SEP to perform 
the transfer, the control vector in Fig. 4.2 equals the SEP thrust vector. As noted before, an 
extension to hybrid sail propulsion is made in Section 4.5. 
Although the transfer from Earth to the displaced GEO through the nominal geostationary 
orbit will not be the most optimal one (e.g. a small inclination change during the transfer to 
the geostationary orbit to set path towards the displaced orbit might be advantageous), it is 
assumed to serve as a good first estimate. Moreover, the reason for this approach is the fact 
that numerous spacecraft have already been launched into geostationary orbit and 
performance data for different launch vehicles can therefore easily be obtained. For example, 
the Ariane 5 launch vehicle can deliver up to 8000 kg into Geostationary Transfer Orbit 
(GTO)138 of which the apogee approximately coincides with the geostationary orbit. The 
GTO is described by the following set of Keplerian elements 
[ ] 24474.5 km 0.7292 6 178GTO GTO GTO GTOa e i ω  =  

. With GTOω  close to 180° it is 
assumed that apogee coincides with the ascending node and that the V∆  needed for the 
inclination change, iV∆ , is given at that instant. Then, the V∆  needed to transfer from GTO 
to geostationary orbit is given by: 
 ( ) 2 sin 2c i GEO apo apo iV V V V V V ∆ ∆ = ∆ + ∆ = − +     (4.10) 
with 
c
V∆  the velocity change needed to circularise the GTO, /GEO GEOV rµ⊕=  the velocity 
in the geostationary orbit and 1
apo GEO GTOV V e= −  the velocity at apogee of the GTO. The 
total V∆  can be computed to be
 
1.6 km/s. Using the rocket equation and a specific impulse 
of 446 s for the Ariane 5 cryogenic upper-stage,138 the mass delivered in geostationary orbit 
can be shown to be 5496 kg. This mass well exceeds the maximum initial masses of 2912, 
1020 and 436 kg in a 35, 75 and 150 km displaced geostationary orbit, respectively, see 
Fig. 3.15b. Therefore, over 2500 kg would be available to perform the transfer from GEO to 
displaced GEO. For the 150 km displaced orbits even a smaller class launch vehicle such as 
the Soyuz could possibly be used as it can deliver 450 kg directly into geostationary 
orbit (and possibly more when using an intermediate GTO).139 
From Fig. 4.2 the following, case specific, constraints for the optimal control problem can be 
derived. First, the initial and final conditions are: 
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Fig. 4.2 Illustration of transfer from GEO to displaced GEO. 
with ( )1sin /f GEOh rφ −=  and the initial and final in-plane angles ( 0θ  and fθ ) and the final 
propellant consumption free. Phasing between the geostationary orbit and the displaced 
geostationary orbit will have to ensure that the spacecraft is inserted into the displaced 
geostationary orbit at the correct longitude. 
Note that the values for the initial mass, 0m , are taken equal to the maximum masses in 
Fig. 3.15b (i.e. for 0β = 0.2) to obtain a conservative estimate of the quantity of propellant 
needed. Secondly, the bounds on the initial and final times are set as: 
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l
u
t
t
=
=
 (4.12) 
Again, a rather wide bound on the independent variable is set in order not to limit the search 
of the optimal control solver.  
4.2.1 Initial guess 
As described in Section 2.3.4, PSOPT needs an initial guess to initialise the optimisation. To 
obtain this initial guess, a shape-based (or inverse) method is used where a particular shape 
for the transfer is assumed and the controls required to perform that transfer are sought for, 
similar to the approach used for the exponential sinusoids in Section 2.3.5. For this, the 
shape employed for the transfer from geostationary orbit to displaced GEO is considered in a 
rotating reference frame ( ), ,R R RR x y z  that rotates with respect to an inertial frame 
( ), ,I I II x y z  at constant angular velocity ˆGEO Rω=ω z , see Fig. 4.3. In the rotating reference 
frame, spacecraft in the (displaced) geostationary orbit are stationary. The transfer between 
the orbits is assumed to lie in the ( ),R Rx z -plane only and is the shortest path possible 
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T
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between the two orbits. Using a temporary variable, ( )s t  (as illustrated in Fig. 4.3), a 
parabolic velocity profile, ( )s t  is assumed to ensure zero velocity at the start and end of the 
transfer: 
 
2
1 2 3( )s t a t a t a= + +  (4.13) 
The constants 1a , 2a  and 3a  can be partially derived from the following initial and final 
conditions: 
 ( )22 20 0
0 0
1) ( ) 0     2) ( ) 1 cos
3) ( ) 0     4) ( ) 0
f f GEO
f f
s s t s s t h r
s s t s s t
φ= = = = + −
= = = =   
 (4.14) 
 
Fig. 4.3 Initial guess for GEO to displaced GEO transfer. 
Equation (4.14)-3 with 0 0t =  gives 3 0a =  and from Eq. (4.14)-4 it follows that 2 1 fa a t= − . 
The profile for the coordinate s  can be derived by evaluating the following integral: 
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1 40
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s t s t dt a t t t a
=
= = − +∫   (4.15) 
From Eq. (4.14)-1 it follows that 4 0a =  and using Eq. (4.14)-2 gives 31 6 /f fa s t= − . Finally, 
using a differentiation of the velocity profile, the acceleration profile can be derived: 
 1
( )( ) (2 )f
ds t
s t a t t
dt
= = −


 (4.16) 
Transforming back to the ( ), ,R R RR x y z  frame gives: 
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 (4.17) 
The shape of the transfer and its velocity and acceleration profiles are now determined. The 
next step is to determine the direction and magnitude of the thrust force that will enable this 
transfer. For this, the equations of motion of Eq. (2.6) are used. Substituting ˆGEO Rω=ω z  and 
/ m=a T  (with 
R R Rx y z
T T T =  T ) the components of the thrust acceleration in the rotating 
frame) yields: 
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 (4.18) 
with 2 2 2R R Rr x y z= + + . Finally, substituting Eq. (4.17) and rewriting provides the required 
components of the SEP thrust vector. Note that these equations hold for both a transfer to a 
displaced geostationary orbit above the equatorial plane and below the equatorial plane by 
using the correct sign for the displacement distance h . In order to get an estimate for the 
mass profile, the transfer is discretised into several, equally spaced nodes and the mass at 
each node is approximated using Eq. (3.29). Furthermore, in correspondence with the 
analyses in Chapter 3, a specific impulse of 3200 s is used and finally, a transfer time of 
1 day (i.e. ft = 1 day) is assumed. The results for a 150 km displaced geostationary orbit are 
provided in Fig. 4.4. The figure shows that the thrust magnitude required exceeds the 
maximum thrust defined for the transfer. When using this initial guess to minimise the 
objective function in Eq. (4.1) with a limit on the thrust magnitude of 0.2 N, this may cause 
convergence problems in PSOPT. This can be circumvented by first performing an 
optimisation in which the square of the thrust is minimised (without a limit on the thrust 
magnitude), which places a penalty on large thrust values and usually has good convergence 
characteristics. The result from that optimisation can then serve as initial guess for the thrust-
limited minimisation of the propellant mass as given in Eq. (4.1). 
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Fig. 4.4 Initial guess for the transfer from the geostationary orbit to a 150 km out-of-plane 
displaced geostationary orbit. a) Transfer. b) Thrust profile. 
4.2.2 Results 
Before using the results of the previous section as initial guess for PSOPT, the distribution of 
the nodes is changed into a Legendre-Gauss-Lobatto distribution, as is used by PSOPT. 
Subsequently, the results provided in Table 4.1 and Fig. 4.5 can be obtained. These results 
were obtained for an NLP tolerance of 10-6 and by setting the maximum number of iterations 
to 1000. Note that this number of iterations was never reached. Also note that, due to the 
symmetry of the problem, the results for orbits displaced above and below the equatorial 
plane are exactly the same if equal displacement distances are considered.  
Table 4.1 Propellant mass, mprop, required for a GEO to displaced GEO transfer for different 
values of the displacement distance, h, and the accompanying maximum initial mass, m0. 
h , km 0m , kg propm  
±35 2912 260.5 g 
±75 1020 186.8 g 
±150 436 184.2 g 
The required propellant mass in Table 4.1 shows that only a very small fraction of the 
2500 kg available (see below Eq. (4.10)) is sufficient to perform the transfer from GEO to 
the displaced geostationary orbit. Furthermore, although one would expect that the transfer 
to smaller displacement distances requires less propellant than those to the higher displaced 
orbits, the larger initial mass causes the transfer to the 35 km displaced orbit to be more 
demanding in terms of propellant mass than those to the 75 and 150 km displaced orbits.  
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Fig. 4.5 Results for a GEO to displaced GEO transfer with hf = 150 km. a) Transfer. b) Thrust 
profile. 
4.3 Transfer between north and south displaced geostationary 
orbits 
The obliquity of the ecliptic causes hybrid sail control for out-of-plane displaced GEOs to 
perform best when the spacecraft is displaced above the equatorial plane (north) in winter 
and below the equatorial plane (south) in summer. To take advantage of this, the spacecraft 
will have to be transferred from above the equatorial plane to below the equatorial plane and 
vice versa twice per year: once in spring (north to south) and once in autumn (south to 
north). This transfer is illustrated in Fig. 4.6. 
In this case, the problem specific initial and final state vectors are given by: 
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 (4.19) 
with the final propellant mass, 
,prop fm , free. To ensure that the longitude of the spacecraft in 
the displaced GEO is unchanged after the transfer, the final in-plane angle fθ  is restricted to: 
 f GEO ftθ ω=  (4.20) 
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Fig. 4.6 Illustration of transfer between north and south displaced GEOs.  
Furthermore, a maximum transfer time of one day is assumed to limit a potential disruption 
in the downlink to Earth during the transfer: 
 
0
1 day
l
u
t
t
=
=
 (4.21) 
Using a similar initial guess as for the GEO to displaced GEO transfer in Section 4.2.1, the 
results of the optimisation in PSOPT are given in the first row (for d∆ = 0) of Table 4.2 with 
a selection of the corresponding thrust profiles in Fig. 4.7. Again, the table shows a relatively 
worse performance for smaller displacements which can be explained by the relatively larger 
initial mass. The first row in Table 4.2 furthermore shows that almost negligible amounts of 
propellant are needed to perform the seasonal transfer.  
The reason for these small amounts of propellant can be understood when considering what 
happens when the propulsion system is switched off in the displaced GEO. Each point of the 
displaced GEO corresponds to a Keplerian orbit with semi-major axis, eccentricity and 
inclination equal to:41 
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 (4.22) 
with ρ  the radius of the displaced GEO projected onto the equatorial plane. With GEOrρ ≈ , 
the semi-major axis approximately equals the radius of the (displaced) GEO, the eccentricity 
is approximately 0 and the inclination equals the out-of-plane angle of the displaced GEO, 
φ , see Fig. 4.1. The Keplerian orbit thus almost coincides with the displaced GEO on the 
North displaced GEO E
z  
Ey  
Ex  
T  
GEO 
GEOr  
GEOr  
South displaced GEO 
0h
fh  
96 
 
opposite side of the equatorial plane and only a small thrust is needed to overcome any 
remaining offset.  
This description of the transfer also implies that the transfer closely passes by GEO and 
could therefore pose a collision risk to GEO spacecraft. In order to cope with this, the 
following path constraint is added to the optimal control problem:  
 
2 22 cosGEO GEOr r r r dφ− ⋅ + ≥ ∆  (4.23) 
which ensures that the distance between the transfer and GEO is always larger than the value 
assigned to d∆ .  
Including this constraint provides the other results in Table 4.2, where the propellant mass is 
given for different values of d∆ . The table shows that the constraint has a rather large 
impact on the propellant consumption, especially for smaller displacements. However, the 
increase in propellant mass still outweighs the savings that can be obtained from applying 
the transfer to increase the performance of the out-of-plane displaced GEO during the in-
orbit phase.  
 
Table 4.2 Required propellant mass in grams for optimised seasonal transfer including a 
constraint on the approach distance to GEO, ∆d. 
 
 
0h , km
 
 ±35 ±75 ±150 
0m , kg  2912 1020 436 
d∆ , km 
0 2.6 g 0.96 g 0.66 g 
5 243.0 g 52.6 g 20.1 g 
10 Infeasible 123.3 g 42.1 g 
20 Infeasible Infeasible 96.0 g 
35 Infeasible Infeasible 227.4 g 
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Fig. 4.7 Thrust profile for optimised seasonal transfer with ∆d = 0. 
4.4 Transfer between displaced geostationary orbit and parking 
orbit 
For the case of temporary displacements, as discussed in Section 3.5, the spacecraft is 
transferred into an out-of-plane displaced GEO for a relatively short period of time to 
provide services and is transferred back into a Keplerian parking orbit when the services are 
no longer needed in order to save propellant mass. This parking orbit and the transfers that 
are involved in this concept are illustrated in Fig. 4.8. The figure shows that the parking orbit 
lies in the equatorial plane and inside GEO, where the distance between the parking orbit and 
GEO equals the absolute value of the displacement distance. In this way, the parking orbit is 
as close to the displaced GEO as possible without interfering with either GEO or the 
displaced GEO. 
In case the transfer from the parking orbit to the displaced GEO is considered, the problem 
specific initial and final conditions are: 
 0 [ 0  0  0 ( ) 0 0]TGEO GEOr h r hµ⊕= − −x  (4.24) 
 
,
[ 0 cos 0 ]Tf GEO f f GEO f prop fr r mθ φ µ φ⊕=x  (4.25) 
with the final propellant mass, 
,prop fm , and final in-plane angle, fθ , free. Phasing between 
the parking orbit and the out-of-plane displaced GEO will have to ensure that the spacecraft 
is inserted into the displaced GEO at the correct longitude. Note that when the transfer from 
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the displaced orbit to the parking orbit is considered, the initial condition is given by 
Eq. (4.25) and the final condition by Eq. (4.24). 
The problem specific bounds on the time allowed for the transfer are set to: 
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 (4.26) 
Again, the same approach to generate the initial guess is adopted. Note however that this 
introduces a slight error, because the angular velocity of the parking orbit and (displaced) 
geostationary orbits are not equal. This means that the velocity of a spacecraft in the parking 
orbit in the rotating frame of reference of Fig. 4.3 is not zero. However, the difference in 
angular velocity with the (displaced) GEO is only 0.17 percent at most (i.e. for a 150 km 
displaced GEO) and proved not to cause any problems in the convergence of PSOPT. 
The results of the optimisation are shown in Table 4.3 and Fig. 4.9, where again a minimum 
distance from GEO is taken into account. Although the required propellant mass is larger 
than for the seasonal transfer, it still requires only modest propellant budgets that are similar 
to the GEO to displaced GEO transfer in Section 4.2. Note that some of the cases considered 
are infeasible because the constraint on the minimum approach distance cannot be met: 
under the given dynamics and thruster capabilities, trajectories between 35 km north and 
south displaced orbits with a minimum approach distance of 20 and 35 km did not converge 
to a feasible solution.  
However, in general, the use of such a transfer can be considered realistic. Finally, looking at 
the thrust profile in Fig. 4.9b, it becomes clear that the main change to the spacecraft orbit is 
a change in inclination, which is obtained by efficiently thrusting around the nodal crossing. 
This shape of transfer can be expected when once again considering that each point of the 
displaced GEO approximates a Keplerian orbit with radius equal to the radius of GEO but 
inclined at the out-of-plane angle φ . Then, considering the fact that the difference in radius 
between the parking orbit and GEO is small, the transfer can be approximated by a simple 
inclination change. 
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Fig. 4.8 Definition of parking orbit for temporary displacement and illustration of transfer 
between parking orbit and displaced GEO.  
Table 4.3 Required propellant mass in grams for temporary displacement transfer including a 
constraint on the approach distance to GEO, ∆d. 
  Parking orbit to displaced GEO  Displaced GEO to parking orbit 
 
 
fh , km
 
 0h , km
 
  
±35 ±75 ±150  ±35 ±75 ±150 
0m , kg  2912 1020 436  2912 1020 436 
d∆ , km
 
0 277.8 g 204.0 g 173.7 g  292.0 g 208.9 g 176.2 g 
5 287.2 g 206.7 g 174.1 g  297.3 g 209.9 g 176.2 g 
10 302.3 g 210.9 g 176.1 g  304.3 g 214.1 g 177.3 g 
20 Infeasible 221.4 g 179.5 g  Infeasible 224.6 g 181.1 g 
35 Infeasible 247.2 g 185.7 g  Infeasible 249.9 g 187.2 g 
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Fig. 4.9 Transfer from a 150 km out-of-plane displaced GEO to a parking orbit. a) Transfer. b) 
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4.5 Hybrid sail propulsion 
Although the propellant consumption for the transfer to the displaced GEO in Section 4.6.2 
and the transfer to/from an equatorial parking orbit in the previous section was only modest, 
it is still interesting to investigate whether hybrid sail propulsion could improve these 
performances even further. Furthermore, note that the transfer between north and south 
displaced GEOs is not considered as it is already almost free when using pure SEP 
propulsion. The model for the two types of transfers using hybrid propulsion was already 
outlined in Section 4.1 and the results for the pure SEP transfers are used as initial guess.  
It is important to note that the performance of hybrid sail propulsion depends on the time of 
year the transfer takes place. Here, the most favourable conditions are selected for the 
transfer from GEO to displaced GEO as the time of launch could be selected accordingly: 
winter for a transfer to a north displaced GEO and summer for a transfer to a south displaced 
GEO. Contrary, since the transfer from the parking orbit to the displaced GEO (and vice 
versa) can take place at any time during the year, an average performance is generated by 
assuming that this type of transfer takes place in spring/autumn.  
Finally, the direction of the Sun-sail line is assumed constant during the transfer, which is a 
reasonable assumption because the transfers take approximately one day (or less) to 
complete.  
The results for the hybrid transfers are provided in Fig. 4.10 for a range of solar sail lightness 
numbers. To limit the quantity of results presented, only the results for h = ± 35 km and 
h = ± 150 are provided and only for d∆ = 0 (i.e. without including the constraint on the 
approach distance to geostationary orbit), but clearly similar improvements in terms of 
propellant mass consumption can be obtained for a displacement distance of 75 km and 
when the GEO approach constraint is included.  
Figure 4.10 shows that by adding a solar sail to the SEP thruster and by increasing the solar 
sail lightness number, the SEP propellant consumption can indeed be decreased. Note again 
that it is assumed that hybrid propulsion is also used throughout the nominal mission, i.e. for 
maintaining the spacecraft in the displaced geostationary orbit. Otherwise, if the sail would 
only be used for the transfer, the savings in propellant as shown in Fig. 4.10 will not 
outweigh the additional mass of the sail. The savings indicated in Fig. 4.10 thus come in 
addition to the savings that can be established during the in-orbit phase by using hybrid 
propulsion, see Chapter 3. For particular cases, for example the transfer from GEO to the 
35 km displaced GEO, large enough lightness numbers (i.e. 0β ≥ 0.04) can even result in a 
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propellant-free transfer, indicating that the transfer can be performed using only the solar 
sail. This clearly demonstrates the potential of hybrid sail propulsion as a way to gradually 
introduce solar sails for space applications, as was already discussed in Section 2.2.3. 
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Fig. 4.10 SEP propellant consumption for hybrid transfers from GEO to displaced GEO and 
from displaced GEO to a parking orbit as a function of the sail lightness number, β0, and for 
∆d = 0. 
4.6 Results validation  
In the previous sections, a range of optimal control problems have been solved using the 
direct pseudospectral method implemented in PSOPT. In order to check the validity of the 
solutions and the performance of PSOPT, this section aims at solving a subset of those 
problems through the indirect approach described in Section 2.3.2. In particular, the pure 
SEP transfers from GEO to displaced GEO, between north and south displaced geostationary 
orbits and from the displaced GEO to the parking orbit will be considered. For these 
transfers, the two-point boundary-value problem described in Section 2.3.2 needs to be 
defined, which differ from each other only in the boundary conditions. The resulting 
boundary-value problems are subsequently solved using a collocation method.140  
4.6.1 Two-point boundary-value problem 
Before starting the derivation of the boundary-value problem it is noted that a different 
definition of the SEP control variables will be used than what is given in Eq. (4.3). Rather 
than using the three Cartesian SEP thrust components, which were suitable for use in 
PSOPT, a control vector consisting of two angles and an equivalent of the thrust magnitude 
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is employed as this significantly simplifies the derivation of the optimal control law and also 
eliminates the path constraint on the total thrust magnitude in Eq. (4.6): 
 [ ]TE Eα δ τ=u  (4.27) 
where Epi α pi− ≤ ≤  and Epi δ pi− ≤ ≤  are the SEP thrust vector angles in the spherical 
reference frame (subscript ‘ E ’) used throughout the design of the displaced GEO transfers, 
see Fig. 4.1 and Fig. 4.11. Finally, the control parameter 0 1τ≤ ≤  is used to indicate the 
fraction of the total available thrust, maxT , that is applied.  
 
Fig. 4.11 Definition of SEP thrust angles. 
The SEP accelerations in r , θ  and φ  direction then become: 
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By substituting these accelerations into the equations of motion in Eq. (4.4), the following 
Hamiltonian can be derived: 
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 (4.29) 
where 
r
λ , θλ , φλ , rVλ , Vθλ , Vφλ  and propmλ  are the costates associated with the state variables 
r , θ , φ , rV , Vθ , Vφ  and propm , respectively.  
The adjoint equations can subsequently be derived as: 
rˆ
ˆθ  
ˆφ  
Eα  
Eδ  
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 (4.30) 
Then, the optimal control law can be derived from the Hamiltonian in Eq. (4.29) by setting 
the partial derivatives with respect to the control variables equal to zero: 
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E
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θ φλ α α λ δ λ δα
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From Eq. (4.32) it can be derived that the optimal control law for the angle Eδ  is given by: 
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By substituting these expressions into Eq. (4.31) the following optimal control law for the 
angle Eα  can be derived: 
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Finally, from Eq. (4.29) it becomes clear that the Hamiltonian depends linearly on the 
control parameter τ . Therefore, a bang-bang control is most optimal, where the switching 
times between thrust on and off can be determined from the condition in Eq. (4.33): 
 ( )
0
0 11
cos sin sin sin cos
0 0r
m
V E V E E V E E
spm I gθ φ
τλλ α λ α δ λ α δ
τ
> → =
+ + + ≤ → =
 (4.36) 
As stated in the introduction to this section, the boundary conditions on the states depend on 
the particular transfer considered, but they can be written in the following generalised form: 
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Concerning the boundary conditions on the costates, the final conditions of the costate 
associated with the in-plane angle, θλ , and propellant mass, propmλ , can be obtained from the 
transversality conditions in Eq. (2.52): 
 ( ) ( )0, 1propf m ft tθλ λ= =  (4.38) 
Equation (4.4) (together with Eq. (4.28)) and Eqs. (4.30) to (4.38) describe the two-point 
boundary value problem for all the transfers associated with the displaced GEO. However, 
all transfers are time free problems, i.e. the terminal time, ft , is not specified. The time of 
flight is therefore considered as a parameter in the boundary value problem for which an 
additional boundary condition needs to be specified. In particular, the condition that needs to 
be satisfied by the optimal choice of the final time is provided in Eq. (2.52) as one of the 
transversality conditions and is given by:97  
 ( ) 0fTf
f f
MH t
t t
∂∂
= − + =
∂ ∂
ν
φ
 (4.39) 
The value of the Hamiltonian at the final time should thus equal zero.  
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The boundary-value problem is solved using the MATLAB® function bvp4c. Since the 
method implemented in bvp4c requires gradient information, the discontinuity introduced by 
Eq. (4.36) gives rise to singular Jacobian matrices. This discontinuity is therefore modelled 
using a smooth Heaviside function as follows: 
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 (4.40) 
The smaller the value for the parameter, Ha , the more Eq. (4.40) approximates the real 
discontinuity. In order to solve the boundary value problem for such small values for Ha , a 
continuation scheme is employed where a relatively large initial value for Ha  is assumed. 
The results are subsequently used as an initial guess to solve the boundary value problem for 
a smaller value for Ha . This process is repeated until an acceptable approximation of the 
discontinuity is obtained. Note that the very first initial guess (for the largest value for Ha  
considered) is the solution from PSOPT, which provides an initial guess for the costate 
variables through the costate mapping theorem as explained in Section 2.3.3. 
4.6.2 Transfer to displaced geostationary orbit 
For the transfer from geostationary orbit to displaced GEO, the values for the initial and final 
out-of-plane displacements are 0 0h =  km and fh = ± 35, 75 or 150 km and r∆ = 0, 
respectively. Substituting these values into Eq. (4.37) gives the boundary conditions for this 
particular transfer. Subsequently implementing and solving the two-point boundary-value 
problem derived in the previous section provides the results in Fig. 4.12 for a displacement 
of 150 km. To generate these results a starting value for the parameter Ha  of 10-4 is used, 
which is decreased with a step size of a∆ = 10-6 to a final value of Ha = 3×10
-6
. This final 
value is considered to be small enough to accurately model the discontinuity in the thrust 
profile. This can also be seen from Fig. 4.13, which shows the evolution of the modelling of 
the discontinuity at time t = 0.335 days. The figure shows that the continuation starts with a 
very smooth, inaccurate approximation of the discontinuity, but improves the approximation 
until an accurate representation of the discontinuity is obtained. Furthermore, Fig. 4.12c and 
Fig. 4.12d show the influence of the value for Ha  on the objective function (i.e. the 
propellant consumption) and the time of flight. The figures show that, for the starting value 
of the parameter, the propellant mass and time of flight are larger than the PSOPT solution 
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and decrease for decreasing values of Ha . At the end of the continuation, both the objective 
function value and the flight time are slightly smaller than the PSOPT solution, but the 
differences are so small that they can be considered negligible.  
A further comparison of the results from PSOPT and the indirect method in Fig. 4.12 proves 
that the two methods not only closely resemble each other in terms of objective function and 
time of flight, but also the thrust and state profiles match very closely. Although the figure 
only shows the results for the transfer to a 150 km displaced GEO, similar results can be 
obtained for the transfer to the other displacement distances. The results in Fig. 4.12 
therefore prove the optimality of the solution provided by PSOPT.  
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Fig. 4.12 Results of indirect approach for transfer from GEO to a displaced GEO with hf = 150 
km. a) Thrust profile. b) States profiles. c-d) Propellant consumption and time of flight as a 
function of the smooth Heaviside function parameter, aH. 
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Fig. 4.13 Indirect approach for transfer from GEO to a displaced GEO with hf = 150 km 
showing the evolution of the thrust discontinuity throughout the continuation. 
4.6.3 Transfer between north and south displaced geostationary orbits 
For the transfer between north and south displaced GEOs, the values for the initial and final 
out-of-plane displacements are 0 fh h= − = ± 35, 75 or 150 km and r∆ = 0. By merely 
changing these parameters in the method developed in the previous section, the results in 
Fig. 4.14 can be obtained for a displacement distance of 150 km.  
Figure 4.14a shows that the indirect method transforms the small thrust pulses at the start 
and end of the transfer into a proper bang-off-bang control. This also results in a slightly 
smaller propellant consumption than provided by PSOPT as shown in Fig. 4.12c. However, 
this difference is a negligible 0.2 g and the state profiles and time of flight very closely 
match the PSOPT result. It can therefore be concluded that also for the north to south 
transfers, the results of PSOPT are very close to optimal.  
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Fig. 4.14 Results of indirect approach for transfer between north and south displaced GEOs 
with h0 =- hf = 150 km. a) Thrust profile. b) States profiles. c-d) Propellant consumption and 
time of flight as a function of the smooth Heaviside function parameter, aH. 
4.6.4 Transfer between displaced geostationary orbit and parking orbit 
The final test case that is considered to validate the results from PSOPT is the transfer from 
the displaced GEO to the equatorial parking orbit for which 0h = ± 35, 75 or 150 km, 
fh = 0 km and 0r h∆ = . The transfer in the opposite direction (i.e. from parking orbit to 
displaced GEO) is not considered as it is expected to provide very similar results.  
Again, implementing the two-point boundary-value problem derived in Section 4.6.1 
provides the results in Fig. 4.15 for a displacement of 150 km and for similar values for the 
smooth Heaviside function parameter as used in Section 4.6.2. Once more, a very clear 
match between the solution from PSOPT and the indirect method can be observed, where the 
indirect method improves the relatively smooth bang-off-bang profile returned by PSOPT. 
Only a slight difference in the time of flight can be observed, see Fig. 4.15d, which is 
improved by approximately 30 minutes by the indirect approach. However, the objective 
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function value found by the indirect method is again very similar to the one obtained by 
PSOPT and the validity of the result by PSOPT can therefore be confirmed.  
a) 
0 0.2 0.4 0.6 0.8
0
0.2
0.4
0.6
0.8
1
1.2
t, days
τ
 
 
PSOPT
Indirect
 
b) 
0 0.5
0.995
1
t, days
r,
 r
G
EO
0 0.5
0
5
10
t, days
θ,
 
ra
d
0 0.5
−5
0
5
x 10−3
t, days
φ, 
ra
d
0 0.5
−0.01
0
0.01
t, days
V
r,
 
km
/s
0 0.5
3.06
3.08
3.1
t, days
V
θ,
 
km
/s
0 0.5
−0.01
0
0.01
t, days
V
φ, 
km
/s
 
c) 
0 0.2 0.4 0.6 0.8 1
x 10−3
0.1758
0.176
0.1762
0.1764
0.1766
0.1768
0.177
0.1772
aH
m
pr
op
,
 
kg
 
 
Continuation
PSOPT solution
 
d) 
0 0.2 0.4 0.6 0.8 1
x 10−3
0.825
0.83
0.835
0.84
0.845
0.85
0.855
0.86
a
t f,
 
da
ys
 
 
PSOPT solution
Continuation
 
Fig. 4.15 Results of indirect approach for transfer from a displaced GEO with h0 = 150 km to a 
parking orbit. a) Thrust profile. b) States profiles. c-d) Propellant consumption and time of 
flight as a function of the smooth Heaviside function parameter, aH. 
4.7 Chapter summary 
This chapter has investigated the optimisation of transfers to the out-of-plane displaced 
geostationary orbits designed in Chapter 3 in order to evaluate their accessibility. 
Furthermore, the transfer between geostationary orbits displaced above and below the 
equatorial plane to take advantage of the seasonally changing Sun-line for hybrid sail 
propulsion has been investigated as well as the transfer between a displaced geostationary 
orbit and a Keplerian parking orbit to only provide temporary coverage from the displaced 
GEO when needed, and relieve the spacecraft when coverage is not required. 
For the SEP transfer to the displaced GEO (starting from the nominal GEO), it was shown 
that only a modest propellant budget is required: between 184.2 and 260.5 gr, depending on 
the displacement distance considered. Since the initial mass of the spacecraft is far less than 
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the mass that Ariane 5 can launch into GEO, this propellant budget should be easily 
available and the displaced GEO can be considered accessible. 
The SEP transfer between north and south displaced GEOs was shown to require even less 
propellant, between 0.66 and 2.6 gr, since there is a near-Keplerian connection between the 
two displaced GEOs. However, the spacecraft closely passes by the nominal geostationary 
orbit, which can be avoided through an additional path constraint. This increases the 
propellant consumption to a maximum of 227 gr for a displacement of 150 km and a 
minimum approach distance of 35 km. Despite this increase, the propellant savings that the 
transfer can establish during the mission are significant and easily outweigh the cost of the 
transfer. 
Finally, the SEP transfer to enable temporary services was also shown to require only modest 
propellant budgets of a few hundred grams, even when a constraint on the approach distance 
is taken into account. This transfer can thus allow many transfers to and from the displaced 
GEO, thereby extending the mission lifetime of especially the higher displaced orbits. 
Optimising the transfers for the use of hybrid sail propulsion showed significant reductions 
in propellant consumption. For example, for the transfer from GEO to a 35 km displaced 
GEO, the propellant consumption even dropped to zero for lightness numbers equal and 
larger than 0.04, indicating that the transfer can be performed using only the solar sail.  
Finally, by optimising each of the transfers using an indirect method, which allows a more 
accurate modelling of the discontinuity in the bang-off-bang control profiles observed for all 
three types of transfers, and comparing the results, the optimality of the results was 
established. 
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Chapter 5             
Optimal Earth to pole-sitter transfers- 
high-thrust launch 
This chapter investigates the design of optimal transfers from Earth to a range of pole-sitter 
orbits in order to evaluate their accessibility and to allow for a determination of the pole-
sitter mission performance in terms of payload capacity and/or mission lifetime. The chapter 
starts by introducing the concept of the pole-sitter orbit as well as defining a set of particular 
pole-sitter orbits that have been proposed in the literature. In Section 5.2, the design 
approach to obtain optimal transfers to these pole-sitter orbits is outlined. This approach 
divides the transfer into a high-thrust launch phase and a low-thrust transfer phase, which 
will be discussed in detail in Sections 5.2.1 and 5.2.2, respectively. Note that the high-thrust 
launch phase is replaced by a low-thrust launch phase in Chapter 6. The optimal control 
problem that needs to be solved in the low-thrust transfer phase is subsequently discussed in 
Section 5.3. Then, two methods to generate initial guesses for solving the optimal control 
problem will be provided in Section 5.4. Subsequently, in Sections 5.5 and 5.6 the results for 
the use of pure SEP and hybrid sail propulsion will be presented. These results will be 
validated in Section 5.7 and the chapter finishes with conclusions. 
5.1 Pole-sitter orbit 
The concept of the pole-sitter orbit was previously defined in Section 1.1.2 as an orbit that 
allows the spacecraft to be constantly above one of the Earth's poles, stationary with respect 
to the Earth. For this, it has to track the motion of the polar axis throughout the year by using 
low-thrust propulsion to counterbalance the gravitational attraction of the Earth and Sun. To 
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mathematically define the pole-sitter orbit, the motion of the polar axis is considered in the 
Earth-Sun CR3BP. The equations of motion for a spacecraft in the CR3BP were already 
provided in Section 2.1.1, but are repeated here for convenience: 
 2 U+ × + ∇ =r ω r a   (2.13) 
For the Earth-Sun CR3BP, the mass ratio equals µ = 3.0404×10-6, where the mass of the 
smaller body includes both the mass of the Earth and the Moon to approximate the influence 
of the Moon. Note that the CR3BP is used to demonstrate the feasibility of the pole-sitter 
concept and that more detailed analyses, taking into account the influence of the real 
ephemeris of the Earth, are conducted in Reference 141 through the use of a feedback 
control algorithm.  
Due to the obliquity of the ecliptic and the rotation of the reference frame, the Earth's polar 
axis executes an apparent, clockwise motion, which can be described by a cone in the 
CR3BP reference frame as depicted in Fig. 5.1, where the nutation of the polar axis and the 
precession of the equinoxes are neglected. The cone half angle is equal to the obliquity of the 
ecliptic, 
obli = 23.5°.  
As stated above, the pole-sitter spacecraft needs to track this apparent motion of the polar 
axis by applying a thrust-induced acceleration. The position, r , and velocity, r , of the 
spacecraft at any time, t , during the year are therefore constrained to be: 
 
( )sin cos 1 sin sin
sin sin , sin cos
cos 0
PS obl PS obl
PS obl PS obl
PS obl
d i d i
d i d i
d i
θ µ θ
θ θ
 + − − 
   
= − = −   
     
r r  (5.1) 
with PSd  the Earth-spacecraft distance and tθ ω=  the instantaneous angular position of the 
spacecraft along the pole-sitter orbit with θ = 0 at the winter solstice and θ pi=  at the 
summer solstice, see Fig. 5.1.  
Then, depending on the constraints imposed on the variation of the distance between the 
Earth and the spacecraft during the year, three types of pole-sitter orbits can be defined, 
which will be introduced and discussed in the next three subsections. 
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Fig. 5.1 Schematic of pole-sitter orbit in CR3BP reference frame. 
5.1.1 Constant altitude pole-sitter orbit 
Equation (5.1) and Fig. 5.1 describe a pole-sitter orbit that remains at a constant distance 
from the Earth, hence the zero velocity in z -direction. In that case, the pole-sitter orbit is 
referred to as a constant altitude pole-sitter orbit and the variable PSd  in Eq. (5.1) is constant. 
In the literature, a common value for this constant distance is PSd = 0.01 AU,
32
 which will 
therefore be used throughout the remainder of this chapter in case a constant altitude pole-
sitter orbit is considered. The thrust-induced acceleration required to maintain this pole-sitter 
orbit is provided by the solid line in Fig. 5.3, which shows that the acceleration is nearly 
constant throughout the year: its value is minimum at the winter and summer solstices 
(0.220 mm/s2) and maximum at the spring and autumn equinoxes (0.240 mm/s2).  
5.1.2 Tilted pole-sitter orbit 
Although the assumption of a constant distance between the Earth and the pole-sitter 
spacecraft allows for a simple analysis of the pole-sitter orbit, this assumption is not 
required. Moreover, pole-sitter orbits with a varying Earth-spacecraft distance are more fuel 
optimal than those that remain at a constant distance. Therefore, so-called tilted pole-sitter 
orbits have been defined in the literature,32 which follow the following sinusoidal law for the 
spacecraft-Earth distance: 
 ( ) ( ), 0 , , 0 1 cos2PS PS PS PSd d d dθ θ pi θ
θθ
= = =
−
= + −  (5.2) 
with 
, 0PSd θ =  and ,PSd θ pi=  the distance from the Earth at the winter and summer solstice, 
respectively, see Fig. 5.2. When substituting Eq. (5.2) into Eq. (5.1), the position vector of 
y  
z  
ω
2m
1m  
1 µ−
µ
m
O
θ  
r
PSdobli
2r  
1r  
x  
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the spacecraft in the tilted orbit, tiltedr , is still given by Eq. (5.1), but the velocity vector 
denotes: 
 ( )
, , 0
sin cos
1
sin sin sin
2
cos
obl
tilted PS PS obl
obl
i
d d i
i
θ pi θ
θ
θ θ
= =
 
 
= + − − 
  
r r   (5.3) 
In accordance with the work in Reference 32, the following values for the distance at the 
winter and summer solstices will be considered in this chapter: 
, 0PSd θ = = 0.01 AU and 
,PSd θ pi= = 0.018 AU. The thrust-induced acceleration that is needed to maintain this particular 
type of tilted pole-sitter orbit is added to Fig. 5.3. It shows that the acceleration profile varies 
much more throughout the year than for the constant altitude-pole-sitter orbit. A clear 
minimum of 0.146 mm/s2 exists around the summer solstice when the spacecraft is farther 
from the Earth, while the maximum acceleration occurs at the winter solstice (0.243 mm/s2) 
when the spacecraft is closest to the Earth.  
 
Fig. 5.2 Schematic of tilted pole-sitter orbit in CR3BP reference frame. 
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Fig. 5.3 Thrust-induced acceleration profiles to maintain constant and tilted pole-sitter orbits. 
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5.1.3 Optimal pole-sitter orbits 
Rather than constraining the Earth-spacecraft distance to be fixed (either at a constant value 
or according to the sinusoidal law of Eq. (5.2)), it is also possible to leave this distance 
unconstrained in order to find optimal pole-sitter orbits. Here, optimal is defined as the pole-
sitter orbit that minimises the propellant consumption of the spacecraft, while maintaining 
the pole-sitter condition defined in Eq. (5.1) at all times. To find these optimal orbits, the 
solution to a constrained optimal control problem needs to be found, which was obtained by 
Ceriotti and McInnes32 using PSOPT. Details of this optimisation process are presented in 
Reference 32. Here, only the results for the pure SEP and hybrid sail cases are provided, see 
Fig. 5.4, where the hybrid sail case uses a sail lightness number of 0β = 0.035. For that 
particular value of the lightness number it was shown that the spacecraft initial mass, for a 
given payload, is minimised over a range of mission lifetimes.133  
a) b) 
0 100 200 300
2
2.2
2.4
2.6
2.8
x 106
t, days
D
ist
an
ce
, k
m
 
 
 
c) 
0 100 200 300
0.06
0.08
0.1
0.12
0.14
0.16
0.18
t, days
A
cc
el
er
at
io
n,
 m
m
/s2
 
 
 
Fig. 5.4 Optimal SEP and hybrid sail pole-sitter orbits. a) Orbits in CR3BP. b) Distance from 
the Earth as a function of time. c) SEP acceleration as a function of time.142 
Comparing the optimal SEP and hybrid sail pole-sitter orbits in Fig. 5.4a and Fig. 5.4b shows 
that the SEP orbit is symmetric around spring and autumn and is closest to the Earth at the 
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summer and winter solstices. Instead, in the hybrid case, the spacecraft is closest to the Earth 
in winter and farthest in summer, where a constraint on the maximum distance of 
0.01831 AU (approximately 2.74 million km) is active. This constraint was set in order to 
prevent the trajectory from going too far away from the Earth, thereby excessively 
decreasing the spatial optical resolution or the data bandwidth of the platform: up to about 
3 million km, a resolution of a few kilometres should be possible in the visible and infrared 
range of the spectrum,30 enabling the applications noted in Section 1.1.2. Finally, in Fig. 5.4c 
the SEP acceleration is presented, which clearly shows that the hybrid case requires less 
acceleration from the SEP thruster throughout the year, due to the contribution of the solar 
sail. 
The optimal pole-sitter orbits as presented in Fig. 5.4 are generated assuming an arbitrary 
initial mass as the actual initial mass will follow from the design of the Earth to pole-sitter 
transfers in this thesis. As long as the SEP thrust limit is not active along the optimal pole-
sitter orbit, this assumption is valid. Then, the problem is fully scalable on the initial mass 
and the orbits presented in Fig. 5.4 hold for any initial mass and can be used as test cases for 
the design of optimal Earth to pole-sitter orbits. 
5.1.4 Spacecraft architectures 
Equation (2.13) considers a general thrust-induced acceleration, a . However, depending on 
the type of propulsion employed, this acceleration can be made more explicit. Impulsive, 
chemical propulsion is considered not to be a viable type of propulsion for the pole-sitter 
mission and previous research has indicated that pure solar sail pole-sitter orbits do not 
exist.32 Previous research32, 143, 144 has therefore focussed on the use of either pure SEP or 
hybrid sail propulsion. In the latter case, the thrust-induced acceleration can be split into two 
components, SEPa  and sa , due to the SEP system and solar sail, respectively, as was done 
before during the investigations of hybrid propulsion for maintaining the displaced GEO in 
Eq. (3.12). The acceleration provided by both propulsion systems are given in Eq. (2.14) and 
Eq. (2.28), respectively, which shows that the optical sail model is employed in these studies. 
Clearly, due to the use of solar electric propulsion, the dynamics in Eq. (2.13) need to be 
augmented with the differential equation describing the mass flow in Eq. (2.15). 
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5.2 Transfer design approach 
The challenge that immediately arises when designing a low-thrust transfer such as the Earth 
to pole-sitter transfer is the fact that, to reach the pole-sitter position from LEO, the 
spacecraft has to increase its orbit radius by a factor 200. For the use of low-thrust 
propulsion, the result will be a long duration spiral trajectory with hundreds or even 
thousands of orbital revolutions and transfer times in the order of months to years.145 When 
using a direct method such as PSOPT for the trajectory optimisation, this poses a severe 
challenge as the optimal control problem becomes complex. To deal with this issue, the pole-
sitter transfer is modelled by distinguishing between a launch phase and a transfer phase, see 
Fig. 5.5: the launch phase is modelled in a two-body approximation and is performed by the 
launch vehicle upper-stage that brings the spacecraft from a fixed inclination, low Earth 
parking orbit up to insertion into the transfer phase. The transfer phase is subsequently 
modelled in the Earth-Sun three-body problem and is performed using the on-board low-
thrust propulsion system (i.e. either pure SEP or hybrid sail propulsion). The two phases are 
linked by requiring that the upper-stage launches the spacecraft into a two-body elliptic 
Keplerian orbit (marking the end of the launch phase) that coincides with the initial state 
vector of the transfer phase (marking the start of the transfer phase). The two-body elliptic 
Keplerian orbit will hereafter be referred to as the launch phase target orbit. In the following 
two subsections, both phases will be discussed in more detail. 
 
 
Fig. 5.5 Schematic of launch and transfer phases. 
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5.2.1 Launch phase 
As stated in the introduction of this section, the launch phase is modelled in the two-body 
problem, rather than in the CR3BP used for the pole-sitter orbit in Section 5.1, because the 
spacecraft is relatively close to the Earth during that part of the transfer. Before providing the 
model used to describe this launch phase, it is noted that the objective is not to provide a 
detailed and optimal launch strategy, but a simple, though reliable, method to assess the 
relative efficiency of different transfer trajectories. This implies among others that only non-
escape launches are considered, i.e. the eccentricity upon insertion into the transfer phase is 
constrained to be less than unity. 
To perform the launch phase, the use of two different types of launchers will be considered, 
namely the Soyuz and Ariane 5 launch vehicles, both of the European Space Agency.  
Soyuz launch vehicle 
To model the launch phase for the Soyuz launch vehicle, Reference 139 is used, which 
provides the Soyuz performance through a set of reference missions, assuming a launch from 
Baikonur (45.6°N, 63.3°E). Due to ground-path safety rules and authorised drop-zone 
locations for expended stages, the first three stages can be launched into four launch 
azimuths, resulting in four initial parking orbit planes, see Table 5.1. Any remaining 
inclination changes can be provided by the Fregat upper-stage. 
Table 5.1 Authorised launch azimuths and corresponding reference orbit inclinations for a 
Soyuz launch from Baikonur.139 
Launch azimuth, 
deg 
Reference orbit inclination, 
deg 
60.7 51.8 
34.8 64.9 
25.9 70.4 
-10.9 95.4 
Reference 139 describes a typical non-escape Soyuz launch flight profile as follows: first, 
the three lower stages and the Fregat upper-stage are used to reach a low Earth parking orbit 
with an altitude of parkh =  200 km and one of four reference inclinations as provided in 
Table 5.2. Then, a first Fregat burn will put the payload on an intermediate transfer orbit 
with apogee altitude equal to the final orbit altitude and perigee altitude equal to 200 km. 
During this burn, the Fregat upper-stage can also provide a small change of inclination as 
needed. Finally, after coasting up to apogee of the intermediate transfer orbit, a second 
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Fregat burn raises the perigee and any remaining inclination change is carried out after 
which the spacecraft separates from the Fregat upper-stage. This description suggests that the 
Soyuz Fregat upper-stage approximates a two-body Hohmann transfer from a low Earth, 
200 km circular parking orbit (hereafter simply referred to as ‘parking orbit’) to the final 
target orbit, where any inclination change is distributed over the first (apogee raise) Fregat 
burn, 1V∆ , and second (perigee raise) Fregat burn, 2V∆ , see also Fig. 5.5. 
When applying this approach to launch a spacecraft into a general elliptical target orbit with 
inclination targeti  and apogee and perigee altitudes apoh  and perih , the following Fregat burns 
are required: 
 ( )1 2 2 1 cost t i
park
V e e f i
R h
µ⊕
∆
⊕
∆ = + − + ∆
+
 (5.4) 
 ( )( )2 2 2 1 1 cos 1t target t target i
apo
V e e e e f i
R h
µ⊕
∆
⊕
∆ = − − − − − − ∆
+
 (5.5) 
where if∆  is the fraction of the total inclination change target parki i i∆ = −  provided during the 
first burn, with 0 1if∆≤ ≤ . Note that these equations assume that the perigee and apogee of 
the target orbit coincide with the line of nodes. Furthermore, the eccentricity of the 
intermediate transfer orbit, te , is given by: 
 
2
apo park
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apo park
h h
e
R h h⊕
−
=
+ +
 (5.6) 
while the eccentricity of the target orbit, targete , equals: 
 
2
apo peri
target
apo peri
h h
e
R h h⊕
−
=
+ +
 (5.7) 
Finally, using the rocket equation, the mass that can be injected into the target orbit (i.e. the 
spacecraft mass plus adapter/dispenser mass of 100 kg)139 can be determined from: 
 ( ),max 0exp / Ftarget park tot sp Fm m V I g m = −∆ −   (5.8) 
with 1 2totV V V∆ = ∆ + ∆ , FspI = 330 s the specific impulse of the Fregat upper-stage,
139
 
Fm = 1000 kg the mass of the Fregat upper-stage
139
 and 
,maxparkm  the maximum mass in the 
parking orbit. This maximum parking orbit mass includes the mass of the Fregat upper-stage, 
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the adapter and the spacecraft and is obtained from extrapolating data in Reference 139 and 
is presented in Table 5.2. 
Table 5.2 Soyuz launch vehicle performance in 200 km circular parking orbit. 
Parking orbit 
inclination, deg 
Maximum mass (Fregat + adapter + 
spacecraft) in parking orbit, kg 
51.8 7185 
64.9 6449 
70.4 6294 
95.4 6275 
A validation of this approach is provided through the graphs in Fig. 5.6, which show the 
maximum mass (spacecraft + adapter) that can be launched into a circular (Fig. 5.6a) or 
elliptical (Fig. 5.6b-c) target orbit and the penalty on the launch performance when an 
inclination change needs to be performed (Fig. 5.6d). The lines indicate the performance as 
provided by Reference 139, while the round markers indicate the performance according to 
the model in Eqs. (5.4) to (5.8). Note that the best fit for Fig. 5.6d to the data in 
Reference 139 was found for if∆ = 0.15. From the close resemblance between the two data 
sets in Fig. 5.6 it can be concluded that the launch model in Eqs. (5.4) to (5.8) is a good 
approximation of the Soyuz launch performance and can therefore be applied in the design 
and optimisation of the pole-sitter transfer.  
As noted above, the launch model described in Eqs. (5.4) and (5.5) only holds for the case 
when the perigee and apogee of the final target orbit coincide with the line of nodes. It also 
holds when the final target orbit is circular or if the parking orbit and final target orbit are co-
planar. However, for other cases, the model may provide a very good estimate of the launch 
vehicle’s performance when only small inclination changes are required.  
However, in case neither of these criteria hold, the model described in Eqs. (5.4) and (5.5) is 
inaccurate as it will significantly underestimate the V∆  required for the inclination change. 
In that case, a second model is adopted, which assumes that the orbital altitude of the parking 
orbit is first raised to the perigee and apogee of the final target orbit through a Hohmann 
transfer, after which an inclination change is executed to change the inclination of the 
intermediate orbit (which equals the inclination of the parking orbit) to the inclination of the 
final target orbit. This inclination change takes place at the ascending or descending node of 
the final target orbit, depending on where the orbital velocity is smallest. This approach 
requires three V∆  manoeuvres, given by: 
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 3 , , 3 , ,A int A target D int D targetV V∆ = − ∨ ∆ = −V V V V  (5.11)  
with the subscript ‘ int ’ indicating the conditions in the intermediate orbit and the subscripts 
‘ A ’ and ‘ D ’ representing the ascending and descending nodes, respectively.  
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Fig. 5.6 Comparison of launch vehicle performance (spacecraft + adapter mass) from model 
(round markers) and from Reference 139 (solid lines) for (a) circular orbits and (b-c) 
elliptical orbits with a perigee altitude of 200 km for different inclinations of the initial 
parking orbit. (d) Penalty for an inclination change from a 51.8° circular orbit with different 
altitudes. 
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Ariane launch 
For comparison purposes and also because less detailed information is available in the 
literature for the performance of the Ariane 5 launch vehicle, it is assumed that a similar 
launch strategy (either Eqs. (5.4)-(5.5) or Eqs. (5.9)-(5.11)) can be adopted for the cryogenic 
upper-stage (ESC-A) of Ariane 5. However, rather than assuming a 200 km altitude circular 
parking orbit, the parking orbit is assumed to be equal to the orbit of the International Space 
Station (400 km altitude and 51.6° inclination), for which it is given that Ariane 5 can deliver 
19 tonnes.138 Other details of the Ariane 5 upper-stage are provided in Table 5.3. 
Table 5.3 Soyuz and Ariane 5 parking orbit and launch vehicle specifications. 
Launcher 
Parking orbit Upper-stage Adapter 
Altitude, 
km 
Inclination, 
deg 
Performance,1 
kg 
Mass, 
kg 
Specific 
impulse, s 
Mass, 
kg 
Soyuz 200 
51.8 
64.9 
70.4 
95.4 
7185 
6449 
6294 
6275 
1000 330 100 
Ariane 5 400 51.6 19000 4540 446 160 
5.2.2 Transfer phase 
As depicted in Fig. 5.5, the transfer phase starts from the launch phase target orbit up to 
insertion into the pole-sitter orbit. The initial condition of the transfer phase is therefore 
defined by the Keplerian elements of the launch phase target orbit, while the final condition 
satisfies Eqs. (5.1). While the launch phase is described using a two-body model, the transfer 
phase is modelled in the CR3BP using the equations of motion in Eq. (2.13) together with 
the differential equation for the mass in Eq. (2.15), where the thrust-induced acceleration 
depends on the type of propulsion system used, i.e. Eq. (2.14) for the use of pure SEP and 
Eq. (2.28) for the use of hybrid sail propulsion. 
5.3 Optimal control problem 
The overall objective is to find optimal trajectories from the low-Earth parking orbit (see 
Table 5.3) to the three types of pole-sitter orbits defined in Section 5.1. In this chapter, two 
different definitions of 'optimal' are considered: 
                                                     
1
 Including upper-stage and adapter mass. 
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- Case 1: Minimising the mass in the parking orbit, parkm , for a given mass injected into the 
pole-sitter orbit in order to minimise launch mass and therefore overall mission cost. 
- Case 2: Maximise the spacecraft mass injected into the pole-sitter orbit, i.e. the mass at the 
end of the trajectory, fm , by making full use of the launch vehicle performance into LEO 
(see Table 5.3) in order to maximise the payload mass and/or mission lifetime. 
For both objectives the optimal control problem in the transfer phase needs to be solved, 
while linking the launch phase to the start of the transfer phase in the objective function (for 
optimisation case 1) or in an event constraint (for optimisation case 2). More specific details 
on the objective function and event constraints will be provided in Sections 5.3.1 and 5.3.2 
for cases 1 and 2, respectively, as these are case-dependent. However, the other elements of 
the optimal control problem (as defined in Section 2.3.1) are similar for both cases and will 
therefore be discussed hereafter.  
The state vector in the transfer phase is given by the Cartesian position and velocity vectors 
in the CR3BP reference frame of Fig. 2.3 and the mass of the spacecraft: 
 [ ]Tx y z x y z m=x     (5.12) 
while the controls, u , are the Cartesian SEP thrust components and the solar sail normal 
components (in case of hybrid propulsion) in the CR3BP reference frame: 
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T T T
T T T n n n
  
= 
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u  (5.13) 
Again, as noted in Section 4.1, the Cartesian thrust components are used rather than two 
thrust angles and the thrust magnitude as these may give rise to ambiguities.99 The dynamics 
of the spacecraft have been defined before by Eqs. (2.13), (2.14) (SEP acceleration), (2.28) 
(solar sail acceleration) and (2.15) (mass consumption).  
Furthermore, bounds on the state and control variables can be defined as well as on the time 
of flight: 
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Equation (5.16) shows that the final time is free (i.e. injection into the pole-sitter orbit at any 
time during the year is allowed, which spans from pi−  to pi ), but that the maximum transfer 
time cannot exceed 2 years. Furthermore, note that the determination of the maximum thrust 
magnitude in the transfer, maxT , in Eq. (5.15) also depends on the optimisation case, as will 
be discussed in Sections 5.3.1 and 5.3.2. 
Finally, the following path constraints have to be considered, similar to the path constraints 
defined in Eqs. (4.6) to (4.8) for the displaced GEO transfers, again depending on the type of 
propulsion system employed: 
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5.3.1 Linking launch and transfer phases - Case 1 
For the first type of objective function, where the mass in the parking orbit is minimised for 
a given mass injected into the pole-sitter orbit to minimise overall mission cost, the objective 
function is: 
 parkJ m=  (5.18) 
In order to compute this objective function, the start of the transfer phase is linked to the 
launch phase by converting the initial state vector of the transfer phase from the CR3BP 
reference frame in Fig. 2.3 to the inertial, Earth fixed, equatorial reference frame 
( ), ,EQ EQ EQEQ x y z  shown in Fig. 5.7 and subsequently transforming it to Keplerian elements. 
This transformation thus links the three-body transfer phase with the two-body launch phase 
and the actual true anomaly in the Keplerian orbit corresponding to the initial state vector in 
the three body problem is not of importance. Subsequently, using Eqs. (5.4) to (5.8), the 
mass required to be launched into the parking orbit, parkm , can be computed and used as 
performance indicator.  
However, in doing so, it must be kept in mind that the launch model in Eqs. (5.4) to (5.8) 
cannot consider escape launches. Therefore, in case the start of the transfer phase 
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corresponds to an eccentricity larger than unity, a transformation is applied to reduce this 
eccentricity below 1 in order to be able to compute an objective function value. Another 
transformation is subsequently applied to penalise this objective function value such that the 
transfer is discarded in the optimisation process. The two transformations that are employed 
are illustrated in Fig. 5.8. For the transformation of the eccentricity the following step 
function is used: 
 ( )1 maxtranse H e e e= − +  (5.19) 
with e  the original eccentricity, transe  the transformed eccentricity and 1H  a smooth 
Heaviside function defined as: 
 
max
1
1 1 tanh
2 H
e e
H
a
  
−
= +   
  
 (5.20) 
with maxe = 0.995 and Ha = 0.001. Note that the smooth Heaviside function is used rather than 
a discontinuous step function in order to prevent non-differentiable points in the objective 
function when solving the optimal control problem. 
Then, to penalise the objective function value, Eq. (5.18) is modified into: 
 penalty parkJ f m=  (5.21) 
with 
 ( ),max 11 1penalty penaltyf f H= − +  (5.22) 
and 
,maxpenaltyf = 100. 
Note that a transformation is adopted rather than a simple constraint because, while the final 
solution of PSOPT will satisfy this constraint, intermediate calculations may not and 
problems will therefore occur when computing the objective function.  
The event constraints for this type of objective function can be defined as follows: 
 ( ) ( )( ) ( )max 00 0 0 0 0 0 ,min
0,max 0
0
, , , 1 0
0
peri
e e
t t t a e r
a a
 − ≥

= − − ≥

− ≥
x u pφ  (5.23) 
 ( ) ( )( ) ( )
,0
, , ,
0
PS f f
f f f f
mission f
t
t t t
m m

− =
= 
− =
x x 0
x u pφ  (5.24) 
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with 0a  and 0e  the semi-major axis and eccentricity of the Keplerian orbit corresponding to 
the initial state vector of the low-thrust transfer phase, i.e. the launch phase target orbit.  
 
Fig. 5.7 Pole-sitter in CR3BP reference frame (gray) and in inertial, Earth fixed, equatorial 
reference frame (coloured). 
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Fig. 5.8 Transformed eccentricity (a) and corresponding penalty on objective function (b) to 
enable use of launch model for escape orbits. 
Although the penalty on the objective function should already guide the final optimal 
solution to an eccentricity smaller than 1, the first event in Eq. (5.23) is included to ensure 
this by setting maxe = 0.995. The second event in Eq. (5.23) is included to prevent numerical 
problems with automatic differentiation in PSOPT. The numerical difficulties arise when the 
perigee of the launch phase target orbit coincides with the parking orbit. Then, the second 
Fregat burn, 2V∆  in Eq. (5.5), becomes zero, its derivative infinite and the optimal control 
solver exits with an error. The second constraint in Eq. (5.23) thus ensures that the perigee of 
the launch phase target orbit and the parking orbit do not coincide by setting a minimum 
perigee radius, 
,minperir , that is 50 km above the parking orbit.  
The final constraint in Eq. (5.23) has to be included due to the two-body approximation used 
for the launch phase model. The larger the launch phase target orbit, the farther the 
spacecraft is from the Earth in the launch phase, the less accurate the two-body launch phase 
z  ω
x  
EQx  
EQz
EQx
EQz  
EQx
EQz EQx
EQz
EQy  
EQy
EQy EQy
y  
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model is. Therefore, a constraint is included to ensure that the semi-major axis of the launch 
phase target orbit does not exceed a particular maximum value, 0,maxa , which is set to 
0,maxa = 500,000 km. 
The event constraint on the final state vector in Eq. (5.24) makes sure that the state vector of 
the spacecraft at the final time, ft , corresponds to the pole-sitter position, PSx , at that time 
(see for example Eq. (5.1) for the constant altitude pole-sitter orbit). Finally, since this case 
considered the minimisation of the mass in the parking orbit for a given mass injected into 
the pole-sitter orbit, 
,0missionm , the final constraint in Eq. (5.24) ensures that the mass at the 
end of the low-thrust transfer indeed equals 
,0missionm , which is set to a value of 1000 kg.
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With the mass at the end of the transfer known, the maximum thrust magnitude, maxT , can 
also be determined. For this, a conservative approach is adopted by assuming that the 
spacecraft is inserted at the location in the pole-sitter orbit where the maximum acceleration 
is required. Then, the spacecraft is sure to be able to provide the required thrust levels 
throughout the pole-sitter mission. The values of this maximum acceleration as well as the 
maximum thrust magnitude to be used for optimisation case 1 are provided in Table 5.4.  
Table 5.4 Maximum acceleration for each type of pole-sitter orbit and maximum thrust 
magnitude in low-thrust transfer phase for optimisation case 1.  
Pole-sitter type 
Maximum 
acceleration, 
mm/s2 
Maximum thrust 
magnitude, N 
Constant 0.240 0.240 
Tilted 0.243 0.243 
SEP optimal 0.175 0.175 
Hybrid optimal 0.145 0.145 
5.3.2 Linking launch and transfer phases – Case 2 
For the second type of objective, i.e. maximising the mass injected into the pole-sitter orbit 
in order to maximise the payload mass and/or mission lifetime, the objective function is: 
 
1
f
penalty
J mf= −  (5.25) 
with fm  the mass at the end of the low-thrust transfer phase. Equation (5.25) shows that 
again a penalty on the objective function is introduced when the eccentricity at the start of 
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the transfer phase is larger than 1. Although this eccentricity is not required to compute fm , 
it is required to compute one of the event constraints, which are defined as: 
 ( ) ( )( ) ( )
max 0
0 0 ,min
0 0 0 0
0,max 0
,max
0
1 0
, , ,
0
0
peri
park park
e e
a e r
t t t
a a
m m
− ≥

− − ≥
= 
− ≥

− ≥
x u pφ  (5.26) 
 
 ( ) ( )( ) ( ), , ,f f f f PS f ft t t t= − =x u p x x 0φ  (5.27) 
Because the mass injected into the pole-sitter is optimised, the second event constraint in 
Eq. (5.24) cancels, while a constraint is added to those in Eq. (5.23). This new constraint 
concerns the mass required in the parking orbit, parkm , to insert the (to be optimised) mass 
into the pole-sitter orbit, which cannot exceed the launcher performance, 
,maxparkm , see 
Table 5.3. This mass is computed in exactly the same way as computing the objective 
function for optimisation case 1 in Section 5.3.1, i.e. including a transformation of the 
eccentricity in case an escape trajectory is considered and the subsequent penalty on the 
objective function in case the eccentricity is indeed larger than 1. 
Note that, comparing the objective functions and event constraints for both optimisation 
case 1 in Section 5.3.1 and optimisation case 2 in this section, shows that the objective 
function of case 1 is transformed into an event constraint for case 2, while the objective 
function of case 2 is an event constraint in case 1.  
Finally, since the mass upon injection is not known a priori, the maximum thrust magnitude 
cannot be determined in the way as was done for case 1. Instead, an iterative approach is 
applied by assuming an initial value for the maximum thrust magnitude, computing the 
maximised injected mass and updating the thrust magnitude accordingly. This new thrust 
magnitude is obtained by multiplying the maximum acceleration in the pole-sitter orbit by 
the injected mass. A new optimisation is run with the updated maximum thrust magnitude 
and this is repeated until the maximum thrust magnitude converges. 
5.4 Initial guess 
The optimal control problem defined in the previous section will be solved using PSOPT for 
which an initial guess of the transfer to the pole-sitter orbit is required in order to initiate the 
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optimisation. In this section, two types of initial guesses will be considered in order to test a 
newly developed shape-based approach (see Section 5.4.1) and to show the ability of PSOPT 
to converge to the same solution for different initial guesses. The second type of initial 
guess, that exploits manifold-like trajectories that wind onto the pole-sitter orbit, will be 
discussed in Section 5.4.2.  
Note that this section only considers the search for initial guesses for pure SEP transfers as 
the initial guess for the hybrid transfers will be the optimised SEP transfers.  
5.4.1 Expo-elliptic shape-based approach 
The simplicity of the exponential sinusoidal (exposin) shape, see Section 2.3.5, allows a 
quick implementation and has therefore been considered for generating the initial guess for 
the transfer to the pole-sitter orbits. For this, the pole-sitter orbits are approximated by a 
highly elliptic orbit where the perigee radius, 
,PS perir , coincides with the parking orbits 
defined in Table 5.3 and the apogee radius, 
,PS apor , coincides with the pole-sitter at the winter 
solstice (i.e. the point closest to the Earth for the tilted and optimal pole-sitter orbits). This is 
illustrated in Fig. 5.9 for one particular example (the optimal SEP pole-sitter orbit of 
Fig. 5.4). The semi-major axis and eccentricity of these approximated pole-sitter orbits are 
then given through: 
 
, , , ,
, ,
,
2
PS peri PS apo PS apo PS peri
PS PS
PS apo PS peri
r r r r
a e
r r
+ −
= =
+
 (5.28) 
with the subscript ‘ PS ’ indicating the conditions in the approximated pole-sitter orbit. 
Furthermore, the parking orbit is assumed to lie in the same plane as the approximated pole-
sitter orbit, as the exposin shape can only consider two dimensional transfers. 
From initial investigations it appeared that the V∆ -impulses
 
to be given in order to insert the 
spacecraft into the exposin transfer orbit and into the approximated pole-sitter orbit were 
significant and did not allow PSOPT to converge to an optimal solution. This thesis therefore 
proposes an improvement of the exponential sinusoids by replacing the sinusoid in the shape 
function by the Jacobi elliptic function ( )sn ,t k . This introduces the modulus, k , of the 
elliptic function as an additional free parameter, while for setting 0k =  the function 
degenerates to ( )sin t  and the exponential of the elliptic function reduces to the exposin 
shape. In other words this new shape, coined here as the expo-elliptic shape, generalises the 
exponential sinusoids.  
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Fig. 5.9 Approximated SEP pole-sitter orbit. 
Replacing the sinusoid in Eq. (2.82) by the Jacobi elliptic function gives: 
 ( )0 1 2exp sn ,r k k k kθ φ = +   (5.29) 
The Jacobi elliptic functions ( )sn ,t k , ( )cn ,t k  and ( )dn ,t k  are defined as the solutions of the 
following system of differential equations:146, 147  
 
2
x yz
y zx
z k xy
=
= −
= −



 (5.30) 
with initial conditions ( ) ( )sn 0, 0 0k x= = , ( ) ( )cn 0, 0 1k y= =  and ( ) ( )dn 0, 0 1k z= = . The 
parameter k  is the modulus of the Jacobi elliptic functions and satisfies 0 1k< < . When k  
approaches 0 from the right, ( ) ( )sn , sint k t→ , while when k  approaches 1 from the left, 
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( ) ( )sn , tanht k t→ .146 Therefore, as indicated previously, the expo-elliptic shape contains the 
exponential sinusoidal shape as for 0k → , Eq. (5.29) tends to Eq. (2.82). 
To illustrate the effect of the modulus on the trajectory shape, Fig. 5.10 shows the 
trajectories that can be obtained by varying the value for k  while keeping the other shape 
parameters fixed. The figure shows that a whole new family of shapes originates from the 
single exposin shape 
 
Fig. 5.10 Influence of elliptic modulus k, set between 0.1 and 0.9, on expo-elliptic shape with k0 
= k1 = 1, k2 = 0.3 and φ = 0. The thick black line is the corresponding exposin shape, i.e. k = 0. 
As for the exponential sinusoids, also for the expo-elliptic shape the angular rate and 
normalised thrust histories can be derived analytically under the assumption of tangential 
thrust: 
 
2
3 2 2 2 2 2
1 2
1
tan sn(dn cn ) 1
C
r k k k
µθ
γ
 
=  
+ + + 

 (5.31) 
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( )
2 2 2 2 2 2
2 1
2 2 2 2 2 22 2 2 2 21 2 1 2
(1 2 sn)(dn cn ) 4 sntan 1
2cos tan sn(dn cn ) 1 tan sn(dn cn ) 1
k k k k
a
k k k k k k
γ
γ γ γ

− + − 
= −  + + + + + +

 (5.32) 
 1 2tan cn dnk kγ = ⋅  (5.33) 
With sn , cn  and dn  the abbreviations for ( )2sn ,k kθ φ+ , ( )2cn ,k kθ φ+  and ( )2dn ,k kθ φ+ , 
respectively. 
The condition to ensure the feasibility of the expo-elliptic shape around apoapsis and 
periapsis (as provided in Eq. (2.87) for the exposin shape) can be written as 
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( )221 2 dn , 1k k K k < . Here, K  is used to indicate the periodicity of the Jacobi elliptic 
functions, where ( )sn ,t k  and ( )cn ,t k  are 4K  periodic in t  and ( )dn ,t k  is 2K  periodic in t , 
and can be computed using: 
 
2
2 2
0 1 sin
duK
k u
pi
=
−
∫  (5.34) 
The issue is, however, that in some specific cases the minimum of the denominator in 
Eq. (5.31) does not occur at periapsis or apoapsis. An example of that is given in Fig. 5.11.  
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Fig. 5.11 Profile of the denominator in Eq. (5.31) for k1 = 10, k2 = 0.86, φ = 1.5π and k = 0.93 and 
showing the values at periapsis, apoapsis and the absolute minimum. 
The figure shows that, although the denominator in Eq. (5.31) is positive at periapsis, the 
absolute minimum is negative and thus 2 0θ < . To find this absolute minimum the derivative 
of the denominator of Eq. (5.31) with respect to θ  is set equal to zero and the second order 
derivative is required to be positive. Evaluating the first order derivative and substituting the 
identities 2 2sn cn 1+ =  and 2 2 2sn dn 1k + =  results in: 
 ( )( )3 2 3 2 2 2 21 2 1 14 sn 6 sn 2 1 sn 1 cn dn 0k k k k k k k k − − + + + =    (5.35) 
The case cn dn 0=  corresponds to a minimum or maximum at periapsis and apoapsis, while 
the third order polynomial in between brackets provides any other minima or maxima 
occurring in the denominator of Eq. (5.31). This third order polynomial can be solved 
numerically for
 
sn , ignoring the complex roots and the roots with absolute value larger than 
unity since 1 sn 1− ≤ ≤ . The minimum of the polynomial can subsequently be found from the 
second order derivative which yields the condition: 
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( )( ) ( )( )( )
( ) ( )( ) ( )( )
4 2 2 2 2 2 2 2
1 2 1 1
3 2 3 2 2 2 2 2 2 2
1 2 1 1
2 6 sn 6 sn 1 1 sn 1 sn
     4 sn 6 sn 2 1 sn 1 2 sn 1 sn 0
k k k k k k k k
k k k k k k k k k k
− − + − − +
− − + + + − + >
 (5.36) 
Finally, if this minimum is positive, the feasibility condition is satisfied. 
A validation of the performance of the expo-elliptic shape for a range of orbital transfers and 
rendezvous transfers is provided in Appendix A. Hereafter it is applied to provide the initial 
guess for the Earth to pole-sitter transfer. 
The initial guess for the transfer to the pole-sitter can be obtained by considering a transfer 
from an orbit with initial radius ( )0 0 parkr rθ =  to an orbit with final radius 
( ) ( ) ( )21 / 1 cosf f PS PS PS fr a e eθ θ= − +  over a, to be optimised, transfer angle tψ , where 
0 2f t Nθ θ ψ pi= + +  with N  the number of full revolutions allowed. Assuming 2k , φ  and k  
are fixed, the other two shape parameters can be determined from the initial and final radii 
constraints through Eq. (5.29). First: 
 ( ) ( )( )1 2 2 0
0
log sn , sn ,f f
r
k k k k k
r
θ φ θ φ = + − + 
 
 (5.37) 
and subsequently 
 ( )
0
0
1 2 0exp sn ,
rk
k k kθ φ=  + 
 (5.38) 
Then, the angular rate, acceleration and flight path angle profiles can be determined from 
Eqs. (5.31) to (5.33). 
The objective now is to find suitable initial guesses that will provide a feasible and optimal 
solution by PSOPT. For this, the following objective function is adopted: 
 ( )0 - , maxmax 0, maxupper stage fJ V V V a = ∆ − ∆ + ∆ +   (5.39) 
First, it must be noted that, like the exponential sinusoids, the expo-elliptic shape cannot 
satisfy the boundary constraints on the velocity. Therefore, the impulses to be given at the 
start, 0V∆ , and end, fV∆ , of the transfer in order to match the initial and final orbital 
velocities have to be taken into account. These are calculated as follows:  
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2 2
0 , ,0 , ,0
2 2
, , , ,
r park r park
f r PS r f PS f
V V V V V
V V V V V
θ θ
θ θ
∆ = − + −
∆ = − + −
 (5.40) 
with 
r
V  and Vθ  the radial and transverse velocities.  
As Eq. (5.39) shows, the impulses are not just summed. Instead, the performance of the 
Soyuz and Ariane upper-stages is taken into account by only considering the portion of the 
V∆  given at the parking orbit that exceeds the maximum performance of the launcher, 
- , maxupper stageV∆ : 
 
,max
- , max 0
-
ln park
upper stage sp
upper stage adapter pay
m
V I g
m m m
 
∆ =  
 + + 
 (5.41) 
The specific impulse, the maximum performance in the parking orbit, 
,maxparkm , the mass of 
the upper-stage, 
-upper stagem , and the mass of the adapter, adapterm , can all be found in Table 5.3. 
For now, the payload mass to be delivered to the approximated pole-sitter orbit, paym , is 
assumed to equal the 1000 kg mass of optimisation case 1 in Section 5.3.1. Substituting the 
values of all variables into Eq. (5.41) results into the following performance for the Soyuz 
and Ariane 5 launch vehicles, respectively: 
-upper stage Soyuz
V∆ = 3.542 km/s and 
-upper stage Ariane
V∆ = 5.266 km/s. 
The final term in Eq. (5.39) considers the maximum acceleration encountered during the 
transfer. In order to find this maximum acceleration, the polar angle along the transfer is 
discretised into ( )50 1N +  equally spaced nodes after which the maximum value is 
determined numerically. Tests showed that 50 nodes per full revolution are sufficient to 
capture this maximum value. 
The decision vector for the optimisation of the objective function in Eq. (5.39) is five 
dimensional, [ ]2 0 Ttk kφ ψ θ=x  and a genetic algorithm148 with suggested default 
settings is employed to try to locate the global optimum. Bounds on the decision vector are 
set as follows: 
 [ ] [ ]0.01 0 0 0 0 1 2 1 2 2T Tpi pi pi≤ ≤x  (5.42) 
Finally, the feasibility condition as defined in Eqs. (5.35) and (5.36) is satisfied by 
introducing a penalty on the objective function when violated through a simple if statement. 
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Note that such a penalty could cause the genetic algorithm to perform an indefinite search, 
but tests showed that enough feasible solutions are created to prevent this. 
The results for the constant altitude pole-sitter orbits and the optimal SEP and hybrid pole-
sitter orbits are provided in Fig. 5.12 and Fig. 5.13. For comparison purposes, both figures 
also include the results for the use of the exponential sinusoids which are generated by 
setting 0k =  in all of the above. Note that the results for the constant altitude pole-sitter 
orbits can also be used for the transfer to the tilted pole-sitter orbit since the minimum 
distance of the tilted pole-sitter orbit is equal to the distance of the constant altitude pole-
sitter orbit.  
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Fig. 5.12 Performance of the expo-elliptic and exposin shapes (N = 0) for the transfer from 
parking orbit to approximated constant altitude pole-sitter orbit (a) and optimal SEP and 
hybrid pole-sitter orbits (b) for both Soyuz and Ariane 5 launch phases. From left to right: 
∆V required at parking orbit (including maximum ∆V provided by Soyuz and Ariane 5 
upper-stages (black dashed line)), ∆V required at approximated pole-sitter orbit and 
maximum acceleration occurring during the transfer. 
Figure 5.12 clearly illustrates the capability of the expo-elliptic shape to much better satisfy 
the boundary constraints in terms of velocity than the exponential sinusoids as both the 
values for the initial and final sV∆  are significantly smaller. This already becomes clear 
from looking at (a subset of) the trajectories in Fig. 5.13. The figure shows that the expo-
elliptic trajectory nicely winds onto the approximated pole-sitter orbit, while the exposin 
trajectory intersects the pole-sitter orbit at an angle, causing a large mismatch in the final 
velocity. However, in some cases, this better performance comes at the cost of a larger 
required maximum acceleration during the trajectory (see the right bar plot in Fig. 5.12a and 
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Fig. 5.12b). When optimising the objective functions in Eqs. (5.18) and (5.25) with a limit on 
the thrust magnitude as given in the order of tenths of a Newton (e.g. see Section 5.3.1) this 
may cause convergence problems. This can be circumvented in a similar way as was 
explained for the displaced geostationary transfers in Section 4.2.1, by first performing an 
optimisation in which the square of the thrust is minimised (without a limit on the thrust 
magnitude) which can serve as initial guess for the thrust-limited minimisation of the mass 
(either in parking orbit, i.e. optimisation case 1, or in pole-sitter orbit, optimisation case 2). 
Finally, since the expo-elliptic shape can only generate two-dimensional trajectories, the 
trajectories provided in Fig. 5.12 and Fig. 5.13 for a Soyuz launch can serve as initial guess 
for a transfer starting from a parking orbit with each of the four parking orbit inclinations. 
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Fig. 5.13 Optimal expo-elliptic and exposin trajectories for the constant altitude pole-sitter orbit 
and a Soyuz launch (a-b) and the optimal SEP pole-sitter orbit and an Ariane 5 launch (c-d). 
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5.4.2 Manifold-like trajectories 
A second method of generating the initial guess for the transfer to the pole-sitter makes use 
of a ballistic transfer phase. For this, manifold-like trajectories that automatically wind onto 
the pole-sitter orbit are created through a backwards integration of the equations of motion in 
Eq. (2.13) with =a 0  starting from different locations along the pole-sitter orbit. Note that no 
manoeuvre needs to be applied to enter the pole-sitter orbit at the end of this ballistic transfer 
phase.  
When allowing a maximum integration time of half a year, truncating the transfer at the 
point of closest approach to the Earth and discarding those transfers that attain an altitude of 
less than 200 km, the results in Fig. 5.14 are obtained for the constant, tilted and optimal 
pole-sitter orbits.  
The performance of the different ballistic transfer phases can be assessed by linking the 
launch phase, as described in Section 5.2.1, to the start of each ballistic transfer. For this, the 
initial state vector of the transfer phase is transformed from the CR3BP reference frame to 
the inertial, Earth fixed, equatorial reference frame, see Fig. 5.7, and is subsequently 
transformed to Keplerian elements. From initial investigations it could be concluded that the 
apogee and perigee of this corresponding Keplerian orbit do not coincide with the line of 
nodes, nor is the inclination change required to patch the start of the manifold to the parking 
orbit small. Therefore, the launch model in Eqs. (5.9) to (5.11) is used.   
Furthermore, depending on the case considered (i.e. minimising the mass in the parking orbit 
(case 1) or maximising the mass inserted into the pole-sitter orbit (case 2)), either the mass at 
the end of the transfer phase (and therefore at the end of the launch phase) is known 
(1000 kg for case 1) or the mass in the parking orbit is known (
,maxparkm  for case 2).  
To optimise this objective function, rather than truncating the manifold at the point of closest 
approach to the Earth, a simple grid search can find the optimal location along the manifold 
to link the launch phase (i.e. the optimal time spent in the transfer phase, tt ) and the optimal 
initial condition of the integration, i.e. the point where the transfer phase winds onto the 
pole-sitter orbit, θ . The decision vector thus equals [ ]Ttt θ=y . For the grid search, bounds 
of 25 tt≤ ≤ 75 days for the constant and tilted pole-sitter orbits and 50 tt≤ ≤ 100 days for the 
optimal pole-sitter orbits are chosen. Furthermore, 0 2θ pi≤ ≤  and step sizes of 
tt∆ = 0.05 days and 0.01θ pi∆ =  are selected. These step sizes are considered small enough to 
capture the optimal solution. Note that, in case the altitude in the transfer phase becomes less 
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than 200 km or if the eccentricity of the initial state vector is larger than 1, a penalty is 
introduced on the objective function through a simple if statement.  
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Fig. 5.14 Ballistic transfer phases in CR3BP frame to the constant altitude (a-b), tilted (c-d), 
optimal SEP (e-f) and optimal hybrid (g-h) pole-sitter orbits. Manifolds that attain an 
altitude of less than 200 km are omitted.  
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Also note that, because the transfer phase is ballistic and independent of the mass of the 
spacecraft, the same manifold will be optimal for both optimisation cases considered. 
However, the end result (i.e. the mass required in the parking orbit or the mass injected into 
the pole-sitter orbit) will be different.  
The optimal solutions found in the grid search are provided in Fig. 5.15 and Table 5.5. Note 
that, to more easily interpret the graphs, Fig. 5.15 (and all subsequent figures) presents the 
results in a reference frame similar to the reference frame employed for the CR3BP, but 
centred in the Earth and in dimensional form. The results shows that for case 1 and a Soyuz 
launch, the larger the parking orbit inclination, the smaller the objective value, i.e. parkm . 
This is due to the fact that the inclination of the initial state vector of the ballistic transfer 
phase is close to 90°. The launcher’s upper-stage thus has to provide the required change 
between the parking orbit inclination and the inclination of the start of the transfer, which 
increases for decreasing inclination of the parking orbit and thus penalises the performance. 
For case 1, the largest parking orbit inclination is thus favourable. Furthermore, considering 
the maximum mass that the launch vehicles can deliver into the parking orbit, see Table 5.2, 
it becomes clear that delivering a 1000 kg spacecraft to the pole-sitter orbit is feasible for all 
parking orbit inclinations of the SEP and hybrid optimal pole-sitter orbits. However, for the 
constant altitude and tilted pole-sitter orbits, only an Ariane launch or the use of the 95.4 deg 
parking orbit for a Soyuz launch allow for this. Finally, in general, the two types of optimal 
pole-sitter orbits perform much better in terms of mass required in the parking orbit 
compared to the constant altitude and tilted pole-sitter orbits, which shows a first benefit of 
the optimal pole-sitter orbits.  
While the largest parking orbit inclination for a Soyuz launch is most favourable for all pole-
sitter orbit types for a case 1 optimisation, this is not true for a case 2 optimisation. Instead, 
for the optimal SEP and hybrid pole-sitter orbits, the smallest parking orbit inclination is 
most favourable. This is due to the fact that, the smaller the parking orbit inclination, the 
better the performance of the Soyuz launch vehicle in the parking orbit (a difference of over 
900 kg exists between the performance in the 51.8° and 95.4° parking orbits, see Table 5.2). 
This higher mass in the parking orbit eventually translates into a larger mass at injection than 
when considering a parking orbit with an inclination closer to the inclination of the pole-
sitter orbit. Therefore, for case 2, the smallest parking orbit inclination can be more 
favourable. 
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Table 5.5 Optimal ballistic transfers for constant altitude, tilted and optimal pole-sitter orbits 
for Soyuz and Ariane 5 launches, indicating the transfer phase time, tt, the point of pole-sitter 
injection, θ, and the objective function values for optimisation cases 1 and 2. 
  Constant altitude pole-sitter Tilted pole-sitter 
 
Parking 
orbit 
inclination, 
deg 
tt , 
days 
θ , 
deg 
Case 1 
parkm , kg 
Case 2    
fm , kg 
tt , 
days 
θ , 
deg 
Case 1 
parkm , kg 
Case 2    
fm , kg 
So
yu
z 
51.8 36.0 9.0 8066 771 58.6 271.8 7326 960 
64.9 36.0 9.0 7175 787 58.6 271.8 6719 916 
70.4 36.1 9.0 6824 837 58.6 271.8 6475 941 
95.4 35.9 180.0 6097 1061 58.7 271.8 5974 1106 
A
ria
n
e 
51.6 36.0 9.0 14826 2605 58.6 271.8 13834 3129 
  SEP optimal pole-sitter Hybrid optimal pole-sitter 
 
Parking 
orbit 
inclination, 
deg 
tt , 
days 
θ , 
deg 
Case 1 
parkm , kg 
Case 2    
fm , kg 
tt , 
days 
θ , 
deg 
Case 1 
parkm , kg 
Case 2    
fm , kg 
So
yu
z 
51.8 65.2 91.8 6102 1373 69.3 273.6 6200 1333 
64.9 65.2 91.8 5953 1175 69.5 273.6 6022 1149 
70.4 65.3 91.8 5890 1144 69.6 273.6 5947 1123 
95.4 65.4 91.8 5782 1179 69.8 273.6 5814 1166 
A
ria
n
e 
51.6 65.2 91.8 12126 4231 69.3 273.6 12266 4129 
Finally, comparing the performance of the Soyuz and Ariane 5 launchers, it becomes clear 
that launching with a Soyuz is favourable when minimising the mass in the parking orbit. 
The poor performance of Ariane 5 for this case is mainly due to its heavier upper-stage. 
Contrary, when maximising the mass in the pole-sitter orbit, launching with Ariane 5 is 
clearly favourable, which is due to the fact that the maximum launch vehicle performance 
into the parking orbit is 2.5-3 times larger than for a Soyuz launch and the specific impulse 
of the Ariane 5 upper-stage is much higher than the specific impulse of the Soyuz Fregat 
upper-stage, see Table 5.3. 
It must be noted, however, that none of the ballistic transfers satisfy the constraint on the 
maximum allowable semi-major axis of the launch phase target ellipse in Eqs. (5.23) and 
(5.26). Introducing that constraint provided no feasible solutions.  
 
141 
 
a) b) 
−5 0 5
x 105
−5 0
5
x 105
0
5
10
x 105
 
y, km
x, km
 
z,
 k
m
Soyuz 51.8o
Soyuz 64.9o
Soyuz 70.4o
Soyuz 95.4o
Ariane 51.6o
 
−10
−5 0 5
x 105
−5 0 5
x 105
0
0.5
1
1.5
2
x 106
y, km
x, km
z,
 k
m
 
c) d) 
−5 0 5
x 105
−1 0
1
x 106
0
0.5
1
1.5
2
2.5
x 106
y, km
x, km
z,
 k
m
 
−10
−5 0 5
x 105
−1 0
1
x 106
0
0.5
1
1.5
2
2.5
x 106
y, km
x, km
z,
 k
m
 
Fig. 5.15 Optimal ballistic transfer phases for constant altitude (a), tilted (b), optimal SEP (c) 
and optimal hybrid (d) pole-sitter orbits for a Soyuz and Ariane 5 launch and different 
parking orbit inclinations. 
5.5 Results - SEP 
Using the results of Sections 5.4.1 and 5.4.2 as an initial guess, the final optimal transfers to 
the different types of pole-sitter orbits can be obtained. This section will provide these results 
for the use of pure SEP, while Section 5.6 will do so for the use of hybrid sail propulsion. 
First, the results for the constant altitude pole-sitter orbits will be provided, followed by 
those for the tilted pole-sitter orbits and finally the results for the optimal SEP pole-sitter 
orbit will be given.  
All results are generated using an NLP tolerance of at least 10-5, a maximum number of 
iterations of 5000 (which is never reached) and a mesh refinement is used to eventually 
obtain solutions with 40 nodes. 
Furthermore, note that, although new units were introduced in the CR3BP (see 
Section 2.1.1), the mass and thrust magnitudes are used in their dimensional form. The 
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reason for this is the fact that the dimensionless mass and thrust magnitudes are in the order 
of 10-18, which causes problems when solving the optimal control problem in PSOPT with 
machine precision and the NLP tolerance.  
Finally, note that initial investigations showed that, contrary to the ballistic manifold-like 
trajectories, the required inclination change between the parking orbit and the initial state 
vector of the low-thrust transfer phase is very small. Therefore, the launch model presented 
in Eqs. (5.4) to (5.5) is used as it allows a quicker, two-burn only launch phase and complies 
with the launch sequence description provided by Reference 139. 
5.5.1 Constant altitude pole-sitter  
Case 1: Minimising mass in parking orbit 
The first optimisations carried out are those for the constant altitude pole-sitter orbits, using 
pure SEP with a maximum thrust magnitude as provided in Table 5.4 (i.e. 0.240 N) and 
minimising the mass in the parking orbit. These optimisations are performed using both 
types of initial guesses defined in Section 5.4 to show their applicability and performance as 
initial guess.  
The full set of results in terms of objective function value is provided in Table 5.6. The table 
immediately shows the resemblance in terms of the mass required in the parking orbit for 
both types of initial guesses. This proves their applicability for the problem under 
consideration and a validation of the optimality of the results produced by PSOPT as it 
converges to the same optimal solution for the use of different initial guesses.  
The table furthermore confirms the conclusion that was already drawn from the results for 
the ballistic transfers in Table 5.5, namely that (for a Soyuz launch) the best performance is 
obtained for a parking orbit with the largest inclination of 95.4°. Any subsequent 
investigations and optimisations for case 1 will therefore only consider that particular 
inclination.  
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Table 5.6 Constant altitude pole-sitter orbit using SEP, optimisation case 1: minimised mass in 
parking orbit and inclination at start of low-thrust transfer phase (i.e. inclination of launch 
phase target orbit) for both the expo-elliptic and manifold-like initial guesses. 
 
Parking 
orbit 
inclination, 
deg 
Expo-elliptic 
initial guess 
Manifold 
initial guess 
 
parkm , kg 0i , deg parkm , kg 0i , deg 
So
yu
z 
51.8 5691 51.9 5691 51.9 
64.9 5675 65.1 5675 65.2 
70.4 5666 70.7 5666 70.7 
95.4 5648 95.3 5647 95.3 
A
ria
n
e 
51.6 11719 52.1 11719 51.5 
 
For example, Fig. 5.16 only shows detailed results for the 95.4° Soyuz launch and an 
Ariane 5 launch. From the thrust profiles and the transfers in the Earth inertial reference 
frame, see Fig. 5.16b and c, respectively, the resemblance between the results generated with 
the different types of initial guesses once again becomes clear. However, inspecting the 
results in the CR3BP reference frame in Fig. 5.16a, shows a clear difference which suggests 
that the time during the year when injection takes place has little or no influence on the mass 
required in the parking orbit. This observation will be explored further in Section 5.5.2. 
The final results for the optimisation case 1, constant altitude pole-sitter orbits can be 
summarised as follows: minimised masses in the parking orbit of 5648 and 11719 kg are 
required for a Soyuz and Ariane 5 launch, respectively. These masses provide an 
improvement over the ballistic transfers to the constant altitude pole-sitter orbits as presented 
in Table 5.5 of 449 and 3107 kg, respectively. These mass savings can be attributed to the 
fact that, rather than the upper-stage having to perform the inclination change between the 
parking orbit and the pole-sitter orbit, the SEP thruster can much more efficiently perform 
this inclination change. This explanation can be underlined by the value of the inclination at 
the start of the transfer phase, 0i , see Table 5.6, which very closely matches the inclination of 
the parking orbit. 
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Fig. 5.16 Constant altitude pole-sitter orbit using SEP, optimisation case 1: optimal transfer 
phases using both the expo-elliptic and manifold-like initial guesses. a) Transfers in CR3BP 
frame. b) Thrust profiles. c) Transfers in Earth inertial reference frame including the launch 
phase target orbit. 
Case 2: Maximising mass in pole-sitter orbit 
By using the results for the minimisation of the mass in the parking orbit as initial guess, the 
results for the second type of objective, i.e. maximising the mass injected into the pole-sitter, 
can be generated. While the results for the ballistic transfer to the constant altitude pole-sitter 
orbit showed that for a Soyuz launch a parking orbit with inclination closest to 90 deg is 
most favourable, the SEP results showed a similar trend as for the ballistic transfers to the 
optimal pole-sitter orbits. Those transfer showed that the smallest parking orbit inclination is 
most favourable due to the better Soyuz launch vehicle performance into LEO. To limit the 
results presented, this section therefore only presents the results for an inclination of 51.8° in 
Table 5.7.  
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Table 5.7 Constant altitude pole-sitter orbit using SEP, optimisation case 2: maximised injection 
mass at pole-sitter orbit, mf, and iterative scheme to determine the maximum thrust 
magnitude, Tmax. 
 Parking 
orbit 
inclination, 
deg 
SEP 
 Iteration 1 Iteration 2 Iteration 3 
 
maxT , N fm , kg maxT , N fm , kg maxT , N fm , kg 
So
yu
z 
51.8 0.240 1522 0.365 1543 0.370 1543 
A
ria
n
e 
51.6 0.240 4265 1.024 4453 1.069 4455 
Furthermore, as explained previously, the maximum thrust magnitude during the low-thrust 
transfer phase is determined through an iterative approach, where an initial value for the 
thrust magnitude of 0.240 N (as used for case 1) is assumed. The injected mass that results 
from that optimisation is then used to update the maximum thrust magnitude by multiplying 
it with the maximum acceleration in the pole-sitter orbit. This acceleration was previously 
provided in Table 5.4 and equals 0.240 mm/s2 for the constant altitude pole-sitter orbit. The 
evolution of the maximum thrust magnitude and the optimised injected mass are also 
provided in Table 5.7, which clearly shows that both variables converged after three 
iterations.  
Comparing the results for a Soyuz launch and an Ariane 5 launch in Table 5.7 and Fig. 5.17 
shows a very clear scalability of the transfer, which is a result of the fact that the maximum 
SEP thrust magnitude is allowed to scale proportionally with the increase in the injected 
mass that the Ariane 5 launch can establish, i.e. the maximum acceleration is kept constant. 
To show this even more clearly, Fig. 5.17 includes the acceleration profiles rather than the 
thrust profiles (which differ in absolute magnitude) as well as the profile of the ratio of the 
current mass and the mass at injection. These graphs are nearly equal for the Soyuz and 
Ariane 5 launch cases. Any differences can be attributed to the slightly different parking 
orbits from which the transfer is initiated.  
The final results for optimisation case 2 of the constant altitude pole-sitter orbit can be 
summarised as follows: a maximum injected mass of 1543 and 4455 kg can be established 
for a Soyuz and Ariane 5 launch, respectively, with maximum thrust magnitudes of 0.370 
and 1.069 N. As for the results for optimisation case 1, these optimal SEP transfers 
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significantly outperform the ballistic transfers to the constant altitude pole-sitter orbits as 
they can establish gains in the injected mass of 772 and 1850 kg, respectively. 
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Fig. 5.17 Constant altitude pole-sitter orbit using SEP, optimisation case 2: a-b) Transfers in 
CR3BP frame. c) Thrust profiles. d) Transfers in Earth inertial reference frame including 
the launch phase target orbit. e) Acceleration profile. f) Ratio of current mass and mass at 
injection. 
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5.5.2 Tilted pole-sitter orbit 
The approach used for generating the optimal transfer to the constant altitude pole-sitter orbit 
in the previous subsection can also be applied to the transfer to the tilted pole-sitter orbit: for 
optimisation case 1 both initial guesses are considered (and were shown to perform equally 
well), a maximum thrust of 0.243 N (see Table 5.4) is employed and only a parking orbit 
inclination of 95.4° for a Soyuz launch is considered. For optimisation case 2, a similar 
iterative approach to obtain the correct maximum thrust magnitude is adopted, as shown in 
Table 5.7, and a parking orbit inclination of 51.8° is used for a Soyuz launch.  
The results are presented in Fig. 5.18, Fig. 5.19 and Table 5.8. Of interest is the fact that, for 
all cases, the spacecraft is injected very close to the winter solstice where the Earth-
spacecraft distance is minimum. Since the distance at the winter solstice is equal to the 
Earth-spacecraft distance for the constant altitude pole-sitter orbit, the results are also nearly 
equal to the results for the transfer to the constant altitude pole-sitter. This confirms the 
observation made from the results in Fig. 5.16 for the constant altitude pole-sitter orbit that 
the time of year at which the spacecraft is injected into the pole-sitter orbit is of little 
importance. More important is the distance from Earth to the pole-sitter at injection, which 
leads to a flexible launch window for the constant altitude pole-sitter orbit as the spacecraft 
can be injected into the pole-sitter orbit at any time during the year without a penalty on the 
mass required in the parking orbit or the mass injected into the pole-sitter orbit. 
Finally, Fig. 5.19 once again shows the clear scalability of the problem between the Soyuz 
and Ariane 5 launches for optimisation case 2.  
The results for the tilted pole-sitter orbits can be summarised as follows: masses of 5647 kg 
(Soyuz) and 11720 kg (Ariane 5) are required in the parking orbit to inject a 1000 kg 
spacecraft into the pole-sitter orbit, which is an improvement of 327 and 2114 kg with 
respect to the ballistic transfer. Furthermore, maximum masses of 1543 and 4454 kg can be 
injected into the pole-sitter orbit for a Soyuz and Ariane launch, respectively, which also 
improves the ballistic transfers by 583 and 1325 kg, respectively. 
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Fig. 5.18 Tilted pole-sitter orbit using SEP, optimisation case 1: a-b) Transfers in CR3BP frame. 
c) Thrust profiles. d) Transfers in Earth inertial reference frame including the launch phase 
target orbit. 
Table 5.8 Tilted pole-sitter orbit using SEP, optimisation cases 1 and 2: minimised mass in 
parking orbit, mpark, maximised injection mass at pole-sitter orbit, mf, and iterative scheme to 
determine the maximum thrust magnitude, Tmax. 
 Parking 
orbit 
inclination, 
deg 
Case 1 Case 2 
 
parkm ,  
kg 
Iteration 1 Iteration 2 Iteration 3 
 
maxT , N fm , kg maxT , N fm , kg maxT , N fm , kg 
So
yu
z 
51.8  0.243 1534 0.373 1543 0.375 1543 
95.4 5647       
A
ria
n
e 
51.6 11720 0.243 4283 1.041 4452 1.082 4454 
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Fig. 5.19 Tilted pole-sitter orbit using SEP, optimisation case 2: a-b) Transfers in CR3BP frame. 
c) Thrust profiles. d) Transfers in Earth inertial reference frame including the launch phase 
target orbit. e) Acceleration profile. f) Ratio of current mass and mass at injection. 
5.5.3 Optimal SEP pole-sitter orbit 
All approaches developed and all conclusions drawn in the previous two sections are used in 
this section to obtain the final transfers to the optimal SEP pole-sitter orbit. The only 
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difference in the approach for solving the optimal control problem is the fact that the optimal 
pole-sitter orbit cannot be described through an analytical law. It is therefore described 
numerically using a discretisation of the orbit and using interpolation to obtain the pole-sitter 
conditions at the final time of the transfer. This implies that the option of automatic 
differentiation cannot be used within PSOPT and numerical derivatives are used instead (see 
also Section 2.3.4).  
The results are presented in Fig. 5.20 and Table 5.9. For conciseness only the results for 
optimisation case 2 are provided in the figure, which again shows the clear scalability of the 
transfer between the Soyuz and Ariane 5 launch cases. Although the results seem to resemble 
the results for the constant altitude and tilted pole-sitter orbits in terms of minimised mass 
required in the parking orbit and maximised injected mass, there is one very clear advantage 
of the SEP optimal pole-sitter orbit: the thrust magnitude required to maintain this mass in 
the pole-sitter orbit is much lower, which will automatically translate into a lower propellant 
mass and thus into a larger payload mass or a longer mission lifetime as will be 
demonstrated at the end of Section 5.6. In addition, with thrust magnitudes of order 1 N for 
the constant altitude and tilted pole-sitter orbits and a thrust magnitude of 0.775 N for the 
optimal SEP pole-sitter orbit, clustering of multiple SEP thrusters will be required. The 
difference in required thrust magnitude may then lead to the use of one thruster less for the 
optimal SEP pole-sitter orbit. 
Finally, note that the optimal SEP transfers presented in Table 5.9 outperform the ballistic 
transfers for all cases.  
Table 5.9 Optimal SEP pole-sitter orbit, optimisation cases 1 and 2: minimised mass in parking 
orbit, mpark, maximised injection mass at pole-sitter orbit, mf, and maximum thrust 
magnitude, Tmax. 
 Parking orbit 
inclination, deg 
Case 1 Case 2 
 parkm , kg fm , kg maxT , N 
So
yu
z 51.8  1537 0.269 
95.4 5682   
A
ria
n
e 
51.6 11716 4439 0.775 
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Fig. 5.20 Optimal SEP pole-sitter orbit, optimisation case 2. a-b) Transfers in CR3BP frame. c) 
Thrust profiles. d) Transfers in Earth inertial reference frame including the launch phase 
target orbit. e) Acceleration profiles. f) Ratio of current mass and mass at injection. 
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5.6 Results – hybrid sail propulsion 
With the optimal Earth to pole-sitter transfers for the use of pure SEP known, these transfers 
can be used as initial guesses to generate optimal transfers using hybrid sail propulsion. 
Particular cases will be selected in order to limit the quantity of results presented, while still 
clearly demonstrating the potential of hybrid sail propulsion. First, since it was shown that 
the constant and tilted pole-sitter orbits perform equally well, only hybrid sail transfers to the 
constant altitude pole-sitter orbit will be considered, as similar results can be expected for the 
tilted pole-sitter orbits. Especially, because, as will be demonstrated below, the hybrid sail 
transfers inject the spacecraft at the winter solstice, where the Earth-spacecraft distances are 
the same for the two types of pole-sitter orbits. Furthermore, only the best performing launch 
configuration will be used for each of the optimisation cases, i.e. a Soyuz launch into a 95.4° 
parking orbit for optimisation case 1 and an Ariane 5 launch for optimisation case 2. Finally, 
the optimal hybrid sail transfer to the optimal hybrid pole-sitter orbit will also be provided.  
5.6.1 Constant altitude pole-sitter orbit 
The results for the use of hybrid sail propulsion for the transfer to the constant altitude pole-
sitter orbit can be found in Table 5.10 and detailed results for the hybrid transfer using a 
Soyuz launch are presented in Fig. 5.21.  
When minimising the mass in the parking orbit, it is clear that this mass decreases for 
increasing values of the sail lightness numbers. Gains of 6 to 100 kg can be established, 
depending on the value of the lightness number. Moreover, inspecting the transfers in 
Fig. 5.21, shows that the transfer changes from a transfer on the Sunward side of the pole-
sitter orbit to a transfer on the Earthward side when larger values of 0β  are considered. For 
those values of the lightness number, the contribution of the sail to the required acceleration 
becomes significant and the optimal control solver finds that the sail can much better 
contribute to the direction of this required acceleration when it is directed away from the 
Sun.  
For maximising the mass injected into the pole-sitter, again the increased performance of 
hybrid sail propulsion is clear as the injected mass increases for increasing values of the 
lightness number. Gains of 26 to 208 kg can be established, depending on the value for 0β .  
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Fig. 5.21 Constant altitude pole-sitter orbit, optimisation case 1 using a Soyuz launch from 95.4° 
parking orbit and for different values of the sail lightness number, β0. a) Transfers in CR3BP 
frame. b) Transfer in CR3BP frame with SEP and solar sail acceleration vectors for β0 = 
0.07. c) Thrust profiles. d) Transfers in Earth inertial reference frame including the launch 
phase target orbit.  
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Table 5.10 Constant altitude pole-sitter using hybrid sail propulsion, optimisation cases 1 and 2: 
minimised mass in parking orbit, mpark, and maximised injection mass at pole-sitter orbit, mf, 
for a range of solar sail lightness numbers, β0.  
 
Parking 
orbit 
inclination, 
deg 
Optimisation 
case 
Objective 
function 
0β  
 0 (SEP) 0.01 0.03 0.05 0.07 0.1 
So
yu
z 
95.4 1 parkm  5648 5642 5636 5626 5571 5548 
A
ria
n
e 
51.6 2 - fm  4455 4481 4571 4611 4634 4663 
5.6.2 Optimal hybrid pole-sitter orbit 
While for the constant altitude pole-sitter orbit a range of sail lightness numbers were 
considered, for the transfer to the optimal hybrid pole-sitter orbit only the lightness number 
that is used in the orbit itself will be investigated, i.e. 0β = 0.035. The results for both 
optimisation cases are provided in Table 5.11, which also includes the results for the optimal 
SEP pole-sitter orbit (using pure SEP in the transfer) for comparison purposes. More detailed 
results for optimisation case 2 are presented in Fig. 5.22, which again clearly demonstrates 
the scalability between the Soyuz and Ariane 5 launches. 
The table shows that, once again, hybrid propulsion establishes a decrease in the mass 
required in the parking orbit for optimisation case 1 and an increase in the mass injected into 
the pole-sitter orbit for optimisation case 2. In both cases the gain is approximately 60 kg. 
Moreover, comparing the thrust magnitudes required for optimisation case 2, another clear 
advantage of hybrid sail propulsion emerges: while the mass injected into the pole-sitter orbit 
is greater than for the pure SEP case, the maximum thrust magnitude required to maintain 
the spacecraft in orbit is lower. This directly follows from the fact that part of the required 
acceleration is provided by the solar sail and the demand on the SEP thruster is therefore 
less.  
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Fig. 5.22 Optimal hybrid pole-sitter orbit, optimisation case 2. a) Transfers in CR3BP frame. b) 
Soyuz 51.8° transfer in CR3BP frame including SEP and solar sail acceleration vectors. c) 
Thrust profiles. d) Transfers in Earth inertial reference frame including the launch phase 
target orbit. e) Acceleration profiles. f) Ratios of current mass and mass at injection. 
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Table 5.11 Comparison of optimal transfers to optimal SEP (β0 = 0) and hybrid (β0 = 0.035) 
pole-sitter orbits. a) Optimisation case 1, minimised mass in parking orbit in kg. b) 
Optimisation case 2, maximised injected mass, mf, in kg and maximum thrust magnitude, 
Tmax, in N.  
a) b) 
Case 1 Case 2 
 
Parking 
orbit 
inclination, 
deg 
SEP 
optimal 
pole-
sitter 
Hybrid 
optimal 
pole-
sitter,  
So
yu
z 
95.4 5682 5621 
A
ria
n
e 
51.6 11716 11633 
 
 
Parking 
orbit 
inclination, 
deg 
SEP optimal 
pole-sitter 
Hybrid 
optimal pole-
sitter  
fm  maxT  fm  maxT  
So
yu
z 
51.8 1537 0.269 1595 0.231 
A
ria
n
e 
51.6 4439 0.775 4599 0.667 
 
The transfers developed throughout this chapter serve the purpose of allowing an estimate of 
the pole-sitter mission performance in terms of payload capacity and/or mission lifetime. 
Clearly, to maximise these performance indices, the results of the second optimisation case 
will serve as starting point. To show once more the potential of an Ariane 5 launch over a 
Soyuz launch and, moreover, to show the potential of hybrid propulsion, Fig. 5.23 shows the 
payload mass that can be carried onboard the spacecraft for a particular lifetime using these 
maximised injected masses. Reference 142 provides details on the approach to obtain these 
results. The mass budget used in these calculations is very similar to the one presented for 
the displaced GEO in Chapter 3 in Eq. (3.36). Only slight differences exist as the mass 
budget considered here uses a slightly more conservative estimate for the specific 
performance of the solar arrays and a slightly smaller sail size since the sail area does not 
include the area of the thin film solar cells. Furthermore, radiators are included to dissipate 
excess power generated by the thin film solar cells since the attitude of the thin films relative 
to the Sun is constrained by the optimal attitude of the sail. Therefore, while for the SEP case 
the solar panels can be tilted away from the Sun when power is not needed, this cannot be 
achieved with the thin film solar cells. Finally, a relatively conservative estimate is used for 
the fraction of the spacecraft dry mass reserved for other subsystems, 
otherf =  0.3, and 
margins are included (as was done in Fig. 3.19) with 
oldε = 1.05 for well-proven technologies 
and 
newε = 1.2 for new technologies. The payload mass in Fig. 5.23 thus represents the real 
payload mass reserved for the scientific and/or telecommunication payload of the mission.  
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The figure clearly illustrates the increase in payload mass for a particular lifetime that an 
Ariane 5 launch can provide as well as the increase in both payload mass and mission 
lifetime that hybrid sail propulsion can establish. Particularly, the lifetime is extended by 2.0 
and 2.4 years for a 100 kg payload mass142 and for a Soyuz and Ariane 5 launch, 
respectively. 
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Fig. 5.23 Payload mass as a function of the mission lifetime for the optimised pole-sitter injection 
masses and for both the SEP and hybrid optimal pole-sitter orbits and for a Soyuz and 
Ariane 5 launch.142 
5.7 Results validation 
The optimality of the results for the transfers associated with the displaced geostationary 
orbit was verified through an indirect approach by analytically deriving the optimality 
conditions and solving the associated Hamiltonian boundary-value problem, see Section 4.6. 
Although a similar approach could be adopted to verify the optimality of the Earth to pole-
sitter transfers developed in this chapter, a different method is preferred here in order to also 
test the performance of PSOPT against another direct pseudospectral method. A subset of the 
transfers considered in this chapter will therefore be optimised using the pseudospectral 
optimal control solver GPOPS.112 The main difference with PSOPT is the fact that, while 
PSOPT implements a Legendre (or Chebyshev) pseudospectral method, GPOPS is an 
implementation of the Gauss pseudospectral method.107, 149, 150 The collocation points are 
therefore the Legendre-Gauss points, as explained in Section 2.3.3. Another difference 
between the two optimal control solvers is the fact that PSOPT is coded in C++, while 
GPOPS is implemented in MATLAB®. Otherwise, the two software packages are very 
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similar: GPOPS can solve the NLP problem using the same NLP solver employed by PSOPT 
(i.e. IPOPT or SNOPT), it has the ability to solve multiple-phase optimal control problems, it 
uses automatic differentiation to obtain any problem related derivatives, and so on. 
In this section, GPOPS (with suggested default settings) will be used to optimise the pure 
SEP transfers. Furthermore, for illustration purposes, only the transfer to the constant altitude 
pole-sitter orbit and for minimising the mass in the parking orbit, i.e. optimisation case 1, 
will be considered. The same problem as described throughout Sections 5.2 to 5.4 is 
implemented in GPOPS, except that only the expo-elliptic trajectories are considered as 
initial guess since PSOPT already demonstrated the equal performance of the two types of 
initial guesses, as discussed in Section 5.4.  
Table 5.12 Comparison of PSOPT and GPOPS performances for the transfer to the constant 
altitude pole-sitter orbits and minimising the mass in the parking orbit (i.e. optimisation 
case 1). 
 Parking  
orbit 
inclination, 
deg 
Minimised mass in parking orbit, kg 
 PSOPT GPOPS 
So
yu
z 
51.8 5691 5691 
64.9 5675 5675 
70.4 5666 5666 
95.4 5648 5647 
A
ria
n
e 
51.6 11719 11724 
The results are presented in Table 5.12 and in Fig. 5.24, which show a very clear 
resemblance between the results obtained with PSOPT and GPOPS. The only significant 
difference can be observed in the point of injection into the pole-sitter orbit for a Soyuz 
launch phase from a 95.4° parking orbit and for an Ariane launch. However, it was already 
previously concluded that this injection point is of negligible influence on the minimised 
mass in the parking orbit. The results in Table 5.12 and Fig. 5.24a confirm this, because for a 
95.4° Soyuz launch, the mass required in the parking orbit is nearly the same for both 
solvers, while the injection point differs greatly. The point of injection is also different when 
considering an Ariane launch, but from Table 5.12 and Fig. 5.24f it becomes clear that 
GPOPS converged prematurely to a slightly underperforming solution. However, the 
difference in mass required in the parking orbit with the optimal solution found by PSOPT is 
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very small (only 5 kg). The optimality of the results generated by PSOPT can therefore be 
confirmed.  
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Fig. 5.24 Comparison of optimal transfers to constant altitude pole-sitter orbits generated with 
GPOPS (dashed lines) and PSOPT (marked lines). a-b) Transfer phases in CR3BP frame. c-
g) Thrust profiles for a Soyuz launch from a 51.8° (c), 64.9° (d), 70.4° (e) and 95.4° (f) 
parking orbit and for an Ariane launch (g). 
5.8 Chapter summary 
In this chapter, optimal transfers from LEO to a range of true pole-sitter orbits have been 
investigated in order to evaluate their accessibility. The pole-sitter orbits considered include 
a 0.01 AU constant altitude pole-sitter orbit, a tilted pole-sitter orbit with minimum and 
maximum Earth-spacecraft distances of 0.01 AU and 0.018 AU, respectively, and fuel-
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optimal pole-sitter orbits using pure SEP and hybrid propulsion (with a sail lightness number 
of 0β = 0.035). Both Soyuz and Ariane 5 launches have been considered (from a range of 
inclined parking orbits), for which an accurate launch model has been developed that was 
successfully verified against a set of reference missions provided in the Soyuz launch 
manual. Furthermore, either the mass required in LEO has been minimised for a 1000 kg 
spacecraft to be inserted into the pole-sitter orbit to minimise launch and mission costs, or 
the spacecraft mass upon injection into the pole-sitter orbit has been maximised to allow for 
a maximum mission lifetime and/or payload mass capacity.  
To generate an initial guess for the transfer, a new shape-based approach has been developed 
that makes use of expo-elliptic sinusoids and can be regarded as a generalisation of the 
exponential sinusoids. Its performance has been successfully verified against an initial guess 
based on ballistic manifold-like trajectories that wind onto the pole-sitter orbit. Furthermore, 
it has been demonstrated that the expo-elliptic shape outperforms the conventional 
exponential sinusoidal shape on a range of test cases (including the pole-sitter transfer) on 
the satisfaction of the boundary conditions and the amount of thrust required throughout the 
transfer. 
From the ballistic manifold-like trajectories it can be concluded that, for minimising the 
mass in LEO, the largest Soyuz parking inclination of 95.4°, which is closest to the 
inclination of the pole-sitter orbit, is most optimal. Contrary, for maximising the mass 
injected into the pole-sitter orbit, the smallest Soyuz parking orbit inclination of 51.8° can be 
more optimal, because the performance of Soyuz from Earth into this parking orbit is much 
greater than into higher inclined parking orbits. This can eventually translate into a higher 
mass injected into the pole-sitter orbit. Furthermore, it can be concluded that for minimising 
the mass required in LEO to inject a 1000 kg spacecraft into the pole-sitter orbit, not all 
ballistic transfers are feasible as the mass required in LEO for the constant and titled pole-
sitter orbits exceeds the Soyuz launch vehicle performance into the lower inclination parking 
orbits.  
Because the minimum Earth-spacecraft distance is equal for the constant altitude and tilted 
pole-sitter orbits (at winter solstice), the low-thrust transfers to both types of pole-sitter 
orbits perform equally well as the spacecraft is always injected at the point closest to the 
Earth. The altitude of the pole-sitter orbit thus has a greater influence on the performance of 
the transfer than the time of year at which the spacecraft is injected into the pole-sitter orbit. 
This leads to a flexible launch window for the transfer to the constant altitude pole-sitter 
orbit. Due to the larger Earth-spacecraft distance for the optimal SEP pole-sitter orbit, the 
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results are slightly worse than for the constant and tilted orbits: a minimised mass in the 
parking orbit of 5682 kg (Soyuz launch) and a maximised mass in the SEP pole-sitter orbit 
of 4439 kg (Ariane launch) with a corresponding maximum thrust magnitude of 0.775 N.  
Finally, introducing hybrid propulsion to the transfer to the constant altitude and optimal 
hybrid pole-sitter orbits showed the potential of hybrid propulsion as it significantly 
decreases the mass required in the parking orbit or alternatively increases the mass injected 
into the pole-sitter orbit. Depending on the sail lightness number, a gain of 100 kg in the 
parking orbit can be achieved and an additional 208 kg can be injected into the constant 
altitude pole-sitter orbit. As final proof of the potential of hybrid propulsion, the maximised 
injected masses into the optimal hybrid pole-sitter orbit have been used to determine the 
pole-sitter mission performance in terms of payload capacity and mission lifetime. This 
analysis showed that, for a true payload of 100 kg, the lifetime with respect to the optimal 
SEP pole-sitter orbit can be increased by 2.0 and 2.4 years for a Soyuz and Ariane 5 launch, 
respectively.  
Finally, a subset of the cases considered throughout the chapter have been optimised with an 
alternative pseudospectral optimal control solver, GPOPS, to establish the validity of the 
results.  
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Chapter 6               
Optimal Earth to pole-sitter transfers- 
low-thrust launch 
In order to obtain a full low-thrust trajectory from low Earth orbit to the pole-sitter orbit, this 
chapter investigates the possibility of replacing the upper-stage launch phase with a low-
thrust launch phase, as discussed previously, using the SEP thruster. The approach to design 
this low-thrust launch phase will be outlined in Section 6.1. Since the result will be a multi-
revolution, long duration spiral, the objective will be to minimise the time spent in the spiral. 
For that, a locally optimal steering law will be derived in Section 6.1.1 and the use of orbital 
averaging to reduce the computational effort for integrating such a spiral will be explained in 
Section 6.1.2. The resulting optimal control problem will then be discussed in Section 6.2. 
Although in the previous chapter a large number of pole-sitter orbits have been investigated 
(i.e. constant altitude, tilted and optimal pole-sitter orbits), this chapter will only consider a 
subset of transfers to the constant altitude and optimal SEP pole-sitter orbits for which the 
results are presented in Sections 6.3.1 and 6.3.2, respectively. An analysis of the time spent 
in eclipse during the spiral will subsequently be provided in Section 6.3.3. Finally, in 
Section 6.4, an assessment of the accuracy of the orbital averaging technique will be made 
and the chapter finishes with conclusions.  
6.1 Low-thrust spiral design approach 
To obtain a full low-thrust trajectory from the parking orbit to the pole-sitter orbit, the upper-
stage launch phase as designed in Section 5.2.1 is replaced by a low-thrust spiral, see 
Fig. 6.1. To model the low-thrust spiral, it is assumed that the optimal transfer phases as 
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obtained throughout Chapter 5 remain unchanged. The problem then becomes to find the 
thrust profile in each revolution of the spiral such that the spiral starts from the parking orbit 
and that the end of the spiral coincides with the start of the optimised transfer phase. 
Furthermore, with the spiral expected to take many months, up to more than a year, the 
objective is to minimise the time spent in the spiral.  
a)  b) 
 
Fig. 6.1 Comparison of high-thrust launch phase (a) and low-thrust launch phase (b). 
6.1.1 Locally optimal steering laws 
To minimise the time spent in the spiral, locally optimal steering laws are derived to 
maximise the time rates of change of the orbital elements. The orbital elements have 
previously been defined in Fig. 2.2, where the reference direction is chosen to be the EQx -
axis of the inertial, Earth fixed equatorial reference frame of Fig. 5.7. The optimal steering 
laws are similar to what has been suggested by Gao151 and are illustrated in Fig. 6.2: 
- To change the semi-major axis, a tangential steering law is applied around perigee over an 
angle 2
s
p pi . 
- To change the eccentricity, a so-called inertial steering law is used where the spacecraft 
thrusts perpendicular to the line of apsides around apogee over an angle 2
e
p pi . 
- To change the inclination, an out-of-plane steering law is applied around the nodal crossings 
over an angle ip pi  with opposite thrusting direction along the ascending and descending 
nodes.  
Note that the third steering law is a simplification of the approach suggested in 
Reference 151, resulting in a slightly underperforming steering law. However, this 
simplification is assumed to be valid because the required inclination changes are only 
minimal (a maximum of 0.5°, see for example Table 5.6). 
Equatorial plane 
Polar axis 
Pole-sitter 
Transfer phase 
Launch phase 
LEO 
1V∆
2V∆  
Polar axis 
Pole-sitter 
Transfer phase 
Launch spiral 
Equatorial plane 
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These locally optimal steering laws are applied in each revolution of the spiral. The controls 
in each revolution are therefore the thrust magnitudes of the in-plane, 0inf ≥ , and out-of-
plane, 0
outf ≥ , thrust accelerations and the parameters 1 1sp− ≤ ≤ , 1 1ep− ≤ ≤  and 1 1ip− ≤ ≤  
that represent the fraction of the orbit around perigee, apogee and the nodal line where one of 
three controls is applied. The sign of these three parameters indicate an increase (positive) or 
decrease (negative) in the corresponding orbital element. 
 
Fig. 6.2 Illustration of the launch spiral steering laws. 
6.1.2 Orbital averaging 
To investigate the influence of different control profiles on the launch spiral through an 
integration of the full set of equations of motion would require a huge computational effort. 
Therefore, the orbital averaging technique is used, which approximates the equations of 
motion by calculating the change in the orbital elements during a single revolution and 
dividing this change by the orbital period.  
For the launch spiral, this change in the orbital elements can be computed when starting from 
Gauss’ variational equations as a function of the eccentric anomaly,
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 (6.1) 
with Cµ  the gravitational parameter of the central body. The variational equations are 
usually given in a form in which they are differentiated with respect to time, but a change of 
independent variable is made by dividing those equations by: 
 ( )1 cos 1 sinr tdE na r naf e fdt r nae a rθ θ
  
= + − − + ≈  
  
 (6.2) 
with n  the mean motion. The approximation on the right hand side of Eq. (6.2) is obtained 
by assuming that the thrust acceleration is small compared to the gravitational acceleration. 
The same assumption thus applies to Eq. (6.1). 
The radial and transverse acceleration components, 
r
f  and tf , respectively, can be defined 
through the pitch angle, α , see Fig. 6.2, as follows: 
 sin , cos
r in t inf f f fα α= =  (6.3) 
The pitch angle can be made more explicit when considering the separate steering laws. For 
the tangential steering law, the pitch angle has to equal the flight path angle such that the in-
plane acceleration is parallel to the velocity vector:8 
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1 cos1 cos
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e Ee E
α α
−
= =
−
−
 (6.4) 
Note that these expression can also be derived by determining the pitch angle for which the 
change in semi-major axis is maximised, i.e. by substituting Eq. (6.3) into Eq. (6.1) and 
evaluating ( )/ / 0da dE α∂ ∂ =  and ( )2 2/ / 0da dE α∂ ∂ ≤ .151 
For the inertial steering law, the pitch angle should equal the true anomaly: 
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while for the out-of-plane steering law, the radial and transverse accelerations are simply set 
equal to zero. Contrary, the acceleration component in normal direction, 
n
f , is set equal to 
zero for the tangential and inertial steering laws and is set unequal to zero for the out-of-
plane steering law. Summarised, the three acceleration components can be described by: 
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 (6.6) 
Substituting Eq. (6.6) into Eq. (6.1) and integrating over the eccentric anomalies where the 
separate steering laws are applied, provides the change in orbital elements after one 
revolution. Subsequently dividing by 2pi  (instead of the orbital period since the eccentric 
anomaly is used rather than time) gives the sought for approximation of the equations of 
motion: 
 
0
1
2
fE
oe oe
E
d d dE
dt dEpi
= ∫
x x
 (6.7) 
with 
oe
x  the vector of orbital elements, [ ]Toe a e i ω= Ωx . The integral represents the 
change in an orbital element during one revolution, assuming all other orbital elements are 
constant except for the eccentric anomaly.145  
The full derivation has been performed by Gao,151 and therefore only the result (adapted for 
the definitions used in this chapter) is provided here: 
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where the overbar indicates the averaged orbital elements. Equation (6.8) still includes a few 
terms for which no analytical expression could be found. Gao151 approximates those terms as 
follows: 
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where Eq. (6.10) appeared to be accurate for q = 0.8.151, 152 Furthermore, the summation in 
Eq. (6.8) is included to account for the out-of-plane thrust arcs around both nodal crossings 
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and the subscripts ‘ 0 ’ and ‘ f ’ indicate the initial and final value of the eccentricities 
s
E , 
e
E  and 
in
E  during which the tangential, inertial and out-of-plane steering laws occur, 
respectively.  
Similar to the change in orbital elements, the change in mass can be computed by starting 
from Eq. (2.15): 
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which can be written into the following form when considering the three separate steering 
laws: 
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 (6.12) 
Equation (6.12) leads to a slightly conservative estimate of the propellant consumption as the 
in-plane and out-of-plane thrust components are not combined into one single thrust 
component. 
Finally, note that the dynamics in Eq. (6.8) neglect any perturbation on the low-thrust spiral. 
However, it can be expected that the 2J  effect of the Earth's non-uniform gravitational field 
and shadowing have a significant influence on the spiral at low altitudes.145, 152 153 Also, it 
can be expected that, starting from LEO, the spacecraft spends many revolutions at low 
altitudes and therefore inside the radiation belts. For future research, it could therefore be 
interesting to investigate the possibility to use the launcher’s upper-stage to first raise the 
orbital altitude above the radiation belts and subsequently initiate the spiral. For higher 
altitudes in the spiral, third body perturbations from the Sun can be expected to have an 
influence on the dynamics of the low-thrust spiral. This could be taken into account by 
considering the Sun‘s gravity perturbation to be constant over one orbit since its period is 
significantly greater than the period of the spacecraft’s orbit.154 Alternatively, a double 
averaging technique could be employed where the second averaging takes place over the 
period of the Sun.155, 156 
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6.2 Optimal control problem 
The objective is to find minimum-time spirals from the parking orbit up to injection into the 
optimised low-thrust transfer phases that were generated in the previous chapter. The 
objective function of the optimal control problem then becomes: 
 fJ t=  (6.13) 
with ft  the final time of the transfer (and setting the initial time equal to zero, 0t = 0). In 
order to find the optimal control profile in the spiral such that the boundary conditions are 
satisfied (i.e. the start of the spiral coincides with the parking orbit and the end of the spiral 
coincides with the start of the transfer phase) and the time of flight is minimised, the 
approach defined in the previous subsections is implemented in PSOPT. The state variables, 
x , are the averaged orbital elements in the inertial, Earth fixed equatorial reference frame of 
Fig. 5.7 and the averaged spacecraft mass: 
 
T
a e i mω = Ω x  (6.14) 
The initial state vector is given by the parking orbit as defined in Table 5.3, while the final 
state vector should coincide with the initial state vector of the optimised low-thrust transfer 
phases of Section 5.5.1 (constant altitude pole-sitter orbit) and Section 5.5.3 (optimal SEP 
pole-sitter orbit), which are indicated by the subscript ‘ ,0t ’: 
 0 0.01
T
park park park park parkR h i mω⊕ = + Ω x  (6.15) 
 
,0 ,0 ,0 ,0 ,0 ,0
T
f t t t t t ta e i mω = Ω x  (6.16) 
The ascending node, argument of perigee and mass in the parking orbit are free. Note that 
the eccentricity of the parking orbit is increased from zero to 0.01 in order for the fifth 
equation in Eq. (6.8) to hold, as it approaches a singularity for e = 0.157 A future change to 
modified equinoctial elements could circumvent this problem.145, 158, 159 However, the use of 
classical orbital elements is preferred here because they have a clear, intuitive physical 
meaning.  
The controls are the parameters indicating the size of the thrust arc for each steering law and 
the in-plane and out-of-plane thrust magnitudes: 
 [ ]Ts e i in outp p p T T=u  (6.17) 
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Note that the orbital averaging technique of Section 6.1.2 already reduces the size of the 
optimal control problem significantly by limiting it to a set of 5 control parameters in each 
revolution of the spiral. However, with hundreds of revolutions to be expected in the spiral, 
the optimisation problem would still be very large: the number of static parameters is as 
much as 5 times the number revolutions. However, by using a direct pseudospectral method, 
PSOPT reduces the problem further into a problem where the number of variables is only 
5 times the number of collocation points and interpolation is used to obtain the control 
profile in the other revolutions. 
The equations of motion used in PSOPT are given by Eqs. (6.8) and (6.12), which means 
that the independent variable of the optimal control problem is the eccentric anomaly rather 
than what is commonly used, i.e. time. This is done, because PSOPT uses a Lagrange-Gauss-
Lobatto distribution to discretise the interval of the independent variable, which results in a 
larger concentration of nodes at the start and end of that interval. With the orbital period in 
the last few revolutions expected to be very long, choosing time as the independent variable 
could give rise to multiple nodes per revolution. Theoretically this means that the control 
profile can change over these last few nodes, leading to different steering laws, and 
consequently different equations of motion, within the same revolution. When using the 
eccentric anomaly as time variable, this problem does not occur since each revolution of the 
spiral takes an equal portion of the independent variable interval and with hundreds of spiral 
revolutions, the chance of multiple nodes in the last few spiral revolutions becomes 
negligible. 
Finally, the following path constraints are included: 
 1
s e
p p+ ≤  (6.18) 
 
2 2
maxin outT T T+ ≤  (6.19) 
where the first path constraint ensures that the thrust arcs for tangential and inertial steering 
do not overlap, while the second path constraint ensures that the total thrust magnitude does 
not exceed the maximum thrust magnitudes determined in Chapter 5 for the different types 
of pole-sitter orbits. 
While new approaches were developed to obtain accurate initial guesses for the transfers 
associated with the displaced geostationary orbits in Chapter 4 and for the Earth to pole-sitter 
transfers in Chapter 5, it appeared that a simple trial and error method is sufficient to 
generate suitable initial guesses for the launch spiral. Moreover, considering the fact that the 
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inclination of the parking orbit is very close to the inclination at the start of the transfer, two 
dimensional initial guesses appeared to suffice.  
6.3 Results 
The results for the Earth to pole-sitter transfers employing a low-thrust launch phase will 
only be provided for a subset of the transfers considered in the previous chapter. In 
particular, the spiral will be computed for the transfer to the constant altitude pole-sitter 
orbits for optimisation case 1 (i.e., minimisation of the mass in the parking orbit for a 
1000 kg spacecraft to be injected into the pole-sitter orbit) and for the transfer to the optimal 
SEP pole-sitter orbits for optimisation case 2 (i.e. maximising the mass injected into the 
pole-sitter orbit). The results are generated with PSOPT using an NLP tolerance of 10-4, a 
maximum number of iterations of 5000 (which is never reached) and a mesh refinement that 
eventually generates solutions with 50 nodes and will be provided in Sections 6.3.1 and 
6.3.2, respectively. Subsequently, in Section 6.3.3, an eclipse analysis will be performed for 
each of the optimal low-thrust spirals. 
6.3.1 Constant altitude pole-sitter orbit 
By implementing the optimal control problem described in Section 6.2 in PSOPT, the results 
as presented in Table 6.1 can be obtained. More detailed results are shown in Fig. 6.3 for the 
transfer employing a Soyuz launch from a 95.4° parking orbit and for an Ariane 5 launch. 
The results show a dramatic decrease in the mass required in the parking orbit when the low-
thrust spiral, rather than the Fregat launch, is employed: on average 3276 kg (i.e. 58 percent) 
for a Soyuz launch and 5705 kg (i.e. 49 percent) for an Ariane 5 launch. This could allow for 
a significant reduction in mission cost through the use of a dual launch or even a smaller 
launcher. However, this comes at an equally large increase in the time of flight. Considering 
a Hohmann transfer time for the high-thrust launch results in launch phase times of 
approximately 40 days, which increases to an average of 520 days for the low-thrust spiral, 
which is 13 times that of the high-thrust launch phase. The reason for this is the fact that 
nearly 2000 revolutions are made, most of them in low Earth orbit, until enough altitude is 
gained to make the required substantial changes to the orbital elements.  
A way to reduce the transfer time in the spiral could be by clustering multiple SEP thrusters 
to obtain a larger maximum thrust. For example, by adding one SEP thruster (thereby 
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doubling the maximum thrust magnitude) the transfer time in the spiral can be halved 
without a penalty on the mass required in the parking orbit.  
 
Table 6.1 Time optimal low-thrust spirals for transfer to constant altitude pole-sitter orbits: 
mass in parking orbit, mpark, propellant consumption in spiral, mprop,sp, and minimised time 
spent in spiral, tsp. 
  
High-thrust 
launch 
phase 
Low-thrust                                                                 
launch phase 
 
 
Parking orbit 
inclination, 
deg 
parkm ,              
kg
 
parkm ,           
incl. upper-stage 
and adapter,              
kg 
parkm ,          
excl. upper-stage 
and adapter,              
kg 
,prop spm ,             
kg 
spt ,             
days
 
So
yu
z 
51.8 5691 2408 1308 279.2 514.5 
64.9 5675 2397 1297 276.0 523.1 
70.4 5666 2393 1293 276.3 526.0 
95.4 5648 2379 1279 269.9 557.3 
A
ria
n
e 
51.6 11719 6014 1314 278.3 479.4 
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Fig. 6.3 Optimised launch spiral and transfer phase (a, c) and state (b, d) and control (e, f) 
profiles for a transfer to the constant altitude pole-sitter and for a Soyuz launch (95.4° 
parking orbit) and Ariane 5 launch. 
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6.3.2 Optimal SEP pole-sitter orbit 
Rather than minimising the mass in the parking orbit, Chapter 5 also investigated the option 
of maximising the mass injected into the pole-sitter orbit. In order to determine this 
maximised mass using a minimum-time spiral, it is assumed that the mass in the parking 
orbit equals the maximum launcher performance provided in Table 5.3. However, since the 
upper-stage and adapter do not need to be carried along in the spiral, the masses of those 
elements are subtracted. The resulting mass in the parking orbit is therefore 6085 and 
14300 kg for a Soyuz (51.8° parking orbit) and Ariane 5 launch, respectively.  
Although this approach will change the mass injected into the optimal low-thrust transfer 
phases designed in Section 5.5.3, Chapter 5 has illustrated that the transfer is fully scalable 
with the mass if the maximum thrust magnitude changes accordingly, indicating that the 
optimal transfer phase will not change for a different mass at the start of the transfer. 
Through scaling, the mass injected into the pole-sitter orbit can be computed by multiplying 
the mass injected into the low-thrust transfer phase by a factor 0.974 that can be derived 
from Fig. 5.20f. Clearly, with a larger mass injected into the pole-sitter orbit, the maximum 
thrust required throughout the mission lifetime will also change. Therefore, the same 
iterative approach as used throughout Chapter 5 to converge to the correct maximum thrust 
magnitude is adopted in this section to determine the available thrust in the low-thrust spiral.  
The results are presented in Table 6.2 and Fig. 6.4. The table again demonstrates the gains 
that the low-thrust launch phase can establish over the high-thrust launch phase. The mass 
injected into the pole-sitter orbit can be increased by a factor 2.95 and 2.41 for a Soyuz and 
Ariane 5 launch, respectively. However, again, this improved performance comes at the cost 
of a long time of flight, namely approximately 800 days in the low-thrust spiral. 
Furthermore, rather high maximum thrust magnitudes, especially for an Ariane 5 launch, 
would be required. 
Finally, Fig. 6.4 again shows the scalability of the transfer with the mass (i.e. as long as the 
maximum thrust magnitude is allowed to scale accordingly, i.e. the maximum acceleration is 
kept constant), as the low-thrust spirals for both the Soyuz and Ariane 5 launches are very 
similar. Any differences can, amongst others, be attributed to the fact that the parking orbit is 
slightly different for the two cases. Since the parking orbit altitude of the Ariane 5 launcher 
is higher than for the Soyuz launcher, this could also explain the shorter spiral time for the 
Ariane 5 case. Further differences between the two sets of results are introduced by the fact 
that the end conditions (i.e. the initial state vector of the low-thrust transfer phase) are 
slightly different.  
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Table 6.2 Time optimal low-thrust spirals for transfer to optimal SEP altitude pole-sitter orbits: 
mass injected into pole-sitter orbit, mf, mass in parking orbit, mpark, propellant consumption 
in spiral, mprop,sp, minimised time spent in spiral, tsp, and maximum thrust magnitude, Tmax. 
  
High-thrust 
launch phase 
Low-thrust                                                                                   
launch phase 
 
Parking orbit 
inclination, 
deg 
fm ,              
kg
 
parkm ,              
kg 
,prop spm ,              
kg 
fm ,             
kg 
spt ,             
days
 
maxT , 
N
 
So
yu
z 
51.8 1537 6085 1427 4537 811.5 0.794 
A
ria
n
e 
51.6 4439 14300 3310 10704 791.4 1.873 
 
a)   
−20 2 4 6
8
x 105
−4−20
24
x 105
0
0.5
1
1.5
2
2.5
x, kmy, km
z,
 k
m
Low−thrust
transfer phases
x 106
Optimal SEP pole−sitter
 
b) c) 
0 200 400 600 800
0
1
2
t, days
T i
n,
 
N
0 200 400 600 800
0
1
2
t, days
T o
u
t, 
N
 
0 200 400 600 800
0.7
0.8
0.9
t, days
p s
 
 
0 200 400 600 800
−0.2
0
0.2
t, days
p e
0 200 400 600 800
−1
0
1
t, days
p i
Soyuz 51.8o
Ariane 51.6o
 
Fig. 6.4 Optimised launch spiral and transfer phase (a) and control profiles (b, c) for a transfer 
to the optimal SEP pole-sitter for a Soyuz launch (51.8° parking orbit) and Ariane 5 launch. 
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6.3.3 Eclipse analysis 
The dynamics of the spacecraft in the low-thrust spiral, see Eq. (6.8), did not include the 
restrictions that eclipses impose on the use of the SEP thruster. However, it can be expected 
that during eclipses, limited or no thrust is available, which will have an influence on the 
low-thrust spiral, and an investigation of the time spent in eclipse is therefore required. This 
section provides a preliminary analysis of this time spent in eclipse.  
For this, the spiral is transformed from the inertial, Earth fixed equatorial reference frame 
depicted in Fig. 5.7 to the Earth fixed ecliptic reference frame ( ), ,EC EC ECEC x y z  shown in 
Fig. 6.5. This reference frame is centred at the Earth with the ( ),EC ECx y -plane in the ecliptic 
plane and the ECx -axis pointing away from the Sun at all times. Note that this reference 
frame is very similar to the frame defined to analyse the displaced geostationary orbit in 
Chapter 3, see Fig. 3.8, but is rotated to have the ( ),EC ECx y -plane in the ecliptic plane. The 
result is that the shadow of the Earth is always directed along the ECx -axis. When the Sun’s 
rays are furthermore assumed to be parallel to the ECx -axis, the spacecraft is in eclipse when 
the following conditions are satisfied: 
 
2 20,EC EC ECx y z R⊕> + <  (6.20) 
 
Fig. 6.5 Schematic of reference frame to evaluate the eclipse time in the low-thrust spiral. 
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By monitoring the time of entering and exiting the Earth’s shadow and summing these 
occurrences, the total time spent in eclipse can be determined. The result in terms of the time 
spent in eclipse as a percentage of the total time elapsed during the spiral is shown in 
Fig. 6.6. A detailed illustration of the time in eclipse is provided in Fig. 6.7 for the transfer 
from a 51.8° parking orbit (i.e. for a Soyuz launch), which shows the spiral in the newly 
defined reference frame of Fig. 6.5, where black arcs indicate the time that the spacecraft is 
in eclipse.  
Figure 6.6 clearly shows that, as expected, most of the eclipses occur at the start of the 
transfer when the spacecraft is at low altitudes. The time spent in eclipse in that part of the 
spiral is significant and can be as much as 40 percent of the time. However, it highly depends 
on the time of year and value of the right ascension of the ascending node at the start of the 
spiral. For example, the initial revolutions of the spiral starting from the 95.4° parking orbit 
are almost perpendicular to the direction of the sunlight, while those for the spiral starting 
from the other parking orbits are parallel to the direction of the sunlight. In the latter case, 
the spiral spends much of its time ‘behind’ the Earth.  
Towards the end of the spiral, the spacecraft spends much less time in eclipse and the 
percentage of time spent in eclipse therefore decreases, to an average of 5.0 percent. This 
corresponds to a total eclipse time of 25 days. Due to the dependency of the time in eclipse 
on the time of year and ascending node at the start of the spiral, including these variables in 
the objective function could possibly decrease the eclipse time. However, this will come at 
the cost of an increase in the time of flight and/or propellant consumption. 
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 Fig. 6.6 Percentage of the time spent in eclipse during the low-thrust spiral to the constant 
altitude pole-sitter orbit.  
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 Fig. 6.7 Eclipses (in black) during the low-thrust spiral from a 51.8° parking orbit to the 
constant altitude pole-sitter orbit in the reference frame of Fig. 6.5. 
6.4 Orbital averaging accuracy analysis 
The results in Sections 6.3.1 and 6.3.2 have been obtained through the use of orbital 
averaging. For that, assumptions have been made such as the fact that the thrust acceleration 
is small compared to the gravitational acceleration. While this assumption will hold for 
revolutions of the low-thrust spiral close to the Earth, the assumption will break down at 
distances far from the Earth. Since the spiral reaches altitudes of several 100,000 kilometres, 
it is worth investigating the accuracy of the orbital averaging method for the low-thrust spiral 
and to determine whether the solutions presented in Fig. 6.3 and Fig. 6.4 truly enable an 
injection of the spacecraft into the low-thrust transfer phase (i.e. whether the final state 
vector of the low-thrust spiral coincides with the initial state vector of the low-thrust transfer 
phase). To this end, the results in Fig. 6.3 and Fig. 6.4 are reintegrated using the full set of 
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equations of motion and an interpolation of the optimal control profiles in Fig. 6.3e-f and 
Fig. 6.4b.  
The results of this reintegration are provided by the dashed red lines in Fig. 6.8 for the low-
thrust spiral for the transfer to the constant altitude pole-sitter orbit and for a Soyuz launch 
with a parking orbit inclination of 95.4° (see Fig. 6.3). For clarity, only the last few 
revolutions are shown. It appears that the reintegration is very accurate up to these last few 
revolutions, where both the semi-major axis and eccentricity become very large, the 
assumptions made for the orbital averaging technique no longer hold and the reintegrated 
solution diverges from the solution of PSOPT. In order for the reintegrated solution to match 
the solution of PSOPT (and therefore, satisfy the initial conditions at the start of the low-
thrust transfer phase), the last few revolutions have been reoptimised.  
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Fig. 6.8 Reoptimized integrated solution to match the result from PSOPT for the transfer to the 
constant altitude pole-sitter orbit and for a parking orbit inclination of 95.4°. a) State 
profiles. b) Control profiles. 
This optimisation aims at matching the result from PSOPT using the sequential quadratic 
programming (SQP) method132 that was previously used in Chapter 3. Using the result from 
PSOPT as initial guess, the control variables (i.e. the in and out-of-plane thrust magnitudes 
and the size of the arcs over which one of the three steering laws is applied) are reoptimised. 
For this, the optimisation loops over the last few revolutions and aims to find in each 
revolution the control variables to minimise a weighted sum of the error of the Keplerian 
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elements with respect to the nominal Keplerian elements (i.e. the optimised result from 
PSOPT).  
The results of the reoptimisation are added to the results in Fig. 6.8 and show that, within the 
control bounds (e.g. a maximum thrust magnitude of 0.240 N), the result of PSOPT can be 
reproduced and the end of the spiral coincides with the initial state vector of the transfer 
phase. This indicates that, using the full set of equations of motion, rather than the orbital 
averaging method, the boundary conditions as imposed on the low-thrust launch spiral can 
be met.  
6.5 Chapter summary 
In this chapter, the high-thrust, upper-stage launch phase considered in the previous chapter 
has been replaced by a minimum time low-thrust spiral in order to obtain a full low-thrust 
transfer from parking orbit to insertion into the pole-sitter orbit. This spiral has been 
considered for the transfers to the constant altitude and optimal SEP pole-sitter orbits. The 
results showed significant gains with respect to the high-thrust launch case. When 
considering the mass required in the parking orbit to inject a 1000 kg spacecraft into the 
pole-sitter orbit, the low-thrust spiral reduces this required mass by 58 (Soyuz) or 49 
(Ariane 5) percent compared to the high-thrust launch case. When considering the maximum 
mass that can be injected into the pole-sitter orbit, the low-thrust launch phase can deliver 
2.95 or 2.41 times the mass that can be delivered using a high-thrust launch phase. However, 
these increased performances come at the cost of a significant increase in the required time 
of flight (at least a factor 13). Furthermore, the spacecraft spends quite a considerable 
amount of time in eclipse, on average, 5.0 percent of the spiral time, which corresponds to 
approximately 25 days. Since during this time only limited, or possibly no thrust is available, 
future analyses will have to incorporate these effects. 
Finally, since the orbital averaging technique is valid under the assumption that the thrust 
acceleration is small compared to the gravitational acceleration, the accuracy of the orbital 
averaging technique breaks down at large distances from the Earth and a satisfaction of the 
final boundary conditions cannot be ensured. Therefore, the control variables in the last few 
revolutions of the spiral have been successfully reoptimised through an SQP method, using 
the full spacecraft dynamics, and proved the feasibility of the low-thrust spiral.  
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Chapter 7             
Optimal transfers between north and 
south pole-sitter orbits 
This chapter will investigate a type of transfer associated with the pole-sitter orbit that can be 
employed to overcome limitations in the observations of the Earth's polar regions during the 
Arctic and Antarctic winters. During that time, the polar regions are not illuminated due to 
the tilt of the polar axis with respect to the ecliptic plane, which could potentially limit the 
mission scientific return. Therefore, by transferring the spacecraft to a pole-sitter orbit above 
the opposite pole before the start of the polar winter, the spacecraft hovers only above the 
pole that is lit. The chapter starts by defining this north-to-south transfer in Section 7.1. 
Then, in Sections 7.2 and 7.3 the optimal control problem that needs to be solved in the 
transfer is derived and the initial guess to solve the optimal control problem is provided. 
Note that this chapter will only consider the constant altitude and optimal pole-sitter orbits. 
To show the design approach and demonstrate the concept, initial results will be presented 
for the north-to-south transfer between constant pole-sitter orbits in Section 7.4. First, 
minimum SEP propellant transfers will be sought and will be presented for both the use of 
SEP and hybrid propulsion. Then, additional transfers, that trade-off propellant consumption 
and useful observation time per pole, will be investigated. The same approach will be 
extended to north-to-south transfers between the optimal SEP and hybrid pole-sitter orbits in 
Section 7.5. In Section 7.6, a validation of the results will be given and the chapter finishes 
with conclusions. 
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7.1 North-to-south pole-sitter transfer definition 
In order to underline the need for a transfer between north and south pole-sitter orbits, Fig. 
7.1a shows the elevation of the Sun at the north pole and the Arctic circle (i.e. at a latitude of 
φ = 66.5°). The top plot clearly shows that, for the north pole, the Sun does not rise above the 
horizon from the autumn equinox (September) to the spring solstice (March), during which 
time it is permanently dark at the north pole. Clearly, a similar plot but mirrored in the 
horizontal axis can be generated for the south pole. Furthermore, the bottom plot in Fig. 7.1a 
illustrates the fact that the Arctic circle marks the edge of the region where the Sun does not 
rise above the horizon for at least one day per year.  
The light and dark conditions of the north and south poles can also be illustrated in the pole-
sitter orbit in the CR3BP, see Fig. 7.1b. For that, the (north) pole-sitter orbit shown in 
Fig. 5.1 is mirrored in the ecliptic plane to create a south pole-sitter orbit. Then, viewed in 
the synodic frame, the poles are illuminated when the spacecraft is in the Sunward part of 
either the north or south pole-sitter orbit, while darkness dominates when the polar axis is 
leaning away from the Sun.  
When performing observations in the visible part of the electromagnetic spectrum, these dark 
conditions can impose severe constraints, leading to a loss in the mission scientific return. A 
solution to this issue would be if the spacecraft follows the north pole-sitter orbit from March 
to September and then transfers to the south pole-sitter orbit to observe the south pole from 
September to March.  
a) b) 
 
Fig. 7.1 a) Solar elevation angle at the north pole and Arctic circle. b) Schematic of dark (black 
line) and light (yellow line) conditions on the north and south poles during the year. 
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Depending on the time allowed to perform this transfer, two types of transfers can be 
defined: a short duration transfer and a long duration transfer. The short duration transfer 
considers flight times of less than half a year and leaves the north pole-sitter orbit between 
the summer solstice ( t pi= ) and autumn equinox ( 32t pi= ) and enters the south pole-sitter 
between the autumn equinox ( 32t pi= ) and winter solstice ( 2t pi= ), see Fig. 7.2. Since the 
transfer cannot be performed instantly, the observation time per pole will always be less than 
half a year, where the observation time is the time the spacecraft spends in either the north or 
south pole-sitter orbit. This results in the fact that the poles cannot be viewed throughout the 
full period when lighting conditions occur. Therefore, a long-duration transfer is defined. 
Then, the spacecraft leaves the north pole-sitter between autumn and winter and, with a 
transfer time of half a year to one year, the spacecraft enters the south pole-sitter between 
summer and autumn. Then, the observation time per pole is also half a year to one year, 
which automatically implies that part of the observations are performed when the polar 
regions are in darkness.  
Note that due to the symmetry of the problem, the transfers designed to transfer from a north 
pole-sitter to a south pole-sitter can also be employed for the trajectory from south-to-north, 
assuming that the lower mass at the start of the south-to-north transfer does not influence the 
trajectory to great extent. 
 
Fig. 7.2 Illustration of the departure and arrival conditions in the north and south pole-sitter 
orbits for short and long duration transfers. 
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7.2 Optimal control problem 
In order to design and optimise the short and long duration transfers defined in the previous 
section, the optimal control problem in the respective transfer needs to be solved. Initially, 
the objective will be to find minimum SEP propellant transfers, leading to the following 
objective function: 
 fJ m= −  (7.1) 
with fm  the mass at the end of the transfer. Since the transfer will be modelled in the 
circular restricted three-body problem, similarly to the Earth to pole-sitter transfer in 
Chapter 5, the state vector is given by the Cartesian position and velocity vectors in the 
CR3BP frame, see Fig. 2.3, and the mass of the spacecraft: 
 [ ]Tx y z x y z m=x     (7.2) 
while the controls, u , are dependent on the type of propulsion employed:  
 
SEP
Hybrid
T
x y z
T
x y z x y z
T T T
T T T n n n
  
= 
  
u  (7.3) 
with Tx y zT T T =  T  and 
T
x y zn n n =  n  the Cartesian SEP thrust and solar sail normal 
components in the CR3BP reference frame. The use of the Cartesian components requires 
the inclusion of the following path constraints: 
 ( ) ( )( )
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c x u
r n
 (7.4) 
which also describe the path constraint to ensure that the solar sail acceleration is always 
pointing away from the Sun.  
The dynamics of the spacecraft in the north-to-south transfer are described by the same set of 
equations of motion used for the low-thrust transfer phase of the Earth to pole-sitter transfer 
in Chapter 5: Eqs. (2.13), (2.14) (for the use of SEP), (2.28) (for the use of hybrid sail 
propulsion) and (2.15) (to compute the mass consumption). As for the design of hybrid 
optimal Earth to pole-sitter transfers, an optical solar sail model is adopted.  
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Bounds on the state and control variables can be defined, as well as on the time of flight: 
 
( )
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The variable 
,0missionm  represents the spacecraft mass upon injection into the pole-sitter orbit 
and the value for the maximum thrust magnitude, maxT , in Eq. (7.6) is taken equal to the 
values established for the different types of pole-sitter orbits in Chapter 5. Equation (7.7) 
furthermore shows different types of bounds on the initial, 0t , and final time, ft , in order to 
force the optimal solution into a short or long duration transfer as defined in Section 7.1.  
Finally, the following event constraints can be defined as: 
 ( ) ( )( ) ( )0 0 0 0 , 0 0, , , PS Nt t t t= − =x u p x x 0φ  (7.8) 
 ( ) ( )( )
( )
( )
( )
( )
( )
( )
,
,
,
,
,
,
0
0
0
, , ,
0
0
0
PS S f f
PS S f f
PS S f f
f f f f
PS S f f
PS S f f
PS S f f
x t x
y t y
z t z
t t t
x t x
y t y
z t z

− =


− =


− =
= 
− =

− =

 − =
x u p
 
 
 
φ  (7.9) 
with the subscripts ‘ 0 ’ and ‘ f ’ indicating the conditions at the initial and final time of the 
transfer, the subscript ‘ PS ’ indicating the conditions in the pole-sitter orbit and finally the 
subscripts ‘ N ’ and ‘ S ’ referring to the north and south pole-sitter orbits, respectively. 
Equation (7.8) shows that the full initial state vector should match the full state vector in the 
north pole-sitter orbit at the initial time, 0t . This also includes the mass of the spacecraft. For 
this, the mass profile in the pole-sitter orbit is computed starting from the injected spacecraft 
mass and the injection position as obtained in Chapter 5 for each of the types of pole-sitter 
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orbits. By subsequently assuming that the north-to-south transfer takes place in the first year 
of the pole-sitter mission, the mass at the start of the transfer can be computed through 
interpolation, using the location where the transfer is initiated. Equation (7.9) finally shows 
that the final position and velocity vectors of the transfer should match the conditions in the 
south pole-sitter orbit at the final time of the transfer, ft .  
7.3 Initial guess 
Due to the good performance of the inverse method developed to generate the initial guesses 
for the transfer between north and south displaced geostationary orbits (as well as for the 
other displaced GEO transfers) in Section 4.2.1, a similar approach will be applied to obtain 
an initial guess for the north-to-south pole-sitter transfer. This implies that a particular shape 
for the trajectory (that satisfies the boundary constraints) is assumed, after which the thrust 
profile required to follow that shape is obtained from the equations of motion.  
Note that the initial guesses developed in this section assume the use of only the SEP 
thruster, since the initial guesses for the hybrid transfers will be the optimised SEP 
trajectories. 
The initial guess approach will be demonstrated for a transfer between constant altitude pole-
sitter orbits, but can clearly be extended to provide an initial guess for north-to-south 
transfers between the optimal pole-sitter orbits. The approach starts from the boundary 
conditions of the trajectory by assuming that the initial and final state vectors are fixed and 
coincide with the north and south pole-sitter orbits in the following way: 0 fx x= , 0 fy y= −  
and 0 fz z= −  and therefore 0 fx x= −  , 0 fy y=   and 0 fz z= −  , see Fig. 7.3. The actual values for 
the initial and final position depend on the value chosen for the angle ξ , whose definition is 
also provided in Fig. 7.3. Subsequently, a parabolic velocity profile is assumed between the 
initial and final state vectors as follows: 
 ( ) 21 2 3t t t= + +r a a a  (7.10) 
with [ ]Tx y z=r  the position vector, the overhead dot indicating the derivative with 
respect to time and 1a , 2a  and 3a vectors of constants.  
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Fig. 7.3 Definition of boundary conditions for the initial guess for the north-to-south pole-sitter 
transfer. 
From the initial and final velocity conditions it can be shown that 3 0=a r  and 
2 0 1(1/ )( )f f ft t= − −a r r a   (with the subscripts ‘ 0 ’ and ‘ f ’ again indicating the conditions at 
the initial and final times). By integrating Eq. (7.10), the following shape for the position 
vector can be found: 
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Again, from the initial and final position conditions it can be shown that 4 0=a r  and 
3 1
1 0 02(6 / )( ( ) )f f f ft t= − − − +a r r r r  . Finally, differentiating Eq. (7.10) gives the profile of the 
acceleration vector, resulting in the following final position, velocity and acceleration 
profiles: 
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 (7.12) 
The required thrust profile to execute this shape-based transfer can now easily be extracted 
from the equations of motion by substituting Eq. (7.12) into the equations of motion (i.e. 
Eqs. (2.13)and (2.14)) and rewriting for the thrust vector, T : 
x  
y	  
z	  
Initial condition 
Final condition 
ξ  
ξ  
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 (7.13) 
In order to obtain an approximation for the mass profile during the transfer, the initial guess 
defined in Eqs. (7.12) and (7.13) is discretised into a set of nodes that are equally distributed 
along the transfer. The mass profile at the thi  node is then approximated through the 
recurrence relation provided in Eq. (3.29). 
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Fig. 7.4 Initial guess for short and long transfer between constant altitude pole-sitter orbit 
orbits. a) Transfers in CR3BP frame. b) Thrust profiles in transfer. c) Mass profiles as 
function of mission time, including mass profile in pole-sitter orbit. 
The result for the north-to-south transfer between the 0.01 AU constant altitude pole-sitter 
orbits is presented in Fig. 7.4 for ξ = 0° and ξ = 145° for the short and long duration 
transfers, respectively. These values for the angle ξ  were shown to provide the best thrust 
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profiles in terms of maximum thrust magnitude required. The transfer times then equal half a 
year and 294 days, respectively. Furthermore, optimisation case 1 is considered (see 
Section 5.3.1), which implies that the mass at injection is 1000 kg and for illustration 
purposes it is assumed that the spacecraft is injected into the pole-sitter orbit at the winter 
solstice. The figure shows that the mass at the start of the transfer decreased to a value of 
915.8 kg and 875.1 kg for the short and long duration transfer, respectively, due to the 
consumption of propellant in the north pole-sitter orbit. The figure also shows that the 
required thrust magnitude is rather high for the short duration transfer, while the long 
duration transfer shows more acceptable thrust levels. However, as was previously noted in 
Section 5.4, this can be taken into account in the optimisation process by first performing an 
optimisation in which the square of the thrust is minimised (without a limit on the thrust 
magnitude) which can serve as initial guess for the thrust-limited minimisation of propellant 
mass. 
7.4 Constant altitude pole-sitter orbit 
Using the initial guess developed in the previous section, the fuel-optimal transfers between 
north and south constant altitude pole-sitter orbits can be generated. As stated before, the 
results in this section are used to demonstrate the concept and design approach of the north-
to-south pole-sitter transfers. Therefore, only the results for the test case described in the 
previous section will be provided, i.e. for optimisation case 1, which implies that the mass 
upon injection into the north pole-sitter orbit is 1000 kg and the maximum thrust magnitude 
is maxT = 0.240 N. Furthermore, since it was demonstrated that the point of injection is of no 
influence to the performance in LEO for the constant altitude pole-sitter orbit, and in order to 
consider a general case, it is assumed that the spacecraft is injected into the constant altitude 
pole-sitter orbit at the winter solstice, i.e. m = 1000 kg at 0t t= = 0.  
The optimal control problem is solved using PSOPT using a mesh refinement to eventually 
obtain solutions consisting of 75 nodes, a maximum number of iterations of 5000 (which is 
never reached) and a convergence tolerance of 10-6.  
7.4.1 Results - SEP 
For the use of pure SEP, the results are provided in Fig. 7.5. Both the results for the short and 
long transfers are presented, which require a propellant consumption of 21.9 and 30.1 kg, 
respectively. The declination plots in Fig. 7.5.c and Fig. 7.5d show that the pole-sitter 
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spacecraft correctly follows the declination of the Sun and they also clearly show the 
difference between the short and long duration transfers: while the short duration transfer 
observes both the north and south poles for a short period every year (21.9 days per pole), 
the long-duration transfer allows to observe both poles every three years but for a much 
longer duration (239.2 days per pole). However, as was already previously noted, part of 
these observations are taken during a negative solar declination, i.e. when the poles are not 
illuminated. This, in combination with the fact that the short duration transfer outperforms 
the long transfer in terms of propellant consumption (despite the higher initial mass at the 
start of the transfer), favours the short duration transfer for the north-to-south pole-sitter 
transfers. Its only disadvantage is the relatively short observation period per pole. However, 
as will be shown in the next section, this can be improved significantly at the cost of a slight 
increase in the propellant consumption.  
7.4.2 Improved observations times 
When designing the SEP minimum propellant transfers, the observation time of the polar 
regions is not taken into account. If the purpose of the transfer is to visit both the north and 
south poles with one spacecraft only, that is justifiable. However, if the purpose of the 
transfer is to enable observations of the poles in light conditions only, it can be concluded 
that the observation time for the short transfer in Fig. 7.5 is very limited. Therefore, in order 
to increase the time spent above each of the poles, the objective function in Eq. (7.1) can be 
expanded to allow for a trade-off between propellant consumption and time spent in each of 
the pole-sitter orbits (or equivalently transfer time). To establish this, a weighted sum 
approach is adopted such that the new objective function becomes: 
 
0 0
0 2
f fm m t tJ w
m pi
− −
= +  (7.14) 
The first term on the right hand side of Eq. (7.14) represents the minimisation of the 
propellant consumption, while the second term represents the minimisation of the transfer 
time (and thus maximisation of the observation time per pole), which is traded-off to the 
propellant mass through the weight factor w . 
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Fig. 7.5 Minimum propellant transfers between constant altitude pole-sitter orbits. a) Transfers 
in CR3BP frame including SEP thrust vectors. b) Transfers in Earth inertial reference 
frame. c) Thrust profiles in transfer. d) Mass profiles as function of mission time. e-f) 
Declination plots for short (e) and long (f) transfers. 
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Fig. 7.6 Short transfers between constant altitude pole-sitter orbits optimised for different 
values of the objective weight factor, w = [0 0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5]. a-b) Transfers in 
CR3BP frame. c) Thrust profiles in transfer. d) Mass profiles as function of mission time. e) 
Declination profiles. f) Propellant consumption and observation time per pole per year as 
function of the objective function weight. 
The results for the short transfer of Fig. 7.5 are provided in Fig. 7.6 for the following values 
of the weight factor: w = 0, 0.1, 0.3, 0.5, 0.7, 0.9, 1.1, 1.3 and 1.5. The plots show that, as 
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expected, increasing the weight factor, w , increases the observation time per pole at the cost 
of additional propellant. For example, for a propellant mass increase of 16.0 kg the 
observation time is increased from 91.9 to 125.3 days (i.e. for w = 1.5). The figure 
furthermore shows that an upper bound exists for the propellant mass and observation time. 
This bound is reached when the spacecraft thrusts continuously at maximum thrust 
magnitude along the transfer, see Fig. 7.6c. In that case, the time of flight cannot be reduced 
any further despite increasing the weight factor in the objective function. 
In order to put the demand on the SEP thruster for performing these transfers in perspective, 
Fig. 7.6d also provides the mass profile of the spacecraft if it would stay in the pole-sitter 
orbit, instead of transferring to the pole-sitter on the other side of the ecliptic. From the 
figure it becomes clear that, for small values of the weight factor, it is more expensive to stay 
in the pole-sitter than to perform the transfer, i.e. for w ≤ 0.3. This implies that the transfer 
could enable an increase in the payload mass or a possible extension of the pole-sitter 
mission lifetime, although at the cost of a decrease in the total observation time. However, it 
can be envisaged that during the transfer additional science is performed by the spacecraft 
payload. Although the view of the polar regions deteriorates with respect to the pole-sitter 
position, during the first and last stages of the transfer, when the spacecraft moves relatively 
slowly with respect to the Earth, high-latitude observations can still be performed. 
7.4.3 Results - hybrid sail propulsion 
In order to investigate the potential of adding a solar sail to the SEP thruster to improve the 
performance of the transfers presented in the previous section, this section provides the 
results for the use of hybrid sail propulsion. The results are created for a range of solar sail 
lightness numbers, ranging from 0β = 0.01 to 0β = 0.1 with a step size of 0.01. The results for 
0β = 0.01 are generated using the minimum propellant, pure SEP transfers of Section 7.4.1, 
while a continuation scheme is used to generate the optimal results for subsequent values of 
0β . 
The results are shown in Fig. 7.7, Fig. 7.8 and Fig. 7.9, where Fig. 7.7 provides detailed 
results for 0β = 0.02, while Fig. 7.8 and Fig. 7.9 only provide the main outcomes for other 
values of the sail lightness number. 
Inspecting the results shows an interesting, but to be expected, change in the shape of the 
trajectory when adding a solar sail to the SEP thruster, see Fig. 7.9: for 0β > 0.01, the 
trajectory switches from a Sunward trajectory for the pure SEP case to an Earthward 
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trajectory for the hybrid sail case. This occurs because, for an Earthward trajectory, the 
required acceleration is more aligned with the direction of the Sun-vector, which is ideal for 
increasing the contribution of the solar sail. Apparently, for 0β = 0.01 the solar sail cannot 
contribute enough to enable this quicker, Earthward trajectory.  
Considering the operational difficulty noted in Section 2.2.3 concerning the relative angle 
between the SEP thrust force and the solar sail (which cannot be such that it lies in the plane 
of the solar sail, i.e. different from 90°), Fig. 7.9d illustrates that for the majority of the thrust 
profiles this introduces no problems. However, especially at the start and end of the thrust 
pulses, the relative angle is close to 90°, which needs to be monitored closely. 
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Fig. 7.7 Hybrid propulsion, minimum propellant, short transfer between constant altitude pole-
sitter orbits for β0 = 0.02. a-b) Transfer in CR3BP frame. c) Thrust profile as a function of 
transfer time and mass profile as function of mission time. d) Declination plot. 
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Figure 7.8 shows the improvements that hybrid sail propulsion can establish over the pure 
SEP case for the transfer between constant altitude pole-sitter orbits. It shows that, in 
general, by increasing the sail lightness number, hybrid sail propulsion allows for significant 
propellant mass savings, while also increasing the observation time per pole. However, note 
that the optimisation only minimises the propellant consumption. The increased observation 
time is therefore an advantageous side-effect and therefore does not obey a smooth 
increasing profile for increasing values of the sail lightness number. For example, for 
0β = 0.01, the reduction in the propellant consumption comes at the cost of a decrease in the 
time of flight because, as noted, it cannot enable the faster, Sunward trajectory. Note that 
further improvements in the observation time can be established by considering the objective 
function in Eq. (7.14). 
Finally, if the lightness number is increased far enough, the required SEP propellant mass 
becomes zero, indicating that the transfer can be performed using only the solar sail. The 
figure therefore clearly shows the potential of hybrid sail propulsion as transition phase 
between pure SEP and pure solar sail missions: it enables a reduction of the propellant mass 
with respect to the pure SEP case, while enabling a mission that would require sail 
technology that is currently not available. 
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Fig. 7.8 Propellant consumption and observation time per pole per year as a function of the sail 
lightness number, β0, for hybrid transfers between constant altitude pole-sitter orbits. 
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Fig. 7.9 Hybrid propulsion, minimum SEP propellant transfers between constant altitude pole-
sitter orbits for different values of the sail lightness number, β0. a) Transfers in CR3BP 
frame. b) Thrust profiles in transfers. c) Mass profiles as function of mission time. d) 
Relative angle between the SEP thrust vector and solar sail normal vector.  
7.5 Optimal pole-sitter orbits 
Building upon the findings for the north-to-south transfers between constant altitude pole-
sitter orbits in the previous section, this section investigates these transfers for the SEP and 
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hybrid optimal pole-sitter orbits that were defined in Section 5.5.3. Therefore, for the hybrid 
case, only one value for the lightness number will be considered, namely 0β = 0.035. In 
particular, the cases where the spacecraft mass injected into the pole-sitter orbits is 
maximised will be investigated, i.e. the results for optimisation case 2 in Sections 5.5.3 and 
5.6.2. This implies that for a Soyuz launch, the mass upon injection into the pole-sitter orbits 
is 1537 and 1595 kg for the SEP and hybrid pole-sitter orbits, respectively, while for an 
Ariane launch these values increase to 4439 and 4599 kg. The corresponding values for the 
maximum thrust magnitudes are 0.269/0.231 N (Soyuz launch) and 0.775/0.667 N (Ariane 
launch). Finally, the injection locations as found in Sections 5.5.3 and 5.6.2 will be used to 
find the mass at the start of the north-to-south transfer.  
The results for the SEP pole-sitter orbit are shown in Fig. 7.10 and Fig. 7.11, where the 
following values for the weight factor in the objective function of Eq. (7.14) are used: w = 0, 
0.25, 0.5, 1.0 and 1.5. The case for w = 0 thus represents the fuel-optimal case.  
The first observation from Fig. 7.10 is the clear resemblance between the Soyuz and 
Ariane 5 cases that was also observed for the Earth to pole-sitter transfer in Chapter 5, 
indicating the scalability of the transfer with the mass. Any remaining differences between 
the Soyuz and Ariane 5 solutions (e.g. in the acceleration profile for w = 0 in Fig. 7.10c) can 
be attributed to a premature convergence of PSOPT. 
Second, as for the transfer between constant altitude pole-sitter orbits, increasing the weight 
factor of the objective function shows an increase in the observation time up to observation 
times of 94 days in Fig. 7.11a. The associated cost in terms of additional propellant 
consumption can be compared to the cost of staying in the pole-sitter orbit in Fig. 7.10d. For 
w ≤ 0.5, it is more costly to stay in the pole-sitter orbit than it is to transfer to the south pole-
sitter orbit. This can again lead to a significant extension of the mission lifetime as is shown 
in Fig. 7.11b. That figure shows that, for w = 0, the gain in propellant is 279.6 kg after 
5 years. Increasing the weight factor leads to smaller gains and for w = 1.5 even a small loss 
of 45.3 kg can be observed after 5 years. 
Because very similar results can be obtained for the hybrid case, detailed plots are omitted 
here. However, summarised results are provided in Fig. 7.11a, which shows that, for large 
values of the weight factor, the hybrid case can obtain similar observation times as for the 
pure SEP case, but for a much lower propellant consumption. For example, for the fuel-
optimal case, mass savings of 18.5 and 52.3 kg can be established for a Soyuz and Ariane 5 
launch, respectively, which corresponds to an 81 percent reduction in propellant 
consumption. 
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Fig. 7.10 Optimised north-to-south transfers between the optimal SEP pole-sitter orbits for 
different values of the objective weight factor, w = [0 0.25 0.5 1.0 1.5]. a-b) Transfers in 
CR3BP reference frame. c) Acceleration profiles. d) Ratios of current mass and mass at 
injection as a function of mission time.  
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Fig. 7.11 a) Observation time per pole per year as a function of the propellant consumption for 
the optimal SEP and hybrid pole-sitter orbits. b) Mass profiles throughout the pole-sitter 
mission for the optimal SEP pole-sitter orbit and a Soyuz launch including the north-to-
south pole-sitter transfer. Shaded areas highlight the half of the year when the north pole is 
lit. 
7.6 Results validation 
Similar to the validation of the results for the Earth to pole-sitter transfers using a high-thrust 
launch phase in Chapter 5, the results for the transfer between north and south pole-sitter 
orbits will be validated by optimising a subset of the cases considered in Sections 7.4 and 7.5 
with GPOPS. In particular, the fuel-optimal (i.e. w = 0), SEP transfers between constant 
altitude pole-sitter orbits will be considered. Both the short and long duration transfers will 
be investigated by implementing the optimal control problem defined in Section 7.2 in 
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GPOPS and using the initial guess defined in Section 7.3. The suggested default settings in 
GPOPS are adopted and a mesh refinement to obtain solutions with 75 nodes is used.  
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Fig. 7.12 Comparison of optimal transfers between north and south constant altitude pole-sitter 
orbits generated with GPOPS (dashed lines) and PSOPT (marked lines). a) Transfers in 
CR3BP reference frame. b) Transfers in Earth inertial reference frame. c-d) SEP thrust 
profiles. e-f) Mass profiles as function of mission time. 
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The results, which are provided in Fig. 7.12, show again a very close resemblance between 
the optimal trajectories generated by PSOPT and GPOPS, not only in terms of objection 
function value and trajectory profile, but also in terms of thrust and mass profile. This 
confirms the optimality of the results generated by PSOPT. 
7.7 Chapter summary 
In this chapter, transfers between pole-sitter orbits above the north pole and south pole have 
been investigated, to overcome limitations in observations introduced by the tilt of the polar 
axis, which causes the polar regions to be alternately situated in darkness. The transfers 
considered in this thesis therefore allow for observations of the polar regions in light 
conditions only and can in addition allow for the observation of both the north and south 
poles with one single spacecraft during one single mission.  
Two types of transfers exist: a short duration transfer where the spacecraft visits both the 
north and south poles every year and during light conditions only and a long duration 
transfer where the spacecraft visits the north and south poles every three years, but with 
much longer observation times (though part of the observations are performed during dark 
conditions). The short duration transfer outperforms the long duration transfer in terms of 
propellant consumption. Furthermore, since the long duration transfer partially remains 
above the polar regions when they are not illuminated, this type of transfer can be considered 
of less importance than the short duration transfer. However, since the latter has relatively 
short observation times per pole, it was shown that through a trade-off between propellant 
consumption and transfer time, the observation time can be increased significantly, while 
still requiring less propellant than when the spacecraft would maintain its pole-sitter position. 
This can enable an extension of the pole-sitter mission or alternatively an increase in the 
payload mass. For example, for the fuel-optimal SEP pole-sitter orbit, the gain with respect 
to remaining in the pole-sitter orbit is 279.6 kg after 5 years, which can significantly increase 
the mission lifetime and/or payload mass. 
By adding a solar sail to the SEP thruster it was shown that hybrid sail propulsion allows for 
significant propellant mass savings with respect to the pure SEP case, while increasing the 
observation time. These propellant mass savings increase for increasing values of the sail 
lightness number and for large enough lightness numbers, the transfer between constant 
altitude pole-sitter orbits can even be performed using only the solar sail. As such, hybrid 
sail propulsion can be seen as a useful technique for the transition between pure SEP and 
202 
 
pure solar sail missions and to pull the technology development of solar sail technology. For 
the transfer between optimal SEP and hybrid pole-sitter orbits, observations times of up to 
94 days per pole can be achieved at the cost of propellant consumptions of approximately 
61.9 kg (Soyuz launch) and 173.1 kg (Ariane 5 launch) for the optimal SEP pole-sitter orbit 
and 55.3 kg (Soyuz launch) and 159.3 kg (Ariane 5 launch) for the optimal hybrid pole-sitter 
orbit. This shows propellant savings of 6.6 and 13.8 kg by employing hybrid sail propulsion 
for a Soyuz and Ariane 5 launch, respectively. For shorter observations times, these mass 
savings can be increased up to 81 percent of the propellant required for the pure SEP 
transfer.  
Finally, the optimality of the transfers generated by PSOPT have been verified by optimising 
a subset of the transfers with GPOPS.  
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Conclusions 
In this chapter, the thesis research objectives will be revisited and the conclusions that can be 
drawn with respect to the research objectives will be presented. Finally, a discussion on 
possible future research will be given. 
Summary and conclusions 
Displaced geostationary orbits and transfers 
The first research objective of this thesis comprised an investigation of the use of displaced 
non-Keplerian orbits to generate new geostationary slots as a solution to the congestion of 
geostationary orbit (GEO). This solution would have to provide true geostationary 
conditions, outside the geostationary station-keeping box. Such a solution was found by 
displacing the geostationary orbit out of the equatorial plane through the use of low-thrust 
propulsion. Alternatively, orbits displaced in the equatorial plane are possible, but these 
require a higher acceleration than the out-of-plane displaced orbits.  
In compliance with the second research objective, the out-of-plane displaced GEOs have 
been investigated and optimised for the use of different types of propulsion system. For 
comparison purposes and to highlight the expected better performance of hybrid sail 
propulsion, three propulsion techniques have been considered, namely pulsed (i.e. chemical), 
pure solar electric propulsion (SEP) and hybrid sail propulsion. Note that a pure solar sailing 
displaced GEO mission is not feasible due to the obliquity of the ecliptic that causes the 
direction of the required acceleration to be outside the achievable range of the solar sail. For 
each type of propulsion method, a full mission design has been obtained by deriving the 
maximum lifetime that can be achieved for particular final-to-initial mass fractions and 
specific impulses. For this, the fuel-optimal SEP and solar sail steering laws have been 
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derived for the use of hybrid sail propulsion. The results come in the form of a set of mission 
analysis plots that can be used for future reference as they are generated for a range of 
displacement distances, solar sail lightness numbers and specific impulses.  
The results show the poor performance of pulsed rather than continuous control. This type of 
propulsion can therefore be discarded as viable option for maintaining the displaced GEO as 
it can only maintain the displaced GEO for a few months at best.  
Rather than considering the lifetime as a function of the mass fraction, a mass budget 
analysis allowed deriving the performance of pure SEP and hybrid sail propulsion in terms 
of mission lifetime as a function of payload mass. Then, it becomes clear that, using pure 
SEP, only the minimum displacement to rise above the geostationary station keeping box, 
i.e. 35 km, can be maintained for a few years with a payload mass of a few hundred 
kilograms.  
By adding a solar sail to the SEP system, the demand on the SEP system can be lowered 
significantly, which can be improved even further by alternating the displacement between 
above (autumn-spring) and below (spring-autumn) the equatorial plane to take advantage of 
the seasonally changing Sun-sail line. This transfer between north and south displaced 
geostationary orbits has been optimised for the SEP propellant consumption, which showed 
that the transfer comes nearly for free, because the north and south displaced GEOs are 
almost connected by a Keplerian orbit. Since this Keplerian orbit passes close to 
geostationary orbit, thereby posing collision risk to GEO spacecraft, slightly larger (but still 
very modest) propellant budgets are required depending on the allowed approach distance to 
GEO.  
Employing this north-to-south transfer, hybrid sail propulsion significantly outperforms the 
pure SEP case both in terms of payload mass capacity and mission lifetime. It provides 
lifetimes of 10 to 15 years (equivalent to current geostationary missions) for a 35 km 
displaced orbit and for payload masses of 155 to 361 kg for the use of a near-term solar sail 
with a sail lightness number of 0.05. This requires an initial spacecraft mass of 1729 kg. 
Using pure SEP such payload masses can be maintained for only 3.1 to 5.1 years. For a 
slightly larger, future value of the sail lightness number of 0.1, payload masses of 255 to 
487 kg can be maintained for 10 to 15 years (similar masses with pure SEP only allow 
mission lifetimes of 2.2 to 4.1 years). These payloads include not only the actual payload but 
also other subsystems such as OBDH, ADCS and structural mass. By estimating their mass 
as a fraction, i.e. 20 percent, of the spacecraft dry mass, a 200 kg pure payload mass can still 
be maintained for 10 years with both near-term and far-term sail lightness numbers. For 
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smaller percentages, payloads can even be maintained in the displaced GEO for 15 years. 
Although in all analyses the use of one SEP thruster is assumed (with a maximum thrust 
magnitude of 0.2 N), clustering multiple SEP thrusters allows a linear increase in these 
payload masses. 
Despite the use of hybrid sail propulsion, higher out-of-plane displaced orbits perform 
considerably less well than the 35 km displaced GEO. However, applications can be 
envisaged where the spacecraft is only maintained in the displaced orbit for relatively short 
periods of time to provide coverage when needed. When not operational, the spacecraft is 
transferred into a Keplerian parking orbit to save propellant. Optimising this transfer showed 
that only a modest propellant budget of approximately 0.2 kg is required, again depending on 
the allowed approach distance to GEO as well as the displacement distance. Using hybrid 
sail propulsion, this mass budget can be reduced significantly by 72 percent for a 35 km 
displaced GEO and a sail lightness number of 0.05. 
Perturbing accelerations due to the 2J  and 2,2J  terms of the Earth’s gravitational field have a 
small effect on the previously mentioned lifetimes, which reduces to negligible values for 
small solar sail lightness numbers. Contrary, non-ideal properties of the solar sail can 
potentially have a great influence on the lifetime, reducing it by 12 to 52 percent for 
increasing values of the sail lightness number.  
Finally, in response to the third research objective, an additional transfer related to the 
displaced GEO has been investigated to assess the additional cost that comes with launching 
a spacecraft into the displaced GEO rather than into GEO. For this, a transfer between GEO 
and displaced GEO has been optimised for the SEP propellant consumption. This transfer 
again requires mass budgets of approximately 0.2 kg, which is only a very small fraction of 
the (at least) 2500 kg that was considered to be available for the transfer after an Ariane 5 
launch into GEO. This available mass comes from the lower initial spacecraft mass for the 
displaced GEO mission than for a GEO mission. Furthermore, using hybrid sail propulsion, 
the transfer can be performed using only the solar sail (i.e. at zero propellant consumption) 
for a 35 km displaced GEO and a sail lightness number of 0.04. 
All transfers have been successfully optimised using both a direct and indirect optimisation 
method for validation and verification purposes and to demonstrate the applicability and 
performance of the direct pseudospectral optimal control solver for the transfers investigated 
in this thesis. 
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Summarised, the following main conclusions can be drawn: 
- New geostationary slots with true geostationary conditions and outside the geostationary 
station keeping box are possible through the use of a displaced NKO, where displacing the 
orbit out of the equatorial plane outperforms the case of displacing the orbit in the equatorial 
plane. 
- The out-of-plane displaced GEO is accessible from GEO using a low-thrust transfer which 
requires only a modest SEP propellant consumption, but can also be performed for free using 
near-term solar sail technology.  
- Maintaining the displaced GEO using only a solar sail is not possible. 
- Maintaining the displaced GEO using pulsed (i.e. chemical) propulsion is not a viable option 
as it provides too short mission lifetimes. 
- Maintaining the displaced GEO using SEP allows lifetimes of a few years (e.g. 5 years for a 
166 kg payload (spacecraft excluding propulsion subsystem)) for the minimum required 
displacement.  
- Maintaining the displaced GEO using hybrid propulsion allows lifetimes of 10 to 15 years for 
the minimum required displacement (155 to 487 kg payload (spacecraft excluding propulsion 
subsystem), depending on the sail technology used). Actual payload masses (i.e. 
communications payload) of 200 kg can be maintained for at least 10 years.  
- A transfer between north and south displaced GEO orbits can significantly improve the 
performance of the mission for the use of hybrid propulsion and requires a negligible to small 
propellant budget. 
- To limit propellant consumption (especially for displacements larger than the minimum 
required) it is possible to transfer the spacecraft to a Keplerian orbit when coverage is not 
required at the cost of only a modest propellant consumption. 
- The 2J  and 2,2J  terms of the Earth’s gravitational field have a small to negligible effect on 
the displaced GEO mission performance, while non-ideal properties of the solar sail can have 
a significant influence.  
The mission analysis and systems design for the displaced GEO has thus shown the potential 
of displaced non-Keplerian orbits and hybrid sail propulsion to generate new and true 
geostationary slots outside the geostationary station keeping box for both near-term and far-
term solar sail technology.  
Pole-sitter orbits 
The first research objective associated with the pole-sitter orbit required the investigation of 
optimal transfers from LEO to true pole-sitter orbits in order to determine whether the pole-
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sitter orbit is accessible from Earth and, if so, what the performance in terms of mass 
required in LEO or mass upon injection would be.  
For this, a trajectory model has been developed that divides the transfer into a launch phase 
and a transfer phase. The launch phase start from LEO and ends in a two-body, highly 
elliptic orbit that coincides with the start of the transfer phase. Both high-thrust and low-
thrust propulsion has been investigated for this launch phase: for the high-thrust launch 
phase a Soyuz or Ariane 5 upper-stage is used for which a Hohmann transfer-like model has 
been developed, which was verified against a range of reference launch missions in the 
launcher’s manual. For the low-thrust launch phase, the SEP thruster is used to spiral out 
from LEO, resulting in a low-thrust spiral. This spiral is modelled by considering locally 
optimal steering laws to minimise the spiral time by optimally changing the orbital elements. 
Furthermore, orbital averaging is used to significantly speed up the integration of the 
equations of motion in the spiral.  
The transfer phase, which stretches from the end of the launch phase up to the pole-sitter 
orbit, has been modelled in the Sun-Earth circular restricted three body problem and both 
ballistic, pure SEP and hybrid sail propulsion have been considered to perform the transfer 
phase. This complies with the research objective that states that different propulsion 
strategies, with particular focus on hybrid sail propulsion, had to be investigated and 
compared.  
The full transfer has been optimised for two objective functions. The first one minimises the 
mass required in LEO for a 1000 kg spacecraft to be inserted into the pole-sitter orbit. This 
will allow a minimisation of launch and thus mission costs. Considering different LEO 
inclinations for a Soyuz launch phase, the smallest mass is obtained for the inclination 
closest to 90° (i.e. the inclination of the pole-sitter orbit). The second objective function 
maximises the spacecraft mass upon injection into the pole-sitter orbit to allow for a 
maximum mission lifetime and/or payload mass capacity. Contrary to the first type of 
objective function, for maximising the mass injected into the pole-sitter orbit, the smallest 
LEO inclination that can be reached by the Soyuz launch vehicle (i.e. 51.8°) is most optimal 
for the majority of the cases, because the launch vehicle performance into the lower inclined 
LEOs is much greater.  
In order to solve the optimal control problem, two types of initial guesses have been 
developed: one based on a novel shape-based approach using expo-elliptic sinusoids and one 
based on ballistic manifold-like trajectories that wind onto the pole-sitter orbit. The optimal 
control solver converges to the same solution for both initial guesses, which demonstrates 
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the applicability of the newly developed shape-based approach for the problem under 
consideration. Furthermore, the expo-elliptic shape outperforms the conventional 
exponential sinusoidal shape on a range of test cases (including the pole-sitter transfer) on 
the satisfaction of the boundary conditions and the amount of thrust required throughout the 
transfer. 
Results have been created for a range of pole-sitter orbits, including constant altitude, tilted 
and fuel-optimal pole-sitter orbits. The minimum altitude of the tilted pole-sitter orbit was 
taken equal to the altitude of the constant altitude pole-sitter orbit. Since injection into the 
tilted orbit always takes place at that minimum altitude, both pole-sitter orbits perform 
equally well and the launch window to the constant altitude pole-sitter orbit can be 
considered flexible as the time of year at which injection takes place is less important than 
the altitude at which injection takes place. The fuel-optimal orbits, for which the altitude is 
greater, therefore perform slightly worse, but have the advantage of a smaller required SEP 
maximum thrust magnitude.  
For the fuel-optimal pole-sitter orbits, minimum masses in LEO of 5682 kg (SEP) and 
5621 kg (hybrid) are required for a Soyuz launch. An Ariane 5 launch requires much larger 
masses. Furthermore, maximised masses of 1537/4439 kg (Soyuz/Ariane 5) and 
1595/4599 kg can be injected into the fuel-optimal orbits for the pure SEP and hybrid sail 
propulsion cases, respectively. These injected masses can be scaled linearly with an increase 
in the allowed thrust magnitude. The advantage of hybrid sail propulsion is thus clear as it 
provides gains in mass required in LEO and mass injected into the pole-sitter orbits. Its 
potential becomes even clearer when using the above maximised injected masses in a 
mission performance analysis: for a payload of 100 kg, the pole-sitter mission lifetime can be 
extended by 2.0 years (Soyuz) and 2.4 years (Ariane 5) with respect to a pure SEP mission.  
Finally, assuming the transfer phase fixed, the upper-stage launch phase can be replaced by a 
time-optimum low-thrust SEP spiral. This allows for a dramatic decrease in the mass 
required in the parking orbit or an increase in the mass injected into the pole-sitter orbit, but 
at the cost of an increased time of flight. For example, the maximised mass that can be 
delivered to the SEP fuel-optimal pole-sitter orbit increases to 4537/10704 kg 
(Soyuz/Ariane 5) at the cost of a 40 times larger time of flight. Another disadvantage is the 
time spent in eclipse during the spiral, which can become considerable and should be 
accounted for.  
Regarding the final research objective, an additional transfer associated with the pole-sitter 
orbit has been investigated that allows a seasonal transfer of the spacecraft between pole-
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sitter orbits above the north and south poles to only observe the pole that is illuminated, 
rather than following one pole-sitter orbit all year round. Both a short transfer, that leaves the 
north pole-sitter orbit before the Arctic winter and enters the south pole-sitter orbit just after 
the start of the Antarctic summer, and a long transfer, that starts just after the Arctic winter 
and ends just before Antarctic summer, exist. However, the long transfer is more demanding 
from a propellant consumption point of view and observes the polar regions also partially 
during the polar winters. It is therefore considered a less favourable option.  
Deriving the optimal control problem for both the use of pure SEP and hybrid sail propulsion 
(in compliance with the research objective) minimum-fuel transfers can be obtained, but 
these allow only short observations times, i.e. the transfer is initiated far before the start of 
the Arctic winter and ends well into the Antarctic summer. When using hybrid propulsion, 
the observation time increases for increasing values of the lightness number, while the 
propellant consumption decreases. For large enough values of the lightness number (on the 
boundary of what would be possible in the near-term), the transfer can even be performed 
using only the solar sail. As such, hybrid sail propulsion can be seen as a useful tool for the 
transition between pure SEP and pure solar sail missions and to pull the technology 
development of sail technology.  
To increase the observation time further, additional optimisations that trade-off propellant 
consumption and observation time have been performed. That way, observation times of up 
to 94 days can be achieved for the fuel-optimal pole-sitter orbits for propellant masses 
ranging between 55.3 and 173.1 kg, depending on the propulsion method employed and the 
launch configuration (i.e. the mass injected into the pole-sitter orbit). For shorter 
observations times, hybrid propulsion enables mass savings with respect to the pure SEP 
case of up to 81 percent. Furthermore, for shorter observation times, the transfer requires less 
propellant than the pole-sitter orbit itself. For example, for the optimal SEP pole-sitter orbit, 
the gain with respect to remaining in the pole-sitter orbit is 279.6 kg after 5 years, which can 
significantly increase the mission lifetime and/or payload mass.  
All transfers associated with the pole-sitter concept have successfully been optimised using 
two different direct pseudospectral methods for verification purposes.  
Summarised, the following main conclusions can be drawn: 
- A range of pole-sitter orbits (constant altitude, tilted, fuel-optimal) are accessible from Earth 
using ballistic, SEP and hybrid sail transfers. 
- To obtain an initial guess for the low-thrust transfers, a new shape-based approach based on 
Jacobi elliptic functions has been developed successfully and outperforms the conventional 
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exponential sinusoidal shape on a range of test cases in terms of satisfaction of the boundary 
conditions and the amount of thrust required throughout the transfer.  
- When using the launcher’s upper-stage to escape from a LEO parking orbit and minimising 
the mass required in LEO to inject a predetermined mass into the pole-sitter orbit, the largest 
Soyuz parking orbit inclination (that is closest to 90 deg) performs best. When maximising 
the mass injected into the pole-sitter orbit by exploiting the full launcher capacity into LEO, 
the smallest Soyuz parking orbit inclination is most optimal.  
- For the constant altitude pole-sitter orbit the launch window is flexible, while for non-
constant altitude pole-sitter orbits the distance at injection is of importance and the launch 
window is no longer flexible.  
- Hybrid sail propulsion enables gains in mass required in LEO or mass injected into the pole-
sitter orbit with respect to the pure SEP option. The increased mass injected into the pole-
sitter orbit, together with the smaller propellant consumption in the hybrid pole-sitter orbit, 
allows an extension of the pole-sitter mission by 2-2.4 years.  
- When using a low-thrust spiral to escape from LEO, the mass required in LEO can be 
reduced and the mass injected into the pole-sitter can be increased significantly with respect 
to the upper-stage approach at the cost of an equally significant increase in the time of flight.  
 
- A seasonal transfer of the spacecraft between pole-sitter orbits above the north and south 
poles is possible to only observe the pole that is illuminated or to visit both poles with one 
single spacecraft within one mission. 
- Considering the minimum-fuel transfers, hybrid sail propulsion allows both a reduction in the 
propellant consumption and faster transfers (i.e. longer observation times per pole) compared 
to the pure SEP case. For advanced sail technology the transfer can even be performed using 
only the sail. 
- Trading off propellant consumption and observation time per pole is also possible. For the 
slower transfers (i.e. shorter observation times per pole), the transfer requires less propellant 
than the pole-sitter orbit itself, allowing an extension of the mission lifetime and/or increase 
in the payload capacity.  
With the design of the LEO-to-pole-sitter and north-to-south transfers, the accessibility of a 
broad range of pole-sitter orbits has been demonstrated, while highlighting the potential of 
hybrid sail propulsion. Combined with the north-to-south transfer, that enables to overcome 
observation limitations introduced by the polar winter, a full analysis of the pole-sitter 
concept has been enabled.  
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Future research 
In addition to the research presented in this thesis, analyses can be thought off that could 
complement or improve the results presented. These considerations are given below. 
Displaced geostationary orbits 
The dynamics used to generate displaced geostationary orbits and to evaluate their 
performance considered a two-body model. Afterwards, the effects of the non-uniformity of 
the Earth’s gravitational field and non-ideal properties of the solar sail on this performance 
have been investigated. However, other perturbations also act on a spacecraft in (displaced) 
geostationary orbit, including third body perturbations of the Sun and Moon and periods of 
no thrust due to eclipses during the equinoxes. Higher-fidelity results could therefore be 
obtained by including these perturbations in the spacecraft dynamics.  
Except for these perturbations, the mission analysis of the displaced geostationary orbit is 
essentially complete. However, the concept could benefit from a more detailed systems 
engineering analysis to establish a realistic mission scenario, including communication, 
thermal and power analyses.  
Also, contingency scenarios could be investigated in case the SEP thruster or solar sail fails. 
In the latter case, smaller out-of-plane displacements could still be maintained with the use 
of only the SEP thruster, without deteriorating the mission lifetime too much. Alternatively, 
a scenario as described for the higher out-of-plane displaced GEOs can be implemented 
where the spacecraft is transferred between a parking orbit and the displaced GEO to provide 
coverage only when needed. This can lead to considerable savings of propellant, enabling 
relatively long mission lifetime. Otherwise, if the SEP thruster fails, the pure solar sail orbits 
defined by Baig and McInnes18 could be investigated. Although they do not allow for full 
geostationary conditions and rather small displacements, they could serve as backup option. 
Pole-sitter transfers – high-thrust launch phase 
The transfer to the pole-sitter orbits has been designed by dividing the trajectory into a high-
thrust launch phase and a low-thrust transfer phase. For the launch phase, a strategy was 
adopted that could be verified against a set of reference missions provided by the Soyuz 
launch vehicle manual.139 Furthermore, it allowed a simple, though reliable, method to 
compare the performance of different transfer trajectories. However, the limitation is that 
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only non-escape launches are considered. Future research could investigate the possibility of 
a launch to escape, either through the use of an intermediate parking orbit or a direct ascent 
profile. It is expected that the transfer can benefit from such an escape launch strategy since 
the results indicated that launches to very high eccentricities are preferred.  
Additional improvements can potentially be obtained for the use of an Ariane 5 launch. For 
the Ariane 5 launch vehicle, a similar launch profile was assumed as for a Soyuz launch due 
to the lack of detailed information in the literature and also for comparison purposes. 
However, by using more accurate launch models, specifically developed for Ariane 5, 
improvements could possibly be achieved.  
Finally, for the design of the low-thrust transfer phase, a new shape-based approach has been 
developed to generate initial guesses for the optimal control solver. While its potential has 
been shown for transfers to pole-sitter orbits (in Chapter 4) as well as for time-fixed and 
time-free circle-to-circle and circle-to-ellipse transfers (in Appendix A), the additional 
computational effort that comes with this good performance is significant. This is due to the 
need for a nested root-finding algorithm compared to a single root-finding algorithm for the 
exponential sinusoidal shape against which the expo-elliptic shape is compared. In order to 
further develop this shape-based approach and to compare it with other, state of the art, 
shapes, investigations to reduce this computation effort are required.  
Pole-sitter transfers – low-thrust launch phase 
In order to compute the evolution of the low-thrust spiral that replaces the previously 
described high-thrust launch phase, the dynamics in the spiral are described using Keplerian 
elements. Although they have a clear, intuitive physical meaning, it is known that Keplerian 
elements can cause singularities for zero eccentricity and zero inclination orbits. This also 
has an effect on the orbital averaging technique employed that reduces the computation 
effort when integrating the equations of motion in the spiral. The implication is that the 
circular parking orbit, from where the transfer is initiated, needs to be approximated with a 
slightly elliptic orbit. Although this approximation will not have a significant influence on 
the results presented in Chapter 6, an improved approach could be obtained by considering 
the use of (modified) equinoctial elements, which have specifically been developed to 
overcome these singularities. They have been used before for the orbital averaging technique 
to compute multi-revolution spirals145, 153 and a similar technique could be employed for the 
low-thrust launch phase spiral in future research.  
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The accuracy of the results obtained for the low-thrust spiral could furthermore benefit from 
including effects such as Earth shadowing, Earth oblateness and third body perturbations into 
the spacecraft dynamics. The estimation of the time in eclipse has shown that, especially at 
low-altitudes, the spacecraft spends a large amount of time in eclipse during which limited or 
no thrust will be available. This can have a considerable effect on the evolution of the spiral. 
Furthermore, at low altitudes, the spacecraft travels through the Van Allen radiation belts, 
which can have significant impact on spacecraft subsystems. Future research may therefore 
investigate the possibility to use the upper-stage to first raise the orbit altitude above the 
radiation belts and subsequently initiate the spiral. At these higher altitudes, third body 
perturbations (e.g. from the Sun) will become important, which could be taken into account 
by considering the Sun’s gravitational perturbation to be constant over one orbit since its 
period is significantly greater than the period of the spacecraft’s orbit.154 Alternatively, a 
double averaging technique could be employed where the second averaging takes place over 
the period of the Sun.155, 156 
Finally, concerning the low-thrust spiral, future research may investigate the use of hybrid 
sail propulsion in the spiral in addition to the pure SEP case considered in this thesis. This 
will most certainly lower the propellant consumption in the spiral, leading to further gains in 
mass required in LEO or mass injected into the pole-sitter orbit. However, when doing so, 
operational limitations such as the solar sail turning rate and the relative orientation of the 
SEP exhaust and the solar sail need to be taken into account. Especially, at low altitudes 
when rapid changes in the solar sail orientation over one revolution can be expected, these 
limitations might impose severe constraints on the use of the solar sail in the spiral.  
Hybrid sail propulsion 
This thesis has shown the potential of pure solar electric propulsion and of hybrid sail 
propulsion for enabling the concept of displaced geostationary orbits and transfers to and 
between pole-sitter orbits. For both concepts, models for the acceleration generated by the 
SEP thruster and solar sail have been employed that might benefit from future research.  
For the SEP thruster, the effect of solar array degradation might be investigated as this may 
reduce the available power (and consequently thrust magnitude) over the mission lifetime. 
This could be taken into account by slightly over sizing the solar arrays (in case of pure SEP) 
or the thin film solar cells (in case of hybrid sail propulsion) to ensure enough power is 
available at end of life. This effect has to be taken into account in, for example, the mass 
budget analysis for the displaced geostationary orbit in Chapter 3. While the effect of a 
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slightly larger area of thin film solar cells will be minimal (the current mass of the thin films 
is only a few kilograms), a larger effect might result from over sizing the solar arrays. 
Concerning the SEP thruster, future research can also focus on modelling a penalty on the 
specific impulse for throttling between zero-thrust and maximum thrust, since for the 
analyses in this thesis, throttling is performed under the assumption of a fixed specific 
impulse.  
Finally, considering the solar sail, medium to high fidelity models have been used 
throughout this thesis. However, with the successful IKAROS and NanoSail-D2 solar sail 
missions, in-flight data may allow for a future refinement of these models. Also additional 
effects, such as solar sail degradation due to space debris impact, may be considered in 
future research to enhance the solar sail model even further. 
Non-Keplerian orbits using hybrid sail propulsion 
The discussion above has focussed on recommendations with respect to details in the 
dynamical and system models used throughout this thesis. However, more high level 
recommendations can also be made based on the results in this thesis that have clearly 
demonstrated the potential of non-Keplerian orbits to enhance space applications on Earth 
and the use of hybrid sail propulsion to enable these non-Keplerian orbits and improve their 
performances. Therefore, building on this excellent performance, a whole range of other 
applications can be thought of that could benefit in a similar way from non-Keplerian orbits 
and/or hybrid sail propulsion.  
A first example is space weather monitoring, which is of importance because geomagnetic 
storms can cause satellite failure, overload power grids on Earth and present hazardous 
conditions to astronauts. The warning time for a solar storm with current infrastructure (i.e. 
the ACE satellite at the L1-point) is relatively short, approximately one hour.160 Furthermore, 
in the early 2020s ACE will need to be replaced. Currently, studies such as the Geostorm 
mission are being conducted, where a spacecraft is positioned at a sub-L1-point using a solar 
sail, doubling the warning time with respect to a spacecraft at the L1-point.41 Potentially 
further increased warning times can be obtained with hybrid sail propulsion or, alternatively, 
hybrid sail propulsion could enable similar warning times but for lower performance solar 
sails. Finally, through the SEP thruster, hybrid sail propulsion could also provide a back-up 
option in case the solar sail should fail to deploy. 
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Other missions that could benefit from the use of NKOs and/or hybrid sail propulsion 
include a subsolar point mission, where hybrid sail propulsion can be used to enter regions 
that are inaccessible for the solar sail in the circular restricted three body problem.56 Then, a 
spacecraft can be positioned between the Earth and Sun (i.e. an extreme case of an apogee 
above the Sunlit side of the Earth), much closer than the L1-point. Similarly, a sub-dawn or 
sub-dusk mission could be investigated to perform dedicated Earth observation research.  
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Appendix A                 
Expo-elliptic shape-based approach 
During the design of the optimal Earth to pole-sitter transfers in Chapter 5, the expo-elliptic 
shape-based approach has been used to generate suitable initial guesses for the optimisation 
of the transfer with a direct pseudospectral method. In this appendix, the performance of the 
expo-elliptic shape is validated through a comparison with the performance of the 
exponential sinusoidal shape for a range of test cases, including both time-free problems (i.e. 
orbital transfers) in Section A.1 and time-fixed problems (i.e. Lambert’s problem) in 
Section A.2).  
A.1 Orbital transfers 
For an initial assessment of the performance of the expo-elliptic shape with respect to the 
exponential sinusoidal shape, a set of planar, two-body, time-free transfers are considered. 
The problem definition is equal to the description provided for the transfer from LEO to the 
pole-sitter orbit in Section 5.4.1 and is applied here to an orbital transfer from Earth to Mars 
and from Earth to comet Temple-1. The only difference with respect to the approach in 
Section 5.4.1 is the definition of the objective function, because a problem specific objective 
function was defined in Section 5.4.1. Instead, in this appendix the following weighted 
objective function will be considered: 
( )0traj fJ V w V V= ∆ + ∆ + ∆  (A.1) 
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with 0V∆  and fV∆  the impulses required at the start and end of the transfer in order to match 
the velocities in the initial and final orbit. Furthermore, trajV∆  is the total impulse required 
during the transfer, which can be computed according to: 
0
f
traj
a
V d
θ
θ
θ
θ
∆ = ∫   (A.2) 
where the acceleration, a , and angular rate, θ , are defined in Eqs. (5.32) and (5.31), 
respectively. To compute the value of this impulse during the transfer, the polar angle along 
the transfer is discretised into ( )50 1N +  equally spaced nodes, similar to the approach used 
in Section 5.4.1 to determine the maximum acceleration. Subsequently, trapezoidal 
numerical integration is used to approximate the integral in Eq. (A.2). Note that tests showed 
that 50 nodes per full revolution in combination with the trapezoidal approximation are 
sufficient to accurately compute the low-thrust impulse along the transfer.  
A.1.1 Earth to Mars orbit 
The first test case considered is the planar transfer from Earth’s orbit to the orbit of Mars. 
For this, the orbits of Earth and Mars are approximated by circular orbits with orbital radii of 
1 AU and 1.52 AU, respectively, and the orbit of Mars is assumed to lie in the ecliptic plane.  
For the LEO to pole-sitter transfer in Section 5.4.1, the decision vector for the optimisation 
problem was five-dimensional, see above Eq. (5.42). However, since for a circle-to-circle 
transfer (such as the Earth to Mars transfer) the value for the initial polar angle 0θ  is 
irrelevant, the decision vector can be reduced to [ ]2 Ttk kφ ψ=y , where the bounds are 
set as [ ] [ ]0.01 0 0 0 1 2 1 2T Tpi pi≤ ≤y . To try to locate the global optimum of 
Eq. (A.1) for the Earth to Mars transfer, the same genetic algorithm148 as used in 
Section 5.4.1 with suggested default settings is employed. 
A selection of the results of the optimisations carried out is provided in Fig. A.1, which 
shows the components of the objective function (Fig. A.1a) and the resulting transfers 
(Fig. A.1b) and acceleration profiles (Fig. A.1c) for both the expo-elliptic and the 
exponential sinusoidal shapes and for the number of full revolutions, N , set to 1. 
Furthermore, in Table A.1 the optimal values for the modulus k  are presented.  
The graph in Fig. A.1 shows that the expo-elliptic shape is better capable of satisfying the 
boundary constraints on the velocity, while requiring a similar value for trajV∆  if N > 0.  
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 Fig. A.1 Optimal Earth to Mars orbital transfers for expo-elliptic and exponential sinusoidal 
(exposin) shapes. a) Required ∆Vs and objective function value (w = 100) as a function of the 
number of full revolutions,
 
N. Transfers with radius in AU (b) and acceleration profiles (c) 
for w = 100 and N = 1. d) Objective function values for all runs, N = 1 and for the expo-
elliptic (solid lines) and exposin (dashed lines) shapes. 
Table A.1 Optimal values for the modulus k for an Earth to Mars orbital transfer. 
 
w = 10 w = 100 w = 500 w = 1000 
N = 0 0.97968 0.99890 0.99939 0.99903 
N = 1 0.99930 0.99949 0.99984 0.99993 
N = 2 0.99998 0.99998 0.99998 0.99998 
N = 3 0.99908 0.99969 0.99999 0.99958 
 
Furthermore, Fig. A.1d shows that the better performance of the expo-elliptic shape not only 
holds for the best solution found by the genetic algorithm, but for all ten runs that wer 
executed in order to account for the randomess inherent to the genetic algorithm.  
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Inspecting the optimal values for the modulus in Table A.1 shows that the better 
performance of the expo-elliptic shape is directly related to the modulus k  as its values are 
significantly larger than zero, even very close to 1. This could raise the question whether the 
optimal value for the modulus should not be unity and that it is due to a premature 
convergence of the genetic algorithm that this value is not found. Therefore, additional 
optimisations have been carried out for which the value of the modulus has been set to a 
fixed value, i.e. the decision vector reduces to three dimensions, [ ]2 Ttk φ ψ=y . The 
results are shown in Fig. A.2a and in Table A.2 for a value of 100 for the objective function 
weight, w . The results show that the objective function value decreases for increasing values 
of the modulus up to values close to unity where the objective function value suddenly 
sharply increases (see Table A.2). To demonstrate that the expo-elliptic shape is indeed 
sensitive to small changes in k  especially at such large values, Fig. A.2b shows the Jacobi 
elliptic functions for these large values. The high precision numbers in Table A.1 are thus 
meaningful and are not due to a premature convergence of the optimiser. Table A.2 can 
furthermore be used to validate the results in Fig. A.1 and Table A.1. For example, for N = 1 
and w = 100, Table A.2 shows that the optimal value for the modulus should be between 
0.99 and 0.9999, which corresponds to the optimal value provided in Table A.1, namely 
0.99949. 
Finally, it must be noted that the better performance for the expo-elliptic shape comes at the 
cost of a larger required maximum acceleration as is shown in Fig. A.1c. When performing 
thrust constrained optimisations, this may cause problems when using the expo-elliptic shape 
as initial guess. However, as noted throughout this thesis, this can easily be overcome by 
first performing an optimisation in which the square of the thrust is minimised (without a 
limit on the thrust magnitude) which can serve as initial guess for the thrust-limited 
optimisation. 
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Fig. A.2 a) Optimal objective function values for an Earth to Mars orbital transfer for fixed 
value of the modulus k. b) Jacobi elliptic functions for large values for the modulus k. 
Table A.2 Optimal objective function values for an Earth to Mars orbital transfer for fixed, 
large values of the modulus k and for w
 
=
 
100. 
 k  
 
0.99 0.999 0.9999 0.99999 1 
N = 0 21.82 20.55 352.7 352.7 352.7 
N = 1 8.759 6.175 6.179 8.095 179.3 
N = 2 7.026 5.871 5.652 5.625 121.5 
N = 3 6.415 5.765 5.642 5.615 92.50 
 
A.1.2 Earth to comet Tempel-1 orbit 
The second test case concerns a transfer from the orbit of the Earth to the orbit of comet 
Tempel-1. The Earth’s orbit is once again approximated by an orbit with constant radius of 
1 AU and the orbit of Tempel-1 is assumed to lie in the ecliptic plane with periapsis and 
apoapsis radii of 1.509 AU and 4.739 AU, respectively. Contrary to the Earth to Mars 
transfer, the initial polar angle 0θ  plays an important role due to the non-zero eccentricity of 
232 
 
the orbit of Tempel-1, and is therefore included in the decision vector: 
[ ]2 0 Ttk kφ ψ θ=y  with bounds [ ] [ ]0.01 0 0 0 0 1 2 1 2 2T Tpi pi pi≤ ≤y . 
The results in Fig. A.3 and Table A.3 show a similar performance as for the Earth to Mars 
transfer in Fig. A.1. Already from looking at the expo-elliptic and exponential sinusoidal 
trajectories in Fig. A.3b, the capability of the expo-elliptic shape to better satisfy the 
boundary constraints on the velocity vector becomes clear: the expo-elliptic trajectory nicely 
winds onto the elliptic orbit of Tempel-1, while the exposin trajectory intersects the orbit at 
an angle, causing a large mismatch in the final velocity. This better performance can again 
be attributed to large values for the modulus, see Table A.3. The figure furthermore shows 
that this performance comes with the additional advantage of a smaller value for trajV∆  for 
N > 0, but again at the cost of a larger required maximum thrust acceleration. 
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Fig. A.3 Optimal Earth to Tempel-1 transfers for expo-elliptic and exponential sinusoidal 
(exposin) shapes. a) Required ∆Vs and objective function value (w = 10) as a function of the 
number of full revolutions, N. Transfers with radius in AU (b) and acceleration profiles (c) 
for w = 10 and N = 1. d) Objective function values for all runs, N = 1 and for the expo-elliptic 
(solid lines) and exposin (dashed lines) shapes. 
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Table A.3 Optimal values for the modulus k for an Earth to Tempel-1 transfer. 
 
w = 10 w = 100 w = 500 w = 1000 
N = 0 0.99466 0.97674 0.99520 0.99367 
N = 1 0.99506 0.99910 0.99849 0.99844 
N = 2 0.99993 0.99852 0.99907 0.99987 
N = 3 0.99999 0.99468 0.99504 0.99105 
 
A.2 Lambert’s problem 
The previous section showed the improvements that the expo-elliptic shape can establish for 
time-free orbital transfers. This section will investigate whether the same holds for time-
fixed transfers, i.e. when a rendezvous with a celestial body is considered. For the ballistic 
case, such problems are usually solved using Lambert’s problem, which is concerned with 
finding a transfer that connects two points in space within a certain time of flight. This can, 
for example, be a transfer between two bodies with the time of flight given by the difference 
between the launch and arrival dates. For ballistic trajectories, Lambert’s problem can easily 
be solved and is used extensively in space mission trajectory design.38 In Reference 161 Izzo 
showed that a solution to Lambert’s problem, as defined above, can also be derived for the 
exponential sinusoids by rewriting the feasibility condition, see Eq. (2.87), as a function of 
the initial flight path angle only. This provides bounds for the range of feasible time of 
flights and with that a solution to the time of flight constraint. Although less straightforward, 
Lambert’s problem can also be solved for the use of the expo-elliptic shape. 
Using polar coordinates, the three constraints involved in Lambert’s problem are a constraint 
on the initial radius, final radius and the time of flight and are solved through the shape 
parameters 0k , φ  and 1k , respectively, using the nested root-finding algorithm shown in 
Fig. A.4. 
Starting with the time of flight constraint, the time of flight, T , can be computed through the 
angular rate as: 
0
1fT d
θ
θ
θ
θ
= ∫   (A.3) 
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The shape parameter 1k  appeared to be very suitable for solving the time of flight constraint: 
plotting the time of flight as a function of 1k  results in Fig. A.5, which shows a smooth curve 
that is either monotonically increasing/decreasing or has a distinct minimum. Furthermore, 
the feasibility condition at periapsis and apoapsis can be satisfied by defining bounds on 1k  
as follows: 
( )
( )
1,min 22
2
1,max 22
2
1
dn ,
1
dn ,
k
k K k
k
k K k
= −
=
 (A.4) 
 
  
Fig. A.4 Nested root-finding algorithm, indicating the flow of expo-elliptic shape parameters 
with ε the tolerance of the root finder and the subscript ‘L’ indicating the value in Lambert’s 
problem. 
Solve constraint ( )fr φ  
• If zero-crossing exists in ( )( )Lf fr rφ − -curve 
• Set φ = value 
o  
 
 
 
 
 
 
 
 
 
 
 
 
o Compute ( )fr φ  through Eq. (5.29) 
o Updateφ  
while ( )abs Lf fr r ε− >  
o Compute J  through Eq. (A.1) 
• Else 
• Set J  to penalty value 
 
Solve constraint ( )1T k  
• If zero-crossing exists in ( )( )1 LT k T− -curve 
• Set 1k = value 
o  
 
 
 
o Compute ( )1T k  through Eq. (A.3) 
o Update 1k  
while ( )abs LT T ε− >   
Solve constraint ( )0 0r k   
• Compute 0k  through Eq. (5.38)  
Genetic Algorithm 
2 ,k k  
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Fig. A.5 Illustration of trends of the dimensionless time of flight, T, versus k1 curve. 
Only, when the situation of Fig. 5.11 occurs, i.e. the minimum of the denominator in 
Eq. (5.31) does not coincide with periapsis or apoapsis, a quick root finder is employed to 
detect the values for 1k  for which the minimum of the denominator switches sign from 
negative to positive and to set the bounds for 1k  accordingly. By determining the intersection 
of the curve ( )1T k with the required time of flight as set in Lambert’s problem, LT , for 
example by using the MATLAB® function fzero,162 the time of flight constraint can be 
satisfied. Note that, in the case of Fig. A.5b where two intersections exist, both intersections 
are detected and the one that satisfies the constraint on the final radius best (see further on) is 
used for further calculations. Also note that the shape parameters 2k  and k  could also have 
been used to satisfy the time of flight constraint and the feasibility condition. However, since 
previous work161 used 2k  as design variable and the parameter k  would require the 
computation of the inverse of the Jacobi elliptic function, preference was given to the shape 
parameter 1k . 
As Fig. A.4 shows, inside the computations for the time of flight constraint, the constraint on 
the initial radius is satisfied by computing the shape parameter 0k , see Eq. (5.38), at each 
iteration step. The figure furthermore shows that the root finding algorithm for the time of 
flight constraint is nested inside another root finding algorithm that is used to satisfy the final 
radius constraint for which the shape parameter φ  appeared most suitable. Figure A.6a 
shows an example of how the error on the final radius, fr∆ , changes for different values of 
φ . Note that the discontinuity arises from the evolution of the curve ( )1T k  for different 
values of φ , which is illustrated in Fig. A.6b. Applying a large, random search over the 
remaining free shape parameters 2k  and k , and the problem parameters 0r , fr  and the time 
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of flight, showed that the majority of the curves ( )fr φ∆  satisfies the trend in Fig. A.6a. Also, 
note that, contrary to the exponential sinusoids, φ  cannot be considered in the first two 
quadrants only, which is clear from Fig. A.6a as ( ) ( )0 2f fr rφ φ pi∆ = ≠ ∆ = . Although more 
complex trends exist, among others when the time of flight constraint cannot be satisfied for 
certain values for φ , the roots of the curves can be determined by discretising the interval for 
φ  and again applying the MATLAB® function fzero as soon as a change in sign is observed 
(excluding the sign changes arising from the discontinuity). In case of two roots, i.e. one in 
the interval [ ]0,φ pi  and one in the interval [ ], 2φ pi pi , the root with the smallest objective 
function value is selected for further calculations, where the objective function is the same as 
the one used for the orbital transfers, see Eq. (A.1). Also the same genetic algorithm will be 
employed to locate the global minimum. For this, the polar angle along the transfer is once 
again discretised into ( )50 1N +  equally spaced nodes. The decision vector is changed, 
however, to include the launch date, Lt , time of flight, winding parameter and the modulus: 
[ ]2 TLt T k k=y . In case a particular decision vector does not provide an intersection for 
the curves ( )1T k  or ( )2r φ∆ , a penalty is introduced on the objective function value. 
Hereafter, the same two test cases of Section A.1 will be considered, but this time including 
the actual ephemerides of Earth, Mars and Tempel-1.163, 164 As for the orbital transfers, 
different values for the weight in the objective function and the number of full revolutions 
are considered and similar optimisations are carried out for the use of exponential sinusoids. 
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Fig. A.6 Illustration of trend of the error on the final radius as a function of φ (a) and explaining 
discontinuities that arise from the variation of the intersection of the dimensionless time of 
flight versus k1 curve for different values for φ (b). 
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A.2.1  Earth to Mars rendezvous  
This first test case considers a rendezvous mission from Earth to Mars. Since both the 
exponential sinusoids and the expo-elliptic shape can only consider planar transfers, the 
ephemeris of Mars is projected onto the ecliptic plane. The launch date covers the period 
between 1 January 2020 and 1 January 2025, while the time of flight is set to be between 500 
and 2000 days. Finally, the bounds for the shape parameters 2k  and k  are set to 20.01 1k≤ ≤  
and 0 1k≤ ≤ , respectively. A selection of the results of the optimisations is shown in 
Fig. A.7 and Table A.4. 
While the results for the orbital transfers in Section A.1 showed a clear, better performance 
for the expo-elliptic shape over the exponential sinusoids, Fig. A.7 shows that this better 
performance is less clear for the time-fixed Earth to Mars transfer. Inspecting the values for 
the modulus in Table A.4 also shows the influence of the additional time of flight constraint, 
as for some cases the optimal values for the modulus are much lower than for the time-free 
orbital transfers. Still, for all N , the objective function value for the expo-elliptic shape is 
smaller than for the exponential sinusoids, indicating a better match in initial and final orbital 
velocities, but again at the cost of a larger maximum acceleration. 
Using the optimal results in Fig. A.7 as initial guess, the results using the exponential 
sinusoidal and expo-elliptic shapes have been re-optimised using a direct pseudospectral 
method implemented in PSOPT. This showed difficulties in terms of convergence for the 
exponential sinusoidal initial guess, which can be attributed to the large mismatch in 
boundary conditions, especially at the initial orbit. In that respect, the better match in 
boundary conditions for the expo-elliptic shape outweighs the larger maximum acceleration. 
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Fig. A.7 Optimal Earth to Mars rendezvous transfers for expo-elliptic and exponential 
sinusoidal (exposin) shapes. a) Required ∆Vs and objective function value (w = 100) as a 
function of the number of full revolutions, N. Transfers with radius in AU (b) and 
acceleration profiles (c) for w = 100 and N = 0. d) Objective function values for all runs, 
N = 0 and for the expo-elliptic (solid lines) and exposin (dashed lines) shapes. 
Table A.4 Optimal values for the modulus k for an Earth to Mars rendezvous transfer. 
 
w = 10 w = 100 w = 500 w = 1000 
N = 0 0.77834 0.99953 0.99959 0.89496 
N = 1 0.99027 0.99221 0.99228 0.99236 
N = 2 0.32769 0.55652 0.98666 0.68425 
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Fig. A.8 a) Minimised objective function value in km/s across the time of flight and launch date 
design space for an Earth to Mars rendezvous using the expo-elliptic and exponential 
sinusoidal (exposin) shapes and for w = 100 and N = 0. White areas indicate that no feasible 
solution exists. b) Percentage gain in objective function for the expo-elliptic shape over the 
exposin shape. White, stroked areas indicate that only the expo-elliptic shape generates a 
feasible solution. 
Finally, to show that the expo-elliptic shape not only outperforms the exponential sinusoidal 
shape for the most optimal solution found in the ( ),Lt T  design space, additional 
optimisations have been carried out to show its performance across the entire design space. 
The results are shown in Fig. A.8, which are generated by fixing the launch date and time of 
flight, thereby reducing the decision vector to [ ]2 Tk k=y . Figure A.8a shows that for 
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certain combinations of launch date and time of flight no solution exists for the expo-elliptic 
and exponential sinusoidal shapes (white areas). However, also combinations exist where the 
exponential sinusoidal shape does not provide a solution, but the expo-elliptic shape does 
(white, stroked areas in Fig. A.8b). Furthermore, Fig. A.8b highlights the better performance 
of the expo-elliptic shape over the entire design space by providing the percentage gain in 
objective function that the expo-elliptic shape provides over the exponential sinusoidal 
shape. The figure shows that, either the expo-elliptic shape outperforms the exponential 
sinusoidal shape (up to a percentage gain of over 70 percent) or else the genetic algorithm 
converges to the exponential sinusoidal solution, i.e. the optimal value of the modulus k  is 
zero.  
A.2.2 Earth to comet Tempel-1 rendezvous 
For this second and final test case, a similar approach is taken as for the Earth to Mars 
rendezvous. The ephemeris of Tempel-1 is projected onto the ecliptic plane, the launch date 
covers the period between 1 January 2020 and 1 January 2035, the time of flight is set 
between 700 and 1500 days and the bounds for 2k  and k  are again defined as 20.01 1k≤ ≤  
and 0 1k≤ ≤ , respectively. 
Figure A.9 and Table A.5 provide the results of the optimisations. Contrary to the results in 
the previous section, the results in Fig. A.9 once again clearly show the better performance 
of the expo-elliptic shape over the exponential sinusoids. For all N , the objective function 
value is smaller and the initial and final orbital velocities are better matched, especially for 
N = 0 and 1, despite the fact that the transfers in Fig. A.9b suggest that the transfers are quite 
similar. Furthermore, Fig. A.9c shows that, contrary to the accelerations required for the 
orbital transfers and the Earth Mars rendezvous transfer, the level of acceleration required 
for the Earth to Tempel-1 rendezvous is smaller for the expo-elliptic shape than for the 
exponential sinusoids. 
As for the Earth to Mars rendezvous, also the optimal results for the Earth to Tempel-1 
rendezvous have been re-optimised using PSOPT. A similar behaviour could be observed, 
where the larger error on the initial boundary constraint for the exponential sinusoidal shape 
caused issues in terms of convergence.  
Finally, Fig. A.10 provides the performance of the expo-elliptic and exponential sinusoidal 
shapes over the entire design space, similar to Fig. A.8 for the Earth to Mars rendezvous. In 
this case, both shapes provide feasible trajectories throughout the design space, but 
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Fig. A.10b indicates that, again, the expo-elliptic shape outperforms the exponential 
sinusoidal shape up to over 70 percent in the objective function value. 
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Fig. A.9 Optimal Earth to Tempel-1 rendezvous transfers for expo-elliptic and exponential 
sinusoidal (exposin) shapes. a) Required ∆Vs and objective function value (w = 10) as a 
function of the number of full revolutions, N. Transfers with radius in AU (b) and 
acceleration profiles (c) for w = 10, N = 1. d) Objective function values for all runs, N = 1 and 
for the expo-elliptic (solid lines) and exposin (dashed lines) shapes. 
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Table A.5 Optimal values for the modulus k for an Earth to Tempel-1 rendezvous transfer. 
 
w = 10 w = 100 w = 500 w = 1000 
N = 0 0.99915 0.99715 0.99713 0.99714 
N = 1 0.99849 0.99019 0.99805 0.99829 
N = 2 0.99974 0.99974 0.99974 0.99974 
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Fig. A.10 a) Minimised objective function in km/s value across the time of flight and launch date 
design space for an Earth to Tempel-1 rendezvous using the expo-elliptic and exponential 
sinusoidal (exposin) shapes and for w = 10 and N = 1. b) Percentage gain in objective 
function for the expo-elliptic shape over the exposin shape.  
