The economic load dispatch problem is a non-convex and non-linear optimization problem due to the inclusion of practical features such as valve point effects, prohibited operating zones, ramp rate limits, and transmission losses. For solving the non-convex economic load dispatch problem, a social spider algorithm has been proposed recently. This paper proposes a modified version of the social spider algorithm and studies the application of this version for solving the non-convex economic load dispatch problem. The proposed modification significantly improves the performance of the social spider algorithm. 
Introduction
The worldwide extensive and continuous energy consumption leads to a reduction in the fossil fuel resources. As a result, optimal exploitation of the available fossil fuel resources is a critical issue. Distributing the power system load to the generation units in the most economic manner implies the best exploitation of the fossil fuel resources in the power generation process. Accomplishing the previous task while satisfying the system constraints is known as the economic load dispatch (ELD) problem. There are several variants of the ELD problem. These variants can be distinguished based on aspects considered in the mathematical formulation of the problem. Considering the emission of pollutants from fossil fuel based generation leads to a combined economic emission dispatch problem which is a multi-objective optimization problem [1] . Dynamic models are required for solving the dynamic ELD problem over a time horizon of 24 h with the consideration of ramp rate limits [2] . Stochastic or probabilistic formulation is necessary for studying the incorporation of renewable energy resources into the ELD problem [3] . Increasing the energy conversion efficiency can be achieved using a combined heat and power economic dispatch. Formulating and solving the combined heat and power economic dispatch problem has been discussed recently in references such as [4, 5] . Considering practical features of the generation units such as valve point effects, prohibited operating zones, ramp limits, and multiple fuel options entails a nonconvex formulation of the ELD problem [6, 7] . Traditionally, quadratic cost function is used to model the fuel consumption cost of generation units; however, some steam generators have a rectified sinusoid imposed on the quadratic cost function due to steam valves opening processes [6] . On the other hand, due to physical limitations in some power plant components, generation units may fail to operate within certain power ranges. This issue creates disjoint prohibited operating zones. The previous practical issues render the solution space of the ELD problem non-convex and non-smooth. As a result, the practical ELD problem is considered as an NP-hard optimization problem [7] .
Several methods have been proposed for solving the economic dispatch problem. These methods can be divided into conventional optimization methods and metaheuristic based optimization methods. The conventional methods such as linear programming, interior point method, and lambda iteration method work effectively to solve the ELD problem with convex cost functions only. They may fail in finding the global optimal solution of the nonconvex ELD problem. On the other hand, the metaheuristic techniques are capable to hit the global optimal solution of the non-convex ELD problems. Based on that, in the previous two decades, many metaheuristic techniques have been proposed for solving the non-convex ELD problem such as genetic algorithm [8] , particle swarm optimization [9] , differential evolution [10] , seeker optimization algorithm [11] , differential harmony search algorithm [12] , artificial bee colony optimization [13] , group search optimizer [14] , immune algorithm [15] , backtracking search algorithm [16] , and hybrid harmony search with arithmetic crossover operation [17] . The genetic algorithms require large computational time. The hybrid harmony search with arithmetic crossover operation, the immune algorithm, and the differential evolution suffer from premature convergence. Artificial bee colony has a poor exploitation capability. The remaining of these algorithms suffer with the trapping in local optimal solutions. Another limitation exits in many of the above algorithms is the need for tuning several parameters based on the considered optimization problem. The previous limitations require developing more efficient techniques for solving the non-convex ELD problem.
In general, as the research in metaheuristic techniques progresses, more efficient and more capable metaheuristic techniques to find the global optimal solution are developed. Recently, many new metaheuristic techniques have achieved remarkable success in solving complex and non-convex optimization problems in different research fields. These new promising metaheuristic techniques are bat algorithm [18] [19] [20] , firefly algorithm [21] [22] [23] [24] , flower pollination algorithm [25, 26] , teaching learning based optimization algorithm [27, 28] , symbiotic organisms search algorithm [29] , real coded genetic algorithm [30] , non-dominated sorting hybrid cuckoo search algorithm [31] , hybrid harmony-gravitational search algorithm [32] , genetically encoded mutable smart bee algorithm [33] , and social spider algorithm (SSA) [34] . Among these promising techniques, the SSA is the most promising one. The SSA mimics the foraging behavior of certain type of spiders, which work in groups and known as social spiders. There are two variants of the SSA proposed recently; one is proposed in [35] , and the second is proposed in [36] . The latter is considered in this paper for modification and improvement. Applying the SSA for solving the non-convex economic dispatch problem has been studied in [34] . In [34] , the SSA is applied in its original form with a simple modification for solving the non-convex economic dispatch problem. This simple modification is to perform a random walk with chaotic sequence based memory factor. The results presented in [34] show that the SSA is capable to provide superior results compared to many previously proposed metaheuristic techniques. In this paper, the SSA is modified through replacing the binary mask based random walk, which exists in the original SSA with a new mutation process followed by a selection process. The proposed modification utilizes the natural evolution concepts to guide the spiders towards better solutions or positions on the spider web.
The advantages of the proposed modified social spider algorithm (MSSA) are as follows:
-The MSSA provides superior convergence characteristics compared to that of the original SSA. The remaining of the paper is organized as follows. Section 2 presents the non-convex ELD problem formulation. Section 3 reviews the original SSA algorithm and introduces the proposed MSSA algorithm. The simulation results which demonstrate the efficiency of the proposed algorithm are displayed in Section 4, and finally the conclusion is presented in Section 5.
Mathematical formulation of the problem
The ELD problem in its simplest form can be expressed as followsMinimize:
Subject to:
where F i ðP i Þ is the operation cost associated with unit i, when the output power of this unit is P i , n is the total number of units, P L refers to the system load, and P Loss represents the total transmission losses of the system. P min i
and P max i
are the minimum and maximum output power given by unit i, respectively. The cost of the generated power can be calculated in terms of the output power using the following quadratic formula:
where a i , b i and c i represent the fuel cost coefficients of unit i. Using the loss coefficient matrices B, B 0 , and B 00 , the Kron's loss formula is used to calculate the total transmission losses as follows:
In steam power plants, as the steam is admitted to the units through the valves, ripples appear on the cost function of the units. These ripples can be modeled as a recurring rectified sinusoid imposed on the quadratic cost function, and the cost function that incorporates the valve point effects can be expressed as follows [6] and [7] :
where a i , b i , c i , e i , and f i are fuel cost coefficients associated with unit i. Thermal and hydro power units may fail to operate safely within certain power ranges due to some physical limitations such as the occurrence of amplified vibrations in shaft bearings [7] . In order to model the prohibited operating zones, the problem formulation is augmented with the following constraints: where P l i;j represents the lower limit of the prohibited zone j of unit i, P u i;j is the upper limit of the prohibited zone j of unit i, and nj is the total number of prohibited zones associated with unit i.
The thermal generating units have a limitation on changing their output power from one time interval to the next one. When the unit increases its output power, this limitation can be modeled using (8) . When the unit decreases its output power, this limitation can be modeled using Eq. (9).
Using (8), (9), and (2), the actual limits of unit i can be expressed as follows:
where P i0 is the previous interval output power of unit i, UR i is the upper ramp rate limit of unit i, and LR i is the lower ramp rate limit of unit i.
The proposed approach
This section starts by reviewing the original SSA algorithm in the first subsection. After that, the proposed MSSA is introduced in the second subsection.
The original SSA
In SSA [36] , the spider web represents the search space of the optimization problem. It is assumed that all feasible solutions of the optimization problem exist on the spider web. The spider position on the web represents a possible solution. When a spider moves to a new position, the spider creates a vibration carried by the web to the other spiders on that web. The vibration created by each spider contains two pieces of information; the position of the spider created the vibration and the fitness value corresponding to this position. The SSA algorithm starts by initializing a population of spiders distributed over the web, where the position of each spider represents a possible solution to the optimization problem. Each spider is associated with some pieces of information, which are updated during each iteration of the algorithm. These pieces of information are the spider position on the web, the fitness value corresponding to the spider position, the target vibration produced by the spider during the previous iteration, the number of iterations during which the spider did not change its target value, the movement of the spider in the previous iteration, and the dimension mask used by the spider in the previous iteration. The last four pieces of information are used to guide the movement of the spider from the current position to a new one. When a spider moves from one position to another, it produces a vibration. The intensity of this vibration is calculated using the following formula:
where c is a small confidently constant. The vibration produced by the spider is transferred over the web and is sensed by all the spiders on the web including the spider which sends this vibration. Hence, all the spiders sense N vibrations, where N is the total number of spiders or the population size. Each spider senses its produced vibration as it was produced by Eq. (11) . Each spider also senses the attenuated vibrations produced by other spiders on the web according to the following formula:
where I ij is the vibration intensity sensed by spider j while the source of vibration is spider i. D ij is the Euclidean distance between spider i and spider j. r is the mean of the standard deviation of all spider positions along each dimension. r a is a user controlled parameter. Small values of r a means strong attenuation imposed on the vibration and vice versa. In each iteration, each spider will have N vibrations. After that, each spider finds the highest vibration intensity among N vibrations and compares this highest vibration intensity with that in its memory. If this highest vibration is higher than the intensity kept in the spider memory, the spider will update the intensity of the vibration in its memory and will replace this intensity with the new higher one. Also, the spider will keep in its memory the position corresponding to this highest vibration as a target position. If this update process accomplished by a spider at a certain iteration, the spider will reset a counter d i to zero. If the spider found that the highest vibration among N vibrations is lower than the one kept in its memory from the previous iteration, it will not change both the target position and the target intensity. After the spider determines its target position in each iteration, the spider starts a random walk towards this target position using a binary mask vector. This mask vector has a length equal to the problem dimension D. In each iteration, each spider changes its mask with a probability of 1 À P d i c , where P c 2 ð0; 1Þ is a variable defined by the user. Each element in the mask vector has a probability P m to be assigned a value of 1 and 1 À P m to be assigned a value of zero. After the binary mask vector is generated for each spider, a random vector is also generated which has a length equal to the problem dimension. The random vector is combined with the target vector through the mask in order to generate a new vector as follows:
where P tar i;j is the j-th dimension of the target position associated with spider i. P r i;j is the j-th dimension of the random vector associated with spider i. r is a random integer value between (1, N). N is the population size. m i;j is the j-th dimension of the binary mask vector accompanying spider i. P new i;j is the j-th dimension of the new generated position for spider i. With this new position, the random walk for spider i is completed using the following formula:
where P ðtþ1Þ i
; P i ; and P ðtÀ1Þ i are the position of spider i in the next iteration, the current iteration, and the previous iteration, respectively. r i is a random number generated for spider i. This random number is uniformly distributed between zero and one. R is a vector of floating-point numbers uniformly distributed between zero and one and has a length equal to the problem dimensions. denotes element-wise multiplication.
Modified SSA
The proposed MSSA is the same as the original SSA except that the binary mask based random walk used to generate new solutions for the next iteration has been replaced with the following mutation process, after which a selection process is applied.
where P trail i is a trial vector generated for spider i. P tar i
is the target vector associated with spider i. P tar r1 and P tar r2 are two target vectors associated with spiders r 1 and r 2 , where r 1 and r 2 are two integer random numbers between 1 and N, and r 1 -r 2 . r i is a random number between zero and one. This number is drawn from a uniform distribution. denotes element-wise multiplication. K i is a binary vector for spider i. The elements of this binary vector are generated as follows:
where C is a constant, C 2 (0, 1). Rand i,j is the j-th element of a random vector i. This element is generated randomly between zero and one and obeys the uniform distribution. After generating the trail vector i, the position of spider i in the next iteration is calculated using the following greedy selection process:
The above proposed modification has some similarity in its framework with the differential evolution algorithm; however, the proposed modification process is different than the differential evolution algorithm. The variables r i and K i in Eq. (15) have the effect of adapting the size of the change added to each target vector in the population. At the first iterations, the change added to each target vector in Eq. (15) converge, the difference between the two target vectors chosen randomly will be reduced. This will make the change added to the target vector P tar i small, which will undoubtedly enhance the exploitation capability of the algorithm. The proposed MSSA requires only two parameters for tuning: the constant C and r a . On the other hand, the original SSA algorithm requires the tuning of three parameters: r a , P c , and P m . Fig. 1 shows a flowchart of the MSSA and the original SSA.
Results and discussion
In order to demonstrate the efficiency of the proposed algorithm, four benchmark test systems having 6-units [9] , 40-units [37] , 80-units [38] , and 140-units [39] are considered. The parameters settings used for all the systems are the same, excluding from that the maximum number of iterations. Table 1 presents a list of parameters used with each system. A computer with core i7 (2.4 GHz) and 8 GB of RAM is used to run the MATLAB platform for simulating four case studies, one case study for each benchmark system. The total number of objective function evaluations is used to fairly compare the performance of the proposed algorithm with that of previously proposed algorithms. The total number of objective function evaluations (TFE) per one run of the algorithm is calculated as follows:
where k is the number of objective function evaluations executed by an algorithm when the population size is equal to 1 and the number of iterations is also equal to 1. The proposed MSSA algorithm has k = 1. In order to compare the performance of the proposed algorithm with that of the original social spider algorithm, the original social spider algorithm has been simulated in MATLAB with two optimized sets of parameters. The first optimized set of parameters is the set proposed in [34] , and the SSA algorithm that uses this set of parameters is denoted by SSA-I. The second optimized set of parameters is the set reported in [36] , and the SSA algorithm that uses this set of parameters is denoted by SSA-II. Table 2 lists the parameters of the SSA-I and SSA-II.
Case study 1
This case study utilizes a benchmark test system having 26 buses, 46 transmission lines, and 6 thermal units. The total system load is 1263 MW. In addition to the power balance and the generator limits constraints; ramp rate limits, prohibited operating zones, and transmission losses are considered. The cost coefficients, loss coefficients, ramp rate limits, and prohibited operating zones data are given in [9] . Table 3 presents a comparison between the results obtained by the MSSA, SSA-I, SSA-II, and other algorithms in the previous literature. Table 4 displays the output power computed for each unit using the MSSA. The statistical results of the MSSA, SSA-I, and SSA-II are obtained with 100 trails.
In Table 3 , only the RDPSO [42] and the SSA [34] provided minimum total cost lower than the minimum total cost obtained by the MSSA; however, the computed total losses reported in references [42] and [34] do not agree with that computed using Kron's loss formula. In addition, according to [6] , the total cost of the global optimal solution for 6-unit system considered in this case study should not be lower than 15447.72 $/hr, since the latter is the optimal solution of the system without the ramp rate limits and the prohibited operating zones. From Table 3 , it can be observed that the results provided by the MSSA are better than those provided by the SSA-I and SSA-II. Fig. 2 shows the convergence characteristics of the studied algorithms.
Case study 2
Forty units system is used in this case study. All the units have valve point effects, and hence the cost functions are non-convex. The cost coefficients of this system are available in [37] . The system has a total load equal to 10500 MW. In this case study, the performance of the MSSA algorithm has been compared with that of the SSA-I, SSA-II, TLBO [43] , GSO [14] , IA_EDP [15] , BSA [16] , TSARGA [44] , ACHS [17] , CPSO [45] , FCASO-SQP [46] , CTLBO [47] , SSA [34] , and CSA [48] . Table 5 summarizes the results of this comparison. Again, the MSSA provided superior results than the SSA-I and SSA-II.
In Table 5 , only CSA provided lower minimum cost than the MSSA; however, the mean value is much higher for the CSA than that of the MSSA. The best solution for the 40 units system is shown in Table 6 . 100 independent trails are used to develop the statistical results of the studied algorithms. Fig. 3 displays the convergence characteristics of the MSSA, SSA-I, and SSA-II for case study 2. In Table 5 , IA_EDP and ACHS provide their results at low TFE values; however, if the TFE value of the MSSA has been reduced to the same TFE values of these algorithms, still better mean and standard deviation values can be obtained by the MSSA.
Case study 3
The 40-unit system data are replicated in this case study in order to simulate a system with 80 units. Since the system in this case study has 80 units with valve point effects, this system is more difficult to solve than the Korean 140-unit system, which will be presented in the next case study. The total demand of the system is 21000 MW. This system has been studied before using THS (t = 8) [44] , FAPSO [49] , CSO [38] , PSO [38] and SCA [38] . In Table 7 , the results reported using these algorithms are compared with those obtained using the SSA-I, SSA-II, and MSSA. Both the MSSA and SSA-I provide superior results with the best results provided by the MSSA. Table 8 presents the best solution for the 80 units system produced by the MSSA. In this case study, the statistical results are obtained with 100 trails. Fig. 4 displays the convergence characteristics for this case study. 
Case study 4
The last case study utilizes the Korean power system which is a real large scale system with 140 generating units [39] . provides the data of this system. The system has four units with prohibited operating zones and twelve units with valve point effects. The ramp rate limits and the transmission losses are not considered in this case study. The system has a total load equal to 49,342 MW. In Table 9 , the TFE, minimum cost, mean cost, maximum cost, mean computational time, and standard deviation values of the MSSA are compared with the corresponding values of the SSA-I, SSA-II, CCPSO [39] , CTPSO [39] , CSA [48] , MPSO [50] , IDE [51] , and GWO [52] .
From Table 9 , it can be observed that the best results are obtained using the MSSA, and that the mean value of the MSSA is very close to the minimum value. 100 independent trails are executed to compute the statistical results of the studied algorithms. Fig. 5 shows the convergence characteristics of the studied algorithms. In Table 9 , the MPSO uses much lower number of TFE than that used by the MSSA; however, if the same TFE value used by this algorithm has been considered for the MSSA, better results can still be obtained by the MSSA. It should be observed also that the mean simulation time of the MSSA is lower than that of this algorithm. The best solution for the 140 units system produced by the MSSA is presented in Table 10 .
The total cost of the solution presented in Table 10 is 1,559,711.999 $/hr. This cost is slightly different than the minimum cost reported in Table 9 , since the output power values presented in Table 10 are rounded up to one decimal place, whereas the minimum cost value presented in Table 9 is computed based on the exact output power values obtained using the MATLAB.
Conclusion
A modified social spider algorithm is proposed for solving the non-convex economic dispatch problem. The proposed modification is to replace the binary mask based random walk with a new mutation process followed by a selection process. In order to demonstrate the significance of this modification, the MSSA has been compared with two variants of the original SSA: SSA-I and SSA-II. Each one of these two variants consists of the original SSA algorithm tuned with an optimized set of parameters reported in previous literature. The results obtained from the MSSA have also been compared with results presented in recent literature. The results obtained by the MSSA outperform the results obtained by the SSA-I, SSA-II and recently proposed algorithms. From the improved results provided by the MSSA, it is clear that the MSSA is less prone to premature convergence compared to the original SSA algorithm. In addition to that, the MSSA has less tunable parameters compared to the original SSA. Four benchmark test systems are used for comparing the proposed algorithm with the other algorithms. These systems are 6-units, 40 units, 80 units, and 140 units system.
