Abstract. Klopsch and the author have constructed a finitely generated pro-p group G, for p an odd prime, with infinite normal Hausdorff spectrum
Introduction
This paper supplements the corresponding paper [3] by Klopsch and the author for the odd prime case, and we refer the reader to [3] for notation and terminology used. In this paper, we are interested in a group constructed as follows. The pro-2 wreath product W = C 2≀ Z 2 is the inverse limit lim ← −n∈N C 2≀ C 2 n of the finite standard wreath products of cyclic groups with respect to the natural projections; clearly, W is 2-generated as a topological group. Let F be the free pro-2 group on two generators and let R c F be the kernel of a presentation π : F → W . We are interested in the pro-2 group
where N = [R, F ]R 2 c F. Theorem 1.1. The normal Hausdorff spectra of the pro-2 group G constructed above, with respect to the standard filtrations series P, D, F and L respectively, satisfy:
In particular, they contain an infinite real interval.
This also solves a problem posed by Shalev [6, Problem 16] . As is done in [3] , we further compute the entire Hausdorff spectra of G with respect to the four standard filtration series. Theorem 1.2. The Hausdorff spectra of the pro-2 group G constructed above, with respect to the standard filtration series, satisfy: This paper is organised as follows. Section 2 gives an explicit presentation of the pro-2 group G and describes its finite quotients G k for k ∈ N. In Section 3 we compute the normal Hausdorff spectrum of G with respect to the 2-power series P, and in Section 4 we compute the normal Hausdorff spectra of G with respect to the other three standard filtration series D, F, L. Finally, in Section 5 we compute the entire Hausdorff spectra of G.
2. An explicit presentation for the pro-2 group G and a description of its finite quotients G k for k ∈ N As indicated in the paragraph before Theorem 1.1, we consider the pro-2 group G = F/N, where
• F = x, y is a free pro-2 group and • N = [R, F ]R 2 c F for the kernel R c F of the presentation π : F → W sending x, y to the generators of the same name in W .
As in [3] , we now obtain explicit presentations for the pro-2 groups W and G.
We write y i = y x i for i ∈ Z. Setting
for k ∈ N, we obtain a descending chain of open normal subgroups
we observe that
and as in (2.2) we obtain a descending chain F ⊇ N 1 ⊇ N 2 ⊇ . . . of open normal subgroups. As in [3] , we conclude that
for k ∈ N, and
is a presentation of G as a pro-2 group. To facilitate later use, we have underlined the two relations in (2.3) that do not yet occur in (2.4).
We note that all results in [3, §2 and §4] and [3, Lem. 3.1] hold for p = 2 with corresponding proofs.
3. The normal Hausdorff spectrum of G with respect to the 2-power series For convenience we recall two standard commutator collection formulae.
Proposition 3.1. For a prime p, let G = a, b be a finite p-group, and let r ∈ N. For u, v ∈ G let K(u, v) denote the normal closure in G of (i) all commutators in {u, v} of weight at least p r that have weight at least 2 in v, together with (ii) the p r−s+1 th powers of all commutators in {u, v} of weight less than p s and of weight at least 2 in v for 1 ≤ s ≤ r. Then
This result is recorded (in a slighter stronger form) in [5, Prop. 1.1.32]; we remark that (3.2) follows from (3.1), due to the identity [a
Now we continue to use the notation set up in Section 2 and establish that ξ = hdim P G (Z) = 1 /3 and η = hdim P G (H) = 1, with respect to the 2-power series P. In view of [3, Cor. 4.2] this proves Theorem 1.1 for the 2-power series. Indeed, hdim P G (H) = 1 is already a consequence of [4, Prop. 4.2] . It remains to show that
As in [3] we work with the finite quotients G k , k ∈ N, introduced in Section 2. Let k ∈ N. From (2.3) and (2.4) we observe that
First we compute the order of G k , using the notation from Section 2.
In particular,
Proof. This is essentially the same proof as for [3, Lem. 5.1].
Our next aim is to prove the following structural result.
Proposition 3.3. In the set-up from Section 2, for k ≥ 2, the subgroup G
Consequently
The proof requires a series of lemmata.
Lemma 3.4. The elements
Thus Proposition 3.1(i) and (3.4) yield
As w = 1 we deduce that w has order 2. Clearly,
as required. Lemma 3.6. In the group G k , the following holds:
Proof. For i = 1, we only need to show that [y, x] 2 ∈ γ 3 (G k ), as from the previous proof, we already have
by Lemma 3.5. Next, for i ≥ 2, we have
as required. For the final statement, for ease of notation we set c 1 = y and, for i ≥ 2,
We observe that z
] from which the result follows by induction.
In particular, G
Proof. For j ≥ 2, we note that (xy)
Hence the result. The final statement follows from w = [y, x, x 2 , . . . ,
We state the following result for completeness.
Lemma 3.8. The group G k has nilpotency class 2 k + 1, and
and Lemma 3.6 shows that γ m (G k )/γ m+1 (G k ) is elementary abelian of rank at most 2. Again by [3, Prop. 2.6], the nilpotency class of G k is at least 2 k . Moreover,
We conclude that G k has nilpotency class precisely 2 k + 1.
Proof of Proposition 3.3. Apply Lemmata 3.4 and 3.7.
From Lemma 3.2 and Proposition 3.3 we deduce that
On the other hand, we observe from [3, Prop. 2.6] that
Remark 3.9. As noted in [3] , one sometimes encounters a variant of the 2-power series in the literature, the iterated 2-power series of G, which is recursively given by
By a small modification of the proof of Lemma 3.7 we obtain inductively
and furthermore
We conclude that the 2-power series P and the iterated 2-power series I of G coincide.
Further we note another natural filtration series N : N i , i ∈ N 0 , of G, consisting of the open normal subgroups defined in Section 2, where we set N 0 = G. As N i ≤ G 2 i with log 2 |G 2 i : N i | ≤ 4 for all i ∈ N 0 , we see that the filtration series P and N induce the same Hausdorff dimension function on G.
4.
The normal Hausdorff spectra of G with respect to the lower 2-series, the dimension subgroup series and the Frattini series
We continue to use the notation set up in Section 2 and work with the finite quotients G k , k ∈ N, of the pro-2 group G. In order to complete the proof of Theorem 1.1, we first compute the lower central series, the lower 2-series, the dimension subgroup series and the Frattini series of G k . Proposition 4.1. The group G k is nilpotent of class 2 k +1; its lower central series satisfies
Proof. This is the same as for [3, Lem. 6.1] up to the equation
As in [3] , we now suppose that m ≤ 2 k is even. From (4.1) we obtain inductively [y,
Consequently, it suffices to prove that b j 0 ,m ∈ γ m+1 (G k ). We first assume m ≡ 4 0 so that j 0 = 2
. In this situation, we see, as in [3] , and the fact that the e i have exponent 2, that 
Hence,
Lastly, for the case m ≡ 4 2 and j 0 = 2
, we have 
. In particular,
Proof. This follows as in [3, Proof of Cor. 6.2].
Corollary 4.3. The lower 2-series of G k has length 2 k + 1 and satisfies:
and, for 3 ≤ i ≤ 2 k + 1, the ith term is
Proof. The descriptions of G k /P 2 (G k ) and
In view of Proposition 4.1, it suffices to prove that
We have 4 | 
Corollary 4.4. The dimension subgroup series of G k has length 2 k + 2.
In particular, for
Proof. For i ∈ N write l(i) = ⌈log 2 i⌉. From [1, Thm. 11.2], Lemma 3.6 and the fact that γ 2 (G k ) has exponent 4, we obtain
In particular, D i (G k ) = 1 for i > 2 k + 3, by Proposition 4.1 and Corollary 4.3. Now suppose that 1 ≤ i ≤ 2 k + 2 and put l = l(i). As in Lemma 3.7 we observe that G
Now suppose that l(i + 1) = l + 1, equivalently i = 2 l . We observe that, modulo H k , the ith factor of the dimension subgroup series is
Comparing with the overall order of G k , conveniently implicit in Corollary 4.3, we deduce that
All remaining assertions follow readily from Proposition 4.1.
Proposition 4.5. The Frattini series of G k has length k + 1 and satisfies:
and, for 2 ≤ i < k, the ith term is
where ν(j) = 2 j − 1 for 1 ≤ j ≤ k, and
As in the proof of Lemma 3.6, we write c 1 = y and, for i ≥ 2,
and
and we have that
We use the generators specified in the statement of the proposition to define an ascending chain 
where 
Using also (4.2), we see that the factor groups L i /L i+1 are elementary abelian for 0 ≤ i ≤ k. In particular, this shows that
Clearly, for each i ∈ {0, . . . , k + 1}, the value of log
) is bounded by the number of explicit generators used to define L i modulo L i+1 ; these numbers are specified in the statement of the proposition and a routine summation shows that they add up to the logarithmic order log 2 |G k |, as given in Lemma 3.2. Therefore each L i /L i+1 has the expected rank and it suffices to show that
Let i ∈ {1, . . . , k}. It is enough to show that the following elements which generate L i as a normal subgroup belong to Φ i (G k ):
Clearly,
and by Proposition 3.1 and Lemma 3.6
[y, x, x 2 , . . . ,
Now let 2ν(i−1) + 1 < j ≤ 2 k with j ≡ 2 1. By Corollary 4.2 and reverse induction on j it suffices to show that z j is contained in Φ i (G k ) modulo γ j+1 (G k ). But this follows from (4.2) and the fact that c ν(i−1)+1 , c j−ν(i−1)−1 ∈ Φ i−1 (G k ) by induction on i.
Lastly, similarly using Lemma 3.6,
Thus we are done. We end by noting that
Using [ 
Lastly, Proposition 4.5 implies
5. The entire Hausdorff spectrum of G with respect to the standard filtration series
We continue to use the notation set up in Section 2 to study and determine the entire Hausdorff spectrum of the pro-2 group G, with respect to the standard filtration series P, D, F, L.
Proof of Theorem 1.2. As in Section 2, we write W = G/Z ∼ = C 2≀ Z 2 , and we denote by π : G → W the canonical projection with ker π = Z.
If S is one of the filtration series P, D, F on G, then the result follows exactly as was done in [3] .
It remains to pin down the Hausdorff spectrum of G with respect to the lower 2-series L :
Thus it suffices to show that
The second inclusion follows as in [3] . To prove the first inclusion in (5.1), we mimic the argument in [3] . until the key step of showing that
First we examine the lower limit on the left-hand side, restricting to indices of the form i = 2
G and consider the canonical projection ̺ k : G → G k , g → g. As before, we write H k = H̺ k . Furthermore, we observe that Z k = x 2 k Z̺ k with |Z k : Z̺ k | = 2. By Corollary 4.3, we have
Observe that
K̺ k ∩ H k = y j | 0 ≤ j < 2 k with j ≡ 2 n 0, 1, . . . , m − 1 .
From Lemma 3.2 we see that Z̺ k ∼ = C Setting L = y j | j ∈ N 0 with j ≡ 2 n 0, ±1, . . . , ±(m − 1) Z, and recalling the notation c 1 = y = y 0 , we conclude that
Next we consider the set D = {j ∈ N 0 | ∃g ∈ L : g ≡ P j+1 (G)Z c j }.
Each element y j can be written (modulo Z) as a product Inductively, we obtain
One checks that D 0 = {1, 2, . . . , 2m − 1}. Hence for each k ∈ N 0 , the set ((2k)2 n + D 0 ) ∪ ((2k + 1)2 n + D 0 ) consists of 2m − 2 even numbers. For each j ∈ D with j ≡ 2 0 there exists g j ∈ L with g j ≡ P j+1 (G)Z c j and we deduce from (4.2) that
For i = 2 n+1 q + r ∈ N, where q ∈ N, r ∈ N 0 with 0 ≤ r < 2 n+1 , the count |{j ∈ D | j ≡ 2 0 and j < i − 1}| ≥ q(2m − 2) − 1, yields log 2 |(K ∩ Z)(P i (G) ∩ Z) : P i (G) ∩ Z| ≥ q(2m − 2) − 1. However, we deduce from the proof of Proposition 4.1 that for j ≡ 2 n 2m − 3, the element z 1+j ≡ z 4+j modulo P 5+j (G). Hence we in fact have log 2 |(K ∩ Z)(P i (G) ∩ Z) : P i (G) ∩ Z| ≥ q(2m − 1) − 1.
From Corollary 4.3 we observe that, for i ≥ 3, log 2 |Z : P i (G) ∩ Z| = ⌊ i /2⌋ ≤ q · 2 n + 2 n .
These estimates show that (5.3) holds.
