Abstract
Introduction
The algorithm introduced by Gillespie [8] performs stochastic simulation of reaction networks, it allows to model chemical or biochemical kinetics. When applying this simulation method the kinetic rate constants (called simply kinetic rates from now on) of the reactions must be set. Most studies that deal with the identification of these parameters are based on the deterministic model of the reaction networks, i.e., the dynamics of the model is described by a set of ordinary differential equations (ODEs). Usually the kinetic rates are identified by applying optimisation methods [12, 7, 15] . The obtained rates can be transformed into the kinetic rates of the stochastic model. As pointed out however in [14] this is not always possible. For this reason some recent studies have attempted to give an estimate of the kinetic rates based on the stochastic view introduced by [8] . Bayesian inference methods were used in [10, 2] , maximum likelihood methods were applied in [14, 4, 16] .
In this paper, we study, to the best of our knowledge for the first time, the applicability of the EM method for the estimation of kinetic rates. The EM method, which is an approach to maximum likelihood estimation, has the advantage that it allows to incorporate partial knowledge on the model into the parameter identification procedure.
The paper is organised as follows. Section 2 gives a brief introduction to the EM method. Section 3 describes the proposed parameter estimation procedure. In Section 4 we test the procedure on a simple reaction network. Conclusions are drawn in Section 5.
The EM method
A widely applicable parameter estimation procedure for incomplete data problems is the EM algorithm. Formulated in [6] , it uses an iterative scheme to maximise the likelihood (or, equivalently, the log likelihood).
In order to briefly describe the EM method, the following notation is introduced. Let X, Y and Z be the random variables representing the complete, the known and the missing data, respectively. Assume that the actual values of these random variables are x, y and z of which we know only y. Let P denote the actual set of parameters that we aim to modify in such way that the likelihood increases. The EM algorithm proceeds by repeating the following two steps.
The E-step, where E stands for expectation, aims to reconstruct the complete data based on the known data, y, and the actual set of parameters, P. This is done by calculating the conditional expectation
and adding the result, z , to the known part of data, y, forming the expected complete data x . In the M-step of the procedure, where M stands for maximisation, we choose a new set of parameters, P , in such a way that the likelihood of observing x is maximal. With the resulting set of parameters, P , we go back to the Estep. The iteration is stopped when the likelihood function cannot be increased anymore.
There are several extensions to the original EM method. The one of most interest in our case is the Monte Carlo EM method presented in [17] . The authors suggests that if the computation of the missing data, z , according to (1) is too hard either computationally or conceptually, then augmentation of the incomplete data can still be done by simulation. If simulation is used in the E-step the monotonicity property of the original EM method is lost but, as it is shown in [1] , the algorithm gets close to a maximum with high probability.
Parameter estimation by the EM method
In this section, first, we formulate the problem and then show how it can be tackled by the Monte Carlo EM method. Finally, implementation is discussed briefly.
Formulation of the problem
Assume that we are given a network of reactions with unknown kinetic rates and experimental observations of quantities of the involved species at N time instants. We assume that the reactions follow the stochastic dynamics described by Gillespie in [8] . Our aim is to give a maximum likelihood estimate for the kinetic rates of the reactions.
For what concerns notation, t i , 1 ≤ i ≤ N , denote the time instants at which we have the observations while the quantity of the species at time t i is given by vector Y i , i.e., t i and Y i represent the known data.
We describe the problem as we had observations connected to a single experiment, however, it is straightforward to extend it to the multiple experiment case.
Starting values for the parameters
First of all, we have to find reasonable starting values for the kinetic rates. This can be done by considering the deterministic model of the reactions described by ODEs. In particular, we choose such vector of initial rates,c 0 , that the sum of the relative errors between the available observations, Y i , 1 ≤ i ≤ N , and the deterministic behaviour described by the ODEs is minimal.
E-step
In the E-step we have to form complete traces based on the observations, Y i , 1 ≤ i ≤ N , and the actual vector of the kinetic rates,c k . Ideally, one should create such trace that the process is in state Y i at time t i and the rest of the trace is the expected behaviour assuming that the parameters arē c k . This problem is hard both conceptually and computationally because Gillespie's algorithm is the simulation of a Markov chain that can have huge state space even in case of the simplest reaction networks. For this reason we opt for applying the Monte Carlo EM method. Even though the E-step is still not straightforward because generating such simulation traces that are in state Y i at time t i , 1 ≤ i ≤ N, is not simple. Hence we apply an approximation.
In order to form a complete trace between t i and t i+1 , 1 ≤ i < N − 1, we perform the following steps.
Step 1. We generate M s simulation traces with initial state Y i up to time t i+1 − t i and choose the one among these traces that arrived closest to Y i+1 , where closest means that the sum of the relative errors in the components is the smallest. Note that since the underlying Markov chain can be huge and parametersc k can be far from the real parameters, only a very high number of simulation runs could guarantee that a trace arrives close to Y i+1 .
Step 2. In order to avoid the generation of a very high number of simulations, we "improve" the best trace we find among a relatively small number of simulation runs. Assume that the best trace is
where r i denotes the reactions, s i the sojourn times and L is such that
denote the fraction of reactions that we modify during the improvement of the trace. We repeat M i L , 0 < M i < 1, times the following step. We pick up one of the L reaction in a random manner and check if that single reaction can be substituted by another reaction in such a way that the rest of the trace is still possible (i.e., the reactions after the modified one are still possible to perform) and the final state of the trace is closer to Y i+1 than it was before. The sojourn times remain unchanged. Substituting reaction r l the trace becomes
Note that the substitution change the likelihood of the trace but if the number of molecules is not close to 0 this alteration is minimal. Choosing M i is crucial because a too high value can lead to an improbable trace while with a too low value the traces are not improved enough which can slow down convergence.
M-step
In the M-step we have to find such new kinetic rates, c k+1 , that the traces generated in the E-step has maximal likelihood. Assume that the traces are given by
where L i is the number of reactions between t i and t i+1 . Then the likelihood of the traces can be calculated as
where p(Z, r,c) stands for the probability that if the process is in state Z and the kinetic rates are according toc then the next reaction that takes place is r; λ(Z,c) stands instead for the sum of the intensities (propensities) of all the reactions that are possible in Z given the parameters inc. Both p(Z, r,c) and λ(Z,c) are straightforward to calculate, see [8] for details. Let us provide some explanation for (2-4).
Part (2) gives simply the probability that the next reaction will be the one given in the traces. In part (3) we multiply by the density that the reaction will take place after the amount of time given in the trace. Finally, (4) gives the probability that no reaction takes place between arriving to the last state of the trace and t i+1 . By appropriate multiplication of these quantities we get the likelihood.
Implementation
The whole procedure has been implemented in a Matlab prototype tool. The optimisation required to determine the starting values (Section 3.2) and to maximise the log-likelihood function (Section 3.4) was performed by the fmincon function.
Numerical example
As an example to illustrate the method we consider the Lotka reactions as given in [8] 
where the bar over X indicates that its population is assumed to remain constant. A simulation trace, generated according to the Gillespie algorithm, is depicted in Figure 1 We apply the ODE view of the process, as it is briefly described in Section 3.2, to obtain the starting values which result to bec 0 = |1.003 0.4558 6.563|. Figure 2 shows the deterministic behaviour with the original parameters, with the starting parameters,c 0 , and the samples as well. It can be observed thatc 0 is a very poor estimation of the original values and that the simulation trace does not follow precisely the behaviour described by the ODE. Figure 3 depicts the relative error with respect to the original parameters as the function of the number of iterations (c 1 is found exactly after 20 iterations and hence the corresponding error disappears from the figure) and gives the value of the log-likelihood function as well. Parameters for this run were M s = 50 and M i = 0.1. Up to 25 iterations the likelihood is increasing and the parameters are clearly getting closer to the original ones. After 25 iterations, even if there is no improvement, the parameters are still changing because of the random effect caused by the Monte Carlo simulation. The calculations took one and a half hour on a standard portable computer with a 1.5GHz processor. We believe that a more efficient non-Matlab implementation could drastically speed up the calculations. 
Conclusions and future work
In this paper, we presented an EM method to perform maximum likelihood estimation of the kinetic rate constants of a stochastic reaction network based on a small set of discrete observations. The applicability of the method was illustrated by applying it to the classical Lotka reactions.
In the future we will investigate the possibility of incorporating faster simulation methods (see, e.g., [9, 5, 13, 11, 3] ) into the presented procedure, applying ad-hoc state-ofthe-art optimisation methods in the M-step, finding more efficient ways of improving the subtraces resulting from simulation. Also, we plan to study the role of the parameters, M s and M i , in order to tune them during the parameter estimation. 
