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INTRODUCTION
35
The steady-state model AERMOD and Lagrangian puff model CALPUFF are the U.S. 36
Environmental Protection Agency (EPA) preferred models for demonstrating regulatory compliance in 37 the near field (< 50 km) and far field (>50 km), respectively. The CALPUFF model has also been used in 38 non-regulatory retrospective studies of radiation dose in the near field (Rood et al. 2008 ) and far field 39 environments (Grogan et al. 2007 ). Demonstration of regulatory compliance and accident consequence 40 analysis are generally prospective assessments, whereas dose reconstruction and epidemiological studies 41 are generally retrospective in nature. The assessment questions for the prospective and retrospective 42 analyses are fundamentally different and require different model performance objectives. 43
For the prospective analysis, the assessment question is whether air emissions will exceed ambient 44 air quality standards, or result in impacts that are unacceptable. This assessment question can initially be 45 addressed using conservative assumptions and simple models. It may not be critical to accurately estimate 46 temporal and spatial variations in concentration, as long as the estimated impacts do not exceed the 47 standards within a safety margin of error. More detailed model applications may be required if simple 48 models cannot demonstrate that regulatory standards are achieved. 49
For a retrospective assessment, the assessment question is an unbiased estimate of the temporal and 50 spatial distribution of concentration and deposition. Examples of a retrospective analysis include the dose 51 reconstructions performed at U.S. Department of Energy Facilities (Farris et al. 1994; Till et al. 2000 Till et al. , 52 2002 Rood et al. 2002) and other special studies (Rood et al. 2008; Grogan et al. 2007 ). Simple models 53 may be used in initial scoping calculations. However, ultimately an unbiased estimate of the temporal and 54 spatial distribution of air concentration and deposition with estimated uncertainty is desired. 55
The purpose of this paper is to examine the performance of AERMOD, CALPUFF, and two legacy 56 models using the Winter Validation Tracer Study (WVTS) This modeling objective compared the predicted and observed maximum one-hour and nine-hour 234 average concentration measured at a sampler during the nine-hour test period at either the 8-km or 16-km 235 distance from the release point. The predicted maximum concentration was not paired in space, and also 236 unpaired in time for the maximum-hourly average concentration. The nine-hour average concentration 237 was determined by a simple arithmetic average of the nine, one-hour average concentrations. Sampler 238 data that were missing were not included when computing the predicted or observed average 239 concentration. 240
The plume maximum location was only computed for the nine-hour average concentration and was 241 quantified in terms of the absolute value of angular difference between the predicted and observed 242 location of the plume maximum. 243
Plume Width 244
The plume width objective evaluated the predicted impact area of the plume. Each sampler was 245 assigned an arc length equal to the arc length between the midpoints of the sampler and each of its 246 adjacent samplers. The plume width was sum of the arc lengths of samplers that had a concentration 247 greater than zero, or in the case of the observed values, a concentration greater the the minimum 248 detectable concentration. 249
Arc-Integrated Concentration 250
The arc-integrated concentration evaluated the plume mass at the 8-km and 16-km distance. The arc-251 integrated concentration is the sum of the product of the sampler arc lengths as defined in Section 2.4.2 252 and the nine-hour average predicted or observed concentration.
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Unpaired Time-Averaged Concentration 254
This modeling objective compared the ranked predicted and observed time-averaged (nine-hour) 255 concentrations. Only predicted and observed concentrations that met the selection criteria stated in 256 Section 2.6 were included. Samples were blocked into those performed at night (Tests 1, 2, 3, 4, 10, and 257 11), those performed during the day (Tests 6, 7, 9, and 12) , and those performed during transition periods 258 (Tests 5 and 8 
Performance Measures
274
Several simplified measures were used to evaluate model performance (Cox and Tikvart 1990; Weil 275 et al. 1992) . These measures were the fractional bias (FB) and normalized mean square error (NMSE). 276
Fractional bias is given by 277
where Cp and C o are the predicted and observed concentrations, respectively. Overbars indicate averages 279 over the sample. The NMSE given by 280
The FB is a measure of mean bias. A FB of 0.6 is equivalent to model under-prediction by about a factor 282 of two. A negative value indicates model over-prediction. The NMSE is a measure of variance, and a 283 value of 1.0 indicates that a typical difference between predictions and observations is approximately 284 equal to the mean. The NMSE and FB are appropriate when the typical difference between the predictions 285 and observations are approximately a factor of two (Hanna et al. 1991 ) and the range of predictions and 286 observations in the dataset is small (i.e., less than a factor of two). This was not the case in this study 287 where ratios of model predictions to observations often ranged from 0.01 to 100, and within a data set, the 288 predicted and observed concentrations ranged from the zero to ~10,000 ng m -3 . In these cases a log-289 transformed measure of model bias and variance is more appropriate because it provides a more balanced 290 approach (Hanna et al. 1991) . The log-transformed measures described in Hanna et al. (1991) are the 291 geometric mean bias (MG) and the geometric mean variance (VG) and are defined by 292
Geometric mean bias values of 0.5 and 2.0 indicate a factor of two over-prediction and under-prediction, 295 respectively. A VG value of 1.6 indicates about a factor of two difference between predicted and observed 296 data pairs. 297 M A N U S C R I P T
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A more easily understood log-transformed quantity that is related to the MG and VG is the geometric 298 mean (GM) and geometric standard deviation (GSD) of the predicted-to-observed ratio (Cp/C o ). The GM 299 and GSD are given by 300
where n = the sample size. Because the MG is simply the inverse of the GM, only the GM is reported. A 303 perfect model would have FB and NMSE values of 0, and GM, GSD, and VG values of 1.0. With the 304 exception of the plume width and location of plume maximum performance objectives, the log-305 transformed performance measures are considered more appropriate than the FB and NMSE, and thus 306 only the log-transformed measures are reported. The location of plume maximum does not lend itself to 307 the above performance measures, mainly because the objective considered the absolute angular difference 308 between the predicted and observed location of maximum. For this performance objective, the mean 309 difference, standard deviation of the mean (i.e., standard error), and the minimum and maximum 310 differences are reported. Because differences between predicted and observed values and the range of 311 predictions and observations were less than about a factor of two, the FB and NMSE were considered 312 more appropriate for the plume width objective. 313
In addition to the above measures, the correlation coefficient (r) between predicted and observed 314 values and the number of predictions within a factor of two of the observations were also reported. The 315 correlation coefficient was determined using least-squares linear regression and log-transformed data 316 except for the plume width performance objective. Scatter plots were also included as visual measures of 317 performance for the paired ensemble means and unpaired time-averaged concentration modeling 318 objectives.
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Confidence intervals were estimated for each of the performance measures using the bootstrap 320 methodology described in BOOT software (Hanna et al. 1991; Chang and Hanna 2005) . Confidence 321 intervals were used to determine if the estimated performance measure was significantly different than its 322 optimum value and whether a statistically significant difference existed between the performance 323 measures for each model. Confidence interval estimates were based on the cumulative density function 324 generated from 1000 bootstrap samples. 325
Selection Criteria
326
The observed data set only reported nonzero hourly average concentrations greater than the minimum 327 detectable sampler concentration (mdc) of 33 ng m -3 . Measured concentrations below this value were 328 reported as zero. A sampler that had only one hour of data (in the nine-hour measurement period) greater 329 than the mdc would have a nine-hour average concentration of 3.7 ng m -3 (33 ng m -3 /9). This value 330 represents the nine-hour time-averaged mdc for a sampler. 331
For the paired ensemble means performance objective, the dataset was based on the union of the 332 predicted and observed concentrations. The mdc was substituted for predicted concentrations that were 333 less than the mdc if the paired observed concentration was greater than zero. Likewise, the mdc was 334 substituted for observed concentrations less than the mdc if the paired predicted concentration was greater 335 than zero. Predicted and observed pairs that were both zero were omitted from the analysis. 336
For the unpaired analysis only predicted and observed concentration pairs greater than the mdc were 337 considered. Samplers missing all nine hours of data were eliminated from the data set. 338
RESULTS
339
The paired ensemble means and unpaired scatter plots are perhaps the most illustrative in terms of 340 summarizing model performance qualitatively (Figs. 2, 3, 4 and 5) . In general, the highest predicted and 341 observed concentrations were during nighttime and transition period tests and the lowest during daytime 342
The paired ensemble mean scatter plot at the 8-km distance (Fig. 2) showed the transition period tests 344 as having the highest observed concentrations, some exceeding 8000 ng m -3 . Nighttime tests had 345 maximum observed concentrations between 3000 and 4000 ng m -3 . As expected, daytime tests had the 346 lowest observed maximum concentrations, the maximum being slightly less than 600 ng m -3 . All models 347 performed poorly for the transition period tests, underestimating observed concentrations that were >1000 348 ng m -3 . In general, the puff models exhibited better correlation to the observations for daytime and 349 nighttime tests and concentrations that were >100 ng m -3 compared to the steady-state models. 350
At the 16-km distance (Fig. 3 ) the nighttime period tests had the highest observed concentrations, (~ 351 3500 ng m -3 ), followed by transition period tests (~ 1800 ng m -3 ). Daytime tests had maximum observed 352 concentrations that were ~70 ng m -3 . The puff models exhibited better correlation, less variability, and a 353 greater number of points within a factor of two of the observations compared to the steady state models 354 for nighttime tests and concentrations >100 ng m -3 . 355
Scatter plots of the unpaired data at the 8-km distance (Fig. 4) showed that all models underestimated 356 transition period observed concentrations that were greater than 1000 ng m -3 . Predicted concentrations 357 from RATCHET were within a factor of two of the observations for almost all the daytime tests and most 358 of the nighttime tests for the entire concentration range. Most of the ISC2 concentrations for daytime and 359 nighttime tests were within a factor of two of the observations for concentrations that were >100 ng m -3 . 360
At the 16-km distance (Fig.5) , scatter plots of the unpaired data were similar to those at the 8-km 361 distance, although CALPUFF underestimated almost all the concentrations for transition period tests by 362 more than a factor of two. The three highest observed concentrations were within a factor of two of the 363 corresponding AERMOD predicted concentrations. A similar result was found for ISC2, except the 364 highest observed nighttime concentration was underestimated by more than a factor of two. Observed 365 nighttime concentrations that were <100 ng m -3 were overestimated by more than a factor of two by 366
Maximum One-Hour and Nine-Hour Average Concentration
369
Performance measure results for the maximum one-hour average concentration modeling objective 370 (Table 2 ) indicate a strong positive bias for the steady-state models, especially AERMOD, and nearly no 371 bias for puff models RATCHET and CALPUFF (GM confidence interval included 1.0). The positive bias 372 for the steady-state models was greater at the 16-km distance. Ninety-two percent of the ISC2-estimated 373 maximum one-hour average concentrations and 83% of the AERMOD values had predicted-to-observed 374 ratios of 0.95 or higher. In contrast, only 50% of the CALPUFF-and RATCHET-estimated maximum 375 one-hour average concentrations had a predicted-to-observed ratio greater than 0.95. 376
Predicted maximum nine-hour average concentrations (Table 3) showed a similar trend to those of 377 the maximum hourly-average concentrations. That is, the steady-state models exhibited positive bias, 378 while the Lagrangian puff models exhibited negative bias. However, the GM confidence interval included 379
1.0 for all models. Measures of variance were generally lower for the puff models and correlation 380 coefficients were higher compared to the steady state models. 381
Measures of bias among the steady state models were significantly different from those of the puff 382 models (Table 4) . None of the model performance measures for CALPUFF and RATCHET were 383 significantly different from one another. 384
Plume Maximum Location, Plume Width, and Arc-Integrated
385
Concentration
386
Plume maximum location at the 8-km distance (Table 5) showed that the mean deviation was 387 smallest for AERMOD and RATCHET (14 degrees) and greatest for CALPUFF and ISC2 (26 and 24 388 degrees respectively). Based on a t-test difference of the means, the mean deviation for CALPUFF and 389 ISC2 was significantly different from the mean deviation for AERMOD and RATCHET (P>0.005). 390
Plume width performance measures at the 8-km distance (Table 5) showed that ISC2 and CALPUFF 391 underestimated plume width while RATCHET and AERMOD overestimated plume width. Although the 392 FB confidence interval for CALPUFF included the optimum value of zero and CALPUFF had the 393 smallest NMSE value. 394 M A N U S C R I P T
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confidence interval included 1.0) and a negative bias for the puff models. However, only 50% of the 396 predictions were within a factor of two for the steady-state models while over 90% of the predictions 397 were within a factor of two for the puff models. 398
Plume maximum location at the 16-km distance (Table 6) showed that the mean deviation was 399 smallest for CALPUFF and RATCHET (26 and 24 degrees respectively) and greatest for ISC2 and 400 AERMOD (34 and 36 degrees respectively). Based on a t-test difference of the means, the differences 401 between the steady state and puff models were significant at the 99% level (0.01<P<0.005). 402
Plume width performance measures at the 16-km distance (Table 6) showed that ISC2 403 underestimated plume width while RATCHET and AERMOD overestimated plume width. The 404 CALPUFF FB was not significantly different from zero. 405
Arc-integrated concentration at the 16-km distance showed positive bias for ISC2. The GM 406 confidence interval for the other models included the optimum value of 1.0. Puff models showed a greater 407 percentage of predictions within a factor of two of the observations. 408
Significant differences among models (Table 7) were noted for the bias performance measures and 409 the correlation coefficients. 410
Unpaired Nine-Hour Average Concentration
411
The performance measure results at the 8-km distance for the unpaired nine-hour average 412 concentration (Table 8) distance, all bias performance measures among the models were significantly different from one another 422 (Table 9) . 423
Paired Ensemble Means
424
No one model showed overall better performance across all ensemble groups and all models 425 performed poorly for the transition period ensemble means (Tables 10 and 11 ). However, excluding the 426 transition ensemble means, RATCHET and CALPUFF had the highest percentage of predictions within a 427 factor of two of the observations, the highest correlation coefficients, and generally the lowest variance 428 compared to the steady-state models. For daytime and nighttime ensemble means, the GM confidence 429 interval for RATCHET encompassed 1.0 at both the 8-and 16-km distances. AERMOD was biased low 430 for daytime tests and showed little bias for nighttime tests (GM confidence interval encompassed 1.0). 431 ISC2 exhibited no bias for daytime tests (GM=1.0) at the 8-km distance but was biased high at the 16 km 432 distance (GM confidence interval excluded 1.0). For nighttime tests, ISC2 was biased low at the 8-km 433 distance but exhibited nearly zero bias at the 16 km distance. CALPUFF was biased low for daytime and 434 nighttime tests at the 8-km distance (GM confidence interval excluded 1.0), but the GM confidence 435 interval encompassed 1.0 at the 16-km distance. 436
All models were biased low for the transition period ensemble means at both the 8 and 16-km 437 distances, and exhibited large variances, although the variance measures for CALPUFF and RATCHET 438 were considerable smaller than those for ISC2 and AERMOD. Puff model VG and r values were 439 significantly different than steady-state models for nighttime tests at the 16-km distance (Table 12) . 440
DISCUSSION
441
Model performance is judged in terms of the assessment question that the model is intended to 442 address. As stated in the introduction, the assessment questions are different for a prospective regulatory 443 compliance calculation compared to a retrospective dose reconstruction. 444 M A N U S C R I P T
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In terms of the prospective assessment where it is important that regulatory limits are not exceeded 445 (i.e., highest concentrations are not underestimated), the steady-state models were less likely to 446 underestimate maximum one-and nine-hour average concentrations compared to the Lagrangian puff 447 models. However, this result is not only due to differences in model formulation, but also the model 448 parameters such as diffusion coefficients. The unpaired scatter plots (Fig. 4 and 5) showed that the 449 maximum observed concentration across all tests was not underestimated by AERMOD at both the 8 and 450
and 16-km distance, although the time and place of the observed maximum was not the same as the 451 predicted maximum. 452
In terms of the retrospective assessment where the objective is an unbiased estimate of the 453 concentration in space and time, the Lagrangian puffs models showed overall better performance, 454 especially at the 16-km distance. In most cases, the Lagrangian puff models for the paired ensemble 455 means exhibited lower variance higher correlation to observed values and a higher percentage of 456 observations within a factor of two of the observations compared to steady-state models. 457
In terms of the four fundamental plume properties, the steady-state models tended to overestimate 458 maximum concentrations but provide unbiased estimates of the plume mass at the 8-km distance and the 459 16-km distance for ISC2. Puff models tended to slightly underestimate plume maximums, but were better 460 at locating the plume maximum at the 16-km distance. CALPUFF appeared to more accurately estimate 461 the plume impact region, whereas AERMOD and RATCHET tended to overestimate it and ISC2 462 underestimated it. 463
The WVTS consists of only 108 hours of measurements taken during February 1991 and are not 464 representative of annual average concentrations. However, the high sampler density resulted in the 465 likelihood that the maximum concentration was detected at either the 8-km or 16-km sampling distance. 466
Moreover, the tests were conducted during the wintertime when stable dispersion conditions would likely 467 result in the maximum one-or eight-hour average concentration over the course of a year. Achieving 468 compliance with National Ambient Air Quality Standards typically is limited by the short-term averageM A N U S C R I P T
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21 concentration limits. Therefore, these results have relevance in terms of model performance for short-term 470 averages over the period of a year. 471
CONCLUSIONS
472
No one single model consistently out-performed the others in all performance objectives or measures 473 and the state-of the art models (CALPUFF and AERMOD) did not exhibit superior performance in all 474 performance objectives to the legacy models (ISC2 and RATCHET). Lagrangian puff models generally 475 exhibited smaller variances, higher correlation, and higher percentage of predictions within a factor of 476 two compared to the steady-state models at these distances. The conceptual framework of a Lagrangian 477 puff model is better suited for long range transport where winds vary spatially across the model domain. 478
Hence, Lagrangian puff models may be preferable for dose reconstruction where model domains can be 479 large and where the assessment question is an unbiased estimate of concentration in time and space. 480
However, model choice depends on site-specific considerations and the assessment questions to be 481 addressed, and therefore no categorical statement can be made about the performance of one type of 482 model over the other for a specific application. 483
The steady-state models generally did not underestimate the high-end concentrations at the distances 484 studied, and therefore provide a sound basis for regulatory compliance modeling. Based on the overall 485 performance of ISC2, assessment models that rely on the Gaussian plume model are not necessarily 486 inferior to the current state-of-the-art models in terms of meeting regulatory performance objectives. 487
There was a general tendency for the steady-state models to predict relatively higher concentrations at 488 the 16-km distance compared to the 8-km distance. This effect is important because it manifests itself at 489 substantially shorter distances (16 km Points that lie within the shaded region are within a factor of 2 of the observations. Points that lie within the shaded region are within a factor of 2 of the observations. Table 2 . Performance measures for the maximum one-hour average concentration unpaired in time and space modeling objective Table 3 . Performance measures for the maximum nine-hour average concentration unpaired in time and space modeling objective Table 4 . Significant differences in model performance measures for the maximum one-and nine-houraverage concentration unpaired in space and time modeling objective. An "X" indicates a significant difference. Table 5 . Performance measures for plume maximum location, plume width, and the arc integrated concentration at the 8-km distance. Table 6 . Performance measures for plume maximum location, plume width, and the arc integrated concentration at the 16-km distance. Table 7 . Significant differences in model performance measures for the plume width and arc integrated concentration modeling objective. An "X" indicates a significant difference. Table 9 . Significant differences in model performance measures for the unpaired nine-hour average concentration modeling objective. An "X" indicates a significant difference. Table 10 . Performance measures for the daytime, transition, and nighttime period ensemble means modeling objective at the 8-km distance. Table 11 . Performance measures for the daytime, transition, and nighttime period ensemble means modeling objective at the 16-km distance. Table 12 . Significant differences in model performance measures for the day, transition, and nighttime ensemble means modeling objective. An "X" indicates a significant difference. M A N U S C R I P T M A N U S C R I P T M A N U S C R I P T M A N U S C R I P T M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT Table 9 . Significant differences in model performance measures for the unpaired nine-hour average concentration modeling objective. An "X" indicates a significant difference.
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8-km data 16-km data Model GM VG r GM VG r ISC2-AERMODM A N U S C R I P T M A N U S C R I P T M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT Table 12 . Significant differences in model performance measures for the day, transition, and nighttime ensemble means modeling objective. An "X" indicates a significant difference.
