Abstract: Distributed Model Predictive Control (DMPC) algorithms reported in the literature had often assumed that state measurements are available to all subsystems at all time instants. However, this assumption is not valid in the presence of loss of communication or data. Then designing for such losses within DMPC becomes critical to overall performance and stability of the system. In this work communication loss was considered for robust DMPC by using within each subsystem an observer, which continuously and recursively estimates states' bounds for all the plant states. These state bounds are then posed as extra constraints within a Linear Matrix Inequalities' formulation that is used to calculate the control actions based on the minimization of an upper bound on robust performance.
INTRODUCTION
The use of one central controller to control highly interconnected process units in chemical plants is generally computationally challenging and difficult to implement and hence, a more practical approach is to partition the process into smaller subsystems and to design lower dimensional controllers for each subsystem (Scattolini, 2009 ). This distributed control approach referred to as Distributed Model Predictive Control (DMPC) has gained significant attention from research community with various algorithms being proposed which can be broadly classified with type of, i) cost function (local vs. global) , ii) solution procedure being used (non-iterative, single iteration) and iii) degree of exchange of information Scattolini, 2009 . Venkat et al., 2005 proposed a method of cooperative distributed control that permits to recover the performance of a centralised controller when convergence of the distributed algorithm occurs. Other DMPC algorithms that have been proposed are Zhang and Li, 2007 , Liu et al., 2009 , Scheu and Marquardt, 2011 Within the framework of DMPC, it is also important to consider robustness to plant-model mismatch. To provide for robustness Al-Gherwi et al., 2011 assumed the plant model of each subsystem to be included within a polytopic model and the control action was based on the minimisation of a robust performance bound where this latter minimisation step is conducted iteratively for every subsystem in a cooperative manner. Robust DMPC using the "tubes" concept (Trodden and Richards, 2006) consists of developing invariant regions (tubes) at each time instant for linear time invariant models with interactions between subsystems treated as bounded disturbance, though plant-model mismatch has not been explicitly included as yet in that approach.
A key component of most previously proposed DMPC algorithms is the exchange of state information at the beginning of all iterations. This exchange is required at every time step, thus a situation where communication is lost because of dropped packets or poor signal needs to be explicitly addressed (Rawlings and Stewart, 2008 Al-Gherwi et al., 2011, used as the basis of the current approach, is presented in Section 2, followed by development of robust observer in the presence of loss of communication and a discussion on robust stability. Section 3 presents a case study to illustrate the use of algorithm in a high purity distillation column example (Skogestad et al., 1988) with high condition number in the presence of intermittent communication losses. (Al-Gherwi et al., 2011) The process is represented by a linear time varying (LTV) model of the form,
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where ∈ ℝ , ∈ ℝ , are the process states and inputs respectively. For the purpose of analysis this model is assumed to be represented by a family of plants as per the following convex hull
where each vertex l corresponds to a linear model identified from data or obtained from linearization around different operating conditions. This description implies that at any moment the plant can be modelled by any convex combination of these l vertices or models. The basic algorithm assumes that all the states are known to all subsystems either through measurements or through estimation thus communication loss was not considered in the original algorithm. The system, states and inputs, can be divided into N subsystems each represented by following equation:
where, and include all the states and inputs local to subsystem i, and also states and inputs of other subsystems j, that affect subsystem i, and are communicated between the subsystems. Hence, = [ ′ , … , ′ , … , ′ ] ′ , where are states locally measured within subsystem i. Similar to (2), the model of each subsystem lies within a polytope defined as follows: Kothare et al., 1996 proposed the minimisation of a robust performance objective for a centralised formulation where the plant was represented by a polytope. Al-Gherwi et al., 2011 extended that formulation by simultaneously minimizing robust performance objectives in a distributed fashion for each of the N subsystems as per the following constrained min-max problem:
where ( ) is local cost function for each subsystem defined as
where > 0, > 0, > 0 and • indicates that this is the control action calculated for subsystems j in the previous iteration and remains constant within the current iteration. The local objective function , can be formulated to consider either a global objective function, referred to as cooperative control ( , , > 0 and are diagonal, for each subsystem) or a strictly local objective function, e.g. as needed to achieve a Nash equilibrium ( = along with appropriate structure of ). The problem of finding control action = was then converted into finding a control law that is determined by minimizing a robust performance criteria , ∈ { , … , } subject to a set of LMI's constraints, simultaneously in all subsystems corresponding to stability and input constraints for the polytope in (4):
. .
where = ′ − , and = − , and (is p.d.) is used to bound the cost function of each subsystem as ( ) ≤ ′ = ( ). The control laws ′ , calculated for each subsystem from the minimisation problem above, are then exchanged among the subsystems following a Jacobi iteration scheme with relaxation until the calculations converge for all the subsystems. This exchange of information is conducted at each time step. Additional details on this iterative algorithm are given in Al-Gherwi et al., 2011.
Loss of Communication
Since the above methodology assumes perfect communication for all iterations at each time step, it is necessary to modify the above control scheme to address the effect of communication loss. To address this loss the basic 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012 idea proposed in this study is that each subsystem is equipped with an observer, based on the closed loop model, which is used to recursively provide bounds on the states while communication is absent. Thus during periods of communication loss the robust observer, executed within each subsystem, computes bounds for each of the plant states. For each plant state, a bound vector,
is defined where , ( ) and ,ℎ ( ) are lower and higher bounds on i th plant state ( , ) respectively and are based on previous state bounds as explained below. Thus to determine the upper and lower bounds for each plant state , ( + 1), the following constrained optimisation problems are solved:
Where, the optimizations' decision variables are the bounds at the previous interval , ( ) and the values of the system matrices within the polytopic model (2) , ] , these are included as additional LMI constraints for minimising the cost function , for computing the controllers 's according to (7). These additional LMI's remain fixed during all the iterations at a given time step. It is important to note that the additional LMI's included in the optimization problem (7) solved within each subsystem are not only based on bounds of local subsystem states x , but includes the bounds on all the plant states x ∈ ℝ and since each state has lower and upper bound, the number of additional LMI constraints becomes, 2 n -1. Thus, instead of a single LMI in (7a), 2 n LMIs are used as follows:
where, ( ) is a total of 2 n different vectors corresponding to all possible combinations of the lower and upper bounds' values contained in the vectors , ( ), ∀ ∈ [1, … , ].
Then, for calculating the control actions based on the available bounds the key idea is that since the robust observer in each subsystem i, starts from the same plant measurement when communication is lost the state bounds it determines is the same across all subsystems. Furthermore, since during communication loss all subsystems use the same set of LMI's with the same bounds' values on all the states for determining control laws , ∈ {1, … , } all control laws result identical to each other despite the loss in communication. Then, the control actions for each subsystem i are based on the measured local states, , and the means of the state bounds for the states of the other subsystems, , ∈ { , … , }, ≠ that are unavailable due to communication loss as follows:
Where, and are defined as the sub-matrices of 's that relate the control actions of the local subsystem to the local states and the other states respectively. In the absence of communication at each time step, identical controllers 's are computed within each subsystem from the minimization of robust performance criterion in each subsystem, i.e. 1 = ⋯ = = ⋯ = = . However, in this case is a performance upper bound calculated based on bounds rather than on the actual state measurements.
Robust DMPC Algorithm with loss of communication
For the purpose of proving the robust stability of the proposed algorithm the following definitions are given:
Definition 1 (Invariant Set for Quadratic Stability) Boyd, 1994 . The set = { ∈ ℝ | ′ − ≤ 1} is said to be an invariant set for ( + ) = ( ) ( ) where
Definition 2 (Intersection of Invariant sets). If the sets
Then, the robust stability of Algorithm1 is given in Theorem 1.
Theorem 1. At sampling time k and any iteration t > 0, the state feedback solutions
( ) ( ) = ′( ) ( ) − ( ) , ∈
{1, … , }, obtained from Algorithm 1, robustly stabilize the closed loop system ( + ) = ( ) ( ) where ( ) and ( ) belong to the polytopic description defined in (2).
Proof. In the presence of communication the stability proof provided in Al-Gherwi et al., 2011 applies. When communication is lost if the problem posed in (7) is feasible, since − > 0 and (9) 
CASE STUDY
To show the advantage of considering the proposed algorithm in absence of communication between subsystems, a high purity distillation column example from Skogestad et al., 1988 was studied. The system consists of two inputs, reflux and boil-up ratio, and two outputs, composition of top and bottom products. Due to the high condition number this process has been often used to study the effects of uncertainty. The state space model consists of 2 states, 2 inputs and 2 outputs, and the actual plant is being represented by a polytope with 4 vertices.
(1), (2), (3), (4) represents the 4 vertices of convex hull within which the plant lies. 
Both the inputs were constrained by, | 1 ( )| < 4.5, | 2 ( )| < 4.0. The system was subdivided into two subsystems as u 1 -y 1 and u 2 -y 2 . The importance of considering robustness to model errors for this particular process has been demonstrated in previous studies Skogestad et al., 1988 and it is not illustrated here due to space constraints.
Instead, since the key point of the present study is to provide for robustness in the presence of communication loss, it is more relevant to compare a robust controller combined with a robust observer to a robust controller that is combined with a nominal observer where the latter is solely based on the nominal model thus not accounting for robustness in estimation. Accordingly, these two controllers will be referred heretofore by the observer type that is used, i.e. robust observer versus nominal observer respectively, where the robust observer based configuration is the one proposed in the current study (equations 8-10 above).
To compare the performance of these controllers, two cost functions were used first one related to the overall control action,
, and the second one related to the output variables, = ∑ ∑ (
, where N S is the simulation time.
Nine different plants realizations were chosen by simulating the plant model with different matrices included within the uncertainty values used for the robust controller given by (11) above: ∆= [-0.7,0.7] , [-0.7,0] , [-0.7,0.4 loss, this loss was assumed to be periodic as shown in Figure  1 where presence or loss of communication between the subsystems is indicated by values of 1 or 0 respectively. The controller parameters used in simulation for comparing robust control and observer with non-robust control are: 1 = 1, 2 = 1, 1 = 2, 2 = 2, 1 2 = 10 −2 . A set-point change of [-15,-20] is conducted for the plant outputs, y 1 and y 2 , respectively. The results for these two configurations were compared for a set-point change based on the two cost functions J u and J y given above. Table 1 presents results for a set-point change with varying periods of communication loss and various plant realizations. As shown in Table 1 when the loss of communication period T is 6 or 5, and for any of the plants' realizations considered in the simulation, the control actions' cost J u,non-robust is 6.0-7.0 times more than that of J u,robust . For T=3, both non-Robust and Robust perform similarly for 6 out of 9 cases and for 3 out of 9 cases J u,non-robust is again 1.7-1.8 times of J u,robust . Thus, as the period of communication loss increases, the difference in performance between the two controllers is very significant. Also, the differences in performance between the two controllers changes significantly with respect to the particular realization of the plant and it was noted that the ratio of two cost function remains insensitive to changes in ∆ 2 , but significantly increases with respect to changes in ∆ 1 . Fig. 2 Table 2: Robust Observer vs Non-robust for Nash Scheme carried out using Nash scheme which is based on local control objectives that involve local variables only, i.e. = 0, and is diagonal weighting matrix where all the elements are set to zero except for those elements which multiply the states which are measured locally in each subsystem. Controller parameters used for this study are 1 = 1, 2 = 1, 1 = 0.7, 2 = 0.7, = 1, 1 2 = 10 −2 . Table 2 presents J u,robust , J y,robust and J u,non-robust , J y,non-robust for a loss period of T=3,5 and for nine plant realizations. Even for the communication loss period T=3, J u,nonrobust /J u,robust is between 1.8-2.6. And this difference in performance monotonically grows with increasing loss period. Similarly for J y,non-robust /J y,robust is between 1.7-2.0 for T=3. Hence for Nash scheme, where only local objective functions are optimised in each subsystem, the robust controller with the robust observer provides significant improvement over the performance of the robust controller with the nominal observer even for short periods of communication loss.
CONCLUSIONS
In this work a robust DMPC algorithm supplemented by a robust observer has been proposed to handle communication loss. In this case a robust DMPC algorithm can be combined with a robust observer that is formulated by additional LMI constraints. The key idea is that the robust observer is incorporated in each subsystem to determine bounds for all the states, and since the starting point of robust observer for each subsystem is same, it computes identical bounds for all subsystems during loss of communication thus resulting in the same controller being calculated for each subsystem. Then, the control action for each subsystem is based on the local measured states and on the mean values of the bounds of the unmeasured states. The performance of the robust controller combined with the robust observer was shown to be significantly better than that of a robust controller that uses a nominal model based observer. 
