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CHAPTER I 
INTRODUCTION 
1 
Since the discovery of the spin-echo by Hahn [1] in 
1950, the study of nonlinear echoes has evolved continuously 
into a very wide research area ranging from photon and 
cyclotron echoes to echoes in piezoelectric crystals and 
powders. In recent years, short- and long-term echoes in 
various nonlinear systems have been studied by several 
groups [2,3,4,5]. Table 1.1 summarizes the echo systems and 
the i r principal characteristics. A comprehensive review of 
the investigations in this field can be found in [6]. 
The short - t erm or dynamic echo (also called a 
2-pulse echo) arises in a system due to one or more of the 
following nonlinearities : 
(a) Nonlinear excitation, 
(b) Anharmonicity, 
(c) Energy-dependent collisions or loss. 
It has been established that the mechanism for echo 
generation resides in the parametric interaction of a 
collection of resonators or eigenmodes with an applied 
electric field in the presence of an odd-order nonlinearity. 
2 
The nonlinearity is commonly manifested in the e xcitation 
amplitude, or, in some cases, in an amplitude-dependent 
shift of the oscillator or mode frequencies. In either case, 
the result is that the system, excited at t=O by a 
"write-in" pulse, followed at t=T by a "recall" pulse, 
undergoes phase conjugation in the frequency domain, which, 
in the time domain, leads to a physical reversal of the 
signal in space and time, thereby producing at t=2T an 
"echo" of the "write-in" pulse. 
The twin processes of phase conjugation and time 
reversal are the underlying mechanisms in virtually all 
dynamic echo systems, from spin echoes to echoes in 
piezoelectric powders. Phase conjugation can be brought 
about only by the presence of a nonlinearity in the system. 
Thus, the principle s of phase conjugation and time reversal 
apply to all three types of nonlinearities mentioned 
earlier, although the variation of the echo amplitude with 
the pulse separation is different for each type of 
nonlinearity. In some cases, however, the description of the 
echo by phase conjugation and time reversal is more 
mathematical than physical. 
Fig.I.1 gives a convenient physical picture of how 
phase conjugation automatically leads to time reversal and 
hence an "echo". Thus, when the phases exp(j¢ ) of the 
T 
oscillators in an ensemble are conjugated at t=t to 
exp(-j~ ), it is easy to see that at t=2t, the oscillators 
t 
3 
rephase, thereby generating an "echo" of the original signal 
pulse. 
A large number of theories and models have been 
suggested to explain static and dynamic echo phenomena. 
These range from models based on precessing magnetic spins 
and dipoles to electroacoustic interaction and particle 
orientation [7,8,9,10]. However, most theories have been 
unable to integrate the various aspects of nonlinear echoes 
under a common principle. Thus, while appearing to explain 
the dynamic 2-pulse echo fairly well, the electroacoustic 
interaction model, for example, cannot readily account for 
the virtually indestructible static echo. 
In 1978, Korpel proposed a parametric theory to 
explain the dynamic echo [11]. In this theory, the system of 
independent oscillators or propagating eigenmodes is 
visualized as a "Fourier Space", where the spectral 
components of an input signal are preserved physically by 
the individual particles or modes. When excited by an input 
pulse, the individual oscillators or modes respond 
independently to different frequencies, and continue to do 
so even after the macroscopic signal loses phase coherence 
and decays due to the finite system bandwidth . Thus, 
4 
effectively, the Fourier transform of the signal pulse is 
now "stored" in the system . The "recall" pulse triggers a 
nonlinear mechani sm by which a parameter in the system 
(static electric field across a crystal [9] or capacitance 
in an oscillator) is made to vary at 2w, where w is the 
resonant frequency of the oscillator. It can be shown 
readily that the above process leads to an echo pulse at 
t=2t following two delta pulses applied at t=O and t=t 
respectively. 
The merit of the parametric formalism lies in the 
fact that in addition to explaining dynamic pulse echoes, it 
may also be extended to any general signal e(t) of finite 
duration. If ¢(w) is the frequency spectrum of e(t), it may 
be shown that, for a cubic nonlinearity, the spectrum of the 
, 
parametrically generated signal E (t) is proportional to 
2 * ¢ ¢ , where the star denotes complex conjugate. In the time 
domain, this corresponds to a triple product involving 
convolution and correlation. In particular, if e(t) consists 
of an arbitrary, finite-duration signal e1(t) and a delta 
, 
pulse, then E (t) is shown to represent a delayed, 
time-reversed version of the signal e1(t) itself. It is also 
interesting to note that the triple product formalism is 
analogous to the one used in Fourier holography, if ¢(w) is 
taken to represent the sum of the reference wave and the 
signal wave . 
5 
Furthermore, the parametric formalism can be used to 
analyze the long-term or memory echo as well . By assuming 
that the coupling factor K to the individual oscillators is 
modified by the input signal e(t) as ~K~I¢(w) 1 2 , the 
, , 
recalled signal E (t) can be shown to involve a convolution 
and correlation triple product of e(t) and e (t), where 
r 
er(t) is the recall pulse applied at t=T. If e(t) consists 
of two well-separated functions e1(t) and e 2 (t-T), the 
useful part of the recalled signal in this case will be a 
non-time-inverted replica of e 2 centered at t=T+T, whenever 
e 1 is a delta pulse. 
The implications of the above results are 
significant, and hence our efforts to investigate in detail 
the various aspects of the parametric formalism from both 
short- and long- te rm perspectives . From the mathematics of 
the parametric formalism, as well as the physics of 
nonlinear echoes, it is clear that such phenomena can be 
used in novel methods of signal processing, like 
convolution, correlation, frequency-selective storage, pulse 
compression, wavefront reconstruction, and, most of all, 
permanent storage and recall of arbitrary analog signals. 
In many ways, the parametric formalism is strikingly 
similar to the principles of optical holography. Thus, 
analogous to optics, both the phase and amplitude of the 
spectral components of a signal E1 , are stored by recording 
the pattern of interference with a signal E2 . The original 
signal is then reconstructed by using an appropriate 
"read-out" signal. Hence, the parametric formalism may be 
called "electronic holography". 
6 
The convolution and correlation triple product as 
formulated by Korpel for a memory echo is, curiously enough, 
identical to that suggested by Gabor [12,13] in his 
follow-up papers to Longuet-Higgins' work on "holographic 
model of temporal recall" [14]. Intrigued by the behavioral 
problem of recall and recognition, Longuet-Higgins suggested 
a model consisting of a bank of resonators whose coupling 
constants were to be altered by an amount proportional to 
the energy in the spectral components to be stored. When 
working on this specific problem, neither Longuet-Higgins 
nor Gabor appear to have been aware of the then emerging 
field of nonlinear echoes. Korpel, on the other hand, was 
unaware of the Longuet-Higgins and Gabor papers when 
deriving his parametric theory of short- and long-term 
echoes. The above represents a remarkable concurrence of 
ideas, and actually demonstrates that electronic holography 
is more universal than just a possible storage and recall 
mechanism of the brain. 
7 
In the initial stages of our investigation, our 
thoughts were to construct physical models of actual 
systems, using nonlinear electronic resonators. Korpel's own 
experiments with electronic holography [11] prior to 1978 
using 20 parallel LC circuits tuned 25KHz apart around 2MHz, 
with varactor diodes as the nonlinear elements, proved to be 
quite encouraging. These experiments with relatively few 
resonators clearly demonstrated that 2- and 3-pulse echoes 
could be generated in accordance with the principles of 
electronic holography . However, due to the limited number of 
resonators used, the experiments could not demonstrate the 
generalized properties of electronic holography, like 
time-inverted and non-time-inverted recall of arbitrary 
signals. 
We later conjectured that trying to build and test 
100 or more nonlinear circuits involved insurmountable 
complexities. In light of today's advanced VLSI and other 
integrated circuit technologies, one might be tempted to 
perform echo experiments with such circu~try. However, it 
must be realized that a successful echo experiment requires 
a high density of resonators tuned to a wide band of 
frequencies, with each resonator having a highly selective 
frequency or amplitude-dependent nonlinear element. 
Tailoring a nonlinear element to a specific type of 
nonlinearity is a prohibitively difficult task. Hence we 
eventually decided not to pursue echo experiments via 
electronic hardware. 
8 
Our next attempt was to explore the possibilities of 
carrying out novel echo experiments in acoustic media with 
comprehensible acoustic modes over a broad range of 
frequencies. These investigations took many months of 
experimental testing, with mostly negative results. 
In our work with PZT transducers of different 
shapes, sizes and electrode structures, mode spectrum (using 
frequency sweeps) and tone burst experiments indicated that 
although a high density of modes was present, the 
resonances, in general, appeared in clusters separated by 
regions of relatively few resonance peaks. The main cluster 
was usually around the thickness resonance fT of the device. 
Subsequent clusters appeared to be more pronounced near 
odd-order harmonics (though progressively weaker) of fT. 
Fig.l.2 shows a typical mode spectrum plot. 
For the purpose of nonlinear signal storage, it is 
desirable to have a large number of resonances which are as 
uniformly distributed as possible. Most of the resonance 
experiments yielded spectral and temporal data that were 
hopelessly mangled and incomprehensible. The resonances were 
spurious and non-uniform, and modes were hard to identify. 
These results were perhaps to be expected, considering the 
extremely complicated w-k patterns for the various modes 
that may be excited in elastic plates and cylinders, as 
shown in Fig.l . 3 [15]. 
The only resonance experiments that appeared to 
produce meaningful results consisted of tone burst and d.c. 
bias experiments with thin PZT-S plates. The typical plate 
3 dimensions were 7Sx3SxO.2Smm , and the frequency range was 
between 1KHz to about 10MHz. Fig . l.4 shows the diagram of a 
typical PZT-S plate used in the resonance experiments. The 
typical w-k characteristics of some of the lowest order 
modes in a plate are shown in Fig . I.S. The preliminary 
experiments with short bursts (-S~s) in the range lKHz-SMHz 
9 
showed essentially two "clean" modes: a longitudinal (plate) 
mode, and (presumably) a shear mode. The modes (particularly 
the shear) appeared to be dispersive, since the burst 
arrival times varied with the frequency. The horizontal 
shear mode in principle is not dispersive but could become 
so at low frequencies due to the finite transverse plate 
dimensions. For very low frequencies, the modes would seem 
to break up, while for frequencies above SMHz, they would 
disappear (this could be due to the large attenuation at 
high frequencies). An experimental plot of group velocity Vg 
as a function of frequency indicated that the longitudinal 
10 
plate mode was essentially non- dispersive over 200KHz - 2MHz, 
with v -3200m/sec. The shear mode, however, was clearly g \ 
dispersive in the same range, since v was found to vary g 
from 1600m/sec to 2150m/sec. 
To test if a strong R.F. pulse would induce 
nonlinearity in the modes (which is required for an echo 
experiment), a d.c. bias was applied to the sample across a 
separate pair of electrodes. With the bias varied from 
0-400V (resulting in a maximum field of 16kV/m, close to the 
breakdown field) across the plate, there was negligible 
change in the amplitude of both the plate and the shear 
modes. However, on an expanded time scale, a change in the 
arrival times of both modes could be clearly observed. The 
velocity change was found to be 1.5% for the plate mode and 
2.3% for the shear mode. Thus, it was evident that the bias 
induced weak nonlinearities. 
At this stage in our investigations, we decided to 
change directions and conduct design and execution of model 
experiments to test the theoretical foundations of 
electronic holography by using the SPICE simulation program. 
This, to our surprise, led us to discover that SPICE is 
indeed suitable for simulating large scale systems, with 
accurately controlled nonlinear parameters. It therefore 
seems possible that SPICE may be used effectively to 
simulate a wide variety of other nonlinear experiments as 
well . 
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To check how well SPICE could control a nonlinear 
par~meter, we started with simple experiments of which the 
outcomes were known beforehand. Later on, however, with more 
complicated inputs and circuits, SPICE predicted completely 
unexpected responses. It was subsequently confirmed that 
these responses were not computer artifacts but instead 
reflected the real physics of the situation. These findings 
attest to the reliability of SPICE in describing complicated 
systems accurately. 
Using SPICE experiments, it has been possible to 
verify most of the important aspects of electronic 
holography. The generation and properties of dynamic echoes 
under different t ypes of nonlinearities have been 
extensively tested, and some new information has been 
garnered in the process. The case of pulse and generalized 
memory echoes has also been tested, and the results have 
been fairly satisfactory. Most of all, the simplicity with 
which the intriguing concept of memory echoes has translated 
into the circuit implementation on SPICE, and the closeness 
of the results to predicted behavior have been somewhat of a 
pleasant surprise. 
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Since the SPICE computer modeling experiments have 
been the main thrust of this research, we devote the 
remaining chapters in this thesis to detailed discussion of 
those experiments. The organization is as follows. 
In chapter II we discuss dynamic echoes with 
anharmonic nonlinearity. We start with simple modeling 
experiments which are later extended to more complex 
nonlinear circuits. The effects of instability, the 
generation of linear echoes, and the nonlinear echo 
dependence on the pulse separation t and the pulse 
amplitudes Al and A2 are discussed. The results are compared 
with the analytic theory developed in the appendices. Both 
pulse and general signal excitations are discussed, and the 
unexpected splitting of the echo at high level excitation is 
reported . Finally, time-inverted recall (with exact analog 
as well as sampled inputs) and non-time-inverted recall of 
arbitrary signals (it is shown that the latter are not 
feasible in the dynamic ·· domain) are discussed in some 
detail. 
Chapter III details dynamic echo experiments with 
nonlinear coupling. We discuss briefly how efforts at 
creating nonlinear excitation configurations proved to be 
futile (once again, we learned through SPICE why such 
configurations would not work), and led us finally to the 
simpler and useful output coupling configuration . The 
gradual build-up from single to multiple circuits, and the 
echo dependence on T, Al and A2 are then discussed. 
Time-inverted recall experiments are also reported. 
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Chapter IV is a relatively short chapter in which we 
discuss, for the sake of completeness, the case of dynamic 
echoes with nonlinear damping. It is shown how an input 
nonlinearity configuration automatically leads to a 
predominantly nonlinear damping environment. Although the 
SPICE experiments in this case have been relatively 
inconclusive, we attempt to study theoretically the 
feasibility of generating dynamic echoes using nonlinear 
loss. We show by comparing the theoretical results with the 
SPICE experiments that with the parameters chosen, 
generation of the echo under nonlinear loss is not possible 
since at least one of the important conditions is violated. 
Long-term or memory echoes, which are the most 
intriguing of all nonlinear echo phenomena, have been 
studied by using electronic holography principles on SPICE. 
The results are presented in chapter V. We restrict 
ourselves to an ensemble of linear resonators similar in 
structure to that used for nonlinear coupling. It is shown 
how, very simply, by altering the individual circuit 
coupling parameter in accordance with the amplitude squared 
14 
of the corresponding spectral component in the input, it is 
possible to realize memory echoes with practically no limit 
to the recall time . This is perhaps the most versatile 
phenomenological implementation of the memory echo in the 
sense that it treats pulse as well as arbitrary input 
signals, and places no restriction on the recall time, in 
contrast to previous explanations for "anomalous 
persistence" based on acoustic holograms, particle 
orientation or plastic deformation [16,17,18]. Time-inverted 
and non- time-inverted memory echoes of arbitrary inputs are 
also realized with electronic holography principles . We also 
present, as a general signal processing demonstration, the 
case of a static echo correlator. 
Chapter VI concludes this document by evaluating the 
overall SPICE performance, its feasibility, limitations, 
speed and costs of implementation . The merits of the 
parametric formalism and electronic holography in explaining 
most aspects of nonlinear echoes are also briefly 
overviewed. 
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Figure 1.1. Illustration of phase 
conjugation concept. Only three frequency 
components are shown (after Korpel and 
Chatterjee [6]). 
15 
00 
PZ.T-S 
200 1<.- '00 IeHe 
LI"' ...... S ........ r 
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spectrum plot for PZT-S plate. 
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Figure 1.3. Frequency spectrum of 
longitudinal and flexural modes in an infinite 
plate having a Poisson's ratio of 0.31 (after 
Meeker and Meitzler [15]). 
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Figure 1.4. A typical PZT-5 plate 
with electrodes used in resonance 
experiments. 
I 
I 
I. 
I 
I 
I Vp 
/ ~_-~~~VR 
k 
Figure 1.5. Typical w-k characteristics 
of the lowest order modes in a plate. 
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Table 1.1 
Types of echoes and their 
characteristics (from 
ref. [6]) . 
Prob.ble 
Typ. ".t.. NODlin •• rity 
Spin echo Pnce •• ta. nuchar .pin. in ..... - (.) 
n.tic fi.ld; el.ctron apin. ln 
f.rroaa.n.tic .. t.ri.l. 
Photon .cho Osc1U.Un. el.ctric dipol •• 01' CrJ+ (.) 
10n. ln rub, cry.t.l and of S'b 
Parriaall'.Uc Pnc •• ain .... n.Uc .pin. with (b) 
.cho .cd.r.t.l, hilh couplinl 
Cyclotrllll .cho Gyr.Unl fn. el.ctron. of a ' pl..... (b). (c) 
Nol.cul.r echo 
Pl.... w.v. 
echo 
nux01d .cho 
Phonllll .cho 
in cry.,.la 
Phonon echo 
in powd.ra 
in • "an.tic fi.ld 
Rotatinl .olecul •• ln a sa.; ovcil-
l.tinl .l.ctric dipole. 1n NNJ 
Stre •• 1nl fr •• el.ctron. in • rl •••• 
Pluxoid .xcit.tion. in' type II auper-
conductor. 
El.ctro.cou.tic intaraction. in bul k 
pi.aoalactric crya,.l. 
O.cillaUnl powder Brain. undel' 
intan •• r.f. electric fielda 
(.) 
(.).(b) 
(b) 
(a) 
(b),(d) 
POBaible Nonlin •• r Effects 
(a) Nonline.r excit.tion 
(b) Anharmonici'y 
(c) Nonlin •• r d.mping 
(di P ...... n.n' plosUc 
defol1Utionslc".nl. of 
couplinl conatant. due 
to nonline.r stre •• snd 
str.in in o.cillatora 
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CHAPTER II 
DYNAMIC ECHOES WITH 
ANHARMONIC NONLINEARITY 
11.1 SPICE Modeling of a Single 
Nonlinear Circuit and an Ensemble of 
Linear Circuits 
1 1 .1.1 Modeling a Non linear Capacitor 
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To start our SPICE modeling experiments, we decided 
to first set up a relatively simple test model as a primary 
element upon which we could base more complicated circuits 
later. A convenient test model that was set up on SPICE is 
shown in Fig.2.1 ( a ) . Co is a linear capacitor placed in 
series with a nonlinear dependent voltage source f(V). The 
source f(V) is related to the voltage V between the nodes 1 
and l' through a polynomial series . A nonlinear dependent 
voltage source is a very useful tool for nonlinear circuit 
modeling on SPICE . 
If we let 
( 2 . 1 ) 
where a 3 is a constant, we can show in a few simple steps 
(see Appendix A) that the arrangement in Fig.2.1(a) 
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represents an amplitude-dependent large signal capacitance 
CIs given by: 
(2.2) 
where Vo is related to V through V=VOsinwct, and we assume 
that the system in which CIs is to be used will be 
tuned close to Wc so that all higher harmonics of Wc will be 
rejected. 
Note that (2.2) indicates a change in the 
capacitance Co given by: 
(2.3) 
Thus, if one were to use the above nonlinear 
capacitor in an RLC resonator, then the resonant frequency 
of the resonator would change by an amount that could be 
easily predicted and verified. An expected step response for 
such a circuit with a31vo12=1 is shown in Fig.2.1(b). 
The test model of Fig.2.1(a) was set up on SPICE 
with an input V=VOsinwct. The current I through the 
capacitor was plotted. The total current (i.e. not rejecting 
third harmonic terms) expected from Fig.2.1(a) is given by: 
The result obtained showed harmonic distortion in 
the current as expected from (2.4). The theoretical current 
and the SPICE output are plotted in Fig . 2.1(c) and (d) 
respectively. Note that the plots agree fairly well . 
I1.1.2 SPICE Experiment 
with Nonlinear RLC Circuit 
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The nonlinear capacitor model of Fig.2.1(a) was next 
used in a parallel RLC circuit, excited by a current step. 
For use in SPICE, the circuit of Fig . 2.2(a) was replaced by 
its Thevenin equivalent (Fig . 2.2(b», with the current step 
replaced by a voltage step Vdc in series with a resistor R. 
The nominal parameters of the linear equivalent of 
Fig.2.2 are: 
( i ) 
where Wo is the damped resonant frequency. 
(ii) 
where 1dc=Vdc/R. 
( i ii) 
where 
Iv I =V /w C R=V /Q out max dc 0 0 dc 0' 
is the resonant Q of the circuit. 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
For a nonlinear circuit the capacitance and hence the 
resonance frequency depends on the voltage. For a relatively 
slow decay one may then expect that the frequency of 
oscillation changes monotonically during the decay. 
For the SPICE experiment, the following parameters 
were chosen: 
CO=58pF 
L=0.14rnH 
R=200K 
Vdc=lOV 
3 f(V)=a3V , a 3 variable 
QO-129. 
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With these values, Iv I in (2.6) was estimated to o max 
be about O. IV. 
Now the linear (small signal,ss) and nonlinear 
(large signal,ls) resonance frequencies can be written as: 
1/2 fO =1/2~(LCO) -1.77MHz, 
,ss 
(2.9a) 
and (2.9b) 
provided that (2.9c) 
Note that according to (2.9b), the frequency fO,ls 
depends on the voltage IVOI, and hence on time. We, however, 
concentrate on its value near t=O, where the voltage is a 
maximum. 
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Using (2.9a-c), the values of fa and fa 1 for 
,ss , s 
different values of a 3 were numerically computed, assuming 
IVai -0. IV. max 
The circuit of Fig.2.2(b) was then set up on SPICE, 
and run for different values of a 3 . From the decaying 
oscillatory nature of the linear step response (as in 
(2.5», it is clear that the nonlinear capacitor will change 
from Cls near t=O, to the steady-state value of Co as t~~, 
when the response goes to zero . Thus, if the SPICE model 
works right, the frequency of the response near t=O should 
follow (2.9b), and as t~~, it should approach the small 
signal value of (2.9a). From the actual response plots, it 
was found that for a 3 <27, the experimental values of f ls 
were within +10% o f the theoretical values. The values of 
fss were almost exactly as predicted. The results are 
summarized in Table 2.1a. Note that from (2 . 2) and (2.9), 
f ls will be larger than fss if a 3 is positive, while the 
reverse will be true if a 3 is negative. Since a 3 was chosen 
positive in the SPICE experiment, f ls was indeed found to be 
greater than f , as expected. Fig . 2.3 shows a typical step 
ss 
response from SPICE. 
In summary, the following observations were made: 
(a) For 0<a3 <27, the system outputs were as predicted. 
The frequencies, decay times and amplitudes were reasonably 
accurate. 
(b) For 29<a3 <49, and for a 3 >56, the system gave an 
error message that read "INTERNAL TIMESTEP TOO SMALL FOR 
TRANSIENT ANALYSIS" . 
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(c) For a 3 =28, the system output was a positive ramp, as 
in Fig.2.4(a). 
(d) For a 3=56, the system output was a negative ramp, as 
in Fig.2.4(b). 
11.1 . 3 Instability in Model Circuit 
The failure of the model circuit for certain values 
of a 3 led us to conclude that the circuit becomes unstable 
under certain conditions. At first glance, it seems obvious 
from (2 . 2) that if 
(2.10) 
then the value of CIs becomes negative, and as far as the 
SPICE analysis is concerned, the circuit becomes physically 
meaningless. 
Using a phasor analysis at one frequency, we can 
derive another instability (jump effect) [19] condition 
given by: 
(2.11) 
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However, since (2.11) only applies to a sinusoidal 
input, it probably cannot be used to define instability to a 
step input. 
2 From the SPICE experiments, a check on the a3tVot 
product at the transition from stable to unstable indicated 
that: 
(a) With R=200K, QO=129, 
(b) With R=20K, QO=12.9, 
The above experimental values indicated that the 
exact description of the instability was different from 
(2.10) or (2.11). Fortunately, it turned out that during 
subsequent theoretical and experimental investigations, the 
origin of the instability became clear. We discuss this 
next. 
When the nonlinear parallel RLC circuit of 
Fig.2.2(b) was excited by a triangular pulse, the closest 
approximation to a delta pulse on SPICE (with SOns rise and 
fall times, and a 10ns plateau), all stable outputs 
exhibited the damped oscillatory behavior of Fig.2.S. In all 
cases, it was found that whenever (for a given input and a 3 ) 
the product a3tvot2 exceeded about 0.25, the system became 
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unstable . The experiment was done over an input voltage 
range of 0.2V to lOOV, and a range of a 3 between - 10
2 
and 
+10 15 . It was also observed that for negative values of a 3 , 
the system was never unstable (see Table 2 . 1b). To find a 
satisfactory explanation for this problem, we used an 
analysis based on injected charge, which we discuss next. 
II.1.4 Stability Analysis of 
Nonlinear Capacitor from Injected 
Charge Approach 
For the nonlinear capacitor of Fig.2.1(a), it may be 
shown that (see Appendix B), for a 3 >O, there is a maximum 
limit to the amount of charge that can be injected into the 
device. This charge, Q . ,is given by: 
~max 
(2.12) 
and it occurs when 
(2 . 13a) 
where V . is the output voltage of the corresponding 
o~ 
nonlinear resonator. 
Thus, for a 3 >O, the system becomes unstable when 
(2.13b) 
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which is close to the value found in the SP I CE experiments 
(see Table II.1b) . 
On the other hand, when a 3 is negative, there is no 
theoretical limit to the amount of charge that can be 
injected . Thus, for a 3 <O, the SPICE experiments should not 
be unstable for any pulse amplitude or duration. Fig.2.6 
shows a qualitative plot of Qi vs. Voi for different signs 
of a 3 . 
For a triangular pulse input, the following input 
voltage and injected charge conditions for stability can be 
derived: (unstable if) 
V . >RQ. /[(1/2)(t +tf)+t ], lnp lmax r w (2.14) 
or, equivalently, (2.15) 
where V . is the peak pulse amplitude, and t , t f , and t lnp r w 
are the pulse rise, fall and duration time respectively. 
From the nonlinear SPICE experiments, it was 
verified that all the unstable outputs satisfied the 
conditions (2.14) and (2.15). In subsequent nonlinear echo 
experiments, it was found that the stability condition 
(2 . 15) would strictly have to include the total injected 
charge from all the applied pulses, for a multiple pulse 
input . This will be discussed in section II.2. 
II . 1 . S Step and Pulse Response 
of Linear Parallel RLC Circuit 
29 
In order to build up an appropriate nonlinear echo 
model with multiple electronic resonators, it is necessary 
to analyze the step and pulse response of a linear RLC 
circuit, and verify the results on SPICE. The experimental 
results for both inputs have been discussed in the preceding 
pages. The theoretical results are presented here for 
completeness. 
Case A: Step Input 
The key results may be summarized as follows: 
1/2 w
n
=l/(LCO) =undamped natural frequency. 
~=(1/2R)(L/CO)1/2=damping factor. 
1/2 
R>(1/2)(L/CO) 
(2.16a) 
(2 . 16b) 
(2.16c) 
(2.16d) 
(2.16e) 
(2.16f) 
(2.16g) 
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Case B: Pulse Input 
The closest approximation to a rectangular pulse on 
SPICE is a narrow triangle with a plateau at the apex. Using 
a triangle pulse of height V and base width 2T as input, we 
can show that the response of a linear parallel RLC circuit 
will be: 
-(t-T)/2RCO 
-2VL/RT(1-e (coswO(t-T)-(1/2QO)sinwo(t-T»)u(t-T) 
-(t-2T)/2RCO 
+VL/RT(1-e (coswo(t-2T)-(1/2QO)sinwO(t-2T»)x 
xu(t-2T), 
(2.17) 
where Wo and QO are defined in (2.16). 
It can be shown by using some algebraic 
manipulations that if we let QO~~' t>2T, and 2T«2TI/w O' then 
the solution in (2.17) reduces to the form: 
-t/2RCO VO=(VT/RCO)e coswot, (2.18) 
where VT is the area of the triangle. Note that (2.18) is 
identical to a delta function response. This is to be 
expected as the applied pulse is much shorter than one cycle 
of the resonance frequency. 
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A typical analytical plot of (2.17) is shown in 
Fig . 2.7(a) . It shows an oscillatory behavior, with an 
initial rise in the amplitude after the first cycle. This 
compares fairly well with the typical SPICE output shown in 
Fi g . 2.7(b) . Note that the SPICE plot corresponds to a small 
nonlinearity parameter a 3 (-.01), and a pulse amplitude of 
100V, while the analytical plot corresponds to a 3=O, and a 
pulse amplitude of 10V. This accounts for the difference in 
the amplitude scales in the two plots. 
II.1 . 6 Analysis of N Parallel RLC 
Circuits Excited by a Common Source 
A natural extension of the one resonator nonlinear 
circuit is the cas e of N resonators with a resonant 
frequency separation ~f . A block diagram representation of 
c 
the system is shown in Fig.2.8. 
For the macroscopic response of the system in 
Fig.2.8, we can write: 
where 
and 
N 
T(w)= LT . (w), 
i=ll 
T. (w) = j w L . / ( R ( 1-w 2 L . CO) + j w L. ) . 
1 1 1 1 
(2.19) 
(2.20) 
(2.21) 
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The above system may be solved in two ways. One way 
is to find the exact impulse response by adding up the 
individual impulse responses of the resonators. The second 
way is to approximate each transfer function in (2.21) for 
large Q by a sum of delta functions, and solving the 
resulting system by Fourier analysis. 
Case A: Exact impulse response 
Using a Laplace transform approach, we can show that 
the exact impulse response of the system in Fig.2.8 is given 
by: 
-t/2RCO N VO(t)=(A/RCO)e L(cosw.t-(l/2QO . )sinw.t), i=l ~ ,~~ (2.22) 
where A is the area of the impulse, and 
Qo . =w . RCO ' ( 2 . 23 a ) ,~ ~ 
wc=center frequency of the ensemble, 
~w =frequency separation=w·+ 1-w., c ~ ~ (2.23c) 
and N=number of resonators (taken to be odd for symmetry). 
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If we assume in (2 . 22) that QO .»1, then using a , ~ 
few simple algebraic steps, we can express it as follows: 
-t/2RCO VO(t)=(A/RCO)e «SinNAw t/2)/(sinAw t/2»cosw t. 
c c c 
(2.24) 
Note that the carrier frequency in (2.24) is exactly 
the center frequency of the ensemble. 
Case B: Approximation for QO~~ 
If we assume that QO .~~ for each resonator in the , ~ 
ensemble, then we can approximate the transfer function of 
each resonator by the sum of two delta functions. Thus, if 
for each resonator, 
(2.25) 
then T. (w)-(1T/RCO)(6(w-w . )+6(w+w.», 1 ~ ~ (2.26) 
where 6(w+w. )=the limit of the function sketched in Fig.2.9 
~ 
when RCO~~. 
The validity of the limiting form of T. (w) as in 
~ 
(2.26) is demonstrated in Appendix C. 
As a further check, we find that if we use (2.26) to 
find the response of the network to a delta function of 
height A, we obtain: 
(2.27) 
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which is in agreement with (2.22) when QO~~ . 
Using (2.26) we can write the overall transfer 
function as: 
N 
T ( W ):= L ( 1T /RCO ) ( 0 ( w - w . ) + 6 ( W +w . ) ) • i=1 1 1 (2.28) 
If we let the input Vi(t)=AO(t), then (2.29) 
-1 N VO(t)=(A1T/RCO)F (L(O(W-W. )+15(w+w . ))L 
. 1 1 1 1= 
(2 . 30) 
where F- 1 denotes inverse Fourier transform. 
It is simple to show from (2.30) that: 
VO(t)=(A/RCO)«sinN~w t/2)/(sin~w t/2))cosw t. c c c (2.31) 
Note that (2.31) is identical to (2.24) except for 
the exp(-t/2RCO) factor. However, if we recall that (2.31) 
was derived assuming QO . ~~, it is obvious that the , 1 
exponential decay factor is missing because RCO~~ as QO,i~~. 
Hence, both methods yield identical results. 
Equations (2.24) and (2.31) are analogous to the 
diffraction pattern due to N point sources with constant 
spatial separation, and to the electric field pattern of N 
locked modes with zero relative phase in a laser [20,21] . 
Hence, the impulse response of N electronic resonators with 
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fixed resonant frequency separation is a good electrical 
analog of the above optical phenomena. Fig.2 . 10 shows a 
plot of the (sinNAw
c
t/2)/(sinAw
c
t/2) factor in (2.31). From 
the plot, we can draw the following conclusions: 
(a) The envelope of the response consists of a periodic 
array of major peaks occuring at: 
t=kT, k=O,l,2, .. .. (2.32) 
where T=l/Af =21T/AW , 
c c (2.33) 
is the separation between the peaks. These major peak 
responses are known as the "linear echoes" of an ensemble. 
(b) Between adjacent linear echoes, the response contains 
(N-1) zeroes, and its amplitude is smaller than l/N of the 
largest linear echo amplitude. 
(c) Due to the finite bandwidth, the linear echoes 
undergo an exponential decay with a time constant of 2RCO. 
(d) The width of the linear echo, measured between the 
center and the first zero (or, equivalently, between 2/1T 
points) is given by: 
(2 . 34) 
(e) In addition to the major peaks, there are also minor 
peaks or sidelobes that occur at: 
t=(n+1/2 )!NAf , n to, kN, 
c 
(2.34a) 
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where k and n are integers, and these peaks have the same 
width as the major peaks. The important difference between 
the major and the minor peaks is that they have an amplitude 
ratio of N. ThUs, in the normalized plot in Fig . 2 . 10, the 
major peaks have an amplitude of N(=5), while the minor 
peaks have an amplitude of 1. From this, we can infer that 
in order to suppress the sidelobes (to reduce interferences 
in nonlinear echo experiments), we should make N as large as 
possible. 
A SPICE experiment was performed with 21 linear 
parallel RLC circuits with the following parameters: 
N=21 
~fc=25KHz, 75KHz 
R=lM 
CO=58pF 
f =2MHz 
c 
Td=2RCO=116~s 
(QO)center=729 . 
From Table 2 . 2 which summarizes the findings, it is 
clear that the theoretical and SPICE results compare very 
well in terms of linear echo width, time of occurence and 
amplitude. Fig.2 . 11(a)-(c) show typical linear echoes 
obtained from SPICE. Fig.2 . 11(a) and (b) show the first and 
second linear echoes respectively for N=21, while 
Fig.2.11(c) shows the first linear echo for N=101 . 
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Thus, it has been possible to model 21 (and later 
101) linear resonators on SPICE, and the results have 
compared favorably with theory. The amount of computer time 
required for SPICE calculations with 21 linear resonators 
was less than 10 minutes for a circuit time of 85~s. We will 
discuss further the limitations and usefulness of SPICE in 
the analysis of large scale circuits in chapter VI . 
11.2 Electronic Holography on SPICE 
Using an Ensemble of Nonlinear 
Circuits 
Having successfully modeled 101 linear resonators on 
SPICE, we next exte nded our approach to explicit forms of 
nonlinearity in the system, and also theoretically analyzed 
the details of the specific nonlinear echo processes against 
which the SPICE experiments could be tested . In the 
remainder of this chapter, we discuss the theoretical 
derivations and SPICE experiments pertaining to nonlinear 
echoes in the presence of anharmonic nonlinearity. 
II . 2 . I Nonl i near Echo 
Generation by Anharmonic 
Nonlinearity 
Case A: Nonlinear response to two delta pulses 
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Suppose the system under consideration consists of a 
large number (N) of resonators, each with bandwidth W equal 
to I/RCO' and spread between wc-Wb/2 and wc+Wb/2. Let the 
input excitation consist of two delta voltage pulses of 
areas Al and A2 applied at t=O and t=t respectively . The 
linear macroscopic response of the system is now given by: 
N jwit N jwi(t-t)] 
Vl(t)=Re[AI~Le +A2WLe , ~=I i=1 (2.35a) 
N jw. t N jwi(t-t) 
=Re«NAIW/Wb) . L e ~ (Wb/N)+ (NA2W/Wb ) . L e (Wb/N», ~=I ~=I 
(2 . 35b) 
which, for large N, may be approximated as: 
jw(t-t) 
e dw), 
(2.36a) 
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Note that we have assumed high Q resonators so that 
exponential decay factors may be ignored. 
For an individual resonator at frequency w the 
effective excitation amplitude at t=t is given by: 
-jwt 
a=IA1W+A2We I (2.37a) 
(2.37b) 
Note that the dimension of "a" in (2.37) is <volts> 
for voltage pulse inputs. 
Now, suppose that at t=t, the individual resonators 
undergo a frequency shift (which, as we will show later, can 
be brought about by a cubic nonlinearity parameter in the 
nonlinear capacitor model) given by: 
2 6.w=-exa , (2.38) 
where ex is assumed to be a constant, and "a" is defined by 
(2.37). 
Using (2.37) and (2.38) in (2.36), we can now write 
the nonlinear macroscopic response for t>t as: 
j(w+6.w)t 
e dw 
j(w+6.w)(t-t) 
e dw). 
(2.39) 
From (2.39), we can show after some algebra (see 
Appendix D) that: 
222 
-jcxW (AI +A2 )t 
VNL(t)=NWRe(AIe 
00 n 
L (-j) x 
n=-oo 
jw (t+nt) 
xJn(bl)e c sincfb(t+nt) 
222 
-jcxW (AI +A2 )(t- t) 00 n 
+A2 e L (-j) x n=-oo 
jw (t+(n- I)t) 
xJ
n
(b2 )e c sincfb(t+(n-I)t», 
40 
(2.40) 
where In(b l ) and I n (b2 ) are Bessel functions of order nand 
arguments b l and b 2 , and 
(2 . 4Ia) 
(2.4Ib) 
Note that the two terms in the parentheses in (2.40) 
consist of infinitely many sinc functions centered at t=-nt 
and t=(I-n)t respectively. For negative n, these will 
represent "echo" responses centered at t=-nt and t=(I-n)t 
respectively. For positive n, these terms will represent 
echo - like responses that occur virtually before t=2t, and 
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may physically extend into the observation region (t>2t). 
Now, for certain selected conditions, sinc functions 
occuring at the same time will be widely different in 
amplitude and neighboring ones will be well separated if 
l/fb»t. If, in addition, we assume that A2 »Al , then (2.40) 
will essentially predict "multiple" nonlinear echo responses 
at t=mt, m=2,3, ... Such multiple echoes have in fact been 
reported in the literature [2] . 
Specific Example: Dynamic 2-pulse echo 
Let us, in particular, examine the case when A2 »Al , 
and concentrate on the 2-pulse nonlinear echo at t=2t. From 
(2.40), this echo appears in the first term for n=-2, and in 
the second term for n=-l. However, near t=2t, these terms 
are different only in the amplitudes Al and A2 , and with 
A2 »Al , the first term may be neglected. Thus, the echo can 
be written as (n=-l) : 
222 
2t -jaW (Al +A2 )(t-t) jw
c
(t-2t) 
V NL ( t ) =NWRe ( j A2 e e x 
222 
=NWA2 sin(w c (t-2t)-aW (Al +A2 )(t-t»x 
(2.42 a) 
(2.42b) 
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Note that (2 . 42b) represents a sinc function 
centered at t=2t, which is the 2 - pulse anharmonic nonlinear 
echo. 
2 For small b 2 , i.e. 2aW A1A2 t«l, and assuming that 
the response has a narrow spread around t=2t, (2.42b) can be 
approximated as : 
2t 3 2 2 2 2 
VNL(t)-NaW AIA2 tsin(w
c
(t-2t) - aW (AI +A2 )(t- t»x 
xs incfb (t-2t). (2.43) 
Upon examining (2.42b) and (2.43), we may note that 
they illustrate the following well known properties of an 
anharmonic nonlinear echo [6] 
(a) For small t, the echo amplitude is related to the 
pulse amplitudes as 
2 
VDEocAIA2 . 
(b) The dynamic echo initially grows linearly with t, and 
then decreases for large values of t. Note that in an actual 
finite bandwidth, finite Q experiment, the decay of the 
nonlinear echo would be brought about not only by the J l (b2 ) 
factor in (2 . 42b), but also by an exponential decay factor 
due to the envelope decay of the resonator ensemble . This 
will be treated later when an actual circuit model is set 
up. 
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Case B Nonlinear response to a general si.gnal 
followed by a "recall" pulse 
This situation, under certain specific conditions, 
should result in a time inverted recall of a general input . 
Let the general signal be given by: 
jw t ~ j(w +Q)t 
Vin(t)=Re(g(t)e c )=Re((1/2~) J G(Q)e c dQ), (2.44) 
-~ 
where G(Q) is the spectrum of the (complex) envelope g(t). 
The response of a single resonator at w.=w +Q to 
~ c 
this input may be written as : 
~ j(w +Q)t 
Vi(t)=Re((1/2~) J G(Q)e c Ti(wc+Q)dQ), 
where T. is given by (2.21). We will however use the 
~ 
(2.45) 
approximate expression (2.26) to gain some rapid insight 
into the problem. In that case we have: 
~ j(w +Q)t 
Vi(t)=Re((W/2~) J G(Q)e c ~x 
where 
Or, 
-00 
x ( 0 (w + Q - w . ) + 0 (w + Q + W • ) ) dQ ) , 
c ~ c ~ 
W=l/RCO· 
jw.t 
~ V.(t)=Re((W/ 2)G(w.-w)e ), ~ ~ c 
(2.46a) 
(2.46b) 
where we assume that G(Q) is narrow enough such that 
G(-wi-w
c
) is small compared to G(Q) and may be ignored. 
Now the linear macroscopic response of a large 
written as: 
N jw.t 
~ Vl (t)=Re((W/2) E G(w . -w)e ). i=l ~ c (2.47) 
For N very large, (2.47) may be written as : 
N jw.t 
~ Vl (t)=Re( (NW/2Wb ) E G(w. -w)e (Wb/N», i=l ~ c 
which when N~~ becomes: 
jw . t 
~ G ( w . - w ) e dw . ) . 
~ c ~ 
(2 . 48) 
(2.49) 
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Now, if the spectral content of G is smaller than Wb 
then we may write: 
~ jQt jw t . 
Vl (t)=Re((NW/2Wb ) J G(Q)e e c dQ), (2.50) 
which, of course, is proportional to the originally applied 
function g(t). Now, let us apply both g(t) and A2 6(t-t) to 
this linear system. It is readily seen that in this case the 
linear response is given by: 
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jw t 00 j51t 
Vl (t)=Re«NW/2Wb )e c J G(51)e d51 
-00 
(2.51) 
Now, in a nonlinear system, there occurs at t=t, a 
frequency shift due to the voltage sensitive capacitance, as 
given by (2.38). The effective excitation across the 
resonator at w +51 is given by: 
c 
- j51t 
a=1 (W/2)G(51)+WA2 e I 
2 2 j51t 
=W( IG(51)1 /4+A2 +A2 (G(51)/2)e 
* -j51t 1/2 
+A2 (G (51)/2)e ) (2.52a) 
As a check, we may note that the dimension of "a" in 
(2.52) is also <volts>, as in (2.37). 
Next, if we assume that: 
(2.52b) 
then, using (2.38), (2.39), (2.52a) and (2.52b) in (2.51), 
the nonlinear response for t>t may be written as: 
2 2 
jwc(t-t) -jaA2 W (t-t) VNL (t)=Re«NW/Wb)A2 e e x 
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Wb/2 jQ(t-t) -ja(t-t)P(Q) 
x J e e dQ) , (2 . 53a) 
-Wb/2 
where P(Q) is given by 
2 2 2 jQt 2 * -jQt 
P(Q)=(W /4) IG(Q) I +(W /2)A2G(Q)e +(W /2)A2G (Q)e (2.53b) 
This is a rather formidable expression and cannot be 
easily reduced to a closed form without some 
simplifications. If we now make the additional assumption 
that : 
2 
I (t-t)a;(W /2)A2 G(Q) 1«1, (2.54) 
then we can expand the exponential term inside the integral 
in (2.53a) to obtain: 
2 2 
jw (t-t) -jaA2 W (t-t) VNL (t)=Re«NW/Wb)A2 e c e x 
Wb/2 jQ(t-t) 
x J e (l-ja(t-t)P(Q»dQ), (2 .55) 
-Wb/2 
where P(Q) is defined in (2.53b). 
Using (2.55) and carrying out the necessary algebra, 
we arrive at an approximate solution for the general input 
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case which contains the following four terms (see Appendix D 
for detai ls) : 
Term 1 
Term 2 
2 2 
NWA2cos(wc(t-r)-aA2 W (t-r»sincfb(t-r). 
3 2 2 
(NaW A2 (t-r)/4Wb )sin(w c (t-r)-aA2 W (t-r»x 
Wb/2 2 jQ(t-r) 
x JIG ( Q) I e dQ . 
-Wb/2 
3 2 2 2 
(2.56a) 
(2.56b) 
Term 3 : (NaW A2 (t-r)TI/Wb )sin(w c (t-r)-aA2 W (t-r»g(t). (2.56c) 
3 2 2 2 
Term 4 :(NaW A2 (t-r)TI/Wb)sin(w (t-r)-aA2 W (t-r»g(2r-t). 
c (2. 56d) 
where we have invoked the condition that the spectrum G(Q) 
is narrower than W. 
Of the four terms in (2 . 56), (2.56a) represents a 
sinc function centered at t=r. This term will have only a 
small tail in the region of interest. The term in (2.56b) 
represents, in the limit as Wb~~' a delay of the 
autocorrelation of the signal envelope. Under the 
assumption (2.52b), the contribution of this term to the 
response in the region of interest will be small. The term 
in (2.56c) represents the original modulated input, with a 
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different amplitude, and a frequency and phase-shifted 
carr ier . Note that since the recall pulse is applied at t=t, 
and the duration of g(t) is necessarily less than t, this 
term has negligible effect on the response in the region of 
interest. 
The only term of any interest in the observation 
region is (2.56d), which is the time inverted anharmonic 
echo term we seek. Note that according to (2 . 56d), the 
time-inverted echo term actually has a linear dependence on 
t. One would expect this term to distort the recalled signal 
g(2t-t). However, if we assume that g(t) is a sufficiently 
narrow time-limited signal so that g(2t-t) extends over a 
short interval around 2t, then the effect of the amplitude 
distortion will b e s mall. 
Thus, it seems reasonable to assume that as long as 
we do not use very high amplitudes and too large values of 
t, and satisfy the conditions (2 . 52b) and (2.54), the system 
described so far should yield time inverted anharmonic 
echoes. As we shall find later, if the condition (2 . 54) is 
violated, then we can no longer restrict the expansion in 
(2.55) upto the linear term, and this may result in 
undesirable higher order terms that overlap the inverted 
nonlinear echo at t=2t, and thereby may cause interferences 
that spoil the shape of the recalled signal . 
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Another important factor to take note of is that the 
result derived above does not contain any "multiple" echo 
term, as was obtained for the 2-pulse system. This, of 
course, is easy to explain. The higher order expansion terms 
that were left out in (2.55) would also result in multiple 
echoes involving complicated convolutions and correlations 
of g(t). However, under the assumption (2.54), these terms 
remain negligible. 
We must also note, at this point, that our analysis 
for the dynamic recall of arbitrary signals can be used to 
investigate non-time-inverted recall as well. To do this, we 
use the general mathematical procedure for electronic 
holography as outlined by Korpel [11] 
It may be shown [11] that the spectrum of a dynamic 
recalled signal in the presence of a cubic nonlinearity is 
given by 
2 * 
~ (w)=~ (w)~ (w), (2.57) 
where ~(w) is the spectrum of the input of duration T. 
Equation (2.57) is only valid for t>T. 
Now, suppose the input e(t) consists of a delta 
pulse at t=O followed by a general signal el(t-t) applied at 
t=t (the reversal of the above sequence leads to time 
inverted recall as we have seen before), so that 
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e(t)=o(t)+e1 (t-t) . (2 . 58) 
Then, ¢(w)=l+¢l(w)exp( - jwt). (2 . 59) 
Using (2 . 59) in (2 . 57), we can show that the only 
t e r m of interest in the recalled signal in the region t>t is 
given by : 
2 
¢nt(w)=¢l (w)exp(-2jwt), (2 . 60) 
which corresponds to a macroscopic signal given by the 
autoconvolution of e 1 (t-t). Thus, 
(2.61) 
Equation (2 .61) indicates that the domain of 
nonlinear dynamic echoes precludes non-time-inverted recall 
of a general signal, although it is possible to do other 
types of signal processing in the region of interest using 
this technique. 
II.2.2 Response of a Discrete Number of Parallel 
RLC Circuits to Two Delta Pulses, Without and With 
Nonlinearity 
We next apply the methodology developed in the 
preceding pages to specific electronic resonator ensembles, 
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in order to obtain the exact circuit responses under 
anharmonic nonlinearity . 
Case A Linear response, one resonator 
Using (2 . 18), it follows immediately that for two 
delta pulses of strengths Al and A2 applied at t=O and t=t 
to an RLC resonator, the response for QO»l may be written 
as 
-t/2RCO -(t-t)/2RCO VO(t)=(Al /RCO)e coswot+(A2/RCO)e x 
xcoswO(t-t)u(t-t), (2.62) 
where u(t) is a unit step. 
Note that (2.62) indicates decaying oscillations, as 
expected. 
Case B Anharmonic nonlinearity, one resonator 
+ Suppose that for t>t , the resonant frequency of the 
resonator is changed from Wo to wO+~w, where : 
2 
~w=-aa (2.38) 
where a is a constant, and a2 is defined by 
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2 '2 '2 
a =A1 +A2 +2Al A2 coswt, (2.37) 
where (2 . 63a) 
(2.63b) 
Then, assuming that A2 »A1 as before, we can show 
+ 
after some algebra, that for t>t , the resonator output can 
be written as (see Appendix E) : 
'2 '2 
-(t-t)/2RCO -ja(A1 +A2 )(t-t) VO(t)-(A2/RCO)e u(t-t)Re(e x 
x 
~ n j(wO(t+(n-l)t» 
E (-j) In(b)e ), (2.64a) 
n=-~ 
where (2.64b) 
Case C : Anharmonic nonlinearity, N resonators 
Let the resonant frequency of the ith resonator be 
given by : 
w.=w -«N+l)/2)Aw +iAw . 
1 C C C (2.23b) 
53 
Then the output due to N independent resonators may 
be shown to be : 
x 
-ja(A1 Re(e 
x 
'2 '2 
+A2 )(t-t) N 
L 
i=l 
~ n 
L (-j) In(b) x 
n=-~ 
j(w
c
-«N+l)/2)AW C +iAW C )(t+(n-l)t) 
x e )u(t-t) . 
(2.65) 
Note that in (2.65), the summation over i of the 
exponential terms involving the (t+(n-l)t) factor 
corresponds to a de lta function at t=(l-n)t, in the limit as 
N~~. For finite N, these terms still represent pulse-like 
responses at t=(l-n)t. Hence, in a parallel RLC resonator 
model, for negative n, these terms potentially represent 
multiple anharmonic echoes at t=mt, m=2,3, .... However, the 
amplitudes and phases of the response plots are now more 
complex, but are essentially perturbations around the 
nominal amplitude A2 and the center frequency Wc of the 
ensemble. 
Using some mathematical manipulations, we can show 
that (2.65) can be written as (see Appendix E) 
'2 '2 
- ja(A1 +A2 )(t-t) 
x Re(e 
~ I-m 
L J 1_m(b)(-j) 
m=2 
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x 
jw (t-mt) 
x e c (sin(N/2)~w (t-mt)/sin(1/2)~w (t-mt))). 
c c 
(2.66) 
Specific Example: 2-pulse nonlinear echo (m=2) 
Letting m=2 in (2.66), we can show after some 
algebra 
x Jl(b)(sin(N/2)~wc(t-2t)/sin(1/2)AW(t-2t)) x 
'2 '2 
x sin(w
c
(t-2t)-a(A1 A2 )(t-t)) (2.67) 
Comparing this with (2.42b) we see that for N~~ we 
get essentially the same response around t=2t. However, an 
important difference is that (2.67) predicts periodic 
"linear" echoes at t=2t+n/~f. By putting t=2t in (2 . 67), 
c 
we can derive an explicit expression for the amplitude of 
the envelope near t=2t, as a function of t. 
This leads to : 
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2t - t/2RCO 
amp (VO,NL(2t»--(A2/RCO)e x 
2 2 -3t/2RCO 
x J 1 «2aA1A2 t/R Co )e ) . (2.68) 
Note that (2.68) is an explicit representation of a 
2-pulse anharmonic echo as a function of the pulse 
separation t. A plot of (2.68) (shown later) shows that the 
response goes to zero both as t~O, and as t~~. This is quite 
satisfactory in terms of observed results. 
Case D N anharmonic resonators, SPICE circuit 
model 
The amplitude dependence of ~w in (2.38) so far has 
been heuristic . However, if we are to model a real 
nonlinear circuit using a nonlinear capacitor model, Aw must 
be derived explicitly from the form of the voltage-dependent 
nonlinearity assumed for the capacitor . Interestingly 
enough, it turns out that a cubic voltage nonlinearity 
actually leads to an amplitude-squared dependence on AW, 
which is exactly what we want. This result is derived in 
Appendix F. It is the link between the heuristic concept of 
electronic holography and anharmonic resonators discussed 
previously, and the actual working circuit model programmed 
on SPICE. 
The essential results of Appendix Fare 
( i ) Large signal capacitance 
2 
Cls=CO(1-(3/4)a3IVOI ) 
(i i ) Change in capacitance 
(2.2) 
(2 . 3) 
(iii) Input instability criteria (for triangular input) 
2 
a3 1VOI < 0.25 (experimenta~), (2 . 69a) 
222 2 
and , Vin < R Co /a3~T (2.69b) 
where ~T is the base width of the pulse. 
(iv) Anharmonic frequency shift 
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2 
~w=(3/8)a3IVOI wss ' (2.70) 
where w =1/(LCO)1/2 is the small signal resonant frequency . ss 
Eq. (2 . 70) shows that a cubic voltage nonlinearity 
has led to an amplitude squared dependence of ~w. 
(v) The parameter a 
a=a(w . )=-(3/8)a3w. , ~ ~ (2 . 71a) 
where Wi is the resonant frequency of the ith resonator . 
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Note that according to (2.71), a is really a 
function of w. instead of a constant. However, if we assume 
~ 
that the fractional bandwidth of the ensemble around the 
center frequency Wc is small, then we can show that wi can 
be replaced by w in (2.71a) without much error. 
c 
Thus, for small fractional bandwidth, we can write 
a 
for (N-l)~w /w «1. 
c c 
11 . 2.3 Parameter Estimation for 
SPICE Nonlinear Echo Experiment 
(2.71b) 
We now need to know the values of the actual circuit 
parameters before modeling an anharmonic nonlinear echo 
experiment on SPICE. In Appendix G, the details of the 
calculations are worked out. 
The essential results of Appendix G are 
(i) Linear response amplitude at t=2T 
(2.72) 
(ii) Nonlinear echo ampl i tude at t=2T 
x 
58 
x ) . (2.68) 
(iii) Criterion for observing the nonlinear echo above 
the noise of the tail of the linear echo 
2 2 -31:/2RCO IJ1«2~AIA21:/R Co )e )1»(1/N)(sin(N8)/sin8), (2.73) 
where 8=f1w 1:/2. 
c 
Also, in order that the nonlinear echo at t=21: 
occurs well before the first linear echo (to avoid the 
possibility of losing the nonlinear echo in the relatively 
strong linear echo), we must make sure that 
(iv) tl- nT , n=O, 1,2, ... (2.74) 
where T=l/f1f is the arrival time of the first linear echo. 
c 
(v) Stability requirement 
and, 
222 2 
~Vin <-3R Co wc/8f1T 
222 
I~A21 «3/32)R Co wc=M, 
where A2=f1TV2/2 is the area of the second pulse. 
(2.7Sa) 
(2.7Sb) 
A set of design parameters (which satisfy the above 
constraints), using a table of Bessel functions, is listed 
below : 
T=T/3- 1411S. 
R=lMQ 
CO=58pF 
N=21,101 
f =2MHz 
c 
llf =25KHz 
c 
V1=lV, V2 =10V 
-2 
a 3 -950V 
T=l/llf =4011S 
c 
-3 M=3.963xlO sec . 
QO-729 
J 1 (y)-0.3 
y=0.631 
V2/V1=A2/A1=10 
T=0.111S 
lal-45 x 108V- 2 s - 1 
11.2 . 4 Observations from SPICE 
Nonlinear Echo Experiments 
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With the optimum set of parameters listed above, the 
system was set up on SPICE. A typical nonlinear resonator 
section used on SPI CE is shown in Fig.2.12. From the SPICE 
output, it was found that in addition to linear echoes at 
t = 4011S and t=5411S, there was, indeed, a nonlinear echo at 
t=2T=2811S. In Fig.2.13(a) and (b), we show typical SPICE 
outputs for the above set of parameters with 21 and 101 
resonators respectively. 
Table 11 . 3 summarizes the findings from the above 
exper i ment, and compares the resul t s with theoretical 
estimates . 
In order to correctly derive the theoretical 
estimates, it was necessary to consider the loading at the 
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output of each resonator due to the remaining resonators . It 
may be shown that this requires a correction to the ideal 
theoretical values by the following amount : 
(2 . 76) 
Note that both the linear and nonlinear echo 
amplitudes and times of occurence are in reasonable 
agreement with theory, especially for small values of t. In 
Fig.2.14, the variation of the nonlinear echo amplitude with 
the pulse separation t is plotted. Note that for values of t 
upto about 20~s, the theoretical and experimental values 
agree fairly well. However, for t>20~s, the experimental 
value starts to deviate drastically. This seems to correlate 
with the fact that, for large values of t, the nonlinear 
echo was found to split up, move away from t=2t, and in 
general, behave erratically. On searching the nonlinear echo 
literature for experi·mental corroboration of such peculiar 
behavior, we found that in actual powder echo experiments 
such abnormal dependence on t has been reported [4,6] . 
In addition to the nonlinear echo vs. t experiments 
(with Vl :V2 fixed at 1:10), we also conducted nonlinear echo 
vs . VI and V2 experiments, keeping t fixed at 10~s. As can 
be seen from Fig.2.1S(a) and (b), the variation with V2 is 
parabolic, and that with VI is linear at low amplitudes. At 
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high amplitudes, the echo starts to saturate . This is 
correlated, once again, with an unexpected splitting in the 
nonlinear echo at high pulse levels, which makes the echo 
amplitude measurement highly inaccurate. 
In order to check if the unexpected splitting of the 
echo at large t and signal levels was due to some computer 
artifact, or if it reflected the actual physics of the 
system, we next considered the analytical result for the 
above system both with the parameter a held constant (as in 
2.7l(b», as well as a variable (as in 2.7l(a». We 
speculated that the splitting could be due to the 
approximation involved in assuming a a constant; or, it 
could be due to the many higher order expansion terms that 
were neglected in our simplified theory. 
Some of the analytical plots (based on (2.40) with 
A2 »Al ) of the response vs. t are shown in Fig.2.l6(a)-(f). 
Fig.2.l6(a) and (b) show the plots for a pulse ratio 1:10 
and t=14ps, for a constant and variable, respectively. The 
analytical expressions used are derived in Appendix G. Note 
that the plots indicate a nonlinear echo at t=28ps, and a 
linear echo at t=40ps, as expected. Moreover, the two plots 
are identical for all intents and purposes. Fig.2.l6(c) 
shows the exact plot for t=25ps. We find here that the 
nonlinear echo has indeed "split" into additional humps at 
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t=55~s, and t=65~s, in addition to the normal one at t=50~s. 
This compares well with the response obtained from SPICE, as 
shown in Fig.2.17(a). Fig.2.16(d) shows the exact plot for 
,=35~s. In this case, the nonlinear echo is seen to move 
slightly to the right of t=70~s, and an additional hump 
appears near t=65~s. This also agrees with observed behavior 
on SPICE, as shown in Fig.2.17(b). Fig.2 . 16(e) and (f) show 
the analytical response for pulse ratio of 6:10 and ,=14~s, 
with a constant and variable. These plots also indicate that 
at large signal levels, the nonlinear as well as the linear 
echoes start to split up or smear out. The effect of a being 
variable is once again seen not to be significant. We may 
therefore conclude that the splitting of the echo is related 
to the overall e ffect of all the terms in the exact response 
of the system. Thus, the SPICE program has clearly reflected 
the actual physics of the complicated nonlinear resonator 
ensemble. A few other SPICE outputs for large pulse ratios 
and/or large a 3 values are shown in Fig.2.17(c)-(e). These 
plots also demonstrate the high level splitting and movement 
of the nonlinear echo. 
For certain combinations of a 3 >O, VI' V2 and " we 
once again encountered the problem of instability in the 
SPICE nonlinear echo experiments as discussed in sections 
11.1.2 and 11.1.3. It was also verified that the total 
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injected charge was the parameter that determined the 
stability of the system for a 3 >O. 
A set of experiments with a 3 negative were performed 
using SPICE to see if there was any instability. Fig.2.l8(a) 
and (b) show the corresponding variations with t and V2 
respectively. 
From the total set of experiments performed with 
different combinations of t, a 3 , and Vl :V2 , the following 
major conclusions can be drawn: 
(a) If we let Vl or V2 to be zero, no echo appears . 
Hence, two pulses are indeed necessary for the nonlinear 
echo (this fortifies the holographic model) . 
(b) If a 3 is positive, the system is unstable whenever 
(2.15) is satisfied . 
(c) If a 3 is negative, the system is always stable . 
(d) If a 3 is too small, e.g. a 3=-lOO, the nonlinear echo 
does not appear. This shows that for the echo to be 
discernable, the nonlinearity must be relatively strong. 
(e) The linear echoes appear at t=n/~f , n=l,2, ... The 
c 
nonlinear echo appears at t=2t. 
(f) 
(g) 
The echo width is approximately l/N~f . 
c 
For large values of t, Vl or V2 (or combinations of 
these), the echo splits up into multiple humps that move 
away from the normal t=2t point (see Fig.2.l7(a)-(e». There 
is reason to believe that this is caused by the infinitely 
many terms in (2.66) which start to contribute in a 
complicated way to the 2-pulse echo for large values of ~, 
11.2.5 Time-Inverted Dynamic 
Echo of an Arbitrary Input 
Signal 
The last experiment in the current series of 
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investigations consisted of using the SPICE anharmonic echo 
model to see if, for an input e(t), made up of a finite 
duration arbitrary signal e 1 (t) followed by a "recall" 
pulse, there does indeed occur a time-inverted echo of e 1 (t) 
located symmetrically to the right of the recall pulse on 
the time axis. From our discussion in section II.2.1, it 
appears possible to obtain time-inverted recall (TIR) as 
long as the excitation amplitudes are not very high, 
condition (2.54) is satisfied, and the system has sufficient 
bandwidth to ensure that the undesirable response tails from 
non-echo terms will not interfere with the echo. 
Theoretical explanation for TIR based on the 
SPICE nonlinear echo model 
Suppose that in the conventional 2-pulse dynamic 
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echo experiment, we replace the first pulse by an arbitrary 
input consisting of a carrier modulated by a finite duration 
(to) baseband signal. We intend to show that if the second 
pulse (now the "recall" pulse) is applied at t=t, then 
between the times t=2t-t
o 
and t=2t, there appears a 
time-inverted "echo" of the input signal, as long as the 
system remains cubically nonlinear. The rigorous theory for 
this has, of course, been derived in section II.2.1, but 
here we present a simpler pulse-echo argument. This 
situation is shown in Fig.2.19. 
To prove the above, we first use the following 
statement (which is readily proved in a manner similar to 
the sampling theorem) 
"Given a time-limited r.f . signal of duration to and 
carr ier w , expressed as f(t)cosw t, the spectral content of 
c c 
the signal will be preserved by the corresponding sampled 
signal f(t)oT(t)coswct (where 0T(t) is a comb-function of 
frequency 2w ), except that odd-order harmonics will be 
c 
generated." 
Thus, if we apply the sampled signal to a system 
whose bandwidth satisfies the condition: 
BW«3w -w 
c B' (2.77) 
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where wB is the bandwidth of the baseband signal, then,as 
far as the circuit is concerned, the sampled signal will be 
identical to the original r.f . signal . 
Hence, we may replace the signal f(t)cosw t of 
c 
Fig . 2 . 20(a) by that of Fig.2.20(b). It is fairly simple to 
show that when the signal of Fig.2.20(b), followed by a 
"recall" pulse at t=t, is applied to the nonlinear system, 
the individual nonlinear echo due to each pulse will appear 
at the appropriate instant after the recall pulse. The 
result is a time-inverted replica of the signal 
f(t)OT(t)coswct, located between the times t=2t-tO and t=2t 
(see Fig . 2.20(c)). 
With the above and the previous SPICE results in 
mind, we arrived at the following set of design values for 
the TIR experiment 
( 1 ) 
(2) 
(3 ) 
small) 
N=number of stages=lOl 
~f =frequency separation=25KHz 
c 
f =4MHz (doubled to keep the fractional bandwidth 
c 
(4) TMAX<10ns (to have at least 25 iterations per cycle) 
(5) TSTEP=20ns 
(6) V2=recall pulse amplitude=10V 
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(7) f(t) is taken as a sawtooth with to=l~s, and maximum 
height=2V 
(8) a 3=-1000 (negative value chosen for stability) 
With the above . set of parameters, the SPICE 
experiment yielded an "echo" output that was indeed 
time-inverted, with the leading edge having a sharper slope 
(but not instantaneous as in the trailing edge of the input 
sawtooth, because of the limited bandwidth) than the 
trailing edge. The response peak was located at the junction 
of the two slopes, at around 11~s, and the total echo width 
was about l~s (see Fig.2.21(a) and (b». The trailing edge 
decayed nearly to zero at t=12~s. In Fig.2.21(a) we show an 
approximate sketch of the TIR response from SPICE alongside 
the applied input for perspective. In Fig.2.2l(b) we show 
the detailed SPICE response. The trailing edge decayed 
nearly to zero at t=12~s. 
We may note that with the above parameters, the 
average pulse echo width is about 0.4~s. Thus, for a l~s 
r.f. signal, the recalled echo contains only (1/0.4)=2.5 
resolvable points. This is rather inaccurate. Yet, it is 
indeed interesting that the time-inversion property of 
electronic holography could still be demonstrated. 
Note that to obtain more resolution, we can do the 
following : 
(1) Make the pulse echo narrower. This may be done by 
making N larger or ~f larger. If N is made larger, the 
c 
circuit computation time increases. If ~f is made larger, 
c 
the fractional bandwidth increases. Both of these are 
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undesirable. One way to keep the fractional bandwidth small 
for larger ~f would be to increase f further. But this 
c c 
means that TMAX would have to be reduced even further, 
thereby increasing the computation time. Thus, we cannot 
work outside an optimum set of values and resolution with 
the available facilities. 
(2) Make the signal width itself longer. This would, of 
course, have to be limited to a value reasonably less than 
t, because, for t very small, the pulse echo amplitude 
decreases linearly with t. Thus, the larger we make the 
interval (t-tO) between the end of the signal and the recall 
pulse, the less will be the amplitude distortion. 
We did, however, perform a few additional TIR 
experiments with larger to values. In one case, to was made 
3~s (retaining a sawtooth envelope), and t was 8~s. In this 
case, once again, a clearly time inverted echo was obtained 
in the interval 13~s to 16~s, with the peak occuring around 
13~s (see Fig.2.22(a) and (b». In Fig.2.22(a), we once 
again show the qualitative TIR response alongside the input 
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for perspect i ve. Fig.2.22(b) shows the actual SPICE output . 
In the second case, tawas made 4~s, with the break in the 
sawtooth at 3~s . Between 3~s and 4~s, the input was forced 
to decrease linearly from 2V at 3~s to OV at 4~s. The 
intention was to clearly show the inverted slope in the 
echo. The recall pulse was applied at t=9~s. However, it 
turned out that in this case the resulting echo, although 
having a peak at 15~s, did not actually extend from 14~s to 
18~s as expected (see qualitative perspective sketch in 
Fig.2.23(a) and the actual SPICE output in Fig . 2.23(b». 
Instead, the echo started to show some splitting effects, in 
which the region to the left of the echo area seemed to be 
reinforced in ampl itude, while part of the normal echo to 
the right appeared to be blanked out in a manner reminiscent 
of interference . 
It was only much later, while experimenting with TIR 
in the nonlinear coupling regime, that we found an apparent 
way of reducing the extent of splitting in the recalled TIR 
echo. We will discuss the method (which, incidentally, 
failed in the anharmonic regime) shortly, after first 
presenting our initial speculations and efforts vis-a-vis 
the splitting. 
To verify if the blanking and reinforcing of the 
response near the echo area was caused by undesirable · 
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response components or not, we carried out the 2-slope, 4~s 
TIR experiment with a slight variation. Instead of applying 
the recall pulse at t=9~s, it was now applied at t=8.875~s, 
which is exactly one-half carrier cycle (180 ) removed from 
its earlier position. In the simplest case, if the 
"interference" was due to the phase addition of the echo 
with the tail of the linear response to the 10V recall 
pulse, then, it would make sense to assume that if the 
recall pulse were applied a half-cycle earlier (which would 
also move the linear response by a half-cycle), then the 
blanked portions of the previous response would be 
reinforced, and vice-versa, thereby restoring the proper TIR 
shape of the recalled signal. Amazingly enough, the above 
procedure indeed made a significant difference in the 
recalled signal. The blanked portions of the TIR signal 
were restored, and the unwanted reinforcements were 
suppressed (see qualitative perspective sketch in 
Fig.2.23(c) and actual SPICE output in Fig.2.23(d». 
However, to the far right of the echo area, there were now 
very well-defined narrow additional response humps that were 
separated from the TIR echo. This indicated some still 
unexplained interference and high-level splitting effects. 
The following were thought to be the possible causes 
for the interference at the time : 
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(i) The tail of the natural (instantaneous) response to 
the 10V pUlse. Using a rough estimate of the amplitude of 
this response in the vicinity of the TIR echo, we found that 
normally this amplitude would be at least a factor 5 to 10 
smaller than the nonlinear echo amplitude. Hence, it should 
not have any significant impact on the TIR echo shape. 
However, we must also note the following. It was found that 
in the TIR echo envelope, the linearly decreasing portion 
was not exactly linear. In fact, it was found to have a fast 
decay (almost exponential) after reaching the peak. It might 
be thought that this is due in part to the amplitude 
distortion caused by the dependence on t for small ti 
however, the di stortion order seemed to be reversed. So this 
does not appear to be a feasible explanation. 
(ii) The tail of the autocorrelation of g(t-t). Note that 
as long as (2.52b) is satisfied, and the system bandwidth is 
large enough, this tail should not affect the TIR echo. From 
the choice of parameters, (2.52b) is certainly satisfied. 
(iii) The fundamental assumption (2.54) for seeing a TIR 
echo may not have been true under the present condition. To 
verify if (2.54) was true or not, the value of this term was 
estimated both for the pulse echo and the TIR echo systems. 
Case A : 2-pulse nonlinear echo 
In this case, (2.54) takes the form 
2 
(t-.)aW A1A2«1. (2.78) 
Assuming that WA1 and WA2 represent the linear 
responses of one resonator to the input pulses, we obtain 
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the following estimates for them both from theory and from 
SPICE : 
AT=O.ll~s 
V1=lV, V2=10V, 
f
c
=2MHz. 
3 
a =-10 3 
Hence we can show : 
Using (2.71b) and assuming that the (t-.) factor is 
approximately equal to " we obtain: 
Note that the above value is not much smaller than 1. 
However, for a 2-pulse nonlinear echo, (2.78) does not have 
to be satisfied, since the result derived for this case is 
exact. 
Case B : TIR echo system 
Following a computation procedure similar to above, 
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and assuming that the linear response amplitude of a single 
resonator to a sawtooth can be taken approximately to be 
that due to a 2V pulse, we obtain in this case (with 
f =4MHz, ~T=O.05~s) : 
c 
Ta(WA2 )((W/2)G(Q»-O.174 radian. 
Note that the above quantity is reasonably small 
compared to 1. In this case, however, the magnitude of this 
number is very critical in determining the validity of the 
results derived for the TIR echo. Thus, if any of the 
assumptions made in the calculation above fails, then the 
system response wi ll be quite different from that expected. 
(iv) The effect of a not being a constant. As we have 
discussed earlier, the exact analytical plots for pulse 
inputs with a constant as well as a variable show little 
difference in the responses. As such, it seems reasonable to 
assume that the error due to the approximation in a is not 
significant, even when a general input is involved. 
As a final attempt to reduce the splitting of the TIR 
echo, we used a series of delta pulses (in this case, 
triangular pulses) with alternating signs and a sawtooth 
envelope of total duration 4~s, instead of the usual analog 
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r . f . sawtooth as input. This was followed by a recall pulse 
at t=9~s . The reason for trying this was that we had found 
in later experiments with nonlinear coupling echoes, that 
with sampled inputs, the recalled TIR signal was fairly 
close to the expected TIR shape, and there was virtually no 
splitting . We believed, as a result, that this was probably 
due to the "cleaner" spectrum of the sampled signal whereby 
all higher harmonics were rejected by the circuit. 
In Fig . 2.24 we show the SPICE output for a sampled 
sawtooth input. It is clear from the plot that the recalled 
TIR signal in this case is still split up, and does not 
extend from l4~s to l8~s as expected. Instead, after an 
initial rise near l4~s, the response rapidly decays, and 
eventually reappears as an additional hump near l8~s. Thus, 
we may conclude that the effect of TIR echo splitting is 
associated with the anharmonic nonlinearity itself (i.e., 
the assumptions made in the theory for echo generation with 
such nonlinearity were not stringent enough as many terms 
were ignored for simplicity), and has nothing to do with the 
nature of the input, nor is it a computer artifact. 
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Fi gure 2.17 . (continued) 
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(c) For pulse ratio 1:30, a 3=-5000 
(only envelope is shown). 
Figure 2.17. (continued) 
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Figure 2 . 17. (continued) 
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Figure 2.18. (continued) 
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Figure 2.20. (continued) 
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Figure 2.21. TIR for l~s 
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Figure 2 . 21. (continued) 
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Figure 2.23. (continued) 
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(d) Actual SPICE output. 
Figure 2.23. (continued) 
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Figure 2.24. SPICE output for sampled 
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Table 2.1 
Summary of results for SPICE 
experiment with a nonlinear RLC 
circuit 
(a) With step input 
a 3 Vo Co C1s 
(V- 2 ) (V) (pF) (pF) 
Th . SPICE 
10 0 . 1 .0803 58 53.65 
15 0.1 . 0826 58 51.62 
20 0 . 1 . 0850 58 49.3 
25 0.1 .0884 58 47.12 
27 0 . 1 . 0927 58 46.4 
a 3 f O 
(V- 2 ) (MHz) 
SPICE 
Is ss 
10 1. 82 1. 76 
15 1. 87 1. 76 
20 1. 87 1. 76 
25 1.94 1. 76 
27 1. 95 1. 82 
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fO 
(MHz) 
Th . 
15 ss 
1. 84 1. 77 
1. 88 1. 77 
1. 92 1. 77 
1. 96 1. 77 
1. 98 1. 77 
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Table 2.1 contd. 
(b) With triangular input 
t
r
=·0511S, t f =·0511S, t d=·Olll s . 
V. Vo 
2 Comments 
~n a 3 a 3 1Voi 
(V) (rnV) (V- 2 ) 
0.2 1.0 -10 _10- 5 Stable 
0.2 0.5 -100 -25x10 -6 Stable 
0.2 0 . 5 10 25x10- 7 Stable 
0.2 1.0 1000 .001 Stable 
0.2 1.0 105 0.1 Stable 
0 . 2 .001 1015 1000 Linear growth 
with neg. slope 
2 10 100 .01 Stable 
2 10 1000 .10 Stable 
6 30 100 .10 Stable 
8 50 100 .25 Unstable 
10 100 -10 -0.1 Stable 
10 100 100 1.0 Unstable 
100 500 .01 25x10- 4 Stable 
100 600 1 0.36 Unstable 
100 200 10 0.4 Unstable 
Table 2 . 2 
Summary of results for SPICE 
experiment with N linear parallel 
RLC circuits 
(a) N=21, Af=25KHz, R=lM, CO=58pF, fc=2MHz 
(b) N=21, Af=75KHz, R=lM, CO=58pF, fc=2MHz 
LE width LE time 2nd LE ampl. 
Ampl. at t-O 
(llS) 
Th SPICE Th SPICE Th SPICE 
(a) 1st LE 
1.9 1. 925 40 40.05 0.5 0.528 
2nd LE 
80 80.4 
(b) 1st LE 
0.63 0.7 13.3 13.35 0.5 0.532 
2nd LE 
26.7 26.9 
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Table 2 . 3 
Summary of results from SPICE 
nonlinear echo experiment 
(a) Results for first two principal linear echoes with 
2-pulse input (t=14~s). 
Time of LE 
(~s) 
Th 
(i) 40 
(ii) 54 
SPICE 
41.1 
54.1 
Peak/Min. resp 
Th 
(i) 21 
(ii) 21 
SPICE 
22.3 
22 . 2 
Width 
(~s) 
Th SPICE 
3.81 4.0 
3.81 3.8 
Echo Ampl 
(mV) 
Th SPICE 
0.61 1.0 
6 . 10 8.0 
Peak response 
(mV) 
Th SPICE 
0.86 1.1 
8.60 10.0 
Echo ratio 
Th SPICE 
10 8 
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Table 2.3 contd . 
(b) Results for the nonlinear echo 
(i) "C=14llS. (ii) t=20llS. 
( i ) 
(ii) 
Time of NLE 
(llS) 
Th 
28 
40 
SPICE 
27 . 5 
39.5 
NLE ampl. 
(mV) 
Th 
3.5 
4 . 2 
SPICE 
5 . 7 
7 . 5 
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NLE/Lin. resp. 
Th 
00 
7.95 
SPICE 
12.7 
16 . 6 
1 
I 
r 
I 
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CHAPTER III 
DYNAMIC ECHOES WITH NONLINEAR COUPLING 
In this chapter, we detail our theoretical studies and 
SprCE experiments with dynamic echoes under nonlinear 
cOUpling. At first, we felt intuitively that both the 
analysis as well as the execution of a nonlinear excitation 
experiment would be much simpler than the anharmonic 
nonlinearity experiments of Chapter II. As will be seen, our 
intuition was basically correctj however, it took quite a 
few experimental models for us to finally corne up with the 
right combination of elements to achieve nonlinear coupling 
and, eventually, echoes. 
III.l Search for Nonlinear 
Coupling Configuration 
A series of single nonlinear resonator stages were 
tried in an attempt to find the right configuration for 
nonlinear coupling echo generation. These are shown in 
Fig.3.1(a)_(e). The first circuit arrangement that was tried 
is shown J.'n F ' 3 1( ) J.g. . a. The nonlinear element here is 
appended in series with the input voltage source (in the 
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form of a dependent nonlinear source that depends cubically 
on the linear source) . For an N element system, there is 
thus only one nonlinear element applied in common at the 
input. It was hoped that this would result in an effective 
nonlinear excitation of the system. It turned out from the 
SPICE experiments that this did not happen. In retrospect, 
this is quite understandable. Thus, for a two-pulse input, 
the dependent source merely applied the amplitude-cubed of 
the separate pulses to the system. The response that 
resulted was therefore linear, and only linear echoes were 
generated at the appropriate times. 
A second circuit to be attempted is shown in 
Fig.3.1(b). It consisted of a linear series tuned circuit 
(L,CO)' to which a linear resistor RO and a nonlinear 
dependent source f(V) were connected in series. It was 
thought that this would result in an effective nonlinear 
resistor, thereby causing a nonlinear excitation of the 
tuned circuit. From SPICE experiments with a single circuit, 
and later, an ensemble of 21, it was found that the response 
was always linear and, of course, there were no echoes. The 
reason for this turned out to be rather simple. Near the 
resonant frequency, the RLC resonator becomes an 
open circuit. As a result, the voltage V on which the 
nonlinear source f(V) depends, goes to zero. The effect of 
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the nonlinearity is therefore nullified. The SPICE output 
for two delta pulses showed linear echoes at t=l/~f =T and 
c 
t=T+!, where! is the pulse separation, and the echo widths 
and amplitudes were approximately in agreement with theory. 
A typical output is shown in Fig.3 . 2. 
Fig.3.1(c) shows a third circuit arrangement 
(henceforth called the nonlinear series coupling 
configuration) . Here, each linear resonator at Wo is 
followed in series by a nonlinear dependent source f(V), and 
terminated by a linear resonator at Wo (to suppress the 
harmonics generated by f(V» . The source f(V) was chosen to 
3 be V+a3V , where V is the linear resonator output, so that 
the final output would only contain terms proportional to 
3 
a 3V Theoretically, for N resonators, this would lead to 
the following three output terms in a 2-pulse experiment : 
2 
Term 1 A1A2 (sin«1/2)N~w t)/sin(~w t/2»cosw t. c c c (3 . 1a) 
2 
Term 2 A1A2 (sin(N~wc(t-2!)/2)/sin(~wc(t-2t)/2»x 
x cosw (t-2!) . 
C 
(3 . 1b) 
3 
Term 3 A2 (sin(N~w (t-!)/2)/sin(~w (t-t)/2»cosw (t- t) . 
c c c 
(3 . 1c) 
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We may note that near t=21, the amplitudes of (3.1b) 
and (3.1c) are AIA22 and A2
3/ N re sp e ctively . Now , since by 
choice A2 »A1 , A2
3/N is of the same order as A1A22 if 
A2~NA1· Thus, for a certain choice of parameters, the 
spurious response humps of (3.1c) become comparable to the 
nonlinear echo term (3.1b). As a result the echo, if 
present, becomes indistinguishable. 
A series of SPICE experiments were performed with the 
nonlinear series coupling configuration. The following set 
of parameters were used : 
f(V)=v+a 3v
3 (3.2) 
f =2MHz ~f =25KHz 
c c 
N=21 ~T=0.11~s 
Li variable, i=1, . . .. ,N 
a =-10000 3 
The SPICE outputs in this case did not yield any 
well-defined echoes at t=21i however, near t=23~s, a 
noticeable response hump, not much larger than that in its 
neighborhood, was observed in most cases. A typical output 
is shown in Fig . 3.3. Also, additional comparable humps were 
also observed near 36~s, 41~s, and 43~s. In terms of a 
nonlinear echo, however, these results are unsatisfactory. 
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It is instructive to mention here that, encouraged by 
the favorable indications of this circuit, we decided to try 
a SPICE experiment with 101 stages in the hope that a larger 
number of stages would enhance the amplitude of the 
nonlinear coupling echo, if present, and also position it 
nearer to t =2t. In trying to run this experiment from 15 to 
25~s for t=10~s, we encountered both lack of available 
memory as well as very high computation time on SPICE. It 
was later found (see Chapter VI for details) that we could 
carry out the experiment in smaller time ranges (e . g. 
2~s-steps starting at 15~s) without running into memory 
limitations. The results from this procedure turned out to 
be quite expensive, but it was found that indeed there was a 
significantly enhanced response hump near t=20~s (instead of 
23~s), although highly distorted in shape. Thus, it was 
concluded that a nonlinear coupling system would have to be 
somewhat similar to the above circuit, with some 
modifications. 
A fourth configuration which was tried is shown in 
Fig.3.1(d). This configuration was late r established as 
essentia l l y a nonl i near d amping s ystem . We will discuss 
this , along with some mathematical derivations in Chapter 
IV . A series o f experime n ts were condu cted with t h is 
configuration with different values of N, a 3 , ~fc' t, and 
/ 
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Vl : V2 · The results will be discussed in Chapter IV . It is 
sufficient to state here that none of the configurations 
yielded any significant nonlinear response- whether through 
nonlinear coupling or nonlinear damping. Comparison of the 
SPICE results with theoretical predictions showed that the 
linear component of the response was predominant in each 
case . 
The fifth and final configuration (henceforth called 
the nonlinear output coupling configuration) used in the 
SPICE experiments is shown in Fig.3.l(e). This is a 
modification of the nonlinear series coupling configuration 
of Fig . 3.l(c) . The input stage of each resonator is now 
linear, and t h e linear output is designated V. The 
dependent nonlinear source f(V) is completely isolated from 
the input, and is chosen to be simply a 3v
3
. The advantage of 
this design is that any coupling or feedback between the 
output stage and the input stage is now eliminated, except, 
of course, through f(V) itself. This simplifies the 
prediction of the behavior at the common output node "5", 
both mathematically and physically. 
It is simple to show that for a 2-pulse input, the 
contribution at node "5" (in the absence of an output 
filter) due to an ensemble of N resonators is given by 
where 
-(t-1)/T 3 
+(A2/RCO)e d coSWO(t-1)) , 
wo=resonant frequency, 
1=pulse separation, 
AI' A2=pulse areas, and 
a 3= cubic nonlinearity parameter. 
(3.3) 
Using some tedious mathematical manipulations, we can 
show that (3.3) reduces to : 
+ 
F(t+1)COSW (t+1) 
C 
-3t/T 3 21/T 2 
+Pe d «3/4)AI +(3/2)e d AIA2 ) F(t)coswct 
F(3(t-1/3))cos3w (t-1/3) 
c 
x 
x F(3(t-21/3))cos3w (t-21/3) 
. c 
-3t/Td 2 1/Td 3 31/Td Pe «3/2)AI A2e +(3/4)A2 e ) x 
x F(t-1)COSWC(t-1) 
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3 -3t/T 
+(1/4)PA1 e d F(3t)cos3wct 
3 -3(t-1:)/Td +(1/4)PA2 e F(3(t-1:»cos3w (t-1:) c 
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( 3 . 4) 
where awc is the resonator frequency separation, and Wc the 
center frequency as defined by (2.23(b». Also, 
3 3 
P=a3/(R Co ), and 
F(x)=(sin(N/2)~wcx) / (sin~ w cx/2) . 
(3.Sa) 
(3 .Sb) 
Note that (3.4) is the exact form of the unloaded 
output at node "5". Of the eight terms in (3.4) , we are 
primarily interested in the last one, which represents a 
nonlinear coupling echo at t=2 •. 
In order to isolate this term from the rest, we need to 
do the following 
( i) El iminate the 3w O-components in ( 3.4). 
(ii) Design the circuit such that the amplitudes of the 
remaining terms, except for the echo term, are very s mall 
near t=21:. 
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To accomplish the above, we introduce an output RLC 
filter as follows : 
(a) The filter resonant frequency=w . 
c 
(b) The filter bandwidth Bf=l/RCO> NAW c ' so that it covers 
the spread of the resonators in the ensemble . 
(c) We also choose Bf « 3w c . 
With the right choice of the filter parameters, one can 
then rewrite (3.4) as follows (ignoring any scaling factors 
for the moment) 
F(t+-r)cosw (t+-r) 
c 
where the subscript "u" stands for unscaled output . 
2 3 Note that the A1 A2 and A1 terms in (3 . 6) can be 
neglected if we choose A2 »A1 . 
Of the remaining terms, the undesirable ones are 
(3.6) 
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(a) 2 The term proportional to AIA2 coswct . Note that this 
term has repetitive maxima at t=O, T, 2T, .. . , where 
T=l/af . But these are far separated from t=2t, the region 
c 
of interest. In general, in the neighborhood of t=2t, one 
2 
might expect this term to produce a component - AIA2 IN. 
Note that this represents the maximum amplitude of a minor 
peak of the term under consideration (see Fig . 2.10) . 
(b) The term proportional to A2
3COSWc(t-t). This term 
poses the greatest potential interference problem for the 
2t-echo. Although the maxima for this term are located at 
t=t, T+t, . . . , one expects a component near t=2t which is 
3 
-A2 IN. 
Now, since the actual echo term is proportional to 
A1A2
2
, obviously for N sufficiently large, the component 
AIA22/N of the term in (a) above near t=2t will be small. 
However, the term A2
3 jN in (b), which may be written as 
2 A2 (A
2
/N), may actually become comparable to the echo term 
A22Al if one chooses A2/N- Al or A2/A1- N. In order to 
eliminate this term, therefore, it is necessary to choose 
In summary, then, we need the following 
( i ) (3.7a) 
(ii) (3 . 7b) 
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(iii) (3 . 7c) 
(iv) T=l/Af »t. 
c (3.7d) 
When the conditions specified by eg . 3 . 7(a)-(d) are 
satisfied, we should expect to see essentially the following 
response at node "S" 
-3(t-2t/3)/Td 2 VS ,u-(3/4)Pe AIA2 F(t-2t)coswc(t-2t). (3.8) 
In the neighborhood of t=2t, this echo term then 
becomes: 
-4t/T 2 
VS ,u(2 t )-(3/4)pe d AlA2 N. (3.9) 
Note that (3.9) is an explicit expression for the 
2t-nonlinear coupling echo as a function of t. Note that it 
essentially represents a simple exponential decay with t. 
This agrees with the expected amplitude vs. t 
characteristics of a nonlinear coupling echo [6] . 
III.2 Implementation of 
Nonlinear Output Coupling 
Configuration 
We have now finally arrived at a circuit configuration 
which appears to be suitable , at least theoretically/for the 
generation of dynamic nonlinear coupling echoes. We next 
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discuss the scaling factors that need to be incorporated in 
the theory due to the actual circuit model on SPICE, and the 
results of some of the preliminary experiments that were 
carried out before the rigorous theory was developed. 
III.2.1 Scaling Factors 
In view of the actual circuit model used on SPICE, one 
needs to scale (3.9) by introducing the effect of loading 
due to the output filter. 
If the filter resistance is R , and the series 
a 
resistance is Rb , then the open circuit impedance seen 
across R looking inward from the output is : 
a 
(3.10) 
Thus, the effective load impedance becomes 
(3.11) 
Hence, the unscaled output at "5" now becomes modified 
by the loading factor : 
(3.12) 
Thus, (3.9) is now modified as follows 
(3 . 13) 
(N . B . As a check, we may note that if the output filter 
were absent, then R =~; hence, 
a From 
(3.12), then, K=1/(N+1)~1/N for large N. This is precisely 
the loading factor used in all previous filter-free 
N-resonator experiments (see eq . (2.76» . ) 
111.2.2 Preliminary Experiments with 
Nonlinear Output Coupling 
Configuration 
Prior to developing the simplified theory of the 
generation of nonlinear coupling echoes by using the 
nonlinear output coupling model, we had conducted some 
experiments on SPICE using the same model, without any 
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rigorous attention to the design requirements . These 
experiments indicated for the first time that this model had 
promise in terms of generating the type of echo we were 
looking for. We discuss briefly the results of some of 
these experiments in this section. 
(a) With N=21, a 3=- 1000, ensemble BW-500KHz, 
R
a
=3K, CO=C=58pF, R=lM, Rb =10M, t=10~s . 
filter BW-1MHz, 
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Noticeable response humps were seen at t=19.7~s 
(O . 4~V), t=40.9~s (O . 4~V), and t=50.4~s (1.5~V) at node "5". 
The hump near 19.7~s had a duration of 3 . 2~s. 
(b) Same as (a), but with R =lK, filter BW=3MHz. 
a 
In this case, two noticeable humps were seen near 
t=20~s (O.3~V), and t=23 . 3~s (O.3~V), each of about 1.35~s 
duration. However, because of the large filter bandwidth, 
there was significant harmonic distortion . 
(c) Same as (a), but with the output filter replaced by a 
100M termination. 
In thi s case, the output showed several comparable 
response humps, and harmonic distortion was evident. Thus, 
for a well defined echo near 2t, one needs an output filter 
to reduce distortion and undesirable response humps . 
(d) Same as (a), but with R =5K. 
a 
In this case, a significantly enhanced 2t-echo was seen 
near t=20~s. It had an amplitude of 1.136~V (compared to 
O.35~V for the nearest neighbor), and a duration of 2 . 6~s. 
An experiment with R =10K, however, resulted in an echo 
a 
which was virtually lost in the background noise. 
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The above observations implied that for a reasonable 
filter bandwidth (covering at least the spread of the 
resonators, but much smaller than 3wo)' and a sufficiently 
large N, all the undesirable response components are 
attenuated, thereby enhancing the nonlinear coupling echo. 
111.2.3 Dynamic Nonlinear Echo 
Experiments with Nonlinear Output 
Coupling Configuration 
Based on the design constraints defined by 
eq.3.13(a)-(d), we next carried out a set of SPICE 
experiments with essentially the following parameters 
V1 :V2=1:lO 
a 3=-lOOO 
C =C=58pF o 
R =5K 
a 
~f =25KHz 
c 
Filter BW~600KHz 
t=lO~s 
R=lM 
f =2MHz 
c 
With the above set of parameters, and slight variations 
of them, SPICE experiments yielded well-defined nonlinear 
coupling echoes near t=2t following 2-pulse excitations of 
pulse separation t. The theoretical and SPICE results were 
reasonably close, especially in view of the restrictions 
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involved in the simplified theory. Table 111 . 1 summarizes 
the theoretical and SPICE results for the echo duration, and 
the amplitudes near t=2T, T, and T+T. It may be seen from 
the Table that the various quantities are in reasonable 
agreement whenever the parameters chosen in the experiment 
closely satisfy the conditions 3 . 13(a) - (d), and 
discrepancies occur whenever any of the conditions is 
violated (for example, if N is too small, or if the filter 
bandwidth is too large or too small.). In Fig.3 . 4, a typical 
nonlinear coupling echo from SPICE is shown. 
Echo vs. T Characteristics: 
Theoretically, the echo amplitude decays as 
exp(-4T/Td ). However, in. the actual experiments, due to the 
spread in the Q's of the resonators, the overall decay was 
not a simple exponential. As can be seen from Fig.3.5, the 
experimental curve decays somewhat faster than the 
theoretical curve; however, they are in reasonable 
agreement . We may also note that at t=O, the echo amplitude 
is expected to be a maximum. This is intuitively 
understandable, because by the time the "second" pulse is 
applied (also at t=O), the vibrations of the resonators set 
up by the first pulse have not decayed at all, thus 
2 
resulting in a strong 2-pulse A2 A1 coupling. This 
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characteristic, which is quite different from that of a 
nonlinear anharmonic echo, is well known in the literature 
[ 6 ] 
Echo vs. Al Characteristics: 
For this, we kept L, A2 , and a 3 fixed, and varied Al 
(i.e . VI)' The SPICE results were compared with theory. 
Fig.3.6 shows a plot of the echo amplitude vs. VI ' We find 
from the plot that at high levels, there is saturation. For 
small values of VI' the amplitude is reasonably linear. 
However, for large A2/Al ratios, the amplitude deviates from 
expectation (with additional comparable amplitudes beginning 
to appear near t=23~s.). This is quite understandable, since 
larger A2/AI ratios lead to greater interference of the echo 
with noise. 
Echo vs. A2 Characteristics : 
For this, we kept t, AI' and a 3 fixed, and varied A2 
(i.e. V2 ). Fig.3.7 shows a plot of the echo amplitude vs. 
V2 . Here, once again, for large values of A2/AI , the 
nonlinear coupling echo starts to deviate from expectation. 
This may once again be attributed to greater interference at 
larger pulse ratios. However, the echo vs. V2 curve is 
remarkably parabolic all the way upto V2 =25V, even though 
s i gnificant noise amplitudes begin to appear at larger V2 
values . Another factor to take note of is that, in the 
nonlinear coupling experiments, the effect of high-level 
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splitting is far less visible than in the case of nonlinear 
anharmonic echo experiments. 
111.3 Time Inverted Recall 
Experiments in the Nonlinear 
Coupling Case 
We now discuss the experiments using nonlinear coupling 
to generate time inverted recall (TIR) of an arbitrary input 
signal. We may recall that in Chapter II, TIR experiments 
with finite duration r.f. sawtooth inputs were moderately 
successful , a s long as the input signal remained 
sufficiently small in both amplitude and duration. For 
larger amplitudes and/or durations, the recalled TIR signal 
was found to undergo unexplained blanking and reinforcing in 
regions outside the domain of the TIR signal, and was also 
distorted . This situation was found to persist even if the 
recall pulse were slightly staggered (although a slight 
improvement could be seen) relative to the input signal, or 
if a sampled version o f the analog r . f. input were applied. 
The TIR experiments with nonlinear coupling were 
conducted with appropriately sampled versi'ons of the actual 
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analog r . f. input signals. It was hoped that this might 
yield a "cleaner" TIR response, since the spectrum of the 
sampled signal would have well-defined separation between 
the fundamental and the higher order sidebands, so that the 
latter could be filtered out more readily. From the actual 
SPICE experiments, this was indeed found to be true. Two 
different r.f. envelopes were used: a square pulse and a 
sawtooth. We discuss the theory and the experiments for 
these cases next. 
III.3.1 Time Inverted Recall 
of R.F. Square Wave Input 
In Fig. 3. 8(a) and (b) we show the actual input and the 
sampled version respectively. Note that the sampling pulses 
are applied everyone-half carrier cycle. In Appendix H, the 
mathematical details of the resulting TIR signal from the 
above input followed by a recall pulse at t=t are worked 
out. It is shown that the recalled TIR signal is given by 
TIR 2T/T i 2 -3(t-iTc/6-2t/3)/Td Vo (t)- L c (-1) (3/4)PA1A2 e i=O 
x 
x F(t-2t+iT /2)cosw (t-2t+iT /2), 
c c c (3.14) 
144 
where P and F(x) are defined in 3 . S(a) and (b). Also, T is 
the signal duration, T the carrier period, and t the pulse 
c 
separation. 
In Fig . 3.9 we show a plot of eq.(3.14) in the time 
range t =2t - T to t =2t (with a few microseconds before and 
after). From the plot we find that there is no significant 
decay of the TIR amplitude following the initial rise. This, 
however, is not the case with the actual SPICE output. 
A SPICE experiment was first c onducted with an analo g 
r . f . square pulse with the following parameters (note that 
this and all the subsequent TIR experiments were done with a 
SK output filter) : 
N=63; pulse duration=4~s; amplitude=2V; 
R . F. =2MHz; recall pulse=lOVi t=lO~s. 
The SPICE output was plotted from t=14~s to t=24.S~s. 
From the plot shown in Fig.3.10, we can see that although 
the response has a peak at around 16~s, it decays rapidly 
thereafter, and the envelope does not resemble a square wave 
at all. Thus, the recalled TIR signal is highly distorted, 
as was the case with the 4~s r.f. sawtooth inputs in the 
anharmonic case. 
A second SPICE experiment was done with essentially the 
same parameters, but the analog r.f. square pulse was 
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replaced by a sampled r .f. square pulse with plus - minus 
sampling, and a sampl i ng f reque ncy of 4MHz . As can be see n 
f r om Fi g.3.11, the envelope of the SPI CE response in t he 
same time range now l ooks a lot c l oser to a s quare pul se, 
although there is a slight droop in the envelope around 
19~s . Thus, the use of a sampled r.f. input has indeed 
improved the shape of the recalled TIR signal, and made it 
look closer to the theoretical TIR signal of Fig . 3 . 9 . 
III . 3 .2 Ti me Inverted Rec all 
of R. F. Sawtooth Input 
The input (analog and s ampl e d) for this case is shown 
in Fig . 3.12 (a) and (b) . It is clear that in this case the 
amplitude AI' assumed constant for the r.f. square pulse 
input, is a function of time (or, in the sampled domain, a 
function of the position of the i-th sample.). In a few 
simple steps (see Appendix H) we can show that the TIR 
response is now given by : 
2T/T i 2 -3(t-iT /6-2t/3)/Td (t)- L c ( - 1) i(3/4)PQA2 e c i =O 
x 
x F(t-2t+iT /2)cosw (t-2t+iT /2), 
c c c (3.15) 
where P and F( x ) are defined by 3.S(a) and (b), and 
B=~T/2, (~T=pulse duration) 
Vp=peak sawtooth amplitude, 
Tc=carrier period, and 
T=signal duration. 
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An analytical plot of (3.15) over the range t=2T-T to 
t =2L is shown in Fig . 3.13 . We may note the reversal in the 
echo slope as expected. However, there is no significant 
droop in the falling slope of the sawtooth, which , once 
again, was the case with the actual SPICE experiment. 
The first SPICE experiment to be performed in this case 
consisted of a 3~s r.f. analog sawtooth input with the 
following p arameters: 
R.F.=2MHz; T=10~s; N=63; 
Sawtooth peak=2V at t=3~s; duration=3~s; 
Recall pulse=10Vi L =10~s . 
From Fig.3.14, we find that the actual SPICE envelope 
in this case has reproduced the ideal TIR shape reasonably 
well, although there still exists a slight decay in the 
trailing edge of the TIR signal . 
r.f. 
A second SPICE experiment was performed with a 2-slope 
sawtooth input with the following parameters: 
R.F.=2MHz; T=lO~s; N=63; 
Sawtooth peak=2V at t=3~s; duration=4~s; 
Recall pulse=lOV; L=10~s. 
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In constructing the r . f. signal on SPICE, the piecewise 
linear model was used, first by taking 4 points every half 
carrier cycle, and later by taking 8 points per half carrier 
cycle. The SPICE envelopes in the range 14~s to 24~s in the 
two cases are shown in Fig.3.15(a) and (b) . We find from the 
two plots that the envelopes have a somewhat distorted TIR 
shape, although the extent of the distortion is not as 
severe as was encountered in the corresponding anharmonic 
experiments. We also find that the amplitude of the noise is 
reduced by a factor 8, while the signal amplitude is only 
reduced by a f actor 2.5 when the input on SPICE is 
constructed with greater resolution (compare Fig.3.15(a) 
with 3.l5(b». This indicates a net improvement in the SNR 
by a factor 3 . 2. 
The last time inverted recall experiment in this series 
consisted of a sampled r.f. sawtooth input with the 
following parameters: 
N=63; r.f.=2MHz; sampling frequency=4MHzi 
Sawtooth peak=2V at t=4~Si duration=4~si 
Recall pulse=lOVi L=lO~s. 
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The SPICE envelope for this case is shown in Fig.3 . 16 . 
It is evident that the use of the sampled r.f. input has 
once again improved the TIR shape of the recalled signal, 
and the previously noticed decay along the trailing edge of 
the recalled sawtooth has been significantly reduced . The 
overall signal to noise ratio has also increased noticeably . 
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Table 3.1 
Summary of results for 
nonlinear coupling echo 
RL=R)(Rb/N)-4 . 85Km hence, K-4.85x10- 4 . 
(a) N=63, 5K filter 
Th SPICE Th SPICE Th SPICE Th SPICE 
1. 384 1. 037 1. 24 1.138 5.2 4.65 .635 0.8 
(b) N=43, 5K filter 
Th SPICE Th SPICE 
0.97 1.136 0.93 .925 
(c) N=21, 3K filter 
Th SPICE Th SPICE 
.285 .393 1.9 1.6 
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CHAPTER IV 
DYNAMIC ECHOES WITH NONLINEAR DAMPING 
In this chapter, we discuss the case of dynamic 
nonlinear echoes where the nonlinearity is associated with 
the damping or loss mechanism of the system. In our SPICE 
experiments, we arrived at a circuit model for nonlinear 
damping while investigating nonlinear coupling echoes. As 
mentioned in Chapter III, the circuit configuration of 
Fig.3.1(d) represents a nonlinear damping system. We first 
attempt to show why this is the case. Thereafter, we 
describe some of the SPICE experiments with an ensemble of 
such circuits, none of which, unfortunately, yielded any 
nonlinear echo. Finally, we argue that nonlinear damping 
echoes could not be generated in our SPICE experiments 
because the chosen experimental parameters did not satisfy 
all the conditions stipulated by theory. 
IV.1 Analytical Investigation of 
Nonlinear Damping in an RLC 
Resonator 
From the circuit configuration of Fig.3 . 1(d), we can 
write the following: 
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VO=LdIL/dt, (4.1a) 
IC=CdVo/dt, (4.1b) 
VO=I 1R2 +f(VO) , (4.1c) 
V. =R1 I. +VO' ~n ~n (4.1d) 
Iin=Il+I2=Il+IL+Ic, and, (4 . 1e) 
let f(VO)=a3vO 
3 (4.1f) 
Eliminating I . from (4.1d) and (4.1e), and taking the In 
derivative, we obtain : 
(4.2 ) 
which, upon using (4.1a-c) and (4.1f) leads to 
2 2 2 
-(3a3/R2)VO dVo/dt+VO/L+Cd Vo/dt (4.3) 
If we let R1=R2=R in (4 . 3), we get: 
2 2 2 
dVin/dt=RVO/L+(2-3a3VO )dVo/dt+RCd Vo/dt . (4.4) 
Eq.(4.4) is the nonlinear differential equation which 
describes the circuit of Fig.3.1(d). We can easily show that 
by letting a 3=O in (4.4), the linear pulse response of the 
circuit may be written as 
-t/RC 
VO(t)-(A/RC)e coswot, 
where A is the pulse area, 
2 Wo =l/LC, and we assume that 
Now, we may rewrite (4.4) as follows 
2 2 2 
dVin/dt=(VO+(L/R)(2-3a3VO )dVO/dt+LCd Vo/ dt )(R/ L) 
The nonlinear term in (4.6) can be written as 
2 2 
(L/R)(2-3a3VO )dVO/dt=(2L/R)dVO/ dt-3a3 (L/R)VO dVO/dt 
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(4.5) 
(4.6) 
(4.7) 
If we assume in (4.7) that Vo=Vmcos(Wot+¢), then, after 
some algebra, we can show that the LHS of (4.7) becomes: 
2 
LHS=-(2w OL/R)Vm(1-(3/4)a3Vm )sin(wot+¢) 
3 
+(3/4)a3 (w OL/R)Vm (sin3(w ot+¢)-sin(w ot+¢» 
Ignoring the "3w " o term in (4.8), we get 
2 
LHS=-(2w OL/R)Vm(1-(3/8)a3Vm )sin(wot+¢) 
(4.8) 
(4.9) 
(4.10) 
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(4 . 11) 
is a large signal nonlinear resistance, and Vm is the output 
amplitude. V =A/RC . 
m 
Since the linear solution of (4.4) to a delta function 
input Ao(t) is given by (4.5), we may write, to a first 
approximation, the nonlinear solution as : 
(4.12) 
In general, the nonlinearity will cause a change in the 
coupling as wel l as the damping of the resonator response. 
The physical interpretation of (4.12) is that, in 
response to a delta function input, the linear capacitor C 
will charge up to a maximum regardless of the nonlinearity, 
and then discharge with an amplitude-dependent damping 
factor. Thus, it seems reasonable to assume that the effect 
of the nonlinearity on the coupling to the resonator will be 
small compared to its effect on the damping of the response. 
Assuming nonlinear damping to be predominant, we can 
then derive the following : 
Case A: Large-signal damping factor 
Near t=O, if we measure the response amplitudes Vi 
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a nd V2 at t i mes tl and t2 respectively, such that t 2 -tl «RC, 
t h en the l arge s i gnal damping factor a will be given by : 
a=l/ RlsC 
~ ( ln(V1/V2)/(t2 -t1» ' 
Case B : Small - signal damping factor 
(4 . 12a) 
(4 . 12b) 
For t»RC, if we measure (VI' V2 ) at (t l , t 2 ) such 
that t 2- t 1« RC, the small signal damping fac t or ~ is gi ven 
by : 
~ =I/RC 
~( ln ( V1/V2)/(t2-tl» ' 
Experimental Re sults from SPICE 
(4.I3a) 
(4.I3b) 
A series o f SPICE e xpe riments we re performe d wi th 
the f ol l owing parame ters : 
L=O.1242mH, C=58pF , R=2M, Vin=lOV (triangular pulse ) , 
Triangle b ase width=O . II~ s. 
The results for the above set of parameters are 
summarized i n Table 4 . 1 . The value of a3 was varied from 
-100 to - 100000, and the corresponding response amp l itudes 
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and the large and small signal damping factors were measured 
from SPICE, and compared with theory. A typical SPICE output 
is shown in Fig . 4 . 1 . It is clear from the table that the 
large- signal damping factors agree fairly well with theory . 
On the other hand, the small-signal damping factors do not 
seem to agree well. This may be attributed to the fact that 
these were measured near 15~s, instead of t~116~s, in order 
to minimize computation costs. Hence, one cannot expect the 
measured damping factors to be truly small-signal, since one 
needs to be at least 2RC (=116~s) away to measure them 
accurately. The purpose of the measurements at t=15~s was to 
observe the trends of the damping factors. It is 
encouraging to note that the damping factor at t=15~s is 
smaller than that at t=O in each case. Overall, the above 
experiments indicate that the assumption that the nonlinear 
damping effect is stronger than that due to nonlinear 
coupling in this circuit is reasonable. 
IV.2 Effect of Nonlinear Damping 
on an Ensemble of Resonators 
Consider an ensemble of N discrete nonlinear resonators 
of the kind described in section IV.I. If we assume that for 
an individual resonator, the effect of nonlinear coupling is 
small (as was proven in the preceding section), then the 
pulse response of the resonator may be written as : 
.. 
\ 
, 
f 
-t/R C 
VO,nl-(A/RC)e Is coswot, 
where Rls and Wo have been defined earlier. 
Using (4.11), we can express (4.14) as follows 
-t/RC 
VO,nl-(A/RC)e 
2 
(3/8)a3V t/RC 
e m coswot, 
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(4.14) 
(4.15) 
which for the ith resonator in the ensemble may be written 
as : 
i -t/RC 
VO,nl-(A/RC)e 
where 
e 
2 
-'"tV .t 
m, l. 
COSWO .t, 
, l. 
To arrive at (4.16), we have assumed that 
2 
I (3/8 )a3Vm 1«1. 
(4.16) 
(4.17) 
(4.18) 
Now, the effective amplitude across the ith resonator 
following two delta-pulses applied at t=O and t=1 will be 
given by : 
2 12 
V . -AI rn, l. (4.19) 
where (4.20a) 
(4.20b) 
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Al and A2 are th~ pulse areas respectively. 
Using (4 . 18) through (4 . 20), and the additional 
assumptions that 
(4.21a) 
, , 
12o(t-.)A1 A2 1«1, (4.21b) 
we can show after some algebra that the nonlinear response 
is given by (see Appendix I for details) : 
i 
Vo I-P(t)cosw O . (t-.)-(1/2)Q(t)(cosw O . t+cosw O i(t-2.», ,n,l ,1, 
'2 '2 
-«I/RC)+o(A1 +A2 »(t-.) 
where P(t)=(A2/RC)e 
, , 
and 
(4.22) 
(4.23a) 
(4.23b) 
Now, suppose that the resonator ensemble consists of N 
independent resonators separated by ~wc' and centered at wc· 
Then, 
w.=w -«N+l)/2)~w *i~w . 1 c C C 
(4.24) 
Using (4.24), and ignoring coupling effects, we obtain 
the macroscopic two-pulse response as : 
Vo nl-P(t)~coswO . (t-.)-(1/2)Q(t)~coswO .t 
, 1,1 1,1 
, 
> 
-(1/2)Q(t)~cOSWO,i(t-2t). 
]. 
Using the result: 
N 
Lcosw . t=F(t)cosW t, 
. 1 J. C J.= 
(4.25) 
(4 . 26) 
where F(x) is defined by (3.Sb), we can show that (4.25) 
reduces to 
Vo I-P(t)F(t-t)cosw (t-t)-(1/2)Q(t)F(t)cosw t 
,n c c 
-(1/2)Q( t )F(t-2t)cosw (t-2t). 
c 
(4.27) 
Of the three periodic terms in (4.27), the last one 
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represents a nonlinear damping echo centered at t=2t. Note 
that the amplitude of the nonlinear damping echo is given by 
NQ(t) at t=2t. 
However, P(t»>Q(t) (see (4.21b) and (4.23b». (4.28a) 
Hence, NP(t»>NQ(t). (4.28b) 
Therefore, in order that the nonlinear damping echo be 
identifiable above the tails of the terms involving P(t) 
near t=2t, we should have: 
NP(t)/N«NQ(t), at t=2t, 
Or, 
And, 
N»P(t)/Q(t). 
T»T , where 
w 
T =l/N~f w c 
is the duration of each F(x} term in (4.27). 
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(4.29a) 
(4.29b) 
(4.29c) 
Hence, only if the conditions (4.18), (4.21a), (4.21b), 
(4.29a) and (4.29b) are satisfied, we can expect to see a 
nonlinear damping echo near t=2T. 
IV.3 Summary of SPICE Results 
for the Nonlinear Damping System 
In this section, we discuss the results obtained from 
some of the SPICE experiments that were performed using an 
ensemble of nonlinear damping resonators. Most of these were 
done prior to developing the rigorous theory, and none 
resulted in nonlinear echoes. 
The essential results from this set of experiments are 
given in Table 4.2. From the table, we find that although 
the linear response components agree reasonably well in all 
cases, the nonlinear response components are either 
negligible, or do not manifest themselves on SPICE. Also, 
for the 2-pulse cases, no discernable nonlinear echo is seen 
/ 
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near t =2t i n any case . A typical SPICE output is shown in 
Fig . 4 . 2 . In section IV . 4, we attempt to show that the 
ab s enc e o f t he nonlinear damping echo is due to the 
violation of at least one of the criteria necessary for its 
existence, as established earl i er. 
To conclude our report of this series of experiments, 
we need to mention a few experiments with a single nonlinear 
damping c i rcuit with a single pulse input that were carried 
out to verify if the dependent source f(V) did indeed vary 
3 
as a 3V . The results are presented in Table 4 . 3 . When a 3 is 
kept fixed at -1000, and the pulse amplitude is varied from 
IV to 1000V , we f ind that the output at node '45' as 
obtained from SPICE agrees remarkably well with theory (see 
Table 4.3(a)). The same is true for the node when the pulse 
amplitude is kept fixed at 10V , and a 3 is varied from -100 
to -100000 (see Table 4 . 3(b)). Thus, the dependent source 
3 does vary as a 3V 
IV . 4 Test of Inequalities in 
Nonlinear Damping Experiments 
In conclusion of this chapter, we now check the 
parameters used in the unsucces s ful nonlinear damping 
experiments to see if they satisfy the conditions stipulated 
by theory . To do so, we first state the conditions to be 
tested, viz . , 
(4 . 18) 
(4.21a) 
, , , 
\ 20 A1 A2 \«1, 0 =O(t- T). (4 . 21b) 
P(t)«NQ(t). (4.29a) 
(4 . 29b) 
The parameters above have been defined in the 
equations earlier in the chapter. 
Typical set of circuit values: 
R=2M, C=58pF, a 3=-950V-
2
, T=10~s, 
N=21, ~T=0.11~s, ~fc=25KHz, V1 :V2=1:20. 
We can show that V -9.48mV. 
m 
2 Thus, \ (3/8)a3Vm \-0.032«1, 
which satisfies (4.18). 
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Assuming t-2~ in the neighborhood of observation, we 
find 
, 
\ 0 \ - \ O"C \ -30.7. 
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Since RC=116~s»t, the exponential terms in the 
inequalities are approximately 1. 
We then have, 
, 
Al -O.474mV, and A2 -9.48mV. 
This leads to: 
which satisfies condition (4.21b). 
Hence, t=10~s»TW' which satisfies (4.29c). 
Since by choice V2 :V1=20:1, (4.21a) is satisfied. 
We can also show that: 
, 
P(t)-A2 -9.48mV, and, 
Q(t)-2.617~V= NQ(t)-54.96~V. 
Thus, P(t)=9.48mV»NQ(t), which severely violates 
condition (4.29a). This violation is the probable cause 
behind the failure of the SPICE nonlinear damping echo 
experiments. 
As a note of interest, we may evaluate the minimum N 
needed to satisfy (4.29a). 
From (4.29a), we need, 
N»P(t)/Q(t). For the present case, this leads to 
N»9.48mV/2.62~V-3622! 
Clearly, the above is far greater than our SPICE 
capability. 
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* (e.wel.p_ ... 11) 
Figure 4.1. Typical SPICE output 
from a single nonlinear damping 
circuit. 
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o IS 
-0-'1 
",.11 
&,~ -'500 
",:Yt.~ 1:),0 
t ~ 1 .. ,.5 
Il,: t. .. : 11"; 2./1\ 
\e : 1"'''· 
4t.: 1S \(.~, 
15 
Figure 4.2. Typical SPICE output from N 
nonlinear damping circuits to 2-pulse input 
(only envelope is shown). 
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Table 4.1 
Measurement of large and small-signal 
damp i ng constants from nonlinear damping 
circuit 
With the parameters specified in section IV.1, we have : 
V ( theory ) -4.7mV ; from SPICE, V -4 . 93 mV . 
m m 
3 - 1 Also, ~ (small signal)=1/RC-8.62 x 10 sec . 
-100 
-1000 
- 5000 
-10000 
-100000 
1.0 
1. 01 
1.04 
1. 08 
1.8 
a.(near t=O) 
3 -1 (x10 sec ) 
Th SPICE 
8.62 
8.69 
8.96 
9.3 
15 . 5 
9.7 
9.71 
10.1 
10.3 
17.3 
~ (near t=lS).I s) 
3 -1 (x10 sec ) 
Th SPICE 
8.62 
8.62 
8.62 
8.62 
8.62 
8.43 
9.1 
9 . 1 
9.1 
9.0 
Table 4.2 
Summary of SPICE results for 
the nonlinear damping system 
Lin. Resp. 
(mV) 
Nonlin. Resp. 
(mV) 
Combined Resp. 
(mV) 
Th SPICE Th SPICE Th SPICE 
(i) N=21i a3=-95000i V1 :V2=1: lO i Rl:R2=2M:2Mi 
T=1011S; Obs. range=15-4511S. 
0.23 15 .24 15 .465 
(ii) N=21i a3=Oi V1 :V2=1:0i R1 :R2=2M:200Mi 
T=1011Si Obs. range=15-4511S. 
0.023 .025 15 0 0 15 .023 
0.47 .48 40 0 0 40 .47 
(iii)N=21; a 3=-950; V1 :V2=1:20; R1 :R2=2M:2M; 
1:=10llSi Obs. range=15-25llS. 
0.451 15 .038 15 .489 
(iv) N=l; a 3=-1000; Vl :V2=10:0; R1 :R2=.4M: .4M; 
Obs. range=0-1511S. 
23.5 10 6 10 29.5 
(v) N=l; a 3=-950; V1 :V2=10:0; R1 : R2=2M: 2M; 
Obs. range=0-15llS. 
.51 
.025 
.48 
.546 
24 
4.7 10 neg. 10 4 . 7 4.93 
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At 
( II s) 
15 
15 
40 
20 
10 
10 
(note: here, because of a large time constant output filter, 
the output grew from zero with a time constant o f about 
2RC=1.16ms.) 
(vi) N=21i a3=- 950 i V1 :V2=1: 20 i R1 :R2 i 
9.47 
~f =5KHzi 1:=25llSi Obs. range=O-60llS. 
c 
25 0.4 25 9.87 9.84 25 
Table 4.3 
Test results for dependent nonlinear 
source in the nonlinear damping 
circuit 
(a) With a 3=-1000. 
lS6 
Vin(V) 
1 
V45 (mV) SPICE out (mV) 
(b) 
10 
50 
100 
200 
1000 
a 3 
With V. =10V. 
~n 
-100 
-1000 
-10000 
-105 
-4 1. 06x 10 
0.103 
13.25 
106.0 
S4S.0 
106x103 
V45 (mV) 
.0103 
.103 
1. 03 
10.3 
-4 2.l4x10 
O.llS 
14.91 
118.0 
900.0 
7Sx103 
SPICE out 
.012 
.11S 
1.195 
11.76 
(mV) 
CHAPTER V 
GENERATION OF MEMORY ECHOES BY 
ELECTRONIC HOLOGRAPHY 
187 
As discussed in the introduction, the discovery of very 
long and virtually inde s tructible memories in stimUlated or 
three-pulse echo experiments with piezoelectric powders was 
perhaps the most intriguing aspect of nonlinear echo 
phenomena. Prior to that, in echo experiments with 
piezoelectric crystals, it had already been reported that 
the three-pul s e echo showed "anomalous persistence" [3]. 
However, t h e sto rage or recall times of these echoes, 
although still very large compared to the lifetimes of 
acoustic phonons, electronic traps, or acoustic holograms, 
were still relatively finite (of the order of several hours 
typically) . In powders, howeye r , experiments revealed memory 
echoes that lasted for weeks [23]. Moreover, it was 
demonstrated that the memory echo could not be destroyed by 
d i srupting the orientation of the powder grains [24]. 
Korpel's theory based on phase conjugation and electronic 
holography via nonlinear parametric interactions in 
resonator ensembles gave a theoretical explanation for the 
generation and long- term storage properties of the memory 
echo . The theory actually went beyond a simple pulse-echo 
model to include any finite, arbitrary input, and thereby 
led to more general signal processing and storage 
possibilities. 
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In this chapter, we discuss the basic long-term storage 
model due to Korpel, and apply the theory specifically to 
pulse inputs, and later, to more general inputs for 
time-inverted and non-time-inverted recall. We also discuss 
concurrently how simply the model is implemented on SPICE in 
each case, by tailoring the nonlinear parameter of each 
resonator in accordance with the energy in the corresponding 
spectral component of the input. SPICE results are then 
presented and discussed. Finally, to demonstrate a signal 
processing application, a SPICE experiment involving a 
static-echo correlator is carried out. 
V. l Basic Long-Term Storage Model 
Following the treatment in [6], if the general input 
signal is given by: 
(5.1) 
then the spectrum of the input signal for t>t is given by: 
-jwt 
~(w)=~1(w)+~2(w)e ( 5 .2) 
Now, let e (t)=o(t-T) 
r (5.3) 
be the recall pulse applied at t=T, so that it has the 
spectrum 
-J' wT IP (w) =e r . (5 . 4) 
Then, according to the model suggested by Korpel, 
application of the input e(t) (also called "write-in"), 
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through the nonlinearity of the system, alters the coupling 
to each individual resonator or eigenmode of the system by 
an amount ~K given by 
2 ~Koc IIP (w)1 . (5.5) 
Hence, following the application of the "recall" pulse, 
the spectrum of the recalled signal is given by : 
(5.6) 
Using (5.2) and (5.4) in (5.6), we obtain 
" 2 -jwT 2 -jwT 
~ ocl~l l e + 1 ~21 e 
* - jw(T-~) * -jw(T+~) 
+IP 2 IPIe +IP2IPI e (5.7) 
In general, the spectrum in (5.6) leads to a recalled 
time domain signal given by the triple product 
e"(t)oce(t)G'e(t)*e (t), 
r (5.8) 
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where ® deno t es correlation and * denotes convolution. 
V . 2 Memory Echo for 2-pulse Write-In 
Let the write-in signal consist of two delta pulses 
such that 
(5.9a) 
where A1 and A2 are the pulse areas . 
(5 . 9b) 
Let t h e static recal l pu lse ( of area A3 ) b e given b y 
(5 . 10a) 
-J' wT ~ (w ) =A e . 
r 3 (5.10b) 
Next, let u s consider a single linear RLC resonator 
wi th a re s onant frequency wOo Then, the linear response to a 
s t atic recall pulse er(t) will be give n by : 
- (t- '!)/2RC 
V(t)=(A3/RC)e coswO(t-T), t>T . (5.11) 
Now, suppose that following the "write- in" process, the 
c ouplin g to t h e reson ator is altered acco r ding to the 
following prescription 
(5.12) 
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where Kl is a constant of proportionality, a l is a coupling 
parameter (to be used on SPICE later), and, from (5 . 9b), 
(5.13) 
Suppose in our SPICE experiment, we introduce a 
dependent voltage source which is given by : 
(5.14) 
where a l is given by (5 . 12), and is dimensionless. 
Using (5.11) and (5 . 12) in (5.14), we can show that the 
output across the source f(V) will be given by 
2 2 
VO,i(t)-(Kl (A1 +A2 )A3/RC)e 
-(t-T)/2RC 
-(t- T)/2RC 
+(K1A1A2A3/RC)e 
-(t-T)/2RC 
+ (K1A1A2A3/RC)e 
COSINO . (t-T) 
, l. 
COSINo . (t-(T-t» 
, l. 
COSINo . (t-(T+t», 
,1 
t>T. 
(5.15) 
Note that the subscript "i" refers to the ith resonator 
in an ensemble of resonators to be used later. 
In deriving (5.15), we have assumed that following two 
input pulses applied at t=O and t=t, the coupling to each 
~ 
I 
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resonator is changed by the amount presribed by (5.12). Once 
this change has taken place, one can assume that the system 
then preserves permanently the information of the applied 
write-in through these selectively altered coupling 
parameters. Hence, we may apply the third or "recall" pulse 
at any time t=T thereafter. Thus, once we assume a form of 
a 1 as in (5.12), we may set T=O in an actual SPICE 
experiment. 
Now, if we sum (5 . 15) over N linear resonators, the 
macroscopic response will be given by : 
2 2 -(t-T)/2RC 
-(KK1(A1 +A2 )A3/RC)e 
-(t-T)/2RC 
+ (KK1A1A2A3/RC)e 
-(t-T)/2RC 
+ (KK1A1A2A3/RC)e 
F(t-T)cosw (t-T) 
c 
F(t-(T-t»cosw (t-(T-t» 
c 
F(t-(T+t»cosw (t-(T+t», 
c 
(5.16) 
where the function F(x) is defined by (3.5b), and K is the 
scaling factor discussed earlier. 
, 
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Note that the three terms in (5 . 16) represent 
sinN9/sin8 type responses centered at t=T, T-T, and T+T 
respectively. Of these, the last one is the memory or static 
echo term. 
From the above, we may conclude that if we take an 
ensemble of linear RLC resonators whose coupling parameters 
have been altered in accordance with (5.12) (this is 
reminiscent of the process of "preparing" a hologram by 
using an object field and a reference; in this case, we use 
two write- in pulses), then by applying a "recall" pulse any 
time t=T later (which is similar to "reading" a hologram), 
we can obtain a holographic readout of the stored 
information in the form of a memory echo. 
If we make N sufficiently large, and choose A2 , A3 »A1 , 
then we can ensure that the response humps in (5.16) will be 
narrow enough so that the memory echo will not be swamped by 
the tails of the undesirable responses. Also, we must make 
l/~f large enough so that the terms in (5.16) repeat over a 
c 
long interval. 
Thus, we need 
N»l, (5.17a) 
(5.17b) 
l/~f »1. 
c 
(5.17c) 
194 
If eq.(5.17a-c) are satisfied, we should expect to see 
a memory echo near t=T+1, which, for T=O, will be given by : 
-t/2RC 
VO(t)-(KK1A1A2A3/RC)e F(t-1)COSW (t-1). C 
V.3 Non-Time-Inverted and 
Time-Inverted Memory Echo 
(5.18) 
It turns out that using the basic long-term storage 
model, it is possible to predict non-time-inverted and 
time-inverted memory echoes of arbitrary input write-in 
signals. 
Thus, if we ignore the effect of the first three terms 
in (5.7) in the time range t>T, then, near t=T+1, the fourth 
term represents the potentially useful correlation : 
" * -jw(T+1) 
¢ (w)-¢2¢1 e , and, (5.19a) 
" (5.19b) 
If, now, in (5.19b), we choose 
e 1 (t)=5(t), then we obtain 
" (5.20) 
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which is a non-time - inverted replica of e 2 t d t cen ere a 
t =T+'[ . 
On the ot her hand, if we choo s e 
e 2 (t)=o(t), then from (5.19a) we obtain 
" (5 . 21) 
which is a time-inverted replica of the signal e 1 centered 
t=T+'[. 
We may note that in deriving the results for pulse as 
well as arbitrary input write-in signals, we have placed no 
restrictions on the time of application T of the recall 
pulse. Thus, the basic long-term storage model predicts 
memory echoes which have essentially infinite recall times. 
V.4 SPICE Implementation of 
3-Pulse Memory Echo 
From our discussion in the preceding section, we can 
now design an N-element SPICE experiment to generate pulse 
memory echoes. For this, we have to first compute the 
spectral amplitudes of the "write-in", which would consist 
of two pulses separated by '[ in this case. Thereafter, we 
have to assign the values of a 1 for each resonator (note 
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that the resonators are linear). Finally, we have to apply a 
"recall" pulse at t=T=O for simplicity. 
Typical Design Set 
Let us choose the following 
Vl :V2 :V3=1:10:10 
t=lOllS 
6.f =25KHz 
c 
N=63 
~T=pulse duration=O.1111S 
f =2MHz 
c 
From the above, using (5.12), we can solve for the 
constant K l . We then have, 
15 -2 -2 Kl--2.7S48xl0 V sec . 
Using (5.17), and the values above, we can show that 
the parameter a l will be given by 
2 2 
where we have assumed that Al «A2 . 
(5.22) 
With the above, we then obtain the values of a l as 
tabulated in Table 5.1. 
A SPICE memory echo experiment with N=63 was then 
conducted for the above set of values. A recall pulse was 
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applied at t=O, and the experimental values were plotted 
from t=7~s to t=lS~s. The circuit components were chosen as 
follows : 
C=S8pF 
R=O.SMQ 
L. variable, i=l, .. ,63 
1 
R1=10MQ. 
Fig.S.1 shows one of the 63 linear resonators used in 
the experiment. 
The output at node "5" from SPICE showed a remarkably 
well defined memory echo pulse centered at t=10~s, as 
expected (since the echo should appear at t=T+t=t=10~s). 
The output from 7~s to 15~s is shown in Fig.S.2. Note that 
the width of the echo is approximately O.8~s, which is close 
to the theoretical value of -40/63-0.7~s. If we compute the 
amplitude of the memory echo using (5.18), we obtain: 
Because of the 5K output filter used in the experiment, 
the above amplitude would be modified as follows: 
-2 Amp (c:;orrected)-SK/(SK+10MI110MII .. 1I10M)Amp-1.2/40=3 x10 V. 
From SPICE, the memory echo amplitude is obtained as 
approximately 2.2x10-2V, which is close to the theoretical 
value, considering the approximations made in the 
calculations. 
V.5 Implementation of Non-Time-
Inverted Recall Using Memory Echo 
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For an arbitrary input "write-in", we have to first 
evaluate the spectral amplitudes. In order to achieve 
non-time-inverted recall, let us choose an input "write-in" 
sequence as given by Fig.5.3. In the figure, e 1 is a delta 
pulse of area A1 , and e 2 is a sampled R.E. sawtooth of 
duration T , applied at t=.-T . The sampling pulses appear 
s s 
every Tc/2 seconds, where Tc is the R.F. carrier period. 
From Eig.5.3, we can write the following 
(5.23) 
Sampled Signal 
2T /T i 
e (t)= sr c(iA2T /2T )(-1) 6(t-(.-T +iT /2» . 
s c s s c i=O 
(5.24) 
Hence, the total "write-in" signal becomes: 
v. (t)=A1 o(t)+e (t) . ~n s (5.25) 
The spectrum of (5.25) is given by: 
2T IT i -jw(.-T +iT /2) 
V. (w)=A1 + sr c(A2T /2T )i(-l) eSc 1n c s i=O 
(5.26) 
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We now need to evaluate a1(w O) for each resonator using 
(5.26). This is easily accomplished by computing IV. (w o )1
2 
~n 
on the computer . 
It is interesting to note here that in the computation 
of the a l values, the factor (_l)i in (5.26) had initially 
been inadvertantly left out. When the resulting a l values 
were used in the SPICE program, the expected 
non-time-inverted signal was not seen. This observation is 
easily explained by the fact that the above error led to a 
unipolar, sampled input sequence centered at 2w , which was 
c 
rejected by the linear resonator ensemble centered at wc. 
When the (_l}i factor was restored in (5.26), the 
IVin (w o) 12 and normalized a l (normalized to al=-IOOO at wc ) 
values given in Table 5.2 were generated. It was found that 
for N resonators in the ensemble (where N is odd), 
(5.27) 
which indicates a symmetrical spectrum. 
With the above values of aI' a SPICE experiment with 63 
resonators was conducted. A single recall pulse (IOV) was 
applied at t=T=O, and the experiment was run from 4vs to 
14~s. The circuit parameters were identical to the 
experiment in section V. 4. The resulting SPICE output in the 
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same time range is shown in Fig.S.4. From the output plot, 
we see that a non-time-inverted memory echo of e 2 has indeed 
been generated. The echo extends from t=T+(t-T )= 
s 
0+(10-4)=6~s, to t=T+t=0+10=10~s, as expected. More 
interestingly, we find that the envelope of the echo is a 
fairly well-defined sawtooth which is much cleaner than was 
obtained in any of the previously attempted dynamic TIR 
experiments (anharmonic or nonlinear coupling). 
V.6 Implementation of Time-
Inverted Recall Using Memory 
Echo 
For time-inverted recall, we choose the input 
"write-in" sequence shown in Fig.S.S. Here, the signal e 1 is 
a sampled R . F. sawtooth of duration T
s
' and e 2 is a pulse 
of area A2 applied at t=t. 
In this case, we can write, 
Analog Envelope (5.28) 
Sampled Signal 
2T /T i 
e (t)= SL c(iA1T /2T )(-1) 6(t-iT /2). 
s c s c i=O (5.29) 
Hence, the total signal becomes 
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V . (t)= e (t)+A2 6(t- t) . ~n s (5 . 30) 
The spectrum of the above signal is given by 
2T IT i 
V. (w)= sr c(i(-I) AIT 12T )e 
~n i =O c s 
- jiwT 12 
c 
where Tc is the carrier period defined earlier. 
(5.31) 
The numeri cally computed values of IV. (w o)1 2 and the ~n 
normalized values of a 1 for N=63 resonators are given in 
Table 5.3. Onc e again, the spectrum is found to be 
symmetrical. 
A SPICE memory TIR experiment with the above a 1 values 
was conducted with 63 resonators, using a 10V static recall 
pulse applied at t=T=O, and the experiment was run from 4~s 
to 14~s . The circuit parameters were identical to those used 
in the preceding sections. Fig . S . 6 shows a plot of the SPICE 
output in the same time range in this case. From the plot, 
we find that a time-inverted replica of e 1 has been 
generated as expected, extending from t=T+t-T =0+10-4=6~s to 
s 
t=T+t=10~s . The recall signal, once again, has superior 
c l arity as compared with those obtained in dynamic TIR 
experiments . 
/ 
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The above experiments demonstrate the validity and 
scope of the Korpel and Longuet-Higgins model of long-term 
storage and recall of arbitrary signals based on the 
principles of electronic holography, and show that, 
theoretically at least, there is no limit on the recall time 
t =T of the recalled signal . 
V . 7 Implementation of a 
Static Echo Correlator 
In order to demonstrate the signal processing 
capability of t he long-term memory echo based on electronic 
holography principles, we decided to generate the 
time-correlation function of an arbitrary input "write-in", 
by using the concept of electronic holography and long-term 
storage as discussed in this chapter. 
If we start from (5.7), and ignore the effect of the 
first three terms, then, for a static recall pulse applied 
at t=T, the resulting recalled signal is shown to be a 
correlation of the components e 1 (t) and e 2 (t-t) of the 
applied input "write-in", as given by (5.19a) and (5.19b). 
Note that the correlation is centered at t=T+t, where t is 
the center-to-center separation of the two time-limited 
components e 1 and e 2 of the input "write-in". 
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Thus, for our SPICE e xperiment, we would have to follow 
the steps below : 
(i) Define the input "write-in" as the combination of 
two arbitrary, finite duration signals e l and e 2 , separated 
center- to-center by t. 
( ii ) Using t he methods outlined in the preceding 
sections, numerically evaluate the spectral components of 
t he input corresponding to the resonant frequencies of the 
resonator ensemble. 
(iii) From (ii), calculate the normalized values of the 
parameter a l o f the ensemble, choosing a l to be -1000 at the 
center frequency of the ensemble. 
(iv) Incorporate the above a 1 values in the linear 
resonator ensemble to be used on SPICE. 
(v) Apply a static recall pulse of area A3 to the 
linear ensemble at t=T=O. 
With the above prescription, a SPICE experiment was 
conducted with essentially the same circuit parameters as in 
the preceding sections. The input "write-in" was chosen as 
two R.F . square pulses (R . F.=2MHz), the first extending from 
o to 4~s, and the second from 8 to 12~s. Both pulses had a 
2Vamplitude. The input is shown in Fig.S.7. The 
corresponding a 1 values are listed in Table 5.4. 
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When a lOV recall pulse was applied to the resulting 
linear ensemble at t=T=O, the SPICE output of Fig.S.8 was 
obtained in the time range 3.5 to 16~s. As can be readily 
verified, the plot shows the correlation of the two inputs 
e 1 and e 2 which extends from t=4~s (which is where the 
correlation begins) to t=12~s (where the correlation ends). 
We may note that the correlation is centered at t=8~s, which 
is indeed the center-to-center separation of the input 
"write-in" components (=10-2=8~s). The isosceles triangle 
shape of the correlation can also be readily verified. 
We can conclude from the experiments in this chapter 
that the long-term storage model does indeed show the 
existence of 3-pulse memory echoes in resonator ensembles, 
as well as the possibilty of non-time-inverted and 
time-inverted recall of arbitrary inputs with no restriction 
on the recall time. This would then verify the extremely 
long-term persistence of the static memory as reported in 
the literature. Furthermore, the experiment in section V.7 
shows that the same principle can be utilized for other 
signal processing applications such as correlation and 
convolution. 
V,~ 
.... --IV\M.---.., 
f(v) = a,V 
Figure 5.1. One of 63 linear 
resonators used to simulate memory 
echo. 
205 
® 
IS 
N= (,3 
VI : vI. : V~. \: \0: 10 
to = IOtAS 
T"O 
Ie = 1M". 
44e= 11 ""'. 
t (I-'s) 
Figure 5.2. SPICE output showing 
3-pulse memory echo (only envelope is 
shown) . 
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o 
'e-Ts to 
Figure 5.3. Input write-in sequence 
for non-time-inverted memory echo. 
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t 
N: U 
T= O 
RF:: 1-'1\14. 
12. IS 
Figure 5. 4 . SPICE ou tput f o r non- t i me-
i n ve r t ed me mory echo ( only e nvel ope is 
shown) . 
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/ 
I 
Figure 5.5. Input write-in 
sequence for time-inverted memory 
echo. 
t 
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N=U 
Ihca\\ rul r~ :a IOV 
T:oO 
IF:o 1 "'~. 
II IS I" t (".) 
Figure 5.6. SPICE output for time-
inverted memory echo (only envelope is 
shown) . 
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~ 
2.V 
o 1'+ 
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Figure 5.7. Input write-in 
for static echo correlator. 
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Figure 5 . 8. SPICE output for static 
echo correlator (only envelope is 
shown) . 
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Table 5 . 1 
Values of a 1 for 3-pulse 
memory echo write-in 
N=63i fc=2MHZi L=10~Si V1 :V2=1: lO i 
Af =25KHz . 
c 
Resonator no. cosiAw L a 1 (w O) c 
1 0 -833.32 
2 -1 -666.66 
3 0 -833.32 
4 +1 -1000.0 
5 0 -833.32 
6 -1 -666.66 
63 o -833.32 
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Resonator no. 
k 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
Table 5.2 
Values of a 1 for 
non-time-inverted memory echo 
write-in 
222 IV. (w O ) I (V sec) In Normalized l a11 
x10- 12 
.2278 
.3728 
.4117 
.2585 
.2044 
. 3609 
.4278 
.2708 
. 2001 
. 3700 
. 4510 
. 2627 
.1643 
.3806 
. 5251 
. 3107 
.1361 
. 3496 
.5408 
.3067 
.1055 
.4424 
.7953 
.4669 
.0085 
.4335 
1.32 
1.286 
.361 
.1425 
1 .1 67 
1. 891 
120.5 
197.2 
217.8 
136.8 
108.1 
191. 0 
226.3 
143.2 
105.8 
195.8 
238 . 6 
139.0 
86.93 
201. 4 
277.8 
164.4 
72.0 
185.0 
286.1 
162.2 
55.8 
234.1 
420.8 
247.0 
5.3 
229.4 
698 . 4 
680.4 
191. 0 
75.1 
613.7 
1000 . 0 
lallk=lall (N+1)-k. 
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Resonator no . 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
Table 5 . 3 
Values of a 1 for time-inverted 
memory echo write-in 
I V . ( w 0) I 2 ( V2 s 2 ) In Norm. I all 
xl0- 12 
.4136 
. 3728 
.2687 
. 1969 
.2323 
.3436 
.4278 
. 4169 
. 3249 
. 2183 
.1790 
.2626 
.4250 
.5166 
.4286 
.2390 
.1361 
.2069 
.3795 
.5402 
.5915 
.4425 
.1461 
.0386 
.4447 
1.12 
1. 32 
.7363 
.0898 
. 3313 
1. 32 
1. 89 
219.0 
197.4 
142.3 
104.2 
122.8 
182.0 
226.4 
220.6 
172.0 
115.3 
94.7 
139.2 
224.9 
273 . 5 
227.0 
126.5 
72.0 
109 . 5 
200.5 
285.7 
313.2 
233.9 
77 . 2 
20.4 
233.9 
592.6 
698 . 4 
389.4 
47.5 
175 . 1 
700.5 
1000.0 
lallk= l all (N+1)-k· 
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Resonator 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
Table 5.4 
Values of a 1 for static-echo correlator 
with two r.f. square pulses as input 
write-in 
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no. Norm. I all Resonator no. Norm. I all 
0.75 17 46.4 
0.0 18 31.5 
0.85 19 3.83 
0.46 20 2.36 
0.95 21 5.31 
9.7 22 0.0 
17.6 23 7.91 
11. 3 24 5.27 
1.28 25 13.0 
0.73 26 167.5 
1. 51 27 406.6 
0.0 28 375.7 
1. 84 29 70.4 
1.08 30 52.93 
2.28 31 633.4 
24.2 32 1000.0 
la1 l k=la11 (N+l)-k· 
CHAPTER VI 
CONCLUSION 
217 
In conclusion of this dissertation, we discuss in this 
chapter some of the observed merits and limitations of SPICE 
as a tool for computer circuit simulation. We discuss its 
feasibility in the context of the experiments detailed in 
the preceding chapters, and present an approximate speed and 
cost estimate. We also present an overview of the scope of 
electronic holography and the parametric formalism as a 
fundamental model which explains all nonlinear echo 
phenomena in general, and provides simple means of deriving 
convenient quantitative expressions (of the triple product 
type) that can be visualized and interpreted with greater 
clarity than other existing formalisms. The possibilities of 
using SPICE to predict other nonlinear physical phenomena 
are also overviewed. 
VI.l Transient Analysis on SPICE 
The SPICE simulation program operates on the basis of 
short computation intervals (TMAX) over which it updates the 
voltages and currents at all the circuit nodes. Essentially, 
TMAX is the amount by which time is incremented to evaluate 
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the node voltages and currents after that increment. It is 
necessary, therefore, to make the intervals short enough to 
enable the program to follow the fastest variation of the 
input or the response at any node accurately. A convenient 
rule of thumb that appeared to work in our experiments was 
to have at least 50 computation intervals per cycle of the 
average carrier in the ensemble. 
Another interesting factor observed was the plotting 
interval (TSTEP). (TSTEP is the time interval over which the 
SPICE output values are plotted, and is kept larger than 
TMAX to save space and time.) It was found that if the 
response is periodic, then if the number of points plotted 
per cycle is insufficient, the resulting waveform plotted 
may turn out to be periodic as well, with a different period 
altogether. In other words, depending on the number of 
samples plotted per cycle, one might end up with a 
"stroboscopic" effect by which the wave plotted becomes 
quite different from that intended. To avoid this situation, 
one needs simply to make TSTEP small enough to accommodate 
at least 10 samples per cycle. 
In our SPICE experiments, TMAX and TSTEP were selected 
as follows : 
TMAX< T /50=1/50f =10ns, for f =2MHz. 
c c c 
TSTEP< T /10=50ns, for f =2MHz. 
c c 
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In general, the smaller we make TMAX and TSTEP, the 
more accurate are the computation and plot. However, there 
are severe limitations to making TMAX too small. If TMAX is 
made too small, the computation time and cost increase 
linearly . Even worse, below a certain value of TMAX, the 
computer runs out of available memory space. In our SPICE 
experiments with large resonator ensembles (N=101 or 
greater), the memory region was increased to 2000K (which is 
the maximum available). Even then, one could compute only 
S~s of circuit time with a TMAX of Ins. 
As far as real time SPICE computation is concerned, we 
found that on the average, the time required for SPICE 
calculations with 21 linear resonators was less than 10 
minutes for a circuit time of 8S~s. For any other ensemble 
size and circuit time, the real computation time may be 
linearly extrapolated. 
Thus, for 101 resonators, one would expect 
approximately 1 minute of computer time per microsecond of 
circuit time. However, for an arbitrary R. F. input, it was 
necessary to construct the input by using several piecewise 
linear (PWL) statements in the program. This construction 
was found to take several additional minutes. Thus, a 20~s 
circuit computation with a 4~s input took about 47 minutes 
of computer time. 
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As pointed out in the preceding chapters, the ensemble 
size for most of the SPICE experiments was kept well under 
101 . A size of 63 or so, it turned out, was sufficient t o 
illustrate the properties of the nonlinear system under 
investigation . A far larger ensemble size was required o f 
the nonlinear damping system (in the range of thousands), 
and thi s was beyond the existing SPICE capability . 
For l arge ensembles with 500 or more nodes, SPICE often 
gave an "EXCEEDS ALLOCATED MEMORY OF 60, 000" error message, 
even for relatively short circuit intervals of 0 -5~s. The 
following facts about the available SPICE system were later 
discovered : 
(i) Increasing the memory space on the //EXEC SPICE card by 
setting REGION=2000K or higher does n o t help, bec ause the 
SPICE software capability is limited to 536K. To increase 
the capability would involve massive alterations in the 
program software. 
(ii) One may define an approximate figure of merit by: 
F=((TSTOP-TSTART)/TSTEP)*N, where N is the number of nodes, 
which determines whether or not a given SPICE program would 
have the right memory capability. The experimental value of 
this figure of merit was found to be F<40,OOO. 
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(iii) If one is interested in the temporal evolution of the 
voltage at a node at a time much later than t=O, one can 
safely let TSTART to be any value without any memory 
problem . This is because the SPICE program will do 
computations from t=O all the way to TSTOP for transient 
analysis, but will only store the data from TSTART to TSTOP, 
and discard the data from t=O to TSTART. Hence, the critical 
determinant for memory limitations is the interval 
(TSTOP-TSTART). Based on the above, one may therefore run 
large networks over predetermined short intervals 
(TSTOP-TSTART) satisfying the figure of merit F. 
It is interesting to note that a nonlinear coupling 
experiment with 101 resonators, which had not run from 0-5~s 
due to memory limitations, was run successfully in 2~s 
intervals from 15-17~s, 17-19~s, ... upto 29-31~s. Not only 
were memory problems eliminated using this procedure , but 
the outputs were also fairly continuous over the intervals. 
In most of the SPICE experiments, however, this 
procedure was not required. The ensemble size, as mentioned 
earlier, was kept reasonably small, and the upper limit of 
circuit time was kept close to 2 •. This kept the programs 
free from memory limitations, and the computation costs 
within 200 dollars or less for fairly large circuits. 
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Some of the observed memory and time limitations of 
SPICE may be circumvented by using more recent and updated 
versions of SPICE now available. However, the SPICE package 
available to us was sufficient for explaining the properties 
of nonlinear signal storage, and in fact, it provided 
results in some cases which were not theoretically predicted 
but were later verified to be physically accurate (such as 
instability in nonlinear capacitor circuits; the high level 
splitting of anharmonic echoes; and the very slow rise of 
the output in nonlinear coupling experiments when terminated 
by very large time constant filters) . These findings attest 
to the high re liability of SPICE in accurately modeling 
fairly complex circuits . 
VI.2 Scope of Electronic Holography as a 
General Model for Nonlinear Signal 
Storage 
As stated in the Introduction, prior to the parametric 
interaction model based on electronic holography proposed by 
Korpel, there were several models in the nonlinear echo 
literature which attempted to explain various aspects of 
nonlinear echo behavior. Some of these were very well suited 
for dynamic echoes (such as the electroacoustic interaction 
model), predicting two-pulse as well as multiple echoes, and 
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even echo pulses with different frequencies than the applied 
R.F . Others offered useful descriptions of the possible 
mechanisms behind the generation of the memory echo (such as 
the orientation model and the dislocation nonlinearity 
model). However, most of these models appear to be 
inadequate in some respect, and do not explain both dynamic 
and static echoes under a common principle. Based on our 
SPICE modeling experiments, it appears safe to state that 
the parametric interaction model provides a single 
phenomenological scheme with which both types of nonlinear 
echoes (dynamic and static) may be described. Thus, dynamic 
echoes are the result of (typically) the modulation of a 
parameter of the system of resonators or eigenmodes at 2w 
(for a cubic nonlinearity), brought about by phase 
conjugation. Static echoes, on the other hand, result from 
a permanent alteration of the resonator coupling constants 
following the write-in process, and are then regenerated by 
using a recall pulse in a manner similar to optical 
holography. Both phenomena, it turns out, may be described 
by appropriate triple product formalisms in time. 
Another respect in which the parametric model goes 
beyond other existing models is that it may be extended to 
include more general write-in signals than pulses. This, as 
we have seen, not only leads to generalized storage and 
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recall of arbitrary signals, but also predicts the 
possibility of useful signal processing such as 
non- time-inverted and time-inverted recall, convolution and 
correlation of finite-duration signals. 
As a final note, it needs to be stated that the 
parametric model provides very useful mathematical tools 
with which one may readily verify nonlinear echo phenomena, 
without having to resort to extremely complicated systems of 
vector and scalar nonlinear differential equations. 
Considering the overall success of the SPICE 
experiments with nonlinear resonator circuits, one can 
extend its use to other nonlinear systems as well. Nonlinear 
transmission lines may be simulated to study the propagation 
of guided waves leading to such phenomena as solitary waves. 
SPICE could also be used to simulate certain nonlinear 
differential equations by setting up appropriate circuit 
models. 
APPENDIX A 
DERIVATION OF NONLINEAR 
LARGE SIGNAL CAPACITANCE 
Starting with (2 . 1), we can show that: 
Now, let 
and, 
jwt 
)=(1/2}I Oe 
Then, using (A.l), we have: 
* -jwt 
+(1/2)I O e 
* -jwt 
+(1/2)VO e 
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(A . l) 
(A.2a) 
(A.2b) 
* -jwt 2 * -jwt 
+IO e 
jwt 
)=CO(1-(3/2)a3 (VOe +V 0 e » x 
jwt 
x(1/2)(jwVoe 
* -jwt 
- j wV 0 e ) . 
(A. 3) 
Equating the coefficients of exp(jwt} in (A.3), we get: 
2 * 2 
IO=jwCoVO-(3/2)a3jwCoVoIVOI +(3/4)a3 jwCOVO Vo 
2 
=jwCoVO-(3/4)jwCOVOa3IVOI 
2 
Or, (IO/VO)=jwCls=jwCO(1-(3/4)a3IVOI ). 
Hence, 
which is the required result. 
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(A.4) 
(A.S) 
(A.6) 
APPENDIX B 
STABILITY ANALYSIS FROM 
INJECTED CHARGE APPROACH 
Starting from 
_ 3 
f(V)-a3V . , o~ (B . 1 ) 
we can show that the charge in the capacitor is given by 
_ 3 Q. -COV . -COa 3V . . ~ o~ o~ (B.2 ) 
We next fi nd : 
dQ./dV .=CO-3COa 3V . 2=0. ~ o~ o~ (B.3) 
This gives 2 V
oi =1/3a3 at extremum. (B.4) 
2 2 Also, d Q ./dV . =-6COa 3V . <0, if a 3 , V .>0. o~ o~ o~ o~ (B.5) 
Hence the extremum is a maximum. 
Using (B . 4) in (B.1) we finally get: 
_ 2 _ 1/2 Q. -COV. (1 - a 3V . )-2CO/(3(3a3 ) ). ~max o~ o~ (B.6) 
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APPENDIX C 
VALIDITY OF APPROXIMATE 
TRANSFER FUNCTION AS QO~~ 
We are to show that : 
2 
jwL/(R(l-w LCO)+jwL)~(TI/RCO)(O(w+wO)+O(w-wO»' 
228 
(C.l) 
Let f(t) ~ F(w) be the input. 
Then the system response will be 
~ jwt 2 
VO(t)=(1/2TI) J F(w)jwLe /(R(l - w LCO)+jwL)dw. (C.2) 
-~ 
We can rewrite (C.2) as 
~ jwt 2 2 
VO(t)=(-1/2TIRLCO) J F(w)jwLe /(w -w O -jwwO/QO)dw. (C.3) 
-~ 
The integral in (C.3) has two complex poles. For simplicity, 
if we let QO~~ as RCO~~ in (C.3), then the poles are 
determined easily as : 
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(C.4) 
Since these poles lie on the real axis, we can apply the 
Cauchy residue theorem to evaluate (C.3), using (C . 4) . This, 
a f ter some algebra, l eads to : 
(C.S) 
Next, if we use (2 . 26) to find VO(t), we get: 
~ jwt 
VO(t)=(1/2~) J (~/RCO)(o(w +wO)+o(w -wO»F(w)e dw. 
- ~ 
Or, 
(C.6) 
which is identical to (C . S) . 
Hence, in the limit as QO~~' (2.26) is a valid approximation 
for (2 . 21). 
APPENDIX D 
RESPONSE TO ANHARMONIC NONLINEARITY 
(a) Nonlinear response to two delta pulses 
Using (2.38) in (2.39), we have 
2 
jw(t-'t) -jaa (t-'t) 
e e dw) . 
Now, using (2 . 37b), we get 
222 2 2 
-jaa t -jaW (AI +A2 )t -2jaW AIA2tcoswt 
e =e e 
222 
-jaW (AI +A2 )t -jblcoswt 
=e e 
and, similarly, 
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(D.l) 
(D.2) 
231 
222 
-jaW (Al +A2 )(t-.) 
e =e 
(D.3) 
where (D.4a) 
and (D.4b) 
Using (D.2) and (D.3) in (D.l), and using the identity: 
-jzcos~ 00 
e = L 
n=-oo 
we obtain 
n jn~ 
(- j) e J (z) 
n 
222 
-jaW (Al +A2 )t 
VNL(t)=(NW/Wb)Re(Ale 
00 
x L 
n=-oo 
222 
x 
-jaW (Al +A2 )(t-.) +A2e 
00 
x L 
n=-oo 
Now, eq.(D.6) can be rewritten as 
(D.S) 
x 
(D.6) 
2 2 2 
-j~W (AI +A2 )t ~ n 
VNL(t)=(NW/Wb)Re(AIe L (-j) In(bl)x 
n=-~ 
Wb/2 jw(t+n'!) 
x J e e 
jw (t+n'!) 
c dw 
-W 12 b 
222 
-j~W (AI +A2 )(t-'!) 
+A2e 
jw(t+(n-I)'!) jw (t+(n-I)'!) 
c 
e 
~ 
n=-~ 
dw) . 
Carrying out the integrations in (D.7), we obtain 
222 
-j~W (AI +A2 )t 
VNL(t)=NWRe(AIe x 
00 n jw (t+n'!) 
c sincfb(t+n'!) x L (-j) In(b1)e 
n=-~ 
222 
-j~W (AI +A2 )t 
+A2 e 
~ n 
x 
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(D.7) 
x L (-j) I
n
(b2 )e 
jw (t+(n-I)'!) 
c sincfb(t+(n-I)'!», 
n=-oo 
(D.8) 
which is the required result. 
(b) Nonlinear response to general signal foll owed by a 
recall pulse 
The four integrals in (2.55) are 
2 2 
jwc(t-t) -jaA2 W (t-t) I 1=Re«NWA2/Wb )e e 
Wb/2 jQ(t-t) 
x J e dQ ) 
-Wb/2 
x 
2 2 
=NWA2 cos(wc(t-t)-aA2 W (t-t»sincfb(t-t). 
Wb/2 2 jQ(t-t) 
x J / G ( Q ) / e dQ ) 
-Wb/2 
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=(NaW A2 (t-t)/4Wb )sin«w c -aA2 W )(t-t»x 
Wb/2 2 jQ(t-t) 
x J /G(Q)/ e dQ. 
-Wb/2 
(D.9) 
(D.lO) 
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2 2 
3 2 j(t-T)(w
c
-aA2 W ) I 3=Re« - ja(t-T)NW A2 /2Wb )e x 
Wb/2 jQt 
x J G(Q)e dQ) 
-Wb/2 
3 2 2 2 
=(NaW A2 (t-T)TI/Wb)sin«wc-aW A2 )(t-T»g(t). (D.ll) 
2 2 
3 2 j(t- T)(w
c
-aA2 W ) 14=Re«-ja(t-T)NW A2 /2Wb )e x 
Wb/2 * jQ(t-2T) 
x J G (Q )e dQ) 
- W /2 b 
3 2 2 2 
=(NaW A2 (t-T)TI/Wb )sin(w c (t-T)-aA2 W (t-T»g(2T-t). 
(D.12) 
APPENDIX E 
DERIVATION OF EQUATIONS 
(2.64A) AND (2 . 66) 
(a) Derivation of eg. (2.64a) for anharmonic nonlinearity, 
one resonator 
235 
+ Under the assumption A2 »A l , for t>1 , (2.62) may be written 
as : 
(E.l) 
Using (2.37) and (2.38) with the definitions (2.63a) and 
(2.63b), we can write 
'2 '2 
j(WO+AW)(t-t) -ja(A1 +A2 )(t-1) e =e x 
~ n jw O(t+(n-l)1) 
x L (-j) In(b)e 
n=-~ 
where 
Using (E.2) in (E.l) we get 
(E.2) 
(E.3) 
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'2 '2 
-ja(A1 +A2 )(t-1) ~ n jw O(t+(n-l)1) 
xRe(e L (-j) In(b)e ), 
n=-~ 
(E.4) 
which is the required result. 
(b) Derivation of eq.(2.66) for anharmonic nonlinearity, N 
resonators 
We first introduce m=-n+l in (2.65), and replace the 
summation over n from n=- ~ t o n =-l in order to concentrate 
on the response centered in the region t>2 1 . 
Then (2.65) becomes: 
'2 '2 
-(t-1)/2RCO -ja(Al +A2 )(t-1) VO,NL(t)-(A2/RCO)e u(t-1)Re(e x 
N ~ l-m j(w -«N+l)/2)Aw +iAw )(t-m1) 
x L L J l (b)(-j) e c c c ). -m i=l m=2 
(E.5) 
Interchanging the summation in (E.5), we first write 
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~ ej(Wc - «N+l)/2)~wc+i~Wc)(t-mt)=ej(Wc-«N+l)/2)~wc)(t-mt)x 
i=l 
xF(t-mt)e 
j«N+l)/2)~w (t- mt) 
c 
jw (t-mt) 
c 
=e F(t-mt) , 
where F(x) is defined by (3 . Sb) . 
Using (E.6) in (E.S) we get: 
(E.6) 
'2 '2 
-(t-t)/2RCO -ja(A1 +A2 )(t-t) VO,NL(t)-(A2/RCO)e u(t-t)Re(e x 
~ I-m jw (t-mt) 
x L J 1 (b)(-j) e c F(t-mt», -m 
m=2 
(E.7) 
which is the required result. 
We have, 
and, 
Hence, 
APPENDIX F 
DERIVATION OF ANHARMONIC FREQUENCY SHIFT 
AND OTHER PARAMETERS FROM SPICE CIRCUIT 
MODEL 
AW=Wl -w =-(AC/2CO)w • s ss ss 
it immediately follows that 
a=-(3/8)a3w.=a(w.) . ~ ~ 
(F.l) 
(F . 2 ) 
(F.3) 
(F.4) 
(F . 5) 
(F . 6) 
(F.7) 
(F . 8) 
To derive the input instability criteria, we start with: 
(F.9) 
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Let (F.IO) 
be the input charge . 
Using (F.IO) in (F . 9), and substituting IO=V . jR, we can 
ln 
show that 
where V. is the peak value of the input. ln 
(F.II) 
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APPENDIX G 
ESTIMATION OF PARAMETERS FOR 
SPICE NONLINEAR ECHO EXPERIMENT 
240 
The linear response amplitude at t=2T can be obtained from 
(2 . 24) as : 
(G.l) 
The nonlinear amplitude at t=2T can be written as : 
(G.2) 
In order to ensure that the nonlinear echo can be seen above 
the tail of the linear response at t=2T, we must have: 
I V NL ( 2 T ) I > > I V L ( 2 T ) I (G.3) 
This leads to : 
2 2 -3T/2RCO J 1 «2aA1A2 T/R Co )e »>(ljN)F(T). (G . 4) 
We also need 
Let us denote the argument of J 1 in (G.4) as y. 
Suppose 
Using (F . B) and (F.ll), we can write 
222 2 
v. <R Co /(-Ba/3w )~T . 1n c 
Or, 
Putting V. =V2 , and remembering that 1n 
we can rewrite (G.7) as : 
Hence we need 2 i aA2 i/M<l. 
Typi cal Design Set 
Let t =T/3-14v.s. 
Then F(t)=sin7~/sin(~/3)=O. 
Thus, from (G . 4), Jl(y»>O. 
Hence we can choose O. 631<y<1 . B4 
Picking y=O.63l, we get : 
e - t / 2RCO_O . B91. 
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(G . S) 
(G . 6) 
(G . 7) 
(G . 9) 
(G.lO) 
Now, we can write y as 
2 -3~/2RCO 2 2 
y=2aA2 ~e /pR Co 
Hence, 
2 2 2 -3~/2RCO 
laA2 l=pR Co y/2~e 
The R.H.S. of (G.12) is evaluated as 
2 -5 laA2 1~11.25xlO p. 
Since 2 2 -3 M=(3/32)R Co w
c
=3.963 xlO sec 
Hence, 2 -2 laA2 I/M=2.83 x10 p<l. 
Or, p<35. 
for f =2MHz. 
c 
Choosing p=10, V2 =lOV1=lOV, T=O.l~s, we get 
Hence, 
8 -2 -1 lal~45x10 V s . 
la31~954 . 
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(G.11) 
(G . 12 ) 
The above completes the calculation of design parameters. 
APPENDIX H 
ANALYSIS OF TIR ECHO IN 
NONLINEAR COUPLING CASE 
(a) Time Inverted Recall of R.F. Square Wave 
243 
From the sampled r.f. square wave of Fig.3.8(b), we can show 
that there are a total of (2(T/T
c
)+1) input pulses, each of 
strength AI. 
Now, in order to find the appropriate 2-pulse nonlinear 
coupling echo component when the first pulse is applied at 
t=iTc/2 (where i is an integer), and the second pulse at 
t=t, we first consider the following expression for the 
dependent source f(V) : 
Pulling out the appropriate nonlinear term responsible for 
the 2-pulse echo, we get from (H.I) after some algebra 
2 3 3 -3(t-iT
c
/6-2t/3)/Td f(V)«(3/2)a3AIA2 /R Co )e x 
x cosw (t-iT /2)(1+cos2wO(t-t». o c (H.2) 
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Retaining the relevant term in (H.2), and assuming that the 
resonator ensemble rejects the 3wO term, we obtain 
2 3 3 -3(t-iT
c
/6-2t/3)/Td f(V)«(3/4)(a3A1A2 /R Co )e x 
(H.3) 
For N resonators with a frequency distribution given by : 
w.=w -«N+l)/2)~w +j~w , J c c c (H.4) 
we obtain the macroscopic response to two pulses as 
x F(t-2t+iT /2)cosw (t-2t+iT /2), 
c c c (H.S) 
where the superscript 2p refers to a two pulse echo. 
For the actual TIR system, we need to sum (H.S) over all the 
pulses of the sampled signal. Thus, summing over i, we 
finally obtain : 
-3(t-iTc/6-2t/3)/Td 
xe F(t-2t+iT /2)cosw (t-2t+iT /2) 
c c c' 
(H . 6) 
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which is the required result . Note that the factor (_l)i is 
used to account for the sign of the pulses. 
(b) Time Inverted Recall of R. F. Sawtooth 
From Fig.3.12(b), we can show that the amplitude of the ith 
sampling pulse is given by : 
A.=BV tiT 
l P (analog) 
=kV iT /2T, i=O,l, ... ,2T/T, (sampled) p c c 
, 
where B=~T/2 (~T=duration of pulse). 
(H.7) 
Thus, to obtain the TIR response to a sawtooth input, we 
need to modify eq.(H.6) as follows: 
TIR 2T/T i 2 3 3 
Vo (t)- L c(_l) (BV T /2T)i(3/4) (a3A2 /R Co )x i=O .p c 
-3(t-iT /6-2t/3)/Td 
xe c F(t-2t+iT /2)cosw (t-2t+iT /2), 
c c c 
(H.8) 
which is the required result. 
APPENDIX I 
DERIVATION OF MACROSCOPIC 
NONLINEAR DAMPING RESPONSE 
With the assumptions listed in chapter IV, we can express 
the output of the ith resonator as : 
i -t/RC T/RC 
VO,nl-(A2/RC)e e x 
, I 
Next, assuming that [20(t- T)A1 A2 [«I, (I.2) 
we can expand part of the exponential in (I.l) to obtain 
'2 '2 
i - «1/RC)+o(A1 +A2 »(t-T) VO,nl-(A2/RC)e x 
, , 
(I . 3) 
retaining only the linear part of the expansion. 
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Defining P(t) and Q(t) as given by eq.4 . 23(a) and (b), we 
can rewrite (I . 3) as : 
247 
i 
Vo l-P(t)cosw O ' (t-t)-(1/2)Q(t)(cosw O .t+coswO .(t-2t». ,n,l ,1,1 
( 1. 4) 
The overall macroscopic response for an ensemble of 
resonators is obtained by summing (I.4) over i. Thus, we 
have : 
Vo l-P(t)Lcosw O ' (t-t)-(1/2)Q(t)LcoswO .t ,n . ,1 . ,1 
1 1 
-(1/2)Q(t)~cOSWO,i(t-2t) , 
1 
which leads to the required result. 
(1. 5) 
LIST OF REFERENCES 
1. E.L . Hahn, "Spin Echoes," Phys.Rev., vol.80, no.4, 
pp.580-594, Nov.15, 1950. 
248 
2. N.S.Shiren, R.L.Melcher, D.K.Garrod, and T.G.Kazyaka, 
"Echo phenomena in piezoelectric crystals," 
Phys.Rev.Lett . , vol.31, no.13, pp.819-821, Sept.24, 
1973. 
3. Ya.Ya.Asadullin, V.M.Berezov, V.D.Korepanov, and 
V.S.Romanov, "Anomalous relaxation of stimulated echo 
in piezoelectric crystals," JETP Lett., vol.22, no.5, 
pp.132-133, Sept.5, 1975. 
4. K.Fossheim, K.Kajimura, T.G.Kazyaka, R.L.Melcher, and 
N. S.Shiren, "Dynamic polarization echoes in 
piezoelectric powders," Phys.Rev.B, vol.17, no.3, 
pp.964-997, Feb.l, 1978. 
5. D.Cheeke, and A.A. Lakhani, "Orientation dependence of 
the memory echo in piezoelectric powders," Solid-State 
Cornrnun., vol.25, no.5, pp.289-291, 1978. 
6. A.Korpel, and M.Chatterjee, "Nonlinear echoes, phase 
conjugation, time reversal, and electronic 
holography," Proc.IEEE, vol.69, no.12, pp.1539-1556, 
December 1981. 
7. R.M.White, "Energy echoes," J.Appl.Phys . , vol.37, 
no.4, pp.1693-1696, March 1966. 
8. R.G.Brewer, "Coherent optical transients," Phys.Today, 
vol.30, no.5, pp.50-59, May 1977. 
9. R.L.Melcher, and N.S.Shiren, "New class of 
polarization echoes," Phys.Rev.Lett., vol.34, no.12, 
pp.731-733, Mar.24, 1975. 
10. R.L . Melcher, and N.S.Shiren, "Polarization echoes and 
long time storage .in piezoelectric powders," 
Phys.Rev . Lett., vol.36, no.15, pp.888-891, Apr.12, 
1976. 
249 
11. A. Korpel, "A simple description and demonstration of 
parametric echoes," J.Appl.Phys., vol . 49, no . 12, 
pp.6125 - 6131, Dec . 1978. 
12 . D.Gabor, "Holographic model of temporal recall," 
Nature, vol.217, p . 584, Feb . 10, 1968. 
13 . D . Gabor, "Improve d holographic model of temporal 
recall," Nature, vo1.217, pp.1288-1289, Mar.30, 1968 . 
14. H. C. Longuet-Higgins, "Holographic model of temporal 
recall," Nature, vo1.217, p.104, Jan.6, 1968 . 
15. T.R.Meeker, and A. H. Meitzler in Physical Acoustics, 
W. P.Mason, Ed., vol.l, part A, chapter 2, Academic 
Press, New York, 1964 . 
16 . N.N . Krainik, S.N.Popov, and G.A.Smolenskii, "Phonon 
(electroacoustic) echo in crystals," Sov.Phys.Acoust., 
vol.22, no . 1, pp.83-84, Jan . -Feb., 1976 . 
17. R.L . Melcher, and N.S.Shiren, "Echo storage in 
piezoelectric powders," in 1975 Ultrason.Symp.Proc., 
IEEE Cat. no.75, CHO 994-4SU, pp.672-673. 
18. A.R .Kessel, "On the mechanism of the long time phase 
memory in piezoelectric powders," Ferroelectrics, 
vol.22, no.1 & 2, pp.759-761, 1978. 
19. A. Korpel, and V.Ramaswamy, "Ferroresonant effect 
caused by nonlinear capacitors," Proc.IEEE, vol.52, 
p.82, Jan . 1964. 
20. J . W.Goodman, Introduction to Fourier Optics. New York: 
McGraw-Hill, 1968. 
21 . A. Yariv, Introduction to Optical Electronics, second 
edition. Holt, Rinehart and Winston, 1976. 
22. K.Kajimura, K.Fossheim, T . G.Kazyaka, R.L.Melcher, and 
N.S.Shiren, "Dynamic polarization echo in powders," 
Phys.Rev.Lett., vol . 37, no . 17, pp.1151-1154, Oct.25, 
1976. 
23. S . N.Popov, N.N.Krainik, and G.A.Smolenskii, "Three 
pulse phonon (electroacoustic) echo with large 
relaxation time," JETP Lett., vo1.21, no.9, 
pp.253-254, May 5, 1975. 
250 
24 . V. M. Berezov, and V. S . Romanov, "Role of the dislocation 
mechanism in the polarization- echo phenomenon," JETP 
Lett ., vol.25, no . 3, pp . 151- 152, Feb . 5, 1977. 
