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Abstract
Efficient numerical solvers for sparse linear sys-
tems are crucial in science and engineering.
One of the fastest methods for solving large-
scale sparse linear systems is algebraic multigrid
(AMG). The main challenge in the construction
of AMG algorithms is the selection of the pro-
longation operator—a problem-dependent sparse
matrix which governs the multiscale hierarchy of
the solver and is critical to its efficiency. Over
many years, numerous methods have been de-
veloped for this task, and yet there is no known
single right answer except in very special cases.
Here we propose a framework for learning AMG
prolongation operators for linear systems with
sparse symmetric positive (semi-) definite matri-
ces. We train a single graph neural network to
learn a mapping from an entire class of such ma-
trices to prolongation operators, using an efficient
unsupervised loss function. Experiments on a
broad class of problems demonstrate improved
convergence rates compared to classical AMG,
demonstrating the potential utility of neural net-
works for developing sparse system solvers.
1. Introduction
Algebraic multigrid (AMG) is a well-developed efficient
numerical approach for solving large ill-conditioned sparse
linear systems and eigenproblems. Introduced in the
1980’s (Brandt et al., 1984; Ruge, 1983; Ruge & Stu¨ben,
1987), AMG and its many variants have been applied to
diverse problems, including partial differential equations
(PDEs), sparse Markov chains, and problems involving
graph Laplacians, (e.g., Brezina et al. (2000); Henson &
Vassilevski (2001); Heys et al. (2005); Stu¨ben (2001); Hor-
ton & Leutenegger (1994); Virnik (2007); H. De Sterck et al.
(2008; 2010); Treister & Yavneh (2010); Livne & Brandt
(2013); Napov & Notay (2016); Fox & Manteuffel (2018)).
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While AMG is mathematically well grounded, its applica-
tion involves the selection of problem-dependent parameters
and heuristics, requiring expert knowledge and experience.
Machine learning may therefore offer effective tools for
developing efficient AMG algorithms.
AMG is a multi-level iterative method for linear systems,
Ax = b, (1)
where A ∈ Rn×n is a sparse matrix and x, b ∈ Rn, with x
the unknown solution vector. Given an initial approximate
solution x0 ∈ Rn, the (k + 1)st iteration of AMG proceeds
as follows, with details provided in Section 3. Given the
kth iterate, x(k), a few steps of a simple iterative solver
(typically Gauss-Seidel relaxation) are applied, followed by
the construction of a smaller linear system for the error at a
“coarser scale”. This is done by selecting a subset of nc < n
“representative” variables (called the coarse variables), and
constructing a prolongation operator P ∈ Rn×nc relating
the coarse variables in Rnc to the variables in Rn. This
smaller problem is treated recursively, by applying relax-
ation and appealing to a still coarser representation, and so
on. Using P , the resulting solution is then “prolongated”
back to the fine level to update the approximate solution,
and a few additional relaxation sweeps are applied, yield-
ing x(k+1). Note that the AMG procedure is analogous to
the classical geometric multigrid algorithm (GMG) (Brandt,
1977; Briggs et al., 2000; Trottenberg et al., 2001), but un-
like GMG (and other common multilevel algorithms) the
variables need not lie on a regular grid or even be associated
with a metric space.
The AMG procedure involves two critical heuristics which
are applied at each level of the recursion, selection of coarse
variables and construction of the prolongation matrix. Here
we will use machine learning to address the latter heuristic.
The choice of prolongation matrix P critically depends on
A, and it strongly influences the efficiency of the AMG
algorithm. After decades of research which yielded numer-
ous theoretical insights and practical developments, there is
still no single recipe for constructing prolongation operators
that are optimal for a given class of problems. This paper
proposes a framework for learning maps from entire classes
of sparse symmetric positive (semi-)definite (SPD/SPSD)
matrices to prolongation operators, yielding efficient AMG
solvers. Given a class of sparse SPD/SPSD matrices (e.g.,
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low-degree graph Laplacian operators whose entries are
drawn from a given distribution), we train a single network
to solve any linear system of equations with a matrix drawn
from that class. To train our network, we first represent
the matrix A in (1) by a graph GA = (VA, EA), where the
vertex set VA contains a vertex per each variable xi and
the edge set EA contains an edge eij , with a corresponding
weight Aij , if and only if Aij 6= 0. Learning prolongation
operators then becomes a graph learning problem which
takes as input edge and node features and outputs edge
weights on a subset of EA. Specifically, we utilize a graph
learning algorithm based on message passing (Gilmer et al.,
2017; Battaglia et al., 2018).
This paper generalizes the work of Greenfeld et al. (2019),
which is restricted to 2D diffusion partial differential equa-
tions discretized on a rectangular grid, and therefore cannot
be applied to unstructured problems. In contrast, AMG
handles general sparse SPD/SPSD matrices, with varying
node degree in the graph GA. Furthermore, development of
new AMG approaches by experts is challenging, so the po-
tential gain in using machine learning might be significant.
Finally, in order to achieve efficient training, we introduce
a novel Fourier analysis for locally unstructured problems,
by constructing a block-periodic triangular mesh. Our ex-
periments demonstrate the utility of our approach, showing
in particular that our method can generalize across problem
size, graph topology, and distribution, demonstrating better
convergence rates than those achieved by classical AMG.
2. Related work
Amongst recent papers on using machine learning for linear
system solvers, our work most closely follows Greenfeld
et al. (2019), which uses a multilayer perceptron (MLP)
with skip-connections to produce prolongation operators
for 2D diffusion partial differential equations discretized on
a rectangular grid. As noted above, here we lift all such
structure restrictions. To the best of our knowledge, our
work is the first to apply neural networks for solving such
broad classes of sparse linear systems.
Another notable related paper is Hsieh et al. (2019), which
uses a convolutional network to improve on an existing
linear iterative solver. In particular, learning is applied to
improve a GMG algorithm for structured Poisson problems
in an end-to-end manner, by using a U-Net architecture with
several downsampling and upsampling layers, and learning
from supervised data. Schmitt et al. (2019) use evolutionary
methods to optimize a GMG solver. Katrutsa et al. (2017)
optimize restriction and prolongation operators for GMG, by
formulating the entire two-grid algorithm as a deep neural
network, and approximately minimizing the spectral radius
of the resulting iteration matrix. They evaluate their method
on single instances of various structured-grid differential
equations in 1D. Sun et al. (2003) use a tailored network
with a single hidden layer to solve the Poisson equation on
a specific mesh.
Graph Neural Networks. Learning graph-structured
data is an important and challenging learning setup that
has received significant attention in recent years. The main
challenge stems from the fact that graphs vary in size and
topology, and also that graphs adhere to specific data sym-
metries (e.g., node reordering), which hinders the ability to
use simple models such as MLPs. The first neural networks
for graphs were proposed in Gori et al. (2005); Scarselli
et al. (2009). Since then, a plethora of architectures were
proposed, which can be roughly divided into two types: (1)
spectral-based methods (e.g., Bruna et al. (2013); Henaff
et al. (2015); Defferrard et al. (2016)), that define graph
convolutions as diagonal operators in the Graph Lapla-
cian eigenbasis, and (2) message-passing neural networks
(Gilmer et al., 2017; Battaglia et al., 2018), which are cur-
rently the most popular and flexible architectures. In a nut-
shell, these models maintain a feature vector for each node
in the graph, and update it by applying a parametric function
(often an MLP) to the features of neighboring nodes.
Graph neural networks have been applied to various prob-
lems including molecule property prediction (Gilmer et al.,
2017), social network analysis (Kipf & Welling, 2016) and
point-cloud and shape analysis (Wang et al., 2019b). Re-
cently, several papers (e.g., Selsam et al. (2018); Li et al.
(2018)), targeted the task of solving combinatorial opti-
mization problems efficiently using graph neural networks.
Similarly to our work, their network is trained on small
problems and is able to generalize to much larger problems,
and to different distributions.
3. AMG background
AMG algorithms employ a hierarchy of progressively
coarser approximations to the linear system under consid-
eration, to accelerate the convergence of classical simple
and cheap iterative processes called relaxation (most com-
monly Gauss-Seidel). For the SPD/SPSD problems we are
considering, relaxation is known to be efficient for reducing
so-called high-energy error modes, that is, error comprised
primarily of eigenvectors of A with relatively large eigenval-
ues. On the other hand, relaxation is extremely inefficient for
low-energy error comprised of eigenvectors with small cor-
responding eigenvalues (Falgout, 2006). The coarse-level
correction, as described below, complements the relaxation
by efficiently reducing low-energy modes, resulting in an
efficient solver.
For a basic description of AMG, consider again the linear
system Ax = b , where A is a real sparse SPD matrix of
size n × n, b ∈ Rn, and x ∈ Rn is the unknown solution
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vector. The two-level AMG algorithm is defined in Algo-
rithm 1, with “relaxation sweeps” referring to iterations
of the prescribed relaxation process, typically the classical
Gauss-Seidel relaxation as defined below. For a detailed
description of the two-level and multi-level AMG algorithm
we refer the reader to classical textbooks (Briggs et al., 2000;
Stu¨ben, 2001).
Algorithm 1 Two-Level Algorithm
1: Input: SPD matrix A ∈ Rn×n, initial approximation
x(0) ∈ Rn, right-hand side b ∈ Rn, full-rank prolonga-
tion matrix P ∈ Rn×nc , a relaxation scheme, k = 0,
residual tolerance δ.
2: repeat
3: Perform s1 relaxation sweeps starting with the cur-
rent approximation x(k), obtaining x˜(k).
4: Compute the residual: r(k) = b−Ax˜(k).
5: Project the error equations to the coarser level and
solve the coarse-level system: Ace
(k)
c = PT r(k),
with Ac = PTAP .
6: Prolongate and add the coarse-level solution: x˜(k) =
x˜(k) + Pe
(k)
c .
7: Perform s2 relaxation sweeps obtaining x(k+1).
8: k = k + 1.
9: until ||r(k−1)|| < δ.
The prolongation P in Algorithm 1 is a sparse, full column-
rank matrix, with nc < n, and therefore Ac is a sparse SPD
matrix of size nc×nc, hence smaller thanA. This allows us
to apply the algorithm recursively. That is, in the multi-level
(or multigrid) version of the algorithm, the exact solution
in Step 5 is replaced by one or more recursive calls to the
two-level algorithm, employing successively coarser levels
(smaller matrices). An iteration with a single recursive
call is known as a V-cycle, whereas an iteration with two
calls is known as a W-cycle (motivated by the shape of the
recursive call tree). These recursive calls are repeated until
reaching a very small problem, which is solved cheaply by
relaxation or an exact solve. Thus, the multi-level AMG
algorithm applies iterations until convergence, with each
iteration employing the recursive structure as described.
It can be seen that the two-level AMG algorithm is com-
prised of two main components: the relaxation performed
in Line 3 and Line 7 of the algorithm, and the coarse-level
correction process described in Lines 4-6. For relaxation,
we adopt Gauss-Seidel iteration, which is induced by the
splitting A = L+ U , where L is the lower triangular part
of A, including the diagonal, and U is the strictly upper
triangular part of A. The resulting iterative scheme,
x(k) = x(k−1) + L−1
(
b−Ax(k−1)
)
, (2)
is convergent for SPD matrices1. Here, (k), the superscript,
denotes the iteration number of the Gauss-Seidel relaxation.
The error after iteration k, e(k) = x− x(k), is related to the
error before the iteration by the error propagation equation,
e(k) = Se(k−1) , (3)
where S = I −L−1A is called the error propagation matrix
of Gauss-Seidel relaxation, with I denoting the identity
matrix of the same dimension as A.
The error propagation equation of the entire two-level algo-
rithm is given by
e(k) =Me(k−1), (4)
where M = M(A,P ) = M(A,P ;S, s1, s2) is the two-
level error propagation matrix
M = Ss2CSs1 . (5)
Here, s1 and s2 are the number of relaxation sweeps per-
formed before and after the coarse-level correction process,
and C is the error propagation matrix of the coarse-level
correction, given by
C = I − P [PTAP ]−1 PTA. (6)
For a given operator A, the error propagation matrix M
defined in (5) governs the convergence behavior of the
two-level (and consequently multi-level) cycle. The key
to designing effective AMG algorithms of this form lies in
the selection of the prolongation matrix P . The relaxation
and coarse-level correction process play complementary
roles. That is, the solver may be efficient only if the error
propagation matrix C of the coarse-level correction pro-
cess significantly reduces low energy errors, because S only
reduces efficiently high-energy errors, as noted above. Ob-
serve, on the other hand, that CP = 0, implying that the
coarse-level correction eliminates any error that is in the
subspace spanned by the columns of P . Indeed, the matrix
P
[
PTAP
]−1
PTA in (6) is an A-orthogonal projection
onto the range of P . It follows that we must construct P
such that all low-energy errors will approximately be in its
range. At the same time, P also needs to be very sparse for
computational efficiency.
3.1. Constructing P
AMG algorithms typically divide the task of constructing P
into three phases. The first step is a partitioning of the nodes
of the graph GA into “C-nodes” and “F-nodes”, where C
1The total number of arithmetic operations required for a single
Gauss-Seidel relaxation sweep is roughly equal to the number of
non-zero elements in A, assumed to be O(n).
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and F stand for coarse and fine. The C-nodes comprise the
“coarse grid”, which is a subset of the “fine grid” comprised
of all the nodes. The partitioning is performed on the basis
of the nonzero off-diagonal elements of A (see, e.g., Briggs
et al. (2000); Stu¨ben (2001)) for detailed examples). The
resulting nc C-nodes correspond to the columns of P , while
all the nodes of A correspond to the rows. The second
step is selecting the sparsity pattern of P , also based on the
elements of A. The final step is to select the values of the
nonzero elements P . If row i of P corresponds to a C-point,
say the one corresponding to column j, then Pi,j is set to 1.
The remaining nonzero values of P are selected by formulas
or processes depending locally on the elements of A, that is,
on the ith row of A and rows corresponding to nodes that
are a short distance from node i on the graph of A.
In this paper we focus on the final step, the goal of selecting
the nonzero values of P . To this end, we select the C-
nodes and the sparsity pattern of P (first and second steps)
according to a classical AMG algorithm, denoted CAMG
in Olson & Schroder (2018). Then, we employ a learning
process for deriving network-based formulas for the nonzero
values of P based locally on the elements of the matrix A.
We then compare the resulting solver to classical AMG,
demonstrating improved convergence rates. This suggests
that machine learning methods can provide an improvement
over formulas that have been developed by experts over
decades of research. The details of the learning process are
provided in the next section.
4. Learning Method
Our task is to learn a mapping P = Pθ(A), where A is a
sparse square matrix, θ are the learned parameters, and P
is the resulting prolongation matrix. As discussed above, P
should satisfy two objectives: it should be very sparse, and
the resulting two-level algorithm should yield fast conver-
gence. The first objective is satisfied by imposing a sparsity
pattern on P derived from a classical AMG algorithm. For
the second objective, the asymptotic convergence rate of the
two-level algorithm is governed by the spectral radius of
the error propagation matrix M(A,P ) (5), which we aim to
approximately minimize.
Since backpropagation through Eigendecomposition tends
to be numerically unstable (Wang et al., 2019a), we relax
the objective to the squared Frobenius norm, which bounds
the spectral radius from above. Hence, given a distribution
D over linear operators, A, for some fixed relaxation S and
parameters s1 and s2, we define the following unsupervised
learning problem
min
θ
EA∼D ‖(M(A,Pθ(A)))‖2F (7)
where the data are only the elements of A, which are drawn
from some distribution D.
4.1. Learning the prolongation operator
As explained in the introduction, the linear system A is
represented as a graph GA = (VA, EA), with nodes cor-
responding to the variables, and edges corresponding to
non-zero elements of A. Therefore, the problem of setting
values to the prolongation matrix P amounts to assigning
a set of values {pe}e∈EcA , where EcA ⊂ EA is defined ac-
cording to the given sparsity pattern, i.e., a set of edges that
connect C-nodes to F-nodes (and to themselves). Using this
formalism, the task of selecting the prolongation weights
can naturally be formulated as a graph learning problem:
given the matrix A, a set of node features {fv}v∈VA and a
set of edge features {fe}e∈EA , we construct the graph GA
and use a graph neural network
Pθ (GA, {fv}v∈VA , {fe}e∈EA)
to predict the prolongation weights {pe}e∈EcA . In our case,
the vertex features indicate whether the vertex is a C-point
or not, and the edge features are comprised of the edge
weights Aij as well as the indicator of EcA that represents
the sparsity pattern. As a final step, we scale each row of P
to have the same row sum as the prolongation produced by
the classical AMG algorithm2.
4.2. Network Architecture
Layers. Three main considerations come up when choos-
ing a concrete GNN architecture that includes appropriate
layers for our problem: (1) efficiency: the run-time of the
mapping from A to P should be proportional to the number
of nonzero elements, O(n); (2) flexibility: the architecture
should be able to process graphs of different size and connec-
tivity; (3) edge-features: ability to process and output edge
features. The first requirement rules out recently suggested
layers as in Maron et al. (2019); Chen et al. (2019), which
suffer from higher complexity, while the second requirement
rules out spectral methods (e.g., Bruna et al. (2013); Henaff
et al. (2015); Defferrard et al. (2016)). One type of layer
that does fulfill all these requirements is the layer suggested
in the Graph Network (GN) framework of Battaglia et al.
(2018), which generalizes many message passing variants
and extends them to allow using edge features. Each such
layer is comprised of two steps: a vertex feature update step
and an edge feature update step. Each of these steps is imple-
mented by a parameterized update function (an MLP) and a
summation operation for aggregating multiple neighboring
features into a single feature vector.
Architecture. We use a variant of the encode-process-
decode architecture suggested in Battaglia et al. (2018). This
architecture is composed of three main parts: (1) an encoder
2The important task of learning the optimal scaling is left to
future research.
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followed by (2) a message-passing block and finally (3) a
decoder. The encoder applies an MLP to the input features
resulting in features of dimension 64. The message-passing
block3 is composed of three message passing layers, each
of which receives as input the output of the previous layer,
concatenated with the encoder features. This is intended
to allow each message passing round to efficiently utilize
the edge weights, the coarse nodes and sparsity pattern
information. Finally, an MLP decoder independently maps
each edge feature to a feature of size one that represents the
prolongation weight. All MLPs have four layers of width
64, and apply ReLU activation.
For efficiency reasons, existing AMG algorithms derive the
prolongation weights from local information. Similarly, we
use a small number of message passing rounds, so the pre-
diction on each edge is a function of edges only a few hops
away. For a bounded-degree graph, the run-time of each
message-passing round, for the entire graph, is proportional
to the size of the graph, therefore we achieve the required
O(n) run-time.
4.3. Efficient Training on Block-Circulant Matrices
Our network is able to generalize to problems considerably
larger than the problems it saw during training, but moder-
ately large problems are still required for training. The main
computational bottleneck when training the network is the
computation of the error propagation matrix M (5), which
involves inversion of the matrix PTAP of size nc × nc.
The cost of inverting a matrix may be as high as O(n3),
because n/nc = O(1). The cost of other computations in
training is O(n) if implemented efficiently4, therefore, for
large problems the run-time is dominated by the inversion
of PTAP .
Following Greenfeld et al. (2019), while generalizing for
unstructured problems, we reduce the training complexity
by training on a limited class of A matrices, called block-
circulant matrices. As explained in detail in Greenfeld et al.
(2019), this allows us to replace the direct processing of
the resulting block-circulant M in (5) by the processing
of multiple matrices of constant size. To create a block-
circulant matrix A, we select c random points on a square,
and tile a large square domain with b by b such identical
blocks. Now we apply Delaunay triangulation in the entire
domain, and modify the edges near the boundaries of the
domain so as to impose periodicity. Figure 1 depicts a
3Because the message passing architecture we use applies only
to directed graphs, we represent the symmetric matrix A as a
directed graph with a pair of anti-parallel edges if two nodes are
connected.
4Since the automatic differentiation software we use does not
have complete support for sparse matrix operations, these compu-
tations have cost O(n2). In practice, this has not been a bottleneck
in our work.
Figure 1. Example of a portion of a block-periodic Delaunay mesh
with blocks of size c = 4
small portion of such a graph. Next, we number the nodes
consistently, such that the c nodes within each block are
ordered contiguously and with the same ordering in all the
blocks, while the blocks are ordered by the standard column-
first ordering. Finally, we randomly select edge-weights for
a single block according to the prescribed distribution, and
replicate them to all the blocks. We thus obtain a graph
whose Laplacian A is block-circulant with b block-circulant
blocks of size bc × bc, each comprised of b blocks of size
c× c. The matrix A is of size n× n, with n = b2c.
The prolongation matrix P created by the AMG algorithm is
of size n×nc, where nc is the number of coarse nodes. How-
ever, because the graph corresponding to P has the same n
nodes as GA, P can be written as a square matrix5 of size
n×n. Even thoughA is block-circulant, the sparsity pattern
of P is not a priori guaranteed to be block-circulant, but in
practice, we found that for the standard algorithms it is very
close to block-circulant. To make it exactly block-circulant,
we choose the block with the most common sparsity pat-
tern, and tile P with it. The S matrix corresponding to
Gauss-Seidel relaxation on the block-circulant matrix A,
is block-circulant (for the bounded-degree graphs we are
considering) only in the limit of infinite n. Nevertheless, the
approximation of treating it as such for finite graphs by the
Fourier analysis, as is commonly done in standard multigrid
Fourier analysis, does not unduly affect performance in our
experiments.
Finally, we remark on another advantage of the block
Fourier analysis. In SPSD problems, such as the graph
Laplacian, the matrix PTAP is singular, so M in (5) is un-
defined. The block-diagonalization allows us to isolate the
single singular block and simply ignore it, and thus we do
not need to artificially force A to be nonsingular by adding
a positive diagonal term.
5In the square form of the matrix P , the columns corresponding
to F-nodes contain only zeros
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5. Experiments
We compare the performance of our network based solver to
the well-known classical AMG (CAMG) algorithm of Ruge
& Stu¨ben (1987), as implemented in Olson & Schroder
(2018). We evaluate performance by measuring the number
of iterations (V-cycles or W-cycles) required to reach a spec-
ified accuracy and by estimating the asymptotic convergence
factor per iteration (often called cycle).
We focus on two different tasks: solving linear systems
associated with graph Laplacian matrices with a variety of
topologies, and solving diffusion partial differential equa-
tions discretized by linear finite elements over triangulated
domains. Although the network is trained on a limited class
of operators, namely block-circulant Laplacian matrices of
relatively small size, where the coefficients are drawn from
a lognormal distribution, it is able to generalize to larger
problems, with diverse structure and distribution. This indi-
cates that our network learns effective rules for constructing
prolongation operators, not just solvers for specific prob-
lems. In addition, we test our network based solver in the
role of a preconditioner in spectral clustering applications.
Input and output representation. As discussed above,
the input to the network is a graph GA = (VA, EA) with
a set of node features {fv}v∈VA and a set of edge features
{fe}e∈EA . The output is a set of scalar prolongation weights
{pe}e∈EcA , where EcA is defined by the given prolongation
sparsity pattern. We represent node features by a one-hot
encoding designating whether the node is a C-node
fv =
{
[1, 0] if v is a C-node
[0, 1] if v is not a C-node
.
We represent edge features by a concatenation of the non-
zero element of A that corresponds to it, and a one-hot
encoding designating whether the edge is part of the prolon-
gation sparsity pattern
fe =
{
[Aij , 1, 0] if e ∈ EcA
[Aij , 0, 1] if e 6∈ EcA
.
Basis for comparison. The algorithm we use for compar-
ison, and for setting the sparsity pattern and row sum of
the prolongation operator, is the CAMG algorithm (Ruge &
Stu¨ben, 1987), implemented in PyAMG (Olson & Schroder,
2018). For the selection of the coarse nodes, we use the
strategy of CLJP (Cleary et al., 1998; Alber & Olson, 2007),
which selects a denser set of nodes than the default Ruge-
Stuben algorithm (Ruge & Stu¨ben, 1987). We use Gauss-
Seidel relaxation, with s1, s2 = 1. Because we use the
same parameters in our method and the CAMG algorithm
to which we compare, the run-time per iteration of the two
algorithms is essentially the same. Of course, our setup time
(which is applied once per test instance) is more expensive,
because CAMG uses explicit formulas for computing the
nonzero elements of P , whereas we use the trained network.
Training details. The training data are comprised of
block-circulant graph Laplacian matrices, composed of 4×4
blocks with 64 points in each block, yielding 1024 variables.
The construction of such matrices follows the description
in Sec. 4.3, where the weights on the edges are drawn from
standard lognormal distribution. The network is trained to
minimize the Frobenius norm of the two-level error propa-
gation matrix M in (5). In similar spirit as Greenfeld et al.
(2019), the training is performed in two stages, first on the
original problems and then on a training set comprised of
the original problems and the once-coarsened problems as
elaborated below.
At the first stage we train on 256000 problems with 4× 4
blocks of size 64, with a single epoch. Then, we generate
128000 problems of 4× 4 blocks of size 128 and we apply
the trained network to generate prolongation operators for
each of those problems, and compute the block-circulant
coarse matrices Ac = PTAP . The CLJP C-node selection
algorithm (Cleary et al., 1998; Alber & Olson, 2007) selects
roughly half of the nodes, so the coarsened problems are
of approximately the same size as the original problems.
We then generate 128000 additional problems with 4 × 4
blocks of size 64, shuffle them with the coarsened problems,
and continue training the network on the combined set of
256000 problems for another epoch6.
All experiments were conducted using the TensorFlow
framework (Abadi et al., 2016) using NVIDIA V100 GPU.
We use a batch size of 32 and employ the Adam optimizer
(Kingma & Ba, 2014) with a learning rate of 3 × 10−3.
Training took roughly 12 hours for first phase, another 12
hours for second phase.
5.1. Evaluation
Graph Laplacians. We first evaluate the performance of
our network based solver on random graph Laplacian prob-
lems. To this end, we sample points uniformly on the unit
square, and compute a Delaunay triangulation. Each edge
is then given by a random weight sampled from a standard
lognormal distribution, and the corresponding graph Lapla-
cian matrix is constructed. We perform experiments on a
range of problem sizes, with both V-cycles and W-cycles.
We measure the asymptotic convergence factor per cycle by
initializing with a random x(0), performing 80 AMG cycles
6We may continue this process by training on twice-coarsened
problems and so on. In practice however, we found that a net-
work trained on a mixture of the original problem and the once-
coarsened problem achieves good results even for large problems
with multiple coarsening levels
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on the homogeneous problem7 Ax = 0, and computing
the ratio of the residual norms of the last two iterations,
||r(k+1)||2
||r(k)||2 . For W-cycles, this value is almost equal to the
spectral radius of the error iteration matrix M . Figure 3a
shows the asymptotic convergence factor on problem sizes
ranging from 1024 to 400000, for CAMG and for our model.
Table 1 shows the success rate of the network, defined as
the percentage of problems where our model outperformed
CAMG. Figure 3b shows the asymptotic convergence factor
for graph Laplacian problems where the edge weights are
sampled from a uniform U(0, 1) distribution, rather than the
lognormal distribution used in training. The results indicate
that the network based solver performs better than CAMG,
and generalizes to large problems and other distributions,
structure and topology.
Table 1. Success rate measured for graph Laplacian problems with
lognormal (columns 2,3) and uniform (columns 4,5) distributions.
Tested on V- and W-cycles, averaged over 100 runs for each prob-
lem size
size V-cycle W-cycle V-cycle W-cycle
1024 97% 83% 83% 83%
2048 98% 91% 84% 85%
4096 98% 91% 84% 84%
8192 99% 84% 91% 84%
16384 99% 79% 92% 80%
32768 98% 78% 89% 81%
65536 100% 79% 88% 80%
131072 100% 76% 91% 82%
262144 100% 83% 94% 72%
400000 98% 82% 93% 78%
Diffusion equations. We test the network based solver on
a variety of diffusion partial differential equations,
−∇ · (g∇u) = f , (8)
discretized on 2D triangular meshes. Given a 2D triangu-
lar mesh, for each triangle we randomly select a positive
diffusion coefficient and construct the corresponding linear
system, using linear finite elements (FEM). The mesh is
generated using the Triangle mesh generation software of
Shewchuk (1996). The diffusion coefficients gi are sam-
pled from a lognormal distribution with a log-mean of zero
and log-standard deviation of 0.5. Finally, we modify the
operator at the boundaries to impose Dirichlet boundary
conditions. The resulting matrix A is SPD.
7The asymptotic convergence factor is independent of the right-
hand side b, so long as b is in the range of A, i.e., has zero mean.
We use b = 0 so that we can perform many iterations without
encountering roundoff errors (so long as we subtract off the mean
so that the exact solution is zero), allowing us to measure accurately
the asymptotic factor.
Table 2. Success rate measured for FEM diffusion equations.
Tested on V and W-cycle, averaged over 100 runs for each problem
size
size V-cycle W-cycle
1024 87% 88%
2048 94% 85%
4096 99% 84%
8192 99% 90%
16384 96% 88%
32768 96% 96%
65536 98% 87%
131072 96% 94%
262144 97% 77%
400000 96% 89%
We test the same trained network as in the graph Laplacian
problem (without any additional training) on a circular do-
main with a square hole and variable triangle density (see
Figure 2).
Figure 2. Example of a FEM mesh
Figure 3c shows the asymptotic convergence factor for prob-
lem sizes ranging from 1024 to 400000, for CAMG and for
the network based solver, averaged over 100 runs. Table 2
shows the success rate of the network, defined as the per-
centage of problems where our model outperforms CAMG.
Spectral Clustering. Spectral clustering is a widely used
clustering algorithm (Von Luxburg, 2007). It involves com-
puting eigenvectors associated with the smallest nonzero
eigenvalues of a Laplacian matrix A derived from a pair-
wise similarity measure of the data, and then performing a
standard clustering algorithm (e.g., k-means) on them. In
the case of large-scale sparse problems, these eigenvalues
can be efficiently computed by an iterative preconditioned
conjugate gradient method, such as LOBPCG (Knyazev,
2001) used in the popular Scikit-learn library (Pedregosa
et al., 2011). At each iteration i, a matrix-vector product
of the pseudo-inverse of A and a residual vector ri, i.e.,
A†ri, is approximately computed by applying CAMG as a
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(a) Graph Laplacian problems with lognor-
mal distribution.
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(b) Graph Laplacian problems with uniform
distribution.
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(c) FEM diffusion equations.
Figure 3. Asymptotic convergence factors (smaller is better) for various problems. Each problem is tested on V and W-cycle, and averaged
over 100 runs for each problem size
pre-conditioner to estimate the solution of the linear system
Ax = ri.
We evaluate the efficiency of our network based solver as
a preconditioner by estimating the number of iterations
needed to converge to a certain accuracy, and comparing
with the CAMG preconditioner. To this end, we train our
network with the same hyper-parameters and generate train-
ing data as follows. Each training problem is produced
by 1024 points sampled from two dimensional isotropic
Gaussian distributions, one with standard deviation 1.0, the
other with standard deviation 2.5, and the two centers are
uniformly sampled from [−10, 10]2 (see Figure 4a, for ex-
ample). We compute the Euclidean k-nearest neighbors for
k = 10, and convert the distances to affinity measures by
setting Sij = e−d
2
ij , where dij is the distance between two
different points i and j (Sii = 0). We then compute the sym-
metric normalized Laplacian matrix A = I −D− 12SD− 12 ,
where D is a diagonal matrix, Dii =
∑n
j=1 Sij .
We train the network in a more limited manner, in a single
phase without Fourier analysis, on 256000 problems. To
avoid inverting singular matrices when training, we modify
the Laplacian matrices to be non-singular by adding random
positive values to the diagonal of the matrix, from distribu-
tion U(0, 0.2). Evaluation is done on the original singular
matrices. To evaluate, we measure the number of LOBPCG
iterations required to reach residual tolerance of 10−12 on
a variety of problems, where the linear solver is a single W
cycle. Table 3 shows results on several distributions. Evi-
dently, the network is able to generalize to different number
of points, number of clusters, dimensions, and distributions.
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Table 3. Comparison of number of LOBPCG iterations required to
reach specified tolerance in spectral clustering problems, averaged
over 100 runs for each distribution
distribution size CAMG ours ratio
two Gaussians 103 15.67 13.44 85.8%
two Gaussians 104 20.95 18.82 89.8%
two Gaussian 5-NN 103 22.53 23.45 104.1%
five Gaussians 103 19.99 17.41 87.1%
two Gaussians 3D 103 12.58 11.26 89.5%
two moons 103 23.44 21.47 91.6%
two moons 104 37.17 35.02 94.2%
two concentric circles 103 19.48 16.84 86.5%
(a) 2 Gaussians (b) 5 Gaussians
(c) Moons (d) Circles
Figure 4. Examples of our results for two dimensional spectral
clustering problems
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