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Abstract
In this thesis we are concerned with the elastic flow of curves in Rn (n ≥ 2). The elastic
flow is the L2-gradient flow corresponding to the elastic energy functional, which is the
integral of the curvature squared taken along the curve. The elastic energy is not only
of mathematical interest, but also has applications in image processing and modeling of
biological structures.
The elastic flow leads to a highly nonlinear parabolic system of partial differential equa-
tions of fourth order for the position vector of the curve. In order to solve this system
numerically, the key idea is to split the fourth order problem into a system of two second
order equations for position and curvature vectors. This approach essentially allows one
to use piecewise linear finite elements for constructing numerical schemes.
In this thesis we propose and analyze a new fully discrete numerical scheme to approx-
imate the solution of the elastic flow. To our knowledge, there is only an error analysis
for a continuous-in-time semidiscrete scheme. We develop our scheme on the basis of
the weak form of the elastic flow, using a fully discrete analogue of the variational rela-
tion between the position and curvature vectors, differentiated with respect to time. The
resulting scheme represents two coupled second order equations and requires solving a
nonlinear problem in each time step.
We first use a suitable constrained minimization problem in order to show that the scheme
has a unique solution in a proper set. Our main results are error bounds of order O(h+∆t)
for the position vector in H1-norm and the curvature vector in L2-norm and the constants
depend on higher norms of the solution to the continuous problem. The error analysis is
carried out under a condition that bounds the time step in terms of the spatial grid size.
The proof uses an induction argument and is performed in a series of lemmas, in which
several energy estimates are derived.
Zusammenfassung
In der vorliegenden Arbeit bescha¨ftigen wir uns mit dem elastischen Fluss von Kurven
im Rn (n ≥ 2). Der elastische Fluss ist der L2-Gradientenfluss fu¨r die elastische Ener-
gie, welche sich als Integral des Quadrates der Kru¨mmung u¨ber die Kurve beschreiben
la¨sst. Die elastische Energie ist nicht nur von mathematischem Interesse, sondern hat auch
Anwendungen in der Bildverarbeitung und der Modellierung von biologischen Strukturen.
Der elastische Fluss fu¨hrt zu einem nichtlinearen parabolischen System partieller Dif-
ferentialgleichungen vierter Ordnung. Die Grundidee, um dieses System numerisch zu
lo¨sen, besteht darin, das Problem vierter Ordnung in ein System aus zwei Problemen
zweiter Ordnung fu¨r den Positions- und Kru¨mmungsvektor zu zerlegen. Diese Metho-
de ermo¨glicht es, stu¨ckweise lineare finite Elemente fu¨r die Konstruktion numerischer
Schemata zu nutzen.
In dieser Doktorarbeit pra¨sentieren und analysieren wir ein neues volldiskretes numerisches
Schema zur Approximation von Lo¨sungen des elastischen Flusses. Bisher gibt es in der Li-
teratur nur Fehlerabscha¨tzungen fu¨r ein in der Zeit kontinuierliches semi-diskretes Schema.
Wir entwickeln unser Schema auf Basis der schwachen Formulierung fu¨r den elastischen
Fluss. Dabei wird ein volldiskretes Analogon der nach der Zeit abgeleiteten Variations-
gleichung fu¨r die Relation zwischen Positions- und Kru¨mmungsvektor verwendet. Das
resultierende System besteht aus zwei gekoppelten Gleichungen zweiter Ordnung und
beno¨tigt in jedem Zeitschritt die Lo¨sung eines nichtlinearen Problems.
Zuna¨chst nutzen wir ein geeignetes Minimierungsproblem unter Nebenbedingungen, um
zu zeigen, dass das Schema eine eindeutige Lo¨sung in einer geeigneten Menge besitzt. Zu
den zentralen Ergebnissen der Arbeit geho¨ren Fehlerabscha¨tzungen der Gu¨te O(h+ ∆t)
fu¨r den Positionsvektor in der H1-Norm und fu¨r den Kru¨mmungsvektor in der L2-Norm,
wobei die Konstanten von ho¨heren Normen der Lo¨sung des kontinuierlichen Problems
abha¨ngen. Die Fehleranalyse wird unter einer Bedingung durchgefu¨hrt, welche den Zeit-
schritt abha¨ngig von der Ortsschrittweite beschra¨nkt. Der Beweis verwendet ein Induk-
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1.1 Overview. Problem formulation
Overview
The theory of elasticity started several centuries ago with the tests of Galileo on breaking
a beam, held at one end and loaded by a weight at the other. James Bernoulli was
the first, who in 1691 precisely formulated a problem of a thin elastic beam [38]. A
significant contribution to the study and description of the law of elastic rods was done
by Daniel Bernoulli. The scientist found an expression for the bending, also known as
elastic, energy stored in a beam. It was noticed that the work, needed to bend an elastic







where ds represents the arclength element of a closed curve x : I → Rn (n ≥ 2) with a
curvature κ. It was of particular interest to find critical points of the functional E subject
to fixed length, which are called elastic curves, or simply elasticae. Later, D. Bernoulli
in his letter to Euler suggested that differential equations, defining an elastica, could
be found by minimizing the elastic energy and proposed to express the given problem
in variational form [40]. Following these ideas, Euler by means of calculus of variation
succeeded in deriving the equations, which mathematically describe an elastica [27]. This
leads to the first variation










where φ is a periodic on I test function, y is the curvature vector and 5sf = fs− (fs, τ)τ
with τ = xs being the unit tangent. At a minimum the functional E necessarily satisfies




|y|2y = 0 in I.
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The detailed history of Bernoulli-Euler theory of elastic beams can be found in the works
[52] by Todhunter and [40] by Love.
Problem formulation
In this section, we describe the problem to be treated in the thesis and formulate the aims
of our research. Furthermore, we review the existing methods currently used to solve this
problem and indicate open questions related to the subject.
Let x : [0, 2pi] → Rn (n ≥ 2) be a parametrization of a closed curve. Then for λ > 0 we







where L(x) denotes the length of the curve and ds and κ are the arclength element and
the curvature, respectively, as already defined above.
One is usually interested in local or global minima of the functional Eλ. A general
approach to find critical points is to consider the geometric flow in which the curves
evolve according to the negative L2-gradient of Eλ. The associated evolution equation is
given then by
xt = −52ss y −
1
2
|y|2y + λy (1.2)
and represents a highly nonlinear fourth-order parabolic system of partial differential
equations (PDEs).
While linear PDEs are well understood and exact solutions established in many cases,
analytical treatment of nonlinear PDEs is more difficult task and rarely leads to the exact
solution. Therefore one seeks to solve this type of equations numerically and estimate
the error of the corresponding approximate solution. Numerical methods for solving (1.2)
frequently use a decoupling strategy. The idea of decoupling is to split the problem
into two second order problems for the position and curvature vectors, where only first
derivatives of the entering functions including test functions appear. This allows one to
use piecewise linear finite elements.
The main goal of the thesis is to derive a novel fully discrete, i.e. in space and time,
numerical scheme to approximate the solution of (1.2) and carry out the error analysis
for the resulting scheme. To our knowledge, there is no such result in the literature.
Furthermore, in our work we prove the existence of the unique discrete solution under
certain conditions on the time step step size with respect to the spatial grid size. The
error bounds for the introduced scheme are satisfied under these conditions as well. We
note that this sort of restriction is a common case for the time-dependent problems.
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Variational formulation. Numerical scheme
Variational formulation
As already mentioned in the first section, Euler formulated the elastica problem using a
variational principle. Our fully discrete numerical scheme is based on the discretization
of the continuous one and takes advantage of variational techniques as well. Therefore,
we outline here the derivation of the variational formulation for the continuous problem,
leading to our numerical scheme. To this end, we adapt the approach from [25] to the
case of curves.
Let us consider a curve x = x(u) not necessarily parametrized by arclength. We define
the tangent and curvature vectors in a standard way
τ =
xu





















Then the first variation of Eλ in direction φ ∈ H1per ((0, 2pi),Rn) is given by














where by yφ we have denoted the derivative of y in direction φ and H
1
per ((0, 2pi),Rn)
represents the space of all periodic in H1 ((0, 2pi),Rn) functions. In order to find yφ we





(τ, ψu) = 0 ∀ψ ∈ H1per((0, 2pi),Rn)









|xu|(Pφu, ψu) = 0,
(1.5)
where P is the projection matrix defined as
P = In − τ ⊗ τ. (1.6)
Inserting ψ = y as a test function into (1.5) yields















Then, for the time-depending functions x, y : [0, 2pi] × [0, T ] → Rn the weak form of the
gradient flow corresponding to the functional Eλ reads as∫ 2pi
0









|y|2(τ, φu) + λ
∫ 2pi
0





(τ, ψu) = 0, (1.8)
for all φ, ψ ∈ H1per((0, 2pi),Rn) and 0 ≤ t ≤ T . For a smooth function x one can verify
that (1.7)-(1.8) are equivalent to (1.2).
Let us now show that t 7→ Eλ (x(·, t)) is decreasing. Differentiating (1.8) with respect to









|xu|(Pxtu, ψu) = 0.





























|xt|2 |xu| ≤ 0.
Numerical scheme
In the current section, we present a novel scheme, which lies in the heart of our research
and is analyzed in the later chapters.
Our starting point was a result obtained by Deckelnick and Dziuk in [22]. The authors
analyzed a semidiscrete numerical scheme, in the sense that it is discrete in space and
continuous in time, for approximating the evolution of parametric curves by elastic flow
in Rn. The authors proved the following error bounds
sup
t∈[0,T ]
‖x(·, t)− xh(·, t)‖2H1 +
∫ T
0
‖xt(·, t)− xht(·, t)‖2 dt ≤ Ch2,
sup
t∈[0,T ]
‖y(·, t)− yh(·, t)‖2H1 +
∫ T
0
‖yu(·, t)− yhu(·, t)‖2 dt ≤ Ch2,
where the constant C depends only on T > 0 and certain norms of the continuous solution
x of (1.2), whereas xh and yh represent the solutions of the semidiscrete problem∫ 2pi
0














(τh, φhu) = 0,
(1.9)
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∫ 2pi
0
Ih [(yh, ψh)] |xhu|+
∫ 2pi
0
(τh, ψhu) = 0, (1.10)
corresponding to (1.7)-(1.8). Here, φh, ψh are test functions of a suitable finite element
space with a grid size h. By Ih we have denoted the Lagrange interpolation operator,
while Ph = In − τh ⊗ τh and τh = xhu|xhu| are the projection matrix and the tangent vector,
respectively. In order to perform test calculations, the authors used a semi-implicit time
discretization. However, there is no analysis for the resulting fully discrete scheme.
In this context, we suggest the following fully discrete numerical scheme to approximate




























































)∣∣xm+1hu ∣∣ = 0.
(1.12)
Here for a generic function z we used zm = z(·,m∆t), m = 0, ...,M with a final time
T = M∆t > 0. Choice of the initial data is discussed in Section 2.2. For a detailed
explanation and definition of the notations, used above, we refer the reader to Section 2.2,
where we introduce discrete quantities.
The first equation of our scheme represents a time-discrete version of (1.9) with the













This term vanishes as ∆t → 0 and its role will become clear in the derivation of the
existence and uniqueness result in Section 3.1. The second equation (1.12) of the scheme


















Remember that this relation was important in deriving the energy decrease for continu-
ous problem and also holds for the semidiscrete case. We note that the chosen scheme
represents two coupled second order equations and requires solving a nonlinear problem
in each time step.
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In this connection, we formulate the main result of our work.
Theorem 1.1. Let x : [0, 2pi] × [0, T ] → Rn be a sufficiently smooth solution of (1.2).
Then there exists a solution (xmh , y
m
h ), m = 0, ...,M of (1.11)-(1.12) and the following
error bounds are satisfied
max
m=0,...,M





(∥∥ym+1u − ym+1hu ∥∥2 + ∥∥∥∥em+1 − em∆t
∥∥∥∥2
)
≤ C (h2 + ∆t2) ,
(1.13)
where em = xm − xmh . The constant C depends only on the norms of the solution of the
continuous problem and does not depend on the spatial grid size h and time step size ∆t.
It should be also remarked that error bounds (1.13) are satisfied under certain conditions
on h and ∆t, which will be formulated in the later chapters.
1.2 Research studies. Willmore functional
This section gives a brief overview of existing methods for solving elastic energy problems.
Additionally, we mention here the strategies listed in the literature for the Willmore func-
tional, which can be thought as a higher dimensional case of the posed problem. Moreover,
we give some examples on the applications of the elastic rod theory and curvature-based
energy functionals.
Research studies
Curve evolutions under the gradient flow for elastic energy have been intensively inves-
tigated in the literature. Also different approaches have been introduced to solve the
associated evolutionary equation.
Polden in [45] studied the evolution of closed curves in the plane under the flow (1.2). The
author proved the long-time existence of smooth solutions for (1.2) with λ being chosen
positive to penalize the length growth. This result has been extended by Dziuk, Kuwert
and Scha¨tzle in [26] for curves in arbitrary dimension. In this study, the length of the
curve is either penalized as well or fixed as a constraint. The authors also proved the
subconvergence of solutions to an elastica, after the curve has been reparametrized by its
arclength and translated. Moreover, Dziuk et al. derived an algorithm for the numerical
approximation of the solution. To this purpose, the authors split the fourth-order problem
into a system of two second-order equations for position and curvature vectors. The
second order convergence in the maximum norm for both vectors was revealed in the
numerical test calculations. An error analysis of the elastic flow of parametric curves in
Rn can be found in [22]. In [2, 5] Barrett, Garcke and Nu¨rnberg presented an alternative
scheme,which particularly ensures an equidistribution of points along the curve.
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Since we are interested in closed curves, we only shortly mention some results on the
boundary value problems, which are few up to now in the literature. The motion of open
curves with clamped boundary conditions in Rn under the elastic flow has been studied
by Lin (see [39]). Dall’Acqua and Pozzi in [20] extended the Helfrich energy for closed
curves to n-dimensional case with n ≥ 2 and studied motion of open regular curves with
fixed boundary points under the L2-gradient flow for the corresponding functional. Recent
work [19] by three abovementioned authors extends a long-time existence result presented
in [26] to the case of open curves with natural boundary conditions. Furthermore, in [19]
a subconvergence proof is also provided.
All above mentioned numerical methods discretize the problem semi-implicit in time and
thus require to solve at each time step a linear system of equations. As a consequence, one
has to impose a grid-dependent condition on the time step size of the kind ∆t ≤ Ch2.
Motivated by this shortcoming, Balzani and Rumpf in [1] and Perl, Pozzi and Rumpf in
[44] used a different approach, which was earlier introduced by Olischla¨ger and Rumpf in
[43]. They considered a nested variational time discretization with an inner minimization
problem to be solved in each time step. An advantage of such approach is that one imme-
diately obtains the decrease of the discrete energy. Computational results demonstrated
the robustness of the proposed numerical scheme, which essentially allows the time step
size of order of the spatial grid size.
Willmore functional






originates in the Euler-Bernoulli theory of elastic rods and represents the elastic energy for
surfaces. It was first introduced by Germain in 1810, but a broad attention was attracted
much later in Willmore’s work [54]. Critical points of the Willmore functional are referred
to as Willmore surfaces. Theoretical results on the Willmore energy, including existence
of closed Willmore surfaces of prescribed genus as well as local and global existence for the
Willmore flow of closed surfaces, can be found in [49, 6] and [33, 50, 35, 34], respectively,
while regularity result has been obtained in [46].
Experiments on the surface motion by the L2-gradient flow have been carried out in [31]
using Brakke’s surface Evolver (see [13]), providing the evidence that singularities can be
developed in finite time. A finite difference scheme to approximate axisymmetric solutions
is presented in [41].
Let us now mention some parametric finite element methods. Authors in [4] numeri-
cally approximate with piecewise linear continuous finite elements the Willmore flow,
Gauß curvature flow and some generalizations of them, such as Helfrich flow. The pre-
sented numerical algorithms extend their previous results (see [3]) and differ from other
existing schemes by a good distribution of mesh points. Another approximation of the
elastic flow of closed two-dimensional surfaces in R3 by linear elements is done by Dziuk
7
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[25] and Rusu [47], where the latter work is analogous to the results in [26] for curves.
Approximation by quadratic elements is performed in [12] and shows its robustness with
respect to the mesh distribution (see [11]). All these methods use the splitting strategy,
i.e decoupling the fourth-order problem into two second order equations.
While abovementioned papers treat closed surfaces, existence of the Willmore surfaces
with prescribed boundaries has been less investigated. We refer the reader to [42] by
Nitsche, where the appropriate boundary conditions are discussed and some existence
results are provided as well. Authors in [15] generalized the result of Rusu in [47] for
surfaces with boundaries. Willmore surfaces of revolution satisfying the Dirichlet bound-
ary conditions have been investigated in [17, 18]. A level set method to Willmore flow is
derived in [23].
Applications
Theory of elastic rods is applicable to different fields of science. In biology, due to the
definition of an elastic rod as a structure with length much greater than diameter, it is
used in modeling polymers, bacterial fibers and DNA conformations [7, 8, 9, 53, 32]. Thin
long structures also play an important role in physics [51, 24]. In mathematics, connec-
tions between space curves and partial differential equations are of interest [36, 37].
The Willmore functional is applied in surface restoration, where a destroyed region has to
be replaced in a suitable way by a surface patch, see [10, 16, 43]. The Helfrich functional
is used to describe the behavior of red blood cell membranes. It was first mentioned in
1970 by Canham [14] and later in 1973 was specified by Helfrich [29]. Cell membrane
consists of the lipid bilayer, which has a thickness that is much smaller than the size of
the cell. Therefore membranes can be considered as two-dimensional surfaces, embedded
in three-dimensional space [48]. Being deformed, cell membranes tend to the equilibrium
state, trying to minimize the free elastic energy. This energy was proposed by Helfrich in
[29], based on the similarities between lipid bilayers and liquid crystals. Configurations of
cell membranes arise due to the bending elasticity, as introduced independently in three
papers [14, 29, 28], and can be expressed in terms of the curvature of the membrane
surface.
1.3 Thesis outline
The aim of our research is to carry out an error analysis for (1.11)-(1.12), which constitutes
the major part of our work. The proof of the error bounds is done along the lines of [22],
where a semidiscrete scheme for the elastic flow is analyzed, using 7 auxiliary lemmas. We
have extended these lemmas for the fully discrete case and proved the error bounds (1.13).
In Chapter 2 we introduce a finite element space and define some related notations. Ad-
ditionally, we present here important theorems and inequalities, interpolation and inverse
8
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estimates, which will be used in our further analysis.
In Chapter 3 we are concerned with the unique solvability of the equations (1.11)-(1.12)
of our numerical scheme. We aim to prove the existence of the unique solution to the
posed problem in a certain admissible set. To accomplish this goal, which we formulate
in Theorem 3.1, we use a suitable constrained minimization problem. First, we prove the
existence of the minimizer in a certain class of admissible functions and then show that
this minimizer solves our problem, i.e. satisfies the equations (1.11)-(1.12). Afterwards,
we prove that the system of equations (1.11)-(1.12) is uniquely solvable, for what we take
the difference between two solutions and show that this difference is equal to zero. Fur-
ther, in Lemma 3.7 we consider the second equation of our scheme and derive a different
representation for it. Due to the fully discreteness of the scheme this gives rise to the
remainder term Rm+1h (the exact form is given in the abovementioned lemma). It is worth
noting that estimation of the remainder term requires particular treatment (is done in
Chapter 5) and its presence complicates the error analysis.
Chapter 4 is devoted to the main result of the thesis – the error analysis of the numerical
scheme, which has been introduced above. In order to control expressions on the left-hand
side of (1.13), we insert into the equations (1.11)-(1.12) of our scheme suitable test func-
tions and derive in Lemma 4.4 and Lemma 4.5 the estimates for the norms
∥∥xm+1 − xm+1h ∥∥,∥∥ym+1 − ym+1h ∥∥, respectively. The combined result is presented in Lemma 4.6. Some quan-
tities, which appear on the right-hand side of the above lemma, we cannot handle directly
using the Gronwall argument in Lemma 4.12. Therefore additional estimates are required.
The main difficulty represents the estimation of the difference of the length elements. We
note that from (1.2) follows (xt, τ) = 0, i.e. the equation degenerates in tangential direc-
tion. Thus, in order to estimate the first derivative of the position vector x, one has to
gain control on the direction (see Lemma 4.7) and the length separately, what was done
in Lemma 4.11 and Lemma 4.12. The first derivative of the curvature vector is treated
in Lemma 4.10. In order to close the error analysis, we formulate in Theorem 4.2 the
induction-type argument.
In Chapter 5 we complete the proof of Theorem 4.2 and justify the assumptions on the
discrete solution, made in Theorem 3.1. In this chapter we also estimate the remainder
term, first introduced in Lemma 3.7.
We summarize our work and give some remarks related to the scheme and possible mod-
ifications of the analysis in the last Chapter 6.
Derivation of auxiliary results is collected in the Appendices for the sake of readability.
Appendix A includes 4 additional lemmas, which give a detailed proof for the results used
in Lemma 4.11. In the second Appendix B we carry out the estimates of certain remainder
terms, required for the proof of Lemma 4.12 and appeared due to the discretization of the








In this section, we fix some notations and collect well-known theorems and important
inequalities, which will be used in the error analysis.







, 1 ≤ p <∞,













For p = 2 we write ‖· ‖L2 = ‖· ‖.
In the further analysis we use the following well-known inequalities and theorems.
Cauchy-Schwarz inequality. Let f, g ∈ L2(0, 2pi). Then the following inequality holds:∫ 2pi
0
|f(x)||g(x)|dx ≤ ‖f‖‖g‖. (2.1)

















Young’s inequality. For a, b ∈ R≥0 and ε > 0 holds:




CHAPTER 2. ANALYTIC FOUNDATIONS. DISCRETIZATION.
INITIAL CONDITIONS
Theorem 2.1 (Gronwall’s inequality, [30]). Let y(t), f(t), and g(t) be non-negative con-
tinuous functions on [0, T ] and let us assume that for 0 ≤ t ≤ T we have




Then for 0 ≤ t ≤ T we also have









Theorem 2.2 (Discrete Gronwall’s Lemma, [30]). If 〈yn〉, 〈fn〉, and 〈gn〉 are non-negative
sequences and
yn ≤ fn +
∑
0≤k<n
gkyk for n ≥ 0,
then








for n ≥ 0. (2.4)
2.2 Discretization
We define in this section a finite element space and introduce related notations. Further-
more, we present some useful relations, which hold in the chosen discrete space.
Space discretization
Let 0 = u0 < u1 < ... < uN−1 < uN = 2pi be a partition of [0, 2pi] into subintervals
Ij = [uj−1, uj] of length hj := uj − uj−1 and set h := maxj=1,...,Nhj. The following inverse
assumption is required
h ≤ cˆhj for all j = 1, ..., N, (2.5)
where cˆ is independent of h. Let us denote by Xh the space of linear finite elements
Xh :=
{
ηh ∈ C0 ([0, 2pi]) |ηh|Ij is a linear polynomial, j = 1, ..., N and ηh(0) = ηh(2pi)
}
,





if u ∈ [uj−1, uj] ,
uj+1 − u
hj+1




1 if i = j,
0 if i 6= j, i, j = 1, ..., N.








u1 uN -1 uN
x
1
Figure 2.1: On the left the basis function ϕj, j = 1, ..., N − 1, on the right ϕN .
Next, in order to deal with vector-valued functions we introduce the following space
Xnh := {φh : [0, 2pi]→ Rn|φh,i ∈ Xh, i = 1, ..., n} .






The following interpolation estimates hold
‖f − Ihf‖+ h‖fu − (Ihf)u ‖ ≤ Ch2‖f‖H2 , ∀f ∈ H2per (0, 2pi) , (2.6)
where H2per (0, 2pi) denotes the space of all periodic functions in H
2 (0, 2pi).























zh : [0, 2pi]→ Rn | zh|Ij is constant, j = 1, ..., N
}
, (2.9)
and Qh : H






f, j = 1, .., N,
as introduced and defined in [22]. Then,
‖f −Qhf‖ ≤ Ch‖f‖H1 , ∀f ∈ H1((0, 2pi),Rn). (2.10)
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INITIAL CONDITIONS
For ηh ∈ Xnh and h satisfying (2.5) holds (see [21])





Here, we discuss a choice of the initial data and so bound the discrete and continuous
problems together.
Due to the smoothness of the continuous solution there exist constants 0 < c0 < C0 such
that for m = 0, ...,M and T > 0 holds
c0 ≤ |xmu | ≤ C0, |ym| ≤ C0 in [0, 2pi],
∫ T
0
‖ymu ‖2L∞ ≤ C0.
We choose the following initial datum
x0h = Ihx
0, (2.13)











for all ψh ∈ Xnh . This is similar in spirit to [22]. The authors show that this choice of y0h
is a good approximation of the initial continuous problem.
Moreover, it can be shown that the following bounds are satisfied under the smallness
assumption on the spatial grid size
1
2
c0 ≤ |x0hu| ≤ 2C0, |y0h| ≤ 2C0 in [0, 2pi]. (2.15)
We show this for the upper bound on |x0hu|. From the interpolation estimate, triangle
inequality and (2.13) one obtains
|x0hu| ≤
∣∣x0u∣∣+ ∣∣x0u − x0hu∣∣ ≤ C0 + ∥∥x0u − (Ihx0)u∥∥L∞ ≤ C0 + Ch ≤ 2C0,




Existence and uniqueness result.
Second equation of the scheme
In this chapter, we shall be concerned with the unique solvability of the fully discrete
scheme (1.11)-(1.12), proposed in Chapter 1. Using a suitable constrained minimization
problem, we prove the existence of the solution at the next time step. To do so, we
introduce a functional to be minimized and formulate a constrained minimization prob-
lem. The proof of the existence of the minimizer in the admissible set is presented in
Lemma 3.2. In Lemma 3.3 we show that a minimizer of the given functional satisfies the
equations (1.11)-(1.12), i.e. actually solves our problem. In order to motivate this proof
we find the first variation of the minimized functional, what gives rise to the perturba-
tion term of small order. The uniqueness result is obtained in Lemma 3.5 by taking the
difference between two solutions and showing that this difference is equal to zero. We
finish this chapter by discussing the second equation of our scheme and giving a differ-
ent representation for it in the form of the equation (1.10) up to the remainder term Rm+1h .
Before we formulate in Theorem 3.1 the main result of this chapter, we would like to
draw a parallel between our approach to solving the problem with the one, proposed
by Olischla¨ger and M. Rumpf in [43]. The authors presented a nested variational time
discretization with an inner minimization problem to be solved in each time step.
Theorem 3.1 (Existence and uniqueness). Suppose (xmh , y
m
h ), m ∈ [0,M − 1] satisfy
1
2
c0 ≤ |xmhu| ≤ 2C0, |ymh | ≤ 2C0 in [0, 2pi], (3.1)
where c0 > 0, C0 > 0 are independent of h and ∆t constants. Then there exist h0 > 0 and




∣∣xm+1hu ∣∣ ≤ 4C0, ∣∣ym+1h ∣∣ ≤ 4C0 in [0, 2pi], (3.2)
for all 0 < h ≤ h0, provided ∆t ≤ µh5 and the discrete energy is decreasing. The constants
depend only on c0, C0.
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EQUATION OF THE SCHEME
Here and throughout the thesis we will denote by C some positive generic constant that
may vary from line to line and is independent of the time step size and mesh size. For
practical reasons, we do not trace the exact value of the constant C, only indicating,
where it is necessary, what this constant depends on.
3.1 Existence and uniqueness result
In this section we present the proof of Theorem 3.1.
3.1.1 Existence of the discrete solution
As already mentioned above, we first proof the existence of the discrete solution to (1.11)-
(1.12) at the next time step. In the following, we formulate a minimization problem
subject to a constraint and prove the existence of the minimizer in a certain class of
admissible functions. To this purpose, we define for (xh, yh) ∈ Xnh × Xnh and ∀ψh ∈ Xnh
the relation∫ 2pi
0





h , ψh)] |xmhu|+
∫ 2pi
0
(Pmh ψhu, xhu − xmhu)
|xhu| = 0
(3.3)
and introduce the admissible set
K :=
{



















[|yh|2] |xhu|+ λ∫ 2pi
0
|xhu|. (3.5)




has at least one solution (x¯h, y¯h) ∈ K. Moreover, there exist h0 > 0 and 0 < µ ≤ 1, such
that the following bounds hold
1
4
c0 < |x¯hu| < 4C0, |y¯h| < 4C0 in [0, 2pi] (3.7)
for all 0 < h ≤ h0, provided that ∆t ≤ µh5. The constants depend only on c0, C0.










h ) belongs to


















3.1. EXISTENCE AND UNIQUENESS RESULT
Since J ≥ 0, there exist α = inf
K














J . Using the lower bound on |xmhu| as well as (2.7) and the fact that the
minimizing sequence is admissible we obtain
















∥∥xjh − xmh ∥∥2 + 12 ∥∥yjh∥∥2
)
.







j∈N. The Bolzano-Weierstrass theorem applies and yields the






j∈N,k∈N, with limit (x¯h, y¯h) ∈ Xnh × Xnh ,





)→ J (x¯h, y¯h) = α.
It remains to prove the bounds (3.7). Observing






[|ymh |2] |xmhu|+ λ∫ 2pi
0
|xmhu| ≤ c(C0)








[|x¯h − xmh |2] |xmhu| ≥ c04 1∆t
∫ 2pi
0





‖x¯h − xmh ‖2 . (3.8)
It follows now from (2.11) and (2.12) that
‖x¯hu − xmhu‖L∞ ≤ Ch−1 ‖x¯h − xmh ‖L∞ ≤ Ch−
3





where the constant C depends on c0, C0.
Hence, in view of (3.1) and using the condition ∆t ≤ µh5 and 0 < µ ≤ 1, we obtain





2 + 2C0 ≤ C√µh+ 2C0 ≤ Ch+ 2C0 < 4C0,
(3.10)
provided h0 is sufficiently small. Analogously, we have










c0 − C√µh ≥ 1
2




This proves the bounds on |x¯hu| in (3.7). Let us consider the side constraint in order
to get an upper bound on |y¯h|. Rearranging the terms and inserting the test function
ψh = y¯h − ymh into (3.3) we obtain∫ 2pi
0
Ih
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First, we estimate from above the terms on the right-hand side of the equation (3.12).









ε |y¯h − ymh |2 + Cε |ymh |2
] |x¯hu − xmhu|
≤ ‖x¯hu − xmhu‖L∞
(











Using the inverse estimate (2.11), Young’s inequality, (3.8) as well as a lower bound (3.11)
on |x¯hu|, obtained so far, we deduce∣∣∣∣∫ 2pi
0
(Pmh (x¯hu − xmhu) , y¯hu − ymhu)
|x¯hu|
∣∣∣∣ ≤C ‖y¯hu − ymhu‖ ‖x¯hu − xmhu‖
≤Ch−1 ‖y¯h − ymh ‖ ‖x¯hu − xmhu‖
≤ε ‖y¯h − ymh ‖2 + CCε∆th−4.
Let us next estimate from below the left-hand side of (3.12). From (2.7), (3.11) we infer∫ 2pi
0
Ih
[|y¯h − ymh |2] |x¯hu| ≥ 14c0 ‖y¯h − ymh ‖2 .
Combining three above estimates together and using the condition ∆t ≤ µh5 we get
1
4














≤ε (1 + C√µh) ‖y¯h − ymh ‖2 + CCε (
√
µh+ µh)
≤ε (1 + Ch) ‖y¯h − ymh ‖2 + 2CCε
√
µh,

















provided h0 is mall enough. The above estimate and an inverse inequality (2.11) imply




























, the next estimate completes the proof
|y¯h| ≤ |y¯h − ymh |+ |ymh | ≤ ‖y¯h − ymh ‖L∞ + |ymh | ≤ C0 + 2C0 < 4C0.
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Let us next show that the minimizer (x¯h, y¯h) ∈ K of the functional J is a solution to our
problem at the next time step.
Lemma 3.3. Let (x¯h, y¯h) be a solution of the constraint minimization problem (3.5)-(3.6),





















(Pmh y¯hu, x¯hu − xmhu)
|x¯hu|3
(x¯hu, φhu) + λ
∫ 2pi
0









h , ψh)] |xmhu|+
∫ 2pi
0
(Pmh ψhu, x¯hu − xmhu)
|x¯hu| = 0.
(3.14)
Proof. To begin, we note that (x¯h, y¯h) ∈ K and therefore (3.14) is satisfied due to the
definition (3.4) of K. Let us next for φh ∈ Xnh and ε > 0 define
xε,h := x¯h + εφh, yε,h := G(xε,h),
where yε,h is uniquely determined through the relation∫ 2pi
0





h , ψh)] |xmhu|+
∫ 2pi
0
(Pmh ψhu, xε,hu − xmhu)
|xε,hu| = 0
for all ψh ∈ Xnh and small ε. We point out that the above relation represents a system
of linear equations for yε,h, which is uniquely solvable, provided |xε,hu| is bounded away
from zero (what again follows from (3.4)).
Since the lower bound on |x¯hu| in (3.7) is satisfied strictly, we can slightly perturb (x¯h, y¯h)
in the direction φh still staying in K. Therefore, (xε,h, yε,h) ∈ K for sufficiently small ε.
Now let

















Since (x¯h, y¯h) is a minimizer of J , f(ε) must have a minimum at ε = 0, Therefore,
f ′(0) = 0.
Observing the following calculations
d
dε
(|x¯hu + εφhu|)|ε=0 = d
dε
(√






(x¯hu + εφhu, x¯hu + εφhu)
2
√





2 |x¯hu| = (τ¯h, φhu)
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[|y¯h|2] (τ¯h, φhu) + λ∫ 2pi
0
(τ¯h, φhu) .




In order to find yφ,h, we consider the relation between x and its curvature vector y. To









h , ψh)] |xmhu|+
∫ 2pi
0
(Pmh ψhu, xε,h − xmhu)
|xε,h| .







Ih [(yφ,h, ψh)] |x¯hu|+
∫ 2pi
0








(Pmh ψhu, x¯hu − xmhu)
|x¯hu|3
(x¯hu, φhu) .
Inserting ψh = y¯h into the above equation we deduce∫ 2pi
0











(Pmh y¯hu, x¯hu − xmhu)
|x¯hu|3
(x¯hu, φhu) .
Using the above representation we are able to rewrite the first derivative of f at ε = 0 as























(Pmh y¯hu, x¯hu − xmhu)
|x¯hu|3




which proves our assertion above.
Remark 3.4. We note that to prove the existence it is essential that the lower bound
on |x¯hu| is strictly satisfied. From (3.11) follows that this can be achieved under the
condition ∆t ≤ εh3, where ε = ε(c0, C0) is sufficiently small positive constant. Therefore,
the existence result can be obtained under the milder condition
(
∆t ≤ εh3), whereas the
stronger condition ∆t < µh5 provides the uniform control on the curvature vector, which
is crucial for the error analysis.
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3.1.2 Uniqueness of the discrete solution
Lemma 3.5 (Uniqueness of the discrete solution). There exist h0 > 0 and 0 < µ
∗ ≤ 1,





c0 ≤ |x∗hu| ≤ 4C0, |y∗h| ≤ 4C0 in [0, 2pi] (3.15)
and ∆t ≤ µ∗h4.
Proof. Let us assume that (x¯h, y¯h), (xˆh, yˆh) ∈ Xnh ×Xnh are two solutions of the equations
(1.11)-(1.12) satisfying (3.15). Our aim is to show that they identically coincide. Taking















































Ih [(y¯h, ψh)] |x¯hu| −
∫ 2pi
0











Here we used the definition of the projection matrix Pmh = In− τmh ⊗ τmh and the fact that
Pmh τ
m
h = 0. The first two terms in (3.17) can be rewritten as∫ 2pi
0
Ih [(y¯h, ψh)] |x¯hu| −
∫ 2pi
0




Ih [(y¯h − yˆh, ψh)] |x¯hu| −
∫ 2pi
0
Ih [(yˆh, ψh)] (|xˆhu| − |x¯hu|) .
We insert the following test functions φh = x¯h − xˆh and ψh = y¯h − yˆh into (3.16) and











































(τ¯h − τˆh, x¯hu − xˆhu) = 0,
(3.18)
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[|y¯h − yˆh|2] |x¯hu| − ∫ 2pi
0








(Pmh xˆhu, y¯hu − yˆhu)
|xˆhu| = 0.
(3.19)






[|x¯h − xˆh|2] |xmhu|+ ∫ 2pi
0
Ih
























































Let us estimate the left- and right-hand sides of (3.20) in order to show that the difference
between two solutions is zero, provided ∆t is small enough. We start with the terms
S1, S2 and S3. First, we complete the square for S1 and rewrite S2 as well as S3 using the
definition of the tangent vector. This results in








































Using the following relation
(v, w) = 1− 1
2
|v − w|2 for v, w ∈ Rn, |v| = |w| = 1, (3.21)
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simplifying and rearranging the terms we arrive at

















[|y¯h − yˆh|2] (|xˆhu| − |x¯hu|)
=I + II + III.
(3.22)
In order to estimate the first two terms on the right-hand side of (3.22), we have to deal
with the difference of the tangent vectors. To this purpose, we first derive with the help
of the triangle and reverse triangle inequalities the following estimate∣∣∣∣ a|a| − b|b|
∣∣∣∣ = ∣∣∣∣a|b| − b|a| ∓ a|a||a||b|
∣∣∣∣ = ∣∣∣∣a (|b| − |a|) + (a− b) |a||a||b|
∣∣∣∣










Recalling now the definition of the unit tangent vector and setting a = x¯hu and b = xˆhu
in the above inequality we obtain in view of (3.15)
|τ¯h − τˆh| =
∣∣∣∣ x¯hu|x¯hu| − xˆhu|xˆhu|
∣∣∣∣ ≤ 2 |x¯hu − xˆhu||xˆhu| ≤ C |x¯hu − xˆhu| . (3.24)




|y¯h|2 |τ¯h − τˆh|2 ≤ C ‖x¯hu − xˆhu‖2 ≤ Ch−2 ‖xˆh − x¯h‖2 .
The second term II on the right-hand side of (3.22) can be estimated in the same way.




(|y¯h|+ |yˆh|) |y¯h − yˆh| |xˆhu − x¯hu| ≤ Ch−1 ‖y¯h − yˆh‖ ‖xˆh − x¯h‖
≤ ε ‖y¯h − yˆh‖2 + Cεh−2 ‖xˆh − x¯h‖2 .
Combining S4, S5 and S6 we obtain after simplifying the terms
S4 + S5 + S6 =
∫ 2pi
0


















With the help of (3.15) and an inverse inequality (2.11) we have
S4 + S5 + S6 ≤C ‖y¯hu‖L∞ ‖x¯hu − xˆhu‖2 + C ‖y¯hu − yˆhu‖ ‖x¯hu − xˆhu‖
≤Ch−3 ‖x¯h − xˆh‖2 + Ch−2 ‖y¯h − yˆh‖ ‖x¯h − xˆh‖
≤ε ‖y¯h − yˆh‖2 +
(
Ch−3 + Cεh−4
) ‖x¯h − xˆh‖2 .
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Next, we recall the definition of the tangent vector to rearrange the following two terms













|xˆhu| (τˆh − τ¯h, x¯hu − xˆhu) +
∫ 2pi
0
(Pmh yˆhu, τˆh − τ¯h)




(Pmh (yˆhu − y¯hu) , τ¯h)












Now, the reverse triangle inequality along with (3.15), (3.24) and the inverse estimate
(2.11) implies
S7 + S8 ≤C (‖yˆhu‖L∞ + ‖y¯hu‖L∞) ‖x¯hu − xˆhu‖2 + C ‖y¯hu − yˆhu‖ ‖x¯hu − xˆhu‖
≤ε ‖y¯h − yˆh‖2 + Cεh−4 ‖x¯h − xˆh‖2 .













|τ¯h − τˆh|2 (|x¯hu|+ |xˆhu|) ≤ 0.
Finally, with the help of (2.6) we estimate from below the left-hand side of (3.20)∫ 2pi
0
Ih











‖x¯h − xˆh‖2 + c0
4
‖y¯h − yˆh‖2 .







− Cεh−2 − 2Ch−2 − Ch−3 − 2Cεh−4
)


























∆t ‖y¯h − yˆh‖2 ≤ 0.
















































. Let µ∗ =
c20
64
and the uniqueness of the discrete solution
follows immediately from c0 > 0.
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3.1.3 Proof of Theorem 3.1






of the system (1.11)-(1.12)
















[|ymh |2] |xmhu|+ λ∫ 2pi
0
|xmhu|



























[∣∣xm+1h − xmh ∣∣2] |xmhu| ≤ 0,
what results in the stability property of the fully discrete scheme (1.11)-(1.12). Moreover,
from (3.7) we also deduce that the discrete solution satisfies bounds (3.2). Finally, the
uniqueness result from Lemma 3.5 completes the proof.
Remark 3.6. It follows from (3.8) and (3.9) with x¯h = x
m+1
h∥∥xm+1hu − xmhu∥∥L∞ ≤ Ch− 32 ∥∥xm+1h − xmh ∥∥L2 ≤ C√∆th− 32 , m = 0, ...,M − 1. (3.25)
3.2 Second equation of the scheme
The second equation (1.12) of our scheme is a discrete analogue of the equation (1.10)
differentiated with respect to time. In our further analysis we will often require the
discrete equivalent of the equation (1.10). Therefore, below we derive this representation
up to the remainder term Rm+1h .
Lemma 3.7 (Remainder term). Suppose (2.14) holds. Then for m = 1, ...,M − 1 the



























τ kh , ψhu
) ∣∣τ k+1h − τ kh ∣∣2 . (3.27)
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)∣∣xk+1hu ∣∣ = 0.
(3.28)
Let us rewrite the last term in (3.28) using the definition of the projection matrix P kh =






)∣∣xk+1hu ∣∣ = (τ k+1h , ψhu)− (τ k+1h , τ kh) (τ kh , ψhu)∓ (τ kh , ψhu)
=
(
τ k+1h , ψhu
)− (τ kh , ψhu)+ 12 (τ kh , ψhu) ∣∣τ k+1h − τ kh ∣∣2 .











)] ∣∣xkhu∣∣+ ∫ 2pi
0
(












τ kh , ψhu
) ∣∣τ k+1h − τ kh ∣∣2 = 0.
Summing up from k = 0 to k = m and using (2.14) we obtain the claim of the lemma.
Corollary 3.8 (Numerical scheme with the remainder term). Using Lemma 3.7 we are




























































In this Chapter, we present the main results of our work. We start by formulating the
error estimates in terms of the L2-norms in Theorem 4.1. To prove the error bounds, we
set up in Theorem 4.2 the finite induction argument, which will be closed in Theorem 5.2
after the error analysis is finished. The basic idea is as follows: given a discrete solution
at the previous time step, we carry out the error analysis and obtain the estimates for the
desired norms at the next time step. Thus, in Lemma 4.4 and Lemma 4.5 we present the
estimates for the errors between continuous and discrete position and curvature vectors,
respectively. In Lemma 4.6 we combine the results of Lemma 4.4 and Lemma 4.5. On the
right-hand side of the inequality obtained in this lemma we get the differences between
continuous and discrete tangent and curvature vectors, which we treat in Lemma 4.7
and Lemma 4.10, respectively. We deal separately with the error in the length element,
deriving first the expression for the discrete length element in Lemma 4.11. Finally, we
estimate the norm
∥∥|xm+1u | − ∣∣xm+1hu ∣∣∥∥ in Lemma 4.12 with the help of the discrete Gron-
wall’s Lemma. This proof completes the chapter.
We emphasize that our work treats a fully discrete case and thus extends the results of
the work [22] by Deckelnick and Dziuk, where a semidiscrete scheme to approximate the
elastic flow of curves was analyzed. Therefore we follow the structure of the proof of that
paper, in which the error analysis is carried out in a sequence of lemmas.
4.1 Error bounds. Induction argument
Throughout the thesis we will use the regularity of the solution to the continuous problem.
To this intent, we formulate the following helpful result: There exist constants 0 < c0 < C0
and 0 < c1 < C1, such that for m = 0, ...,M in [0, 2pi] holds:




∥∥yku∥∥2L∞ ≤ C0, (4.1)
|xmt | ≤ C1, |ymu | ≤ C1, (4.2)
27
CHAPTER 4. ERROR ANALYSIS
1
2








∣∣∣∣Ih [xm+1 − xm∆t
]∣∣∣∣ ≤ 2C1, (4.4)
|Pmym| , |Pmymu | , |Pmymuu| , |Pmu ym| , |Pmu ymu | ≤ C, (4.5)
where the constant C depends only on the norms of the continuous solution. In view of
the smoothness of the continuous solution and the extreme value theorem, the estimates
(4.1) and (4.2) hold.
Let us consider (Ihx
m)u defined on [0, 2pi] and restricted on subinterval Ij for some
j ∈ {1, .., N}. Then from the Taylor expansion we infer∣∣∣(Ihxm)u|Ij ∣∣∣ = ∣∣∣∣xm(uj)− xm(uj−1)h
∣∣∣∣ = |xmu (uj−1) + o(1)| ≤ 32 C0,∣∣∣(Ihxm)u|Ij ∣∣∣ = ∣∣∣∣xm(uj)− xm(uj−1)h
∣∣∣∣ = |xmu (uj−1) + o(1)| ≥ 12c0,
provided h is small enough.
Recalling the definition of the projection matrix (1.6) as well as (4.1) we deduce
|Pmym| = |ym − (τm, ym) τm| ≤ C0.
Similarly, we get the remaining estimates.
It is convenient to decompose the error em = xm − xmh in the following way:
em = (xm − Ihxm) + (Ihxm − xmh ) =: m + emh , (4.6)
where xm = x(·,m∆t) represents the solution of (1.2) evaluated at m∆t.
In the next theorem we formulate the main result of our work.
Theorem 4.1 (Error bounds). Let x : [0, 2pi] × [0, T ] → Rn be a sufficiently smooth
solution of (1.2). Then there exist h0 > 0, ∆t0 > 0 and µ > 0, such that (1.11)-(1.12)
has a unique solution (xmh , y
m
h ), m ∈ [0, ...,M ] and the following error bounds are satisfied
max
m=0,...,M





(∥∥yk+1u − yk+1hu ∥∥2 + ∥∥∥∥ek+1 − ek∆t
∥∥∥∥2
)
≤ C (h2 + ∆t2)
for all 0 < h ≤ h0, 0 < ∆t ≤ ∆t0, provided ∆t ≤ µh5. The constants depend only on the
norms of the continuous solution.
In order to prove the error bounds between continuous and discrete solution, we set up
the finite induction argument. To this purpose we introduce the following function






and formulate the next theorem.
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Theorem 4.2 (Finite induction argument). There exist h0 > 0, ∆t0 > 0, cˆ > 0, γ > 0
and 0 < µ ≤ 1, such that for 0 ≤ m ≤M holds
1
2
c0 ≤ |xmhu| ≤ 2C0, |ymh | ≤ 2C0 in [0, 2pi],
m∑
k=0
∆t ‖ymhu‖2L∞ ≤ 2C0, (4.8)
ρm ≤ cˆeγm∆t (h2 + ∆t2) (4.9)































































for all 0 < h ≤ h0, 0 < ∆t ≤ ∆t0, provided that
∆t ≤ µh5. (4.12)
The constants depend only on the norms of the continuous solution and final time T .
Proof. We shall prove the statement by induction on m.
Base. For m = 0 the claimed bounds on |xmhu| and |ymh | follow from (2.15). To prove the
third inequality in (4.8), we adopt the result formulated in Lemma 4.3.
Lemma 4.3 ([22], Lemma 2.2). Suppose that xh0 = Ihx0. Then for 0 < h ≤ h0,
‖y(·, 0)− yh(·, 0)‖ ≤ Ch.
Using in addition inverse inequalities (2.11), (2.12) and interpolation estimate (2.6) we
deduce
∆t
∥∥y0hu∥∥2L∞ ≤ C∆t∥∥(Ihy0)u − y0hu∥∥2L∞ + C∆t∥∥(Ihy0)u − y0u∥∥2L∞ + C∆t∥∥y0u∥∥2L∞
≤ C∆th−3 ∥∥Ihy0 − y0h∥∥2 + C∆th2 + C∆t∥∥y0u∥∥2L∞
≤ C∆th−3 ∥∥y0 − y0h∥∥2 + C∆t (1 + h+ h2) ≤ C∆th−1 ≤ Cµh4 ≤ Ch4 ≤ 2C0,
if h ≤ h0 and (4.12) holds. Furthermore, recalling the initial conditions (2.13), (2.14) and
using again (2.6) we infer
ρ0 =
∥∥x0 − x0h∥∥2 + ∥∥y0 − y0h∥∥2 + ∥∥∣∣x0u∣∣− ∣∣x0hu∣∣∥∥2 ≤ Ch2.
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Assumption step. Let now m ∈ [1,M − 1] and suppose we have (xmh , ymh ), such that
the induction hypothesis is valid, i.e. (4.8) and (4.9) hold and equations (4.10)-(4.11) are



































































)∣∣xm+1hu ∣∣ = 0.
(4.14)








ρm+1 ≤ cˆeγ(m+1)∆t (h2 + ∆t2) . (4.15)
To prove the induction step, we derive the estimates for the norms, which appear in the




∣∣xm+1hu ∣∣ ≤ 4C0, ∣∣ym+1h ∣∣ ≤ 4C0 in [0, 2pi], m+1∑
k=0
∆t
∥∥ykhu∥∥2L∞ ≤ 4C0. (4.16)
Here, the first two bounds follow directly from (3.2), whereas the third one can be derived




∥∥ym+1hu ∥∥2L∞ + m∑
k=0
∆t ‖ymhu‖2L∞ ≤ C∆th−2
∥∥ym+1h ∥∥2L∞ + 2C0
≤16C20C∆th−2 + 2C0 ≤ 16C20Cµh3 + 2C0 ≤ 16C20Ch3 + 2C0 ≤ 4C0,
if h0 is sufficiently small.
After the error analysis is finished, we can perform the induction step. The proof of the
statement (4.15) is given in Theorem 5.2. Further, in Chapter 5.2 we improve the a priori
bounds (4.16) and thereby complete the proof of the present theorem.
Let us begin with deriving an error estimate for the scheme (4.13)-(4.14). In what follows,
we shall assume that the bounds (4.8) hold. Additional assumptions on h, ∆t will be





From the error decomposition follows ‖m‖ = ‖Ihxm − xm‖ ≤ Ch2 by a standard interpo-
lation estimate. Therefore it will be enough to prove the error bound for emh = Ihx
m−xmh .
Lemma 4.4 below and Lemma 4.5 in the next section derive an estimate for the discrete
time derivative of the error in the position and curvature vector, respectively. These basic
estimates will be combined in Lemma 4.6.
Lemma 4.4 (Position vector). Suppose (4.16) holds. Then there exist h0 > 0 and ω > 0,























h2 + ∆t2 + ‖|xmu | − |xmhu|‖2 + ‖τm − τmh ‖2 +
∥∥ym+1 − ym+1h ∥∥2H1
+






∥∥τ k+1h − τ kh∥∥2
)2
. (4.17)
The constants are independent of h and ∆t.
Proof. To begin, we take the difference between the continuous equation (1.7) evaluated



























































for all φh ∈ Xnh .
31
CHAPTER 4. ERROR ANALYSIS
Next, we add the discrete time derivative of the error to both sides of the above equation.






















































































To combine the second and third terms on the left-hand side of (4.18), we require the
projection matrix at the same time level. For simplicity, we take the previous time step.
Thus, we add the desired term to the left-hand side of (4.18) and then correct the right-





























































[∣∣ym+1h ∣∣2] (τm+1h , φhu)+ 12
∫ 2pi
0











































We note that the sixth term on the right-hand side of (4.19) is compensated with the one
on the left-hand side. Moreover, for later use we have added to the right-hand of (4.19)
the ninth and tenth terms, whose sum results in zero.
32
4.2. POSITION VECTOR












) ∣∣xm+1u ∣∣ , (4.20)













)] ∣∣xm+1hu ∣∣− λ 〈Rm+1h , φh〉 . (4.21)






















[∣∣ym+1h ∣∣2] (τm+1h , φhu) + 12
∫ 2pi
0









































into (4.19) and recalling the error decomposition em = m+emh ,
the equation (4.19) in view of the calculations (4.20)-(4.22) translates into∫ 2pi
0
∣∣∣∣em+1h − emh∆t






















































































































































Let us next estimate the terms on the right-hand side of the equation (4.23). Firstly, we
use the definition of m to rewrite the sum of S1 and S2 as





























)(|xmhu| − ∣∣xm+1u ∣∣)
=I + II + III.






















where the last estimates follow from (2.6) and the boundedness of the continuous solution.
From the Taylor expansion we infer






















Cauchy-Schwarz, Young’s and reverse triangle inequalities along with the boundedness of
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∣∣∣∣ (||xmhu| − |xmu ||+ ∣∣∣∣xm+1u ∣∣− |xmu |∣∣)
≤ε
∥∥∥∥em+1h − emh∆t
∥∥∥∥2 + Cε (∆t2 + ‖|xmu | − |xmhu|‖2) .
Rewriting the sum of S3 and S4 and using an upper bound on |xm+1hu | from (4.16) we derive




















∥∥∥∥2 + Cε (∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2 + ∥∥ym+1 − ym+1h ∥∥2) .
Let us consider the fifth term on the right-hand side of (4.23). Adding a zero term and


































































= S5,1 + S5,2.
We observe that S5,1 is negative and therefore can be used for combination with positive
terms of the same structure, which appear on the right-hand side. This combination can
be then estimated by zero from above, provided such positive terms have a small factor
δ > 0 in front. To this end, we use Young’s inequality in the next estimates. Thus, (4.4),
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∣∣(Ihym+1)u∣∣2(τm+1h , em+1hu − emhu∆t
)
= S6,1 + S6,2.
The first term in S6 can be estimated by taking out of the integral the L
∞-norm of
∣∣ym+1hu ∣∣
and |(Ihym+1)u|. Using further the inverse inequality (2.11) together with (4.16) and the





(‖ym+1hu ‖L∞ + ‖(Ihym+1)u ‖L∞) ∫
Ij






−1 (‖ym+1h ‖L∞ + ‖Ihym+1‖L∞) ∫
Ij

















∣∣∣∣2 + Cδ (h2 + ∥∥ym+1u − ym+1hu ∥∥2) .
Here, an interpolation estimate together with Young’s inequality completed the estimate.







































∣∣∣∣2 + Cδ (h2 + ∥∥ym+1u − ym+1hu ∥∥2) .
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Combining now S5,1 together with the estimates of the terms S5,2, S6,1 S6,2 and S7 we















∣∣∣∣2 ≤ 0. (4.25)
Exploiting the boundedness of the continuous solution, we integrate by parts the eighth



























































































u , (Ih [x
m+1 − xm])u)∣∣xm+1hu ∣∣3
(














































=S9,1 + S9,2 + S9,3 + S9,4 + S9,5 + S9,6.
Further, we treat these integrals separately, taking advantage of the boundedness of the
continuous solution. Thus, Cauchy-Schwarz inequality, the inverse estimate (2.11) along
37
























∣∣∣|xm+1u |3 − ∣∣xm+1hu ∣∣3∣∣∣∣∣xm+1hu ∣∣3 |xm+1u |3
≤C∆t
∥∥∥∥em+1hu − emhu∆t
∥∥∥∥∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥ ≤ C∆th−1 ∥∥∥∥em+1h − emh∆t





)2 ∥∥∥∥em+1h − emh∆t
∥∥∥∥2 + C ∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2 .
From the definition of the projection matrix (1.6) we deduce
Pmh − Pm = −τmh ⊗ τmh + τm ⊗ τm = − (τmh − τm)⊗ τmh + τm ⊗ (τm − τmh ) . (4.26)













|τm − τmh |
∣∣∣∣em+1hu − emhu∆t
∣∣∣∣ ≤ C∆t ‖τm − τmh ‖∥∥∥∥em+1hu − emhu∆t
∥∥∥∥
≤C∆th−1 ‖τm − τmh ‖
∥∥∥∥em+1h − emh∆t
∥∥∥∥ ≤ (∆th
)2 ∥∥∥∥em+1h − emh∆t
∥∥∥∥2 + C ‖τm − τmh ‖2 .
Here, we have again used Cauchy-Schwarz inequality and the inverse estimate (2.11).
Observing the following calculations
xm+1u − xm+1hu =τm+1




) ∣∣xm+1u ∣∣+ τm+1h (∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣) (4.27)






u , (Ih [x
m+1 − xm])u)∣∣xm+1hu ∣∣3
(







∣∣xm+1u − xm+1hu ∣∣ ∣∣∣∣em+1hu − emhu∆t
∣∣∣∣






)2 ∥∥∥∥em+1h − emh∆t
∥∥∥∥2 + C (∥∥τm+1 − τm+1h ∥∥2 + ∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2) .
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∣∣ym+1u − ym+1hu ∣∣ ∣∣∣∣em+1hu − emhu∆t






)2 ∥∥∥∥em+1h − emh∆t
∥∥∥∥2 + C ∥∥ym+1u − ym+1hu ∥∥2 .
Recalling the definition of emh and using afterwards the inverse inequality (2.11) as well






















It remains to estimate S9,6. Inserting the continuous difference x
m+1
u −xmu and integrating




(Pmym+1u , (Ih [x





















∥∥∥∥ ≤ ε ∥∥∥∥em+1h − emh∆t
∥∥∥∥2 + Cε∆t2.
Next, we are going to handle S10 with the remainder term R
m+1
h given by (3.27). Factoring












τ kh , ψhu
) ∣∣τ k+1h − τ kh ∣∣2 ≤ C ‖ψhu‖L∞ m∑
k=0




∥∥τ k+1h − τ kh∥∥2 ≤ ε ‖ψh‖2 + Cεh−3RTm+1.
Here, for brevity we have used the notation (4.17). Setting now the test function ψh =
em+1h − emh
∆t
into the above inequality we arrive at
|S10| ≤ ε
∥∥∥∥em+1h − emh∆t
∥∥∥∥2 + Cεh−3RTm+1. (4.28)
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Let us deal with S11. To begin, we recall the definition of the Lagrange interpolation



















, ∀zh ∈ Zh.






































































































where an interpolation estimate and (2.10) were used.
It remains to examine the last term on the right-hand side of (4.23). For this, we add






















∥∥τm+1 − τm+1h ∥∥2 + ∥∥ym+1 − ym+1h ∥∥2) .
Here, the last estimate follows from (2.6) and bounds (4.16).
Finally, in view of (4.8) we estimate from below the first term on the left-hand side of
(4.23) and combine all the terms with the discrete time derivative of the error∥∥∥∥em+1h − emh∆t
∥∥∥∥2 (c02 − 7ε− 4∆t2h−2 − C∆th−3) ≥ c04
∥∥∥∥em+1h − emh∆t
∥∥∥∥2 .











In this section, we shall be concerned with error bounds for the curvature vector.
Lemma 4.5 (Curvature vector). Suppose that (4.16) holds. Then for ε > 0 and m =








[∣∣Ihym+1 − ym+1h ∣∣2] ∣∣xm+1hu ∣∣− ∫ 2pi
0
Ih





































∥∥∥∥2 + Cε (h2 + ∆t2 + ‖|xmu | − |xmhu|‖2 + ‖τm − τmh ‖2
+
∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2 + ∥∥ym+1 − ym+1h ∥∥2H1) .
(4.30)
Proof. Taking the difference between discrete time derivative of the equation (1.8) evalu-











































Comparing left-hand sides of (4.30), (4.31) we deduce that the term with the discrete
projection matrix Pmh , which appears in (4.31), requires generating the corresponding
term at the continuous level. From (3.21) and the relation Pmτm = 0, which follows from
the definition of the projection matrix, we infer
Pm (xm+1u − xmu )
|xm+1u |




= τm+1 − τm (τm+1, τm)
= τm+1 − τm + 1
2
τm
∣∣τm+1 − τm∣∣2 . (4.32)
From (4.32) follows, the necessary term can be expressed with the help of the difference
of the tangents on the left-hand side of (4.31).
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Using (2.8) for the third and fourth terms on the right-hand side of (4.33) and the relation
















































































































Inserting ψh = Ihy














































































































































∣∣am+1 − am∣∣2 (4.35)
















































[∣∣Ihym+1 − ym+1h ∣∣2] |xm+1hu | − |xmhu|∆t − 12
∫ 2pi
0











∣∣(Ihym+1)u − ym+1hu ∣∣2 |xm+1hu | − |xmhu|∆t .
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A scalar product in the second term on the left-hand side of (4.34) after inserting a zero
term becomes
(·, (Ihym+1)u − ym+1hu ) = (·, ym+1u − ym+1hu ) + (·, (Ihym+1)u − ym+1u ). In view















































































































































































Further, to estimate the terms on the right-hand side of (4.36) we use the boundedness of





































(|xmhu| − |xmu |)
≤C ∥∥Ihym+1 − ym+1h ∥∥ ‖|xmu | − |xmhu|‖ ≤ C (h4 + ∥∥ym+1 − ym+1h ∥∥2 + ‖|xmu | − |xmhu|‖2) .


























∥∥∥∥(Ih [ym+1 − ym∆t
])
u
∥∥∥∥∥∥(Ihym+1)u − ym+1hu ∥∥
≤Ch∥∥Ihym+1 − ym+1h ∥∥ ≤ C (h2 + ∥∥ym+1 − ym+1h ∥∥2) .






























Using (2.11) and (4.16), we arrive at




















) |xm+1hu | − |xmhu|
∆t
≤Ch2




(∥∥Ihym+1∥∥L∞ + ∥∥ym+1h ∥∥L∞)∥∥(Ihym+1)u − ym+1hu ∥∥
∥∥∥∥xm+1hu − xmhu∆t
∥∥∥∥
≤Ch∥∥(Ihym+1)u − ym+1hu ∥∥(∥∥∥∥em+1hu − emhu∆t









∥∥∥∥2 + Cε (h2 + ∥∥ym+1u − ym+1hu ∥∥2) .


















∣∣(Ihym+1)u − ym+1hu ∣∣ ≤ C (h2 + ∆t2 + ∥∥ym+1u − ym+1hu ∥∥2) .
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Let us rewrite the third and fourth terms on the left-hand side of (4.36) in the way, they
appear in the formulation (4.30) of the lemma. A straightforward calculation shows
− 1
2
∣∣Ihym+1 − ym+1h ∣∣2 |xm+1hu | − |xmhu|∆t
+















∣∣ym+1 − ym+1h ∣∣2 |xm+1hu | − |xmhu|∆t
− (Ihym+1 − ym+1, ym+1 − ym+1h ) |xm+1hu | − |xmhu|∆t
+




















After simplifying one obtains
− 1
2




∣∣ym+1 − ym+1h ∣∣2 |xm+1hu | − |xmhu|∆t
+



















= I + II + III + IV.
(4.37)
We observe that II and III in (4.37) correspond to the third and fourth terms on the
left-hand side of (4.30). Therefore, we move I and IV to the right-hand side and estimate
them. Using the following relation for arbitrary vectors a, b ∈ Rn
|a| − |b| = (|a| − |b|) (|a|+ |b|)|a|+ |b| =
(a− b, a+ b)
|a|+ |b|
the fourth term IV can be rewritten as
IV =























































behaves like a difference of
the tangents. Let us show this explicitly. Finding the common denominator and splitting












τm+1 |xm+1u |+ τm|xmu |




∣∣xm+1hu ∣∣+ τmh |xmhu|
|xm+1hu |+ |xmhu|
=
(τm+1 |xm+1u |+ τm|xmu |)
(|xm+1hu |+ |xmhu|)− (τm+1h ∣∣xm+1hu ∣∣+ τmh |xmhu|) (|xm+1u |+ |xmu |)





) |xm+1u | ∣∣xm+1hu ∣∣+ (τm − τmh ) |xmu ||xmhu|
(|xm+1u |+ |xmu |)
(∣∣xm+1hu ∣∣+ |xmhu|)
+
τm+1 |xm+1u | |xmhu|+ τm|xmu |
∣∣xm+1hu ∣∣− τm+1h |xmu | ∣∣xm+1hu ∣∣− τmh |xm+1u | |xmhu|
(|xm+1u |+ |xmu |)
(∣∣xm+1hu ∣∣+ |xmhu|) .
Furthermore, the numerator of the second fraction transforms into
τm+1
∣∣xm+1u ∣∣ |xmhu| − τmh ∣∣xm+1u ∣∣ |xmhu|+ τm|xmu | ∣∣xm+1hu ∣∣− τm+1h ∣∣xmu ||xm+1hu ∣∣
=
(




) |xmu | ∣∣xm+1hu ∣∣ .
Finally, using the above calculations we derive the last estimate. Recalling the error















































∣∣Ihym+1 − ym+1∣∣2 ∣∣∣∣xm+1hu − xmhu∆t
∣∣∣∣+ ∣∣∣∣em+1u − emu∆t
∣∣∣∣ ∣∣Ihym+1 − ym+1∣∣
+
∣∣∣∣xm+1hu − xmhu∆t
∣∣∣∣ (∆t+ |τm − τmh |+ ∣∣τm+1 − τm+1h ∣∣) ∣∣Ihym+1 − ym+1∣∣
≤C ∥∥Ihym+1 − ym+1∥∥∥∥∥∥em+1u − emu∆t
∥∥∥∥+ C ∥∥Ihym+1 − ym+1∥∥L∞ ∥∥∥∥xm+1hu − xmhu∆t
∥∥∥∥(∥∥Ihym+1 − ym+1∥∥+ ∆t+ ‖τm − τmh ‖+ ∥∥τm+1 − τm+1h ∥∥)
≤Ch2
∥∥∥∥em+1u − emu∆t
∥∥∥∥+ Ch2 ∥∥∥∥xm+1hu − xmhu∆t
∥∥∥∥ (h2 + ∆t+ ‖τm − τmh ‖+ ∥∥τm+1 − τm+1h ∥∥)
≤Ch2
∥∥∥∥m+1u − mu∆t
∥∥∥∥+ Ch2 ∥∥∥∥em+1hu − emhu∆t
∥∥∥∥ (1 + h2 + ∆t+ ‖τm − τmh ‖+ ∥∥τm+1 − τm+1h ∥∥)
+ Ch2
∥∥∥∥(Ih [xm+1 − xm∆t
])
u
∥∥∥∥ (h2 + ∆t+ ‖τm − τmh ‖+ ∥∥τm+1 − τm+1h ∥∥)
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≤ Ch
∥∥∥∥em+1h − emh∆t
∥∥∥∥ (1 + h2 + ∆t+ ‖τm − τmh ‖+ ∥∥τm+1 − τm+1h ∥∥)
+Ch3 + Ch2
(
h2 + ∆t+ ‖τm − τmh ‖+




∥∥∥∥2 + Cε (h2 + ∆t2 + ‖τm − τmh ‖2 + ∥∥τm+1 − τm+1h ∥∥2) .
Note that the last term on the left-hand side of (4.36) is non-negative and therefore can
be estimated by zero from below. Thus, we obtain the claim of the lemma.
4.4 Combined result
In the following Lemma 4.6 we combine the estimates from Lemma 4.4 and Lemma 4.5.
At the end of the error analysis this result is discretely integrated with respect to time,
i.e. multiplied by ∆t and summed over m. Finally, the discrete Gronwall’s argument
completes the proof of error bounds.
Lemma 4.6 (Combined result). Suppose (4.16) holds. Then there exists ω > 0, such that




∥∥∥∥2 + ζm+1 − ζm∆t ≤ C (h2 + ∆t2 + ‖ym − ymh ‖2H1 + ‖|xmu | − |xmhu|‖2
+‖τm − τmh ‖2 +










[|Ihym − ymh |2] |xmhu| − 14
∫ 2pi
0




(( |xmhu| − |xmu |
|xmu |
)









RTm+1 is given by (4.17). The constants depend only on the norms of the continuous
solution.


















[∣∣Ihym+1 − ym+1h ∣∣2] ∣∣xm+1hu ∣∣− ∫ 2pi
0
Ih
[|Ihym − ymh |2] |xmhu|)
≤ Ch−3RTm+1 + C (h2 + (∆t)2 + ‖|xmu | − |xmhu|‖2 + ‖τm − τmh ‖2
+




where we have abbreviated
Am =− 1
2

















































Our aim now is to organize terms in Am and Bm in such a way that each of them is cubic
in an appropriate difference or combination of the terms can be written as a discrete time
derivative. In the first case, such terms will be estimated from below, whereas in the
second case they will be taken into the difference ζm+1 − ζm.
Derivation of Am
A straightforward calculation shows
Am =− 1
2



















∣∣ym+1h ∣∣2(τm+1h , xm+1u − xmu∆t
)









∣∣ym+1h ∣∣2(τm+1h , xm+1hu − xmhu∆t
)
.



























∣∣ym+1h ∣∣2(τm+1h , xm+1u − xmu∆t
)
− (ym+1, ym+1h ) |xm+1u | − |xmu |∆t − 14 ∣∣ym+1h ∣∣2
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∣∣ym+1∣∣2(τm+1h , xm+1u − xmu∆t
)














{∣∣ym+1∣∣2(τm+1, xm+1u − xmu
∆t
)
− ∣∣ym+1∣∣2(τm+1h , xm+1u − xmu∆t
)
















∣∣ym+1∣∣2 |xm+1u | − |xmu |
∆t














∣∣ym+1∣∣2(τm+1h , τm+1 − τm∆t
)
|xmhu|
=I + ...+ V III.






















(∣∣ym+1∣∣2 − |ym|2) |τm − τmh |2 |xmhu| .















ym+1, ym+1 − ym+1h
)(







Recalling the definition of the tangent vector and using (3.21), we arrive at




∣∣ym+1∣∣2 |xm+1u | − |xmu |
∆t






=− ∣∣ym+1∣∣2 |xm+1u |
∆t
+





− ∣∣ym+1∣∣2 |xmu |
∆t











ym+1, ym+1h − ym+1
) |τm+1 − τm|2
∆t
|xmu | .
Observing the following calculations












∣∣τm+1 − τm∣∣2 τm+1 + xm+1u − xmu|xmu | − (x
m+1
u − xmu , τm+1) τm+1
|xmu |
we rewrite the eighth term as follows
V III =− 1
2





∣∣ym+1∣∣2 (τm+1h , τm+1) |τm+1 − τm|2∆t |xmhu|
− 1
2










Further, exploiting (3.21) results in
V III =− 1
4
∣∣ym+1∣∣2 (τm+1h − τm+1, τm+1) |τm+1 − τm|2∆t |xmhu|
− 1
4
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Next, we combine II with the third term on the right-hand side of (4.41) to get
1
2































ym+1, ym+1 − ym+1h
)(








ym+1, ym+1h − ym+1






















∣∣ym+1∣∣2 (τm+1h − τm+1, τm+1) |τm+1 − τm|2∆t |xmhu|
− 1
4













Let us consider the terms A1, ..., A11. First, we note that A1 represents a discrete time
derivative and therefore will be included in the difference ζm+1 − ζm.
Let us next estimate
∫ 2pi
0
Ai, (i = 2, .., 11) from below, taking advantage of the bounded-
ness of the continuous solution. Thus, the reverse triangle and Young’s inequalities along

















∣∣ym+1∣∣2 ∣∣τm+1h − τm+1∣∣ ∣∣∣∣xm+1u − xmu∆t
∣∣∣∣ ∣∣∣∣ |xmu | − |xmhu||xmu |
∣∣∣∣
≥− C











∣∣ym+1 − ym+1h ∣∣2(τm+1h , xm+1u − xmu∆t
)
≥ −C ∥∥ym+1 − ym+1h ∥∥2 . (4.43)






ym+1, ym+1 − ym+1h
)(





(∥∥ym+1 − ym+1h ∥∥2 + ∥∥τm+1 − τm+1h ∥∥2) . (4.44)








ym+1, ym+1h − ym+1
















∥∥τm+1 − τm+1h ∥∥2) .
(4.45)






∣∣ym+1∣∣2 ∣∣τm+1 − τm+1h ∣∣2(τm+1, xm+1u − xmu∆t
) |xmhu|
|xmu |









(∣∣ym+1∣∣2 − |ym|2) |τm − τmh |2 |xmhu| ≥ −C ‖τm − τmh ‖2 .
(4.46)
In order to combine three remaining terms A6, A7 and A8, one requires the factor |ym+1|2
in front of A6. For later use we also change the length element from |xmhu| to |xm+1u | for









∣∣ym+1∣∣2 ∣∣τm+1h − τmh ∣∣2
∆t
∣∣xm+1u ∣∣+ 14 (∣∣ym+1∣∣2 − ∣∣ym+1h ∣∣2)






∣∣ym+1∣∣2 ∣∣τm+1h − τmh ∣∣2
∆t
(∣∣xm+1u ∣∣− |xmhu|) .
Let us denote by α1 the first term on the right-hand side of the above equation
α1 = −1
4
∣∣ym+1∣∣2 ∣∣τm+1h − τmh ∣∣2
∆t
∣∣xm+1u ∣∣ . (4.47)
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We represent A6 as A6 = α1 + A˜6, where A˜6 contains remaining terms. In order to derive
the estimate for A˜6, we recall (3.23) with a = x
m+1
hu and b = x
m
hu, which combined with
(3.1) produces





∣∣xm+1hu − xmhu∣∣ . (4.48)
Recalling next the definition of the error emh = Ihx
m − xmh and inserting the Lagrange
interpolation operator, we use the triangle inequality and boundedness of the continuous
solution to obtain∣∣τm+1h − τmh ∣∣ ≤C ∣∣xm+1hu − xmhu − (Ih [xm+1 − xm])u + (Ih [xm+1 − xm])u∣∣
≤C




≤C (∣∣em+1hu − emhu∣∣+ ∆t) .
(4.49)
Using the above result and the inverse inequality (2.11) we arrive at∥∥τm+1h − τmh ∥∥ ≤ C∆t+ C∆th−1 ∥∥∥∥em+1h − emh∆t
∥∥∥∥ . (4.50)
Hence, boundedness of the continuous solution and bounds (3.1), (4.16) on the discrete







(∣∣ym+1∣∣2 − ∣∣ym+1h ∣∣2)














(∣∣ym+1 − ym+1h ∣∣+ ∣∣∣∣xm+1u ∣∣− |xmu |∣∣+ ||xmu | − |xmhu||)


















(∣∣ym+1 − ym+1h ∣∣+ ∆t+ ||xmu | − |xmhu||) .




∆t2 + ‖|xmu | − |xmhu|‖2+
∥∥ym+1 − ym+1h ∥∥2)








∣∣ym+1∣∣2(τm+1h − τmh , τm+1 − τm∆t
) ∣∣xm+1u ∣∣ , (4.52)









∣∣ym+1∣∣2(τm+1h − τmh , τm+1 − τm∆t
)(∣∣xm+1u ∣∣− |xmhu|) .











(∣∣∣∣xm+1u ∣∣− |xmu |∣∣+ ||xmu | − |xmhu||) ∣∣τm+1h − τmh ∣∣
≥ −C
(









Together with the following notation
α3 = −1
4
∣∣ym+1∣∣2 |τm+1 − τm|2
∆t
∣∣xm+1u ∣∣ (4.54)
the term A8 can be written as
A8 =− 1
4
∣∣ym+1∣∣2 |τm+1 − τm|2
∆t
|xmhu| = α3 +
1
4
∣∣ym+1∣∣2 |τm+1 − τm|2
∆t
(∣∣xm+1u ∣∣− |xmhu|) ,














(∣∣∣∣xm+1u ∣∣− |xmu |∣∣+ ||xmu | − |xmhu||)
≥ −C (∆t2 + ‖|xmu | − |xmhu|‖2) .
(4.55)
Let us next combine α1, α2 and α3, from (4.47), (4.52) and (4.54), respectively
α1 + α2 + α3 = −1
4






∣∣ym+1∣∣2(τm+1h − τmh , τm+1 − τm∆t








∣∣ym+1∣∣2 (∣∣τm+1h − τmh ∣∣2 − 2 (τm+1h − τmh , τm+1 − τm)+ ∣∣τm+1 − τm∣∣2) ∣∣xm+1u ∣∣ .
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Simplifying the above results, yields




∣∣ym+1∣∣2 ∣∣(τm+1 − τm)− (τm+1h − τmh )∣∣2 ∣∣xm+1u ∣∣ . (4.56)
In the next section we combine α with the corresponding term β from Bm.
Finally, collecting the estimates (4.42)-(4.46), (4.51), (4.53) and (4.55) together with













∣∣ym+1∣∣2 ∣∣(τm+1 − τm)− (τm+1h − τmh )∣∣2 ∣∣xm+1u ∣∣
− C
(
∆t2 + ‖τm − τmh ‖2 +
∥∥τm+1 − τm+1h ∥∥2
+ ‖|xmu | − |xmhu|‖2 +









































































We recall that we aim to organize terms in Bm in order to obtain cubic differences or
discrete time derivatives. To begin, let us rewrite the second term on the right-hand side































































Pm+1 − Pm)xm+1hu )− 12 (ym+1u , τmh )

















=I + ...+ V II.
(4.58)
In order to combine the second, third and fourth terms with the sixth and seventh terms
on the right-hand side of (4.58), we need to rewrite II, III and IV in such a way, that a
scalar product of the form (·, xm+1u − xmu ) appears. To this end, we rewrite the second term
with the necessary expression and correct the result with the corresponding difference




(xm+1u − xmu , τm)








(xm+1u − xmu , τm)











Representing xmhu as τ
m
h |xmhu|, the first term on the right-hand side of (4.59) takes the form
























Using (4.32) we derive
τm+1 − τm = P





∣∣τm+1 − τm∣∣2 , (4.61)























It remains to rewrite IV . From the definition of the projection matrix we deduce
Pm+1 − Pm =− (τm+1 − τm)⊗ τm+1 − τm ⊗ (τm+1 − τm) . (4.63)
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If we combine the above relation with (4.61) and xm+1hu = τ
m+1
h
∣∣xm+1hu ∣∣, we arrive at























































) |τm+1 − τm|2
∆t
(





Furthermore, the symmetry property of the projection matrix allows us to write the first















































(xm+1u − xmu , τm)






























) |τm+1 − τm|2
∆t
(





































− 1∣∣xm+1hu ∣∣Pmym+1hu .
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Now we turn our attention to z2. From the definition of the projection matrix we deduce
z2 =
|xmhu|


































1∣∣xm+1hu ∣∣ym+1hu − 1∣∣xm+1hu ∣∣ (ym+1hu , τmh ) τmh − 1∣∣xm+1hu ∣∣ym+1hu + 1∣∣xm+1hu ∣∣ (ym+1hu , τm) τm
and observe the cancellation of the fifth and seventh terms. Next, we add zero terms to
z2 and combine the resulting expressions in the following way
z2 =
( |xmhu|

































































































1∣∣xm+1hu ∣∣ (ym+1hu , τm) τm − 1∣∣xm+1hu ∣∣ (ym+1u , τm) τm
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) ∣∣τm − τm+1h ∣∣2 τm
+
1∣∣xm+1hu ∣∣ ((ym+1hu − ym+1u , τm) τm − (ym+1hu − ym+1u , τmh ) τmh )
+
(
















Together with the following notation
















































(xm+1u − xmu , τm)






























) |τm+1 − τm|2
∆t
(







































|xmu | |xm+1u |
































) ∣∣τm − τm+1h ∣∣2 τm
+
1∣∣xm+1hu ∣∣ ((ym+1hu − ym+1u , τm) τm − (ym+1hu − ym+1u , τmh ) τmh )
+
(





τm − (ym+1u , τmh ) τmh ) .
(4.68)


































ym+1u − ymu ,
1
|xmu |
Pmxmhu − τmh + τm
)
=B1,1 +B1,2.
Our aim now is to rewrite B1,1 and B1,2 in such a way that they contain 3 differences.
Hence, from the definition of the projection matrix and (3.21) we deduce
1
|xmu |






(τm, τmh ) τ











|τmh − τm|2 τm.
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We note that B1,1 is a part of the difference ζ
m+1 − ζm. On the other hand, terms which
are not included in this difference have to be estimated. Hence, from the boundedness of
























||xmhu| − |xmu ||
|xmu |





|τmh − τm|2 |τm|












, where z1 is given by (4.67). Using the













































(∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2 + ∥∥τm+1 − τm+1h ∥∥2 + ∥∥ym+1u − ym+1hu ∥∥2) .






with z˜2 given by (4.68).
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|xmu | |xm+1u |




























































ym+1hu − ym+1u , τm
)












τm − (ym+1u , τmh ) τmh )
(






We consider the integrals separately, using the boundedness of the continuous solution.


































≥− C (‖|xmu | − |xmhu‖|2 + ‖τm − τmh ‖2) .






































∥∥τm+1 − τm+1h ∥∥2 + ∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2) .













) |τm − τmh |2 |xmhu||xmu | |xm+1u | ≥ −C ‖τm − τmh ‖2 .
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∥∥τm+1 − τm+1h ∥∥2) .







, τm − τmh
)(














‖τm − τmh ‖2 +
∥∥ym+1u − ym+1hu ∥∥2) .



























‖τm − τmh ‖2 +




u − xmu , τm)





























(xm+1u − xmu , τm)




















































) |τm − τmh |2 ∣∣τm+1 − τm∣∣2 |xmhu||xmu | .
64
4.4. COMBINED RESULT






(|τm − τmh |+ |τm − τmh |2) ≥ −C (∆t2 + ‖τm − τmh ‖2) .

































































) ∣∣τm − τm+1h ∣∣2 − 12 1∆t |xmu ||xm+1u | (ym+1u , τm) |τm − τmh |2 .
To proceed, we note that τm is orthogonal to τmu as a vector of constant length. Recalling





m) = (ym, τm)u − (ym, τmu ) = − (ym, τmu ) = − |xmu | |ym|2 , m ∈ [0, ...,M ]. (4.70)












m − τm+1)− ∣∣xm+1u ∣∣ ∣∣ym+1∣∣2 . (4.71)















































∣∣ym+1∣∣2 |τm − τmh |2
∆t
.
For simplicity, we represent B4 as
B4 = β1 + B˜4,
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|xm+1u | − |xmu |
∆t
∣∣ym+1∣∣2 (∣∣τm − τm+1h ∣∣2 − |τm − τmh |2) .
In view of the boundedness of the continuous solution, Young’s and reverse triangle in-




∆t2 + ‖τm − τmh ‖2 +
∥∥τm+1 − τm+1h ∥∥2) .






































∣∣xm+1u ∣∣ ∣∣ym+1∣∣2 |τm+1 − τm|2∆t .




∣∣xm+1u ∣∣ ∣∣ym+1∣∣2 ∣∣τm+1h − τmh ∣∣2∆t ,
β3 =− 1
2
∣∣xm+1u ∣∣ ∣∣ym+1∣∣2 |τm+1 − τm|2∆t ,
(4.73)
B6 and B7 can be written as B6 = β2 + B˜6 and B7 = β3 + B˜7, respectively. Here, B˜6 and






























m − τm+1) |τm+1 − τm|2
∆t
≥ −C∆t2.






) |τm+1 − τm|2
∆t
(








) |τm+1 − τm|2
∆t
(








) |τm+1 − τm|2
∆t
(
τm − τm+1h , τm+1h
) ∣∣xm+1hu ∣∣
|xm+1u |








) |τm+1 − τm|2
∆t
(








) |τm+1 − τm|2
∆t
(
τm − τm+1h , τm+1h
) ∣∣xm+1hu ∣∣
|xm+1u |









∣∣ym+1∣∣2 |τm+1 − τm|2
∆t
∣∣xm+1u ∣∣ (4.74)





∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2 + ∥∥τm+1 − τm+1h ∥∥2) .
Let us consider the sum of β1, ..., β4 given by (4.72), (4.73) and (4.74), respectively





















∣∣xm+1u ∣∣ ∣∣ym+1∣∣2 ∣∣τm+1 − τm∣∣2 + 1∆t ∣∣xm+1u ∣∣ ∣∣ym+1∣∣2 ∣∣τm+1 − τm∣∣2 .
We claim that the above sum is non-negative. To see this, we reorganize the terms in β.





∣∣xm+1u ∣∣ ∣∣ym+1∣∣2 and preserve only the sign in front of
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the absolute values of the differences of the tangents. Thus, using the relation (3.21) we
arrive at∣∣τm+1 − τm+1h ∣∣2 − ∣∣τm+1 − τmh ∣∣2 − ∣∣τm − τm+1h ∣∣2 + |τm − τmh |2 + ∣∣τm+1h − τmh ∣∣2
+
∣∣τm+1 − τm∣∣2
= 2− 2 (τm+1, τm+1h )− 2 + 2 (τm+1, τmh )− 2 + 2 (τm, τm+1h )+ 2− 2 (τm, τmh )
+
∣∣τm+1h − τmh ∣∣2 + ∣∣τm+1 − τm∣∣2
=
∣∣τm+1 − τm∣∣2 + ∣∣τm+1h − τmh ∣∣2 − 2 (τm+1 − τm, τm+1h − τmh )
=
∣∣(τm+1 − τm)− (τm+1h − τmh )∣∣2 .






∣∣ym+1∣∣2 ∣∣(τm+1 − τm)− (τm+1h − τmh )∣∣2 ∣∣xm+1u ∣∣ .
Combining now β together with α given by (4.56) results in∫ 2pi
0







∣∣ym+1∣∣2 ∣∣(τm+1 − τm)− (τm+1h − τmh )∣∣2 ∣∣xm+1u ∣∣ ≥ 0. (4.75)
We note, that the above expression is on the left-hand side of (4.40). Since it is non-
negative, it can be estimated by zero from below.








































∆t2 + ‖|xmu | − |xmhu|‖2 + ‖τm − τmh ‖2 +
∥∥ym+1u − ym+1hu ∥∥2
+






If we choose ω, so that Cω2 ≤ c0
8
, the claim of the lemma follows by combining (4.40)
with the results (4.57), (4.76) for Am and Bm, respectively, with (4.75) and definition
(4.39) of the function ζm.
As mentioned at the beginning of this chapter, several terms which appear on the right-
hand side of (4.38) in the formulation of Lemma 4.6 have to be treated separately, since
the discrete Gronwall argument cannot be applied directly. The following lemmas give us




The next Lemma 4.7 provides an estimate for the L2-norm of the difference of the tangent
vectors.
Lemma 4.7 (Tangent vector). Suppose that bounds (4.16) hold. Then for m = 0, ...,M−1




∥∥xm+1 − xm+1h ∥∥2 + h−1RTm+1) ,
where RTm+1 is given by (4.17).
Proof. We evaluate the continuous equation (1.8) at (m+ 1)∆t and subtract the discrete
one (3.30). The result then is∫ 2pi
0
(














)] ∣∣xm+1hu ∣∣+ 〈Rm+1h , ψh〉 .
A simple calculation leads us to∫ 2pi
0
(


































m+1 − ym+1, ψh
) ∣∣xm+1hu ∣∣+ 〈Rm+1h , ψh〉 .
If we further apply (2.8), we arrive at∫ 2pi
0
(





































) ∣∣xm+1hu ∣∣+ 〈Rm+1h , ψh〉 .
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Inserting ψh = Ihx
m+1 − xm+1h as a test function into the equation above results in∫ 2pi
0
(





























































We are going to examine these integrals separately. Using Cauchy-Schwarz and Young’s













≤C ∥∥τm+1 − τm+1h ∥∥∥∥(Ihxm+1)u − xm+1u ∥∥ ≤ δ ∥∥τm+1 − τm+1h ∥∥2 + Cδh2.







) (∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣)
≤ε
2
∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2 + Cε (h4 + ∥∥xm+1 − xm+1h ∥∥2) .















∣∣Ihym+1 − ym+1h ∣∣2 + Cε ∣∣Ihxm+1 − xm+1h ∣∣2] ∣∣xm+1hu ∣∣
≤ε ∥∥Ihym+1 − ym+1h ∥∥2 + Cε ∥∥Ihxm+1 − xm+1h ∥∥2
≤ε ∥∥ym+1 − ym+1h ∥∥2 + Cε (h4 + ∥∥xm+1 − xm+1h ∥∥2) ,
where the last estimate follows from (2.6) and triangle inequality.
An interpolation estimate and an upper bound on






m+1 − ym+1, Ihxm+1 − xm+1h
) ∣∣xm+1hu ∣∣ ≤ C (h4 + ∥∥xm+1 − xm+1h ∥∥2) .
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∣∣(Ihxm+1)u − xm+1u ∣∣+ ∫ 2pi
0




∣∣(Ihxm+1)u − xm+1u ∣∣+ ∫ 2pi
0
∣∣∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∣∣+ ∫ 2pi
0
∣∣τm+1 − τm+1h ∣∣)
≤ε
4
∥∥∣∣xm+1u ∣∣− ∥∥xm+1hu ∣∣∥∥2 + δ ∥∥τm+1 − τm+1h ∥∥2 + (Cε + Cδ)h3.
Here, the inequality ‖f‖L1(0,2pi) ≤
√
2pi ‖f‖L2(0,2pi) was also used. The sixth term S6 can













τ kh , ψhu
) ∣∣τ k+1h − τ kh ∣∣2 ≤ C ‖ψhu‖L∞ m∑
k=0




∥∥τ k+1h − τ kh∥∥2 . (4.77)
Inserting ψh = Ihx
m+1 − xm+1h into (4.77), using the relation (4.27) and recalling the
notation (4.17) we arrive at
|S6| =




∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2)+ δ ∥∥τm+1 − τm+1h ∥∥2 + (Cε + Cδ)h−1RTm+1.
With the help of (3.21) we deduce(




τm+1 − τm+1h ,




∣∣τm+1 − τm+1h ∣∣2 (∣∣xm+1u ∣∣+ ∣∣xm+1hu ∣∣) .
Finally, the above equality and bounds (4.1), (4.16) imply∫ 2pi
0
(







∣∣τm+1 − τm+1h ∣∣2 (∣∣xm+1u ∣∣+ ∣∣xm+1hu ∣∣)
≥C ∥∥τm+1 − τm+1h ∥∥2 .
Choosing δ small enough we complete the proof of this lemma.
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4.6 Numerical scheme. Spatial derivative of the cur-
vature vector
4.6.1 Fully discrete numerical scheme
Lemma 4.8 (Fully discrete scheme). The fully discrete numerical scheme (1.11)-(1.12)















































+Rm+1j = 0, (4.79)

















∣∣xmj − xmj−1∣∣ , αmj = 12 (qmj + qmj+1) ,
τmj =









∣∣τ l+1j+1 − τ lj+1∣∣2 − τ lj ∣∣τ l+1j − τ lj∣∣2) . (4.81)
Proof. First, we recall that equations (1.11)-(1.12) are equivalent to (3.29)-(3.30) (see,
Corollary 3.8). In order to derive a finite difference scheme, we insert the following test
functions φh, ψh = ϕj e























































ym+1h , ϕj e
k










Rm+1h , ϕj e
k
〉
= V I + V II + V III = 0
(4.83)
for j = 1, ..., N periodically in N , k = 1, ..., n.
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Below we present some properties of the basis functions ϕj, which will be helpful in finding
the integrals listed above. We recall that due to the definition of the basis functions, the









































1 = − 1
hj+1
hj+1 = −1,
where hj is the length of a subinterval Ij = [uj−1, uj], j = 1, ..., N as defined in Section 2.2.








, j = 1, ..., N.
Here we used the notations (4.80).
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(∣∣ym+1j−1 ∣∣2 + ∣∣ym+1j ∣∣2)+ 12 1hj+1 τm+1j+1,khj+12




((∣∣ym+1j ∣∣2 + ∣∣ym+1j+1 ∣∣2) τm+1j+1,k − (∣∣ym+1j−1 ∣∣2 + ∣∣ym+1j ∣∣2) τm+1j,k ) .
To continue, we note that the fourth integral in view of the definition of the tangent vector
and relation Pmh τ
m
























)∣∣xm+1hu ∣∣ (τm+1h , ϕ′j ek) .




























































































= −λ (τm+1j+1,k − τm+1j,k ) .
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ym+1h , ϕj e
k






























































= − (τm+1j+1,k − τm+1j,k ) .
Recalling the definition (3.27) of the remainder term we obtain for the last integral
V III =
〈















) ∣∣τ l+1h − τ lh∣∣2 , k = 1, ..., n.





































∣∣τ l+1j+1 − τ lj+1∣∣2 − τ lj,k ∣∣τ l+1j − τ lj∣∣2) .
The result follows from the above calculations and recalling (4.81).
Corollary 4.9. For j = 1, .., N and m = 0, ...,M − 1 holds(





































∣∣Rm+1j ∣∣2 , (4.87)
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∣∣Rm+1j ∣∣2 + 1αm+1j (τm+1j , Rm+1j ) .
(4.88)
Proof. From (3.21) and (4.79) we deduce(









)2 ∣∣ym+1j ∣∣2 − αm+1j (ym+1j , Rm+1j )− 12 ∣∣Rm+1j ∣∣2 .












































∣∣ym+1j ∣∣2 − (ym+1j , Rm+1j )− 12 1αm+1j ∣∣Rm+1j ∣∣2 − 1αm+1j (τm+1j , Rm+1j ) .
Together with the following abbreviations (4.87)-(4.88) the assertion follows.
4.6.2 Spatial derivative of the curvature vector
The aim of this section is to prove an error bound for the space derivative of the curvature
vector. In the next lemma we shall make use of the results of Section 4.6.1.
Lemma 4.10 (Spatial derivative of the curvature vector). Suppose (4.16) holds. Then
there exist h0 > 0 and 0 < ω ≤ 1, such that for all h ≤ h0 and ∆t ≤ ωh3 we have for




h2 + ∆t2 + ‖xm − xmh ‖2 + ‖ym − ymh ‖2 + ‖|xmu | − |xmhu|‖2
+
∥∥xm+1 − xm+1h ∥∥2 + ∥∥ym+1 − ym+1h ∥∥2 + ∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2) ,
where RTm+1 is given by (4.17). The constants are independent of h and ∆t.
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Proof. Recalling the definition of the projection matrix, we split the difference ym+1u −ym+1hu
in the following way






ym+1u − ym+1hu , τmh
)
τmh . (4.89)
We square (4.89), then integrate the result over [0, 2pi] and using Young’s inequality get∫ 2pi
0
∣∣ym+1u − ym+1hu ∣∣2 ≤2∫ 2pi
0
∣∣Pmh (ym+1u − ym+1hu )∣∣2 + 2 ∫ 2pi
0
(
ym+1u − ym+1hu , τmh
)2
.
In order to obtain the first term on the right-hand side of the above equation, we take
the difference between equations (4.13) and (1.7), where the latter has been evaluated at





























































After rearranging the terms the above equation reads as follows∫ 2pi
0























































where the last term on the right-hand side in view of (4.20) and (4.21) can be expressed
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Inserting φh = Ihy
m+1 − ym+1h as a test function into (4.90) and taking into account the
above equality we arrive at∫ 2pi
0






















































































































1∣∣xm+1hu ∣∣ (Pm − Pmh ) ym+1u , (Ihym+1)u − ym+1hu
)
.
Next, we use (4.26), (4.63) to rewrite the differences Pm − Pmh , Pm+1 − Pm, respectively.
Then, employing Cauchy-Schwarz and Young’s inequalities, an interpolation estimate and
bounds (4.16) we infer
78





(∣∣τm+1 − τm∣∣+ |τm − τmh |+ ∣∣∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∣∣) ∣∣(Ihym+1)u − ym+1hu ∣∣
≤δ ∥∥ym+1u − ym+1hu ∥∥2 + Cδ (h2 + ∆t2 + ‖τm − τmh ‖2 + ∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2) .










































=S2,1 + S2,2 + S2,3.
Let us consider these expressions in more detail. Thus, the reverse triangle inequality and







) (∣∣xm+1u ∣∣− |xmhu|)
≤C
(
h4 + ∆t2 + ‖|xmu | − |xmhu|‖2 +
∥∥ym+1 − ym+1h ∥∥2) .































Exploiting next the Taylor expansion, an interpolation estimate, Cauchy-Schwarz and
Young’s inequalities results in
S2,2 ≤ε
∥∥∥∥em+1h − emh∆t
∥∥∥∥2 + Cε (h4 + ∆t2 + ∥∥ym+1 − ym+1h ∥∥2) .






















∥∥∥∥∥∥(Ihym+1)u − ym+1hu ∥∥ .
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From the error decomposition, inverse estimate (2.11), boundedness of the continuous
solution, Young’s inequality and an interpolation estimate we deduce
S2,3 ≤Ch2
(∥∥∥∥em+1hu − emhu∆t
∥∥∥∥+ ∥∥∥∥(Ih [xm+1 − xm∆t
])
u
∥∥∥∥)∥∥(Ihym+1)u − ym+1hu ∥∥
≤C
(∥∥∥∥em+1h − emh∆t
∥∥∥∥+ h)∥∥Ihym+1 − ym+1h ∥∥
≤ε
∥∥∥∥em+1h − emh∆t
∥∥∥∥2 + Cε (h2 + ∥∥ym+1 − ym+1h ∥∥2) .
Let us now consider S3. In order to apply (2.8), we first add a zero term and organize the











































((∣∣ym+1h ∣∣2 − ∣∣ym+1∣∣2) τm+1h − ∣∣ym+1∣∣2 (τm+1 − τm+1h ) , (Ihym+1)u − ym+1hu )
=S3,1 + S3,2.
Further, we treat these integrals separately. Taking out of the integral the L∞-norm of∣∣ym+1hu ∣∣ and using afterwards the inverse (2.11) and Young’s inequalities results in
S3,1 ≤Ch2
∥∥ym+1hu ∥∥L∞ ∥∥ym+1hu ∥∥∥∥(Ihym+1)u − ym+1hu ∥∥
≤Ch∥∥ym+1h ∥∥L∞ (∥∥(Ihym+1)u − ym+1hu ∥∥+ ∥∥(Ihym+1)u∥∥) ∥∥(Ihym+1)u − ym+1hu ∥∥
≤C (∥∥Ihym+1 − ym+1h ∥∥+ h) (∥∥(Ihym+1)u − ym+1u ∥∥+ ∥∥ym+1u − ym+1hu ∥∥)
≤δ ∥∥ym+1u − ym+1hu ∥∥2 + Cδ (h2 + ∥∥ym+1 − ym+1h ∥∥2) .




(∣∣ym+1 − ym+1h ∣∣ (∣∣ym+1∣∣+ ∣∣ym+1h ∣∣)+ ∣∣τm+1 − τm+1h ∣∣) ∣∣(Ihym+1)u − ym+1hu ∣∣
≤C (∥∥ym+1 − ym+1h ∥∥+ ∥∥τm+1 − τm+1h ∥∥) (∥∥(Ihym+1)u − ym+1u ∥∥+ ∥∥ym+1u − ym+1hu ∥∥)
≤δ ∥∥ym+1u − ym+1hu ∥∥2 + Cδ (h2 + ∥∥ym+1 − ym+1h ∥∥2 + ∥∥τm+1 − τm+1h ∥∥2) .
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u , (Ih [x
m+1 − xm])u)∣∣xm+1hu ∣∣3
(


































hu , (Ih [x
































The following estimates for S4 use the boundedness of the continuous solution. An inter-




∣∣(Ihym+1)u − ym+1hu ∣∣ ∣∣∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∣∣
≤C∆t∥∥(Ihym+1)u − ym+1hu ∥∥∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥
≤∆t2 ∥∥ym+1u − ym+1hu ∥∥2 + C (h4 + ∆t4 + ∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2) .




|τm − τmh |
∣∣(Ihym+1)u − ym+1hu ∣∣ ≤ C∆t ‖τm − τmh ‖∥∥(Ihym+1)u − ym+1hu ∥∥
≤∆t2 ∥∥ym+1u − ym+1hu ∥∥2 + C (h4 + ∆t4 + ‖τm − τmh ‖2) .






u , (Ih [x
m+1 − xm])u)∣∣xm+1hu ∣∣3
(











(∣∣τm+1 − τm+1h ∣∣+ ∣∣∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∣∣) ∣∣(Ihym+1)u − ym+1hu ∣∣
≤C∆t (∥∥τm+1 − τm+1h ∥∥+ ∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥) (h+ ∥∥ym+1u − ym+1hu ∥∥)
≤∆t2 ∥∥ym+1u − ym+1hu ∥∥2 + C (h4 + ∆t4 + ∥∥τm+1 − τm+1h ∥∥2 + ∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2) .
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≤C∆t∥∥ym+1u − ym+1hu ∥∥∥∥(Ihym+1)u − ym+1hu ∥∥
≤ (δ + C∆t)∥∥ym+1u − ym+1hu ∥∥2 + Cδ (h4 + ∆t4) .








hu , (Ih [x
















∣∣ym+1hu ∣∣ ∣∣em+1hu − emhu∣∣ ∣∣(Ihym+1)u − ym+1hu ∣∣
≤Ch−1 ∥∥ym+1h ∥∥L∞ ∥∥em+1hu − emhu∥∥∥∥(Ihym+1)u − ym+1hu ∥∥
≤C∆th−2
∥∥∥∥em+1h − emh∆t
∥∥∥∥ (h+ ∥∥ym+1u − ym+1hu ∥∥)























≤C∆t∥∥(Ihym+1)u − ym+1hu ∥∥ ≤ δ ∥∥ym+1u − ym+1hu ∥∥2 + Cδ (h2 + ∆t2) .


























) (∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣)
=S5,1 + S5,2 + S5,3.



























− ∣∣(Ihym+1)u − ym+1hu ∣∣2 + ((Ihym+1)u , (Ihym+1)u − ym+1hu )) ∣∣xm+1hu ∣∣ .
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∣∣(Ihym+1)u∣∣ ∣∣(Ihym+1)u − ym+1hu ∣∣ ∣∣xm+1hu ∣∣
≤Ch2 ∥∥(Ihym+1)u − ym+1hu ∥∥ ≤ δ ∥∥ym+1u − ym+1hu ∥∥2 + Cδh3.
Analogously we obtain for the sum of two integrals
S5,2 + S5,3 ≤C




∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2 + ∥∥ym+1 − ym+1h ∥∥2) .
The last term to be estimated on the right-hand side of (4.91) is S6. Hence, inserting the
test function ψh = Ihy
m+1 − ym+1h into (4.77) we obtain in view of (4.17)
|S6| =
∣∣λ 〈Rm+1h , Ihym+1 − ym+1h 〉∣∣ ≤ δ ∥∥ym+1u − ym+1hu ∥∥2 + Cδh2 + Cδh−1RTm+1.
Let us finally rewrite the left-hand side of (4.91). Thus, from the definition of the pro-
jection matrix Pmh = I − τmh ⊗ τmh , from which the relation Pmh τmh = 0 and the symmetry









































, ym+1u − ym+1hu − τmh
(















































Next, we estimate the left-hand side of (4.91) from below using an upper bound
∣∣xm+1hu ∣∣ ≤
4C0. Further, combination of estimates for S1, .., S6 and the relation above imply
1
4C0





) ∥∥∥∥em+1h − emh∆t
∥∥∥∥2 + Cδh−1RTm+1






‖τm − τmh ‖2 +
∥∥τm+1 − τm+1h ∥∥2)
+ (Cδ + Cε)
(
‖|xmu | − |xmhu|‖2 +
∥∥ym+1 − ym+1h ∥∥2 + ∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2)
(4.92)
The next step consists in deriving a suitable form for the second summand on the right-
hand side of (4.89). In the following calculations the relation (4.70) will be fundamental.









− (ym+1, τm+1u ) = − ∣∣xm+1u ∣∣ ∣∣ym+1∣∣2 . (4.93)
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In order to derive the discrete equivalent of (4.93), we use (4.85) and (4.86)(











∣∣ym+1j ∣∣2 − 12αm+1j−1 ∣∣ym+1j−1 ∣∣2 −RPm+1j −RMm+1j−1 , (4.94)
where RPm+1j , RM
m+1
j given by (4.88).
Combining (4.93) with (4.94) we find in Ij(




































∣∣ym+1j−1 ∣∣2 + 1hj (RPm+1j +RMm+1j−1 )
+
(
ym+1u − ym+1hu , τmj − τm+1j
)
.








allows us to write
(
ym+1u − ym+1hu , τmj
)



























we may continue with
(
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A simple calculation leads us finally to(
ym+1u − ym+1hu , τmj
)








(∣∣ym+1j ∣∣2 − ∣∣ym+1∣∣2)+ qm+1j2hj











ym+1u − ym+1hu , τmj − τm+1j
)
.
To estimate the last term on the right-hand side of the above equation, we first use (4.48)
and then recall (3.25) to obtain in Ij(
ym+1u − ym+1hu , τmj − τm+1j






∣∣ym+1u − ym+1hu ∣∣|Ij .
In view of the above estimate we arrive at∣∣(ym+1u − ym+1hu , τmj )∣∣ ≤C ∣∣∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∣∣|Ij + C ∣∣τm+1 − τm+1j ∣∣
+ Ch−1
(∣∣qm+1j+1 − qm+1j ∣∣+ ∣∣qm+1j − qm+1j−1 ∣∣)
+ C








∣∣ym+1u − ym+1hu ∣∣|Ij .
(4.95)
In the following we use the triangle and inverse inequalities as well as the definition of Ih∣∣qm+1j+1 − qm+1j ∣∣ = ∣∣∣∣hj+1 ∣∣xm+1hu ∣∣|Ij+1 − hj ∣∣xm+1hu ∣∣|Ij
∣∣∣∣
≤ hj+1
∣∣∣∣(Ihxm+1)u∣∣− ∣∣xm+1hu ∣∣∣∣|Ij+1 + hj ∣∣∣∣(Ihxm+1)u∣∣− ∣∣xm+1hu ∣∣∣∣|Ij
+
∣∣∣∣hj+1 ∣∣(Ihxm+1)u∣∣|Ij+1 − hj ∣∣(Ihxm+1)u∣∣|Ij
∣∣∣∣
≤ h∥∥∣∣(Ihxm+1)u∣∣− ∣∣xm+1hu ∣∣∥∥L∞(Ij∪Ij+1)
+







∥∥∣∣(Ihxm+1)u∣∣− ∣∣xm+1hu ∣∣∥∥L2(Ij∪Ij+1) + Ch2.
(4.96)
Here, the last estimate follows from the Taylor expansion and smoothness of the contin-
uous solution.
Let us next examine the fifth term on the right-hand side of (4.95). From the smallness
of the spatial grid size h and (4.88) we derive∣∣RPm+1j ∣∣ , ∣∣RMm+1j ∣∣ ≤ C (1 + h−1) ∣∣Rm+1j ∣∣+ Ch−1 ∣∣Rm+1j ∣∣2 ≤ Ch−1 ∣∣Rm+1j ∣∣ . (4.97)
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It can be seen that the first summand in (4.97) is of the lowest order. Therefore, one term∣∣Rm+1j ∣∣ in the second summand in (4.97) can be estimated by a constant, when one uses
the relation (4.79) and an upper bound on the discrete curvature vector from (4.16)∣∣Rm+1j ∣∣ = ∣∣−αm+1j ym+1j + (τm+1j+1 − τm+1j )∣∣ ≤ Ch+ 2. (4.98)
Recalling the representation (4.81) of the remainder term and using (2.12) we derive∣∣Rm+1j ∣∣ ≤C m∑
k=0
∣∣τ k+1h − τ kh ∣∣2Ij∪Ij+1 ≤ Ch−1 m∑
k=0
∥∥τ k+1h − τ kh∥∥2L2(Ij∪Ij+1) . (4.99)
Putting the calculations (4.96)-(4.99) together and employing (2.12) the inequality (4.95)








∥∥∣∣(Ihxm+1)u∣∣− ∣∣xm+1hu ∣∣∥∥L2(Ij−1∪Ij∪Ij+1) + Ch−3 m∑
k=0
∥∥τ k+1h − τ kh∥∥2L2(Ij−1∪Ij∪Ij+1) .
Finally, all the expressions in the above inequality have to be squared, integrated over Ij
and then summed from j = 1, ..., N . Using an interpolation estimate and recalling the
notation (4.17) we find∫ 2pi
0
(
ym+1u − ym+1hu , τmh




∥∥τm+1 − τm+1h ∥∥2 + ∥∥ym+1 − ym+1h ∥∥2 + ∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2) . (4.100)





) ∥∥∥∥em+1h − emh∆t
∥∥∥∥2 + Cδ (h−1 + h−5)RTm+1
+ (Cδ + Cε)
(
h2 + ∆t2 + ‖xm − xmh ‖2 + ‖ym − ymh ‖2 + ‖|xmu | − |xmhu|‖2
+
∥∥xm+1 − xm+1h ∥∥2 + ∥∥ym+1 − ym+1h ∥∥2 + ∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2)
Without lost of generality we may assume ∆t ≤ 1. Imposing the following condition
8C0
(
8δ + C∆t+ C∆th−3
) ≤ 3
4
we choose δ so small that 64C0δ =
1
4







implies C∆t ≤ Cωh3 ≤ Ch3 ≤ 1
4
, provided h0 is sufficiently small. The claim follows.
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4.7 Discrete length element
The most difficult part in the error analysis is to estimate the error in the length element.
From (1.2) follows that (xt, τ) = 0. Using (4.70) and the smoothness of the continuous
solution we obtain further
|xm+1u | − |xmu |
∆t
=





























































































In order to derive a discrete analogue of the left-hand side of the equation (4.101), induced







, m = 0, ...,M
and introduce the following lemma.


























for m = 0, ...,M − 1 and j = 1, ..., N with N-periodic indexing and with
Remm+1j = D
m+1
j − Em+1j + Fm+1j +Gm+1j , (4.103)
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∣∣ym+1j−1 ∣∣2 ∣∣ym+1j ∣∣2 (qm+1j−1 + 2qm+1j ) ,
(4.104)
where Dm+1j , ..., G
m+1
j are given by (A.2), (A.17), (A.26) and (A.30), respectively.
Proof. In order to combine the terms on the left-hand side of (4.102), let us represent










∣∣xm+1j − xm+1j−1 ∣∣2∣∣xm+1j − xm+1j−1 ∣∣ − 1∆t










































, xmj − xmj−1
)
.























































The next steps consist in calculating the first four scalar products on the right-hand side
of (4.105). In order not to interrupt the proof of the lemma, we present here only the
results without giving the lengthy proof. For a detailed derivation, we refer the reader to
Appendix A.
Thus, in view of (A.1), (A.16), (A.25) and (A.29) the sum of the first four scalar products
on the right-hand side of (4.105), which we denote by SP , can be written as
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(∣∣ym+1j+1 ∣∣2 − ∣∣ym+1j ∣∣2)+ 14 1αmj
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Next, we rearrange the terms in SP according to
SP =(P1 + P15) + P4 + P11 + (P8 + P25) + P16 + P24 + (P9 + P27) + (P2 + P17)
+ (P18 + P26) + (P3 + P20) + (P10 + P28) + (P19 + P29) + P5 + P12
+ P21 + P30 + (P6 + P13) + (P22 + P31) +
(
Dm+1j − Em+1j + Fm+1j +Gm+1j
)
.


































(∣∣ym+1j ∣∣2 − ∣∣ym+1j−1 ∣∣2)− 14 1αmj−1























































∣∣ym+1j ∣∣2 + αm+1j−1αmj−1 ∣∣ym+1j−1 ∣∣2
)(
αm+1j







































∣∣ym+1j ∣∣2 + αm+1j−1αmj−1 ∣∣ym+1j−1 ∣∣2
)
+Remm+1j .


















































(∣∣ym+1j+1 ∣∣2 − ∣∣ym+1j ∣∣2)+ 14αmj
(∣∣ym+1j−1 ∣∣2 − ∣∣ym+1j+1 ∣∣2)
− 1
4αmj−1
(∣∣ym+1j−2 ∣∣2 − ∣∣ym+1j ∣∣2)− 14αmj−1






(∣∣ym+1j ∣∣2 − ∣∣ym+1j−1 ∣∣2)− 14 1αmj−1
(∣∣ym+1j ∣∣2 − ∣∣ym+1j−1 ∣∣2)
− 1
4αmj−1





















∣∣ym+1j ∣∣2 + αm+1j−1αmj−1 ∣∣ym+1j−1 ∣∣2
)(
αm+1j














































∣∣ym+1j ∣∣2 + αm+1j−1αmj−1 ∣∣ym+1j−1 ∣∣2
)
+Remm+1j .
We observe, that sum of the first six terms in SP results in zero. Combining together the
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tenth, eleventh and twelfth terms on the right-hand side of the above equation we get
αm+1j
8αmj










∣∣ym+1j ∣∣2 + αm+1j−1αmj−1 ∣∣ym+1j−1 ∣∣2
)(
αm+1j













∣∣ym+1j−1 ∣∣2 ∣∣ym+1j ∣∣2 − αm+1j−1 αm+1j8αmj−1 ∣∣ym+1j−1 ∣∣2 ∣∣ym+1j ∣∣2 .
A further simplification of SP leads to
SP =− 1
4αmj−1









































































4.8. DISCRETE GRONWALL’S ARGUMENT





































∣∣ym+1j−1 ∣∣2 ∣∣ym+1j ∣∣2 (2αm+1j−1 + qm+1j ) .
















∣∣ym+1j−1 ∣∣2 ∣∣ym+1j ∣∣2 (qm+1j−1 + 2qm+1j ) .
































∣∣ym+1j−1 ∣∣2 ∣∣ym+1j−2 ∣∣2 (qm+1j−2 + 2qm+1j−1 ) = −Smj−1
we obtain the claim of the lemma.
4.8 Discrete Gronwall’s argument
Here, we present the results for the last lemma.
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Lemma 4.12 (Discrete Gronwall’s argument). Suppose (4.16) holds. Then there exists





(∥∥xk+1 − xk+1h ∥∥2 + ∥∥yk+1 − yk+1h ∥∥2 + (1 + ∆t2h4
)∥∥∥∥ek+1h − ekh∆t
∥∥∥∥2 + RT k+1h5
)
.
Proof. For brevity, we denote x˜k = Ihx


















, τ˜ kj =
x˜kj − x˜kj−1∣∣x˜kj − x˜kj−1∣∣ .



















































Next, we multiply the equation (4.106) by ∆t and then sum from k = 0, ..,m. Using the





































































































= I + ...+ V II.
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We recall that qkj =
∣∣xkj − xkj−1∣∣ = hj ∣∣xkhu∣∣Ij and from (4.8), (4.16) we deduce on Ij
1
2
c0hj ≤ qkj ≤ 2C0hj, k = 0, ...,m,
1
4
c0hj ≤ qm+1j ≤ 4C0hj.








































































∣∣q˜k+1j − qk+1j ∣∣+ C m∑
k=0
∆t
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∥∥τ k+1h − τ kh∥∥2L2(Ij) .
(4.110)
Now we turn our attention to the most difficult part of this lemma − estimation of
the terms V and V II. First, we deal with the difference Skj − Skj−1. In the following,
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we will apply the same technique already used above. In particular, we insert into this
difference a continuous equivalent and then consider the difference between corresponding
continuous and discrete terms. The idea is to generate the terms which already appear
on the right-hand side of the previous estimates.
















∣∣yk+1j−1 ∣∣2 ∣∣yk+1j ∣∣2 (qk+1j−1 + 2qk+1j ) .
We claim that∣∣∣S˜kj ∣∣∣ = ∣∣Skj (q˜kj , q˜kj+1, q˜k+1j−1 , q˜k+1j , q˜k+1j+1 , q˜k+1j+2 , y˜k+1j−1 , y˜k+1j , y˜k+1j+1 )∣∣ ≤ Ch2.
Let us demonstrate that each of five terms in S˜kj can be estimated by a multiple of the
spatial grid size squared. By means of the reverse triangle inequality, Taylor expansion
and smoothness of the continuous we deduce for the first two terms in S˜kj
1
4α˜kj




(∣∣y˜k+1j+1 − y˜k+1j ∣∣+ ∣∣y˜k+1j − y˜k+1j−1 ∣∣) ≤ Ch2,
α˜k+1j
16α˜kj
∣∣q˜k+1j+1 − q˜k+1j ∣∣ ∣∣y˜k+1j ∣∣4 ≤ C ∣∣∣∣x˜k+1j+1 − x˜k+1j ∣∣− ∣∣x˜k+1j − x˜k+1j−1 ∣∣∣∣ ≤ Ch2.
From the last estimate we also have
λα˜k+1j
4α˜kj
∣∣q˜k+1j+1 − q˜k+1j ∣∣ ∣∣y˜k+1j ∣∣2 ≤ Ch2.
The remaining in S˜kj two expressions after adding a zero term can be written as
α˜k+1j
16α˜kj












∣∣y˜k+1j ∣∣4 (q˜k+1j+2 + 2q˜k+1j+1 − q˜k+1j−1 − 2q˜k+1j ) .
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∣∣y˜k+1j−1 ∣∣2 ∣∣y˜k+1j ∣∣2 (q˜k+1j−1 + 2q˜k+1j )
∣∣∣∣∣ ≤ Ch2.
Arguing in the same way we may conclude S˜kj−1 ≤ Ch2. Therefore,∣∣Skj − Skj−1∣∣ ≤ ∣∣∣Skj − S˜kj ∣∣∣+ ∣∣∣Skj−1 − S˜kj−1∣∣∣+ Ch2. (4.111)
Hence, it remains to estimate the difference between Skj and S˜
k
j since the difference
Skj−1 − S˜kj−1 behaves in a similar way. We will treat the terms separately.
At first, we derive an inequality which will be often used in the remaining estimates.
Thus, from the smoothness of the continuous solution, the inverse inequality (2.12) an
interpolation estimate we infer∣∣qk+1j − q˜k+1j ∣∣ = ∣∣∣∣xk+1j − xk+1j−1 ∣∣− ∣∣x˜k+1j − x˜k+1j−1 ∣∣∣∣ = hj ∣∣∣∣xk+1hu ∣∣− ∣∣x˜k+1hu ∣∣∣∣Ij
≤√hj ∥∥∣∣xk+1u ∣∣− ∣∣xk+1hu ∣∣∥∥L2(Ij) + Ch2j . (4.112)
Next, recalling the definition of αkj and using (4.112) results in∣∣∣∣∣ 14αkj
(∣∣yk+1j+1 − yk+1j ∣∣2 − ∣∣yk+1j − yk+1j−1 ∣∣2)− 14α˜kj
(∣∣y˜k+1j+1 − y˜k+1j ∣∣2 − ∣∣y˜k+1j − y˜k+1j−1 ∣∣2)
∣∣∣∣∣
≤
∣∣∣∣∣ q˜k+1j + q˜k+1j+1 − qk+1j − qk+1j+18αkj α˜kj




∣∣∣(∣∣yk+1j+1 − yk+1j ∣∣2 − ∣∣yk+1j − yk+1j−1 ∣∣2)− (∣∣y˜k+1j+1 − y˜k+1j ∣∣2 − ∣∣y˜k+1j − y˜k+1j−1 ∣∣2)∣∣∣
≤ C








∣∣∣∣∣y˜k+1hu ∣∣2 − ∣∣yk+1hu ∣∣2∣∣∣
Ij+1
+ h2j






∥∥∣∣xk+1u ∣∣− ∣∣xk+1hu ∣∣∥∥L2(Ij∪Ij+1) + Ch2 + Ch ∣∣y˜k+1hu − yk+1hu ∣∣Ij (∣∣y˜k+1hu ∣∣Ij + ∣∣yk+1hu ∣∣Ij)
+ Ch








∥∥yk+1u − yk+1hu ∥∥L2(Ij∪Ij+1) (1 + ∥∥yk+1hu ∥∥L∞) ,
where for the last step we have used an interpolation estimate.
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∣∣∣∣∣ ∣∣y˜k+1j ∣∣2 ∣∣y˜k+1j+1 ∣∣2 (q˜k+1j+2 + 2q˜k+1j+1 )
+ C
∣∣∣∣∣yk+1j ∣∣2 ∣∣yk+1j+1 ∣∣2 − ∣∣y˜k+1j ∣∣2 ∣∣y˜k+1j+1 ∣∣2∣∣∣ (qk+1j+2 + 2qk+1j+1 )
+ C
∣∣y˜k+1j ∣∣2 ∣∣y˜k+1j+1 ∣∣2 ∣∣qk+1j+2 − q˜k+1j+2 + 2 (qk+1j+1 − q˜k+1j+1 )∣∣
≤ C (∣∣q˜k+1j+2 − qk+1j+2 ∣∣+ ∣∣q˜k+1j+1 − qk+1j+1 ∣∣+ ∣∣q˜k+1j − qk+1j ∣∣+ ∣∣q˜kj+1 − qkj+1∣∣+ ∣∣q˜kj − qkj ∣∣)
+ Ch








∥∥∣∣xk+1u ∣∣− ∣∣xk+1hu ∣∣∥∥L2(Ij∪Ij+1∪Ij+2) + Ch2 + C√h∥∥yk+1 − yk+1h ∥∥L2(Ij+1) .
The remaining terms in the difference Skj − S˜kj and Skj−1 − S˜kj−1 can be estimated in a
similar way. Thus, introducing a notation
I(j) = Ij−2 ∪ Ij−1 ∪ Ij ∪ Ij+1 ∪ Ij+2 (4.113)






∥∥yk+1u − yk+1hu ∥∥L2(I(j))) (1 + ∥∥yk+1hu ∥∥L∞) . (4.114)
Combining the estimates (4.107)-(4.110) for the terms I, II, III, IV and V I with the
estimate (4.114) for V we get in Ij
∣∣∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∣∣|Ij ≤ ∣∣x0u − x0hu∣∣+ C (h+ ∆t) + Ch−1 m∑
k=0




























In order to obtain the claim of the lemma, we have to square the above result, integrate
it over Ij and then sum from j = 1, ..., N . For simplicity, we perform this step separately
for the last term on the right-hand side of the above inequality. Using the auxiliary
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∥∥τ k+1h − τ kh∥∥2 (4.115)
and recalling the notation (4.17) together with the initial condition x0h = Ihx
0, we obtain














































Next, we split the fifth term on the right-hand side of the above inequality as follows
∆t
∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2 + m−1∑
k=0
∆t
∥∥∣∣xk+1u ∣∣− ∣∣xk+1hu ∣∣∥∥2 .
Finally, smallness of ∆t allows us to move the term ∆t
∥∥|xm+1u | − ∣∣xm+1hu ∣∣∥∥2 to the left-
hand side, provided ∆t0 is small enough. To complete the proof, the discrete Gronwall’s
Lemma (2.2) applies and yields the result.
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Completion of Induction argument.
A posteriori estimates
5.1 Completion of Induction argument
First of all, we start with an auxiliary result, which will be used later.
Lemma 5.1. Suppose (4.16) holds. Then there exists ω > 0 independent of h and ∆t,












(∥∥xk+1 − xk+1h ∥∥2 + ∥∥yk+1 − yk+1h ∥∥2 + ∥∥∣∣xk+1u ∣∣− ∣∣xk+1hu ∣∣∥∥2 + 1h5RT k+1
)
.
Proof. From Lemma 4.6 after multiplying both sides by ∆t and summing up from k = 0
























(∥∥yk+1 − yk+1h ∥∥2H1 + ∥∥∣∣xk+1u ∣∣− ∣∣xk+1hu ∣∣∥∥2 + ∥∥τ k+1 − τ k+1h ∥∥2) ,
where ζm is given by (4.39).
Recalling the initial condition x0h = Ihx















(∥∥yk+1 − yk+1h ∥∥2H1 + ∥∥∣∣xk+1u ∣∣− ∣∣xk+1hu ∣∣∥∥2 + ∥∥τ k+1 − τ k+1h ∥∥2) .
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[∣∣Ihym+1 − ym+1h ∣∣2] ∣∣xm+1hu ∣∣− 14
∫ 2pi
0




















∣∣Ihym+1 − ym+1h ∣∣2 − C ∫ 2pi
0




∣∣∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∣∣ ∣∣τm+1 − τm+1h ∣∣ .
Let us consider separately the first term on the right-hand side of the above inequality.
Using Young’s inequality (2.3) with ε = 1 we derive∣∣Ihym+1 − ym+1h ∣∣2 ≥ ∣∣Ihym+1 − ym+1∣∣2 + ∣∣ym+1 − ym+1h ∣∣2
− 2 ∣∣Ihym+1 − ym+1∣∣ ∣∣ym+1 − ym+1h ∣∣
≥− ∣∣Ihym+1 − ym+1∣∣2 + 1
2
∣∣ym+1 − ym+1h ∣∣2
and with the help of (2.7), Cauchy-Schwarz and Young’s inequalities we finally obtain
ζm+1 ≥ c0
16
∥∥ym+1 − ym+1h ∥∥2 − δ ∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2 − Cδ (h4 + ∥∥τm+1 − τm+1h ∥∥2) .

















(∥∥yk+1 − yk+1h ∥∥2H1 + ∥∥∣∣xk+1u ∣∣− ∣∣xk+1hu ∣∣∥∥2 + ∥∥τ k+1 − τ k+1h ∥∥2) .








∥∥∥∥2 + c016 ∥∥ym+1 − ym+1h ∥∥2 ≤ C (h2 + ∆t2)+ Cδ (1 + Cε)h2
+ (δ + εCδ)
∥∥∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣∥∥2 + εCδ ∥∥ym+1 − ym+1h ∥∥2
+ CδCε







(∥∥yk+1 − yk+1h ∥∥2H1 + ∥∥∣∣xk+1u ∣∣− ∣∣xk+1hu ∣∣∥∥2 + ∥∥τ k+1 − τ k+1h ∥∥2) .
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h2 + ∆t2 +








∥∥∥∥2 + c016 ∥∥ym+1 − ym+1h ∥∥2 ≤ C (1 + Cε) (h2 + ∆t2)+ Cδ (1 + Cε)h2
+ (δ + εCδ)






















(∥∥xk+1 − xk+1h ∥∥2 + ∥∥yk+1 − yk+1h ∥∥2 + ∥∥∣∣xk+1u ∣∣− ∣∣xk+1hu ∣∣∥∥2) .
As the next step we make use of Lemma 4.12 for the third term on the right-hand side.







∥∥∥∥2 + c016 ∥∥ym+1 − ym+1h ∥∥2 ≤ C (1 + δ + εCδ + Cε) (h2 + ∆t2)
+ Cδ (1 + Cε)h
2 + εCδ
∥∥ym+1 − ym+1h ∥∥2 + CδCε ∥∥xm+1 − xm+1h ∥∥2
+
(







∥∥∥∥2 + (δ + εCδ)C∆th−2STm+1
+ (δ + εCδ + CδCε)h
−1RTm+1 + C
(








(∥∥yk+1 − yk+1h ∥∥2 + ∥∥τ k+1 − τ k+1h ∥∥2 + (1 + Cε)∥∥∣∣xk+1u ∣∣− ∣∣xk+1hu ∣∣∥∥2)




(∥∥xk+1 − xk+1h ∥∥2 + ∥∥yk+1 − yk+1h ∥∥2) .
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∥∥∥∥2 + c032 ∥∥ym+1 − ym+1h ∥∥2 ≤ C (h2 + ∆t2)
+ C
∥∥xm+1 − xm+1h ∥∥2 + Ch−1RTm+1 + Ch−5 m∑
k=0





(∥∥xk+1 − xk+1h ∥∥2 + ∥∥yk+1 − yk+1h ∥∥2 + ∥∥∣∣xk+1u ∣∣− ∣∣xk+1hu ∣∣∥∥2 + ∥∥τ k+1 − τ k+1h ∥∥2) .
In order to estimate the second term on the right-hand side of the above inequality we
































































Recalling the initial condition, Cauchy’s and Young’s inequalities we obtain for δ > 0




∥∥∥∥2 + Cδh2 + Cδ m∑
k=0
∆t
∥∥xk+1 − xk+1h ∥∥2 . (5.1)
The claim follows by choosing δ sufficiently small and using Lemma 4.7 with ε = 1.
We are now in position to complete the proof of Theorem 4.2. For convenience, we
formulate the following theorem.
Theorem 5.2 (Function ρm+1). Let (xkh, y
k
h), 0 ≤ k ≤ m be given, such that (4.8) holds.
Then there exist h0 > 0, ∆t0 > 0, cˆ > 0, γ > 0 and 0 < ξ ≤ 1, such that if the function
ρm, given by (4.7), satisfies
ρm ≤ cˆeγm∆t (h2 + ∆t2) , (5.2)
then
ρm+1 ≤ cˆeγ(m+1)∆t (h2 + ∆t2) (5.3)
for all 0 < h ≤ h0, 0 < ∆t ≤ ∆t0, provided that ∆t ≤ ξh 72 . The constants depend only
on the norms of the continuous solution and final time T .
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Proof. Let us now show that (5.3) holds. Recalling the definition (4.7) and using (5.1)
with δ = 1 and Lemma 4.12 we arrive at
ρm+1 =


















In view of Lemma 5.1 we deduce
ρm+1 ≤C (h2 + ∆t2)+ C m∑
k=0
∆t




















Next, we split the second term on the right-hand side of the above inequality into a sum
of the last summand ∆t
(∥∥xm+1 − xm+1h ∥∥2 + ∥∥ym+1 − ym+1h ∥∥2 + ∥∥|xm+1u | − ∣∣xm+1hu ∣∣∥∥2) and
the remaining sum till m− 1. Further, smallness of ∆t allows us to move the above term
to the left-hand side. Here, without lost of generality we may assume ∆t ≤ 1
2
. Now,
discrete Gronwall’s Lemma applies and yields










It remains to examine the second, third and fourth terms on the right-hand side of the









Recalling the definition (4.17) of RTm+1 and taking into account (3.25) and the induction





















∥∥τ k+1h − τ kh∥∥2
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≤C∆t2 + Ccˆ2∆t2h−4 (h2 + ∆t2)2 m−1∑
k=0
∆te2γ(k+1)∆t.
We note that here the induction hypothesis applies, since the first sum goes till m − 1.






e2γ∆t − 1 ≤ ∆te
2γ∆t e
2γm∆t



















In view of the above calculations and after rearranging the coefficients, (5.4) takes the
form
















































=I + ...+ V.
Let us examine the above terms in more detail. We shall omit in our further consideration
the generic constant C, concentrating only on the crucial terms, and using it again when
collecting all the results together. The second term in view of the relation M∆t = T and
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if the following condition is satisfied
2ξ2cˆeγT ≤ 1. (5.5)
Here and after we shall assume that ∆t, h ≤ 1. On the other hand, condition ∆t ≤ ξh 72




) ≤ ξ2h2 + ξ∆th 32 ≤ h2 + ∆th 32 ≤ C (h2 + ∆t2) .
Furthermore, from (5.5) and Young’s inequality we derive
IV =cˆeγm∆t
(
∆t2h−1 + ∆t4h−3 + ∆t3h−5 + ∆t5h−7
)
+ ∆t2h−3 + ∆t3h−7
≤cˆeγT
(




+ ξ2h4 + ξ3h
7
2
≤2ξ2cˆeγT (h4 + ∆t2)+ h4 + h 72 ≤ C (h2 + ∆t2) .
Combining the coefficients in front of the fifth term we analogously obtain
cˆeγm∆t
(
∆t2h−3 + ∆t4h−5 + ∆t3h−7 + ∆t5h−9
)
+ ∆t2h−5 + ∆t3h−9 + ∆t2h−4
≤ cˆeγT
(




+ ξ2h2 + ξ3h
3
2 + ξ2h3
≤ 2ξ2cˆeγT (h3 + ∆t)+ 3ξ2h 32 ≤ h3 + ∆t+ 3ξ2h 32 ≤ 5h 32 .
Let us collect the above results together























Here we used the definition of the function ρm+1. Further, provided h0 is sufficiently
small, the above inequality with a slightly different constant C turns into















) ?≤ cˆeγ(m+1)∆t (h2 + ∆t2) .




















, then γ = 2C and cˆ = 2C. Since the constants γ and cˆ already fixed, we








, so that the condition (5.5) is
satisfied. And the assertion of the lemma follows.
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5.2 A posteriori estimates
From Lemma 4.10 with ε = 1 and Theorem 4.2 under the made assumptions on cˆ, γ and






































(∥∥ym+1u − ym+1hu ∥∥2 + ∥∥∥∥em+1 − em∆t
∥∥∥∥2
)
≤ C (h2 + ∆t2) .
Here, we have used the relation (4.27)
xm+1u − xm+1hu =
(
τm+1 − τm+1h
) ∣∣xm+1u ∣∣+ τm+1h (∣∣xm+1u ∣∣− ∣∣xm+1hu ∣∣)
and Lemma 4.7.
The smoothness of the continuous solution together with the above inequality and the








∥∥ym+1u − ym+1hu ∥∥2L∞ ≤ Ch.





∥∥yk+1hu ∥∥2L∞ ≤ m∑
k=0
∆t
∥∥yk+1u ∥∥2L∞ + m∑
k=0
∆t
∥∥yk+1u − yk+1hu ∥∥2L∞ ≤ C0 + Ch < 32C0.
To sum up, we conclude that being given a solution (xmh , y
m
h ) at the previous time step,






at the next time step. Performing these
steps repeatedly allows to find all the solutions (xmh , y
m
h ) for m = 1, ...,M . Therefore, the




The major goal of the thesis was to carry out an error analysis of a fully discrete numerical
scheme to approximate the elastic flow of curves.
An L2-gradient flow of the modified elastic energy functional Eλ defined by (1.1) leads to
the evolution equation (1.2). This equation is of fourth-order and represents a parabolic
system of partial differential equations. To solve the problem numerically, we split the
fourth-order problem into two coupled second order equations. The proposed fully dis-
crete numerical scheme (1.11)-(1.12) is based on the weak formulation of the continuous
and continuous-in-time semidiscrete problems. The chosen finite element set consists of
the continuous piecewise linear functions. In order to prove the existence of the unique
solution to (1.11)-(1.12), we formulated a suitable constrained minimization problem to
be solved in each time step. From the existence of the minimizer followed the existence
of the discrete solution at the next time step. Under certain restrictions (∆t ≤ µh5) it
was possible to obtain the unique solution of the system satisfying specified bounds.





(∥∥yk+1u − yk+1hu ∥∥2 + ∥∥∥∥ek+1 − ek∆t
∥∥∥∥2
)
≤ C (h2 + ∆t2) . (6.1)
and showed that (6.1) is true for m = 0. Assuming the induction hypothesis for some
m and applying the existence result we obtained a priori bounds on the discrete solution
at the next time step, which were required to carry out the error analysis. To estimate
the error between continuous and discrete solutions, we inserted test functions into the
equations of the scheme and derived the estimates of certain norms. Due to the degen-
eracy of the equation (1.2) in tangential direction, we treated the space derivative of the
position vector in several lemmas for the direction and length, respectively. A discrete
Gronwall’s argument completed this proof. After the error analysis was closed, we proved
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the induction step and improved a priori bounds on the discrete solution.
Our main result is a derivation of the following error bounds
max
m=0,...,M





(∥∥ym+1u − ym+1hu ∥∥2 + ∥∥∥∥em+1 − em∆t
∥∥∥∥2
)
≤ C (h2 + ∆t2) ,
where em = xm−xmh , provided that ∆t ≤ µh5. The constants depend only on the certain
norms of the continuous solution and final time T = M∆t.
In the following, we would like to mention some interesting facts and questions, related
to the subject of the thesis.
• To ensure the unique solvability of the fully discrete problem, one has to impose the
restriction ∆t ≤ εh3 (see, Remark 3.4).
• The induction step (see, Theorem 5.2), which was used to prove error bounds, was
carried out under the assumption ∆t ≤ ξh 72 .
• The condition ∆t ≤ µh5 was crucial for the error analysis, since it was used to
control the curvature vector at the next time step.
In this connection, the following questions are of interest:
– Is it possible to prove the induction step under the milder condition ∆t ≤ εh3?
– Is there any way to improve the condition ∆t ≤ µh5 or gain uniform control
on the curvature vector in a different way?
• Is there a fully discrete numerical scheme to approximate the solution of (1.2), which
is linear at each time step and can be analyzed?
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Appendix A
In this chapter, we present 4 auxiliary lemmas, in which we derive the proof for the results
formulated in Lemma 4.11.












































































ym+1j+1 − ym+1j , τmj+1
) (




































ym+1j+1 − ym+1j , τm+1j+1 − τmj+1








ym+1j+1 − ym+1j , τmj+1
























































∣∣Rm+1j ∣∣2 + 1αm+1j (τm+1j , Rm+1j ) .
(A.3)


























































τm+1j+1 − τm+1j , τm+1j
)
.
We observe that sum of the second and fifth terms on the right-hand side results in zero.




(∣∣ym+1j−1 ∣∣2 + ∣∣ym+1j ∣∣2) (A.4)














































Recalling the symmetry property of the projection matrix and identity (3.21) we deduce











































∣∣τm+1j+1 − τm+1j ∣∣2 .
(A.6)













j+1 − τmj+1 +
1
2
∣∣τm+1j+1 − τmj+1∣∣2 τmj+1. (A.7)



























































)2 ∣∣ym+1j ∣∣2 τmj+1 − αm+1j RMm+1j τmj+1 − (τmj+1, Rm+1j ) τmj+1.
(A.8)






)− Jm+1j = Jm+1j+1 − Jm+1j − 12Jm+1j+1 ∣∣τm+1j+1 − τm+1j ∣∣2





)2 ∣∣ym+1j ∣∣2 Jm+1j+1 −RSm+1j Jm+1j+1 . (A.9)
























ym+1j+1 − ym+1j , τmj+1
) (






























ym+1j+1 − ym+1j , τm+1j+1 − τmj+1






ym+1j+1 − ym+1j , τmj+1
















)2 ∣∣ym+1j ∣∣2 − λ RSm+1j .








∣∣ym+1j+1 − ym+1j ∣∣2 + 12 ∣∣ym+1j+1 ∣∣2 + 12 ∣∣ym+1j ∣∣2

























∣∣ym+1j+1 − ym+1j ∣∣2 . (A.11)
For later use, we split the scalar product as(








ym+1j+1 − ym+1j , τmj+1 − τm+1j+1
)
. (A.12)
Next, from (4.94) we derive
(





∣∣ym+1j+1 ∣∣2 − 12αm+1j ∣∣ym+1j ∣∣2 −RPm+1j+1 −RMm+1j . (A.13)
Combining (A.12)-(A.13) the fourth term on the right-hand side of (A.10) can be written


























)2 ∣∣ym+1j ∣∣2 1qm+1j+1 (ym+1j+1 − ym+1j , τmj+1 − τm+1j+1 ) ,
(A.14)
where RPm+1j , RM
m+1
j are given by (4.88).
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ym+1j+1 − ym+1j , τmj+1
) (



















































ym+1j+1 − ym+1j , τm+1j+1 − τmj+1








ym+1j+1 − ym+1j , τmj+1






















∣∣ym+1j ∣∣2 − λ 1αmj RSm+1j .
(A.15)
We note that only six terms from the right-hand side of (A.15) are used in the calculations
in Lemma 4.11, while the remaining terms are estimated in Lemma 4.12. Therefore, it is
convenient to write the equation (A.15) in a short form (A.1) with these chosen six terms.
Thus, we include the first, second, fifth, eleventh, thirteenth and fourteenth terms into
(A.15) in the full form. Furthermore, for brevity we denote by Dm+1j all the terms that
are left. The exact form of Dm+1j is given in (A.2) in the formulation of the lemma.
In the following lemmas we perform similar calculations. Therefore, in order not to
overburden the presentation, we omit several technical calculations concentrating only on
the main results. The next lemma gives the representation for the second term on the
right-hand side of (4.105).
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ym+1j−1 − ym+1j−2 , τmj−1
) (




































ym+1j−1 − ym+1j−2 , τm+1j−1 − τmj−1









ym+1j−1 − ym+1j−2 , τmj−1


















j are given by (A.3).




























































τm+1j − τm+1j−1 , τm+1j
)
.
We observe that sum of the first and fourth terms on the right-hand side of the above














































Combining the first and third terms on the right-hand side of (A.18) and recalling (3.21)










































∣∣τm+1j − τm+1j−1 ∣∣2 .
(A.19)
Let us rewrite the above terms starting from the second one. Definition of the projection













j−1 − τmj−1 +
1
2
∣∣τm+1j−1 − τmj−1∣∣2 τmj−1. (A.20)
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)2 ∣∣ym+1j−1 ∣∣2 τmj−1 + αm+1j−1 RPm+1j−1 τmj−1
− (τmj−1, Rm+1j−1 ) τmj−1.
(A.21)









































ym+1j−1 − ym+1j−2 , τmj−1
) (






























ym+1j−1 − ym+1j−2 , τm+1j−1 − τmj−1







ym+1j−1 − ym+1j−2 , τmj−1















)2 ∣∣ym+1j−1 ∣∣2 + λRSm+1j−1 .
(A.23)
















∣∣ym+1j−1 − ym+1j−2 ∣∣2 .
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∣∣ym+1j−1 ∣∣2 (ym+1j−1 − ym+1j−2 , τmj−1 − τm+1j−1 ) .
Taking into account the above calculations the equation (A.23) after dividing both sides



























ym+1j−1 − ym+1j−2 , τmj−1
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ym+1j−1 − ym+1j−2 , τm+1j−1 − τmj−1









ym+1j−1 − ym+1j−2 , τmj−1





















∣∣ym+1j−1 ∣∣2 + λαmj−1RSm+1j−1 .
(A.24)
Again, we write the equation (A.24) in a short form (A.16) denoting by Em+1j the remain-
ing terms given in (A.17).
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(∣∣ym+1j+1 ∣∣2 − ∣∣ym+1j ∣∣2)+ 14 1αmj




























































































































































ym+1j+1 − ym+1j , τmj+1

















ym+1j − ym+1j−1 , τmj













with RPm+1j and RM
m+1
j given by (A.3).
Proof. Equation (4.78) after taking a scalar product with ym+1j and recalling the symmetry




























((∣∣ym+1j ∣∣2 + ∣∣ym+1j+1 ∣∣2) (ym+1j , τm+1j+1 )
−































































∣∣ym+1j ∣∣2 τmj +RPm+1j τmj − (τmj − τm+1j , ym+1j ) τmj .



























∣∣ym+1j ∣∣2 τmj+1 −RMm+1j τmj+1 − (τmj+1 − τm+1j+1 , ym+1j ) τmj+1.













j − τmj +
1
2
∣∣τm+1j − τmj ∣∣2 τmj .
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Using the relations (4.85), (4.86), abbreviation (A.4) and calculated above products be-
tween projection matrix on the one side and tangent and curvature vectors on the other

























































































































ym+1j+1 − ym+1j , τmj+1



















ym+1j − ym+1j−1 , τmj





∣∣ym+1j ∣∣2 + λ 1αmj RMm+1j + λ 1αmj RPm+1j .
(A.28)
























∣∣ym+1j+1 − ym+1j ∣∣2 ,
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∣∣ym+1j ∣∣2 (τmj+1 − τm+1j+1 , ym+1j+1 − ym+1j ) .
We note that the first and the third terms on the right-hand side of the above equality
will be used later in a short representation of the equation (A.28).

























∣∣ym+1j − ym+1j−1 ∣∣2 .




















































∣∣ym+1j ∣∣2 (τmj − τm+1j , ym+1j − ym+1j−1 ) ,
from here again the first and the third terms are of our interest.
Collecting the above results the equation (A.28) after multiplying it by 1
2
qm+1j in a short































































































































































































ym+1j − ym+1j−1 , τmj





















ym+1j−1 − ym+1j−2 , τmj−1













with RPm+1j and RM
m+1
j given by (A.3).
Proof. Replacing j with j − 1 in the derivation of Lemma A.3 and multiplying the result
by 1
2





We derive here the estimate of the remainder term required for the proof in Lemma 4.12.
Lemma B.1 (Estimation of Remm+1j ). The remainder term Rem
m+1
j , m = 0, ...,M − 1,
j = 1, ..., N can be estimated in the following way
∣∣Remm+1j ∣∣ ≤Ch−2 (1 + ∥∥ym+1hu ∥∥L∞) m∑
k=0




∥∥ym+1hu ∥∥L∞ ∥∥τm+1h − τmh ∥∥L2(I(j)) ,
(B.1)
where I(j) is given by (4.113).
Proof. To begin, we recall the definition (4.103) of Remm+1j
Remm+1j = D
m+1
j − Em+1j + Fm+1j +Gm+1j ,






j are given by (A.2), (A.17), (A.26) and (A.30), respec-
tively. Let us analyze these terms. From the proofs of Lemma A.1-Lemma A.4 follows
that that the first two and the last two terms have a similar structure. The only difference
within a pair, that one observes, is a subinterval Ij, on which the discrete expressions are
taken, where index j varies from j − 2 to j + 2. Therefore, we may concentrate only on
one term from each group using the notation I(j) for the resulting estimate of Rem
m+1
j .
Running a few steps forward both groups produce the same estimate. Hence, we choose

























ym+1j+1 − ym+1j , τmj+1
) (



































ym+1j+1 − ym+1j , τm+1j+1 − τmj+1








ym+1j+1 − ym+1j , τmj+1


















j presented in (A.3). In order to simplify the esti-
mation of Dm+1j , we keep the above abbreviations. Moreover, it will be helpful to express
them in terms of Rm+1j . To begin, we recall the estimate (4.97)∣∣RPm+1j ∣∣ , ∣∣RMm+1j ∣∣ ≤ Ch−1 ∣∣Rm+1j ∣∣ .
Thus, it remains to consider RSm+1j . Using the definitions (4.87), (4.88) of RS
m+1
j and














Next, in view of the definition (4.80) of αmj and (4.16) we deduce
1
4
c0hj ≤ qmj ≤ 4C0hj, m = 0, ...,M, j = 1, ..., N,
from what the estimate follows ∣∣RSm+1j ∣∣ ≤ C ∣∣Rm+1j ∣∣ .
With the help of (4.84) we can rewrite the difference of the tangents as∣∣τm+1j+1 − τm+1j ∣∣2 = (αm+1j )2 ∣∣ym+1j ∣∣2 + 2RSm+1j ,
what yields the splitting of the terms in the way Q6 = Q6,1 +Q6,2, Q7 = Q7,1 +Q7,2.
Let us next estimate Dm+1j combining the terms with a similar structure
|Q1| , |Q5| ≤Ch−1
∣∣ym+1hu ∣∣|Ij+1 ∣∣Rm+1j ∣∣ ,
|Q2| ≤Ch−1
(∣∣Rm+1j ∣∣+ ∣∣Rm+1j+1 ∣∣) ,
|Q3| ≤C
∣∣ym+1hu ∣∣|Ij+1 ∣∣τm+1j+1 − τmj+1∣∣ ,
|Q4| , |Q6,1| ≤Ch
∣∣ym+1hu ∣∣|Ij+1 ∣∣τm+1j+1 − τmj+1∣∣ ,
|Q6,2| ≤Ch−1
∣∣ym+1hu ∣∣|Ij+1 ∣∣τm+1j+1 − τmj+1∣∣ ∣∣Rm+1j ∣∣ ,
|Q7,1| ≤Ch
∣∣ym+1hu ∣∣|Ij+1 ∣∣τm+1j+1 − τmj+1∣∣2 ,
|Q7,2| ≤Ch−1
∣∣ym+1hu ∣∣|Ij+1 ∣∣τm+1j+1 − τmj+1∣∣2 ∣∣Rm+1j ∣∣ ,
|Q8| , |Q9| ≤Ch−1
∣∣Rm+1j ∣∣ .
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For ease of presentation, we restrict ourselves to the terms of lower order only. If one
allows a crude estimate for Q6,2 and Q7,2 estimating the difference of the tangents by a
constant one obtains then Q1.For the same reason, we may ignore Q4, Q6,1 as well as Q7,1
and consider Q3 instead. Furthermore, we choose Q2 and neglect Q8 and Q9. Hence, we
have to deal with three terms Q1, Q2, Q3. Using an inverse inequality (2.12) we find
|Q3| ≤ Ch− 12
∥∥ym+1hu ∥∥L∞ ∥∥τm+1h − τmh ∥∥L2(Ij+1) .




∥∥ym+1hu ∥∥L∞ ∥∥τm+1h − τmh ∥∥L2(I(j)) . (B.2)























































































































ym+1j+1 − ym+1j , τmj+1

















ym+1j − ym+1j−1 , τmj


















where the terms in curly brackets are counted as two independent terms. Hence,
|Q1| ≤ C
∣∣RPm+1j+1 ∣∣ ,
|Q2| , |Q11| , |Q21| ≤ C
∣∣RMm+1j ∣∣ ,




|Q3| , |Q13| ≤ Ch
∣∣ym+1hu ∣∣|Ij+1 ∣∣τm+1j+1 − τmj+1∣∣ ,
|Q4| ≤ C
∣∣ym+1hu ∣∣|Ij+1 ∣∣RMm+1j ∣∣ ,
|Q5| ≤ C
∣∣ym+1hu ∣∣|Ij+1 ∣∣τm+1j+1 − τmj+1∣∣ ,
|Q8| , |Q17| ≤ Ch
∣∣ym+1hu ∣∣|Ij ∣∣τm+1j − τmj ∣∣ ,
|Q9| ≤ C
∣∣ym+1hu ∣∣|Ij ∣∣RPm+1j ∣∣ ,
|Q10| ≤ C
∣∣ym+1hu ∣∣|Ij ∣∣τm+1j − τmj ∣∣ ,
|Q14| ≤ C
∣∣ym+1hu ∣∣|Ij+1 ∣∣τm+1j+1 − τmj+1∣∣ ∣∣RMm+1j ∣∣ ,
|Q15| ≤ Ch
∣∣ym+1hu ∣∣|Ij+1 ∣∣τm+1j+1 − τmj+1∣∣2 ,
|Q16| ≤ C
∣∣ym+1hu ∣∣|Ij+1 ∣∣τm+1j+1 − τmj+1∣∣2 ∣∣RMm+1j ∣∣ ,
|Q18| ≤ C
∣∣ym+1hu ∣∣|Ij ∣∣τm+1j − τmj ∣∣ ∣∣RPm+1j ∣∣ ,
|Q19| ≤ Ch
∣∣ym+1hu ∣∣|Ij ∣∣τm+1j − τmj ∣∣2 ,
|Q20| ≤ C
∣∣ym+1hu ∣∣|Ij ∣∣τm+1j − τmj ∣∣2 ∣∣RPm+1j ∣∣ .
Using the similar arguments as for Dm+1j we compare the groups to determine the terms
of the lower order. We observe that due to Q5 we can neglect the terms Q3, Q13 and Q15
and deal with Q5 only. Estimating next the difference of the tangents by a constant in
Q14 and Q16 one obtains the term Q4. Moreover, we can ignore the terms Q8, Q17 and
Q19 and treat Q10. Analogously, instead of considering Q18 and Q20 one can examine Q9.
Due to the definition of RPm+1j , RM
m+1
j and notation I(j), which will be used at the end,
we choose from the first four groups one representative, for instance Q6. For the same
reason, we estimate Q9 and Q10 instead of Q4 and Q5, respectively. Summarizing, we end
up with the following terms Q6, Q9 and Q10. In view of the above estimates, recalling




∥∥ym+1hu ∥∥L∞) ∣∣Rm+1j ∣∣ ,
|Q10| ≤Ch− 12
∥∥ym+1hu ∥∥L∞ ∥∥τm+1h − τmh ∥∥L2(Ij+1) . (B.3)
We note that due to our remark at the beginning of the proof, Em+1j and G
m+1
j can be
estimated in a similar way. Using now the notation I(j), results (B.2), (B.3) and estimate
(4.99) we immediately obtain the claim of the lemma.
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