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Abstract
The purpose of this paper is to study the eigenvalue problems for a class of positive nonlin-
ear operators. Using projective metric techniques and the contraction mapping principle, we
establish existence, uniqueness and continuity results for positive eigensolutions of a particular
type of positive nonlinear operator. In addition, we prove the existence of a unique fixed point
of the operator with explicit norm-estimates. Applications to nonlinear systems of equations
and to matrix equations are considered.
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1. Introduction
This paper is concerned with the study of eigenvalue problems for a class of positive
nonlinear operators defined on a cone in a Banach space. In [7] Potter introduced the
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theory of p-concave and p-convex operators. Of particular interest is the fact that
increasing p-concave and decreasing (-p)-convex operators are p-contractions in
Hilbert’s projective metric. Consequently certain existence and uniqueness theorems
can be proved using the Banach contraction mapping principle. Applications of the
theory to the positive solution of a class of nonlinear Hammerstein integral equations
can be found in [7] and [8].
In this paper we consider further extensions of the theory for p-concave oper-
ators. Similar analysis applies to (-p)-convex operators. In particular, we do not
assume that the cone is solid, and we consider the case of a self-mapping of a sub-
set of the boundary of the cone. In Section 3, we establish existence, uniqueness
and continuity results for positive eigensolutions of a class of p-concave operators.
We also give explicit upper and lower bounds for an eigensolution. Moreover, the
method leads to a result on the existence of a unique fixed point of the operator
with explicit norm-estimates. In Sections 4 and 5, we apply our results to the study
of nonlinear systems of equations and matrix equations. Applications to nonlinear
differential equations and related boundary value problems will be discussed else-
where.
2. Preliminaries
Let X be a real Banach space, and let K be a closed cone in X, that is, a closed
subsetK with the properties: (i) aK + K ⊂ K for all a  0 and (ii)K ∩ (−K) = {0}.
Then K defines a reflexive and transitive partial ordering on X by x  y if and only
if y − x ∈ K .
For x, y ∈ K+ = K\{0}, we let M(x, y) = inf{λ : x  λy}, or M(x, y) = ∞ if
the set is empty, and m(x, y) = sup{µ : µy  x} . The Hilbert projective metric is
defined in K+ by
d(x, y) = log M(x, y)
m(x, y)
.
The following properties of M , m and d were discussed in Bushell [1] and throughout
this paper we use these properties as necessary.
Lemma 2.1. For x, y ∈ K+,
(a) 0  m(x, y)  M(x, y) ∞.
(b) m(x, y)y  x  M(x, y)y if M(x, y) < ∞.
(c) d(λx, µy) = d(x, y) for all λ, µ > 0.
Following Bushell [3], if f ∈ K+, we define
Kf = {x ∈ K+ : d(x, f ) < ∞}.
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It is easy to see thatKf + Kf ⊂ Kf . Note that if
◦
K , the interior ofK , is not empty and
if f ∈ ◦K , then Kf coincides with
◦
K . In fact, d(x, y) < ∞ for all x, y ∈ ◦K [1]. On the
other hand, if D(f, ) ≡ {g ∈ X : ‖g − f ‖ < } ⊂ K , then D(x,m(x, f )) ⊂ K
for all x ∈ Kf . We also define for r > 0,
Ef,r = {x ∈ Kf : ‖x} = r}.
Then {Ef,r , d} is a metric space [3]. Moreover, we have
Theorem 2.2. Suppose that the norm in X is monotonic, that is, 0  x  y implies
‖x‖  ‖y‖. Then
(a) ‖x − y‖  2r[ed(x,y) − 1] for all x, y ∈ Ef,r .
(b) {Ef,r , d} is a complete metric space.
Proof. (a) Let x, y ∈ Ef,r . Since
0  m(x, y)y  x  M(x, y)y (2.1)
and since the norm is monotonic, we have m(x, y)‖y‖  ‖x‖  M(x, y)‖y‖. Thus,
0 < m(x, y)  1  M(x, y) < ∞. (2.2)
Also, 0  x − m(x, y)y  [M(x, y) − m(x, y)]y implies that ‖x − m(x, y)y‖ 
[M(x, y) − m(x, y)]r . So,
‖x − y‖ ‖x − m(x, y)y‖ + ‖y − m(x, y)y‖
 [M(x, y) − m(x, y)]r + [1 − m(x, y)]r
 2r[M(x, y) − m(x, y)]
 2r[ed(x,y) − 1].
(b) The completeness of {Ef,r , d} in case r = 1 has been proved by Bushell in
[3]. To prove the general case, suppose that {xn} is a Cauchy sequence in {Ef,r , d}.
From Lemma 2.1(c), {xn/r} is a Cauchy sequence in {Ef,1, d}, and hence limn→∞ d
(xn/r, z) = 0 for some z ∈ Ef,1. It follows that limn→∞ d(xn, rz) = 0 so that {xn}
converges in {Ef,r , d}. 
3. Concave mappings and eigenvalue problems
Definition 3.1. Let T : K → K , and let p  0. We say that
(a) T is increasing if 0  x  y implies T x  Ty.
(b) T is p-concave if T (λx)  λpT x for all x ∈ K and 0 < λ < 1.
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Note that T is p-concave if and only if T (µx)  µpT x for all x ∈ K and µ > 1.
Theorem 3.1. Let the norm in X be monotonic. Suppose that T : K → K is an
increasingp-concave mapping and thatTf ∈ Kf for somef ∈ K+. ThenT : Kf →
Kf and
d(T x, T y)  pd(x, y) f or all x, y ∈ Ef,r .
Proof. Let x ∈ Kf . Since 0  m(x, f )f  x  M(x, f )f , and since the norm is
monotonic, we have
m(x, f )  λ  M(x, f ), (3.1)
where λ = ‖x‖/‖f ‖. Since T is increasing, T (m(x, f )f )  T x  T (M(x, f )f ).
Thus, using the p-concavity of T , if λ  1,
m(x, f )pm(Tf, f )f  m(x, f )pTf  T x  [M(x, f )/λ]pT (λf )
 [M(x, f )/λ]pTf  [M(x, f )/λ]pM(Tf, f )f
so that{
M(T x, f )  [M(x, f )/λ]pM(Tf, f )
m(T x, f )  m(x, f )pm(Tf, f ). (3.2)
Therefore,
d(T x, f )  p[d(x, f ) − log λ] + d(Tf, f ) < ∞. (3.3)
A similar computation shows that if λ  1,
d(T x, f )  p[d(x, f ) + log λ] + d(Tf, f ) < ∞. (3.4)
This proves that T x ∈ Kf . Next suppose that x, y ∈ Ef,r . Since T is increasing and
p-concave, it follows from (2.1) and (2.2) that
m(x, y)pT y  T x  M(x, y)pT y.
Therefore, d(T x, T y)  pd(x, y). 
Theorem 3.2. Let the norm in X be monotonic. Suppose that T : K → K is an
increasing p-concave mapping with 0 < p < 1, and that Tf ∈ Kf for some f ∈ K+
with ‖f ‖ = 1. Then for each r > 0, there exists a unique pair (zr , λr) ∈ Ef,r ×
(0,∞) such that T zr = λrzr . Moreover, we have{
r
1
1−p (m/M)
1
1−p f  zr  r
1−2p
1−p (M/m)
1
1−p f
rp−1m  λr  r−1M
if r  1,
and {
r
1−2p
1−p (m/M)
1
1−p f  zr  r
1
1−p (M/m)
1
1−p f
r−1m  λr  rp−1M
if r  1,
where M = M(Tf, f ) and m = m(Tf, f ).
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Proof. For each r > 0, we define Fr : Ef,r → Ef,r by Frx = rT x/‖T x‖. From
Theorem 3.1, this is well defined, and we have for x, y ∈ Ef,r ,
d(Frx, Fry) = d(T x, T y)  pd(x, y).
Since {Ef,r , d} is complete and since 0 < p < 1, it follows from the contraction
mapping principle that Fr has a unique fixed point zr in Ef,r . If we set λr = ‖T zr‖/r ,
then we obtain T zr = λrzr . The uniqueness of the pair (zr , λr) is clear, for if (zr , λr),
(z′r , λ′r ) ∈ Ef,r × (0,∞) satisfy T zr = λrzr and T z′r = λ′rz′r , then zr and z′r are fixed
points of Fr , and the uniqueness of the fixed point zr implies that zr = z′r and therefore
λr = λ′r .
To estimate zr and λr , we suppose first that r  1. Then by (3.1) and (3.2) with
x = zr , we have

m(zr , f )  r  M(zr, f )
λrM(zr , f )  [M(zr, f )/r]pM(Tf, f )
λrm(zr , f )  m(zr , f )pm(Tf, f ).
(3.5)
Solving (3.5) for λr , we obtain
rp−1m(Tf, f )  λr  r−1M(Tf, f ).
This together with (3.5) gives
M(zr, f )  r
1−2p
1−p [M(Tf, f )/m(Tf, f )] 11−p
m(zr , f )  r
1
1−p [m(Tf, f )/M(Tf, f )] 11−p ,
as required. Estimates for zr and λr in the case r  1 can be obtained by a similar
argument. 
Corollary 3.3. Under the same hypotheses as Theorem 3.2,
(a) limr→0 λr = ∞ and limr→∞ λr = 0.
(b) If λr  λs, then zr  zs; thus, λr is a strictly decreasing function of r .
Proof. (a) This follows directly from the estimates for λr given in Theorem 3.2.
(b) Suppose λr  λs . If zrzs , then we would have M(zs, zr ) > 1 so that
zs = 1
λs
T zs 
1
λs
M(zs, zr )
pT zr = λr
λs
M(zs, zr )
pzr  M(zs, zr )pzr .
It follows that M(zs, zr )  M(zs, zr )p, which is impossible, since M(zs, zr ) > 1
and 0 < p < 1. Hence zr  zs . Now λr  λs implies that zr  zs . Since the norm is
monotonic, it follows that r  s. So, λr is a strictly decreasing function of r . 
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The existence of a unique fixed point of T can be proved if continuity conditions
are imposed on T .
Theorem 3.4. Suppose in addition to the hypotheses made in Theorem 3.2 that T :
Kf → Kf is continuous in the norm topology. Then
(a) The mapping r → zr ∈ Kf is continuous in the norm topology.
(b) The mapping r → λr ∈ (0,∞) is continuous.
(c) There exists a unique z ∈ Kf such that T z = z. Moreover, we have
m
1
1−p  ‖z‖  M if ‖z‖  1,
m  ‖z‖  M 11−p if ‖z‖  1,
where M = M(Tf, f ) and m = m(Tf, f ).
Proof. (a) By (3.3) and (3.4) with x = zr , we have
d(zr , f ) = d(T zr , f ) 
{
p[d(zr , f ) − log r] + d(Tf, f ) if r  1,
p[d(zr , f ) + log r] + d(Tf, f ) if r  1,
so that
d(zr , f ) 
{ 1
1−p [−p log r + d(Tf, f )] if r  1
1
1−p [p log r + d(Tf, f )] if r  1
.
It follows that if J ⊂ (0,∞) is a compact interval, then there exists a constant C such
that d(zr , f )  C for all r ∈ J .
Now we construct a sequence {zr,k} in Ef,r inductively by taking zr,1 = rf and
setting zr,k+1 = Fr(zr,k) = rT zr,k/‖T zr,k‖. By the contraction mapping principle,
d(zr,k, zr ) → 0 as k → ∞. So, there is an integer k0(r) (depending on r) such that
d(zr,k, zr ) < 1 whenever k  k0(r). Moreover, by Theorem 2.2(a), we have ‖zr,k −
zr‖ → 0 as k → ∞. If r ∈ J and k  k0(r), we then have
d(zr,k, zr,1)  d(zr,k, zr ) + d(zr , zr,1) < 1 + C
so that
d(zr,k+n, zr,n) = d(Fr(zr,k+n−1), Fr(zr,n−1))  pd(zr,k+n−1, zr,n−1)
 · · ·  pn−1d(zr,k+1, zr,1) < pn−1(1 + C).
Thus, by Theorem 2.2(a),
‖zr,k+n − zr,n‖  2r
[
ep
n−1(1+C) − 1],
and letting k → ∞, we obtain
‖zr − zr,n‖  2r
[
ep
n−1(1+C) − 1].
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This shows that as n → ∞, ‖zr − zr,n‖ → 0 uniformly for r ∈ J . Since T : Kf →
Kf is continuous in the norm topology, a simple inductive argument shows that for
each n  1, the mapping r → zr,n is continuous in the norm topology. It follows that
the mapping r → zr is also continuous in the norm topology.
(b) Since λr = ‖T zr‖/r , (b) follows from (a) and the continuity of T .
(c) By (b), Corollary 3.3 and the intermediate value theorem, there is a unique r > 0
such that λr = 1. Thus, the corresponding zr is a fixed point of T . The uniqueness of
the fixed point follows immediately from Corollary 3.3(b). Since ‖zr‖ = r , Theorem
3.2 gives{
rp−1m(Tf, f )  1  r−1M(Tf, f ) if ‖zr‖  1,
r−1m(Tf, f )  1  rp−1M(Tf, f ) if ‖zr‖  1.
From this we obtain norm-estimates for the fixed point. 
4. Applications to nonlinear systems of equations
The results of Section 3 can be used to prove the existence and uniqueness of
positive solutions for certain nonlinear systems of equations. In this section, let X =
Rn and K = {(x1, . . . , xn) : xi  0 for all 1  i  n} so that
◦
K = {(x1, . . . , xn) : xi > 0 for all 1  i  n}.
For x = (x1, . . . , xn) ∈ K and p > 0, we let xp = (xp1 , . . . , xpn ). Note that if 0 
x  y, then ‖x‖  ‖y‖ and xp  yp. Throughout this section all the vectors in Rn
will be regarded as column vectors.
Theorem 4.1. Let x0 ∈
◦
K, and let A1, A2, . . . , Am−1 be n × n matrices with non-
negative entries. Then there exists a unique x ∈ ◦K such that
x0 + A1x + A2x2 + · · · + Am−1xm−1 = xm.
Proof. Define a map T : K → K by
Ty = x0 + A1y 1m + A2y 2m + · · · + Am−1y m−1m .
It is easy to see that T is increasing and continuous in the norm topology. Also, for
y ∈ K and 0 < λ < 1, we have
T (λy) = x0 + λ 1m A1y 1m + λ 2m A2y 2m + · · · + λm−1m Am−1y m−1m
 λm−1m (x0 + A1y 1m + A2y 2m + · · · + Am−1y m−1m )
= λm−1m Ty,
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so that T is
(
1 − 1
m
)
-concave. Since x0 ∈
◦
K, T x0 ∈
◦
K = Kx0 . It follows from The-
orem 3.4 that there exists a unique z ∈ ◦K such that T z = z. If we set x = z 1m , the
proof is complete. 
The same argument using the map
Ty = x0 + A1y 1m +
(
A2y
1
m
)2 + · · · + (Am−1y 1m )m−1
gives a proof of the next theorem.
Theorem 4.2. Let x0 ∈
◦
K , and let A1, A2, . . . , Am−1 be n × n matrices with non-
negative entries. Then there exists a unique x ∈ ◦K such that
x0 + A1x + (A2x)2 + · · · + (Am−1x)m−1 = xm.
Remark 4.1. In n = 1 dimension, Theorems 4.1 and 4.2 assert that if a0 > 0 and
a1, a2, . . . , am−1  0, then the polynomial
xm − am−1xm−1 − · · · − a2x2 − a1x − a0
has a unique positive root. This is a well-known result in polynomial theory.
5. Applications to matrix equations
In this section, let X denote the real Banach space of n × n real symmetric matrices
Awith ‖A‖ = sup{‖Ax‖ : x ∈ Rn, ‖x‖ = 1}. LetK denote the cone of positive semi-
definite matrices in X, so that
◦
K is the set of positive definite matrices in X. It is well
known that if 0  A  B, then ‖A‖  ‖B‖. Also, a classical theorem of Loewner
[5,6] states that if 0  A  B and 0 < p < 1, thenAp  Bp. For ann × n real matrix
S, we denote by St the transpose of S. It is clear that A ∈ K implies StAS ∈ K , and
that A ∈ ◦K implies StAS ∈ ◦K if S is non-singular.
Theorem 5.1. Let A0 ∈ K , and let T1, T2, . . . , Tm−1 be n × n real non-singular
matrices. Then there exists a unique A ∈ ◦K such that
A0 + T t1AT1 + T t2A2T2 + · · · + T tm−1Am−1Tm−1 = Am.
Proof. Define a map T : K → K by
T (B) = A0 + T t1B
1
m T1 + T t2B
2
m T2 + · · · + T tm−1B
m−1
m Tm−1.
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This map is well defined and by Loewner’s theorem, we see that T is increasing. For
B ∈ K and 0 < λ < 1, we have
T (λB) = A0 + λ 1m T t1B
1
m T1 + λ 2m T t2B
2
m T2 + · · · + λm−1m T tm−1B
m−1
m Tm−1
 λm−1m
(
A0 + T t1B
1
m T1 + T t2B
2
m T2 + · · · + T tm−1B
m−1
m Tm−1
)
= λm−1m T (B)
so that T is
(
1 − 1
m
)
-concave. Since each Ti is non-singular, T (
◦
K) ⊂ ◦K; in particular,
T (I) ∈ ◦K = KI , where I denotes the n × n identity matrix. Moreover, by Theorem
6.2.27 of [4], we see that T : ◦K → ◦K is continuous in the norm topology. Thus, by
Theorem 3.4, there exists a unique C ∈ ◦K such that T (C) = C. The theorem now
follows if we set A = C 1m . 
For an n × n real symmetric matrix A, we denote by λmax(A) and λmin(A) the
greatest and the least eigenvalue of A, respectively. It was shown in Bushell [2] that
for A, B ∈ ◦K , M(A,B) = λmax(B−1A) and m(A,B) = λmin(B−1A). Using this,
one can prove that:
Corollary 5.2. The unique solution A in Theorem 5.1 satisfies
[λmin(A0) + (m − 1)]1/m  ‖A‖  λmax(A0) + (m − 1)
if the matrices T1, T2, . . . , Tm−1 are orthogonal.
Proof. By Theorem 3.4(c), we have{
m(T (I), I )m  ‖A‖m  M(T (I), I ) if ‖A‖  1,
m(T (I ), I )  ‖A‖m  M(T (I), I )m if ‖A‖  1.
Now if T1, T2, . . . , Tm−1 are orthogonal, then T (I) = A0 + (m − 1)I so that
M(T (I), I ) = λmax(A0) + (m − 1) and m(T (I), I ) = λmin(A0) + (m − 1).
Since m  2, m(T (I), I )  1 so the result follows. 
Let S be an n × n real non-singular matrix, and let α ∈ R, α /= ±1. It was shown
in Bushell [3] that there is a unique positive definite matrix A such that StAS = Aα .
At the conclusion of this section, we give a result for the solution A.
Theorem 5.3
(a) If SG = GS for some real symmetric matrix G, then AG = GA.
(b) If S is normal, then AS = SA, and in fact, A = (StS) 1α−1 .
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Proof. Let Q be an n × n real matrix. We denote by XQ the real Banach space of
n × n real symmetric matrices B such that BQ = QB, and denote by KQ the cone
of positive semi-definite matrices in XQ. Then
◦
KQ, the interior of KQ, is the set of
positive definite matrices in XQ.
We consider first the case α > 1. To prove (a), we define a map T G : KG → KG
by T G(B) = StB1/αS. Since SG = GS and G is symmetric, StG = GSt . Also, if
B ∈ KG, then B1/α ∈ KG. Thus, the map T G is well defined. As in the proof of Theo-
rem 5.1, there exists a unique C ∈
◦
KG such that T G(C) = C. Since A = C1/α ∈
◦
KG,
it follows that AG = GA. To prove (b), we note that if B ∈ KS , then StB1/αS ∈
KS since B1/α ∈ KS and S is normal. Thus, the map T S : KS → KS defined by
T S(B) = StB1/αS, is well defined. Again, following the proof of Theorem 5.1, there
exists a unique C ∈
◦
KS such that T S(C) = C. Then A = C1/α ∈
◦
KS implies that
AS = SA.As a result, Aα = StSA, so A = (StS) 1α−1 .
Next we consider the case 0  α < 1. If α = 0, then StAS = I implies that A =
(SSt)−1, and the theorem is immediate. So we assume 0 < α < 1. Note that StAS =
Aα is equivalent to (S−1)tAαS−1 = (Aα)1/α . Since 1/α > 1 and S−1 also satisfies
the hypotheses of (a) and (b), we can apply the above results to complete the proof.
Finally, we note that the above argument also works for negative α since the map
B → B−1 is a projective isometry in
◦
KQ [2]. 
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