Abstract: This article deals with the mathematical modeling of Tsallis entropy in fuzzy dynamical systems. At first, the concepts of Tsallis entropy and Tsallis conditional entropy of order q, where q is a positive real number not equal to 1, of fuzzy partitions are introduced and their mathematical behavior is described. As an important result, we showed that the Tsallis entropy of fuzzy partitions of order q > 1 satisfies the property of sub-additivity. This property permits the definition of the Tsallis entropy of order q > 1 of a fuzzy dynamical system. It was shown that Tsallis entropy is an invariant under isomorphisms of fuzzy dynamical systems; thus, we acquired a tool for distinguishing some non-isomorphic fuzzy dynamical systems. Finally, we formulated a version of the Kolmogorov-Sinai theorem on generators for the case of the Tsallis entropy of a fuzzy dynamical system. The obtained results extend the results provided by Markechová and Riečan in Entropy, 2016, 18, 157, which are particularized to the case of logical entropy.
Introduction
The concept of entropy to ergodic theory was introduced by Kolmogorov [1] and Sinai [2] in relation to the problem of isomorphisms of dynamical systems. Let (X, S, µ, U) be a dynamical system, i.e., let (X, S, µ) be a probability space and U : X → X be a measure µ preserving transformation (i.e., G ∈ S implies U −1 (G) ∈ S, and µ(U −1 (G)) = µ(G)). If G = {G 1 , G 2 , . . . , G k } is a measurable partition of a probability space (X, S, µ) with probabilities p i = µ(G i ), i = 1, 2, . . . , k, then the entropy of the partition G is defined as the number H(G) = ∑ k i=1 F(p i ), where F : [0, 1] → [0, ∞) is the Shannon entropy function defined by F(x) = −x· log x, if x > 0, and F(0) = 0 (cf. [3] ). If G and H are two measurable partitions of (X, S, µ), then the family G ∨ H = {G ∩ H; G ∈ G, H ∈ H} is a measurable partition of (X, S, µ). Evidently, the family U −1 (G) = U −1 (G); G ∈ G is also a measurable partition of (X, S, µ). The Kolmogorov-Sinai entropy of a dynamical system (X, S, µ, U) is defined as the number h(U) = sup{h(G, U)}, where the supremum is taken over all finite measurable partitions G of probability space (X, S, µ), and h(G, U) is defined as lim The Kolmogorov-Sinai entropy has proved to be widely applicable. It is used to measure the complexity of the motion in a dynamical system; Russian mathematician Pesin (cf. [4] ) demonstrated that when the Kolmogorov-Sinai entropy is greater than zero, the dynamical system will display chaos. Successful applications of Kolmogorov-Sinai entropy of a dynamical system stimulated the study of alternative entropy measures of dynamical systems. We note that in Reference [5] , the notion of logical entropy h L (U) of a dynamical system (X, S, µ, U) was proposed. It has turned out that if the Shannon entropy function F is replaced by the function L : [0, 1] → [0, ∞) defined, for every x ∈ [0, 1], by the following equation:
the results analogous to the case of Kolmogorov-Sinai entropy theory are obtained. The logical entropy h L (U) is invariant under isomorphisms of dynamical systems; therefore, it can be used as an alternative tool for distinguishing some non-isomorphic dynamical systems. We note that some other recently published results concerning the logical entropy can be found, for example, in References [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . In Reference [9] , the logical entropy of fuzzy dynamical systems was studied. We remind the reader that fuzzy set theory was introduced by Zadeh in Reference [18] as an extension of the classical Cantor set theory. While in the classical set theory, the membership of elements in a set is assessed in binary terms according to a bivalent condition-an element either belongs or does not belong to the set, fuzzy set theory allows the assessment of the membership of elements in a set. This is described by a membership function which assigns to every element a degree of membership ranging in the real unit interval [0, 1] . Fuzzy sets are a generalization of classical sets, because the characteristic functions of classical sets are special cases of the membership functions of fuzzy sets. Fuzzy set theory can be used in a wide range of domains in which information is incomplete or imprecise. Since the seminal publication [18] , fuzzy set theory has advanced in various mathematical disciplines and it has also found many significant practical applications-for example, in control theory, data analysis, artificial intelligence, and computational intelligence. Of course, many publications (see e.g., [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] ) are devoted to the study of entropy in the fuzzy case. In our work [9] , we introduced the concept of logical entropy of fuzzy dynamical systems. Instead of measurable partitions, we considered so-called fuzzy partitions that can be used for modeling experiments with vague, incomplete information. The aim of this paper is to generalize the results regarding the logical entropy in the fuzzy case given in Reference [9] to the case of Tsallis entropy.
Tsallis entropy, as a generalization of standard Shannon-type entropy, was introduced by Constantino Tsallis in Reference [34] . Since then, the concept has been extensively studied. Tsallis entropy in its form is identical with Havrda-Charvát alpha-entropy, introduced in Reference [35] in the framework of information theory. If P = {p 1 , p 2 , . . . , p n } is a probability distribution, then its Tsallis entropy of order q, where q ∈ (0, 1) ∪ (1, ∞), is defined by the following equation:
Tsallis entropy plays a significant role in the non-extensive statistical mechanics of complex systems [36] . The number q is the so-called entropic index; it characterizes the degree of non-extensivity of the system. Applications of Tsallis entropy have been found for a wide range of phenomena in diverse disciplines such as chemistry, physics, geophysics, biology, economics, medicine, etc. (see, e.g., [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] ). Tsallis entropy is also applicable to large domains in communication systems (cf. [50] ); its image processing applications through information theory can be found, for example, in Reference [51] . For a full and regularly updated bibliography, see Reference [52] .
Let us define, for any real number q = 1, the function
for every x ∈ [0, 1]. Obviously, for q ∈ (0, 1) ∪ (1, ∞), we can write:
If we put q = 2 into Equation (4), then we obtain:
which is the logical entropy of the probability distribution P = {p 1 , p 2 , . . . , p n } studied in Reference [6] . The logical entropy of partitions in a product MV-algebra (cf. [53] [54] [55] ) was defined and studied in Reference [10] . Another recently published paper [56] was devoted to the mathematical modeling of Tsallis entropy in product MV-algebra dynamical systems. It should be noted that the full tribe of fuzzy sets represents a special case of product MV-algebras; therefore, the results provided in References [10, 56] can be immediately applied to this important case of fuzzy sets. It is known that there are many possibilities for defining operations over fuzzy sets; for an overview, see Reference [57] . While in the case of the full tribe of fuzzy sets, Łukasiewicz connectives were applied, the access in this paper is based on standard Zadeh connectives [18] . The presentation in this paper is structured as follows. Section 2 provides definitions, notations, and some known facts used in the article. In Section 3, the concept of the Tsallis entropy of order q ∈ (0, 1) ∪ (1, ∞) of a fuzzy partition and its conditional version are introduced and studied. It is shown that the proposed definitions of Tsallis entropies generalize the logical entropy of fuzzy partitions studied in Reference [9] ; it is enough to put q = 2. In addition, they are consistent, in the case of the limit of q → 1, with the Shannon-type entropy of fuzzy partitions proposed in Reference [29] (see also [30, 31] ). Section 4 deals with the mathematical modeling of the Tsallis entropy of fuzzy dynamical systems. Using the proposed notion of Tsallis entropy of a fuzzy partition, we define the Tsallis entropy of order q > 1 of a fuzzy dynamical system. It turns out that the Tsallis entropy is an invariant under isomorphisms of fuzzy dynamical systems, and can thus be used as a tool for distinguishing non-isomorphic fuzzy dynamical systems. Finally, we formulate a version of the Kolmogorov-Sinai theorem on generators for the case of the Tsallis entropy of a fuzzy dynamical system. The last section provides brief closing remarks.
Basic Definitions, Notations, and Facts
Let us start with recalling the basic terms and some of the known results that are used in the article. It is known that the classical Cantor set A in the universe X can be represented by the characteristic function ϕ A mapping X into the set {0, 1}, namely, for x ∈ X, ϕ A (x) = 0, if x / ∈ A, and ϕ A (x) = 1, if x ∈ A. A fuzzy subset of X is defined by a membership function mapping X into the unit interval [0, 1]: by a fuzzy subset of X, we understand a map a : X → [0, 1] (where the considered fuzzy set is identified with its membership function). The value a(x) is considered as a degree of membership of the element x ∈ X to the fuzzy set a. If a(x) = 0, then x does not belong to a, if a(x) = 1, then x belongs to a, and if a(x) ∈ (0, 1), then x possibly belongs to a, but this is not certain. For the last case, the nearer to 1 the value a(x) is, the higher the possibility that x belongs to a. Let X be a non-empty set. By the symbols ∪ ∞ n=1 a n and ∩ ∞ n=1 a n , we denote the fuzzy union and the fuzzy intersection of a sequence {a n } ∞ n=1 of fuzzy subsets of X, respectively, in the sense of Zadeh [18] ; i.e., ∪ ∞ n=1 a n = sup n a n , and ∩ ∞ n=1 a n = inf n a n . The symbol a ⊥ denotes the complement of fuzzy subset a of X, i.e., a ⊥ = 1 X − a. Here, 1 X indicates the constant function with the value 1. Analogously, the symbols (1/2) X and 0 X will indicate the constant functions with the value 1/2, and 0, respectively. Additionally, the relation ≤ will indicate the usual order relation of fuzzy subsets of X, i.e., a ≤ b if and only if a(x) ≤ b(x), for every x ∈ X. The complementation ⊥ : a → a ⊥ satisfies, for every fuzzy subset a, b of X, the conditions: (a ⊥ ) ⊥ = a, and a ≤ b implies b ⊥ ≤ a ⊥ . Further, for any sequence {a n } ∞ n=1 of fuzzy subsets of X, the de Morgan laws hold: ∪ ∞ n=1 a n ⊥ = ∩ ∞ n=1 a ⊥ n , and ∩ ∞ n=1 a n ⊥ = ∪ ∞ n=1 a ⊥ n . A fuzzy measurable space [58] is a couple (X, M), where X is a non-empty set, and M is a fuzzy σ−algebra of fuzzy subsets of X, i.e., M ⊂ [0, 1] X containing 1 X , excluding (1/2) X , closed under the operation ⊥ (i.e., if a ∈ M, then a ⊥ ∈ M) and countable supremums (i.e., satisfying the implication if a n ∈ M, n = 1, 2, . . . , then ∪ ∞ n=1 a n ∈ M). It can be verified that the concept of a fuzzy measurable space generalizes the notion of a measurable space (X, S) from the classical measure theory; it is enough to put M = {ϕ A ; A ∈ S}, where ϕ A is the characteristic function of the set A ∈ S. Using this procedure, the classical model can be embedded into the fuzzy case. Fuzzy sets a, b ∈ M such that a ∩ b = 0 X are considered to be separated, while fuzzy sets a, b ∈ M such that a ≤ b ⊥ are considered to be W-separated [59] . A fuzzy set a ∈ M such that a ≥ a ⊥ is called a W-universum; a fuzzy set a ∈ M such that a ≤ a ⊥ is called a W-empty fuzzy set. It can be proved that a fuzzy set a ∈ M is a W-universum if and only if there exists a fuzzy set b ∈ M such that a = b ∪ b ⊥ . The following definition was introduced in Reference [60] .
Definition 1 [60] . Let (X, M) be a fuzzy measurable space. A map s : M → [0, 1] is called a fuzzy P-measure, if the following two conditions are satisfied: (i) s(a ∪ a ⊥ ) = 1, for every a ∈ M; (ii) if {a n } ∞ n=1 is a sequence of pairwise W-separated fuzzy subsets from M, then s ∪ ∞ n=1 a n = ∑ ∞ n=1 s(a n ). The triplet (X, M, s) is said to be a fuzzy probability space.
A fuzzy subset belonging to the fuzzy σ−algebra M is regarded as a fuzzy event; W-separated fuzzy events are regarded as mutually exclusive events. A W-universum is considered as a certain event, while a W-empty set as an impossible event. The fuzzy P-measure s : M → [0, 1] has properties analogous to properties of a classical probability measure (for the proof, see [60] ). We present some of them below.
Definition 2. Let (X, M, s) be a fuzzy probability space. If a, b ∈ M, then we define: (5) is a fuzzy P-measure. It plays the role of a conditional probability measure on the family M of fuzzy events. The following definition of a fuzzy partition was introduced in Reference [61] . Definition 3 [61] . A fuzzy partition of a fuzzy probability space (X, M, s) is a family α = {a 1 , a 2 , . . . , a n } of pairwise W-separated fuzzy sets from M with the property s ∪ n i=1 a i = 1.
In the class of all fuzzy partitions of fuzzy probability space (X, M, s), we define the refinement partial order as follows. If α = {a 1 , a 2 , . . . , a k } and β = {b 1 , b 2 , . . . , b l } are two fuzzy partitions of (X, M, s), then we say that β is a refinement of α (and write α ≺ β), if there exists a partition {I 1 , I 2 , . . . , I k } of the set {1, 2, . . . , l} such that a i = ∪ j∈I i b j , for i = 1, 2, . . . , k. Further, we set
One can easily to verify that the family α ∨ β is a family of pairwise W-separated fuzzy sets from M; moreover, by the property (P4), we obtain
This means that α ∨ β is a fuzzy partition of (X, M, s); it represents a combined experiment consisting of a realization of the experiments α and β. If α 1 , α 2 , . . . , α n are fuzzy partitions of (X, M, s), then we put
Example 1. Let (X, S, µ) be a classical probability space. If we set M = {ϕ A ; A ∈ S}, where ϕ A is the characteristic function of the set A ∈ S, and define the map s :
for every ϕ A ∈ M, then it is easy to verify that the system (X, M, s) is a fuzzy probability space. A measurable partition G = {G 1 , G 2 , . . . , G k } of probability space (X, S, µ) can be viewed as a fuzzy partition if we consider
Definition 4.
Two fuzzy partitions α = {a 1 , a 2 , . . . , a k } and β = {b 1 , b 2 , . . . , b l } of a fuzzy probability space (X, M, s) are said to be statistically independent if s(
The following definition of logical entropy and conditional logical entropy of fuzzy partitions was introduced in Reference [9] .
. . , b l } be two fuzzy partitions of a fuzzy probability space (X, M, s). We define the logical entropy of α by:
The conditional logical entropy of α given β is defined by the following equation:
Remark 1. It is evident that we can write Equation (6
is the logical entropy function defined by Equation (1) . Equation (7) can be expressed in the following form:
In Reference [9] , we proved the basic properties of the suggested entropy measures. Specifically, the logical entropy of fuzzy partitions was shown to have the property of sub-additivity (i.e.,
, for arbitrary fuzzy partitions α, β of (X, M, s)), and not to have the property of additivity. It satisfies the following weaker property: if fuzzy partitions α, β of (X, M, s) are statistically
The definition of the Shannon-type entropy of fuzzy partitions was proposed in Reference [29] , and is given as follows.
Definition 6 ([29]
). Let α = {a 1 , a 2 , . . . , a k }, β = {b 1 , b 2 , . . . , b l } be two fuzzy partitions of a fuzzy probability space (X, M, s). We define the entropy of α by:
The conditional entropy of α given b j ∈ β is defined by the following equation:
The conditional entropy of α given β is defined by the following equation:
In Definition 6, it is assumed that 0· log 0
The base of the logarithm can be any positive real number; depending on the selected base b of the logarithm, information is measured in bits (b = 2), nats (b = e), or dits (b = 10). In Reference [29] , it was shown that the proposed entropy of fuzzy partitions has properties analogous to the properties of Shannon's entropy of classical measurable partitions. Specifically, for any fuzzy partitions α, β of a fuzzy probability space (X, M, s), it holds H s (α ∨ β) ≤ H s (α) + H s (β) with equality if and only if the fuzzy partitions α, β are statistically independent. This means that the Shannon-type entropy of fuzzy partitions has the sub-additivity property as well as the additivity property.
In the succeeding sections, we will use the following known Jensen inequality: for a real concave function ϕ, real numbers x 1 , x 2 , . . . , x n in its domain and non-negative real numbers λ 1 , λ 2 , . . . , λ n satisfying the condition ∑ n k=1 λ k = 1, it holds that:
and the inequality is reversed if ϕ is a real convex function. The equality in Equation (10) holds if and only if x 1 = x 2 = . . . = x n or ϕ is a linear function.
The Tsallis Entropy of Fuzzy Partitions
In this section, we define and study the Tsallis entropy of fuzzy partitions and its conditional version. Here, we assume that (X, M, s) is a fuzzy probability space.
Definition 7.
Let α = {a 1 , a 2 , . . . , a n } be a fuzzy partition of (X, M, s). Then its Tsallis entropy of order q, where q ∈ (0, 1) ∪ (1, ∞), with respect to s is defined by the following equation:
Remark 2. For simplicity, we write s(a k ) q instead of (s(a k )) q .
Definition 8.
Let α = {a 1 , a 2 , . . . , a n } and β = {b 1 , b 2 , . . . , b m } be two fuzzy partitions of (X, M, s). We define the conditional Tsallis entropy of order q, where q ∈ (0, 1) ∪ (1, ∞), of α given β as the number:
Example 2. Let us consider the fuzzy partition ε = {b}, where b ∈ M is a W-universum. It represents a fuzzy experiment resulting in a certain event. Evidently,
, the fuzzy experiment, the outcome of which is a certain event, has zero Tsallis entropy. Furthermore, for every fuzzy partition α = {a 1 , a 2 , . . . , a n } of (X, M, s), due to property (P4), we obtain:
be the function defined by Equation (3). Then we can write Equation (11) in the following equivalent form:
It can be verified that the function L q is, for every q ∈ (0, 1) ∪ (1, ∞), concave and non-negative. The non-negativity of the function L q (for the proof, see [56] ) implies that the Tsallis entropy is always non-negative. Obviously, by inserting q = 2 into Equation (11), we obtain the logical entropy H L (α).
If we insert q = 2 into Equation (12), we obtain the conditional logical entropy H L (α/β). In addition, as a limiting case for q → 1, we obtain the Shannon entropy of fuzzy partitions expressed in nats, as shown by the following theorems. In the proofs, we will need the following propositions. Proposition 1. Let α = {a 1 , a 2 , . . . , a n } be a fuzzy partition of a fuzzy probability space (X, M, s). Then
Proof. The claim (i) is obtained using the condition (P4). If b ∈ M such that s(b) > 0, then using the part (i), we obtain:
Proposition 2. Let α, β, γ, δ be fuzzy partitions of (X, M, s). Then:
We then obtain:
(ii) Let us suppose that α ≺ β and γ ≺ δ. Then there exists a partition {I 1 , I 2 , . . . , I k } of the set {1, 2, . . . , l} such that a i = ∪ j∈I i b j , for i = 1, 2, . . . , k, and there exists a partition {J 1 , J 2 , . . . , J m } of the set {1, 2, . . . , n} such that c r = ∪ t∈J r d t , for r = 1, 2, . . . , m. Set K i,r = {(j, t); j ∈ I i , t ∈ J r }, for i = 1, 2, . . . , k, r = 1, 2, . . . , m. We thus obtain:
. . , a n } and β = {b 1 , b 2 , . . . , b m } be two fuzzy partitions of (X, M, s). Then:
Proof. Let us define on (0, ∞) the functions f and g by f (q) =
s(a i ∩ b j ) q , and
. The functions f and g are differentiable and, using Proposition 1, we obtain:
In addition, it is evident that lim q→1 g(q) = 0. Therefore, we can use L'Hôpital's rule, according to which lim
, under the assumption that the right-hand side exists. To find the derivative of function f , we use the identity b q = e q ln b . We thus obtain:
Since d dq g(q) = 1, using Proposition 1, we obtain:
.
Theorem 2.
Let α = {a 1 , a 2 , . . . , a n } be any fuzzy partition of (X, M, s). Then:
Proof. The claim immediately follows from Theorem 1; it is enough to set β = {1 X }.
In the following, we derive basic properties of the suggested entropy measures of fuzzy partitions. First, we show that the function T s q (α) monotonically decreases with respect to q ∈ (0, 1) ∪ (1, ∞).
Theorem 3.
Let α be a given fuzzy partition of (X, M, s) and q 1 , q 2 be positive real numbers such that
Proof. We have to prove that d dq T s q (α) ≤ 0. Suppose that α = {a 1 , a 2 , . . . , a n }. We thus obtain:
where K = {k; s(a k ) > 0}, and the function h q is defined by h q (x) = 1 − x 1−q + (1 − q) ln x, for any x ∈ (0, 1]. We prove that h q (x) ≤ 0, for every 0 < x ≤ 1. We find
Remark 3. As obvious consequences of Theorems 2 and 3, we have the following relations between Tsallis entropy T s q (α) and Shannon's entropy H s (α): T s q (α) ≥ H s (α), for q ∈ (0, 1), and T s q (α) ≤ H s (α), for q ∈ (1, ∞). Of course, in the previous inequalities, the entropy H s (α) is expressed in nats. 
, which is consistent with what is stated in Remark 3.
In the following theorem, we show the concavity of Tsallis entropy T s q (α) as a function of s. Let us denote by the symbol S(M) the family of all fuzzy P-measures defined on a given fuzzy measurable space (X, M). It is routine to prove that if s, t ∈ S(M), then, for every real number λ ∈ [0, 1], it holds that λs + (1 − λ)t ∈ S(M).
Theorem 4.
Let α be a fuzzy partition of fuzzy probability spaces (X, M, s), (X, M, t). Then, for every real number λ ∈ [0, 1], the following inequality holds:
Proof. The proof can be done using the concavity of the function L q , in the same way as the proof of Theorem 5 in Reference [56] .
As an immediate consequence of Theorem 4, we obtain the concavity of the logical entropy of the fuzzy partition on the family S(M).
Theorem 5.
Let α = {a 1 , a 2 , . . . , a n } be any fuzzy partition of (X, M, s). Then T s q (α) ≤ Proof. To prove the claim, we apply the Jensen inequality to the function L q . Since the function L q is concave, setting x k = s(a k ), and λ k = 1 n , for k = 1, 2, . . . , n, in Equation (10), we obtain:
with the equality if and only if s(a 1 ) = s(a 2 ) = . . . = s(a n ). Since ∑ n k=1 s(a k ) = 1, it follows that:
The equality holds if and only if s(a 1 ) = s(a 2 ) = . . . = s(a n ), i.e., if and only if s(a k ) = 1 n , for k = 1, 2, . . . , n.
The following theorem shows that the Tsallis entropy T s q (α) does not satisfy the additivity property; it has the following property called pseudo-additivity. Theorem 6. Let fuzzy partitions α, β of (X, M, s) be statistically independent. Then:
Proof. Suppose that α = {a 1 , a 2 , . . . , a n }, β = {b 1 , b 2 , . . . , b m }. We prove the equality by a direct computation:
Theorem 7. Let α, β be fuzzy partitions of (X, M, s). Then α ≺ β implies the inequality T s q (α) ≤ T s q (β).
Proof. Let us assume that α = {a 1 , a 2 , . . . , a n }, β = {b 1 , b 2 , . . . , b m }, α ≺ β. Then there exists a partition {I 1 , I 2 , . . . , I n } of the set {1, 2, . . . , m} such that a i = ∪ j∈I i b j , for i = 1, 2, . . . , n. Therefore, we have s(a i ) = s ∪ j∈I i b j = ∑ j∈I i s(b j ), for i = 1, 2, . . . , n. Let us consider the case of q ∈ (0, 1). Then we have:
for i = 1, 2, . . . , n. If we add these inequalities with respect to i = 1, 2, . . . , n, then we obtain:
Since in this case, it holds that 1 q−1 < 0, it follows that:
The case of q ∈ (1, ∞) can be proven in an analogous way.
Next, we will need the following proposition.
Proposition 3.
Let α = {a 1 , a 2 , . . . , a n }, β = {b 1 , b 2 , . . . , b m } be fuzzy partitions of (X, M, s), and q > 1. Then:
Proof. We assume that q > 1; therefore, for j = 1, 2, . . . , m, it holds that s(b j ) q ≤ s(b j ). Since the function L q is non-negative, it follows that:
for j = 1, 2, . . . , m. If we add these inequalities with respect to j = 1, 2, . . . , m, we obtain:
Next, we apply the Jensen inequality to the concave function L q . If we insert into Equation (10) x j = s(a i /b j ), and λ j = s(b j ), for j = 1, 2, . . . , m, then we obtain:
By combining the previous results, we obtain the assertion. In the following theorem, it is stated that the Tsallis entropy of fuzzy partitions of order q > 1 satisfies the sub-additivity property. As shown in the example that follows, the Tsallis entropy of order q ∈ (0, 1) does not satisfy the property of sub-additivity in general.
Theorem 8.
Let α, β be fuzzy partitions of (X, M, s), and q > 1.
Proof. The proof can be done using part (i) of Proposition 1 and Proposition 3, in the same way as the proof of Theorem 3 in Reference [56] . 
. This means that the Tsallis entropy T s q (α) of order q ∈ (0, 1) does not satisfy the sub-additivity property in general.
Theorem 9.
Let α, β, γ be fuzzy partitions of (X, M, s). Then:
. . , m. Therefore, we obtain:
Consider the case of q ∈ (0, 1). For i = 1, 2, . . . , l, j = 1, 2, . . . , m, we have s(
it follows that T s q (α/β) ≥ 0. On the other hand, for q ∈ (1, ∞), we have s(
(ii) Let us calculate:
(iii) It is sufficient to set γ = {1 X } in (ii).
As a direct consequence of the claims (i) and (iii) of the previous theorem, the following property of Tsallis entropy of fuzzy partitions is obtained.
Theorem 10.
For arbitrary fuzzy partitions α, β of (X, M, s), the following inequality holds:
Theorem 11. (Chain rules for Tsallis entropy)
. Let α 1 , α 2 , . . . , α n and β be fuzzy partitions of (X, M, s). Put α 0 = {1 X }. Then the following equalities hold:
Proof. The proof of claim (i) can be made using mathematical induction and the property (ii) of Theorem 9. If we put β = {1 X } in claim (i), then equality (ii) is obtained.
Theorem 12.
Let fuzzy partitions α, β of (X, M, s) be statistically independent. Then:
Proof. The claim is obtained by combining property (iii) from Theorem 9 with Theorem 6.
Theorem 13. Let α, β be fuzzy partitions of (X, M, s). Then, for q > 1, it holds that:
Proof. The claim is obtained by combining property (iii) from Theorem 9 with Theorem 8.
The following example, which is a continuation of Example 4, illustrates the result of Theorem 13 and shows that the conditional Tsallis entropy T s q (α/β) of order q ∈ (0, 1) does not have the monotonicity property in general. 
Tsallis Entropy of Fuzzy Dynamical Systems
In this section, we introduce and study the concept of the Tsallis entropy of a fuzzy dynamical system. Definition 9 [29] . By a fuzzy dynamical system, we understand a quadruple (X, M, s, τ) , where (X, M, s) is a fuzzy probability space and τ : M → M is a mapping with the following properties: (i) s(a) = s(τ(a) ), for every a ∈ M; (ii) τ ∪ ∞ n=1 a n = ∪ ∞ n=1 τ(a n ), for any sequence {a n }
for every a ∈ M.
Example 6. Let (X, M, s) be a fuzzy probability space and let U : X → X be such a transformation that the following two conditions are satisfied: a ∈ M implies a • U ∈ M, and s(a • U) = s(a), for every a ∈ M. If we define the mapping τ : M → M by the following equation:
for every a ∈ M, then it is possible to verify that the system (X, M, s, τ) is a fuzzy dynamical system.
Example 7.
A classical dynamical system (X, S, µ, U) can be viewed as a fuzzy dynamical system (X, M, s, τ), if we consider the fuzzy probability space (X, M, s) from Example 1, and define the mapping τ : M → M by
In this way, the classical model can be inserted into the fuzzy case.
Let (X, M, s, τ) be a fuzzy dynamical system and α = {a 1 , a 2 , . . . , a n } be a fuzzy partition of (X, M, s). It can be verified that the family τ(α) = {τ(a 1 ), τ(a 2 ), . . . , τ(a n )} is a fuzzy partition of (X, M, s). Indeed, we have
Let α, β be two fuzzy partitions of (X, M, s). Then, in view of Definition 9, we have the equality
. . , by induction on k, by setting τ k+1 = τ • τ k , where τ 0 : M → M is the identical map. Evidently, the map τ k : M → M satisfies properties (i)-(iii) of the definition above. This means that, for any non-negative integer k, the system (X, M, s, τ k ) is a fuzzy dynamical system. Proposition 4. Let (X, M, s, τ) be a fuzzy dynamical system and let α, β be fuzzy partitions of (X, M, s) such
Proof. Suppose that α = {a 1 , a 2 , . . . , a n }, β = {b 1 , b 2 , . . . , b m }, α ≺ β. Then there exists a partition {I 1 , I 2 , . . . , I n } of the set {1, 2, . . . , m} such that a i = ∪ j∈I i b j , for i = 1, 2, . . . , n. Therefore, by condition (ii) from Definition 9, we obtain τ(
Theorem 14. Let (X, M, s, τ) be a fuzzy dynamical system and let α, β be fuzzy partitions of (X, M, s). Then:
Proof. Properties (i) and (ii) are obvious consequences of condition (i) from Definition 9. By using property (iii) of Theorem 9 and mathematical induction on n starting with n = 2, we obtain the equality (iii).
The aim of this section is to define the Tsallis entropy of order q > 1 of a fuzzy dynamical system. First, we prove the following proposition, which plays a key role. Proposition 5. Let (X, M, s, τ) be a fuzzy dynamical system and let α be a fuzzy partition of (X, M, s). Then, for q > 1, the following limit exists:
Proof. In order to prove the claim, we use Theorem 4.9 of Reference [62] , which says that if {c n } ∞ n=1
is a sub-additive sequence of non-negative real numbers (i.e., c n ≥ 0, and c n+m ≤ c n + c m , for every natural number n, m), then lim n→∞ 1 n c n exists. Let us denote by c n the number T s q (∨ n−1 k=0 τ k (α)), n = 1, 2, . . . . The Tsallis entropy is always nonnegative; thus, c n ≥ 0, for n = 1, 2, . . . . In addition, according to the sub-additivity property of Tsallis entropy T s q (α) of order q > 1, and property (i) from Theorem 14, we obtain:
Therefore, lim n→∞ 1 n c n exists.
Definition 10. Let (X, M, s, τ) be a fuzzy dynamical system and let α be a fuzzy partition of (X, M, s). Then, for q > 1, we define the Tsallis entropy of τ with respect to α by:
Theorem 15. Let (X, M, s, τ) be a fuzzy dynamical system and let α be a fuzzy partition of (X, M, s). Then, for q > 1, and for any non-negative integer k, the following equality holds:
Proof. In view of Definition 10, we can write:
Theorem 16. Let (X, M, s, τ) be a fuzzy dynamical system and let α, β be fuzzy partitions of (X, M, s). Then,
Proof. Let α, β be fuzzy partitions of (X, M, s) such that α ≺ β. Then, by combining Proposition 2 with Proposition 4 and using mathematical induction, we find that ∨ n−1
. . . Hence, according to Theorem 7, we have:
for n = 1, 2, . . . . It follows that:
Definition 11. The Tsallis entropy of a fuzzy dynamical system (X, M, s, τ) is defined, for q > 1, by the following equation:
where the supremum is taken over all fuzzy partitions α of (X, M, s).
Example 8.
A trivial case of a fuzzy dynamical system is a system (X, M, s, I), where (X, M, s) is a fuzzy probability space and I : M → M is the identity map. The operation ∨ is idempotent; therefore, for every fuzzy partition α of (X, M, s), we have:
The Tsallis entropy of the fuzzy dynamical system (X, M, s, I) is T s q (I) = sup T s q (I, α); α is a f uzzy partition o f (X, M, s)} = 0. (i) Ψ preserves the operations, i.e., Ψ ∪ ∞ n=1 a n = ∪ ∞ n=1 Ψ(a n ), for any sequence {a n } ∞ n=1 ⊂ M 1 , and
The map Ψ is called an isomorphism.
2 ) be isomorphic fuzzy dynamical systems and Ψ : M 1 → M 2 be an isomorphism between them. Let α = {a 1 , a 2 , . . . , a n } be a fuzzy partition of (X 1 , M 1 , s 1 ).
Then the family Ψ(α) = {Ψ(a 1 ), Ψ(a 2 ), . . . , Ψ(a n )} is a fuzzy partition of (X 2 , M 2 , s 2 ) with the Tsallis entropy T
Proof. By the above assumption, we obtain:
. . , Ψ(a n )} is a fuzzy partition of (X 2 , M 2 , s 2 ). Let us calculate its Tsallis entropy:
We used Equation (13) and condition (ii) of Definition 12. Consequently, by the use of conditions (iii) and (i) from Definition 12, for q > 1, we obtain:
2 ) be isomorphic fuzzy dynamical systems and Ψ : M 1 → M 2 be an isomorphism between them. Then, for the inverse Ψ −1 : M 2 → M 1 , the following properties are satisfied:
Proof. Let {a n } ∞ n=1 be a sequence of fuzzy sets from M 2 , and a ∈ M 2 . The map Ψ : M 1 → M 2 is bijective; hence, there exists a sequence {a n } ∞ n=1 ⊂ M 1 such that Ψ −1 (a n ) = a n , for n = 1, 2, . . . , and there exists a ∈ M 1 such that Ψ −1 (a) = a . Therefore, we obtain:
be isomorphic fuzzy dynamical systems and let q > 1. Then:
Proof. Let α = {a 1 , a 2 , . . . , a n } be a fuzzy partition of (X 1 , M 1 , s 1 ), and Ψ :
Then, according to Proposition 6, the family Ψ(α) = {Ψ(a 1 ), Ψ(a 2 ), . . . , Ψ(a n )} is a fuzzy partition of (X 2 , M 2 , s 2 ) and it holds that T
. It follows that: β) ; β is a fuzzy partition of(X 2 , M 2 , s 2 ) , and consequently:
where the supremum on the left side of the inequality is taken over all fuzzy partitions α of (X 1 , M 1 , s 1 ), and the supremum on the right side of the inequality is taken over all fuzzy partitions β of (X 2 , M 2 , s 2 ). Through the symmetry that follows from Proposition 7, we also find the inequality T
The proof is completed. q (τ 2 ), then the corresponding fuzzy dynamical systems (X 1 , M 1 , s 1 , τ 1 ), (X 2 , M 2 , s 2 , τ 2 ) are non-isomorphic. This means that the Tsallis entropy can be used as an instrument for distinguishing some non-isomorphic fuzzy dynamical systems.
We conclude the article with the formulation of the Kolmogorov-Sinai theorem on generators [62] (see also [11, 63] ) for the case of Tsallis entropy of fuzzy dynamical systems. This theorem provides a useful tool (see [62] ) for calculating the entropy of dynamical systems.
Definition 13.
A fuzzy partition δ of (X, M, s) is said to be a generator of a fuzzy dynamical system (X, M, s, τ), if for every fuzzy partition α of (X, M, s), there exists an integer k > 0 such that α ≺ ∨ k i=0 τ i (δ).
Theorem 18. Let δ be a generator of a fuzzy dynamical system (X, M, s, τ). Then T s q (τ) = T s q (τ, δ).
Proof. By the assumption, for every fuzzy partition α of (X, M, s), there exists an integer k > 0 such that α ≺ ∨ k i=0 τ i (δ). Hence, according to Theorems 16 and 15, we obtain: Since the converse inequality is immediate, this proves the claim.
Conclusions
The main objective of this article was to construct a mathematical model for the Tsallis entropy of fuzzy dynamical systems. The results are given in Sections 3 and 4.
In Section 3, we introduced the notion of the Tsallis entropy T s q (α) of order q, where q ∈ (0, 1) ∪ (1, ∞), of a fuzzy partition α and its conditional version. It was shown that the proposed concepts are consistent, in the case of the limit of q going to 1, with the Shannon entropy expressed in nats, defined and studied in Reference [29] . Furthermore, if we insert q = 2 into the proposed definitions, we obtain the logical entropy of fuzzy partitions defined and studied in Reference [9] . Next, we derived the fundamental properties of the proposed entropy measures. Theorem 3 states that the Tsallis entropy T s q (α) monotonically decreases with respect to q ∈ (0, 1) ∪ (1, ∞). The relationship between the Tsallis entropy and the Shannon-type entropy of a fuzzy partition was provided in Remark 3. In addition, the Tsallis entropy T s q (α) was shown to be a concave function on the family of all fuzzy P-measures defined on a given fuzzy measurable space (X, M). In Theorem 11, chain rules for the Tsallis entropy of fuzzy partitions were provided. As further important results, we showed that the Tsallis entropy of fuzzy partitions of order q > 1 satisfies the properties of sub-additivity and monotonicity. As shown in Examples 4 and 5, the Tsallis entropy of order q ∈ (0, 1) does not satisfy these properties in general.
Section 4 was concerned with the mathematical modeling of Tsallis entropy in fuzzy dynamical systems. Based on the results from the previous section, we defined the Tsallis entropy of order q > 1 of a fuzzy dynamical system, and we constructed a Kolmogorov-Sinai-type isomorphism theory for the proposed entropy measure. We showed that the Tsallis entropy is invariant under isomorphisms of fuzzy dynamical systems; we thus acquired a tool for distinguishing some non-isomorphic fuzzy dynamical systems. Finally, we provided a version of the Kolmogorov-Sinai theorem on generators for the case of the Tsallis entropy of a fuzzy dynamical system.
To illustrate the obtained results, some examples were provided. From Examples 1 and 7, it follows that the model studied in this paper generalizes the classical one in which an event is understood as an exactly defined phenomenon and partitions are defined in the context of the classical Cantor's set theory. In real life, however, we often encounter phenomena that are determined vaguely. It turns out that partitions defined using the fuzzy set theory are more appropriate for solving real problems. The obtained results could be useful in the case of experiments with vague, incomplete information. Finally, we remark that the subject of our further research will be the study of the Tsallis divergence (cf. [34] ) in the fuzzy case, with the aim of generalizing our previous results concerning the Kullback-Leibler divergence given in Reference [33] to the case of the Tsallis divergence.
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