Abstract. Much asymptotic analysis has been devoted to factoring algorithms. We present a practical analysis of the complexity of the elliptic curve algorithm, suggesting optimal parameter selection and run-time guidelines. The parameter selection is aided by a novel use of Bayesian statistical decision techniques as applied to random algorithms. We discuss how frequently the elliptic curve algorithm succeeds in practice and compare it with the quadratic sieve algorithm.
Introduction
The elliptic curve method (ECM) [8] and quadratic sieve (MPQS) [3] factoring algorithms are the most efficient, general-purpose, factoring algorithms known today. Furthermore, both ECM and MPQS have properties that make them ideal for parallel computation. The quadratic sieve is a deterministic algorithm whose run time is purely a function of the size of the number being factored. Its parallel implementation was discussed in [3] . The elliptic curve method is a random algorithm which finds small factors first. One implements it in parallel by performing independent random trials on multiple processors and quitting upon the first success.
In [9] Pomerance analyzed the asymptotic run time for MPQS, and Lenstra [7] used his results to analyze a single-step version of ECM. We summarize Lenstra's main result here. Let g be any positive real number, and let j^lp\ -e\/logploglog/> K(p) = £vA2+0(n)log/>loglogp T hen, with probability at least 1 -e~g , ECM will find a factor p of a larger integer N in time gK(p)M(N), where M(N) is the time to perform multiplication mod A and K(p) is the number of group operations per curve. Pomerance showed that the asymptotic run time for MPQS is L(A/)1+o (1) . Both of these asymptotic run times were heuristically derived, and depend on an unproved extension of a theorem of Pomerance, Canfield, and Erdös [9, 7] .
Lenstra noted that one wants, in practice, to add a second step to the algorithm and that doing so can greatly shorten its run time. Montgomery [8] and Brent [ 1 ] both give methods for implementing a second step of the algorithm.
Brent further analyzed the run time and showed that a second step speeds the method by a factor of logp, where p is the factor to be found, provided that one uses fast methods for polynomial evaluation.
ECM works by randomly selecting an elliptic curve E: y2 = Ax3 + Bx + 1, with nonzero discriminant and with coefficients in Z/NZ, and a random rational point P on the curve. If p is a prime dividing N, then the set of rational points on the curve over Fp , p ^ 2, 3, forms an Abelian group (known as the Mordell-Weil group) whose order lies in the interval [p -2^/p + 1, p + 2y/p + 1] [7] . One selects an integer Bx and lets M be the product of all primes less than Bx raised to some suitable power. One then computes MP by successive addition of points on the curve and hopes that MP will equal the identity of the group, modp , but will not equal the identity of the group mod N. One then finds p by taking a GCD with N. The algorithm succeeds if the order of the group on the curve has all of its prime factors less than Bx .
The two-step version of the algorithm allows the order of the group to have all of its prime factors less than Bx, along with an additional, single prime factor between Bx and some limit B2 > Bx. For this reason, the study of the function which measures the probability that an integer x has all but one of its prime factors less than Bx and a single factor between Bx and B2 is of primary importance to the analysis of the algorithm.
Lenstra gave, in his asymptotic analysis, the estimate B(p) = L(p)xlyi2+o(-X) for the optimal selection of Bx for the one-step algorithm. Brent's analysis suggests that this should be lowered by logp for the two-step version. We define ^(p) and 3S(p) as K(p)/logp and B(p)/logp, respectively. Asymptotically, the factor of logp in the denominator is subsumed by the o (I) in the exponents, but these definitions are useful for computational purposes. In this paper we discuss how the elliptic curve method and quadratic sieve perform for current real-world sized problems. ECM will find 10-to 15-digit factors quite quickly, 20-to 25-digit factors with an effort of perhaps ten hours, and 30-to 3 5-digit factors with considerable difficulty. Over the last several years the combined efforts of many researchers have resulted in hundreds of thousands of trials with ECM, and we have found exactly two 38-digit, one 37-digit, and one 36-digit factor. In this paper we discuss several related aspects of ECM. Among them are:
( 1 ) How does one select its parameters? (2) If ECM fails during one trial, how should its parameters be changed for the next? (3) How does its run time vary with the size of factors found? (4) How long should one use ECM before switching to the quadratic sieve?
In order to answer these questions, we require some background material regarding the distribution of the largest and smallest prime factors of an arbitrary positive integer.
Largest prime factor: Dickman's function
Dickman's function, p(a), is the probability that an integer x -> 00 has its largest prime factor less than xxla. It was extensively studied in [4] . We designate by p(a, ß) the probability that x has its second largest prime factor less than xxla and its largest prime factor less than x^a, a > ß > 1. Then the functional equations for p and p are [6] e-ct i pa-1 p(a) = l/a p(t)dt and p(a,ß) =--/ p(t)dt.
Ja-l Ot-P Ja-ß
For the elliptic curve algorithm to succeed, the order of the Mordell-Weil group must be smooth up to Bx, with the exception of a single additional prime factor between Bx and 2?2 • Designate ¿P(Bx, B2) as the probability of success with Bx and B2 as limits, where B2 > Bx. Then
One can numerically integrate p(a) by starting with the initial values p(x) = 1 for 0 < x < 1. One can then set up an array of values for p(a) as a varies from (say) 3 to 1000, and compute their values by using Simpson's method for the integration. Tables for p(a) are also given in [6] . One can then use the tabulated values for p to numerically integrate p(a, ß). The functions are well behaved and monotonie, and Simpson's method gives good accuracy. Our program agrees with published tables to the accuracy limits of those tables.
Smallest prime factor: Mertens's Theorem
We shall need estimates for the probability that a prime factor p , of a larger integer N, lies in a given interval. The probability that there is at least one divisor p, with y < p < yx+e is 1 minus the probability that there is no divisor in the interval. On the assumption of independence, this is approximately (in 1-n H).
y<p<yl+e Formula (3.1) is not exact, owing to edge conditions at the interval boundaries. By Mertens's Theorem [5, p. 351] we have ]lp<;tU _ l/P) ~ e~yI log* > so tnat (3.1) simplifies to (3.2) E(N,y, e) = Prob(3p withy <p < yx+E andp|A) « --.
This argument assumes that the probabilities for each prime in the interval are independent of one another. This assumption will be correct provided that N is big enough to have every prime p in the interval as a factor. Thus, #> n p> y<p<y,+c and this is approximately ey +' /ey by the Prime Number Theorem. In the case where N is not large enough to guarantee independence of probabilities, we shall need to use a standard inclusion/exclusion argument to correct for the lack of independence. Assume that y = N5 , and let S? be the set of primes in the interval (y, yx+e For the constrained cases we have £ lL><<" since clearly the constrained summand contains fewer cases than the unconstrained. A classical estimate also gives ])2p<v l/p = log logy + y\ + o(\) [5, p. 351] , where yx is a computable constant. By using this estimate, and replacing the constrained summands by their upper bounds, we can obtain an approximation for the probability that there is a prime factor in 5? when N is not sufficiently large to guarantee independence. We give an example of the calculations here. Suppose A is a 100-digit integer. The probability that N has a prime factor between 105 and 1010 can then be computed as follows. We clearly have d = 19 , and that the product of any ten primes in the interval must be less than N. Thus, the first ten terms in our sum are unconstrained. The last nine are constrained, but their contribution is small, so replacing them with their upper bound will not incur much error. We have io10 .
Y -= loglog 1010-loglog 105 + o(l) «log2. P Our estimate then becomes log2 -I log2 2 + i log3 2 -• • -+ -¡L log19 2 « .500000000.
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Designate S(N) as the smallest prime p that divides N. To estimate Prob(S(N) e S?), one can now simply compute E(N, y, e) times 1 minus the probability that there is a factor less than y .
Optimal parameter selection
Parameters under our control are the step-1 and step-2 limits, and the number of curves. There are several ways to approach the problem of optimal parameter selection. One way is to maximize the probability of success divided by the work performed, allowing the latter to vary. This is perhaps the most natural approach because it maximizes the probability of success per unit work. Another is to fix the amount of work and simply maximize the probability of success. We look at the latter problem first.
Maximizing 0°(a, ß). On the assumption that step 2 runs K times as fast as step 1 (K will be implementation-dependent), the cost of running one curve is Bx + (B2 -B\)/K . That is to say, if we can compute step 1 to Bx in some fixed time, we can compute step 2 to KBx in the same amount of time. If we use L curves, the total run time is T = L(B\ + (B2 -B\)/K). If Bx is small with respect by B2, or K is large (as is usually the case), we can approximate this to T« L(Bx + B2/K). We would then like to maximize the probability of success with L curves. This probability is
Maximizing this with T fixed is equivalent to minimizing
This in turn is equivalent to minimizing (4.2) Q(Bx , B2) = +^ log( 1 -&>(Bx , B2)).
The Kuhn-Tucker conditions yield
Solving for j^-and ||£ gives, at the stationary points,
We remark that without the simplification B2 « B2 -Bx , K would become K2l(K -1) in (4.5). That (4.5) represents a minimum is easy to see because the function is convex. The result implies that if we have selected Bx and B2
optimally, then if we change Bx by Ai?! , then B2 should be changed by KABx .
The partial derivatives in (4.4) can be directly determined from &(Bx, B2),
For simplicity of notation we set W = 1 -3P(BX, B2) and W = log(p/B2). Then, combining (4.6) with the optimality conditions given by (4.4) yields
B2W ' Solving (4.7) would yield expressions for the best values for Bx and B2, but (4.7) seems analytically intractable. To determine the optimal ß, and B2, we are therefore forced to resort to numerical evaluation of â°(Bx, B2).
To determine the optimal relationship between B\ and B2, the following procedure seems reasonable. Fix the size of the prime factor for which we are looking. Fix T, and allow Bx and L to vary, adjusting B2 accordingly. Compute ¿P(Bx ,B2) by direct integration of Dickman's function and select the set of values for L, Bx, and B2 that maximizes the probability of success. Table 1 shows the results of this computation for p = 1015 and K = 100. The highest probability of success occurs where L = 5 and B2 « 41i?i . Table 1 was recomputed for values of p ranging from 105 to 1040 and values of K varying from 10 to 500. Each time, the optimal value of B2 was approximately OAKBx , provided that T was big enough to yield a nonnegligible chance of success. Space prohibits displaying all of the relevant data here. However, the estimate B2 = OAKBx is a good general rule to use because the objective function is very flat in the neighborhood of the optimum. It should give results that are within a few percent of optimum.
The optimal value for B\ could, in theory, be derived from B(p), however we would need accurate estimates for its o(l) term as a function of p , and we do not have such an expression. Table 2 shows what happens if T is not big enough to give a nonnegligible chance of success. As p increases, S §(p), and hence T, must increase also, and this cannot occur when T is constrained. This table displays, for T = 20,000, the optimal computed values for Bx and B2 as p is varied. The probability of success is more dependent on Bx than B2, and since T is constrained, we cannot maintain B2 = OAKBx while B{ is increasing, without reducing L. Once L reaches 1, however, it cannot be reduced further.
An intuitive explanation for this result is as follows. The success of the algorithm requires that a random number near p will be smooth up to Bx and have a single prime factor between Bx and B2. The probability that this number is smooth up to Bx clearly depends on the size of p , but the probability that it has a single prime factor between Bx and B2 will be independent of p if p is sufficiently large with respect to B2 . Remark. We note, as a practical matter, that if one wants to perform ECM with just one curve, then one should use the P -1 algorithm instead, since it is significantly faster.
Maximizing ¿P(a, ß)/T.
We now examine the more interesting case of trying to maximize the probability of success per unit work. Table 3 shows the results. For each entry in the table a mesh was created by varying B\ and B2. We then looked for the point that maximized the probability of success divided by the cost per curve. The probability of success was again computed using direct integration of Dickman's function p(a, ß). This table assumes that step 2 is 100 times as fast as step 1. Montgomery's program, the most efficient ECM program known to us, is even better. It achieves AT = 170 on some machines.
With AT = 100 the cost per curve is B{ +(B2-Bx)/100. The following columns are included in the table:
( 1 ) D is the number of decimal digits in the factor for which we are looking. (2) Bx and B2 are the optimal step-1 and step-2 limits. (3) L is the expected number of curves to find a factor of this size. It is clearly \/&(B\, B2). (4) Inc is the incremental cost ratio, that is, the cost for this row divided by the cost for finding a factor that is 1 digit smaller.
The minor fluctuations in the B2/Bx column (and others) are due to the fact that the response surface is extremely flat in the neighborhood of the global optimum. Furthermore, Dickman's /^-function, needed to compute p(a, ß), was precalculated only at fixed points and not interpolated for the second integration. Changes of ±10% in Bx can result in less than a 1% change in the global response surface, even though the probability of success for a single curve can change significantly. Furthermore, the actual Bx -and ^-parameters are prime numbers, and the entries in Table 3 are not taken as primes. For example, for p = 104, B\ is given as 16 and B2 as 800. These should actually be rounded to the nearest primes, yielding B\ = 17, and B2 = 797, changing the B2/B\ ratio substantially. Table 3 is very approximate for small p . Remark. It is possible to select the coefficients of an elliptic curve so that the group order is a priori divisible by 12, or alternatively 8, one-half the time and 16 one-half the time. This selection is assumed in Table 3 . Clearly, if one does not make this selection, then one loses approximately one extra digit and should select parameters from Table 3 accordingly. Lenstra's results stated in the introduction imply that the probability of success divided by the cost is 1 -g-* gK(p)M(N) ■ This is clearly maximized at g = 1 for any fixed N and p, so the optimal probability of success is 1 -l/e . Indeed, from Table 3 , the global probability of success with multiple curves is 1-(1-£»(*,, £2))<«Wi.*», and this clearly approaches 1 -l/e as D -> oc because 3>(B\, B2) -> 0 at the appropriate rate. Furthermore, if one computes 1 -(1 -3°(Bx, B2))L from 
Changing ECM parameters after failure
We now discuss the problem of how to select B\ and B2 when we do not know p . We assume that N is an odd, random composite integer. In practice, one always starts factoring N by trial division up to some limit 1/o = log N or perhaps yo = Ne for small e. To find the initial starting point for ECM, we need to compute the expected size of the smallest factor of N, given that it is greater than y0 , and then use that value. This can be readily computed, using the methods given in §3. The probability that the smallest prime factor is in an interval (y, yx+£) is the probability that there is a factor in that interval times the probability that there is no factor in any smaller interval. Table 5 (next page) presents the expected size of the smallest prime factor of N, for various N, given that trial division to log2 N failed to find a factor. The third column shows the expected value of the size of S(N), simply given that S(N) > 10.
This table was computed by partitioning the interval [log yo , log \Z/V] into 1000 pieces of equal length ô = (log \fÑ-log y0)/1000. We also estimate the average size of a factor p in the interval (I0rf, I0rf+á) tobe d+l+ô/2.
Our estimate for the size of E(S(N)) now becomes
where the product and sum are taken over increments of ô, and D(d) is the probability that there is a factor in the interval. Now, supposing that ECM fails, we can use the information obtained from the failure, along with Bayes's theorem, to re-estimate the expected size of the still unknown factor. Assuming that we run ECM and it fails, the failure will give us a sample distribution. A prior can be derived from (3.2). The density function for the prior is obtained by differentiating the distribution function Prob(3p with y0 < p < 10* and p\N). This probability is approximatelỹ
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use r. d. silverman and s. s. wagst äff, jr. Differentiating this with respect to k yields log(yo)/k2 as our initial prior. Once we have run ECM and had it fail, we will use the sample distribution derived from the failure as the prior for the next trial. Alternatively, one can always use a uniform prior. In the parlance of Bayesian statistics, "the sample swamps the prior." Whether one uses a uniform prior, or the posterior from the last failure, makes little difference in practice.
Bayes's theorem states that the posterior density function is the product of the prior and sample density functions, times an appropriate integration constant. Thus, if g(p) is the prior, and h(p) is the sample, then T(p) is the posterior, where T(p) = kg(p)h(p) and k=Sg{x)lh{x)dx.
An example will make this clear. Suppose (from Table 3 ) we chose Bx = 3350, B2 = 151000 and that we were looking for a 15-digit factor. We shall also assume that there are no factors less then (say) nine digits based upon trial division. With the given parameters, the probability of failing to find a factor of D digits is given in column 2 of Table 6 . This gives us a sample distribution function. To get its density function, we compute its derivative numerically. Those values are given in the third column of Table 6 . We assume a uniform prior for this calculation, so the expected value of the posterior will just be the expected value of the sample. The expected value of the posterior is 15.84. We then use this value to select the new ECM parameters. The actual calculations were carried out to more precision than is displayed in the table.
The same calculation was repeated for factors of 4 to 40 digits and the results are displayed in Table 7 . This table gives, based upon a uniform prior, the new estimated size of the factor, given that the current search has failed and that the current search used the parameters from Table 3 .
Remark. We note that the technique just described, for parameter reselection, can be applied in other instances as well. It is not unique to ECM. One can use the method in any random algorithm where the probability of success varies in a predictable way upon the value of the input parameters. This section presents the actual running times of Montgomery's program on a SUN-3/60. On such a machine, step 2 of his program runs approximately 175 times as fast as step 1. That is to say, in an amount of time it takes to execute step 1 to Bx, step 2 can be executed to 1752?i . Table 8 presents the amount of time it takes to execute Montgomery's program to various step-1 limits for three different-sized N, 50 digits, 100 digits, and 200 digits. Theoretically, it should take time proportional to Bx to execute step 1 up to Bx , but Montgomery's program has some internal tricks that make it faster than linear for small Bx . From the times given in Table 8 , we can use the parameters given by Table 3 to estimate how long it will take to find a factor of a given size with probability 1 -l/e, for several different-sized N. The data is given in Table 9 . Times for other values of N can be interpolated by noting that the multiplication algorithm used is an 0(log2 N) algorithm, and that multiplying the size of N by k changes the run time by a factor of k2. Times for other p can be extrapolated by using the Inc column from Table 3 . [11] works like a deterministic algorithm in practice. ECM succeeds more quickly when N has a small prime factor, but since the factors are unknown, one would like to place an upper bound on the amount of time to spend using ECM, before switching to MPQS. We would also like to determine how long to run ECM in order to minimize the expected time to find a factor of N, using a combination of both methods. Throughout this section, we shall assume that trial division to log2 N has already been performed.
Let v(T, p) be the probability that we succeed in factoring N with ECM in time T, where p is the smallest prime factor of N. We note that T will depend on p. Given that we spend time T with ECM and that MPQS will take time x, the expected total time is
Since we can always factor N in time x with MPQS by itself, we want R(T,p,x) < x for all T. This yields an upper bound on the amount of time to spend with ECM:
If we take x = L(N), v(T, p) = 1 -e~* , and T = gJf(p)M(N), inequality (7. 2) then becomes (7.3, r^< Lm
We have good estimates for the values of the o(l) term for L(N) based upon the CPU-times presented in [3] and can therefore compute L(N) and .JF(p) accurately. Alternatively, one can use values for L(N) and 3£(j>) taken from actual known run times. One can therefore solve (7.3) for g numerically if one assumes some value for p. The difficulty is that p is unknown. One should therefore solve (7.3) for many different values of p and then average over the different values of g , weighted by the probability that N has a factor near p . This analysis is, of course, predicated on N having only two prime factors. When it has more, the analysis becomes a great deal more complicated. The MPQS algorithm will work in the same amount of time regardless of how many factors are present. However, whenever ECM finds a factor, one presumably divides out that factor before continuing. This in turn affects M(N) for the next trial and makes the analysis a great deal more difficult. One must also estimate the probability that the cofactor is prime. We would also like to minimize the expected run time. A straightforward minimization of (7.1) with respect to g yields l0g(^(pWö) ^L(N)>^(p)M(N), (7.4) 0 otherwise.
In computing g, the values for Jf(p)M(N) can be taken from Table 9 . Table  9 displays the actual timing estimates in the case where g = 1, that is, the probability of success is 1 -l/e .
Given an arbitrary N, ECM works best by selecting Bx and B2 small, running trials, then increasing Bx and B2 and repeating if there is no success. We estimate here the time to run ECM before switching to MPQS, to minimize (7.1), assuming that N will be small enough to factor with MPQS:
( 1 ) Trial divide to p « log2 N. (2) Select logp = E(S(N\p > log2 N)) from Table 5 . Remark. This procedure is different from one we would use if we were employing only ECM. In the case described above, g is varied according to (7.4 ). If we were using ECM only, we would always take g = 1 , since that is optimal. We only execute step (3) whenever earlier attempts have failed. The total expected time spent in step (3) is therefore Y g^(p)MXA)[probability that earlier trials failed]. p This sum runs over increasing p until g is negative. At that point it becomes faster to use MPQS. We note that even though Bx and B2 are chosen for a particular p, there is also a smaller chance that it will find a larger p, and a larger chance that it will find a smaller p . The probability that ECM succeeds on a given trial is approximately E¿^)> d where l/d is the probability that there is a (d+ l)-digit factor, and n(d) is the probability that ECM finds a factor of d digits with the value of g given by (7.4) . This latter probability can be found by direct integration of Dickman's function as discussed in § §2 and 4. The probability of failure of a given trial is trivially just one minus the above sum.
Remark. This analysis has assumed that our goal is simply to find a factor of N, not to factor N completely. The latter case is extremely difficult to analyze because when ECM does find a factor one must estimate the probability that the cofactor is prime. This is difficult to estimate because the cofactor being considered is, in some sense, no longer a "random" integer. It does not have the same expected smoothness properties of some other arbitrary integer of about the same size. Table 10 presents the amount of time one should run ECM before switching to MPQS. The values give the fraction of time one should spend with ECM, relative to the time it will actually take with MPQS. This table assumes that one is factoring a "random" integer whose factors up to log2 N have been removed by trial division and that one switches to QS upon finding the first factor. The values given in Table 10 are approximate, and are rather sensitive to the starting value for E(S(N)). If one assumes that the smallest factor of N is larger than (say) A0-2, then one clearly would spend more time with ECM before switching. The exact, optimal length of time can be computed by the procedure given by (l)-(6) above. We also remark that the values given are sensitive to the quality of implementation of the two methods.
