1. We consider a sequence of independent random variables having the common distribution function F(x) which is assumed to be continuous. Let nFn(x) denote the number of random variables among the first n of the sequence whose values do not exceed x. Write (1.1) dn= sup \n(Fn(x) -F(x))\.
-W <iC<e© Kolmogoroff [l] (2) proved that the probability
where X is a positive constant, tends as »-»co uniformly in X to the limiting distribution (1.3) *(X) = X(-l)'6-2'v.
-oc
Smirnoff [2] extended this result and recently Feller [3] has given new proofs of these theorems (3) . In this paper we shall obtain an estimate of the difference between (1.2) and (1.3) as a function of n, valid not only for X equal to a constant but also for X equal to a function X(w) of n which does not grow too fast. Since this estimate of the "remainder" will be of the order of magnitude of a negative power of n, it is futile to consider X(w) which is beyond the order of magnitude of lg n. In fact, a glance at (1.3) will show that already for X(«) =lg n we have i>(X) differ from 1 by a term of an order of magnitude smaller than that of any negative power of n, thus smaller than our estimate of the remainder. For a similar reason it is also futile to consider X(w) whose order is less than (lg n)~l. Keeping these facts in mind we state our result as follows: However, none of these authors considered the error term, or in other words, a fixed large number n without the passage to infinity.
we have
where Ais a constant depending only on A 0.
Henceforth we shall think of A o as fixed, for example, 100; then A will simply be a "universal" constant. The form of the estimate can be varied to a certain extent, but it is believed that the present form is about the best obtainable without essential improvement of the method. The rather clumsy situation of having several terms in an estimate is unavoidable if we want to include both ends of the range of \(n). Clearly at a small sacrifice we may replace the right side of (1.5) by .4»~1/10(lg n)il2.
We wish to point out that we shall really prove a more general theorem about the so-called "lattice distributions" which is embodied in formula (5.9) and the remark following it.
Our estimate can undoubtedly be improved upon but the limitations of our method are such that it is improbable that we can obtain the best possible result. However, Theorem 1 is amply sufficient for proving the following "strong" theorem.
Theorem 2(4). Let\(n)
Î °o. Then ("i.o." standing for "infinitely often")
In particular, for any integer p^3 P(dn > (2-Hyi2(\g2 n + 2 lg3 n + lg4 n + ■ • • + lgp n + (1 + 5) \gp+x ny2 i.o.) = according as
<{>
The second part of Theorem 2 follows of course from the first part by taking the appropriate sequence and using the Abel-Dini theorem. The method of proving Theorem 2 by means of Theorem 1 follows the (4) The idea of considering X(re)n1/2 as belonging to the upper or lower class is due to P.
Levy [11] . , To avoid too much repetition even of an excellent thing we refrain from entering into a complete proof of Theorem 2. We shall, however, give a short proof for the particular result corresponding to the original form of the law of the iterated logarithm, due to Khintchine and Kolmogoroff (see [5] ). Our reason for doing this is mainly didactic, in order to show how easily a result on the asymptotic distribution with a suitable remainder can be used to derive the corresponding strong result.
Theorem 2*. We have PI lim sup-= 1 ) == 1. Thus the problem of finding <3?"(X) is reduced to that of finding Pn. The asymptotic value of P" as n-» «° was obtained by Kolmogoroff by means of a general limit theorem of his employing partial differential equations. We shall use instead a method based in the combinatorial ideas of Erdös-Kac [ó] on the one hand and the analytical tools of Esseen [7] on the other hand. It is similar to the one developed in my paper [8] but is adapted for discrete probabilities.
Roughly speaking, we shall first show that the asymptotic value of (2.2) is independent of the nature of the distribution of the F's so long as it satisfies certain general conditions.
To be precise, let {A",-}, j = 1, • • • , n, be independent random variables having the common distribution function G(x) which has the following properties.
(i) G(x) is a step function having all its (positive) jumps at integer points including 0 and such that the minimum distance between the abscissa of two jumps is 1.
(ii) The first moment of G(y) is 0, the second is 1, and the fourth absolute moment is finite.
The following result is due to Esseen (p. 63 in [7] ). Lemma 1. Let {X¡}, j = 1, • ■ ■ , n, be independent random variables having the common distribution G(x) which satisfies the condition (i) and (ii). Let where the 0-terms are uniform with respect to £. 3. We think of « as a very large number and define
Conformably with the statement in Theorem 1, we take X = X(w) to be a function of n not exceeding lg n. We put also Next we may write
where y runs through certain (integral) values depending on the value of Sr. We shall use Q to denote a changeable positive constant depending only on G(x), and A a changeable positive universal constant. From (2.4) we infer that P(Sn -Sni+l --y) ¿ Q(n -«!+i)-1/2 á Qk^n-"2.
It follows from (3.1) that 
«)S-)^exp(--) + (,(-) .
In view of (3.5) we conclude that (3.6) holds in general. Hence it follows from (3.4) that by the corresponding probability associated with certain "discrete normal distributions," the meaning of which will be clear in a moment. We state the following lemma. by Lemma 2.
Together we have ¥((1 -«)X) -Qn-*IK1 + A-6'6) á POSt-i á Aw1/2, S« = 0) á ¥(X) + <2«-3/6(i + A-6'6).
This being true no matter what the AT/s are provided that their distribution G(x) satisfies (i) and (ii) of §2, we can estimate them's in (4.3) by evaluating approximately the probability in the middle of (4.3) for a special case. We shall make use of the classical Bernoullian distribution and a combinatorial formula given by Bachelier.
5. Lemma 3. Let {Xj\, j=l, ■ ■ ■ , n, be independent random variables having the following distribution Í + 1 with probability 1/2 (o. 1J X j = \ [ -1 with probability 1/2.
Suppose that n is even, and
Then as n-* co
where the 0 term does not depend on X(w) if the constant Ao in (5.2) is fixed.
Proof. If n is even and b is an integer, the formula of Bachelier [10, pp.
252-253] may be written as follows:
Applying Stirling's formula with a remainder term we find after some routine calculations that if 0:£j:2(lg n)2, b=\nn112
On the other hand, by a well known estimate concerning the binomial distribution, we have
which is of a smaller order of magnitude than any negative power of n. Thus 2) . This is the desired result (5.3) except that we have to replace the strict " < " in the probability on the left by " :£ " and also remove the restriction that X"«1/2 is an integer. Now if we replace X"«1/2 by \nnll2 + B=pnn112 we have
Pn -X" = 6n
Differentiating
(î>(X) we have
The maximum of x2e~2x x being 2_1e_1X-2 the first sum is ^.4X-3. The second sum is dominated by its first term, hence ^^4X~2. Thus It is easy to see that we have, the S's referring to partial sums of the X's in (5.1), P(S*n-X á 2X, Sin = 0) g P(W*-X UX,Wn = 0)^ P(S*n-X á 2x + 3, Sin = 0).
By the same reasoning as in the last paragraph we see that if x = X"«1/2 the difference between the extreme terms in the last inequality iŝ
Therefore we obtain
Since the distribution of the Z's satisfies (i) and (ii) of §4, we can substitute This result (5.9) holds in general for any independent random variables X¡, j=l,
• ■ ■ , n, whose common distribution function G(x) satisfies (i) and (ii) of §4. In particular it holds for the F/s defined in (2.1). Referring to (2.2) and changing Q into A we have therefore (5.10) (2irn)1/2Pn = *(X») + An'1'1" {1 + (lg nj~V\\n + X?) ).
Using Stirling's formula in (2.3) we obtain P(d» g Kn1'2) = (2imy2( 1 + -V» \ 12m/ which reduces to (1.5) by means of (5.10). Theorem l is proved. We state two simple corollaries of Theorem 1 which we shall need in the next section.
Corollary
1. There exists a universal constant 00 such that for every n we have P(dn g w1'2) ^ C.
This serves the purpose of Tchebycheff's inequality and follows already from Kolmogoroff's theorem without the remainder term. For all finite n the probability is a positive number; for all w^wo(«) the probability is ïïd>(i)-e where e may be taken to be any positive number <4J>(1). Since Hk,k+1 is independent of J3/ forj;£&, it follows that p( II fft)P(ff*.iN-0 g P( ft HjHk+x)
