We use quasi-orders to describe the structure of C-groups. We do this by associating a quasi-order to each compatible C-relation of a group, and then give the structure of such quasi-ordered groups. We also reformulate in terms of quasi-orders some results concerning C-minimal groups given in [6].
Introduction
The notion of C-relation was first introduced by Adeleke and Neumann in [1] , where it was used to study certain groups of automorphisms called Jordan groups. In [6] , Macpherson and Steinhorn introduced the notion of C-group and C-minimal structure and gave a partial description of C-minimal groups. The notion of C-relation defined in [6] is now called a dense C-relation (see the definition in Section 4 below). A more general notion of C-relation was introduced by Delon in [3] (see Delon's definition of a C-relation in Section 1 below). In Delon's context, o-minimality and strong minimality both become special cases of C-minimality. Until now, all the work concerning C-groups (see for example [6] , [7] and [8] ) has focused on the study of C-minimal groups. The main motivation behind this paper is to understand the structure of an arbitrary C-group, i.e without any assumption of minimality. We then apply our general theory to the special case of dense C-minimal groups in the last section of the paper.
We already know two examples of C-groups: those whose C-relation comes from an order and those whose C-relation comes from a valuation. The goal of this paper is to show that these two fundamental examples are the "building blocks" of the class of Cgroups, in the sense that any compatible C-relation on a group can be constructed from C-relations induced by valuations and C-relations induced by orders. This is achieved not by working directly with a C-relation but with a quasi-order canonically associated to the C-relation, which we call a C-quasi-order (abbreviated as C-q.o).
Except for Section 2.3, which is not essential to understand the main results of this paper, all results presented here are independent from our work on compatible quasiorders done in [5] . However, the main ideas behind the method used in the current paper are greatly inspired by what we did in [5] , which is why we would like to briefly recall the important results of [5] . We defined a compatible quasi-ordered abelian group (q.o.a.g) as a pair (G, ) where G is an abelian group and a compatible quasi-order, i.e a quasi-order satisfying the following axioms (see Section 1 below for the definition of "∼"):
(Q 2 ) ∀x, y, z (x y ≁ z ⇒ x + z y + z).
Fixing a compatible q.o.a.g (G, ), we distinguished two kinds of elements in G respectively called o-type and v-type elements. The v-type elements are characterized by the fact that they are equivalent to their inverse, whereas o-type elements are not. We showed that the set G o of o-type elements of G is a subgroup of G and that is actually an order on G o , whereas is valuational on the set G v of v-type elements. We also showed that any compatible quasi-order naturally induces a compatible C-relation. It was however quickly established that some compatible C-relations are not induced by a compatible quasi-order, so that the notion of compatible quasi-order was not appropriate to describe the entire class of compatible C-relations. This is what lead us to develop the notion of C-quasi-order introduced in this paper.
C-quasi-orders are quasi-orders canonically induced by a compatible C-relation on a group. Since there is a bijective correspondence between compatible C-relations and Cquasi-orders, we can study the class of C-groups by studying the class of C-quasi-orders, and this is what we do in this paper. Taking a group G with a C-quasi-order , we show that is basically a mix of valuational quasi-orders with C-quasi-orders induced by group orderings. The main idea is to distinguish two kinds of elements, respectively called o-type and v-type (analogously to what was done in [5] ) and to associate to each g ∈ G a subset T g of G called the type-component of G. This set T g is characterized by two properties : T g is strictly convex, and if g is v-type (respectively o-type), then the C-quasi-order is valuational-like (respectively, order-type-like) on T g (see Remark 2.10 for the definitions of "valuation-like" and "order-type-like"). Moreover, T g is maximal with these properties. We can then show that the family of all type-components form a partition of G.
We also draw attention to a counter-intuitive phenomenon, which we call welding, which occurs in certain C-quasi-ordered groups. Welding happens when the group contains an o-type element which is equivalent to a v-type element. This is counter-intuitive, since one would expect the quasi-order to separate elements of different types. If there is no welding in the group, then the T g 's are actually convex. However, if there is welding
Preliminaries
In this paper, N denotes the set of natural numbers {1, 2, 3, . . . } without zero. The set N ∪ {0} is denoted by N 0 . An ordered group is a pair (G, ≤) consisting of a group G with a total order ≤ satisfying: ∀x, y, z ∈ G, x ≤ y ⇒ xz ≤ yz ∧ zx ≤ zy.
(OG)
For any group G and g, z ∈ G, g z denotes zgz −1 . A valuation on a group G is a map v : G → Γ ∪ {∞} such that:
(i) Γ is a totally ordered set, and this order is extended to Γ∪{∞} by declaring γ < ∞ for all γ ∈ Γ.
(ii) For any g ∈ G, v(g) = ∞ ⇔ g = 1.
(
iii) For any g, h ∈ G, v(gh −1 ) ≥ min(v(g), v(h)). (iv) For any g, h, z ∈ G, v(g) ≤ v(h) ⇔ v(g z ) ≤ v(h z ).
If v : G → Γ ∪ {∞} is a valuation, then, for any γ ∈ Γ, G γ and G γ respectively denote {g ∈ G | v(g) ≥ γ} and {g ∈ G | v(g) > γ}.
Remark 1.1
Note that due to the fact that (g z ) z −1 = g, we can replace "⇔" by "⇒" in (iv). Also, assuming that (ii) holds, one easily sees that (iii) 
holds. Moreover, we can easily show that following facts are true for any valued group (G, v) :
(c) For any γ ∈ Γ, G γ is a normal subgroup of G γ . Note however that it can happen that v(g) = v(g z ), and in particular G γ and G γ are not always normal in G. This is showed by Example 3.41.
(d) Thanks to axiom (iv) of valuations, conjugation by an element z ∈ G induces an automorphism of Γ defined by
A C-relation on a set M (see [3] ) is a ternary relation C satisfying the universal closure of the following axioms:
Note that (C 2 ) implies ¬C(x, x, x) for all x. If G is a group and C a C-relation on G, then we say that C is compatible (with the group operation) if C(x, y, z) implies C (vxu, vyu, vzu) for any x, y, z, u, v ∈ G. A C-group is a pair (G, C) consisting of a group G with a compatible C-relation C.
Example 1.2
There are two fundamental examples of C-groups:
If (G, C) is a C-group, then we say that C is a C-relation of elementary type if it is either order-type or valuational.
We say that a structure M = (M, C, . . . ) endowed with a C-relation is C-minimal if for every N = (N, C, . . . ) such that N ≡ M every definable subset of N is quantifier-free definable in the language {C}. If T is a meet-semilattice tree and M a set of maximal branches of T, then we can define a C-relation on M as follows: C(x, y, z) holds if and only if the branching point of x and z lies strictly below the branching point of y and z. Conversely, if (M, C) is an arbitrary C-structure, then we can canonically associate a meet-semilattice tree T, called the canonical tree of (M, C), so that (M, C) is isomorphic to a set of maximal branches of T endowed with the C-relation given above. To study C-minimal structures it might be practical to consider their canonical tree. In [6] , the authors described dense C-minimal groups by looking at the action induced by the group on its canonical tree. We will do the same in Section 4.
A quasi-order (q.o) is a binary relation which is reflexive and transitive. If is a quasi-order on a set A, then it induces an equivalence relation on A by a ∼ b if and only if a b a.
Notation
The symbol will always denote a quasi-order, whereas ≤ will always denote an order. The symbol ∼ will always denote the equivalence relation induced by the quasi-order and cl(a) will denote the class of a for this equivalence relation. The notation a b means a b ∧ a ≁ b. If S, T are two subsets of a quasi-ordered set (A, ), then the notation S T (respectively S T ) means that s t (respectively s t) for any (s, t) ∈ S × T . If a ∈ A, then we write S a instead of S {a}. A coarsening of is a q.o * such that a b ⇒ a * b for any a, b ∈ A. In that case, we also say that is a refinement of * . The trivial q.o on A is the q.o which only has one equivalence class, i.e a b for every a, b ∈ A. We usually denote it by t . If a, c, b ∈ A, then we say that c is between a and b if a c b or b c a holds. If the stronger condition a c b ∨ b c a holds, then we then say that c is strictly between a and b. If S is a subset of A, then we define the maximum (respectively minimum) of S as the set of all elements s of S such that t s (respectively s t) for every t ∈ S. We denote it by max(S) (respectively min(S)). Note that the maximum of S is always defined but can be empty. We say that S is:
• An initial segment if s ∈ S and a s implies a ∈ S.
• Convex if s, t ∈ S and s a t implies a ∈ S.
• Strictly convex if s, t ∈ S and s a t implies a ∈ S.
• Left-convex (respectively, right-convex) if s, t ∈ S and s a t (respectively s a t) implies a ∈ S.
If S is strictly convex, then we define the convexity complement of S as the smallest subset T of A\S such that S ∪ T is convex. Note that being left-convex or right-convex implies being strictly convex. We can characterize strict convexity by the following lemma:
Lemma 1.3
For any S ⊆ A, S is strictly convex if and only if one of the following conditions holds:
(i) S is convex. In that case the convexity complement of S is ∅.
(ii) min(S) = ∅ and S ∪ cl(m) is convex for any m ∈ min(S). In that case S is right-convex and its convexity complement is cl(m)\S.
(iii) max(S) = ∅ and S ∪ cl(M ) is convex for any M ∈ max(S). In that case S is left-convex and its convexity complement is cl(M )\S.
(iv) min(S), max(S) are both non-empty and S ∪ cl(m) ∪ cl(M ) is convex for any m ∈ min(S) and M ∈ max(S). In that case the convexity complement of
Proof. It is easy to check that if one of these conditions holds, then S is strictly convex. Let us prove the converse. Assume that S is not convex. This means that there exists m, t ∈ S and a / ∈ S such that m a t. However, since S is strictly convex, we cannot have m a t. Without loss of generality, we can thus assume that m ∼ a. Assume that m / ∈ min(S) and m / ∈ max(S). Then there are s, M ∈ S with s a ∼ m M . Since S is strictly convex, it follows that a ∈ S, which is a contradiction. Thus, we either have m ∈ min(S) or m ∈ max(S). If S ∪ cl(m) is convex, then we are in case (ii) or (iii) . Assume then that it is not convex. Without loss of generality, we may assume m ∈ min(S). Take In this paper, a quasi-ordered group is just a group endowed with a quasi-order without any further assumption. An element g of a quasi-ordered group (G, 
Then induces a q.o on the quotient group G/H defined by:
Lemma 1.4 was only proved for abelian groups in [5] , but we can easily see that the proof is exactly the same in the general case. The opposite process of quotienting a q.o is lifting, which we will also need. Let G be an abelian group and v : G → Γ ∪ {∞} a valuation. Assume that for each γ ∈ Γ, the quotient G γ /G γ is endowed with a q.o γ . We define the lifting of ( γ ) γ∈Γ to G as the quasi-order defined on G by the following formula:
h follows from the transitivity of γ . Assume now that g h does not hold. In particular, we must have
, then we cannot have gG γ γ hG γ , but since γ is total it follows that hG γ γ gG γ , hence h g. This shows that is total.
C-quasi-orders

Definition and axiomatization
In the context of groups, the natural candidate for the parameter z is z = 1, hence the following definition: Definition 2.2 Let G be a group. For any compatible C-relation C on G, we define the q.o induced by C as the q.o given by the formula x y ⇔ ¬C(x, y, 1). A C-quasi-order (C-q.o) on G is the q.o induced by a compatible C-relation on G. A C-quasi-ordered group (C-q.o.g) is a pair (G, ) consisting of a group G endowed with a C-q.o .
Remark 2.3
If is the q.o induced by C, then we have C(x, y, 1) ⇔ y x.
If is a C-q.o induced by the C-relation C, then we say that is order-type (respectively valuational/ of elementary type) if C is order-type (respectively valuational/ of elementary type ). These definitions make sense thanks to the following proposition:
Proposition 2.4
Let be a C-q.o. Then there is only one compatible C-relation inducing it, namely the one given by the formula C(x, y, z) ⇔ yz −1 xz −1 .
Proof. Let C be a compatible C-relation inducing . C is compatible so we have
We now want to axiomatize the class of C-q.o's. Proposition 2.4 states that is a C-q.o if and only if the formula yz −1 xz −1 defines a compatible C-relation. We thus want to answer the question: When does this formula define a compatible C-relation?
Lemma 2.5
Let be a quasi-order on a group G and define a ternary relation C(x, y, z) by the formula yz −1 xz −1 . Then the relation C satisfies (C 2 ) and (C 3 ). 
Note that "⇔" can be replaced by "⇒" in (CQ 2 ) and (CQ 3 ) since (xy −1 )(
, is a C-q.o if and only if C is a compatible C-relation. Assume C is a compatible C-relation. By (C 4 ), we have C(x, 1, 1) for any x = 1, which means 1
x. Take x, y, z ∈ G with x y, which means ¬C(x, y, 1). By (C 1 ), we then have ¬C(x, 1, y). By compatibility, this implies ¬C(xy −1 , y −1 , 1) i.e xy −1 y −1 , hence (CQ 2 ). By compatibility we also have ¬C(x z , y z , 1), hence (CQ 3 ). Conversely, assume (CQ 1 ), (CQ 2 ), (CQ 3 ) hold. By Lemma 2.5, we already know that C satisfies (C 2 ) and (C 3 ). We first prove that C is compatible. Take x, y, z, u, v ∈ G with C(x, y, z). We thus have yz −1 xz −1 . By (CQ 3 ), this implies uxv, uyv, uzv) . This proves compatibility. Let x = y in G. (CQ 1 ) implies 1 xy −1 which means C(x, y, y), so C satisfies (C 4 ). Now assume ¬C(x, y, z), i.e xz −1 yz −1 . By applying (CQ 2 ) to this inequality, we get xy −1 zy −1 , hence ¬C(x, z, y), which proves that C satisfies (C 1 ).
Remark 2.7
By combining (CQ 3 ) and (CQ 2 ) we obtain an improved version of (CQ 2 ): x y ⇒ xy −1 y −1 ∧ y −1 x y −1 . We will also often use the contra-position of (CQ 2 ):
C-q.o's of elementary type
Before investigating the structure of an arbitrary C-q.o.g, we want to understand the structure of C-q.o's of elementary type. Assume first that is a valuational C-q.o on
In other words, is the C-q.o. induced by v. The order-type case is a bit more complicated. Note first that if we start with an ordered group (G, ≤), if C is the C-relation induced by ≤ and if is the corresponding C-q.o, then there is no reason for ≤ and to be the same. In fact, an order-type C-q.o can never be an order. Let us have a closer look at . It is easy to see from the definition of C and that x y is equivalent to the formula (x = y ∨ y = 1) ∧ (x ≤ y ∨ x ≤ 1). From this formula we immediately see that the following holds:
In other words, is given by:
, where t is the trivial q.o on G − . This structure completely characterizes order-type C-q.o's:
is order-type if and only if there exists a subset G + of G such that the following holds:
is trivial on G − and coincides with an order ≤ on G + .
Proof.
We already showed that order-type q.o's satisfy this condition with G + = {g | 1 < g}. Let us prove the converse. We denote by C the C-relation corresponding to . Define an order on G − as follows:
Note that x ∈ G − if and only if x x −1 . By (CQ 3 ), it then follows that G − and G + are stable under conjugation. We first want to show that (G, ≤) is an ordered group. This will be a consequence of the following claim:
Claim: For any x, y ∈ G, xy −1 < 1 ⇔ x < y. Proof: Note that it is sufficient to prove ⇒. Indeed, assume ⇒ has been proved, and assume ¬(xy −1 < 1). This implies yx −1 ≤ 1, which by ⇒ implies y < x ∨ y = x, so ¬(x < y).
Assume then that xy −1 < 1. The case x = 1 ∨ y = 1 is clear, so assume y = 1 ∧ x = 1. Since x = y, it is sufficient to prove x ≤ y. If y x, then by (CQ ′ 2 ) we have y −1 xy −1 . Since is trivial on G − , this implies xy −1 ∈ G + , which contradicts xy −1 < 1. Thus, we have x y. We consider two cases:
Case 1: y ∈ G + . It follows immediately from x y that x ≤ y. Case 2: Assume y ∈ G − . It follows from 1 = x y that x ∈ G − . Note that we have
This proves the claim. Now let us show that (G, ≤) is an ordered group. Assume x < y and take z ∈ G. By the claim, we have xy −1 < 1, hence xz(yz) −1 < 1, hence xz < yz. By conjugation, we also have y −1 x < 1, so (zy) −1 (zx) < 1. By the claim, this means zx < zy. This proves that (G, ≤) is an ordered group.
Denote by C ′ the C-relation induced by ≤. We show that C ′ = C. Assume C(x, y, z) holds. The case x = y = z is obvious, so assume y = z. We have yz −1 xz −1 and zy −1 xy −1 . We either have zy −1 ∈ G + or yz −1 ∈ G + . Without loss of generality, we can assume that the former holds (the other case is done similarly). We then have zy −1 , xy −1 ∈ G + with zy −1 xy −1 , which means 1 < zy −1 < xy −1 . It follows that y < z < x, hence C ′ (x, y, z). Conversely, assume C ′ (x, y, z) holds. Since C ′ is compatible, this implies C ′ (xz −1 , yz −1 , 1), which means 1 < xz −1 and yz −1 < xz −1 . We thus have xz −1 ∈ G + and yz −1 < xz −1 , which means yz
All of this shows us how to construct from ≤ and vice-versa. More precisely, we see that ≤ and define the same sets: Proposition 2.9 Let (G, ≤) be an ordered group and the corresponding C-q.o. The relation is quantifier-free definable in the language {1, ., −1 , ≤} and ≤ is quantifier-free definable in {1, ., −1 , }.
Proof. As already mentioned, x y is equivalent to (x =
Conversely, x ≤ y is equivalent to the formula:
and G + and G − are respectively defined by the formulas x −1 x and x x −1 .
Remark 2.10
We just saw what C-q.o groups of elementary type look like. In Section 3, our work will consist in showing that any C-q.o group is in some sense a "mix" of the elementary ones. This means that we will identify parts of the group where the q.o is "order-type-like" and parts where it is "valuational-like". Intuitively, we want to say that a q.o is "like" an elementary-type q.o on a subset T of G if it shares the important properties of this elementary q.o. We will say that the q.o is valuational-like on T if gh max({g, h}) for any g, h ∈ T . We will say that is order-type-like on T if T can be partitioned into two subsets, T − and T + , such that the following holds:
We say that is elementary-type-like on T if it is either valuational-like or order-type-like on T .
Connection with compatible q.o's
We now want to establish the connection between the notion of C-q.o developed in this paper and the work done in [5] which we mentioned in the introduction. As we showed in [5] , we can associate a compatible C-relation to any compatible quasi-order defined on an abelian group. However, this does not mean that compatible q.o's are C-q.o's. In fact, we have the following: Proposition 2.11 Let (G, ) be a compatible quasi-ordered abelian group. Then is a C-q.o if and only if every element of G is v-type.
Proof. By Proposition 2.13 of [5] , we know that the set G o of all o-type elements of G is a subgroup of G and that (G o , ) is an ordered abelian group. If G o is non-trivial, then G contains negative elements, which contradicts axiom (CQ 1 ), so cannot be a C-q.o. Thus, G o must be trivial, which means that every element of G is v-type. Now let (G, ) be a compatible quasi-ordered abelian group. Proposition 2.11 states that, if the subgroup G o of o-type elements is non-trivial, then is not a C-q.o. However, we can transform into a corresponding C-q.o * . We know that coincides with an order ≤ on G o and is valuational on G v . Now define * as follows: on G o , * is the order-type C-q.o corresponding to ≤. On G v , * coincides with . Finally, declare G o * G v . Then * is a C-q.o. Now denote by C * the C-relation corresponding to the C-q.o * and denote by C the C-relation induced by the compatible q.o as defined in Proposition 4.1 of [5] . We recall that in [5] , we defined the C-relation induced by as a sort of "mix" between the definition of a C-relation induced by an order and the C-relation induced by a valuation. More precisely, Proposition 4.1 of [5] defines C as follows: the relation C(x, y, z) holds if and only if the following formula is true:
By distinguishing the cases xz −1 ∈ G v and xz −1 / ∈ G v , one can show that C(x, y, z) holds if and only if yz −1 * xz −1 . It then follows that C = C * .
Structure of C-q.o.g's
In this section we describe the structure of an arbitrary C-q.o.g (G, ) . We start by giving four different examples of C-q.o's. All of them are obtained by lifting (with the notion of lifting defined after Lemma 1.4). It is possible to directly check that each of them satisfy the axioms of C-q.o's, but this will actually be a consequence of Propositions 3.36, 3.37 and 3.38. Examples (a),(c) and (d) are obtained by direct application of 3.36, and example (e) is proved from example (d) with Proposition 3.37. Finally, to prove example (b), apply Proposition 3.38 on the C-q.o group (G, ) from example (a) with g := (−1, 0).
We let o denote the C-q.o induced by the usual order of Z (which is characterized in Proposition 2.8) and v the C-q.o induced by the trivial valuation on
(a) Choose 1 := o and 2 := v . The lifting of ( 1 , 2 ) to G is the C-q.o given by :
where t always denotes the trivial q.o and is defined on N × Z as follows: (a, b) (c, d) ⇔ a ≤ c. In this example, is valuational on {0} × Z and order-type-like on (Z\{0} × Z). The set of v-type elements is {0} × Z, the set of o − -type elements is −N × Z and the set of o + -type elements is N × Z.
(b) Coarsen the C-q.o of the previous example by declaring that
. This new C-q.o is now given by:
All elements of G in this example have the same type as in (a).
(c) Define
where ≤ is the natural order of Z and is defined on N × Z as follows:
Here is order-type-like on {0} × Z and on (Z\{0} × Z). The set of o − -type elements is {0}×−N∪−N×Z, the set of o + -type elements is {0}×N∪N×Z, and (0, 0) is the only v-type element.
(d) Let be the C-q.o of example (a) on G.
is finite} (H is thus the Hahn sum of Z-many copies of G). We denote the elements of H as formal sums h = n∈Z g n τ n . H can be endowed with a valuation w H : H → Z ∪ {∞}, where w H (h) is defined as the minimum of the support of h. In this context, we have
We can also give a non-abelian example: (e) Let (H, H ) be as in the previous example. For any k ∈ Z, let α k be the k-th shift on
This is a group automorphism of H. Set F := Z ⋉ α H (⋉ α denotes the semi-direct product) and define F by: We see on each of these examples that G can be partitioned into strictly convex subsets on each of which is elementary-type-like. We want to show that this is true for an arbitrary C-q.o.g. As the terminology and Examples 3.1 suggest, it will turn out that is valuational-like on the set of v-type elements and order-type-like around o-type elements. Note that Example (b) seems counter-intuitive. Indeed, we would expect the C-q.o to separate o-type elements from v-type elements, but we see that (0, 1) ∼ (−1, 1) . This means that the C-q.o does not distinguish between the v-type element (0, 1) and the o-type element (−1, 1). This phenomenon is what we call "welding". We say that G is welded at h, or that h is a welding point of G if there exists an element g such that g and h are of different type and g ∼ h. We will see that the existence of welding in certain groups makes things technically slightly more difficult but does not fundamentally change the structure of a C-q.o.g.
The following propositions show the relevance of distinguishing o-type elements from v-type elements and justify our terminology:
The C-q.o is valuational if and only if every element of G is v-type.
Proof.
If is valuational, then every element must obviously be v-type. Conversely, assume that every element is equivalent to its inverse. We only have to check that the ultrametric inequality is satisfied. Let g, h ∈ G. If h g, then by (CQ 2 ) we have 
. This is only possible if gh −1 = 1 i.e g = h.
Remark 3.4
As example 3.1(c) above shows, the fact that every element is o-type is not sufficient to insure that is order-type.
Some relations between and the group operation
Here we investigate the relation between multiplication and . More precisely, we want to understand how the equivalence class of the product of two elements relates to the equivalence class of each factor. These results will play a fundamental role in the proofs of Section 3.3. We fix a C-q.o.g (G, ). We first note that in many cases the order of the factors will not matter:
Proof.
It is a direct consequence of (CQ 3 ): take the inequalities hg g hg and conjugate by g.
Lemma 3.6
Let g, h ∈ G. The following holds:
(ii) Assume that h {g −1 , g}. Then h −1 {g, g −1 } and we have gh ∼ g ∼ gh −1 and
In particular, h −1 satisfies h −1 {g, g −1 }, so we get g ∼ gh −1 and
Analogously, g ∼ gh −1 . The rest follows from Lemma 3.5.
We can summarize these results in the following proposition:
We now want to find an analog of axiom (Q 2 ) of compatible q.o's (see [5] ).
Lemma 3.8
If f g and g −1 h −1 g −1 , then f h gh and hf hg.
By assumption, this implies f g −1 h −1 g −1 . By (CQ 2 ) again, this implies f h gh. (CQ 3 ) then implies hf hg.
Proposition 3.9
Let f, g ∈ G such that f g and assume that either g ≁ h −1 or {h, h −1 } g g −1 holds. Then we have f h gh and hf hg.
In both cases, we have g −1 g −1 h −1 , so we can apply the previous lemma. For the second claim, we use 3.7 to get g −1 ∼ h −1 g −1 .
Remark 3.10
We just showed that C-q.o.g's satisfy the formula:
This formula is very similar to axiom (Q 2 ) of compatible q.o's and seems to be more practical to deal with than axiom (CQ 2 ) of C-q.o's. However, we don't know if we can actually replace (CQ 2 ) by this formula in our axiomatization of C-q.o's.
Quotients
In the theory of ordered abelian groups there is a classical notion of the order induced on a quotient G/H where H is a normal convex subgroup of G. In [5] , we showed that the same holds for compatible quasi-ordered abelian groups. Here we show a similar result for C-q.o.g's. However, because of the occasional occurrence of welding, it won't be sufficient for us to only consider convex subgroups, so we will show that a C-q.o on G canonically induces a C-q.o on the quotient group G/H if H is a normal strictly convex subgroup of G. This will be useful to describe the structure of the C-q.o on G. Note first that thanks to axiom (CQ 1 ) any convex subgroup of G is an initial segment. This also means that any non-convex strictly convex subgroup of G is in case (iii) of Lemma 1.3.
Proposition 3.11
Let H be a strictly convex normal subgroup of G. Then induces a C-q.o on G/H by the formula:
The proof of Proposition 3.11 is done in three parts. We first show the case where H is convex: Proposition 3.12 Let (G, ) be a C-q.o.g and H a convex normal subgroup of G. Then induces a C-q.o on G/H given by the formula:
Proof. We apply Lemma 1. 
This proves that the assumption of Lemma 1.4 is verified, so induces a q.o on G/H by the formula
We now want to show that this is equivalent to (g ∈ H) ∨ (h / ∈ H ∧ g h). Assume gH hH and g / ∈ H. If h g, then by Lemma 3.6 we have g −1 ∼ hg −1 . This implies hg −1 / ∈ H and h g, which contradicts the assumption. Thus, g h. If H is only strictly convex, then the assumption of Lemma 1.4 is in general not verified, which is why we need the following lemma: Lemma 3.13 Let (G, 1 ) be a C-q.o.g and let H be a strictly convex normal subgroup of (G, 1 ) with convexity complement F = ∅. We are then in case (iii) of Lemma 1.3, so we have H F . Let 2 be the refinement of 1 defined by declaring that H 2 F . Then 2 is a C-q.o and H is 2 -convex.
Proof.
The fact that H is 2 -convex is clear, as is the fact that 1 2 x for every x ∈ G. Since F = ∅, max(H) is non-empty. Note that the notation max(H) is unambiguous, since the max of H in (G, 1 ) is the same as in (G, 2 ). Now assume x 2 y. Since 1 is a coarsening of 2 , we have x 1 y. This implies xy −1 1 y −1 and x z 1 y z . The only way that we could have y −1 2 xy −1 is if y −1 ∈ max(H) and xy −1 ∈ F . However, if y −1 ∈ H, then y ∈ H. Since we have x 2 y, y ∈ H also implies x ∈ H. This means xy −1 ∈ H, so xy −1 / ∈ F . It follows that xy −1 2 y −1 . By the same reasoning (using the fact that H is normal), we get x z 2 y z .
We can now show Proposition 3.11: proof of 3.11. Set 1 := and consider the q.o 2 as in Lemma 3.13. Since H is 2 -convex, we know that the formula gH hH
since for any h / ∈ H and any g ∈ G, g h ⇔ g 2 h.
Type-components
In this section, we introduce the "type-components" T g mentioned in the introduction.
For g = 1, we want to find a set T g which is the biggest strictly convex subset of G containing g on which is elementary-type-like. For an o + -type g ∈ G, one can see that the set of h ∈ G, which are o + -type and such that every element strictly between g and h are also o + -type is the greatest strictly convex subset of o + -type elements containing g. We can define in the same way such a "strictly convex closure" for an o − -type element or a v-type element. Now, since by definition T g contains g and g −1 , in the o-type cases T g cannot be this closure. We will show that T g is the union of the strictly convex closures of g and g −1 . In the v-type case the strictly convex closures of g and g −1 are equal. We also introduce the set G g which should be thought of as the set of elements of G which are "below" T g . We then introduce the set G g which should be thought of as the set of elements which are not bigger than T g . We will show that G g and G g are subgroups. For proving the properties of T g , G g , G g , and the welding properties, it is more convenient to define T g by means of formulas with inequalities instead of strict inequalities. This motivates the following definitions. For an element 1 = g ∈ G, we define the type-component T g of g as follows:
• If g is v-type, then T g is the set of v-type elements h = 1 such that there is no o + -type element between h and g.
• If g is o + -type, then T + g is the set of o + -type elements h such that every element between g and h is o + -type. We then set T − g := (T + g ) −1 and
• If g is o − -type, then T g := T g −1 .
We define two sets G g and G g as follows:
• If g is v-type, then define G g := {h | h T g }.
• If g is o + -type, then define
In all cases we set
We will show later that G g and G g are actually subgroups of G (see Propositions 3.17 and 3.29). Note that for any g ∈ G, 1 ∈ G g , so G g and G g are non-empty.
Example 3.14 Let us have a look again at the groups given in Examples 3.1. Set g = (0, 1) and h = (1, 0) . In examples (a), (b) and (c) we have
It is also easy to see that the q.o induced on the quotients G g /G g and G h /G h are exactly the q.o's 1 and 2 which we lifted to construct the q.o on G. Note that the only difference between cases (a) and (b) is that T g , T h , G h , G g are convex in case (a) but are only strictly convex in case (b) due to welding. Note also that in example (b), each element of the form (x, y) with x < 0 is an o − -type welding point with (x, y) ∼ (0, z) for every z = 0. In particular, there is an o − -type element (for example (−1, 0)) which is contained between g and g −1 , even though g −1 ∈ T g . This explains why we restrict to o + -type elements in the definition of T g when g is v-type.
In the next two sections, we describe some properties of the sets T g , G g and G g for g = 1. As announced in the introduction, we are going to show that T g is a maximal subset of G with the properties that T g is strictly convex and that is elementary-typelike (of the same type as g) on T g (see Propositions 3.15 and 3.28 ). We will also show that G g and G g are subgroups of G and that G g is normal in G g . We first show these properties for the case where g is o-type and then do the same for the case where g is v-type.
T g in the o-type case
We now want to describe T g , G g , G g in the case where g = 1 is o-type. By definition of T g , we can assume without loss of generality that g is o + -type. The following proposition states the main properties of T g : (c) T g is the biggest strictly convex subset of G containing g with the following properties:
(i) Every element of T g is o-type.
(ii) T g contains exactly one class of o − -type elements, and this class is smaller than every o + -type element.
Remark 3.16 1. Proposition 3.15(c) basically says that T g is the biggest strictly convex subset of G containing g on which is order-type-like.
2. It follows from Proposition 3.15(a) and from Lemma 1.
3. If g −1 is not a welding point, then we can replace "strictly convex" by "convex" in Proposition 3.15(c).
4. Example 3.1(b) shows that T g is not always convex. 
It is interesting to note that property (d) in 3.15 is the property satisfied by ordered groups (see axiom (OG) in the introduction
Remark 3.18
If g −1 is not a welding point, then G g is actually convex. However, Example 3.1 (b) shows that G g is not convex in general. We see that the existence of welding makes the structure of G less smooth, since it prevents the type-components from being convex.
Our goal is now to prove Propositions 3.15 and 3.17. We start by characterizing the elements of T + g in the next two lemmas:
and in particular h is o + -type.
Proof. By (CQ 2 ), h g implies hg −1 g −1 , hence hg −1 h. By (CQ 2 ) and (CQ 3 ), this implies g −1 h −1 . Now assume that g −1 h −1 holds. By Lemma 3.6, we then have h ∼ hg −1 g −1 , which is a contradiction. Therefore, g −1 ∼ h −1 .
Lemma 3.20
For any h ∈ G, h ∈ T + g if and only if h is o + -type and
. By Lemma 3.6, this implies h g −1 g, so there is an o − -type element between h and g, which is a contradiction. If g −1 h −1 , then by the same reasoning we get g h −1 h, which is also a contradiction. This proves that h −1 ∼ g −1 . Conversely, assume that h is o + -type and h −1 ∼ g −1 . We want to show that every f between h and g is o + -type. Since f is between h and g and since h −1 ∼ g −1 , we either have h −1 f h or g −1 f g. By Lemma 3.19, this implies that f is o + -type.
As a direct consequence of these two lemmas, we have that the q.o is order-type-like on T g : We can now show Proposition 3.15:
proof of 3.15. We first prove (a). It is clear from its definition that T + g is convex. We also know that min(
and that there is no element strictly between
is convex, which in particular means that T g is right-convex and that
If h were o + -type, then we would have h −1 g −1 h. By Lemma 3.19, this would imply that g −1 is o + -type, which is a contradiction. Thus, h cannot be o + -type. If h were o − -type, then by Lemma 3.20 we would have h ∈ T − g , which is excluded, so h cannot be o − -type. Thus, h must be v-type. It then follows that F g = ∅ if and only if g −1 is not a welding point, hence (b). Now let us prove (c). It only remains to prove that there is no strictly convex set bigger than T g satisfying (i) and (ii). Towards a contradiction, let S T g be such a set and take h ∈ S\T g . Assume first that T + g h. Then h must be o + -type and h −1 T − g . Let g f h. We have h −1 f h. By Lemma 3.19, this implies that f is o + -type. Thus, every element between g and h is o + -type, so h ∈ T + g , which is a contradiction. Assume that h T − g . Then h must be o − -type and T + g h −1 . We then have h g h −1 . By 3.19, this implies g −1 ∼ h,
We mentioned in remark 3.16 that the q.o on T g is order-type-like. In fact, the only difference between the structure of T g and the group in Proposition 2.8 is that is not an order on T + g (see for example T + h in Example 3.14). However, we have the following, which will be useful in the proof of Proposition 3.17:
Proof.
By simply applying (CQ 2 ) to the inequalities f h f we obtain f h
Intuitively, we see from Lemma 3.22 that the q.o induced by on the quotient G g /G g will satisfy the condition of Proposition 2.8, where the sets G − and G + of Proposition 2.8 will respectively correspond to
The next two propositions will help us prove Proposition 3.17: (G g ).
, this implies that T − g is the convexity complement of G g .
Proposition 3.24
G g is an initial segment of G.
Proof. We already showed that G g ∪ T −
g is an initial segment. Since T + g is convex and since there is no element strictly contained between T − g and T + g , it follows that
We can now show Proposition 3.17:
, so we can apply Propositions 3.9 and 3.7 and get h 1 h
By a similar argument, we also have We can now state a v-type analogue of Proposition 3.15:
Proposition 3.28
The set T g is the biggest strictly convex subset of G\{1} containing g such that every element of T g is v-type. If G has no welding at g, then T g is even convex.
Proof. Let S T g be strictly convex and let h ∈ S\T g with h = 1 be v-type. Since h / ∈ T g , then by definition of T g there must be an o + -type element f between g and h. By Lemma 3.19, we have f ≁ h and f ≁ g, so f is strictly between g and h, hence f ∈ S. Thus, S must contain o-type elements.
We now want to establish the v-type analogue of Proposition 3.17.
Proposition 3.29
Both G g and G g are subgroups of G, G g is strictly convex with convexity complement
Proof. G g is clearly an initial segment by definition, so it is convex. Moreover, we know that T g is left-convex and that there is no element strictly contained between G g and T g , so it follows immediately that G g = G g ∪ T g is left-convex. We also know that F g is the convexity complement of T g and so it is also the convexity complement of G g .
Let us show that G g is a group. Let f 1 , f 2 ∈ G g and h ∈ T g , so in particular h is v-type. Assume h
2 . Applying Proposition 3.9, we get f h. Since h is arbitrary in T g , this means
h. In any case we have
h, which means
. We can show with the same reasoning that f 2 f
were in F g , then it would be o − -type, so we would 
Type-valuation
We can now show that the T g 's form a partition of G:
The following holds for any g, h ∈ G:
Proof. Assume g ∈ T h . If h, g are v-type, then we use Proposition 3.28. We know that T g is the biggest strictly convex subset of G containing g whose every element is v-type. Since T h is strictly convex and only contains v-type elements and g ∈ T h , it follows that T h ⊆ T g . This implies h ∈ T g . By a similar argument, it also follows that T g ⊆ T h , hence T g = T h . The case where they are o-type is similar by using Proposition 3.15. This proves the first two equivalences. The third one follows immediately:
In the v-type case we obviously have
Note that there is no element strictly contained between G h and T h (otherwise, there would be an element f with f / ∈ G h = G h ∪ T h and 1 f h. This would contradict the fact that G h is strictly convex). Thus, we have g ∈ T h , hence
We have thus reached the goal we announced in the introduction: we showed that G is partitioned into a family of sets on each of which the C-q.o is elementary-type-like. Our next objective is to reformulate this statement by showing that can be obtained by lifting elementary C-q.o's. To do this we need to define a valuation on G whose fibers are the type-components. We first notice that naturally induces an order on the set of type-components:
Proposition 3.33
Define ≤ on the set of all type-components by
This is an order on the set of all type-components of G.
Proof. The fact that ≤ is total follows from the fact that the type-components are strictly convex and pairwise disjoint. The relation ≤ is clearly reflexive and transitive, let us prove that is is antisymmetric. If T g T h T g , then all elements of T g ∪ T h are equivalent to one another. It follows that h, g must both be v-type. Since g ∼ h, this implies T g = T h .
Remark 3.34
If S is a subset of G which contains elements s, t ∈ S such that s t, then S S does not hold (remember that S T means that s t for any pair (s, t) ∈ S × T ). Hence the condition T g = T h does not imply T g T h . Therefore, the condition "T g = T h " in the definition of ≤ is essential for reflexivity.
Proposition 3.35
Set Γ := {T g | g ∈ G} and let ≤ * be the reverse order of the one given in Proposition 3.33. We define a valuation on G called the type-valuation associated to by
Proof. Clearly, T 1 is a maximum of (Γ, ≤ * ) and 
Structure theorems
As a special case of lifting we can define a C-q.o on semi-direct products, which is how we obtained Example 3.1(e):
Proof. Set F := G ⋉ α H, Γ := {1, 2} and define v : F → Γ ∪ {∞} as follows:
This defines a valuation on F . We have Take (g 1 , 1 ).F 1 and (g 2 , 1). (g 2 , 1 ).F 1 ) z . This proves that the isomorphism
Thus, the hypothesis of Proposition 3.36 are satisfied, so the lifting of ( H , G ) to F is a C-q.o.
We now introduce another way of obtaining C-q.o's, which we call welding. Let g be an o − -type element, and assume that the maximum M g of G g is non-empty. We noted in Proposition 3.23 that, if F g = ∅, then M g = F g , and so, by Proposition 3.15(a), we have M g ⊆ cl(g). If F g = ∅, then by Proposition 3.23 we have G g = {h ∈ G | h g}. In any case, there is no element strictly contained between M g and cl(g). This means that we can coarsen by joining the sets cl(g) and M g . In other words, we define a coarsening operation simultaneously at each g z for z ∈ G, then we will obtain a new C-q.o, as the next proposition shows: Proposition 3.38 (Construction by welding) Let (G, ) be a C-q.o.g and g ∈ G an o − -type element such that M g := max (G g ) is non-empty. Then for any z ∈ G, M g z := max(G g z ) is also non-empty, so we can define a coarsening 2 of by declaring M g z ∼ 2 g z for every z ∈ G. Moreover, this coarsening is a C-q.o.
Proof.
Note that by (CQ 3 ), we have g g −1 ⇒ g z (g −1 ) z = (g z ) −1 , so g z is o − -type. The fact that M g z is non-empty is also a direct consequence of (CQ 3 ). It also follows from (CQ 3 ) that F g = ∅ ⇔ F g z = ∅. Note also that if F g = ∅, then by Proposition 3.23 we have M g = F g , so we already have M g ∼ g. By (CQ 3 ), this implies M g z ∼ g z for all z ∈ G. It then follows that = 2 , so there is nothing to prove. Therefore, we can assume without loss of generality that F g z = ∅ for all z ∈ G.
Set 1 := . We want to show that 2 is a C-q.o. Let x, y, z ∈ G with x 2 y. If x 1 y, then we have xy −1 1 y −1 and x z 1 y z . Since 2 is a coarsening of 1 , this implies xy −1 2 y −1 and x z 2 y z . Now assume y 1 x. This can only happen if there is w ∈ G with y ∈ M g w and x ∼ 1 g w . Since we assumed that F g w = ∅, it follows that x is o − -type. By maximality of y, we have y −1 1 y. We thus have {y, y −1 } 1 x 1 x −1 . By Lemma 3.6(iii), this implies xy −1 ∼ 1 x. By (CQ ′ 2 ), y −1 1 y would imply y 1 y 2 , which would contradict the maximality of y. It follows that y is v-type. We thus have xy −1 ∼ 1 g w and y −1 ∈ M g w . By definition of 2 , this implies xy −1 ∼ 2 y −1 . Moreover, we have y z ∈ M g wz and x z ∼ 1 g wz , which also implies x z ∼ 2 y z .
We see that, if we lift a family of C-q.o's of elementary types as in Proposition 3.36 and then apply welding, then the q.o which we obtain is again a C-q.o. Our main theorem states that any C-q.o is obtained through this process: Moreover, the q.o can be obtained by lifting the family ( γ ) γ∈Γ to G and then welding if necessary.
Proof. We already defined the type-valuation v in Proposition 3.35. Note that for any g ∈ G, we have G v(g) = G g and G v(g) = G g . (i) and (ii) follow from Propositions 3.17, 3.29 and 3.30, (iii) follows from 3.28. Denote by * the lifting of ( γ ) γ∈Γ to G. Note that an element g ∈ G is v-type (respectively, o − -type) with respect to if and groups G γ and G γ of theorem 3.39 are not always normal in G.
We can also reformulate Theorem 3.39 in terms of C-relations:
Theorem 3.42
Let (G, C) be a C-group. There exists a valuation v : G → Γ ∪ {∞} such that the following holds:
Lemma 4.1 Assume (G, ) is an order-type C-q.o.g and set C := {(x, y) ∈ T | x = y}. Then C is a non-trivial chain and an orbit under the action of G.
(ii) Assume xy −1 / ∈ T x . Since x / ∈ G x and x, y −1 ∈ G x , it follows that y / ∈ G x , hence y ∈ T x . We thus have xy −1 {x, y −1 }. Taking g := y −1 , we cannot have ygy −1 xy −1 and we also cannot have xg −1 y −1 xy −1 . Therefore, neither (x, y) ≤ (xg, yg) nor (xg, yg) ≤ (x, y) is true.
(iii) If the orbit of (x, y) under G x is a chain, then by (ii) we must have xy −1 ∈ T x . By (i), x cannot be v-type. Conversely, assume x is o-type with xy −1 ∈ T x . Since G x /G x is order-type, and since xG g = yG g , it follows from Lemma 4.1 that the orbit of (xG g , yG g ) under the action of G g /G g is a non-trivial chain. It then follows from lemma 4.2 that the orbit of (x, y) under G x is also a non-trivial chain. (ii) There exists an orbit which is a chain if and only if there exists g ∈ G o-type such that T g is maximal in the set of type-components of G (for the order given in Proposition 3.33).
Proof. If every orbit is an antichain, then by Lemma 4.3(iii) every element of G must be vtype (otherwise we can always choose x, y ∈ G o-type with xy −1 ∈ T x , for example choose any o + -type element x and y := x 2 ). The converse follows from 4.3(i). Now assume that x ∈ G is an o-type element such that T g is maximal in the set of type-components of G. Take y ∈ T x with xy −1 ∈ T x . It follows from Lemma 4.3(iii) that the orbit of (x, y) under G is a chain. Conversely, assume there is an orbit of an element (x, y) which is a chain. Since (x, y) = (y, x), we can assume without loss of generality that y x, hence y ∈ G x . By Lemma 4.3 (iii) , this implies in particular that x is o-type with xy −1 ∈ T x . Assume that there is some g / ∈ G x . We then have xgy −1 , ygy −1 , xg −1 y −1 , yg −1 y −1 / ∈ G x , so neither (x, y) ≤ (xg, yg) nor (xg, yg) ≤ (x, y) can be true.
We can now reformulate Theorems 4.4, 4.8 and 4.9 of [6] into the following result: Theorem 4.5 Let (G, ) be a C-minimal C-q.o.g and assume that C is a dense C-relation. Then exactly one of the following holds:
comes from a valuation v : G → Γ ∪ {∞}. In that case, we have the following:
(1) For any γ ∈ Γ, G γ and G γ are normal in G.
(2) The quotient G γ /G γ is abelian for all but finitely many γ ∈ Γ.
(3) If G γ /G γ is infinite, then it is elementary abelian or divisible abelian. If it is divisible, then G γ is also abelian.
(4) There is a definable abelian subgroup H of G such that G/H has finite exponent.
