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Prefacio
Esta Tesis se presenta como parte de los requisitos para optar al grado Académico de
Doctor en Ciencias de la Computación, de la Universidad Nacional del Sur y no ha sido
presentada previamente para la obtención de otro título en esta Universidad u otra. La
misma contiene los resultados obtenidos en investigaciones llevadas a cabo en el ámbito
del Laboratorio de Ciencias de las Imágenes de la UNS y el Instituto Patagónico de Cs.
Sociales y Humanas CCT-CENPAT durante el período comprendido entre el 01 de Abril
de 2013 y el 27 de Septiembre de 2017, bajo la dirección del Dr. en Ciencias de la
Computación Claudio Delrieux de la Universidad Nacional del Sur.
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Resumen
La adquisición de información fenotípica es un aspecto clave en diversos contextos,
incluyendo análisis biométricos, estudios bioantropológicos, investigaciones biomédicas, y
ciencia forense por citar algunos. Para ello se requiere la identiﬁcación automática de es-
tructuras anatómicas de interés biométrico, como por ejemplo huellas dactilares, patrones
en el iris, o rasgos faciales. Estas estructuras son utilizadas masivamente, pero poseen la
desventaja de requerir intrusión para adquirir la información a ser analizada. En esta tesis
presentamos un nuevo método, basado en la Morfometría Geométrica, para la detección y
extacción automática de datos anatómicos característicos (features) en la forma de hitos
(landmarks) en 2D o 3D. Para ello se entrenó una red neuronal con conjuntos de datos
obtenidos en forma supervisada por medio de expertos antropólogos y biólogos. El sistema
resultante posee la capacidad de realizar landmarking en forma automática en imágenes y
video sin preparación previa, obteniéndose parámetros de calidad equivalente o superiores
a los adquiridos por expertos humanos. Estos resultados abren la posibilidad de generar en
forma automática y conﬁable vectores de atributos basados en propiedades fenotípicas.
Se exploran algunas aplicaciones en diversos contextos incluyendo biometría, videojuegos,
interfases naturales y otras aplicaciones.
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Abstract
Accurate gathering of phenotypic information is a key aspect in several subject matters,
including biometric identiﬁcation, biomedical analysis, bioanthropology studies, forensics,
and many other. Automatic identiﬁcation of anatomical structures of biometric interest,
such as ﬁngerprints, iris patterns, or facial traits, are extensively used in applications li-
ke access control, anthropological research, and surveillance, all having in common the
drawback of requiring intrusive means for acquiring the required information. In this the-
sis we present a new method, based on two well established methodologies, Geometric
Morphometrics and Deep Learning algorithms, for automatic phenotype detection and
feature extraction in the form of 2D and 3D landmarks. A convolutional neural network
was trained with a set of manually landmarked examples. The trained network is able to
provide morphometric landmarks on images automatically, with a performance that mat-
ches human assisted landmarking. The ability to perform in the open (i.e., in images or
video taken with no speciﬁc acquisition preparation). The feasibility of using landmarks
as feature vectors for diﬀerent classiﬁcations tasks is explored in a novel spectrum of
biometrics, video games, and natural user interfaces applications.
4
Reconocimientos
Esta Tesis fue desarrollada gracias a la ayuda económica del Consejo Nacional de Inves-
tigaciones Cientíﬁcas y Técnicas (CONICET) mediante becas estratégicas Bioinformática
(Abril 2013 - Abril 2018), y con el subsidio PGI 24/K061 de la SECyT-UNS.
CANDELA (Consortium for the Analysis of the Diversity and Evolution of Latin Ameri-
cans) obtuvo el ﬁnanciamiento de Leverhulme Trust (Titulo del Proyecto: Network for the
study of the evolution of Latin American populations, # F/07134/DF), lo que permitió
tomar la muestra en los cinco países arriba mencionados. Además, se recibió ﬁnanciación
del Biotechnology and Biological Sciences Research Council, que permitió caracterizar
genómicamente a los voluntarios. El Consejo Nacional de Investigaciones Cientíﬁcas y
Técnicas (CONICET-Argentina) otorgó mediante sus mecanismos establecidos y regula-
res tres veces relacionadas con la temática CANDELA, incluyendo la que sustentó esta
presente disertación.
5
Agradecimientos
Quiero agradecer a mis directores Claudio Delrieux y Rolando González-José ya que
sin toda su ayuda, conocimientos y aportes esta tesis no sería posible.
A Andrés y Anita Cintas por siempre acompañarme desde el comienzo de este tra-
bajo, por ser apoyo incondicional y Anita en especial por sus puntillosas correcciones y
recomendaciones a lo largo de los años y de este manuscrito.
A mi compañero y pareja Defo, quien me hizo support en todas las etapas y metamor-
ﬁsmos de los últimos años.
Al Grupo de Investigación en Biología Evolutiva Humana, por formar parte y generar las
investigaciones y experimentos más divertidos e interdisciplinarios que he tenido (Mirshita,
Caio, Virginia, Caro, Sol, Pablo, Anahi y Bruno!).
6
Abreviaturas
AAM Active Apperance Models
ARI Adjusted Rand Index
ASM Active Shape Models
BGD Batch Gradient Descent
CNN Convolutional Neural Nets
DL Deep Learning
ERT Extremely Randomized Tree
EV Explained Variance
GPA Generalized Procrustes Analysis
GPU Graphic Process Unit
IID Independent and identically distributed random variables
MC Momentum Clásico
MSE Mean Squared Error
NAG Nesterov Accelerated Gradient
RI Rand Index
RMSE Root Mean Squared Error
ROC Receiver Operating Characteristic
ROI Region of Interest
SGD Stochastic Gradient Descent
7
Índice general
I Presentación General 19
1. Introducción 20
1.1. Contexto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.2. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.3. Contribuciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.3.1. Publicaciones en Revistas Internacionales . . . . . . . . . . . . . 25
1.3.2. Actas en Conferencias Nacionales e Internacionales . . . . . . . . 27
1.3.3. Otras publicaciones y presentaciones en Congresos . . . . . . . . 28
1.4. Aplicaciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.5. Estructura de la Tesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2. Trabajos previos 32
2.1. Modelos de formas Activos (Active Shape Models (ASM)) . . . . . . . . 32
2.2. Características SIFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.1. SIFT vs. CNN . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3. Método Viola-Jones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.1. Viola-Jones vs. CNN . . . . . . . . . . . . . . . . . . . . . . . . 38
II Tecnologías 39
3. Morfometría Geométrica 40
3.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1.1. Antecendentes Históricos . . . . . . . . . . . . . . . . . . . . . . 42
3.1.2. Ventajas y desventajas con respecto a la morfometría clásica . . . 43
8
3.1.3. Landmarks, semilandmarks y contornos . . . . . . . . . . . . . . 44
3.1.4. Tamaño y Forma en Morfometría Geométrica . . . . . . . . . . . 45
3.2. Análisis de Procrustes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2.1. Análisis de Procrustes Simpliﬁcado . . . . . . . . . . . . . . . . . 48
3.2.2. Análisis Generalizado de Procrustes (GPA) . . . . . . . . . . . . 48
3.2.3. Algoritmo para aplicar Generalized Procrustes Analysis (GPA) . . 50
3.3. Aplicaciones en Morfometría Geométrica . . . . . . . . . . . . . . . . . . 51
3.4. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4. Deep Learning 53
4.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2. Aprendizaje Supervisado . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3. Redes Neuronales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3.1. Optimización: Gradient Descent . . . . . . . . . . . . . . . . . . 58
4.3.2. Back-propagation . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3.3. Sobreajuste (Overﬁtting) . . . . . . . . . . . . . . . . . . . . . . 64
4.3.4. Métodos para Optimización y regularización . . . . . . . . . . . . 65
4.3.5. Selección y puesta en funcionamiento de un red neuronal . . . . . 70
4.4. Convolutional Neural Nets (CNNs) . . . . . . . . . . . . . . . . . . . . . 73
4.4.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.4.2. Convolución . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.4.3. Capa de Convolución . . . . . . . . . . . . . . . . . . . . . . . . 75
4.4.4. Capa de pooling . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.4.5. Arquitectura de Convolutional Neural Nets (CNN) . . . . . . . . 78
4.4.6. Visualización e introspección de CNN . . . . . . . . . . . . . . . 78
4.4.7. Consideraciones Computacionales . . . . . . . . . . . . . . . . . 79
III Aplicaciones 80
5. Casos de estudio: problemas, modelos y materiales 81
5.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2. Conjunto de datos utilizados . . . . . . . . . . . . . . . . . . . . . . . . 81
9
5.2.1. Conjunto de datos CANDELA . . . . . . . . . . . . . . . . . . . 82
5.2.2. Conjunto de datos de dominio público . . . . . . . . . . . . . . . 82
5.3. Métricas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6. Landmarking del Pabellón Auditivo 89
6.1. Conﬁguración de landmarks: Pabellón Auditivo . . . . . . . . . . . . . . 89
6.2. Conjunto de datos: Pabellón Auditivo . . . . . . . . . . . . . . . . . . . 91
6.3. Pipeline Desarrollado . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.3.1. Pre-procesamiento de las imágenes . . . . . . . . . . . . . . . . 91
6.3.2. Pre-procesamiento de landmarks . . . . . . . . . . . . . . . . . . 93
6.3.3. Elección de Arquitectura . . . . . . . . . . . . . . . . . . . . . . 93
6.4. Resultados sobre landmarking automático en Pabellón Auditivo . . . . . . 98
6.5. Biometría y aplicaciones forenses . . . . . . . . . . . . . . . . . . . . . . 104
6.5.1. Trabajos previos . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.5.2. Identiﬁcación basada en landmarks y Extremely Randomized Tree
(ERT) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.6. Ubicación de orejas sobre imágenes faciales (CNN vs. Viola Jones) . . . . 111
7. Landmarking Lateral 113
7.1. Conﬁguración de landmarks: Vista Lateral . . . . . . . . . . . . . . . . . 113
7.2. Conjuntos de datos de Landmarking Lateral . . . . . . . . . . . . . . . . 115
7.3. Pipeline Desarrollado . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.3.1. Preprocesamiento de Imágenes . . . . . . . . . . . . . . . . . . . 117
7.3.2. Preprocesamiento de los landmarks . . . . . . . . . . . . . . . . 117
7.3.3. Elección de Arquitectura de ConvNet . . . . . . . . . . . . . . . 118
7.4. Resultados sobre landmarking lateral . . . . . . . . . . . . . . . . . . . . 121
7.5. Clasiﬁcación de género vía landmarking automático . . . . . . . . . . . . 127
7.5.1. Trabajos previos . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.5.2. Solución Propuesta . . . . . . . . . . . . . . . . . . . . . . . . . 131
8. Landmarking Corporal 3D 134
8.1. Conﬁguración de landmarks corporales 3D . . . . . . . . . . . . . . . . . 135
10
8.2. El conjunto de datos 3D . . . . . . . . . . . . . . . . . . . . . . . . . . 136
8.2.1. Origen de datos 3D . . . . . . . . . . . . . . . . . . . . . . . . . 136
8.3. Pipeline Desarrollado . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
8.4. Resultados sobre landmarking automático 3D . . . . . . . . . . . . . . . 142
8.5. Aplicaciones del escaneo corporal 3D . . . . . . . . . . . . . . . . . . . . 145
IV Conclusiones 147
9. Conclusiones Generales 148
9.1. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
9.2. Trabajos en curso y futuros . . . . . . . . . . . . . . . . . . . . . . . . . 151
9.2.1. Meta-modelado de Arquitecturas de CNNs . . . . . . . . . . . . 151
9.2.2. Aplicaciones bioantropológicas . . . . . . . . . . . . . . . . . . . 152
Anexos 154
Anexo A. Implementación de Redes Neuronales con Theano y Lasagne 155
A.1. Theano . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
A.1.1. Aritmética de Convolución con Theano . . . . . . . . . . . . . . 156
A.2. Lasagne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
A.3. CNN con Lasagne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
A.3.1. Normalización de valores de entrada . . . . . . . . . . . . . . . . 163
A.3.2. Entrenamiento . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
A.3.3. Visualización de CNNs . . . . . . . . . . . . . . . . . . . . . . . 166
Bibliografía 168
11
Índice de figuras
2.1. En amarillo la “cara promedio” al comienzo de la búsqueda. Las líneas
blancas son los vectores de características de cada landmark que forman
parte del modelo de perﬁles (Milborrow (2007), Milborrow et al. (2013),
Milborrow and Nicolls (2014)). . . . . . . . . . . . . . . . . . . . . . . . 34
2.2. Se muestra la capacidad de localización en granularidad ﬁna que tienen
las CNN contra características SIFT Long et al. (2014). . . . . . . . . . 36
2.3. Ejemplo de características rectangulares utilizadas en Viola and Jones
(2001). La suma de los píxeles que se encuentran en el área blanca se
restan de la suma de los píxeles pertenecientes al área gris. . . . . . . . . 37
3.1. Estudios ﬁlogenéticos basados en morfometría geométrica (González-José
et al. (2008a)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2. Ejemplo de conﬁguración de landmarks (puntos blancos) y semilandmarks
(puntos negros) (Bookstein et al. (2003)). . . . . . . . . . . . . . . . . 45
3.3. Superposición de datos de escápulas. El proceso incluye los datos tomados
del digitalizador, trasladados al mismo origen, escalados a la misma unidad
y orientados en la misma dirección Slice (2005). . . . . . . . . . . . . . . 46
4.1. CNN para clasiﬁcación de raza de perros LeCun et al. (2015). . . . . . . 54
4.2. Diferentes niveles de abstracción de la representación a medida que se
avanza en la pila de capas Mahendran and Vedaldi (2015). . . . . . . . . 55
4.3. Actualización de valores por Momentum Clásico (MC) (arriba) y Nesterov
Accelerated Gradient (NAG) (abajo). . . . . . . . . . . . . . . . . . . . 62
4.4. Una imagen de ejemplo y sus landmarks asociados, espejada sobre el eje
x Cintas et al. (2016a). . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
12
4.5. Análisis de curvas de error: Underfitting, Overfitting, Generalización y Ca-
pacidad Goodfellow et al. (2016). . . . . . . . . . . . . . . . . . . . . . 66
4.6. Comparación de una red neuronal convencional y con Dropout. . . . . . . 67
4.7. Comparación de operaciones en redes neuronales clásicas (izquierda) y con
dropout (derecha). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.8. Diferentes ángulos de rotación utilizados para el aumento artiﬁcial de datos
durante etapa de entrenamiento. . . . . . . . . . . . . . . . . . . . . . . 69
4.9. Ejemplos de distintos kernels de convolución aplicados a una misma imagen
(en todos los casos, los coeﬁcientes de las matrices se dividen por 9) Wang
and Raj (2017). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.10. Ejemplo de resultados al agregar capas de pooling (http://cs231n.
github.io/convolutional-networks/). . . . . . . . . . . . . . . . . . 77
4.11. Comparación de Arquitecturas de redes del estilo CNN (abajo) y redes
neuronales convencionales (arriba). . . . . . . . . . . . . . . . . . . . . . 78
5.1. Ejemplo de serie de imágenes tomadas bajo el protocolo CANDELA Quin-
to Sanchez (2015). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2. Ejemplo de serie de imágenes de CVL Face Database. . . . . . . . . . . 84
5.3. Ejemplo de serie de imágenes de AMI Ear Database. . . . . . . . . . . . 84
5.4. Ejemplo de serie de imágenes de IIT Delhi Ear Database. . . . . . . . . . 85
6.1. Conﬁguración de Landmarks y semi-landmarks junto con su descripción
anatómica Purkait and Singh (2008), Ercan et al. (2008). . . . . . . . . 90
6.2. Visión general del Pipeline desarrollado para landmarking automático sobre
la estructura del pabellón auditivo . . . . . . . . . . . . . . . . . . . . . 92
6.3. Arquitectura general de la CNN con mejor performance. . . . . . . . . . 94
6.4. Kernels y mapas de características de la capa C1 sobre una imagen de
entrada X. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.5. Landmarks asociados a una fotografía espejados sobre el eje x . . . . . . . 98
13
6.6. Curvas de aprendizaje de CNNs analizadas en la Tabla 6.2. Las líneas
punteadas representan el Root Mean Squared Error (RMSE) sobre los
valores de entrenamiento, y las líneas sólidas representan el error sobre el
conjunto de validación de las tres redes. . . . . . . . . . . . . . . . . . . 99
6.7. Resultados de nuestra mejor red sobre imágenes no vistas en la etapa de
entrenamiento Cintas et al. (2016a). . . . . . . . . . . . . . . . . . . . . 100
6.8. Resultados sobre imágenes seleccionadas de forma aleatoria en el conjunto
de datos de CANDELA con fondo e iluminación no controlada Cintas et al.
(2016a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.9. Resultados sobre imágenes seleccionadas de forma aleatoria de CVL Face
Database http://www.lrv.fri.uni-lj.si/facedb.html (Solina et al.,
2003) presentados en Cintas et al. (2016a) . . . . . . . . . . . . . . . . 102
6.10. Resultados de la mejor arquitectura sobre imágenes pertenecientes a la
base de datos AMI (http://www.ctim.es/research_works/ami_ear_
database/). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.11. Resultados de la mejor arquitectura sobre imágenes pertenecientes a la
base de datos IIT Delhi (Kumar and Wu, 2012). . . . . . . . . . . . . . 103
6.12. Resultados de la mejor arquitectura sobre imágenes pertenecientes a la
base de datos CVL Solina et al. (2003). . . . . . . . . . . . . . . . . . . 103
6.13. Landmarking de 15540 orejas de la muestra CANDELA, luego de la trans-
formación de Procrustes Cintas et al. (2016a). . . . . . . . . . . . . . . 104
6.14. Matriz de confusión en el subconjunto de individuos id 5 al 248 Cintas
et al. (2016a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.15. Curva Receiver Operating Characteristic (ROC) de identiﬁcación de indi-
viduos basados en la conﬁguración de landmarks de pabellón auditivo. . . 110
6.16. Imágenes procesadas automáticamente sobre la imagen completa. . . . . 111
7.1. Conﬁguraciones de Landmark y semi-landmarks y descripción anatómica. 114
7.2. Visión general del Pipeline desarrollado para landmarking automático sobre
la estructura de la vista lateral de la cara . . . . . . . . . . . . . . . . . 116
7.3. Arquitectura de CNN que obtuvo el mejor desempeño en landmarking lateral.118
14
7.4. Kernels y mapas de características de la capa C1 de la red net0 sobre una
imagen de entrada X. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.5. Correlación de Pearson sobre datos reales vs predichos de las dos redes
con diferentes conﬁguraciones de landmarks . . . . . . . . . . . . . . . . 122
7.6. Curvas de pérdida para CNNs #41 Land. Conf. y #27 Land. Conf. . . . 124
7.7. Resultados de nuestra mejor red sobre imágenes no vistas en la etapa de
entrenamiento. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.8. Resultados de utilizar la mejor arquitectura sobre imágenes pertenecientes
a una base de datos externa (Solina et al., 2003), ver Sección 5.2 para
más detalle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.9. Conﬁguración de # 27 landmarks sobre 1000 imágenes luego de aplicar
GPA utilizadas en el entrenamiento del ERT. . . . . . . . . . . . . . . . 128
7.10. Diagrama de Sankey, visualizando el ﬂujo de elementos de validación cla-
siﬁcados correcta e incorrectamente. . . . . . . . . . . . . . . . . . . . . 132
7.11. Gráﬁco de barras sobre la importancia de las coordenadas de landmarks a
la hora de clasiﬁcación. En color violeta landmarks que se encuentran en
la # 41 Conf. Land y fueron excluidos de # 27 Conf. Land. . . . . . . . 133
8.1. Conﬁguración de landmarks corporales 3D. . . . . . . . . . . . . . . . . 135
8.2. Ejemplos de modelos sintéticos (arriba) y modelos reales (abajo) utiliza-
dos. Colecta CITES. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
8.3. Imagen ilustrativa de Sensor Structure. . . . . . . . . . . . . . . . . . . 138
8.4. Estructura descriptiva del pipeline de landmarking corporal 3D. . . . . . . 139
8.5. 10 PCs que explican el 85% de la variabilidad de la muestra mixta (reales
y sintéticos). En las primeros PCs se diferencia claramente los sintéticos
de los reales. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
8.6. Variación de r 2 en función de la cantidad de PCs como entrada de la red. 141
8.7. Variación de RMSE en función de la cantidad de PCs como entrada de
la red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
8.8. Variación de r 2 en función de la cantidad de nodos en las capas ocultas
de la red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
15
8.9. Curvas del pérdida de varias redes con diferentes cantidades de nodos en
las capas ocultas. En las líneas punteadas se observa la curva de entrena-
miento y la línea solida la validación. . . . . . . . . . . . . . . . . . . . . 143
8.10. Curva de tiempo de entrenamiento de varias redes con diferentes cantida-
des de nodos en las capas ocultas. . . . . . . . . . . . . . . . . . . . . . 143
8.11. Curvas del pérdida de varias redes con diferente tasa de aprendizaje (η)
pero misma estructura. En las líneas punteadas se observa la curva de
entrenamiento y la línea sólida la validación. . . . . . . . . . . . . . . . . 144
8.12. Algunos landmarks conformando el esqueleto, con su posición real y la
predicha. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
8.13. Modelo obtenido con la aplicación de 3DLab. . . . . . . . . . . . . . . . 146
9.1. Semilandmarks para calcular escotadura ciática. . . . . . . . . . . . . . . 152
9.2. Semilandmarks para calcular contorno del craneo. . . . . . . . . . . . . . 153
A.1. Ejemplo de convolución con un kernel de 3×3 sobre una matriz de entrada
de 5×5 usando un paso unitario de 1×1 y sin ceros agregados Dumoulin
and Visin (2016). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
A.2. Aplicación de ﬁltro con dos kernels de 4× 4 sobre entrada de 128× 128
con Theano. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
A.3. Ejemplo de Imágenes que se utilizarán como dato de entrada de nuestra
ConvNet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
A.4. Gráﬁco de la función de perdida. En azul la curva de entrenamiento y
naranja la curva de validación. . . . . . . . . . . . . . . . . . . . . . . . 166
A.5. Importancia de pixels a la hora de clasiﬁcar una imagen X de entrada. . . 167
A.6. kernels y mapa de características de la capa de convolución sobre una
imagen de entrada X. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
Todas las ﬁguras que no posean referencias a su fuente han sido generadas
para esta Tesis por la autora C.C.
16
Índice de tablas
6.1. Conﬁguración y deﬁnición anatómica de landmarks y semi-landmarks en
el pabellón auditivo humano. . . . . . . . . . . . . . . . . . . . . . . . . 90
6.2. Desempeño de las tres arquitecturas CNNs. . . . . . . . . . . . . . . . . 98
6.3. RMSE de cada landmark anatómico. . . . . . . . . . . . . . . . . . . . . 99
6.4. Tabla de clasiﬁcación de métodos y tipos de datos. . . . . . . . . . . . . 107
6.5. Accuracy del ERT en cada fold de entrenamiento. . . . . . . . . . . . . . 109
6.6. Peso relativo de coordenadas de landmarks en el proceso de reconocimien-
to. Para una referencia visual de la ubicación de los landmarks se puede
ver la Figura 6.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.7. Comparación entre el algoritmo de Viola-Jones y nuestra propuesta con
CNN para la ubicación de Region of Interest (ROI). . . . . . . . . . . . . 112
7.1. Conﬁguración de Landmarks y semi-landmarks sobre vista lateral. . . . . 115
7.2. RMSE de cada Landmark y Semi-Landmark de la Conﬁguración de Vista
Lateral. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.3. Desempeño de CNNs sobre dos conﬁguraciones de landmarks distintas y
la linea base. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
7.4. Exactitud lograda para cada fold del ERT utilizando la # 27 Conf. Land.. 132
7.5. Performance de las dos conﬁguraciones de landmarks luego de una vali-
dación cruzada de 10 folds. . . . . . . . . . . . . . . . . . . . . . . . . . 133
8.1. Conﬁguración y deﬁnición anatómica de landmarks corporales 3D. . . . . 136
8.2. Comparación entre redes variando el parámetro η. Para una versión gráﬁca
de estos resultados ver Figura 8.11. . . . . . . . . . . . . . . . . . . . . 144
17
Lista de Algoritmos
1. Actualización de Stochastic Gradient Descent (SGD) en la iteración de
entrenamiento k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2. SGD con momentum clásico. . . . . . . . . . . . . . . . . . . . . . . . . 63
3. SGD con Nesterov momentum. . . . . . . . . . . . . . . . . . . . . . . . 63
4. Meta-algoritmo de Early Stopping para determinar mejor cantidad de tiem-
po de entrenamiento. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
18
Parte I
Presentación General
19
Capítulo 1
Introducción
El landmarking automático aplicado a rostros humanos, deﬁnido en visión compu-
tacional como la detección y localización de puntos característicos de la cara (y todos
sus componentes, orejas, ojos, etc), es un paso intermedio muy importante para mu-
chas operaciones subsecuentes de análisis facial. Este análisis incluye diversos aspectos y
aplicaciones, incluyendo biometría (Lanitis et al., 1995, Wiskott et al., 1997, Campadelli
et al., 2003), animación facial (Kang Liu et al., 2008), interacción humano-computadora,
detección de pose y mirada, comprensión de la expresión facial (Tian et al., 2001, Pantic
and Rothkrantz, 2000), reconstrucción 3D de rostros (Ying et al., 2006), video juegos y
estudios de antropología física. Más allá de su sencilla deﬁnición, este problema presenta
varios desafíos, desde la misma variabilidad intrínseca de la especie humana, hasta facto-
res como la pose de las personas, su expresión facial, las condiciones de iluminación, las
posibles oclusiones parciales, la existencia de defectos en la toma de la imagen o video,
etc. Si bien en esta tesis se resuelve el problema del landmarking automático 2D y 3D
orientado para aplicaciones especíﬁcas en estudios antropométricos, se deja también como
resultado un framework generalizado disponible para otras aplicaciones.
Tradicionalmente los estudios antropométricos sobre el rostro humano se fundamentan
en medidas de características básicas, lo cual es un trabajo supervisado intensivo, y carece
de un acercamiento integral al problema. Por otro lado, el fenotipado a gran escala y de
alto rendimiento se vuelve una necesidad en la era pos-genómica (Guo et al., 2013), en
que la capacidad de relevar y procesar datos masivos tanto en el espectro genómico como
el fenotípico es clave para potenciar la detección de factores genéticos y no genéticos res-
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ponsables de la variación normal y patológica en humanos. El desarrollo de nuevas técnicas
avanzadas en procesamiento de imágenes puede ser un camino valioso para la recolección
minuciosa y abarcativa de datos morfológicos de diferentes organismos. En particular, el
tejido blando de la cara humana es una compleja geometría, compuesta por varios órga-
nos, incluyendo, ojos, nariz, orejas, boca, etc. Dadas sus funciones biológicas principales,
el rostro humano es un tópico central en varias investigaciones, con un amplio rango de
aplicaciones, incluyendo, antropología (Gómez-Valdés et al., 2013, Quinto-Sánchez et al.,
2015a, Schlager and Rüdell, 2015, Paschetta et al., 2016), medicina genética (Hammond,
2007, Hammond et al., 2005, Weinberg et al., 2008), ciencias forenses (Alexander et al.,
2011, Kurniawan et al., 2014, Liu et al., 2015, Albert et al., 2007), envejecimiento (Rama-
nathan et al., 2009, Fu et al., 2010) y genómica cuantitativa (Liu et al., 2012, Adhikari
et al., 2016). Sin embargo, por un largo período de tiempo, no han podido ser usadas
en toda su potencialidad las importantes variables cuantitativas sobre rostros humanos,
dado que estos estudios requieren un ingreso de datos manual sobre tediosas mediciones
tomadas a partir de un conjunto de coordenadas por parte de especialistas. Este ingreso
de datos es determinado subjetivamente, dando lugar a grandes variaciones tanto en un
mismo especialista a lo largo del tiempo (debido a distracciones, fatiga, etc.) como a va-
riaciones intersubjetivas entre dos o más especialistas (Segev et al., 2010, Kamoen et al.,
2001). Estos errores inherentes hacen aún más crítico el proceso de captura de datos.
1.1. Contexto
La determinación de las coordenadas cartesianas de estos puntos emplazados sobre la
estructura a estudiar se realiza a través de múltiples dispositivos como brazos digitaliza-
dores, tomografías computadas, escáner de superﬁcie (en el caso de coordenadas 3D) y
fotografías digitales de los especímenes orientados en determinado plano (en el caso de
coordenadas en 2D). Por razones presupuestarias y logísticas, normalmente se tiende a
localizar puntos bidimensionales sobre imágenes digitales del objeto bajo estudio, sea éste
un objeto tridimensional que será estudiado descartando una dimensión (e.g. un cráneo
de vertebrado visto en normal lateral), o bien se trate de un objeto de carácter claramente
bidimensional (p. ej. el ala de una mosca, una hoja de árbol).
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Dada esta diversidad de enfoques, la obtención, gestión y sistematización de landmarks
es auxiliada por medio de software especíﬁco. Una vez obtenidas las conﬁguraciones de
landmarks en toda la muestra, el análisis del conjunto de puntos homólogos se facilita
por medio de técnicas de superposición como el método Generalizado de Procrustes (ver
Sección 3.2), que permite una clara separación entre el tamaño de los objetos y su forma,
entendida como toda la variación que permanece en las localizaciones de los landmarks
una vez que se eliminaron los efectos de traslación, rotación y escala Goodall and Mardia
(1991).
La obtención de coordenadas de landmarks en 2D y 3D, se encuentra en un estado
más incipiente, por las diﬁcultades técnicas, económicas y operativas que plantea: ya que
debe contarse con dispositivos caros, o no-portátiles, y capaces de recolectar puntos en
3D sobre los objetos bajo estudio. Sin embargo, su aplicación proporcionaría un signiﬁca-
tivo impacto potencial. Una de las posibles soluciones a este problema radica en obtener
coordenadas de landmarks 3D a partir del uso de varias tomas fotográﬁcas con diferentes
ángulos que, mediante un ajuste fotogramétrico, permitan derivar las ubicaciones en 3D
de landmarks redundantes (ﬁduciarios) observados en más de una toma 2D. Dicho proce-
dimiento es laborioso, requiere técnicas fotogramétricas complejas, y está sujeto a errores
intra observador e inter toma fotográﬁca.
En esta tesis se propone investigar e implementar técnicas para la adquisición, recons-
trucción y manipulación de estructuras bi y tridimensionales. Las mismas pueden provenir
tanto de fotografías como ser construidas a partir de los datos provistos por secuencias de
fotografías o videos tomadas con diferentes ángulos. Para ello se utilizó el marco formal
de la morfometría geométrica, y se utilizaron datos de calidad provistos por especialistas
para entrenar redes neuronales convolucionales.
La implementación de esta investigación se realizó en el marco del proyecto interna-
cional CANDELA (Consortium for the Analysis of the Diversity and Evolution of Latin
Americans). Dicho proyecto se basa en un consorcio multidisciplinario internacional que
incluye cientíﬁcos especialistas en la diversidad biológica de los latinoamericanos y su en-
torno socio-cultural. El trabajo de CANDELA se centra en poblaciones urbanas de cinco
países: México, Colombia, Perú, Chile y Brasil. Se caracterizó la apariencia física, el acervo
genético y el entorno social de personas pertenecientes a esas poblaciones, así como su
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percepción y actitudes en torno a sí mismos y a sus semejantes. El objetivo general de
este consorcio es poner a prueba una serie de hipótesis relevantes para la antropología,
la investigación biológica y médica, así como la relación entre la auto percepción de la
identidad y el aspecto físico externo, la ancestría genética y el ambiente socio cultural.
Los resultados obtenidos en esta tesis permitieron un signiﬁcativo avance en la adquisición
y análisis de datos con la calidad requerida para estas investigaciones.
El proyecto realizó un muestreo de aproximadamente 7500 individuos, logrando para su
primera publicación un total de 7,342 individuos (Ruiz-Linares et al., 2014) a los cuales se
aplicó un protocolo general de toma de muestra sanguínea, fenotipado (mediciones antro-
pométricas generales y fotografías faciales) y una encuesta socioeconómica. El proyecto
tuvo las aprobaciones de los comités de ética de la Universidad Nacional Autónoma de
México, Escuela Nacional de Antropología e Historia (México), Universidad de Tarapacá
(Chile), Universidade Federal do Rio Grande do Sul / Universidade Estadual do Sudoeste
da Bahia (Brasil), y el University College of London (Reino Unido). En 2009 CANDELA
obtuvo el ﬁnanciamiento de Leverhulme Trust (Titulo del Proyecto: Network for the study
of the evolution of Latin American populations, # F/07134/DF), lo que permitió tomar
la muestra en los cinco países arriba mencionados. Además, se recibió ﬁnanciación del
Biotechnology and Biological Sciences Research Council, que permitió caracterizar genó-
micamente a los voluntarios. El Consejo Nacional de Investigaciones Cientíﬁcas y Técnicas
(CONICET-Argentina) otorgó mediante sus mecanismos establecidos y regulares tres ve-
ces relacionadas con la temática CANDELA, incluyendo la que sustentó esta la presente
disertación. A la fecha el proyecto cuenta con una serie de publicaciones que la respal-
dan, entre las que se encuentran un análisis genético del color de la piel en relación al
mestizaje (De Cerqueira et al., 2014), la exploración del patrón de ancestría genética de
la muestra (Ruiz-Linares et al., 2014), asimetría ﬂuctuante asociado a ancestría genética
(Quinto-Sánchez et al., 2015b) y un estudio sobre las asimetrías ﬂuctuantes a lo largo de
la escala socioeconómica (Quinto-Sánchez et al., 2017), uno de los capítulos de ésta tesis
(Cintas et al., 2016a) sobre landmarking automático del pabellón auditivo y un trabajo
sobre asociación de genoma completo identiﬁcando siete zonas del genoma altamente
relacionadas con la variación de la oreja en humanos y ratones (Adhikari et al., 2015).
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1.2. Objetivos
Investigar y deﬁnir técnicas de reconstrucción y mallado en 2D y 3D basadas en
landmarks, obtenidos desde secuencias de fotografías, video, o desde escáneres 3D.
Investigar y desarrollar métodos para la toma de landmarks en forma automatizada
de distintos fenotipos faciales, utilizando como fuente de imágenes la base de datos
de CANDELA, con exactitud y precisión superiores a las de los operadores humanos.
Investigar la aplicabilidad de dichas metodologías en otros contextos (orejas, perﬁles
laterales, cuerpos completos, etc.).
1.3. Contribuciones
El principal aporte de este trabajo de investigación es el desarrollo de un workflow
de procesamiento sobre grandes volúmenes de imágenes, para la obtención automática
de landmarks. Si bien en esta tesis se presentan para estructuras especíﬁcas (pabellón
auditivo, lateral y 3D corporal), es fácilmente extensible a problemas de landmarking
en otro tipo de estructuras biológicas Carvajal-Rodríguez et al. (2005), Shipunov and
Bateman (2005), o también para uso de orientación de objetos para varias aplicaciones
Lovato et al. (2014), Tompson et al. (2014), de reconocimiento Lanitis et al. (1995),
realidad aumentada State et al. (1996), Kitanovski and Izquierdo (2011), análisis de
gestos Tian et al. (2001), Pantic and Rothkrantz (2000), etc.
Cómo resultados complementarios podemos mencionar los siguientes puntos relevan-
tes:
1. Estudios comparativos sobre la ubicación de regiones de interés (ROI) utilizando
redes neuronales convolucionales (CNN) y el algoritmo de Viola-Jones (ver Sección
6.6).
2. Métodos para el reconocimiento biométrico a partir de una conﬁguración de land-
marks emplazados sobre el pabellón auditivo utilizando árboles aleatorios (ERT) (ver
Sección 6.5).
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3. Un análisis sobre la importancia de ciertos landmarks a la hora del ensamblado del
vector de características en problemas de identiﬁcación de personas (ver Sección
6.5.2).
4. Estudios comparativos de conﬁguraciones de landmarks sobre vista lateral y su ul-
terior impacto como vectores de características (ver Sección 7.5).
5. Métodos para la clasiﬁcación de género a partir de imágenes de vista lateral (ver
Sección 7.5).
6. Redes pre-entrenadas y conjunto de datos disponibles online para su uso por parte de
la comunidad cientíﬁca, tanto usuarios ﬁnales de problemas de identiﬁcación como
investigadores que deseen entrenar sus propios modelos teniendo como base nuestro
modelo.
Adicionalmente, algunos resultados fueron publicados en periódicos cientíﬁcos y con-
gresos, mientras que otros resultados se encuentran en revisión y preparación.
1.3.1. Publicaciones en Revistas Internacionales
Automatic ear detection and feature extraction using Geometric Morphometrics and
Convolutional Neural Networks. CELIA CINTAS ; MIRSHA QUINTO-SÁNCHEZ
; VICTOR ACUÑA ; CAROLINA PASCHETTA; SOLEDAD DE AZEVEDO; CAIO
CESAR SILVA DE CERQUEIRA; VIRGINIA RAMALLO; CARLA GALLO; GIOVAN-
NI POLETTI; MARIA CATIRA BORTOLINI; SAMUEL CANIZALES-QUINTEROS;
FRANCISCO ROTHHAMMER; GABRIEL BEDOYA; ANDRES RUIZ-LINARES;
ROLANDO GONZALÉZ-JOSÉ; CLAUDIO DELRIEUX. IET Biometrics;Volume
6, Issue 3, May 2017, p. 211 – 223. (http://digital-library.theiet.org/
content/journals/10.1049/iet-bmt.2016.0002) (Cintas et al., 2016a)
Socioeconomic Status Is Not Related With Facial Fluctuating Asymmetry: Evi-
dence From Latin-American Populations. MIRSHA QUINTO-SÁNCHEZ; CELIA
CINTAS; CAIO CESAR SILVA DE CERQUEIRA; VIRGINIA RAMALLO; VICTOR
ACUÑA; KAUSTUBH ADHIKARI; JORGE GOMEX-VALDÉS; PAOLA EVERAR-
DO; FRANCISCO DE ÁVILA; TÁBITA HüNEMEIER; CLAUDIA JARAMILLO; WI-
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LLIAM ARIAS; CARLA GALLO; MACARENA FUENTES; GIOVANNI POLETTI;
LAVINIA SCHULER-FACCINI; MARIA CATIRA BORTOLINI; SAMUEL CANIZALEZ-
QUINTEROS; FRANCISCO ROTHHAMMER; GABRIEL BEDOYA; JAVIER RO-
SIQUE; ANDRES RUIZ-LINARES; ROLANDO GONZALEZ-JOSE. PLOS ONE ;
Año: 2016. (Quinto-Sánchez et al., 2017)
Predicting Physical Features and Diseases by DNA Analysis: Current Advances
and Future Challenges. CAIO CESAR SILVA DE CERQUEIRA; VIRGINIA RA-
MALLO; TABITA HÜNEMEIER; DE AZEVEDO, SOLEDAD; MIRSHA QUINTO-
SÁNCHEZ; PASCHETTA, CAROLINA ANDREA; CINTAS, CELIA; GONZÁLEZ,
MARINA FERNANDA; MARIA CÁTIRA BORTOLINI; GONZÁLEZ-JOSÉ, RO-
LANDO. Journal of Forensic Research; Año: 2016. (DOI: 10.4172/2157-7145.1000337)
(de Cerqueira et al., 2016).
Shifts in subsistence type and its impact on the human skull’s morphological inte-
gration. PASCHETTA, CAROLINA ANDREA; DE AZEVEDO, SOLEDAD; GON-
ZÁLEZ, MARINA FERNANDA; QUINTO-SÁNCHEZ MIRSHA; CINTAS, CELIA;
VARELA, HÉCTOR HUGO; GÓMEZ-VALDÉS JORGE; SÁNCHEZ-MEJORADA
GABRIELA; GONZÁLEZ-JOSÉ, ROLANDO. American Journal of Human Biology ;
Año: 2015 vol. 28 p. 118 - 128. (Paschetta et al., 2016)
Facial asymmetry and genetic ancestry in Latin-American admixed populations.
MIRSHA QUINTO-SÁNCHEZ; KAUSTUBH ADHIKARI; VICTOR ACUÑA-ALONZO;
CINTAS, CELIA; CAIO CESAR SILVA DE CERQUEIRA; VIRGINIA RAMALLO;
LUCIA CASTILLO; ARODI FARRERA; CLAUDIA JARAMILLO; WILLIAMS ARIAS;
MACARENA FUENTES; PAOLA EVERARDO; FRANCISCO DE AVILA; JOR-
GE GOMEZ-VALDÉS; TÁBITA HÜNEMEIER; SHARA GIBBON; CARLA GALLO;
GIOVANNI POLETTI; JAVIER ROSIQUE; MARIA CÁTIRA BORTOLINI; SAMUEL
CANIZALES-QUINTEROS; FRANCISCO ROTHHAMMER; GABRIEL BEDOYA;
ANDRES RUIZ-LINARES; ROLANDO GONZÁLEZ-JOSÉ American Journal of
Physical Anthropology ; Año: 2015. (Quinto-Sánchez et al., 2015b)
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1.3.2. Actas en Conferencias Nacionales e Internacionales
CINTAS, CELIA; PABLO NAVARRO; VIRGINIA RAMALLO; BRUNO PAZOS;
CLAUDIO DELRIEUX; ANAHÍ RUDERMAN; CAROLINA PASCHETTA; SOLE-
DAD DE AZEVEDO; ROLANDO GONZALEZ-JOSÉ. Posicionamiento Automá-
tico de landmarks corporales 3D mediante morfometría geométrica y redes neu-
ronales:Aplicaciones Bioantropológicas. XIII Jornadas Nacionales de Antropología
Biológica. Lugar: Necochea, Argentina. Año: 2017. (Cintas et al., 2017)
CINTAS, CELIA; CLAUDIO DELRIEUX; MIRSHA QUINTO-SÁNCHEZ; CARO-
LINA PASCHETTA; VIRGINIA RAMALLO; CAIO CESAR DE CERQUEIRA; SO-
LEDAD DE AZEVEDO; ROLANDO GONZALEZ-JOSÉ. Posicionamiento automá-
tico de landmarks anatómicos 2D mediante morfometría geométrica y deep learning:
aplicaciones bioantropológicas. XIV Congreso Asociación Latinoamericana de Antro-
pología Biológica. Lugar: Tacuarembó, Uruguay. Año: 2016; (Cintas et al., 2016b)
MIRSHA QUINTO-SANCHEZ; JORGE GOMEZ-VALDÉS; VICTOR ACUÑA-ALONZO;
CELIA CINTAS; CAIO CESAR SILVA DE CERQUEIRA; RAMALLO, VIRGINIA;
KAUSTUBH ADHIKARI; CLAUDIA JARAMILLO; WILLIAM ARIAS; MACARE-
NA FUENTES; PAOLA EVERARDO; FRANCISCO DE AVILA; TÁBITA HÜNE-
MEIER; SHARA GIBBON; CARLA GALLO; GIOVANNI POLETTI; BORTOLINI,
MARIA CATIRA; SAMUEL CANIZALES-QUINTEROS; FRANCISCO ROTHHAM-
MER; GABRIEL BEDOYA; ANDRÉS RUIZ-LINARES; GONZÁLEZ-JOSÉ, RO-
LANDO. Asimetría Fluctuante Facial en Poblaciones Latinoamericanas XVIII. Co-
loquio Internacional de Antropología Física “Juan Comas”. Lugar: Durango Durango
México; Año: 2015;
CINTAS, CELIA; MIRSHA QUINTO-SÁNCHEZ; CLAUDIO DELRIEUX; ROLAN-
DO GONZALEZ JOSÉ Automatic Landmarking App for Bioanthropology. IV EURO
WG Conference on Operational Research in Computational Biology, Bioinformatics
and Medicine. Lugar: Biedrusko, Polonia. Año: 2014. (Cintas et al., 2014a)
CINTAS, CELIA ; QUINTO-SÁNCHEZ MIRSHA; GONZÁLEZ-JOSÉ, ROLAN-
DO; CLAUDIO DELRIEUX; Python in the world of Biological Anthropology. Eu-
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roPython 2014; Lugar: Berlin, Alemania; Año: 2014. (Cintas et al., 2014b)
CINTAS, CELIA; MIRSHA QUINTO-SÁNCHEZ; GLORIA BIANCHI; NAHUEL
DEFOSSÉ; CLAUDIO DELRIEUX; ROLANDO GONZALEZ-JOSÉ Aplicación Bio-
antropológica para manipulación de landmarks faciales en 2D. 16° Edición del Works-
hop de Investigadores en Ciencias de la Computación. Lugar: Ushuaia. Año: 2014.
(Cintas et al., 2014c)
QUINTO-SÁNCHEZ MIRSHA; CINTAS CELIA; CASTILLO LUCIA,; CAIO CE-
SAR SILVA DE CERQUEIRA; VIRGINIA RAMALLO; ROLANDO GONZALEZ-
JOSÉ Asimetría ﬂuctuante facial y su relación con índices socioeconómicos. XIII
versión del Congreso de la Asociación Latinoamericana de Antropología Biológica
(ALAB). Lugar: Santiago; Año: 2014; (Quinto-Sánchez et al., 2014)
CINTAS, CELIA; GLORIA BIANCHI; NAHUEL DEFOSSÉ; CLAUDIO DELRIEUX;
MIRSHA QUINTO-SÁNCHEZ; ROLANDO GONZALEZ-JOSÉ PopEye: Bioanth-
ropologic app for the automatic positioning of anatomical landmarks in 2D and 3D
4to. Congreso Argentino de Bioinformática y Biología Computacional (4CAB2C)
y 4ta. Conferencia Internacional de la Sociedad Iberoamericana de Bioinformática
(SolBio) Lugar: Rosario. Año: 2013. (Cintas et al., 2013a)
CINTAS, CELIA; CLAUDIO DELRIEUX; MIRSHA QUINTO-SÁNCHEZ; ROLAN-
DO GONZALEZ-JOSÉ Posicionamiento Automático de Landmarks Anatómicos en
2 y 3D: aplicaciones bioantropológicas XI Jornadas Nacionales de Antropología Bio-
lógica Lugar: Buenos Aires. Año: 2013; (Cintas et al., 2013b)
CINTAS, CELIA; CLAUDIO DELRIEUX; ROLANDO GONZALEZ JOSÉ. Posicio-
namiento Automático de Landmarks Anatómicos en Ojos. CACIC Congreso Argen-
tino de Ciencias de la Computación. Lugar: Bahia Blanca. Año: 2012. (Cintas et al.,
2012)
1.3.3. Otras publicaciones y presentaciones en Congresos
(Taller) Introduction to Deep Learning with Python: The force awakens. CELIA
CINTAS. PyCon Ireland 2017, Dublin, Ireland.
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(Presentación) Introduction to Deep Learning with Python: The force awakens.
CELIA CINTAS. PyCon UK 2017, Cardiﬀ, Wales.
(Taller) Introducción a Deep Learning: El despertar de la fuerza. CELIA CINTAS.
3er Workshop de Ingenieria en Sistemas de Información - UTN FRD 2017 Campana,
Buenos Aires, Argentina.
(Presentación) Introducción a Deep Learning: El despertar de la fuerza. CELIA
CINTAS. Nerdear.la 2017, Buenos Aires, Argentina.
(Taller) Introducción a Deep Learning: El despertar de la fuerza. CELIA CINTAS.
PyCon Argentina 2016, Bahia Blanca, Argentina.
(Presentación) Introducción a programación paralela con PyOpenCL. CELIA CIN-
TAS. PyCon Argentina 2016, Bahia Blanca, Argentina.
(Taller) Introduction to High-Performance Scientiﬁc Computing with PyOpenCL.
CELIA CINTAS. SciPy Latinoamericana 2016, Florianopolis, Brasil.
(Taller) Fit and predict your data: Introduction to Scikit-learn. CELIA CINTAS.
Scipy Latinoamericana 2016, Florianopolis, Brasil.
(Presentación) Showing some of the goodies: pandas, scikit-learn and matplotlib.
CELIA CINTAS. SciPy Latinoamericana 2015, Posadas, Argentina.
(Presentación) 3D sensors and Python: A space odyssey. CELIA CINTAS. Europyt-
hon 2014, Berlin, Alemania.
(Poster) Visualización de datos geográﬁcos-genomicos con Basemap. CELIA CIN-
TAS. SciPy Latinoamericana 2015, Posadas, Argentina.
(Poster) Construyendo redes neuronales de forma fácil con Lasagne. CELIA CIN-
TAS. SciPy Latinoamericana 2015, Posadas, Argentina.
(Poster) PopEye: Python in the world of Biological Anthropology. CELIA CINTAS.
Europython 2014, Berlin, Alemania.
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RAMALLO, VIRGINIA; SILVERA, SILENE; ANGARONI, CELIA; CINTAS, CELIA;
GONZÁLEZ-JOSÉ, ROLANDO; DODELSON DE KREMER, RAQUEL; LARÓVE-
RE, LAURA; DIPIERRI, JOSÉ EDGARDO; Genes y apellidos: estudio de un aislado
poblacional del gen ctln1 en Villa Mercedes(San Luis). XIV Congreso de la Aso-
ciación Latinoamericana de Antropología Biológica; Lugar: Tacuarembó, Uruguay;
Año: 2016;
PASCHETTA, CAROLINA ANDREA; RAMALLO, VIRGINIA; DE AZEVEDO, SO-
LEDAD; GONZÁLEZ, MARINA FERNANDA; QUINTO-SÁNCHEZMIRSHA; CIN-
TAS, CELIA; VARELA, HÉCTOR HUGO; GONZÁLEZ-JOSÉ, ROLANDO Cam-
bios en el tipo de subsistencia y si impacto en la integración morfológica del cráneo
humano XII Jornadas Nacionales de Antropología Biológica Lugar: Corrientes; Año:
2015;
PASCHETTA, CAROLINA ANDREA; DE AZEVEDO, SOLEDAD; GONZÁLEZ,
MARINA FERNANDA; QUINTO-SÁNCHEZ MIRSHA; CINTAS, CELIA; SILVA
DE CERQUEIRA, CAIO; RAMALLO, VIRGINIA; GONZÁLEZ-JOSÉ, ROLANDO.
La fuerza de mordida y su relación con la forma del cráneo. XIII CONGRESO DE LA
ASOCIACIÓN LATINOAMERICANA DE ANTROPOLOGÍA BIOLÓGICA. Lugar:
Santiago de Chile; Año: 2014;
ROLANDO GONZALEZ-JOSÉ; PASCHETTA, CAROLINA; DE AZEVEDO, SO-
LEDAD; GONZÁLEZ, MARINA; MIRSHA QUINTO SÁNCHEZ; CELIA CINTAS.
Grupo de Investigación en Biología Evolutiva Humana (GIBEH). Segundo Encuentro
de Morfometría. Morfometría y estudios ontogenéticos. Lugar: La Plata; Año: 2013;
1.4. Aplicaciones
El landmarking automático facial puede ser utilizado sobre el tracking en video (para
clasiﬁcación de gestos Pantic and Rothkrantz (2000)). La animación facial realista es
un aspecto clave en aplicaciones de interfaz máquina-humano, como agentes virtuales,
asistentes virtuales en aplicaciones e-commerce, e-learn, e-care Kang Liu et al. (2008).
Ciertas conﬁguraciones de landmarks faciales, tales como la vista frontal y lateral son
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utilizadas para modelar envejecimiento, obteniendo un generador automático de avatars
de diferentes edades de forma realista Ramanathan et al. (2009). Diferentes conﬁgura-
ciones de landmarks pueden ser diseñadas para la determinación de edad y género de un
individuo Katina et al. (2004) o ser datos auxiliares para la estimación de pose o ubicación
de un individuo Lovato et al. (2014), Tompson et al. (2014). El uso de conﬁguraciones de
landmarks en vista frontal ha sido usado extensivamente para la identiﬁcación y reconoci-
miento de personas Shi et al. (2006), Jiazheng et al. (2005), Beumer et al. (2006). Por
otro lado, el uso de landmarking sobre el pabellón auditivo también ha sido probado de gran
uso para identiﬁcación de individuos Cintas et al. (2016a), Pﬂug and Busch (2012). En el
ámbito médico el landmarking facial de vista lateral es utilizado para aportar información
en procesos de cirugía plástica Freitas et al. (2015). Dado el gran rango de aplicabilidad
que posee el uso de landmarks en variados campos, como se vio anteriormente, es crucial
que la ubicación de los mismos se realice de forma automática, ﬁable y eﬁciente a gran
escala.
1.5. Estructura de la Tesis
Esta tesis se encuentra desarrollada en cuatro partes. La Parte I detalla aspectos cla-
ve de la detección de automática de landmarks, la presentación del problema, metas y
contribuciones realizadas. En la Parte II se presenta estado del arte, el marco teórico rela-
cionado con la morfometría geométrica, y una introducción a los aspectos requeridos de
deep learning, particularmente las CNN que fueron utilizadas extensivamente para resol-
ver los problemas asociados a este trabajo. Dentro de la Parte III se hace referencia a los
modelos utilizados para la realización del ladmarking automático sobre los distintos fenoti-
pos evaluados, su diseño, implementación del pipeline detallado y evaluación. También se
hace referencia, para cada fenotipo, de un posible uso de la salida del landmarking como
vector de características para diferentes tareas. Por último, en la parte IV se presentan
las Conclusiones, trabajos en curso y futuros. Además, para que este documento sea au-
tocontenido, se incluyen capítulos anexos con una introducción concisa a las tecnologías
utilizadas.
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Capítulo 2
Trabajos previos
2.1. Modelos de formas Activos (ASM)
Una de las aproximaciones más populares para realizar landmarking 2D automático
ha sido el uso de modelos estadísticos de forma (statistical shape models), en algoritmos
como por ejemplo el Active Shape Model (ASM) Cootes and Taylor (1992), Cootes et al.
(1994), Hill et al. (1996), Cristinacce and Cootes (2007). Para aplicar ASM, se alinea un
conjunto de imágenes de entrenamiento a un mismo sistema de coordenadas mediante un
análisis de Procrustes (ver Sección 3.2). Los ASM clásicos están caracterizados por el uso
de la distancia de Mahalanobis sobre perﬁles unidimensionales asignados a cada landmark,
y un modelo lineal de distribución de puntos. El ASM es entrenado con un set de imágenes
sobre las que se realizó el landmarking manualmente. Luego del entrenamiento se utiliza
el ASM para buscar catacterísticas (features) sobre el objeto. La idea general es tratar
de encontrar cada landmark de forma independiente y luego corregir la ubicación de cada
uno con respecto de los otros. Un ASM está compuesto por los siguientes elementos:
Modelo de perfiles: Para cada landmark, se describen las características de la imagen
alrededor de ese punto. Para generar este vector g del landmark i , se extrae un
vector ortogonal al borde de la forma global, el cual esta formado por valores en
escala de grises (0.,255) como se observa en la Figura 2.1. El modelo nos indica la
forma que se espera de la imagen cerca de ese landmark. Durante el entrenamiento,
se toman muestras del área que rodea cada landmark a lo largo de todo el set
de imágenes para crear un modelo de perﬁles para cada landmark. Este modelo se
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construye obteniendo un perﬁl promedio g¯ y una matriz de covariancia Sg de todos
los perﬁles de entrenamiento, uno por cada imagen de ese landmark. Se supone que
todos los perﬁles extraídos se ubican aproximadamente en una distribución Gaussiana
Multivariada, por lo cual pueden ser descriptas con dichos parámetros estadísticos. Si
se cuenta con n landmarks en el modelo, se tendrán g¯1 · · · g¯n y S1g , · · ·S
n
g parámetros.
Durante la búsqueda, se toman muestras del área cercana a cada landmark tentativo,
y se ubica el mismo en la posición que mejor concuerda con el modelo de perﬁles de
ese landmark. La distancia entre el perﬁl de búsqueda g y el promedio de su modelo
g¯ es calculado usando la distancia de Mahalanobis (g − g¯)TS−1g (g − g¯). El perﬁl
que cuente con la menor distancia será la nueva posición tentativa del landmark i
(normalmente llamada forma sugerida). Este proceso se repite para cada landmark
antes de entregar el control al modelo de forma.
Modelo de forma: Este modelo deﬁne las posibles posiciones relativas de los landmarks.
Durante la búsqueda, el modelo de forma se ajusta a la forma sugerida por el modelo
de perﬁles, para conformar una forma legítima del objeto cuyo landmarking fue
realizado. Esto es necesario dado que el perﬁl concuerda con cada landmark y no
con el consenso global. El propósito del modelo de forma es convertir las formas
sugeridas por el modelo de perﬁles a una forma del objeto válida. Antes de construir el
modelo de forma, las formas de entrenamiento son alineadas. El modelo se compone
de la forma promedio de todos los elementos provenientes del entrenamiento y un
conjunto de distorsiones posibles.
Modelos Activos de Apariencia
Como continuación a estas ideas, Cootes, Edwards y sus colegas desarrollaron un mo-
delo basado en apariencia (Active Appearance Model, Active Apperance Models (AAM))
Cootes et al. (1998), Edwards et al. (1998). Los AAM uniﬁcan el modelo de forma y
textura. La textura es medida sobre todo el objeto, (por ejemplo, un rostro). Se utiliza
una técnica de optimización que pre-calcula valores residuales durante el entrenamiento
para la asignación de parámetros a partir de la textura de la imagen al modelo. Los AAM
extienden los ASM, lo que nos da un punto de comparación entre ambos métodos. Los
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Figura 2.1: En amarillo la “cara promedio” al comienzo de la búsqueda. Las líneas blancas
son los vectores de características de cada landmark que forman parte del modelo de
perﬁles (Milborrow (2007), Milborrow et al. (2013), Milborrow and Nicolls (2014)).
ASM sólo toman información de textura sobre el landmark, mientras que los AAM al-
macenan la textura de todo el objeto. Los AAM utilizan información sobre la textura a
lo largo de todo el objeto, en comparación con ASM que sólo toman información en la
vecindad de una coordenada dada. Es debatible, si este punto presenta una ventaja o no,
dado que los landmarks son posiciones ubicadas estratégicamente en la ROI, y contienen
la información más importante para un determinado problema. Esto convierte a los ASM
de forma natural en modelos que no contienen datos irrelevantes. Visto desde otro punto
de vista, los AAM necesitan menor cantidad de landmarks dado que contienen información
extra en el modelo de textura. Los ASM para caras pueden ser entrenados en pocos minu-
tos, mientras que los AAM tardan más en entrenar ya que cuentan con mayor cantidad de
datos. En Cootes et al. (1999) se reportó que la exactitud de la ubicación de landmarks
es mejor en modelos del tipo ASM.
2.2. Características SIFT
Para detección de puntos faciales se pueden encontrar varias investigaciones Milborrow
et al. (2013), Li et al. (2009), Rattani et al. (2007) que utilizan descriptores locales y
globales para la determinación de puntos. Estos trabajos utilizan en general el método
SIFT (Scale-Invariant Feature Transformation) Lowe (1999, 2004) con distintos tamaños
de ventanas. Este tipo de características son invariantes frente a cambios de escala y
rotación y otras transformaciones aﬁnes. El costo computacional del método se reduce
34
basándose en una aproximación de ﬁltrado en cascada, realizado a través de los siguientes
pasos:
Detección de escalas y espacios en el conjunto de datos. En este punto se encuen-
tran las distintas escalas y ubicaciones en que se puede encontrar un mismo objeto
en todas las imágenes del conjunto de datos. La localización de áreas que son inva-
riantes a la escala puede ser llevada a cabo mediante la búsqueda de características
invariantes a la misma. Se mostró en Koenderink (1989) y Lindeberg (1999) que el
kernel Gaussiano es adecuado como modelo para la detección de puntos invarian-
tes frente a escala espacial. Esta escala está deﬁnida por una función L(x, y , σ), la
cual es la convolución de una variable de escala Gaussiana G(x, y , σ) con la imagen
I(x, y) bajo estudio:
L(x, y , σ) = G(x, y , σ) ∗ I(x, y), (2.1)
donde ∗ es el operador de convolución sobre (x, y), y,
G(x, y , σ) =
1
2piσ2
e−(x
2,y2)/2σ2. (2.2)
Ubicación de coordenadas. Se localizan puntos candidatos a ser puntos característi-
cos (features). A cada uno de ellos se les determina la ubicación y la escala. Luego
se realiza una selección de los mismos en base a su estabilidad a lo largo del conjunto
de datos.
Determinación de orientación. Una o varias orientaciones son asignadas al punto
encontrado basándose en la dirección de los gradientes locales en esa porción de la
imagen.
Construcción de descriptores por cada punto encontrado. Se calculan los gradientes
de la imagen alrededor de cada punto. Estos se almancenan como un vector de
distorsión de forma e iluminación local.
2.2.1. SIFT vs. CNN
El uso de SIFT para la determinación de puntos anatómicos sobre rostros ha mos-
trado resultados satisfactorios Milborrow et al. (2013), Li et al. (2009), Rattani et al.
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Figura 2.2: Se muestra la capacidad de localización en granularidad ﬁna que tienen las
CNN contra características SIFT Long et al. (2014).
(2007). Sin embargo, son más eﬁcientes en tareas de reconocimiento de objetos, ya que
la determinación correcta de las características debe ser establecida para cada aplicación
en particular. En Long et al. (2014) se presenta un estudio comparativo entre SIFT y
CNN. Si bien los clasiﬁcadores basados en SIFT no parecen ser sensibles a la ubicación
precisa de los puntos, en varios casos las CNN son capaces de una ubicación más precisa.
En la Figura 2.2, por ejemplo, se reproducen los resultados de un estudio comparativo de
precisión en la ubicación de puntos mediante SIFT y CNN.
2.3. Método Viola-Jones
Este algoritmo consiste en un framework para detección de objetos que ha sido amplia-
mente utilizado en la bibliografía Viola and Jones (2001). El mismo está basado en la re-
presentación por medio de imágenes integrales (lo cual facilita el cómputo de luminancias
dentro de rectángulos), un algoritmo de aprendizaje basado en AdaBoost Freund Robert
Schapire (1999) (el cual selecciona la cantidad mínima de características visuales críticas
para su posterior clasiﬁcación), y una combinación de clasiﬁcadores en cascada (lo cual
permite una rápida eliminación de características pertenecientes al fondo, dejando más
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tiempo de procesamiento para las partes de la imagen potencialmente pertenecientes a
objetos). Las características utilizadas en este método son similares a las funciones de la
base de Haar previamente utilizadas en Papageorgiou et al. (1998). Particularmente se
utilizan tres características (ver Figura 2.3):
1. El valor de una característica basada en dos rectángulos, la diferencia entre la suma
de los píxeles de dos regiones rectangulares adyacentes (verticales o horizontales, A
o B en la Figura mencionada).
2. El valor de una característica basada en tres rectángulos, que calcula la suma entre
los dos rectángulos exteriores menos la suma de los píxeles del rectángulo del medio
(C).
3. El valor de una característica basada en cuatro rectángulos, que calcula la diferencia
entre los rectángulos de la diagonal (D).
Figura 2.3: Ejemplo de características rectangulares utilizadas en Viola and Jones (2001).
La suma de los píxeles que se encuentran en el área blanca se restan de la suma de los
píxeles pertenecientes al área gris.
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2.3.1. Viola-Jones vs. CNN
En los trabajos preliminares de esta tesis, inicialmente se utilizó el método de Viola
and Jones (2001) para identiﬁcar la ROI del pabellón auditivo dentro de la imagen. Se
puede ver en detalle en el Capítulo 6 el entrenamiento del mismo. Sin embargo, a partir
de trabajos posteriores (Cintas et al. (2016a)) se realizaron pruebas de entrenamiento de
CNN sobre imágenes completas y se analizó el uso de CNN para la ubicación de la ROI,
obteniéndose una mejor performance. Para más detalles ver Sección 6.6.
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Parte II
Tecnologías
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Capítulo 3
Morfometría Geométrica
En este Capítulo se presenta el marco conceptual subyacente a la Morfometría Geo-
métrica y el método conocido como Generalized Procrustes Analysis (GPA). Se deﬁnen
asimismo los elementos matemáticos que han sido implementados y utilizados extensiva-
mente en esta tesis. Los resultados se pueden ver en los Capítulos 6, 7 y 8. La imple-
mentación del método se encuentra disponible en el repositorio (https://github.com/
celiacintas/deeplandmarking).
3.1. Introducción
La Morfometría Geométrica plantea una metodología para el análisis cualitativo de
la forma de los objetos, especíﬁcamente en los organismos biológicos en general Zelditch
et al. (2004), Mitteroecker and Gunz (2009) y en humanos en particular Slice (2005). Por
dicha razón sus aplicaciones principales se encuentran en el análisis de registros fósiles, el
estudio de cambios alométricos van der Linde and Houle (2009), ontogenéticos Vidarsdot-
tir et al. (2002), heterocrónicos Lieberman et al. (2007), la biomecánica Lieberman et al.
(2004), Paschetta et al. (2010), la evaluación de alteraciones en el desarrollo Klingenberg
et al. (2002), los estudios ﬁlogenéticos González-José et al. (2008b), Perez et al. (2011)
(ver Figura 3.1), y las comparaciones de variación intra e interpoblacional en el contexto
histórico González-José et al. (2008a), Perez et al. (2011), entre otras.
La morfometría geométrica se basa en el análisis del tamaño y la forma de los espe-
címenes bajo estudio a partir del desplazamiento en el espacio bi o tridimensional de una
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Figura 3.1: Estudios ﬁlogenéticos basados en morfometría geométrica (González-José
et al. (2008a)).
conﬁguración de puntos anatómicos (landmarks). Dichos landmarks se establecen siguien-
do criterios que determinen que son homólogos desde el punto de vista anatómico y/o
geométrico (Zelditch et al., 2004) a través de la muestra a estudiar (otros organismos de
una misma especie, el mismo organismo en diferentes estados de desarrollo, etc.).
Su principal innovación teórica radica en un cambio rotundo en la aproximación al
estudio del tamaño y la forma de las estructuras investigadas. En lugar de enfocarse en
el análisis multivariante de un conjunto de medidas lineales entre puntos morfométricos,
la Morfometría Geométrica propone estudiar los cambios en el tamaño y la forma a partir
del desplazamiento en el plano (2D) o en el espacio (3D) de un conjunto de puntos mor-
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fométricos o landmarks. La relación espacial en dos o tres dimensiones de estos landmarks
siempre se conserva a lo largo de todo el análisis, lo que permite reconstruir con tanta pre-
cisión como se desee la forma y el tamaño del espécimen estudiado. Desde comienzos de
los años ’90 se ha desarrollado un conjunto de métodos analíticos y gráﬁcos que permiten
observar estos cambios espaciales desde una óptica estadística, un paso fundamental en
el desarrollo de un método biológico.
Se debe resaltar que en Morfometría se hace referencia tanto a la forma como a
datos que se reﬁeren sólo a tamaño y contorno. Por forma (shape) nos referimos a las
propiedades geométricas de un objeto que son invariantes respecto de la ubicación, escala
u orientación. Al estar enfocada únicamente en la geometría, se puede dejar de lado
propiedades tales como el color y la textura que no aportan elementos esenciales para
el estudio. En cambio, las cualidades de invariancia respecto de la posición, escala u
orientación pasan a ser centrales. Esto se puede lograr mediante la utilización de medidas
invariantes como lo son las distancias de radios, ángulos o mediante la utilización de
métodos que permiten transformar todos los datos en un sistema de coordenadas común.
Los métodos de Morfometría Geométrica cuantiﬁcan la forma de cada espécimen de
acuerdo a la ubicación en el espacio de un conjunto de landmarks o puntos que son
homólogos entre individuos. Luego, el tamaño y la forma son separados a través del
análisis de Procustes (ver Sección 3.2), que traslada dichos puntos a un origen común
de coordenadas, los escala a un tamaño común, y los rota hasta minimizar la suma de
cuadrados de las distancias entre sí. El método de GPA Goodall and Mardia (1991) (ver
Sección 3.2) permite cuantiﬁcar la forma como una desviación multidimensional de los
landmarks de un espécimen respecto de una conﬁguración de referencia (usualmente, el
promedio de todas las conﬁguraciones de la muestra).
3.1.1. Antecendentes Históricos
A pesar de que los naturalistas del mundo antiguo y renacentista se interesaron tem-
pranamente por la variación morfológica de los organismos, el pensamiento biométrico se
sustenta principalmente en los avances introducidos a partir del siglo XIX por Adolphe
Quetelet, Francis Galton, Karl Pearson y sir Ronald Fisher. La biometría nace con Quete-
let (1796-1874), quien fue quizá la primera ﬁgura relevante en el pensamiento biométrico.
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Este astrónomo y matemático belga introdujo el concepto de "hombre medio"(una idea
del promedio de una serie) y fue el primero en entender que este parámetro se hacía
constante al considerar grandes muestras.
La teoría estadística se vio impulsada por los matemáticos del siglo XIX como Galton
(1822-1911) quien introdujo la aplicación del método estadístico al análisis de la variación
biológica Sokal and Rohlf (1995). A Galton se debe la introducción de conceptos centrales
en la Biometría actual, como los cálculos de regresión y correlación. Su metodología
ha llegado a ser el fundamento de la aplicación de la estadística a la Biología. Luego,
Karl Pearson (1857-1936) continuó la tradición de Galton y extendió el estudio hasta la
estadística descriptiva y los métodos de correlación.
Más tarde, la ﬁgura dominante en Biometría fue Ronald Fisher. La contribución de
Fisher (1890-1962) abarca el desarrollo de métodos para ser aplicados a muestras pe-
queñas, el descubrimiento de funciones de distribución precisas para muchas muestras
estadísticas, la invención del concepto de máxima verosimilitud y prueba de hipótesis, así
como el análisis de la varianza, todos ellos vigentes en la actualidad. Si bien los aportes
de estos matemáticos y biólogos forman el núcleo duro de la biometría clásica, también
es cierto que todos sus aportes son incorporados a la teoría y práctica de la morfometría
geométrica.
Con el advenimiento conjunto de la Teoría Sintética de la Evolución y la genética de
poblaciones, en la década de 1930, el estudio de los rasgos morfológicos es sintetizado
en una nueva estructura de pensamiento, donde el objetivo principal es el estudio de la
variabilidad y sus causas desde una óptica evolutiva. Los avances en genética poblacional
vienen acompañados de la necesidad de una mayor comprensión del determinismo en
estos caracteres, cuya expresión es el resultado de complejas interacciones entre genes y
ambiente, necesidad que da origen a la llamada genética de los caracteres cuantitativos,
y fundamentada principalmente en los aportes de Sewall Wrifht Wright (1984), Falconer
and Mackay (1996).
3.1.2. Ventajas y desventajas con respecto a la morfometría clásica
Algunos de los problemas de la morfometría clásica están relacionados con el alto grado
de correlación que existe entre las medidas de distancia lineales y el tamaño, sesgando por
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lo tanto los patrones de variación en la forma Bookstein (1984). Otra de las diﬁcultades
es establecer homologías entre distancias lineales, debido a que muchas distancias (por
ejemplo, ancho máximo) no se deﬁnen por puntos homólogos. También se plantea el
problema de que el mismo conjunto de medidas puede ser obtenido a partir de dos formas
diferentes.
Por último, en la morfometría clásica usualmente no es posible generar representaciones
gráﬁcas de los cambios de la forma porque las relaciones geométricas entre las variables
no se conservan, de manera que algunos aspectos concernientes a la forma del objeto de
estudio se pierden Zelditch et al. (2004).
3.1.3. Landmarks, semilandmarks y contornos
Los Landmarks son puntos en un espacio bi o tridimensional que corresponden a la
posición de un rasgo en particular en un objeto de interés. En la Morfometría Geométri-
ca, los landmarks se corresponden con ubicaciones discretas anatómicas que pueden ser
reconocidas en la misma ubicación en todos los especímenes del estudio. Los landmarks
ideales cumplen los siguientes requisitos:
1. Proveen una adecuada cobertura morfológica.
2. Pueden ser identiﬁcados repetitivamente y con precisión.
3. Deben ubicarse en el mismo plano.
Podemos clasiﬁcar a los landmarks en tres clases:
1. Tipo I, son puntos cuya supuesta homología de un individuo a otro es respaldada
por una signiﬁcación biológica.
2. Tipo II, son puntos matemáticos cuya supuesta homología de un individuo a otro
es respaldada únicamente por la geometría y no por evidencia anatómica.
3. Tipo III, se reﬁeren a puntos localizados en cualquier lugar a lo largo de un contorno
o entre dos landmarks de tipo I o II. Comúnmente denominados semilandmarks.
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Figura 3.2: Ejemplo de conﬁguración de landmarks (puntos blancos) y semilandmarks
(puntos negros) (Bookstein et al. (2003)).
3.1.4. Tamaño y Forma en Morfometría Geométrica
La forma está deﬁnida como toda información geométrica que se mantiene invariante
luego de eliminar efectos de traslación, rotación y escala sobre un objeto Kendall (1977).
La forma se deﬁne como un conjunto de coordenadas, también llamado conﬁguración de
landmarks (ver la deﬁnición 3.1.1). Una implicación crucial de la deﬁnición de forma de
Kendall es que, eliminando diferencias entre conﬁguraciones que pueden ser adjudicadas
a ubicación, escala y orientación, deja únicamente la información correspondiente a la
forma Zelditch et al. (2004). Un ejemplo de los efectos de este proceso se puede ver en
la Figura 3.3.
Definición 3.1.1. La conﬁguración es un conjunto de landmarks sobre un objeto particular.
La matriz de conﬁguración X es una matriz de dimensión k×m de coordenadas cartesianas
de k landmarks en m dimensiones. El espacio de conﬁguraciones es el espacio de todas
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Figura 3.3: Superposición de datos de escápulas. El proceso incluye los datos tomados
del digitalizador, trasladados al mismo origen, escalados a la misma unidad y orientados
en la misma dirección Slice (2005).
las coordenadas posibles.
La deﬁnición de forma de Kendall menciona la escala como uno de los efectos que
deben eliminarse para analizar diferencias de forma entre dos conﬁguraciones. El concepto
subyacente de la escala geométrica es simple e intuitivo si lo consideramos desde un
punto de vista gráﬁco (los landmarks se encontrarán más distanciados entre sí en una
conﬁguración que en otra). Ahora bien, debemos deﬁnir a qué nos referimos con tamaño,
para poder ser eliminado de la conﬁguración. Consideremos que X es una matriz k ×
m de coordenadas cartesianas de k landmarks en m dimensiones reales (la matriz de
conﬁguración del objeto). Podemos entonces dar la siguiente deﬁnición:
Definición 3.1.2. Una medida de tamaño g(X) es una función que devuelve un valor real
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positivo tomando como entrada la matriz de conﬁguración tal que:
g(aX) = ag(X) (3.1)
para cualquier valor escalar positivo a.
Antes de calcular la escala geométrica, necesitamos determinar la ubicación del centro
de la forma, y calcular las distancias desde el mismo a cada landmark de la conﬁguración.
A continuación, se calcula la escala geométrica, también llamada "tamaño del centroide".
Definición 3.1.3. El tamaño del centroide S(X) está deﬁnido de la siguiente manera:
S(X) = ‖CX‖ =
√√√√ k∑
i=1
m∑
j=1
(Xi j − X¯j)2, X ∈ R
km, (3.2)
donde Xi j es la entrada (i , j) de X y el promedio aritmético de la dimensión j th es
X¯j =
1
k
∑k
i=1. C corresponde a la matriz de centring
C = Ik −
1
k
1k1
T
k (3.3)
‖X‖ =
√
trace(XTX) es la norma Euclideana, Ik es la matriz identidad de k × k y 1k es
el vector de 1s k × 1.
La Ecuación 3.1 satisface la propiedad S(aX) = aS(X). El tamaño del centroide S(X)
es la suma de la raíz de los cuadrados de las distancias Euclideanas para cada landmark
hacia el centroide.
S(X) =
√√√√ k∑
j=1
∥∥(X)j − X¯∥∥2, (3.4)
donde (X)j es la j − esima ﬁla de X(j = 1, · · · , k) y X¯ = (X¯1, · · · , X¯m) es el centroide.
3.2. Análisis de Procrustes
El método de Procrustes es útil para estimar una forma promedio y explorar la va-
riación de la forma (conceptos desarrollados en la Sección 3.1.4) a lo largo del conjunto
de datos. El análisis de Procrustes está formulado como una serie de superposiciones,
colocando cada conﬁguración encima de la otra en posiciones óptimas de acuerdo a la
distancia Euclidiana mediante rotación, traslación y escalado. Comenzaremos describiendo
un análisis de Procrustes Simple, utilizado para la “alineación” de sólo dos conﬁguraciones
y posteriormente extenderemos la deﬁnición para n conﬁguraciones.
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3.2.1. Análisis de Procrustes Simplificado
Dadas dos conﬁguraciones X1 y X2 de dimensiones k × m, queremos alinear ambas
conﬁguraciones lo más cerca posible, en este caso asumiremos que ambas conﬁguraciones
se encuentran centradas.
Definición 3.2.1. El método Simple de Procrustes se encarga de aproximar dos conﬁgu-
raciones mediante el uso del ajuste por mínimos cuadrados utilizando transformaciones
aﬁnes. La estimación de los parámetros aﬁnes γ,Γ y β mediante la minimización de la
distancia euclidiana al cuadrado.
D2(X1, X2) =
∥∥X2 − βX1Γ− 1kγT∥∥2 (3.5)
Donde ‖X‖ = {trace(XTX)}
1
2 es la norma euclidiana, Γ es la matriz de rotación (m×m),
β > 0 es el factor de escala y γ es un vector (m × 1)de ubicación. La minimización de la
Ecuación 3.5 nos dará la alineación de las conﬁguraciones X1 y X2 con la menor distancia
posible.
Definición 3.2.2. El ajuste de Procrustes de X1 en X2 es:
XP1 = βˆX1Γˆ + 1k γˆ
T (3.6)
Donde usamos P como denominación de superposición de Procrustes. La matriz residual
luego del ajuste de Procrustes se deﬁne como:
R = X2 −X
P
1 (3.7)
La matriz residual nos permite obtener información respecto a la diferencia de las
formas, por ejemplo, considerar si existe un área en particular del objeto que muestra la
variación.
3.2.2. Análisis Generalizado de Procrustes (GPA)
El Análisis Generalizado de Procrustes (GPA) fue desarrollado por Gower (1975) y per-
feccionado en trabajos ulteriores Goodall and Mardia (1991), Ten Berge (1977), Langron
and Collins (1985), Rohlf and Slice (1990).
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Ahora veamos el mismo proceso visto en la Sección anterior aplicado a n conﬁgura-
ciones. Consideremos un caso genérico donde contamos con n ≥ 2 conﬁguraciones de
matrices X1, · · ·Xn (deﬁnidas en 3.1.1). Estos n elementos forman parte de una muestra
aleatoria tomada de una población con media µ y deseamos estimar la forma promedio
de la población [µ]. Tomemos tres modelos de perturbación para la conﬁguración k ×m
de la matriz Xi .
Xi = µ+ Ei , (3.8)
Xi = (µ+ Ei)Γi + 1kγ
T
i , (3.9)
Xi = βi(µ+ Ei)Γi + 1kγ
T
i , (3.10)
donde Ei son matrices de error k × m con media igual a cero, µ es la matriz de la
conﬁguración promedio (la forma de k ×m), y βi , Γi y γi son parámetros con ruido para
las transformaciones de escala, rotación y traslación.
Se puede estimar de forma directa a µ desde la Ecuación 3.8, la cual se reﬁere a la
medida del error del modelo, aunque este modelo es rara vez aplicable en la práctica. En
cambio, no se pueden estimar todos los valores de µ con las Ecuaciones 3.9 y 3.10, pero
se puede estimar [µ] o el tamaño y forma de [µ]S siguiendo la Ecuación 3.9 y podemos
estimar la forma [µ] siguiendo la Ecuación 3.10. Para realizar el análisis de forma no es
necesario que nuestros objetos estén ajustados a escala, por lo que pueden ser utilizadas
las Ecuaciones 3.9 y 3.10. En cambio, si los análisis que se desean realizar son de tamaño
y forma es necesario utilizar el modelo de la Ecuación 3.9.
Definición 3.2.3. El método completo de GPA implica trasladar, re-escalar y rotar to-
das las conﬁguraciones de forma relativa entre ellas, minimizando la suma total de las
diferencias al cuadrado:
G(X1, · · · , Xn) =
1
n
n∑
i=1
n∑
j=i+1
∥∥(βiXiΓi1kγTi )− (βjXjΓj1kγTj )∥∥2 , (3.11)
sujeto a restricciones del tamaño promedio dado por,
S((X¯)) = 1, (3.12)
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donde Γi ∈ SO(m), βi > 0, ‖X‖ =
√
trace(XTX) y S(X) es el tamaño del centroide y
la conﬁguración promedio es
X¯ =
1
n
n∑
i=1
(βiXiΓi + 1kγ
T
i ). (3.13)
Llamamos a G(X1, · · · , Xn) para el mínimo de la Ecuación 3.11, sujeto a restricciones
dadas por la Ecuación 3.12. G(X1, · · · , Xn) es llamado suma cuadrada generalizada de
Procrustes y SO(m) es un conjunto de rotaciones especiales ortogonales. La restricción
de la Ecuación 3.12 previene que βˆi se aproxime a cero.
Las coordenadas completas de Procrustes de cada conﬁguración Xi están dadas por:
XPi = βˆXi Γˆi + 1k γˆ
T
i , i = 1, · · · , n, (3.14)
donde Γˆi ∈ SO(n) (matriz de rotación), βˆi > 0 (parámetro de escala), γˆTi (parámetro de
ubicación), con i = 1, · · · , n son los parámetros que minimizan.
3.2.3. Algoritmo para aplicar GPA
1. Traslación: Se centran las conﬁguraciones para eliminar la ubicación individual de
cada una. Inicialmente:
XPi = Xi , i = 1, · · · , n. (3.15)
2. Rotación: Para la conﬁguración i-esima será:
X¯(i) =
1
n − 1
∑
j 6=i
XPj , (3.16)
por lo que el nuevo XPi es tomado como la superposición de Procrustes básica,
teniendo sólo en cuenta rotación del viejo XPi en X¯(i). Las n ﬁguras son rotadas en
este paso. Este paso se repite hasta que la Ecuación 3.11 converja, es decir, que no
se pueda reducir más.
3. Escalado: Sea Φ la matriz de correlación n×n del vector vec(XPi ) con el autovector
φ = (φ1, · · · , φn)
T correspondiente al autovalor más grande. Luego a partir de Ten
Berge (1977)):
βˆi =
(∑n
k=1
∥∥XPk ∥∥2∥∥XPi ∥∥2
) 1
2
φi (3.17)
La cual es repetida para todos los i .
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3.3. Aplicaciones en Morfometría Geométrica
En esta Sección presentaremos varias investigaciones llevadas a cabo con técnicas de
morfometría geométrica para un diverso campo de aplicaciones.
Análisis de cráneos de gorilas: O’Higgins and Dryden (1993) desarrolló un análisis so-
bre cráneos de gorilas para estudiar dimorﬁsmo sexual. En este trabajo se diseño
una conﬁguración de 8 landmarks anatómicos y una muestra de cráneos de gorilas
correspondientes a 29 machos y 30 hembras.
Análisis de Escaneos MR cerebrales sobre pacientes esquizofrénicos: Bookstein (1996)
consideró 13 landmarks tomados en 2D de varias capas de una Resonancia mag-
nética de 14 pacientes esquizofrénicos y 14 pacientes control. En este trabajo se
buscaban discriminantes de promedios de forma o variabilidad de la misma.
Análisis de Imágenes: Anderson (1997) trabajó con reconocimiento de código postal.
En esta investigación se recolectaron códigos postales escritos a mano, con base en
landmarks matemáticos y pseudo-landmarks sobre imágenes colocados manualmen-
te. Se analizó el promedio de la forma y su variabilidad, las cuales fueron utilizadas
como un modelo previo para el reconocimiento de dígitos.
Reconocimiento de patrones en imágenes: Cootes et al. (1995) describe un método
para la creación de modelos que aprenden a partir de la variabilidad de elementos
de un conjunto de imágenes anotadas, el cual puede ser utilizado para búsquedas de
patrones genéricas en varios problemas, desde formas de manos hasta transistores.
Este método es llamado Active shape models ASM, el cual fue detallado en la
Sección 2.1
3.4. Conclusiones
Como se puede observar, la Morfometría Geométrica tiene gran poder descriptivo
de forma, el cual puede ser aplicado a innumerables problemas de reconocimiento de
estructuras Anderson (1997), Cootes et al. (1995), Cooper et al. (1991), Lindner et al.
(2013), y dentro de un mismo tipo de elemento para deﬁnir variabilidad dentro de la misma
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población Valladares et al. (2010), Bookstein (1997), Valentin et al. (2002). En este
trabajo utilizamos esta metodología para identiﬁcar personas dentro de un grupo conocido
(ver Capítulo 6), determinar el género de personas en imágenes laterales (ver Capítulo 7)
y para determinar y caracterizar la forma 3D de diferentes individuos, obteniendo, por
ejemplo, el esqueleto a partir de una malla poligonal (ver Capítulo 8). Por otro lado,
una de las restricciones más importantes para poder utilizar Morfometría Geométrica en
problemas abiertos está en el ingreso masivo de datos de calidad, lo cual podría realizarse
en forma automática utilizando aprendizaje de máquina, contando con un conjunto de
entrenamiento supervisado conﬁable. Sobre esa temática nos enfocaremos en el siguiente
capítulo.
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Capítulo 4
Deep Learning
4.1. Introducción
El aprendizaje profundo o Deep learning permite que modelos computacionales com-
puestos por varias capas de procesamiento puedan aprender representaciones sobre datos
con multiples niveles de abstracción y, mediante ese concepto, descubrir representaciones
precisas de forma autónoma en grandes volúmenes de datos. El Deep Learning (Deep
Learning (DL)) ha logrando recientemente grandes avances en el ámbito de la ciencia, in-
cluyendo el reconocimiento de imágenes Tompson et al. (2014), Krizhevsky et al. (2012a),
Farabet et al. (2013), Szegedy et al. (2015), reconocimiento del habla Mikolov et al.
(2011), Hinton et al. (2012), el análisis de datos del acelerador de partículas Sadowski
et al. (2014), la reconstrucción de circuitos del cerebro Helmstaedter et al. (2013), pre-
dicción de efectos en mutaciones npn-coding DNA en expresión genética y enfermedades
Leung et al. (2014), Xiong et al. (2015) y muchos otros contextos más.
En DL, cada capa subsecuente extrae progresivamente representaciones más abstractas
a partir de los datos de entrada y crea una nueva representación para ser utilizada por la
siguiente capa. Un ejemplo de esto se puede ver en la Figura 4.2. Las capas más altas
en la jerarquía ampliﬁcan características importantes para su discriminación, que quizás
fueron pasadas por alto en el análisis supervisado. Por ejemplo, en una imagen, podrían
ser la ocurrencia de bordes en cierta orientación, la siguiente capa podría detectar bordes
en una disposición especíﬁca y la siguiente capa, probablemente identiﬁcaría estos bordes
como partes de un objeto en particular.
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Figura 4.1: CNN para clasiﬁcación de raza de perros LeCun et al. (2015).
Un caso particular de DL son las redes convolucionales o Convolutional neural networks
(CNN) Fukushima (1980), LeCun et al. (1998), las cuales constituyen actualmente el
estado del arte de varios problemas de visión computacional, dado su buen desempeño de
clasiﬁcación en grandes volúmenes de imágenes Toshev and Szegedy (2014), Krizhevsky
et al. (2012b), Dieleman et al. (2015a). Su gran rendimiento está basado en el uso de
cuatro conceptos fundamentales: conexiones locales, pesos compartidos, polling y el uso
de varias capas LeCun et al. (2015). Por otro lado, dada la gran cantidad de grados de
libertad de un modelo de aprendizaje en ConvNets, en ciertos problemas como los que
nos ocupan en esta tesis la red debe aprender millones de parámetros, por lo que se deben
tomar precauciones para evitar overfitting (la red puede simplemente memorizar todos los
ejemplos y tener una pobre generalización).
Otra limitación, de las técnicas clásicas de machine learning es su escasa capacidad
para procesar datos sin una preparación previa (raw form). Para construir sistemas de
pattern matching o machine learning siempre ha sido necesario crear un extractor de
características que transforme los valores crudos en un vector de características para
representar el problema en un espacio de características que sea adecuado (feature space).
Por lo tanto, se requiere tradicionalmente realizar una ingeniería previa que transforme
los datos de su formato original al espacio de características. En ese sentido, una ventaja
adicional de las CNN es su capacidad de trabajar directamente con los datos sin preparación
previa, en caso de una imagen, los píxeles LeCun et al. (2015).
Una arquitectura de red basada en DL es una pila de múltiples capas simples, en
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Figura 4.2: Diferentes niveles de abstracción de la representación a medida que se avanza
en la pila de capas Mahendran and Vedaldi (2015).
las cuales gran parte de ellas calculan un mapeo no lineal entre la entrada y la salida.
Cada capa en la pila transforma su entrada para incrementar la selectividad y al mismo
tiempo su invariancia sobre su representación. Con una arquitectura de entre 5 y 15 capas
de profundidad, una red es capaz de implementar funciones muy complejas sobre sus
entradas, que son simultáneamente sensibles a detalles minuciosos e insensibles a grandes
variaciones irrelevantes. En el caso de imágenes, la red puede aprender a ser indiferente
a elementos irrelevantes como el fondo, la postura de las personas, variaciones en la
iluminación y parámetros de la cámara, y la presencia de objetos aledaños.
El Aprendizaje de representación es un conjunto de métodos que permite descubrir
automáticamente representaciones a partir de los datos sin preparación previa, las cuales
son útiles para la detección y clasiﬁcación. Los métodos de DL son aprendizajes de repre-
sentación con varios niveles o capas de representación, que se construyen mediante varios
módulos no lineales, cada uno de estos transforman la representación de un nivel inicial
(raw data) en una representación cada vez más abstracta. Un aspecto clave en DL es que
las distintas abstracciones sobre los datos son inferidas desde los datos originales usando
procedimientos genéricos de aprendizaje.
La forma más utilizada de aprendizaje de máquina, sea DL o no, es el aprendizaje super-
visado. En el caso de visión por computadora, durante el entrenamiento, la computadora
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recibe imágenes y genera un vector de puntajes como salida, uno por cada categoría que
contiene. Luego se calcula una función objetivo que mide el error entre la salida del vector
de puntajes calculados por el método y el real. El algoritmo modiﬁcará sus parámetros
internos para reducir este error. Estos parámetros son comúnmente llamados pesos, que
se pueden pensar como controles que nos permiten modelar la función de entrada/salida
de nuestra máquina. Normalmente, en DL, se cuenta con miles de millones de estos pe-
sos, y entre miles y millones de ejemplos etiquetados para su entrenamiento. Para ajustar
debidamente estos pesos, el algoritmo de aprendizaje calcula un vector de gradiente, que
por cada peso, indica la cantidad por la que el error se incrementará o decrementará si el
valor de este peso se incrementara en una pequeña cantidad. Luego, el vector de pesos se
ajusta en la dirección opuesta al vector de gradiente.
Este método básico de descenso por el gradiente ha sido aplicado exitosamente en
muchos contextos de aprendizaje, y existen modelos matemáticos que garantizan su con-
vergencia bajo supuestos razonables. La función objetivo, promediada sobre todos los
elementos de entrenamiento, puede verse como una superﬁcie con picos en el espacio de
valores correspondientes a los pesos. El vector de gradiente negativo indica la dirección
de la máxima pendiente en la superﬁcie, de esta manera lo lleva más cerca del mínimo en
donde el error de salida es más bajo en promedio (sobre toda la muestra de ejemplos).
En la práctica, el método más utilizado es Stochastic Gradient Descent (SDG), que
será explicado en detalle en la Sección 4.3.1, pero que consiste en mostrar el vector de
entrada a solo un subconjunto de ejemplos de entrenamiento, se calculan las salidas, erro-
res y conforme a estos se modiﬁcan los pesos de la red para estos valores. Este proceso
se repite para varios subconjuntos de ejemplos hasta que el promedio de la función ob-
jetivo deja de decrecer. Su origen estocástico se debe a que cada pequeño subconjunto
de ejemplos da un estimado ruidoso sobre el promedio general sobre todos los ejemplos.
Luego que la red fue entrenada, se evalúa su performance sobre un grupo de ejemplos
llamado subconjunto de prueba. Esta evaluación nos permite analizar qué tan bien gene-
raliza la red, y cómo genera respuestas sobre ejemplos previamente desconocidos durante
el entrenamiento.
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4.2. Aprendizaje Supervisado
El aprendizaje es útil cuando deseamos que un algoritmo aprenda a ejecutar una función
tan compleja que no puede ser programada por las vías convencionales. Por ejemplo, no
está claro como realizar un programa que reconozca e identiﬁque el sentido semántico de
una escena a partir de una imagen. Pero lo que si se puede obtener es una gran cantidad
de muestras de imágenes etiquetadas con objetos y sus relaciones para entrenar de forma
supervisada un algoritmo que aproxime la relación de los datos entrada-salida implicados
por los datos recolectados.
Ahora deﬁnamos formalmente un problema de aprendizaje supervisado. Sea X el espa-
cio de entrada e Y el de salida, y D la distribución de valores sobre X×Y que describe los
datos que se observan. Por cada tupla (x, y) perteneciente a D, la variable x es la entrada,
e y el valor de salida deseado. El objetivo del aprendizaje supervisado es usar los datos
de entrenamiento con n muestras de elementos Independent and identically distributed
random variables (IID), sea S = (xi , yi)
n
i=1 ∼ D
n, para encontrar una función f : X → Y
cuyo error de testeo sea el menor posible Sutskever (2013):
TestD(f ) = E(x,y)∼D[L(f ((x); y)]. (4.1)
Tomemos L(z ; y) como una función de pérdida, que mide el costo en el que se incurre
cada vez que se predice y como z . Cuando encontremos una función cuyo error de testeo
es lo suﬁcientemente pequeño, el problema de aprendizaje se considera resuelto. Lo ideal
sería encontrar un minimizador global que encuentre el menor error de testeo, pero dado
que esto en general no es posible, podemos aproximar el error de testeo con el error de
entrenamiento.
T rainS(f ) ≡ E(x,y)∼S[L(f ((x); y)] ≈ TestD(f ), (4.2)
donde S es una distribución uniforme sobre los elementos del conjunto de entrenamiento
incluyendo repeticiones de los mismos. Se pretende encontrar el f que tenga menor error
de entrenamiento posible. Este problema no se resuelve con la idea trivial de memorizar
los ejemplos, dado que no garantiza que la red trabaje bien sobre elementos que todavía
no observó. El problema de la generalización consiste especíﬁcamente en lograr que el
modelo pueda predecir adecuadamente casos o ejemplos desconocidos. Conceptualmente
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se puede resolver este problema reduciendo la cantidad de f permitidas, deﬁniendo un
grupo de funciones F :
f ∗ = argmin
f ∈F
T rainS(f ). (4.3)
Lamentablemente, no se cuenta con una guía de como elegir un buen F para un de-
terminado problema de aprendizaje. En la práctica es mejor experimentar con clases de
funciones que hayan sido exitosas en problemas similares.
4.3. Redes Neuronales
En la Sección 4.2 se introdujo al problema general de aprendizaje supervisado. En esta
sección nos enfocaremos particularmente a este sobre redes neuronales. Dado un problema
en el cual tenemos acceso a datos etiquetados del tipo (xi , yi). Las redes neuronales nos
permiten deﬁnir hipótesis no lineales y complejas de la forma hW,b(x), donde W, b son los
parámetros que podemos adaptar a nuestros datos (xi , yi).
Consideremos una red neuronal con N capas, las capas de entrada y salida están
representadas respectivamente como X0 y XN, donde el vector Xn−1 es la capa de entrada
de n (con n = 1, · · · , N). Si Wn es la matriz de pesos y bn el vector de bias, la salida de
la capa Xn, puede ser representada de la siguiente manera:
Xn = f (WnXn−1 + bn), (4.4)
donde f es la función de activación (en nuestro caso en esta tesis se utilizó la función
lineal rectificada f (x) = ma´x(x, 0)). Dado un problema de reconocimiento, la tarea del
entrenamiento consiste en encontrar el conjunto de parámetros óptimos {Wn, bn} que
minimizan el error de clasiﬁcación. Para determinar cómo estos parámetros se deberían
modiﬁcar para reducir el error, se utiliza comúnmente un algoritmo de Gradient Descent
ya mencionado y que será presentado en detalle en la Sección 4.3.1.
4.3.1. Optimización: Gradient Descent
Siguiendo con la nomenclatura utilizada en la sección anterior (4.3), deﬁnamos Xtrue
a los valores de salida esperados correspondientes a los valores de entrada X0. Durante
la etapa de entrenamiento, todos los parámetros de la red son optimizados para lograr
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aproximar lo más posible los valores de salida de Xn a Xtrue. La predicción del error la
denotamos como e(XN, Xtrue). El gradiente de e(XN, Xtrue) se calcula teniendo en cuenta
los parámetros del modelo {Wn, bn}. Los valores de cada capa son actualizados mediante
la toma de pequeños pasos en la dirección opuesta del gradiente:
Wn ← Wn − η
∂e(XN, Xtrue)
∂Wn
, (4.5)
y
bn ← bn − η
∂e(XN, Xtrue)
∂bn
, (4.6)
donde, η es la tasa de aprendizaje, un hiperparámetro que controla el tamaño del paso
hacia la convergencia.
Stochastic Gradient Descent
Los métodos batch, como el limited memory BFGS Liu and Nocedal (1989), utilizan
la totalidad de los ejemplos de entrenamiento para calcular la siguiente actualización de
parámetros de cada iteración, normalmente convergen muy bien en local optima. Por
otro lado, también son fáciles de implementar (minFunc) ya que cuentan con muy pocos
hiperparámetros que ajustar.
En realidad, calcular el costo y gradiente del conjunto completo de entrenamiento
puede ser muy lento y hasta inviable si nos encontramos trabajando sobre una única
computadora y todo el conjunto de datos requiere más espacio que el disponible en su
memoria principal. Además, los métodos de optimización batch no son amenos cuando
se trata de una modalidad online. Esto quiere decir que si nuestro modelo desea agregar
nuevos datos dentro del entrenamiento es necesario reiniciar todo el proceso sin poder
reutilizar o aprovechar nada de lo realizado anteriormente.
El método de optimización Stochastic Gradient Descent cubre los dos problemas. Se
sigue el vector del gradiente negativo de la función objetivo, tal como se mostró en las
Ecuaciones 4.5 y 4.6, pero en base a un pequeño subconjunto aleatorio del conjunto de
datos de entrenamiento. Por lo tanto no se calcula este valor sobre el total de la muestra. El
uso de SGD en redes neuronales es recomendable dado el alto costo del cálculo exhaustivo
de la back propagation sobre todo el conjunto de datos de entrenamiento. El SGD puede
reducir este costo y al mismo tiempo obtener una convergencia rápida Bottou (2010).
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1 Sea ηk la taza de aprendizaje en la iteración k .
2 Sea θ El parámetro inicial.
3 while Criterio de parada no encontrado do
4 Tomar un minibatch de m ejemplos del conjunto de entrenamiento
x1, x2, · · · , xm con sus target correspondientes yj .
5 Computar el estimado del gradiente: gˆ ← + 1
m
∇θ
∑
i L(f (xj , θ), yj);
6 Aplicar la actualización: θ ← θ − ηgˆ;
7 end
Algorítmo 1: Actualización de SGD en la iteración de entrenamiento k .
En SGD, la tasa de aprendizaje η suele ser mucho mas pequeña que en Batch Gradient
Descent (BGD) dado que la variancia es mayor en la actualización. Elegir el valor de la
tasa de aprendizaje y su comportamiento (cómo debe modiﬁcarse la tasa de aprendizaje
a medida que se avanza en el entrenamiento) no es una tarea trivial. Una práctica clá-
sica es utilizar una η pequeña y constante que otorgue una convergencia estable en el
epoch1 inicial. Particularmente, en esta tesis se decidió trabajar con un η que decrece en
forma lineal a medida que los epochs avanzaban, mientras que el momentum (explicado
en la siguiente Sección) se incrementa. Esto se puede deﬁnir como un vector linealmente
espaciado entre [start_value, stop_value] con n_epochs elementos. Los valores pre-
cisos varían dentro del fenotipo a trabajar, ya que está sujeto a los datos de entrada y la
estructura de la red, por lo que los mismos serán deﬁnidos en la Parte III (aplicaciones).
Un último punto importante con respecto a las SGD es el orden en que los ejemplos
del conjunto de datos de entrenamiento son procesados. Si los datos están ordenados
de una forma signiﬁcativa, esto puede inducir un sesgo que lleven a una convergencia
deﬁciente. Por lo tanto, es una buena practica distribuir aleatoriamente los datos antes
de cada epoch.
1Llamaremos epoch a la cantidad de iteraciones en etapa de entrenamiento en las cuales la red ha
observado el conjunto de datos.
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El Momentum y el Gradiente Acelerado de Nesterov
El método clásico del Momentum (MC) Polyak (1964), es una técnica para acelerar el
descenso del gradiente acumulando un vector de velocidad en las direcciones que muestran
una reducción constante en la función objetivo a través de varias iteraciones. Sea una
función objetivo f (θ) a ser minimizada, el MC esta determinado por:
vt+1 = µvt − η∇f (θt) (4.7)
θt+1 = θt + vt+1, (4.8)
donde η > 0 es la tasa de aprendizaje, µ ∈ [0, 1], es el coeﬁciente de momentum y ∇f (θt)
es el gradiente sobre θt. Dado que las direcciones d de poca curvatura, son por deﬁnición,
más lentas a la hora de cambiar su tasa de reducción, tenderán a persistir entre iteraciones
y ser ampliﬁcadas por el MC.
El gradiente acelerado de Nesterov (1983) (NAG), al igual que MC, es un método de
optimización de primer orden que garantiza una tasa de convergencia mejor al descenso
del gradiente en ciertas situaciones. Cuando contamos con funciones de convexidad suave,
el NAG logra una tasa de convergencia global del orden de O(1/T 2) versus O(1/T ) que
obtiene el descenso del gradiente clásico, con una constante proporcional al coeﬁciente de
Lipschitz del derivado y una distancia Euclidiana al cuadrado de la solución. Usualmente no
se considera al NAG como un tipo diferente de momentum, dado que su única diferencia
con el MC está en la actualización del vector de velocidad v . La actualización NAG se
puede escribir como:
vt+1 = µvt − η∇f (θt + µvt) (4.9)
θt+1 = θt + vt+1. (4.10)
La comparación de MC y NAG a la hora de la actualización de valores se puede observar
en la Figura 4.3.
Desde un aspecto teórico, las convergencias para ambos métodos dependen en que los
estimados del gradiente no contengan ruido. En la práctica, tomando algunos recuados, es
posible aplicarlos en entornos estocásticos. A partir de las Ecuaciones 4.7-4.10, podemos
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Figura 4.3: Actualización de valores por MC (arriba) y NAG (abajo).
observar que el cálculo de la nueva velocidad se hace aplicando una corrección basada
en gradientes del vector de velocidad previo (el cual es disminuido) y luego se le suma
la velocidad a θt . La diferencia entre estos métodos esta en que MC calculo el gradiente
desde su posición actual, NAG calcula una actualización parcial de θt , calculando θt+µvt ,
el cual es similar a θt+1 pero sin la corrección aplicada. De esta forma se le permite a NAG
cambiar el vector v de forma más rápida y eﬁciente, siendo más estable que MC en varias
situaciones, especíﬁcamente cuando µ toma valores altos. La implementación de ambos
métodos se puede ver detallada en los Algoritmos 2 para MC y 3 para NAG.
4.3.2. Back-propagation
Cuando utilizamos redes neuronales feedforward que toman como entrada x y pro-
ducen una salida yˆ , la información ﬂuye hacia adelante sobre toda la red. La entrada x
proporciona la infomación inicial, que se propaga sobre las unidades en cada capa oculta,
y luego produce yˆ . Esto se denomina propagación hacia adelante (forward propagation).
62
1 Sea η la taza de aprendizaje y α el parámetro de momentum.
2 Sea θ El parámetro inicial y v velocidad inicial.
3 while Criterio de parada no encontrado do
4 Tomar un minibatch de m ejemplos del conjunto de entrenamiento
x1, x2, · · · , xm con sus target correspondientes yj .
5 Computar el estimado del gradiente: g ← + 1
m
∇θ
∑
i L(f (xj , θ), yj);
6 Computar la velocidad de actualización: v ← αv − ηg;
7 Aplicar la actualización: θ ← θ + v ;
8 end
Algorítmo 2: SGD con momentum clásico.
1 Sea η la taza de aprendizaje y α el parámetro de momentum.
2 Sea θ El parámetro inicial y v velocidad inicial.
3 while Criterio de parada no encontrado do
4 Tomar un minibatch de m ejemplos del conjunto de entrenamiento
x1, x2, · · · , xm con sus target correspondientes yj .;
5 Aplicar actualización temporal(?): θ˜ ← θ + αv ;
6 Computar el gradiente sobre el punto temporal: g ← + 1
m
∇θ˜
∑
i L(f (xj , θ˜), yj);
7 Computar la velocidad de actualización: v ← αv − ηg;
8 Aplicar la actualización: θ ← θ + v ;
9 end
Algorítmo 3: SGD con Nesterov momentum.
Durante el entrenamiento, este tipo de propagación puede continuar hasta que produce un
costo escalar J(θ). El algoritmo de propagación hacia atrás o back-propagation Rumelhart
et al. (1986), Le Cun (1986) permite que la información sobre el costo/error pueda ﬂuir
hacia atrás en la estructura de la red, para poder calcular el gradiente adecuado para en-
trenamiento. El termino back-propagation es normalmente interpretado incorrectamente
como el responsable de todo el algoritmo de aprendizaje para una red de varias capas, tipo
perceptron. En realidad back-propagation sólo se reﬁere al método utilizado para calcular
el gradiente, mientras otro tipo de algoritmo, como por ejemplo el Stochastic gradient
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descent (ver Sección 4.3.1), hace uso del gradiente calculado para el aprendizaje. Es más,
el back-propagation suele ser asociado a un método especíﬁco de redes neuronales, pero
en un principio puede computar las derivadas de cualquier otra función.
Especíﬁcamente, describiremos cómo calcular el gradiente ∇x f (x, y) para una función
arbitraria f , donde x es un conjunto de variables que se desea calcular las derivadas e y
es un conjunto de variables adicionales, de las cuales no se desea saber sus derivadas. En
algoritmos de aprendizaje, el gradiente que se desea calcular usualmente es el gradiente
de la función de costo respecto a sus parámetros, ∇θJ(θ). Otros métodos de aprendizaje
requieren el cálculo de otras derivadas, ya sea para el proceso de aprendizaje como para
el análisis del modelo entrenado.
Regla de la cadena
El algoritmo Back-propagation computa la regla de la cadena de la derivada, dadas las
operaciones con un orden especíﬁco. Por dicha razón es un método muy eﬁciente. Sea x
un número real, y f y g funciones que asignan un número real a otro número real y = g(x)
y z = f (g(x)) = f (y). Luego, la regla de la cadena nos dice que:
∂z
∂x
=
∂z
∂y
∂y
∂x
(4.11)
Esto puede ser generalizado más allá del caso escalar. Supongamos que x ∈ Rm, y ∈ Rn,
g mapea de Rm a Rn, y f mapea Rn a R. Si, y = g(x) y z = f (y), entonces:
∂z
∂xi
=
∑
j
∂z
∂yj
∂yj
∂xi
(4.12)
4.3.3. Sobreajuste (Overfitting)
Se denomina sobreajuste u Overfitting a la diferencia entre el error de entrenamiento
T rainS(f ) y el error de testeo TestD(f ), los cuales fueron deﬁnidos en la Sección 4.2.
En esa misma Sección se mencionó el problema y una posible solución a la falta de
generalización. Al restringir las funciones f que pertenecerían a la clase F , controlamos
el overfitting y tratamos el problema de generalización.
Teorema 1. Si F es finito y la pérdida está acotada a L(z ; y) ∈ [0, 1], entonces el over-
ﬁtting se encuentra uniformemente acotado con altas probabilidades sobre S del conjunto
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Figura 4.4: Una imagen de ejemplo y sus landmarks asociados, espejada sobre el eje x
Cintas et al. (2016a).
de entrenamiento Kearns and Vazirani (1994), Valiant (1984).
P rS∼D|S|
[
TestD(f )− T rainS(f ) ≤
√
log |F|+ log 1
γ
|S|
f or al l f ∈ F
]
> 1− γ
El resultado sugiere que cuando el conjunto de entrenamiento es más grande que
log|F|, cada error de entrenamiento estará cerca de cada error de testeo. El término
log|F| justiﬁca formalmente la intuición de que cada caso de entrenamiento lleva un
número constante de bits sobre la mejor función de F Sutskever (2013).
4.3.4. Métodos para Optimización y regularización
Un problema crucial en aprendizaje automático es cómo entrenar un algoritmo para que
funcione correctamente no sólo en los datos de entrenamiento sino con nuevas entradas.
Varias estrategias han sido diseñadas para disminuir el error sobre los datos de prueba,
posiblemente a expensas de incrementar el error de entrenamiento. Estas estrategias son
conocidas como regularización. Existen varios tipos disponibles de regularización en Deep
Learning, de hecho, la investigación de métodos eﬁcientes de regularización ha sido una
de las áreas más activas en este tópico. En esta Sección veremos una breve presentación
de los métodos utilizados en esta tesis. Particularmente en nuestra aplicación, las CNNs
cuentan con un gran número de parámetros para ser aprendidos, por ejemplo, en el caso del
landmarking de orejas se utilizaron 8.622.970 de parámetros. Debido al limitado tamaño
de nuestra muestra de entrenamiento, es alta la probabilidad de que ocurra el overfitting.
A continuación detallaremos los métodos utilizados para tratar de reducir lo más posible
el overfitting en nuestras redes destinadas a landmarking.
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Figura 4.5: Análisis de curvas de error: Underfitting, Overfitting, Generalización y Capa-
cidad Goodfellow et al. (2016).
Incremento de datos: Este método consiste en aumentar de forma artiﬁcial los datos
de entrenamiento usando transformaciones que preserven el valor de target. De
forma aleatoria, algunas de las imágenes y sus landmarks asociados son espejados
horizontalmente y agregados al set de entrenamiento (un ejemplo se puede observar
en Figura 6.5).
Regularización: La complejidad del modelo encontrado se penaliza mediante el uso de
dropouts (Hinton et al., 2012), lo que consiste en llevar a cero la salida de cada
nodo (de las capas ocultas) con una cierta probabilidad. Esta técnica reduce adapta-
ciones complejas entre nodos, dado que durante el entrenamiento un nodo no puede
depender de la activación de nodos especíﬁcos (Krizhevsky et al., 2012b).
Dropout
El uso de Dropout es una técnica introducida por Hinton et al. (2012), Srivastava
et al. (2014), la cual fue rápidamente adoptada dado que no sólo era una solución de
buen desempeño sino que además es de muy fácil implementación. Con el uso de Dropout
se previene que una red caiga en overfitting, y se provee una manera de combinar de
forma eﬁciente varias arquitecturas de redes neuronales. El termino dropout se reﬁere al
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Figura 4.6: Comparación de una red neuronal convencional y con Dropout.
descarte de unidades y sus conexiones (ya sea en capas ocultas o no) en una red neuronal.
Este descarte es sólo temporario. Una representación gráﬁca del dropout se puede ver en
la Figura 4.6. La forma de elección de descarte es aleatoria. A cada unidad se le asocia
un valor de probabilidad p independiente del resto entre [0, 1]. Algo importante a tener en
cuenta es que si se le asignan probabilidades muy altas a todas las unidades comenzaremos
a perder información valiosa para su clasiﬁcación.
En esta Sección describiremos brevemente el modelo de una red neuronal con Dropout.
Dada una red neuronal de N capas como las deﬁnidas en la Sección 4.3, bajo la forma
vista en la Ecuación 4.4. Al agregar dropout a esta red, las operaciones feed-forward se
ven modiﬁcadas de la siguiente manera:
r jn ∼ Bernoul l i(p),
X˜n = rn ∗Xn,
Xn+1 = f (Wn+1X˜n + bn+1),
(4.13)
donde ∗ es el producto de matriz, para cualquier capa n, rn es el vector que cuenta con
variables independientes y aleatorias de Bernoulli, cada una de estas posee una probabilidad
p de ser 1. Este vector es multiplicado por los elementos de esa capa, Xn, para generar
una nueva capa con una cantidad disminuida de elementos, aquí denominada, X˜n. Esta
capa es utilizada como entrada de la capa Xn+1, y así sucesivamente se aplica este proceso
a todas las capas de la red Hinton et al. (2012), Srivastava et al. (2014). Un ejemplo
gráﬁco de este proceso aplicado a una capa se puede observar en la Figura 4.7.
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Figura 4.7: Comparación de operaciones en redes neuronales clásicas (izquierda) y con
dropout (derecha).
Incremento de datos de entrenamiento
La manera fundamental para conseguir que los métodos de aprendizaje automático
generalicen adecuadamente es entrenarlos con la mayor cantidad de datos posible. En la
práctica la cantidad de datos es limitada. Esto es aún más diﬁcultoso en nuestro problema
particular de landmarking, dadas las restricciones de adquisición que enumeramos en la
Sección 1.1. Una forma de ampliar nuestra cantidad de datos, es crear datos ﬁcticios y
agregarlos al conjunto de entrenamiento.
Para nuestro caso, podemos generar n − uplas (Xtrain, (x0, y0), (x1, y1), · · · (xn, yn)),
donde Xtrain es un arreglo de píxeles correspondientes a nuestras imágenes y landmarks
originales, luego de aplicar transformaciones geométricas, los pares (xi , yi) son las coor-
denadas de landmarks. La misma transformación que se aplica a la ﬁgura se debe aplicar
a sus correspondientes landmarks, en general transformaciones aﬁnes. Se puede ver un
ejemplo de las transformaciones implementadas en este trabajo en la Figura 4.8.
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Figura 4.8: Diferentes ángulos de rotación utilizados para el aumento artiﬁcial de datos
durante etapa de entrenamiento.
El aumento de datos de forma artiﬁcial ha sido una técnica efectiva sobre datos como
imágenes, dado que las imágenes son datos de varias dimensiones e incluyen una gran
cantidad de factores de variación, que en muchos casos pueden ser simulados fácilmente.
Operaciones como la traslación y la rotación en diferentes direcciones, puede mejorar mu-
cho la generalización. Además, se ha probado que la utilización de transformaciones como
la rotación y escala son efectivas para el ﬁn de generalización. En nuestra implementación,
las imágenes transformadas son generadas con Python en el CPU mientras la GPU se en-
cuentra entrenando el batch anterior de imágenes, lo cual nos permite la posibilidad de
no tener que almacenar en disco estas nuevas imágenes, por lo que este tipo de métodos
son de costo cero computacionalmente hablando Krizhevsky et al. (2012b).
Detención Temprana del Entrenamiento
Cuando se entrenan modelos con suﬁciente capacidad representativa para evitar el
overﬁtting, se suele observar que el error de entrenamiento decrece de forma monotónica
a medida que avanza el entrenamiento, pero el error de validación comienza a incrementar-
se. En la Figura 4.5 se muestra este fenómeno en las curvas de error de entrenamiento y de
validación. Esto signiﬁca que podemos obtener un modelo con un mejor error de validación
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utilizando el conjunto de parámetros en el punto de entrenamiento donde se encontró el
menor error de validación. Cada vez que el error de validación mejora, se almacena una
copia de los parámetros en ese momento. Cuando el entrenamiento ﬁnaliza, retornamos
estos parámetros y no los últimos generados. El algoritmo ﬁnaliza cuando ningún pa-
rámetro ha mejorado sobre el mejor error de validación almacenado sobre una cantidad
pre-acordada de iteraciones Prechelt (1998a,b). La implementación de este método se
explica formalmente en el Algoritmo 4.
4.3.5. Selección y puesta en funcionamiento de un red neuronal
Funciones de activación
Un principio común que atraviesa el área de las Ciencias de la Computación es que se
pueden construir sistemas complejos a partir de componentes mínimos y simples. De forma
similar a la memoria de una máquina de Turing sólo necesita poder almacenar estados del
tipo 0 o 1, es posible crear un aproximador de funciones que sea universal basándonos
en funciones lineales rectiﬁcadas. La función de activación Lineal rectiﬁcada se describe
como:
g(z) = Max{0, z} (4.14)
La función de activación rectilínea es la más frecuentemente utilizada en las redes neuro-
nales de tipo feed forward LeCun et al. (2015). Si bien al aplicar esta función a la salida de
una transformación lineal, se genera una función no-lineal, ésta es lineal a trozos, y gracias
a ello preserva varias propiedades de los modelos lineales que la hace sencilla de optimizar
con métodos basados en gradientes (para ver en más detalle, dirigirse a la Sección 4.3.1).
Pre-procesamiento de los datos: Normalización de las entradas
La convergencia suele ser más rápida si el promedio de cada variable de entrada sobre
el conjunto de entrenamiento es cercano a cero. Para entender esto, consideremos el
caso extremo, en el que todas las entradas son positivas. Los pesos de un nodo de la
primera capa son actualizados por una cantidad proporcional a xσ, donde σ es el error
(escalar) en ese nodo y x es el vector de entrada. Cuando todos los elementos del vector
x son positivos, todas las actualizaciones de pesos que alimentan a ese nodo van a tener
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1 Sea n la cantidad de pasos entre evaluaciones.
2 Sea p la "paciencia", la cantidad de veces que se tolera errores de validación peores
al almacenado y no se cancela la ejecución.
3 Sea θ0 los parámetros iniciales.
4 θ ← θ0;
5 i ← 0;
6 j ← 0;
7 v ←∞;
8 θ∗ ← θ;
9 i ∗ ← i ;
10 while j < p do
11 Actualizar θ entrenando sobre n pasos;
12 i ← i + n;
13 v ′ ← val idation_error(θ);
14 if v’ <v then
15 j ← 0;
16 θ∗ ← θ;
17 i ∗ ← i ;
18 v ← v ′;
19 else
20 j ← j + 1;
21 end
22 end
23 donde θ∗ son los mejores parametros y i ∗ es la mejor cantidad de pasos de
entrenamiento.
Algorítmo 4: Meta-algoritmo de Early Stopping para determinar mejor cantidad de
tiempo de entrenamiento.
el mismo signo. Como resultado, estos pesos sólo pueden crecer o decrecer juntos para
algún patrón de entrada determinado. Por lo tanto si un peso debe cambiar de dirección,
sólo puede hacerlo mediante una trayectoria en zig-zag en el espacio de los pesos, lo cual
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es ineﬁciente y muy lento Yann (1998). La convergencia es aún más rápida si además de
trasladar nuestro datos a un centroide próximo a cero, éstos son escalados de manera que
todos tengan el mismo valor de covariancia, Ci , donde:
Ci =
1
P
P∑
p=1
(zpi )
2 (4.15)
P es la cantidad de elementos en el conjunto de entrenamiento, Ci es la covariancia de
la i-esima variable del vector y zpi es el componente i-esimo del p-esimo elemento del
conjunto de entrenamiento. El escalado de datos acelera el aprendizaje dado que ayuda
a balancear el valor de la tasa de aprendizaje. Por ello, se aplica una transformación
sobre las entradas para que el promedio de cada variable de entrada en conjunto de
entrenamiento sea cercano a cero, y que los valores de cada variable de entrada tengan
similares covariancias.
Inicialización de pesos
El valor inicial de los pesos puede tener efectos signiﬁcativos en el proceso de entre-
namiento. Si los pesos iniciales de una red son muy pequeños, el vector de salidas de la
primera capa tiene una norma pequeña, la cual se achica a medida que pasa por cada
capa, hasta que es muy pequeña para ser útil. De forma inversa sucede si la inicialización
de pesos cuenta con valores muy grandes. Particularmente se utilizó la inicialización pro-
puesta en Glorot and Bengio (2010), la cual muestrea los valores de los pesos a partir de
la distribución uniforme de la siguiente manera:
a =
√
2
f anin + f anout
W ∼ U[−a, a],
(4.16)
donde W es la distribución de inicialización, f anin la cantidad de conexiones alimentando
la entrada de un nodo y f anout la de salida.
Funciones de pérdida
Un aspecto de diseño importante en una red neuronal (sea jerárquica o no) es la
elección de la función de costo o pérdida. En general las funciones de pérdida para las
redes neuronales son símiles a las de otros modelos paramétricos, como los modelos
lineales.
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4.4. Convolutional Neural Nets (CNNs)
Desde la introducción de ConvNets o CNN propuestas por LeCun et al. (1989), han
demostrado tener un excelente desempeño en tareas como reconocimiento de dígitos y
detección de rostros. En los últimos años, varios trabajos han demostrado que pueden
tener un excelente desempeño sobre problemas más complejos en visión computacional
Farabet et al. (2013), Szegedy et al. (2015), Krizhevsky et al. (2012b), Dieleman et al.
(2015a), Donahue et al. (2017). Esto se debe a la disponibilidad de grandes cantidades
de datos etiquetados para su uso durante entrenamiento y evaluación, a la implemen-
tación de librerías sobre tecnología GPU, permitiendo que el entrenamiento de grandes
modelos sea viable en tiempo/capacidad computacional y al surgimiento de nuevas estra-
tegias de regularización como Dropout Hinton et al. (2012) como se vio en detalle en la
Sección 4.3.4.
En la siguiente sección daremos una introducción a los elementos que componen este
tipo de redes: las capas de convolución y de pooling. Luego ensamblaremos estos com-
ponentes para detallar su interacción, utilizando como ejemplo la red precursora LeNet
desarrollada en LeCun et al. (1998), basada en el Neocogitron.
4.4.1. Introducción
Las ConvNets están diseñadas para procesar datos que tienen la forma de arreglos
multidimensionales, en nuestro caso imágenes. Como se mencionó en la Sección 4.1 hay
cuatro conceptos básicos a tener en cuenta: conexiones locales, pesos compartidos, pooling
y el uso de varias capas.
Una arquitectura clásica de ConvNet está dada por dos etapas. La primer etapa se
enfoca en extraer características discriminantes a distintos niveles de abstracción, y la
segunda se enfoca en la clasiﬁcación a partir de las características obtenidas previamente.
La primera instancia está compuesta por dos tipos de capas: de convolución y pooling.
En las capas de convolución, las unidades están organizadas en feature maps (mapas
de atributos), en las cuales cada unidad esta conectada a parches locales de los mapas
pertenecientes a la capa anterior mediante un conjunto de pesos, llamados banco de
ﬁltros. Todas las unidades dentro de un mapa comparten el mismo banco de ﬁltros.
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Distintos mapas dentro de la misma capa usan diferentes ﬁltros. Esta disposición tiene
dos justiﬁcaciones. Por un lado, los datos en forma de arreglos (imágenes en nuestro caso)
tienden a estar altamente correlacionados localmente, y por otro lado la estadística local
de las imágenes es invariante respecto de su ubicación.
La tarea de las capas de convolución es detectar conjunciones locales de característi-
cas provenientes de la capa anterior, mientras que el rol de la capa de pooling es uniﬁcar
semánticamente todas las características similares en una única característica. Común-
mente, una unidad perteneciente a una capa de pooling calcula el máximo de un parche
local de unidades en uno o varios mapas. En la segunda etapa se cuenta con capas com-
pletamente conectadas (estas capas son similares a las que se encuentran en las redes
neuronales convencionales) para establecer un ranking en la clase a la que pertenecerían
todas las características encontradas en la etapa anterior.
4.4.2. Convolución
La convolución es una operación matemática sobre dos funciones f y g, que obtiene
una tercera función h a partir de la integral del solapamiento de la función f sobre distintas
traslaciones de g. Formalmente se deﬁne como:
h(t) =
∫ − ı´nf
ı´nf
f (τ)g(t − τ)dτ, (4.17)
la cual se denota simpliﬁcadamente como h = f ∗ g. Además de ser una operación lineal,
la convolucióne es el dual del producto bajo la transformada de Fourier, y por lo tanto
tiene propiedades algebraicas similares al producto (asociatividad, conmutatividad, distri-
butividad sobre la suma, etc.). En el procesamiento de imágenes la convolución se realiza
entre toda la imagen (representada por la función f arriba) y un kernel g, usualmente
de tamaño pequeño (por ejemplo 3 × 3 o 5 × 5. En la Figura 4.9 se pueden ver algunos
ejemplos.
La convolución posee propiedades de invariancia frente a traslaciones y rotaciones,
lo cual es crítico en problemas de visión computacional, dado que en un caso ideal, el
resultado del reconocimiento no se debería ver afectado por este tipo de transformaciones
en los objetos presentes en la imagen. Esta propiedad de invariancia fue determinante
para el éxito de los algoritmos SIFT y SURF Lowe (1999), Bay et al. (2008) (explicados
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Figura 4.9: Ejemplos de distintos kernels de convolución aplicados a una misma imagen
(en todos los casos, los coeﬁcientes de las matrices se dividen por 9) Wang and Raj
(2017).
en la Sección 2.2). El uso de convoluciones en redes neuronales permite aprovechar esta
invariancia, obteniéndose una performance superadora del estado del arte.
4.4.3. Capa de Convolución
En las CNNs, una capa de convolución aplica operaciones de convolución sobre sus
elementos de entrada. Este tipo de capas está parametrizada por un conjunto de ﬁltros.
Los mapas de características son tomados como entrada y se les aplica una convolución
con un conjunto de ﬁltros para producir una pila de mapas de características como salida.
Esto puede ser implementado de forma eﬁciente sustituyendo el producto entre matriz-
vectorWnxn−1 en la Ecuación 4.4 con una suma de convoluciones Dieleman et al. (2015a).
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La entrada de la capa n puede ser desdoblada como un conjunto de K matrices X(k)n−1,
con k = 1, · · · , K. Cada una de estas matrices representa diferentes entradas en forma
de mapas de características. Los mapas de características de salida X(l)n , con l = 1, · · · , L
son representados de la siguiente manera:
X(l)n = f
(
K∑
k=1
W (k,l)n ∗X
(k)
n−1 + b
(l)
n
)
, (4.18)
donde ∗ representa el operador de convolución en dos dimensiones. Las matrices W (k,l)n
representan los ﬁltros de la capa n y b(l)n las bias para el mapa de características l . El
mapa de características X(l)n se calcula como la suma de K convoluciones pertenecientes
a los mapas de características de la capa anterior.
El término de sesgo o bias b(l)n puede ser reemplazado por una matriz B
(l)
n . Así, cada
posición espacial en el mapa de características tiene asociado su propio bias independiente.
Al reemplazar el producto de matrices con una suma de convoluciones, la conexión de las
capas se restringe de forma eﬁciente, permitiendo aprovechar la naturaleza de los datos de
entrada y reducir el número de parámetros a entrenar. Cada unidad esta conectada a un
subconjunto de unidades en la capa anterior, y cada una de estas unidades es replicada a lo
largo de toda la entrada Dieleman et al. (2015a). Gracias a esta reducción de parámetros
las CNN logran una mejor performance de generalización.
Kernels aleatorios no supervisados
El costo computacional más alto del entrenamiento de una CNN es sin duda, el apren-
dizaje de las características. Cuando se realiza un entrenamiento supervisado con SGD,
cada paso del gradiente requiere una propagación hacia adelante y hacia atrás sobre toda
la red. Una manera de reducir el costo del entrenamiento es usar características (conﬁgu-
raciones de kernels) no entrenadas de forma supervisada. Hay varias técnicas para esto.
Una de ellas es inicializar de forma aleatoria, otra es diseñar los kernels de forma manual,
o bien colocar kernels para detectar bordes en una cierta orientación o escala. Finalmente,
la red también puede aprender en forma no supervisada qué kernels utilizar. Coates et al.
(2011) aplica un clusterizado k-means sobre pequeñas partes de la imagen, y luego usa
cada centroide aprendido como kernel de convolución. Los kernels aleatorios han generado
resultados exitosos recientemente Jarrett et al. (2009), Saxe et al. (2011), Pinto et al.
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Figura 4.10: Ejemplo de resultados al agregar capas de pooling (http://cs231n.
github.io/convolutional-networks/).
(2011), Cox and Pinto (2011). Saxe et al. (2011) mostró que una capa de convoluciones
seguida por una de pooling se vuelven selectivos a frecuencias espaciales (pasabanda) e
invariantes a la traslación cuando se les asignan pesos aleatorios.
4.4.4. Capa de pooling
Este tipo de capas realiza un submuestreo, es decir, obtiene una reducción (a veces
drástica) de las dimensiones de la entrada generando una salida de menor tamaño. Si la
entrada es de tamaño n×n y el pool es de p×p, entonces se subdivide la entrada en p×p
regiones de tamaño igual, y para cada celda del pool se elige un valor en función de su
región correlativa de la entrada. Existen diferentes estrategias para este submuestreo. Una
de ellas, conocida como max-pooling, toma el valor máximo de los valores de la región
correlativa de entrada. Otra denominada average-pooling toma el promedio de dichos
valores, de manera idéntica al submestreo de primer orden en procesamiento de imágenes.
El método de probabilistic pooling simplemente toma un valor al azar de entre los valores
en la región de entrada correlativa Lee et al. (2009).
Esta operación se utiliza para reducir la dimensionalidad de los mapas de características.
Las capas de pooling se ubican entre las capas de convolución Boureau et al. (2010). La
Figura 4.10 muestra un ejemplo de este proceso. El propósito principal de las capas de
pooling es reducir el costo computacional en las capas ulteriores, reduciendo el tamaño
de los futuros mapas de características y otorgando una forma de invariancia traslacional.
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Figura 4.11: Comparación de Arquitecturas de redes del estilo CNN (abajo) y redes
neuronales convencionales (arriba).
4.4.5. Arquitectura de CNN
Las arquitecturas de CNN supone que los datos con los que se trabajará son arreglos
multidimensionales. Gracias a esta suposición varias cualidades de los datos se pueden
embeber en la arquitectura de la red. A diferencia de las redes neuronales convencionales,
las CNN cuentan con unidades organizadas en tres dimensiones: ancho, alto y profundidad.
Por ejemplo, en nuestro caso tenemos imágenes de 96x96 píxeles en escala de grises,
por lo que las dimensiones de nuestro volumen de entrada serían 96x96x1. Un ejemplo
comparativo entre redes neuronales convencionales y CNN se puede ver en la Figura 4.11.
4.4.6. Visualización e introspección de CNN
Más allá de las capacidades de las ConvNets, hay muy poco desarrollo sobre cómo fun-
cionan internamente estos complejos modelos y cómo es que logran su excelente desem-
peño. Sin tener una clara idea de cómo y por qué funcionan estos modelos, el desarrollo
y mejoras están reducidos a ensayos por prueba y error. En los Capítulos 6 y 7 mostra-
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remos técnicas de visualización para evaluar el estímulo de cada mapa de características,
y analizar cómo trabajan en distintas capas. En el Anexo A observaremos un análisis de
sensitividad a oclusiones parciales Long et al. (2014), Simonyan et al. (2013).
4.4.7. Consideraciones Computacionales
El mayor cuello de botella a la hora de implementar una CNN es la memoria. Varias
Graphic Process Unit (GPU)s tienen el límite de 3,4 o 6 GB. Hay tres aspectos principales
que determinan el consumo de memoria y que se deben chequear antes de construir una
red:
1. Volúmenes de memoria intermediarios. Son los números en crudo de las funcio-
nes de activación en cada capa. Estos valores son necesarios para el algoritmo de
backpropagation.
2. Tamaño de parámetros. Estos valores representan los pesos de la red, sus gradientes
durante el backpropagation, y normalmente un cache de los valores en la iteración
anterior si se utiliza algún tipo de momentum como en nuestro caso.
3. Otros usos de memoria, como subconjuntos de imágenes, sus versiones aumentadas
artiﬁcialmente, etc.
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Parte III
Aplicaciones
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Capítulo 5
Casos de estudio: problemas, modelos y
materiales
5.1. Introducción
En los siguientes Capítulos se mostrarán distintos fenotipos obtenidos de forma auto-
mática mediante el uso de redes jerárquicas diseñadas y entrenadas en esta tesis. Además
de la descripción, implementación y evaluación del modelo en cada caso para landmarking
automático de diferentes estructuras biológicas, se muestra una posible aplicación del vec-
tor de características obtenido a partir de estas redes. En el Capítulo 6 se utiliza el pabellón
auditivo para reconocimiento de personas. En el Capítulo 7 se emplea la conﬁguración de
landmarks de la vista lateral para determinación de género del individuo. Finalmente, en el
Capítulo 8 se determina el conjunto de landmarks corporales 3D para estimación de partes
del cuerpo. En cada caso, además, se realiza un análisis de los vectores de características,
su informatividad y robustez. Se propone también presentar un panorama de la diversidad
de aplicaciones que pueden derivarse del uso de deep learning para predicción de ubicación
de coordenadas de landmarks en una gran variedad de campos de aplicación.
5.2. Conjunto de datos utilizados
Para cada fenotipo se contó con diferentes subconjuntos del conjunto de datos, por lo
que se dará una introducción de cómo fueron tomados en general, y luego cada fenotipo
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explicará su N y variaciones en la conﬁguración de landmarks.
5.2.1. Conjunto de datos CANDELA
El consorcio CANDELA (Consortium for the Analysis of the Diversity and Evolution of
Latin Americans), es un Consorcio Internacional multidisciplinario que incluye genetistas,
antropólogos, estadistas, bioinformáticos y antropólogos sociales interesados en estudiar
la biodiversidad y el entorno sociocultural del poblamiento Latinoamericano Ruiz-Linares
et al. (2014))1. CANDELA cuenta con una base de datos de 7500 individuos fotograﬁados
bajo un protocolo para tomas de fotos estandarizadas.
Las imágenes consisten en 5 vistas del rostro (lado izquierdo 0◦, 45◦, frontal 90◦,
angulo derecho 135◦ y lado derecho 180◦), como se ven en la Figura 5.1. Durante la
toma, el objetivo principal era la obtención manual de landmarks, por lo que no se tuvo
el cuidado de utilizar un fondo uniforme. En su mayoría la resolución de las fotografías
es 2136× 3216 aunque existían otros tamaños. Las fotografías fueron tomadas de forma
manual a una distancia de ≈ 1,5 metros, al nivel de los ojos, con una cámara Nikon D90
con lentes 50mm AF Nikkor a una apertura de f/11. No se realizó remoción del fondo, lo
cual diﬁculta mucho el uso de algoritmos de procesamiento de imágenes.
Los landmarks y semi-landmarks utilizados para el entrenamiento y evaluación fue-
ron digitalizados y procesados manualmente utilizando TPSDig y TPSUtil2. Tanto las
fotografías como los landmarks son propiedad del Consorcio.
5.2.2. Conjunto de datos de dominio público
Para las pruebas sobre la evaluación de calidad de landmarking y su posible uso en
aplicaciones de clasiﬁcación (Ver Sección 6.4 y 7.5) se trabajaron con conjuntos de datos
de dominio público. Los cuales son listados a continuación.
CVL Face Database 3 Esta base de datos cuenta con fotografías de 114 personas, una
resolución de 640 × 480 píxeles en formato jpeg, tomadas con una cámara Sony
1https://www.ucl.ac.uk/candela
2http://life.bio.sunysb.edu/morph/
3http://www.lrv.fri.uni-lj.si/facedb.html
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Figura 5.1: Ejemplo de serie de imágenes tomadas bajo el protocolo CANDELA Quinto
Sanchez (2015).
Digital Mavica bajo iluminación y fondo uniforme, sin ﬂash. Una muestra de las
imágenes se puede ver en la Figura 5.2.
AMI Ear Database 4 Esta base de datos cuenta con fotografías de 100 individuos diferen-
tes. Para cada uno de ellos se cuenta con 7 tomas, con una resolución de 492×702
4http://www.ctim.es/research_works/ami_ear_database/
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Figura 5.2: Ejemplo de serie de imágenes de CVL Face Database.
Figura 5.3: Ejemplo de serie de imágenes de AMI Ear Database.
píxeles, formato jpeg, tomadas con una cámara Nikon D100. Una muestra de las
imágenes se puede ver en la Figura 5.3.
IIT Delhi Ear Database 5 Esta base de datos cuenta con fotografías de 121 individuos,
cada uno de ellos con al menos 3 tomas, con una resolución de 272 × 204 píxeles
en formato jpeg. Una muestra de las imágenes se puede ver en la Figura 5.4.
En estos conjuntos de datos el fondo es plano pero no exactamente uniforme. Al igual
que con el conjunto de datos CANDELA, el fondo no uniforme representa un problema
potencial para el procesamiento de imágenes.
5http://www4.comp.polyu.edu.hk/~csajaykr/IITD/Database_Ear.htm
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Figura 5.4: Ejemplo de serie de imágenes de IIT Delhi Ear Database.
5.3. Métricas
Para evaluar la calidad de las predicciones de nuestros modelos es necesario determinar
métricas que nos permitan valorar el error. Dado que se tomó el landmarking automático
como un problema de regresión, se detallan a continuación las métricas utilizadas para este
tipo de problemas. En los Capítulos 6 y 7 se mostrarán los resultados calculados en base
a estas deﬁniciones. Además, como se proponen diferentes aplicaciones de clasiﬁcación
para nuestros vectores de características basados en landmarks, se detallan métricas de
clasiﬁcación utilizadas en los experimentos de las Secciones 6.5 y 7.5.
Evaluaciones de la calidad del Landmarking
Variancia explicada (EV por explained variance) mide la proporción en la que un modelo
tiene en cuenta la variación o dispersión de un determinado conjunto de datos. Sea yˆ
el valor de salida estimado, y el valor real y V ar la variancia (raíz del desvío estándar)
de una muestra. La variancia explicada se deﬁne como:
EV (y , yˆ) = 1−
V ar{y − yˆ}
V ar{y}
(5.1)
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Error cuadrático medio Mean Squared Error (MSE) mide el promedio de los cuadrados
de las desviaciones o errores, entendidos como la diferencia entre lo predicho y el
valor real. El MSE otorga una métrica de calidad del estimador. Siempre supone un
valor no negativos, cuanto más cercano a 0 mejor es el estimador. Si yˆi es el valor
predicho de la muestra i − esima e y es su valor real, el MSE estimado sobre n
muestras puede ser deﬁnido como:
MSE(y , yˆ) =
1
n
n−1∑
i=0
(yi − yˆi)
2 (5.2)
Coeficiente de determinación (R2) es un número que indica la proporción de variancia
en la variable dependiente que el modelo explica o predice a partir de las variables
independientes. Este valor nos provee un indicador de la capacidad predictiva del
modelo de aprendizaje frente a futuras observaciones. Utilizamos el coeﬁciente de
determinación de Pearson dado que no se realizan estadísticas de rango.
R2(y , yˆ) = 1−
∑nsamples−1
i=0 (yi − yˆi)
2∑nsamples−1
i=0 (yi − y¯)
2
(5.3)
Donde y¯ = 1
nsamples
∑nsamples−1
i=0 yi
Evaluación de clasificaciones basadas en landmarking automático
Además de las métricas para evaluar la performance del landmarking automático, se
utilizaron varias métricas de clasiﬁcación para los ejemplos de aplicación dados en las
Secciones 6.5 y 7.5. Todas las evaluaciones fueron realizadas utilizando Validación cruzada
con el uso de KFolds estratiﬁcados.
Precisión La precisión es la relación tp/(tp + f p), donde tp es el número de verdaderos
positivos y f p es el número de falsos positivos. De forma intuitiva, se puede deﬁnir
como la proporción de casos en los que el modelo acertó al predecir la condición
positiva.
Exactitud Es la proporción de casos correctamente predichos (verdaderos positivos y
negativos sobre la cantidad total de casos). En un problema de regresión, si yˆi es el
valor predicho del i-th elemento de la muestra e yi es su valor real, la cantidad de
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predicciones correctas sobre el total de la muestra nsamples se deﬁne como:
accuracy(y , yˆ) =
1
nsamples
nsamples−1∑
i=0
1(yˆi = yi) (5.4)
Recall Es la relación tp
(tp+f n)
, donde tp es la cantidad de verdaderos positivos y f n el
número de falsos negativos. De forma intuitiva podemos decir que el recall o recupero
es la capacidad del modelo para predecir casos positivos, lo cual tiene sentido en
particular cuando los verdaderos negativos son muy abundantes.
f1-score Es la media geométrica entre precisión y recall.
F1 =
2 ∗ (precision ∗ recal l)
(precision + recal l)
(5.5)
Cuando se trata de clasiﬁcaciones multi-clase, este es el promedio de los F1 de cada
clase. Se puede generalizar dándole mayor importancia a la precisión o a la inversa,
dependiendo del caso.
Adjusted Rand Index Adjusted Rand Index (ARI) Este índice proporciona una medida
de similitud entre dos conjuntos de datos. A diferencia del Rand Index que devuelve
valores entre [0, 1], su versión ajustada proporciona valores negativos si el valor es
aún menor al esperado. Si C es el conjunto que cuenta con la asignación de clases
correctas (ground truth) y K los valores agrupados automáticamente. Deﬁnimos a
y b como:
a el número de pares de elementos que están en el mismo conjunto en C y en el
mismo conjunto en K.
b el número de pares de elementos que están en conjuntos diferentes en C y en
conjuntos diferentes en K.
El Rand Index (RI) (Rand Index) se deﬁne como:
RI =
a + b
C
nsamples
2
(5.6)
Donde Cnsamples2 es el número total de posibles pares en todo el conjunto de datos.
ARI =
(RI − ExpectedRI)
(max(RI)− ExpectedRI)
(5.7)
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Curva ROC Cuando el clasiﬁcador se basa en una función umbral, la variación de este
último permite obtener diferentes tasas de verdaderos positivos y verdaderos nega-
tivos. La curva ROC muestra estos dos valores en función del valor implícito del
umbral.
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Capítulo 6
Landmarking del Pabellón Auditivo
En este Capítulo se presenta el problema general del landmarking del pabellón auditivo,
se detalla la conﬁguración de landmarks utilizada junto con su deﬁnición bioantropológica
bajo la estructura detallada en el Capítulo 3. Luego continuaremos con la descripción
del pipeline utilizado para el landmarking automático, incluyendo su diseño, implementa-
ción y pruebas realizadas para medir su desempeño. Además analizaremos la importancia
de ciertos landmarks y su impacto sobre el factor discriminante de posibles vectores de
características basados en landmarks. Finalmente se presenta una aplicación directa del
landmarking automático del pabellón auditivo, enfocada en la identiﬁcación de individuos
a partir de landmarking, describiendo el modelo y los resultados obtenidos.
6.1. Configuración de landmarks: Pabellón Auditivo
El pabellón auditivo humano se compone de una pieza de cartílago cubierto con la piel
y unido al cráneo por ligamentos, músculos y tejido ﬁbroso. Este cartílago no se extiende
al lóbulo de la oreja, el cual en cambio consiste principalmente de tejido areolar y adiposo.
Existe una gran variación no patológica entre humanos en la forma y tamaño del pabellón
auditivo, inﬂuenciada por edad, género y etnicidad (Alexander et al., 2011, Adhikari et al.,
2015, Azaria et al., 2003, Sforza et al., 2009). La variación en el pabellón auditivo fue
analizada utilizando 7 landmarks y 38 semi-landmarks. La conﬁguración especíﬁca utilizada
se puede ver en la Figura 6.1 y su deﬁnición anatómica en la Tabla 6.1. Además de la
conﬁguración de landmarks, se pueden derivar otro tipo de medidas, por ejemplo, distancias
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Tabla 6.1: Conﬁguración y deﬁnición anatómica de landmarks y semi-landmarks en el
pabellón auditivo humano.
Número Nombre
1 Otobasion superiorious
2 Concha superiorious
3 Tragus superiorious
4 Intertragic incisure
5 Otobasion inferiorous
6 Helix basal border
7 Crus Helix
8 a 45 Semi-landmarks
Figura 6.1: Conﬁguración de Landmarks y semi-landmarks junto con su descripción anató-
mica Purkait and Singh (2008), Ercan et al. (2008).
Euclideanas entre landmarks y semi-landmarks (Purkait and Singh, 2008), o ángulos de
interés anatómico. Éstas son algunas medidas que pueden tomarse para su utilización en un
vector robusto de características para otras aplicaciones, como por ejemplo la biometría.
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6.2. Conjunto de datos: Pabellón Auditivo
Para el procesamiento de las imágenes de orejas se trabajó con 2735 pares de datos de
forma (image, landmarks). Las imágenes sin coordenadas de landmarks manuales aso-
ciados fueron excluidas. Cada tupla estaba compuesta por una imagen de 2136 × 3216
píxeles y por una lista de 45 landmarks y semi-landmarks, especiﬁcados en el Capítu-
lo 3. Del conjunto de datos utilizado, se designaron 2051 imágenes para el entrenamiento
(75%), y 684 imágenes (25% de todo el conjunto de datos disponible) para la etapa de
validación, seleccionados bajo cross-validation. En algunas imágenes se cuenta con orejas
parcialmente cubiertas por cabello, aretes o en que el fondo no es uniforme, estas imá-
genes fueron utilizadas para probar la robustez de nuestros métodos sobre esta clase de
ruido semántico.
6.3. Pipeline Desarrollado
La idea principal consiste en diseñar y entrenar una CNN con un conjunto de ejemplos
de orejas asociadas con las coordenadas en dos dimensiones (x, y) de sus landmarks pro-
vistas por expertos humanos, y una ROI remuestreada y normalizada donde se encuentre
el pabellón auditivo. Se entrenó una CNN con un conjunto de 2735 imágenes asociadas
con 45 landmarks y semilandmarks ubicados manualmente. Se utilizaron técnicas espe-
cíﬁcas de entrenamiento para lograr tasas de generalización altas para evitar overfitting.
En esta sección detallamos todos los pasos del proceso, y por cada paso, describimos los
formalismos utilizados.
6.3.1. Pre-procesamiento de las imágenes
Para reducir la carga de procesamiento innecesario en la ConvNet, se extrae una región
de interés (ROI) alrededor de la oreja. Para la ubicación de esta región se utilizó el
framework de detección general de objetos de Viola-Jones (Viola and Jones, 2001), para
lo que fue entrenado un ﬁltro Haar cascade con 133 imágenes positivas (regiones donde
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Figura 6.2: Visión general del Pipeline desarrollado para landmarking automático sobre la
estructura del pabellón auditivo
aparece la oreja) y 667 negativas1. Para validar este paso de pre-procesamiento, se tomaron
de forma aleatoria 185 imágenes del conjunto de datos de CANDELA. En el 92,43% de
los casos la ROI fue encontrada correctamente, en el 1,62% la ROI no fue encontrada
y en el 5,95% de los casos fue ubicada incorrectamente. En la Sección 6.6 se realizará
un análisis comparativo entre el uso del framework de Viola-Jones y el uso de CNNs para
esta etapa.
Luego de que la ROI fue encontrada, se recorta en forma cuadrada teniendo en cuenta
los tamaños de alto y ancho de cada ROI, se aplica una ecualización del histograma por
estiramiento (histogram stretch), mediante el cual los valores de luminancia en la ROI
se alteran para cubrir la mayor parte del rango dinámico disponible. Los parámetros de
estiramiento del histograma fueron programados para convertir en negro el 2% de los
píxeles y a blanco el 1% de los píxeles como máximo en ambos casos. Como último paso,
la ROI se remuestrea al tamaño ﬁnal utilizado por la CNN, el cual es de 96 × 96 pixels,
mediante el uso de submuestreo bilineal. En la Figura 6.2 se pueden observar el efecto de
1El Haarcascade entrenado puede ser descargado y utilizado desde https://github.com/
celiacintas/tests_landmarks/blob/master/files/cascade_lateral_ears.xml
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estos pasos.
6.3.2. Pre-procesamiento de landmarks
Los landmarks supervisados fueron generados manualmente por expertos utilizando el
software TPSdig. Como se mencionó en la Sección 5.2, este programa ubica el origen
en el extremo superior izquierdo, por lo que por comodidad a la hora de implementación,
antes de realizar cualquier modiﬁcación se invirtieron en el eje y todas las coordenadas
para contar con el origen en la parte inferior izquierda. Las coordenadas se toman de un
archivo con el siguiente formato:
id x00 y00 x01 y01 ... xnn ynn
Estas coordenadas se encuentran en el espacio de la imagen completa original de 2136×
3216 píxeles. Estas coordenadas se tuvieron que trasladar dentro del espacio de la ROI y
ser escaladas por el mismo factor utilizado en la etapa de pre-procesamiento de la imagen
visto en la sección 6.3.1. En términos generales se aplicaron las siguientes funciones:
(xnew , ynew) = ((xold − xsup_izq)/dx, (yold − yinf _der)/dy)), (6.1)
donde xold e yold son las coordenadas originales respecto a la imagen completa, xsupizq es
la posición x de la esquina superior izquierda del rectángulo correspondiente a la ROI e
yinf_der es la coordenada y de la esquina inferior derecha del mismo. Los factores de
escala se mantuvieron como variables diferentes, dado que si se utiliza la imagen completa
al no ser cuadrada, los factores serán distintos.
6.3.3. Elección de Arquitectura
Fueron implementadas y puestas a prueba varias arquitecturas de CNN. En esta Sec-
ción mostraremos las tres de ellas que obtuvieron mejores resultados. Estas arquitectu-
ras fueron diseñadas y entrenadas con el propósito de realizar landmarking automático,
principalmente para detectar e identiﬁcar partes anatómicas del pabellón auditivo sobre
imágenes. Como datos de entrada se tomaron imágenes de orejas, desde la vista lateral
en escala de grises (un único canal) de 96 × 96 píxeles, estos valores fueron escalados a
[0, 1].
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Figura 6.3: Arquitectura general de la CNN con mejor performance.
En la Figura 6.3 se puede observar la arquitectura de la red con mejor desempeño
(denominada Arch0).
La estructura básica de la red consiste en dos capas de convolución con ﬁltros cua-
drados, seguidos de capas max-pooling y dropout. Esta estructura se repite tres veces
para obtener características en distintos niveles de abstracción, con diferentes tamaños
de ﬁltros, cantidad de mapas de características y valores de probabilidad para las capas
de dropout. Siguiendo la Figura 6.3, las capas de convolución C1, C2, C5 Y C6 tienen 32
ﬁltros de 4 × 4 y 3 × 3. Se puede ver un ejemplo de los kernels generados por C1 y sus
respectivos mapas de características ante una determinada imagen en la Figura 6.4. Las
capas C9 y C10 cuentan con 64 ﬁltros de 3× 3. Todas las capas de max-pooling cuentan
con un tamaño de 2 × 2, y los valores de probabilidad utilizados para D4, D8, D12 y
D14 son 0,1, 0,2, 0,3 y 0,5 respectivamente. Luego de que se ﬁnaliza con la extracción
de características, la arquitectura contiene dos capas lineales completamente conectadas,
con 1500 unidades cada una (F13 y F15 en la ﬁgura), y una capa dropout en el medio
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Figura 6.4: Kernels y mapas de características de la capa C1 sobre una imagen de entrada
X.
(D14). La capa de salida cuenta con 90 unidades (45 pares [x, y ]) uno para cada posición
predicha de landmarks y semi-landmarks.
La implementación fue realizada en Python (Oliphant (2007), van der Walt et al.
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(2011)) mediante la biblioteca Lasagne Dieleman et al. (2015b)2. A continuación podemos
ver una estructura de CNN programada en Python con Lasagne Dieleman et al. (2015b)
como ejemplo. Más detalles sobre la implementación de CNN en Python puede observarse
en el Anexo A.
layers_0 = [
(InputLayer, {'shape': (None, 1, 96, 96)}),
(Conv2DLayer, {'num_filters': 32, 'filter_size': (4, 4)}),
(Conv2DLayer, {'num_filters': 32, 'filter_size': (4, 4)}),
(MaxPool2DLayer, {'pool_size': 2}),
(DropoutLayer, {'p': 0.1}),
(Conv2DLayer, {'num_filters': 32, 'filter_size': (3, 3)}),
(Conv2DLayer, {'num_filters': 32, 'filter_size': (3, 3)}),
(MaxPool2DLayer, {'pool_size': 2}),
(DropoutLayer, {'p': 0.2}),
(Conv2DLayer, {'num_filters': 64, 'filter_size': (3, 3)}),
(Conv2DLayer, {'num_filters': 64, 'filter_size': (3, 3)}),
(MaxPool2DLayer, {'pool_size': 2}),
(DropoutLayer, {'p': 0.3}),
(DenseLayer, {'num_units': 1500}),
(DropoutLayer, {}),
(DenseLayer, {'num_units': 1500}),
(DenseLayer, {'num_units': 90, 'nonlinearity': None}),
]
def create_network(npochs=1000, batch_s=178, layers_0):
return NeuralNet(
layers=layers_0,
update=nesterov_momentum,
update_learning_rate=theano.shared(np.float32(0.08)),
2El código se encuentra disponible en https://github.com/celiacintas/tests_landmarks/blob/
master/testing_output_ears.ipynb.
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update_momentum=theano.shared(np.float32(0.9)),
regression=True,
batch_iterator_train=FlipBatchIterator(batch_size=batch_s),
on_epoch_finished=[
AdjustVariable('update_learning_rate', start=0.08, stop=0.001),
AdjustVariable('update_momentum', start=0.9, stop=0.9999)
],
max_epochs=npochs,
verbose=1)
net0 = create_network()
Esto nos permite el uso de aceleración mediante GPU de una forma sencilla. El entre-
namiento de esta red tomó 25 horas aproximadamente sobre una placa NVIDIA GeForce
GTX 590. Una vez entrenada, la red puede ser utilizada en hardware convencional, incluso
en sistemas embebidos.
Problemas de overfitting
Normalmente las redes neuronales convolucionales cuentan con un número muy grande
de parámetros a aprender 8.662.970 en el pabellón auditivo. Debido al limitado tamaño
de nuestro set de entrenamiento, contamos con grandes probabilidades de experimentar
overfitting (Deﬁnido en la Sección 4.3.3). La red tenderá a memorizar los ejemplos dados
en la etapa de entrenamiento, ya que tiene memoria suﬁciente para hacerlo. Esto, ob-
viamente, no generalizará de forma deseada ante nuevos datos. Se tomaron dos medidas
para reducir el efecto de overfitting durante la etapa de entrenamiento.
Incremento de datos: De forma artiﬁcial aumentamos el N de muestras, mediante el
uso de transformaciones que preservan el valor de y (siendo y la clase objetivo). De
forma aleatoria, algunas imágenes y sus landmarks asociados son espejados sobre sus
coordenadas x y agregados al set de entrenamiento. Un ejemplo de esto se puede
ver en Figura 6.5.
Regularización: La complejidad del modelo fue penalizada utilizando dropout Hin-
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Figura 6.5: Landmarks asociados a una fotografía espejados sobre el eje x .
Tabla 6.2: Desempeño de las tres arquitecturas CNNs.
Arch0 Arch1 Arch2
r 2 0.709 0.678 0.698
RMSE 2.296 2.415 2.338
EV 0.976 0.974 0.975
Pearson 0.988 0.987 0.988
ton et al. (2012), la cual fue explicada en detalle en la Sección 4.3.4, pero que
básicamente consiste en anular salidas de unidades de capas ocultas con una cierta
probabilidad. Esta técnica reduce adaptaciones complejas entre unidades de capas,
ya que en etapa de entrenamiento, una unidad no puede depender de la activación
de otra unidad en particular Krizhevsky et al. (2012b).
6.4. Resultados sobre landmarking automático en Pabe-
llón Auditivo
El problema de ubicación de landmarks en forma automática puede ser pensado como
un problema de regresión. Al usar este enfoque aplicamos métricas para evaluar el desem-
peño de diferentes CNNs contra landmarking manual (ground truth). En particular se
trabajó con r 2, root mean square error (RMSE), variancia explicada (Explained Variance
(EV)) y correlación de Pearson, detalladas en la Sección 5.3.
El desempeño del landmarking de las tres arquitecturas implementadas se puede obser-
var en la Tabla 6.2. Se utilizó como línea de base un regresor básico que tiene como política
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Figura 6.6: Curvas de aprendizaje de CNNs analizadas en la Tabla 6.2. Las líneas pun-
teadas representan el RMSE sobre los valores de entrenamiento, y las líneas sólidas repre-
sentan el error sobre el conjunto de validación de las tres redes.
Tabla 6.3: RMSE de cada landmark anatómico.
# Landmark RMSE
1 1.8183
2 1.2216
3 1.08651
4 1.3291
5 2.4477
6 2.59746
7 1.17571
predecir el promedio de los valores de entrenamiento, el cual cuenta con un r 2 = 0,003.En
la Tabla 6.3 se detalla los RMSE para cada coordenada de landmark.
Las métricas de regresión fueron calculadas utilizando las técnicas implementadas en
Pedregosa et al. (2011). También se pueden observar en la Figura 6.6 las curvas de
aprendizaje sobre los datos de entrenamiento y validación de las tres arquitecturas. La
Figura 6.7 muestra los landmarks predichos sobre imágenes no vistas por la red en el
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Figura 6.7: Resultados de nuestra mejor red sobre imágenes no vistas en la etapa de
entrenamiento Cintas et al. (2016a).
conjunto de validación. Se puede observar que alguna de estas imágenes cuentan con
obstrucción parcial de cabello, pese a lo cual el landmarking es correcto.
El conjunto completo de imágenes de validación landmarkeado por la CNN puede verse
en (https://github.com/celiacintas/tests_landmarks/blob/master/testing_output_
ears.ipynb). También se entrenaron redes para trabajar sobre la imagen completa, eli-
minando la búsqueda de ROI. En promedio, los resultados obtenidos fueron r 2 = 0.884,
RMSE = 1.365, EV = 0.951 y Correlación de Pearson = 0.976, para landmarking sobre
imágenes completas.
Algunos resultados sobre conjuntos de datos externos a CANDELA se pueden ver en la
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Figura 6.8: Resultados sobre imágenes seleccionadas de forma aleatoria en el conjunto
de datos de CANDELA con fondo e iluminación no controlada Cintas et al. (2016a).
Figura 6.9. Si bien no se contaba con los landmarks para realizar métricas comparativas, se
puede observar potencial sobre imágenes de otras fuentes externas a las de entrenamiento
y validación. El landmarking fue evaluado además bajo imágenes menos controladas. Para
esto se tomó de forma aleatoria un subconjunto de las imágenes de CANDELA de cara
completa, sin iluminación controlada, fondo heterogéneo, etc. Los resultados se pueden
ver en la Figura 6.8.
La red fue implementada en una PC de hardware convencional (single core Intel i7-
5500 2.40GHz). El landmarking automático de una imagen requiere 4,68ms. Por otro lado
el landmarking en modo batch de 684 imágenes demoró 1,04 segundos. En estas prue-
bas se decidió trabajar con la ROI de la oreja para disminuir la pérdida de información,
pero es posible entrenar diferentes redes para trabajar con la imagen del rostro com-
pleto, en la cual las orejas se pueden ubicar sin ningún problema. En (https://github.
com/celiacintas/tests_landmarks/blob/master/testing_output_ears.ipynb) se
encuentran las pruebas y arquitectura de la red implementada sobre ipython notebooks,
y la red entrenada se puede descargar y usar de (https://mega.nz/#F!XA8i1JbA!
HaZQjjToUYnrF8xMNhWDJw).
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Figura 6.9: Resultados sobre imágenes seleccionadas de forma aleatoria de CVL Face
Database http://www.lrv.fri.uni-lj.si/facedb.html (Solina et al., 2003) presen-
tados en Cintas et al. (2016a)
.
Figura 6.10: Resultados de la mejor arquitectura sobre imágenes pertenecientes a la base
de datos AMI (http://www.ctim.es/research_works/ami_ear_database/).
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Figura 6.11: Resultados de la mejor arquitectura sobre imágenes pertenecientes a la base
de datos IIT Delhi (Kumar and Wu, 2012).
Figura 6.12: Resultados de la mejor arquitectura sobre imágenes pertenecientes a la base
de datos CVL Solina et al. (2003).
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Figura 6.13: Landmarking de 15540 orejas de la muestra CANDELA, luego de la trans-
formación de Procrustes Cintas et al. (2016a).
6.5. Biometría y aplicaciones forenses
Aunque el propósito principal de este trabajo era mostrar el potencial combinado de
morfometría geométrica junto con Deep Learning, realizamos algunos experimentos pre-
vios, para evaluar si el workflow presentado podría ser utilizado con ﬁnes de reconocimien-
to. Para esto, agregamos un Extremely Randomized Tree (ERT), como una última etapa
de clasiﬁcación. Los ERTs son árboles de clasiﬁcación (o regresión), en los cuales los
atributos y opciones de corte son parcial o totalmente aleatorios, a la hora de ramiﬁcarse
en un nuevo nodo durante entrenamiento (Geurts et al., 2006). En un caso extremo, un
ERT, construye árboles de clasiﬁcación aleatorios, cuyas estructuras son independientes
de los valores de salida de elemento de entrenamiento.
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6.5.1. Trabajos previos
La identiﬁcación automática de estructuras anatómicas de interés biométrico, tales
como huellas digitales o patrones del iris, son utilizadas ampliamente en sistemas de
control de acceso, investigación antropológica y hasta vigilancia. Estas estructuras tienen
como desventaja que para la toma de las mismas se requiere de métodos intrusivos para
su obtención.
Sobre este tema, tanto la vista lateral (o frontal) del rostro como la estructura del
pabellón auditivo tienen varias ventajas, no sólo en que la información puede ser capturada
a distancia con métodos no intrusivos (una fotografía) sino también porque el pabellón
auditivo tienen menor variancia con la edad, y no es afectado por expresiones faciales.
La evidencia empírica relacionada con el caracter único e individual del pabellón auditivo
fue presentado por Iannarelli (1989). Por otro lado, en la mayoría de las propuestas en
el estado del arte la captura de los atributos fenotípicos y forma de la oreja se basan en
técnicas ad hoc que limitan su aplicación.
La mayoría de los algoritmos de detección de pabellón auditivo dependen de propie-
dades geométricas de la parte externa de la oreja, como la ocurrencia de ciertos bordes,
orientaciones de curvas o frecuencia de patrones Pﬂug and Busch (2012). Un trabajo
detallado de todos los métodos hasta el momento sobre reconocimiento e identiﬁcación
de pabellón auditivo puede ser encontrado en Pﬂug and Busch (2012). Como veremos a
continuación, ese sector del pabellón es precisamente el menos informativo desde el punto
de vista de la identiﬁcación.
Uno de los métodos más utilizados son los modelos de forma. Estos modelos buscan
reconocer distribuciones de índices de forma característicos del objeto en estudio, en este
caso puntual, la superﬁcie de la oreja. Por ejemplo, Chen and Bhanu (2005), propusieron
detectar regiones de la imagen con curvaturas locales grandes. A esta técnica la deno-
minaron step edge magnitude. Luego se aplica un template matching con formas típicas
del contorno externo de la oreja (outer helix and anti-helix). En Chen and Bhanu (2007)
se redujo la cantidad de orejas candidatas detectando regiones de piel antes de realizar el
template matching.
Una aplicación similar, basada en el análisis de forma fue Attarchi et al. (2008). En este
trabajo se utilizan contornos para la detección de la oreja. Primero se ubica el contorno
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exterior de la oreja, buscando el borde interconectado más largo en la región de interés.
Una vez ubicado, se realiza un triángulo de referencia basado en los puntos extremos del
contorno. Finalmente, se utilizan propiedades del triangulo, con el baricentro, como un
punto de referencia para el alineamiento de la imagen.
Por otro lado, Ansari and Gupta (2007) propuso el uso de las propiedades de los
bordes, como por ejemplo concavidad o convexitud, para determinar localmente las partes
de la oreja. De manera similar, Prakash and Gupta (2012) combinan segmentación de
piel y bordes jerárquicos. Luego de detectados los bordes ubicados sobre regiones con
piel, éstos son fraccionados en segmentos. En base a estos segmentos se crea un grafo
de conectividad, integrando todos estos segmentos obtenidos previamente. Este grafo es
utilizado para computar el convex hull del conjunto de segmentos que determinan la forma
externa de la oreja.
Un aporte signiﬁcativo se puede encontrar en Yan and Bowyer (2007), quienes desa-
rrollaron un método de detección de orejas. Este método comienza detectando la concha
(parte anatómica interna de la oreja, ver en Figura 6.1), la cual es utilizada como punto
inicial para ASM (deﬁnido en la Sección 2.1), el cual es utilizado ﬁnalmente para determi-
nar el contorno externo de la oreja. Todos los métodos mencionados anteriormente tienen
como desventajas que se tratan de aproximaciones ad-hoc, requiriendo una ingeniería de
características muy especíﬁca, sumado a la falta de invariancia bajo homografías y cam-
bios de luminancia, lo cual los hace muy poco robustos para trabajar en ambientes no
controlados.
Ademas de los métodos de forma extensamente utilizados, se encuentran otras apro-
ximaciones que se basan en ideas de reconocimiento de patrones. Entre ellas, podemos
mencionar Abaza et al. (2010) y Islam et al. (2008), los cuales utilizan clasiﬁcadores débi-
les basados en Haar-wavelets sobre regiones de las imágenes para encontrar correlaciones
con patrones aprendidos previamente. Estos clasiﬁcadores débiles son combinados con
AdaBoost Freund Robert Schapire (1999) para la ubicación de la oreja. Estos enfoques,
contienen un workflow más robusto, ya que dividen la etapa de procesamiento de imáge-
nes de la de identiﬁcación, tomando la ventaja de los beneﬁcios asociados a los métodos
de reconocimiento de patrones. En la Tabla 6.4 se pueden ver los métodos estudiados
ordenados por el tipo de modelos diseñados y el tipo de datos tomados como entrada.
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Tabla 6.4: Tabla de clasiﬁcación de métodos y tipos de datos.
Referencia (Autor) Resumen Tipo de método Tipo de dato
Chen and Bhanu (2005) Correspondencia de plantillas basados en histogramas de índices de forma Modelo de forma 2D
Attarchi et al. (2008) Detección de bordes y seguimiento de líneas Modelo de forma 2D
Chen and Bhanu (2007) Modelo de forma de la Helix Modelo de forma 3D
Ansari and Gupta (2007) Detección de bordes y estimación de curvatura Modelo de forma 2D
Prakash and Gupta (2012) Correspondencia entre grafos y color de piel Modelo de forma 2D
Yan and Bowyer (2007) ICP using model points Modelo de forma 2D y 3D
Pﬂug et al. (2013) Fusión de características e Información de contexto Modelo de forma 2D y 3D
Liu et al. (2015) Angulo entre oreja y rostro como vector de características Modelo de forma 3D
Abaza et al. (2010) Cascaded adaboost Reconocimiento de Patrones 2D
Islam et al. (2008) Adaboost Reconocimiento de Patrones 2D
Yuan et al. (2016) Representaciones no negativas basadas en diccionarios Reconocimiento de Patrones 2D
Kumar and Chan (2013) Información de orientación basada en la transformada de Radon Reconocimiento de Patrones 2D
Kumar and Wu (2012) Codiﬁcación de fase con ﬁltros de registro Gabor Reconocimiento de Patrones 2D
Cintas et al. (2016a) CNN y morfometría geométrica Reconocimiento de Patrones 2D
6.5.2. Identificación basada en landmarks y ERT
Random Forests
Se ha demostrado que los bosques aleatorios (random forests) alcanzan una exactitud
tan buena como Adaboost y algunas veces mejor. Además el modelo de aprendizaje es
relativamente más robusto frente a valores atípicos y ruidosos. Proporciona estimaciones
internas de error, correlación e importancia de variables. Su entrenamiento es mucho más
rápido que otros métodos como bagging o boosting Dietterich (2000). Es además simple
y fácil de paralelizar Breiman (2001). Los ERTs son árboles de clasiﬁcación (o regresión)
en los cuales los atributos y opciones de corte son parcial o totalmente aleatorios, a la
hora de ramiﬁcarse en un nuevo nodo durante entrenamiento Geurts et al. (2006). En un
caso extremo, un ERT construye árboles de forma totalmente aleatoria. Estas estructuras
son independientes del valor de salida de la muestra de entrenamiento. El beneﬁcio de
esta aleatoriedad radica en que se pueden aﬁnar comportamientos especíﬁcos mediante
una apropiada parametrización.
Experimentos
Se entrenó un ERT con la conﬁguración de landmarks de 1458 individuos. Cada in-
dividuo cuenta con 4 o 6 imágenes contando ambas orejas. Se trabajó con un total de
8354 imágenes con landmarks generados automáticamente utilizando la red detallada en
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Figura 6.14: Matriz de confusión en el subconjunto de individuos id 5 al 248 Cintas et al.
(2016a).
la Sección 6.3.3. Luego se aplicó Generalized Procrustes Fit, explicado en detalle en la
Sección 3.2 para eliminar efectos de traslación, escala y rotación en las coordenadas de
landmarks. En la Figura 6.13 se puede visualizar un subconjunto de las imágenes de orejas
utilizadas en el entrenamiento.
El set de datos de entrenamiento cuenta con 6683 vectores de características vi , for-
mados por los 45 landmarks generados automáticamente (vi = [x0, y0, · · · , x44, y44]), y un
valor de target t con la etiqueta asociada a el individuo. Las 1671 muestras restantes fue-
ron resguardadas para realizar evaluaciones de performance. Los valores de reconocimiento
obtenidos fueron (en promedio: precision 0,95, recall 0,90, f1-score 0,91 y adjusted rand
score ARI 0,93).
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Tabla 6.5: Accuracy del ERT en cada fold de entrenamiento.
Accuracy Score # Fold
0.91202873 1
0.90125673 2
0.90125673 3
0.92040694 4
0.91083184 5
0.90604428 6
0.91322561 7
0.92339916 8
0.90724117 9
0.91861161 10
La matriz de confusión sobre un conjunto de datos de evaluación puede observarse
en la Figura 6.14, y la curva ROC calculada puede visualizarse en la Figura 6.15. Para la
evaluación se realizó un K-fold estratiﬁcado con 10 iteraciones y un tamaño de prueba del
20% de la muestra. El valor promedio de exactitud fue del 0,9114 con un desvío estándar
de SD = 0,0146. El valor para cada fold puede verse en detalle en la Tabla 6.5.
Los árboles de decisión son especialmente útiles a la hora de generar introspección sobre
los datos, como éstos son clasiﬁcados, y la importancia de cada parámetro en el vector de
características. Podemos obtener valores de pesos relativos o medir la importancia de cada
dimensión en el espacio de características Wehenkel et al. (2006), tal como se explicó en
la Sección 6.5.2. Gracias a esta propiedad fue posible analizar la contribución relativa de
cada landmark en el proceso de reconocimiento, el detalle de las coordenadas. La lista
de las diez características más importantes se puede ver en la Tabla 6.6. Como resultado
se observó que las coordenadas de landmarks más importantes a la hora de selección
corresponden a la parte anatómica interna de la oreja, lo cual sugiere que esta estructura
es más informativa que la estructura externa (contorno de la oreja) a la hora de su uso
como un posible valor discriminante.
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Tabla 6.6: Peso relativo de coordenadas de landmarks en el proceso de reconocimiento.
Para una referencia visual de la ubicación de los landmarks se puede ver la Figura 6.1.
Peso (en%) # Landmark Coordenada
1.5127 42 x
1.4552 36 y
1.4467 3 y
1.4442 43 x
1.3910 5 x
1.3798 40 y
1.3739 39 y
1.3671 35 y
1.3648 2 y
1.3641 1 y
Figura 6.15: Curva ROC de identiﬁcación de individuos basados en la conﬁguración de
landmarks de pabellón auditivo.
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Figura 6.16: Imágenes procesadas automáticamente sobre la imagen completa.
6.6. Ubicación de orejas sobre imágenes faciales (CNN
vs. Viola Jones)
Como se detalló en la Sección 6.3, en un comienzo se utilizó el método de Viola and
Jones (2001) para ubicar las ROI en donde se encontraba la oreja, para aumentar la re-
solución del landmarking y no llevar partes innecesarias de la imagen a la CNN. A partir
del trabajo Cintas et al. (2016a), se realizaron pruebas sobre la imagen completa para
realizar landmarking. Si bien la calidad del mismo decrece, ya que se pierden detalles de
la morfología del pabellón auditivo dada la resolución de la imagen, se puede usar como
un detector de ROI dentro del rostro, utilizando la ubicación de los landmarks encontra-
dos para calcular una ROI aproximada. En la Tabla 6.7 se puede ver una comparación
de cantidad de ubicaciones de ROI correctamente ubicadas, no encontradas y ubicadas
incorrectamente. Algunas imágenes con landmarks sobre el rostro completo se pueden
observar en la Figura 6.16, en la esquina inferior se pueden ver algunas imágenes con
landmarks posicionados incorrectamente.
Para validar este paso de pre-procesamiento, se tomaron de forma aleatoria 185 imáge-
nes del conjunto de datos de CANDELA, en el 92,43% de los casos la ROI fue encontrada
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Tabla 6.7: Comparación entre el algoritmo de Viola-Jones y nuestra propuesta con CNN
para la ubicación de ROI.
ROI encontrada ROI no encontrada ROI mal ubicada
Viola Jones 92,43% 1,62% 5,95%
CNN 97,29% 0,0% 2,70%
correctamente, en el 1,62% la ROI no fue encontrada y en el 5,95% de los casos fue
ubicada incorrectamente.
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Capítulo 7
Landmarking Lateral
En este Capítulo abordamos otra aplicación del landmarking automático, en este caso
el landmarking lateral o de perﬁles de rostros. Se detallan las conﬁguraciones de land-
marks utilizadas, con su deﬁnición bio-antropológica bajo la estructura detallada en el
Capítulo 3. Continuaremos con la descripción del pipeline utilizado para el landmarking
automático, su diseño, implementación y pruebas realizadas para medir su desempeño.
Además, analizaremos la selección de distintas conﬁguraciones de landmarks y su impacto
en el desempeño del landmarking automático y sus posibles repercusiones sobre la robus-
tez de posibles vectores de características basados en landmarks y sobre estos ver cuáles
landmarks cuentan con más información discriminante. Al ﬁnal del Capítulo se presenta,
como aplicación directa del landmarking automático lateral, la predicción de género a par-
tir de una imagen de vista lateral. Se deﬁne el modelo y se muestran los resultados del
mismo.
7.1. Configuración de landmarks: Vista Lateral
El tejido blando de la cara humana es una compleja geometría, compuesta por varios
órganos, incluyendo, ojos, nariz, orejas, boca, etc. Dadas sus funciones biológicas princi-
pales, el rostro humano es un tópico central en varias investigaciones, con un gran rango
de aplicaciones, incluyendo, antropología Gómez-Valdés et al. (2013), Quinto-Sánchez
et al. (2015a), Schlager and Rüdell (2015), Paschetta et al. (2016), medicina genética
Hammond (2007), Hammond et al. (2005), Weinberg et al. (2008), ciencias forenses
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Figura 7.1: Conﬁguraciones de Landmark y semi-landmarks y descripción anatómica.
Alexander et al. (2011), Kurniawan et al. (2014), Liu et al. (2015), Albert et al. (2007),
envejecimiento Ramanathan et al. (2009), Fu et al. (2010) y genómica cuantitativa Liu
et al. (2012), Adhikari et al. (2016).
Sin embargo, por un largo período de tiempo, importantes variables cuantitativas sobre
rostros humanos no han podido ser utilizadas en toda su potencialidad, dado que estos
estudios están basados sobre tediosas medidas manuales tomadas a partir de un set de
coordenadas, las cuales son determinadas subjetivamente por el observador, dando lugar
a errores de captura de datos entre individuos Segev et al. (2010), Kamoen et al. (2001).
En la Tabla 7.1 se pueden observar los landmarks y semilandmarks deﬁnidos sobre la vista
lateral, y cuáles de ellos fueron incluidos en las conﬁguraciones evaluadas en este trabajo.
Para una descripción gráﬁca, estas conﬁguraciones se pueden ver en la Figura 7.1.
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Tabla 7.1: Conﬁguración de Landmarks y semi-landmarks sobre vista lateral.
Número Nombre Conf # 41 Conf # 27
1 Trichion X -
2 Sellion X X
3 Nasion X X
4 Palpebrale superiorus X X
5 Palpebrale inferiorus X X
6 Exocanthion X X
7 Domus X X
8 Subnasal X X
9 superior nostril axis X X
10 Inferior nostril axis X X
11 Labiale superious X X
12 Stomion X X
13 Cheilion X X
14 Labiale inferious X X
15 Gnathion X X
16 X -
17 X -
18 Otobasion superiorious X -
19 Otobasion inferiorous X -
20-24 Semi-landmarks X -
25 Semi-landmarks X X
26-30 Semi-landmarks X X
34-37 Semi-landmarks X X
38-41 Semi-landmarks X -
7.2. Conjuntos de datos de Landmarking Lateral
El subconjunto de datos utilizados para el landmarking lateral cuenta con 1658 imáge-
nes para el entrenamiento, cada una de ellas con 41 landmarks y semi-landmarks provistos
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Figura 7.2: Visión general del Pipeline desarrollado para landmarking automático sobre la
estructura de la vista lateral de la cara
por especialistas. También se cuenta con un conjunto de ejemplos de validación de 415
imágenes (25% de la muestra total), tomadas con una permutación aleatoria utilizando
cross-validation. El tipo de imagen consiste en la vista lateral de la persona con una re-
solución de 2136 × 3216 píxeles. Se puede observar un ejemplo de estas imágenes en la
Figura 5.1.
7.3. Pipeline Desarrollado
Se entrenó una CNN con el conjunto de datos mencionado arriba, y además se reali-
zaron pruebas con conﬁguraciones basadas en subconjuntos de los 41 landmarks original-
mente provistos. En esta sección detallamos todos los pasos del proceso, y por cada paso,
describimos los formalismos utilizados.
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7.3.1. Preprocesamiento de Imágenes
A diferencia del pipeline de pabellón auditivo visto en el Capítulo 6, en este caso no
necesitamos ubicar ninguna ROI previa, ya que se trabaja con toda la imagen. A la imagen
de entrada se le aplica una normalización de histograma, mediante el cual los valores de
luminancia en la imagen se extienden para cubrir la mayor parte del rango dinámico. Los
parámetros de estiramiento del histograma fueron programados para convertir en negro
el 2% de los píxeles y a blanco el 1% de los píxeles como máximo en ambos casos. Cómo
último paso, la imagen es remuestreada al tamaño ﬁnal utilizado por la CNN de 96× 96
píxeles mediante el uso de submuestreo bilineal. En la Figura 7.2 se puede observar el
efecto de los pasos descriptos anteriormente.
7.3.2. Preprocesamiento de los landmarks
Los landmarks manuales fueron generados desde el software TPSdig, como se men-
cionó en la Sección 5.2. Este programa ubica el origen en el extremo superior izquierdo,
por lo que por comodidad a la hora de implementación, antes de realizar cualquier modi-
ﬁcación se invirtieron en el eje y todas las coordenadas para contar con el origen en la
parte inferior izquierda. Las coordenadas se toman de un archivo con el siguiente formato:
id x00 y00 x01 y01 ... xnn ynn
Estas coordenadas se encuentran en el espacio de la imagen original de 2136×3216 pixels.
Estas coordenadas tuvieron que ser escaladas por el mismo factor utilizado en la etapa
de preprocesamiento de la imagen visto en la Sección 7.3.1. En términos generales se
aplicaron las siguientes funciones:
(xnew , ynew) = (
xold
dx
,
yold
dy
), (7.1)
donde xold e yold son las coordenadas originales respecto a la imagen completa. Los
factores de escala se mantuvieron como variables diferentes, dado que si se utiliza la
imagen completa al no ser cuadrada, los factores serán distintos.
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Figura 7.3: Arquitectura de CNN que obtuvo el mejor desempeño en landmarking lateral.
7.3.3. Elección de Arquitectura de ConvNet
Varias arquitecturas fueron implementadas, por lo que en esta Sección mostraremos la
que obtuvo los mejores resultados. Estas arquitecturas fueron diseñadas y entrenadas con
el propósito de realizar landmarking automático, principalmente para detectar e identiﬁcar
partes anatómicas de la vista lateral sobre imágenes. Más allá de estudiar las arquitecturas
de redes en este caso, consideramos que es interesante el análisis de la elección de distintas
conﬁguraciones de landmarks sobre una misma arquitectura para analizar variaciones en
el entrenamiento y desempeño de la red. Como datos de entrada se tomaron imágenes
de rostros, desde la vista lateral en escala de grises (un único canal) de 96 × 96 píxeles,
estos valores fueron escalados a [0, 1].
En la Figura 7.3 se puede observar la arquitectura de la red con mejor desempeño
(Arch0). La arquitectura subyacente consiste en una capa de convolución con ﬁltros cua-
drados, seguida de una capa de max-pooling y dropout. Esta estructura es repetida tres
veces para obtener características en distintos niveles de abstracción, con diferentes ta-
maños de ﬁltros, cantidad de mapas de características y valores de probabilidad para las
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capas de dropout.
Siguiendo la Figura 7.3, las capas de convolución C1, C2 y C3 tienen 32, 64 y 128 ﬁltros
de tamaño 5× 5, 4× 4 y 4× 4 respectivamente. Todas las capas de max-pooling son de
2×2, y los valores de probabilidad usados para D1, D2 y D3 son, respectivamente, 0,1, 0,2
y 0,3. En la Figura 7.4 se pueden observar los ﬁltros de la capa C1 y sus correspondientes
mapas de características. Algo que podemos observar en ellos es que ninguno de sus nodos
quedo .apagado", por lo que la tasa de aprendizaje es apropiada. Luego de la etapa de
extracción de características, la arquitectura contiene dos capas densas con 1500 unidades
cada una (F13 y F15 en el diagrama), y una capa de dropout (D14). La capa de salida
contiene 82 unidades de salida (41 [x, y ] pares) para la posición de los landmarks predichos.
Al igual que la sección anterior, la implementación fue realizada en Python y Lasagne
Dieleman et al. (2015b)1. Esto nos permite el uso de aceleración mediante GPU de una
forma sencilla. El entrenamiento de esta red tomó 25 horas aproximadamente sobre una
placa NVIDIA GeForce GTX 590. Una vez entrenada, la red puede ser utilizada en hardware
convencional, incluso en sistemas embebidos.
1El código está disponible en https://github.com/celiacintas/tests_landmarks/blob/master/
testing_output.ipynb.
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Figura 7.4: Kernels y mapas de características de la capa C1 de la red net0 sobre una
imagen de entrada X.
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7.4. Resultados sobre landmarking lateral
El problema de ubicación de landmarks en forma automática puede ser pensado como
un problema de regresión. Al usar este enfoque aplicamos métricas para evaluar el desem-
peño de diferentes CNNs contra el landmarking manual (ground truth). En particular se
trabajó con r 2, error cuadrático medio (RMSE) y correlación de Pearson (detalladas en
la Sección 5.3). Como se observa en la Figura 7.5, podemos notar que la correlación de
Pearson es más dispersa en la Net 1 # 41 Land. Conf que en la Net 0 # 27 Land. Conf.
Esto se debe a que la primera conﬁguración de landmarks (Ver Figura 7.1), contiene land-
marks ruidosos, difícilmente homólogos entre individuos, por lo que al investigador experto
se le hace difícil localizarlos. La base de conocimiento arrastra este tipo de ruido, el cual
se reﬂeja en la relativamente baja correlación obtenida luego del entrenamiento de la red.
En las otras métricas de calidad podemos corroborar que este problema se ve también
reﬂejado, aunque en menor medida.
El desempeño del landmarking de las arquitecturas implementadas con diferentes con-
ﬁguraciones de landmarks y parámetros de base se puede observar en la Tabla 7.3. Se
utilizó como línea de base un regresor básico que tiene como política predecir el prome-
dio de los valores de entrenamiento. En la Tabla 7.2 se detallas los RMSE para cada
coordenada de landmark.
Las métricas de regresión fueron calculadas utilizando Pedregosa et al. (2011). Tam-
bién se pueden observar en la Figura 7.6 las curvas de error sobre los datos de entrenamien-
to y validación de las dos arquitecturas. La Figura 7.7 muestra los landmarks predichos
sobre imágenes no vistas por la red#41 Land. Conf. (el conjunto de validación). Se puede
observar que alguna de estas imágenes cuentan con fondos heterogéneos e iluminación no
controlada (por ejemplo las siluetas de las sombras).
Algunos resultados sobre conjuntos de datos externos a CANDELA se pueden ver en la
Figura 7.8, si bien no se contaban con los landmarks para realizar métricas comparativas, se
puede observar potencial sobre imágenes de otras fuentes externas a las de entrenamiento
y validación.
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Figura 7.5: Correlación de Pearson sobre datos reales vs predichos de las dos redes con
diferentes conﬁguraciones de landmarks
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Tabla 7.2: RMSE de cada Landmark y Semi-Landmark de la Conﬁguración de Vista
Lateral.
Landmark # RMSE
1 1.13398
2 1.07418
3 0.903374
4 0.877164
5 0.921844
6 1.1937
7 1.06892
8 1.11192
9 1.07502
10 1.12419
11 1.13046
12 1.14933
13 1.21603
14 1.65964
24 1.05838
25 1.07302
26 1.08066
27 1.08303
28 1.10548
29 1.13774
30 1.14198
31 1.10529
32 1.02747
33 1.27866
34 1.37326
35 1.44251
36 1.53532
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Tabla 7.3: Desempeño de CNNs sobre dos conﬁguraciones de landmarks distintas y la
linea base.
Arch0 # 41 Land. Conf Arch1 # 27 Land. Conf. Baseline
r 2 0.9276 0.9384 0.001
RMSE 1.3512 1.2182 5.026
Figura 7.6: Curvas de pérdida para CNNs #41 Land. Conf. y #27 Land. Conf.
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Figura 7.7: Resultados de nuestra mejor red sobre imágenes no vistas en la etapa de
entrenamiento.
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Figura 7.8: Resultados de utilizar la mejor arquitectura sobre imágenes pertenecientes a
una base de datos externa (Solina et al., 2003), ver Sección 5.2 para más detalle.
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7.5. Clasificación de género vía landmarking automático
La determinación de género a partir de imágenes faciales ha despertado el interés en
el ámbito de la investigación básica y aplicada. Desde el punto de vista de la investigación
básica, se busca el entendimiento de cómo el ser humano reconoce de manera inmediata
el género de un individuo Bruce et al. (1993) mientras que desde la visión computacional
sigue siendo un desafío Ng et al. (2015). Entre algunas de las diﬁcultades que emergen
se pueden enumerar: la posición de la cámara, pose del rostro, iluminación, fondos, oclu-
sión parcial (cabello, anteojos, gorros), etc. Sumándole a esto el factor intrínseco de la
variabilidad humana, etnicidad, edad y expresiones faciales. Desde la perspectiva aplica-
da de la investigación, se tiene un interés biométrico Mäkinen and Raisamo (2008), de
seguridad y vigilancia, adaptabilidad de interfaces hombre-maquina. En particular, en el
ámbito comercial se busca tener publicidad inteligente diseñada para atraer la atención de
determinado género o sistemas de recolección de datos para análisis de mercado Caldwell
(2011).
7.5.1. Trabajos previos
Dado que la mayoría de las aproximaciones a la determinación de género (binaria) son
dadas sobre imágenes de la cara desde vista frontal con ciertos grados de rotación Ng
et al. (2015), Gutta et al. (2000), Jain et al. (2005), Tivive and Bouzerdoum (2006),
Alexandre (2010), Hussain et al. (2013), se dará un breve resumen del estado del arte de
estas técnicas (para un detallado panorama se recomienda Ng et al. (2015)) y también se
detallará los avances que hay sobre el reconocimiento de personas en vista lateral, dado
que son potenciales técnicas a aplicarse en la determinación de género sobre vista lateral.
El reconocimiento de género sobre imágenes faciales respeta un workflow genérico,
el cual comienza con (a) la detección del rostro en la imagen, se continúa con (b) pre-
procesamiento de la ROI, (c) extracción de características y ﬁnalmente (d) una clasi-
ﬁcación binaria. Para el paso (a) se busca tener como salida una ROI en donde sólo
se encuentren píxeles correspondientes al rostro, usualmente se utiliza Viola and Jones
(2001), para una revisión detallada de métodos de detección de caras el lector se puede
referir a Zhang and Zhang (2010). Luego de que se obtiene la ROI se procesan los píxeles
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Figura 7.9: Conﬁguración de # 27 landmarks sobre 1000 imágenes luego de aplicar GPA
utilizadas en el entrenamiento del ERT.
antes de proseguir con el extractor de características. Algunos procedimientos clásicos de
(b) suelen ser:
Eliminar píxeles correspondientes a cabello o cuello, para que sólo queden píxeles
asociados a la cara.
Alineación geométrica de rostros Mäkinen and Raisamo (2008).
Normalización de la imagen mediante ecualización del histograma.
En el paso (c) se busca obtener descriptores representativos por lo que las características
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más discriminantes son llevadas a clasiﬁcación. Este paso suele ser separado en dos gran-
des categorías, por un lado, las basadas en geometría y los modelos basados en apariencia
BenAbdelkader and Griﬃn (2005), Li et al. (2012). Los métodos basados en geometría
suelen utilizar landmarks para describir la forma del objeto a clasiﬁcar mientras que los mo-
delos basados en apariencia toman información de la textura de la imagen. A continuación
se listan los métodos de extracción de características más utilizados:
Distancias entre landmarks Brunelli and Poggio (1993), Fellous (1997).
Intensidad de píxeles Baluja and Rowley (2007), Abdi et al. (1995).
Características rectangulares Viola and Jones (2001) (Visto en detalle en la Sección
2.3).
Patrones locales binarios (LBP) Ojala et al. (2002).
Características SIFT Lowe (1999, 2004) (Visto en detalle en la Sección 2.2).
Finalmente tenemos el paso de clasiﬁcación (d), el cual recibe las características discrimi-
nantes obtenidas en (c) y se utiliza un modelo de clasiﬁcación binaria para determinar el
género. Algunos ejemplos de los clasiﬁcadores más ampliamente utilizados para determi-
nación de género suelen ser SVM, Adaboost, redes neuronales, etc.
Hasta aquí vimos un panorama de la clasiﬁcación de género a partir de imágenes facia-
les frontales, a continuación veremos el estado del arte de reconocimiento de individuos
utilizando información de la vista lateral.
La mayoría de las investigaciones realizadas para reconocimiento de personas sobre
imágenes en la vista lateral son basadas en textura o en información geométrica. Los
métodos basados en textura trabajan directamente sobre los datos en crudo, accediendo
a cada valor de pixel y su vecindad, para obtener un vector de características basados
en texturas relevantes, por ejemplo, segmentos de bordes entre regiones con distintos
descriptores de textura. Dado que estas operaciones no son invariantes bajo cambios
geométricos o de iluminación, el desempeño de detección de perﬁles está fuertemente
ligado a las condiciones de la toma de los datos (posición de la cámara, iluminación de
ambiente, etc.), es decir, no trabajan adecuadamente bajo ambientes no controlados, (in
the open).
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Por otro lado, los métodos geométricos utilizan características de la forma y tamaño
de la cara humana para realizar pipelines más robustos ante las variaciones enumeradas en
el párrafo anterior. Estos métodos se basan en reconocer características especíﬁcas, como
los landmarks anatómicos, o en buscar equivalencias entre la imagen obtenida y plantillas
conocidas.
La vista lateral de la cara como característica para reconocimiento de personas fue
propuesto por Galton (1910). Harmon and Hunt (1977) publicó un trabajo pionero en
reconocimiento sobre vista lateral. La geometría allí utilizada para la vista lateral fue un
vector de características de 10 dimensiones, basado en la ubicación de 9 puntos ﬁduciarios
sobre el perﬁl del rostro. En trabajos posteriores se incrementó la cantidad de puntos
ﬁduciarios a 11, para el armado de un vector de características más robusto, reportando
una exactitud del 96% (utilizando landmarks manuales). Bhanu and Zhou (2004) propuso
un método basado en correspondencias de contorno y “distorsión” de tiempo dinámica para
reconocimiento de caras en vista lateral. De acuerdo al valor de curvatura de cada punto en
la vista lateral, se ubican los landmarks pronasal y nasion. Éstos son luego utilizados para
encontrar la ROI del rostro. Se recorre el contorno del rostro y se computa la curvatura
local utilizando time warping. Partiendo de una galería de imágenes laterales previa, se
calcula un valor de similitud entre el nuevo perﬁl y los ya existentes en la galería. Este
método fue evaluado en dos diferentes bases de datos de vista lateral, reportando una
tasa de reconocimiento del 90% en los mejores casos.
Zhou and Bhanu (2005) extendieron su trabajo a reconocimiento facial (en vista late-
ral) sobre vídeos. Esto se hizo gracias a la reconstrucción de imágenes de alta resolución
basadas en una secuencia de fotos de baja resolución. En estos métodos es crucial calcular
los puntos basados en la curvatura dado que el desempeño depende de pre-procesamiento
de escala-espacio Kakadiaris et al. (2008). Lipoščak and Loncaric (1999) también presen-
taron un método de ﬁltrado sobre escala basado en landmarks que mostraba una tasa de
reconocimiento de 90%.
Todos los trabajos previos encontrados en la literatura realizan sus evaluaciones so-
bre conjuntos de datos muy pequeños, entre 30 a 44 personas, contando con 60 a 290
imágenes en total. Además se utiliza una cantidad limitada de landmarks (entre 5 a 20
puntos ﬁduciarios), ubicados mayoritariamente en áreas donde las expresión facial puede
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alterar el resultado. Una conﬁguración más densa de landmarks, como se presenta en este
capítulo, produce una representación más robusta del contorno del rostro, la cual reduce
signiﬁcativamente los efectos de las expresiones faciales.
7.5.2. Solución Propuesta
Al igual que en el Capítulo anterior, agregamos un Extremely Randomized Tree (ERT),
como una última etapa de clasiﬁcación. Se entrenaron dos ERT diferentes con las dos
conﬁguraciones de landmarks de 1907 individuos, con 4 o 6 imágenes por individuo (ambos
lados). Se trabajó con un total de 10843 imágenes con landmarks generados automática-
mente con la red detallada en la Sección 7.3.3, un total de 6255 imágenes de hombres y
4588 de mujeres. Luego se aplicó Generalized Procrustes Fit (GPA) para eliminar efectos
de traslación, escala y rotación en las coordenadas de landmarks. En la Figura 7.9 se
puede observar un subconjunto de los perﬁles utilizados en el entrenamiento obtenidas de
la red Net 0 # 27 Land. Conf. El set de datos de entrenamiento cuenta con 7590 (4368
hombres y 3222 mujeres) vectores de características vi , formados, uno por 41 landmarks
generados automáticamente (vi = [x0, y0, · · · , x41, y41]) y un valor de target t con la eti-
queta asociada a el individuo y el otro con 27 landmarks. Las 3253 muestras restantes
fueron resguardadas para realizar evaluaciones de desempeño. Los valores de clasiﬁcación
obtenidos para # 27 Conf. Land. fueron (en promedio: precisión 0,84, exactitud 0,83,
recall 0,83, f1-score 0,80.
El diagrama de Sankey sobre los datos de validación se pueden observar en la Figu-
ra 7.10, este nos indica la cantidad de muestras correctamente e incorrectamente predi-
chas. Para la evaluación se realizó un K-fold estratiﬁcado con 10 iteraciones y un tamaño
de prueba del 20% de la muestra. El valor promedio de exactitud fue del 0,836 con un
desvío estándar de SD = 0,0090. El valor para cada fold para # 27 Conf. Land. puede
verse en detalle en la Tabla 7.4. Para el propósito de determinación de género también se
compararon los dos diferentes vectores de características, los resultados se muestran en
la Tabla 7.5.
Al igual que en el Capítulo anterior, se analizó la contribución relativa de cada land-
mark en el proceso de clasiﬁcación utilizando árboles de clasiﬁcación. En la Figura 7.11
se pueden visualizar todos los landmarks con sus pesos correspondientes, en violeta pode-
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Figura 7.10: Diagrama de Sankey, visualizando el ﬂujo de elementos de validación clasi-
ﬁcados correcta e incorrectamente.
Tabla 7.4: Exactitud lograda para cada fold del ERT utilizando la # 27 Conf. Land..
Exactitud # Fold
0.82203781 1
0.82757031 2
0.84232365 3
0.85016136 4
0.84324574 5
0.82941448 6
0.83909636 7
0.82664822 8
0.84186261 9
0.84601199 10
mos observar coordenadas de landmarks que se encuentran en la red entrenada con # 41
Conf. Land y que fueron eliminados en # 27 Conf. Land. Cabe destacar que estos land-
marks (en violeta), pertenecen a landmarks correspondientes al área de la frente y mentón
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Tabla 7.5: Performance de las dos conﬁguraciones de landmarks luego de una validación
cruzada de 10 folds.
Conﬁguración # 27 Conﬁguración # 41
Promedio SD Promedio SD
exactitud 0.8368 0.0090 0.8785 0.0054
recall 0.8463 0.0157 0.8806 0.0104
f1 0.8146 0.0095 0.8599 0.0070
Figura 7.11: Gráﬁco de barras sobre la importancia de las coordenadas de landmarks a
la hora de clasiﬁcación. En color violeta landmarks que se encuentran en la # 41 Conf.
Land y fueron excluidos de # 27 Conf. Land.
(Figura 7.11), los cuales son potenciales indicadores de dimorﬁsmo sexual2 Velemínská
et al. (2012), Kesterke et al. (2016). Esto provee una posible explicación del por qué la
conﬁguración # 41 Conf. Land es mejor como vector de características para clasiﬁcador
de género.
2El dimorﬁsmo sexual es deﬁnido como las variaciones en la ﬁsonomía externa, como forma o tamaño,
entre hombres y mujeres.
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Capítulo 8
Landmarking Corporal 3D
El uso de dispositivos digitales 3D para capturar información relevante sobre la forma
del cuerpo humano esta creciendo rápidamente y no se limita únicamente a estudios
ergonómicos Han and Nam (2011), Park et al. (2015), diseño de ropa Paquette (1996),
D’Apuzzo (2007), sino que ha tenido gran impacto en aplicaciones relacionadas a la salud
Ben Azouz et al. (2006), Wells et al. (2015, 2008), Treleaven and Wells (2007). La toma
de medidas antropométricas corporales es la base de muchas aplicaciones, incluyendo
control del sobrepeso, body-building, deportología, diseño de indumentaria, virtual try-on,
hasta veriﬁcación de identidad biométrica. Para evaluar parámetros cuantitativos de los
cuerpos escaneados, es necesario , identiﬁcar landmarks, realizar determinadas medidas,
y extraer descriptores geométricos de tamaño y forma, que puedan luego ser comparados
entre diferentes sujetos y correlacionarlos, por ejemplo con datos de diagnóstico Lovato
et al. (2014). Para la obtención de estas medidas se propuso una nueva aproximación desde
la morfometría geométrica tomando un conjunto de landmarks deﬁnidos en la Tabla 8.1
y visualizados en la Figura 8.1, los cuales ademas de proveer las medidas clásicas de la
antropometría, permiten extraer un conjunto más amplio de mediciones.
El landmarking 3D también puede ser utilizado como un paso intermedio a una posible
reconstrucción 3D, dado que su ubicación puede servir como información para alinear un
modelo 3D objetivo al recien obtenido Hirshberg et al. (2011). Un problema relevante a
la hora de landmarking automático sobre cuerpos 3D, es que varios puntos anatómicos no
siempre tienen una caracterización geométrica. La geometría local no sólo está pobremente
caracterizada sino que suele variar entre sujetos con diferente estructura corporal.
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Figura 8.1: Conﬁguración de landmarks corporales 3D.
Se necesita, por lo tanto, complementar las estrategias aplicadas en otros contextos
con maneras novedosas de obtener evaluaciones precisas de la geometría local en 3D.
8.1. Configuración de landmarks corporales 3D
Para esta aplicación se requiere una conﬁguración de landmarks que ayude a delimitar
la topología del cuerpo humano. En pasos ulteriores, los landmarks son utilizados como
guías para calcular parámetros geométricos de la superﬁcie y servir de apoyo a las tareas
de reconstrucción. Además, se utiliza una conﬁguración de landmarks que proporciona de
manera directa las distancias y otras medidas utilizadas en la antropometría clásica para
el seguimiento de la forma corporal (en nutrición, monitoreo del sobrepeso, etc.).
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Tabla 8.1: Conﬁguración y deﬁnición anatómica de landmarks corporales 3D.
Número Definición anatómica
0, 10 Articulación del húmero
1, 11 Extremo proximal del radio
2, 12 Punto extremo distal del radio
3, 13 Punto extremo del dedo mayor
4, 9 Punto de articulación de la cabeza del femur en la cadera
5, 8 Punto medio de la rótula
6, 7 Extremo distal segundo dedo
14 Punto extremo de la cabeza
8.2. El conjunto de datos 3D
El conjunto de datos cuenta con 450 modelos sintéticos (225 modelos femeninos y 225
masculinos) antropométricamente correctos que han sido generados mediante el programa
Poser (ver más abajo) para diferentes contexturas físicas y edades. Además, se cuenta
con 149 modelos reales obtenidos durante una colecta de datos1, realizado con el aval
del comité de ética del Hospital Zonal Andrés Isola, Área Programática Norte, Puerto
Madryn. Pueden verse en la Figura 8.2 algunos ejemplos de estos datos.
8.2.1. Origen de datos 3D
Malla 3D Por un lado, las mallas de cuerpos reales fueron tomadas con el sensor Structu-
re2 este sensor 3D cuenta con tecnología similar a la encontrada en Microsoft Kinect
Sensor. Posee un rango operativo de 0.40 mts a 3.5 mts, precisión de dato de pro-
fundidad de 0.5mm en rango cercano, y bajo ruido entre capturas. El entorno de
desarrollo de este sensor es multi-plataforma (iOS, Windows, Android y Linux). Para
iOS, especíﬁcamente se provee un SDK con APIs de alto nivel para desarrollo de
aplicaciones 3D. Para Windows y Linux se cuenta con OpenNI23. Por otro lado, los
cuerpos sintéticos fueron realizados con el programa de software Poser. Poser es un
1http://cites-gss.com/startups/2016/3dlabs/
2https://structure.io/
3https://structure.io/openni
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Figura 8.2: Ejemplos de modelos sintéticos (arriba) y modelos reales (abajo) utilizados.
Colecta CITES.
software de rendering para posición, renderizado y animación de cuerpos humanos.
De forma nativa usa OBJ formatos.
Landmarks 3D Las coordenadas de los landmarks fueron obtenidas por una profesional
del área de antropología física utilizando una herramienta de anotación manual 3D
llamada Landmark4.
4http://www.idav.ucdavis.edu/research/EvoMorph
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Figura 8.3: Imagen ilustrativa de Sensor Structure.
8.3. Pipeline Desarrollado
La idea principal consiste en diseñar y entrenar una red con un conjunto de ejemplos de
nubes de puntos no ordenadas, asociadas con coordenadas en tres dimensiones (x, y , z). Se
entrenó una red con un conjunto de 600 nubes no ordenadas, asociadas con 15 landmarks
y semilandmarks ubicados manualmente. En esta sección detallamos todos los pasos del
proceso, y por cada paso describimos los formalismos utilizados. En la Figura 8.4 se puede
observar una visión general de los pasos realizados.
Obtención de vértices En este experimento sólo se trabajo con nubes de puntos no
ordenadas, el procesamiento de las mismas fue hecho con la biblioteca PCL5.
PCA El Análisis de Componentes Principales sobre una matriz de datos nos permite ex-
traer los patrones dominantes de variación. Este método es utilizado para descom-
poner conjuntos de datos multivariados (con alta dimensionalidad) en un conjunto
de componentes ortogonales que explican una proporción determinada de la varian-
cia total. Especíﬁcamente, se utilizó un PCA aleatorio Halko et al. (2011), dada la
gran cantidad de datos con la que se contaba, si se tiene en cuenta que cada es-
caneo produce 100187 vértices. Sea λ1, λ2, · · ·λn (ordenados en valor decreciente)
5http://www.pointclouds.org/
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Figura 8.4: Estructura descriptiva del pipeline de landmarking corporal 3D.
los autovalores de
∑
, siendo λj es el autovalor correspondiente al autovector uj . Si
tomamos k PCs, el porcentaje de variación obtenido esta deﬁnido como:∑k
j=1 λj=1∑n
j λj
(8.1)
En la Figura 8.5 se pueden observar los 10 PCs retenidos según la Ecuación 8.1,
los cuales explican el 0.852 de la variabilidad de las reconstrucciones. La decisión
de la elección de la cantidad de PCs se basó en la evaluación de la red entrenada
con diferentes cantidades de PCs. En las Figuras 8.6 y 8.7 se pueden observar las
variaciones de r 2 y RMSE en función de la cantidad de PCs.
Escalado Se utilizó un estimador que escala y traslada cada característica de forma in-
dividual para que se encuentre en un determinado rango (en nuestro caso [−1, 1]).
Esto se aplicó tanto a los 10 PCs como a las 15 coordenadas de landmarks del tipo
(x, y , z).
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Figura 8.5: 10 PCs que explican el 85% de la variabilidad de la muestra mixta (reales y
sintéticos). En las primeros PCs se diferencia claramente los sintéticos de los reales.
Red Neuronal Dado que se contaba con un conjunto de datos reducido (10 PCs por
individuo, con 480 individuos para el entrenamiento) se realizaron pruebas con es-
tructuras de redes clásicas del tipo perceptron, con la salvedad de que se usó Dropout
como técnica de regularización (Explicada en detalle en la Sección 4.3.4). La arqui-
tectura contiene dos capas lineales completamente conectadas y una capa dropout
intermedia. La capa de salida cuenta con 45 unidades (15 coordeandas (x, y , z))
una por cada posición predicha de landmarks y semi-landmarks. El entrenamiento se
iniciaba con un η = 0,6 y decae de forma lineal a lo largo de todos los epochs hasta
un η = 0,001.
Transformación a coordenadas reales Se aplica la inversa del estimador utilizado en el
escalado para la entrada de coordenadas, las cuales son devueltas a la escala real
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Figura 8.6: Variación de r 2 en función de la cantidad de PCs como entrada de la red.
Figura 8.7: Variación de RMSE en función de la cantidad de PCs como entrada de la
red.
asociada a la nube de puntos.
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8.4. Resultados sobre landmarking automático 3D
Como observamos en capítulos anteriores la ubicación de landmarks en forma auto-
mática puede ser pensada como un problema de regresión. Al usar este enfoque aplicamos
métricas para evaluar el desempeño de las diferentes redes entrenadas contra el land-
marking manual (ground truth), en particular se trabajó con r 2, root mean square error
(RMSE) y correlación de Pearson (detalladas en la Sección 5.3). El desempeño del land-
Figura 8.8: Variación de r 2 en función de la cantidad de nodos en las capas ocultas de la
red.
marking de las redes implementadas se puede ver en la Tabla 8.2, en este caso se decidió
utilizar la misma arquitectura en la comparación de las redes Perceptron con 128 nodos
por capa densa, ya que al incrementar la cantidad de nodos en la red surgen varios facto-
res negativos, si bien mejora levemente el r 2 (Figura 8.8), las curvas de pérdida muestran
señales de sobre-ajuste a medida que se aumenta la cantidad de nodos (Figura 8.9) y el
tiempo de entrenamiento crece a medida de que la arquitectura de la red se vuelve más
compleja (Figura 8.10). En la Tabla 8.2 se analiza su entrenamiento variando el parámetro
η. Para una versión gráﬁca de estos resultados ver Figura 8.11. Se puede observar que si
bien la red net5 tiene mejor r 2, se advirtió una diferencia signiﬁcativa entre las curvas de
validación y entrenamiento de la red net5, lo que nos indica un posible overfitting por lo
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Figura 8.9: Curvas del pérdida de varias redes con diferentes cantidades de nodos en las
capas ocultas. En las líneas punteadas se observa la curva de entrenamiento y la línea
solida la validación.
Figura 8.10: Curva de tiempo de entrenamiento de varias redes con diferentes cantidades
de nodos en las capas ocultas.
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Tabla 8.2: Comparación entre redes variando el parámetro η. Para una versión gráﬁca de
estos resultados ver Figura 8.11.
# de red RMSE MAE r 2 η
net1 0.12146 0.0737 0.94177 0.06
net2 0.11691 0.0697 0.94605 0.08
net3 0.11351 0.0664 0.94914 0.1
net4 0.10449 0.0574 0.95691 0.6
net5 0.10207 0.0541 0.95887 0.8
Figura 8.11: Curvas del pérdida de varias redes con diferente tasa de aprendizaje (η) pero
misma estructura. En las líneas punteadas se observa la curva de entrenamiento y la línea
sólida la validación.
que se decidió optar por la red net4. La red fue implementada en una PC con hardware
convencional (single core Intel i7-5500 2.40 GHz). El landmarking automático de una nu-
be de puntos (representada por sus primeros 10 PCs) tardó 198µs en promedio, por otro
lado, el landmarking en modo batch de 120 individuos demoró 237µs. En el repositorio
https://github.com/celiacintas/tests_landmarks, se encuentra el código de las
pruebas realizadas sobre ipython notebooks. Si bien estos son primeras aproximaciones
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Figura 8.12: Algunos landmarks conformando el esqueleto, con su posición real y la
predicha.
al problema de landmarking 3D, a partir de una mayor cantidad de datos migraremos a
arquitecturas jerárquicas, para eliminar pasos de procesamiento. Actualmente nos encon-
tramos expandiendo los resultados de esta Sección con experimentos sobre Deep learning
sobre point clouds Qi et al. (2016).
8.5. Aplicaciones del escaneo corporal 3D
Dado que la toma de datos puede realizarse con dispositivos móviles de uso popular,
y luego procesarlos utilizando técnicas de fotogrametría y point clouds, se pensó en el
desarrollo de un servicio en la nube (SaaS) para realizar escaneo 3D y obtención de
variables antropométricas, que permita cuantiﬁcar la forma corporal con alta exactitud.
Los datos se gestionan desde la nube en forma segura y encriptada, pudiendo evaluar
seguimientos, computar tendencias, elaborar reportes, impresión 3D, entre otras. Esta
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Figura 8.13: Modelo obtenido con la aplicación de 3DLab.
tecnología tiene distintas aplicaciones en mercados globales de gran impacto:
Bodybuilding y deportología, realización de evaluaciones físico-mecánicas, seguimien-
to de la evolución de rutinas de musculación.
Outﬁt e-commerce, construcción automática de modelos 3D personalizados (avatar)
para venta online de indumentaria.
Medicina, seguimiento y evaluación de condiciones asociadas al sobrepeso, monito-
reo y estimación de condiciones médicas (displasias, malformaciones, dermatología,
prótesis, etc.)
En ese sentido, con un subsidio de la aceleradora de negocios CITES (del grupo SAN-
COR Seguros) se desarrolló un prototipo completo (minimum viable product) denominado
3DLabs (ver Figura 8.13, el cual, junto con la Gerencia de Vinculación del CONICET y
se presentó a la convocatoria EMPRETECNO EBT de la ANPCyT.
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Capítulo 9
Conclusiones Generales
9.1. Conclusiones
La ubicación de landmarks sobre estructuras faciales, es un paso intermedio muy impor-
tante para muchas operaciones subsecuentes de análisis antropométrico, desde aspectos
biométricos (Lanitis et al., 1995, Wiskott et al., 1997, Campadelli et al., 2003), la anima-
ción facial (Kang Liu et al., 2008), la interacción hombre-máquina, la determinación del
punto de mirada, la comprensión de expresiones faciales (Tian et al., 2001, Pantic and
Rothkrantz, 2000), la reconstrucción 3D de rostros (Ying et al., 2006), los videojuegos,
y estudios de antropología física Paschetta et al. (2016), Quinto-Sánchez et al. (2015b),
Quinto-Sánchez et al. (2017). Pese a ello no hay aún un uso masivo de las importantes
variables cuantitativas antropométricas, principalmente por el límite que impone realizar
tediosas mediciones manuales, un proceso lento y que origina grandes errores (Segev et al.,
2010, Kamoen et al., 2001).
Por ello se propuso investigar técnicas avanzadas en procesamiento de imágenes para
recolectar datos morfométricos de una manera abarcativa y masiva. Este método está
basado en la Morfometría Geométrica y utiliza Redes Convolucionadas (CNN) para la
realización del landmarking. Luego de entrenar la red con landmarks colocados de forma
manual junto con sus imágenes, el algoritmo es capaz de ubicar la posición de landmarks
y semi-landmarks de forma adecuada. Se emplearon ERT para probar la viabilidad de uti-
lizar landmarks para tareas de reconocimiento e identiﬁcación. Se mostró que el método
es lo suﬁcientemente ﬂexible como para poder ser aplicado en varios contextos diferentes.
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Toda la implementación fue desarrollada con herramientas libres y abiertas y el códi-
go se encuentra disponible en https://github.com/celiacintas/deeplandmarking
y https://github.com/celiacintas/tests_landmarks, por lo que el modelo pre-
entrenado y el código pueden ser descargados y utilizados por la comunidad. Los fun-
damentos metodológicos de esta propuesta la hacen más robusta y ﬂexible que otras
aproximaciones ad-hoc existentes en la literatura, especíﬁcamente frente a situaciones
típicas como por ejemplo homografías, remuestreo, o transformaciones de luminancia.
Nuestra propuesta es lo suﬁcientemente general como para ser adaptada a otras carac-
terísticas antropológicas físicas. Por dicha razón, varias líneas de investigación se abrieron
gracias a los resultados aquí expuestos, incluyendo estudios de rasgos de interés biomédico
y forense, biometría, análisis de percepción, por mencionar alguno de ellos. En cuanto a
esto último, se han descrito una serie de trastornos que afectan al desarrollo del pabellón
auditivo humano, que se producen aisladamente o como parte de síndromes complejos con
múltiples órganos afectados (Faris, 2011, Cox et al., 2014). Por ejemplo, hemos reportado
recientemente asociaciones genómicas de siete regiones genéticas, incluyendo el gen Edar,
con fenotipos categóricos macroscópicos en el oído externo Adhikari et al. (2015). Por lo
tanto, se necesitan mejoras adicionales en la captura de un fenotipo tan complejo para
complementar la comprensión de su base genética y no genética.
Como resultado de este trabajo doctoral se realizaron varias publicaciones, donde se
consignan los avances realizados en conjunción con esta línea de trabajo, incluyendo la
presentación de un landmarking facial de vista frontal (Cintas et al., 2014a,b, 2013b), el
análisis sobre la asimetría ﬂuctuante asociado a ancestría genética (Quinto-Sánchez et al.,
2015b), un estudio sobre las asimetrías ﬂuctuantes a lo largo de la escala socioeconómica
(Quinto-Sánchez et al., 2017), el desarrollo de un sistema de landmarking automático
del pabellón auditivo (Cintas et al., 2016a), el cual explora las posibilidades de utilizar
vectores de características como identiﬁcación y una cooperación a futuro para un trabajo
sobre asociación de genoma completo identiﬁcando siete zonas del genoma altamente
relacionadas con la variación del pabellón auditivo en humanos y ratones (Adhikari et al.,
2015). Además se contó con una serie de resultados relacionados, logrados asimismo
durante el período de la realización del doctorado:
Estudios comparativos sobre la localización automática de regiones de interés utili-
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zando redes neuronales, y su ventajosa comparación con el algoritmo más difundido
(Viola-Jones).
Un método para reconocimiento biométrico a partir de una conﬁguración de land-
marks emplazados sobre el pabellón auditivo y ERT (Cintas et al., 2016a).
Análisis comparativo sobre la importancia relativa de los landmarks a la hora del
ensamblado del vector de características (Cintas et al., 2016a).
Evaluación de conﬁguraciones de landmarks sobre vista lateral y su ulterior impacto
como vectores de características.
Un método para clasiﬁcación de género a partir de imágenes de vista lateral utilizando
landmarking automático.
Aunque el propósito principal del trabajo doctoral era mostrar el potencial combinado
de Morfometría Geométrica junto con Deep Learning, realizamos investigaciones adiciona-
les, evaluando la capacidad del workflow desarrollado para otros ﬁnes en reconocimiento
e identiﬁcación de personas. Para ello se emplearon árboles de decisión, los cuales son
especialmente útiles para determinar la importancia de los datos, cómo son clasiﬁcados,
y paras obtener valores de pesos relativos o medir la importancia de cada dimensión en el
espacio de características Wehenkel et al. (2006). Gracias a esta característica fue posible
analizar la contribución relativa de cada landmark en el proceso de reconocimiento.
Uno de los resultados más importantes obtenidos está relacionado con el landmarking
del pabellón auditivo humano. Se observó que las coordenadas de landmarks más impor-
tantes a la hora de selección corresponden a la parte anatómica interna de la oreja, lo cual
sugiere que esta estructura es más informativa que la estructura externa (contorno de la
oreja) como un posible valor discriminante. Estas observaciones no habían sido realizadas
con anterioridad en la comunidad cientíﬁca especializada en la biometría, por lo cual existe
una gran cantidad de oportunidades cientíﬁcas relacionadas a estos resultados.
Otro resultado está aplicado a la determinación de género en personas a partir de imá-
genes faciales, el cual es un paso importante de pre-procesamiento para varias aplicaciones,
como por ejemplo en interacción humano-computadora, sistemas de vigilancia, marketing,
etc. En los trabajos previos en la literatura se realizan evaluaciones sobre conjuntos de
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datos muy pequeños, entre 30 a 44 personas, contando con 60 a 290 imágenes de todos
los individuos. En nuestros trabajos contamos con varios miles de personas, por lo cual
la signiﬁcatividad de nuestros resultados es considerablemente mayor. Además, el estado
del arte es utilizar una cantidad limitada de landmarks (entre 5 a 20 puntos ﬁduciarios),
ubicados mayoritariamente en áreas donde las expresión facial puede alterar el resultado.
En nuestro caso se empleó una conﬁguración más densa de landmarks, lo cual produce
una representación más robusta del contorno del rostro, la cual reduce signiﬁcativamente
los efectos de las expresiones faciales.
9.2. Trabajos en curso y futuros
En estos momentos nos encontramos deﬁniendo varias líneas de investigación las cuales
surgen naturalmente de los resultados mostrados en la presente tesis. Por un lado, el meta-
modelado de CNN, el cual los permitirá el desarrollo generalizado de fenotipado automático
de diferentes estructuras biológicas de manera transparente. Generando una biblioteca de
landmarking de alto nivel que podrá ser utilizada con sólo el conjunto de entrenamiento
de imágenes y sus landmarks asociados, ver la Sección 9.2.1. Por otro lado, el diseño de
CNN para diferentes aplicaciones bioantropológicas como se detalla en la Sección 9.2.2.
9.2.1. Meta-modelado de Arquitecturas de CNNs
Finalmente, como resultado del diseño de diversas arquitecturas de CNN se observó
que ésto requiere experiencia y diseño humano, pese a ser una tarea exploratoria. Cada
arquitectura es diseñada bajo cuidadosa experimentación y modiﬁcada o heredada por
modelos previos. Surge entonces como objetivo primordial de trabajo el desarrollo de
algoritmos de meta-modelado utilizando analíticos visuales para generar estructuras de
CNN con un elevado desempeño para clasiﬁcación Baker et al. (2016), Shahriari et al.
(2016), Pinto et al. (2009). Otro trabajo especíﬁco en desarrollo es el diseño de algoritmos
para meta-modelado de estructuras de CNN para fenotipado automático. Asimismo se
están estudiando nuevas técnicas de data augmentation especíﬁcas para los conjuntos de
datos de fenotipos actuales, para aumentar la capacidad de generalización.
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Figura 9.1: Semilandmarks para calcular escotadura ciática.
9.2.2. Aplicaciones bioantropológicas
Por el lado de las aplicaciones bioantropológicas, actualmente se está desarrollando
una aplicación de escaneo corporal 3D, la cual es uno de los pasos previos a la obtención de
medidas antropométricas es el landmarking automático como se deﬁnió en la Sección 8.4.
Otra aplicación importante de nuestro framework de análisis esta siendo realizada para
la estimación de género en la reconstrucción del perﬁl biológico de un esqueleto no iden-
tiﬁcado (arqueológico o contemporáneo) y en forma consecuente para la identiﬁcación
positiva de restos óseos recuperados de una escena forense. Se procesaron 130 imágenes
de huesos iliacos (45.4% femeninos y 54.6% masculinos) pertenecientes a la colección del
Departamento de Anatomía, Facultad de Medicina de la Universidad de México (UNAM).
Se utilizaron semilandmarks sobre la escotadura ciática como vector de características
para deﬁnir el sexo Gómez-Valdés et al. (2012). Actualmente estamos diseñando nuevas
arquitecturas de redes de análisis, así como métodos de data augmentation para trabajar
sobre estos datos con mayor signiﬁcatividad y de forma automática. Algunos resultados
preliminares e ilustrativos se pueden ver en la Figura 9.1. También sobre datos óseos se
está comenzando a desarrollar un modelo para el landmarking automático sobre cráneos.
Para ello se cuenta con dos conﬁguraciones de landmarks distintas, por un lado landmarks
situados sobre la cara y sobre el contorno del cráneo. Estas conﬁguraciones fueron utili-
zadas en el trabajo de De Azevedo et al. (2011), en el cual se realizó un estudio sobre
posibles escenarios en las fases iniciales de las migraciones de humanos desde Asia al
Nuevo Mundo. Se trabajó con datos morfométricos para analizar asociaciones entre la
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Figura 9.2: Semilandmarks para calcular contorno del craneo.
matriz de distancias craneométricas y diferentes matrices geográﬁcas, reﬂejando distin-
tos escenarios para el poblamiento del Nuevo Mundo. Algunas imágenes preliminares de
landmarking automático se pueden observar en la Figura 9.2.
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Anexo A
Implementación de Redes Neuronales
con Theano y Lasagne
A.1. Theano
Theano (Theano Development Team (2016)) es una biblioteca de Python que permite
deﬁnir, optimizar y evaluar expresiones matemáticas que tienen como entrada arreglos
multi-dimensionales de forma eﬁciente.
Theano puede calcular automáticamente la diferenciación simbólica de expresiones
complejas, ignorar las variables que no son necesarias para calcular la salida ﬁnal, reutilizar
resultados parciales para evitar cálculos redundantes, aplicar simpliﬁcaciones matemáticas,
calcular las operaciones en su lugar cuando sea posible para minimizar el uso de memoria
y aplicar optimización numérica de estabilidad para superar o minimizar el error debido a
las aproximaciones de hardware. Para lograrlo, las expresiones matemáticas deﬁnidas por
el usuario se almacenan como un grafo de variables y operaciones, que se optimiza en
tiempo de compilación.
La API de Theano simula NumPy Oliphant (2007), van der Walt et al. (2011), una
biblioteca de Python extensamente utilizada que proporciona un tipo de datos de matriz
n-dimensional y muchas funciones para indexar, reestructurar y realizar cálculos elemen-
tales en arreglos. Esto permite a los usuarios de Python cambiar rápidamente a Theano
utilizando una sintaxis y un conjunto de instrucciones conocidas, ampliadas con funciones
avanzadas, como computación automática de gradientes, mejoras numéricas de estabi-
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lidad y optimización, y generar un código de alto rendimiento tanto para la CPU como
para la GPU (ademas de que es posible generar contextos para trabajar con múltiples
placas gráﬁcas de forma semi-transparente), sin requerir cambios en el código de usuario.
Theano también ha sido diseñado para poder ser extendido de manera fácil y rápida a
través de la deﬁnición de grafos de ejecución personalizados desarrollados en Python, C
++ o CUDA Theano Development Team (2016).
A.1.1. Aritmética de Convolución con Theano
La forma de la salida de una capa de convolución esta afectada por la forma de su
entrada, el kernel, el relleno de ceros y su paso. La relación entre estos componentes no es
tan fácil de vislumbrar. En contraste con las capas densas, las cuales su tamaño de salida
es independiente del tamaño de entrada. La deﬁnición de la operación de Convolución se
revisó de forma detallada en la Sección 4.4.2. Aquí veremos cuestiones prácticas para su
implementación y comprender la entrada y salida de estas capas.
La colección de kernels que deﬁnen una convolución discreta de N dimensiones tienen
la forma de (n,m, k1, kN), donde:
1. n ≡ cantidad de mapas de característica de salida
2. m ≡ cantidad de mapas de característica de entrada
3. kj ≡ tamaño del kernel sobre el eje j
Las siguientes propiedades inﬁeren en el tamaño de la salida de una capa de convolución
oj sobre el eje j .
1. ij , es el tamaño de entrada sobre el eje j .
2. kj , es el tamaño del kernel sobre el eje j .
3. sj , es la distancia entre dos posiciones consecutivas de un kernel (también llamado
paso) sobre el eje j .
4. pj , cantidad de ceros concatenados al comienzo y ﬁn de cada eje (también llamado
relleno de ceros), sobre el eje j .
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Figura A.1: Ejemplo de convolución con un kernel de 3× 3 sobre una matriz de entrada
de 5 × 5 usando un paso unitario de 1 × 1 y sin ceros agregados Dumoulin and Visin
(2016).
Un ejemplo se puede observar en la Figura A.1.
Para simpliﬁcar los ejemplos tomaremos convoluciones en 2D (N = 2), las entradas
(i1 = i2 = i), kernels (k1 = k2 = k), paso (s1 = s2 = s) y el relleno de ceros (p1 = p2 = p)
son cuadradas. Ahora analicemos distintas relaciones entre estos valores:
Relación 1 Primero veamos el caso más simple, donde no contamos con relleno de ceros
y el paso es unitario. Sea cualquier i y k donde s = 1 y p = 0,
o = (i − k) + 1 (A.1)
Relación 2 Ahora, basándonos en la relación anterior, utilizamos el relleno de ceros. Sea
i , k y p donde s = 1,
o = (i − k) + 2p + 1 (A.2)
Relación 3 Cuando deseamos que el tamaño de entrada sea igual que el de salida. Te-
nemos que para cualquier i , con k impar (k = 2n + 1, donde s = 1 y p = k
2
= n.
o = i + 2
⌊
k
2
⌋
− (k − 1) = i + 2n − 2n = i (A.3)
Relación 4 Cuando se busca tener una salida más grande que la entrada dado cualquier
i , k y p = k − 1 y s = 1,
o = i + 2(k − 1)− (k − 1) = i + (k − 1) (A.4)
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Relación 5 Hasta ahora todas las relaciones que analizamos cuentan con un paso unitario,
ahora analicemos esto para pasos más grandes. Sea cualquier i , k , s > 1 y p = 0
o =
⌊
i − k
s
⌋
+ 1. (A.5)
Relación 6 Por último vemos el caso más general, donde se cuenta ceros agregados en
los bordes y pasos no unitarios.
o =
⌊
i + 2p − k
s
⌋
+ 1 (A.6)
Ahora veamos un ejemplo de una capa de convolución con Theano. La entrada cuenta
con 1 mapa de características (Imagen de 128× 128 de un único canal). A esta entrada
aplicamos un ﬁltro constituido por dos kernels de 4× 4.
from theano.tensor.nnet import conv2d, sigmoid
from theano import shared
import numpy as np
rng = np.random.RandomState(23465)
# Creamos tensor de 4D el cual contendrá la imagen
input_l = T.tensor4(name='input')
# inicializamos con variables el filtro con los dos kernels de 4x4
w_shp = (2, 1, 4, 4)
w_bound = np.sqrt(1 * 4 * 4)
W = shared( np.asarray(
rng.uniform(
low=-1.0 / w_bound,
high=1.0 / w_bound,
size=w_shp),
dtype=input_l.dtype), name ='W')
# definimos nuestro bias
b_shp = (2,)
b = shared(np.zeros(b_shp, dtype=input_l.dtype), name ='b')
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# creamos la convolución y aplicamos una función de activación
conv_out = conv2d(input_l, W)
output = sigmoid(conv_out + b.dimshuffle('x', 0, 'x', 'x'))
# definimos la función en theano
f = function([input_l], output)
Ahora que tenemos todo deﬁnido, apliquemos las funciones creadas (ver resultado en la
Figura A.2):
import cv2
import matplotlib.pyplot as plt
img = cv2.imread('falcon_#1.jpg', 0)
img = img / 255.
img = img.astype(np.float32)
# colocamos la imagen en forma de tensor 4D
img_ = img.reshape(1, 1, 128, 128)
filtered_img = f(img_)
plt.subplot(1, 3, 1)
plt.imshow(img, cmap='gray')
plt.subplot(1, 3, 2)
plt.imshow(filtered_img[0, 0, :, :], cmap='gray')
pylab.subplot(1, 3, 3)
plt.imshow(filtered_img[0, 1, :, :], cmap='gray')
plt.tight_layout()
plt.show()
Para más información sobre este apartado recomendamos la lectura de Dumoulin and
Visin (2016), Theano Development Team (2016)
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Figura A.2: Aplicación de ﬁltro con dos kernels de 4× 4 sobre entrada de 128× 128 con
Theano.
A.2. Lasagne
Lasagne (Dieleman et al. (2015b)) es una biblioteca de Python que permite construir y
entrenar redes neuronales en Theano Theano Development Team (2016). Sus principales
características son:
1. Soporta redes de feed-forward tales como Redes Neuronales Convolucionales CNN,
redes recurrentes incluyendo Memoria de Corto Plazo (LSTM), y cualquier combi-
nación de las mismas.
2. Permite arquitecturas de múltiples entradas y salidas múltiples, incluyendo clasiﬁca-
dores auxiliares.
3. Varios métodos de optimización implementados, entre ellos Nesterov momentum,
RMSprop y ADAM.
4. Conjunto de funciones de costo clasicas implementadas. Además, cuenta con la
posibilidad de deﬁnir funciones propias de manera simple sin necesidad de derivar los
gradientes gracias al compilador de expresiones de Theano.
5. Soporte transparente de CPUs y GPUs gracias al compilador de expresiones de
Theano.
Lasagne es una excelente biblioteca cuando lo que se busca es ﬂexibilidad en el desa-
rrollo de los modelos, en términos de deﬁnir funciones objetivo personalizadas, selección
de las muestras a entrenar y generación artiﬁcial de datos en tiempo de entrenamien-
to. Lasagne esta desarrollada sobre Theano, habilitando la deﬁnición de redes de forma
sencilla sin perder acceso a las variables de Theano.
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El conjunto de datos y código mostrado en este Anexo se encuentra disponible en
(https://github.com/celiacintas/star_wars_hackathon)
A.3. CNN con Lasagne
Primero veremos los tipos de capas disponibles en Lasagne para el armado de CNNs.
Luego daremos un ejemplo sencillo de el ensamblado de una red, normalización de entra-
das, su entrenamiento y visualización de la red.
Dentro de los tipos de Capas que veremos en el ejemplo tenemos:
Capas Densas Todas las unidades ocultas están conectadas con todas las unidades de
entrada.
(DenseLayer, {'num_units': 256, 'nonlinearity': rectify})
Capas de Convolución En las capas de convolución, las unidades están organizadas en
feature maps, en las cuales cada unidad esta conectada a patches locales de los
feature maps pertenecientes a la capa anterior mediante un conjunto de pesos,
llamados filter bank. Todas las unidades dentro de un feature map comparten el
mismo filter bank.
(Conv2DLayer, {'num_filters': 32, 'filter_size': 2, 'W': GlorotUniform()})
Max Pooling Para reducir la dimensionalidad de los feature maps una capa de pooling es
ubicada entre las capas de convolución. Las capas de pooling eliminan los valores no
máximos calculando una función de agregación, comunmente se utiliza el maximo o
el promedio sobre pequeñas regiones de la entrada. El propósito general de las capas
de pooling es reducir el costo computacional en las capas ulteriores, reduciendo el
tamaño de los futuros mapas de características y otorgando una forma de invariancia
traslacional.
(MaxPool2DLayer, {'pool_size': 2})
Dropout El termino de dropout se reﬁere al descarte de unidades y sus conexiones (ya
sea en capas ocultas o no) en una red neuronal, este descarte es solo temporal. La
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forma de elección de descarte es aleatoria, a cada unidad se le asocia un valor de
probabilidad p independiente del resto entre [0, 1].
(DropoutLayer, {'p': 0.5})
Ahora que tenemos la deﬁnición de todas las capas a utilizar veremos como se realiza
el diseño de la red. Ademas de pasar el orden y tipo de capas que contará la red, se
debe indicar que tipo de optimización se empleará, determinar la tasa de aprendizaje y su
comportamiento a lo largo del entrenamiento y la función objetivo a minimizar.
def create_net(max_epochs=20):
return NeuralNet(
layers=[
(InputLayer, {'shape': (None, 1, 128, 128)}),
(Conv2DLayer, {'num_filters': 16, 'filter_size': 3,
'W': lasagne.init.GlorotUniform()}),
(MaxPool2DLayer, {'pool_size': 2}),
(DropoutLayer, {'p': 0.5}),
(Conv2DLayer, {'num_filters': 16, 'filter_size': 3,
'W': lasagne.init.GlorotUniform()}),
(MaxPool2DLayer, {'pool_size': 2}),
(DenseLayer, {'num_units': 100, 'nonlinearity':rectify}),
(DropoutLayer, {'p': 0.5}),
(DenseLayer, {'num_units': 3, 'nonlinearity':softmax}),
],
update=nesterov_momentum,
update_learning_rate=theano.shared(np.float32(0.03)),
update_momentum=theano.shared(np.float32(0.9)),
regression=False,
objective_loss_function=categorical_crossentropy,
batch_iterator_train=BatchIterator(batch_size=512),
on_epoch_finished=[
AdjustVariable('update_learning_rate', start=0.03, stop=0.001),
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AdjustVariable('update_momentum', start=0.9, stop=0.9999)
],
max_epochs=max_epochs,
verbose=1)
A.3.1. Normalización de valores de entrada
Dados los motivos explicados en la Sección 4.3.5, es deseable normalizar los valores
de entrada de nuestra red. Supongamos que los datos a consumir por nuestra CNN son
imágenes en escala de grises, por lo que trabajaremos sobre un único canal y por simplicidad
diremos que su dimensión es 128 × 128 (Figura A.3). Es deseable que los valores de las
imágenes se encuentren en rango de [0, 1] para una rápida convergencia y ademas deben
estar en formato de tensores 4D y en ﬂoat32 para su funcionamiento en Theano bajo
GPUs. A continuación se muestra un breve ejemplo de código para lograr lo mencionado
anteriormente.
import numpy as np
from sklearn.utils import shuffle
def load(images_dir="../data/all/"):
"""Load images and target class for Falcon, Lambda and K-wing ships."""
df = images_to_file(images_dir)
df['Image'] = df['Image'].apply(lambda im: np.fromstring(im, sep=' '))
X = np.vstack(df['Image'].values) / 255.
X = X.astype(np.float32)
y = df['Model_enc'].values
X, y = shuffle(X, y, random_state=42)
y = y.astype(np.int32)
return X, y
163
Figura A.3: Ejemplo de Imágenes que se utilizarán como dato de entrada de nuestra
ConvNet.
A.3.2. Entrenamiento
Para el entrenamiento se cuentan con funciones como fit que permiten entrenar la red
con un conjunto de datos de entrenamiento con sus etiquetas asociadas. Un ejemplo de
entrenamiento de la red deﬁnida anteriormente con 20 epochs, se pueden ver en el siguiente
código y su correspondiente salida o también de manera gráﬁca en la Figura A.4.
from sklearn.cross_validation import train_test_split
x, y = load()
x = x.reshape(-1, 1, 128, 128)
X_train, X_test, y_train, y_test = train_test_split(x, y,
test_size=0.3,
random_state=42)
net.fit(X_train, y_train)
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# Neural Network with 1442883 learnable parameters
## Layer information
# name size
--- ---------- ----------
0 input0 1x128x128
1 conv2d1 16x126x126
2 maxpool2d2 16x63x63
3 conv2d3 16x61x61
4 maxpool2d4 16x30x30
5 dense5 100
6 dropout6 100
7 dense7 3
epoch trn loss val loss trn/val valid acc dur
------- ---------- ---------- --------- ----------- -----
1 1.08048 1.02025 1.05903 0.63590 3.25s
2 0.94312 1.07926 0.87386 0.47179 3.23s
3 0.78020 0.52369 1.48980 0.81026 3.23s
4 0.48067 0.31679 1.51731 0.89231 3.23s
5 0.32176 0.23017 1.39794 0.92650 3.25s
6 0.20488 0.13029 1.57248 0.95385 3.23s
7 0.15567 0.10442 1.49076 0.96410 3.23s
8 0.13133 0.10713 1.22593 0.96581 3.23s
9 0.08860 0.07329 1.20877 0.97607 3.23s
10 0.09492 0.07117 1.33381 0.97607 3.23s
11 0.07474 0.06678 1.11915 0.98291 3.23s
12 0.06174 0.07607 0.81164 0.97778 3.23s
13 0.05950 0.05635 1.05589 0.98120 3.23s
14 0.05217 0.06147 0.84883 0.98120 3.23s
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Figura A.4: Gráﬁco de la función de perdida. En azul la curva de entrenamiento y naranja
la curva de validación.
15 0.05787 0.05515 1.04931 0.97949 3.23s
16 0.04165 0.06229 0.66868 0.98120 3.23s
17 0.03111 0.05882 0.52888 0.98120 3.23s
18 0.03856 0.06006 0.64200 0.97607 3.23s
19 0.04087 0.06890 0.59319 0.98291 3.23s
20 0.03075 0.05620 0.54719 0.98632 3.23s
A.3.3. Visualización de CNNs
Una visualización interesante para tener introspección sobre las decisiones que toma
la red, es por ejemplo, ver que partes o píxeles son importantes a la hora de clasiﬁcar
una imagen X Nouri (2014), Zeiler and Fergus (2013). Un ejemplo de la salida de esta
visualización se puede observar en la Figura A.5.
h = visualize.plot_occlusion(net, X, [2], square_length=3)
Otra visualización importante es poder ver los kernels de una capa de convolución especí-
ﬁca y su salida como puede observase en la Figura A.6.
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Figura A.5: Importancia de pixels a la hora de clasiﬁcar una imagen X de entrada.
Figura A.6: kernels y mapa de características de la capa de convolución sobre una imagen
de entrada X.
visualize.plot_conv_weights(net.layers_[1])
visualize.plot_conv_activity(net.layers_['conv2d3'], X)
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