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Abstract
The efficient learnability of restricted classes of logic programs is studied in the PAC framework
of computational learning theory. We develop the product homomorphism method, which gives
polynomial PAC learning algorithms for a nonrecursive Horn clause with function-free ground
background knowledge, if the background knowledge satisfies some structural properties. The
method is based on a characterization of the concept that corresponds to the relative least general
generalization of a set of positive examples with respect to the background knowledge. The
characterization is formulated in terms of products and homomorphisms. In the applications this
characterization is turned into an explicit combinatorial description, which is then translated into the
language of nonrecursive Horn clauses. We show that a nonrecursive Horn clause is polynomially
PAC-learnable if there is a single binary background predicate and the ground atoms in the
background knowledge form a forest. If the ground atoms in the background knowledge form a
disjoint union of cycles then the situation is different, as the shortest consistent hypothesis may have
exponential size. In this case polynomial PAC-learnability holds if a different representation language
is used. We also consider the complexity of hypothesis finding for multiple clauses in some restricted
cases.  2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The theoretical study of efficient learnability developed into a separate field of research
in the last fifteen years, motivated by the increasing importance of learning in practical
applications. Several learning problems in propositional logic, automata theory and
geometry are investigated in great detail. There is also an increasing number of results
on learnability in predicate logic, although this area appears to be still less understood in
general. This is partly due to the large number of possible restrictions one may consider in
order to obtain a learnable fragment of predicate logic.
Learning logic programs, referred to as inductive logic programming [46,47], proved to
be a successful approach in several practical applications (see, e.g., [39]). Positive and
negative results about the efficient learnability of classes of logic programs are given,
for example, in [2,5–7,14,34–36,54]. Surveys of this area are given in [9,37]. A detailed
exposition can be found in the book [53]. Other papers on learnability in predicate logic
deal with description logic [8,18] and other formalisms [13,24,43,44,61,63]. A comparison
of the different frameworks is given in [12]. Related generalization problems are studied in
a structural context where there are functions with algebraic properties such as associativity
and commutativity [58,59].
In the formulation of learning problems for logic programs it is often assumed that
there are no function symbols, the background knowledge consists of ground atoms of
the background predicates, and examples are ground atoms of the target predicate [5,
14]. In this paper we also use these assumptions. We present learning algorithms for
nonrecursive Horn clauses that make use of the fact that least general generalizations
(LGG) can be represented as products. This relationship is already mentioned in the
seminal papers of Plotkin [56,57], but he did not study its computational aspects. The
relevance of products is also shown by the fact that they are used in related contexts
for example in [8,18,34]. It also holds that the concept generated by a set of positive
examples with respect to a background knowledge can be characterized by the existence of
a certain homomorphism. Thus products and homomorphisms provide a general learning
method, the product homomorphism method, that may enable the use of algebraic and
combinatorial tools, by finding a characterization for the existence of this homomorphism
and then translating this characterization into the language of nonrecursive Horn clauses.
Besides providing efficient algorithms, this approach also contributes to the understanding
of how the LGG and the relative LGG operators work. 2 The results of this paper give
examples where this method can indeed be used to obtain positive results. Since the
2 For example, it provides interesting examples when the LGG given by Plotkin’s algorithm is large but it can
be reduced and other examples when it cannot be reduced but it has a compact representation. It may also be of
interest to point out that while Plotkin’s proof of the existence of an LGG is quite complicated, products provide
a straightforward argument if there are no function symbols.
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publication of the extended abstract of this paper [31], we have given a further application
in [29], and we considered the noise version of the problem in [30].
In the learning problems studied in this paper we make structural assumptions about
the background knowledge. In practical applications these assumptions are justified when
the background knowledge has some structural properties that are known in advance and
therefore they can, and perhaps should be, exploited in the learning process. 3 This may
occur, for example, when a background predicate is a successor relation. In particular,
we assume that the background knowledge consists of ground atoms of a single binary
background predicate, and thus it can be represented as a directed graph. We study
those cases where the connected components of this graph are paths, trees, or cycles.
In these basic cases the product homomorphism method outlined above first leads to a
combinatorial characterization of the concept defined by the relative LGG of a set of
positive examples with respect to a background knowledge. This characterization can then
be translated into a short Horn clause definition that can be evaluated efficiently. Thus we
get an efficient hypothesis finding algorithm, i.e., an algorithm which finds a hypothesis
that is consistent with a given set of examples. In order to get efficient learning algorithms
in the PAC (Probably Approximately Correct) model of learning [62], one also needs
upper bounds on the sample size by estimating the Vapnik–Chervonenkis dimension of
the concept classes. A polynomial upper bound for this quantity is given as a byproduct
of our characterization results. We improve these bounds by providing better ones that are
sharp up to order of magnitude. The combinatorial arguments used here may be of some
independent interest as well.
We note that the above restrictions on the background knowledge are related to the
notion of determinateness that is often used to obtain positive results in inductive logic
programming [5,14]. In particular, having background knowledge consisting of paths or
cycles implies determinateness. On the other hand, in the case of forests the clauses are not
necessarily determinate. Another important difference is that we do not assume any bound
on the depth of the clauses considered. The tree-structured determinations studied in [60]
represent dependencies between the attributes, and thus they form a different approach to
using background knowledge.
In the case when the target definition may consist of multiple clauses, the problem
appears to be more difficult. We consider the problem of hypothesis finding, which turns
out to be polynomially solvable if the background knowledge is a union of paths and the
target predicate is unary, but it is NP-complete if the background knowledge may be a
forest or the union of cycles (and the target is still unary).
Finally we note that there are many open problems suggested by this approach. Some of
these are mentioned at the end of the paper.
The paper is organized as follows. Section 2 contains the necessary definitions from
logic, learning theory, and graph theory. In Section 3 we give a running example
illustrating the learning problems discussed. In Sections 4–6 we introduce the product
homomorphism method. In Sections 4 and 5 we discuss a reformulation of the LGG and
the relative LGG in terms of products and homomorphisms, and in Section 6 we state
3 Another way to put this kind of additional information is that we assume some background knowledge about
the background knowledge.
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the product homomorphism theorem, our main combinatorial tool for finding a target
clause. Sections 7–9 contain applications of the product homomorphism method for the
cases when the background knowledge consists of paths, trees, and cycles, respectively.
Although paths are special cases of trees, they are discussed separately, partly because
they permit a simplified characterization, and partly because in this case a positive result
can be proved about multiple clause hypothesis finding. This extension is discussed in
Section 10. Section 11 contains remarks and open problems. Some of the proofs are given
in the appendix.
2. Preliminaries
In this section we describe those notions from logic, learning theory and graph theory
that are used in the paper (see, e.g., [15,27,33,41,42,53]).
2.1. Logic
Let P,R1, . . . ,Rr be predicate symbols with arities m,m1, . . . ,mr , respectively. P is
a distinguished predicate called the target predicate. R1, . . . ,Rr are the background
predicates. We do not allow function symbols in the vocabulary. In addition, we assume
that there are constants a1, . . . , an.
A term t is a variable or a constant. An atomic formula or atom is of the form
P(t1, . . . , tm) orRi(t1, . . . , tmi ), where the t’s are terms. A literal is an atom or its negation.
We will say that an atom or a literal is a P -atom or a P -literal if its predicate symbol is P .
Similarly, we speak of Ri -atoms and Ri -literals. A clause is a disjunction of literals, also
thought of as a set of literals. The size of a clause is the number of the literals it contains.
An atom, a literal or a clause is ground if it does not contain variables. An atom is also
referred to as a unit clause, and ground unit clauses are called facts. We consider definite,
nonrecursive Horn clauses of the form
L0 ← L1, . . . ,Ll (1)
where L0 is a P -atom and Li is an Rji -atom for some ji (1  ji  r , i = 1, . . . , l, and
l  0). In what follows, clauses of this type are referred to as basic clauses.
A substitution θ = {x1/t1, . . . , xs/ts} is a mapping of variables to terms such that xj = tj
for j = 1, . . . , s. A clause C subsumes or generalizes a clause D (denoted by C θ D) if
there is a substitution θ such that Cθ ⊆D. Clauses C and D are equivalent if C θ D and
D θ C. A clause is reduced if it is not equivalent to any of its proper subsets.
A clause C is a least general generalization (LGG) of a set of clauses D1, . . . ,Dt if
• C is a generalization of each Di , i.e., C θ Di for i = 1, . . . , t ,
• if C′ is a generalization of D1, . . . ,Dt then C′ is a generalization of C.
A selection from a set of clauses D1, . . . ,Dt is a function that assigns to each clause one of
its literals, such that these literals have the same sign (i.e., they are all negated or unnegated)
and the same predicate symbol.
A structure M for the predicates P,R1, . . . ,Rr and for the constants a1, . . . , an is given
by a universe U , the interpretation of P , R1, . . . ,Rr as relations PM , RM1 , . . . ,RMr overU
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having arities m, m1, . . . ,mr , respectively, and the interpretation of a1, . . . , an as elements
aM1 , . . . , a
M
n of U .
The product of structures M1, . . . ,Mt over the universes U1, . . . ,Ut is denoted by
M = M1 × · · · × Mt . The universe of M is U = U1 × · · · × Ut . The interpretation of
the relations is the following. For every (b1, . . . , bm) ∈Um where bj = (b1,j , . . . , bt,j ) for
j = 1, . . . ,m it holds that
PM(b1, . . . , bm)⇔
t∧
i=1
PMi (bi,1, . . . , bi,m). (2)
The interpretation of RMi for i = 1, . . . , r is analogous. The interpretation of the constant
ai is aMi = (aM1i , . . . , aMti ). Those elements of U that are not interpretations of constants
are referred to as nonconstants.
A homomorphism from a structure M1 to a structure M2 is a mapping ϕ from the
universe U1 of M1 to the universe U2 of M2 preserving the relations and the constants.
Thus PM1(b1, . . . , bm) implies PM2(ϕ(b1), . . . , ϕ(bm)) for every (b1, . . . , bm) ∈ Um1 and
R
M1
i (b1, . . . , bmi ) implies R
M2
i (ϕ(b1), . . . , ϕ(bmi )) for every (b1, . . . , bmi ) ∈ Umi1 and
i = 1, . . . , r . Furthermore, the interpretation of ai in M1 is mapped to the interpretation of
ai in M2, i.e., ϕ(aM1i )= aM2i for i = 1, . . . , n. If there is a homomorphism from M1 to M2
then we write M1 →M2. A projection of a product to any component is a homomorphism.
A homomorphism is rooted, if the mapping ϕ is specified in advance for some nonempty
subset of U1, called the roots. If there is a rooted homomorphism from M1 to M2 mapping
ai to bi for i = 1, . . . , k then we write
M1 〈a1/b1,...,ak/bk〉 M2.
A homomorphism is single (respectively, doubly or multiply) rooted if the number of roots
is one (respectively, two or at least two).
2.2. Learning
A learning problem is specified by a domain or instance space, and a set of concepts
forming the concept class. In this paper we always consider finite domains. Each concept
is a subset of the domain. Concepts usually have a formal representation.
The goal of a learning algorithm is to identify an unknown target concept from the
concept class. The precise meaning of identification and the precise definition of a learning
algorithm is given by specifying a model of learning. In the rest of this subsection we
first describe the concept classes studied in this paper and then we outline the models of
learning considered.
A set B of ground atoms of the background predicates is referred to as background
knowledge. B can also be viewed as a structure with universe UB = {a1, . . . , an}. The
relations RBi contain tuples (b1, . . . , bmi ) corresponding to facts Ri(b1, . . . , bmi ) in B.
Each constant is interpreted by itself. The background knowledge B is said to be full if
it is equal to the Herbrand base for the background predicates and the constants a1, . . . , an.
Thus full background knowledge contains all ground atoms of the background predicates.
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The domain or instance space is the set of all ground atoms of the target predicate P .
(A different approach called learning by entailment is studied, e.g., in [1,2,16,17,34].)
A concept is represented by a definite, nonrecursive Horn clause C. For each such clause
C we consider the logic program consisting of C and the ground unit clauses belonging
to B. The concept CB represented by C with respect to B is the set of ground atoms of
the target predicate P implied by the logic program. The problem of deciding if a ground
atom is implied by a logic program is undecidable in general. Without function symbols,
the problem becomes decidable. If, furthermore, the logic program consists of a single
definite, nonrecursive Horn clause and a set of ground atoms, this problem is always in
NP, and it may be NP-complete. (See [10] for a detailed discussion of the complexity of
logic programs.) In the case to be discussed in this paper it follows from our results that
membership in the hypotheses produced can be decided in polynomial time. Clauses C
and D are concept equivalent with respect to B if CB = DB , i.e., both clauses represent
the same concept with respect to the background knowledge.
The concept class CB,m is the set of concepts CB corresponding to definite, nonrecursive
Horn clauses C as above (m denotes the arity of the target predicate P ). Thus, CB,m
depends on the background knowledge and on the arity of the target predicate. 4
The parameters that measure the size of a learning problem are m, the arity of the target
predicate and n, the number of constants in B. The arity of the background predicates
could also be taken into consideration. It is omitted, as in the cases considered in this paper
it is a constant. Another point to note is that although the size of the clauses is not bounded
in advance, we do not introduce the size of the target concept as a parameter. It follows
from the characterizations provided by Theorems 27, 43 and 57 that every concept has a
representation of size polynomial in m and n. Thus polynomial PAC-learnability holds in
the present version as well.
These definitions are standard (see, e.g., [5,37,53]). Using these definitions one can
introduce the usual formal models of learnability such as PAC-learnability [62]. The
description below is informal, more details are given, e.g., in [33].
Positive and negative examples are ground atoms of the target predicate P , labeled by a
+ or − according to their classification with respect to the target concept.
In the PAC model it is assumed that there is a fixed but unknown probability distribution
on the domain. A learning algorithm works by drawing a sequence of random examples
with respect to the probability distribution and outputting a hypothesis from the concept
class.
When defining polynomial PAC-learnability, one considers a family of learning
problems. For example, we consider the family of learning problems of the form CB,m,
where there is a single binary background predicate, and the facts belonging to B form a
forest. 5
A family of learning problems is polynomially PAC-learnable if there is a polynomial
p(m,n,1/ε,1/δ) and a learning algorithm with inputs m, n, ε and δ and running time
p such that the following holds. For every learning problem that belongs to the family,
4 Considering B to be a structure, one can also define CB,m as the class of m-ary relations that are definable
by an existentially quantified conjunction of atoms.
5 A set of classes could perhaps be also called a school, at least in the context of learning theory.
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having parameters m and n, for every ε > 0, for every δ > 0, for every target concept
and for every probability distribution on the domain, the probability that the error of the
hypothesis output by the algorithm (with inputs m, n, ε and δ) is at least ε, is at most δ.
Here the error of the hypothesis is the probability of the set of misclassified instances.
The Vapnik–Chervonenkis dimension (VC-dimension) of a concept class CB,m, denoted
by VC-dim(CB,m), is the size of a largest shattered subset of the domain. A subset is
shattered if all its dichotomies are realized by some concept. As the number of concepts is
at least as large as the number of subsets of a largest shattered subset, it holds that
the VC-dimension of a concept class is at most the base 2 logarithm
of the number of concepts in the class. (3)
An important aspect of learning is the computational task of hypothesis finding. Given
a set of positive and negative examples of the unknown target concept, the task is to find
a consistent hypothesis, i.e., a concept which classifies each example the same way as its
label.
In order to prove polynomial PAC-learnability, we use the following basic result from
computational learning theory [3,25].
Theorem 1. A family of learning problems is polynomially PAC-learnable if the VC-
dimension of the concept classes is bounded by a polynomial of its parameters, and the
hypothesis finding problem can be solved in polynomial time in its parameters.
In view of (3), in order to get a polynomial upper bound for the VC-dimension, it is
sufficient to show that the logarithm of the number of concepts in the class is polynomial
in the learning parameters.
Concerning the converse of the above theorem, there are results showing that the
polynomiality of the VC-dimension is necessary for polynomial PAC-learnability, and that
negative results (e.g., NP-completeness) for the hypothesis finding problem imply non-
PAC-learnability under suitable complexity theoretic assumptions (e.g., RP = NP) [25,
55].
2.2.1. Intersection closed concept classes
A concept class is closed under intersection if the intersection of any set of concepts
belongs to the concept class. This property is related to learnability with one-sided error
(see, e.g., [19] cited in [33], and [49–51]). The concept classes considered in this paper
are all closed under intersection. In this subsection we formulate a characterization of the
VC-dimension of intersection closed concept classes that is used for proving upper bounds
for the VC-dimension in Sections 7–9. 6
Let S be a subset of the domain of an intersection closed concept class and assume that
S is contained in some concept. Then one can consider the intersection of all concepts
6 In the upper bounds we only use Corollary 3, which is a direct consequence of the simpler half of the
characterization. Both halves are included below, as the characterization may be of some interest in itself. The
characterization holds for infinite classes as well and so we state it in this generality, although in this paper we
always consider finite classes. We have not been able to find this result in the literature.
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containing S. This concept, denoted by G(S), is called the least concept containing S, or
the concept generated by S. The mapping G is also referred to as a closure operator, and
its standard properties are
(i) S ⊆G(S),
(ii) S1 ⊆ S2 implies G(S1)⊆G(S2), and
(iii) G(G(S))=G(S)
(see, e.g., [11]).
Theorem 2. The VC-dimension of an intersection closed concept class is the smallest
number d , such that for every concept, and for every finite subset S of the concept, there is
an S′ ⊆ S with G(S′)=G(S) and |S′| d .
Proof. Let S be a finite shattered set. Then S is a subset of some concept. Furthermore, if
S′  S thenG(S′)∩S = S′. Otherwise, there is no concept containing S′ and not containing
an element a ∈G(S′)∩ (S \ S′), thus S is not shattered. Thus G(S′)G(S). This implies
that if the VC-dimension is infinite, then d is also infinite. If the VC-dimension is finite,
and it is equal to d ′, then it follows that d ′  d .
For the other direction, let us assume that the VC-dimension is finite and equal to d ′.
We show that for every finite subset S of some concept, there is an S′ ⊆ S such that
G(S′) = G(S) and |S′|  d ′. Let S be a finite subset of some concept, and assume that
G(S′)  G(S) for every S′ ⊆ S such that |S′|  d ′. Let S′ ⊆ S be such that |S′|  d ′
and G(S′) is maximal. Then S  G(S′), or else G(S) ⊆ G(G(S′)) = G(S′) and thus
G(S) = G(S′). Consider an element a such that a ∈ S \G(S′). It must be the case that
|S′| = d ′; if |S′|< d ′ then G(S′ ∪ {a})G(S′), contradicting the maximality of G(S′).
We claim that S′ is shattered. Otherwise, as S′ itself is contained in some concept, there
are Y ⊆ S′ and b ∈ S′ \ Y such that every concept containing Y contains b as well, from
which it follows that b ∈ G(S′ \ {b}). But then G(S′ \ {b}) = G(S′) as G(S′ \ {b}) =
G(G(S′ \ {b}))⊇G(S′), and so G(S′ \ {b} ∪ {a})G(S′), contradicting the maximality
of G(S′).
Now, since S′ is shattered and |S′| = d ′, the set S′ ∪ {a} is not shattered. As S′ ∪ {a} is
contained in some concept, there is a Z  S′ ∪ {a} and a c ∈ S′ ∪ {a} \ Z such that every
concept containing Z contains c as well. Otherwise, for every Z  S′ ∪ {a} one obtains a
concept intersecting S′ ∪ {a} in Z, by forming the intersection of concepts, containing Z
and omitting c, for every c ∈ S′ ∪ {a} \Z. Hence c ∈G(Z). Now c = a as a /∈G(S′). But
then
G(S′ \ {c} ∪ {a})=G(G(S′ \ {c} ∪ {a}))⊇G(S′ ∪ {a})G(S′),
again contradicting the maximality of G(S′). Thus, d  d ′. ✷
Corollary 3. Let C be an intersection closed finite concept class such that the domain
itself belongs to C . Assume that for every subset S of the domain there is an S′ ⊆ S with
G(S′)=G(S) and |S′| d . Then the VC-dimension of the concept class is at most d .
2.2.2. Learning simple logic programs
As mentioned earlier, in Sections 7–9 it will be assumed that there is only one
background predicate in the learning task, the binary predicate R. The background
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knowledge B consists of facts of the form R(ai, aj ), where ai, aj (1  i, j  n) are
constants. In this case B can be represented as a directed graph with vertices a1, . . . , an and
edges (ai, aj ) corresponding to facts R(ai, aj ) in B. In the learning problems considered
it will be assumed that this directed graph has some specific structure. We will discuss
cases when it is a disjoint union of paths, a forest or a disjoint union of cycles. A forest
is a disjoint union of trees, and trees will be assumed to have their edges directed towards
the root. A disjoint union of paths (respectively, cycles) will be referred to as a path graph
(respectively, a cycle graph).
Logic programs consisting of a single definite, nonrecursive Horn clause and the ground
unit clauses of a single binary background predicate in B will be referred to as simple logic
programs. Thus in these sections we discuss learning simple logic programs.
2.3. Graphs, graph products and homomorphisms
In this paper we always consider directed graphs. Let G= (V ,E) be a directed graph
with vertex set V and edge setE. Let v be a vertex of G. The outdegree d+G(v) (respectively
indegree d−G(v)) of v is the number of edges leaving v (respectively entering v). The length
of a directed path is the number of edges in it. A walk is a directed path which may contain
the same vertex or edge more than once. A connected component of G is a connected
component of the undirected graph obtained from G by replacing its directed edges by
undirected ones.
Let Gi = (Vi,Ei) be directed graphs for i = 1, . . . , t . As a directed graph is a structure
with a single binary relation E, products and homomorphisms of directed graphs are
special cases of the definitions given in Section 2.1. For the readers convenience, we repeat
the definition of the product. The product G=G1 × · · · ×Gt (also denoted by ∏ti=1 Gi )
is a directed graph with vertex set
∏t
i=1 Vi . A pair (u, v) = ((u1, . . . , ut ), (v1, . . . , vt )) is
an edge in G if and only if (ui, vi) ∈Ei for i = 1, . . . , t .
The following propositions give standard properties of graph products.
Proposition 4. Let G1, . . . ,Gt be directed graphs,G=∏ti=1Gi , and let u= (u1, . . . , ut )
be a vertex of G. Then
d+G(u)=
t∏
i=1
d+Gi (ui) and d
−
G(u)=
t∏
i=1
d−Gi (ui).
Proof. To show this for the outdegree, note that if v = (v1, . . . , vt ) is such that (u, v) is an
edge in G then vi is one of the d+G(ui) neighbors of ui for i = 1, . . . , t . Thus the number
of choices for v is∏ti=1 d+Gi (ui). The case of the indegree is analogous. ✷
Now we describe a natural correspondence between walks in the graphs Gi and walks
in the product, that is used many times in what follows. Let (vi,1, . . . , vi,s+1) be a walk
of length s in Gi for i = 1, . . . , t , and let vj = (v1,j , . . . , vt,j ) be the product of the j th
vertices of the walks, for j = 1, . . . , s + 1. Then the vertices v1, . . . , vs+1 form a walk of
length s in G. Indeed, consider vj = (v1,j , . . . , vt,j ) and vj+1 = (v1,j+1, . . . , vt,j+1) for
j = 1, . . . , s. Then (vj , vj+1) is an edge of G by the definition of the product. Conversely,
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if vertices v1, . . . , vs+1 with vj = (v1,j , . . . , vt,j ) for j = 1, . . . , s + 1 form a walk in G
then the vertices vi,1, . . . , vi,s+1 form walks of length s in Gi for i = 1, . . . , t . This follows
again from the definition of the product. The following proposition is implied directly by
this correspondence. A directed graph is acyclic if it contains no directed cycles.
Proposition 5. Let G1, . . . ,Gt be directed graphs and G=∏ti=1 Gi . Then G is acyclic if
and only if there exists an i (1 i  t) such that Gi is acyclic.
Proof. We show first that if every Gi contains a directed cycle then G also contains a
directed cycle. Let Ci be a directed cycle of length li in Gi for i = 1, . . . , t , and let
L= lcm(l1, . . . , lt ) be the least common multiple of the li ’s. The walk obtained by going
around Ci L/li times has length L. The previous remark implies that the product of these
walks is a walk of length L. This walk is closed, i.e., its endpoints are identical. Hence, G
indeed contains a directed cycle. For the converse, let us assume that G contains a directed
cycle. Using the above correspondence again, it follows that each Gi contains a closed
walk. Thus it also contains a simple cycle. ✷
Proposition 6. Let G1 and G2 be directed graphs and let ϕ be a homomorphism from G1
to G2. If there is a walk of length d from b to c in G1 then there is a walk of length d from
ϕ(b) to ϕ(c) in G2.
Proof. This follows directly from the definition of a homomorphism. ✷
3. A running example
Throughout Sections 4–7 we are going to use the following example.
Example 7. Let us assume that we have 10 objects a1, a2, . . . , a10 (so n = 10), and the
background knowledge (database) B consists of the complete description of a binary
relation R on these objects. The following facts are listed in B in our example:
R(a1, a2), R(a2, a3), R(a3, a4),
R(a5, a6), R(a6, a7), R(a7, a8), R(a8, a9), R(a9, a10).
Since R is binary,B can be considered as a directed graph (V ,E), where V = {a1, . . . , a10}
and (a, b) ∈E if and only if R(a, b) ∈ B. In our case, B has a special structure, i.e., it is a
path graph consisting of two disjoint directed paths (see Fig. 1).
Fig. 1. The structure of the binary relation R.
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Let us assume that we would like to learn an unknown ternary target predicate P over
the objects a1, a2, . . . , a10. The instance space considered in this example is the set
X = {P(ai, aj , ak): 1 i, j, k  10}.
Since we have only one background predicate (i.e., R), in our example the concept class
CB,m (m = 3) consists of those subsets of X that can be represented by a function-free
nonrecursive Horn clause of the form
C :P(· · ·)←R(· · ·), . . . ,R(· · ·) (4)
with respect to B. Thus, given a target concept from CB,m and ε, δ > 0, in order to find
a probably approximately correct hypothesis from CB,m, we have to find a clause of the
form (4) that is consistent with a sufficiently large number of randomly chosen ground
P -atoms labeled according to the target concept. In Section 7 we will show that the
sample complexity for this case (i.e., when B is a path graph) is bounded by a polynomial
p(m,1/ε,1/δ), independently of n.
The rest of this example is devoted to illustrating the hypothesis finding part of the
learning process. The standard approach is to try to find a hypothesis clause such that the
corresponding concept contains all the given positive atoms (thus, it generalizes them), but
it is otherwise as small as possible (i.e., it is their least general generalization relative to the
background knowledge). In what follows, we formulate a related combinatorial approach
that provides a polynomial size clause which is concept equivalent to the relative least
general generalization with respect to the background knowledge.
Suppose that we have two positive examples and one negative example:
A+1 = P(a2, a9, a4), A+2 = P(a7, a1, a9), A−1 = P(a6, a2, a7).
The goal is to find a consistent clause C of the form (4), i.e., a clause that satisfies
A+1 ,A
+
2 ∈ CB and A−1 /∈ CB . Since the examples have been labeled with respect to the
target concept, such a clause always exists by definition.
In Section 6 we will show that the concept class CB,m is closed under intersection.
This means that there is a concept GB({A+1 ,A+2 }) ∈ CB,m, the concept generated by the
positive examples with respect to B, which is the intersection of the concepts containing
the positive examples. Thus, GB({A+1 ,A+2 }) is a subset of the target concept, and hence,
it is consistent with the examples. Our strategy for solving the hypothesis finding problem
is to find a clause that represents GB({A+1 ,A+2 }). This clause will be concept equivalent
to the relative least general generalization with respect to the background knowledge. In
Section 7 we give an algorithm that computes the clause
C :P(x1, x2, x3)← R(y1, x1), R(x1, y2), R(y2, x3), R(x2, y3)
as a possible solution for this problem. Intuitively, clause C says that a triple (a, b, c) is in
the target concept if a has a child, a is the grandchild of c and b has a father. Indeed, this
holds for P(a2, a9, a4), and P(a7, a1, a9), but it does not hold for P(a6, a2, a7), as a6 is
not the grandchild of a7.
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4. Products and least general generalizations
In this section we discuss a reformulation of least general generalization in terms of
products and homomorphisms. This is the basis for the combinatorial approach used in the
subsequent sections to find efficient learning algorithms. Unlike the rest of the paper, in
this section we consider general clauses, thus we do not restrict ourselves to Horn clauses.
4.1. Representation of clauses as structures
Let C be a clause containing variables X = {x1, . . . , xs}. We represent C by a structure
MC over the universe UC =X ∪ {a1, . . . , an}. Thus both the variables xi and the constants
aj are considered to be elements of the universe UC of MC . Each predicate is interpreted
as two relations corresponding to its positive and negative occurrences in the clause. Thus
we define relations PMC,+, PMC,− and RMC,+i , R
MC,−
i for i = 1, . . . , r over UC . For each
P -atom in C, the m-tuple formed by its arguments belongs to PMC,+ and for each negated
P -atom in C, the m-tuple formed by its arguments belongs to PMC,−. (We recall that m is
the arity of P .) The definition of the relations RMC,+i , RMC,−i is similar. Each constant is
interpreted by itself, i.e., aMCi = ai for i = 1, . . . , n. We note that with the exception of this
section, in this paper C is always a definite nonrecursive Horn clause and in this case the
relations PMC,− and RMC,+i (i = 1, . . . , r) are empty.
Example 8. Consider the ground Horn clause
C :P(a2, a9, a4) ← R(a1, a2), R(a2, a3), R(a3, a4),
R(a5, a6), R(a6, a7), R(a7, a8), R(a8, a9), R(a9, a10).
C’s head and its body have been constructed by the running Example 7, i.e., its head is one
of the positive examples, and its body corresponds to the background knowledge B. As C
does not contain any variables, the universe UC of the structure MC is {a1, . . . , a10}. Each
constant ai of C is interpreted by itself, i.e., by the element ai ∈UC , for i = 1, . . . ,10. The
interpretation of the predicates P and R is defined by the relations
PMC,+ = {(a2, a9, a4)}, PMC,− = ∅,
RMC,+ = ∅, RMC,− = {(a1, a2), (a2, a3), (a3, a4),
(a5, a6), (a6, a7), (a7, a8),
(a8, a9), (a9, a10)
}
.
4.2. Products of clauses
Let us consider the structures MD1 , . . . ,MDt for the clauses D1, . . . ,Dt , respectively.
One can form the product M =MD1 × · · · ×MDt of these structures over the universe
U = UD1 × · · · × UDt , as described in Section 2. In order to interpret M as the structure
MD for some clause D, replace
• the t-tuple aMi by ai for i = 1, . . . , n, and
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• every nonconstant u= (u1, . . . , ut ) by the variable xu and delete those elements that
do not belong to any tuple in any of the relations. (Thus the subscript u of xu is a
t-tuple of variables and constants.)
The structure obtained after this transformation is of the form MD for some clause D. This
clause D is called the product of clauses D1, . . . ,Dt and we write
D =D1 × · · · ×Dt .
Example 9. Consider the clauses
D1 :P(a2, a9, a4)← B and D2 :P(a7, a1, a9)← B
constructed from the positive examples and the background knowledge B given in the
running Example 7. Here B in the bodies represents the list of ground atoms belonging to
B, as shown in Example 8. Let MD1 and MD2 be the structures of the clauses D1 and D2,
respectively. Then the universe of the product M =MD1 ×MD2 is
U = {(ai, aj ): 1 i, j  10}.
The interpretation of predicates P and R is
PM,+ = {((a2, a7), (a9, a1), (a4, a9))}, PM,− = ∅,
RM,+ = ∅, RM,− = {((a1, a1), (a2, a2)),(
(a1, a2), (a2, a3)
)
, . . .
}
.
Relation RM,− contains 64 elements that are given by the slanted edges in Fig. 2. Let
u = (u1, u2) and v = (v1, v2) be elements of U . Then RM,−(u, v) is true if and only if
there is an edge in Fig. 2 from u to v.
Now we are ready to construct structure MD from M . The universe of MD is
UD = {a1, . . . , a10} ∪
{
x(ai,aj ): 1 i = j  10
}
\ {x(a1,a4), x(a1,a10), x(a4,a1), x(a4,a5), x(a5,a4), x(a5,a10), x(a10,a1), x(a10,a5)}.
Instead of defining the interpretation of P and R in MD , we give the product clause
D = D1 × D2. We do not list all the literals of the body, only those which correspond
to the dotted edges in Fig. 2.
P
(
x(a2,a7), x(a9,a1), x(a4,a9)
)←
R(a1, a2), R
(
x(a1,a2), x(a2,a3)
)
, R
(
x(a1,a3), x(a2,a4)
)
, . . . .
4.3. Least general generalizations as products
It was shown by Plotkin [56] that every finite set of clauses has an LGG. 7 In the function
free case this follows from the following statements.
Proposition 10. Let C1 and C2 be clauses. Then C1 θ C2 if and only if MC1 →MC2 .
7 This is usually stated for clauses having a selection. If the clauses do not have a selection then the empty
clause is an LGG.
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Fig. 2. The interpretation RM,− of R in M =MD1 ×MD2 .
Proof. (“if”) Suppose MC1 → MC2 . Then there exists a function ϕ :UC1 → UC2
preserving the relations and constants. Let θ be the substitution on C1 defined by
x/z ∈ θ ⇔ x ∈ Var(C1), ϕ(x)= z and x = z,
where Var(C1) is the set of variables in C1. Since ϕ is a homomorphism, it follows from
the construction of MC1 and MC2 that C1θ ⊆ C2.
(“only-if”) Suppose C1 θ C2. Then there exists a substitution θ of the form θ =
{x1/z1, . . . , xs/zs} such that C1θ ⊆ C2. Let the mapping ϕ from UC1 to UC2 be defined
as follows:
ϕ(z)=
{
z′ if z/z′ ∈ θ ,
z otherwise.
Clearly, ϕ is homomorphism. ✷
Proposition 11. Let D1, . . . ,Dt be clauses. Then D = D1 × · · · × Dt is an LGG of
D1, . . . ,Dt .
Proof. First, we have to show that D is a generalization of Di for i = 1, . . . , t . By
Proposition 10, it is sufficient to prove that MD → MDi . As noted in Section 2.1, this
follows by considering a projection. Thus, let the mapping ϕi from UD to UDi be defined
by
ϕi(z)=
{
ui if z= xu and u= (u1, . . . , ut ),
z otherwise (i.e., z ∈ {a1, . . . , an}).
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Obviously, ϕi preserves the constants. By the definitions of the product of structures and
of the product of clauses, for every (b1, . . . , bm) ∈ UmMD it holds that
PMD(b1, . . . , bm)⇔
t∧
i=1
PMDi
(
ϕi(b1), . . . , ϕi(bm)
)
and hence,
PMD(b1, . . . , bm)⇒ PMDi
(
ϕi(b1), . . . , ϕi(bm)
)
for i = 1, . . . , t . The same argument applies to the Rj ’s for j = 1, . . . , r . Thus, ϕi is
homomorphism for i = 1, . . . , t .
It remains to be proven that if any D′ is a generalization of the clauses D1, . . . ,Dt then
D′ is a generalization of D. Suppose D′ θ Di for i = 1, . . . , t . Then MD′ → MDi by
Proposition 10. Let the function ϕi :UD′ → UDi be such a homomorphism and consider
the mapping ϕ :UD′ →UD defined by
ϕ(z)=


a if z= a or z is a variable and
ϕ1(z)= · · · = ϕt(z)= a, for some constant a,
x(ϕ1(z),...,ϕt (z)) otherwise.
Then ϕ(z) ∈ UD for every z ∈ Var(D′), so ϕ is well defined. Furthermore, for every
(b1, . . . , bm) ∈ UmMD′ it holds that
PMD′ (b1, . . . , bm) ⇒
t∧
i=1
PMDi
(
ϕi(b1), . . . , ϕi(bm)
) (5)
⇔ PMD (ϕ(b1), . . . , ϕ(bm)). (6)
Implication (5) follows from the fact that every ϕi is a homomorphism, and equivalence (6)
holds by the construction of MD . The same argument applies to the Rj ’s for j =
1, . . . , r . As ϕ preserves the constants, MD′ → MD . Thus, D′ θ D follows from
Proposition 10. ✷
It may also be noted that D is the same clause as the one constructed by Plotkin’s
algorithm [56]. As noted above, if D1, . . . ,Dt do not have a selection then D is the empty
clause, which is an LGG ofD1, . . . ,Dt . If D1, . . . ,Dt have a selection thenD is nonempty.
In general, D is not reduced.
5. Products and relative least general generalizations
The notion of subsumption can be extended to subsumption with respect to background
knowledge [4,48,57]. We formulate a special case only, that is sufficient for the further
discussion. In this section we again consider Horn clauses only.
Let C be a basic clause (i.e., a definite, nonrecursive Horn clause of the form (1)), A
be a ground P -atom, and let the background knowledge B be a set of ground atoms of
the background predicates. Then C subsumes A with respect to the background knowledge
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B, denoted by C θ,B A, if the logic program consisting of C and the ground atoms in
B implies A. The terminology and notation used in this definition will be justified by
Proposition 12 below.
We denote by A← B the clause with head A and body consisting of the ground atoms
in B. The following proposition is a special case of a general result of [4] but it can also be
established directly. More on this proposition and its implications, for example in the case
when B is infinite, is given in [48].
Proposition 12. Let C be a basic clause, A be a ground P -atom, and B be a set of ground
atoms of the background predicates. Then C θ,B A if and only if C θ (A← B).
Proof. (“if”) This direction follows directly from the definitions of θ -subsumption and the
semantics of logic programs.
(“only-if”) By the definition of C θ,B A, A must be true in the least Herbrand model
M{C}∪B of the logic program {C} ∪ B (see, e.g., [41]). Since C is of the form (1) and B
consists of only ground Ri -atoms, a ground Ri -atom belongs to M{C}∪B if and only if it
belongs to B as well. Hence, there must exist a substitution θ such that Cheadθ = A and
Cbodyθ ⊆ B. 8 ✷
Now, after extending the notion of subsumption, we similarly extend the notion of
an LGG to relative LGG with respect to background knowledge. Let A1, . . . ,At be
ground P -atoms. Then a definite, nonrecursive Horn clause C is a relative least general
generalization (RLGG) of A1, . . . ,At with respect to the background knowledge B if
• C θ,B Ai for i = 1, . . . , t ,
• if C′ θ,B Ai for i = 1, . . . , t then C′ θ C.
Proposition 13. Let Di be the clause Ai ← B for i = 1, . . . , t , where Ai is a ground P -
atom and B is a set of ground atoms of the background predicates. Then D =D1×· · ·×Dt
is an RLGG of A1, . . . ,At with respect to B.
Proof. We first note that by the construction, D is a basic clause. By Proposition 11, D is
an LGG of the clauses Ai ← B (1 i  t). Hence, for every i = 1, . . . , t , D θ Ai ← B
which is equivalent to D θ,B Ai by Proposition 12.
Let D′ be a clause such that D′ θ,B Ai for every i = 1, . . . , t . Applying Proposition 12,
D′ θ Ai ← B for every i = 1, . . . , t . Since D is an LGG of the clauses Ai ← B
(1 i  t), it holds that D′ θ D. ✷
This proposition provides a general method for finding the relative least general
generalization of a set of ground atoms with respect to ground background knowledge
[4,48,57]. The clause thus obtained may be of exponential size in general. In some cases
it may be reduced, although finding a reduced clause is a difficult computational problem.
8 We note that the proposition also follows directly from Theorem 6 in [20]. As C is a nonrecursive definite
Horn clause, it is not self-resolving. Furthermore, A← B is not tautological, so C |= (A← B) is equivalent to
C θ (A← B).
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One of the general goals of our work is to find cases where this process can be made
more efficient by utilizing the structural information that is available about the background
knowledge.
6. From RLGGs to hypothesis finding
In this section we apply the previous considerations for RLGGs to the concept learning
problem formulated in Section 2.2. First, in Section 6.1 it is observed that the concept
classes are closed under intersection (under the additional assumption that the intersection
is nonempty, which is necessary in the case when the background knowledge is full, i.e., it
contains all possible facts). Thus, as noted in Section 2.2.1, one can define the concept
generated by a set of ground P -atoms with respect to background knowledge, as the
intersection of all concepts containing these atoms. It is observed in Section 6.2 that a
clause representing the generated concept can be obtained as the RLGG of these atoms
with respect to the background knowledge. The goal, then, is to efficiently find a clause
that is concept equivalent to the RLGG. 9 This leads to a solution of the hypothesis finding
problem, where one has to find a clause that is consistent with a given set of examples,
if such a clause exists, or output ‘no’ otherwise: it follows that if a consistent hypothesis
exists then the clause representing the concept generated by the positive examples with
respect to the background knowledge is such a hypothesis. In order to find such a clause,
we state in Section 6.3 the product homomorphism theorem, a reformulation in terms of
products and homomorphisms. This is our main tool in the rest of the paper for finding
efficient learning algorithms along the lines sketched above.
6.1. The concept classes CB,m
The concepts CB were defined in Section 2.2. In terms of subsumption with respect to
background knowledge, introduced in the previous section, this definition can be rewritten
as follows:
CB =
{
P(b1, . . . , bm): C θ,B P(b1, . . . , bm)
}
.
Proposition 12 provides a useful reformulation of this definition using ordinary subsump-
tion. This reformulation, stated in the next proposition, is used as the definition of the
concept classes in [37].
Proposition 14. Let C be a basic clause and B be a set of ground atoms of the background
predicates. Then CB = {P(b1, . . . , bm) :C θ (P (b1, . . . , bm)← B)}.
Proof. It follows directly from Proposition 12. ✷
9 We note that such a clause is not necessarily equivalent to the RLGG. For instance, let B =
{R(a1, a2),R(a2, a1)} and consider the RLGG D :P (y1, y2)← R(y1, y2),R(y2, y1),R(a1, a2),R(a2, a1) of
P (a1, a2) and P (a2, a1) with respect to B. Let C denote the basic clause P (x1, x2)← R(x1, x2). Although C
and D are concept equivalent, i.e., CB =DB , they are not equivalent, as D θ C .
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Corollary 15. Let C1 and C2 be basic clauses and B be a set of ground atoms of the
background predicates. Then C2B ⊆ C1B whenever C1 θ C2.
Proof. Let P(b1, . . . , bm) ∈C2B . Since
C1 θ C2 θ P (b1, . . . , bm)← B,
P (b1, . . . , bm) ∈C1B by Proposition 14. ✷
The following example shows that the converse of Corollary 15 is not true in general.
Example 16. Consider the background knowledge B consisting of the following facts
about the binary predicate R and the constants a1 and a2:
R(a1, a1), R(a1, a2), R(a2, a1).
Let the clauses C1 and C2 be defined as follows:
C1 :P(x1)← R(a1, x1) and C2 :P(x2)← R(a2, x2).
Although it holds that
C2B = {P(a1)} ⊆ {P(a1),P (a2)} = C1B,
C1 does not subsume C2.
Now we turn to the intersection closure property of the concept classes CB,m. First we
note that if B is full (i.e., it contains all ground atoms of the background predicates) then
for any basic clause C :L0 ← L1, . . . ,Ll , there exists a substitution θ such that L0θ is
ground and {L1, . . . ,Ll}θ ⊆ B. Hence, in this case ∅ /∈ CB,m. Consider the unit clauses
C1 :P(b1)← and C2 :P(b2)←
where b1 and b2 are different m-tuples of constants (assuming n > 1). Since C1B ∩C2B =
∅, the concept class CB,m is not closed under intersection in the case of full background
knowledge. 10 On the other hand, the following proposition shows that there are no such
examples when the background knowledge is not full.
Theorem 17. Let B be a set of ground atoms of the background predicates. If B is not full
then CB,m is closed under intersection.
Proof. First, we show that ∅ ∈ CB,m and hence, the theorem holds for concepts with an
empty intersection. As B is not full, there is a ground atom Rs(b1, . . . , bms ) for some s
(1  s  r) and b1, . . . , bms ∈ {a1, . . . , an} such that Rs(b1, . . . , bms ) /∈ B. Consider the
clause
C :P(t1, . . . , tm)←Rs(b1, . . . , bms ).
Clearly, CB = ∅.
10 Learning CB,m if B is full is equivalent to learning an m-ary atom without any background knowledge.
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Now we show the theorem for concepts that are not disjoint. It is sufficient to consider
the intersection of two concepts. Let C1B and C2B be concepts in CB,m such that
C1B ∩C2B = ∅. (7)
Suppose that Ci is of the form
P(ti,1, . . . , ti,m)←Li,1, . . . ,Li,li
where the ti,j ’s are terms for i = 1,2 and j = 1, . . . ,m. C1 and C2 are assumed to be
variable disjoint. The set of variables and constants occurring in the head of C1 and C2 is
denoted by T . 11 Let ρ denote the transitive closure of the relation{
(ti1,j , ti2,j ): ti1,j , ti2,j ∈ T for i1, i2 = 1,2 and j = 1, . . . ,m
}
.
Clearly, ρ is an equivalence relation on T . For a given t ∈ T , let [t]ρ denote the equivalence
class of ρ containing t .
Since the concepts C1B and C2B are not disjoint, the heads of the clauses C1, C2 are
unifiable. 12 Let σ be a substitution satisfying
P(t1,1, . . . , t1,m)σ = P(t2,1, . . . , t2,m)σ.
From the definition of ρ it follows that σ is a unifier of the terms belonging to [t]ρ for every
t ∈ T , i.e., |[t]ρσ | = 1. Hence, [t]ρ may contain at most one constant. Furthermore, if it
contains a constant then σ must map each variable of [t]ρ to this constant. This property
of ρ and the fact that C1 and C2 are variable disjoint are used in the following construction
of the unifier θ for the heads of C1 and C2.
Let ϕ be a function defined on the set of equivalence classes of ρ by
ϕ([t]ρ)=
{
a if ∃a such that [t]ρ ∩ {a1, . . . , an} = {a},
a new variable x otherwise,
for every term t ∈ T , and consider the clause
C = C1θ ∪C2θ, (8)
where
θ = {t/ϕ([t]ρ): t ∈ T \ {a1, . . . , an}}.
From the definition of ρ and θ it follows that t1,j θ = t2,j θ for every j = 1, . . . ,m. Hence,
θ unifies the heads of C1 and C2, and thus, C is a basic clause.
11 The proof below could be presented using a careful consideration of the most general unifier (see [66]) of the
heads of C1 and C2. For the sake of completeness, we give a self-contained argument.
12 A set of literals (respectively, terms) is unifiable if there is a substitution which maps each of them to the
same literal (respectively, term).
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We show that CB = C1B ∩C2B.
A ∈ CB ⇔ C θ (A← B) by Proposition 14
⇔ ∃γ : Cγ ⊆ (A← B) by definition of θ
⇔ ∃γ : (C1θ ∪C2θ)γ ⊆ (A← B) by (8)
⇔ ∃γ : C1θγ ⊆ (A← B) and C2θγ ⊆ (A← B)
⇔ C1 θ (A← B) and C2 θ (A← B) (9)
⇔ A ∈ C1B ∩C2B by Proposition 14.
We prove only the “if” part of equivalence (9). Its “only-if” part follows directly by the
definition of θ . Suppose that C1 θ (A ← B) and C2 θ (A ← B). Then there are
substitutions γ1, γ2 such that C1γ1,C2γ2 ⊆ (A← B). Since C1, C2 are variable disjoint,
γ1 ∪ γ2 is also a substitution unifying their heads, i.e.,
C1 head(γ1 ∪ γ2)= C2 head(γ1 ∪ γ2)=A.
Since A is a ground atom, [t]ρ(γ1 ∪ γ2) is a constant for every t ∈ T . Consider the
substitution
γ = {ϕ([t]ρ)/([t]ρ(γ1 ∪ γ2)): t ∈ T and ϕ([t]ρ) is a variable} ∪ γ1 ∪ γ2.
By the definition of θ and γ , x1γ1 = x1(θγ ) and x2γ2 = x2(θγ ) for every variable x1 of
C1 and x2 of C2. Hence, C1γ1 = C1(θγ ) and C2γ2 = C2(θγ ) and thus, C1(θγ ),C2(θγ )⊆
(A← B). ✷
If the intersections are required to be nonempty then the closure property holds in
general.
Corollary 18. CB,m is closed under nonempty intersections.
Proof. The second half of the proof above can be repeated without any modification. ✷
6.2. The concept generated by a set of ground atoms
Let S = {A1, . . . ,At } be a nonempty set of ground P -atoms and B be the background
knowledge. Corollary 18 above implies that the intersection of all concepts containing
A1, . . . ,At belongs to CB,m. 13 This intersection is denoted by GB(S) and it is called the
concept generated by S. Thus
GB(S)=
⋂
{CB ∈ CB,m: S ⊆ CB}.
13 Note that the set of all ground P -atoms is defined by the clause P (x1, . . . , xm)← , thus it always belongs to
CB,m.
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The following theorem provides a clause representation of GB(S).
Theorem 19. Let S = {A1, . . . ,At } be a nonempty set of ground P -atoms, B be the
background knowledge, andDi be the clauseAi ← B for i = 1, . . . , t . Then for the concept
DB corresponding to D =D1 × · · · ×Dt it holds that DB =GB(S).
Proof. (“⊆”) By Corollary 18, there exists a basic clause D′ such that D′B =GB(S). Thus,
D′ θ (Ai ← B) for i = 1, . . . , t by Proposition 14. Since D is an RLGG of A1, . . . ,At
with respect to B by Proposition 13, D′ θ D. Hence, DB ⊆D′B holds by Corollary 15.(“⊇”) Let A ∈ GB(S). By Proposition 14, C θ (A ← B) for every C that is a
generalization of Ai ← B for i = 1, . . . , t . Since D is an LGG of Ai ← B for i = 1, . . . , t
by Proposition 13, this applies to D. Hence, D θ (A← B) and so A ∈DB . ✷
6.3. The product homomorphism theorem
The problem of finding a consistent hypothesis is the following: given positive examples
A1, . . . ,At and negative examples B1, . . . ,Bs , find a concept CB that contains all the
positive examples and none of the negative examples, or answer ‘no’ if such a concept
does not exist.
It follows from Corollary 18 and Theorem 19 that if there is a consistent hypothesis then
any clause representing GB({A1, . . . ,At }) is such a hypothesis. In order to find such a
clause, we would like to give a combinatorial reformulation of the problem. The following
result will be our main tool for solving the hypothesis finding problem in the rest of the
paper. We recall that
M1 〈a1/b1,...,ak/bk〉 M2
denotes that there is a rooted homomorphism from M1 to M2 mapping ai to bi for
i = 1, . . . , k.
Theorem 20 (Product homomorphism theorem). Let B be the background knowledge and
S be the nonempty set{
P(b1,1, . . . , b1,m), . . . ,P (bt,1, . . . , bt,m)
}
consisting of ground atoms. Let bj denote the t-tuple (b1,j , . . . , bt,j ) for j = 1, . . . ,m.
Then
GB(S)=
{
P(b1, . . . , bm) : Bt 〈b1/b1,...,bm/bm〉 B
}
.
Proof. (“⊇”) Let A = P(b1, . . . , bm) and let ϕ be a rooted homomorphism from the
structure Bt to the structure B mapping bj to bj for j = 1, . . . ,m. Let the substitution
θ be defined by
xu/t ∈ θ ⇔ ϕ(u)= t
where u = (u1, . . . , ut ) is a nonconstant. It follows from the construction of D in the
previous subsection that Dθ ⊆ (A← B). Applying Proposition 14 and Theorem 19, we
get A ∈GB(S).
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(“⊆”) Suppose that A = P(b1, . . . , bm) ∈GB(S). By Theorem 19, it holds that DB =
GB(S). From Proposition 14 it follows that D θ (A← B). Let θ denote the substitution
for which Dθ ⊆ (A← B). Let the mapping ϕ :Bt → B be defined by
ϕ(u)=
{
ai if u= aBti for some i, 1 i  n,
(xu)θ otherwise.
It again follows from the construction of D that the mapping ϕ is indeed a homomorphism
from Bt to B.
D’s head is P(t1, . . . , tm), where tj is either the variable xbj (if b1,j , . . . , bt,j are not
identical) or the constant ai (if b1,j = · · · = bt,j = ai ), for j = 1, . . . ,m. In the first case,
(xbj )θ = bj . In the second case it must hold that bj = ai . In both cases, we get ϕ(bj )= bj ,
as required. ✷
This theorem suggests the following general method, called the product homomorphism
method:
(1) Find a combinatorial characterization for the existence of the required rooted
homomorphism.
(2) Translate this characterization into an (efficiently evaluable) Horn clause represen-
tation.
In Sections 7–9 we present examples for learning simple logic programs where both
steps can be carried out successfully, leading to efficient hypothesis finding algorithms. In
the case of forest background knowledge, the clause obtained is not equivalent to the RLGG
and it is not as short as possible, but it is relatively easy to describe. A direct application
of the method of Proposition 13 could also produce a clause of polynomial size, but it
would go through the exponential time process of reducing a large clause. Furthermore,
the combinatorial interpretation leads to the hypothesis in a very natural and transparent
way. Without using this approach the reduced clause, or any other clause of polynomial
size seems to be hard to find.
Example 21. As an application of the previous theorem, we show that there exists a
consistent hypothesis for our running example. Suppose for contradiction that the negative
example belongs to the concept generated by the two positive examples over B, i.e.,
P(a6, a2, a7) ∈GB
({P(a2, a9, a4),P (a7, a1, a9)}). (10)
By Theorem 20, there is a rooted homomorphism ϕ :B×B→ B mapping
(a2, a7) → a6, (a9, a1) → a2, (a4, a9) → a7.
Since ϕ is a homomorphism, it must map (see also Fig. 2) (a3, a8) to a7 and thus, (a4, a9)
to a8 which is a contradiction.
6.3.1. A remark on the role of constants: structures versus graphs
Before turning to the applications of the method, we describe a small modification that
simplifies the discussion. In the special case when there is only one binary background
predicate (i.e., in the case of simple logic programs)B and Bt can be considered as directed
graphs. Let Bg be the graph used to represent B in Sections 3–9. That is, in these cases
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Bg denotes the directed graph ({a1, . . . , an},R). In order to show that there is a rooted
homomorphism from the structure Bt to the structure B mapping the elements b1, . . . , bm
of the universe of Bt to the elements b1, . . . , bm of the universe of B, respectively, we have
to show that there is a homomorphism from the graph (Bg)t to Bg mapping the product
vertices b1, . . . , bm to the vertices b1, . . . , bm, respectively, and mapping the product
constant ai = (ai, . . . , ai) to ai for every i = 1, . . . , n, that is,
Bt 〈b1/b1,...,bm/bm〉 B⇔ (Bg)
t
〈b1/b1,...,bm/bm,a1/a1,...,an/an〉
Bg, (11)
where ai denotes the t-tuple (ai, . . . , ai) for i = 1, . . . , n. 14 We consider homomorphisms
in the latter form, thus also specifying the product constants as roots. Hence, we study
rooted homomorphisms from graph products. In this form one may hope to make use of
the large number of related techniques and results from graph theory (e.g., [22,42,52]).
6.3.2. An application to the VC-dimension
As a first application of Theorem 20, we formulate below, in Lemma 22 and
Corollary 23, general lower bounds for the VC-dimension of the concept classes CB,m,
which will be used later on for the concept classes studied in Sections 7–9. The proof of
the following lemma can be found in Appendix A.
Lemma 22. Let B be the background knowledge, P be a unary predicate symbol, and
a0, a1, . . . , ad be constants such that
(i) S = {P(a1), . . . ,P (ad)} is shattered by CB,1, and
(ii) P(ai) /∈GB({P(a0), . . . ,P (ai−1),P (ai+1), . . . ,P (ad)}) for i = 1, . . . , d .
Then VC-dim(CB,m)md .
Corollary 23. For every background knowledge B it holds that
VC-dim(CB,m)m ·
(
VC-dim(CB,1)− 1
)
.
Proof. Let VC-dim(CB,1)= d + 1 and let S ∪ {P(a0)} be a set shattered by CB,1, where
S = {P(a1), . . . ,P (ad)}.
Then both of the conditions of Lemma 22 hold, and hence
VC-dim(CB,m)md =m ·
(
VC-dim(CB,1)− 1
)
. ✷
In all cases considered in this paper, the above lower bound turns out to be sharp up to a
constant factor. We do not know if this holds in general.
14 This notation is consistent because graphs can be considered as structures over a vocabulary consisting of a
single binary predicate and no constants.
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7. Path graph background knowledge
As a first application of the product homomorphism method, now we consider learning
simple logic programs with the additional assumption that the background knowledge B is
a disjoint union of directed paths, called a path graph.
Let the graph G be a path graph. We denote by A(a) (respectively B(a)) the number
of vertices on the path containing a that are after (respectively before) a. We denote by
f (a) the successor node of a, and by f (i)(a)= f (f (i−1)(a)) the ith successor of a. We
denote by f (−1)(a) the predecessor of a, and by f (−i)(a) = f (−1)(f (−i+1)(a)) the ith
predecessor of a. We note that f (i)(a)may be undefined. We denote by dp(a, b) the signed
distance of a and b. That is, if f (d)(a)= b then dp(a, b)= d . If a and b belong to different
paths then dp(a, b)=∞.
7.1. Products of path graphs and rooted homomorphisms between paths
In this section we first collect some properties of the products of path graphs and then
present necessary and sufficient conditions for the existence of rooted homomorphisms
between paths. An illustration for the product of path graphs is given in Fig. 2 in Section 4.
With the exception of one property, we omit the proofs, as they follow from more general
results stated for forests.
Lemma 24. Let Gi = (Vi,Ei) be path graphs and bi, ci ∈ Vi for i = 1, . . . , t . Let
G = ∏ti=1 Gi be the product graph and b = (b1, . . . , bt ) and c = (c1, . . . , ct ) be the
corresponding product vertices of G. Then the following properties hold.
(i) G is a path graph.
(ii) A(b)= mini=1,...,t A(bi), and B(b)=mini=1,...,t B(bi).
(iii) The product vertices b and c belong to the same path in G and dp(b, c)= d if and
only if bi and ci belong to the same connected component in Gi and dp(bi, ci)= d
for i = 1, . . . , t .
Proof. To prove (i), we first note that each vertex of G has at most one predecessor and at
most one successor by Proposition 4. Furthermore, G is acyclic by Proposition 5. Hence,
G is a path graph. The proofs of (ii) and (iii) follow from the more general results given in
Section 8.1. ✷
Now we present necessary and sufficient conditions for the existence of rooted
homomorphisms between paths. The proofs of the next lemma and theorem follow from
the more general results given in Section 8.2.
Lemma 25. Let G1 and G2 be paths, let b be a vertex of G1, and c be a vertex of G2.
Then
G1 〈b/c〉 G2
if and only if A(b)A(c) and B(b) B(c).
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Theorem 26. Let G1 and G2 be paths. Let b1, . . . , bk be distinct vertices of G1 and
c1, . . . , ck be vertices of G2 for k > 1. Then
G1 〈b1/c1,...,bk/ck〉 G2
if and only if
G1 〈bi/ci〉 G2 for every i = 1, . . . , k, and (12)
dp(bi, bj )= dp(ci, cj ) for every i, j , 1 i = j  k. (13)
7.2. A combinatorial characterization of GB
We start by giving a description of the concept generated by a set of ground atoms. Let
S = {P(b1), . . . ,P (bt )}, where bi = (bi,1, . . . , bi,m) for i = 1, . . . , t (t > 1). Let bj denote
(b1,j , . . . , bt,j ) for j = 1, . . . ,m. Let
Iconst(S)=
{
j : 1 j m, bj is a product constant
}
,
Ivar(S)= {1, . . . ,m} \ Iconst(S),
Hpairs(S)=
{
(u, v): u,v ∈ Ivar(S),u = v and dp(bu, bv) =∞
}
.
We recall that Bg denotes the graph used to represent B.
Theorem 27. If B is a path graph then
GB(S)=
{
P(b1, . . . , bm):
bj = aqj if bj = aqj , for every j ∈ Iconst(S), (14)
(Bg)t 〈bj /bj 〉 Bg for every j ∈ Ivar(S), (15)
dp(bu, bv)= dp(bu, bv) for every (u, v) ∈Hpairs(S)
}
. (16)
Proof. By Theorem 20 and equivalence (11), P(b1, . . . , bm) ∈GB(S) if and only if
(Bg)t 〈b1/b1,...,bm/bm,a1/a1,...,an/an〉 Bg. (17)
Thus, we have to show that (17) holds if and only if (14), (15), and (16) hold.
(“if”) Suppose that (14), (15), and (16) hold. In order to show that (17) holds, the disjoint
paths in (Bg)t can be considered separately. We first note that if a path contains a vertex that
corresponds to a product constant then all of its other vertices also correspond to product
constants.
(i) For those paths in (Bg)t that do not contain any distinguished nonconstant product
vertex bj (i.e., j ∈ Ivar(S)), a projection to Bg can be applied. This case includes the
paths consisting of product constants, thus we map aq to aq for every q = 1, . . . , n.
(ii) For those paths that contain a single distinguished nonconstant product vertex bj ,
(15) provides the required (single) rooted homomorphism mapping bj to bj .
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(iii) If a path contains more than one distinguished nonconstant product vertex, then the
existence of the required multiply rooted homomorphism follows from (15) and
(16) by Theorem 26.
(“only-if”) Suppose that (17) holds. Then the proofs of (14) and (15) are automatic, and
(16) holds by Theorem 26. ✷
Applying the results of Section 7.1, the above characterization of GB(S) can be
reformulated as follows:
GB(S) =
{
P(b1, . . . , bm):
bj = aqj if bj = aqj for every j ∈ Iconst(S),
A(bj )A(bj ) and B(bj )B(bj ) for every j ∈ Ivar(S),
dp(bu, bv)= dp(bu, bv) for every (u, v) ∈Hpairs(S)
}
,
where the values A(bj ), B(bj ), and dp(bu, bv) can directly be computed from Bg by the
results of Section 7.1.
7.3. Concept representation
Theorem 27 gives the combinatorial characterization for the existence of the multiply
rooted homomorphism required by Theorem 20. In this section we focus on the second
step of the product homomorphism method. We show how to translate the conditions of
Theorem 27 into a Horn clause C representing GB(S). Furthermore, we show that the
size of C (i.e., the number of literals it contains) is polynomial in n and m, and C is
efficiently evaluatable. The algorithm computing such a clause is given in Algorithm 1.
First, we define the subroutine CREATEPATH(x, y, d) called by Algorithm 1. Here x and
y are variables or the special symbol λ, and d  0.
CREATEPATH(x, y, d):
if d = 0 return ∅
else if x = λ return {¬R(z1, z2), . . . ,¬R(zd, y)}
else if y = λ return {¬R(x, z1), . . . ,¬R(zd−1, zd )}
else return {¬R(x, z1), . . . ,¬R(zd−1, y)}
where z1, . . . , zd are new variables. That is, if x and y are different from λ then the
subroutine returns a set of negated R-atoms such that the corresponding directed graph
is a directed path of length d from x to y . If x or y is the special symbol λ then a path of
length d is generated leaving x or leading into y .
Algorithm 1 PATHGRAPH.
input: set S = {P(b1), . . . ,P (bt )} of ground atoms and a path graph B
output: clause C satisfying CB =GB(S)
(1) let C := {P(t1, . . . , tm)}, where tj is the constant aqj if bj = aqj , otherwise
it is the variable xbj for j = 1, . . . ,m
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(2) for all j ∈ Ivar(S)
(3) if B(bj )=min{B(bk): (j, k) ∈Hpairs(S) or j = k}
(4) then C := C ∪ CREATEPATH(λ, tj ,B(bj ))
(5) if A(bj )=min{A(bk): (j, k) ∈Hpairs(S) or j = k}
(6) then C := C ∪ CREATEPATH(tj , λ,A(bj ))
(7) else C := C ∪ CREATEPATH(tj , tk, dp(bj , bk)) where k satisfies
A(bk)=max{A(bu): (u, j) ∈Hpairs(S) and A(bu) < A(bj )}
(8) return C
Following (14), in Line (1) of Algorithm 1 we define the head of the output clause C.
Theorem 27 implies that if bj = aqj then bj = aqj , and if bu = bv then bu = bv
for every P(b1, . . . , bm) ∈ GB(S). In Loop (2)–(7), we consider only the nonconstant
distinguished product vertices bj . If the path containing bj has no distinguished product
vertex before (respectively after) bj then we add a set of negated R-atoms to C that forms
a directed path of length B(bj ) (respectively A(bj )) ending (respectively starting) at the
variable xbj (see Lines (3, 4)) (respectively see Lines (5, 6)). If bj has an ancestor 15 being
a distinguished product vertex (‘else’ part of Line (5)) then we add a set of negatedR-atoms
to C that describes a directed path of length dp(bj , bk) from xbj to xbk , where bk denotes
the closest (proper) ancestor of bj among b1, . . . , bm (see Line (7)).
Example 28. The steps of Algorithm 1 are illustrated by the running Example 7. In
our running example we have two positive examples, and hence, S = {P(a2, a9, a4),
P (a7, a1, a9)}. Since none of b1 = (a2, a7), b2 = (a9, a1), b3 = (a4, a9) is a product
constant, C = {P(x(a2,a7), x(a9,a1), x(a4,a9))} (see Line (1)). The number of iterations
(Line (2)) is 3, because Iconst(S)= ∅.
Only b1 and b2 meet the condition given in Line (3) because b3 belongs to the path
containing b1, and B(b1) < B(b3). Since B(b1)= 1, we add the literal ¬R(y1, xb1) to C.
On the other hand, for b2 we do not add any literal to C because B(b2)= 0 (see Line (4)
and the definition of CREATEPATH). Similarly, for j = 2 and j = 3 we add the only literal
¬R(xb2, y2) to C because A(b3) = 0 (see Lines (5, 6)). Line (7) is applied only to b1.
Since dp(b1, b3)= 2, we add the literals ¬R(xb1, y3),¬R(y3, xb3) to C. The final clause
computed for our example is
C :P(xb1, xb2, xb3)← R(y1, xb1), R(xb2, y2), R(xb1, y3), R(y3, xb3).
Theorem 29.
(i) Algorithm 1 is correct, i.e., CB =GB(S), and it is polynomial in m,n, and t .
(ii) The size of C is O(mn).
(iii) C can be evaluated with respect to B in time polynomial in m and n.
15 We say that b is an ancestor of a and a is a descendant of b if b = f (i)(a) for some i  0. Thus, edges in a
tree are directed from a descendant to its ancestor. This notation is used because it is convenient to consider the
directed edges as representing a (partial) function.
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Proof.
(i) First we show the correctness. The body of C may be viewed, as usual, as a graph
corresponding to the R-literals contained in it. In fact, this graph is a path graph. Let
Lj denote the path containing the variable xbj in this graph. With an abuse of notation,
we also write Lj for the clause containing the negative R-literals corresponding to the
edges of the path. It holds that A(xbj ) = A(bj ) and B(xbj ) = B(bj ). It also holds that
Lj {xbj /bj }θ (← B) if and only if the path Lj {xbj /bj } subsumes the literals correspond-
ing to the longest path in B that contains the constant bj . By Lemma 25, this condition is
equivalent to A(xbj )A(bj ) and B(xbj ) B(bj ). Similarly,
(Bg)t 〈bj /bj 〉 Bg
if and only if there is a rooted homomorphism from the path containing bj to the path
containing bj and mapping bj to bj , which in turn is equivalent to A(bj )  A(bj) and
B(bj )B(bj ) by Lemma 25. Thus, we get
(Bg)t 〈bj /bj 〉 Bg ⇔ Lj {xbj /bj }θ (← B) (18)
for every distinguished nonconstant product vertex bj . Furthermore, the construction
guarantees that if bk is another distinguished nonconstant product vertex on the path
containing bj then
dp(bj , bk)= dp(bj , bk)⇔ Lj {xbj /bj , xbk/bk}θ (← B). (19)
Let L denote the body of C (i.e., C is of the form P(t1, . . . , tm)← L). By construction,
L=⋃mj=1 Lj , where Lj = ∅ if j ∈ Iconst(S), and Lj = Lk if and only if bj and bk belong
to the same path in (Bg)t . Then it holds that
P(b1, . . . , bm) ∈GB(S)
⇔ (14), (15), and (16) hold (20)
⇔ tj = aqj if bj = aqj for every j ∈ Iconst(S), (21)
Lj {tj /bj }θ (← B) for every j ∈ Ivar(S), and
Lj {tu/bu, tv/bv}θ (← B) for every (u, v) ∈Hpairs(S)
⇔ C θ (P (b1, . . . , bm)← B) (22)
⇔ P(b1, . . . , bm) ∈CB. (23)
(20) and (21) hold by Theorem 27 and by (18), (19), respectively. (22) follows from the
construction of L, and finally, we get (23) by Proposition 14.
For the proof of the efficiency we note that both of |Ivar(S)| and |Hpairs(S)| are
polynomial in m, the elements of Hpairs(S) can be computed efficiently by Lemma 24,
and the A and B values for any product vertex in (Bg)t can be determined efficiently from
Bg by Lemma 24.
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(ii) From Lemma 24 it follows that the length of the longest path in (Bg)t is at most the
length of the longest path in Bg, which is at most n−1. Therefore, in each iteration at most
n literals can be added to C and the number of iterations is at most m.
(iii) In order to evaluate C with respect to B, we have to decide if, given an assignment
of constants to the variables in the head, there is an assignment of constants to the variables
in the body such that all literals in the body belong to B. However, in the natural order of
literals corresponding to their occurrence in CREATEPATH, there is at most one suitable
value for each literal (a successor or a predecessor) which can be found efficiently. 16 ✷
7.4. Polynomial PAC-learnability
Now we formulate the first application of our approach to learnability. This result will
be generalized in the next section to forests (with a weaker upper bound on the sample
complexity).
Theorem 30. Simple logic programs with B being a path graph are polynomially PAC-
learnable.
Proof. In view of the general result on polynomial PAC-learnability given by Theorem 1
in Section 2.2, it is sufficient to show that the VC-dimension is polynomial and that
hypothesis finding can be done in polynomial time. According to (3) in Section 2.2, for the
polynomiality of the VC-dimension it is sufficient to show that log2 |CB,m| is polynomial.
Part (ii) of Theorem 29 implies |CB,m| (nm)O(nm). The efficiency of Algorithm 1 is stated
in (i) of Theorem 29. ✷
7.4.1. Sharper bounds for the VC-dimension
As the sample complexity in the PAC model is proportional to the VC-dimenson [3], it
is of some interest to prove sharper bounds for the VC-dimension. First, we give a lower
bound showing that the VC-dimension of CB,m can be 8(m) when B is a path graph.
Proposition 31. There is a path graph background knowledge B such that the VC-
dimension of CB,m is at least 2m.
Proof. Let us assume that we have 3 objects a0, a1, a2 and let the background knowledge
B defined by the binary relation R over these objects be
R(a1, a0), R(a0, a2).
The lower bound then follows from Lemma 22, noting that a0, a1, and a2 satisfy its
conditions. ✷
The following theorem gives an upper bound for the VC-dimension. In view of the above
proposition, this bound is sharp up to order of magnitude.
Theorem 32. If B is a path graph then the VC-dimension of CB,m is O(m).
16 In other words, C is determinate with respect to B [48,53] if it is ordered in the natural way.
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Proof. Using Corollary 3, the upper bound follows if we show that for every set S one can
select a subset S′ of S such that |S′|< 4m and GB(S′)=GB(S).
In order to select such a subset from S, we note that from Theorem 27 and Lemma 25 it
follows that GB(S′)=GB(S) for every S′ ⊆ S whenever the following conditions hold:
(i) Ivar(S′)= Ivar(S),
(ii) Hpairs(S′)=Hpairs(S),
(iii) A(bj,S ′)=A(bj,S) and B(bj,S ′)= B(bj,S)
for every j ∈ Ivar(S), where bj,S ′ (respectively bj,S ) denotes the tuple formed by the j th
arguments of the atoms of S′ (respectively S). (We note that the above conditions imply
dp(bu,S ′, bv,S ′)= dp(bu,S, bv,S) for every (u, v) ∈Hpairs(S).)
The main steps of the selection of S′ are defined by the above conditions (but in a
different order).
Construction of S1. First we deal with condition (iii) concerning the number of vertices
on the path containing bj,S ′ for some j ∈ Ivar(S) that are after (respectively before) bj,S ′ .
Let SA and SB be subsets of S with the smallest cardinalities satisfying
min
P(b1,...,bm)∈SA
A(bj ) = min
P(b1,...,bm)∈S
A(bj ),
min
P(b1,...,bm)∈SB
B(bj ) = min
P(b1,...,bm)∈S
B(bj ),
for every j ∈ Ivar(S), and let S1 = SA ∪ SB . Clearly,
|S1| 2m.
Applying Lemma 24, for every j ∈ Ivar(S) it holds that
A(bj,S1)=A(bj,S) and B(bj,S1)= B(bj,S).
Construction of S2. This step corresponds to condition (i), as it holds that Ivar(S1) ⊆
Ivar(S). For the case when Ivar(S1) Ivar(S), consider the set Ivar(S) \ Ivar(S1). This set
contains arguments j such that every atom in S1 has the same j th argument, and there is
an atom in S with a different j th argument. For each such j pick any such atom, and add
it to S1. Let the enlarged set be S2. Since at most m atoms have been added to S1, we have
|S2| 3m.
Construction of S3. Now we consider the case, according to condition (ii), when two
distinguished product vertices belong to the same path in the product corresponding to S2,
but they belong to different paths in the product corresponding to S, i.e., when Hpairs(S)
Hpairs(S2). Let (u, v) ∈ Hpairs(S2) \ Hpairs(S). Then Lemma 24 implies that there are
|d| < n and P(b1, . . . , bm) ∈ S such that d = dp(b′u, b′v) for every P(b′1, . . . , b′m) ∈ S2
and dp(bu, bv) = d . Adding at most m− 1 such atoms to S2, we can obtain a set S3 such
that Hpairs(S3)=Hpairs(S). Thus, for the cardinality of S3 it holds that
|S3|< 4m.
Let S′ = S3. The construction of S′ and the previous remarks imply that GB(S) =
GB(S′) and the theorem follows. ✷
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8. Forest background knowledge
In this section we generalize the results of the previous section to the case when B is a
forest. Throughout this section we use the following example.
Example 33. Let us assume that we would like to learn a ternary target predicate P having
the following background knowledge B about the binary background predicate R and the
constants a1, . . . , a19:
R(a1, a10), R(a2, a3), R(a3, a4), R(a4, a10), R(a10, a11), R(a11, a12),
R(a5, a6), R(a6, a7), R(a7, a8), R(a8, a9), R(a9, a10),
R(a13, a18), R(a14, a15), R(a15, a16), R(a16, a17), R(a17, a18), R(a18, a19).
The directed graph representingR is a forest consisting of two directed trees (see Fig. 3).
Suppose that P(a1, a1, a10),P (a16, a4, a13) belong to the target concept and P(a3, a9, a9)
does not belong to it. We would like to find, if it exists, a clause that is consistent with the
examples with respect to the background knowledge B.
Let G be a forest. If a is a node then f (a) denotes the parent of a, and f (i)(a) =
f (f (i−1)(a)), i  0, denotes the ith parent of a (f (i)(a) may be undefined). We write
a " b (respectively a ≺ b) if b = f (i)(a) for some i  0 (respectively i > 0). If a " b
(respectively a ≺ b) then b is an ancestor (respectively proper ancestor) of a, and a is a
descendant (respectively proper descendant) of b. The height of a, denoted by h(a), is
the length of the longest directed path ending at a. If f (i)(a) is undefined then we define
h(f (i)(a)) to be 0.
Let a and b be nodes of a tree. Then one can get from a to b using a certain number
of edges directed towards the root followed by a certain number of edges directed away
Fig. 3. The forest structure of the background knowledge B in Example 33.
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from the root. Let these numbers be dx and dy (both may be 0). The sequence of edges is
referred to as a (dx, dy)-walk from a to b. (This differs from the notion of a walk used in
Section 2.3.) The paths towards the root and away from the root may have more than one
common edge. Consider the set D(a,b) defined by
D(a,b)= {(dx, dy): there is a (dx, dy)-walk from a to b}.
One can see that if D(a,b) = ∅ then there is a pair (d1, d2) ∈D(a,b) such that for each
(dx, dy) ∈D(a,b) there exists a nonnegative integer d , 0 d < n, satisfying dx = d1 + d ,
and dy = d2 + d . In other words, (d1, d2)  (dx, dy) for every (dx, dy) ∈D(a,b), where
 denotes the partial ordering of vectors obtained from comparing their components. We
define the distance df (a, b) of a and b to be the pair (d1, d2). It holds that f (d1)(a) =
f (d2)(b). This node, called the least common ancestor of a and b, is denoted by lca(a, b).
The node lca(a, b) belongs to every (dx, dy)-walk from a to b. If a and b belong to different
trees (i.e., D(a,b)= ∅) then df (a, b)=∞. If W is a set of nodes in a tree then lca(W)
is the unique smallest (with respect to ") node, which is an ancestor of every node in W .
Later on we will use the following property.
Proposition 34. Let W be a set of nodes in a tree and let a be a node in W . Then there is
a node b in W such that lca(a, b)= lca(W).
Proof. Let lca(W) be f (d)(a) for some d  0. If lca(a, b) is a proper descendant of
f (d)(a) for every b ∈W then f (d−1)(a) is also a common ancestor of W . Hence, it must
be the case that lca(a, b)= f (d)(a) for some b ∈W . ✷
Example 35. Consider the nodes a4 and a8 used in Example 33 (see also Fig. 3). Since
D(a4, a8)= {(1,2), (2,3), (3,4)}, it holds that df (a4, a8)= (1,2) and lca(a4, a8)= a10.
8.1. Products of forests
In this section we formulate some properties of products of forests. The product of two
copies of the forest of Fig. 3 is shown in Fig. 4.
Proposition 36. Let Gi be a forest for i = 1, . . . , t . Then G=∏ti=1 Gi is also a forest.
Proof. G has no directed cycles by Proposition 5. Furthermore, each vertex of G has at
most one parent by Proposition 4. Hence, G is a forest. ✷
Lemma 37. Let Gi = (Vi,Ei) be a forest, and bi ∈ Vi for i = 1, . . . , t . Consider the
product vertex b= (b1, . . . , bt ) of the product G=∏ti=1 Gi . For every l  0 it holds that
h
(
f (l)(b))= min
i=1,...,t h
(
f (l)(bi)
)
. (24)
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Fig. 4. The product of two copies of the forest of Fig. 3.
Proof. G is a forest by Proposition 36. The arguments used in Section 2.3 imply that
for every l  0 it holds that f (l)(b) is defined if and only if f (l)(bi) is defined for every
i = 1, . . . , t .
(a) If f (l)(b) is undefined for some l  0 then (24) is straightforward by the definition
of h.
(b) Suppose that f (l)(b) is defined. Then f (l)(bi) is defined and Gi has a directed
path of length at least h(f (l)(b)) ending at f (l)(bi) for every i = 1, . . . , t . Hence,
h(f (l)(b)) h(f (l)(bi)) for every i = 1, . . . , t , and so
h
(
f (l)(b)) min
i=1,...,t h
(
f (l)(bi)
)
. (25)
Conversely, consider a longest directed path ending at f (l)(bi) in Gi for every
i = 1, . . . , t . The product of these paths, which is a path graph, contains a directed
path in G ending at f (l)(b). Its length is mini=1,...,t h(f (l)(bi)), and thus,
h
(
f (l)(b)) min
i=1,...,t h
(
f (l)(bi)
)
. (26)
(24) follows then directly by (25) and (26). ✷
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Proposition 38. Let Gi = (Vi,Ei) be a forest, and bi, ci ∈ Vi for i = 1, . . . , t . Consider
the product vertices b = (b1, . . . , bt ), and c = (c1, . . . , ct ) of the product G =∏ti=1 Gi .
Then b and c belong to the same tree in G if and only if bi and ci belong to the same
tree in Gi and there exist dx, dy  0 such that f (dx)(bi) and f (dy)(ci) are defined and
f (dx)(bi)= f (dy)(ci) for i = 1, . . . , t .
Proof. The “if” part follows from
f (dx)(b)= (f (dx)(b1), . . . , f (dx)(bt ))= (f (dy)(c1), . . . , f (dy)(ct ))= f (dy)(c).
For the “only if” part let (dx, dy)= df (b, c). Such a distance (dx, dy) exists because b
and c belong to the same tree by assumption. Thus, f (dx)(b) and f (dy)(c) are defined and
they are identical by the definition of df . Hence, their components f (dx)(bi) and f (dy)(ci)
must also be defined, and they satisfy
f (dx)(bi)= f (dy)(ci)
for i = 1, . . . , t . ✷
Lemma 39. Let G, b, and c be as in the previous proposition. If b and c belong to the
same tree in G then there exists a k, 1 k  t , such that
df (b, c)= df (bk, ck)=
(
max
i=1,...,t
dx,i, max
i=1,...,t
dy,i
)
,
where (dx,i, dy,i)= df (bi, ci) for i = 1, . . . , t .
Proof. Let df (b, c)= (dx, dy). Then there is a (dx, dy)-walk from b to c and hence, from
bi to ci for every i = 1, . . . , t . By the definition of df (bi, ci), there exists a di  0 such that
dx = dx,i + di and dy = dy,i + di. (27)
Therefore, for a value of k minimizing di it holds that
(dx,k, dy,k)=
(
max
i=1,...,t
dx,i, max
i=1,...,t
dy,i
)
. (28)
We show that dx = dx,k and dy = dy,k . Since dk is nonnegative, from (27) it follows that
(dx, dy) (dx,k, dy,k). (29)
From (27)–(29) it follows that dx  dx,k  dx,i , dy  dy,k  dy,i and dx − dy = dx,k −
dy,k = dx,i − dy,i for every i = 1, . . . , t . Hence, as there are (dx, dy) and (dx,i, dy,i)-walks
from bi to ci , there is also a (dx,k, dy,k)-walk from bi to ci for every i = 1, . . . , t . Thus,
there is a (dx,k, dy,k)-walk from b to c, and therefore it also holds that
(dx,k, dy,k) (dx, dy). ✷
Proposition 38 and the previous lemma give an efficient algorithm to decide if two
product vertices belong to the same tree and to compute their distance, without explicitly
considering the product, which may be of exponential size.
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8.2. Rooted homomorphisms between trees
In this section we give necessary and sufficient conditions for the existence of rooted
homomorphisms between trees. Since paths are a special case of trees, this section
generalizes the results of Section 7.1 from paths to trees.
Lemma 40. Let G1 and G2 be trees. Let b be a vertex of G1 and c be a vertex of G2. Then
G1 〈b/c〉 G2
if and only if
h
(
f (l)(b)
)
 h
(
f (l)(c)
) for every l  0. (30)
Proof. (“if”) For each l  0 for which f (l)(b) exists, let pl be one of the paths in G2 of
length h(f (l)(c)) ending at f (l)(c). Let v be an arbitrary vertex in G1 and let k be the
smallest integer for which there is a directed path from v to f (k)(b). Thus, f (k)(b) is the
d th parent of v for some d  0, i.e., f (d)(v)= f (k)(b).
Consider the mapping ϕ from G1 to G2 defined by
ϕ :v → v′,
where v′ is the node on pk for which f (d)(v′)= f (k)(c). Since 0  d  h(f (k)(b)), v′ is
defined by (30).
Applying the construction to d = k = 0, we get that ϕ maps b to c. In order to show
that ϕ is a homomorphism, consider a vertex v in G1 for which f (v) is defined. We show
that the edge (v, f (v)) is mapped to an edge by ϕ. If v = f (k)(b) for some k  0 then
f (v) = f (k+1)(b). Since ϕ(v) = f (k)(c) and ϕ(f (v)) = f (k+1)(c) by the construction,
(ϕ(v),ϕ(f (v))) is an edge of G2. Otherwise, i.e., if v is not an ancestor of b, let k  0
be the smallest number for which there is a directed path from v to f (k)(b). From the
assumption of this case it follows that f (v) is also a node on this path, and thus, v and
f (v) are mapped to the nodes of the path pk such that ϕ(f (v))= f (ϕ(v)).
(“only-if”) If f (l)(b) is undefined for some l  0 then (30) holds directly by the
definition of h. If f (l)(b) is defined for some l  0 then f (l)(c) must also be defined
because the homomorphism ϕ must map f (l)(b) to f (l)(c). Suppose for contradiction that
h
(
f (l)(b)
)
> h
(
f (l)(c)
) (31)
and consider one of the directed paths in G1 of length h(f (l)(b)) ending at f (l)(b). Then,
by Proposition 6 there must be a path in G2 of length at least h(f (l)(b)) ending at f (l)(c)
contradicting (31). ✷
Lemma 41. Let G1 and G2 be trees, let b1, b2 be distinct vertices of G1 and c1, c2 be
vertices of G2. Let df (b1, b2)= (d1, d2). Then
G1 〈b1/c1,b2/c2〉 G2
if and only if
(1) G1 〈b1/c1〉 G2 and G1 〈b2/c2〉 G2,
(2) f (d1)(c1)= f (d2)(c2).
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Proof. (“if”) Let ϕ1, ϕ2 denote the corresponding single rooted homomorphisms, which
exist by the assumption of this direction. If d2 = 0 then this direction follows by
ϕ1(b2)= ϕ1
(
f (d1)(b1)
)= f (d1)(ϕ1(b1))= f (d1)(c1)= c2.
Thus, in this case ϕ1 itself is the required doubly rooted homomorphism.
Suppose that d2 > 0. Let G′1 be the subtree of G1 rooted at f (d2−1)(b2). Consider the
mapping ϕ defined by
ϕ(b)=
{
ϕ2(b) if b is a vertex of G′1,
ϕ1(b) otherwise.
We only have to show that the edge (f (d2−1)(b2), f (d1)(b1)) is mapped to an edge by ϕ.
This indeed holds as ϕ(f (d2−1)(b2))= f (d2−1)(c2), ϕ(f (d1)(b1))= f (d1)(c1)= f (d2)(c2),
and there is an edge (f (d2−1)(c2), f (d2)(c2)).
(“only-if”) Let ϕ denote a corresponding doubly rooted homomorphism. The first
condition holds automatically. The second condition follows from
f (d1)(c1) = f (d1)
(
ϕ(b1)
)
= ϕ(f (d1)(b1))
= ϕ(f (d2)(b2))
= f (d2)(ϕ(b2))
= f (d2)(c2). ✷
Now we formulate a necessary and sufficient condition for the existence of a multiply
rooted homomorphism between trees.
Theorem 42. Let G1 and G2 be trees. Let b1, . . . , bk be distinct vertices of G1 and
c1, . . . , ck be vertices of G2 for k > 1. Then
G1 〈b1/c1,...,bk/ck〉 G2 if and only if G1 〈bi/ci ,bj /cj 〉 G2 for every i = j .
Proof. The “only if” direction holds trivially. The “if” direction can be shown by induction
on k. The basis is automatic. For the general case we may assume without loss of generality
that the subtree of G1 rooted at bk does not contain any vertex from b1, . . . , bk−1. Let d > 0
be the smallest number such that f (d)(bk) has a descendant bi , i = k. Let G′1 be the subtree
rooted at f (d−1)(bk). By the induction hypothesis,
G1 〈b1/c1,...,bk−1/ck−1〉 G2
and let ϕ1 be such a multiply rooted homomorphism. Also, by assumption,
G1 〈bi/ci ,bk/ck〉 G2,
and let ϕ2 be such a doubly rooted homomorphism. Now define
ϕ(b)=
{
ϕ2(b) if b ∈G′1,
ϕ1(b) otherwise.
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In order to show that ϕ is the required multiply rooted homomorphism, a similar argument
can be used as in the proof of the “if” part of the previous lemma. ✷
8.3. A combinatorial characterization of GB
In this section we give a combinatorial description of the concept generated by a set of
ground P -atoms over a forest background knowledge B.
Let S be the set of ground atoms {P(b1), . . . ,P (bt )} with bi = (bi,1, . . . , bi,m) for
i = 1, . . . , t (t > 1). Let bj denote the product vertex (b1,j , . . . , bt,j ) for j = 1, . . . ,m.
Let
Iconst(S)=
{
j : 1 j m, bj is a product constant
}
,
Ivar(S)= {1, . . . ,m} \ Iconst(S),
Hpairs(S)=
{
(u, v): u,v ∈ Ivar(S),u < v, and df (bu, bv) =∞
}
,
Hconst(S, j)=
{
aq : 1 q  n, bj and aq belong to the same tree
}
for every j ∈ Ivar(S). If j ∈ Iconst(S) then let Hconst(S, j)= ∅. 17
Theorem 43. If B is a forest then
GB(S)=
{
P(b1, . . . , bm):
bj = aqj if bj = aqj for every j ∈ Iconst(S), (32)
(Bg)t 〈bj /bj 〉 Bg for every j ∈ Ivar(S), (33)
(Bg)t 〈bu/bu,bv/bv〉 Bg for all (u, v) ∈Hpairs(S), (34)
(Bg)t 〈bj /bj ,a/a〉 Bg for all a ∈Hconst(S, j) and j ∈ Ivar(S)
}
. (35)
Proof. Theorem 20 and equivalence (11) imply that P(b1, . . . , bm) ∈GB(S) if and only if
(Bg)t 〈b1/b1,...,bm/bm,a1/a1,...,an/an〉 Bg. (36)
Therefore, in the remainder of the proof we show that (36) holds if and only if
conditions (32)–(35) hold.
The “only if” part is automatic. In order to prove the “if” part, we note that the connected
components of (Bg)t can be considered separately as follows.
• If a tree does not contain any nonconstant product vertices from b1, . . . , bm then a
projection of (Bg)t to any component provides a homomorphism into Bg mapping
each occurring product constant a to a.
• For those trees that contain exactly one distinguished nonconstant product vertex and
no product constants, (33) provides the required single rooted homomorphisms.
17 In this case it would be more natural to define Hconst(S, j) again as the set of constants belonging to the same
tree as bj . The current definition is also correct and it simplifies the discussion.
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• For each remaining tree of (Bg)t , we have to show the existence of a multiply rooted
homomorphism. By Theorem 42, the existence of a multiply rooted homomorphism
is equivalent to the existence of a set of doubly rooted homomorphisms. This set of
doubly rooted homomorphisms is given in the theorem by (34) and (35) along with
(32). ✷
We note that Lemmas 40 and 41 provide an explicit, though lengthy, reformulation of
this theorem in terms of heights and path lengths, which will actually be used when we
apply the theorem.
8.4. Concept representation
A clause representing the concept generated by a set of ground P -atoms over a forest
background knowledge can be constructed by the Algorithm 2 given below. The idea is
similar to that used in Section 7.3, that is, we translate the conditions of Theorem 43 into
an ‘equivalent’ Horn clause.
Algorithm 2 (FOREST).
input: set S = {P(b1), . . . ,P (bt )} of ground atoms and
forest background knowledge B
output: clause C such that CB =GB(S)
(1) let C := {P(t1, . . . , tm)}, where tj is the constant aqj if bj = aqj (1 qj  n),
otherwise it is the variable xbj for j = 1, . . . ,m
(2) for all j ∈ Ivar(S)
(3) C := C ∪ CREATETREE(tj , h0, . . . , hn−1),
where hl = h(f (l)(bj )) for l = 0, . . . , n− 1
(4) for all a ∈Hconst(S, j)
(5) C := C ∪ CREATEWALK(tj , a, df (bj , a))
(6) for all (u, v) ∈Hpairs(S)
(7) C := C ∪ CREATEWALK(tu, tv, df (bu, bv))
(8) return C
The two subroutines called by Algorithm 2 are the following (for the definition of the
subroutine CREATEPATH see Section 7.3):
CREATETREE(x,h0, . . . , hn−1). It returns a set of negated R-atoms that corresponds to
a tree containing a node labeled by x such that for the heights of x’s ancestors it holds that
h(f (l)(x)) = hl for every l = 0,1, . . . , n − 1, and h(f (n)(x)) = 0. (As the length of the
longest path in B is less than n, h(f (n)(aq))= 0 for every q = 1, . . . , n.) Formally,
CREATETREE(x,h0, . . . , hn−1)= CREATEPATH(λ, x,h0)∪
(
n−1⋃
i=1
Li
)
,
with
Li =
{ {¬R(yi−1, yi)} ∪ CREATEPATH(λ, yi, hi) if hi > 0,
∅ otherwise,
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for i = 1, . . . , n − 1, where y0 = x and y1, . . . , yn−1 are new variables. The parameters
must satisfy 0 h0 < · · ·< hk and hl = 0 for some 0 k < n and for every k < l < n.
CREATEWALK(t1, t2, d1, d2). It returns a set of negated R-atoms that forms a (d1, d2)-
walk from t1 to t2, i.e.,
CREATEWALK(t1, t2, d1, d2)
=
{CREATEPATH(t2, t1, d2) if d1 = 0,
CREATEPATH(t1, t2, d1) if d2 = 0,
CREATEPATH(t1, y, d1)∪ CREATEPATH(t2, y, d2) otherwise.
Here y is a new variable.
For instance, the output of CREATETREE(x,1,2,4,0, . . . ,0) is the clause
← R(z1, x), R(x, y1), R(y1, y2),
R(z2, z3), R(z3, y1),
R(z4, z5), R(z5, z6), R(z6, z7), R(z7, y2).
For the outputs of CREATETREE and CREATEWALK the next propositions hold.
Proposition 44. Let G be a tree containing a node labeled by a such that it satisfies
h
(
f (l)(a)
)= hl for l = 0, . . . , n− 1, and h(f (n)(a))= 0.
Let B be a forest background knowledge and L be the output of CREATETREE(x,h0, . . . ,
hn−1), where x is a variable. Then for every i = 1, . . . , n it holds that
G 〈a/ai〉 Bg ⇔ L{x/ai}θ (← B).
Proof. The proof follows directly from Lemma 40 and from the definition of CREATE-
TREE. ✷
Proposition 45. Let the background knowledge B be a forest, aq, aw be constants (1 
q,w n), and d1, d2  0. Then
f (d1)(aq)= f (d2)(aw)⇔ L{x1/aq, x2/aw}θ (← B),
where L= CREATEWALK(x1, x2, d1, d2), and x1, x2 are variables.
Proof. It follows directly from Proposition 6 and from the definition of CREATE-
WALK. ✷
Now we are ready to prove the necessary properties of the clause C computed by
Algorithm 2.
Theorem 46.
(i) Algorithm 2 is correct, i.e., CB =GB(S), and polynomial in m, n, and t .
(ii) The size of C is O(mn(m+ n)).
(iii) C can be evaluated with respect to B in time polynomial in m and n.
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Proof.
(i) First we prove the correctness. In Line (1) of the algorithm we first construct the
head of the output clause C according to (32) of Theorem 43. From Theorem 43 it
follows that bj = aqj and bu = bv imply bj = aqj and bu = bv , respectively, for every
P(b1, . . . , bm) ∈GB(S). Then, for every bj , j ∈ Ivar(S), we translate (33) for this j into a
set of literals Lj that satisfies
(Bg)t 〈bj /a〉 Bg ⇔ Lj {tj /a}θ (← B) (37)
for every constant a. This translation step is performed by Line (3) of the algorithm.
Equivalence (37) holds by Proposition 44. In Lines (4, 5), according to (35), we add the
set of literals Lj,aq = CREATEWALK(tj , a, df (bj , aq, )) to C for every aq ∈Hconst(S, j).
Applying Lemma 41, (37), and Proposition 45 we get
(Bg)t 〈bj /a,aq/aq〉 Bg ⇔ (Lj ∪Lj,aq ){tj /a}θ (← B) (38)
for every constant a and for every aq ∈Hconst(S, j). (We note that the condition
(Bg)t 〈aq/aq 〉 Bg
required by Lemma 41 always holds.)
Finally, in Lines (6)–(7) we translate (34), that is, for every (u, v) ∈ Hpairs(S) we add
the set Lu,v = CREATEWALK(tu, tv, df (bu, bv)) to the body of C. Applying Lemma 41,
Proposition 45, and (37), for every (u, v) ∈Hpairs(S) we get
(Bg)t 〈bu/ak,av/al〉 Bg ⇔ (Lu ∪Lv ∪Lu,v){tu/ak, tv/al}θ (← B) (39)
for every k, l = 1, . . . , n.
The output of the algorithm is then the clause C with head P(t1, . . . , tm) and body being
the union of the L’s given in (37), (38), and (39). We note, that by construction, these sets
may share variables only from C’s head. Combining our results, we get
P(b1, . . . , bm) ∈GB(S) ⇔ (32)–(35) hold
⇔ C θ (P (b1, . . . , bm)← B)
⇔ P(b1, . . . , bm) ∈CB.
The first equivalence holds by Theorem 43. The second follows from the definition of C
and from (37)–(39). Finally, we get the last equivalence by Proposition 14.
The efficiency of the algorithm follows from the facts that |Ivar(S)|m, |Hpairs(S)| 
m2, and |Hconst(S, j)| n hold for every j ∈ Ivar(S), and the distance of any two product
vertices in (Bg)t , as well as the elements of Hpairs(S) and Hconst(S, j) can be determined
efficiently from Bg by Proposition 38 and Lemma 39.
(ii) From Lemma 37 it follows that the height of a product vertex in (Bg)t is at most n
and the nth father of each product vertex is undefined. Thus, in each iteration of Line (3)
we add at most O(n2) literals to C. Since the length of the longest path in (Bg)t is at most
n, in each call of the embedded loop given in Lines (4, 5) we add at most O(n2) literals to
C. Thus, in the first loop (see Lines (2)–(5)) we add at most O(mn2) literals to C.
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In each iteration of the second loop (Lines (6)–(7)) we add at most 2n literals to C.
Since the cardinality of Hpairs(S) is at most m2, O(m2n) is an upper bound on the number
of literals added to C in this loop.
Thus, the size of C is bounded by O(mn2 +m2n).
(iii) As in the proof of Theorem 29, in order to evaluate C with respect to B, we
have to decide if, given an assignment of constants to the variables in the head, there
is an assignment of constants to the variables in the body such that all literals in the
body belong to B. From the results of this chapter it follows that this can be decided by
computing heights of ancestors and distances in the forest, which are efficiently computable
from B. ✷
Example 47. The behavior of Algorithm 2 is illustrated step by step on the two positive
examples given in Example 33 (we recall that n = 19, m = 3, S = {P(a1, a1, a10),
P (a16, a4, a13)},and thus, t = 2). In this example we do not use the abbreviations (i.e.,
Lj , Lu,v) introduced above, but we use the standard clause notation.
Since none of b1 = (a1, a16), b2 = (a1, a4), and b3 = (a10, a13) is a product constant,
after the execution of Line (1)
C = P(x1, x2, x3)← .
Applying Lemma 37, h(f (l)(b1)) is 0,3,4,5,0, . . . ,0 for l = 0,1, . . . ,18, respectively.
Hence, we add the set of literals
CREATETREE(x1,0,3,4,5,0, . . . ,0)
to the body of C in Line (3) for j = 1. The two trees corresponding to x2, and x3,
respectively, are generated similarly.
Hconst(S,1)=Hconst(S,3)= ∅ and Hconst(S,2)= {a1, a2, . . . , a12}. Hence, in Lines (4,
5) we add the literals
CREATEWALK(x2, a1,1,1)
CREATEWALK(x2, a2,1,3)
...
CREATEWALK(x2, a12,3,0)
to C. The last two parameters of CREATEWALK are computed by Lemma 39, respectively.
Hpairs(S)=H ′pairs(S) = {(1,3)} because only b1, and b3 belong to the same tree in the
square of B. Therefore, in Line (6) we add the set of literals
CREATEWALK(x1, x3,2,1)
to C.
The final clause is
C :P(x1, x2, x3) ← CREATETREE(x1,0,3,4,5,0, . . .,0),
CREATETREE(x2,0,5,6,7,0, . . .,0),
CREATETREE(x3,0,4,5,0,0, . . .,0),
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Fig. 5. The body of the clause generated by Algorithm 2.
CREATEWALK(x2, a1,1,1),
...
CREATEWALK(x2, a12,3,0),
CREATEWALK(x1, x3,2,1).
The structure of C’s body is given in Fig. 5.
Finally we note that although Theorem 19 implies that C is concept equivalent to each
of the RLGG’s (i.e., they represent the same concept with respect to B), C is not equivalent
to any of the RLGG’s. To show this, let D be an RLGG of S with respect to B. Then D is
of the form
P(y1, y2, y3)← . . . ,R(y1, z1), R(z1, z2), R(y3, z2), R(z2, z3), . . .
and hence, any substitution θ satisfying Dθ ⊆ C should map y1 to x1, y3 to x3, and thus,
z2 = lca(y1, y3) to lca(x1, x3) (see also Fig. 5). But then z3, the ancestor of z2, should be
mapped by θ to the ancestor of lca(x1, x3), but lca(x1, x3) has no ancestor. Hence, there is
no θ satisfying Dθ ⊆ C, and therefore, D θ C.
8.5. Polynomial PAC-learnability
In this section we generalize Theorem 30 from path graphs to forests.
Theorem 48. Simple logic programs with B being a forest are polynomially PAC-
learnable.
Proof. Applying Theorem 1, in order to show efficient PAC-learnability, it is sufficient
to show that the VC-dimension is polynomial and the hypothesis finding can be solved
efficiently. Using (3) in Section 2.2 for the VC-dimension, both claims follow from
Theorem 46. ✷
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8.5.1. Sharper bounds for the VC-dimension
From Proposition 49 and Theorem 50 below it follows that if B is a forest then the VC-
dimension of CB,m is O(m
√
n), and that this bound is sharp up to order of magnitude. The
proofs of these results are given in Appendix B.
Proposition 49. There is a forest background knowledge B such that for every m, the
VC-dimension of CB,m is at least m(
√
n− 2).
Theorem 50. If B is a forest background knowledge then the VC-dimension of CB,m is
O(m
√
n).
9. Cycle graph background knowledge
In this section we consider a third class of simple logic programs. Here we assume that
the background knowledge B is a disjoint union of directed cycles (called a cycle graph).
Example 51.
Let us assume that we would like to learn a ternary target predicate P considering
the following background knowledge B about the binary background predicate R and the
constant symbols a1, . . . , a9:
R(a1, a2), R(a2, a1),
R(a3, a4), R(a4, a5), R(a5, a3),
R(a6, a7), R(a7, a8), R(a8, a9), R(a9, a6).
The corresponding directed graph representation of B contains three directed cycles of
length 2, 3, and 4, respectively (see Fig. 6). Let P(a3, a1, a4) and P(a7, a1, a6) be positive
examples and let P(a2, a1, a2) be a negative example.
A consistent hypothesis is given by the clause
P(x1, a1, x2) ← R(x1, y1), R(y1, y2), R(y2, y3), R(y3, y4),
R(y4, y5), R(y5, y6), R(y6, x2), R(x2, y7),
R(y7, y8), R(y8, y9), R(y9, y10), R(y10, x1).
The directed graph corresponding to the body of this clause consists of a cycle of length
12 (see Fig. 7). Intuitively, the clause says that a triple (x, y, z) is in the target concept if y
Fig. 6. The structure of the background knowledge B used in Example 51.
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Fig. 7. The structure of the body of a consistent hypothesis in Example 51.
is a1, x and z belong to the same cycle of length l, where l is any divisor of 12, and the 7th
parent of x is z.
LetG be a cycle graph. The length of the cycle containing a will be denoted byLcycle(a).
The notation d | a (respectively, d  a) means that d divides (respectively, does not divide)
a. The least common multiple of the integers z1, . . . , zn is denoted by lcm(z1, . . . , zn) and
a ≡ b (mod n) denotes that a is congruent to b, modulo n.
For cycle graphs we use the same successor function f as for path graphs. If a is on a
cycle then f (i)(a) is defined for every a and for every i  0.
Let a and b be nodes of a cycle. Then the distance dc(a, b) between a and b is defined
to be the smallest d  0 for which f (d)(a)= b. If a and b belong to different cycles then
dc(a, b)=∞.
9.1. Products of cycle graphs and rooted homomorphisms between cycles
In this section we prove some basic properties of cycle graphs.
Proposition 52. Let Gi be a cycle graph for i = 1, . . . , t . Then the product G=∏ti=1 Gi
is also a cycle graph.
Proof. The in- and outdegree of each vertex in G is 1 by Proposition 4. Hence, G is a
cycle graph. ✷
Proposition 53. Let Gi = (Vi,Ei) be cycle graphs for i = 1, . . . , t , and b = (b1, . . . , bt)
be a product vertex of G=∏ti=1Gi . Then
Lcycle(b)= lcm
(
Lcycle(b1), . . . ,Lcycle(bt )
)
.
Proof. The smallest number l > 0 satisfying f (l)(bi) = bi for every i = 1, . . . , t (and
hence, f (l)(b)= b) is lcm(Lcycle(b1), . . . ,Lcycle(bt )). ✷
This proposition implies that if 2,3, . . . , pt are the first t primes then the product of t
cycles of lengths 2,3, . . . , pt is a single cycle of length
∏t
i=1 pi . It also follows that the
T. Horváth, G. Turán / Artificial Intelligence 128 (2001) 31–97 75
length of the cycle containing a product vertex can be computed in time polynomial in n
and t .
Proposition 54. Let Gi = (Vi,Ei) be cycle graphs for i = 1, . . . , t , and let b =
(b1, . . . , bt ) and c= (c1, . . . , ct ) be product vertices of G=∏ti=1 Gi . Then b and c belong
to the same cycle in G if and only if bi and ci belong to the same cycle in Gi and there
exists a d  0 satisfying d ≡ dc(bi, ci) (modLcycle(bi)) for i = 1, . . . , t .
Proof.
dc(b, c ) <∞
⇔∃d  0 such that f (d)(b)= c
⇔∃d  0 such that f (d)(bi)= ci for i = 1, . . . , t
⇔∃d  0 such that d ≡ dc(bi, ci) (modLcycle(bi)) for i = 1, . . . , t. ✷
As these congruences can be solved efficiently (see, e.g., [38]), it follows from this
proposition that it can be decided efficiently if two product vertices belong to the same
cycle, and if they do, then their distance can be computed efficiently. Here efficiency means,
as above, polynomial time in n and t .
Proposition 55. Let G1 and G2 be cycles of length l1 and l2, respectively. There is a
homomorphism from G1 to G2 (i.e., G1 →G2) if and only if l2 | l1.
Proof. (“if”) Let b, c be any vertices of G1,G2, respectively. Consider the mapping
from G1 to G2 defined by ϕ :f (l)(b) → f (l)(c) for l = 0, . . . , l1 − 1. By the definition
of ϕ, (ϕ(f (k)(b)), ϕ(f (k+1)(b))) is an edge in G2 for k = 0, . . . , l1 − 2. Since l2 | l1,
f (l1−1)(c) = f (l2−1)(c). Thus, there is an edge (ϕ(f (l1−1)(b)), ϕ(b))= (f (l2−1)(c), c) in
G2. Hence, ϕ is a homomorphism.
(“only-if”) Let ϕ be a homomorphism from G1 to G2. Then l2  l1. Furthermore,
f (l1)(ϕ(v))= ϕ(f (l1)(v))= ϕ(v)= f (l2)(ϕ(v)). Thus, l2 | l1. ✷
Now we formulate a necessary and sufficient condition for the existence of a multiply
rooted homomorphism between cycles.
Theorem 56. Let G1 and G2 be cycles, let b1, . . . , bk be distinct vertices of G1, and
c1, . . . , ck be vertices of G2. Let l2 denote the length of the cycle G2. Then
G1 〈b1/c1,...,bk/ck〉 G2
if and only if
G1 →G2 and (40)
dc(bu, bv)≡ dc(cu, cv) (mod l2) for every u,v, 1 u,v  k. (41)
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Proof.
(“if”) Using the symmetry of cycles, from (40) it follows that
G1 〈b1/c1〉 G2.
Let ϕ be a rooted homomorphism from G1 to G2 mapping b1 to c1. Applying (41), we get
ϕ(bi) = ϕ
(
f (dc(b1,bi ))(b1)
)
= f (dc(b1,bi ))(ϕ(b1))
= f (dc(b1,bi ))(c1)
= f (dc(c1,ci ))(c1)
= ci
for every i = 1, . . . , k. Thus, in this case ϕ itself is the required multiply rooted
homomorphism.
(“only-if”) The proof of (40) is automatic. For the proof of (41), let ϕ be a rooted
homomorphism given in the theorem. Then
cv = ϕ(bv)= ϕ
(
f (dc(bu,bv))(bu)
)= f (dc(bu,bv))(ϕ(bu))= f (dc(bu,bv))(cu)
for every u,v, 1 u,v  k. Since cv = f (dc(cu,cv))(cu), it holds that
dc(bu, bv)≡ dc(cu, cv) (mod l2). ✷
9.2. A combinatorial characterization of GB
As in the previous two cases, in this section we give a combinatorial characterization
of the concept generated by a set of ground P -atoms over a cycle graph background
knowledge B.
Let S be the set of ground atoms {P(b1), . . . ,P (bt )} with bi = (bi,1, . . . , bi,m) for
i = 1, . . . , t (t > 1). Let bj denote the product vertex (b1,j , . . . , bt,j ) for j = 1, . . . ,m.
Let
Iconst(S)=
{
j : 1 j m, bj is a product constant
}
,
Ivar(S)= {1, . . . ,m} \ Iconst(S),
Hpairs(S)=
{
(u, v): u,v ∈ Ivar(S), u < v, and dc(bu, bv) <∞
}
.
Theorem 57. If B is a cycle graph then
GB(S) =
{
P(b1, . . . , bm):
bj = aqj if bj = aqj for every j ∈ Iconst(S), (42)
(Bg)t 〈bj /bj 〉 Bg
for every j ∈ Ivar(S), (43)
dc(bu, bv)≡ dc(bu, bv) (modLcycle(bu))
for every (u, v) ∈Hpairs(S)
}
. (44)
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Proof. Similarly to the proofs of Theorems 27 and 43, we prove the second equivalence
from
P(b1, . . . , bm) ∈GB(S) ⇔ (Bg)t 〈b1/b1,...,bm/bm,a1/a1,...,an/an〉 Bg
⇔ (42), (43), and (44) hold.
(The first equivalence holds by Theorem 20 and equivalence (11).)
(“if”) Suppose that (42), (43), and (44) hold. The disjoint cycles in (Bg)t can be
considered separately as follows. Each cycle in (Bg)t contains either only constant product
vertices or only nonconstant product vertices.
• For every cycle in (Bg)t containing no bj , j ∈ Ivar(S), a projection of the cycle
to Bg can be applied, providing the required homomorphism mapping aq to aq for
q = 1, . . . , n.
• If a cycle contains exactly one bj , j ∈ Ivar(S), then (43) provides the required single
rooted homomorphism.
• The remaining cycles contain at least two product vertices bu, bv , u,v ∈ Ivar(S). For
these cycles (43) and (44) provide the conditions of a multiply rooted homomorphism
required by Theorem 56.
(“only-if”) The proof of (42), (43) is automatic and (44) follows from Theorem 56. ✷
We now observe that the case of cycle graph background knowledge is essentially
different from that of forests even in the case of unary target predicates. First we formulate
some results from number theory used in the rest of this section (see, e.g., [23,45]):
the number of primes less than x is <
(
x
logx
)
, (45)
the sum of primes less than x is <
(
x2
logx
)
, (46)
the product of primes less than x is 2<(x). (47)
Theorem 58. There exists a cycle graph background knowledge B with n constants, and
a set S of ground unary P -atoms such that the size of any consistent clause is exponential
in n.
Proof. Let B be the cycle graph background knowledge with n constants, consisting of
cycles K1, . . . ,Kl of different prime lengths 2,3, . . . , pl , where l is as large as possible.
The remaining vertices are isolated. 18 Then (45) implies that pl = <(l log l), and so
(46) implies that n = <(l2 log l). So the number of cycles is l = <(√n/logn). Select
constants a1, . . . , al , one from each cycle. Let P(a1), . . . ,P (al−1) be positive examples
and P(al) be a negative example. We claim that the size of any consistent hypothesis
is 2<(
√
n logn)
.
18 For instance, if n= 20 then there are cycles of length 2,3,5,7 and 3 isolated vertices.
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Consider a consistent hypothesis C. Thus, C is of the form P(x)← ·· · . It may be
assumed without loss of generality that C is linked, i.e., the graph obtained from C by
taking its terms as vertices and its atoms as edges, is connected. This implies that C
may not contain any constants, only variables (otherwise both P(a1) and P(a2) could
not be positive examples). As P(a1), . . . ,P (al−1) are positive examples, the graph GC
representing the body of C has a homomorphism into the cycles K1, . . . ,Kl−1. Hence,
using the argument given in the proof of Proposition 11, it also has a homomorphism into
their product, which is a cycle of length N =∏l−1i=1 pi .
Now assume that the number of literals in C is less than N . Then the image of the
homomorphism does not contain all vertices of the product cycle and hence GC has a
homomorphism into a path (of length less than N ). But then, GC also has a homomor-
phism into Kl , which, by the symmetry of Kl , contradicts the fact that P(al) is a negative
example. Thus, the size of C is at least N , which is 2<(
√
n logn) by (47) above. ✷
9.3. Extended background representation language
One way to regain polynomial PAC-learnability in spite of Theorem 58, would be to
introduce the size of the target concept as another learning parameter. Instead of this,
we extend the background representation language by adding new background predicates.
These predicates are efficiently computable from the original background predicate R.
Using these extra predicates, it holds that every target concept has a representation of
polynomial size in the original learning parameters m and n. Thus, this application of
the product homomorphism method may be viewed as an instance of ‘semi-automatic’
predicate invention, 19 as the method suggests those predicates that enable a succinct
concept representation.
The new background predicates are of the form PATHd(x, y), which hold if there is
a path of length d from x to y , for every d . 20 Thus, PATHd (x, x) holds if and only if
Lcycle(x) | d .
Based on the extended representation language, now we give the algorithm computing
the clause that represents GB(S) for a set S of ground P -atoms.
Algorithm 3 (CYCLEGRAPH).
input: set S = {P(b1), . . . ,P (bt )} of ground atoms and a cycle graph B
output: clause C such that CB =GB(S)
(1) let C := {P(t1, . . . , tm)}, where tj is the constant aqj if bj = aqj , otherwise
it is the variable xbj for j = 1, . . . ,m
(2) for all j ∈ Ivar(S)
(3) C := C ∪ {¬PATH(tj , tj ,Lcycle(bj ))}
(4) for all (u, v) ∈Hpairs(S)
(5) C := C ∪ {¬PATH(tu, tv, dc(bu, bv))}
(6) return C
19 Predicate invention is the automatic step of introducing new predicates during learning. For a brief overview
see Chapter 19 in [53].
20 Using standard logic programs, these predicates can be implemented by a ternary predicate PATH(x, y, d).
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Theorem 59.
(i) Algorithm 3 is correct, i.e., CB =GB(S), and it is polynomial in m, n, and t .
(ii) The size of C is O(m2).
(iii) C can be evaluated with respect to B in time polynomial in m and n.
Proof.
(i) As in the case of path graph background knowledge, if a cycle in (Bg)t contains a
vertex bj , j ∈ Ivar(S), then it does not contain a product constant. Thus, using Theorem 57,
the correctness can be shown similarly to the proof used in Theorem 29.
The efficiency follows from the polynomial size of Ivar(S) and Hpairs(S), and from the
earlier remark, that the quantities Lcycle and dc used in the algorithm can be computed
efficiently from Bg .
(ii) For the second part of the proof we note that the number of iterations is at most
m+ |Hpairs(S)|m+m2 and in each iteration we add one literal to C. 21
(iii) Since each variable of C’s body occurs in the head of C, an assignment of constants
to each variable in the head makes C ground. 22 Since the size of C is polynomial in m
and the truth of a ground PATH-atom can be decided efficiently with respect to B, C can
be evaluated efficiently with respect to B. ✷
9.4. Polynomial PAC-learnability
To summarize the previous results, we have the third positive PAC-learnability result
using the product homomorphism method.
Theorem 60. Using the extended background representation language, simple logic
programs with B being a cycle graph are efficiently PAC-learnable.
Proof. The proof follows from Theorem 59 by Theorem 1 (for the similar details see also
the proof of Theorem 30). ✷
9.4.1. Sharper bounds for the VC-dimension
Proposition 61 and Theorem 62 in this section imply that if B is a cycle graph then
O(m
√
n/logn) is an upper bound on the VC-dimension of CB,m, and that this bound is
sharp up to order of magnitude. The proofs of these results are given in Appendix C.
Proposition 61. There is a cycle graph background knowledge with n constants such that
the VC-dimension of CB,m is 8(m
√
n/logn).
Theorem 62. If B is a cycle graph then the VC-dimension of CB,m is O(m
√
n/logn).
21 We note that Algorithm 3 is not optimal. Using a translation method similar to that of Algorithm 1, one can
modify Algorithm 3 to obtain a clause of size O(m).
22 In other words, C is a constrained clause [53].
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10. Multiple clause hypotheses
In this section we consider the more general case of learning logic programs consisting
of several clauses.
Example 63. Consider the path graph background knowledge B given in Example 7. Let
us assume that P(a3),P (a6),P (a7),P (a9) are positive examples and P(a8) is a negative
example. Since
A(a8) = 2 > min
(
A(a3),A(a6),A(a7),A(a9)
)= 1,
B(a8) = 3 > min
(
B(a3),B(a6),B(a7),B(a9)
)= 1,
P (a8) ∈GB({P(a3),P (a6),P (a7),P (a9)}) by Theorem 27. Hence, there is no consistent
hypothesis consisting of a single clause.
Although most practical ILP systems discover multiple clause hypotheses, there are only
few positive theoretical results in this direction. Džeroski, Muggleton, and Russell [14]
show that assuming ij -determinateness multiple clause logic programs are learnable in the
Li–Vitányi [40] version of PAC-learnability.
Given background knowledge B and basic clauses C1, . . . ,Ck , the set
{C1, . . . ,Ck}B
contains those ground P -atoms that are implied by the logic program consisting of
C1, . . . ,Ck and the unit clauses corresponding to the ground atoms in B. In other words,
{C1, . . . ,Ck}B =
k⋃
i=1
CiB.
We consider the following hypothesis finding problems:
k-clause hypothesis finding problem Given background knowledge B and a set of
positive and negative examples, find a consistent hypothesis of k clauses, if it exists,
and output ‘none’ if it does not exist. Here k can either be assumed to be fixed, or it can
be part of the input.
Multiple clause hypothesis finding problem Given background knowledge B and a set
of positive and negative examples, find a consistent hypothesis of k clauses with k as
small as possible.
Note that in the second formulation there always exists a consistent hypothesis, 23 as one
may simply take all positive examples as unit clauses. A polynomial algorithm for the
multiple clause hypothesis finding problem can clearly be used as a polynomial algorithm
for the k-clause hypothesis finding problem.
We consider these problems assuming, as in the rest of the paper, that B is a path graph,
a forest, or a cycle graph. In addition, we assume that the target predicate P is unary. The
23 Assuming, as we always do here, that no example is both positive and negative.
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negative results can be extended directly to larger arity. On the other hand, it is an open
problem whether our positive result can be extended to larger arity. We note that in this case
the instance space is of size n, i.e., it is of polynomial size in the only learning parameter n.
Thus, from the point of view of prediction, the learning problem is trivial, but learning may
be computationally difficult if it is required to output a hypothesis of a prescribed form.
10.1. Path graphs
In order to prove a positive result for the case of path graph background knowledge, first
we define a covering problem. Let
Q(q1,q2) := {(x, y): x  q1, y  q2}
be the upper right quadrant of the plane with corner (q1, q2). Let U , V be finite subsets of
the upper right quadrant Q(0,0). The quadrants Q1, . . . ,Qs form a cover of U and V if for
their union Q it holds that U ⊆Q and V ∩Q= ∅. The size of the cover is s.
We consider the following problem: Given U and V , find a cover of minimal size, or
output ‘none’ if no cover exists. (The sets U and V correspond to certain sets of positive
and negative examples in the hypothesis finding problem.)
Lemma 64. The covering problem can be solved in polynomial time.
Proof. Let U = {u1, . . . , up}, V = {v1, . . . , vr }, where ui = (ui,1, ui,2) for 1 i  p and
vi = (vi,1, vi,2) for 1  i  r . We may assume without loss of generality that ui  uj
for 1  i, j  p, the ui,1’s are strictly monotone increasing and the ui,2’s are strictly
monotone decreasing (otherwise some u’s can be deleted without changing the solution).
Let us consider Algorithm 4.
Algorithm 4 (COVER).
input: U = {(u1,1, u1,2), . . . , (up,1, up,2)},V = {(v1,1, v1,2), . . . , (vr,1, vr,2)},
such that ui,1 < uj,1 and ui,2 > uj,2 for 1 i < j  p
output: a cover of minimal size if there is a cover, otherwise the empty set
(1) if (ui,1, ui,2) (vj,1, vj,2) for some 1 i  p, 1 j  r then
(2) return ∅
(3) i := 1, k := 0
(4) while i  p
(5) j := the largest @ such that i  @ and V ∩Q(ui,1,u@,2) = ∅
(6) k := k + 1
(7) Qk :=Q(ui,1,uj,2)
(8) i := j + 1
(9) return {Q1, . . . ,Qk}
Clearly, a nonempty solution exists if and only if (ui,1, ui,2)  (vj,1, vj,2) for every
i = 1, . . . , p and j = 1, . . . , r . Let Qs := Q(uis ,1,ujs ,2), s = 1, . . . , k, be the quadrants
produced by the algorithm. This is clearly a cover. For the optimality we note that the
points (uis ,1, uis ,2), s = 1, . . . , k, (i.e., the leftmost points of U in each quadrant selected
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by the algorithm) must belong to different quadrants in every cover. Thus the size of every
cover is at least k. ✷
Now we formulate a positive result for the multiple clause hypothesis finding problem
for path graph background knowledge.
Theorem 65. The multiple clause hypothesis finding problem can be solved in polynomial
time, if the background knowledge B is a path graph and P is unary.
Proof. Let us consider Algorithm 5.
Algorithm 5 (MULTICLAUSE-PATHGRAPH).
input: disjoint sets S+, S− of unary ground P -atoms and a path graph B
output: clauses H= {C1, . . . ,Ck} with the smallest k such that
S+ ⊆⋃C∈HCB and S− ∩ (⋃C∈HCB)= ∅
(1) H= ∅
(2) S+1 = {P(b) ∈ S+: ∃P(a) ∈ S− such that (A(a),B(a)) (A(b),B(b))}
// These examples must remain ground.
(3) S+2 = {P(b) ∈ S+ \ S+1 : ∃P(a) ∈ S+ \ S+1 such that (A(a),B(a)) (A(b),B(b))}
// These examples may be deleted.
(4) U = {(A(b),B(b)): P(b) ∈ S+ \ (S+1 ∪ S+2 )}
(5) V = {(A(b),B(b)): P(b) ∈ S−}
(6) Q= COVER(U,V )
(7) for all P(b) ∈ S+1
(8) H=H ∪ {P(b)←}
(9) for all Q(q1,q2) ∈Q
(10) H=H ∪ {P(x)← CREATEPATH(λ, x, q2),CREATEPATH(x,λ, q1)}
(11) return H
First, we show that HB =
⋃
C∈HCB does not contain any negative examples. Let
P(b) ∈ S− and C ∈H. If C has been obtained from a positive example in Line (8) then C
is a ground atom, so P(b) /∈ CB by S+ ∩ S− = ∅. Otherwise, C has been constructed in
Line (10). By the construction of U,V (see Lines (4)–(5)),U meets the requirements given
in Algorithm 4 and the condition of the ‘if’ statement in Line (1) of Algorithm 4 never
holds. Hence, the upper quadrant in Q corresponding to C (see Line (6) of Algorithm 5)
does not contain the point (A(b),B(b)). Thus, P(b) /∈CB by Theorem 27.
In order to prove that HB contains all positive examples, consider P(b) ∈ S+. If P(b) ∈
S+1 then it belongs to the concept represented by the ground unit clause (P (b)←) ∈H
(see Lines (7)–(8)). Otherwise, i.e., if P(b) ∈ S+ \ S+1 , there must be an upper quadrant
Q(q1,q2) of the covering problem defined in Lines (4)–(5) and solved in Line (6), that covers
the point (A(b),B(b)). By the definition of S+2 , this holds for every P(b) ∈ S+2 as well.
Thus, the concept represented by the clause corresponding to (q1, q2) (see Line (9)–(10))
contains P(b) by Theorem 27. Note that the clauses constructed in Line (10) are always
non-ground, even if a quadrant covers a single point from U .
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Table 1
x label of P (x) A(x) B(x)
a3 + 1 2
a6 + 4 1
a7 + 3 2
a9 + 1 4
a8 − 2 3
Fig. 8. The covering problem and its solution.
For the proof of optimality, let H′ be any consistent hypothesis. Then every P(b) ∈ S+1
must be covered by a clause with head P(b) in H′. This holds as every basic clause
P(x)← ·· · covering P(b) covers P(a) ∈ S− such that (A(a),B(a))  (A(b),B(b)) as
well. As the heads of these clauses are ground, they do not cover any other positive
examples. The remaining clauses of H′ must cover all the remaining positive examples.
Thus, in particular, they must cover U . The optimality of Algorithm 4 then implies that H′
contains at least as many clauses as H.
Finally, since |S+|, |S−| n, the polynomial running time of Algorithm 5 follows from
the polynomial running time of Algorithm 4. ✷
In the next example we show how Algorithm 5 finds a consistent hypothesis with a
minimal number of clauses for the multiple clause hypothesis finding problem given in
Example 63.
Example 66. Consider the background knowledge B and the examples given in Exam-
ple 63. The values of A and B for the constants used in the examples are given in Table 1.
S+1 = {P(a3)} because (A(a8),B(a8))  (A(a3),B(a3)) and S+2 = ∅. Thus we have
to solve the covering problem for U = {(1,4), (3,2), (4,1)} and V = {(2,3)}. The
corresponding upper quadrants and the solution of the covering problem are given in Fig. 8.
Hence the least k for which there exists a k-clause hypothesis is 3 and such a hypothesis is
P(a3)←
P(x)← R(y1, y2), R(y2, y3), R(y3, y4), R(y4, x), R(x, y5)
P (x)← R(y1, x), R(x, y2), R(y2, y3), R(y3, y4).
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10.2. Forests
In contrast to the previous case, for forest background knowledge a negative result holds.
In this case the k-clause hypothesis finding problem is NP-complete even in the case of a
unary target predicate, for every fixed k  3.
Theorem 67. Let k  3 be fixed and P be a unary target predicate. Then the k-clause
hypothesis finding problem is NP-complete, if B is a forest.
Proof. Let S+1 , . . . , S
+
k be a partition of the positive examples. Applying Theorem 43
and the results of Section 8, the problem of deciding if the set of negative examples
and GB(S+i ) (1  i  k) are disjoint can be solved efficiently. Hence, the problem is
in NP.
It remains to be proven that it is NP-hard. We give a reduction from the graph
coloring problem. Let G = (V ,E) be an undirected graph with V = {v1, . . . , vt } and
E = {e1, . . . , er }. From G we first construct the forest background knowledge B consisting
of the trees τ0, . . . , τr , where
• τ0 is a tree with t distinguished vertices denoted by a1, . . . , at such that
h
(
f (i−1)(ai)
)
< min
1jt,i =j h
(
f (i−1)(aj )
)
for i = 1, . . . , t , and
• for every ei = (vα(i), vβ(i)) ∈E, τi is a tree having a distinguished node at+i such that
for every l  0
h(f (l)(at+i))=min
{
h
(
f (l)(aα(i))
)
, h
(
f (l)(aβ(i))
)}
for i = 1, . . . , r .
The tree τ0 can be taken to be the tree described in the proof of Proposition 49, and
the trees τi can be constructed using the procedure CREATETREE. It follows that the
number of nodes in B is polynomial in t . Let S+ = {P(a1), . . . ,P (at )} and S− =
{P(at+1), . . . ,P (at+r )} be the positive and negative examples, respectively. We claim that
for every S′  S+ and i = 1, . . . , r , it holds that
P(at+i ) ∈GB(S′)⇔ {P(aα(i)),P (aβ(i))} ⊆ S′. (48)
By Theorem 43, GB(S′) contains those vertices b for which
h
(
f (l)(b)
)
 min
P(a)∈S ′
h
(
f (l)(a)
)
holds for every l  0.
If {P(aα(i)),P (aβ(i))} ⊆ S′ then
h
(
f (l)(at+i)
)=min{h(f (l)(aα(i))), h(f (l)(aβ(i)))} min
P(a)∈S ′
h
(
f (l)(a)
)
,
for every l  0, so indeed at+i ∈GB(S′).
If, say, P(aα(i)) /∈ S′ then
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h
(
f (α(i)−1)(at+i)
) = min{h(f (α(i)−1)(aα(i))), h(f (α(i)−1)(aβ(i)))}
= h(f (α(i)−1)(aα(i)))
< min
P(a)∈S ′
h
(
f (α(i)−1)(a)
)
,
and so P(at+i ) /∈GB(S′).
As S+ is shattered, it holds that there is a consistent k-clause hypothesis if and only if
there is a consistent k-clause hypothesis such that its clauses cover disjoint sets of positive
examples, and each clause represents the concept generated by the positive examples it
covers. Any hypothesis can be brought into this form by replacing each clause by a clause
representing the concept generated by a subset of the positive examples it covers.
We show that G has a k-coloring if and only if there is a consistent k-clause hypothesis
for S+ and S−. Let V1, . . . , Vk be a partition of V and S1, . . . , Sk be the corresponding
partition of S+ (i.e., vi ∈ Vj if and only if P(ai) ∈ Sj for i = 1, . . . , t and j = 1, . . . , k).
Applying (48) we get
V1, . . . , Vk form a coloring of V
⇔ {vα(i), vβ(i)} Vj for every i = 1, . . . , r and j = 1, . . . , k
⇔ {P(aα(i)),P (aβ(i))} Sj for every i = 1, . . . , r and j = 1, . . . , k
⇔ P(at+i ) /∈GB(Sj ) for every i = 1, . . . , r and j = 1, . . . , k
⇔ {C1, . . . ,Ck} is a consistent hypothesis, where Cj is a clause
representing GB(Sj ) with respect to B for j = 1, . . . , k. ✷
10.3. Cycle graphs
For cycle graph background knowledge we also have a negative result similar to the case
of forest background knowledge.
Theorem 68. Let k  3 be fixed and P be a unary target predicate. Then the k-clause
hypothesis finding problem is NP-complete, if B is a cycle graph.
Proof. The proof that the problem belongs to NP is similar to the first part of the proof of
Theorem 67. For the proof of the NP-hardness, we again use the graph coloring problem.
Let G= (V ,E) be an undirected graph with V = {v1, . . . , vt } and E = {e1, . . . , er }.
We construct the following cycle graph background knowledge from G. Let B consist of
• a disjoint cycle of length pi containing the constant ai for every vi ∈ V ,
• a disjoint cycle of length pα(i) · pβ(i) containing the constant at+i for every ei =
(vα(i), vβ(i)) ∈E,
where pi denotes the ith prime number. Let n denote the number of constants in B. Then
n=
t∑
i=1
pi +
r∑
i=1
pα(i)pβ(i)  tpt + rp2t . (49)
As r = O(t2), and pt =<(t log t) by (45), one gets n= O(t4 log2 t), and so the size of B
is polynomial in t .
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Let the positive and negative examples be S+ = {P(a1), . . . ,P (at )} and S− =
{P(at+1), . . . ,P (at+r )}, respectively. In order to show that G has a k-coloring if and only
if there is a consistent hypothesis consisting of k clauses for S+, S−, and B, a similar proof
can be given as in the last part of the proof of Theorem 67. ✷
11. Remarks and open problems
The product homomorphism method is applied to learning simple logic programs where
the background knowledge is a binary predicate representing a unary function in [29].
Since a connected component of this class of graphs may be viewed as a cycle with
trees hanging from some vertices of the cycle, this case is a combination of the case of
forests and cycle graphs considered in the present paper, and it requires more involved
combinatorial arguments. Furthermore, as this class of graphs includes cycle graphs, one
needs an extended representation language in order to obtain positive results.
In [30] we studied learning simple logic programs in the presence of random
classification noise. We obtained positive learnability results for forest background
knowledge by using the statistical query model of Kearns [32,33].
A practical application of the product homomorphism method is given in [28]. The
method was applied to the part-of-speech tagging problem for the Hungarian language (one
of the difficulties of this language is the fairly free word-order). The paper also contains a
comparison of the results with other propositional and relational learning systems.
The general hypothesis finding problem, where the background knowledge may contain
several background predicates, is known to be PSPACE-hard (this follows from a
modification of [35], see also [37]). It is not known if the problem belongs to PSPACE.
A related computational problem is the following: Given structures M1, . . . ,Mk and M ,
all over the same vocabulary, does it hold that M1 × · · · ×Mk →M? Again, it is not
known if this problem is in PSPACE.
It would be interesting to study the applicability of the product homomorphism method to
other types of background knowledge. Such a case is that of oriented path graphs, where
the background knowledge is a binary predicate representing a disjoint union of paths
with arbitrarily oriented edges. There are positive results for this class of graphs both for
problems involving products and homomorphisms [21,26,64,65].
Another interesting extension is to add unary predicates to the background knowledge
in the case of path graphs. This version can model some protein prediction problems and
thus, positive results would be interesting. As mentioned earlier, it is open whether there
is an efficient algorithm for learning multiple clause simple logic programs for path graph
background knowledge, when the target predicate is not unary. In view of the negative
results, it would also be interesting to study learnability with an enlarged hypothesis space.
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Appendix A. Proof of Lemma 22
In order to prove Lemma 22, we first show the following proposition.
Proposition A.1. Let B be background knowledge, t > 0, and b1, . . . , bt−1, a0, c be
constants. Then
Bt 〈(b1,...,bt−1,a0)/c〉 B if and only if B(t+1) 〈(b1,...,bt−1,a0,a0)/c〉 B .
Proof. (“if”) Let ϕ :B(t+1)→ B be a single rooted homomorphism mapping (b1, . . . , bt−1,
a0, a0) to c, and consider the function ϕ′ :Bt → B defined by
ϕ′ : (c1, . . . , ct ) → ϕ(c1, . . . , ct , ct ).
In order to show that ϕ′ is a homomorphism, let us assume for simplicity that B has a
single binary relation, which is viewed as a directed graph. The general case is analogous.
Let u= (u1, . . . , ut ) and v = (v1, . . . , vt ) be vertices of Bt . Then
(u, v) is an edge in Bt
⇒ ((u1, . . . , ut , ut ), (v1, . . . , vt , vt )) is an edge in B(t+1)
⇒ (ϕ(u1, . . . , ut , ut ), ϕ(v1, . . . , vt , vt )) is an edge in B
⇒ (ϕ′(u),ϕ′(v)) is an edge in B.
Thus, ϕ′ is a homomorphism. Furthermore, ϕ′ maps (b1, . . . , bt−1, a0) to c, as
ϕ′(b1, . . . , bt−1, a0)= ϕ(b1, . . . , bt−1, a0, a0)= c.
(“only-if”) Let ϕ :Bt → B be a homomorphism mapping (b1, . . . , bt−1, a0) to c, and let
π :B(t+1)→ Bt be the projection
π : (c1, . . . , ct , ct+1) → (c1, . . . , ct ).
Since π is also a homomorphism, ϕπ :B(t+1) → B is a homomorphism mapping
(b1, . . . , bt−1, a0, a0) to c. ✷
Proof of Lemma 22. The statement is obvious for m= 1. For m> 1, let P ′ be a predicate
of arity m, and let Ai,j be the ground atom P ′(b1, . . . , bm), where
bk =
{
ai if k = j ,
a0 otherwise,
for every k = 1, . . . ,m. Consider the set
S′ = {Ai,j : 1 i  d,1 j m}.
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Applying Theorem 20, from (ii) and Proposition A.1 it follows that there is no single
rooted homomorphism from B(md−1) to B mapping bj to ai , where bj is the (md − 1)-
tuple formed by the j th arguments of the P ′-atoms of S′ \ {Ai,j }. Hence, there is no
multiply rooted homomorphism from B(md−1) to B mapping bk to a0 for k = 1, . . . , j − 1,
j + 1, . . . ,m, and bj to ai . Thus, by Theorem 20 we get that
Ai,j /∈GB(S′ \ {Ai,j }).
Hence Ai,j /∈GB(S′′) for every S′′ ⊆ S′ \ {Ai,j }. Also, as noted before, the whole domain
is a member of CB,m. Thus, it follows that S′ is shattered by CB,m. The lemma then holds
by
VC-dim(CB,m) |S′| =md. ✷
Appendix B. Forests: Sharper bounds for the VC-dimension
Proof of Proposition 49. Let a0, . . . , ad be vertices with the largest possible d such that
• there is a directed path pi of length 2i − 1 ending at a0 and having ai in its middle
(i.e., f (i)(ai)= a0) for i = 1, . . . , d ,
• pi and pj are disjoint with the exception of their common endpoint a0 (1 i < j 
d),
• there is a path of length d − 1 starting at a0.
(See Fig. B.1. If n, the number of constants, is not of the form required by this construction
then we add some isolated vertices.) From the construction it follows that
h
(
f (i−1)(ai)
)
< min
0kd,
k =i
h
(
f (i−1)(ak)
)
for i = 1, . . . , d. (B.1)
Let P be a unary predicate symbol. Then Lemma 40 and Theorem 43 imply that
a0, a1, . . . , ad satisfy the conditions of Lemma 22. As d(d + 1)  n < (d + 1)(d + 2),
one has d >
√
n− 2 and so VC-dim(CB,m)md >m(√n− 2). ✷
Proof of Theorem 50. As in the proof of Theorem 32, using Corollary 3 it is sufficient
to show that if S is any set of ground atoms then we can select a subset S′ of size
O(m
√
n) of S that generates GB(S). The process of selecting S′ is analogous to that in
the proof of Theorem 32, but it is more complicated. First we note that Theorems 42, 43
and Lemmas 40, 41 imply that GB(S′)=GB(S) holds whenever S′ satisfies the following
conditions:
• Ivar(S′)= Ivar(S),
• Hpairs(S′)=Hpairs(S),
• Hconst(S′, j)=Hconst(S, j) for every j , 1 j m,
• h(f (l)(bj,S ′))= h(f (l)(bj,S)) for every l  0 and for every j , 1 j m,
• df (bu,S ′, bv,S ′)= df (bu,S, bv,S) for every (u, v) ∈Hpairs(S),
• df (bj,S ′ , aS ′)= df (bj,S, aS) for every a ∈Hconst(S, j), and for every j , 1 j m,
where bj,S ′ (respectively bj,S ) denotes the tuple formed by the j th arguments of the atoms
of S′ (respectively S), and aS ′ (respectively aS) is the |S′|-tuple (respectively |S|-tuple)
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Fig. B.1. The construction of a tree with a large shattered set.
(a, . . . , a). In the rest of the proof we omit the indices of the product constants, as they
always follow from the context.
The main steps of the proof, defined by the above conditions, are summarized in four
lemmas in what follows. First we deal with the conditions concerning heights and then
with those concerning distances.
Lemma B.1 (Height lemma). Let G = (V ,E) be a forest on n vertices and let Y be a
subset of V . Then there is a subset Y ′ ⊆ Y such that for every l  0 it holds that
min
a∈Y h
(
f (l)(a)
)= min
a∈Y ′
h
(
f (l)(a)
) (B.2)
and |Y ′| &√2n'.
Proof. Let Y ′ = {b1, . . . , bd} be a minimal subset satisfying (B.2). Then for every i =
1, . . . , d there exists an li (0 li < n) such that
h
(
f (li )(bi)
)
< min
1jd
j =i
h
(
f (li )(bj )
)
. (B.3)
Clearly li = lj if i = j , and we may assume without loss of generality that 0 l1 < l2 <
· · ·< ld < n.
Let pi be the path from bi to f (li )(bi) for i = 1, . . . , d − 1. We would like to show that
p1, . . . , pd−1 are pairwise vertex disjoint. (B.4)
As the li ’s are all different, this implies that n  1 + · · · + (d − 1) = d(d − 1)/2, so
d <
√
2n+ 1 and the lemma follows.
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In order to show (B.4), we first note that as
h
(
f (ld)(bd)
)
< h
(
f (ld)(bi)
)
,
f (ld)(bi) is defined, and so f (l)(bi) is defined for every i = 1, . . . , d − 1 and l  ld . It also
holds in general that if k < l and f (l)(b) is defined then h(f (k)(b)) < h(f (l)(b)). Hence,
from (B.3) we get
h
(
f (li )(bi)
)
< h
(
f (li )(bj )
)
< h
(
f (lj )(bj )
) (B.5)
for every i, j such that 1 i < j  d − 1.
Now assume that pi and pj (1  i < j  d − 1) have a common vertex. Then one of
the two endpoints is a descendant of the other, and (B.5) implies that f (li )(bi)≺ f (lj )(bj ).
Also, as bj " lca(bi, bj )" f (li )(bi), it holds that f (li)(bi)= f (s)(bj ) for some s. The first
inequality of (B.5) implies s < li . But then
f (lj )(bi)= f (lj−li )
(
f (li )(bi)
)= f (lj−li )(f (s)(bj ))= f (lj−li+s)(bj ).
Now 0  lj − li + s < lj , and so f (lj )(bi) ≺ f (lj )(bj ). This implies h(f (lj )(bi)) <
h(f (lj )(bj )), which contradicts (B.3) for j . This proves (B.4), completing the proof of
the lemma. ✷
The following lemma deals with a situation when two points belong to different
connected components in a product forest, but they belong to the same connected
component in a partial product. It states that the points can be disconnected by adding
at most two more factors to the partial products.
Lemma B.2 (Disconnecting lemma). Let G= (V ,E) be a forest and let b1 = (b1,1, . . . ,
bt,1), b2 = (b1,2, . . . , bt,2) be vertices of Gt (t > 1) belonging to different connected
components. Assume that (b1,1, . . . , bi,1) and (b1,2, . . . , bi,2) belong to the same connected
component of Gi (i  t−2). Then there are j and k (i < j, k  t) such that (b1,1, . . . , bi,1,
bj,1, bk,1) and (b1,2, . . . , bi,2, bj,2, bk,2) belong to different connected components of Gi+2.
Proof. Consider the set Dj =D(bj,1, bj,2) of the lengths of possible walks between bj,1
and bj,2 in G (1 j  t). The assumptions imply D1 ∩ · · · ∩Dt = ∅ and
E =D1 ∩ · · · ∩Di =D
(
(b1,1, . . . , bi,1), (b1,2, . . . , bi,2)
) = ∅. (B.6)
Here
E = {(d1 + l, d2 + l): 0 l  d},
for some d , where (d1, d2) = df ((b1,1, . . . , bi,1), (b1,2, . . . , bi,2)). Now consider the sets
Dj for j > i . If E ∩ Dj = ∅ for some j then that j (and an arbitrary k) satisfies the
requirements.
Otherwise
E ∩Dj =
{
(d1 + l, d2 + l): rj  l  sj
}
for some rj  sj and every j (i < j  t).
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Fig. B.2. Example for the case discussed in Lemma B.2.
If every two of the intervals [rj , sj ] have a nonempty intersection, then they all have a
nonempty intersection. This is called the Helly property of intervals and it can be seen by
noting that mini<jt sj belongs to each interval. But this would contradictD1∩· · ·∩Dt =
∅. Hence there are j and k such that
E ∩Dj ∩Dk = (E ∩Dj )∩ (E ∩Dk)= ∅,
and these values satisfy the requirements. ✷
Remark. The following example shows that adding one more factor is not always
sufficient. Let G be the forest shown on Fig. B.2, i = 1, t = 3, and b1 = (b1,1, b2,1, b3,1),b2 = (b1,2, b2,2, b3,2) be as shown in the figure.
The next lemma considers the case when a set of points belongs to the same connected
component in a product. In this case they must belong to the same connected component
in every partial product. On the other hand, their distances in the partial product may differ
from their distances in the product. It follows from repeated applications of the lemma
below that these distances can be ‘fixed’ by adding at most as many factors to the partial
product as the number of points in the set.
Lemma B.3 (Distance lemma). Let G= (V ,E) be a forest and let T (|T |> 1) be a subset
of Gt (t > 1) belonging to a single connected component. Then there is an i , 1  i  t ,
and a proper partition (T1, T2) of T such that
df (br, bs)= df (bi,r , bi,s)
for every br ∈ T1 and bs ∈ T2.
Proof. Let b = lca(T ) and assume first that b /∈ T . Using Proposition 34, choose bu, bv ∈
T such that lca(bu, bv) = b and let df (bu, bv) = (d1, d2). From the assumption b /∈ T it
follows that d1, d2 > 0. By Lemma 39 there is an i such that
(d1, d2)= df (bi,u, bi,v)=
(
max
j=1,...,t
dx,j , max
j=1,...,t
dy,j
)
,
where df (bj,u, bj,v)= (dx,j , dy,j ) for j = 1, . . . , t .
The projection ρ of Gt to the ith component is a homomorphism. It follows from the
definition of bu, bv , and i that ρ is injective on the (d1, d2)-walk from bu to bv . Hence
ρ(b)= lca(bi,u, bi,v) and as ρ(b) is a common ancestor of the set ρ(T ), consisting of the
images of the elements of T , it holds that
ρ(b)= lca(ρ(T )). (B.7)
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Now define
T1 =
{bk ∈ T : bi,k and bi,u are descendants of the same child of ρ(b)}
and
T2 = T \ T1.
Then bu ∈ T1 and bv ∈ T2, hence (T1, T2) is a proper partition of T .
Consider any br ∈ T1 and bs ∈ T2. If lca(br, bs)≺ b then from (B.7) we get
lca(bi,r , bi.s )" ρ
(
lca(br, bs)
)≺ ρ(b)= lca(ρ(T )),
contradicting the assumption that bi,r and bi,s are descendants of different children of ρ(b).
Thus
lca(br, bs)= b.
The homomorphism ρ must be injective on the shortest walk between br and bs (i.e., on
the df (br, bs)-walk), as otherwise bi,s would also belong to T1. Thus indeed, it holds that
df (br, bs)= df (bi,r , bi,s).
It remains to consider the case b ∈ T , when, informally, the ‘top of T ’ consists of a single
path leading into b. By deleting this path, which corresponds to isomorphic paths in each
component, we reduce the problem to the previous case. More precisely, let
F(x)= {y ∈ T : x " y}
be the set of vertices above x in T , and let
top(T ) := {b′ ∈ T : b′ = lca(T \F(b′))}
be the set of those vertices that are the least common ancestor of all vertices in T that
are not above them. T \ top(T ) may be empty, corresponding to the trivial case when the
vertices in T are linearly ordered. Otherwise T \ top(T ) satisfies the assumption of the
previous case, i.e., lca(T \ top(T )) /∈ T \ top(T ). Let (T1, T2) be the partition produced for
this set, and consider the partition (T1 ∪ top(T ), T2). Then
T2 ≺ top(T )
(i.e., bs ≺ br for every bs ∈ T2 and br ∈ top(T )). Hence
df (bs, br)= df (bi,s, bi,r )
for bs ∈ T2, br ∈ top(T ) is obvious, as the shortest walks are in fact directed paths in this
case. ✷
We need one more technical lemma analogous to the previous one, which states that
in order to fix the distances between a nonconstant vertex and all constant vertices
it is sufficient to add a single additional factor to the product. As in this lemma
we distinguish between constant and nonconstant vertices, here we deal with forest
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background knowledge B, rather than with a forest G as in the previous lemmas. We write
Hconst(b) for the set of constants that are in the same connected component as b.
Lemma B.4 (Constant lemma). Let the background knowledge B be a forest, and b =
(b1, . . . , bt ) be a nonconstant vertex in Bt (t > 1) such that Hconst(b) = ∅. Then there is a
j > 1 such that
df
(
(b1, bj ), (a, a)
)= df (b, a)
for every a ∈Hconst(b).
Proof. If bi ≺ bj for any i, j then Hconst(bj ) = ∅ as f (l)(bj ) is never a constant vertex.
Thus b1 = lca(b1, . . . , bt ). We show that if bj is such that lca(b1, bj ) = lca(b1, . . . , bt )
then it satisfies the requirements. Such a bj exists by Proposition 34. Let a ∈ Hconst(b),
and let df (b, a)= (d1, d2). Then
f (d1)(bi)= f (d2)(a) (B.8)
for every i = 1, . . . , t . Thus f (d2)(a) is a common ancestor of the bi ’s and so it is an
ancestor of u = lca(b1, . . . , bt ) as well, say, f (l)(u) = f (d2)(a) for some l  0. It also
follows from (B.8) that f (d)(bi)= u for some d  d1 and for every i = 1, . . . , t .
If l > 0 then df (bi, a)= (d + l, d2) for every i = 1, . . . , t and so the claim holds for any
bj . The same is true for l = d2 = 0. If l = 0 and d2 > 0 then a is a proper descendant of
u. Thus a is not an ancestor of either b1 or bj , which are in different subtrees of u. If a is
not an ancestor of b1 (respectively, bj ) then df (b, a)= df (b1, a)= (d1, d2) (respectively,
df (b, a)= df (bj , a)= (d1, d2)), implying the lemma. ✷
Now we can complete the proof of the theorem. Let
S = {P(b1,1, . . . , b1,m), . . . ,P (bt,1, . . . , bt,m)}
be a set of ground atoms. We construct a subset S′CS generating GB(S) in four steps.
Construction of S1. Applying Lemma B.1 to the set of constants b1,j , . . . , bt,j in the j th
arguments for j = 1, . . . ,m, one obtains a set S1 of at most m&
√
2n' atoms.
Construction of S2. By definition, it holds that Iconst(S1)⊇ Iconst(S). Consider Iconst(S1)\
Iconst(S). This set contains arguments j such that every atom in S1 has the same j th argu-
ment, and there is an atom in S with a different j th argument. For each such j pick any
such atom, and add it to S1. Let the enlarged set be S2. We have added at most m atoms
to S1.
Construction of S3. Again by definition, it holds that Hpairs(S2) ⊇ Hpairs(S). Consider
Hpairs(S2) \ Hpairs(S). This set contains pairs (u, v) such that the uth and vth arguments
in S2 are all connected by a (du, dv)-walk for some du, dv , but this does not hold for
S. In other words, bu and bv belong to different connected components, but this does
not hold if we form the product structure corresponding to S2. Applying Lemma B.2 at
most m− 1 times, we can increase the number of connected components to their number
in S, by adding at most 2m atoms. Let the new set of atoms be S′3. By definition, it
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holds that Hconst(S′3, j) ⊇ Hconst(S, j) for every j = 1, . . . ,m. Note that Hconst(S, j) is
always either empty or it contains all constants belonging to a tree in B. Thus, applying
Lemma B.2 at most another m times, and adding at most 2m atoms, we can form a
set S3 such that Hconst(S3, j) = Hconst(S, j) for every j . At this point the partitions of
the nonconstant product vertices and of the constants into connected components, in the
products corresponding to S3 and S, are the same. On the other hand, the distances between
vertices in the S3-product may still be smaller than the corresponding distances in the S-
product.
Construction of S4. Now applying Lemma B.3 at most m− 1 times, and adding at most
m − 1 new atoms to S3, we obtain a set S′4 such that all distances between nonconstant
product vertices in the S′4-product are the same as the corresponding distances in the S-
product. Note that each application of the lemma forms a partition of the given set of
points such that all distances between points in different blocks of the partition obtain their
final value. Thus indeed we need at most m− 1 applications. Then at most m applications
of Lemma B.4, adding at most m atoms, achieves the same goal for distances between
nonconstant product vertices and constants, forming a set S4 of atoms.
Here we note that although there may be n constant vertices to take care of, a single
application of the lemma works for all distances between a nonconstant product vertex and
the constant vertices. Thus indeed one needs only up to m applications.
Let S′ = S4. From the construction it follows that S′ satisfies the conditions given at the
beginning of the proof of the theorem, and thus GB(S)=GB(S′). By the construction, we
get |S′|m&√2n ' +O(m). Thus Corollary 3 implies that this number is an upper bound
for the VC-dimension of CB,m. ✷
Appendix C. Cycle graphs: Sharper bounds for the VC-dimension
Proof of Proposition 61. Let B consist of cycles K1, . . . ,Kl of prime lengths p1, . . . , pl
as in the proof of Theorem 58, and let ai belong to Ki for i = 1, . . . , l. Then,
Propositions 53 and 55 imply that P(a1), . . . ,P (al) is a shattered subset. Hence,
Corollary 23 implies that
VC-dim(CB,m)m(l − 1)=<
(
m
√
n
logn
)
. ✷
Proof of Theorem 62. First we show that O(
√
n/logn) is an upper bound for the
VC-dimension of CB,1. Let B be a cycle graph and consider a shattered set S =
{P(b1), . . . ,P (bd)}. Applying Theorem 57 to m= 1, it holds that
Lcycle(bi)  lcm
(
Lcycle(b1), . . . ,Lcycle(bi−1),Lcycle(bi+1), . . . ,Lcycle(bd)
)
for every i = 1, . . . , d . Thus, for every i there is a distinct prime qi such that for some
number li > 0 we have qlii | Lcycle(bi) but qlii  Lcycle(bj ) for j = i . Hence
n
d∑
i=1
Lcycle(bi)
d∑
i=1
q
li
i 
d∑
i=1
qi.
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Thus, n is at least as large as the sum of the first d primes. As noted in the proof
of Theorem 58, the sum of the first x primes is <(x2 logx). This implies that d =
O(
√
n/logn).
The extension of the proof to arbitrary m is similar to the second part of the proof of
Theorem 32. ✷
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