conditioning of the correlation matrix, etc. Finally, gradient-enhanced Kriging is used to model 6-and 10-variable fluid-structure interaction problems from bio-mechanics to identify the arterial wall's stiffness.
Introduction
The computational complexity of simulation codes, such as computational fluid dynamics (CFD) and finite element (FE) analysis, has grown rapidly in recent years, despite the continual advancement in computing power. In this respect, mimicking the behaviour of computationally intensive functions with simple approximations, known as surrogate models (surrogate modelling), has gained much attention among researchers over the past two decades. The aim of surrogate modelling is to accurately mimic the behaviour of a computationally expensive simulator over an input space of interest based on a limited number of expensive simulations (data points). To that end, it is crucial to take advantage of all additional available information, such as gradients, Hessian data, multi-fidelity data, prior knowledge, etc. [3, 8, 21, 39, 40] . For example, Kennedy and O'Hagan [14] investigated surrogate modelling techniques based on multi-fidelity data of variable computational cost. Yamazaki et al. [38] developed gradient and Hessian enhanced surrogate models with improved accuracy over models based on function data only. This is also the context of the work presented here; but, this work is more concerned with investigating the effect of a complete or partial set of gradient enhancement on the accuracy of the surrogate models.
Abstract The use of surrogate models for approximating computationally expensive simulations has been on the rise for the last two decades. Kriging-based surrogate models are popular for approximating deterministic computer models. In this work, the performance of Kriging is investigated when gradient information is introduced for the approximation of computationally expensive black-box simulations. This approach, known as gradient-enhanced Kriging, is applied to various benchmark functions of varying dimensionality (2D-20D). As expected, results from the benchmark problems show that additional gradient information can significantly enhance the accuracy of Kriging. Gradient-enhanced Kriging provides a better approximation even when gradient information is only partially available. Further comparison between gradient-enhanced Kriging and an alternative formulation of gradient-enhanced Kriging, called indirect gradient-enhanced Kriging, highlights various advantages of directly employing gradient information, such as improved surrogate model accuracy, better
Simpson et al. [30] and Wang et al. [37] provided an overview of various surrogate modelling techniques. Among them, Kriging, which was proposed by Sacks et al. [27] for the design and analysis of computer experiments, is very popular in computer aided engineering (CAE) applications to approximate deterministic data [16, 26, 29] . The modelling efficiency of Kriging is largely determined by the ability of its correlation function to capture the actual local behaviour of the function to be modelled. Hence, properties such as smoothness, differentiability, etc. of correlation functions play a significant role in the spatial interpolation abilities of Kriging. Morris et al. [23] proposed an extension of Kriging, called direct CoKriging method, which incorporates gradient information along with the function values to provide a more accurate approximation. As the term CoKriging is more used to describe multi-fidelity data modelling, we use the term direct gradient-enhanced Kriging (GEK) instead to avoid confusion. Chung et al. [2] compared direct GEK with an alternative formulation of GEK, called indirect GEK, which uses the same mathematical formulation of Kriging, but augments the training data with additional function values estimated from the gradient information. The authors applied both GEK methodologies to an aerodynamic shape optimization problem and stated that both formulations are almost identical in performance. The authors further stated that indirect GEK is prone to numerical errors introduced during the estimation of additional function values from gradients whereas direct GEK exhibits formulation complexity at high dimensionality. Liu [20] further investigated indirect GEK and proposed an alternative approach based on Neural Networks, trained with both function and gradient data, but its performance is lower than indirect GEK. Laurenceau and Sagaut [18] studied an aerodynamic problem with direct and indirect formulations of GEK and concluded that indirect GEK outperforms direct GEK irrespective of their equivalent mathematical formulations.
GEK has an extra requirement that the correlation function must be twice differentiable in order to calculate the correlation between gradient observations. An elaborate discussion on various differentiable correlation functions is given by various authors [24, 25, 31, 36] . The Gaussian correlation structure is more commonly used in Kriging. However, Stein argues that the Gaussian correlation structure does not provide much flexibility in capturing the actual local behaviour of spatially varying quantities and encourages the use of the Matérn class of correlation functions due to its flexibility and manageable number of parameters [31] .
In this paper, we are particularly interested in investigating the effect of gradient enhancement in Kriging with various correlation functions. To that end, the analytical expressions for the derivatives of various correlation functions with respect to design variables are derived, and the GEK methodology is also investigated if only a part of the gradient information is available. Based on the results of this investigation, a rule-of-thumb is proposed for the selection of GEK over ordinary Kriging (OK) with respect to surrogate model accuracy and extra computational cost of estimating derivatives. In addition, a guideline is developed to improve the conditioning of the correlation matrix of GEK based on the tentative relationship between the values of the hyper-parameters and the accuracy of GEK models. Further, a guideline is suggested to reduce the surrogate model fitting cost of GEK by sorting the most relevant dimensions and only incorporating derivatives which correspond to those dimensions. Furthermore, the analytical equation of the likelihood gradients is derived and integrated in the GEK formulation, by evaluating the gradients of various correlation functions with respect to the hyperparameters. This study is carried out by applying GEK to various benchmark functions of varying dimensionality (2D-20D) and to one real-life problem from bio-mechanics. This study captures and highlights the efficiency, applicability and limitations associated with gradient-enhanced Kriging.
The remaining part of this paper is structured as follows: in Sect. 2, the mathematical formulation of gradientenhanced Kriging is presented. Section 3 discusses gradient incorporation in various correlation functions which are suitable for gradient-enhanced Kriging. Section 4 lists the employed benchmark and the real-life problems. Test results are presented and discussed in Sect. 5. Finally, conclusions are drawn in Sect. 6.
Gradient-enhanced Kriging (GEK)
The mathematical form of a Kriging model has two parts as shown in Eq. 1. The first part, μ, represents a trend function and the second part, which captures the local deviations from the trend function, is the realization of a stationary Gaussian random process.
where the column vector ψ contains the correlation between the sample data and a prediction point x * , y corresponds to the column vector of function values (a.k.a. response throughout this paper) from the sample data and is the correlation matrix which contains the correlation between the sampled data points. Various correlation functions can be employed based on available prior information about the underlying function to be modelled. This is discussed in Sect. 3.
In the case of GEK, the correlation matrix ( ) in Eq. 1 becomes a block matrix,
where k is the dimensionality, i.e., number of design variables. Hence, Eq. 1 for GEK becomes, where where n s is the number of sample points and the correlation vector ψ contains the correlation of both function values and gradients between the sample data and the prediction point x * . The vector, ẏ, contains both the function values and gradients of the sample data. The constant trend function for GEK, μ , is calculated via the general least square method as,
The hyper-parameters of the GEK model (θ m , m = 1, ..., k. See Sect. 3) can be obtained by maximizing the concentrated likelihood function, where σ 2 is the estimated GEK variance which can be expressed as,
Correlation functions
The choice of correlation functions is important in GEK, as the correlation functions must be differentiated once to
calculate the correlation between response and gradient observations. Additionally, the correlation functions must be differentiated twice to calculate the correlation between gradient observations. Due to this fact, we limit ourselves to one stationary correlation function and two instances of the Matérn class of correlation functions. A popular class of stationary correlation functions is defined as [8] ,
m | and p is the smoothness parameter which defines the drop in correlation as d increases. A popular and more widely-used special case of the class of stationary correlation functions, which corresponds to setting p = 2, is the Gaussian correlation function [7, 15, 32] . The Gaussian correlation function assumes that the spatially varying function is smooth and continuous.
Stein [31] argues that such strong smoothness assumptions are unrealistic for modelling many physical processes, and recommends the Matérn class of correlation functions for its flexibility and highly recommendable spectral density. The flexibility is mainly due to its smoothness parameter (ν-similar to p in stationary correlation functions), as various values of ν guarantee good modelling accuracy for smooth surfaces (for ν → ∞, it becomes the Gaussian correlation function) as well as rough surfaces (ν → 0). Based on the value of ν, various instances of Matérn correlation functions are available. Matérn 2 correlation function in GEK and showed that the directional derivatives of the correlation function agree up to order 2, irrespective of the appearance of the absolute value in the correlation. Due to this nature and the highly rough behaviour of instances with ν < 
3
The gradient and the Hessian for the Gaussian correlation function are given by Eqs. 13 and 14, respectively.
The gradient and (somewhat convoluted form of) the Hessian for the Matérn For more elaborate information on how the choice of θ k can influence the overall surrogate model accuracy, the reader is referred to [8] .
The k-dimensional non-linear optimization, which is performed to calculate suitable values of hyper-parameters, is the most time-consuming part of Kriging. The optimization becomes even more computationally expensive in GEK as the correlation matrix has an additional n s × k rows/columns. If the Cholesky decomposition is (18) Hessian of correlation
1 3 used to factorize ˙ , then the optimization requires a computational cost of O(((k + 1)n s ) 3 ) and a memory cost of
The Cholesky decomposition is the most expensive part of the optimization and, thus, the gradients of the likelihood with respect to the hyper-parameters θ k are utilized to reduce the number of likelihood evaluations.
Though the gradient estimation imposes an additional computational and memory cost, this may not be a significant issue for low-dimensional problems (k ≤ 20). The likelihood gradients can either be calculated analytically or using reverse algorithmic differentiation of the likelihood. The latter is much faster and less dependent on the number Hessian of correlation
of inputs [33] . In this work, the likelihood gradients for the GEK are calculated analytically by estimating the derivative of the concentrated likelihood function with respect to the hyper-parameters as [33] , Equation 19 can be solved once the derivatives of every element of ˙ with respect to θ k are calculated. As those derivatives are somewhat cumbersome to calculate, their analytical expressions are given in Appendix A. The derivative of the correlation and the cross-correlation functions with respect to θ k for the Gaussian, Matérn In this work, the k-dimensional non-linear optimization is performed with Sequential Quadratic Programming (SQP) utilizing gradient information which is available in MATLAB 1 as the fmincon function. During the likelihood optimization, Eq. 19 is solved for each hyper-parameter. As the analytical gradients of the likelihood function with respect to each hyper-parameter are passed to the optimizer along with the value of the likelihood function, the optimizer can quickly converge to the optimal values of the hyper-parameters with few evaluations of the likelihood function. This reduces the number of likelihood function evaluations, which in turn reduces the overall surrogate modelling time.
Problem formulation
Four widely used benchmark functions 2 are employed as test functions, see Table 1 . The gradient values of the benchmark functions with respect to the design variables are analytically calculated. A numerical simulator [5] that determines the difference between a given wall displacement and a calculated wall displacement for a given stiffness distribution along the length of an artery is used as a simulation example. Further details of this problem are given in Appendix B. The accuracy of resulting surrogate models is estimated with two different error measures: A validation data set and 'K-fold' cross validation (CV) [22] , both using the normalized root mean square error (NRMSE). The validation data set contains 500 Monte Carlo points (n p ). The NRMSE for the response prediction can be defined as, where y t is the true response and ŷ is the predicted response. Kriging surrogate models often require space-filling designs [16] . In this work, the class of Audze-Eglais Latin hypercube designs is considered to generate sample points [13] . The Audze-Eglais Latin hypercube designs provided by [13] support up to a maximum of 300 sample points. Hence, the class of maximin Latin hypercube designs available in MATLAB is used to generate samples ranging from 100 to 1,000. Moreover, the uniformly distributed pseudorandom designs available in MATLAB are also used to investigate the evolution of NRMSE, which is averaged over 50 independent runs for each sample size, with respect to the number of sample points (n s ).
Results and analysis

Benchmark test Problems
Figures 4, 5, 6 and 7 show the evolution of NRMSE as a function of the number of training samples (n s ) for the benchmark test functions. As expected, the performance deviation of GEK over ordinary Kriging (OK) is more pronounced with increasing sample size and dimensionality (k). This is essentially due to the fact that at a given n s , GEK incorporates more information in the form of derivatives as the dimensionality of the problem increases. Although one can expect that both GEK and OK will converge to a similar accuracy level once a sufficient number of sample points is reached to model the underlying function, it is often difficult to know the appropriate size of the training data a priori. Though no general rule can be extracted about the required sample size for GEK to reach the accuracy level of OK as it is based on the complexity of the underlying function, a considerable sample reduction (50-90 %) is achieved by GEK. The reduction in sample size achieved with GEK, in terms of % of reduction in sample size, to reach the same accuracy level of OK with n s = 100 is given in Table 2 . In order to understand the robustness of GEK with various correlation functions, benchmark test functions are modelled using random designs instead of optimal Audze-Eglais Latin hypercube designs (Figs. 8, 9, 10 ). For each number of training samples, ranging from 10 to 100 samples in steps of 10 samples, 50 random designs are constructed. Thus, the fitting of the OK and the GEK models is repeated 50 times for each training sample size. Almost an equal degree of improvement in performance over the OK models is achieved by the GEK models Rosenbrock-20D >60 ± 6.88 >85 ± 6.07 the conservative second-order differentiability nature as explained in Sect. 3. For more information on the suitability of various correlation functions in Kriging-based surrogate modelling, the reader is referred to [9] [10] [11] . Tables 3, 4 , 14 (Appendix C) and 15 (Appendix C) give the CVE measure for the benchmark functions and the improvement in surrogate model accuracy reached by the GEK models against the Gaussian correlation function based OK models.
Effect of using partial set of gradients
The accuracy of GEK models is assessed by leaving out gradient information in some of the dimensions of the training sample points during modelling. This can give an insight on how the GEK methodology will perform when the gradient information is only partially available. In addition, this also reduces the size of ˙ to
with k ′ being the number of dimensions in which the partial set of gradients is incorporated. The GEK methodology is observed to result in more accurate surrogate models than OK even when the gradient information for some of the dimensions of the function to be modelled is completely left out (Figs. 11, 12, 13, 14, 15, 16 ). The dynamics of the left out gradients influence the surrogate model accuracy. For a given n s , a minimum number of gradients in single dimension is required to produce GEK models which are more accurate than OK models for the Hartmann 6D function. Although it is based on the complexity of the function being modelled, this feature offers the possibility of improving the conditioning of ˙ by leaving the least influencing gradients. Tables 5, 6, 7 and 8 give the improvement in surrogate model accuracy achieved by the GEK models, which are built with only the partial set of gradients in the specified dimension, over the Gaussian correlation function based OK models. Further, the cumulative accuracy improvement 
Ackley achieved by the GEK models when gradients in more than one dimension are successively incorporated is given by the last column in Tables 5, 6 , 7 and 8. It should be noted that the sum of improvements of the GEK models of individual derivatives does not correspond to the improvement found in the GEK model incorporating all Tables 5, 6 , 7 and 8 are obtained with the Gaussian correlation function based GEK models with n s = 100. It can be observed that only incorporating gradients in the highest θ valued dimension shows significant improvement in the accuracy of GEK models. This means that accurate GEK models can be constructed by only incorporating partial set of gradients which corresponds to the largest value of θ. 3 In addition, the GEK model fitting cost can be considerably reduced by sorting the most relevant dimensions and only incorporating partial set of gradients which corresponds to those dimensions, as a GEK model with gradients in all the dimensions might become infeasible for high dimensional problems due to enormous size of ˙ . From the benchmark results, only including partial set of gradients in k 2 dimensions is observed to be a good trade-off between the GEK model fitting cost and model accuracy. Moreover, the accuracy of GEK models with k 2 partial set of gradients is not too far from that of GEK models with a complete k set of gradients (Tables 5, 6 , 7, 8).
Choosing GEK over OK
When the computational cost of acquiring derivative data becomes significant, it is important to select an appropriate technique among OK and GEK. For example, consider the Ackley 3D function for which the computational costs of estimating one function value and one set of k-dimensional derivatives are t y and t dy , respectively. If t dy=50 > 2 × t y=50 (≈ t y=100 ), it is appropriate to choose OK over GEK, as it provides surrogate models with comparable accuracy to GEK without extra computational cost (Fig. 4) . On the contrary, if t dy=50 < 2 × t y=50 (≈ t y=100 ), then GEK would be an appropriate choice as it provides more accurate surrogate models than OK with negligible extra computational cost (Fig. 4) . Considering situations of this nature, a ruleof-thumb is proposed based on the results of the benchmark functions in order to tentatively guide one to select appropriately among OK and GEK. where ρ is a constant relating to the dimensionality of the function to be modelled. In general, ρ is either 2 or 3 for functions with k ≤ 10 and varies between 4 and 5 for functions with 10 < k ≤ 20. If the gradients are estimated by using an adjoint formulation based approach, the computational cost of evaluating the gradients is independent of the dimension of the problem and is directly proportional to the computational cost of a function evaluation. The value of ρ, in this case, depends on the details of the adjoint implementation and the worst-case estimate for ρ is 5, with typical values varying between 2 and 3 [12] .
Direct and indirect GEK
Gradient information can also be used in an indirect way, as shown by Chung et al. [2] , where gradient information is used to estimate the nearby function values and correspondingly a standard OK model is built (indirect GEK). As expected, the indirect formulation struggles to capture the overall pattern of the underlying function while
the direct formulation is able to model the quickly varying features more accurately as the gradient information is directly available. This is mainly caused by the complexities involved in estimating the right values for the interval in the first-order Taylor formula while calculating the additional function values for the indirect formulation. Moving too close or too far from the location of the original sample points results in no improvement or even a degradation in the accuracy of the indirect GEK models. As the direct formulation directly uses the gradient information, it tends to be more accurate at higher n s irrespective of the problems associated with dimensionality. Moreover, gradients estimated using finite-difference methods can also be incorporated in direct GEK. However, the computational cost of estimating gradients using finite-difference methods is very high as it takes k function evaluations to estimate gradient values at one sample point. Hence, the direct GEK with gradients estimated from finite-difference methods is not computationally advantageous than the indirect GEK with augmented function values. However, adjoint-based methods can be used to estimate gradients at very low computational cost [1, 2, 6, 12, 17, 28] . Figures 18, 19, 20 and 21 show the evolution of the NRMSE (and the averaged NRMSE over 50 independent runs) as a function of the number of training samples (n s ) for the FSI problems. A significant 80-90 % reduction in sample size is achieved with GEK ( Table 9 ). The feasibility of the sample reduction can be assessed by explaining the rule-of-thumb proposed in Sect. 5.3 and the extra computational cost associated with estimating derivatives. Table   10 gives the computational cost of estimating the function and derivative data for the 6D FSI function using a contemporary Ubuntu Linux desktop with 4 × 2.10 GHz. As per Eq. 21, t dy should be greater than at least 2 × t y in order to choose OK over GEK. It can be observed from Table 10 that in no case t dy is greater than 2 × t y . Hence, it is more obvious to go for GEK over OK in this case. This choice can be further validated with the accuracy of the resulting GEK models. Table 10 shows that 97 function values can be calculated in the time of calculating 60 function and 6 × 60 derivative data for the 6D FSI function. When OK models of 97 function values are compared with the GEK models of 60 function and 6 × 60 derivative data, the GEK FSI function % of reduction in n s by GEK to reach the same accuracy level of OK with n s = 100
Fluid structure interaction problem
Response prediction Derivative prediction 6D >70 ± 8.9 >80 ± 8.83 10D >50 ± 9.2 >80 ± 9.9 models outperform the OK models (Figs. 18, 20) . A similar behaviour is exhibited for the 10D FSI function too. The extra computational cost associated with derivative estimation is quite cheap in the current case, thus making these comparisons even more tilted in favor of GEK.
However, for a fair comparison, the surrogate model fitting cost should be taken into account as well. As the derivative information is incorporated in GEK, the size of ˙ grows substantially, and, hence, the surrogate model fitting cost. Hence, the training data of the OK models should be scaled to account for the additional derivative information incorporated in the GEK models. This is carried out by evaluating more function values and adding them to the correlation matrix of OK models so that the size of equals the size of ˙ . This leads to an equal surrogate model fitting cost for both OK and GEK models. Investigations on FSI problems show that OK with scaled training data results in more accurate surrogate models than GEK (Fig. 22) . This result goes along with the fact that a function value is more informative than a gradient value. However, it should be noted that the computational burden incurred by the additional function evaluations involved in OK models is significantly higher than the computational cost of acquiring function and derivative data for the GEK models with ˙ being equal in size with .
In addition, incorporating gradient information significantly improves the accuracy of GEK models, particularly in functions having k ≥ 8, whereas the OK models show very small improvement in the accuracy as the number of response observation increases (Tables 11 and 16 (Appendix C)). Further, it can be seen in Tables 11 and 16 that a GEK model with n s = 20 is more accurate than a OK model with n s = 100. This may due to the fact that the hyper-parameter optimization of the OK models fails because of the small sample size in such a large design space. Hence the accuracy of all the OK models is almost the same. But, the gradients restrict the possible interpolation through the response data and allow the GEK models to successfully optimize its hyper-parameters [34] . This may actually be an advantage of GEK although in theory a response is worth more than a derivative. This can illustrate the feasibility of employing gradient values directly irrespective of the complexities involved in solving the large correlation matrix. Tables 12 and 17 (Appendix C) give the CVE measure for the FSI functions against varying dimensionality. Again, no single correlation function completely outperforms its counterparts.
Conclusions
This paper investigates the effects of gradient enhancement in Kriging-based surrogate modelling. 
Appendix A: Analytical expressions for likelihood gradients
Gaussian correlation function
Derivative of correlation function with respect to θ k :
Derivatives of cross-correlation functions with respect to θ k :
with partial set of gradients is observed. Based on this tentative relationship, a guideline is developed to improve the conditioning of the correlation matrix, as this feature enables gradient-enhanced Kriging to reduce the size of the correlation matrix and, subsequently the surrogate model fitting cost by discarding the least important gradients. In addition, a guideline is proposed for a good trade-off between the gradient-enhanced Kriging model fitting cost and model accuracy. Furthermore, when the size of the correlation matrix of ordinary Kriging is scaled with more function values in order to equal that of gradient-enhanced Kriging (i.e., equal surrogate model fitting cost), ordinary Kriging outperforms gradient-enhanced Kriging, but at a computational cost of estimating additional function values which is often higher than that of estimating derivatives for gradient-enhanced Kriging. Although the direct and indirect formulations of gradient-enhanced Kriging appear to be similar in performance, the direct formulation exhibits better conditioning of the correlation matrix. The use of analytical expressions for the likelihood gradients speeds up the overall hyper-parameters calculation time by reducing the number of function evaluations. In 2008, the World Health Organization reported that cardiovascular diseases are the leading cause of death in the world. Aortic stiffening has been linked to many (patho) physiological mechanisms and conditions. In all of them, the stiffness and mechanical properties of the aortic wall are altered. Consequently, non-invasive measurements of the arterial stiffness are needed and assessing the arterial stiffness should be part of the routine clinical diagnosis and follow-up procedures [19] . In this example, the stiffness distribution along the length of an artery is identified using a simplified numerical model. Previously, unconstrained
quasi-Newton optimization with line search and a discrete adjoint solver for the calculation of the gradient were applied for this purpose [5] . The numerical model is one-dimensional in an axisymmetric (r, φ, z) coordinate system, as depicted in Fig. 23 . It consists of k − 1 elastic segments, each with its own stiffness. Inside the artery, there is an incompressible blood flow. Furthermore, the interaction between this blood flow and the elastic wall is taken into account.
The blood flow rate at a point can be measured as a function of time using non-invasive techniques. So, the flow rate at the inlet is prescribed as a function of the time t with a period corresponding to one heart beat t b . A Windkessel model relates this velocity with the outlet pressure [35] . This Windkessel model (See Fig. 23 ) represents the remainder of the circulation, downstream from the artery. The capacitor C represents the compliance of the arterial system, while the resistors R p and R d model the proximal and distal viscous resistance, respectively.
The goal is to adjust the stiffness parameters of this fluid-structure interaction model so that the displacement of the arterial wall as a function of time matches the displacement data from a non-invasive measurement. The elasticity modulus E i of each segment i (i ∈ {1, . . . , k − 1}) is modified by the corresponding parameter x i which varies from −1 to 1. As the Windkessel model also has a significant impact on the wall displacement, the value of C is modified by the parameter x k which varies from −1 to 1.
The parameter x k will be identified, together with the parameters x i (i ∈ {1, . . . , k − 1}). All fixed parameters are listed in Table 13 .
The governing flow equations and the structural equations, which are formulated, discretized and linearized in reference [5] , are solved separately. Consequently, coupling iterations using the IQN-ILS algorithm [4] need to be performed between the flow equations and the structural equations to obtain the solution of the coupled problem. A cost function y(x) is defined as the sum over all time steps and all segments of the squared difference between the radius in the simulation and in the measurement. This measurement, which would normally be obtained from a non-invasive medical imaging technique such as ultrasound, is mimicked by a simulation with the same model. It is then assumed that the parameter values in this "measurement simulation" have been forgotten and their values are calculated using the parameter identification. The vector x contains the k parameters which are defined in 37 and 38. The state vector s contains the radius in all segments and all time steps. The parameter identification can thus be reformulated as a minimization problem subject to the governing equations as constraints. As the state vector s depends on the parameters x, the total derivative of the cost function y(x, s) = y(x, s(x)) with respect to the parameters is obtained with the chain rule.
To avoid the direct calculation of ds/dx, the adjoint equations of this unsteady fluid-structure interaction problem are derived and solved, which involves backward time steps. In each of these steps, the adjoint flow equations and adjoint structural equations are coupled using the IQN-ILS algorithm [4] , similarly to the forward equations. The stiffness off each segment is identified by constructing a surrogate model for y(x), followed by a search for its minimum and the corresponding values of x.
Appendix C: Surrogate model accuracy
See Tables 14, 15 
