Abstract-We derive new mixed-integer quadratic, quadratically constrained, and second-order cone programming models of distribution system reconfiguration, which are to date the first formulations of the ac problem that have convex, continuous relaxations. Each model can be reliably and efficiently solved to optimality using standard commercial software. In the course of deriving each model, we obtain original quadratically constrained and second-order cone approximations to power flow in radial networks.
D
ISTRIBUTION system reconfiguration entails choosing the combination of open and closed switches that optimizes certain performance criteria while maintaining a radial network topology [1] , [2] . Reconfiguration was originally addressed with branch exchange procedures [1] , followed by genetic algorithms [3] , [4] , simulated annealing [5] , and other heuristics [6] , [7] ; the literature is extensive. Such approaches are popular due to their broad applicability, e.g., for black-box models, but in turn may neglect the intrinsic problem structure that would be valuable in larger problems. Toward this end, in the present paper, we develop new mixed-integer quadratic programming (QP) [8] , quadratically constrained programming (QCP) [9] , and second-order cone programming (SOCP) [10] formulations for reconfiguration.
When all variables are continuous, problems in these classes are always convex and admit highly efficient and reliable polynomial-time algorithms [9] . As is well known, each class becomes nondeterministic polynomial-time hard (NP-hard) when some of the variables are discrete. However, many integer programming algorithms, such as branch-and-bound, maintain excellent performance when efficiently computable bounds are available, and so it is highly desirable to have convex, polynomial-time continuous relaxations underlying mixed-integer problems; this is what is implied by the use of the term convex in this work. In [11] , a mixed-integer nonlinear programming formulation was solved using Benders decomposition [12] ; in the same spirit, we solve mixed-integer, nonlinear-but convex-formulations. We summarize available algorithms for each framework in Sections III-A and III-C.
In this study, three new convex models are introduced, which we show in Section IV to be practical and competitive with existing methods, and approximate radial power flow formulations are obtained in their derivation. The models represent the first convex approximations to the ac version of the problem, a methodology which has seen past success and recent development in neighboring contexts such as optimal power flow [13] - [15] , transmission planning [16] , [17] , and unit commitment [18] , [19] . Our formulations extend beyond reconfiguration to many radial network optimization problems, such as sizing and location of capacitors [20] and distributed generation [21] .
Two characteristics in particular distinguish our method from most prior approaches. The first is convenience. The models may be solved using widely available, powerful commercial software, leaving to the user only programming the model while circumventing the algorithm. Although there are many tunable parameters within the standard software, default settings and automatic parameter selection usually lead to strong performance without user intervention. Similarly, starting points are accepted from the user, but are automatically generated if none are supplied. Second, the algorithms employed guarantee global optimality within each approximation, which is not true of most heuristic-based optimization methods. As will be seen in the results section, these solutions may indeed require a large amount of computation time and thus they provide useful base solutions, which may be used as starting solutions for faster, realtime techniques. Alternatively, optimality requirements may be systematically relaxed, providing strong suboptimal solutions in reduced time. In this regard, substantial improvements may be achievable beyond our current results. In particular, little is known about which optimality requirements are most effective to relax and the potential improvement from seeding the algorithms with reasonable guesses rather than letting them self-generate initial solutions.
II. DistFlow EQUATIONS
We will make extensive use of the DistFlow equations for radial ac networks [1] . Let and denote the real and reactive powers at bus going to , voltage magnitude, and and real and reactive loads at bus . Note that and do not equal and . Since never appears in our formulation, we regard as a variable itself. Let be the set of buses, be the set of lines, and and be line resistance and reactance. Unless otherwise specified, single-subscript constraints are over all in , and double-subscripted constraints are over all in . The DistFlow equations are given by
III. CONVEX MODELS

A. Quadratic Programming
Here, we use the simplified DistFlow equations [1] , which are obtained by dropping all quadratic terms, removing constraint (3), and fixing voltage magnitudes at one p.u. Let be the subset of with switches, be the subset of which are substations, and , , be real and reactive powers from the substations, and be a sufficiently large disjunctive parameter. Note that the set may contain multiple substations, each of which will be connected to exactly one tree with no other substations attached to it. We obtain a mixed-intger QP [8] for loss minimization by coupling the quadratic objective (4) with the linear set of constraints (5 We refer to (7)- (16) as in the sequel. Two continuous variables and are associated with each line designating which direction, if any, flow may travel. With each switched line is also associated a single binary variable , which is zero if the switch is open and one if closed; note that, since this variable is not directional, and thus the number of binary variables is exactly the number of switches. We shall see subsequently that, although the only take on values of zero or one, it is not necessary to enforce that they be discrete, and thus they impose little computational burden. These radiality constraints are nearly identical to those of [22] and [11] ; however, this formulation is slightly more general in that not every line need be a candidate switch, potentially saving significant computation time. For the sake of thoroughness and to account for differences between this and prior radiality formulations, we will show that this scheme always results in a radial configuration, but first give a simple example.
Consider a three-bus system with a substation at the first and third buses and switched lines between each of them and the second bus. Then by (12) , and thus and . By (15), we know that , and thus either or is zero, resulting in a radial configuration in which no path exists between two feeders. The general argument below extends to all subsequent models in this paper.
Claim 1: Any feasible must be zeros and ones, and, for each substation, it describes the edges of an unweighted, directed tree graph with a root node (arborescence).
Proof: Assume is fixed, and let , i.e., the set of closed switches and nonswitched lines. Consider a path through beginning at a substation, which we label bus zero. For any , , and, by (13)- (15), for any ; we see by induction along the path that any on a path from the substation must be oriented such that it is zero going "in" and one "out," and therefore no two paths originating at a substation can meet (forming a loop if they are from the same substation). If a loop is formed which does not contain a substation, its buses are not receiving any flow, and (5) and (6) cannot be satisfied. We conclude that must describe an arborescence for each substation; to do so, must itself be composed of trees, and hence any feasible results in a radial configuration.
We remark that there are more continuous variables in the above formulation than necessary: only a single is needed for each line due to the equality constraints (13) and (14) . However, to ease exposition and because the limiting factor is the number of discrete and not continuous variables, we have opted for the above, slightly less efficient presentation. Moreover, desirable modeling flexibility is built in, e.g., a line through which power can only flow in one direction may be accommodated by explicitly setting or . Note that, in a feasible configuration, each connected component must have exactly one substation.
Continuous QPs have polyhedral feasible sets, and thus their mixed-integer counterparts enjoy fast algorithms similar to those for mixed-integer linear programming, namely cutting planes coupled with branch-and-bound [23] . Furthermore, they can be solved with nearly the same efficiency [8] , and thus the model QP represents a practical option for real-time reconfiguration.
B. Quadratically Constrained Programming
If we extend our framework to QCP [9] , we enhance our modeling capability in three ways. First, line flow limits can be expressed , where denotes line capacity; these are new constraints. Second, recognizing that the equalities in (5) and (6) are identical to requiring that the flow into a bus be greater than the load plus the outgoing flow, losses may be approximated within flow conservation by replacing (5) and (6) with (17) (18) and leaving the remaining constraints of QP unchanged. With losses accounted for in flow conservation, the sum of the substation flows (19) may be equivalently (and more efficiently) used as a loss reduction objective instead of (4). Third, the load balancing formulation of [2] is accommodated by adding the constraint (20) and minimizing the objective .
In practice, QCPs are usually solved using SOCP algorithms, which we will discuss in Section IV.
IV. SECOND-ORDER CONE PROGRAMMING
We derive an SOCP approximation of the DistFlow equations in which only the last term in (3) is dropped, allowing voltage to vary away from one p.u. This modification is justified because the squared p.u. resistance and reactance renders this term significantly smaller than the others. The approximation is obtained by replacing (5) and (6) with the following constraints, the set of which we denote : We are again using disjunctive constraints in (23) , (24), (27) , and (28), which are only "active" when . Specifically, the composition of these constraints is equivalent to (3) without the last term when , and enforces no constraint when (assuming is large enough). The composition of (23), (24) , (25) , and (26) reproduce (1) and (2) when and are again effectively unenforced when . Equations (25) and (26) are hyperbolic constraints, which are within the broader class of SOCP constraints [10] . As with QCP and LP, any constraint that can be written in the form of SOCP is convex and amenable to SOCP algorithms; this is verified for the above set because it is entirely composed of LP, QP, and SOCP constraints.
The purpose of the extra variables and is to put the constraints into an SOCP form recognizable by commercial solvers. Note that, for a fixed network, these constraints and the quadratic constraints of the previous section constitute new radial power flow approximations.
SOCP [10] is a polynomial-time generalization of convex QCP, which is solved using highly efficient interior point algorithms [24] . The mixed-integer counterpart has not attained the same maturity as mixed-integer linear or QP, but is handled by commercial solvers using branch-and-bound routines. Furthermore, cutting planes and improved continuous relaxation procedures are active areas of research [25] - [27] , and thus we can expect substantial improvements in the near future.
A. Relaxed Optimality Conditions
The classical mixed-integer convex optimization algorithms to which the above models are tailored are limited in that they will not terminate until a certifiably optimal solution is found; since all mixed-integer problems are NP-hard, this can be time consuming to the point that an uncertified or possibly suboptimal solution in less time is preferable [28] . Genetic algorithms and other heuristics do not share this problem, because optimality is not a termination criterion. However, there are many well-studied ways of using classical mixed-integer programming algorithms heuristically by adjusting tolerances and thresholds, for example, by relaxing the integrality constraint, and only requiring that each discrete variable be within some small number of an integer. This is risky for reconfiguration because an infeasible rather than merely suboptimal solution could be returned. In Section V, we briefly examine a modification to branch-and-bound routine in which, if is the objective of the best solution found so far and is a small number, is used instead to eliminate candidate solutions more rapidly [29] .
V. COMPUTATIONAL EXAMPLES
Here, we use each model to reconfigure 32-bus [1] , 70-bus [30] , 135-bus [31] , and 880-bus [7] , [32] test systems. As will be seen, the QCP and SOCP models can be more accurate than QP, but take considerably longer to solve using presently available algorithms. Although increasing resistance and reactance will hinder the performance of all models, we expect the QCP and SOCP to retain accuracy in such scenarios better than QP, which does not take any account of losses in its constraints.
We also remark that a tight SOCP relaxation of the DistFlow equations exists [33] . We do not pursue this here, for the following reasons: it is not applicable to the voltage maximization objective, and the QCP and particularly the QP models demonstrate far more practical running times than SOCP models, as will also be seen in the next section.
We employ the loss minimization and load balancing objectives as given in Sections III-A and III-B, and maximizing minimum voltage, as well as loss minimization of the 135-bus system of [31] . Minimum voltage maximization is accommodated linearly by maximizing and adding the constraints (30) We note that minimum voltage maximization with the simplified DistFlow equations is actually a linear program. For load [1] balancing, the p.u. capacity of each line was somewhat arbitrarily assumed to be the reciprocal of its impedance's magnitude. Table I summarizes the objective and constraint formulations used in each example. The resulting mixed-integer programs were solved using the modeling language AMPL [34] and solver CPLEX [35] on a desktop computer representative of current standards. We remark that CPLEX readily handles all problem classes seen in this paper, without calls to any external programs. Tables II  and IV give per unit objectives and computation times for each model. Load flow solutions were computed using MATPOWER [36] for the configuration obtained by each model as well as each system's base configuration, and the corresponding objective value is shown in the second row of each block. Of course, all resulting configurations are radial.
A. 32-Bus System
On the 32-bus system, each model found the same loss-minimizing switch configuration [11] , which was determined to be optimal by enumeration in [37] . The QCP and SOCP models each found the same load balancing solution, with open switches (8, 21) , (9, 10) , (14, 15) , (28, 29) , and (31,32). As stated earlier, this load balancing formulation cannot be modeled within QP. The QP and SOCP models each found the same solutions for maximizing minimum voltage, with switches (7, 8) , (9, 10) , (14, 15) , (28, 29) , and (32, 33) open. The QCP model found a very slightly worse solution with (9, 10) open instead of (10,11).
There is a vast literature on reconfiguration algorithms. In 2006, implementations of some of the most successful algo- [30] rithms were compared [37] ; these are shown in Table III along with the results of the QP model and the recent works of [38] and [11] . Of the methods which found the optimal solution, only the value reported in [11] is faster than ours. We remark that, in all of our examples, initial solutions were automatically generated by the solution algorithms, but that convergence time can be greatly accelerated if a good starting point is provided.
B. 70-Bus System
The second larger example, on which no particular approach exhibited better accuracy across objectives, is included to demonstrate the scaling of each approach's computation time. Objectives, load flow values, and times are shown in Table IV,  and Tables V-VII The SOCP model is too slow for a system this size; clearly new algorithms must be developed before it is practical. The QP model retains much of its efficiency, particularly for loss minimization, for which it required under a second. The QCP model again took times between the QP and SOCP models. On all systems and objectives, the base case was significantly improved upon by each model.
We comment that minimum voltages in this case are unacceptably low, but are improved substantially through our approach. Regarding the disparity between computation times across objectives, it must be recalled that these formulations are all NP-hard, and, while some of the solvers employed are mature technologies, it is impossible to guarantee an efficient route to a solution. That said, the times obtained by the QP model are attractive and suggest real-time applicability. [30] C. Relaxed Optimality for Larger Systems Finally, as described in Section III-D, we relax the optimality requirement for loss minimization with the QP model by varying the parameter through the CPLEX options. We examine the tradeoff between speed and accuracy on 70-bus [30] , 135-bus [31] , and 880-bus [32] , [7] systems. The 880-bus test case is a composite system constructed from the 135-and 201-bus systems of [32] and . Table VIII shows  that, as is increased, computation time shrinks at the expense of the optimality of the QP objective, and the corresponding load flow value deteriorates as well for both systems. On the 135-bus system, nonheuristic application of the MIQP algorithm in a few seconds yields a solution better than 0.28016, the best reported in [31] . In [7] , 0.46255 final losses are achieved on the 880-bus system; all but the most relaxed approach shown in Table VIII attained a superior result. We comment that, to ensure solution robustness on this system, the parameter in CPLEX needed to be changed from its default to 0.
VI. SUMMARY AND FUTURE WORK
We have introduced three new convex, mixed-integer programming models for distribution system reconfiguration, implicit in which are new approximations to power flow in radial networks. To the authors' knowledge, these models are the first ac formulations that can utilize a powerful class of convex optimization algorithms. On four examples, the quadratic programming model is shown to be efficient, yet also obtains good solutions, evidencing its practicality for very large systems. In particular, it often matches or occasionally exceeds the accuracy of the more detailed models. These results suggest potential near real-time application, which may indeed become relevant given large fluctuations of renewable energy sources [43] . The second-order cone model appears to be slightly more reliable in producing good solutions, but is expensive computationally. However, it is reasonable to expect substantial improvements in mixed-integer SOCP algorithms in the near future, in which case the SOCP and QCP models will become more scalable options. An additional appealing aspect of each model is the convenience of using established commercial software, the scalability of which can be enhanced by relaxing optimality criteria. However, all optimization algorithms stand to benefit from convex formulations of the underlying problem. Potential future work includes better understanding and deployment of relaxed optimality requirements, and taking advantage of ongoing improvements in mixed-integer second-order cone algorithms.
