This study presents a description of the concept of behavioural culpability, a step-by-step manual for using it, and an empirical test of a suspected mis-classification of culpability. Behavioural culpability is defined as whether the driver's actions contributed to a crash and that non-culpable crashes are not caused by any specific behaviour and can only be predicted from exposure. Drivers with non-culpable crashes are therefore a random sample of the population. However, if the criteria for culpability and/or the individual judgements are not reflective of the principle of behavioural culpability, no fault drivers will not be a random sample of the driving population. To test the predictions from the definition of randomness in a sample assumed to have sub-optimal coding, the categorization of crash involvement undertaken by a British bus company was tested for associations between at fault and no fault crashes, age and experience. As predicted from the low percentage of at fault accidents in the sample, correlations between the variables indicated that a fair percentage of at fault crashes had been coded as no fault of the bus driver, suggesting a too lenient criterion. These results show that within fleetbased companies, culpability for a crash is probably allocated for legal reasons, which means that the predictability of accident involvement taking into account individual differences is not fully utilized. The aim of behavioural culpability coding is to increase effect sizes in individual differences in safety research and to improve our capability of predicting accident involvement.
practical guide for its implementation has been constructed (and presented in the Appendix). In short, it describes an iterative process of coding, where the coder learns to adjust the criterion for behavioural culpability until the data meets the requirements. Behavioural culpability adopts the main assumption of induced exposure (e.g. Carr, 1969) , that drivers in non-culpable crashes are a random sample of the driving population (Chandraratna & Stamatiadis, 2009) . This assumption is then turned into a hypothesis which can be tested. So, instead of assuming that drivers with crashes which have been coded as non-culpable are a random sample of the driving populations, this is tested in a number of ways. If this goal is achieved (randomness of non-culpable drivers), then by default the remaining crashes should be culpable. This approach assumes that more than one driver in a crash can be (partly) responsible for the crash. For induced exposure, it is usually assumed that only one driver is responsible (e.g. Jiang & Lyles, 2010) , an assumption for which there is no supporting evidence. The random sample criterion as defined here creates several predictions, which can be used for testing the correctness of the coding. First, culpable and non-culpable crash involvements should not correlate within the individual, when exposure has been controlled for. This is because they arise from different mechanisms (the actions of the driver versus mere exposure). Second, any variable known to have an association with all crash involvements should have a stronger correlation with culpable crash involvement, and none at all with non-culpable ones. The only exception is exposure to risk, which should have a stronger correlation with nonculpable crashes. As a special case of this general rule, it can be observed that drivers with only non-culpable crashes should be similar to drivers with no crash involvements 2 . Third, culpable crashes should correlate within drivers between time periods (with a strength which is dependent on the variable means; af Wåhlberg, 2009), while non-culpable crashes should not (when exposure is controlled). These effects should be present in the analyses when coding is correct. If not, the size of the deviance from what can be predicted using this method indicates the percent of crash involvements that are in the wrong category for culpability. This means that the degree of deviance can be compared with the percent of crash involvements coded as culpable across samples. If the distinction between culpable and non-culpable crash involvement is correct (but coding is slightly off the mark), the effects should increase with the percentage of culpable crash involvement in the sample, until a maximum is reached, and then decline. This prediction is based upon the simple assumption that a certain criterion for culpability will be too lenient (culpable crash coded as non-culpable crash), or too harsh (non-culpable crash coded as culpable crash), while random errors are small. If the simplifying assumption is erroneous, meaning that humans have difficulties grasping the causation factors for crashes and make random errors in their judgements, then the predictive peak will be reached anyway (but will not be optimal). However, the correlation between culpable and non-culpable crash involvement within drivers will still be above zero when exposure has been controlled for. This latter criterion for correctness of coding is therefore the most important one. This optimal point must reside somewhere between 50 and 100 percent culpable crash involvements, that is out of all cases of crash involvement at least fifty percent must be judged as culpable. The starting point of fifty percent is due to the fact that most traffic accidents (but not involvements) are partly due to some aspect of driver behaviour (figures of 90-95 percent are often referred to -see Sabey & Taylor, 1980) . Therefore, at least half the drivers involved must be culpable, but less than a hundred percent. The concept of behavioural culpability is difficult to test for validity, because there is no independent method of coding for culpability. This means that deviations from predictions, for example that non-culpable drivers will be similar to the driving population, cannot be decisively attributed to erroneous coding, but could just as well be due to a fault in the concept. However, the prediction of an optimal predictive power somewhere between fifty and a hundred percent is testable, as no rival explanation would seem to be present (a prediction from restriction of variance would predict a monotonous decline in effect size). This prediction can be tested within a sample, using different coding rules and comparing the predictive power resulting from these, or meta-analytically between samples. Differences in exposure between participants are almost always a problem in road user studies, and need therefore to be controlled for when using behavioural culpability coding. However, this can be done in different ways and using different measures of exposure. The main contenders would seem to be mileage and time driving, but Chipman, MacGregor, Smiley and Lee-Gosselin (1992; 1993) found that differences between crash risk estimates using these two measures were rather small, with time spent driving tending to have the stronger association with crashes. Similar results have been reported by Dionne, Desjardins, Laberge-Nadeau and Maag (1995) . In principle, induced exposure methods can be applied too, but only at a group level. This paper aims to present a more detailed description of the concept of behavioural culpability, and the predictions which can be made to assist further research in this field. The empirical part of this study was intended to show what will happen when fault is not assigned according to behavioural culpability. Deviations from the predictions will indicate that some other approach or criterion has been used. This principle will be illustrated in the present study using data from a bus company. Here, it can be suspected that company officials judging the drivers' culpability will mainly have coded crashes using legal culpability as a criterion. Although this would probably to a large degree overlap with the behavioural culpability perspective, differences in results can still be expected when testing the assignment of culpability.
Method

General
The study was undertaken using crash data supplied by a British bus company for the evaluation of a bus simulator (a different bus company to the one used in the original study by af Wåhlberg & Dorn, 2007) . At the time of the study, the bus company served Greater London with over 6,800 scheduled buses operating on over 700 different routes. Over the year the bus company made over 1.8 billion passenger journeys across London. The majority of buses in London are double decker measuring between 9.5 metres and 11.1 metres long weighing approximately 7 ton empty and 12 ton when full of passengers.
Data
Data was available for the time period 2006-2008 and included a number of at fault and no fault crashes 3 (collisions with other objects) per driver, as judged by company officials. Date of birth, current full time or part time employment (there was no information about whether this had changed during the period of interest) and the driver's length of service (years of experience) were also available. The latter two were the only variables available which could be used as predictors. Experience is reliably, although weakly, associated with crash involvement (e.g. Blom, Pokorny & van Leeuwen, 1987; Häkkinen, 1979; Peck, 1993) and therefore a good variable to use in the kind of tests undertaken here. Age usually has a very weak or even non-existent association with crashes (Dorn & af Wåhlberg, 2008) , and any differences in associations with culpable and non-culpable crashes are therefore difficult to evaluate. Only data for full time drivers who had worked complete years were used in the present analysis, to hold exposure to risk constant. Whilst mileage would possibly be preferable as a measure of exposure, this information was not available to us. Furthermore, for bus drivers driving in similar areas, the correlation between hours and mileage should be very high, as the timetables restrict their speed.
Overview
To determine whether or not the bus company assignment of culpability meets the requirements for behavioural culpability, crashes deemed to be no fault of the bus drivers did have the characteristics of a random process. Specifically, the following effects were tested. First, at fault and no fault crashes should be unrelated within drivers when exposure has been controlled for. Second, drivers who have no fault crashes should be similar to no-crash drivers, but different from the population, on variables known to be associated with crash involvement. Third, events which are random should not correlate within individuals between time periods (i.e. some drivers should not consistently have more no fault crashes), when exposure is controlled for.
Analysis
The analysis aimed to estimate how well effect sizes from the company's crash data coding for culpability agrees with the theoretically derived predictions outlined above, given the percentage of at fault crashes in the sample. Therefore, the bi-variate associations between the fault and no fault crash variables, age and experience were calculated with driver as the unit of analysis. These associations were computed for the whole time period, and for each yea rin isolation. Furthermore, drivers with no fault crashes only were compared to those with no crashes, and drivers with fault crashes, on mean values of age and experience. Three different statistical methods were used; Pearson correlations for associations between variables, and Cohen's d and t-tests for defined groups. These statistics might not be the optimal tools for skewed data like crashes, but the aim of the analysis was to compare the sizes of effects between groups/variables, not necessarily to estimate a true effect size. In social science research, the meaning of an exact effect size is most often not clear. If a prediction of a positive association is made, any positive correlation will be cited as positive evidence, however miniscule. When testing coding for culpability, it would therefore be useful to have a criterion against which to evaluate the findings. It is therefore suggested that the benchmarks of Cohen will be useful (Cohen's d: small = .20; medium = .50; large = .80; Pearson's correlation (r): small = .10; medium = .30; large = .50). Applying this to the prediction of a zero correlation between culpable and non-culpable crash involvements, an actual correlation of .25 would indicate a medium problem with the coding. 
Results
Descriptives
First, descriptive statistics were computed (Table 1) . Here, it can be seen that only forty-four percent of all crash involvements were deemed by the company to be the bus drivers' fault. The crash involvement variables had fairly good distributions for such data; the number of drivers with no crash involvements was smaller than the number with one involvement, and the standard deviations were close to the means.
Testing correlation between culpable and non-culpable crashes
If no fault crashes are randomly distributed among drivers with equal exposure, they should have no association with at fault crashes. Therefore, associations between the study variables were computed (Table 2) . If the criterion and coding is correct, there should be no correlation between culpable and non-culpable crash involvements. Correlations of any size indicate erroneous coding. Non-culpable crash involvements should not correlate with any predictor when exposure has been controlled for (either as crashes/exposure unit or in a partial correlation). If they do, this indicates erroneous coding of culpable crashes as non-culpable, to a degree according to Cohen's benchmarks. As could be expected from the high percentage of no fault crash involvements, there was a correlation between no fault and at fault crash involvements. The correlations with age and experience will be treated in the next section. 
Testing group differences between drivers with different kinds of crashes
If no fault crashes are due to a random process, they should be randomly distributed over all drivers with equal exposure. It could this happen that drivers who are actually safe have a no fault crash. However, as this has nothing to do with their behaviour, they should be behaviourally similar to drivers with no crashes. A proxy variable for safety behaviour is experience (e.g. Besharati & Kashani, 2018; Pelz & Schuman, 1971) , and possibly age. Therefore, drivers with no crashes (proven safe), drivers with no fault crash involvements (presumably safe) and drivers with culpable crash involvements, were compared on the variables age and experience. It can be seen in Table 3 that both crash groups showed effects for mis-classification of crash involvement. However, the effects for the age variable are difficult to interpret, as age did not correlate with all crashes. Experience, on the other hand, has the expected effect of a fair difference between safe drivers (no crashes) and at fault, a difference which is not dependent upon coding reliability. The slight difference between no fault and at fault, on the other hand, must be due to erroneous coding. The correlations for age and experience with crash variables in Table 2 show the same kind of effect. No fault crashes should have no association with any of these variables, while the correlation for fault should be somewhat stronger than the one for all crashes. 
Comparing correlations for culpable and non-culpable crashes in different time periods
If no fault crashes are due to a random process, they should not correlate within drivers between years. Fault crashes, on the other hand, are due to a systematic process (accident proneness of individual drivers; af Wåhlberg, 2009), and should therefore correlate between years. The mean correlation between at fault crash involvements between years 2006 -2007, 2006 -2008, and 2007 -2008 was .163 across years, .204 between no fault, and .121 inbetween these categories within years (the last is the same test as in 3.1). This can be contrasted with the expectation of no association between years for no fault crash involvements. At fault crash involvements on the other hand, should have a sizeable correlation between years, under the assumption of correct coding for behavioural culpability.
As the correlations between years for no fault were larger than those for at fault, this indicates a severe problem in coding.
Finally, the average correlation for all crashes between years was .273. If at fault crashes had been correctly coded for behavioural culpability, the inter-year association for these would have been even stronger. 
Discussion
Results
The results of the analysis support the hypothesis that the bus company have not assigned culpability on the basis of whether the drivers have contributed to the crashes. Also, it suggests that there exist a systematic relationship between the percentage of culpable accidents and the associations between variables related to this, although this need to be specifically tested in a meta-analysis. It is apparent from the results that fleet-based companies use a legal definition of culpability, which yields different results from behavioural culpability coding. The latter type aims to optimally identify accident-prone drivers, while the former is mainly a method for settling insurance claims.
Previous and current use of culpability in traffic safety research
The general idea that only culpable crashes are meaningful as an outcome variable in traffic safety studies is not new (see the review in af Wåhlberg, 2009). However, those few researchers who have taken an interest in categorization by culpability have often concluded that it does not work as expected (e.g. Peck, 1993) , apparently with the expectation being that culpable crashes should have larger effects than all crashes. But those conclusions have been based on data where behavioural culpability has probably been seriously underestimated, and categorization therefore has largely been erroneous. It should also be noted that the categorization of crash involvement into culpable and non-culpable cannot be absolutely certain in any specific case but testing and adjusting the criterion for culpability used can optimize the coding in a sample. Jiang and Lyles (2010) discussed the problems of correctly assigning culpability, as well as the lack of correspondence between results of induced exposure and mileage measures. These authors used the method of comparing drivers in three-or-more-vehicle crashes with the standard two-vehicle approach of induced exposure. The argument was that if the nonresponsible parts in these sets were similar, they were probably a random sample of the population. However, this methodology does not make clear how proof of randomness can be ascertained for non-responsible drivers in two-and three-vehicle crashes. Police officers may similarly be as biased in their judgement of culpability for all crashes independent of the number of vehicles involved. Apparently, these authors did not challenge the assignment of culpability as such. It is interesting to note that the low percentage of culpable crash involvement in most samples where such coding has been used (af Wåhlberg, 2009) must mean that people involved in making these judgements (police, company officials etc.) are not inclined to make a verdict of shared culpability. This might be due to insurance requirements or a psychological tendency to simplify information or for driver disciplinary reasons. It may also relate to how crash report forms are constructed. Despite this, the belief seems to persist that police officers' judgements about culpability are accurate, although it is not said according to which perspective (e.g. Brar, 2014) . Turning to the other side of behavioural culpability, the assumption that non-culpable drivers are a random sample of the driving population, this has been questioned (Dufournet, Lanoy, Martin & Viallon, 2018) . The argument made is apparently that non-culpable drivers may actually be different from the driving population. The behavioural culpability method, however, solves this, because the coding is not seen as set (which is an assumption made by the critics), but as an evolving tool which is to be revised until the result is indeed a random sample of the population. This approach should also answer the concerns voiced by Kim and Mooney (2016) .
Limitations
The data in this paper, as well as in the former study, was for bus drivers. There is, however, no reason to believe that the proposed mechanism should be different for drivers of different vehicles. However, it should be noted that the percent culpable crashes might differ between populations. The behavioural culpability concept does not state anything about environmental effects. For example, the exact percent might differ between urban and rural conditions, for the same drivers, or between different types of vehicles. For example, heavy vehicles might be more difficult to drive, and the culpability percentage therefore higher. On the other hand, truck drivers are a selected and highly experienced population, which could predict the opposite effect. The problem of sheer, random error of coding of culpability could not be analytically treated in this paper, although its presence would be a serious problem in this kind of research. If the coding of culpability has little validity even for the group of incidents deemed culpable, results will largely be meaningless. For authors who want to use culpability coding, it is therefore recommended that explicit, written rules be applied, like those outlined by Robertson and Drummer (1994) . Furthermore, it is recommended that tests for the coding of culpability like the ones reported here are routinely used before attempting to investigate individual differences in traffic safety using crash databases. It is possible that some drivers consistently drive on higher crash risk routes and time of day, while other drivers (with the same hours of exposure) typically drive on safer routes or at safer times. If this were the case then drivers with greater exposure can be expected to have more non-culpable crashes than drivers on low risk routes due to a mis-classification of exposure. The focus on this paper is to illustrate a technique for coding behavioural culpability, not tsting for differences between routes, but researchers should be aware of this eventuality. One important limitation of the method of using and adjusting coding for behavioural culpability is that it should not be used with variables which use the same input data, as the risk of common method variance is high. For example, the criticism by Sanghavi (2013) regarding the use of responsibility analysis in mobile phone use and crash risk is apparently about this problem. In essence, if a factor such as whether a driver used a mobile phone at the time of the crash is known when culpability is assigned, then this cannot validly be used as a predictor. Predictors should be independent of the assignment of culpability.
Conclusions
The empirical part of this paper has again showed that different persons/organisations code culpability differently (at fault, responsibility, etc.) replicating previous findings (af Wåhlberg and Dorn, 2007) . This has repercussions for the effects which can be calculated in the data (see Curry, Pfeiffer, Myers, Durbin & Elliott, 2014, for similar results) . What is a correct coding can only be ascertained if it is explicitly stated what the coding is meant to achieve. The aim of behavioural culpability coding is to increase effect sizes in individual differences in safety research with the aim of improving our capability of predicting accident involvement. To achieve a correct coding, the manual shown in the Appendix has been written. If used, it will ensure that researchers who try to predict individual differences in safety will use the optimal dependent variable. Given the present results and those in af Wåhlberg and Dorn (2007) , the percent of culpable involvements in a given sample should be at least seventy percent. This general recommendation will depend on local differences of course (e.g., a fleet-based company with very high standards of safety). It is also important to point out the theoretical properties of the concept of behavioural culpability as presented here. It is closely connected to the idea of accident proneness (af Wåhlberg, 2009 , af Wåhlberg & Dorn, 2009 ) and the prediction of accident involvement from individual differences variables. Most importantly, however, it is a hypothesis which is possible to falsify, a commodity which is scarce in traffic safety research. d) If you get a significant correlation for one or more predictor variables against culpable crash involvements, split the sample into three groups (drivers with no crashes, drivers with non-culpable crashes only, and other (i.e. drivers with culpable and possibly non-culpable crashes) and compare the means on the significant predictor variable(s) between the groups. The group of drivers with non-culpable crashes only (no culpable) should be similar to the group of drivers with no crashes (no difference on experience, for example), while the third group (drivers with culpable crash involvements) should differ from the other two (less experience, for example). A test of significance can be applied, or CIs. If you do not get these effects, this indicates erroneous coding. If the non-culpable group is different from the no crash group, in the direction of the culpable group, culpable crash involvements have been coded as non-culpable. If the culpable group is not different from the other two, non-culpable crashes have been coded as culpable. e) Compare the drivers with non-culpable crash involvements and those with culpable involvements (overlapping groups) with the population values, if available on your significant predictor variables. Drivers with non-culpable crashes should not differ from the population values, while drivers with culpable involvements should differ in the same direction as the effect for all crashes (being younger, less experienced etc.). Please note that the group of drivers with non-culpable crashes overlaps with drivers with non-culpable crashes only. If the group of drivers with non-culpable crashes only is similar to the group without crashes on the predictor variables used, but there is a correlation between culpable and non-culpable crash involvements, your criterion is likely too harsh (probably yielding more than 75 percent culpable crash involvements). If the group with non-culpable crash involvements only is different from the group without crashes, and similar to the third group, your criterion is too lenient (probably yielding less than 70 percent culpable involvements). If the drivers with non-culpable involvements differ from the population, this indicates that the criterion is too lenient (truly culpable crash involvements have been coded as nonculpable).
4. If you get indications of erroneous coding, change your criterion; re-code the crash involvements and re-run steps 1-3. It is probably not necessary to re-code all cases, only one of the crash variables. Which one is chosen (culpable or non-culpable) depends upon the pattern of effects. Also, it is probable that there are a few cases which were deemed uncertain in the first round of analysis. If these are moved to the other category, the problem should at least be reduced.
5. If steps 1-4 are run several times, an optimum effect level should be reached, probably at about 75 percent culpable crash involvements. On either side of this percentage, effects on the predictors should be smaller for the culpable variable.
6. When the optimum has been found, the criterion can be used for coding crash involvements in studies on individual differences in road safety in the type of population in which it has been tested. The result will be an optimal effect for the predictors (given all other influences on effect size being equal, see af Wåhlberg, 2009, for further guidelines about how to optimize your effect size). The further use of the thus formed rules can be seen as crossvalidation of the criterion. Always use all and culpable accidents in parallel when investigating safety.
Notes:
The effect sizes noted in this text are rough estimates based upon currently available results. They are also influenced by the variance in the accident variables, guidelines for which will hopefully be published in the future. When controlling for exposure, be sure to check for outliers, as these are easily created by low-mileage drivers. The predictor variables used should preferably not be self-reported, as this method inserts systematic error variance that can have effects which cannot be foreseen. Variables which have been used in determining culpability should not be sued as predictors. In a future development of the method, it will be possible to calculate the percent of misclassified crash involvements from the effect sizes between culpable and non-culpable crash involvements. Figure 1 Flowchart for the process of testing the correctness of culpability coding, as described in the Appendix. 
