We present a robust Generalized Empirical Likelihood estimator and confidence region for the parameters of an autoregression that may have a heavy tailed heteroscedastic error. The estimator exploits two transformations for heavy tail robustness: a redescending transformation of the error that robustifies against innovation outliers, and weighted least squares instruments that ensure robustness against heavy tailed regressors. Our estimator is consistent for the true parameter and asymptotically normally distributed irrespective of heavy tails.
Introduction
We present a robust Generalized Empirical Likelihood estimator and confidence region for an autoregression that may have a heavy tailed error. The setting is motivated first by the substantial evidence for heavy tails in macroeconomics, finance and insurance markets (e.g. [14] ). Second, extreme values are frequently interpreted as outliers or one-off events (see, e.g., [27] ). Third, the recent intense interest in information theoretic methods [26, 28, 30, 50, 2] , in particular the recognition of higher order improvements afforded by GEL estimators [38] , and use of the empirical likelihood method to sidestep complicated or case-dependent covariance matrix estimation [40] .
The time series of interest is a stationary, ergodic autoregression y t , defined by:
We assume there exists a unique point θ 0 = [ξ 0 , φ
′ in a compact subset Θ ⊂ R p+1 such that the roots of 1 −  p i=1 φ 0,i z i lie outside the unit circle, and ϵ t ≡ ϵ t (θ 0 ) is a stationary martingale difference with respect to increasing σ -fields ℑ t ≡ σ (y τ : τ ≤ t).
We also assume ϵ t is heteroscedastic with the form ϵ t = σ t u t where u t is i.i.d. In this paper σ t does not need to be known, provided it satisfies a mixing condition. t ] = 1, and the random volatility component σ t is measurable with respect to ℑ t−1 , governed by a non-degenerate distribution, and bounded from below σ t ≥ ω a.s. for some constant ω > 0. We assume the i.i.d. error u t has a distribution symmetric about zero in order to ensure our bounded transformed estimating equations identify θ 0 . This is clearly a shortcoming since conventional estimators for models with GARCH-like errors do not require the i.i.d. component u t to have a symmetric distribution, including QML, GMM and GEL [15, 8, 49] . However, the model error ϵ t = σ t u t itself may be asymmetrically distributed due to volatility σ 2 t . Moreover, it is well known that robustness by a bounded transform either ensures identification by assumption of distribution symmetry of an error term (e.g. [48, 9, 20] ); or incurs bias that is removed either by simulation based methods or by modeling the bias, in both cases based on assuming an underlying distribution (e.g. [47, 34] ). Model (1)-(2) therefore covers AR processes with GARCH or asymmetric GARCH errors, and it is only a matter of expanding the definition of ℑ t to allow for stochastic volatility σ 2 t . Other regressors, as well as nonlinear structure in the conditional mean response function, can be easily added, although the cost is cumbersome notation. See [20, Section 5] for discussion.
We deliver a robust GEL estimator for θ 0 by using a redescending transform of the error ϵ t and weighted least squares instruments. The estimating equations are then imbedded in a smooth criterion function that covers at least Empirical Likelihood, Continuously Updated Estimator [19] and Exponential Tilting [30] , and in general Minimum Discrepancy estimators in the Cressie and Read [10] class. See [38] .
In practice over identifying moment conditions may be desired, for example if the order p is unknown. Let
be the instruments that include AR regressors x t , hence q ≥ p + 1. Assume z t is ℑ t−1 -measurable for simplicity, but as above ℑ t may be expanded for more general cases. Let 
and let
be the weighted instruments. Note that ∥ · ∥ is the spectral norm: see notation conventions at the end of this section. Thus by (3) it follows ∥Z t ∥ ≤ K a.s. and the gradient is bounded ∥E[Z t x
Our estimating equations are defined as
Although Z t is bounded, this equation type is not robust to heavy tailed errors. However, use of a so-called redescending transformation ψ(ϵ t (θ ), c) for some threshold parameter c > 0 together with bounded weighted instruments Z t ensure identification of θ 0 and asymptotic normality. Redescending functions are usually constructed with a fixed threshold c for estimation in the presence of contaminated data, one-off events and additive outliers. See [17, 27, 9] and their references.
The transform ψ(ϵ, c) satisfies ψ(ϵ, c) → 0 as |ϵ| increases above c, and ψ(ϵ, c) → ϵ as c → ∞. We use a central order statistic of |ϵ t (θ )| for c, hence our threshold c → (0, ∞) as the sample size n → ∞. We specifically assume ψ(ϵ, c) = 0 if |ϵ| > c and |ψ(ϵ, c)| ≤ c to keep mathematical arguments short. Classic examples include simple trimming ψ(ϵ, c) = ϵI(|ϵ| ≤ c) where I(·) is the indicator function, cf. [24] , Tukey's bisquare ϵ(1 − (ϵ/c) 2 ) 2 I(|ϵ| ≤ c), and an exponential variant ϵ exp{−(ϵ/c) 2 }I(|ϵ| ≤ c), thus ψ(ϵ, c) operates like a smoothed trimmed version of ϵ. In general truncation ψ(ϵ, c) = sign(ϵ) × min{|ϵ|, c} results in estimator bias by our method. 
Examples of weights
hence in principle we can use larger weights that may lead to a less efficient estimator.
Finally, we provide a consistent estimator of the asymptotic variance based on a Jacobian estimator for non-smooth equations in [42] , amongst others. However, since Wilks' Theorem holds in general for our transformed version of m t (θ ), the empirical likelihood method leads to confidence regions for θ 0 (cf. [40] ). The well known benefit is that we by-pass Jacobian and covariance matrix estimation required for inference. Our focus is robustness against heavy tailed errors, or so-called innovation outliers as in [20, 22] . The allowance of additive outliers in the sense of contaminated data in the conditional mean and volatility structures is straightforward, but outliers in the volatility process complicates demonstrating estimator consistency in view of the nonlinear propagation of the outliers (see [37] ). Computational methods, however, are presented in [34] . Nevertheless, our estimator is based on an asymptotically bounded version of m t (θ ), hence the influence function of our estimator is bounded, although we do not show it.
In a recent paper, Kitamura et al. [29] show that Beran [5] 's pioneering Minimum Hellinger Distance Estimator is a GEL estimator in the sense of being a Minimum Discrepancy estimator within the Cressie-Read class (see, e.g., [38, Theorem 2.2] ). They also show that when the estimating equations have bounded support, or unbounded support and are trimmed with a threshold that increases with the sample size, this GEL estimator has the smallest bias and mean-squared-error [mse] when the model assumptions are not true. Both bias and mse are computed using measures in a n 1/2 -Hellinger neighborhood of the true distribution. Their trimmed GEL estimator, however, is not robust to heavy tails since the supremum of their estimating equations on a neighborhood containing the true parameter must have a fourth moment, while this may imply very stringent moment conditions on the underlying process depending on how the equations are constructed. Moreover, they do not show that their estimator is asymptotically normal and unbiased in its limit distribution, in the sense n
where B n is a bias term that vanishes at rate n 1/2 : n 1/2 ∥B n ∥ → 0. They only show that it is close to a GEL estimator computed with a distribution near the true one, and that estimator may be biased in its limit distribution. Thus, in what sense their trimmed estimator is robust to heavy tails is unknown, and since the threshold increases with the sample size, the estimator need not be infinitesimally robust. By contrast, our GEL estimator is based on asymptotically bounded estimating equations and is therefore infinitesimally robust and heavy tail robust, and asymptotically unbiased in the limit distribution (since B n = 0), albeit with a cost of assuming the i.i.d. term u t in the conditionally heteroscedastic error ϵ t = σ t u t has a symmetric distribution. Moreover, since we work in the broad GEL class, covering Minimum Discrepancy criteria in the Cressie-Read class, Kitamura et al. [29] 's criteria is allowed here. Hence, when we use their criteria, our GEL estimator is infinitesimally and heavy tail robust, asymptotically normal and unbiased in the limit distribution, and has the smallest bias and mse as defined in [29, Theorems 3.1 and 3.2]. Further, as discussed above, asymptotic unbiasedness in the limit distribution when a bounded transform is used requires either distribution symmetry (e.g. [48, 9, 20] ); simulation based indirect inference in order to sidestep bias, which requires knowledge of an error distribution (e.g. [47, 39] ); or a parametric model of the bias which, again, requires knowledge of the error distribution (e.g. [34] ). In the present paper, we only use symmetry of the i.i.d. term u t , allowing for an asymmetrically distributed conditionally heteroscedastic error ϵ t = σ t u t .
In a similar vein as Kitamura et al. [29] , Broniatowski and Keziou [6] present a dual class of minimum divergent estimators that, in special cases, are GEL estimators. Toma [51] shows that Broniatowski and Keziou [6] 's class of estimators are infinitesimally robust. However, Broniatowski and Keziou [6, Assumption 1] require higher moments of their estimating equations, hence their estimator is not heavy tail robust. Further, it is known that Empirical Likelihood obtains the smallest higher order bias relative to GMM and GEL estimators [38] : it is unknown whether the non-GEL members of Broniatowski and Keziou [6] 's class have such an optimality property.
Chan and Ling [8] derive an empirical likelihood estimator for GARCH and random walk-GARCH models with an error u t that has a finite fourth moment. Peng [44] uses the empirical likelihood method for heavy tail robust confidence bands of the mean, and Worms and Worms [52] use the empirical likelihood method for tail parameter inference. Otherwise there do not appear to be extensions of empirical likelihood to robust regression model estimation for heavy tailed data.
Section 2 contains the main results and in Section 3 we discuss inference. A simulation study is presented in Section 4, and Section 5 contains parting comments. Let [z] be the integer part of z; K is a positive constant, the value of which may change from line to line; |A| and ∥A∥ are respectively L 1 and spectral norms for matrix A, i.e. ∥A∥ = (λ max (A
GEL with equation tail-trimming
We first build the equations and estimator, and then state the assumptions and main results. Recall ℑ t ≡ σ (y τ : τ ≤ t).
Transformed equations
We transform the errors based on how they relate to a stochastic threshold derived from the order statistics ϵ (a)
In general we do not show dependence on ξ , e.g. we write k n = k n (ξ ). The threshold used is the central order statistic ϵ (a) (k n ) (θ), a common boundary for selecting extreme observations in the robustness literature (cf. [24, 17, 27, 9] ).
The relationship between ϵ t (θ ) and ϵ 
GEL estimation
Let ρ : D → R be a concave function with domain D containing zero, and three times continuously differentiable in a neighborhood of zero. Write = −1. Ignoring normalizations, examples include CUE-GMM or Euclidean Likelihood ρ(u) = −u 2 /2−u [19, 2] ; empirical likelihood ρ(u) = ln(1−u) for u < 1 [40] ; and exponential tilting ρ(u) = − exp{u} [30] .
The estimator is then framed as a saddle-point optimization problem (see [38] ):
where Θ is a compact subset of R p+1 , andΛ n (θ ) contains those λ such that λ ′m * n,t (θ ) ∈ D with probability one for each
′ is straightforward since standard iterative methods for non-smooth criteria apply. See, e.g., [42] .
Equations for asymptotic representations
In order to characterize the limit distribution of [θ
′ we require a non-random quantile sequence {c n (θ )} associated with the sample order statistic ϵ (a)
We hide that c n (θ ) depends on ξ . Distribution continuity ensures {c n (θ )} exists for any θ , and ϵ (a) (k n ) (θ ) estimates c n (θ ). See below for distribution assumptions. The equations in this case are
In the simple trimming case sup 
The equations m * n,t (θ ) are particularly useful since they employ non-stochastic trimming thresholds, and they identify θ 0 since m * n,t is a martingale difference with respect to ℑ t . This follows by noting ψ(−ϵ, c) = −ψ(ϵ, c) and ψ(uσ , c) = ψ(u, c/σ ) × σ under Assumptions A.5 and A.7, while σ t ≥ ω > 0 a.s. and u t is symmetrically distributed about zero. Now let F be the distribution function of u t . Then by independence of u t and ℑ t−1 -measurability of σ t :
Further, by continuity
See the proof of consistency Theorem 2.1 in Appendix A.2.
Main results
Define the moment supremum κ ≡ sup{α > 0 :
′ where w t ∈ R q−(p+1) are the additional instruments. The following assumption formally defines the data generating processes for {y t , ϵ t , w t } and the instrument weights {W t }.
Assumption B (DGP).
1. All random variables exist on the same complete probability space (Ω, 
Remark 3. B.1 is invoked since we require probabilities and expectations of majorants of functions of the data. Pollard [46, Appendix C]'s criteria ensures majorants of functions of the data on (Ω, F , P ) are F -measurable. In particular, probabilities and expectations of majorants are outer probabilities and expectations (cf. [12, 23, 46] ). As an example, a well known problem is the supremum: we require ULLN Lemma A.1 of Appendix A.1, which shows sup θ∈Θ ∥1/n [46] 's framework ensures such measurability.
Remark 4.
In B.3 we assume the distribution of ϵ t has support R to allow for heavy tails. We assume (∂/∂a)P(ϵ t ≤ a) is positive on R in order to obtain an expansion for the central order statistic ϵ (a) (k n ) used for trimming, where the expansion links ϵ (a) (k n ) asymptotically to a partial sum of indicator functions for which a limit theory exists. See Lemma A.2 in Appendix A.1.
Finally, we ensure the trimmed estimating equations identify θ 0 by assuming the i.i.d. term u t in the error ϵ t = σ t u t has a symmetric distribution. 
rules out degenerate cases, it is standard in the robust estimation literature, and ensures our estimator's asymptotic variance is positive definite in the case of simple trimming.
Remark 7.
Geometric β-mixing B.6 applies to AR processes {y t } with standard or asymmetric GARCH errors {ϵ t } that have smooth and bounded distributions (e.g. [35] ). Note β-mixing implies mixing (in the ergodic sense), hence ergodicity: see [45] .
We now state the main results. See Appendix A.2 for proofs of the main theorems.
Theorem 2.1. Under Assumptions
Remark 8. In general we require all conditions under Assumption B to prove just consistencyθ n p → θ 0 due to the presence of parametric order statistics ϵ (a) (k n ) (θ ) in the non-smooth criterion.
Next,θ n andλ n are jointly asymptotically normally distributed. In order to characterize the asymptotic variance we need standard GEL matrix components. Let r(θ , ξ ) be the ξ -upper tail quantile of |ϵ t (θ )|: P (|ϵ t (θ )| ≥ r(θ , ξ )) = ξ and write r(ξ ) = r(θ 0 , ξ ), and notice r(θ , ξ ) ∈ (0, ∞) by distribution positiveness on R and ξ ∈ (0, 1). Define covariance and scale matrices:
The matrix V(ξ ) is the usual scale in the GMM and GEL literature, cf. [18, 38] . Assumptions A.1 and B.5 imply the covariance S(ξ ) is finite and the Jacobian J(ξ ) is finite and has full row rank, hence as long as S(ξ ) is positive definite then V(ξ ) is finite and positive definite. It is easily verified that S(ξ ) is positive definite on ξ ∈ (0, Notice the Jacobian need not have a simple form due to the non-smooth transform. In the simple trimming case ψ(ϵ, c) = ϵI(|ϵ| ≤ c), for example, we have
is straightforward to estimate as in [42] , the empirical likelihood method allows us to by-pass estimating V(ξ ) altogether. See Section 3 below.
In non-simple trimming cases
(k n ) ) impacts the limit distribution of our estimator. In this case V(ξ ) comprises only part of the asymptotic variance ofθ n . We show in Appendix A.1 that the limit distribution of n
to the limit for a scaled and standardized indicator sum 1/n
We therefore need the following structures associated with this sum to characterize the asymptotic variance ofθ n .
Define a derivative of ϕ(ϵ, c) and the error density:
Now define:
Notice |δ(ϵ, c)| × I(|ϵ| ≤ c) ≤ Kc by Assumption A; while f (r(ξ )) + f (−r(ξ )) > 0 follows from f (a) > 0 for a ∈ R under Assumption B.3, and ξ ∈ (0, 1). Thus, |B(ξ )| < ∞. Further, Υ (ξ ) < ∞ and R(ξ ) < ∞ since Z t and I(|ϵ t | > r(ξ )) are bounded, stationary and geometrically β-mixing (cf. [25] : Lemma 1.2 or Theorem 1.6). Denote the total set of parameters and their estimated counterparts:
, the symmetric probability density function of i.i.d. u t . Then for ξ ∈ (0, 1):
The first inequality is a result of σ t ≥ ω > 0 a.s., and ϕ(−ϵ, c) = −ϕ(ϵ, c) and ϕ(uσ , c) = ϕ(u, c/σ ) × σ under A.5 and A.7. The second inequality follows from three properties. First, r(ξ )/σ t > 0 a.s., since r(ξ ) ∈ (0, ∞) and σ t < ∞ a.s. by B.3. Second, f (u) > 0 on R by B.3. Third, under A.2 and B.
Theorem 2.2. Under Assumptions
, and the covariance between the two. Remark 10. In the simple trimming case, the threshold ϵ (a)
Thus, the asymptotic variance forθ n in the simple trimming case has a classic GEL structure (cf. [38] ).
Inference
In practice V(ξ ) can be estimated since the Jacobian J(ξ ) can be estimated indirectly. Let e j be a (p + 1) × 1 zero vector with 1 in the jth position, e.g. e 2 = [0, 1, 0, . . . , 0]
′ . Letθ n (ξ ) expressθ n computed with trimming parameter ξ , define profile functionŝ
and define estimators
, where {ε n } is any sequence of constants that satisfies ε n → 0 and ε n n 1/2 → ∞ (cf. [42] ). See also [3, 30, 38] for theory details on the higher order efficiency improvements of profile weighted moment estimators.
Under Assumptions A and B, and ε n → 0 and ε n n
In order to sidestep estimating V(ξ ), confidence regions may be computed by inverting the log-likelihood function (cf. [40] ). By the Lagrange multiplier problem in (5) and ρ(0) = 0 we obtain the log-GEL representation l n (θ ) = 2  n t=1 ρ(λ ′m * n,t (θ )) where the multiplier in the saddle point framework is λ = λ(θ ). 
Theorem 3.2. Under Assumptions
The second result l n (θ n ) d → χ 2 (q − (p + 1)) for non-robust estimation problems was suggested by Smith [50] as a way to test for over-identification as in [18] 's GMM setting.
Simulation study
We now perform a Monte Carlo experiment. Let P κ denote a power-law distribution. If ϵ t is distributed P κ then P(ϵ t ≤ −a) = P(ϵ t ≥ a) = 0.5(1 + a) −κ ϵ for a ≥ 0. If κ ϵ > 2 then we standardize ϵ t such that E[ϵ 2 t ] = 1. We generate 1000 samples {y t } n t=1 of size n = 100 or 500 from AR and AR-GARCH processes. In each case the AR component is y t = θ 0 y t−1 + ϵ t with θ 0 = 0.9. In the pure AR case ϵ t is i.i.d., E[ϵ t ] = 0, and P κ ϵ distributed with tail index κ ϵ ∈ {1.5, 2.5}. In the AR-GARCH case the error is ϵ t = σ t u t where u t is i. ′ , and weight
there is over-identification. It is easily verified that Assumption B.5 holds. We use EL and CUE criterion functions ρ(u) = ln(1 − u) for u < 1 and ρ(u) = −u 2 /2 − u, and one of three redescending transforms ψ(ϵ, c): simple trimming ϵI(|ϵ| ≤ c),
The fractile is k n = max{1, [ξ n]} for ξ ∈ {0, 0.01, 0.05, 0.10, 0.20, 0.30}, where ξ = 0 corresponds to the case of no trimming. We explore a larger and finer grid of ξ below. We compute empirical likelihood 95% regions I 0.95 based on formula (10) for each estimator by centering at θ =θ n and increasing and decreasing θ by 0.001, and we compute coverage probabilities for the computed regions. Table 1 A) . In the case of no trimming, the bias, rmse and the confidence regions are generally larger, in particular when ϵ t is heavy tailed.
In general, bias, median, rmse and the confidence region width increase when the trimming fractile is large ξ > 0.10.
Bias is also smaller and the confidence regions are tighter for larger n, as expected, and bias and the confidence regions tend to be larger when the errors are conditionally heteroscedastic. Further, bias exhibits a nonlinearity: in general it is negative for small ξ ∈ {0, 0.05, 0.10} and becomes positive for larger ξ ∈ {0.20, 0.30}, where the value ξ that aligns with roughly zero bias appears to be sensitive to heaviness of tails, conditional heteroscedasticity, and sample size. The untrimmed estimator is generally suboptimal to the trimmed estimator with ξ ∈ {0.05, 0.10} in the heaviest tailed cases, specifically i.i.d. ϵ t distributed P 1.5 , or GARCH ϵ t with i.i.d. u t distributed P 2.5 . Simple trimming, Tukey's bisquare, and the exponential transform each lead to qualitatively similar results. Overall EL and CUE perform roughly the same.
Experiment 2: large grid of ξ
As a separate experiment, we compute the EL estimator with simple trimming, instruments z t = [y t−1 , y t−2 ] ′ , and weight
, over the grid ξ ∈ {0, 0.01, 0.02, . . . , 0.40}. In Fig. 1 we plot the simulation median and average 95% confidence regions over ξ for each AR model when n = 100. In Fig. 2 we plot simulation bias, median, rmse, and 95% coverage probabilities over ξ when n = 100. See [21, Figures F.1-F.4 ] for all figures with both n ∈ {100, 500}. Similar to the results in Table 1 , bias, median, rmse and the confidence region width increase when the trimming fractile is large ξ > 0.10, while values ξ ∈ [0.01, 0.10] lead to the best results in the heavy tailed case, and generally in thin tailed cases. Fig. 1 shows monotonically expanding confidence regions once ξ > 0.10 when ϵ t is i.i.d. P 1.5 , but in all other cases a noticeable expansion starts closer to ξ > 0.05.
Further, we now clearly see that absolute bias, median and the confidence region width increase monotonically as ξ increases roughly above 0.10 in each case. Conversely, in all cases except the IGARCH error with a Gaussian shock, the rmse is inversely parabolic: it tends to be small for small and large ξ . Since bias eventually increases monotonically, this arises due to a strong monotonic drop in dispersion for large ξ . The exception is IGARCH: rmse is monotonically increasing due to a monotonic increase in bias and dispersion. generally works very well. Coverage probability is based on the empirical likelihood method of inverting the likelihood function to obtain confidence regions based on the asymptotic chi-square distribution, and computing the percent occurrence of the true θ 0 = 0.90 in the region. Hence, the results are slightly different than those for the bias, median and rmse of the EL estimator. Interestingly, despite the strong monotonic increase in bias and the median in the IGARCH case, the coverage probability is fairly close to 95% for nearly all ξ . In Fig. 2 coverage probability is closer to 95% in all other cases when ξ is small, except when ϵ is i.i.d.
3 Starting values are y 1 = ϵ 1 and σ 2 1 = 1. We generate 1000 observations and retain the last n. 4 In the GARCH case P(|ϵ t | > ϵ) = dϵ −κϵ (1 + o(1) ) where the tail index κ ϵ satisfies E|0.3u [36] . We draw N = 100,000 i.i.d. u t from P 2.5 or P 4.5 and compute κ = arg min κ∈K |1/N  N t=1 |0.3ϵ
− 1| where K = {0.001, 0.002, . . . , 10}. We repeat this 10,000 times giving median values κ ϵ ∈ {2.13, 2.24} for κ u ∈ {2.5, 4.5}. See [36] . P 1.5 , in which case coverage is closest to the nominal level for large ξ > 0.15. The reason is revealed to some degree by the confidence region plots in Fig. 1 . We see that of the five cases, when ϵ is i.i.d. P 1.5 the region width remains relatively constant until ξ > 0.15, when it begins to expand to a width that, apparently, approximately covers 95%. This reveals that basing the empirical likelihood method on the asymptotic chi-square distribution when tails are heavy works only under a greater degree of trimming, and strongly fails without trimming.
Experiment 3: very heavy tails
In our last experiment, we use heavier tailed data and a smaller weight. We simulate the AR process y t = θ 0 y t−1 + ϵ t with θ 0 = 0.9, where ϵ t is i.i.d. and P κ ϵ distributed with κ ϵ ∈ {0.75, 1.5, 2.5}. It follows E[ϵ t ] = 0 when κ ϵ > 1 since P κ ϵ is symmetric at zero. The instruments are z t = [y t−1 , y t−2 ] ′ , and in this case the weight is 
The model is y t = 0.9y t−1 + ϵ t , where ϵ t is i.i.d. P 0.75 , P 1.5 or P 2.5 .
Table 2
The trimming fractile is k n = [ξ n]. The case ξ = 0.00 represents no trimming. P κ denotes a Pareto distribution with index κ. ''Cover'' is the coverage probability of the 95% confidence region.
Robust empirical likelihood for AR (1) In the very heavy tailed case κ ϵ = 0.75 the untrimmed estimator is highly biased. Further, relative to thinner tail cases, when tails are very heavy we may trim more and achieve improvements in bias, rmse, and confidence region width. Indeed, bias, rmse and the confidence region width decrease monotonically over ξ ∈ {0, . . . , 0.40}. The median is relatively flat and near the true θ 0 = 0.90 for all ξ ∈ {0.05, . . . , 0.35}, with deviation from the true value for small ξ < 0.05 and large ξ > 0.35 (i.e. bias is elevated when too little trimming is used, as in untrimmed EL, or too much trimming is used). When κ ϵ > 1 then the optimal range of ξ falls, as above, to [0.01, 0.10]. The confidence regions for the trimmed estimator are noticeably broader when κ ϵ = 0.75, but otherwise the estimator works well. If n = 500 then across all experiments the only difference worth noting occurs with the coverage probability in the very heavy tailed case κ = 0.75 [21, Figure F .8]. If n = 100 then coverage tends to be too small except when κ = 2.5. However, at the larger sample size n = 500 coverage improves substantially, and is now accurate even in the very heavy tailed case κ = 0.75, provided ξ ∈ [0.03, 0.07]. Recall that we are using a smaller weight W t than in the previous experiments. Hence, the results for κ ∈ {1.5, 2.5} are not surprisingly slightly different than those discussed in Sections 4.1 and 4.2.
Concluding remarks
We develop a heavy tail robust GEL estimator and confidence regions for autoregressions by transforming weighted least squares estimating equations. The model error may be heteroscedastic of unknown form as long as measurability and mixing conditions hold, covering at least AR models with symmetric or asymmetric GARCH errors. The transformations are based on a class of redescending functions, allowing for heavy tailed errors, while the weight allows for heavy tailed regressors. A simulation study shows our estimator with EL and CUE criterion functions works well for AR models with i.i.d. or GARCH errors, resulting in comparatively low bias, sharp median, small mean-squared-error and tight confidence regions in most 
cases studied. The most challenging case involves a process with an i.i.d. error that has an infinite mean, but even there our estimator works well, and is far better than the untrimmed estimator.
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Appendix. Proofs of main theorems
Recall ρ (0) = ρ(0) = 0 and ρ (1) = ρ (2) = −1. Throughout o p (1) terms do not depend on θ and λ. We drop the trimming quantile ξ from all matrix arguments for notational ease. Let w.p.a.1 denote ''with probability approaching one''.
We require the following definitions:
Let ⇒ * denote weak convergence on a Polish space as in [23] . See also [12, 11] for background details and deep results.
A.1. Preliminary results
The proofs of the main theorems utilize the following results. We present primitive results first that follow from the assumptions. In all cases Assumptions A and B hold. We begin with a required general ULLN for tail-trimmed sequences, and an order statistic expansion. Recall the instrument set is Let g n (ϵ, z) be for each n ∈ N a Borel measurable mapping from R × R q to R that satisfies 
Lemma A.1 (ULLN).
→ 0 by Theorem 7.1.5 of Dudley [13] .
As usual, ϵ 
Proof. Define I n,t ≡ I(|ϵ t | > c n ). We require one preliminary CLT.
Lemma B.1 (Indicator CLT). Define
Proof. Let U be an arbitrary compact subset of R. I n,t (u) is stationary over 1 ≤ t ≤ n, geometrically β-mixing by B.6, and L s -bounded for any s > 2. Furthermore, distribution continuity and boundedness B.3 imply the Lipschitz bound
This implies a metric entropy with L 2 -bracketing bound
Gaussian process with almost surely uniformly continuous sample paths and variance Υ (u) < ∞,
by Theorem 1 of Doukhan et al. [11] . See their (2.17) and Application 4. Hence n
, c n → r, and dominated convergence:
Expand P(|ϵ t | > c n + u/n 1/2 ) around u = 0 to obtain for some |u * | ≤ |u|:
where o(1) is non-random. The last equality follows from P(|ϵ t | > c n ) → ξ , and f (±(c n + u
2 )]} has the same limit distribution as 1/n 1/2  n t=1 {I n,t − E[I n,t ]} by Lemma B.1 and the construction I n,t = I n,t (0). This proves the claim.
Next, we showm * n,t (θ ) based on trimming with a stochastic threshold ϵ (a) (k n ) (θ ), can be replaced with m * n,t (θ ) based on a non-stochastic threshold c n (θ ). 
1-B.4 and B.6 by uniform order statistic laws in [9, Appendix A]; and sup θ∈Θ |c n (θ ) − r(θ )| → 0 and sup θ ∈Θ r(θ ) ≤ K by construction of {c n (θ ), r(θ )}, ξ ∈ (0, 1), and model linearity and distribution continuity.
We need only show sup θ∈Θ ∥A n (θ )∥ 
n .
By the mean value theorem for somec n (θ ), |ϵ
The derivative can be made close to zero since lim N →∞ sup u∈R |D N (u)| = 0 a.s. for all n. In particular we can always set N → ∞ as n → ∞ fast enough so ensure max 1≤t≤n 
Since by A.4 and B.5 sup θ∈Θ |δ(
The mean-value-theorem implies for some c * *
Write (E * * n,t (θ ) ≡ |ϵ t (θ )| − c * * n (θ )), and note sup θ∈Θ |c * * n (θ ) − c n (θ )| p → 0 by construction. By the indicator smoothing argument above sup θ∈Θ ∥1/n  n t=1 h(ϵ t (θ ), c * *
Finally, by the A.4 transform bounds, and ∥Z t ∥ ≤ K a.s.:
For the second term, note that, similar to the proof of Lemma A.3, I n,t (θ ) = I(|ϵ t (θ )| ≤ c n (θ )) can be approximated by a continuous, differentiable, uniformly bounded function I 
n (θ ,θ ).
By the Assumption A.4 transform bounds and sup θ∈Θ c n (θ ) ≤ K we can always set N large enough to ensure max 1≤t≤n sup θ∈Θ |ϕ n,t (θ )I (N )
1/2 ≤ K ∥θ −θ ∥ by the mean-value-theorem. Finally, for any choice {θ ,θ } we can take N → ∞ fast enough as n → ∞ that e (N ) n (θ,θ ) ≤ K ∥θ −θ ∥. This completes the proof.
The following corollary delivers a CLT for m * n,t , which allows for several key GEL arguments from Newey and Smith [38] to carry over. Next, define the GEL criterionQ n (θ , λ) ≡ 1/n  n t=1 ρ(λ ′m * n,t (θ )), and a quadratic criterion
with solutionβ n ≡ [θ n ,λ n ] whereθ n = arg min θ∈Θ sup λ∈R qL n (θ , λ) andλ n = arg sup λ∈R qL n (θ n , λ).
Step 1 Step 1. Define
SinceL n (θ , λ) is linear in θ and quadratic in λ, and Θ is compact, the first order conditions for an interior global optimum are J(θ n − θ 0 ) +m * n + Sλ n = 0 and J (A.9)
