Introduction
Algebraic methods have long been applied to solutions of a large number of physical systems and many physical phenomena. The most classical example of an algebraically solved system is the harmonic oscillator, whose underlying algebra is the Heisenberg algebra, generated by annihilation and creation operators. Recent examples are the concept of deformed Heisenberg algebras [B, M] , that have been used in many areas, as nuclear physics [BD] , condensed matter [MRW] , atomic physics [ADF] , etc.
Guided by the wide range of physical applicability of the Heisenberg algebra there have been a lot of successful efforts in the last 30 years to analyze possible physical relevance of q-oscillators or deformed Heisenberg algebras [AEGPL, GPLL, P] . The expected physical properties of toy systems described by these generalized Heisenberg algebras were analyzed and indications on how to solve an old puzzle in physics were obtained [MRW] .
Sometime later, logistic algebras, that are a generalization of the Heisenberg algebra were introduced. These algebras have finite and infinite dimensional representations associated with the cycles of the logistic map and infinite-dimensional representations related to the chaotic band [CR1] . A quantum solid Hamiltonian whose collective modes of vibration are described by oscillators satisfying the logistic algebra was constructed and the thermodynamic properties of this model in the two-cycle and in a specific chaotic region of the logistic map were analyzed. In the chaotic band this model shows how a quantum system can present a nonstandard quantum behaviour [CR1] .
In 2001, as a generalization of logistic algebras, the concept of generalized Heisenberg algebras were formally introduced in [CR2] . Applications of this algebraic structure to different systems have appeared in the literature in the last few years [BCR1, BCR2, BEH, CRRH, CRRL, DCR, DOR, HCR] . In particular, how catlike superpositions of generalized Heisenberg algebras nonlinear coherent states behave under dissipative decoherence was studied in [CRRL] ; coherent states for power-law potentials were constructed using generalized Heisenberg algebra in [BEH] ; the anharmonic spectrum of diatomic molecules was reproduced based on a generalized Heisenberg algebra in [DOR] . In [CHR] , following the harmonic oscillator scheme, the authors presented a realization of generalized Heisenberg algebra for the free particle in an infinite square-well potential. Now let us recall the generalized Heisenberg algebras.
We will denote by Z, Z + , N, and C the sets of all integers, nonnegative integers, positive integers, and complex numbers, respectively. For a Lie algebra L we denote by U(L) the universal enveloping algebra of L.
For any f (h) ∈ C[h], the generalized Heisenberg algebra H(f ) is the associative algebra over C generated by x, y, h with definition relations:
The original definition for H(f ) was using any analytic function f (h). In the present paper we only study generalized Heisenberg algebras
The algebra H(f ) = C[x, h, y] is commutative if and only if f (h) = h. It is easy to see that H(f ) is not a Smith algebra [S] whose isomorphism was solved in [BJ] , or a generalized Weyl algebra [Ba] .
For convenience, we define f
Some special finite dimensional weight modules over H(f ) were constructed in [CR2] .
The present paper is organized as follows. In Sect.2, we obtain the center of H(f ) (Theorem 4), and the necessary and sufficient conditions on f for two H(f ) to be isomorphic (Theorem 5). In Sect.3, we determine all finite dimensional simple modules over H(f ) for any polynomial f (h) ∈ C[h] (Theorem 12). These modules are all weight modules with weight multiplicity 1. If f = wh + c for any c ∈ C and for any n-th (n > 1) primitive root w of unity we have actually the complete classification of all irreducible modules over H(f ) (Example 13 (4)).
An interesting property of many generalized Heisenberg algebras H(f ) is that for any n ∈ N, H(f ) has infinitely many ideals I n such that H(f )/I n ∼ = M n (C), the matrix algebra (Example 15).
Isomorphism classes of generalized Heisenberg algebras
We will first study properties of generalized Heisenberg algebras H(f ). Then we determine the center of H(f ), and isomorphism classes for all generalized Heisenberg algebras. The following lemma is a crucial result for this paper.
Proof. We will first show that
We do this by induction on k 1 .
If k 1 = 0, we see that
Similarly, if i 2 = 0, then
for a fixed k 1 ∈ Z + , and for all i 1 , j 1 , i 2 , j 2 , k 2 ∈ Z + .
If i 2 = 0, we knew that
Now suppose that i 2 > 0, and we have
mod span (S) ≡ 0 mod span (S) . Thus span(S) = H.
Next we prove that S is linearly independent. Let V be the polynomial algebra C[X, H, Y ]. Let us define the action of H on V as follows:
and define the action of y by induction on i as follows:
Now we show that the above action of H on V makes V into a module over the associative algebra H. It is straightforward to verify that, for all i, j, k ∈ Z + ,
Using the above established formulas, now we prove yh(
Thus V is an H-module. By considering the action of elements of S on 1 ∈ V , we see that S is linearly independent. The lemma follows.
Denote the lexicographical order on
, from Lemma 1, we may uniquely write
Denote the degree and the leading term of α by deg α = (n, m) and lt(α) = x n g(h)y m respectively.
(2). The algebra H(f ) has no zero-divisors if and only if f ∈ C.
Proof. (1). Suppose that f ∈ C. Say lt(α) = x n g(h)y m and lt(β) = x s g 1 (h)y k . Then it is straightforward to verify that
(2). The "if part" follows from (1). The "only if part" follows from the fact that (h − f )x = 0 if f ∈ C. lemma-3 Lemma 3.
(
Proof. (1). It is straightforward to verify the following equations in H(f 1 ) (ah + c)(ax) = (ax)(af 1 (h) + c) = (ax)f 2 (ah + c),
Hence from Lemma 1 and the definition of H(f 2 ), there exists a unique algebra isomorphism σ : H(f 2 ) → H(f 1 ) with σ(x) = ax, σ(h) = ah + c and σ(y) = y.
(2). From (1), we know that H(f ) ∼ = H(0) for any f ∈ C. We only need to consider the case that f = 0. In this case we have z = xy −h = yx, hx = yh = 0. By induction on j we deduce that
From Lemma 1 we see that
Without lose of generality, we may assume that n > 0. Then from [y,
Now we can determine the center of H(f ).
thm-4 Theorem 4. If f (h) = wh + (1 − w)c for some l-th primitive root w of unity and
c for some l-th primitive root w of unity and c ∈ C, and
l ] if f (h) = wh + (1 − w)c for some l-th primitive root w of unity and c ∈ C, and
with the minimal (n, m). Without lose of generality, we may assume that n > 0 (similarly for m > 0). From
for some l-th primitive root w of unity and c ∈ C, and g ∈ C otherwise.
By computing [α, h] = 0, we have f (n) (h) = f (m) (h), which implies m − n ∈ Zl if f (h) = wh + (1 − w)c for some l-th primitive root w of unity and c ∈ C, and m = n > 0 otherwise. Now it is easy to see that α − gx n−m z m ∈ Z(H(f ))\R(f ) if n ≥ m and α − gy m−n z n ∈ Z(H(f ))\R(f ) if m > n, which has a lower degree than (n, m), a contradiction. Thus we have completed the proof.
From Lemma 3 (1) we know that H(wh + (1 − w)c) ∼ = H(wh) for any l-th primitive root w of unity and for all c ∈ C. Now we can determine isomorphism classes for all generalized Heisenberg algebras.
and only if one of the following holds:
(1).
Proof. If Condition (1), or (2), or (3), or (4) with a 1 = a 2 , or (5) holds, from Lemma 3 (1) we know that H(f 1 ) ∼ = H(f 2 ). Now suppose that f 1 = a 1 h + b 1 and f 2 = a 2 h + b 2 with a 2 = a −1 1 = 1 holds. From Lemma 3 (1) again we know that H(
From the definition of H(ah) and using Lemma 1, we have the associative algebra isomorphism τ :
We break the proof into several claims. First, using Lemma 1 we can easily verify the following properties for H(f ):
where C[X, Y, H] is the polynomial algebra.
.
Consequently,
Claim 2.
(1). f 1 ∈ C if and only if f 2 ∈ C; (2)
2 . Proof of Claim 3. From Lemma 3 (1), we may assume that b 1 = b 2 = 0. From Lemma 1 and the fact τ (I(a 1 h)) = I(a 2 h), we can deduce that τ (h) = ah for some a ∈ C * . Using the automorphism of H(a 2 h) with h → ah, x → x, y → ay, we may further assume that τ (h) = h. Let
is not a root of unity, then we have a 1 = a 2 or a 1 = a −1 2 . So we may assume that a 1 = w, a 2 = w p where w is an l-th primitive root of unity with l ≥ 3 and p, l coprime. Denote
Using Lemma 1 it is straightforward to verify that
Now suppose to the contrary that w p ∈ {w, w −1 }. Then the subalgebra generated by M 2 , h is contained in the proper subalgebra C + span{x
Proof of the Claim 4. From Claim 2, we have deg f 2 ≥ 2. From Lemma 2, τ (h)τ (x) = τ (x)f 1 (τ (h)), we have deg(τ (h)) = (0, 0), i.e.,
. So we have τ (h) = a −1 (h − c) for some a ∈ C * and c ∈ C. Using the isomorphism σ : H(f 2 ) → H(f ′ 2 ), where f 2 (ah + c) = af ′ 2 (h) + c, in the proof of Lemma 3 (1), we may assume that τ (h) = h with f 2 (h) being replaced by f ′ 2 (h) = a −1 (f 2 (ah + c) − c). In this case, we may assume that τ (x) = xg 1 (h)+g 2 (h, y) and τ (y) = g 3 (h)y + g 4 (h). From
From Theorem 4, we have
for some b ∈ C * . Therefore from τ (hx) = τ (xf 1 (h)) = bxf 1 (h) and
Case 2. deg τ (x) = (0, 1) and deg τ (y) = (1, 0).
In this case, we may assume that τ (y) = xg 1 (h)+g 2 (h, y) and τ (x) = g 3 (h)y + g 4 (h). From
= xg 1 (h)g 3 (h)y + xg 1 (h)g 4 (h) + g 2 (h, y)g 3 (h)y + g 2 (h, y)g 4 (h), using Lemma 1 it is easy to see that g 1 (h)g 3 (h) = a ′ , g 2 (h, y) = g 4 (h) = 0, −a ′ h + f 1 (h) + c ′ = 0, which cannot occur since deg(f 1 (h)) ≥ 2. This completes the proof.
Fnite dimensional simple modules
In this section, we will determine all finite dimensional simple modules over H(f ) for any polynomial
It is clear that for any λ ∈ S f , the set
is an additive subgroup of Z. Denote by |λ| the nonnegative integer with Z|λ| = {m|λ(i) = λ(m + i), ∀i ∈ Z}. The following result is crucial in this section.
Lemma 6. Let λ ∈ S f with |λ| = m = 0. Then λ(i) = λ(j) for some i, j ∈ Z if and only if m|i − j.
Proof. If m|i − j, by definition we see that λ(i) = λ(j).
Suppose that λ(i) = λ(j) for some i, j ∈ Z and m ∤ i − j. We may assume that i < j and j −i = mq+r with q ∈ Z + and 0 < r < m. Then we see that λ(i + mq) = λ(i) = λ(j) = λ(i + mq + r). Let i 1 = i + mq. We know that λ(i 1 ) = λ(i 1 + r), consequently,
Since |λ| = m, there exists i 2 ∈ Z such that λ(i 2 ) = λ(i 2 + r). There exists q 1 ∈ N such that i 2 + mq 1 > i 1 . So λ(i 2 + mq 1 ) = λ(i 2 + mq 1 + r). But λ(i 2 ) = λ(i 2 + mq 1 + r) and λ(i 2 + r) = λ(i 2 + mq 1 + r), which contradict the assumption that λ(i 2 ) = λ(i 2 + r). The lemma has to be true.
We remark that for λ ∈ S f with |λ| = 0, it is possible that λ(i) = λ(j) for some different i, j ∈ Z.
For any λ ∈ S f andż ∈ C, define the action of H(f ) on the vector space
Similarly we define the action of
and only if λ(i) +ż = 0 for all i ∈ Z and |λ| = 0. (3). Suppose that λ(i) +ż = 0 for all i ∈ Z and m = |λ| = 0.
Then any nonzero submodule of
A H(f ) (λ,ż) (resp. B H(f ) (λ,ż)) is equal to C[t, t −1 ]g(t) for some weight vector g(t) ∈ C[t m ].
In particular, any maximal nonzero submodule of
Proof. (1). In A H(f ) (λ,ż), we have
Hence from the definition of
In B H(f ) (λ,ż), we have
Now suppose that |λ| = 0 and λ(i)+ż = 0 for all i ∈ Z. Let V be any nonzero submodule of
k+i and the minimality of s, we have λ(k) = λ(k + i) for all i with a i = 0, i.e. g(t) is a weight vector. It is clear that
∈ V , which from the minimal of s is also a weight vector. Inductively we have t −i g(t) ∈ V, ∀i ∈ N and t −i g(t) are weight vectors for all i ∈ Z. In particular we have λ(i) = λ(s + i), ∀i ∈ Z, a contradiction with |λ| = 0. Thus A H(f ) (λ,ż) is a simple H(f )-module. The same arguments are valid for B H(f ) (λ,ż).
(3). Now suppose that |λ| = m = 0 and λ(i) +ż = 0 for all i ∈ Z. Let V be any nonzero submodule of A = A H(f ) (λ,ż). Take 0 = g(t) = t k s i=0 a i t i ∈ V with minimal s. If s = 0, then g(t) = a 0 t k , which implies H(f )t k = A. Now suppose that s > 0. From the same argument as in Part (2), we have C[t, t −1 ]g(t) ⊂ V and t i g(t) are weight vectors for all i ∈ Z. In particular, we have λ(j) = λ(j +i) for all i with a i = 0 and j ∈ Z. Using Lemma 6 we deduce that g(t) ∈ C[t m , t −m ]. And for any 0 = v ∈ V , from the minimality of s, it is easy to see that g(t)|v in the Laurient polynomial algebra C[t,
Now we are going to construct and classify all finite dimensional simple modules over H(f ). For any λ ∈ S f ,ż ∈ C, a ∈ C * with |λ| = m = 0, we have the m-dimensional H(f )-module xV=V Lemma 9. Let V be any simple module over H(f ) with dim V = n. If , a) for someż ∈ C, a ∈ C * and λ ∈ S f with |λ| = n.
Then W = 0 and x acts bijectively on W . It is easy to see that hW ⊂ W . Hence there exist some 0 = v ∈ W and b ∈ C with hv = bv. Then
. We may assume that this m is minimal. Replace v by x k v and b by
v is contained in the eigenvector space of h with respect to the eigenvalue b. We may assume that 0 = v ∈ W satisfies hv = bv,
Thus W ′ = V and m = n. And it is straightforward to verify that
yV=V Lemma 10. Let V be any simple module over H(f ) with dim V = n. If yV = V and x n V = 0, then V ∼ = B ′ H(f ) (λ,ż, a) for someż ∈ C, a ∈ C * , |λ| = n and λ(i) +ż = 0 for some i.
Proof. Let σ be the representation associated to V . Then σ(y) is invertible. And from σ(y)σ(h) = σ(f (h))σ(y), we have σ(h)σ(y)
We may assume that this m is minimal. Replace v by σ(y)
−m ]v is contained in the eigenvector space of h with respect to the eigenvalue b. Now we may assume that 0 = v ∈ V satisfies hv = bv, σ(y)
Then yW = W , hW ⊂ W , xW = (xy)W = (ż + h)W ⊂ W . Thus W = V and m = n. And it is straightforward to verify that
And from x n V = 0, we have λ(i) +ż = 0 for some i.
) is simple if and only ifż+f
(i) (−ż) = 0, for all i = 1, 2, . . . , n − 1. b = −ż. Now it is straightforward to verify V ∼ = C H(f ) (ż, n). The rest of the theorem is clear. So we have proved the theorem.
Example 13. (1). If f = 0, λ ∈ S f with |λ| < ∞, then λ(i) = 0 for all i ∈ Z. Any finite dimensional simple H(0) module must be isomorphic to Cv with the action xv = av, hv = 0, yv = bv for some a, b ∈ C.
(2). Let f = h + c for some c ∈ C * . Since |λ| = ∞ for any λ ∈ S f , there is no finite dimensional simple H(f ) module.
(3). Let f = ah, where a ∈ C * is not a root of unity. If λ ∈ S f with |λ| < ∞, then λ(i) = 0 for all i ∈ Z. Any finite dimensional simple H(f ) module must be isomorphic to Cv with the action xv = av, hv = 0, yv = bv for some a, b ∈ C.
(4). Let f = wh, where w is an n-th (n > 1) primitive root of unity. Then any finite dimensional simple H(f ) module must be isomorphic to one of the following modules (a). Cv with the action xv = av, hv = 0, yv = bv for some a, b ∈ C.
j for some j and the action for some a ∈ C * , j ∈ Z + , n ∈ N + 1, and w a (m n − 1)-th root of unity such that w m i −1 = 1 for all i = 1, 2 . . . , n − 1. The following example shows an interesting property of many H(f ).
Example 15. Let f = h m with m > 1. It is easy to see that, for any n ∈ N, there is a c ∈ C such that f (n) (c) = c and f (i) (c) = c for any 0 < i < n. Using Theorem 12 we know that there are infinitely many simple n-dimensional H(f )-module. Then H(f ) has infinitely many ideals I n such that H(f )/I n ∼ = M n (C) for any n ∈ N. This is not always true. If we take f (h) = h 2 + 2h − 3/4, then f (h) − h = (h + 3/2)(h − 1/2) and f (2) (h) − h = (h + 3/2) 3 (h − 1/2). Thus we do not have λ ∈ S f with |λ| = 2, i.e., H(f ) does not have a simple 2-dimensional module.
We conclude this paper by an open question on generalized Heisenberg algebras H(f ): How to determine all simple weight modules for H(f )? How about all simple modules over H(f )?
