Abstract. It is shown that any multivariate polynomial of degree d that can be computed sequentially in C steps can be computed in parallel in O((log d)(log C + log d)) steps using only (Cd) 1) processors.
where for each value of (I) v, v eFU{x, ,x,}U{v, v_} and (II) is one of the two ring operators +, x.
Note that since -1 e F, subtraction can be easily simulated. The formal polynomial computed at v can be defined in the obvious way and is denoted by f(v). The degree of f(vi) in the usual sense is denoted by d(vi). For convenience, we will assume d(v) >-d (v) . For the moment we will also assume that f is homogeneous; by this we then d (v' mean that if v v + v d (v" ). We say that f has size C (the number of instructions) and computes the polynomial f(Vc). The following fact due to Strassen [10] shows that forcing f to be homogeneous is not a serious restriction.
FACT We will also assume that f is a smallest possible program for computing f(Vc).
The following fact is easy to verify. We will denote the set {v} by V, the set {x} by X, and the set V U X LI F by V.
The depth of v V is the length of the longest possible sequence u ,. ., u such that " and UD FUX. 
Proof. Notice that v w since d (v) < d (w). We will prove the lemma by induction on the depth of w, keeping v and a fixed. Say that 2g+_->d(w)>2 g. Let a=2 g. Then by Lemma 1, f(w)=vf(t). There is another method for handling nonhomogeneous programs without first making them homogeneous. Given a nonhomogeneous program f, we first define the degree of a node v, d(v), differently than above. The degree of a field member is 0; the degree of an indeterminate is 1; the degree of a multiplication node is the sum of the degrees of its inputs; the degree of an addition node is the maximum degree of its inputs. We define the degree of f to be the maximum degree of any node.
f(t). f(t; w

f(t; w) . v f(t'), f(t"), f(t; w). By definition of V,, each f(t'), f(t"), f(t; w)
For a > 0, define V' {t e VId(t) > a, -t' / t", d(t") <= a}. We state the following lemma and theorem without proof. Remarks. 1. Strassen [10] 2. It is easy to verify that the above theorems hold for structures much less restricted than fields. For example, the constructions work for monotone arithmetics (i.e., with constants from the nonnegative reals). As observed in the introduction, the same results then follow for monotone Boolean circuits when the notion of degree is suitably interpreted. More formally, it can be verified that it is sufficient for F to be a semiring in the sense of Jerrum and Snir [7] .
3. Using Lemmas 1 and 2, analogues of Theorems 1 and 3 can be proved with a size bound for f' of C log d where a is such that n n matrices can be multiplied in n operations (a < 2.496 [4] ).
