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Re´sume´
Dans cet article nous nous inte´ressons a` la prise en
compte de la structure des documents dans un proces-
sus de de´couverte d’informations inattendues au sein
d’un corpus de documents textuels. Faisant suite a` un
premier travail visant a` concevoir et implanter des me-
sures d’inattendu dans un syste`me baptise´ Unexpec-
tedMiner, nous avons cherche´ a` ame´liorer les perfor-
mances de celui-ci en prenant en compte la structure
des documents analyse´s. Chaque partie des documents
est ainsi ponde´re´e par des coefficients dont les valeurs
sont de´termine´es par un algorithme d’optimisation. Ces
coefficients sont alors inte´gre´s dans les mesures d’in-
attendu utilise´es par UnexpectedMiner pour de´termi-
ner si un document pre´sente un caracte`re inattendu
ou pas. Les performances de notre nouveau syste`me
sont e´value´es et mettent en e´vidence les ame´liorations
de performances induites par la prise en compte de la
structure des documents.
Mots Clefs
Fouille de Textes, Information Inattendue, Recherche
d’Information, Structure du Document.
Abstract
In this paper we are interested in taking into account
the structure of the documents during the discovery
of unexpected information in textual databases. Follo-
wing our first work that aimed at designing and in-
tegrating, in the UnexpectedMiner system, some mea-
sures for the evaluation of the unexpectedness of do-
cuments, we wanted to improve the system by taking
into account the structure of the documents proces-
sed. Each part of the documents are weigthed by some
coefficients whose values are determined by optimiza-
tion techniques. Those coefficients are then used in the
unexpectedness measures used by UnexpectedMiner to
determine if a document contains some unexpected in-
formation or not. The efficiency of our new system
is then evaluated and the experiments put forward the
improvements induced by the use of the structure of
the documents.
Keywords
Text Mining, Unexpected Information, Information Re-
trieval, Structure of Documents.
1 Introduction
La de´couverte automatique d’informations inattendues
ou nouvelles dans des documents textuels est une taˆche
difficile mais particulie`rement inte´ressante compte tenu
de ses applications potentielles. Il peut s’agir par exem-
ple de repe´rer parmi les questions adresse´es a` des listes
de diffusion celles qui n’ont pas encore e´te´ re´pertorie´es
dans les foires aux questions (FAQ), ou bien de trou-
ver parmi des nouvelles publie´es dans la presse celles
qui traitent d’un nouveau sujet. Dans le domaine de
la fouille de donne´es sur le Web, on peut rechercher
des pages inattendues sur un site WEB par rapport
a` un site de re´fe´rence ou encore, dans le cadre de
la veille technologique, on peut identifier des signaux
faibles dans des bases d’articles scientifiques et tech-
niques, de brevets, etc. Dans ces diffe´rentes applica-
tions, le but est de repe´rer des informations inatten-
dues en ce sens qu’elles e´taient inconnues auparavant
de l’utilisateur. Un certain nombre de recherches ont
de´ja` e´te´ consacre´es a` l’extraction automatique, a` par-
tir de textes, de ce qui est appele´, selon les auteurs,
des informations inattendues ou nouvelles, des e´ve´ne-
ments rares ou encore des sujets e´mergents. Parmi les
premiers travaux portant sur ce sujet, on peut citer
le programme TDT (Topic Detection and Tracking 1)
lance´ par la DARPA de`s 1996 dans le but d’identi-
fier de nouveaux e´ve´nements dans un flux de nouvelles
journalistiques [1, 15]. Les principales approches pro-
pose´es dans TDT reposent sur des algorithmes de clas-
sification incre´mentale, des techniques de plus proche
voisin et des mode`les probabilistes. Plus re´cemment,
un challenge a e´te´ organise´ sur le the`me de la de´tec-
tion de nouveaute´ (Novelty detection) dans le cadre
de la confe´rence TREC 2. Toutefois, le corpus propose´
pour TREC 2003 est compose´ de phrases et non de
textes [13]. De plus, la liste des documents fournis,
qu’il s’agisse des phrases pour TREC ou des nouvelles
journalistiques pour TDT, est trie´e par ordre chrono-
logique. Ainsi, le proble`me pose´ consiste plutoˆt a` cher-
cher des nouveaux documents dans le temps. Dans ces
conditions, la plupart des syste`mes proposent d’iden-
tifier un document pertinent en le comparant a` ceux
qui le pre´ce`dent et a` ceux qui le suivent dans le corpus,
au moyen d’un crite`re de similarite´. Toutefois, dans
de nombreuses applications une telle approche n’est
pas ade´quate car le corpus n’est pas chronologique-
ment trie´ ; ce qui est le cas dans le contexte de la veille
technologique ou` il s’agit d’identifier des textes de´cri-
vant des innovations technologiques dans des banques
de textes scientifiques inte´graux. D’autres travaux ont
porte´ sur la de´tection de the`mes e´mergents. Ainsi, Bun
et al. [2] ont propose´ un syste`me qui observe les chan-
gements intervenant sur un ensemble de sites Web et,
qui repe`re les the`mes e´mergents a` partir des mots fi-
gurant dans les pages modifie´es. Cependant, en proce´-
dant ainsi, ce syste`me ne permet pas de trouver une
information inattendue sur un site Web de`s la premie`re
visite. Matsumura et al. [9] ont e´galement de´veloppe´
un syste`me de recherche de the`mes e´mergents entre des
communaute´s Web. Apre`s avoir construit par classifi-
cation des communaute´s compose´es de membres ayant
les meˆmes centres d’inte´reˆt, le syste`me analyse et vi-
sualise les co-citations entre des pages Web a` l’aide
de l’algorithme KeyGraph [10]. Les the`mes e´mergents
correspondent alors aux pages Web inte´ressant plu-
sieurs communaute´s. La faiblesse de ce syste`me est
qu’il suppose que de telles communaute´s puissent eˆtre
de´finies et que les pages conside´re´es puissent leur eˆtre
attribue´es. WebCompare de´veloppe´ par Liu et al. [8]
est probablement le syste`me se rapprochant le plus de
nos travaux. Il s’agit d’un syste`me destine´ a` la veille
concurrentielle. Apre`s que l’utilisateur ait indique´ les
adresses (URL) de pages Web de ses concurrents, Web-
Compare est capable de trouver les pages contenant
des informations inattendues par rapport a` celles figu-
rant sur son propre site. Le caracte`re inattendu d’une
1. http://www.nist.gov/speech/tests/tdt
2. Le challenge ‘novelty detection” est apparu pour la pre-
mie`re fois lors de la confe´rence TREC 2002. Les communications
pre´sente´es a` cette confe´rence et aux suivantes sont disponibles
a` l’adresse http://trec.nist.gov
page Web est e´value´ a` l’aide d’une mesure base´e sur
le paradigme TF × IDF , tout comme les mesures que
nous avons propose´es dans le syste`me UnexpectedMi-
ner que nous avons de´veloppe´ [5]. Ce syste`me vise a`
extraire, de corpus documentaires, des documents per-
tinents pour l’utilisateur en ce sens qu’il contiennent
des informations inconnues auparavant de celui-ci et se
rapportant au sujet qui l’inte´resse. Il est bien adapte´
pour la recherche de signaux faibles dans le cadre de
la veille scientifique et technique
La plupart des travaux consacre´s a` la recherche d’in-
formation nouvelle dans des textes, conside`rent uni-
quement le contenu des documents et rares sont ceux
qui exploitent e´galement la structure. Or les e´tudes
re´centes mene´es en recherche d’information [4, 11] ont
montre´ l’inte´reˆt de prendre en compte ces deux types
d’information. Dans le cadre de la recherche de nou-
veaute´, la prise en compte de la structure paraˆıt pour-
tant justifie´e car on peut supposer que toutes les par-
ties d’un document n’ont pas le meˆme poids et qu’il
en est de meˆme pour les termes apparaissant dans ces
parties. De plus, les documents conside´re´s sont sou-
vent fortement structure´s. Ceci est particulie`rement
vrai dans le cadre de la veille scientifique et technique
puisqu’il s’agit alors d’articles scientifiques ou de re´-
sume´s de the`ses compose´s de parties clairement iden-
tifie´es comme le titre, les auteurs, les mots cle´s, le re´-
sume´, les sections. Il en va de meˆme pour les fiches
descriptives de brevets ou encore pour les pages diffu-
se´es sur le Web du fait de l’utilisation de langage de
description tels que XML. Dans le prolongement de
TREC2003 visant a` rechercher des e´le´ments d’infor-
mation nouveaux dans des phrases pertinentes, Dkaki
et Mothe [3] exploitent cette hypothe`se mais en accor-
dant une ponde´ration diffe´rente a` un terme non pas
selon la position qu’il occupe dans les phrases sus-
ceptibles de re´pondre a` une requeˆte mais seulement
dans la requeˆte elle meˆme. De plus, les ponde´rations
sont choisies de fac¸on expe´rimentale. Dans cet article,
nous proposons d’adapter le syste`me UnexpectedMiner
pour extraire des informations inattendues a` partir de
textes en exploitant conjointement leur contenu et leur
structure. Ceci nous conduit a` revoir le mode de repre´-
sentation des documents, classiquement utilise´ en re-
cherche d’information. Ainsi, au lieu d’eˆtre repre´sente´
sous forme vectorielle, chaque document est repre´sente´
sous une forme matricielle qui sera de´crite dans la sec-
tion suivante. La recherche d’information inattendue
peut eˆtre ensuite re´alise´e en utilisant des mesures, de´-
finies dans la section 3, et qui sont applique´es a` cha-
cune des parties du document. La valeur d’inattendu
pour l’ensemble du document est e´gale a` une somme
ponde´re´e des valeurs obtenues sur chaque partie. La
question de´licate du choix des ponde´rations attribue´es
aux diffe´rentes parties est pose´e en terme d’optimisa-
tion et re´solue par apprentissage a` l’aide d’une me´-
thode de recuit simule´. Dans la section 4, les re´sultats
expe´rimentaux obtenus sur une base d’articles scienti-
fiques en tenant compte de la structure sont compare´s
a` ceux trouve´s en conside´rant uniquement le contenu
des documents.
2 Prise en compte de la struc-
ture des documents
La structure d’un document peut eˆtre de´finie comme
l’ensemble des parties distinctes le constituant. Deux
parties ne peuvent pas se chevaucher ni eˆtre incluses
l’une dans l’autre ; elles peuvent seulement eˆtre conse´-
cutives. Comme parties d’un document, on pourra con-
side´rer par exemple le titre, les mots cle´s, l’introduc-
tion, la conclusion, les diffe´rentes sections du docu-
ment de´coupe´es selon le niveau de granularite´ choisi.
La prise en compte de cette structure pose deux ques-
tions de´licates qui seront aborde´es successivement. La
premie`re concerne la repre´sentation du document ; la
seconde les modalite´s de calcul du poids a` accorder a`
chacune des parties pour tenir compte de leur impor-
tance respective.
2.1 Repre´sentation d’un document
Un des mode`les les plus employe´s en recherche d’in-
formation pour repre´senter un document est le mode`le
vectoriel introduit par Salton et McGill. Dans ce mo-
de`le [12], un index recense tous les mots t1, t2, ..., tm
rencontre´s dans le corpus de documents. Chaque do-
cument dj est alors repre´sente´ par un vecteur de poids
~dj = (w1,j , w2,j , ..., wm,j) ou` wi,j repre´sente le poids
du mot ti dans le document dj . Si le mot ti n’appa-
raˆıt pas dans le document dj alors wi,j = 0. Pour
e´valuer le poids d’un mot dans un document la for-
mule TF × IDF est ge´ne´ralement utilise´e. TF (Term
Frequency), la fre´quence relative du mot ti dans un
document dj est de´finie par :
tfi,j =
fi,j
maxhfh,j
ou` fi,j de´signe la fre´quence du mot ti dans le document
dj . Plus le mot ti est fre´quent dans le document dj ,
plus tfi,j est e´leve´.
IDF (Inverse Document Frequency) est une mesure
du pouvoir discriminant du mot ti de´finie par :
idfi = log2
C
ni
+ 1
ou` C est la taille du corpus analyse´ et ni le nombre
de documents contenant le mot ti. Plus le mot ti est
rare dans l’ensemble des documents, plus idfi est e´leve´.
Dans la pratique, la fre´quence relative d’un mot ti est
calcule´e plus simplement par :
idfi = log
C
ni
Le poids wi,j d’un mot ti dans un document dj est
alors obtenu en combinant les deux crite`res pre´ce´dents :
wi,j = tfi,j × idfi
Ce poids est d’autant plus e´leve´ que le mot ti est fre´-
quent dans le document dj et rare dans les autres do-
cuments.
Notre syste`me inte`gre ce mode`le de repre´sentation mais
en l’adaptant pour tenir compte de la structure des do-
cuments. Nous proposons en effet de calculer le nombre
d’occurrences d’un mot sur chacune des parties d’un
document plutoˆt que sur son inte´gralite´. C’est ensuite
en effectuant une somme ponde´re´e de ces nombres
d’occurrences que le poids final de ce mot pour le do-
cument est de´termine´.
Ainsi, si dans l’ensemble des documents analyse´s par
le syste`me on distingue k parties diffe´rentes, l’impor-
tance de chaque partie l est donne´e par un coefficient
csl, que nous appelons coefficient de structuration tel
que :
k∑
l=1
csl = 1
Le poids d’un mot ti dans un document dj est calcule´
de la fac¸on suivante :
wi,j = k
k∑
l=1
csl . tfti,l . idfi
avec
tfi,l =
f li,j
maxhfh,j
ou` f li,j de´signe la fre´quence du mot ti dans la partie l
du document dj
On peut noter qu’en attribuant a` tous les coefficients
la meˆme valeur 1
k
, on retrouve le mode`le de Salton.
Il reste encore a` de´terminer les valeurs spe´cifiques des
coefficients csl a` attribuer a` chacune des parties pour
prendre effectivement en compte la structure. Ces va-
leurs doivent traduire l’importance relative de chaque
partie. Par exemple, pour des documents de´coupe´s en
seulement trois parties : le titre, les mots cle´s et le corps
du document on peut de´cider d’attribuer a` la premie`re
un poids deux fois supe´rieur a` celui des autres parties
ce qui reviendrait a` prendre pour vecteur de ponde´ra-
tion (0.5, 0.25, 0.25) tandis que pour un autre corpus
ou` les mots cle´s seraient privile´gie´s on retiendrait plu-
toˆt le vecteur (0.25, 0.5, 0.25). En fait, meˆme avec
l’aide d’un expert, le choix des coefficients de struc-
turation reste difficile a` faire. C’est la raison pour la-
quelle, nous proposons de les apprendre automatique-
ment a` partir d’un e´chantillon du corpus de textes
conside´re´.
2.2 Choix des coefficients de structu-
ration
L’objectif est de rechercher, a` l’aide d’un e´chantillon
contenant quelques documents dont on sait a priori
qu’ils sont inattendus, le vecteur de ponde´ration per-
mettant le mieux au syste`me de retrouver ces docu-
ments. Ce proble`me peut eˆtre pose´ en termes d’optimi-
sation a` condition de de´finir une fonction objectif, per-
mettant de comparer diffe´rents vecteurs de ponde´ra-
tion et, qu’il conviendra de maximiser. Pour construire
une telle fonction, on peut remarquer que pour chaque
configuration (i.e. vecteur de ponde´rations) teste´e, a`
l’issue du traitement de l’e´chantillon par le syste`me
UnexpectedMiner, on obtient la liste des documents
extraits classe´s par ordre d’inattendu. Toutefois, ce
classement, peut contenir des documents qui ne sont
pas inattendus. Le syste`me a donc commis une erreur
chaque fois qu’un tel document apparaˆıt dans la liste.
Cependant, l’erreur commise est d’autant plus grave
qu’elle apparaˆıt au de´but de la liste plutoˆt qu’a` la fin.
La fonction objectif, que nous avons de´finie pour quan-
tifier ces erreurs de classement tient justement compte
de l’ordre d’apparition des erreurs. Si le syste`me ex-
trait |E| documents, alors, la fonction objectif pour
une configuration Ci est de´finie par :
fCi =
|E|∑
j=1
(
1
r
× [j])
ou` [j] vaut 1 si le document dj , extrait en r
e´me posi-
tion, n’est pas inattendu et 0 sinon. Ainsi, une erreur
au premier rang va couˆter 1 alors qu’une erreur au
dixie`me rang couˆtera seulement 0.1. Plus la valeur de
la fonction sera faible, meilleur sera le classement des
documents.
En supposant par exemple, que l’on demande au sys-
te`me d’extraire 10 documents inattendus et qu’il com-
mette trois erreurs, le tableau 1 donne la valeur de la
fonction de classement en fonction du rang des erreurs
commises sur les dix documents retourne´s dans 4 cas.
Rangs des erreurs Fonction de classement
8, 9, 10 0.3361
3, 4, 7 0.7262
1, 6, 10 1.2667
1, 2, 3 1.8333
Tab. 1 – Exemples de valeurs de la fonction de clas-
sement
Trouver la ou les configurations des coefficients de struc-
turation correspondant au meilleur classement des do-
cuments inattendus revient donc a` minimiser la fonc-
tion de classement. Cela ne´cessite le calcul de la valeur
de la fonction de classement pour toutes les configura-
tions possibles de fac¸on a` conserver celle qui conduit a`
la plus faible valeur de la fonction. Un tel calcul n’est
toutefois pas envisageable car les coefficients sont a` va-
leurs re´elles et il existe par conse´quent une infinite´ de
configurations a` tester. De plus, meˆme si on limitait
l’ensemble des valeurs possibles pour les coefficients,
par exemple en fixant un pas entre deux valeurs pos-
sibles pour un coefficient, le nombre de configurations
resterait encore tre`s e´leve´e y compris lorsque le nombre
de parties composant un document est restreinte.
Pour re´soudre ce proble`me d’optimisation, nous avons
choisi de nous orienter vers une approche heuristique
en utilisant le recuit simule´ [7]. Le principe de cette
me´thode consiste, a` partir d’une configuration initiale,
a` lui faire subir une perturbation, c’est a` dire une mo-
dification d’amplitude limite´e. Si cette perturbation a
pour effet d’ame´liorer la fonction de classement, cette
nouvelle configuration est retenue. Si au contraire, elle
provoque une de´gradation de la fonction de classe-
ment, alors cette nouvelle configuration est retenue
avec une probabilite´ p de´pendant d’une combinaison
de l’importance de la de´gradation et du degre´ d’avan-
cement dans la recherche de la meilleure solution. De la
sorte, au de´but du processus on accepte plus volontiers
une de´gradation importante, tandis que plus on est
proche de la meilleure solution, plus on sera re´ticent a`
accepter une de´gradation meˆme minime. Cette proba-
bilite´ est calcule´e en s’inspirant de la distribution de
Gibbs-Boltzmann. Pour passer d’une solution Ci a` une
solution Cj , on calcule la variation ∆fij = fCj − fCi
de la fonction objectif et la probabilite´ P (i, j) d’accep-
ter la transformation est alors de´finie par:{
P (i, j) = 1 si ∆fij ≤ 0
P (i, j) = exp−
∆fij
t si ∆fij > 0
t est un parame`tre de controˆle e´gal a` kT ou` T est
la tempe´rature et k la constante de Boltzmann vaut
6.18E-23. Ce choix de probabilite´ convient parfaite-
ment aux conditions pre´ce´demment e´voque´es a` savoir
que si la tempe´rature T est e´leve´e, un grand nombre
de transformations seront accepte´es alors que quand
elle sera basse, seules les transformations ame´liorant
la solution seront retenues. Pour savoir si la nouvelle
solution est accepte´e, un nombre est tire´ ale´atoirement
entre 0 et 1 puis compare´ a` P (i, j). Si P (i, j) est plus
petite, la solution est accepte´e, sinon elle est rejete´e.
Le processus est ite´re´ soit avec la nouvelle configura-
tion, si elle est retenue, soit avec l’ancienne dans le cas
contraire. Tout au long du recuit simule´, la meilleure
solution rencontre´e est conserve´e en me´moire.
La de´croissance de la tempe´rature s’effectue par pa-
liers et pour chacun de ces paliers, un nombre donne´
de transformations sont essaye´es. Ainsi, chacune des
nouvelles solutions teste´es appartient au voisinage de
la solution actuelle et l’espace des solutions est par-
couru sans pour autant toutes les essayer.
Dans cet algorithme, le voisinage d’une solution ainsi
que la valeur de de´croissance de la tempe´rature doivent
eˆtre fixe´s par l’utilisateur. Le voisinage est de´fini en
utilisant un pas entre des valeurs successives possibles
pour un coefficient ; ce qui revient a` fixer un intervalle
de variation du coefficient de chaque partie. Chacun
des coefficients pourra ainsi e´voluer dans cet intervalle
lors d’une transformation ; la seule condition e´tant que
la somme des coefficients soit toujours e´gale a` 1. Par
exemple si la configuration actuelle est 0.05 ; 0.37 ; 0.58
pour un document comportant 3 parties, on autorisera
une variation de chacun des poids allant jusqu’a` ±
0.02. Une configuration dans le voisinage pourra eˆtre
0.06 ; 0.39 ; 0.55 ou encore 0.03 ; 0.38 ; 0.59.
La tempe´rature initiale quant a` elle, doit eˆtre suffisam-
ment importante pour qu’au de´but du processus d’op-
timisation un grand nombre de transformations soient
accepte´es. Kirkpatrick [7] propose de choisir une tem-
pe´rature t puis d’essayer un certain nombre de trans-
formations et de calculer le taux de transformations
accepte´es. Si celui-ci est d’au moins 80%, on garde t
sinon on double sa valeur et on recommence.
La fonction de de´croissance de la tempe´rature g est
souvent une fonction ge´ome´trique g = µt avec 0 <
µ < 1. Si on choisi une valeur e´loigne´e de 1, on risque
de de´croˆıtre trop rapidement et de se rapprocher de la
trempe. Un choix judicieux propose´ par Kirkpatrick se
situe entre 0.85 et 0.95.
Le nombre de paliers de tempe´rature de´pend de la
fonction de de´croissance. Il doit eˆtre choisi de telle
sorte qu’a` la fin de l’algorithme, la tempe´rature soit
assez basse pour que pratiquement aucune transfor-
mation ne soit accepte´e. La valeur de t doit se situer
environ a` 5% de sa valeur initiale, d’apre`s Kirkpatrick.
Pour le nombre de solutions teste´es a` un palier de tem-
pe´rature, la manie`re la plus simple est de choisir un
nombre proportionnel au nombre de solutions du pro-
ble`me. Cependant, il convient de veiller a` ce que ce
nombre multiplie´ par le nombre de paliers ne conduise
pas a` tester plus de cas que le nombre total de solu-
tions du proble`me.
3 Extraction de documents in-
attendus
3.1 Architecture du syste`me
Le pre´traitement visant a` mettre les documents sous
la forme matricielle, de´crite pre´ce´demment, est re´alise´
par le premier module du syste`me UnexpectedMiner
dont l’architecture est pre´sente´e dans la figure 1.
Ce syste`me est articule´ autour de trois modules et
il requiert deux ensemble de documents. Le premier
est un ensemble de documents de re´fe´rence, note´ R,
fourni par l’utilisateur et qui permet de cibler le su-
jet qui l’inte´resse. Dans la pratique entre dix et vingt
documents doivent suffire. Le second, note´ N , de´signe
l’ensemble des nouveaux documents, issus de diffe´rents
corpus, susceptibles de contenir des informations inat-
tendues et inte´ressantes pour l’utilisateur. Les deux
ensembles de documents vont subir un pre´traitement
comportant diffe´rentes ope´rations classiques telles que
l’e´limination des e´le´ments non pertinents, une analyse
morphologique et la suppression des mots vides. A
l’issue de ce pre´traitement chaque document est re-
pre´sente´ sous une forme matricielle. Le but du second
module est d’extraire de la base N des nouveaux docu-
ments, ceux qui sont les plus similaires aux documents
de re´fe´rence R, a` l’aide de la distance du cosinus. En-
fin, dans cet ensemble S de nouveaux documents ju-
ge´s similaires, le troisie`me module, vise a` rechercher
ceux qui contiennent des informations inattendues par
rapport a` celles figurant dans les documents de re´fe´-
rence et dans les documents de S se´lectionne´s a` l’e´tape
pre´ce´dente. Le caracte`re inattendu d’un document est
e´value´ a` l’aide de nouvelles mesures que nous avons
propose´es lors du de´veloppement de la premie`re ver-
sion de UnexpectedMiner ne tenant pas compte de la
structure des documents [6].
3.2 Recherche des documents similaires
Le but du second module du syste`me UnexpectedMi-
ner est d’extraire de la base N de nouveaux docu-
ments, ceux qui sont le plus similaires aux documents
de re´fe´rence R fournis par le veilleur. La similarite´
sjk entre un nouveau document dj ∈ N et un do-
cument de re´fe´rence dk ∈ R est e´gale a` la distance du
cosinus, couramment employe´e dans les syste`mes de
recherche d’information. Elle est e´gale au cosinus de
l’angle forme´ par les vecteurs repre´sentant ces docu-
ments :
sjk =
~dj • ~dk
|~j| × |~k|
ou`
~dj • ~dk =
∑
i
wi,j × wi,k
|~j| =
√ ∑
i=1,m
w2i,j
La similarite´ moyenne sj du nouveau document dj ∈
N avec l’ensemble des documents de re´fe´rence R est
e´gale a` :
sj =
1
|R|
|R|∑
k=1
sjk
ou` |R| de´signe le nombre de documents de re´fe´rence.
Apre`s avoir classe´ par ordre de´croissant de similarite´
moyenne les nouveaux documents, un sous ensemble
S est extrait de N . Il est compose´ des nouveaux docu-
ments les plus proches de ceux fournis comme re´fe´rence
par le veilleur.
Ensemble R des documents de
référence proposés par le veilleur
Corpus N
de nouveaux documents
Ensemble R des documents de
référence sous forme matricielle
.
.
.
.
Sous ensemble S
des documents de N
similaires aux documents
de référence R
Documents présentant
un caractère inattendu
PRETRAITEMENT
PRETRAITEMENT
SIMILARITE
Corpus N
de nouveaux documents
sous forme matricielle
INATTENDU
.
.
.
.
Fig. 1 – Architecture du syste`me UnexpectedMiner
3.3 Recherche de documents inatten-
dus
L’objectif du troisie`me module du syste`me Unexpec-
tedMiner est de rechercher les documents de S conte-
nant des informations inattendues par rapport a` celles
contenues non seulement dans les documents de re´fe´-
rence (R) mais aussi dans les documents de S se´lec-
tionne´s a` l’e´tape pre´ce´dente. En effet, un document
sera tre`s inattendu si les the`mes qu’il aborde ne sont
pre´sents ni dans un autre document de S ni dans un
document de R. Pour e´valuer le caracte`re inattendu
d’un document dj par rapport aux autres documents
appartenant a` R∪S−{dj}, nous avons compare´ la me-
sure introduite par Liu dans le syste`me WebCompare
[8] avec deux mesures performantes que nous avions
propose´es dans [6].
Mesure tenant compte de la fre´quence des mots.
La mesure de´veloppe´e par Liu, Ma et Yu [8] pour repe´-
rer des pages inattendues dans un site WEB est de´finie
par :
M1(dj) =
∑m
i=1 U
1
i,j,c
m
avec:
U1i,j,c =
{
1−
tfi,c
tfi,j
si tfi,c/tfi,j ≤ 1
0 sinon
ou` dj de´signe un document de S et Dc le document ob-
tenu en combinant tous les documents de re´fe´rence de
R avec les documents se´lectionne´s sauf dj : R∪S−{dj}.
Mesure tenant compte du pouvoir discriminant
des mots. La seconde mesure, que nous avons pro-
pose´e, fait intervenir directement le pouvoir discrimi-
nant idfi d’un mot ti puisqu’elle e´value le caracte`re
inattendu d’un document dj par la somme des poids
wi,j des mots ti qui le repre´sentent :
M2(dj) =
m∑
i=1
wi,j
3.4 Mesure tenant compte du poids maxi-
mum
La troisie`me mesure, quant a` elle, attribue comme va-
leur d’inattendu a` un document dj le poids le plus
e´leve´ apparu dans son vecteur de repre´sentation :
M3(dj) = maxlwl,j
L’inte´reˆt de ces deux dernie`res mesures est qu’elles in-
te`grent les coefficients de structuration de´termine´s par
le processus d’optimisation.
Des tests ont e´te´ re´alise´s pour e´valuer le syste`me Unex-
pectedMiner en tenant compte de la structure des do-
cuments et comparer ces diffe´rentes mesures. Ils sont
pre´sente´s dans la section suivante.
4 Expe´rimentations
Nous avons re´alise´ dans un premier temps uniquement
l’e´valuation du module d’extraction d’information in-
attendue puis dans un second temps celle du syste`me
global pour dissocier les erreurs commises dans la re-
cherche des documents similaires de celles re´alise´es
lors de la recherche des documents inattendus. En ef-
fet, si le module d’extraction de documents similaires
e´tait parfait, il fournirait un ensemble S comportant
uniquement des documents inte´ressant le veilleur et
susceptibles de contenir des informations inattendues.
Toutefois, ce module n’est jamais totalement parfait et
les erreurs qu’il peut commettre constituent du bruit
rendant plus difficile la taˆche d’extraction d’informa-
tions inattendues. Ces documents, juge´s a` tort comme
similaires par le module 2, auront de fortes chances
d’eˆtre conside´re´s ensuite par le module 3 comme e´tant
inattendus, alors qu’en fait ils sont hors sujet et sans
inte´reˆt pour le veilleur.
Finalement, nous comparons les performances du sys-
te`me UnexpectedMiner dans sa version ne prenant pas
en compte la structure et dans celle la prenant en
compte.
4.1 Corpus et crite`res d’e´valuation uti-
lise´s
Dans ces expe´rimentations, l’ensemble de re´fe´rence R
est compose´ de 18 articles scientifiques en anglais consa-
cre´s a` l’apprentissage automatique, tandis que la base
N contient 223 nouveaux documents dont 40 seule-
ment se rapportent a` ce sujet et 18 parmi ces 40 sont
inattendus d’apre`s le veilleur. Les 183 autres docu-
ments, en dehors du sujet, sont des articles de biologie,
de chimie ou encore d’informatique mais ne traitant
pas d’apprentissage automatique.
Les crite`res d’e´valuation du syste`me UnexpectedMiner
que nous avons utilise´s sont ceux commune´ment em-
ploye´s en recherche d’information : les taux de pre´ci-
sion et de rappel de´finis par J.A. Swets [14]. La pre´-
cision indique le pourcentage de documents extraits
par le syste`me et qui ont re´ellement un caracte`re in-
attendu. Le rappel mesure quant a` lui le pourcentage
de documents ayant un caracte`re inattendu retrouve´s
dans le corpus de nouveaux documents N par le sys-
te`me. De plus, la pre´cision et le rappel sont calcule´s
d’abord en demandant au syste`me d’extraire le docu-
ment le plus inattendu, puis en lui demandant d’en
extraire deux puis trois et ainsi de suite. De la sorte,
il est possible de tracer des courbes de pre´cision et de
rappel ou` figurent en abscisse le nombre de documents
demande´s au syste`me et en ordonne´e la pre´cision et le
rappel correspondant. De plus, nous avons e´galement
re´utilise´ la fonction objectif employe´e dans le proces-
sus d’optimisation.
4.2 Evaluation des mesures d’inattendu
Nous avons d’abord e´value´ le syste`me sans faire inter-
venir le module de recherche de documents similaires ;
ce qui revient a` prendre comme ensemble S les 40 do-
cuments se rapportant a` l’apprentissage automatique.
Les valeurs de la fonction de classement obtenues pour
chaque mesure figurent dans le tableau 2. La valeur de
la fonction de classement e´tant d’autant plus e´leve´e
que les erreurs sont commises rapidement, il semble
que ce soit la mesure M3 tenant compte du poids
maximum qui fournisse en priorite´ des documents in-
attendus tandis que la mesure M2 tenant compte du
pouvoir discriminant, et plus encore la mesure M1 pro-
Mesure Valeur de la fonction de classement
1 2.07
2 0.92
3 0.59
Tab. 2 – Valeurs de la fonction de classement pour le
module d’inattendu
pose´e par Liu semblent commettre des erreurs de`s les
premie`res re´ponses. Ceci est confirme´ par les re´sultats
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Fig. 2 – Evaluation du module d’inattendu - Pre´cision
et rappel pour la mesure 1.
 0
 20
 40
 60
 80
 100
 0  2  4  6  8  10  12  14  16  18
R
ap
pe
l/P
ré
cis
io
n
Nombre de documents sélectionnés
Rappel
Précision
Fig. 3 – Evaluation du module d’inattendu - Pre´cision
et rappel pour la mesure 2.
obtenus en terme de pre´cision et de rappel, et pre´sen-
te´s dans les figures 2, 3 et 4 ou` l’axe des abscisses
indique le nombre de documents inattendus demande´s
au syste`me. On remarque en effet, que si l’utilisateur
demande au syste`me un document inattendu, seule la
mesure M1 de Liu ne parvient pas a` en extraire un
puisque la pre´cision vaut 0% (figure 2) alors qu’elle
atteint 100% pour les deux autres mesures (figure 3 et
4). Il faut au moins exiger cinq documents pour que
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Fig. 4 – Evaluation du module d’inattendu - Pre´cision
et rappel pour la mesure 3.
la mesure M2 tenant compte du pouvoir discriminant
commette une premie`re erreur et six documents pour
la mesure M3 tenant compte du poids maximum. C’est
d’ailleurs, cette dernie`re mesure qui extrait le mieux
les documents inattendus, quel que soit le nombre de-
mande´ par l’utilisateur.
4.3 Evaluation du syste`me global
Le syste`me complet a ensuite e´te´ e´value´ en proce´dant
non seulement a` la recherche des documents inatten-
dus mais aussi, au pre´alable, a` la de´termination de
l’ensemble S des documents similaires. L’ensemble N
contient alors 223 nouveaux documents dont seule-
ment 40 se rapportent au sujet de la veille et de-
vraient se retrouver dans l’ensemble S si le module de
recherche des documents similaires ne faisait aucune
erreur. Or, a` l’issue de ce module, parmi les 40 docu-
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Fig. 5 – Evaluation du syste`me global - Pre´cision et
rappel pour la mesure 1
ments juge´s similaires aux documents de re´fe´rence par
le syste`me, seuls 35 le sont re´ellement. De plus, parmi
ces 35 documents similaires il n’y en a plus que 12
 0
 20
 40
 60
 80
 100
 0  2  4  6  8  10  12  14  16  18
R
ap
pe
l/P
ré
cis
io
n
Nombre de documents sélectionnés
Rappel
Précision
Fig. 6 – Evaluation du syste`me global - Pre´cision et
rappel pour la mesure 2
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Fig. 7 – Evaluation du syste`me global - Pre´cision et
rappel pour la mesure 3
qui sont inattendus. La mise en oeuvre du module de
similarite´ entraˆıne donc une de´gradation importante
des performances puisque 6 documents inattendus ont
e´te´ juge´s a` tort hors sujet et e´carte´s avant meˆme que
soit mis en oeuvre le module d’extraction d’informa-
tion inattendue. Cette de´gradation apparaˆıt dans le
tableau 3 ou` les valeurs de la fonction score pour les
trois mesures sont supe´rieures aux valeurs obtenues
sans mettre en oeuvre le module de similarite´. Cette
Mesure Valeur de la fonction de classement
1 2.71
2 1.90
3 1.76
Tab. 3 – Valeurs de la fonction de classement pour le
syste`me complet
de´gradation est confirme´e, pour les trois mesures, par
les re´sultats obtenus en termes de pre´cision et de rap-
pel. De plus, dans cette nouvelle expe´rimentation, c’est
encore la mesure M1 de Liu qui de´tecte le moins bien
les documents inattendus puisqu’elle restitue a` tort les
quatre premiers documents (figure 5), tandis que sur
ces quatre premiers documents, la mesure M2 tenant
compte du pouvoir discriminant commet trois erreurs
(figure 6) et la mesure M3 du poids maximum deux
erreurs (figure 7). Globalement c’est encore cette der-
nie`re mesure qui fournit les meilleurs re´sultats.
4.4 Evaluation de l’apport de la Struc-
ture
Dans cette dernie`re expe´rimentation nous e´valuons l’ap-
port de la prise en compte de la structure des docu-
ments dans la qualite´ des re´sultats du syste`me Unex-
pectedMiner. Comme pour la premie`re expe´rimenta-
tion, nous ne conside´rons ici que le module d’inattendu
et donc une nouvelle fois l’ensemble S est constitue´
des 40 documents se rapportant a` l’apprentissage au-
tomatique. Les courbes 8 et 9 permettent de com-
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Fig. 8 – Pre´cision et rappel pour la mesure 2 sans
prise en compte de la structure
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Fig. 9 – Pre´cision et rappel pour la mesure 2 avec
prise en compte de la structure
parer, pour la mesure M2, les re´sultats du syste`me
ne prenant pas en compte la structure des documents
avec ceux du syste`me la prenant en compte. On peut
constater que, sans tenir compte de la structure, le
syste`me produit une erreur de`s le deuxie`me document
retourne´ alors qu’en tenant compte de la structure,
le syste`me ne produit une erreur qu’a` partir du cin-
quie`me document retourne´.
En ce qui concerne la mesure M3, comme on peut le
constater sur les figures 10 et 11, les re´sultats sont
similaires.
 0
 20
 40
 60
 80
 100
 0  2  4  6  8  10  12  14  16  18
R
ap
pe
l/P
ré
cis
io
n
Nombre de documents sélectionnés
Rappel
Précision
Fig. 10 – Pre´cision et rappel pour la mesure 3 sans
prise en compte de la structure
Sans prendre en compte la structure le syste`me fait une
erreur de`s le deuxie`me document retourne´ alors qu’en
tenant compte de la structure, le syste`me n’effectue
une erreur qu’a` partir du septie`me document retourne´
ce qui constitue une ame´lioration conside´rable.
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Fig. 11 – Pre´cision et rappel pour la mesure 3 avec
prise en compte de la structure
5 Conclusion et perspectives
Dans cet article nous avons montre´ comment il est pos-
sible de prendre en compte la structure des documents
au sein d’un syste`me de de´couverte d’informations in-
attendues. Nous avons e´tendu le syste`me Unexpected-
Miner en ce sens en affectant des coefficients de struc-
turation a` chacune des parties des documents. Ces co-
efficients sont ensuite utilise´s pour ponde´rer l’impor-
tance que l’on souhaite donner a` ces diverses parties
dans les mesures d’inattendu utilise´es par le syste`me.
Nous avons utilise´ un algorithme de recuit simule´ pour
de´terminer au mieux les valeurs de chacun de ces coef-
ficients. Les expe´rimentations nous ont permis de mon-
trer que la prise en compte de la structure des do-
cuments permettait d’ame´liorer significativement les
performances du syste`me UnexpectedMiner.
Comme nous avons pu le constater, il sera ne´cessaire
dans le futur, pour ame´liorer l’efficacite´ du syste`me
global, de revoir le module de recherche de documents
similaires. Actuellement celui-ci repose sur l’utilisation
classique des formules TF×IDF , mais la mise en place
de techniques plus evolue´es, c’est-a`-dire plus en phase
avec l’e´tat de l’art actuel du domaine de la recherche
d’information, devra eˆtre envisage´e.
Toutefois, notre inte´reˆt premier devra se porter sur le
module de recherche d’informations inattendues, qui
constitue plus le coeur du syste`me. Dans ce cadre, la
de´termination automatique des coefficients de struc-
turation est une voie de recherche inte´ressante en vue
d’ame´liorer son efficacite´.
Re´fe´rences
[1] J. Allan, J. Carbonell, G. Doddington, J. Yamron,
and Y. Yang. Topic detection and tracking pilot
study: Final report. In Proceedings of the DARPA
Broadcast News Transcription and Understanding
Workshop, pages 194–218, 1998.
[2] K. K. Bun and M. Ishizuka. Emerging topic tra-
cking system. In Proceedings of the 1st Internatio-
nal Conference on Web Intelligence, LNCS 2198,
pages 125–130, 2001.
[3] T. Dkaki and J. Mothe. Recherche de la perti-
nence et de la nouveaute´ dans les textes. In Actes
de la Confe´rence en Recherche d’Information et
Applications (CORIA), pages 229–245, 2004.
[4] F. Franck. Mode´lisation, indexation et recherche
de documents structure´s. PhD thesis, Universite´
Joseph Fourier Grenoble I, France, 1998.
[5] F. Jacquenet and C. Largeron. Discovering Unex-
pected Information for Technology Watch. In
Proceedings of the 8th European Conference on
Principles and Practice of Knowledge Discovery
in Databases (PKDD), LNCS 3202, pages 219–
230, 2004.
[6] F. Jacquenet and C. Largeron. Extraction au-
tomatique d’information inattendue a` partir de
textes - accepte´ pour publication. Revue des Nou-
velles Technologies de l’information nume´ro spe´-
cial Fouille de donne´es complexes, 2005.
[7] S. Kirkpatrick, C. D. Gelatt, and M. P. Vec-
chi. Optimization by simulated annealing. In
Sciences, pages 671–680, 1983.
[8] B. Liu, Y. Ma, and P. S. Yu. Discovering unex-
pected information from your competitors’ web
sites. In Proceedings of the 7th ACM SIGKDD
international conference on Knowledge Discovery
and Data mining, pages 144–153, 2001.
[9] N. Matsumura, Y. Ohsawa, and M. Ishizuka. Dis-
covery of emerging topics between communities
on WWW. In Proceedings of the 1st Internatio-
nal Conference on Web Intelligence, LNCS 2198,
pages 473–482, 2001.
[10] Y. Ohsawa, N. E. Benson, and M. Yachida.
Keygraph: Automatic indexing by co-occurrence
graph based on building construction metaphor.
In Proceedings of the Advances in Digital Libra-
ries Conference, pages 12–18, 1998.
[11] B. Piwowarski. Techniques d’apprentissage pour
le traitement d’informations structure´es : applica-
tion a` la recherche d’information. PhD thesis,
Universite´ Pierre et Marie Curie, France, 2003.
[12] G. Salton and M. J. McGill. Introduction to mo-
dern information retrieval. In McGraw-Hill, 1983.
[13] I. Soboroff and D. Harman. Overview of the
trec 2003 novelty track. In NIST Special Publica-
tion:SP 500-255, pages 38–53. The Twelfth Text
Retrieval Conference (TREC 2003), 2003.
[14] J.A. Swets. Information retrieval systems.
Science, 141:245–250, 1963.
[15] C. Wayne. Topic detection and tra-
cking (tdt) overview and perspective.
http://www.nist.gov/speech/publications/darpa-
98/html/tdt10/tdt10.htm, 1998.
