We introduce a technique based on infrared thermal emission, termed depth thermography, that can remotely measure the temperature distribution beneath the surface of certain objects. Depth thermography utilizes the thermal-emission spectrum in the semitransparent spectral region of the target object to extract its temperature as a function of depth, in contrast with conventional thermography, which uses the spectrally integrated thermally emitted power to measure the surface temperature. Coupled with two-dimensional imaging, e.g., using an infrared hyperspectral camera or scanning a single-pixel spectrometer, this technique can yield volumetric temperature distributions. We carried out a proof-of-concept experiment on an asymmetrically heated fused-silica window, extracting the temperature distribution throughout the sample. Depth thermography may enable noncontact volumetric temperature measurements of microscopic objects such as multilayer electronic devices or macroscopic volumes of liquids and gasses as well as simultaneous all-optical measurements of optical and thermal properties.
Introduction
Thermal emission is a ubiquitous and fundamental phenomenon by which energy in the form of electromagnetic waves is emitted due to temperature-dependent thermal fluctuations. The radiated fields from a surface depend on both the temperature and the optical properties of that surface, typically encoded in a parameter called the emissivity (or emittivity) [1] . Therefore, the thermal emission from an object can be used to measure its temperature if the emissivity is known or can be estimated. This is the basis for infrared thermometry, in which temperature is measured by integrating the thermal-emission power within the bandwidth of an infrared detector (typically around 8-14 µm) [2] . A two-dimensional (2D) version of this technology is infrared thermography, in which an infrared camera captures spatial thermal-emission information, producing a 2D image where intensity is mapped to the temperature of the object on its surface [3] , [4] . Infrared thermography has been widely employed for remote sensing [5] - [7] , medical imaging [8] , and condition monitoring for machinery (because temperature is a common indicator of structural health) [9] .
There are scenarios in which it is useful to measure the temperature profile throughout the volume of an object, rather than just on the surface. For example, thermal detection of localized hot spots caused by stress within the volumes of glasses and plastics during formation or extrusion can help improve production processes [10] . Knowing the temperature profiles of multilayer semiconductor devices such as light-emitting diodes [11] and quantumcascade lasers [12] , [13] can guide engineering efforts to improve their performance. Similarly, three-dimensional (3D) temperature imaging of chip-stack architectures can help better understand and manage thermal dissipation [14] . There are also cases where monitoring volumetric temperature of liquids and gases is important, such as in molten-salt nuclear reactors [15] and combustion engines [16] . One way to obtain such 3D temperature information is to put physical temperature probes into different locations throughout the volume, but this invasive approach may require probes that can withstand high-temperature or corrosive environments and may also perturb the system in question.
Non-invasive 3D temperature profiling has been demonstrated at microwave frequencies, via a technique called multi-frequency microwave radiometry [17] . This technique has been used to measure internal temperatures of humans and other biological objects [18] - [20] , and also to profile the temperature of the atmosphere as a function of altitude [21] . However, this method has intrinsic shortcomings. For example, typical objects at room temperature have thermal-emission distributions that peak at mid-infrared wavelengths, with much less signal in the microwave region [22] . Furthermore, this method has a lateral resolution on the order of a few centimeters because of the diffraction limit, so resolving temperature profiles of micro-scale objects is not feasible.
In this paper, we propose a new method, termed depth thermography, to extract 3D temperature profiles using thermal emission at infrared wavelengths. By focusing on the infrared semitransparent regions of thermally emitting objects where emission from different depths contributes to the total emitted spectrum, we can extract temperature as a function of depth from a measured spectrum. We expect a better signal-to-noise ratio compared to measurements at microwave frequencies, allowing for higher temperature accuracy. Moreover, by shrinking the wavelength from centimeters to microns, we expect a ~10,000-fold improvement in lateral resolution. As a proof of concept, we experimentally demonstrated this technique using an asymmetrically heated fused-silica window.
First, we directly measured the emission spectrum from the heated window using a Fourier-transform spectrometer (FTS). Then we developed a theoretical model of the experiment and a retrieval algorithm to extract the underlying temperature profile. We propose depth thermography as a noninvasive, high-resolution technique that can profile the temperature distribution of volumes in three dimensions.
Concept
The emitted thermal power depends on the temperature and optical properties of the emitting object. In the limit of very high optical loss, the penetration depth of light (i.e., the depth at which the intensity of light drops to 1/e of its initial value) becomes much smaller than the physical size of the object, and the object is completely opaque.
Therefore, in this limit, an emission measurement only probes the surface, as expected in conventional thermography. In contrast, when there is no optical loss, the object is completely transparent and does not emit at all, in accordance with Kirchhoff's law of thermal emission [23] . In the intermediate case where the material has some optical loss but not too much (i.e., it is semitransparent; simple examples include silica in the spectral region of 3-8 µm [24] and calcium fluoride in 7-12 µm [25] ), the penetration depth of light may be comparable to the physical size of the object, and thermally emitted light generated at various depths can escape to free space.
Depth thermography utilizes the thermal-emission spectrum in the semitransparent spectral region of the target object to extract the temperature as a function of depth. Figure 1 illustrates the basic idea. Thermal emission originating from the top surface ( = 0) escapes to free space without any attenuation. Thermal emission originating inside the material will be attenuated before it escapes to free space, with the degree of attenuation depending on the depth and the wavelength-dependent optical loss. Basic concept of depth thermography. Thermal emission from an object with a non-uniform temperature distribution is considered. Light that originates inside the material is attenuated by the time it reaches the surface, with a spectral dependence that depends on the absorption spectrum of the material. In this figure, we consider the case of decreasing absorption vs.
wavelength; therefore, shorter-wavelength components of the thermally emitted light are absorbed much more than the longerwavelength components. A retrieval algorithm can be used to extract the temperature distribution beneath the surface using the measured thermal-emission spectrum.
The total thermal-emission spectrum comprises contributions from different depths, which are determined both by the local temperature and the optical properties throughout of the object. The local temperature and optical properties determine the intensity of the local thermal-emission source according to the fluctuation-dissipation relation [26] , while the surrounding geometry and optical properties determine the transmission of thermal emission from different depths into free space. The transmission efficiency of light emerging from different depths into free space can be viewed as a series of eigenstates in the frequency domain, while the local temperature can be viewed as the corresponding eigenvalues. Finding the local temperature is therefore similar to the projection of the total thermal-emission spectrum onto these eigenstates. Below we describe our temperature-retrieval algorithm to extract the temperature profile ( ) at different depths from the thermal-emission spectrum ( ) measured at the surface.
Using this algorithm, a 3D temperature distribution can be obtained by laterally scanning the surface with a spectrometer or using a hyperspectral camera.
Experimental results
Our experiment is diagramed in Fig. 2(a) . A 1-mm-thick fused-silica window was placed on the top of a heater surface, heated to 100, 200, or 300 °C. The relatively low thermal conductivity of fused silica ( ~ 1.4 W/m•K [27] ) created a significant temperature gradient between the bottom surface that was in contact with the heater and the top surface that was exposed to air. The spectra of thermal emission emerging from the top of the fused-silica window were measured by sending the light into an FTS (Bruker VERTEX 70) [28] , focusing on the 3-8 m spectral region where fused silica is semitransparent [24] . The sample was rotated by 10° with respect to the beam path to avoid multiple reflections between the sample and the interferometer [28] . For comparison, we also measured corresponding thermal-emission spectra from a laboratory blackbody reference: a ~500-µm-tall vertically-aligned carbon nanotube (CNT) forest [29] , with an emissivity of ~0.98 across the mid infrared, which we have previously verified [28] . ) shows the experimentally measured thermal-emission signal for the fused-silica window and the CNT blackbody reference at 100, 200, and 300 °C, respectively. The measured data from the samples were inevitably mixed with the background emission from components in the spectrometer beam path and the surrounding environment, making the data somewhat difficult to interpret [28] . This is further complicated by the possibility of a sample-dependent background signal. For example, there could be background emission from the surrounding environment reflected by the sample into the FTS beam path. In general, the measured signal from the emitter , ( ), can be expressed as:
where ( ) is the true emission signal from sample . In the case of thermal equilibrium (i.e. the emitter has a single uniform temperature ), ( , ) = ( , ) ( , ), where ( , ) is the emissivity for emitter at temperature (in Kevin) and ( , ) is the blackbody-radiation distribution given by Planck's law [22] : where the measured reflectance ( , ) is shown in Fig. S2 , Supplementary Information). At = 100 °C, the experimental spectra overlap reasonably well with the predictions due to Planck's law. However, the experimental spectra at higher temperatures (e.g., 200 and 300 °C) are smaller than the corresponding predictions for both the fused-silica window and the CNT blackbody. This observation is expected because samples were heated from the bottom and the thermal-emission spectra were measured from the top. The top surface temperature was lower than that of the heater stage and this difference was more pronounced for higher temperatures. One way to determine the actual surface temperatures of the samples is to match the experimental spectra in the wavelength range where the samples are opaque to the simple theoretical predictions (i.e., using Planck's law and the sample's emissivity), using temperature as a fitting parameter. As shown in Fig In the spectral region between 5 and 8 μm, the penetration depth is on the order of hundreds of micrometers [24] , comparable to the sample thickness, resulting in measured thermal emission from the volume of the sample. The contributions from the hotter regions beneath the surface led to more emission compared to the theoretical prediction that assumed a uniform temperature equal to that of the top surface. Note that to clearly see this effect, one has to zoom into the measured data [inset of Fig. 3(c) ]. To better demonstrate this phenomenon and show that this effect is larger than the measurement noise or other errors, the ratios of the experimental spectra to the Planck's law are plotted in Figs. 3(e) and (f) for the fused-silica window and the CNT blackbody, respectively.
The CNT blackbody ratio is close to unity across the entire spectral range of the measurement (4.5 to 16 µm). For the fused-silica window, this ratio is close to unity only for λ > 10 µm, but is larger for λ < 
Theoretical modeling and temperature extraction
To retrieve the temperature profile beneath the surface from the thermal-emission measurements, we modeled the 1-mm-thick fused-silica window as a discretized thin-film stack, with each layer having a different temperature,
= ( ).
Here, j represents the layer number of the discretized stack along the depth direction z [ Fig. 4 (a)]. Our model can handle the case for layers with different material properties [32] , but we assumed that the optical properties [ ( ) and ( )] are temperature-independent within the small temperature interval in our experiment (e.g., interval of 17 °C when the stage is at 300 °C).
The thermal emission from each layer can be calculated using the fluctuation-dissipation theorem and the dyadic Green's function [33] , [34] :
In Eq. 3, we define a special variable � ( ), which we termed local emissivity, that quantifies the portion of thermal emission from layer that reaches free space. This value depends on not only the optical properties of layer , but also the optical properties (and, more generally, the overall dielectric environment) of each remaining layer surrounding it. The concept of �( ) has been proposed previously [34] and can be calculated via the scattering matrix method [33] . Summing the contributions from all layers leads to the total emitted spectrum:
Note that Eq. (4) can be generalized to the continuous case as:
where ̅ ( , ) is the local emissivity density and is related to
, where the integration covers the region of layer .
In one-dimensional heat transfer and considering only thermal conductance, the heat-energy flux density is the product of thermal conductivity (Κ ) and the temperature gradient ( ⁄ ): = − ⁄ , according to Fourier's law of heat conduction [35] . Note that here we do not consider the impact of radiative heat transfer because it is small enough to be considered negligible compared to thermal conductance, though it can contribute to the temperature distribution for thicker samples and/or higher temperatures [36] . In steady state, is constant across the window (from the bottom to the top surface), and therefore ⁄ is also constant because is also very close to constant; i.e., the temperature inside the window is a linear function of depth. Thus, we assumed a linearly decreasing temperature from the bottom (300 °C) to the top (283 °C) for the 1-mm-thick fused-silica window. The optical properties ( and ) of the fused silica were measured using variable-angle spectroscopic ellipsometry with the sample heated to 300 °C (Sec. S4, Supplementary Information). Using Eq. 4 and the expected linear temperature distribution, we calculated the emission spectrum, plotted in Fig. 4(b) , which is in excellent agreement with the experimental spectrum. To further compare the model with the experiment, we performed a calculation assuming a uniform temperature of 283 °C across the same fused-silica window [ Fig. 4(b) ]. The two calculated spectra overlap perfectly in the opaque region (λ > 8 µm) but differ in the semitransparent region (λ < 8 µm). The ratio of these two model calculations is plotted in Fig. 3 (e), in agreement with the experiment.
The one-to-one relationship between the temperature and the spectrum in Eq. 4 enables the extraction of the depthdependent temperature distribution from the thermal-emission spectrum, assuming known optical properties, i.e., the local emissivity � ( ). More specifically, for the case of an -layer structure, the unknown temperatures , = 1,2, . . , can in principle be determined by solving a set of at least equations obtained by picking data at independent wavelength from Eq. 4. We demonstrated this process for an ideal thermal-emission spectrum in Sec. 5.1, Supplementary Information. In real experiments, however, the measured spectra are inevitably noisy, which complicates the inversion process (see more details in Sec. 5.2, Supplementary Information).
Temperature extraction from noisy measurements has been investigated in the microwave community, and several inversion methods have been proposed [19] , [21] , [36] , [37] . One standard approach is to add constraints to the temperature distribution when some additional information is available. For example, the temperature inside certain biological subjects has been extracted with the temperature distribution assumed to be exponential [38] , [39] . In the present experiment, the temperature inside the silica window is expected to be a linear function of depth. This constraint makes temperature extraction from the experimental spectrum quite straightforward [red crosses, Fig. 
4(c)]
. We have also numerically demonstrated that this approach can be applied to other temperature distributions, such as a hot layer embedded in the volume of a material (see more details in Sec. 5.2, Supplementary Information).
In some cases, the shape of the temperature distribution may be completely unknown. If few or no constraints are known, spatial resolution (i.e., the number of independent temperatures as a function of depth) must be sacrificed for more-robust temperature extraction (see more details in Sec. 5.2, Supplementary Information). We demonstrated this with our experimental spectrum from Fig. 4(b) , in which the 1-mm-thick fused-silica window was modeled as a four-layer system with four unknown temperatures as a function of depth. The temperature of each layer was then determined from the combination that minimized the least squared error:
The extracted temperature profile [black circles, Fig. 4(c) ] agrees well with the expected temperature profile.
Discussion
We introduced and demonstrated depth thermography: a technique that can remotely resolve temperature information beneath the surface of an infrared-semitransparent object by analyzing the spectrum of thermal emission emerging from the surface. Depth thermography may compete with or be complementary to multifrequency microwave radiometry [17] - [21] , the other method to remotely and nondestructively measure temperature distributions as a function of depth. The preferred method(s) will depend in part on the regions of transparency/semitransparency of the material of interest. For example, Earth's atmosphere has transmission bands in the visible, mid-infrared, and microwave ranges [21] , [40] , and it may be beneficial to simultaneously perform measurements using more than one semitransparent region adjacent to these transparency windows.
It is also instructive to directly compare infrared depth thermography with microwave radiometry by analyzing thermal-emission measurements at wavelengths of, e.g., 5 µm and 5 cm. First, the size of the minimum resolvable spatial features using these techniques is bounded by the diffraction limit, and thus infrared depth thermography can, in principle, resolve microscopic features of ~10 microns -a 10,000-fold improvement over the microwave method. Next, the sensitivity in resolving depth-temperature variation is proportional to ( , )⁄ , which increases as the wavelength becomes shorter, resulting in about a 10× improvement moving from the microwave to the infrared. Finally, close to room temperature, there is much more signal in the infrared vs. the microwave:
according to Planck's law (Eq. 3), ( = 5 µm, = 300 K) ~ 10 13 ( = 5 cm, = 300 K), though this does not indicate that depth thermography is 10 trillion times better than microwave radiometry in terms of the signal-to-noise ratio (SNR), which also depends on the detector performance, the detection volume and solid angle, and the overall collection efficiency of the measurement system. Note that for measurements with higher spatial resolution, the total emitted power per pixel decreases because the emitted power is proportional to the emitting area. Thus, increasing the resolution from centimeters to microns decreases the emitting power by about 10 8 , and the 10 13 increase in per-area signal in the infrared vs. the microwave region makes it possible to perform diffraction-limited measurements in the infrared.
Because depth thermography is a volumetric temperature-measurement technique, it can be combined with heattransfer models to perform noncontact (remote) measurements of the thermal conductivity of materials. In particular, depth thermography can enable measurements of cross-plane thermal conductivity of thin-film materials, which can be challenging with conventional methods [41] . For example, the temperature extraction shown in Eq. 6 and Fig. 4 is effectively an all-optical measurement of the thermal conductivity of fused silica. While, as presented in this work, depth thermography enables the measurement of only the vertical (cross-plane) component of the thermal conductivity, it can be extended to measurements of the entire thermal-conductivity tensor by performing 3D measurements (using 2D scanning or a hyperspectral infrared camera) of a sample that was heated using a localized heater in one particular spot. This can be extended even further to volumes where heat transfer is a combination of multiple heat-transfer mechanisms (conduction, convention, and/or thermal radiation), which is of relevance to high-temperature and/or high-pressure gasses [42] as well as high-temperature ionic liquids [43] and molten salts [44] .
As described in this paper, depth thermography enables the extraction of temperature distributions or thermal conductivities given known optical properties. However, the precise optical properties of a sample may also be unknown. We anticipate that depth thermography can be extended to simultaneous measurements of the optical and thermal properties by measuring thermal-emission spectra at different angles and polarizations, similar to variableangle spectroscopic ellipsometry [45] , or by integrating thermal-emission spectroscopy with conventional methods of materials characterization in the same instrument.
Materials and Methods
The 1-mm-thick fused-silica window was purchased from Thorlabs. The laboratory blackbody reference (~500-µm-tall vertically-aligned carbon nanotube forest grown on silicon substrate) was purchased from NanoTechLabs, Inc. The thermal emission spectra were measured using an FTS (Bruker VERTEX 70) [28] . The thermal-emission signal from the sample was collected by a parabolic mirror (with a numerical aperture of ~0.05), sent into a movingmirror Michelson interferometer, and then detected by a liquid-nitrogen-cooled mercury-cadmium-telluride (MCT)
detector. In our setup, the beam path between the interferometer and detector includes several mirrors and apertures.
The infrared imaging was carried out using a FLIR A325sc camera, sensitive to the 7.5 to 13 m range with commercial software from FLIR. The ellipsometry was performed using an ellipsometer from J.A. Woollam Co., with incident angles of 35, 45 and 55°, and the data were analyzed using WVASE software.
In calibrating the FTS measurement system, two known references (fused-silica and sapphire) were used to find the sample-independent and sample-dependent background. The system response was determined from the thermalemission signal measured from a reference at two different temperatures. Details of the calibration are shown in Sec. 1 of the Supplemental Information.
In the model calculation, we divided the fused-silica window into 11 layers and first calculated the local emissivity of each individual layer using the scattering-matrix method. The total thermal emission was then obtained by summing the product of the local contribution from all 11 layers. In extracting the temperature distribution, the nonlinear equation solver "lsqnonlin" in Matlab was used to find the solution within certain bounded regions.
Details of temperature extraction can be found in Sec. 5 of the Supplemental Information.
Supplemental Material:
Depth thermography: non-invasive 3D temperature profiling using infrared thermal emission 
S1: Fourier-transform spectrometer (FTS) calibration
The measured thermal-emission signal is inevitably mixed with a background because every component of the FTS measurement system emits thermal radiation. The background could come from the instrument and the surrounding environment and can be sample-dependent. For example, there could be background emission from the room where the instrument is located that is reflected or scattered into the FTS beam path. In general, the measured signal from an emitter can be expressed by the following expression:
where ( ) is the true emission spectrum from the emitter, ( ) is the background emission, and ( ) is the system response, including the collection efficiency of the setup and the responsivity of the detector. A nonscattering opaque emitter can only affect the background through reflection. In this case, we can write ( ) = ( , ) 1 ( ) + 2 ( ), where ( , ) 1 ( ) and 2 ( ) represent the sample-dependent and sample-independent contribution of the background emission, respectively. Therefore, Eq. S1 becomes the following for an opaque and non-scattering emitter:
If all parts of the emitter that we are measuring are in thermal equilibrium (i.e., the entire emitter has a single uniform temperature), then the emission spectrum from the emitter can be written as:
where ( , ) is the emissivity and ( , ) is the blackbody spectrum at sample temperature given by Planck's law. In this case, Eq. S2 becomes:
( ), 1 ( ), 2 ( ) and ( ). The first three terms are related to the FTS and can be determined by measuring two known non-scattering, opaque references and , whose emissivity and reflection coefficient do not change significantly with temperature, as follows:
The system response function can be obtained from thermal emission measured from reference at two different temperatures 1 and 2 :
#2: With the known system response function ( ), the total backgrounds for and can be obtained from thermal emission measured at temperature 1 (or 2 ):
#3: 1 ( ) and 2 ( ) can then be determined from ( ) and ( ):
We measured thermal emission from polished wafers of fused silica and sapphire-known references-to calibrate our measurements. We characterized the two references by measuring their emissivity ( ) by taking the difference of emission at two temperatures (60 and 100 °C, where the emissivity of both fused silica and sapphire does not change) and normalizing to that of the blackbody reference:
Their reflectances are obtained as ( ) = 1 − ( ) according to Kirchhoff's law [S1] . Note here at these low temperatures, the temperature gradient can be safely neglected. Figure S1 (a) shows the measured raw (but Fouriertransformed) thermal-emission signal from wafers of sapphire and fused silica at 50 and 75 °C. In the measurement, the samples were tilted by 10° to avoid multiple reflections between the sample and the interferometer [S2] . The calibrated system response ( ) and the backgrounds 1 ( ) and 2 ( ) are plotted in Fig. S1 (b, c) . Note that our calculated 2 is negative because in our setup the constant background emission originates from components after the interferometer [S2] . Also note that the artificial peaks in 1 ( ) and 2 ( ) near 7 and 11 m come from the fact that the reflection of sapphire and fused silica are very close to each other near these two wavelengths, leading to sharp features. The calibrated values of 1 ( ) and − 2 ( ) can be well represented by thermal emission from roomtemperature emitters with effective emissivity values of 0.95 for 1 and 0.94 for 2 , as shown by the dotted black curves in Fig. S1(c) . The effective emissivity of 1 (0.95) is expected because the sample is placed inside a sample compartment in our FTS; the enclosure of the sample compartment can be approximately treated as a blackbody with emissivity close to unity [S3] . The effective emissivity of 2 (0.94) indicates that there is a significant amount of background after the interferometer in our FTS [S2] . 
S2. Reflectance measurement of the fused-silica window
As shown in Eq. S2, the reflection coefficient of the fused-silica window needs to be determined to obtain the true thermal-emission signal. The reflectance of the 1-mm fused silica was measured with our FTS using a reflective microscope objective with NA = 0.4. Figure S2 shows the measured reflectance at room-temperature, 200 and 300 °C. As shown here, the reflectance of fused silica changes with temperature [S4] . The peak between 8 and 10 m decreases as temperature increases, but the change in reflectance (and, we assume, all optical properties) is negligible away from the vibrational resonances. Figure S2 . Measured temperature-dependent reflectance of the 1-mm-thick fused silica. Note that our microscope reflectance measurements were performed with an objective with NA = 0.4 centered around the normal, whereas our emission setup had NA = 0.05 centered around an angle of 10°. Despite these differences, the measured reflectance using the microscope setup is very close to the reflectance of the fused-silica window in the emission setup. This is because the averaged p-and s-polarized reflectance does not change within a small range of angles near the normal direction. To demonstrate this, we calculated the expected reflectance of 1-mm-thick fused silica using the optical properties extracted from spectroscopic ellipsometry measurement at 300 ℃ (Fig. S5) . The polarization-averaged reflectance does not change appreciably with incident angle for angles less than 25°. Figure S3 . Calculated reflectance averaged over p-and s-polarization for the 1-mm-thick fused-silica window using the optical properties extracted from spectroscopic ellipsometry at 300 ℃.
S3: Measuring surface temperature with a commercial infrared camera
To double check the surface temperature of the samples obtained by fitting the measured thermal-emission spectra, we used a mid-infrared camera (FLIR A325sc with software from FLIR). Our infrared camera has a bandwidth from 7.5 to 13 μm, where both the fused-silica window and the CNT blackbody reference are opaque [S5] . The infrared-camera software returns a map of temperature once a wavelength-integrated emissivity value is assigned in the camera software (we refer to this as ).
To measure the surface temperature of both samples when heated by a 300 °C heater, we first heated both samples to 50 °C, putting the samples in firm contact with the heater stage. At 50 °C, the temperature gradient between the top and the bottom of these samples can be safely neglected, so we adjusted such that the camera reading returns 50 °C. We found of 0.89 for fused silica and 0.97 for the CNT blackbody led the camera software to return 50 °C [ Figure S4 (a) and (c)]. Then both samples were further heated up by setting the heater temperature to 300 °C. The corresponding temperature readings from the camera are shown in Figure S4 here, the measurements from the infrared camera (surface temperature of 283.0 ℃ for the fused-silica window and 282.3 ℃ for the CNT blackbody) agree quite well with the values obtained by fitting the emission spectrum (surface temperature of 283 ℃ for fused silica and 282 ℃ for CNT blackbody, Fig. 3 ).
Note that the infrared-camera software also has several assumptions to aid in the temperature-extraction process, such as the surrounding temperature, the humidity and transmittance of the atmosphere, etc. 
S4: Obtaining material properties from ellipsometry measurements
To extract the temperature from the measured thermal-emission spectrum, we needed precise values of ( ) and ( ) of our sample at different temperatures. Therefore, we performed ellipsometry measurements on our fusedsilica window with incident angles of 35, 45 and 55°, for free-space wavelengths from 4 to 15 m, at 50, 200 and 300 °C. The complex refractive indices were then extracted by fitting the raw data (Ψ and Δ), assuming an infinitely thick sample with uniform temperature. The assumption of uniform temperature is reasonable considering the limited temperature gradient and the anticipated modest change in / as a function of temperature. Figure S5 shows the results, where the amplitude of the vibrational resonances near 9 m becomes slightly smaller and the resonance width becomes slightly broader as the temperature increases. Away from the vibrational resonances, the changes in and from room temperature to 300 °C are negligible.
FIG . S5 . Real (solid) and imaginary (dotted) parts of the refractive index of our 1-mm-thick fused-silica window, extracted using spectroscopic ellipsometry at room temperature (blue), 200 (green), and 300 ℃ (red).
S5: Detailed description of the temperature-extraction process

S5.1 Temperature extraction assuming no instrument limitations
In the ideal case without noise, the extraction of the temperature distribution from the thermal-emission spectrum is very robust because there is a unique combination of temperatures corresponding to a specific spectrum (i.e. there is a unique, exact solution of Eq. 4). We demonstrate this point numerically here.
As in the main text, we consider a 1-mm-thick fused-silica window, assuming its temperature drops linearly from 300 °C at the bottom surface to 283 °C at the top surface, and calculate its corresponding thermal emission spectrum
[ Fig. S6(a) ]. In the calculation, the 1-mm-thick fused silica was modeled as an 11-layer structure, with each layer having the same optical material properties, but different temperatures.
Then, we used the calculated emission values at the 11 different wavelengths, and sent them into a nonlinear recovered from the spectral data [ Fig. S6(c) ]. In this extraction process, we did not need to make any assumptions about the shape of the temperature distribution. In the absence of noise, this inversion process works for arbitrary temperature profiles. As an example, the 1-mmthick fused-silica window is assumed to have some arbitrary temperature distribution shown in Fig. S7(b) . The corresponding thermal-emission spectrum is shown in Fig. S7(a) . In this case, the nonlinear equation solver is still able to recover all the temperatures [ Fig. S7(b) ] from the calculated spectrum. 
S5.2 Temperature extraction in realistic experimental conditions with noise
In any experimental setting, the measured thermal-emission spectra are inevitably noisy. Extracting temperature distributions from noisy spectra is much more difficult. To demonstrate this, we calculated the emission spectrum with Δ = 100 nm and added random fluctuations with relative amplitude of 1% to each wavelength points of the exact spectrum [i.e., ( ) = ( )(0.99 + 0.2rand), where "rand" returns a uniformly distributed random number in the interval (0,1)], as shown in Fig. S8 (a) . The extracted temperatures using the nonlinear equation solver [i.e., the temperature profile that returns the minimum error in Eq. 4] in the bounded region between 240 and 350 ℃ using the noisy spectrum are plotted using red crosses in Fig. S8(b) . As shown here, the extracted temperatures are drastically different from the input. The reason behind this is that the one-to-one relationship between temperature and thermal-emission spectrum breaks down when noise is present. In this case, there is no exact solution to Eq. 4 and there are many possible combinations of temperatures resulting emission spectra that have similar error with respect to the noisy spectrum. The extracted temperature distribution from the nonlinear equation solver, which tries to find the minimum error of all these possible combinations in a certain temperature range, depends very sensitively on the exact value of noise. To further demonstrate this point, we generated the 1% random noise with a different random seed, and plotted the extracted temperatures using black circles in Fig. S8(b) . The extracted temperatures look drastically different not only from the input linear distribution, but also from the temperatures extracted from the previous noisy spectrum with a different seed for the noise. Hence, extraction of temperature distribution from non-ideal thermal-emission spectra is not trivial.
One approach that enables a more robust temperature extraction is to use more spectral points ( ) in the thermalemission spectrum to solve the temperatures ( ): i.e., > . One can understand why this works by considering the extreme case where there is an infinite number of wavelength points, but the noise level per point remains the same. In this case, the spectrum that minimizes the error in Eq. 4 would be the exact spectrum due to the random nature of the noise. If, on the other hand, is not big enough, the spectrum that has the minimum error can be different from the exact spectrum. Hence the extracted temperature can be different from the actual temperature. In reality, the noise level increases as the resolution increases because a finite signal is divided into more wavelength, leading to an increase of the relative noise level. Here we assume such relative noise level does not change with the number of "bins" for simplicity.
To demonstrate this point, we consider a relatively simple case: a two-layer model. In this simple model, the 1-mmthick fused-silica window is assumed to be at 280 °C for the top half and 290 °C for the bottom half, with an abrupt transition at the interface. The local emissivity of the top and bottom layers were calculated using the scatteringmatrix method. Then we added random noise to the spectrum and performed a brute-force (exhaustive) sweep of different combinations of and to find the combination that returns the global minimum error: One can do similar analysis for more complicated cases, such as with three or more layers. As the layer number increases, the number of unknown temperatures that needs to be determined increases. Consequently, the number of wavelength point needed for robust temperature extraction for a fixed amount of noise per wavelength point increases as well. In other words, temperature extraction from a noisy spectrum must sacrifice resolution with robustness in the case of limited number of wavelength points. For the experimentally measured thermal-emission spectrum from the fused-silica window, we have about 450 wavelength points with a noise level of about 1% per wavelength point. We found that robust temperature extraction is possible for the experimental data assuming four layers [ Fig. 4(c) ]. When more layers are included (i.e., assuming a 5 or more-layer structure for the fused-silica window), temperature extraction becomes much more challenging.
One way to make temperature extraction much more robust without improving the experimental data is to put constraints onto the potential temperature distributions. For example, some functional form with a few parameters can be assumed to describe the temperature vs. depth. In this case, instead of solving for unknown independent temperatures, only the parameters of the assumed functional form need to be determined.
One example demonstrated in the main text is the case of a piece of fused silica on top of a heater. Assuming no radiative heat transfer, Fourier's law of heat conduction tells us that the temperature profile inside the fused silica is a linear function of depth when it is in a steady state:
Therefore, only two parameters need to be determined: and . As shown in [Fig. 4(c) ], the extracted temperature from the experimental spectrum after making the assumption in Eq. S11 is very close to the true value. As a further demonstration of this approach, we consider the case of Gaussian-like temperature distribution. Such a temperature distribution may be found in active devices such as the light-emitting diodes (LEDs) [S6] and quantum cascade lasers [S7] , [S8] . Due to the electron-hole recombination process, the active layer of such devices is expected to be much hotter than the surrounding regions. As a numerical example, a 1-mm-thick fused silica window is assumed to have a Gaussian distribution in the depth direction:
An input temperature distribution with the following parameters was assumed for the fused-silica window: = 300 ℃, = 50 ℃, 0 = 0.4 mm, and = 0.06 mm 2 . The temperature distribution is shown using the green line in Fig. S10 (b) and the corresponding thermal-emission spectrum is shown using the green line in Fig. S10(a) . In the calculation, we picked 1 = 4.8 and 2 = 10 , with Δ = 12.5 nm, so there were total of ~400 wavelength points.
1% of random noise was added onto each wavelength points of the calculated exact emission spectrum [i.e., ( ) = ( )(0.99 + 0.2rand), black dotted line in Fig. S10(a) ] and the noisy spectrum was then sent into the nonlinear equation solver to extract the temperature profile. In the extraction, even though the fused-silica window was divided into 11 layers, only 4 parameters needed to be determined. As shown in Fig. S10(b) , the extracted temperature profile is very robust against noise, as the extraction does not change too much when the same level of noise with different random seeds was added into the spectrum.
