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Using the construction of D-branes with nonzero B field in the matrix model we give
a physical interpretation of the known background independence in gauge theories on a
noncommutative space. The background independent variables are identified as the degrees
of freedom of the underlying matrix model. This clarifies and extends some recent results
about the end point of tachyon condensation in D-branes with a B field. We also explain
the freedom in the description which is parametrized by a two form Φ from the points of
view of the noncommutative geometry on the worldvolume of the branes, and of the first
quantized string theory.
1. Introduction
D-branes with nonzero B field have recently figured in different contexts in string
theory. They were shown to arise in the matrix model [1], where an infinite collection of D0-
branes can make higher Dp-branes [1,2,3]. This motivated the discovery of noncommutative
geometry in string theory [4,5], which was later studied by various authors including [6,7].
More recently, following the work of Sen [8] the phenomenon of tachyon condensation on
D-branes was studied by various people including [9-16]. In particular, it became clear
that by turning on a B field on D-branes, the analysis simplifies considerably [11,12,13,16].
The main goal in this line of research is to learn about the ground state of the system
after tachyon condensation. Since the open string states are expected to disappear, there
should be no dependence on the background B field.
In this note we present a unified point of view on these problems which clarifies a
number of issues. As in the matrix model, we will be thinking of the Dp-branes as built
out of an infinite number of D0-branes. This perspective will make issues of background
independence manifest. The matrix model variables are N × N matrices X i. Different
Dp-branes arise as different classical solutions X icl = x
i such that
[xi, xj] = iθij . (1.1)
The degrees of freedom on the Dp-branes arise by expanding the dynamical variables
around the classical solution
X i = xi + θijÂj, (1.2)
and considering Âj as functions of x
i. From this point of view it is clear that X i are
background independent and they do not depend on θ.
The subject of background independence has already appeared in the study of gauge
theories on noncommutative space. Most of the discussion on this subject concerns with
gauge theories on a torus, and is known in the mathematical literature as Morita equiv-
alence. For the case of noncommutative Rp an explicit construction of background in-
dependent variables was given in section 3.2 of [7]. We identify them with X i of (1.2).
The relation with the matrix model gives a physical interpretation of this mathematical
observation.
Motivated by [16], this point of view also sheds light on the recently studied tachyon
condensation phenomenon on Dp-branes. Here it is more convenient to use the IKKT
matrix model [17], which is based on D-1-branes. Their degrees of freedom X i provide a
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background independent description of the Dp-branes. On the Dp-branes [X i, Xj] 6= 0,
but in the ground state without the Dp-branes [X i, Xj] = 0. For the generic solution
the U(N) symmetry (N → ∞) of the matrix model is spontaneously broken to U(1)N .
For the special solutions with X i = ci, which are proportional to the unit matrix the
underlying U(N) symmetry is unbroken. As is standard in the IKKT model, we interpret
the eigenvalues of X i as spacetime points and identify the U(∞) symmetry of the theory
with the gauge symmetry on the Dp-branes.
We will also address a related topic associated with the freedom in the description
of the theory parametrized by a choice of a two form Φ [18,7]. For every background
characterized by B, the closed string metric g, and the string coupling constant gs we
have a continuum of descriptions labeled by a choice of Φ. The open string metric G, the
noncommutativity θ and the open string coupling Gs are determined by
1
G+Φ
+ θ =
1
g +B
Gs = gs
(
det(G+ Φ)
det(g +B)
) 1
2
(1.3)
(we have set 2πα′ = 1). What is the geometric meaning of Φ? We argue that on a
noncommutative space the choice of Φ enters through the commutator of two derivatives:
[xi, xj] = iθij
[∂i, x
j] = δji
[∂i, ∂j] = −iΦij
. (1.4)
Using these relations and the covariant derivative Di = ∂i − iÂi we immediately get
[Di, Dj ] = −i(F̂ij +Φij), (1.5)
which suggests that if the action is written in terms of Di, the dependence on F̂ and
Φ should be only through the combination F̂ + Φ. Indeed, it was shown in [7] that the
Dirac-Born-Infeld action depends only on this combination, and it was suggested that this
could also be the case in higher orders.
From the string worldsheet point of view the freedom in Φ was interpreted in [7] as a
choice of regularization which is related to field redefinition in spacetime. Following [19] we
will present a calculation of the S-matrix which makes the assertion about the dependence
on F̂ + Φ manifest.
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In the rest of this note we elaborate on these points. In section 2 we review the
construction of Dp-branes in the matrix model and the analysis of the small fluctuations
around the classical solution. In section 3 we discuss the relation between the underlying
U(N) symmetry of the matrix model and the noncommutative gauge symmetry on the
Dp-branes. In section 4 we use this physical picture to clarify some issues of background
independence, and in section 5 we comment on some aspects of tachyon condensation. In
section 6 we discuss various issues associated with Φ.
2. Dp-branes in Matrix Model
We consider the matrix model in flat R11 with transverse metric gIJ (I, J = 1, ..., 9).
We assume for simplicity that the metric gIJ is block diagonal; i.e. it vanishes for I =
1, ..., p, J = p+ 1, ..., 9. The dynamical variables XI are N ×N hermitian matrices. The
potential of the matrix model
−gIKgJLTr[XI , XJ ][XK , XL] (2.1)
determines the time independent equation of motion
gJL[X
J , [XK, XL]] = 0. (2.2)
A simple set of a classical solutions are XI = xI such that [xI , xJ ] are proportional to the
unit matrix in the N ×N dimensional space (such solutions exist only for infinite N). Up
to translations these can be taken to be X i = xi for i = 1, ..., p (p is even) and Xa+p = 0
for a = 1, ..., 9− p with
[xi, xj] = iθij . (2.3)
The rank of θ is p (if it is smaller, it means that effectively p is smaller) and we define the
p× p matrix
B = θ−1. (2.4)
We now expand the dynamical variables around the classical solution. Such an ex-
pansion was first performed to leading order in [3], and was later extended to all orders by
many authors including [20-27]. Here we review the results. We change notation to
Ci = BijX
j = Bijx
j + Âi i = 1, ..., p
φa =
1
2πα′
Xa+p a = 1, ..., 9− p,
(2.5)
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and calculate
[Ci, Cj ] = −iBij +Bik[xk, Âi]−Bjk[xk, Âj] + [Âi, Âj]
[Ci, φ
a] = Bij [x
j, φa] + [Âi, φ
a].
(2.6)
Then the potential of the matrix model becomes
− gIKgJLTr[XI , XJ ][XK, XL] = (2πα′)4GikGjlTr
(
F̂ij −Bij
)(
F̂kl −Bkl
)
−
2(2πα′)4GijgabTr
(
Bik[x
k, φa] + [Âi, φ
a]
)(
Bjl[x
l, φb] + [Âj, φ
b]
)
−
(2πα′)4gacgbdTr[φ
a, φb][φc, φd],
(2.7)
where Tr is a trace over the N dimensional matrices and
Gij = −(2πα′)−2θikgklθlj
F̂ij = −iBik[xk, Âj] + iBjk[xk, Âi]− i[Âi, Âj].
(2.8)
If xi generate the entire set ofN×N matrices, every N×N matrixM can be expressed
as a function of xi. We thus generate the space of the brane as parametrized by xi. Since
the xi do not commute, the brane is noncommutative. A convenient ordering of xi in
M(xi) is Weyl-ordering1. If M1 and M2 are ordered properly, the ordered product is the
star product M1 ∗M2 with the noncommutativity parameters θ. If xi do not generate the
whole set of N ×N matrices, every N ×N matrix M can be expressed as a K×K matrix
whose entries are functions of xi. For simplicity we will consider the case of finite K.
It is easy to see that for every K ×K matrix of functions M(xi)
∂iM = −iBik[xk,M ]
DiM = ∂iM − i[Âi,M ] = −i[Ci,M ],
(2.9)
where xi is proportional to the unit matrix in the K dimensional space. In (2.9) all the
products are matrix products and ∗ products of their elements.
Using this way of representing the matrices, Âi and φ
a can be regarded as K × K
matrices which are functions of xi. The potential V (2.1) can now be written as
− gIKgJLTr[XI , XJ ][XK , XL] =
(2πα′)4
∫
dpx
(2π)
p
2
PfBGikGjltr
(
F̂ij −Bij
)(
F̂kl −Bkl
)
+
2GijgabtrDiφ
aDjφ
b − gacgbdtr[φa, φb][φc, φd].
(2.10)
1 Weyl-ordering can be defined in terms of a power series in xi, with each monomial averaged
over the ordering of the factors. Alternatively, it is defined in terms of a Fourier transform with
e
ipix
i
ordered as a power series in pix
i.
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Here Tr is a trace over the N ×N matrices and tr is a trace over the K×K matrices. The
measure of integration is determined as in the relation between a trace over the Hilbert
space and the integral over the classical phase space
Tr =
∫
dpx
(2π)
p
2
1
Pfθ
tr =
∫
dpx
(2π)
p
2
PfBtr. (2.11)
It is straightforward to add the kinetic term of XI and the fermions and to write them
as an integral over the brane. The whole action becomes then the minimal coupling in
noncommutative rank K super-Yang-Mills theory.
We would like to make a number of comments:
1. Using (2.11) on the unit operator we deduce that N
V
= PfBK
(2π)
p
2
, where V is the volume
of the brane. Therefore, we can interpret B as the background B field on the Dp-
brane and N as the induced D0-brane charge on the Dp-brane. We learn that these
Dp-branes necessarily have B field on them.
2. Restoring factors of α′ in (1.3) we get
1
G+ 2πα′Φ
+
θ
2πα′
=
1
g + 2πα′B
Gs = gs
(
det(G+ 2πα′Φ)
det(g + 2πα′B)
) 1
2
.
(2.12)
A natural choice of Φ, which was identified in [7] is
Φ = −B
θ =
1
B
G = −(2πα′)2B 1
g
B
Gs = gsdet(2πα
′Bg−1)
1
2 .
(2.13)
These expressions look like the expressions in the zero slope limit, but they are exact
for all values of α′. The form of the metric G in (2.8) and the fact that the action is
proportional to (F̂ − B)2 show that the matrix model naturally leads to this choice
of Φ. In section 6 we will explain why the matrix model leads to this choice.
3. The matrix model is based on a certain scaling limit of string theory [28,29], which
is essentially a zero slope limit, in which the Lagrangian simplifies and is quadratic
in the field strength. However, for the manipulations in this section this limit is not
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essential. We could have repeated the analysis replacing the Lagrangian with the full
Lagrangian of X in string theory, ending with a more complicated answer in terms of
the same dynamical fields on the Dp-brane.
4. We can repeat the calculation for the IKKT model which is based on D-1-branes [17].
Then the entire Lagrangian is given by (2.1) (plus fermion terms), and there is no need
to include a kinetic term. Unlike the BFSS model, here we are not aware of a zero
slope limit which justifies the use of the minimal Lagrangian. However, as in the case
of D0-branes, the inclusion of higher order terms do not affect our main conclusion.
3. The Gauge Symmetry
The U(N) gauge symmetry of the matrix model acts on the dynamical variables as
δXI = i[λ,XI ]. If we do not want it to act on the background xi, it must act as a
noncommutative gauge transformation of rank K on the D-brane [3-27]:
δÂi = iBik[λ, x
k] + i[λ, Âi] = ∂iλ+ i[λ, Âi]
δφa = i[λ, φa],
(3.1)
where again the products are matrix products and ∗ products of the elements. We con-
clude that the noncommutative gauge symmetry on the Dp-brane is the underlying U(N)
symmetry of the matrix model.
For sufficiently small θijÂj all the eigenvalues of the matrix ∂iX
j(x) are positive and
we can take X i as coordinates on the brane [22,30]. The advantage of doing that is that
X i are background independent and can be used to describe the coordinates on branes for
all values of θ. This explains the origin of the ordinary gauge fields on the branes [22,30]
by noting that [
−1
2
BijX
j + Ai(X)
]
∂lX
i = −1
2
Bljx
j +
1
2
∂l(x
jÂj(x)). (3.2)
Here Ai(X) are ordinary commutative gauge fields with ordinary gauge symmetry which
are related to the noncommutative gauge fields through [7]
Âi = Ai +
1
2
θab(2Ab∂aAi +Aa∂iAb) +O(θ2) (3.3)
and the x’s are treated as commuting coordinates. (The order θ2 corrections to (3.2) were
verified by Govindan Rajesh [31].) From (3.2) we readily get
[Bij + Fij(X)]∂kX
i∂lX
j = Bkl. (3.4)
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This can be interpreted as the statement that the coordinates xi are defined in terms of
X i as the coordinates in which the commutative field strength on the brane is constant.
This discussion makes it clear that while the noncommutative description is always
valid, the commutative description with the coordinates X i cannot be used when ∂iX
j(x)
is not positive definite. This is the case when the fluctuations in X around the classical
solution x are large or when F̂ is sufficiently large. This shows that the change of variables
from Â and A has only a finite radius of convergence. More precisely, we see from (3.4)
that when ∂iX
j(x) has a zero eigenvalue, F must diverge. Similarly, when B + F has a
zero eigenvalue ∂iX
j(x) must diverge. A first sign of such a pole has already appeared
in [7], where it was found that the expression for F as a function of F̂ has a pole for
constant F̂ when F̂ − 1/θ has a zero eigenvalue, and that F̂ diverges when F + B has a
zero eigenvalue. Here we see the same fact for any F which is not necessarily constant.
4. Background Independence
Section 3.2 of [7] presents an explicit version of Morita equivalence for the special
case of noncommutative Rp and discusses it as background independence. In background
independence we mean the following. We hold the closed string metric g and the closed
string coupling gs fixed and vary the background B on the D-branes. This has the effect
of changing the noncommutativity θ, as well as the open string metric G and the open
string coupling Gs.
This background independence should not be confused with the choice of Φ in (1.3).
The later keeps the background fixed and changes the language used to describe it.
Let us first review and extend the discussion in [7] for the special case of θ of rank p.
We use the coordinates xi satisfying [xi, xj] = iθij to form the objects
Ci = θ
−1
ij x
i + Âi
X i = θijCj = x
i + θijÂj,
(4.1)
which satisfy
− i[Ci, Cj] = F̂ij − θ−1ij
i[X i, Xj] = θikF̂klθ
lj − θij.
(4.2)
The main point is that the expression for F̂ does not involve explicit derivatives with
respect to x.
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We define
∂′i = ∂i + iθ
−1
ij x
j , (4.3)
and write the covariant derivative as
Di = ∂
′
i − iCi(x). (4.4)
Using
[∂′i, x
j] = 0 (4.5)
we find that for every function of x, M(x)
[Di,M(x)] = −i[Ci(x),M(x)]. (4.6)
Therefore, using (4.2) and (4.6), the entire Lagrangian can be expressed in terms of C(x)
and perhaps other fields M(x), without explicit derivatives with respect to x.
The minimal F̂ 2 Lagrangian can be replaced by (F̂ − θ−1)2, which differs from it by
a constant and a total derivative. More generally, in string theory the Dirac-Born-Infeld
action was shown in [7] to depend only on the combination F̂ + Φ, which becomes with
the natural choice (2.13) F̂ − θ−1.
The most general Lagrangian in which F̂ and θ appear only in the combination F̂−θ−1
can be written in terms of C and perhaps other fields M(x) without explicit θ dependence
1
Gs
∫
dpx
√
GtrL(G,C(x),M(x)). (4.7)
θ enters only in the commutation relations of xi.
Now we must make sure that as we vary the background we hold g and gs fixed rather
than G and Gs. In other words, when the Lagrangian is expressed in terms of g, gs and θ,
all the θ dependence is in the choice of the commutation relations of xi. This is not the
case when the Lagrangian is expressed, as in (4.7), in terms of the metric G. But because
of the simple form of (2.13) this can easily be fixed by expressing the Lagrangian in terms
of the variables X i and the metric gij. For example, the quartic terms can be written as
Gii
′
Gjj
′
[Ci, Cj][Ci′ , Cj′ ] ∼ gii′gjj′ [X i, Xj][X i′ , Xj′]. We end up with a Lagrangian of the
form
1
Gs
∫
dpx
√
GtrL(gij, X i(x),M(x)) ∼ 1
gs
∫
dpx
1
Pfθ
trL(gij, X i(x),M(x)). (4.8)
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Note that the measure in the last expression does not have a factor of
√
g; instead it has a
factor of 1Pfθ which transforms the same way under linear transformations of the x’s. We
also note that the metric g is used to contract the indices of the fields X , while the metric
G and the noncommutativity θ transform with the coordinates x.
From (4.8) it is clear that changes in θ can be compensated by changes in x without
changes in X , the metric g and the closed string coupling gs. This proves background
independence.
The construction of the D-branes in the matrix model gives a simple physical interpre-
tation of this result. The matrix model does not enjoy full background independence. As
a formulation of the theory in the lightcone frame, it is invariant only under a few changes
of the background. But since D-branes are solutions of the stationary equation of motion
of the model (2.2), the latter is invariant under changes of the background, which affect
only their details. An example of such a change is a change of the B field on the D-brane,
holding the metric g fixed. Therefore, it is not surprising that the matrix model leads to
a formulation of D-branes which is invariant under changes of θ for fixed g.
It is now obvious why the theory should be expressed in terms of X i. These are
the original dynamical variables of the matrix model which are manifestly background
independent. Different values of θ correspond to different classical solutions for the same
degrees of freedom with the same Lagrangian. The matrix model also makes it clear that
the indices of the coordinates on the branes xi are the same as in the open string metric
Gij and in the noncommutativity θ
ij, and that they are distinct from the indices of the
spacetime coordinates X i which are the same as those in the metric gij. Finally, we note
that the measure in (4.8) is the same as in (2.11), or in any generalization of it including
higher order terms which are higher than quartic in X .
5. Tachyon Condensation
The work of Sen [8] and his followers on tachyon condensation in open string theory
(space filling D-branes) was simplified and extended by turning on a nonzero B field
[11,12,13,16]. It was convincingly argued that the tachyon rolls to the closed string vacuum
and the solitons in this vacuum were identified with D-branes.
Our discussion based on the matrix model cannot be directly applied in this case
for several reasons. First, this problem is not supersymmetric, and correspondingly, the
theory on the space filling D-branes has tachyons T , which are not present in the matrix
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model. Second, to fully use the simplification due to the B field one should turn on B of
maximal rank including along the time direction (now p includes the time direction). In
this case we cannot use the zero slope limit which simplifies the effective Lagrangian and
makes it quadratic in the field strength.
However, several lessons can still be drawn as above. (A connection between the
matrix model and this problem was anticipated in [12,32].) The effective Lagrangian on a
single D-brane is of the general form (we set 2πα′ = 1 and use Euclidean signature)
1
Gs
∫
dpx
[
V (T )
√
det(Gij + F̂ij + Φij) +
√
Gf(T )GijDiTDjT + ...
]
. (5.1)
We use the convenient choice Φ = −B (2.13), and write it in terms of our variables
Ci = Bijx
j + Âi and X
i = θijCj [33]
1
Gs
∫
dpx
[
V (T )
√
det(Gij + i[Ci, Cj ])−
√
Gf(T )Gij [Ci, T ][Cj, T ] + ...
]
=
detB
Gs
∫
dpx
[
V (T )
√
det(gij + i[X i, Xj])− 1√
g
f(T )gij[X
i, T ][Xj, T ] + ...
]
=
(2π)
p
2
gs
Tr
[
V (T )
√
det(δji + igik[X
k, Xj])− f(T )gij[X i, T ][Xj, T ] + ...
]
.
(5.2)
In the last expression we represented X i and T as N ×N matrices in the N → ∞ limit.
We see that, as expected, when the action is expressed in terms of the closed strings metric
g, the string coupling gs, and the dynamical variables X
i, rather than in terms of G and
Gs, there is no dependence on θ or B (this is not the case when the action is expressed in
terms of Ci). This is a general result which persists even in the higher order terms, as it
follows simply from the general properties of X i = xi + θijÂi in noncommutative gauge
theories, or from our underlying matrix model interpretation.
Assuming that V (T ) has a unique minimum Tc, at the vacuum T = Tc is proportional
to the unit matrix. The vacuum is commutative and is characterized by X i = X ic satisfying
[X ic, X
j
c ] = 0. (5.3)
Depending on the eigenvalues of X ic the full U(N) symmetry is broken to U(N1)×U(N2)....
In one extreme case it is U(1)N , and in the other, when all X ic are proportional to the unit
matrix, U(N) is unbroken.
In a recent paper [16] it was suggested that the classical solution in the ground state
has X ic = 0. We add to this the other solutions satisfying (5.3). These include other U(N)
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invariant solutions, where X ic are all proportional to the unit matrix and other solutions
which break the U(N) symmetry. Motivated by our discussion in the previous sections,
we also add the interpretation of the U(N) symmetry as the symmetry of an underlying
matrix model. Correspondingly, we interpret the eigenvalues of the classical solutions X ic
as N spacetime points. Section 3 makes it clear that the U(N) symmetry is not bigger
than the rank K noncommutative gauge symmetry on the D-branes. In fact, these two
symmetries are the same symmetry. Finally, the discussion in section 4 of background
independence makes the fact that the answers are independent of θ manifest.
6. Comments on Φ
As we mentioned in the introduction, we interpret Φ as appearing in the defining
commutation relations (1.4)
[xi, xj] = iθij
[∂i, x
j] = δji
[∂i, ∂j] = −iΦij .
(6.1)
We assume, for simplicity, that θ is of maximal rank and define, as in (4.3)[7]
∂′i = ∂i + iθ
−1
ij x
j , (6.2)
which satisfy
[∂′i, x
j] = 0
[∂′i, ∂
′
j] = −i(Φij + θ−1ij ).
(6.3)
The covariant derivatives
Di = ∂i − iÂi = ∂′i − iCi(x) (6.4)
satisfy
[Di, Dj ] = −i(F̂ij +Φij). (6.5)
Three special cases are of particular importance.
1. θ = 0. This is the commutative theory. Here we cannot define ∂′, but on the other
hand, we can define ∂˜i = ∂i − i2Φijxj such that
[∂˜i, x
j] = δji
[∂˜i, ∂˜j] = 0.
(6.6)
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Physically, this is the familiar case of electrons in background magnetic field Φ, and
∂˜ is the ordinary derivative.
2. Φ = 0. This is the ordinary noncommutative theory whose derivatives commute.
3. Φ = −θ−1. In this case the derivatives ∂′ commute both with the coordinates x and
with themselves. The phase space generated by xi and ∂i is degenerate and we can set
∂′i to zero. In other words, the algebra is the same as with x
i = iθij∂j . If we consider
a quantum system based on this phase space, the wave functions are not functions of
all the x′s but only of half of them. Physically, this choice arises in the problem of
electrons constrained to be in the first Landau level, where the wave functions depend
only on half of the coordinates.
Now it is clear why in the matrix model we automatically found the third choice
Φ = −θ−1. In that problem we started with D0-branes and created the worldvolume of
the Dp-branes. Derivatives on that worldvolume appeared, as in (2.9), as commutators
with the coordinates. Therefore, the coordinates and the derivatives are not independent
and a linear combination of them ∂′ must be set to zero.
We would like to end this section about Φ by commenting about the way it arises in
the first quantized description of string theory. It was suggested in [7] that the freedom in
Φ is associated with a choice of regularization in the worldsheet path integral. This point
was made more explicit in [19]. Setting 2πα′ = 1 the propagator of the worldsheet fields
X along the boundary is given by [34,35]
< X i(τ)Xj(0) >= − 1
2π
Gij0 log τ
2 +
i
2
θij0 ǫ(τ), (6.7)
where
1
G0
=
(
1
g +B
)
S
θ0 =
(
1
g +B
)
A
.
(6.8)
It was important in the discussion in [7] that the second term in the propagator affects
correlation functions of vertex operators at separated points < ... >g,B only in a prefactor
< ... >g,B= e
−
i
2
∑
n>m
kni θ
ij
0
kmj ǫ(τn−τm) < ... >G0,0, (6.9)
where kn are the spacetime momenta of the operators. This observation led to the con-
clusion that if the action is written in terms of G0, θ0 and Gs, the noncommutativity θ0
enters only in the star product.
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Let us examine what happens as we vary Φ, G and θ while holding g and B fixed.
The symmetric and antisymmetric parts of
1
G+Φ
+ θ =
1
g +B
(6.10)
are (
1
G+ Φ
)
S
=
1
G0(
1
G+ Φ
)
A
= −θ + θ0,
(6.11)
and therefore
< ... >G,Φ= e
−
i
2
∑
n>m
kni (θ0−θ)
ij
0
kmj ǫ(τn−τm) < ... >G0,0 (6.12)
and
< ... >g,B= e
−
i
2
∑
n>m
kni θ
ijkmj ǫ(τn−τm) < ... >G,Φ . (6.13)
We now add Chan-Paton factors to the external legs. Each order of these factors
is associated with an order of the τn’s. To find the S-matrix for a specific order of the
Chan-Paton factors we integrate over the τn’s in a given order. We find a product of the
standard phase of noncommutative theories exp(− i
2
∑
n>m k
n
i θ
ijkmj ) with the parameter
θ, and another factor which depends only on G and Φ. The latter factor is the same as
in a commutative theory (θ = 0) with closed string metric G and B field given by Φ. We
stress that the S-matrix is universal and does not depend on a choice of regularization.
This fact is usually proven by going to a convenient region in momentum space where the
contribution from the boundary of the integration region vanishes.
We now look for an effective action which reproduces this S-matrix. Here we
face the known ambiguity associated with field redefinition. Ignoring the phase factor
exp(− i2
∑
n>m k
n
i θ
ijkmj ), we can use the ordinary action which depends only on the met-
ric G and the combination F +Φ. (Here is where we make a choice because there are also
other actions which lead to the same S-matrix.) The phase is then added by making the
theory noncommutative and turning F into F̂ . We end up with an action which depends
on Φ only through the combination F̂ +Φ and on θ only through the star product. Finally,
the expression for the open string coupling (1.3) is determined by evaluating the action for
F̂ = 0. This completes the proof of the conjectured form of the action [7].
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