University of Central Florida

STARS
Electronic Theses and Dissertations, 20202021

Unsupervised Meta-learning
Siavash Khodadadeh
University of Central Florida

Part of the Artificial Intelligence and Robotics Commons

Find similar works at: https://stars.library.ucf.edu/etd2020
University of Central Florida Libraries http://library.ucf.edu
This Doctoral Dissertation (Open Access) is brought to you for free and open access by STARS. It has been accepted
for inclusion in Electronic Theses and Dissertations, 2020- by an authorized administrator of STARS. For more
information, please contact STARS@ucf.edu.

STARS Citation
Khodadadeh, Siavash, "Unsupervised Meta-learning" (2021). Electronic Theses and Dissertations, 2020-.
709.
https://stars.library.ucf.edu/etd2020/709

UNSUPERVISED META-LEARNING

by

SIAVASH KHODADADEH
M.S. University of Tehran, 2016
B.S. Sharif University of Technology, 2013

A dissertation submitted in partial fulfilment of the requirements
for the degree of Doctor of Philosophy
in the Department of Computer Science
in the College of Engineering and Computer Science
at the University of Central Florida
Orlando, Florida

Summer Term
2021
Major Professor: Ladislau Bölöni
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ABSTRACT

Deep learning has achieved classification performance matching or exceeding the human one, as
long as plentiful labeled training samples are available. However, the performance on few-shot
learning, where the classifier had seen only several or possibly only one sample of the class is
still significantly below human performance. Recently, a type of algorithm called meta-learning
achieved impressive performance for few-shot learning. However, meta-learning requires a large
dataset of labeled tasks closely related to the test task.
The work described in this dissertation outlines techniques that significantly reduce the need for
expensive and scarce labeled data in the meta-learning phase. Our insight is that meta-training
datasets require only in-class samples (samples belonging to the same class) and out-of-class samples. The actual labels associated with the classes are not relevant, as they are not retained in the
meta-learning process.
First, we propose an algorithm called UMTRA that generates out-of-class samples using random
sampling from an unlabeled dataset, and generates in-class samples using augmentation. We show
that UMTRA achieves a large fraction of the accuracy of supervised meta-learning, while using
orders of magnitudes less labeled data.
Second, we note that the augmentation step in UMTRA works best when an augmentation technology specific to the domain is used. In many practical cases it is easier to train a generative
model for a domain than to find an augmentation algorithm. From this idea, we design a new unsupervised meta-learning algorithm called LASIUM, where the in- and out-of-class samples for the
meta-learning step are generated by choosing appropriate points in the latent space of a generative
model (such as a variational autoencoder or generative adversarial network).
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Finally, we describe work that makes progress towards a next step in meta-learning, the ability to
draw the meta-training samples from a different domain from the target task’s domain.
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CHAPTER 1: INTRODUCTION

The only person who is educated is the one who has learned how to learn and change.
Carl Rogers

The emergence of deep learning triggered impressive advances enabling applications in e-commerce,
machine translation, health, self-driving cars, law enforcement and other domains. The deep learning revolution had been facilitated by computing power and very large amounts of training data.
Indeed, the most impressive successes of deep learning had been obtained in applications such as
machine translation where the circumstances of the domain allowed the collection of large annotated datasets.
Extending the power of deep learning to new application domains, however, is limited by the fact
that in many domains collecting large amount of data is not trivial. In some cases, we must consider
events or objects that are naturally rare. In other cases, the data collection is limited by privacy
considerations. Finally, in some situations, the amount of data is limited by the cost of acquiring it
in a given situation.
Most deep learning techniques do not perform well in the “small data” regime. The field of fewshot learning aims to develop learning algorithms that perform well with a small number of training
examples. Few-shot learning problems are usually specified in terms of classification, but similar
considerations apply when learning regression models or policies using reinforcement learning.
Few-shot learning has significant practical applications, both by opening new applications that
are unfeasible otherwise, as well as by reducing cost, time, computation, data management and
analysis. Furthermore, studying few-shot learning provides theoretical insight in the nature of
learning in general. In particular, humans are known to perform few shot learning particularly
1

well: a six year old child can recognize more than 10,000 categories of objects [9].
Within the framework of deep neural networks, few-shot learning can be achieved through several
techniques. Transfer learning relies on starting from a pre-trained neural network that is trained on
a large dataset such as ImageNet, and fine-tuning it on the smaller dataset of the target task. The
success of the transfer learning depends on the similarity of the domains between which the transfer
happens. Techniques for improving transfer learning include [37, 32, 55, 31]. More recent methods
such as matching networks [66], prototypical networks [60] are based on learning a feature space
in which samples of a class are encoded close to each other.
In contrast to transfer learning approaches where we start from a network fully trained on another
domain, meta-learning or learning to learn approaches aim to search for a network that is not
trained, but is well positioned to learn from a few examples in a new domain. The mechanisms
through which a meta learner can achieve this might include initializing the weights in such a way
that the learning starts with favorable gradients, having latent representations that work well across
a wide range of new domains, learning hyperparameters such as learning rate as well as other
mechanisms. Model-agnostic meta-learning approaches [19, 46, 42, 60] can be applied to any
differentiable network. When used for classification, the target learning phase consists of several
gradient descent steps on a backpropagated supervised classification loss.
One of the weaknesses of the meta-learning approaches is that the meta-learning phase, requires
a set of learning tasks Ti in the same supervised learning format as the target task. Acquiring
labeled data for a large number of tasks is not only a problem of cost and convenience but also puts
conceptual limits on the type of problems that can be solved through meta-learning. If we need to
have labeled training data for tasks T1 . . . Tn in order to learn task Tn+1 , this limits us to task types
that are variations of tasks known and solved (at least by humans).
The work described in this dissertation advances few shot learning by reducing the need for ac2

quiring labeled training data. We achieve this by either performing the meta-learning phase on
unsupervised data or by allowing the transfer of meta-learning information from different domains
where supervised data might be more easily available.
An insight that underpins our work is that the requirement to run a meta-learning algorithm from
the MAML [19] family is not to have supervised data during the training process, but a significantly weaker requirement: a procedure to generate samples with specific pairwise information:
in-class pairs of samples that are with high likelihood in the same class, and out-of-class pairs
that are with high likelihood not in the same class. Such samples can be then used to create the
meta-training task required by the algorithms. We propose two algorithms for unsupervised metalearning that meta-learning of one-shot or few-shot classifiers in an unsupervised manner on an
unlabeled dataset: Unsupervised Meta-learning with Tasks constructed by Random sampling and
Augmentation (UMTRA), and LAtent Space Interpolation for Unsupervised Meta-learning (LASIUM). These algorithms differ in the ways in which they generate the in-class and out-of-class
samples. We start with a collection of unlabeled data U = {. . . xi . . .}. We have only a set of
relatively easy-to-satisfy requirements towards U: its objects have to be drawn from the same distribution as the objects classified in the target task and it must have a set of classes significantly
larger than the number of classes of the final classifier.
Starting from this unlabeled dataset, UMTRA uses statistical diversity properties to generate outof-class samples: if the dataset has a large number of classes, two randomly chosen samples will
likely belong to different classes. UMTRA uses various types of data augmentation to generate
in-class samples. One of the challenges of UMTRA is to find the appropriate augmentations that
retain the in-class property but provide maximum diversity for the training process.
In our follow up work, LASIUM, we propose a different approach for the generation of in-class and
out-of-class samples. Due to recent progress and popularity of generative models, for many do-
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mains generative models are available either pre-trained or can be trained on an unlabeled dataset.
These models, such as variants of generative adversarial networks (GANs) and variational autoencoders (VAEs) contain generator components that create an image in the given domain from a
particular latent space representation. The insight of the LASIUM model is that in-class samples
are generated from latent data points that are “near”, while the out-of-class samples are generated
from points that are “far” from each other according to a certain metric. LASIUM then uses three
different approaches which generate these points. One of the benefits of the approach that the
definitions of near and far points can be determined in a more domain independent way than the
suitable augmentations in UMTRA.
Finally, we describe work that makes progress towards a next step in meta-learning, the ability to
draw the meta-training samples from a different domain from which the target task is chosen.
The main contributions of this dissertation can be summarized as follows:
• We describe UMTRA, an algorithm for unsupervised meta learning that uses the statistical
properties of an unlabeled dataset with many classes and augmentation techniques to create
meta-training tasks.
• We describe LASIUM, an algorithm for unsupervised meta learning that uses points sampled
in the latent space of a generative model to create meta-training tasks.
• On a set of standard few-shot learning benchmarks including OmniGlot, Mini-ImageNet and
CelebA, we compare UMTRA and LASIUM with transfer learning, unsupervised learning
approaches, supervised meta-learning and recently introduced unsupervised meta-learning
approaches such as CACTUs [23]. We find that both approaches exceed or at least perform
competitively with the current state of the art unsupervised meta-learning approaches, and
significantly outperform transfer learning. In many benchmarks, UMTRA and LASIUM
achieve most of the performance of supervised meta-learning while requiring orders of mag-
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nitude less labels.
• We study the problem of cross-domain meta-learning on a benchmark with seven different
datasets. We propose three different directions to handle cross-domain tasks using metalearning: attention, autoencoders and clustering. We compare these approaches with each
other as well as other baselines such as transfer learning.

5

CHAPTER 2: FOUNDATIONS

If we define machine learning as a computer program that learns from experience E to improve
its performance measure P for some classes of tasks T, few shot learning covers situations where
E contains only a limited number of supervised examples [68]. Few-shot learning has significant
practical applications. Unfortunately, the few-shot learning model is not a good fit to the traditional
training approaches of deep neural networks, which work best with large amounts of data. In recent
years, significant research targeted approaches to allow deep neural networks to work in few-shot
learning settings.
One of first techniques for few-shot classification was introduced by Fei-Fei et al. [18]. They use a
dataset with 101 object categories and divide the dataset into two sets of 50 categories for training
and another 50 for testing. After training the model, they use the new categories in the test set
but limit the number of instances to a couple of images. The goal is to transfer knowledge from
already learned classes to new classes for which we have just a couple of examples. The approach
relies on the use of patches: instead of feeding the whole image to the model, the system extracts
the patches’ position and featuresfrom each image.
Another early few-shot classification approach was proposed by Lake et al. [32]. They introduce
the Omniglot dataset, composed of 1623 characters from 50 different alphabets. Each character
has only 20 instances, each drawn by a different person and stored as an image. The proposed
system first learns how strokes for each character are drawn, and compares the target image and
the source image to decide whether their strokes are drawn in the same way or not. The method
is compared with nearest neighbor and deep Boltzmann machines [55]. The reliance on the stroke
model makes this approach primarily suited for domains such as characters or digits.
Another method for few-shot image classification was introduced by Koch et al. [31]. They train a
6

Siamese network by feeding it pairs of matched and unmatched images. Two images are matched
if they belong to the same class. By sampling matched and unmatched pairs during training, the
network is tuned to distinguish between samples that do not belong to the same class. The authors
show that not only does the network classify new data points from training classes correctly, but
also it is able to learn from unseen classes. The results are evaluated on the Omniglot dataset, and
show that the network trained on Omniglot can generalize to the MNIST dataset. One drawback of
the approach is the testing time: if we have 20 different classes and want to classify a given image,
we have to pass 20 pairs to the network and select the class that has the highest matching score.
An influential paper that defined the testing conditions under which few-shot learning algorithms
are currently evaluated is Vinyals et al. [66]. As a few-shot learning algorithms, the authors are
proposing matching networks, with an architecture that leverages memory networks and attention.
Our work in the remainder of this dissertation uses the definition, testing and evaluation procedures
from [66]. This allows us to directly compare our work with results from other approaches.
We consider the task of classifying samples x drawn from a domain X into classes yi ∈ Y =
{C1 , . . . , CN }. The classes are encoded as one-hot vectors of dimensionality N . We are interested
in learning a classifier fθ that outputs a probability distribution over the classes. It is common
to envision f as a deep neural network parameterized by θ, although this is not the only possible
choice. We package a certain supervised learning task, T , of type (N, K), that is with N classes
of K training samples each, as follows. The training data will have the form (xi , yi ), where i =
1 . . . N × K, xi ∈ X and yi ∈ Y , with exactly K samples for each value of yi . In the few-shot
learning literature, it is often assumed that the task T has K samples of each class for training and
(separately), K samples for validation (xvj , yjv ).
The choices above, including the equal split between the training and validation samples, and the
symmetry of the distribution of the training samples and the fact that we call it an N-way K-shot
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classification, although we have N times 2K data if we include the validation data, are conventions
to which many researchers in the field adhere for easier comparison on the experimental results.
This definition can be extended to regression and reinforcement learning. For a few-shot regression
model, we start from a small number of {(xi , yi )}K
i=1 samples, where xi is the observed value of the
independent variable and yi is the observed value of the dependent variable. The goal is to learn a
regression model that performs well on new observed values of independent variable x. Examples
of few-shot regression models include model-agnostic meta-learning and Bayesian model-agnostic
meta-learning that perform regression on sinusoidal regression benchmark [19, 70].
Finally, we can extend this definition to reinforcement learning. In this case, we have an agent that
can interact with environment and collect some trajectories and we want it to achieve to optimal
policy after collecting very few trajectories consisting of state-action pairs [19, 16, 58].
Few-shot learning is also related to other fields of research including weakly supervised learning [71], imbalanced learning [22], transfer learning [4, 34, 37] and domain adaptation [6].

An technique that was found very efficient for solving few-shot learning problems is few-shot
learning is meta-learning. Meta-learning or “learning to learn” in the field of neural networks is
an umbrella term that covers a variety of techniques that involve training a neural network over
the course of a meta-training phase, such that when presented with the target task, the network is
able to learn it much more efficiently than a randomly initialized network would. Such techniques
had been proposed since the 1980s [57, 7, 44, 62]. It has shown that meta-learning can be used for
problems such as learning optimizers [2, 33], handling cold-start [65], guiding policies by natural
language [53], and fast adaptation for tracking in video [48].
Recent years had seen a resurgence of research in meta-learning through approaches that either
“learn to optimize” [19, 51, 43, 45, 54, 50] or learn embedding functions in a non-parametric
8

setting [60, 66, 52, 35]. Hybrids between these two approaches had also been proposed [64, 67].
A large class of approaches aim to enable few-shot learning by meta-learning - the general idea
being that the meta-learning prepares the network to learn from the small amount of training data
available in the few-shot learning setting. The mechanisms through which meta-learning is implemented can be loosely classified in two groups. One class of approaches use a custom network
architecture for encoding the information acquired during the meta-learning phase, for instance
in fast weights [5], neural plasticity values [41], custom update rules [40], the state of temporal
convolutions [42] or in the memory of an LSTM [51]. The advantage of this approach is that it
allows us to fine-tune the architecture for the efficient encoding of the meta-learning information.
A disadvantage, however, is that it constrains the type of network architectures we can use; innovations in network architectures do not automatically transfer into the meta-learning approach. In
a custom network architecture meta-learning model, the target learning phase is not the customary
network learning, as it needs to take advantage of the custom encoding.
A second, model-agnostic class of approaches aim to be usable for any differentiable network
architecture. Examples of these algorithms are MAML [19] or Reptile [46], where the aim is to
encode the meta-learning in the weights of the network, such that the network performs the target
learning phase with efficient gradients.
Approaches that customize the learning rates [39] during meta-training can also be grouped in
this class. For this type of approaches, the target learning phase uses the well-established learning
algorithms that would be used if learning from scratch (albeit it might use specific hyperparameter
settings, such as higher learning rates).
We need to point out, however, that the meta-learning phase uses custom algorithms in these approaches as well (although they might use the standard learning algorithm in the inner loop, such
as in the case of MAML).
9

Formally speaking, in supervised meta-learning, we have access to a collection of tasks T1 . . . Tn
drawn from a specific distribution, with both supervised training and validation data. The metalearning phase uses this collection of tasks, while the target learning uses a new task T with
supervised training data but no validation data.
Most approaches use labeled data during the meta-learning phase. While in some domains there
is an abundance of labeled datasets, in many domains such labeled data is difficult to acquire.
Unsupervised meta-learning approaches aim to learn from an unsupervised dataset from a domain
similar from that of the target task. Typically these approaches generate synthetic few-shot learning
tasks for the meta-learning phase through a variety of techniques. CACTUs [23] uses a progressive
clustering method. AAL [3] uses augmentation of the unlabeled training set to generate the validation data. The accuracy of these approaches was shown to be comparable with but lower than
supervised meta-learning approaches, though with the advantage of requiring orders of magnitude
less labeled training data.
One should note that these relevant synthetic supervised tasks in the future do not have any intersection with the tasks used during the meta-learning. For instance, Wu et al. perform unsupervised learning by recognizing a certain internal structure between dataset classes [69]. By learning
this structure, the approach can be extended to semi-supervised learning. In addition, Pathak et
al. propose a method which learns object features in an interesting unsupervised way by detecting
movement patterns of segmented objects [49]. In unsupervised meta-learning, we do not make assumptions that the unsupervised data shares classes with the target learning (in fact, we explicitly
forbid it). Finally, [21] define unsupervised meta-learning in reinforcement learning context. The
authors study how to generate tasks with synthetic reward functions (without supervision) such that
when the policy network is meta trained on them, they can learn real tasks with manually defined
reward functions (with supervision) much more quickly and with fewer samples.
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CHAPTER 3: UNSUPERVISED META-LEARNING

Unsupervised meta-learning for few-shot image and video classification1

Few-shot or one-shot learning of classifiers requires a significant inductive bias towards the type of
task to be learned. One way to acquire this is by meta-learning on tasks similar to the target task.
In this chapter, we propose UMTRA, an algorithm that performs unsupervised, model-agnostic
meta-learning for classification tasks.
The meta-learning step of UMTRA is performed on a flat collection of unlabeled images. While we
assume that these images can be grouped into a diverse set of classes and are relevant to the target
task, no explicit information about the classes or any labels are needed. UMTRA uses random
sampling and augmentation to create synthetic training tasks for meta-learning phase. Labels are
only needed at the final target task learning step, and they can be as few as one sample per class.
On the Omniglot and Mini-Imagenet few-shot learning benchmarks, UMTRA outperforms every tested approach based on unsupervised learning of representations, while alternating for the
best performance with the recent CACTUs algorithm. Compared to supervised model-agnostic
meta-learning approaches, UMTRA trades off some classification accuracy for a reduction in the
required labels of several orders of magnitude.

Model

Unsupervised meta-learning retains the goal of meta-learning by preparing a learning system for
the rapid learning of the target task T . However, instead of the collection of tasks T1 . . . Tn and
1
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their associated labeled training data, we only have an unlabeled dataset U = {. . . xi . . .}, with
samples drawn from the same distribution as the target task. We assume that every element of this
dataset is associated with a natural class C1 . . . Cc , ∀xi ∃j such that xi ∈ Cj . We will assume
that N  c, that is, the number of natural classes in the unsupervised dataset is much higher than
the number of classes in the target task. These requirements are much easier to satisfy than the
construction of the tasks for supervised meta-learning - for instance, simply stripping the labels
from datasets such as Omniglot and Mini-ImageNet satisfies them.
The pseudo-code of the UMTRA algorithm is described in Algorithm 1. In the following, we describe the various parts of the algorithm in detail. In order to be able to run the UMTRA algorithm
on unsupervised data, we need to create tasks Ti from the unsupervised data that can serve the
same role as the meta-learning tasks serve in the full MAML algorithm. For such a task, we need
to create both the training data D and the validation data D0 .

Creating the training data: In the original form of the MAML algorithm, the training data of the
task T must have the form (x, y), and we need N × K of them. The exact labels used during the
meta-training step are not relevant, as they are discarded during the meta-training phase. They can
be thus replaced with artificial labels, by setting them to y ∈ {1, ...N }. It is however, important that
the labels maintain class distinctions: if two data points have the same label, they should also have
the same artificial labels, while if they have different labels, they should have different artificial
labels.
In contrast to MAML during the meta-training phase UMTRA always performs one-shot learning,
with K = 1. Note that during the target learning phase we can still set values of K different from
1. The training data is created as the set Di = {(x1 , 1), . . . (xN , N )}, with xi sampled randomly
from U.
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Algorithm 1: Unsupervised Meta-learning with Tasks constructed by Random sampling and
Augmentation (UMTRA)
require: N : class-count, NMB : meta-batch size, NU : no. of updates
require: U = {. . . xi . . .} unlabeled dataset
require: α, β: step size hyperparameters
require: A: augmentation function
randomly initialize θ;
while not done do
for i in 1 . . . NMB do
Sample N data points x1 . . . xN from U;
Ti ← {x1 , . . . xN };
end
foreach Ti do
Generate training set Di = {(x1 , 1), . . . , (xN , N )};
θi0 = θ;
for j in 1 . . . NU do
Evaluate ∇θi0 LTi (fθi0 );
Compute adapted parameters with gradient descent: θi0 = θi0 − α∇θi0 LTi (fθi0 );
end
Generate validation set for the meta-update Di0 = {(A(x1 ), 1), . . . , (A(xN ), N )}
end
P
Update θ ← θ − β∇θ Ti LTi (fθi0 ) using each Di0 ;
end

Let us see how this training data construction satisfy the class distinction conditions. The first
condition is satisfied because there is only one sample for each label. The second condition is
satisfied statistically by the fact that N  c, where c is the total number of classes in the dataset.
If the number of samples is significantly smaller than the number of classes, it is likely that all the
samples will be drawn from different classes. If we assume that the samples are equally distributed
among the classes (e.g. m samples for each class), the probability that all samples are in a different
class is equal to
(c · m) · ((c − 1) · m)...((c − N + 1) · m)
c! · mN · (c · m − N )!
P =
=
(c · m) · (c · m − 1)...(c · m − N + 1)
(c − N )! · (c · m)!
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(3.1)

To illustrate this, the probability for 5-way classification on the Omniglot dataset used with each of
the 1200 characters is a separate class (c = 1200, N = 5) is 99.21%. For Mini-ImageNet (c = 64),
the probability is 85.23%, while for the full ImageNet it would be about 99%.

Creating the validation data: For the MAML approach, the validation data of the meta-training
tasks is actually training data in the outer loop. It is thus required that we create a validation dataset
Di0 = {(x01 , 1), . . . (x0N , N )} for each task Ti . Thus we need to create appropriate validation data
for the synthetic task. A minimum requirement for the validation data is to be correctly labeled in
the given context. This means that the synthetic numerical label should map in both cases to the
same class in the unlabeled dataset: @ C such that xi , x0i ∈ C.
In the original MAML model, these x0i values are labeled examples part of the supervised dataset.
In our case, picking such x0i values is non-trivial, as we don’t have access to the actual class.
Instead, we propose to create such a sample by augmenting the sample used in the training data
using an augmentation function x0i = A(xi ) which is a hyperparameter of the UMTRA algorithm.
A requirement towards the augmentation function is to maintain class membership x ∈ C ⇒
A(x) ∈ C. We should aim to construct the augmentation function to verify this property for the
given dataset U, based on what we know about the domain described by the dataset. However, as
we do not have access to the classes, such a verification is not practically possible on a concrete
dataset.
Another choice for the augmentation function A is to apply some kind of domain-specific change
to the images or videos. Examples of these include setting some of the pixel values to zero in
the image (Figure 3.2, left), or translating the pixels of the training image by some amount (eg.
between -6 and 6).
The overall process of generating the training data from the unlabeled dataset in UMTRA and the
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Figure 3.1: The process of creation of the training and validation data of the meta-training task T .
(top) Supervised MAML: We start from a dataset where the samples are labeled with their class.
The training data is created by sampling N distinct classes CLi , and choosing a random sample
xi from each. The validation data is created by choosing a different sample x0i from the same
class. (bottom) UMTRA: We start from a dataset of unlabeled data. The training data is created by
randomly choosing N samples xi from the dataset. The validation data is created by applying the
augmentation function A to each sample from the training data. For both MAML and UMTRA,
artificial temporary labels 1, 2 . . . N are used.

differences from the supervised MAML approach is illustrated in Figure 3.1.

15

Translation + Zeroing Pixels

Same

Flip Grayscale Rotate
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Figure 3.2: Augmentation techniques on Omniglot (left) and Mini-Imagenet (right). Top row:
Original images in training data. Bottom: augmented images for the validation set, transformed
with an augmentation function A. Auto Augment [12] applies augmentations from a learned policy
based on combinations of translation, rotation, or shearing.

Some theoretical considerations

In the following, we investigate some aspects of the UMTRA algorithm’s behavior that shed light
into why the algorithm is working, and why augmentation improves its performance. Let us denote
our network with a parameterized function fθ . As we want to learn a few-shot classification task
T , we are searching for the corresponding function fT , to which we do not have access. To
learn this function, we use the training dataset, DT = {(xi , yi )}n×k
i=1 . For this particular task, we
update our parameters (to θ0 ) to fit this task’s training dataset. In other words, we want fθ0 to be a
X
good approximation of fT . Finding θ0 such that θ0 = argmin
L(yi , fθ (xi )) is ill-defined
θ

(xi ,yi )∈DT

because there are more than one solutions for it. In meta-learning, we search for the θ0 value that
gives us the minimum generalization error, the measure of how accurately an algorithm is able
to predict outcome values for unseen data [1]. We can estimate the generalization error based on
sampled data points from the same task. Without loss of generality, let us consider a sampled data
point (x0 , y0 ). We can estimate generalization error on this point as L(y0 , fθ0 (x0 )). In case of mean
squared error, and by accepting irreducible error  ∼ N (0, σ), we can decompose the expected
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generalization error as follows [25, 20]:
2


E [L(y0 , fθ0 (x0 ))] = E[fθ0 (x0 )] − fT (x0 ) + E (fθ0 (x0 ))2 − E [fθ0 (x0 )]2 + σ 2

(3.2)

In this equation, when (x0 , y0 ) ∈
/ DT we have E[(fθ0 (x0 ))2 ] − E[fθ0 (x0 )]2 = 0, which means that
the estimation of the generalization error on these samples will be as unbiased as possible (only
biased by σ 2 ). On the other hand, if (x0 , y0 ) ∈ DT , the estimation of the error is going to be highly
biased. We conjecture that similar results will be observed for other loss functions as well with the
estimate of the loss function being more biased if the samples are from the training data rather than
outside it. As in the outer loop of MAML estimates the generalization error on a validation set for
each task in a batch of tasks, it is important to keep the validation set separate from the training
set, as this estimate will be eventually applied to the starter network. In contrast, if we pick our
validation set as points in DT , our algorithm is going to learn to minimize a biased estimation of the
generalization error. Our experiments also show that if we choose the same data for train and test
(A(x) = x), we will end up with an accuracy almost the same as training from scratch. UMTRA,
however, tries to improve the estimation of generalization error with augmentation techniques.
Our experiments show that by applying UMTRA with good choice of function for augmentation,
we can achieve comparable results with supervised meta-learning algorithms. In the following
experimental results, we show that UMTRA is able to adapt very quickly with just few iterations
to a new task. Last but not least, in comparison with CACTUs algorithm which applies advanced
clustering algorithms such as DeepCluster [10], ACAI [8], and BiGAN [15] to generate train and
validation set for each task, our method does not require clustering.

17

Experimental validation

UMTRA on the Omniglot dataset

Omniglot [32] is a dataset of handwritten characters frequently used to compare few-shot learning
algorithms. It comprises 1623 characters from 50 different alphabets. Every character in Omniglot
has 20 different instances each was written by a different person. To allow comparisons with other
published results, in our experiments we follow the experimental protocol described in [56]: 1200
characters were used for training, 100 characters were used for validation and 323 characters were
used for testing.
UMTRA, like the supervised MAML algorithm, is model-agnostic, that is, it does not impose conditions on the actual network architecture used in the learning. This does not, of course, mean that
the algorithm performs identically for every network structure and dataset. In order to separate the
performance of the architecture and the meta-learner, we run our experiments using an architecture
originally proposed in [66]. This classifier uses four 3 x 3 convolutional modules with 64 filters
each, followed by batch normalization [24], a ReLU nonlinearity and 2 x 2 max-pooling. On the
resulting feature embedding, the classifier is implemented as a fully connected layer followed by a
softmax layer.
UMTRA has a relatively large hyperparameter space that includes the augmentation function. As
pointed out in a recent study involving performance comparisons in semi-supervised systems [47],
excessive tuning of hyperparameters can easily lead to an overestimation of the performance of
an approach compared to simpler approaches. Thus, for the comparison in the remainder of this
paper, we keep a relatively small budget for hyperparameter search: beyond basic sanity checks,
we only tested 5-10 hyperparameter combinations per dataset, without specializing them to the
N or K parameters of the target task. Table 3.1, left, shows several choices for the augmentation
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Table 3.1: The influence of augmentation function on the accuracy of UMTRA for 5-way oneshot classification on the (Left: Omniglot dataset, Right: Mini-Imagenet dataset). For all cases,
we use meta-batch size NMB = 4 and number of updates NU = 5, except the ones with best
hyperparameters.

Augmentation Function A
Training from scratch
A=1
A = randomly zeroed pixels
A = randomly zeroed pixels
(with best hyperparameters)
A = randomly zeroed pixels
+ random shift (with
best
hyperparameters)
Supervised MAML

Accuracy
52.50
52.93
56.23
67.00
83.80

98.7

Augmentation Function A
Training from scratch
A=1
A = Shift + random flip
A = Shift + random flip
+ randomly change to
grayscale
A = Shift + random flip +
random rotation + color distortions
A = Auto Augment [12]
Supervised MAML

Accuracy
24.17
26.49
30.16
32.80

35.09

39.93
46.81

Table 3.2: The effect of hyperparameters meta-batch size, NM B , and number of updates, NU on
accuracy. Omniglot 5-way one shot.
NMB
# Updates

1
5
10

1

2

4

8

16

25

67.08 79.04 80.72 81.60 82.72 83.80
76.08 76.68 77.20 79.56 81.12 83.32
79.20 79.24 80.92 80.68 83.52 83.26

function for the 5-way one-shot classification on Omniglot. Based on this table, in comparing
with other approaches, we use an augmentation function consisting of randomly zeroed pixels and
random shift.
In our experiments, we realized two of the most important hyperparameters in meta-learning are
meta-batch size, NM B , and number of updates, NU . In table 3.2, we study the effects of these
hyperparameters on the accuracy of the network for the randomly zeroed pixels and random shift
augmentation. Based on this experiment, we decide to fix the meta-batch size to 25 and number of
updates to 1.
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Table 3.3: The effect of the augmentation level on UMTRA’s accuracy on the Omniglot dataset. In
all of the experiments we use random pixel zeroing with meta-batch size NMB = 25 and number
of updates NU = 1.
Translation Range (Pixels)
Accuracy %

0
67.0

0-3
82.8

3-6
80.4

0-6
83.8

6-9
79.8

9-12
77

0-9
80.4

In order to find out the relationship between the level of the augmentation and accuracy, we apply
different levels of augmentation on images. If the generated samples are different from current
observation but within the same class manifold, UMTRA performs well. The results of this experiment are shown in table 3.3.
The second consideration is what sort of baseline we should use when evaluating our approach
on a few-shot learning task? Clearly, supervised meta-learning approaches such as an original
MAML [19] are expected to outperform our approach, as they use a labeled training set. A simple
baseline is to use the same network architecture being trained from scratch with only the final fewshot labeled set. If our algorithm takes advantage of the unsupervised training set U, as expected,
it should outperform this baseline.
A more competitive comparison can be made against networks that are first trained to obtain a
favorable embedding using unsupervised learning on U, with the resulting embedding used on
the few-shot learning task. These baselines are not meta-learning approaches, however, we can
train them with the same target task training set as UMTRA. Similar to [23], we compare the
following unsupervised pre-training approaches: ACAI [8], BiGAN [15], DeepCluster [10] and
InfoGAN [11]. These up-to-date approaches cover a wide range of the recent advances in the
area of unsupervised feature learning. Finally, we also compare against the CACTUs unsupervised
meta-learning algorithm proposed in the [23], combined with MAML and ProtoNets [60]. As a
note, another unsupervised meta-learning approach related to UMTRA and CACTUs is AAL [3].
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However, as [3] doesn’t compare against stock MAML, the results are not directly comparable.
Table 3.4, columns three to six, shows the results of the experiments. For the UMTRA approach we
trained for 6000 meta-iterations for the 5-way, and 36,000 meta-iterations for the 20-way classifications. Our approach, with the proposed hyperparameter settings outperforms, with large margins,
training from scratch and the approaches based on unsupervised representation learning. UMTRA
also outperforms, with a smaller margin, the CACTUs approach on all metrics, and in combination
with both MAML and ProtoNets.
As expected, the supervised meta-learning baselines perform better than UMTRA. To put this
value in perspective, we need to take into consideration the vast difference in the number of labels
needed for these approaches. In 5-way one-shot classification, UMTRA obtains a 83.80% accuracy
with only 5 labels, while supervised MAML obtains 94.46% but requires 24005 labels. For 5-way
5-shot classification UMTRA obtains a 95.43% accuracy with only 25 labels, while supervised
MAML obtains 98.83% with 24025.

UMTRA on the Mini-Imagenet dataset

The Mini-Imagenet dataset was introduced by [51] as a subset of the ImageNet dataset [13], suitable as a benchmark for few-shot learning algorithms. The dataset is limited to 100 classes, each
with 600 images. We divide our dataset into train, validation and test subsets according to the
experimental protocol proposed by [66]. The classifier network is similar to the one used in [19].
Since Mini-Imagenet is a dataset with larger images and more complex classes compared to Omniglot, we need to choose augmentation functions suitable to the model. We had investigated
several simple choices involving random flips, shifts, rotation, and color changes. In addition to
these hand-crafted algorithms, we also investigated the learned auto-augmentation method pro-
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Table 3.4: Accuracy in % of N-way K-shot (N,K) learning methods on the Omniglot and MiniImagenet datasets. The ACAI / DC label means ACAI Clustering on Omniglot and DeepCluster
on Mini-Imagenet. The source of non-UMTRA values is [23].

Algorithm (N, K)
Training
from
scratch
knn -nearest neighbors
linear classifier
MLP with dropout
cluster matching
CACTUs-MAML
CACTUs-ProtoNets
knn -nearest neighbors
linear classifier
MLP with dropout
cluster matching
CACTUs-MAML
CACTUs-ProtoNets
UMTRA (ours)
MAML (Supervised)
ProtoNets (Supervised)

Omniglot
Mini-Imagenet
Clustering (5,1) (5,5) (20,1) (20,5) (5,1) (5,5) (5,20) (5,50)
N/A
52.50 74.78 24.91 47.62 27.59 38.48 51.53 59.63
BiGAN

49.55 68.06 27.37 46.70 25.56 31.10 37.31 43.60

BiGAN
BiGAN
BiGAN
BiGAN
BiGAN
ACAI / DC

48.28
40.54
43.96
58.18
54.74
57.46

68.72
62.56
58.62
78.66
71.69
81.16

27.80
19.92
21.54
35.56
33.40
39.73

45.82
40.71
31.06
58.62
50.62
66.38

27.08
22.91
24.63
36.24
36.62
28.90

33.91
29.06
29.49
51.28
50.16
42.25

44.00
40.06
33.89
61.33
59.56
56.44

50.41
48.36
36.13
66.91
63.27
63.90

ACAI / DC
ACAI / DC
ACAI / DC
ACAI / DC
ACAI / DC
N/A
N/A
N/A

61.08
51.95
54.94
68.84
68.12
83.80
94.46
98.35

81.82
77.20
71.09
87.78
83.58
95.43
98.83
99.58

43.20
30.65
32.19
48.09
47.75
74.25
84.60
95.31

66.33
58.62
45.93
73.36
66.27
92.12
96.29
98.81

29.44
29.03
22.20
39.90
39.18
39.93
46.81
46.56

39.79
39.67
23.50
53.97
53.36
50.73
62.13
62.29

56.19
52.71
24.97
63.84
61.54
61.11
71.03
70.05

65.28
60.95
26.87
69.64
63.55
67.15
75.54
72.04

posed in [12]. Table 3.1, right, shows the accuracy results for the tested augmentation functions.
We found that auto-augmentation provided the best results, thus this approach was used in the
remainder of the experiments.
The last four columns of Table 3.4 lists the experimental results for few-shot classification learning
on the Mini-Imagenet dataset. Similar to the Omniglot dataset, UMTRA performs better than
learning from scratch and all the approaches that use unsupervised representation learning. It
performs weaker than supervised meta-learning approaches that use labeled data. Compared to
the various combinations involving the CACTUs unsupervised meta-learning algorithm, UMTRA
performs better on 5-way one-shot classification, while it is outperformed by the CACTUs-MAML
with DeepCluster combination for the 5, 20 and 50 shot classification.
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A possible question might be raised whether the improvements we see are due to the meta-learning
process or due to the augmentation enriching the few shot dataset. To investigate this, we performed several experiments on Omniglot and Mini-Imagenet by training the target tasks from
scratch on the augmented target dataset. For 5-way, 1-shot learning on Omniglot the accuracy was:
training from scratch 52.5%, training from scratch with augmentation 55.8%, UMTRA 83.8%.
For MiniImagenet the numbers were: from scratch without augmentation 27.6%, from scratch
with augmentation 28.8%, UMTRA 39.93%. We conclude that while augmentation does provide
a (minor) improvement on the target training by itself, the majority of the improvement shown by
UMTRA is due to the meta-learning process.
The results on Omniglot and Mini-Imagenet allow us to draw the preliminary conclusions that
unsupervised meta-learning approaches like UMTRA and CACTUs, which generate meta tasks Ti
from the unsupervised training data tend to outperform other approaches for a given unsupervised
training set U. UMTRA and CACTUs use different, orthogonal approaches for building T . UMTRA uses the statistical likelihood of picking different classes for the training data of Ti in case
of K = 1 and large number of classes, and an augmentation function T for the validation data.
CACTUs relies on an unsupervised clustering algorithm to provide a statistical likelihood of difference and sameness in the training and validation data of Ti . Except in the case of UMTRA with
A = 1, both approaches require domain specific knowledge. The choice of the right augmentation
function for UMTRA, the right clustering approach for CACTUs, and the other hyperparameters
(for both approaches) have a strong impact on the performance.

UMTRA on the CelebA dataset

In this series of experiments we evaluate our algorithm on the CelebA large scale face dataset [36].
Each subject has a different number of face images. This makes the unlabeled dataset U also
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Table 3.5: Comparison between our method and supervised meta-learning on CelebA dataset.
Algorithm (N, K)
Training
from
scratch
UMTRA (ours)
Supervised
MAML

(5, 1)
26.86

(5, 5)
39.65

(5, 10)
50.61

33.43
72.26

50.19
84.90

58.84
88.26

Task generated by MAML (Supervised)

Validation Train

Task generated by UMTRA (Unsupervised)

Figure 3.3: Visualization of 5-way classification tasks generated by UMTRA (Left) and MAML
(Right) on CelebA faces. Top: Task’s training images. Bottom: Task’s validation images.

unbalanced, a less favorable but possibly more realistic scenario. The evaluation is done on 600
different tasks, on faces whose identities were never seen during the meta-learning phase. The augmentation function was auto augment which gave the best results for Mini-Imagenet. Figure 3.3
compares a sampled task generated by UMTRA with one of the sampled tasks generated by supervised MAML. The comparison between UMTRA, training from scratch and supervised MAML is
shown in Table 3.5. The results confirm the trend that UMTRA outperforms learning from scratch,
but performs worse than supervised learning.
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Figure 3.4: The accuracy curves during the target training task on the Omniglot dataset for K = 1.
The band around lines denotes a 95% confidence interval.

Evolution of accuracy during training

In these series of experiments we study the evolution of the accuracy obtained after a specific
number of gradient training steps during the target learning phase. The results for Omniglot are
shown in Figure 3.4 (with K=1), while those for Mini-Imagenet in Figure 3.5 with K values of 1,
5 and 20. For both datasets, we compare learning from scratch, UMTRA and supervised MAML.
As expected, both MAML and UMTRA reach their accuracy plateau very quickly during target
training, while learning from scratch takes a larger number of training steps. Further training does
not appear to provide any benefit for either approach. The results are averaged among 1000 tasks.
This demonstrates that UMTRA has the capacity to learn to adapt to novel tasks by just looking at
unlabeled data and generating tasks from that dataset in an unsupervised manner. An interesting
phenomena happens with K = 5 and K = 20 values for Mini-Imagenet: the accuracy curve of
UMTRA dips after the first iteration, and it takes several iterations to recover. We conjecture that
this is a result of the fact that UMTRA sets K = 1 during meta-learning, thus the resulting network
is best optimized to learn from one sample per class.
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Figure 3.5: The accuracy curves during the target training task on the Mini-Imagenet dataset.
Accuracy curves are shown for K = 1 (Top left), K = 5 (Top right), and K = 20 (Bottom). The
band around lines denotes a 95% confidence interval.

Feature Representations

To compare generalization of training from scratch, UMTRA and supervised MAML, we visualize
the activations of the last hidden layer of the network on Omniglot dataset by t-SNE. We compare
all of the methods on the same target training task which is constructed by sampling five characters
from test data and selecting one image from each character class randomly. Each character has
20 different instances. Figure 3.6 shows the t-SNE visualization of raw pixel values of these 100
images. Instances which are sampled for the one-shot learning task are connected to each other
by dotted lines. Figure 3.7 shows the visualization of the last hidden layer activations for the
same task. UMTRA as well as MAML can adapt quickly to a feature space which has a better
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Figure 3.6: t-SNE on the Omniglot raw pixel values.

generalization than training from scratch.

Video Domain

In this section, we show how the UMTRA can be applied to video action recognition, a domain
significantly more complex and data intensive than the one used in the few-shot learning benchmarks such as Omniglot and Mini-Imagenet. To the best of our knowledge, we are the first to
apply meta-learning to video action recognition. We perform our comparisons using one of the
standard video action recognition datasets, UCF-101 [61]. UCF-101 includes 101 action classes
divided into five types: Human-Object Interaction, Body-Motion Only, Human Human Interaction,
Playing Musical Instruments and Sports. The dataset is composed of snippets of Youtube videos.
Many videos have poor lighting, cluttered background and severe camera motion. As the classifier
on which to apply the meta-learning process, we use a 3D convolution network, C3D [63].
Performing unsupervised meta-learning on video data, requires several adjustments to the UMTRA
workflow, with regards to the initialization of the classifier, the split between meta-learning data
and testing data, and the augmentation function.
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Figure 3.7: Visualization of the last hidden layer activation values by t-SNE on the Omniglot
dataset before target task training (Left), and after target task training (Right). Visualized features
are shown for training from scratch (Top), UMTRA (Middle), and MAML (Bottom). Each class is
shown by a different color and shape. From each class one instance is used for target task training.
Training instances are denoted by larger and lighter symbols and are connected to each other by
dotted lines
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First, networks of the complexity of C3D cannot be learned from scratch using the limited amount
of data available in few-shot learning. In the video action recognition research, it is common
practice to start with a network that had been pre-trained on a large dataset, such as Sports-1M
dataset [27], an approach we also use in all our experiments.
Second, we make the choice to use two different datasets for the meta-learning phase (Kinetics) [63, 26, 27] and for the few-shot learning and evaluation (UCF-101 [61]). This gives us
a larger dataset for training since Kinetics contains 400 actions, but it introduces an additional
challenge of domain-shift: the network is pre-trained on Sports-1M, meta-trained on Kinetics and
few-shot trained on UCF-101. This approach, however, closely resembles the practical setup when
we need to do few-shot learning on a novel domain. When using the Kinetics dataset, we limit it
to 20 instances per class.
For the augmentation function A, working in the video domain opens a new possibility, of creating
an augmented sample by choosing a temporally shifted video fragment from the same video. In
other words, we can use self supervision in video domain: The augmentation is to sample another
part of the same video clip. Figure 3.8 shows some samples of these augmentations. In our
experiments, we have experimented both with UMTRA (using a Kinetics dataset stripped from
labels), and supervised meta-learning (retaining the labels on Kinetics). This supervised metalearning experiment is also significant because, to the best of our knowledge, meta-learning has
never been applied to human action recognition from videos.
In our evaluation, we perform 30 different experiments. At each experiment we sample 5 classes
from UCF-101, perform the one-shot learning, and evaluate the classifier on all the examples for
the 5 classes from UCF-101. As the number of samples per class are not the same for all classes,
in Table 3.6 we report both the accuracy and F1-score.
The results allow us to draw several conclusions. The relative accuracy ranking between training
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Figure 3.8: Example of the training data and the augmentation function A for video. The training
data x is a 16 frame segment starting from a random time in the video sample (Here we show three
frames of a sample at each column). The validation data x0 = A(x) is also a 16 frame segment,
starting from a different, randomly selected time from the same video sample.

Table 3.6: Accuracy and F1-Score for a 5-way, one-shot classifier trained and evaluated on classes
sampled from UCF-101. All training (even for “training from scratch”), employ a C3D network
pre-trained on Sports-1M. For all approaches, none of the UCF-101 classes was seen during preor meta-learning.
Algorithm
Training from scratch
Pre-trained on Kinetics
UMTRA on unlabeled Kinetics
(ours)
Supervised MAML on Kinetics

Test Accuracy / F1Score
29.30 / 20.48
45.51 / 42.49
60.33 / 58.47
71.08 / 69.44

from scratch, pre-training and unsupervised meta-learning and supervised meta-learning remained
unchanged. Supervised meta-learning had proven feasible for one-shot classifier training for video
action recognition. UMTRA performs better than other approaches that use unsupervised data.
Finally, we found that the domain shift from Kinetics to UCF-101 was successful.

30

Unsupervised meta-learning through latent-space interpolation in generative models2

Several recently proposed unsupervised meta-learning approaches rely on synthetic meta-tasks
created using techniques such as random selection, clustering and/or augmentation. In this chapter,
we describe a novel approach that generates meta-tasks using generative models. The proposed
family of algorithms generate pairs of in-class and out-of-class samples from the latent space in a
principled way, allowing us to create synthetic classes forming the training and validation data of
a meta-task. We find that the proposed approach, LAtent Space Interpolation Unsupervised Metalearning (LASIUM), outperforms or is competitive with current unsupervised learning baselines
on few-shot classification tasks on the most widely used benchmark datasets.
(tr)

Preliminaries: We define an N -way, K (tr) -shot supervised classification task, T , as a set DT

composed of i ∈ {1, . . . , N × K (tr) } data points (xi , yi ) such that there are exactly K (tr) samples
(val)

for each categorical label yi ∈ {1, . . . , N }. During meta-learning, an additional set ,DT

, is

(tr)

attached to each task that contains another N × K (val) data points separate from the ones in DT .
(val)

We have exactly K (val) samples for each class in DT

as well.
(tr)

It is straightforward to package N -way, K (tr) -shot tasks with DT

(val)

and DT

from a labeled

dataset. However, in unsupervised meta-learning setting, a key challenge is how to automatically
construct tasks from the unlabeled dataset U = {xi }.

Generating meta-tasks using generative models

We have seen that in order to generate the training data for the meta-learning phase, we need
to generate N -way training tasks with K (tr) training and K (val) validation samples. The label
2
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associated with the classes in these tasks is not relevant, as it will be discarded after the metalearning phase. Our objective is simply to generate samples of the type xi,j with i ∈ {1 . . . N } and
j ∈ {1 . . . K (tr) + K (val) } with the following properties: (a) all the samples xi,j are different (b)
any two samples with the same i index are in-class samples and (c) any two samples with different
i index are out-of-class samples. In the absence of human provided labels, the class structure of
the domain is defined only implicitly by the sample selection procedure. Previous approaches to
unsupervised meta-learning chose samples directly from the training data xi,j ∈ U, or created new
samples through augmentation. For instance, we can define the class structure of the domain by
assuming that certain types of augmentations keep the samples in-class with the original sample.
One challenge of such approaches is that the choice of the augmentation is domain dependent, and
the augmentation itself can be a complex mathematical operation.
In this chapter, we approach the sample selection problem differently. Instead of sampling xi,j
from U, we use the unsupervised dataset to train a generative model p(x). Generative models represent the full probability distribution of a model, and allow us to sample new instances from the
distribution. For many models, this sampling process can be a computationally expensive iterative process. Many successful neural network based generative models use the reparametrization
trick for the training and sampling which concentrate the random component of the model in a
latent representation z. By choosing the latent representation z from a simple (uniform or normal) distribution, we can obtain a sample from the complex distribution p(x) by passing z through
a deterministic generator G(Z) → X . Two of the most popular generative models, variational
autoencoders (VAEs) and generative adversarial networks (GANs) follow this model.
The idea of the LASIUM algorithm is that given a generator G(.), nearby latent space values z1 and
z2 map to in-class samples x1 and x2 that belong to the same class. Conversely, z1 and z2 values
that are far away from each other, map to out of class samples that belong to different classes.
Naturally, we still need to define what we mean by “near” and “far” in the latent space and how to
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Figure 3.9: 3-way, K (tr) -shot task generation with K (val) images for validation by a pre-trained
GAN generator G. a) Sample 3 random vectors. b) Generate new vectors by one of the proposed
in-class sampling strategies. c) Generate images from all of the latent vectors and put them into
train and validation set to construct a task. The images in this figure have been generated by our
algorithm. The colored edge of each image indicates that it was generated from its corresponding
latent vector.

choose the corresponding z values. However, this is a significantly simpler task than, for instance,
defining the set of complex augmentations that might retain class membership.
Training a generative model Our method for generating meta-tasks is agnostic to the choice of
training algorithm for the generative model and can use either a VAE or a GAN with the only
constraint of having appropriately structured latent space. In our VAE experiments, we used a
network trained with the standard VAE training algorithm [14]. For the experiments with GANs
we used two different methods mode seeking GANs (MSGAN) [38] and progressive growing of
GANs (ProGAN) [29]. MSGAN is trained for Omniglot and ProGAN is trained for CelebA.
Algorithm 2 describes the steps of our method. We will delve into each step in the following parts
of this chapter.
Sampling out of class instances from the latent space representation: Our sampling techniques
differ slightly whether we are using a GAN or VAE. For GAN, we use rejection sampling to find N
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Figure 3.10: 3-way, K (tr) -shot task generation by VAE on Omniglot dataset with K (val) images
for validation set of each task. a) Sample 3 images from dataset. b) Encode the images into
latent space and check if they are distanced. c) Use proposed in-class sampling techniques to
generate new latent vectors. d) Generate images from the latent vectors and put them alongside
with sampled images from step a into train and validation set to construct a task.

latent space vectors that are at a pairwise distance of at least threshold  - see Figure 3.9(a). When
using a VAE, we also have an encoder network that allows us to map from the domain to the latent
space. Taking advantage of this, we can additionally sample data points from our unlabeled dataset
U and embed them into a latent space. If the latent space representation of these N images are too
close to each other, we re-sample, otherwise we can use the N images and their representations
and continue the following steps exactly the same as GANs - see Figure 3.10(a) and (b). We will
refer to the vectors selected here as anchor vectors.
Generating in-class latent space vectors Next, having N sampled anchor vectors {z1 , . . . , zN }
0
from the latent space representation, we aim to generate N new vectors {z10 , . . . , zN
} from the

latent space representation such that the generated image G(zi ) belongs to the same class as the
one of G(zi0 ) for i ∈ 1, . . . , N . This process needs to be repeated for K (tr) + K (val) − 1 times.
The sampling strategy takes as input the sampled vectors and a number ω ∈ {1 . . . K (tr) + K (val) −
1} and returns N new vectors such that zi and zi0 are an in-class pair for i ∈ {1 . . . N }. This ensures
that no two zi0 belong to the same class and creates N groups of (K (tr) + K (val) ) vectors in our
latent space. We feed these vectors to our generator to get N groups of (K (tr) + K (val) ) images.
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Algorithm 2: LASIUM for unsupervised meta-learning task generation
require: Unlabeled dataset U = {xi }, Pre-trained generator G
require: N : class-count, NMB : meta-batch size, : minimum threshold, σ or α: sampling
hyperparameters
require: Sampling Strategy S: could be N(σ 2 ), RO(α), or OC(α)
require: K (tr) , K (val) : number of samples for train and validation during meta-learning
B = {} ; // meta-batch of tasks
for i in 1, . . . , NMB do
Sample N class-vectors in latent space of G and add them to task-vectors until they are at
least  units away from each other in euclidean space
for ω in 1, . . . , K (tr) + K (val) − 1 do
Generate new-vectors = S(class-vectors, ω) and add them to task-vectors
end
Generate N × (K (tr) + K (val) ) images by feeding task-vectors to generator G
Construct task Ti by putting the first N × K (tr) images in task train set and the last
N × K (val) images in task validation set
B ← B ∪ Ti
end
return B
(tr)

From each group we pick the first K (tr) for DT

(val)

and the last K (val) for DT

.

What remains is to define the strategy to sample the individual in-class vectors. We propose three
different sampling strategies, all of which can be seen as variations of the idea of latent space
interpolation sampling. This motivates the name of the algorithm LAtent Space Interpolation Unsupervised Meta-learning (LASIUM).
LASIUM-N (adding Noise): This technique generates in-class samples by adding Gaussian noise
to the anchor vector zi0 = zi +  where  ∼ N (0, σ 2 ) (see Figure 3.11-Left). In the context of
LASIUM, we can see this as an interpolation between the anchor vector and a noise vector, with
the interpolation factor determined by σ. For the impact of different choices of σ see the ablation
study below.
LASIUM-RO (with Random Out-of-class samples) To generate a new in-class sample to anchor

35

LASIUM-N

LASIUM-OC

LASIUM-RO

out-of-class
out-of-class

in-class
in-class
in-class
out-of-class

train validation

train validation

train

validation

Figure 3.11: Latent space representation visualization of proposed strategies for generating in-class
candidates. Left: LASIUM-N, adding random noise to the sample vector. Middle: LASIUM-RO,
interpolate with random out-of-class samples. Right: LASIUM-OC, interpolate with other classes’
samples.
vector zi we first find a random out-of-class sample vi , and choose an interpolated version closer to
the anchor: zi0 = zi + α × (vi − zi ) (see Figure 3.11-Middle). Here, α is a hyperparameter, which
can be tuned to define the size of the class. As we are in a comparatively high-dimensional latent
space (in our case, 512 dimensions), we need relatively large values of α, such as α = 0.4 to define
classes of reasonable size. This model effectively allows us to define complex augmentations (such
as a person seen without glasses, or in a changed lighting) with only one scalar hyperparameter to
tune. By interpolating towards another sample we ensure that we are staying on the manifold that
defines the dataset (in the case of Figure 3.11, this being human faces).
LASIUM-OC (with Other Classes’ samples) This technique is similar to LASIUM-RO, but instead of using a randomly generated out-of-class vector, we are interpolating towards vectors already chosen from the other classes in the same task (see Figure 3.11-Right). This limits the
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selection of the samples to be confined to subspace of the convex hull containing the initial anchor
points. The intuition behind this approach is that choosing the samples this way focuses the attention of the meta-learner towards the hard-to-distinguish samples that are between the classes in the
few shot learning task (eg. they share certain attributes).
Finally, failure cases exist for these sampling strategies. For example, if z1 , z2 , and z3 lie on
a line, we end up generating poor out of class samples that belong to other classes in our task.
However, as we are in high dimensional latent space (e.g. 512), the likelihood for three points
being approximately colliniar is very low (as the volume fraction in which the middle point would
have to be shrinks exponentially with the dimensionality). Note that meta-learning algorithms are
not sensitive to a small fraction of bad training examples in the meta-training phase (e.g. see [23,
30]).

Experimental validation

We tested the proposed algorithms on three few-shot learning benchmarks: (a) the 5-way Omniglot [32], a benchmark for few-shot handwritten character recognition, (b) the 5-way CelebA
few-shot identity recognition, and (c) the CelebA attributes dataset [36] proposed as a few-shot
learning benchmark by [23]. The latter benchmark comprises binary classification (2-way) tasks
in which each task is defined by selecting 3 different attributes and 3 boolean values corresponding
to each attribute. Every image in a certain task-specific class has the same attributes with each
other while does not share any of these attributes with images in the other class.
We partition each dataset into meta-training, meta-validation, and meta-testing splits between
classes. To evaluate our method, we use the classes in the test set to generate 1000 tasks. We
set K (val) to be 15. Note that unlike meta-training, where we use synthetic generated tasks, for
evaluation we use 1000 tasks from real unseen labeled data. Furthermore, we fix the random seed
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to make sure we compare on the exact same tasks with other baselines. We average the accuracy
on all tasks and report a 95% confidence interval. To ensure that comparisons are fair, we use
the same random seed in the whole task generation process. For the Omniglot dataset, we report
the results for K (tr) ∈ {1, 5}, and K (val) = 15. For CelebA identity recognition, we report our
results for K (tr) ∈ {1, 5, 15} and K (val) = 15. For CelebA attributes, we follow the K (tr) = 5 and
K (val) = 5 tasks as proposed by [23]. More ablation studies over the hyperparameters and result visualizations are provided in the supplemental material. Since excessive tuning of hyperparameters
can lead to the overestimation of the performance of a model [47], we keep the hyperparameters
of the unsupervised meta-learning as constant as possible (including the MAML, and ProtoNets
model architectures) in all experiments. Our model architecture consists of four stacked convolutional blocks. Each block comprises 64 filters that carry out 3 × 3 convolutions, followed by batch
normalization, a ReLU non-linearity, and 2 × 2 max-pooling. For the MAML experiments, classification is performed by a fully connected layer, whereas for the ProtoNets model we compute
distances based on the feature vectors produced by the last convolution module without any dense
layers. The input size to our model is 84 × 84 × 3 for CelebA and 28 × 28 × 1 for Omniglot.
The detail of the neural network architectures for each experiment is described at the end of this
chapter.

Baselines

As baseline algorithms for our approach we follow the practice of recent papers in the unsupervised meta-learning literature. The simplest baseline is to train the same network architecture from
scratch with N × K (tr) images. More advanced baselines can be obtained by learning an unsupervised embedding on U and use it for downstream task training. We used the ACAI [8], BiGAN [15,
17], and DeepCluster [10] as representative of the unsupervised learning literature. On top of these
embeddings, we report accuracy for Knn -nearest neighbors, linear classifier, multi layer perceptron
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Table 3.7: Accuracy results on the Omniglot dataset averaged over 1000, 5-way, K (tr) -shot downstream tasks with K (val) = 15 for each task. ± indicates the 95% confidence interval. The top
three unsupervised results are reported in bold. The baseline results are from [23] section 4.1.

Algorithm

Feature Extractor

K (tr) = 1

K (tr) = 5

Training from scratch
K-nearest neighbors
Linear Classifier
MLP with dropout
Cluster matching
K-nearest neighbors
Linear Classifier
MLP with dropout
Cluster matching

N/A
ACAI
ACAI
ACAI
ACAI
BiGAN
BiGAN
BiGAN
BiGAN

51.64 ± 0.65
57.46 ± 1.35
61.08 ± 1.32
51.95 ± 0.82
54.94 ± 0.85
49.55 ± 1.27
48.28 ± 1.25
40.54 ± 0.79
43.96 ± 0.80

71.44 ± 0.53
81.16 ± 0.57
81.82 ± 0.58
77.20 ± 0.65
71.09 ± 0.77
68.06 ± 0.71
68.72 ± 0.66
62.56 ± 0.79
58.62 ± 0.78

CACTUs-MAML
CACTUs-MAML
UMTRA-MAML
LASIUM-RO-GAN-MAML
LASIUM-N-VAE-MAML

BiGAN
ACAI
N/A
N/A
N/A

58.18 ± 0.81
68.84 ± 0.80
81.91 ± 0.58
83.26 ± 0.55
76.11 ± 0.64

78.66 ± 0.65
87.78 ± 0.50
94.58 ± 0.25
95.29 ± 0.22
94.42 ± 0.26

CACTUs-ProtoNets
CACTUs-ProtoNets
LASIUM-RO-GAN-ProtoNets
LASIUM-OC-VAE-ProtoNets

BiGAN
ACAI
N/A
N/A

54.74 ± 0.82
68.12 ± 0.84
80.15 ± 0.64
73.22 ± 0.73

71.69 ± 0.73
83.58 ± 0.61
91.10 ± 0.35
85.05 ± 0.46

Transfer Learning (VGG-19)
Supervised MAML
Supervised ProtoNets

N/A
N/A
N/A

54.49 ± 0.90
94.46 ± 0.35
98.35 ± 0.22

89.57 ± 0.44
98.83 ± 0.12
99.58 ± 0.09

(MLP) with dropout, and cluster matching.
The direct competitors for our approach are the current state-of-the-art algorithms in unsupervised
meta-learning. We compare our results with CACTUs-MAML, CACTUs-ProtoNets [23] and UMTRA [30]. Finally, it is useful to compare our approach with algorithms that require supervised
data. We include results for supervised standard transfer learning from VGG19 pre-trained on
ImageNet [59] and two supervised meta-learning algorithms, MAML [19], and ProtoNets [60].
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Results on Omniglot

Table 3.7 shows the results on the Omniglot dataset. We find that the LASIUM-RO-GAN-MAML
configuration outperforms all the unsupervised approaches, including the meta-learning based ones
like CACTUs and UMTRA. Beyond the increase in performance, we must note that the (onedimensional) search for the intra-class shift was much cheaper than fine-tuning the currently popular augmentation strategies. We also find that on this benchmark, LASIUM outperforms transfer
learning using the much larger VGG-19 network.
As expected even the best LASIUM result is worse than the supervised meta-learning models.
However, we need to consider that the unsupervised meta-learning approaches use several orders
of magnitude less labels. For instance, the 95.29% accuracy of LASIUM-RO-GAN-MAML was
obtained with only 25 labels, while the supervised approaches used 25,000.

Results on CelebA

Table 3.8 shows our results on the CelebA identity recognition tasks where the objective is to
recognize N different people given K (tr) images for each. We find that on this benchmark as
well, the LASIUM-RO-GAN-MAML configuration performs better than other unsupervised metalearning models as well as transfer learning with VGG-19 - it only falls slightly behind LASIUMRO-GAN-ProtoNets on the one-shot case. As we have discussed in the case of Omniglot results,
the performance remains lower then the supervised meta-learning approaches which use several
orders of magnitude more labeled data.
Finally, Table 3.9 shows our results for CelebA attributes benchmark introduced in [23]. A peculiarity of this dataset is that the way in which classes are defined based on the attributes, the classes
are unbalanced in the dataset, making the job of synthetic task selection more difficult. We find
40

Table 3.8: Accuracy results of unsupervised learning on CelebA for different unsupervised methods. The results are averaged over 1000, 5-way, K (tr) -shot downstream tasks with K (val) = 15 for
each task. ± indicates the 95% confidence interval. The top three unsupervised results are reported
in bold.

Algorithm

K (tr) = 1

K (tr) = 5

K (tr) = 15

Training from scratch
CACTUs
UMTRA
LASIUM-RO-GAN-MAML
LASIUM-RO-VAE-MAML
LASIUM-RO-GAN-ProtoNets
LASIUM-RO-VAE-ProtoNets

34.69 ± 0.50
41.42 ± 0.64
39.30 ± 0.59
43.88 ± 0.57
41.25 ± 0.57
44.39 ± 0.61
43.22 ± 0.58

56.50 ± 0.55
62.71 ± 0.57
60.44 ± 0.56
66.98 ± 0.53
58.22 ± 0.54
60.83 ± 0.58
61.12 ± 0.54

70.56 ± 0.49
74.18 ± 0.68
72.41 ± 0.48
78.13 ± 0.44
71.05 ± 0.49
66.66 ± 0.53
68.51 ± 0.51

Transfer Learning (VGG-19)
Supervised MAML
Supervised ProtoNets

33.28 ± 0.57
85.46 ± 0.55
84.17 ± 0.61

58.74 ± 0.62
94.98 ± 0.25
90.84 ± 0.38

74.04 ± 0.49
96.18 ± 0.19
90.85 ± 0.36

that LASIUM-N-GAN-MAML obtains a performance of 75.07 ± 1.08, within the confidence
interval of the second best, CACTUs MAML with BiGAN 74.98 ± 1.02. In this benchmark,
transfer learning with the VGG-19 network performed better than all unsupervised meta-learning
approaches, possibly due to existing representations of the discriminating attributes in that much
more complex network.

Results on Mini-ImageNet

Table 3.10 shows the comparison results on the Mini-ImageNet benchmark. Mini-ImageNet has
a large sample fidelity among the datasets considered in this paper, and it is hard for generative
models to capture this diversity given a relatively small dataset such as Mini-ImageNet train set.
Thus, we used as the GAN a pre-trained BigBiGAN3 trained on the whole Imagenet dataset with
no supervision. Examples of meta-training tasks constructed by LASIUM-N with σ 2 = 1.0 are
3

https://tfhub.dev/deepmind/bigbigan-resnet50/1
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Table 3.9: Results on CelebA attributes benchmark 2-way, 5-shot tasks with K (val) = 5. The
results are averaged over 1000 downstream tasks and ± indicates 95% confidence interval. The
top three unsupervised results are reported in bold. The baseline results are from [23] section 4.1.

Algorithm

Feature Extractor

Accuracy

Training from scratch
K-nearest neighbors
Linear Classifier
MLP with dropout
Cluster matching
K-nearest neighbors
Linear Classifier
MLP with dropout
Cluster matching

N/A
BiGAN
BiGAN
BiGAN
BiGAN
DeepCluster
DeepCluster
DeepCluster
DeepCluster

63.19 ± 1.06
56.15 ± 0.89
58.44 ± 0.90
56.26 ± 0.94
56.20 ± 1.00
61.47 ± 0.99
59.57 ± 0.98
60.65 ± 0.98
51.51 ± 0.89

CACTUs MAML
CACTUs MAML
LASIUM-N-GAN-MAML

BiGAN
DeepCluster
N/A

74.98 ± 1.02
73.79 ± 1.01
75.07 ± 1.08

CACTUs ProtoNets
CACTUs ProtoNets
LASIUM-N-GAN-ProtoNets

BiGAN
DeepCluster
N/A

65.58 ± 1.04
74.15 ± 1.02
73.41 ± 1.10

Transfer Learning (VGG-19)
Supervised MAML
Supervised ProtoNets

N/A
N/A
N/A

79.76 ± 1.03
87.10 ± 0.85
85.13 ± 0.92

shown in Figure 3.12. We notice that LASIUM-N-GAN-MAML outperforms all other unsupervised learning algorithms for K=1, 5 and 20. For K=50, it is in the second place behind CACTUs
MAML with DeepCluster, the accuracy difference being within the margin of error.
Hyperparameters and Ablation Studies

In this section, we report the hyperparameters of LASIUM-MAML in Table 3.11 and LASIUMProtoNets in Table 3.12 for Omniglot, CelebA, CelebA attributes and Mini-ImageNet datasets.
Our source code is also available on Github 4 .
We also report the ablation studies on different strategies for task construction in Table 3.13. We
4

https://github.com/siavash-khodadadeh/MetaLearning-TF2.0
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Table 3.10: Results on Mini-Imagenet benchmark for 5-way, K (tr) -shot tasks with K (val) = 15.
The results are averaged over 1000 downstream tasks and ± indicates 95% confidence interval.
The top three unsupervised results are reported in bold. The baselines are from [23] section 4.1.
Note that the BigBiGAN is trained on the unlabeled Imagenet dataset which is larger than MiniImageNet training set that used by [23] for training.

Algorithm

Embedding

K (tr) = 1

K (tr) = 5

K (tr) = 20

K (tr) = 50

Training from scratch
K-nearest neighbors
Linear Classifier
MLP with dropout
Cluster matching
K-nearest neighbors
Linear Classifier
MLP with dropout
Cluster matching

N/A
BiGAN
BiGAN
BiGAN
BiGAN
DeepCluster
DeepCluster
DeepCluster
DeepCluster

27.59 ± 0.59
25.56 ± 1.08
27.08 ± 1.24
22.91 ± 0.54
24.63 ± 0.56
28.90 ± 1.25
29.44 ± 1.22
29.03 ± 0.61
22.20 ± 0.50

38.48 ± 0.66
31.10 ± 0.63
33.91 ± 0.64
29.06 ± 0.63
29.49 ± 0.58
42.25 ± 0.67
39.79 ± 0.64
39.67 ± 0.69
23.50 ± 0.52

51.53 ± 0.72
37.31 ± 0.40
44.00 ± 0.45
40.06 ± 0.72
33.89 ± 0.63
56.44 ± 0.43
56.19 ± 0.43
52.71 ± 0.62
24.97 ± 0.54

59.63 ± 0.74
43.60 ± 0.37
50.41 ± 0.37
48.36 ± 0.71
36.13 ± 0.64
63.90 ± 0.38
65.28 ± 0.34
60.95 ± 0.63
26.87 ± 0.55

CACTUs MAML
CACTUs MAML
UMTRA MAML
LASIUM-N-GANMAML

BiGAN
DeepCluster
N/A
N/A

36.24 ± 0.74
39.90 ± 0.74
39.93
40.19 ± 0.58

51.28 ± 0.68
53.97 ± 0.70
50.73
54.56 ± 0.55

61.33 ± 0.67
63.84 ± 0.70
61.11
65.17 ± 0.49

66.91 ± 0.68
69.64 ± 0.63
67.15
69.13 ± 0.49

CACTUs ProtoNets
CACTUs ProtoNets
LASIUM-N-GANProtoNets

BiGAN
DeepCluster
N/A

36.62 ± 0.70
39.18 ± 0.71
40.05 ± 0.60

50.16 ± 0.73
53.36 ± 0.70
52.53 ± 0.51

59.56 ± 0.68
61.54 ± 0.68
59.45 ± 0.48

63.27 ± 0.67
63.55 ± 0.64
61.43 ± 0.45

Transfer Learning
Supervised MAML
Supervised ProtoNets

N/A
N/A
N/A

44.06 ± 0.66
46.81 ± 0.77
46.56 ± 0.76

70.11 ± 0.67
62.13 ± 0.72
62.29 ± 0.71

86.12 ± 0.36
71.03 ± 0.69
70.05 ± 0.65

92.67 ± 0.22
75.54 ± 0.62
72.04 ± 0.60

...

...

Train

Validation

Figure 3.12: Meta-training tasks for Mini-ImageNet constructed by LASIUM-N with σ 2 = 1.0
43

Table 3.11: LASIUM-MAML hyperparameters summary

Hyperparameter

Omniglot

CelebA

CelebA attributes

Mini-ImageNet

Number of classes
Input size
Inner learning rate
Meta learning rate
Meta-batch size
K (tr) meta-learning
K (val) meta-learning
K (val) evaluation
Meta-adaptation steps
Evaluation adaptation steps

5
28 × 28 × 1
0.4
0.001
4
1
5
15
5
50

5
84 × 84 × 3
0.05
0.001
4
1
5
15
5
50

2
84 × 84 × 3
0.05
0.001
4
5
5
5
5
50

5
84 × 84 × 3
0.05
0.001
4
1
5
15
5
50

Table 3.12: LASIUM-ProtoNets hyperparameters summary

Hyperparameter

Omniglot

CelebA

CelebA attributes

Mini-ImageNet

Number of classes
Input size
Meta learning rate
Meta-batch size
K (tr) meta-learning
K (val) meta-learning
K (val) evaluation

5
28 × 28 × 1
0.001
4
1
5
15

5
84 × 84 × 3
0.001
4
1
5
15

2
84 × 84 × 3
0.001
4
5
5
5

5
84 × 84 × 3
0.001
4
1
5
15

run all the algorithm for just 1000 iterations and compared between them. We also apply a small
translation to Omniglot images.
Besides, we perform a hyperparameter search on CelebA attributes benchmark. Table 3.14 demonstrates the results for our experiments. We see that searching for hyperparameters for CelebA is
almost as easy as doing the same thing for Omniglot. LASIUM-N with σ 2 = 0.25 outperforms
state-of-the-art in this benchmark. We also see a bad performance in the case of LASIUM-OC,
which we expected as the number of classes in this benchmark’s tasks is N = 2. Thus samples
generated during meta-learning are limited to only instances on the line connecting two anchor latent vectors. It is not the case for LASIUM-N and LASIUM-RO since we can sample latent codes
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Table 3.13: Accuracy of different proposed strategies on Omniglot. For the sake of comparison, we
stop meta-learning after 1000 iterations. Results are reported on 1000 tasks with a 95% confidence
interval.

Sampling Strategy

Hyperparameters GAN-MAML
2

VAE-MAML

GAN-Proto

VAE-Proto

LASIUM-N
LASIUM-N
LASIUM-N

σ =0.5
σ 2 =1.0
σ 2 =2.0

77.16 ± 0.65
71.10 ± 0.70
63.18 ± 0.71

70.41 ± 0.71
68.26 ± 0.71
65.18 ± 0.71

62.16 ± 0.79
60.95 ± 0.78
59.81 ± 0.78

61.57 ± 0.80
62.17 ± 0.80
64.88±0.78

LASIUM-RO
LASIUM-RO

α=0.2
α=0.4

77.62 ± 0.64
75.79 ± 0.65

75.02±0.66
71.31±0.70

62.24±0.79
64.19±0.76

62.17 ± 0.80
62.20±0.80

LASIUM-OC
LASIUM-OC

α=0.2
α=0.4

74.70 ± 0.68
73.40 ± 0.68

74.98±0.67
68.79 ± 0.73

61.79 ± 0.79
64.59±0.76

62.16 ± 0.78
63.08±0.79

Table 3.14: Accuracy of different proposed strategies on CelebA attributes task for GAN with 2way, 5-shot tasks with K (val) = 5. The results are averaged over 1000 downstream tasks and ±
indicates 95% confidence interval.

Sampling Strategy

HyperparametersGANMAML

GAN-Proto

LASIUM-N
LASIUM-N
LASIUM-N
LASIUM-N
LASIUM-N

σ 2 =0.1
σ 2 =0.25
σ 2 =0.5
σ 2 =1.0
σ 2 =2.0

71.83 ± 1.08
75.07 ± 1.08
71.41 ± 1.13
60.37 ± 1.01
50.00 ± 0.00

62.99±1.14
70.49±1.14
69.96±1.15
69.98±1.16
70.33±1.14

LASIUM-RO
LASIUM-RO
LASIUM-RO

α=0.2
α=0.4
α=0.5

62.06 ± 1.06
67.57 ± 1.11
71.04 ± 1.03

62.73±1.18
68.19±1.12
68.94±1.12

LASIUM-OC
LASIUM-OC

α=0.25
α=0.5

59.69 ± 1.11
60.25 ± 1.08

53.67±1.02
56.05±1.08

in the neighborhood or any direction from anchor points in the latent space.

Neural network architectures

For Omniglot, our VAE model is constructed symmetrically. The encoder is composed of four
convolutional blocks, with batch normalization and ReLU activation following each of them. A
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dense layer is connected to the end such that given an input image of shape 28 × 28, the encoder
produces a latent vector of length 20. On the other side, the decoder starts from a dense layer
whose output has length 7 × 7 × 64 = 3136. It is then fed into four modules each of which consists
of a transposed convolutional layer, batch normalization and the ReLU non-linearity. We use 3 × 3
kernels, 64 channels and a stride of 2 for all the convolutional and transposed convolutional layers.
Hence, the generated image has the size of 28 × 28 that is identical to the input images. This VAE
model is trained for 1000 epochs with a learning rate of 0.001.
Our GAN generator gets an input of size l which is the dimensionality of the latent space and feeds
it into a dense layer of size 7 × 7 × 128. After applying a Leaky ReLU with α = 0.2, we reshape
the output of dense layer to 128 channels of shape 7 × 7. Then we feed it into two upsampling
blocks, where each block has a transposed convolution with 128 channels, 4 × 4 kernels and 2 × 2
strides. Finally, we feed the outcome of the upsampling blocks into a convolution layer with 1
channel and a 7 × 7 kernel with sigmoid activaiton. The discriminator takes a 28 × 28 × 1 input and
feeds it into three 3 × 3 convolution layers with 64, 128 and 128 channels and 2 × 2 strides. We
apply leaky ReLU activation after each convolution layer with α = 0.2. Finally we apply a global
2D max pooling layer and feed it into a dense layer with 1 neuron to classify the output as real or
fake. We use the same loss function for training as MSGAN (aka Miss-GAN) described in [38].
For the CelebA GAN experiments, we use the pre-trained network architecture, progressive growing of GANs (ProGAN), described in [29]. For VAE, we use the same architecture as we described
for Omniglot VAE with one more convolution block and more channels to handle the larger input
size of 84 × 84 × 3. The exact architecture is described in the supplemental material.
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Impact of GAN training on LASIUM

Do we need a generative model that generates very high-quality images from data or can a premature trained GAN also work? We performed an ablation study to evaluate the impact of GAN
training on LASIUM. First, we trained a generative network on Omniglot dataset with adversarial
training for 500 epochs and saved the corresponding weights at every epoch. Then we trained
LASIUM with various generative networks at different epochs. For the sake of comparison, we
stopped LASIUM after 1000 iterations.
Figure 3.13 demonstrates the impact of GAN training on LASIUM. We visualize an image generated with the same exact latent code after different epochs. We can see that eventually, this latent
code result in generating character “R” (after epoch 400 and 500). We see that GAN stabilizes
after 400 epochs while LASIUM stabilizes sooner around epoch 200. Nevertheless, the impact of
training GAN for at least 50 epochs is correlated with LASIUM performance.

Ablation study on impact of  on LASIUM

In this section, we evaluate the accuracy of LASIUM with respect to the value of . For the sake of
comparison, we consider LASIUM-N with σ 2 = 0.5 and stop the training after 1000 iterations on
Omniglot. The results are reported on the same 1000 one-shot tasks with K (val) = 15 in Table 3.15.
Furthermore, the last column shows the number of times resampling occurred since at least two of
the initial sampled latent codes were in a distance smaller than  from each other. We found that
(within reasonable bounds) the choice of this hyperparameter has a small but not negligible impact
on the performance of the algorithm.
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Accuracy (%)

80
LASIUM-N
baseline
Generated image at epoch
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# GAN training epochs
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Figure 3.13: The impact of GAN training on LASIUM accuracy. The blue line shows test accuracy
after 1000 iterations of LASIUM-N training with a 95% confidence interval on 1000 one-shot tasks
with K (val) = 15. The images generated by GAN are shown at epochs 0, 10, 30, 50, 100, 200, 300,
400, and 500. All of the images are generated from the same latent vector. The red line shows the
training from scratch baseline.

Training LASIUM on Fungi

We also tried LASIUM on Fungi dataset. We report LASIUM-N-GAN-MAML accuracy over 1000
downstream tasks generated randomly from test dataset following Meta-dataset evaluation protocol
proposed by [64]. For the choice of generative network, we used state-of-the-art StyleGAN-v2
by [28], and we trained it on Fungi images. Figure 3.14 shows some of the examples generated by
StyleGAN-v2. Table 3.16 shows the results on LASIUM and some other relevant algorithms.
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Table 3.15: Accuracy of LASIUM-N with σ 2 = 0.5 on Omniglot dataset with respect to different
values of . ± indicates 95% confidence interval.



Accuracy (%)

# Resampling Task

0.0
0.1
1
10.0
100.0
125.0
187.5
218.75
234.375
242.1875
250.0
253.15625
256.3125
265.625
281.25
312.5
375
500.0
1000.0

77.27 ± 0.62
77.34 ± 0.62
77.21 ± 0.62
77.54 ± 0.62
77.08 ± 0.63
79.51 ± 0.61
78.87 ± 0.60
77.95 ± 0.62
77.15 ± 0.63
77.15 ± 0.64
78.49 ± 0.61
78.48 ± 0.62
78.05 ± 0.62
78.56 ± 0.61
77.73 ± 0.63
−
−
−
−

0
0
0
0
0
0
395
6012
27432
61118
155499
238714
378742
1472860
25936957
All
All
All
All

...

...

Train

Validation

Figure 3.14: Meta-training tasks for Fungi constructed by LASIUM-N with σ 2 = 0.25
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Table 3.16: Accuracy of 5-way 1-shot learning on the Fungi dataset (part of the proposed Metadataset by [64]). For each system we indicate the dataset on which the meta-training phase was
performed. The results for supervised first-order MAML are from [64]. LASIUM-N was run with
σ 2 = 0.25 and used the StyleGAN-v2 trained on the unsupervised version of the Fungi dataset, as
discussed in the text.

Method

Dataset

Accuracy (%)

Training from scratch
fo-UMTRA
LASIUM-N-GAN-fo-MAML
LASIUM-N-GAN-MAML

Unsupervised Fungi
Unsupervised Fungi
Unsupervised Fungi

26.10 ± 0.42
28.27 ± 0.46
29.43 ± 0.49
31.29 ± 0.52

fo-MAML
fo-MAML

Supervised Imagenet
Supervised Meta-dataset

32.10 ± 1.10
33.54 ± 1.11
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Cross-domain meta-learning

Domains in the context of meta-learning

The term ”domain” had been used in machine learning without necessarily being offered a formal
definition. In order to put our work in a more precise context, we need to clarify the sense in which
we use this word in the context of meta-learning and few-show learning for image classification.
If we consider all possible images of a certain size, the resulting space of pixel configurations is
not only huge, but most of them do not carry any conceivable meaning. The type of images image
classification is interested in are images that have some kind of semantic justification by their tie to
the physical world. For instance, the ImageNet images had been acquired by photographing scenes
on planet Earth, using some kind of photographic device, at angles of view roughly approximating
the human eye. This is of course, only a subset of the possible images.
When we say that a classifier operates over a certain domain, we mean the combination of two
things: a probability distribution of the images over the space of possible images, and a class
structure that (explicitly or implicitly) defines the size and differentiating factors of the classes of
images we wish classifier to consider in its decision making.
We do not usually have a direct access of the probability distribution of a domain. This is defined
implicitly in several possible ways, examples including but not restricted to:

• By application: e.g. security images.
• By mode of acquisition: e.g. aerial photography.
• By the content of the images: e.g. airplanes.
• By style: paintings vs photorealistic images.
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The second consideration when we are talking about a domain is the class structure: how many
classes exist in the domain, what features distinguish them, are they imbalanced? The same image
distribution might be combined with different class structures to yield a different domain. For
instance, on a dataset such as CelebA we can consider different class structures: classes based
on the personal identity of the celebrities, classes separating eyeglass wearers from others, classes
based on the color of the hair and so on.
Domains can be sometimes closely related in the distribution of images, class structure and sometimes both. We have seen that the same distribution (headshots of celebrities) can support vastly
different class structures. On the other hand, a distribution of caricatures of celebrities would
support exactly the same class structures without having any overlap in the image distribution.
Understanding what qualifies as a close domain might be a subtle issues that depends on both the
distribution and the class structure. Let us consider two domains, of pictures of horses and zebras.
In many ways, these domains are quite close. However, if we consider the class structure to be of
”personal identity”, in the case of zebras, this can be detected using the striping patterns, a feature
that would not exist for horses. Thus, things we learned in one domain would not transfer at all to
the other domain, for a specific class structure.
The importance of domains for image classification is that in general, a classifier trained in a given
domain would only work in the same domain.
Most of the work done in meta-learning, including the unsupervised meta-learning work we presented in the previous chapters assumes that the meta-learning, few-shot learning and testing takes
place within the same domain. In practice this means that we need to stay within well known
domain where substantial data is available. However, in many applications we would need to learn
classifiers in domains that are new, or which have limited amount of data. In these circumstances,
it would be very advantageous if we could meta-learn on one domain where abundant data is avail-
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able and transfer the information to a few-shot learning task in the new, data challenged domain.
We will call this operation cross-domain meta-learning, and we investigate it in the remainder of
this chapter. The research questions we are interested in are:

• How does a network meta-learned on one domain perform on another domain?
• If there is positive correlation between the performance of multiple domains with target
domain
• What is the best strategy to combine knowledge from source domains to improve the performance on the target domain?
• Can we leverage the unsupervised data in target domain to improve the performance?

The main contributions of the chapter are as follows:

• We implement a straightforward approach for cross-domain meta-learning on a pair of domains, and evaluate it compared to other approaches. We find that this approach does not
perform better than current state of the art approaches. However, by studying the relative
performance of this approach on various pairs of domains, we gain insight into the transferability of learning and its variations depending on the characteristics of the two types of
domains.
• We develop and evaluate a technique that performs the cross-domain adaption by metatraining an attention network on the tasks of the target domain.
• We develop and evaluate a technique that uses autoencoders to convert the representations
learned across multiple source domains to a compact representation on the target domain.
53

MiniImagenet Omniglot

Airplane

CUB

DTD

Fungi

VGGFlower

Figure 3.15: Random image samples from the seven domains used in our studies: Mini-Imagenet,
Omniglot, Airplane, CUB, DTD, Fungi, VGGFlowers. Note that the domains vary both in the
distribution of the images, as well as the class structure. For instance, the airplane dataset requires
distinguishing classes that would map to the same ”airliner” class in ImageNet

Datasets and evaluation protocol

To answer the research questions outlined above we need a collection of diverse domains. We
used seven datasets from the Meta-Dataset benchmark [64]: Airplane, Fungi, CUB, DTD, VGG
flowers, Mini-Imagenet and Omniglot. Figure 3.15 shows random samples from these domains.
Note that these domains differ in the style of images (Omniglot is a set of recorded characters,
DTD is a collection of texture closeups while the other ones are photographs of physical entities).
Furthermore, the domains vary in the number and granularity of the classes.
To evaluate the performance of meta-learning on a target domain, we follow the same standard
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pipeline protocol for meta-testing that is widely used in meta-learning benchmarks. From a dataset
of images with C test classes, we repeat the following procedure for 1000 times: First we sample
N classes randomly, and then we sample K + 15 images from each class. We package task T as
(tr)

two small disjoint datasets, DT
(test)

and DT
(tr)

DT

that has N × K elements with exactly K images of each class,

that has exactly N × 15 elements with exactly 15 samples from each class. We provide

to meta-learned network and adapt the network to the target task T and then evaluate the
(test)

accuracy of the adapted network on all images of DT

. We report the average accuracy on all

1000 tasks with a 95% confidence interval. In all our evaluations, we use the same random seed on
all datasets to make sure that we evaluate all our models on the exact same set of tasks generated
for any particular domain. Furthermore, we make sure that the test partition of each dataset does
not share any class with training and validation partitions.

Cross-domain few shot learning

We define the problem of cross-domain few shot learning as follows. Let as assume that we have
a collection of source domains for which we have labeled datasets of sufficient size: Dsources =
{D1 , . . . , DM } and a different target domain from which we only have an unlabeled dataset Utarget .
The task of the cross-domain few shot learning is to learn a task T with only having access to a
small training dataset drawn from the target domain Ttrain that includes N × K elements such that
exactly K element belong to the same class. The value of K is usually small, possibly only one.
Solving this problem does not necessarily need to use the full provided information. We can try
to train a classifier from scratch only using the labeled few shot learning samples. Alternatively,
we can use the unsupervised dataset from the target domain to improve the performance of the few
shot learner – this is the setup used by the unsupervised meta-learning approaches.
What is different here is the presence of the labeled data in the source domains. This allows us to
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train classifiers in those domains. The question is whether the existence of this data and classifiers
can help us to improve our performance on the target domain, considering that the domains are
different, both in terms of the data distribution and in terms of the class structure.
A straightforward approach for this is transfer learning use the features learned through supervised
learning in one of the source domains, and transfer them (by stripping the last layer of the learned
classifier) to the target problem. We will use this approach as our baseline in the experiments in
the rest of this chapter. While transfer learning is known to work well in applications where the
transfer happens between closely related domains, it is not at all ensured that the features will be
useful when transferred to a very different target domain.
Our proposed approaches are based on the observation that it is likely that at least some of the
features learned on the source domains will be also useful in classifying in the target domains.
However, we cannot know in advance which features would be useful in the target domain. Furthermore, it might be that there are replicated or linearly dependent features among the ones learned
in the source domains. Including these in the features used in the classification would unnecessarily
increase the size of the latent space, reducing the efficiency of learning.
We propose three different solutions for the problem, which take different approaches to the way
features learned on the source domains can be used in helping few shot learning in the target
domain. In the first approach, we train an attention network with meta-learning that learns to
attend to useful features from the source domains that can improve the target task at hand. Our
second approach is to train an autoencoder on these features based on the unlabeled data from the
target domain. The third approach uses the feature extractors from the source domain to perform
clustering of the unlabeled instances in the target domain. After clustering, we can consider each
cluster as a separate class in target domain and construct tasks for meta-learning on the target
domain.
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Meta-training an attention network on the tasks of the target domain

The intuition behind using attention is to learn to attend to features which are more useful for the
target task and the target domain. To achieve this we define F as three different functions: fi (s),
fA , and fT which are feature extractor(s) on source domain Di , attention network and the task
network respectively. We assume that fA and fT are neural networks parameterized by θ, and
φ. While we update φ to adapt to any new task, we propose to learn θ in the outer loop of the
meta-learning. In other words, during task adaptation, the attention network is fixed and its output
is used to attend more to useful features for the given task. On the other hand we learn φ both in
inside and outside loop of meta-learning. This approach requires tasks from the target domain. For
this purpose, we consider three different choices:

• We sample N data points from Utarget and label them 1 to N. We use this set both for training
and validation of the task.
• We generate unsupervised tasks by using UMTRA or LASIUM.
• We generate supervised tasks from target domain.

Note that the final choice only works when Utarget is labeled. Figure 3.16 shows the steps for this
method and the parts that are fixed in the inner and outer loop. Finally, algorithm 3 describes
the details of our method. We name this algorithm Cross Domain Meta-learning with Attention
(CD-Meta-Att).

Using autoencoders to learn useful representations from source domain(s) on the target domain

Our experiments on the attention model suggests that the last layer is still being adapted to the
domain instead of only task. Thus, we propose another approach that handles features from other
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a) Inner Loop

b) Outer Loop
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Ŷ(tr)

FE-DM

Ŷ(tr)
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ℒinner = Xent(Ŷ(tr), Y(tr))

ℒmeta = Xent(Ŷ(va), Y(va))

Attention
Network

𝜽

Attention
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Figure 3.16: The cross-domain attention model. The attention network has M heads each outputs
a spatial mask to attend to some part of the features from the feature extractors. The attention
network is fixed in part a) inner loop. During the part b) or the outer loop, the attention parameters
are updated. Xent stands for cross entropy loss.

domains in a more explicit way. We transfer knowledge from source domain(s) to target domain by
adapting an autoencoder to the target domain. We call this approach Cross Domain meta-learning
with AutoEncoders (CD-AE). The detailed algorithm is shown in 4. First, we train an autoencoder
based on the reconstruction loss on the features vectors generated by applying feature extractors
network on target domain images. This part of our approach is fully unsupervised. During the task
adaptation, we train a classification head on the latent vector of the autoencoder alongside with the
reconstruction loss for the autoencoder. For test, we average the latent vector representations of
each class in our task’s training data and compute the cosine distance from the given test image
latent vector. Figure 3.17 shows how these three different steps are handled in our algorithm.
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Algorithm 3: Unsupervised domain adaptation with attention
require: fA : Domain attention network parameterized by θ with M different heads
require: α, β: step size hyperparameters for inner and outer loop
require: fT : Task network parameterized by φ
require: N : number of classes, K: number of shots for each class
require: Dsources = {D1 , . . . , DM }: Labeled datasets from source domains
require: Utarget : Unlabeled dataset from the target domain
for i from 1 to M do
Train feature extractor network fi on Di with supervised learning
end
while stop criteria is met do
Xtr , Ytr , Xval , Yval ← P rocedure Generate T ask(Utarget )
Apply inner loop of meta-learning with frozen layers:
for i from 1 to M do
att f eaturei ← fA (Xtr )i ∗ fi (Xtr )
end
att f eatures ← Concatenate {att f eature1 , . . . , att f eatureM }
ŷ ← fT (att f eatures; φ)
Linner = XEnt(ŷ, Ytr )
φ0 = φ − α∇φ Linner
Apply outer loop of meta-learning:
for i from 1 to M do
att f eaturei ← fA (Xval )i ∗ fi (Xval )
end
att f eatures ← Concatenate {att f eature1 , . . . , att f eatureM }
ŷ ← fT (att f eatures; φ0 )
Louter = XEnt(ŷ, Yval )
φ = φ − β∇φ Louter
θ = θ − β∇θ Louter
end

Unsupervised cross-domain meta-learning with clustering based on source domain features

One way to transfer features from source domain(s) to target domain is to use the feature extractor(s) that are trained on source domain(s) to cluster the unlabaled data in the target domain.
Hsu et al. already showed that clustering of instances in an unsupervised domain is a promising
direction in unsupervised meta-learning [23]. Instead of using unsupervised clustering methods
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Figure 3.17: The cross-domain with autoencoder model (CD-AE). a) The black arrows show the
forward path for training the autoencoder with images from unsupervised dataset from the target
domain. The orange arrows show the forward path during the task adaptation. We use a classification loss as well as autoencoder reconstruction loss. b) During test, we compute the distance of
the test image from the prototypes of each class and output the class which is the closest.

or augmentation, however, we use features that are extracted from source domain(s). Algorithm 5
demonstrates the steps for our algorithm using VGG19 and ImageNet as source domain. Of course
any other trained network on source domain(s) could be used for this purpose. We name this
appraoch Cross Domain meta-learning with clustering (CD-Meta-CACTUs).
The inner and outer loop in this approach will be the same as original MAML loop. However
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Algorithm 4: Unsupervised domain adaptation with autoencoder
require: fe : encoder network
require: fd : decoder network
require: α, β: step size hyperparameters for inner and outer loop
require: Dsources = {D1 , . . . , DM }: Labeled datasets from source domains
require: Utarget : Unlabeled dataset from the target domain
for i from 1 to M do
Train feature extractor network fi on Di with supervised meta-learning
end
Adapt the autoencdoer to target domain (unsupervised)
for each batch of image, B, in Utarget do
for i from 1 to M do
f eaturesi ← fi (B)
end
f eatures ← Concat(f eaturesi )∀i ∈ {1, . . . , M }
Minimize ||f eatures − fd (fe (f eatures))||22 to train fe and fd
end
Given a target task (TX(train) , TY(train) )
for i from 1 to M do
f eaturesi ← fi (TX(train) )
end
f eatures ← Concat(f eaturesi )∀i ∈ {1, . . . , M }
Minimize ||f eatures − fd (fe (f eatures))||22 + Xent(fe (f eatures), TY(train) ) to train fe
Define Prototypes
mean of all class features
for each image in task test set do
Compute the distance from prototypes
set the closest prototype class as the class
end

task generation process is different. Figure 3.18 shows the task generation process using different
domains features for clustering.
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a) Pre-process

U

FE-D1
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FE-D2
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.
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FE-DM

b) Meta-learning task construction

Sample K(tr) + K(val)
instances from each
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Sample N clusters

Figure 3.18: The cross-domain with clustering task generation. a) In the pre-process step, we
cluster the unsupervised dataset from the target domain based on the features extracted by networks
trained on the source domain(s). We use K-means clustering for this purpose. b) We sample N
clusters and instances from each cluster to generate a task. For example here we have sampled 2,
5-shot tasks. The first two rows are the task’s train data and the last 5 rows are the task’s validation
data. We apply one iteration of meta-learning on this task and the repeat this process to generate
another task for the next iteration.

62

1
2
3
4
5
6
7
8
9
10
11
12
13

Algorithm 5: Unsupervised domain adaptation
require: Delastic : unsupervised domain which contains M images.
require: Pre-trained VGG19 on ImageNet
require: Dtarget : target domain.
Create k pseudo-classes in the elastic domain:
fM ×4096 = [yi ] | yi = V GG19(xi ), xi ∈ D}
f 0 = L2N orm(P CA(f, 256))
X1 , ..., XR = K − means(f 0 , R)
Put all raw images of the same cluster into the same pseudo-class.
Use these pseudo classes for next step.
Meta-learning N-way, {K (tr) , K (val) }-shot:
for i from 1 to desired number of iterations do
Sample N classes.
From each class sample K (tr) data points for task train.
From each class sample K (val) data points for task validation.
Apply one iteration of meta-learning
end

Experimental validation

Domain network architecture

To have a fair comparison, we use a 4 layer convolutional neural network. Each layer is a 2D
convolution with 64 kernels of size 3. The output of each convolution layer is processed through
a batch normalization layer before going into the next layer as input. The final convolution layer’s
output is processed by a classification head with N neurons and softmax activation. Using the
same architecture for all domains is a decision that we made to make sure that our comparisons
are fair. In our experiments we observed that the larger the network for MAML, the higher the
accuracy. Furthermore, the same is true for input size. We also set the input size to 84 × 84 in all
domains.
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Table 3.17: The mean accuracy over 1000, 5-way, {5, 15}-shot, tasks for each domain. The rows
represent training dataset and columns represent test dataset. ± shows a 95% confidence interval.

Dataset

Airplane

N/A
31.75±0.47
Airplane 62.74±0.62
Fungi
33.67±0.49
CUB
29.76±0.41
DTD
25.97±0.37
Flowers 28.24±0.38
Imagenet 33.62±0.50
Omniglot 32.57±0.48

Fungi

CUB

DTD

VGG Flowers

MiniImagenet

Omniglot

33.14±0.45
31.12±0.42
62.60±0.60
41.20±0.55
29.61±0.42
43.98±0.55
43.31±0.54
31.20±0.42

37.61±0.44
33.09±0.42
50.32±0.56
67.03±0.62
31.09±0.39
41.21±0.49
48.81±0.52
31.43±0.40

28.69±0.36
29.70±0.37
37.61±0.41
32.19±0.39
40.70±0.46
35.29±0.41
43.12±0.46
30.84±0.39

64.77±0.52
57.26±0.55
77.32±0.50
74.09±0.53
52.35±0.54
80.60±0.47
72.36±0.51
57.58±0.52

37.43±0.46
34.50±0.46
46.39±0.52
42.84±0.56
35.37±0.42
40.23±0.48
59.88±0.53
35.76±0.47

85.30±0.38
85.48±0.41
92.78±0.29
88.16±0.39
83.56±0.45
72.11±0.57
92.15±0.29
98.90±0.10

Cross-domain performance

We study how a meta-trained network performs on other domains. To do this, we meta-train a network on a source domain (Airplane, Fungi, CUB, DTD, Flowers, Mini-Imagenet, and Omniglot),
and report the average accuracy as described in section 11 on target domains (Airplane, Fungi,
CUB, DTD, Flowers, Mini-Imagenet, and Omniglot). We also report the accuracy of a few-shot
task if we do not use any cross-domain meta-trained network and just train the network based on
the target task. In this case the train dataset is N/A. Table3.17 shows the results for this set of
experiments.

Cross-domain with attention and autoencoders

In the first set of experiments, we evaluate the performance of attention network. We use 4 datasets
as source domains: MiniImageNet, Omniglot, DTD, and VGG flowers. We evaluate our model on
three target domains: AirPlane, Fungi, and CUB. Table 3.18 shows the results. We observed that
when we use supervised tasks from target domain, we can train attention such that it can use other
domain’s features. The performance is close to the MAML in Airplane domain. The same is true
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Table 3.18: The mean accuracy over 1000, 5-way, {1,15}-shot and {5, 15}-shot tasks for test
target domains: Ariplane, Fungi and CUB. ± shows a 95% confidence interval. CD-Meta-Att (U)
is using attention with unsupervised tasks from the target domain and CD-Meta-Att (S) is using
attention with supervised tasks from the target domain.

Method
N/A
UMTRA
CD-Meta-Att (U)
CD-Meta-Att (S)
MAML

Airplane
{1, 15}

{5, 15}

Fungi
{1, 15}

{5, 15}

CUB
{1, 15}

{5, 15}

25.71 ± 0.40
25.85 ± 0.41
24.17 ± 0.40
46.85 ± 0.75
47.76 ± 0.68

32.00 ± 0.47
33.10 ± 0.49
29.35 ± 0.48
56.56 ± 0.63
62.74 ± 0.62

25.75 ± 0.39
34.79 ± 0.56
28.66 ± 0.51
41.68 ± 0.72
46.11 ± 0.70

33.19 ± 0.47
46.79 ± 0.55
36.36 ± 0.50
53.01 ± 0.61
62.60 ± 0.60

27.51 ± 0.41
35.21 ± 0.52
29.67 ± 0.49
50.05 ± 0.77
50.74 ± 0.70

37.63 ± 0.44
47.78 ± 0.54
37.79 ± 0.45
61.00 ± 0.65
67.03 ± 0.62

Table 3.19: The mean accuracy over 1000, 5-way, {1,15}-shot tasks for each domain. The rows
represent training dataset and columns represent test dataset. ± shows a 95% confidence interval.

Dataset

Fungi

CUB

DTD

VGG Flowers

MiniImagenet

Omniglot

N/A
25.71±0.40
UMTRA 25.85±0.41
CD-AE 27.96±0.44

25.37±0.37
34.79±0.56
34.44±0.55

27.03±0.39
35.21±0.52
39.43±0.54

23.65±0.35
31.47±0.48
35.68±0.50

44.76±0.54
59.66±0.70
65.00±0.68

27.70±0.41
36.54±0.54
38.77±0.57

61.93±0.67
78.37±0.65
83.86±0.50

47.76±0.68

46.11±0.70

50.74±0.70

29.98±0.46

63.81±0.66

44.04±0.58

95.64±0.31

MAML

Airplane

for unsupervised setting when we use UMTRA tasks from unsupervised data in target domain.
However, in comparison with UMTRA and MAML, we see that performance is not as good. One
reason is that in this approach the network should implicitly learn to separate domain and task.
Tables 3.19, and 3.20 show the results for CD-AE. Here we used a more explicit approach to learn
features from the target domain. We see that in {1, 15}-shot tasks, our method works better than
UMTRA in all cases except Fungi in which we perform worse than UMTRA, but still in the margin
of the error. The same is true for {5, 15}. In {5, 15}-shot tasks, we are in the margin of the error
of UMTRA on VGGflowers.
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Table 3.20: The mean accuracy over 1000, 5-way, {5,15}-shot tasks for each domain. The rows
represent training dataset and columns represent test dataset. ± shows a 95% confidence interval.

Dataset

Fungi

CUB

DTD

VGG Flowers

MiniImagenet

Omniglot

N/A
31.75±0.47
UMTRA 33.10±0.49
CD-AE 35.43±0.53

33.14±0.45
46.79±0.55
45.83±0.58

37.61±0.44
47.78±0.54
52.67±0.55

28.69±0.36
42.95±0.46
45.68±0.43

64.77±0.52
75.18±0.54
74.78±0.51

37.43±0.46
49.56±0.53
51.41±0.52

85.30±0.38
90.57±0.37
94.93±0.22

62.74±0.62

62.60±0.60

67.03±0.62

40.70±0.46

80.60±0.47

59.88±0.53

98.90±0.10

MAML

Airplane

Cross-domain with clustering

In this section of experiments we use VGG19 trained on Imagenet as our source domain. To
demonstrate that this method can work in different domains, we test our method on a variety of
datasets. First, we evaluated our method on few-shot learning benchmarks: Mini-Imagenet [66]
and Omniglot [32]. In addition, we tested our method on face domain, CelebA. Furthermore, we
test our method on CUB-200-2011, a dataset of birds. Finally, we also looked at the textures
dataset, DTD.
We compare our method against two baselines, transfer learning and training from scratch. When
possible we compare with other unsupervised meta-learning techniques applied on the same domains as baselines such as UMTRA or CACTUs.
Table 3.21 shows the result on Omniglot domain. We compare our method against CACTUs.
The results for other well-known few-shot learning benchmark, Mini-Imagenet are shown in table
3.22. We used 500 clusters for this experiment. As we expect, the results are getting very close to
supervised MAML which is not a coincidence since VGG19 is trained on the Imagenet.
Table 3.23 shows accuracy of our method on CelebA which is a dataset of celebrity faces. We
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Table 3.21: Omniglot accuracy on different methods. The results are averaged over 1000 tasks and
a 95% confidence interval is reported.

Algorithm

Feature Extractor

(5, 1)

(5, 5)

(20, 1)

(20, 5)

Training from scratch
CACTUs-MAML
CACTUs-ProtoNets
CACTUs-MAML
CACTUs-ProtoNets
UMTRA
CD-Meta-CACTUs

N/A
ACAI
ACAI
BiGAN
BiGAN
N/A
VGG19

51.64 ± 0.65
68.84 ± 0.80
68.12 ± 0.84
58.18 ± 0.81
54.74 ± 0.82
83.80
86.04 ± 0.48

71.44 ± 0.53
87.78 ± 0.50
83.58 ± 0.61
78.66 ± 0.65
71.69 ± 0.73
95.43
95.73 ± 0.22

23.39 ± 0.23
48.09 ± 0.41
47.75 ± 0.43
35.56 ± 0.36
33.40 ± 0.37
74.25
52.82 ± 0.35

43.45 ± 0.29
73.36 ± 0.34
66.27 ± 0.37
58.62 ± 0.38
50.62 ± 0.39
92.12
77.55 ± 0.25

Transfer Learning
Supervised MAML
Supervised ProtoNets

N/A
N/A
N/A

54.49 ± 0.90
94.46 ± 0.35
98.35 ± 0.22

89.57 ± 0.44
98.83 ± 0.12
99.58 ± 0.09

39.02 ± 0.39
84.60 ± 0.32
95.31 ± 0.18

80.87 ± 0.25
96.29 ± 0.13
98.81 ± 0.07

Table 3.22: Mini-Imagenet accuracy comparison for CD-Meta-CACTUs with supervised metalearning. The results are averaged over 1000 tasks and a 95% confidence interval is reported.

Sampling

Feature Learner

(5, 1)

(5, 5)

(5, 15)

(5, 50)

Training from scratch
CD-Meta-CACTUs
Supervised MAML

N/A
VGG19
N/A

27.53 ± 0.44
45.25 ± 0.64
46.13 ± 0.61

35.87 ± 0.45
59.57 ± 0.57
60.36 ± 0.57

44.97 ± 0.49
67.12 ± 0.50
67.53 ± 0.52

51.49 ± 0.50
72.93 ± 0.45
72.86 ± 0.47

evaluated our method with different number of clusters. We compare our method with transfer
learning from VGG19. We can see that in face domains, the results are getting further from supervised maml accuracy. Also it is interesting that our method is robust to the number of clusters.

To compare our method with transfer learning, we tried different values of K for transfer learning
and our method. Table 3.24 shows the result for this experiment. We can see that there is a big
gap between our method accuracy and 1-shot transfer learning. This gap gets smaller as expected,
however, our method works better even with 10 shots for each class.
We know that the accuracy of meta-learning techniques decrease when tasks have larger number
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Table 3.23: Celeba accuracy on different number of clusters for CD-Meta-CACTUs method. The
results are averaged over 1000 tasks and a 95% confidence interval is reported.

Sampling

Feature Learner

num clusters

(5, 1)

(5, 5)

(5, 15)

Baseline
CD-Meta-CACTUs
CD-Meta-CACTUs
CD-Meta-CACTUs
CD-Meta-CACTUs
CD-Meta-CACTUs
Supervised MAML

VGG19
VGG19
VGG19
VGG19
VGG19
VGG19
N/A

N/A
20
50
500
5000
25000
N/A

33.28 ± 0.57
42.28 ± 0.58
44.56 ± 0.61
47.33 ± 0.63
47.73 ± 0.62
47.81 ± 0.62
82.29 ± 0.65

58.74 ± 0.62
60.27 ± 0.54
62.80 ± 0.57
65.54 ± 0.58
66.00 ± 0.57
66.20 ± 0.58
92.63 ± 0.33

74.04 ± 0.49
70.82 ± 0.52
72.65 ± 0.54
75.23 ± 0.51
75.36 ± 0.51
75.72 ± 0.52
93.97 ± 0.26

Table 3.24: Celeba accuracy on different values of samples for test via meta-learning and transfer
learning. The results are averaged over 1000 tasks and a 95% confidence interval is reported.

K

CD-Meta-CACTUs
(25000 clusters)

transfer learning

1
2
3
4
5
6
7
8
9
10

47.81 ± 0.62
55.81 ± 0.61
60.49 ± 0.59
64.08 ± 0.58
66.20 ± 0.58
68.02 ± 0.58
69.34 ± 0.53
70.05 ± 0.54
71.40 ± 0.54
72.16 ± 0.52

33.28 ± 0.57
43.48 ± 0.66
49.63 ± 0.47
54.48 ± 0.68
58.74 ± 0.62
60.80 ± 0.63
62.63 ± 0.60
64.93 ± 0.58
67.09 ± 0.56
68.38 ± 0.56

of classes. We compared our method with transfer learning, when the number of classes in a task
is increasing in Table 3.25.
We also compared our method with unsupervised learning algorithms which are based on unsupervised learning in target domain and there is no source domain knowledge transfer. As expected
our method outperforms these approaches since it can leverage knowledge learned from source
domain. Table 3.26 shows the result for this experiment.
Furethermore, we evaluate our method on CUB and DTD datasets. The results can be found in
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Table 3.25: Celeba 1-shot accuracy on different number of classes for meta-learning and transfer
learning. The results are averaged over 1000 tasks and a 95% confidence interval is reported.

N

CD-Meta-CACTUs
(25000 clusters)

transfer learning

2
3
4
5
6
7
8
9
10

73.88 ± 1.06
63.83 ± 0.88
54.16 ± 0.74
47.81 ± 0.62
43.39 ± 0.55
39.08 ± 0.49
36.34 ± 0.44
34.05 ± 0.41
31.83 ± 0.37

70.86 ± 1.06
47.33 ± 0.86
38.48 ± 0.69
33.28 ± 0.57
30.35 ± 0.49
27.68 ± 0.44
25.70 ± 0.39
24.30 ± 0.37
23.13 ± 0.34

Table 3.26: Celeba accuracy on different unsupervised methods. The results are averaged over
1000 tasks and a 95% confidence interval is reported.

Algorithm

(5, 1)

(5, 5)

(5, 15)

Training from scratch
Transfer Learning
CACTUs
UMTRA
CD-Meta-CACTUs (25000 clusters)

34.69 ± 0.50
33.28 ± 0.57
41.42 ± 0.64
39.30 ± 0.59
47.81 ± 0.62

56.50 ± 0.55
58.74 ± 0.62
62.71 ± 0.57
60.44 ± 0.56
66.20 ± 0.58

70.56 ± 0.49
74.04 ± 0.49
74.18 ± 0.68
72.41 ± 0.48
75.72 ± 0.52

table 3.27
Last but not least, we do an ablation study on the number of clusters in the cub dataset. We see that
unlike CelebA, CD-Meta-CACTUs suffers from increasing the number of clusters here. However,
it works better than transfer learning when the number of shots are small.
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Table 3.27: CUB-200-2011 and DTD accuracy on different unsupervised methods. The results are
averaged over 1000 tasks and a 95% confidence interval is reported.

CUB
(5, 1)

(5, 5)

(5, 15)

DTD
(5, 1)

(5, 5)

(5, 15)

Training from
scratch
Transfer
Learning
CD-MetaCACTUs
(500 clusters)

26.08 ± 0.43

33.85 ± 0.44

39.73 ± 0.45

23.68 ± 0.37

29.34 ± 0.37

35.67 ± 0.37

35.89 ± 0.55

64.77 ± 0.63

83.11 ± 0.44

41.08 ± 0.55

64.47 ± 0.52

78.69 ± 0.39

51.03 ± 0.70

67.39 ± 0.56

73.84 ± 0.49

32.44 ± 0.50

44.03 ± 0.48

53.70 ± 0.44

Supervised
MAML

55.31 ± 0.73

70.41 ± 0.58

76.68 ± 0.50

35.02 ± 0.55

46.95 ± 0.48

55.32 ± 0.45

Algorithm

Table 3.28: CUB-200-2011 accuracy on different unsupervised methods. The results are averaged
over 1000 tasks and a 95% confidence interval is reported.

Algorithm

Cub
(5, 1)

(5, 5)

(5, 15)

Training from scratch
Transfer Learning
CD-Meta-CACTUs (5000 clusters)
CD-Meta-CACTUs (1000 clusters)
CD-Meta-CACTUs (500 clusters)

26.08 ± 0.43
35.89 ± 0.55
40.86 ± 0.62
50.51 ± 0.71
51.03 ± 0.70

33.85 ± 0.44
64.77 ± 0.63
56.21 ± 0.57
66.54 ± 0.59
67.39 ± 0.56

39.73 ± 0.45
83.11 ± 0.44
65.50 ± 0.51
73.39 ± 0.52
73.84 ± 0.49

Supervised MAML

55.31 ± 0.73

70.41 ± 0.58

76.68 ± 0.50
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CHAPTER 4: CONCLUSION

In this dissertation, we discussed the problem of unsupervised meta-learning, aiming to find an
effective way to generate tasks without supervision that can be used for meta-training and improve
the performance of novel unseen tasks during meta-test. First, we formalized the problem of unsupervised meta-learning and proposed UMTRA, a method for unsupervised meta-learning based
on random sampling and augmentation. UMTRA allows us to train a network that achieves high
accuracy (even comparable with supervised meta-learning in some domains) while using orders of
magnitude smaller amounts of data. Despite its benefits, UMTRA has the disadvantage of having a
bigger hyperparameter space. The user must manually decide what kind of augmentations to apply.
To resolve these issues, we proposed another method, LASIUM that uses latent space interpolation
in generative models to generate tasks for unsupervised meta-learning. Not only does LASIUM
work with a smaller number of hyperparameters, but also it achieves better results than UMTRA.
We believe that is because the augmented images are from the distribution of a generative model
rather than applying transformation on the original images. Finally, we considered the problem
of cross-domain meta-learning in which we have few examples to learn a new task that does not
share the underlying properties with the tasks that we used during meta-learning. We formalized
the problem and studied seven different domains. Next, we investigated how are these domains
related to each other. Finally, we proposed three different approaches to combine knowledge from
source domains to improve the performance on a cross-domain meta-learning target task.

***

Meta-learning is a desirable framework to solve few-shot learning tasks, however, the meta-training
stage requires thousands of tasks and as a result large labeled dataset. Unsupervised meta-learning
gets us closer to solving few-shot learning since it can achieve the same goal with no supervision.
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More importantly, we can develop agents that can learn a new task without requiring to pre-train
them on large amount of labeled data.
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