Enhancing desk-based computer environments with virtual reality technology requires natural interaction support, in particular head and hand tracking. Todays motion capture systems instrument users with intrusive hardware like optical markers or data gloves which limit the perceived realism of interactions with a virtual environment and constrain the free moving space of operators. Our work therefore focuses on the development of fault-tolerant techniques for fast, non-contact 3D hand motion capture, targeted to the application in standard office environments. This paper presents a table-top setup which utilizes vision based volumetric reconstruction and tracking of skin colored objects to integrate the users hands and face into virtual environments. The system is based on off-the-shelf hardware components and satisfies real-time constraints.
INTRODUCTION
Virtual and mixed reality environments rely on the implementation of (tele) presence: the perceived sense that a user's own body and body parts belong to the artificial world presented. Of paramount importance here is the efficient and accurate registration, tracking, reconstruction and display of the head and hands of a human operator. While the head data is mainly used to perform correct view-dependent display operations, hand data are important for (a) displaying artificial representations within the virtual environment (presence) and (b) directly interacting with virtual subjects or objects through grasping or gestural communication.
In "standard" virtual reality (VR) systems head position and orientation, or pose, is often tracked with head-worn devices like e.g. stereo glasses or head-mounted displays. The pose of a user's hand (often only one) and the pose of his fingers is usually determined with data gloves of various types. While this instrumentation of a user's body is not desirable it is seen as a practical workaround because of the lack of appropriate systems, tools and methods. Utilization of optical sensing technology without instrumenting the user would be the desirable solution. But a real scene with a human operator interacting in it is usually of such complexity in terms of quality, quantity, predictability and noise, that a comprehensive all-satisfying vision based solution is hard to achieve. Either quality has to be sacrificed or the environment has to be restricted and constrained. Fortunately, when considering standard office environments, with a view to turning them into virtually enhanced * e-mail: Christoph John@gmx.de † e-mail: schwanecke@informatik.fh-wiesbaden.de ‡ e-mail: holger@infoscience.otago.ac.nz interactive 3D environments, one can make use of a couple of constraints already present. In [4] for instance, an environment is presented in which horizontal and vertical display surfaces replace the desk furniture to achieve an enhanced mixed reality groupware space. Both interactive display surfaces are used for single-user, co-located and remote work in a seamless approach. While this system approach still relies on specialized hardware and instrumentation (e.g. limited interaction possibilities through 2D touch screen) the environment itself seems to be a reasonable and promising working environment for vision based tracking:
The lighting conditions, the positions of the user(s), the working volume of the hands and the overall furniture geometry can be measured or controlled to a large extent. Consequently, given such a real workplace environment, a more natural incorporation of the user's head and hands into the real and virtual environment could be made possible.
SYSTEM DESIGN
In the following we present an approach which develops and implements hands and head (skin-colored objects) reconstruction and tracking in a potential future office environment. The system focuses on the volumetric reconstruction and tracking of hands as primary goal and tracking of the head as a required secondary goal. The presented approach has been constrained to controlled and reasonably well lighted office environments, following the recommendations of IEEE Std.241 [1] and exclusively relies on off-the-shelf hardware components. The setup is given as a table-top environment in which a user is placed in front of a transparent projection screen, see figure 1 . The users hands and head are reconstructed in a supervised volume of 1.0m × 1.0m × 0.75m which equals his working range in front of the projection screen. We utilize color cameras (Point Grey Firefly MV) which allow a volumetric reconstruction with a local resolution of up to 4mm 3 in the proposed setup. The system consists of an array of six such cameras and utilizes a Shape From Silhouette (SfS) algorithm [3] to compute a volumetric reconstruction of the user-space. In SfS type algorithms object reconstruction is based on two steps. First, object silhouettes are segmented in all camera images. Second, the volume to be reconstructed is discretized into voxels which are assigned to the objects visual hull [3] if their image projections lie within all silhouettes. Our system is based on a probabilistic SfS (pSfS) algorithm which utilizes a Bayesian framework for voxel classification. The algorithm does not assign silhouette masks to single camera images like is done in traditional SfS (tSfS) approaches. Instead it applies soft assignments of silhouette likelihoods to each image pixel. These likelihoods are combined in a volume based decision rule to assign visual hull likelihoods to all voxels. Segmentation can than be achieved through thresholding of voxel probabilities. This probabilistic SfS variant was originally introduced in [2] who used a probabilistic background model to compute silhouette likelihoods, resulting in a 3D background model of the scene. We have extended this algorithm by explicitly modeling the foreground process. As we are exclusively interested in hand and face reconstructions we can utilize a priori knowledge of expected volume occupancies as well as object type and color to further specialize the reconstruction. The obtained volume is well suited for object tracking. It resolves inter and intra object occlusions which usually complicate image based tracking approaches and allows the formulation of object reconstruction and tracking in a completely probabilistic chain. We therefore utilize the reconstructed volume as input source for position estimation of hand and face volumes and formulate tracking as recursive Bayesian estimation within a mixture particle filter framework [5] .
RESULTS
Reconstruction results of the presented pSfS algorithm show, that even with a relative low number of (six) cameras involved, detailed volumetric reconstructions can be computed. For comparison reasons we have implemented probabilistic and traditional SfS. The traditional SfS variant implements silhouette mask computation through thresholding of per pixel silhouette likelihoods. That way both SfS algorithms are based on the same image processing results and only vary in their voxel assignment rules. Figure 2 (a) shows reconstruction results of tSfS and figure 2(b) of the pSfS algorithm. Here the probabilistic algorithm clearly results in superior reconstructions. The observed quality difference is introduced through uncertainties in the object segmentation step. These can appear in case of color similarities between background and foreground objects or alternatively if shadows are misclassified as foreground objects. tSfS approaches are more sensitive to these uncertainties. Here misclassification in a single view already results in an erroneous volume reconstruction. The pSfS algorithm on the other hand can partially compensate uncertainties due to utilization of additional a priori knowledge of volume occupancy and the shift of object segmentation into the spatial domain.
Both SfS algorithms have been implemented on graphics hardware using the NVIDIA CUDA library. This allows object reconstruction and tracking in real-time and releases the CPU from its main workload. Tracking of hand and face volumes is based on a low resolution volume reconstruction and has a worst case runtime of approximately 5ms. The proposed system approach thus achieves object reconstruction and tracking within 12ms which makes it suitable for the advanced HCI applications targeted.
