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Abstract 
Facial recognition is changing the way we live in and interact with our 
society. Here we discuss the two sides of facial recognition, summarizing 
potential risks and current concerns. We introduce current policies and 
regulations in different countries. Very importantly, we point out that the risks 
and concerns are not only from facial recognition, but also realistically very 
similar to other biometric recognition technology, including but not limited to gait 
recognition, iris recognition, fingerprint recognition, etc. To create a responsible 
future, we discuss possible technological moves and efforts that should be 
made to keep facial recognition (and biometric recognition in general) 
developing for social good. 
 
The Two Sides of Facial Recognition 
Like other technologies that change the world and the way we live, the 
original motivation for facial recognition is for human good. In the area of public 
safety, facial recognition technology has been widely used in surveillance 
systems, tracking criminals and identifying fugitives (Moon 2018; Lo 2018). It 
has also been used to fight human trafficking, detect kidnappers, and help to 
trace long-missing children for family reunion (Jenner 2018; Yan 2019; 
Cuthbertson 2018). In business and finance, facial recognition is becoming a 
more and more popular choice in payment and courier services, and helps to 
maximize security and minimize fraud (A. Lee 2017; Xia 2019; Roux 2019a). In 
transportation, facial recognition has been deployed in airports and train 
stations to save travelers time from checking in, help travelers to pay for their 
fares, and identify unlicensed drivers and jaywalkers (Liao 2018; 2019; Yi 2017; 
Tao 2018). In the medical field, facial recognition has been used in patients 
identification and monitoring, sentiment analysis, and genetic disorder 
diagnose (Martinez-Martin 2019; Roux 2019b; Vincent 2019a). In education, 
facial recognition helps to improve campus security, combat school bullying, as 
well as attendance tracking, etc. (Levy 2010; Chronicle 2018; Durkin 2019). 
Although facial recognition has or will benefit our society in many ways, 
controversy and concerns are rising. The topic of privacy, security, accuracy, 
bias and freedom are with frequent discussions: 
Privacy: When it comes to various concerns about facial recognition, 
privacy and data security is constantly mentioned. In February, 2019, 
SenseNets, a facial recognition and security software company in Shenzhen, 
was identified by security experts as having a serious data leak from an 
unprotected database, including over 2.5 million of records of citizens with 
personal information (Gevers 2019). In August, 2019, the personal information 
of over 1 million people, including biometric information such as facial 
recognition information and fingerprints, was found on a publicly accessible 
database used by the likes of UK metropolitan police, defense contractors and 
banks (Taylor 2019). Such data breaches can put victims at a considerable 
disadvantage, especially when considering the biometric information is almost 
permanent, and the consequences of the leak are severe and lasting. 
Security: Although typically considered as a means of security identification, 
facial recognition should not be considered safe enough. Research has shown 
that GAN-generated Deepfakes videos are challenging for facial recognition 
systems, and such a challenge will be even greater when considering the 
further development of face-swapping technology (Korshunov and Marcel 
2018). In another research, the best public Face ID system ArcFace is attacked 
by adding printed paper stickers on a hat and the Face ID model got confused. 
Accuracy: In fact, when considering applying facial recognition systems in 
real-world scenarios, facial recognition systems might not seem to be that 
reliable. A report shows that the facial recognition system from South Wales 
Police of UK has misidentified thousands of trials, making 2,297 false positive 
of a total 2,470 matches, with an error rate of about 92%. Critics worry that such 
poor performance might result in mistaken arrests as well as a drag on the work 
of the police (Fingas 2018). Another evaluation from the University of Essex 
has shown that the Metropolitan Police's facial recognition technology only 
made 8 correct in its 42 matches, with an error rate of 81%, and such 
deployment was likely to be found “unlawful” if challenged in court (Hall 2019; 
Manthorpe and Martin 2019; Booth 2019).  
Bias: Besides the robustness and reliability problems, the possible bias 
from or amplified by the deployment of facial recognition systems bring in extra 
ethical issues. In the “Gender Shades” project from MIT Media Lab and 
Microsoft Research, facial analysis algorithms from IBM, Microsoft, and Megvii 
(Face++) have been evaluated, and it shows that darker-skinned females are 
the most vulnerable group to gender misclassification, with error rates up to 
34.4% higher than those of lighter-skinned males (Buolamwini and Gebru 2018). 
In a report from American Civil Liberties Union (ACLU), a test was made on 
Amazon’s facial recognition tool “Rekognition” by comparing photos of 535 
members of US Congress with a face database of 25,000 arrest photos. The 
results include 28 false matches, in which 39% are people of color, even though 
they only make up 20% of the input (Snow 2018). Another test in 2019 showed 
similar results (Ehrenkranz 2019). Although Amazon responded that the 
confidence threshold used in those tests should be set to higher values to 
match their recommendations for law enforcement scenarios (Wood 2018), it 
still raised concerns about possible harms from racial biases and whether such 
facial recognition tools are accurate and reliable enough for deployment 
(Fussell 2018; Singer 2018). 
Freedom: Facial recognition powered surveillance systems, if improperly 
deployed or secured, will not only fail to effectively safeguard public safety, but 
also may infringe on people’ freedom/privacy and provide a source for abuse. 
Thus, the balance between public safety and personal privacy/freedom is quite 
essential. In a recent survey conducted by Ipsos, about two-thirds of adults 
across 26 countries support “a limited and restricted government use of AI and 
facial recognition to maintain order”, while only less than one third of citizens 
support “a government use as much as needed, even at the cost of sacrificing 
their privacy”, and only less than one quarter support “a total ban” (Boyon 2019). 
Although the survey shows subtle differences between countries, genders and 
education backgrounds, it reveals a major finding that there does exist a 
consensus of prudence and openness about facial recognition technology. 
As a case study, the recent controversy about school usage of facial 
recognition in China has attracted a lot of attention and discussion. The China 
Pharmaceutical University is reported to bring in facial recognition software for 
student attendance tracking and behaviour monitoring in class (Smolaks 2019). 
Meanwhile, a photo taken from an event went viral online, in which a demo 
product from Megvii, a major facial recognition company illustrated how their 
product could monitor and analyze students’ behaviour in class, including how 
often they raise their hands, or lean over the table (Runhua 2019). Similar 
attempts are also seen in other countries (e.g. applications from the SensorStar 
Labs in New York, US (Alcorn 2013)). The two incidents in China quickly raised 
ethical concerns about current facial recognition applications in class. Some 
have criticized such application as invading students’ privacy and freedom, 
some have questioned the school’s ability to keep the students’ facial data 
secure and isolate from possible abuse, some worry that this may hamper the 
development of students’ personality and trigger a backlash from students 
towards AI technology, and some see such application as failure examples of 
empowering education with AI. The Ministry of Education of China took actions 
very quickly, and is thus planning to curb and regulate the use of facial 
recognition in schools (Siqi 2019).  
Facial recognition in classrooms still needs extensive discussions on 
potential impacts. The motivation of the application tries to recognize whether 
the students are focused, tired, bored, enthusiastic, etc. which is very 
problematic since human emotions are very complex, and they may not be 
really understood by analyzing points and relations on faces. The application of 
this technology also changed the original way of more natural interactions 
between teachers and students. The results of emotion recognition in the 
classroom are like mirror images for students, and by using this technology, the 
focus of the teachers could be no longer on understanding students by 
interacting with them, instead, understandings are supported by statistics of 
these mirror images. On the other hand, there would be high risks that students 
may act before cameras, making fake emotional faces, and fundamentally hate 
technologies of such type. In addition, very possibly, similar techniques could 
be used to analyze the emotions, focus, and behaviors of teachers in the 
classrooms. And potential negative effects also apply to them. Based on the 
idea from Confucius, in Analects (c. 500 BCE) that “What you do not want 
others to do to you, do not do unto others” (similar descriptions are in Golden 
Rule or ethic of reciprocity), facial and emotion recognition in classrooms should 
not be supported. This kind of trying has a high risk to be considered as a 
misuse of facial recognition technology and is not responsible especially for 
future generations. It is also possible that it could be used in factories, offices, 
etc. to track and analyze behaviors of many people. Such fears are not 
unfounded when considering that Amazon has already been using AI systems 
to track warehouse workers’ productivity and automatically generate paperwork 
to fire those that failed to meet expectations (Bort 2019), and it is reported that 
some sanitation workers in Nanjing, China received messages like “please 
continue working” from their location-tracking bracelets when they decided to 
stay in one place (Hollister 2019). The trying as such will very likely to have 
negative impacts for creating human-AI symbiotic society. 
 
Policies and Regulations 
 In the United States, legislators in San Francisco have voted unanimously 
to ban the use of facial recognition technology across local agencies, including 
transport authority and law enforcement, making them the first of US to do so 
(D. L. Lee Dave 2019; Paul 2019). They argue that the ban would protect them 
from possible inaccuracy and bias, and maintain their privacy and liberty. A few 
months later, the city of Somerville and Oakland also passed their own ban on 
city use of facial recognition (Wu 2019; Fisher 2019). Before that, on March 14, 
2019, a bipartisan bill, called the Commercial Facial Recognition Privacy Act, 
was introduced by senators to offer legislative oversight on the commercial 
application of facial recognition. The bill would prohibit commercial users from 
collecting and re-sharing facial data for identifying or tracking consumers 
without their consent (Hatmaker 2019). 
In the European Union, the General Data Protection Regulation (GDPR), 
enforced on May 25, 2018, has already offer EU a strict regulation for the 
protection of personal information. The European Commission is also planning 
to impose strict limits on facial recognition usage to give EU citizens explicit 
rights over the use of their facial data (Khan 2019). It worth noting that the 
Swedish Data Protection Authority (DPA) has recently issued its first GDPR fine 
against a trial project in a school of northern Sweden, in which 22 students were 
captured using facial recognition software to keep track of their attendance in 
class (Euronews 2019; Hanselaer 2019). The Swedish DPA accused the school 
of processing personal data more than necessary and without legal basis, data 
protection impact assessment, and prior consultation (Edvardsen 2019).  
In China, privacy and personal data security have become the focus of 
supervision since such concerns became real problems. Taking effect on June 
1, 2017, the China Internet Security Law banned online service providers from 
collecting and selling users’ personal information without user consent 
(Creemers, Triolo, and Webster 2018). On May 1, 2018, the national standard 
on personal information protection, the Personal information security 
specification, took effect and laid out guidelines for how personal information 
should be collected, used, and shared (Shi et al. 2019).  
Regulations of Facial recognition are directly related to data and 
governance of AI in general. In China, as the leading organization that pushes 
forward the Chinese Next Generation Artificial Intelligence initiative, the Ministry 
of Science and Technology established the “Governance Principles for the New 
Generation Artificial Intelligence”(NGPNGAI 2019), including principles of 
Fairness and Justice, Respect for Privacy, etc. Relevant Efforts from Office of 
the Cyberspace Administration of China have also been established, such as 
“Data security management measures” and “Regulations for the Protection of 
Children's Personal Information on the Network” (CAC 2019a; 2019b), in which 
the importance of personal data protection, including the protection of personal 
biometric information, is highlighted (Xie 2019; Luo, Yu, and Shepherd 2019). 
The responsible development of facial recognition does not only rely on 
governments regulation, but also on the active involvement from industry. 
Microsoft actively called for governments regulation to regulate facial 
recognition as well as corporate responsibility, by starting to adopt six facial 
recognition principles (Brad Smith 2018b; 2018a). It is reported that they denied 
police facial recognition project and deleted their public face recognition dataset 
(Vincent 2019b; Murgia 2019). Google has chosen to not offer general-purpose 
facial recognition APIs to avoid possible abuse and harmful outcome (Google 
2018). Axon (formerly Taser International), a major police body camera 
manufacturer, has established their own AI Ethics Board and published the first 
report, concluded that the deployment of facial recognition technology in police 
body cameras should be stopped until such technology performs better 
accuracy and “equally well across races, ethnicities, genders, and other identity 
groups” (Axon 2019). Megvii, a major facial recognition company in China, has 
also set up a committee to oversee AI ethics-related issues (Sarah Dai 2019). 
Alipay, the world's largest mobile payment platform, has recently published a 
“biometrics user privacy and security protection initiative”, calling for a 
“minimum and sufficient” principle when collecting user biometric data, and 
advocating that biometric technology should be “normative and controllable” 
(Shen 2019). 
 
Similar Risks in Other Biometric Recognition 
Facial recognition, as one type of biometric recognition technology, is not 
all that we should care about. In fact, similar risks exist in almost every type of 
biometric recognition, including but not limited to gait recognition, iris 
recognition, fingerprint recognition, and voice recognition. 
When it comes to gait recognition, we are also faced with similar risks and 
ethical issues. According to a study from the University of California and 
Beihang University (Zhang, Wang, and Bhanu 2010), ethnics can be detected 
using human’s gait. They can distinguish people from East Asia and South 
America with about 80% for accuracy only based on their gaits. Moreover, even 
in 2005, gender classification has achieved over 95% for accuracy using gait, 
as suggested in the work of Dankook University and Southampton 
University(Yoo, Hwang, and Nixon 2005). In summary, gait recognition can also 
extract features like gender and ethnics just as facial recognition does, which 
could bring a series of problems related to algorithmic bias. 
Iris recognition has similar risks. Evaluations have shown that gender, eye 
color, race will have a different impact on the accuracy in iris recognition. 
Recognition on the UND iris database shows that the accuracy on male is 
96.67%, while only 86% on female (Tapia, Perez, and Bowyer 2014). An 
evaluation on different algorithms also shows that some of them perform better 
on male data, while some of them perform better on female data (Quinn et al. 
2018). For eye color, 13 algorithms perform better on dark eyes (brown and 
black), while the rest of 27 algorithms perform better on light eyes (blue, green 
and grey). Concerning race, the accuracy for white people is the best, while for 
Asian people is the worst (Quinn et al. 2018). In (Howard and Etter 2013), 
similar results were presented. The false rejection rates for different races are 
African American > Asian > Hispanic > Caucasian. While the false rejection 
rates for eye colors are Black > Brown > Blue > Green > Hazel > Blue-Green 
(Howard and Etter 2013). 
For fingerprint recognition, the accuracy on gender recognition could reach 
at least the accuracy of 97% (Gornale, Patil, and Veersheety 2016), which 
means that one can extract the gender information, and this information could 
have similar risks to be used with gender discrimination. In addition, the 
recognition accuracy for male and female are 91.69% and 84.69%, and future 
efforts are needed to make a balance (Wadhwa, Kaur, and Singh 2013). 
For a Responsible Future 
The future of facial recognition and related biometric recognition in society 
does not rely only on how people see the risks of these technologies from a 
societal perspective, and provide principles, norms, standards, policies, and 
laws, etc. to regulate them, but also heavily rely on what kind of technological 
move that could be made to provide a responsible future. At least the following 
efforts should be conducted from the technological point of view: 
1. Constantly Improving the Accuracy and Robustness of recognition models. 
Many current facial recognition models are with high accuracy on restricted 
datasets, while performing very differently in real-world and complex scenarios, 
and when facing adversarial attacks. The negative impacts are especially 
unacceptable in safety and security related issues. With human in the loop to 
make final decisions, continuous efforts are needed to increase the accuracy 
and robustness of the models and services that are put to practical use. 
2. Upgrading Data Privacy and Security Infrastructures. More secure data 
infrastructures with data grading, access control, data auditing, and privacy 
protection need to be developed, updated, and deployed to minimize the risks, 
especially for biometric data. Data firewalls need to be built against external 
attacks and data leaks. 
3. Developing fair recognition models. The present focus for refining recognition 
models is still improving accuracy on specific datasets that are with very limited 
diversities considering gender, race, etc. For the future, many efforts should be 
paid to make the recognition models fairer. That is to reduce the differences in 
accuracy for different gender, ethnicity, etc. and bridge the gaps. 
4. Technical grounding of informed consent, data revocation and model 
retraining. The understanding of privacy may change over time. Except for the 
maturation of recognition models, grounding of informed consent is essential to 
improve the acceptance of facial recognition for good (GDPR 2018; BAAI et al. 
2019; NGPNGAI 2019). At the same time, since users may not really 
understand the items listed in informed consent notes, and may change their 
minds, data erasure and revocation mechanisms and models need to be 
realized and deployed (GDPR 2018; BAAI et al. 2019; NGPNGAI 2019). The 
real technological bottleneck is not on how data could be erased and revoked 
from the database, but about how to remove them from the training and 
prediction model, and how to retrain the recognition model with minimum cost. 
5. Developing privacy-preserving learning and recognition models. One of the 
main focuses for facial and other biometric recognition is having access to 
privacy-related data for individuals. Future directions should be on the training 
and learning over encrypted data, and ensuring learning the general 
characteristics of the whole data without or at least reduce disclosing the private 
information of individuals. 
6. Ethics by Design and Risk Evaluation. The research, development, and 
deployment of responsible facial and other biometric recognition to the society 
should be with ethics by design, and taking the considerations into the whole 
lifecycle of the services. In order to reduce the potential negative effects, risks 
evaluation mechanisms and platforms need to be developed and deployed. AI 
risks evaluation organizations need to be involved in the lifecycle to help find, 
point out, and reduce potential technical and ethical risks. 
 
References 
Alcorn, Stan. 2013. “Facial Recognition In The Classroom Tells Teachers 
When Students Are S.” October 18, 2013. 
https://www.fastcompany.com/3018861/facial-recognition-in-the-
classroom-tells-teachers-when-students-are-spacing. 
Axon. 2019. “First Report of the Axon AI & Policing Technology Ethics Board.” 
Axon Enterprise. 
https://www.policingproject.org/s/Axon_Ethics_Board_First_Report.pdf. 
BAAI et al. 2019. “Beijing AI Principles.” May 25, 2019. 
http://www.baai.ac.cn/blog/beijing-ai-principles. 
Booth, Robert. 2019. “Police Face Calls to End Use of Facial Recognition 
Software.” The Guardian, July 3, 2019, sec. Technology. 
https://www.theguardian.com/technology/2019/jul/03/police-face-calls-
to-end-use-of-facial-recognition-software. 
Bort, Julie. 2019. “Amazon’s Warehouse-Worker Tracking System Can 
Automatically Pick People to Fire without a Human Supervisor’s 
Involvement.” Business Insider. April 25, 2019. 
https://www.businessinsider.com/amazon-system-automatically-fires-
warehouse-workers-time-off-task-2019-4. 
Boyon, Nicolas. 2019. “Global Citizens OK with Government Use of AI and 
Facial Recognition… Within Limits.” Ipsos. September 12, 2019. 
https://www.ipsos.com/en-us/news/polls/WEF-govt-use-facial-
recognition-ai. 
Brad Smith. 2018a. “Facial Recognition Technology: The Need for Public 
Regulation and Corporate Responsibility.” Microsoft on the Issues. July 
13, 2018. https://blogs.microsoft.com/on-the-issues/2018/07/13/facial-
recognition-technology-the-need-for-public-regulation-and-corporate-
responsibility/. 
Brad Smith. 2018b. “Facial Recognition: It’s Time for Action.” Microsoft on the 
Issues. December 6, 2018. https://blogs.microsoft.com/on-the-
issues/2018/12/06/facial-recognition-its-time-for-action/. 
Buolamwini, Joy, and Timnit Gebru. 2018. “Gender Shades: Intersectional 
Accuracy Disparities in Commercial Gender Classification.” In 
Conference on Fairness, Accountability and Transparency, 77–91. 
http://proceedings.mlr.press/v81/buolamwini18a.html. 
CAC. 2019a. “Data Security Management Measures (Draft).” May 28, 2019. 
http://www.moj.gov.cn/news/content/2019-05/28/zlk_235861.html. 
CAC. 2019b. “Regulations for the Protection of Children’s Personal 
Information on the Network.” August 23, 2019. 
http://www.cac.gov.cn/2019-08/23/c_1124913903.htm. 
Chronicle, Deccan. 2018. “Artificial Intelligence Can Help Schools Safeguard 
Children.” May 31, 2018. 
https://www.asianage.com/amp/technology/in-other-
news/310518/artificial-intelligence-can-help-schools-safeguard-
children.html. 
Creemers, Rogier, Paul Triolo, and Graham Webster. 2018. “Translation: 
Cybersecurity Law of the People’s Republic of China (Effective June 1, 
2017).” New America. June 29, 2018. 
https://www.newamerica.org/cybersecurity-
initiative/digichina/blog/translation-cybersecurity-law-peoples-republic-
china/. 
Cuthbertson, Anthony. 2018. “Police Trace 3,000 Missing Children in Just 
Four Days Using Facial Recognition Technology.” The Independent. 
April 24, 2018. https://www.independent.co.uk/life-style/gadgets-and-
tech/news/india-police-missing-children-facial-recognition-tech-trace-
find-reunite-a8320406.html. 
Durkin, Erin. 2019. “New York School District’s Facial Recognition System 
Sparks Privacy Fears.” The Guardian, May 31, 2019, sec. Technology. 
https://www.theguardian.com/technology/2019/may/31/facial-
recognition-school-new-york-privacy-fears. 
Edvardsen, Sofia. 2019. “How to Interpret Sweden’s First GDPR Fine on 
Facial Recognition in School.” August 27, 2019. 
https://iapp.org/news/a/how-to-interpret-swedens-first-gdpr-fine-on-
facial-recognition-in-school/. 
Ehrenkranz, Melanie. 2019. “Amazon’s Face Recognition Tech Once Again 
Pegs Politicians as Criminals.” Gizmodo. August 13, 2019. 
https://gizmodo.com/amazons-face-recognition-tech-once-again-pegs-
politicia-1837215790. 
Euronews. 2019. “Facial Recognition Replaces Class Register in Swedish 
Trial.” Euronews. January 16, 2019. 
https://www.euronews.com/2019/01/16/facial-recognition-replaces-
class-register-in-swedish-trial. 
Fingas, Jon. 2018. “Police Face Recognition Misidentified 2,300 as Potential 
Criminals.” Engadget. May 6, 2018. 
https://www.engadget.com/2018/05/06/police-face-recognition-
misidentified-2300-as-criminals/. 
Fisher, Christine. 2019. “Oakland Bans City Use of Facial Recognition 
Software.” July 17, 2019. 
https://www.engadget.com/2019/07/17/oakland-california-facial-
recognition-ban/. 
Fussell, Sidney. 2018. “Amazon Accidentally Makes Rock-Solid Case for Not 
Giving Its Face Recognition Tech to Police.” Gizmodo. July 27, 2018. 
https://gizmodo.com/amazon-accidentally-makes-rock-solid-case-for-
not-givin-1827934703. 
GDPR. 2018. “Art. 17 GDPR – Right to Erasure (‘Right to Be Forgotten’).” 
General Data Protection Regulation (GDPR) (blog). May 25, 2018. 
https://gdpr-info.eu/art-17-gdpr/. 
Gevers, Victor. 2019. “There Is This Company in China Named SenseNets. 
They Make Artificial Intelligence-Based Security Software Systems for 
Face Recognition, Crowd Analysis, and Personal Verification. And 
Their Business IP and Millions of Records of People Tracking Data Is 
Fully Accessible to Anyone.Pic.Twitter.Com/Zaf6w5502i.” Tweet. 
@0xdude (blog). February 13, 2019. 
https://twitter.com/0xdude/status/1095702540463820800?lang=en. 
Google. 2018. “AI for Social Good in Asia Pacific.” Google. December 13, 
2018. https://www.blog.google/around-the-globe/google-asia/ai-social-
good-asia-pacific/amp/. 
Gornale, Shivanand, Abhijit Patil, and C. Veersheety. 2016. “Fingerprint 
Based Gender Identification Using Discrete Wavelet Transform and 
Gabor Filters.” International Journal of Computer Applications 975: 
8887. 
Hall, Kat. 2019. “Metropolitan Police’s Facial Recognition Tech Not Only Crap, 
but Also of Dubious Legality – Report.” July 4, 2019. 
https://www.theregister.co.uk/2019/07/04/met_police_slammed_for_fac
ial_recognition_practice/. 
Hanselaer, Sarah. 2019. “Facial recognition in school renders Sweden’s first 
GDPR fine.” Text. European Data Protection Board - European Data 
Protection Board. August 22, 2019. 
https://edpb.europa.eu/news/national-news/2019/facial-recognition-
school-renders-swedens-first-gdpr-fine_en. 
Hatmaker, Taylor. 2019. “Bipartisan Bill Proposes Oversight for Commercial 
Facial Recognition.” TechCrunch (blog). March 15, 2019. 
http://social.techcrunch.com/2019/03/14/facial-recognition-bill-
commercial-facial-recognition-privacy-act/. 
Hollister, Sean. 2019. “These Chinese Sanitation Workers Have to Wear 
Location-Tracking Bracelets Now.” The Verge. April 6, 2019. 
https://www.theverge.com/2019/4/6/18298562/these-chinese-
sanitation-workers-have-to-wear-location-tracking-bracelets-now. 
Howard, John J., and Delores Etter. 2013. “The Effect of Ethnicity, Gender, 
Eye Color and Wavelength on the Biometric Menagerie.” In 2013 IEEE 
International Conference on Technologies for Homeland Security 
(HST), 627–632. IEEE. 
Jenner, Frances. 2018. “FaceSearch Is the New Facial Recognition Tool 
Used to Fight Human Trafficking.” Techli (blog). July 10, 2018. 
https://techli.com/facesearch-is-the-new-facial-recognition-tool-used-to-
fight-human-trafficking/54617/. 
Khan, Mehreen. 2019. “EU Plans Sweeping Regulation of Facial 
Recognition.” Financial Times. August 22, 2019. 
https://www.ft.com/content/90ce2dce-c413-11e9-a8e9-296ca66511c9. 
Korshunov, Pavel, and Sébastien Marcel. 2018. “Deepfakes: A New Threat to 
Face Recognition? Assessment and Detection.” ArXiv Preprint 
ArXiv:1812.08685. 
Lee, Amanda. 2017. “Alipay Rolls out World’s First ‘Smile to Pay’ Application 
in Hangzhou.” South China Morning Post. September 1, 2017. 
https://www.scmp.com/tech/start-ups/article/2109321/alipay-rolls-out-
worlds-first-smile-pay-facial-recognition-system-kfc. 
Lee, Dave Lee, Dave. 2019. “San Francisco Bans Facial Recognition in US 
First.” BBC News, May 15, 2019, sec. Technology. 
https://www.bbc.com/news/technology-48276660. 
Levy, Andrew. 2010. “School Installs £9k Facial Recognition Cameras to Stop 
Students Turning up Late.” Daily Mail Online. October 4, 2010. 
https://www.dailymail.co.uk/news/article-1317520/School-installs-9k-
facial-recognition-cameras-stop-students-turning-late.html. 
Liao, Shannon. 2018. “Facial Recognition Scans Are Expanding to Delta 
Flights in Atlanta International Airport.” The Verge. September 20, 
2018. https://www.theverge.com/2018/9/20/17884476/facial-
recognition-scan-delta-flight-atlanta-international-airport. 
Liao, Shannon. 2019. “A Chinese Subway Is Experimenting with Facial 
Recognition to Pay for Fares.” The Verge. March 13, 2019. 
https://www.theverge.com/2019/3/13/18263923/chinese-subway-facial-
recognition-fares-pay-ai. 
Lo, Kinling. 2018. “In China, These Glasses Are Helping to Catch Criminals.” 
South China Morning Post. February 7, 2018. 
https://www.scmp.com/news/china/society/article/2132395/chinese-
police-scan-suspects-using-facial-recognition-glasses. 
Luo, Yan, Zhijing Yu, and Nicholas Shepherd. 2019. “China Releases Draft 
Measures for Data Security Management.” Inside Privacy. May 28, 
2019. https://www.insideprivacy.com/uncategorized/china-releases-
draft-measures-for-the-administration-of-data-security/. 
Manthorpe, Rowland, and Alexander J Martin. 2019. “81% of ‘suspects’ 
Flagged by Met’s Police Facial Recognition Technology Innocent, 
Independent Report Says.” Sky News. July 4, 2019. 
https://news.sky.com/story/met-polices-facial-recognition-tech-has-81-
error-rate-independent-report-says-11755941. 
Martinez-Martin, Nicole. 2019. “What Are Important Ethical Implications of 
Using Facial Recognition Technology in Health Care?” AMA Journal of 
Ethics 21 (2): 180–87. https://doi.org/10.1001/amajethics.2019.180. 
Moon, Louise. 2018. “China’s Facial Recognition Catches Another Fugitive 
Jacky Cheung Fan.” South China Morning Post. May 22, 2018. 
https://www.scmp.com/news/china/society/article/2147245/chinas-
facial-recognition-cameras-apprehend-third-fugitive-jacky. 
Murgia, Madhumita. 2019. “Microsoft Quietly Deletes Largest Public Face 
Recognition Data Set.” Financial Times. June 6, 2019. 
https://www.ft.com/content/7d3e0d6a-87a0-11e9-a028-86cea8523dc2. 
NGPNGAI. 2019. “Governance Principles for the New Generation Artificial 
Intelligence--Developing Responsible Artificial Intelligence.” 96-17 
2019. 
https://www.chinadaily.com.cn/a/201906/17/WS5d07486ba3103dbf143
28ab7.html?from=singlemessage&isappinstalled=0. 
Paul, Kari. 2019. “San Francisco Could Ban Government Agencies from 
Using Facial Recognition Technology.” The Guardian, May 7, 2019, 
sec. US news. https://www.theguardian.com/us-
news/2019/may/07/san-francisco-to-ban-government-from-using-facial-
recognition-technology. 
Quinn, George W., George W. Quinn, Patrick Grother, and James Matey. 
2018. IREX IX Part One: Performance of Iris Recognition Algorithms. 
US Department of Commerce, National Institute of Standards and 
Technology. 
Roux, Melissa. 2019a. “Why Facial Recognition Is Important For Banking 
Services.” Sightcorp (blog). March 19, 2019. 
https://sightcorp.com/blog/why-facial-recognition-is-important-for-
banking-services/. 
Roux, Melissa. 2019b. “How Facial Recognition Is Used in Healthcare.” 
Sightcorp (blog). March 23, 2019. https://sightcorp.com/blog/how-
facial-recognition-is-used-in-healthcare/. 
Runhua, Zhao. 2019. “AI Startup Megvii Gets Knuckles Rapped over Class 
Monitoring Demo.” September 3, 2019. 
https://www.caixinglobal.com/2019-09-03/ai-startup-megvii-gets-
knuckles-rapped-over-class-monitoring-demo-101458246.html. 
Sarah Dai. 2019. “Megvii Pledges to Guard against Weaponisation of AI on 
Road to IPO.” South China Morning Post. August 26, 2019. 
https://www.scmp.com/tech/enterprises/article/3024395/china-facial-
recognition-unicorn-megvii-pledges-guard-against. 
Shen, Steven. 2019. “Alipay Launches China’s First Biometric Industry 
Initiative: Following the Principle of Minimum and Sufficient.” News 
Board. August 23, 2019. https://newsboard.top/alipay-launches-chinas-
first-biometric-industry-in/. 
Shi, Mingli, Samm Sacks, Qiheng Chen, and Graham Webster. 2019. 
“Translation: China’s Personal Information Security Specification.” New 
America. February 8, 2019. https://www.newamerica.org/cybersecurity-
initiative/digichina/blog/translation-chinas-personal-information-
security-specification/. 
Singer, Natasha. 2018. “Amazon’s Facial Recognition Wrongly Identifies 28 
Lawmakers, A.C.L.U. Says.” The New York Times, July 26, 2018, sec. 
Technology. https://www.nytimes.com/2018/07/26/technology/amazon-
aclu-facial-recognition-congress.html. 
Siqi, Cao. 2019. “Top Education Authority Pledges to Limit Use of Facial 
Recognition Systems in Schools - Global Times.” September 5, 2019. 
http://www.globaltimes.cn/content/1163771.shtml. 
Smolaks, Max. 2019. “Chinese University Deploys Facial Recognition Tech to 
Monitor Student Behavior.” The World’s Number One Portal for 
Artificial Intelligence in Business (blog). September 2, 2019. 
https://aibusiness.com/chinese-university-deploys-facial-recognition-
tech-to-monitor-student-behavior/. 
Snow, Jacob. 2018. “Amazon’s Face Recognition Falsely Matched 28 
Members of Congress With Mugshots.” The ACLU of Northern 
California. July 26, 2018. https://www.aclunc.org/blog/amazon-s-face-
recognition-falsely-matched-28-members-congress-mugshots. 
Tao, Li. 2018. “Jaywalkers under Surveillance in Shenzhen Soon to Be 
Punished via Text Messages.” South China Morning Post. March 27, 
2018. https://www.scmp.com/tech/china-
tech/article/2138960/jaywalkers-under-surveillance-shenzhen-soon-be-
punished-text. 
Tapia, Juan E., Claudio A. Perez, and Kevin W. Bowyer. 2014. “Gender 
Classification from Iris Images Using Fusion of Uniform Local Binary 
Patterns.” In European Conference on Computer Vision, 751–763. 
Springer. 
Taylor, Josh. 2019. “Major Breach Found in Biometrics System Used by 
Banks, UK Police and Defence Firms.” The Guardian, August 14, 2019, 
sec. Technology. 
https://www.theguardian.com/technology/2019/aug/14/major-breach-
found-in-biometrics-system-used-by-banks-uk-police-and-defence-
firms. 
Vincent, James. 2019a. “Facial Recognition and AI Could Be Used to Identify 
Rare Genetic Disorders.” The Verge. January 15, 2019. 
https://www.theverge.com/2019/1/15/18183779/facial-recognition-ai-
algorithms-detect-rare-genetic-disorder-fdna. 
Vincent, James. 2019b. “Microsoft Denied Police Facial Recognition Tech 
over Human Rights Concerns.” The Verge. April 17, 2019. 
https://www.theverge.com/2019/4/17/18411757/microsoft-facial-
recognition-sales-refused-police-access. 
Wadhwa, Ravi, Maninder Kaur, and K. V. P. Singh. 2013. “Age and Gender 
Determination from Finger Prints Using RVA and Dct Coefficients.” 
IOSR Journal of Engineering (IOSRJEN). 
Wood, Matt. 2018. “Thoughts On Machine Learning Accuracy.” Amazon Web 
Services. July 27, 2018. https://aws.amazon.com/blogs/aws/thoughts-
on-machine-learning-accuracy/. 
Wu, Sarah. 2019. “Somerville City Council Passes Facial Recognition Ban - 
The Boston Globe.” June 27, 2019. 
https://www.bostonglobe.com/metro/2019/06/27/somerville-city-council-
passes-facial-recognition-
ban/SfaqQ7mG3DGulXonBHSCYK/story.html. 
Xia, Li. 2019. “Facial Recognition Comes to Express Delivery in Chinese 
Cities - Xinhua | English.News.Cn.” April 12, 2019. 
http://www.xinhuanet.com/english/2019-04/12/c_137972130.htm. 
Xie, Echo. 2019. “China Working on Data Privacy Law but Stumbling over 
Enforcement.” South China Morning Post. May 5, 2019. 
https://www.scmp.com/news/china/politics/article/3008844/china-
working-data-privacy-law-enforcement-stumbling-block. 
Yan, Zhang. 2019. “Police Using AI to Trace Long-Missing Children.” China 
Daily Global. June 4, 2019. 
http://www.chinadaily.com.cn/a/201906/04/WS5cf5c8a8a31051914270
0e2f.html. 
Yi, Yang. 2017. “Facial Recognition Identifies Unlicensed Drivers in 
Shanghai.” December 6, 2017. 
http://www.xinhuanet.com//english/2017-12/06/c_136805332.htm. 
Yoo, Jang-Hee, Doosung Hwang, and Mark S. Nixon. 2005. “Gender 
Classification in Human Gait Using Support Vector Machine.” In 
International Conference on Advanced Concepts for Intelligent Vision 
Systems, 138–145. Springer. 
Zhang, De, Yunhong Wang, and Bir Bhanu. 2010. “Ethnicity Classification 
Based on Gait Using Multi-View Fusion.” In 2010 IEEE Computer 
Society Conference on Computer Vision and Pattern Recognition-
Workshops, 108–115. IEEE. 
 
 
