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Abstract
We introduce techniques for turning estimates on the infinitesimal behavior of solutions
to nonlinear equations (statements concerning tangent cones and blow ups) into more effec-
tive control. In the present paper, we focus on proving regularity theorems for stationary and
minimizing harmonic maps and minimal currents. There are several aspects to our improve-
ments of known estimates. First, we replace known estimates on the Hausdorff dimension of
singular sets by estimates on their Minkowski r-content, or equivalently, on the volumes of
their r-tubular neighborhoods. Second, we give improved regularity control with respect to
the number of derivatives bounded and/or on the norm in which the derivatives are bounded.
As an example of the former, our results for minimizing harmonic maps f : Mn → Nm be-
tween riemannian manifolds include a priori bounds in W1,p ∩ W2,
p
2 for all p < 3. These are
the first such bounds involving second derivatives in general dimensions. Finally, the quantity
we control is actually provides much stronger information than follows from a bound on the
Lp norm of derivatives. Namely, we obtain Lp bounds for the inverse of the regularity scale
r f (x) := max
{
r : supBr(x) r|∇ f | + r2|∇2 f | ≤ 1
}
. Applications to minimal hypersufaces include
a priori Lp bounds for the second fundamental form A for all p < 7. Previously known bounds
were for p ≤ 2 + ǫ(n). Again, the full theorem is much stronger and yields Lp bounds for
the corresponding regularity scale r|A|(x) := max
{
r : supBr(x) r|A| ≤ 1
}
. In outline, our discus-
sion follows that of an earlier paper in which we proved analogous estimates in the context
of noncollapsed riemannian manifolds with a lower bound on Ricci curvature. These were
applied to Einstein manifolds. A key point in all of these arguments is to establish the relevant
quantitative differentiation theorem.
∗The author was partially supported by NSF grant DMS1005552
†The author was partially supported by NSF postdoctoral grant 0903137
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1 Introduction
In this paper, we study harmonic maps between smooth riemannian manifolds, and by similar methods,
minimal and stationary currents on riemannian manifolds. We introduce techniques which, when combined
with ineffective tangent cone estimates, yield new effective regularity control.
Throughout the paper, 0n ∈ Rn denotes the origin in Rn and x ∈ Mn denotes a point of the riemannian
manifold (Mn, g). Without essential loss of generality, the following assumptions will be in force throughout
the remainder of the paper.
| secB2(x) | ≤ 1 , (1.1)
injMn (x) ≥ 1 > 0 . (1.2)
Our main theorems are the quantitative stratifications of Theorems 2.10, 6.8 and the new regularity results
of Theorems 2.18, 6.16 and Corollaries 2.20, 6.20.
As an example, according to Corollary 2.20, a minimizing harmonic map f : (M, g) → (Nm, h) has a
proiri bounds in W1,p ∩ W2,
p
2 for all p < 3. These are the first estimates which give Lp bounds on the
gradient with p > 2, as well as first results providing control on second derivatives in general dimensions;
compare [SU82], [Sim96]. In fact, the actual statement, which is much stronger, gives Lp control for the
regularity scale of a harmonic map; see Definition 2.13. In essence, we bound not just the volume of points
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in Mn where f does not have definite derivative bounds, but also, the volume of points at which f does not
have such derivative bounds on definite sized neighborhoods of these points. We will see that these estimates
are sharp.
In Corollary 6.20 we give corresponding estimates for minimizing hypersurfaces. Namely, we show that
a minimizing hypersurface has second fundamental form A lying in Lp for all p < 7. This generalizes results
of [SSY75] where such a bound was shown to hold for stationary minimal submanifolds with p ≤ 2 + ǫ(n).
Again, the actual statement of Corollary 6.20 is much stronger, and gives Lp control for the regularity scale
of a current; see Definition 6.12. Though we focus on currents here, the theorems are equally valid for
varifolds.
Remark 1.3. In the isolated singularity case, n = 8, this result was independently proved by Tom Illamen. In
fact, in this case he proved the stronger statement that away from a definite finite number of points {pα} there
is the bound |A|(x) ≤ C max |x − pα|−1. Our ability to move from the isolated singularity case to the higher
dimensional situation is based on Decomposition Lemma and the Cone-splitting Lemma; see Sections 3, 7
for more details.
The proofs of the effective stratifications of Theorems 2.10 and 6.8 are based on a quantitative version of
blow up arguments (also referred to as ”dimension reduction”). This is a tool which uses the infinitesimal
behavior of stationary maps and currents i.e. tangent maps and tangent cones, to obtain Hausdorff dimension
estimates on singular sets S; see [Fed69], [SU82]. Theorems 2.10 and 6.8 exploit an additional principal,
”quantitative differentiation” (in the sense of [CKNar], [CN11], [Che]), in order to derive more effective
Minkowski dimension estimates. These are estimates not just on the singular sets themselves, but also on
the volumes of tubes Tr(S) around the singular sets. In addition, what we call the Decomposition Lemma and
the Cone-splitting Lemma are used to analyze the behavior of maps and currents at given fixed scales, rather
than passing to a limit and studying tangential behavior. This eventually yields the quantitative dimension
reduction needed for Theorems 2.10 and 6.8.
The proofs of the regularity results of Theorems 2.18 and 6.16 require new ǫ-regularity theorems. These
are given in Section 3 (for harmonic maps) and Section 7 (for minimizing currents). The proofs are not
difficult. Contradiction arguments are used to reduce the statements to previously known results. On the
other hand, the theorems have a somewhat different character from the ǫ-regularity theorems of [Fed69],
[SU82]. Roughly speaking, these theorems assert that if a neighborhood of a point has small energy in
the right sense, then the point is a smooth point. By contrast, the ǫ-regularity theorems of this paper state
that if a neighborhood of a point has enough approximate degrees of symmetry, then the point is a smooth
point. Such ǫ-regularity theorems are found in riemannian geometry and particularly in the study of Einstein
manifolds; see for instance [CCT02]. The notion of approximate symmetry turns out to be exactly what
can be controlled by the quantitative dimension reduction of Theorems 2.10 and 6.8. Hence, when the ǫ-
regularity and quantitative stratification theorems are combined, we get the regularity results of Theorems
2.18, 6.16 and Corollaries 2.20, 6.20.
In general outline, we will follow a scheme introduced in our paper, [CN11], where analogous estimates
were obtained in the context of riemannian manifolds with definite lower bounds on Ricci curvature and
on the collapsing; see Theorems 1.10, 1.17, 1.25. The most refined results in that paper are for Einstein
manifolds. They give estimates on the “curvature radius” off sets of small volume. The ”regularity scale”
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considered in the present paper is the analog of the curvature radius. As in the present paper, a quantatitve
differentiation theorem in the sense of [CKNar] (see also[Che]) plays a key role. Other features introduced
in [CN11] which are also crucial here include the Decomposition Lemma and the Cone-splitting Lemma;
see Sections 3 and 7.
The paper is divided into two parts: Part I concerns harmonic maps; Part II concerns minimal currents.
Since there is a strong parallel between the two cases, in Part II, in so far as is possible, we will indicate
where and how the harmonic map discussion can be modified to obtain the corresponding results on minimal
currents.
Remark 1.4. Although we concentrate on harmonic maps and minimal currents, the same techniques can be
applied to similar nonlinear equations. This will be discussed elsewhere. The most straightforward appli-
cations would be to minimizers of other energy functionals; see for instance [SS81]. Effective estimates on
the nodal sets of harmonic maps should also be possible, see [HHL98]. Applications to nonlinear parabolic
equations such as mean curvature flows and the Ricci flow also seem plausible but would require additional
technical results.
Part I
Harmonic Maps
2 Main results on harmonic maps
In this section we state our main quantitative results on harmonic maps. Specifically, we will be concerned
with two classes of harmonic maps: stationary maps and minimizing maps. For stationary harmonic maps,
we will define a certain quantitative stratification of the singular set. Our first main theorem, Theorem 2.10,
is an estimate on Minkowski content for the quantitative (or equivalently, effective) strata.
Recall that the Minkowski r-content of a set A is the number of closed metric balls of radius r in a minimal
covering of A. In particular, if for all r, this number is bounded by Cη·r−(d+η) then A is said to have Minkowski
dimension d. Clearly, the Minkowski dimension is ≥ the Hausdorff dimension since in the latter, coverings
by balls of radius r are replaced by (the larger class of) coverings by balls of radius ≤ r. Throughout the
paper, our notation convention is:
dim = Hausdorff dimension ,
dimMin = Minkowski dimension .
(2.1)
In view of the assumed sectional curvature bound, (1.1), in our situation (or more generally, given a
lower Ricci crvature bound) a bound on the Minkowski r-content of a set yields a bound on the volume of
its r-tubular neighborhood. Hence, depending on the precise statement, an estimate on Minkowski content
provides can either an effective version of a Hausdorff dimension estimate or a Hausdorff measure estimate.
While both types of strengthened estimates played a role in [CN11], in the present paper only former is
relevant.
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Our principle application of this new quantitative stratification to minimizing harmonic maps is given in
Theorem 2.18. There, when combined with appropriate ǫ-regularity theorems, the quantitative stratification
leads to bounds on the ”regularity scale”; see Definition 2.13.
The standard stratification
Prior to discussing the quantitative stratification of Theorem 2.10, we will recall the standard stratification
of the singular set for harmonic maps. This is based on the notion of a ”k-homogeneous map”.
Definition 2.2. Measurable map h : Rn → Nm is k-homogeneous at y ∈ Rn with respect to the k-plane
Vk ⊆ Rn if:
1. h(y + z) = h(y + λz) for every λ > 0 and z ∈ Rn.
2. h(z) = h(z + v) for every z ∈ Rn and v ∈ Vk.
If y = 0n then we say that h is k-homogeneous.
Note that an n-homogeneous map is simply a constant map.
For y ∈ M and 0 < r < injMn (y), define the map Ty,r f : Br−1(0n) ⊆ Rn → Nm by
Ty,r f (z) := f ◦ expy(rz) .
We call Ty f : Rn → Nm a tangent map of f at y if there exists ri → 0 such that
?
B1(0n)
dist(Ty f (z), Ty,ri f )2 → 0 .
Tangent maps at a point need not be unique. However, if f is stationary, then tangent maps are always
0-homogeneous i.e. for every λ > 0,
Ty f (λz) = Ty f (z) .
Now we define the natural stratification,
S
0( f ) ⊆ S1( f ) ⊆ · · · ⊆ Sn−1( f ) = S( f ) ⊆ Mn .
By definition, y ∈ Sk( f ) if and only if no tangent map Ty f at y is (k + 1)-homogeneous. By Schoen-
Uhlenbeck, [SU82] (see also [Whi97])
dim Sk( f ) ≤ k . (2.3)
Moreover, by [SU82], if f is a minimizing harmonic map,
S( f ) = Sn−3( f ) ,
dim S( f ) ≤ n − 3 . (2.4)
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The quantitative stratification
In order to define the quantitative version of this stratification, we first define the concept of an “almost
k-homogeneous map”.
Definition 2.5. A measurable map f : B2r(x) ⊆ Mn → Nm is (ǫ, r, k)-homogeneous if there exists a k-
homogeneous map h : Rn → Nn such that
?
B1(0n)
dist(Tx,r f , h)2 < ǫ .
In the above case, if h is k-homogeneous with respect to the k-plane Vk ⊆ Rn, then we call a Vk a defining
k-plane for f and write
Vkf ,x := Br(x) ∩ expx(Vk) .
Next we introduce the quantitative singular set.
Definition 2.6. For each η > 0 and 0 < r < 1 the kth effective singular stratum Skη,r( f ) ⊆ Mn is the set
S
k
η,r( f ) :=
{
y ∈ Mn :
?
B1(0n)
dist(Ty,s f , h)2 > η for all r ≤ s ≤ 1 and (k + 1)-homogeneous maps h
}
. (2.7)
Note that y ∈ Skη,r( f ) if and only if f is not (η, s, k + 1)-homogeneous for every r ≤ s ≤ 1. Moreover, it
follows immediately from the definition that
S
k
η,r( f ) ⊂ Sk
′
η′,r′( f ) (if k′ ≤ k, η′ ≤ η, r ≤ r′) , (2.8)
S
k( f ) =
⋃
η
⋂
r
S
k
η,r( f ) . (2.9)
Our main theorem concerning the behavior of the effective singular set is Theorem 2.10 below. It states
that the known Hausdorff dimension estimates on the singular set can be strengthened to estimates on the
Minkowski content of the quantitative stratification. This is equivalent to the (formally stronger) statement
that the r-tubular neighborhoods of the quantitative strata, Tr(Skη,r( f )), have volume which is controlled by
any power of the radius r that is less than the Hausdorff codimension.
Theorem 2.10. Let f : B2(x) ⊆ Mn → Nm denote a stationary harmonic map with bounded Dirichlet
energy ∫
B2(x)
|∇ f |2 < Λ . (2.11)
Then for all η > 0 there exists C = C(n, Nm,Λ, η), such that for any 0 < r < 1,
Vol(Tr(Skη,r( f )) ∩ B1(x)) ≤ Crn−k−η. (2.12)
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Quantitative estimates for the regularity scale
In order to state the consequences of Theorem 2.18 we first define the notion of the ”regularity scale” of a
function. This entails a refinement of the notion of a pointwise C2-bound. A bound on the regularity scale of
f at x ∈ Mn controls the behavior of f not just at x, but also on a certain ball Br f (x)(x). Clearly, controlling
r f (x) from below is harder than controlling the pointwise C2-norm at x. Correspondingly, such control gives
much stronger information.
Given any measurable map f : Mn → Nm, put r0, f (x) = 0, if f is not C2 in a neighborhood of x.
Otherwise define r0, f (x) to be the maximum of r > 0 such that f is C2 on Br(x).
Definition 2.13. Define the regularity scale r f (x) by
r f (x) := max
0 ≤ r ≤ r0, f (x) : sup
Br(x)
r|∇ f | + r2|∇2 f | ≤ 1
 . (2.14)
Note that the quantity whose supremum is being taken is a scale invariant quantity. Therefore, if r f (x) = r
and we rescale Br(x) to a ball of unit size and view f : B1(x) → Nm, then |∇ f | + |∇2 f | ≤ 1 on B1(x). Also
observe that if f is a weakly harmonic map then, by standard elliptic regularity, if r f (x) ≥ r then for all
k ∈ Z+,
sup
B r
2
(x)
rk |∇k f | ≤ Ck , (2.15)
where the constant Ck depends possibly on the curvature and derivatives of the curvature on both Mm and
Nm. In particular, a lower bound on the regularity scale at a point gives bounds for all derivatives of a weakly
harmonic map in a definite sized neighborhood of that point.
Next we partition Mn into good and bad sets based on the behavior of f .
Definition 2.16. Given any measurable map f : Mn → Nm and any r > 0 we define
Br( f ) := {x ∈ M : r f (x) ≤ r}. (2.17)
The following is the principle application of our main theorem. It strengthens the Hausdorff dimension
estimates on the singular set of a minimizing harmonic map which were given in [SU82], to corresponding
lower bounds on the regularity scale off sets of appropriately small volume.
Theorem 2.18. Let f : B2(x) ⊆ Mn → Nm denote a minimizing harmonic map with bounded Dirichlet
energy as in (2.11). Then for all η > 0, there exists C = C(n, Nm,Λ, η), such that for any 0 < r < 1,
1. Vol(Tr(Br( f )) ∩ B1(x)) ≤ Cr3−η.
In particular, for minimizing harmonic maps, we get the Minkowski dimension bound
dimMin S( f ) ≤ n − 3 . (2.19)
2. Moreover, if Nm is such that for all 1 ≤ ℓ ≤ k there exists no smooth minimizing harmonic map
s : S ℓ → Nm, then Vol(Br( f ) ∩ B1(x)) ≤ Cr3+k−η.
The following stronger consequence follows directly from Theorem 2.18 and elliptic regularity theory.
Corollary 2.20. Let f : B2(x) ⊆ Mn → Nm denote a minimizing harmonic map with Dirichlet energy
bounded as in (2.11). Then:
1. For every 0 < p < 3 there exists C = C(n, Nm,Λ, p) such that
∫
B1(x)
|∇ f |p ≤
∫
B1(x)
r
−p
f < C .
2. More generally, there exists C = C(n, Nm,Λ, p) such that if Nm is such that for all 2 ≤ ℓ ≤ k there
exists no smooth minimizing harmonic map, s : S ℓ → Nm, then for every 0 < p < 2 + k,
∫
B1(x)
|∇ f |p ≤
∫
B1(x)
r
−p
f < C .
Moreover (by elliptic regularity) there exists C = C(n, Nm,Λ, p, k) such that for 2 < p as above,
∫
B1(x)
|∇2 f | p2 < C . (2.21)
Remark 2.22. The above Lp estimates are sharp. For instance, for each k ≥ 1, consider the map
f : B1(0k+2) → S k+1 ,
where S k+1 is the unit (k + 1)-sphere, such that f is an isometry on the boundary and constant in the radial
direction. This map is a minimizing harmonic map with Nm = S k+1 satisfying the condition that there are
no smooth minimizing harmonic maps from S ℓ into Nm for all 2 ≤ ℓ ≤ k. The gradient |∇ f | can easily be
checked to lie in Lp for all p < 2 + k. However, it fails to lie in L2+k.
We will focus primarily on giving complete details of the proofs in the case Mn = Rn. Since the proof in
the general case is essentially the same (up to the appearance of some additional insignificant constants) for
the general case, we will just give additional comments as needed.
3 Preliminaries and reduction of main results to Theorem 2.10
In this section, we establish some preliminary results that are required for the proofs of our main results.
These were stated in Section 2. The preliminaries are counterparts of results which played an analogous role
in [CN11]. In that case, the preliminary results, though less routine, were already known.
The quantitative rigidity theorem, Theorem 3.3, corresponds to the “almost volume cone implies almost
metric cone” theorem of [CC96], for manifolds with lower Ricci curvature bounds. This was used in the
proof of the quantitative differentiation theorem of [CN11]. A similar role is played here, by Theorem 3.3.
The ǫ-regularity theorem, Theorem 3.7, is used in combination with the quantitative stratification bound
given in Theorem 2.10, to obtain our main result for the regularity scale for harmonic maps; see Theorem
2.18. This also parallels the discussion of [CN11].
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Monotonicity, quantitative rigidity and ǫ-regularity
In this subsection we consider maps f : B2(0n) ⊆ Rn → Nm. Given such an f , we define for x ∈ B1(0n) and
0 < r < 1, the normalized Dirichlet functional
θr(x) := r2−n
∫
Br(x)
|∇ f |2 . (3.1)
It is well known that if f is a stationary harmonic map, then for each x the function θr(x) is monotone
nondecreasing in r and satisfies the monotonicity formula:
θr(x) − θs(x) =
∫ r
s
∫
∂Bt(x)
t2−n
∣∣∣∣∣∂ f∂t
∣∣∣∣∣
2
. (3.2)
In particular,
θr(x) ↑ ,
and θs(x) = θr(x) if and only if f is radially constant on the annulus As,r(x); see [HW96],[SU82] .
The following quantitative rigidity theorem is a direct consequence of the above, together with a contra-
diction argument.
Theorem 3.3 (Quantitative rigidity). Let f : B2(0n) → Nm denote a stationary harmonic map with Dirichlet
energy bounded as in (2.11). Then for every η > 0, there exists ǫ = ǫ(n, Nm,Λ, η) > 0, r = r(n, Nm,Λ, η) > 0,
such that if
θ1(0n) − θr(0n) ≤ ǫ, (3.4)
then f is (η, 1, 0)-homogeneous at 0n.
Proof. Assume the statement is false for some η > 0. Then there exists a sequence of stationary harmonic
maps fi : B2(0n) → Nm with energy bounded as in (2.11) with θ1(0n) − θi−1(0n) ≤ i−1, but such that the fi
are not (η, 1, 0)-homogeneous. After passing to a subsequence we can take fi → f , where f : B2(0n) →
Nm and the convergence is weak in H1 and strong in L2. It follows from the weak convergence and the
monotonicity formula (3.2), that f is itself constant in the radial direction. In particular, f is 0-homogeneous,
and by the strong convergence in L2 it follows that for i sufficiently large the fi are (η, 1, 0)-homogeneous, a
contradiction. 
Remark 3.5. Contradiction arguments of the above type are applicable in many cases in which one wishes
to promote a rigidity theorem to a quantitative rigidity theorem (as is required when proving a quantitative
differentiation theorem). However, it is not known whether this sort of argument is applicable in the context
of the ”almost volume cone implies almost metric cone” theorem of [CC96].
Remark 3.6. We also note that by their nature, contradiction arguments do not give explicit dependence
of the relevant constants (such as ǫ, r above) on the small parameter (η above). Even in cases in which a
direct argument giving such dependence is possible, it may be extremely tedious and may involve additional
technical difficulties. While for geometric analytic applications like those discussed here, such dependence
is not required, for the application to the ”sparsest cut problem” given in [CKNar], it is crucial. There,
obtaining the desired estimate for this dependence is by far the most technically difficult part of the argument.
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The following ǫ-regularity theorem is not based on the usual small energy assumption, but rather on
the almost homogeniety of the minimizing harmonic map. Roughly speaking, it states that a minimizing
harmonic map with sufficient approximate symmetry must be smooth.
Theorem 3.7 (ǫ-regularity). Let f : B2(0n) → Nm denote a minimizing harmonic map with bounded Dirich-
let energy as in (2.11). Then there exists ǫ = ǫ(n, Nm,Λ) > 0 such that
1. If f is (ǫ, 2, n − 2)-homogeneous then
r f (0) ≥ 1 .
2. Moreover, if Nm is such that for all 2 ≤ ℓ ≤ k there exists no smooth minimizing harmonic map
s : S ℓ → Nm and f is (ǫ, 2, n − k − 1)-homogeneous then
r f (0) ≥ 1 .
Proof. Since the proofs of the two statements are identical, we focus only on the first statement.
First, note that it is a consequence of [HW96], [SU82], that the result holds for n-homogeneous maps.
Namely, there exists ǫ = ǫ(n, Nm,Λ) such that if for some w ∈ Nm,
?
B2(0n)
dist( f ,w)2 < ǫ ,
then
sup
B1(0n)
(
|∇ f | + |∇2 f |
)
≤ 1 .
We now show that for appropriate ǫ, the statement holds for (ǫ, 2, n − 2)-homogeneous maps. So assume
otherwise. Then there exists a sequence ǫi ≤ 1i and minimizing harmonic maps fi : B2(0n) → N with∫
B2(0)
|∇ fi|2 < Λ
such that the fi are (ǫi, 2, n−2)-homogeneous, but r fi (0) < 1. After passing to a subsequence we get fi
L2
−→ f ,
where f : B2(0n) → Nm is now a minimizing harmonic map which is (n − 2)-homogeneous on B2(0) and
for which the Dirichlet energy bound (2.11) holds. It is shown in [SU82] that such a map is necessarily a
constant: f ≡ z. In particular, since the fi are converging strongly in L2, for i large we conclude that
?
B2(0)
dist( fi,w)2 < ǫ˜i ,
where ǫ˜i → 0. For ǫ˜i < ǫ(n, Nm,Λ) as in the beginning of the proof this yields r fi(x) ≥ 1, a contradiction. 
Remark 3.8. In the general case, f : Mn → Nm, the assumption that f is (ǫ, 2, n − 2)-homogeneous should
be replaced by the assumption that f is (ǫ, 2r, n − 2)-homogeneous, where r ≤ r(n, Nm,Λ). Then, the above
contradiction argument with ǫi, ri → 0 can be repeated. After blow up, we are reduced to the case Mn = Rn.
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Reduction of Theorem 2.18 to Theorem 2.10
In this subsection, we show that Theorem 2.18 follows from the rigidity and ǫ-regularity theorems, together
with Theorem 2.10, the quantitative stratification theorem. The remaining two sections of Part I will be
devoted to proving Theorem 2.10.
Proof of Theorem 2.18. Since the proofs of the first and second statements of the theorem are essentially
identical, we focus on the first statement. As with the other main results of this paper, we will restrict
attention to the case Mn = Rn; the general case is the same up to some additional lower order errors.
It follows immediately from Theorem 3.7 that if η ≤ η(n, Nm,Λ) with x ∈ Sn−3η,r ( f ), then x ∈ Br( f ). In
particular, for all η sufficiently small, we have
Tr(Br( f )) ⊆ Tr(Sn−3η,r ) .
Hence,
Vol(Tr(Br( f )) ∩ B1(x)) ≤ Vol(Tr(Sn−3η,r )) ≤ C(n, Nm,Λ, η)r3−η , (3.9)
as claimed. 
4 Reduction of Theorem 2.10 to the Covering Lemma
Although the title of this section refers to the Covering Lemma, an equally important role is played by the
Decomposition Lemma, Lemma 4.1.
In outline we proceed as follows. We begin by stating the Decomposition Lemma. This lemma has
two items in its statement. Using this Lemma we observe that Theorem 2.10 is virtually an immediate
consequence. Next, we prove item 1. of the Decomposition Lemma. In particular, this involves a quantitative
differentiation argument in the sense of [CKNar], [CN11], [Che]. Finally, we state the Covering Lemma,
Lemma 4.14, and observe that item 2. of the Decomposition Lemma is a simple consequence of the Covering
Lemma. (For further explanation of the relationship between the Covering Lemma and the Decomposition
Lemma, see Remark 4.15.) The proof of the Covering Lemma is given in Section 5.
The Decomposition Lemma and the Proof of Theorem 2.10
Roughly speaking, the Decomposition Lemma states that set Sk
η,γ j( f ) can be covered by a collection of
nonempty sets, {Ck
η,γ j}, each of which consists of a not too large collection of balls of radius γ
j
. The sets
{Ck
η,γ j} themselves are formed by decomposing S
k
η,γ j ( f ) based on the behavior of points at various scales, see
(4.5) and (4.7). The cardinality of the collection {Ck
η,γ j} goes to infinity as j → ∞. However, according to
Lemma 4.1, the growth rate of the number of sets in {Ck
η,γ j} is bounded by ≤ jK(n,η,Λ). This turns out to be
slow enough to be negligible our purposes.
Lemma 4.1 (Decomposition Lemma). There exists c1(n), c0(n), K(n,Λ, η, γ, N), Q(n,Λ, η, γ, N) > 0 such
that for each j ∈ Z+:
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1. The set Sk
η,γ j( f ) ∩ B1(0) is contained in the union of at most jK nonempty sets Ckη,γ j .
2. Each set Ck
η,γ j is the union of at most (c1γ−n)Q · (c0γ−k) j−Q balls of radius γ j.
Next we show that Lemma 4.1 implies Theorem 2.10.
Proof of Theorem 2.10. Clearly, it suffices to verify Theorem 2.10 for r of the form γ j for some convenient
choice γ = γ(n, η) < 1. Given Lemma 4.1, an appropriate choice is
γ = c
− 2
η
0 .
The volume of a ball satisfies
Vol(Bγ j(x)) = wnγ jn , (4.2)
which together with
c
j
0 ≤ (γ j)−
η
2 ,
jK ≤ c(n,Λ)(γ j)− η2 ,
gives
Vol(Sk
η,γ j ∩ B1(0)) ≤ jK ·
[
(c1γ−n)Q · (c0γ−k) j−Q
]
· wn · (γ j)n
≤ c(n, K, Q) · jK · c j0 · (γ j)n−k
≤ c(n, K, Q) · (γ j)n−k−η .
(4.3)
From the above, for all r ≤ 1, we get
Vol(Skη,r ∩ B1(x)) ≤ γ · c(n, K, Q) · rn−k−η
≤ c(n, η,Λ, N)rn−k−η .
Therefore, modulo the proof of Lemma 4.1, the proof Theorem 2.10 is complete. 
Construction of the decomposition
We begin with the definition of the sets in the collection {Ck
η,γ j}. To this end, we introduce a quantity
Nt( f , Br(x)) ≥ 0, the ”t-nonhomogeneity” of a ball Br(x). This quantity measures how far f is from being
0-homogeneous on Br(x).
Definition 4.4. Let x ∈ B1(0) with 0 < r < 1 and t ≥ 1. Then we define t-nonhomogeniety Nt( f , Br(x)) as
the infimum of ψ > 0 such that f is (ψ, tr, 0)-homogeneous.
Given ǫ > 0, we can break up B1(0) into the following subsets.
Ht,r,ǫ( f ) = {x ∈ B1(0) |Nt( f , Br(x)) ≥ ǫ} ,
Lt,r,ǫ( f ) = {x ∈ B1(0) |Nt( f , Br(x)) < ǫ} .
(4.5)
12
The construction which follows makes sense for arbitrary ǫ > 0. Note however, that the statement of the
Decomposition Lemma does not involve a choice of ǫ > 0. Therefore, we now fix
ǫ = ǫ(n, η, γ) , (4.6)
where ǫ(n, η, γ) is as in the Covering Lemma, Lemma 4.14 .
To each point x, we associate a j-tuple T j(x) as follows. By definition, for all i ≤ j, the i-th entry of T j(x)
is 1 if x ∈ Hγ−n,γi,ǫ and 0 if x ∈ Lγ−n,γi,ǫ . Then, for each j-tuple T j, we put
ET j = {x ∈ B1(0n) |T j(x) = T j} . (4.7)
Let Ck
η,γ0
(T 0) ≡ B1(0) and by definition let T j−1 be the j − 1-tuple obtained from T j by dropping the last
entry. Assume that the nonempty subset Ck
η,γ j−1(T j−1) has been defined and satisfies item 2. of Lemma 4.1.
Assume in addition, that Ck
η,γ j−1(T j−1) ⊃ Skη,γ j ∩ ET j .
Induction step. For each ball Bγ j−1(x) of Ckη,γ j−1(T j−1), take a minimal covering of Bγ j−1(x) ∩ Skη,γ j ∩ ET j
by balls of radius γ j with centers in Bγ j−1(x) ∩ Skη,γ j ∩ ET j . Define the union of all balls so obtained to be
Ck
η,γ j(T j), provided it is nonempty.
Proof of item 1. of the Decomposition Lemma
A priori, because the sets Ck
η,γ j(T j) are indexed by j-tuples with values 0 or 1, there are 2 j nonempty such
subsets. However, as we will show below, there exists K = K(n,Λ, η, γ, N) such that
ET j , ∅ implies |T j| ≤ K(n,Λ, η, γ, N) . (4.8)
Since the number of T j with |T j| < K is at most
( j
K
)
≤ jK , (4.9)
it will follow that the cardinality of {Ck
η,γ j(T j)} is at most jK . Thus the item 1. of the Decomposition Lemma
follows from (4.8).
Next, we verify (4.8). Let the notation be as in Section 3. For r > 0, we consider the normalized
Dirichlet energy θr(x), defined in (3.1). Recall that by (3.2), θr(x) is a nonincreasing function of r. Moreover,
θs(x) = θr(x) if and only if f is radially constant on the annulus As,r(x).
For s < t, define the (s, t)-Dirichlet energy Ws,t(x) by
Ws,t(x) := θt(x) − θs(x) ≥ 0 .
Note that if t1 ≤ s2 then
Ws1,t2(x) ≤ Ws1,t1(x) +Ws2 ,t2(x) , (4.10)
with equality if t1 = s2.
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Let (si, ti) denote a possibly infinite sequence of intervals with ti+1 ≤ si and t1 = 1. Using the assumed
Λ-bound on the full Dirichlet energy, we can write
Wt1 ,s1 +Wt2,s2 + · · · ≤ Λ . (4.11)
where the terms on the left-hand side are all nonnegative.
Now fix δ > 0 and let N denote the number of i such that
Wγi,γi−n > δ .
Then
N ≤ (n + 1) · δ−1 ·Λ . (4.12)
Otherwise, there would be at least δ−1 · Λ disjoint closed intervals of the form [γi, γi−n] with Wγi,γi−n > δ,
contradicting (4.11).
Lemma 3.3 implies the existence of δ = δ(n,Λ, ǫ) such that if Wγi,γi−n ≤ δ then Nγ−n(Bγi(x)) ≤ ǫγi, i.e.
x ∈ Lγ−n,γi,ǫ . Since ǫ = ǫ(n, η, γ) has been fixed as in (4.6), this gives (4.9), i.e. |T j| < N ≤ K(n, η,Λ, γ, N) if
ET j , ∅.
As as noted just after (4.9), this implies item 1. of the Decomposition Lemma 4.1.
Remark 4.13. Clearly, (4.8) is the quantitative version of the fact that tangent maps are 0-homogeneous. The
argument we have given is an instance of quantitative differentiation in the sense of Section 14 of [CKNar].
Reduction of item 2. of the Decomposition Lemma to the Covering Lemma
Recall that the sets Ck
η,γ j−1 ∩ ET j are constructed inductively, using minimal coverings of balls of radius γ
j−1
by balls of radius γ j; see the Induction step just prior to (4.8). Also note that in view of the doubling
condition on the riemannian measure, any ball Bγ j−1(x) can be covered by at most c1(n)γ−n balls of radius
γ j. However, when j > n and the j-th entry of T j is 0, we use instead the following lemma, whose proof
will be given in Section 5.
Lemma 4.14 (Covering lemma). There exists ǫ = ǫ(n, η, γ), such that if Nγ−n (Bγ j−1(x)) ≤ ǫ and Bγ j−1(x)
is a ball of Ck
η,γ j−1(T j−1), then the number of balls in the minimal covering of Bγ j−1(x) ∩ Skη,γ j ∩ Lγ−n,γ j,ǫ is
≤ c0(n)γ−k.
Assuming Lemma 4.14, an obvious induction argument yields the bound on the number of balls of Ck
η,γ j
appearing in item 2. of Lemma 4.1.
Remark 4.15. Note that the above induction argument relies crucially on the fact that we can deal separately
with each individual set, Ck
η,γ j , all of whose points have the sequence of good and bad scales, and then sum
over the collection of all such subsets. Absent the decomposition into such subsets, it is not at all clear how
such an induction argument could be carried out.
Remark 4.16. Lemma 4.14 can be viewed as the quantitative analog of the density argument in the proof
that dim Sk( f ) ≤ k; see (2.3).
The proof of Lemma 4.14 will be a direct consequence of Corollary 5.2 of the Cone-splitting Lemma,
Lemma 5.1.
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5 Proof of the Covering Lemma via the Cone-splitting Lemma
A cone-splitting principle for tangent cones at points of limit spaces with a definite lower Ricci curva-
ture bound, together with its quantitative refinement, figured prominently in [CN11]. An analogous cone-
splitting principle for harmonic maps plays a key role here.
Cone-splitting principle of [CN11]. Let C(X), C(Y) denote metric cones and assume that the diameter of
X is at most π. Let x∗, y∗ denote vertices of C(X),C(Y). If there exists an isometry h : C(Y) → Rk × C(X)
for which h(y∗) < Rk ×C(X), then Rk ×C(X) is isometric to some cone Rk+1 ×C(Z).
Cone-splitting principle for harmonic maps. If h : Rn → Nm is k-homogeneous at y with respect to the
k-plane Vk, h is 0-homogeneous at z ∈ Rn, and z < y + V , then h is (k + 1)-homogeneous at y with respect to
the (k + 1)-plane span{z − y,Vk}.
From the above and a contradiction argument as in Theorem 3.3, we immediately obtain the following
quantitative refinement.
Lemma 5.1 (Cone-Splitting Lemma). There exists δ = δ(n, Nm,Λ, ǫ, τ, γ) > 0 with the following property.
Let ǫ, τ, γ > 0 and let f : Bγ−1(0n) → N denote a stationary harmonic map with bounded Dirichlet energy,∫
B
γ−1 (0n)
|∇ f |2 < Λ .
Assume in addition:
1. f is (δ, γ−1, k)-homogeneous at 0n.
2. There exists y ∈ B1(0n) \ Tτ(Vkf ,0n) such that f is (δ, 2, 0)-homogeneous at y.
Then f is (ǫ, 1, k + 1)-homogeneous at 0n.
The import of Lemma 5.1 can be paraphrased as stating: When points are well behaved in the sense of
(4.5) and lie near one another, then they interact and force a surrounding neighborhood to inherit even better
properties.
The notation of the next corollary is as in Section 4.
Corollary 5.2. For all ǫ, τ, γ > 0 there exists δ(n, Nm,Λ, ǫ, τ, γ) > 0 and θ(n, Nm,Λ, ǫ, τ, γ) > 0 such that
the following holds. Let f : B2(0n) → N denote a stationary harmonic map with bounded Dirichlet energy
as (2.11). Let r ≤ θ and x ∈ Lγ−n,r,δ( f ). Then there exists 0 ≤ ℓ ≤ n such that
1. f is (ǫ, r, ℓ)-homogeneous,
2. Lγ−n,δ,r ∩ Br(x) ⊆ Tτr(Vℓf ,x) .
Proof. For δ0(n, Nm,Λ, ǫ, τ, γn) as in Lemma 5.1, inductively define δ[n−i] = δ0 ◦ δ0 ◦ · · · ◦ δ0 (i factors in the
composition). Then δ[0] < δ[1] < · · · < δ0 and let us put δ = δ[0]. Since by assumption, x ∈ Lγ−n,r,δ, there
exists a largest ℓ ≥ 0 such that f is (ǫ, r, ℓ)-homogeneous. To see that the corollary holds for this value of ℓ,
apply Lemma 5.1 to the rescaled ball Bγ−(n−ℓ−1)r(x), with δ as above. 
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Now we can finish the proof of the covering lemma.
Proof of Lemma 4.14. Let Bγ j−1(x) be as in Lemma 4.14. Since by assumption, x ∈ Skη,γi ∩ Lγ−n,γ j,ǫ we have
that f is not (η, γ−nγ j−1, k + 1)-homogeneous at x. In particular by applying Corollary 5.2 with ǫ = 110γ it
follows that for some ℓ ≤ k that Lγ−n,γ j,ǫ ∩ Skη,γ j ∩ Bγ j−1(x) ⊆ T 110γ j (V
ℓ
f ,x) ∩ Bγ j−1(x), from which the result
follows. 
Part II
Minimal Currents
6 Main results on minimal currents
We will denote by Ik(Mn) the rectifiable integral k-currents on a riemannian manifold Mn. For I ∈ Ik(Mn)
we denote by |I| the associated varifold, where it is understood that if we apply |I| to a subset of M then
we are evaluating |I| on the pullback of this subset to the Grassmannian bundle. In particular, the total
mass of I will be denoted |I|(Mn). By abuse of notation, we will occasionally refer to a general varifold on
Mn as |I|, even if a priori it does not arise from a current. In practice, due to the context and results like
Allard’s regularity theorem [All72], we will only be interested in varifolds which do arise in such a fashion.
Therefore, the notational abuse is harmless. If U ⊆ Mn is a subset, then Ik(Mn,U) will denote the integral
k-currents I such that ∂I ⊆ U.
We will be concerned with two classes of currents: stationary currents and minimizing rectifiable hy-
persurfaces. The primary results hold in the varifold category as well. By definition, I ∈ Ik(Mn,U) is
minimizing means that if I′ ∈ Ik(Mn,U) satisfies ∂I′ = ∂I, then |I|(M) ≤ |I′|(M).
For stationary currents, we will define certain quantitative stratifications of the singular set. Our main
result, Theorem 6.8, gives Minkowski content estimates on the quantitative singular set, which improve the
more standard Hausdorff dimension estimates. The primary application of this new stratification, is to give
new regularity results on minimizing hypersurfaces; see Theorem 6.16. These depend on the preliminaries
given in Section 7; compare Part I.
Recall that the basic assumptions (1.1), (1.2), on Mn remain in force.
The standard stratification
Prior to defining the quantitative stratification of Theorem 6.8, we will introduce some basic notions. These
include the standard stratification of a stationary current, which is based the notion of a ”conical current”.
Definition 6.1. Let J ∈ Ik(Rn) denote a rectifiable k-current on Rn. We say that J is ℓ-conical at y ∈ Rn
with respect to the ℓ-plane V ⊆ Rn, if:
1. J(r∗w) = rk J(w) for all k-forms w, where r∗w is the pullback of w under the multiplication by r map.
16
2. J(w(y − z)) = J(w(y)) for all k-forms w and z ∈ V .
If y = 0k, we say J is ℓ-conical.
Remark 6.2. The first requirement is simply that J is invariant under dilations. The second is that J is
invariant under translations by elements of V . We will also say a varifold |J| is ℓ-conical if it satisfies these
requirements.
Note that if J ∈ Ik(Rn) is a k-conical current with respect to V , then J is a multiple of V as a current.
Next, we recall the notion of a ”tangent cone” of a stationary current I ∈ Ik(M). In order to avoid certain
cancelation issues, it will be more convenient to think of the tangent cone of I at y as a varifold (although
for our purposes the distinction is not really significant).
For y ∈ I and 0 < r < 1 we define the current Iy,r on Br−1(0n) ⊆ Rn by:
Iy,r(w) := r−kI(exp∗y(rw)) .
We call |I|y a tangent cone of I at y if there exists ri → 0 such that
|I|y,ri → |I|y ,
where convergence is in the weak∗ sense for varifolds. Note that under the weak∗ topology, the space of
varifolds onRn is a Frechet space with distance function d∗(·, ·). Tangent cones at a point need not be unique
but for a stationary current they are always 0-conical.
Now, we define the stratification,
S
0(I) ⊆ S1(I) ⊆ · · · ⊆ Sk−1(I) = S(I) ⊆ Mn ,
where by definition, y ∈ Sℓ(I) if and only if no tangent cone |I|y at y is (ℓ + 1)-conical. If I ∈ In−1(M) is area
minimizing, then by classical results (see[Alm66], [Sim68], [Fed69])
dim Sℓ(I) ≤ ℓ , (6.3)
S(I) = Sn−8(I) . (6.4)
The quantitative stratification
To define the quantitative stratification, we need the notion of an ”almost conical current”.
Definition 6.5. An integral current I ∈ Ik(Mn) is (η, r, ℓ)-conical at y ∈ I if there exists a ℓ-conical varifold
|J| such that
d∗(|I|y,r , |J|) < η .
If |J| is canonical with respect to the plane Vℓ, then |I|y,r is said to be (η, r, ℓ)-canonical with respect to Vℓ.
Now we can introduce the quantitative singular set.
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Definition 6.6. For each η > 0 and 0 < r < 1, define the ℓ-th effective singular stratum Sℓη,r(I) ⊆ Mn by
S
ℓ
η,r(I) = {y ∈ I : d∗(|I|y,s, |J|) > η for all ℓ-conical |J| and all r ≤ s ≤ 1}. (6.7)
The above definition can be rephrased as stipulating that y ∈ Sℓη,r(I) if and only if |I|y,s is not (η, s, ℓ + 1)-
conical for all r ≤ s ≤ 1. Moreover, it follows immediately from the definition that
S
ℓ
η,r(I) ⊂ Sℓ
′
η′,r′(I) (if ℓ′ ≤ ℓ, η′ ≤ η, r ≤ r′) ,
S
ℓ(I) =
⋃
η
⋂
r
S
ℓ
η,r(I) .
Our main theorem on the effective singular set states that the known estimates on the Hausdorff dimension
of the singular set, given in [Alm66], [Sim68], [Fed69], can be strengthened to Minkowski content estimates
on the quantitative singular set. Equivalently, not only the effective singular sets themselves, but also tubular
neighborhoods around these sets have controlled volume.
Theorem 6.8. Let the mass of the stationary integral current I ∈ Ik(B2(x), ∂B2(x)) satisfy
|I|(B2(x)) < Λ . (6.9)
Then for all η > 0, there exists C = C(n,Λ, η), such that for all 0 < r < 1,
Vol(Tr(Sℓη,r(I)) ∩ B1(x)) ≤ Crn−ℓ−η, (6.10)
|I|(Tr(Sℓη,r(I)) ∩ B1(x)) ≤ Crk−ℓ−η. (6.11)
Quantitative estimates on the regularity scale
To discuss the main consequences of Theorem 6.16 we first define a notion of the regularity scale involving
the second fundamental form A of a current I ∈ Ik(M). This is an analog of the regularity scale for maps
introduced in Definition 2.13. However, in the case of a currents, the quantitative nature of what we want to
understand dictates that we allow for the possibility of multiplicity and multigraphs. Hence we arrive at the
following definition.
Definition 6.12. Let rN0,I(x) = 0 if the current I is not a union of at most N C2-submanifolds in some
neighborhood of x. Otherwise let rN0,I(x) denote the maximum of those r > 0 such that I ∩ Br(x) is such a
union. Define the regularity scale rNI (x) by
rNI (x) = max
0 ≤ r ≤ rN0,I(x) : sup
Br(x)
r|A| ≤ 1
 . (6.13)
Note that rNI (x) is a scale invariant quantity. That is, if r f (x) = r and we rescale Br(x) to a unit size ball,
then I becomes a union of submanifolds with |A| ≤ 1. Moreover, if I is stationary, then by standard elliptic
regularity, if rI(x) ≥ r then for all k ∈ Z+, there exists Ck, depending on the geometry of Mn, such that
sup
B r
2
(x)
rk+1|∇kA| ≤ Ck .
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Thus, a bound on the regularity scale rNI (x) gives bounds for all derivatives of the second fundamental form
in a definite sized neighborhood of x.
Next, based on the behavior the regularity scale, we partition I into ”good” and ”bad” subsets.
Definition 6.14. Given a rectifiable current I ∈ Ik(M) and any r > 0 we define
B
N
r (I) = {x ∈ I : rNI (x) ≤ r}. (6.15)
The following, Theorem 6.16, improves the Hausdorff dimension estimates on the singular set of a mini-
mizing codimension 1 current in [Alm66], [Sim68], [Fed69], to estimates on the regularity scale off sets of
appropriately small volume.1
Theorem 6.16. Let I ∈ In−1(B2(x), ∂B2(x)) denote denote a minimizing current with bounded mass
|I|(B2(x)) < Λ .
Then there exist C = C(n,Λ, η), N = N(n,Λ, η), such that for all 0 < r < 1,
Vol(Tr(BNr (I)) ∩ B1(x)) ≤ Cr8−η , (6.17)
|I|(Tr(BNr (I)) ∩ B1(x)) ≤ Cr7−η. (6.18)
It follows immediately from Theorem 6.16 that
dimMin S(I) ≤ n − 8 . (6.19)
The following stronger corollary is also an immediate consequence of Theorem 6.16, together with the
density estimate
wn−1r
n−1 ≤ |I|(Br(y)) ≤ C(n)Λrn−1 .
Corollary 6.20. For every p < 7, there exists C = C(n,Λ, p) such that if I ∈ In−1(B2(x), ∂B2(x)) denotes a
minimizing current with mass |I|(B2(x)) < Λ, then∫
I∩B1(x)
|A|p d|I| ≤
∫
I∩B1(x)
r
−p
I d|I| ≤ C. (6.21)
Remark 6.22. By convention we take |A| ≡ ∞ on the singular set.
As in Part I, we will focus on the Mn = Rn case, as the more general case is identical up to some lower
order corrections. Additionally, since the techniques of this part of the paper mimic those of the harmonic
maps section, when reasonable we will refer back to that section for details.
1In the case n = 8 a stronger version was proved by Tom Ilmanen, who showed that away from a controlled finite
number of points {pα} there is the bound |A|(x) ≤ C max |x − pα|−1.
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7 Preliminary results
In this section, we prove some preliminary results, which are required for our main theorems. The quanti-
tative rigidity theorem, Theorem 7.3, is the counterpart of the “almost volume cone implies almost metric
cone” theorem of [CC96] for manifolds with lower Ricci curvature bounds; compare also Theorem 3.3 for
harmonic maps. In essence, it states that if the density of a stationary current (defined in (7.1)) does not
change much between two scales, then the current is almost conical in the sense of Definition 6.5. As in
[CN11], this plays an important role in the proof of quantitative stratification theorem, Theorem 6.8. The-
orem 7.7 is an ǫ-regularity theorem which, when combined with Theorem 2.10, gives Theorem 6.16, our
main result for the regularity scale. This also parallels the discussion of [CN11], as well as that of Part I.
Monotonicity, quantitative rigidity and ǫ-regularity
In this section we consider currents I ∈ Ik(Rn). Given I, we define for x ∈ Rn and 0 < r < 1 the density,
θr(x), by
θr(x) = r−k |I|(Br(x)). (7.1)
It is well known that if I is a stationary current, or varifold, then for each x this function is monotone
nondecreasing in r with θs(x) = θr(x) if and only if I is dialation invariant on the annulus As,r(x); see
[Fed69]. More precisely, if (x− y)N denotes the projection of (x− y) to the perpendicular of I (which makes
sense a.e.) then we have the following monotonicity formula
θr(x) − θs(x) =
∫
As,r(x)∩I
|(x − y)N |2
|x − y|k+2
, (7.2)
and in particular, θr(x) is monotone nondecreasing:
θr(x) ↑ .
The following quantitative rigidity theorem is then an immediate consequence of this point and a contradic-
tion argument, see Theorem 3.3.
Theorem 7.3 (Quantitative rigidity). For all Λ, ǫ > 0, there exists δ = δ(n,Λ, ǫ) > 0, r = r(n,Λ, ǫ) > 0,
such that if I ∈ Ik(B2(0n), ∂B2(0n)) denotes a stationary current with |I|(B2(0)) < Λ, satisfying
θ1(0n) − θr(0n) ≤ δ , (7.4)
then I is (ǫ, 1, 0)-conical at 0n.
Next, we focus on minimizing currents I ∈ In−1(B2(0n), ∂B2(0n)). In this context, we prove the necessary
ǫ-regularity theorem which enables us to turn Theorem 6.8 into an effective estimate on the regularity scale.
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Recall that if I ∈ In−1(B2(0n), ∂B2(0n)), then by the homological theorem 4.5.17 of [Fed69], there exist at
most countably many open subsets Ai ⊆ B2(0) with boundaries ∂Ai ∈ In−1(B2(0n)) such that
I =
∞∑
1
∂Ai ∩ B2(0n) , (7.5)
|I| =
∑
|∂Ai| . (7.6)
In particular, if I is minimizing, then so are the ∂Ai. Moreover, if I satisfies the mass bound |I|(B2(0n)) < Λ,
then by a density argument, at most N(n,Λ) of the ∂Ai’s have support in B 3
2
(0n). We will call a minimal
current I ∈ In−1(B2(0n), ∂B2(0n)) indecomposable if I = ∂A for some such A.
In the proof of the following we will assume Theorem 6.8. The remainder of the paper will be devoted to
Theorem 6.8, and its proof is quite independent of the following.
Theorem 7.7 (ǫ-regularity). For all Λ > 0, there exists ǫ = ǫ(n,Λ) > 0 with the following property.
Let I ∈ In−1(B2(0n), ∂B2(0n)) satisfy |I|(B2(0n)) < Λ and assume in addition that I is indecomposable,
minimizing, and (ǫ, 2, n − 7)-conical. Then r1I (x) > 1.
Proof of Theorem 7.7 given Theorem 6.8. It is a consequence of [Alm66] that there exists ǫ(n,Λ) > 0 such
that if I is (ǫ, 2, n − 1)-conical then r1I (x) > 1. It follows that if η ≤ η(n,Λ), then Br(I) ⊆ Sn−2η,r (I). In
particular, for all sufficiently small η, we obtain
Vol(Tr(Br(I)) ∩ B1(x)) ≤ Vol(Tr(Sn−2η,r (I))) ≤ C(n,Λ, η)r2−η ,
and
|I|(Tr(Br(I)) ∩ B1(x)) ≤ Vol(Tr(Sn−2η,r (I))) ≤ C(n,Λ, η)r1−η . (7.8)
This estimate, which holds for any I which is indecomposable and minimizing, plays the role of a weak
version of Theorem 6.16.
Relation (7.8) implies the following: If Ii ∈ In−1(B2(0n), ∂B2(0n)) is a sequence of indecomposable min-
imizing currents with |Ii|(B2(0n)) < Λ, then a subsequence I j converges weakly to a limit indecomposable
minimizing current I∞ ∈ In−1(B2(0n), ∂B2(0n)) , and in addition,
|Ii | → |I∞| .
This holds because the convergence is of smooth single valued graphs away from a set of (n − 1)-measure
zero. In particular the limit of the varifolds |Ii| is the varifold |I∞| and there is no cancelation of the rectifiable
currents.
Now we can finish the proof of the Theorem. Assume there does not exist ǫ(n,Λ) as in the statement of the
theorem. Then we can find a sequence ǫi → 0 with indecomposable, minimizing Ii ∈ In−1(B2(0n), ∂B2(0n))
such that |Ii |(B2(0n)) < Λ and Ii is (ǫi, 2, n − 7)-conical, but r1Ii(0n) ≤ 1. After passing to a subsequence we
can let Ii → I∞ ∈ In−1(B2(0n), ∂B2(0n)) as above. Now I∞ is a minimizing current which is (n − 7)-conical.
Thus, it follows from [Sim68] that I∞ is a hyperplane. Further, since |Ii | → |I∞| as in the last paragraph, we
have for δi → 0 that Ii is (δi, 2, n − 1)-conical. Hence, for i sufficiently large, the proof can completed by
appealing to the statements established in the preceding paragraphs. 
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Reduction of Theorem 6.16 to Theorem 6.8
We now show that Theorem 6.16 follows easily from Theorems 6.8 and 7.7.
Proof of Theorem 6.16. As in (7.5), (7.6), write I ∈ In−1(B2(0n), ∂B2(0n)) as a union
I =
N(n,Λ)∑
1
∂Ai ,
such that |I| =
∑
|∂Ai|. Thus, by applying the arguments to each piece, ∂Ai, we can assume without loss of
generality, that I is indecomposable.
It follows from Theorem 7.7 that if η ≤ η(n,Λ) then Br(I) ⊆ Sn−8η,r (I). In particular, for all suffiently small
η, we have Tr(Br( f )) ⊆ Tr(Sn−8η,r (I)). Therefore, we obtain (6.17), (6.18),
Vol(Tr(Br(I)) ∩ B1(x)) ≤ Vol(Tr(Sn−8η,r (I))) ≤ C(n, η,Λ)r8−η ,
|I|(Tr(Br(I)) ∩ B1(x)) ≤ Vol(Tr(Sn−8η,r (I))) ≤ C(n, η,Λ)r7−η ,
which completes the proof of Theorem 6.16. 
8 The decomposition lemma and proof of Theorem 6.8
Modulo obvious changes from harmonic maps to stationary currents, the arguments of this section parallel
almost verbatim those of Sections 4, 5. Therefore, we will refer to these sections for most details.
We begin by describing the Decomposition Lemma for stationary currents. As with harmonic maps, the
goal is cover the effective singular sets
S
ℓ
η,γ j(I) ⊆ ∪Cℓη,γ j
by a not too large collection of sets {Cℓ
η,γ j}, each of which is itself a union of a controlled number of balls
Cℓ
η,γ j = ∪Bγ j . Given appropriate quantitative control on the number of such sets {C
ℓ
η,γ j} and the number
of balls Bγ j in each Cℓη,γ j (see Lemma 8.1) the proof of Theorem 6.8 follows almost immediately. Roughly
speaking, the sets {Cℓ
η,γ j} are constructed by grouping together those points of S
ℓ
η,γ j (I) whose conical behavior
on the same scales is similar; see Sections 4 and 5 for a more complete description.
Lemma 8.1 (Decomposition Lemma). There exists c1(n), c0(n), K(n,Λ, η, γ), Q(n,Λ, η, γ) > 0 such that for
each j ∈ Z+:
1. The set Sℓ
η,γ j(I) ∩ B1(0) is contained in the union of at most jK nonempty sets Cℓη,γ j .
2. Each set Cℓ
η,γ j is the union of at most (c1γ−k)Q · (c0γ−ℓ) j−Q balls of radius γ j.
Given the Decomposition Lemma we observe that the proof of Theorem 6.8 now follows as in Section 4.
Note however, that for the second estimate:
|I|(Tr(Sℓη,r(I)) ∩ B1(x)) ≤ Crk−ℓ−η ,
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one should replace the volume estimate (4.2) with the estimate
wkr
k ≤ |I|(Br(x)) ≤ c(n,Λ)rk .
This estimate itself follows immediately from the monotonicity formula.
The proof of Lemma 8.1 itself follows directly from a Covering Lemma whose statement is analogous
to that of Lemma 4.14. As in Section 5, the proof of the Covering Lemma follows from a Cone-splitting
Lemma which is stated in the next subsection.
Cone-splitting Lemma
We begin with the following observation; compare Section 5.
Cone-splitting principle for varifolds. Let |I| denote a k-varifold on Rn which is ℓ-conical with respect to
the ℓ-plane Vℓ. Assume in addition that for some y < Vℓ that |I| is also 0-conical with respect to y. Then it
follows that |I| is (ℓ + 1)-conical with respect to the (ℓ + 1)-plane span{y,Vℓ}.
From this observation and a contradiction argument as in Theorems 7.3, 3.3 we immediately obtain the
following.
Lemma 8.2 (Cone-Splitting Lemma). For all Λ, ǫ, τ, γ > 0 there exists δ = δ(n,Λ, ǫ, τ, γ) > 0, such that
the following holds: Let I ∈ Ik(Bγ−1(0n), ∂Bγ−1(0n)) denote a stationary current with mass |I|(Bγ−1(0n)) < Λ,
such that:
1. I is (δ, γ−1, ℓ)-conical at 0 with respect to Vℓ0.
2. There exists y ∈ B1(0n) \ Tτ(Vℓ0) such that I is (δ, 2, 0)-conical at y.
Then I is (ǫ, 1, ℓ + 1)-conical at 0n.
As in Lemma 5.1, the import of the present Cone-splitting Lemma is that when almost conical points
of I are close to one another, then they interact and force a surrounding neighborhood of I to have a larger
symmetry group. As in Section 5, we can use induction to obtain the following corollary. This corollary is
what is needed for the proof of the relevant Covering Lemma.
Corollary 8.3. For all ǫ, τ, γ > 0 there exists δ = δ(n,Λ, ǫ, τ, γ) > 0, θ = θ(n,Λ, ǫ, τ, γ) > 0, such that the
following holds. Let I ∈ Ik(B2(0n), ∂B2(0n)) denote a stationary current with mass |I|(B2(0n))| < Λ. Let
r ≤ θ and x ∈ Lγ−n,r,δ(I) ∩ B1(0n). Then there exists 0 ≤ ℓ ≤ n such that:
1. I is (ǫ, r, ℓ)-conical at x with respect to Vℓx.
2. Lγ−n,δ,r ∩ Br(x) ⊆ Tτr(Vℓx) .
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