on a bounded connected open set Ω ⊂ R d with Lipschitz boundary conditions, where c kl ∈ L ∞ (Ω, R) and a k , b k , a 0 ∈ L ∞ (Ω, C), subject to Robin boundary conditions ∂ ν u + β Tr u = 0, where β ∈ L ∞ (∂Ω, C) is complex valued. Then we show that the kernel of the semigroup generated by −A satisfies Gaussian estimates and Hölder Gaussian estimates. If all coefficients and the function β are real valued, then we prove Gaussian lower bounds.
Introduction
Second-order strongly elliptic operators in divergence form with real measurable bounded coefficients, subject to Dirichlet, Neumann or mixed boundary conditions, are well studied on a bounded Lipschitz domain Ω. The kernel of the associated semigroup satisfies Gaussian kernel bounds [Aro] , [Dav] , [AE1] , [Dan1] . For Dirichlet and Neumann boundary conditions it was proved that the kernel is even Hölder continuous with the appropriate Hölder Gaussian bounds [AT] . Recently, also Hölder Gaussian kernel bounds have been proved for operators with mixed boundary conditions [ERe] . The situation is different if the operator has Robin boundary conditions ∂ ν u + β u = 0, where β ∈ L ∞ (∂Ω). If β ≥ 0, then Gaussian kernel bounds were proved in [AE1] Theorem 4.9, with a differentiability condition on the first-order coefficients and in [Dan1] Theorem 6.1 without the differentiability condition. The condition β ≥ 0 is replaced by β ∈ L ∞ (∂Ω, R) in [Dan2] Theorem 2.2 and Lemma 3.2. No Hölder Gaussian kernel bounds are known if β = 0. In this paper we show that the kernel has both Gaussian kernel bounds and Hölder Gaussian bounds for any β ∈ L ∞ (∂Ω), even complex valued. Also the lower-order coefficients can be complex, but we still require that the principal coefficients are real valued (and measurable, although they do not have to be symmetric).
The first main theorem of this paper is as follows. Let A be the operator associated with the closed sectorial form a β . Then the semigroup generated by −A has a kernel K. Moreover, for all τ > 0 and τ ′ ∈ (0, 1) there exist κ ∈ (0, 1) and b, c, ω > 0 such that for all x, y, x ′ , y ′ ∈ Γ with |x − x ′ | + |y − y ′ | ≤ τ t.
In Theorem 5.11 we will prove an extension of Theorem 1.3, where the Laplacian is replaced by a pure second-order strongly elliptic operator in divergence form with real symmetric Hölder continuous coefficients. This theorem will be a consequence of the previously mentioned Poisson kernel bounds in [EO2] and a new theorem, Theorem 5.5, which provides optimal bounds for the semigroup from L 2 (Γ) into the space of Hölder continuous functions on Γ. The latter theorem is valid even for operators in divergence form with real measurable principal coefficients and complex lower-order terms.
The outline of the paper is as follows. In Section 2 we introduce the notation and classes of coefficients that we need in this paper. In Section 3 Hölder continuity of the semigroup will be proved, together with a uniform version of Theorem 1.1. For this we use pointwise versions of Morrey and Campanato spaces and a regularity proposition to obtain elliptic regularity. For the convenience of the reader we repeat in Section 2 the pointwise versions of Morrey and Campanato spaces as introduced in [ERe] . The regularity proposition contains a new boundary term to handle the Robin operator. The same regularity proposition is then also used in Section 5 to prove an extension of Theorem 1.3. In Section 4 we prove the lower kernel bounds of Theorem 1.2. In the proof we use that a bounded connected Lipschitz domain satisfies the chain condition. We prove this fact in the appendix.
Preliminaries
In this section we introduce the classes of operators that we use throughout this paper. Since our proofs also involve Morrey and Campanato seminorms, we include those definitions as well.
Let 
Let E(Ω, µ, M) be the set of all tuples (C, a, b, a 0 ), where C ∈ E p (Ω, µ, M), a, b: Ω → C d measurable and a 0 :
For all (C, a, b, a 0 ) ∈ E(Ω) define the closed sectorial forms a p , a: W 1,2 (Ω)×W 1,2 (Ω) → C by
It will be clear from the context what are C, a, b, a 0 and β. Let A be the m-sectorial operator associated to a β . We denote by S the semigroup generated by −A. We next show that A is an elliptic operator with Robin boundary conditions. In order to describe the domain of A, we need the notion of a weak co-normal derivative.
Define the operator A: W 1,2 (Ω) → (W 1,2 0 (Ω)) * by Let u ∈ W 1,2 (Ω) and suppose that Au ∈ L 2 (Ω). Let ψ ∈ L 2 (Γ). Then we say that ψ is a weak co-normal derivative of u if
for all v ∈ W 1,2 (Ω). Then ψ is unique by the Stone-Weierstraß theorem and we write ∂ ν u = ψ. If u and Ω are smooth enough, then
Proof. The easy proof is left to the reader.
Let κ ∈ (0, 1). The space C κ (Ω) is the space of all Hölder continuous functions of order κ on Ω with semi-norm
It is a Banach space with the norm u C κ (Ω) = |||u||| C κ (Ω) + u L∞(Ω) . Finally we introduce the pointwise Morrey and Campanato semi-norms as in [ERe] . 
where for an L 2 -function v we denote by v D = 1 |D| D v the average of v over a bounded measurable subset D of the domain of v with |D| > 0.
Since we consider a domain with a Lipschitz boundary, we need Lipschitz maps to a reference space, which we choose to be a cylinder. Define
the open cylinder in R d , the lower half by E − = {x ∈ E : x d < 0} and its mid plate by
We emphasise that the field is the complex numbers and all our functions are complex valued, except when explicitly stated otherwise.
Note that these bounds are uniform for all x ∈ 1 2 E − and 0 < r ≤ R ≤ 1 2 . Moreover, γ + δ < d − 2 + 2κ. Hence they can be improved by use of Lemma III.2.1 of [Gia] and one deduces that there exists a c 3 > 0, depending only on c DG , γ + δ and d − 2 + 2κ, such that
for all x ∈ 1 2 E − and 0 < r ≤ 1 2 ε 2 . The rest of the proof is similarly to the proof of [ERe] Proposition 6.5, which is a modification of the proof of Proposition 3.2 in [ERe] .
We also need the Davies perturbation. Let
Proof. Without lost of generality we may assume that µ ≤ 1. By [Neč] Theorem 2.4.2 there exists a c 1 > 0 such that
Then the boundary term can be estimated by
Differentiating gives
Hence by Gronwall's lemma
The estimates for A (ρ) S t u L 2 (Ω) and ∇S t u L 2 (Ω) follows from [ERe] Lemma 7.1.
We next consider the L 2 → L ∞ and Hölder estimates for the semigroup near Γ. 
Proof. Let µ, M > 0 and let κ ∈ (0, 1) be as in Proposition 3.1. For all γ ∈ [0, d − 2 + 2κ) let P (γ) be the hypothesis There exist c, ω > 0, depending only on K, µ, M, κ and c DG , such that
Apply Proposition 3.1 with ε = t 1/4 e −t ∈ (0, 1]. The three terms in f are approximated separately using Lemma 3.2 withγ = γ + δ. First,
Secondly,
Thirdly,
The terms with f i in Proposition 3.1 can be estimated by
where we used (6) in the last step. Next,
Finally for the new terms,
where (4) and (6) are used. Now (4) for P (γ + δ) follows from Proposition 3.1.
End of proof of Proposition 3.3. This follows as at the end of the proof of Proposition 7.2 in [ERe] .
The part of Ω away from Γ can be estimated by interior regularity. Then for all µ, M > 0 there exist κ ∈ (0, 1) and c, ω > 0 such that the following is valid.
Proof. This follows similarly to the proof of Proposition 3.3 using [ERe] Proposition 3.2 instead of Proposition 3.1.
We can now prove Gaussian Hölder kernel bounds for second-order operators with complex lower-order coefficients and complex Robin boundary conditions. Theorem 3.6. Let Ω ⊂ R d be open bounded with Lipschitz boundary Γ. Then for all µ, M, τ > 0 and τ ′ ∈ (0, 1) there exist κ ∈ (0, 1) and b, c, ω > 0 such that the following is valid. Let (C, a, b, a 0 ) ∈ E(Ω, µ, M) and β ∈ L ∞ (Γ) with β L∞(Γ) ≤ M. Let S be the semigroup generated by −A. Then S has a kernel K. Moreover,
for all x, x ′ , y, y ′ ∈ Ω and t > 0 with |x − x ′ | + |y − y ′ | ≤ τ t 1/2 + τ ′ |x − y|.
Proof. By a compactness argument it follows from Propositions 3.3 and 3.5 that there exist δ, κ ∈ (0, 1) and c, ω > 0 such that
Then the Hölder Gaussian kernel bounds follow as in the proof of Lemma A.1 in [EO1] .
Corollary 3.7. For all t > 0 let T t : C(Ω) → C(Ω) be the restriction of S t to C(Ω). Then T is a holomorphic C 0 -semigroup.
Proof. This follows as in the proof of Theorem 4.3 in [Nit] , with the use of Theorem 3.6. (Note that there is a gap in the proof of Theorem 4.3 in [Nit] in case the condition β ≥ 0 is not valid.)
Finally note that the semigroup S is irreducible in the following sense.
Proof. It follows from [Ouh] Theorem 2.2 that 1 Ω 1 u ∈ W 1,2 (Ω) for all u ∈ W 1,2 (Ω). Then the proposition follows by the discussion on page 106 in [Ouh] .
Also the semigroup on C(Ω) is irreducible.
Proposition 3.9. Suppose that Ω is connected. Let T be the C 0 -semigroup on C(Ω) as in Corollary 3.7. Let F ⊂ Ω be closed and suppose that T t I ⊂ I for all t > 0, where I = {u ∈ C(Ω) : u| F = 0}. Then F = ∅ or F = Ω.
Proof. Suppose that F = ∅ and F = Ω. Define f ∈ C(Ω) by f (x) = d(x, F ). Let t > 0 and x ∈ F . If τ ∈ C(Ω), then f τ ∈ I, so 0 = (T t (f τ ))(x) = Ω K t (x, y) f (y) τ (y) dy. Hence K t (x, y) f (y) = 0 for almost every y ∈ Ω and by continuity for all y ∈ Ω. Therefore K t (x, y) = 0 for all y ∈ Ω \ F and by continuity for all y ∈ Ω \ F , where the closure is in So S t J ⊂ J for all t > 0. Since S is irreducible by Proposition 3.8, it follows that |F | = 0 or |Ω \ F | = 0. Since F = Ω there exists an x ∈ Ω and r > 0 such that B(x, r) ⊂ R d \ F . Then 0 < |Ω(x, r)| ≤ |Ω \ F |. Hence |F | = 0. Then also |F • | = 0 and consequently F • = ∅.
Therefore Ω \ (F • ) = Ω. It follows that K t (x, y) = 0 for all t > 0, x ∈ F and y ∈ Ω, and then by continuity for all y ∈ Ω. Then 1 = lim t↓0 (T t 1 Ω )(x) = lim t↓0 Ω K t (x, y) dy = 0 for all x ∈ F . This is a contradiction since F = ∅.
In this short section we prove the Gaussian lower bounds of Theorem 1.2. The general outline is standard. We first show on-diagonal lower bounds for small time. Secondly we use the Hölder Gaussian upper bounds to obtain lower bounds close to the diagonal for small time. Finally we use the semigroup property together with the chain condition to prove Gaussian lower bounds. Adopt the notation and assumption of Theorem 1.2. Let T be the C 0 -semigroup in C(Ω) as in Corollary 3.7. Then lim t↓0 T t 1 Ω − 1 Ω C(Ω) = 0. Hence
It follows from [ERo] Theorem 2.1 that there are c 1 , c 2 , t 0 > 0 such that
for all x, y ∈ Ω and t ∈ (0, t 0 ] with |x − y| ≤ c 2 t 1/2 . Without loss of generality we may assume that t 0 ≤ 1. By Proposition A.1 in Appendix A the set Ω satisfies the chain condition. That is, there exists a c 3 > 0 such that for all x, y ∈ Ω and n ∈ N there exist x 0 , . . . , x n ∈ Ω such that x 0 = x, x n = y and |x k+1 − x k | ≤ c 3 |x−y| n for all k ∈ {0, . . . , n − 1}. Since Ω is bounded and Lipschitz, there exists a c 4 > 0 such that |Ω(x, r)| ≥ c 4 r d for all x ∈ Ω and r ∈ (0, 1]. Let x, y ∈ Ω and t > 0. Let n ∈ N be the smallest natural number such that 4c 2 3 |x − y| 2 c 2 2 t ≤ n and t t 0 ≤ n.
Then
By the chain condition there exist x 0 , . . . , x n ∈ Ω such that x 0 = x, x n = y and |x k+1 −x k | ≤ c 3 n |x − y| for all k ∈ {0, . . . , n − 1}. Then the semigroup property gives
√ n ) for all k ∈ {1, . . . , n − 1} and we set z 0 = x 0 and z n = x n , then
for all k ∈ {0, . . . , n − 1} and t n ≤ t 0 . Hence K t n (z k , z k+1 ) ≥ c 1 n d/2 t −d/2 and
where we used (7). Then Theorem 1.2 follows.
Dirichlet-to-Neumann operator
In this section we prove uniform estimates and Hölder continuity estimates for the kernel of the semigroup generated by minus the Dirichlet-to-Neumann operator on a domain with Lipschitz boundary. The Dirichlet-to-Neumann operator can be associated to a general second-order elliptic differential operator in divergence form with real principal coefficients and complex lower-order coefficients. Combining these estimates with Poisson kernel bounds for operators on C 1+κ -domains and Hölder continuous principal coefficients we can prove an extension of Theorem 1.3. We first introduce the Dirichlet-to-Neumann operator which is associated with a general second-order elliptic operator.
Let Ω ⊂ R d be a bounded Lipschitz domain. For all k, l ∈ {1, . . . , d} let c kl : Ω → R and a k , b k , a 0 : Ω → C be bounded and measurable. Suppose there exists a µ > 0 such that Re d k,l=1 c kl (x) ξ k ξ l ≥ µ |ξ| 2 for all x ∈ Ω and ξ ∈ C d . As in Section 2 define the form a:
Let A D be the m-sectorial operator in L 2 (Ω) associated with a| W 1,2 0 (Ω)×W 1,2 0 (Ω) . Then A D is an elliptic operator with Dirichlet boundary conditions. Throughout this section we assume that 0 ∈ σ(A D ).
Under the above assumptions one can solve the Dirichlet problem.
Proposition 5.1. Let ϕ ∈ Tr W 1,2 (Ω). Then there exists a unique u ∈ W 1,2 (Ω) such that Au = 0 and Tr u = ϕ.
Proof. See [AE3] Lemma 2.1 (or [BE] Lemma 3.2(a)).
We are now able to define the Dirichlet-to-Neumann operator N . Let ϕ, ψ ∈ L 2 (Γ). Then we say that ϕ ∈ dom N and N ϕ = ψ if there exists a u ∈ W 1,2 (Ω) such that Tr u = ϕ, Au = 0 and ∂ ν u = ψ. The operator N can be characterised by the form a.
Proposition 5.2. Let ϕ, ψ ∈ L 2 (Γ). Then the following are equivalent.
(i)
ϕ ∈ dom N and N ϕ = ψ.
(ii) There exists a u ∈ W 1,2 (Ω) such that Tr u = ϕ and a(u, v) = (ψ, Tr v) L 2 (Γ) for all v ∈ W 1,2 (Ω).
The proof is left to the reader.
If the form a is symmetric, then the operator N is self-adjoint by [AEKS] Theorem 4.5. The non-symmetric extension is as follows.
Proposition 5.3. The operator N is m-sectorial.
Proof. There exist µ 1 , ω 1 > 0 such that
for all u ∈ W 1,2 (Ω). By Proposition 5.1 we can define the map γ D : H 1/2 (Γ) → W 1,2 (Ω) by γ D (ϕ) = u, where u ∈ W 1,2 (Ω) is such that Au = 0 and Tr u = ϕ. As in [AE2] Section 2 define V (a) = {u ∈ W 1,2 (Ω) : a(u, v) = 0 for all v ∈ W 1,2 0 (Ω)}. Then V (a) is closed in W 1,2 (Ω). If u ∈ W 1,2 (Ω), then u = γ D (Tr u) + (u − γ D (Tr u)) ∈ V (a) + W 1,2 0 (Ω). Therefore W 1,2 (Ω) = V (a) + W 1,2 0 (Ω). Also V (a) ∩ W 1,2 0 (Ω) = {0} since 0 ∈ ρ(A D ). So Tr | V (a) : V (a) → L 2 (Γ) is injective. By Ehrling's lemma there exists a c > 0 such that Let T be the semigroup generated by the operator −N . Recall that we assume that 0 ∈ σ(A D ). The main result of this section is the following theorem.
Theorem 5.5. Suppose d ≥ 3. Then there exist κ ∈ (0, 1) and c, ω > 0 such that
and
for all t > 0.
The bounds (10) easily follows by interpolation of the bounds (9) and the bounds T t L 2 (Γ)→L 2 (Γ) ≤ c ′ e ω ′ t . So it remains to prove the Hölder bounds (9).
In case d = 2, then we can also prove Hölder bounds, but unfortunately the singularity in t in (9) is not optimal, as we loose an ε. Since the proof is almost the same, we consider the case d ≥ 2 in the remainder of this section.
If t ∈ (0, ∞) and ϕ ∈ L 2 (Γ), then T t ϕ ∈ dom(N ). Hence there exists a unique u t,ϕ ∈ W 1,2 (Ω) such that Tr u t,ϕ = T t ϕ and a(u t,ϕ , v) = (N T t ϕ, Tr v) L 2 (Γ) for all v ∈ W 1,2 (Ω). The key idea for the proof of (9) is to estimate u t,ϕ .
Lemma 5.6. There existc 0 ,ω 0 > 0 such that u t,ϕ L 2 (Ω) ≤c 0 t −1/2 eω 0 t ϕ L 2 (Γ) and ∇u t,ϕ L 2 (Ω) ≤c 0 t −1/2 eω 0 t ϕ L 2 (Γ) for all t > 0 and ϕ ∈ L 2 (Γ).
Proof. As in [AE2] Section 2 define V (a) = {u ∈ W 1,2 (Ω) : a(u, v) = 0 for all v ∈ W 1,2 0 (Ω)}. Let c, µ 1 , ω 1 > 0 be as in (8). Then
for all u ∈ V (a). In particular
and the lemma follows from the analyticity of the semigroup T .
By a compactness argument Theorem 5.5 is a consequence of the next proposition. (a) If d ≥ 3, then there exist c, δ 0 , ω > 0 and κ ∈ (0, 1) such that
, then for all ε > 0 there exist c, δ 0 , ω > 0 and κ ∈ (0, 1) such that
Proof. There exists an M > 0 such that (C, a, b, a 0 ) ∈ E(Ω, µ, M). Let κ ∈ (0, 1) be as in Proposition 3.1. Let K ∈ [1, ∞) be larger than the Lipschitz constant of Φ| Ω∩U and
and the required bounds follow if t ∈ (0, 3]. Finally, there exist c > 0 and ν ∈ (0, 1) such that
for all x, x ′ , y ∈ Γ and t ≥ 3 with |x − x ′ | ≤ 1. By duality there exists a c ′ > 0 such that
for all x, x ′ , y, y ′ ∈ Γ and t ≥ 3 with |x − x ′ | ≤ 1 and |y − y ′ | ≤ 1. Since Γ is bounded, the required Hölder Poisson bounds follow for t ≥ 3.
A The chain condition
Let Ω ⊂ R d be open and connected. We say that Ω satisfies the chain condition if there exists a c > 0 such that for all x, y ∈ Ω and n ∈ N there are x 0 , . . . , x n ∈ Ω such that x 0 = x, x n = y and |x k+1 − x k | ≤ c n |x − y| for all k ∈ {0, . . . , n − 1}. Obviously in general Ω does not satisfy the chain condition. We first consider a special Lipschitz chart. We next show that the geometric distance is equivalent with the induced Euclidean distance on Ω. By Lemma A.2 there are c 1 , c 2 ≥ 1 such that d(x, y) ≤ c 1 |x − y| and |x − y| ≤ c 2 for all k ∈ {1, . . . , N} and x, y ∈ Ω ∩ U k . Without loss of generality we may assume that 2r k ≤ c 2 for all k ∈ {N +1, . . . , N ′ }. For simplicity write U k = B(w k , r k ) for all k ∈ {N +1, . . . , N ′ }. Then d(x, y) ≤ c 1 |x − y| and |x − y| ≤ c 2 for all k ∈ {N + 1, . . . , N ′ } and x, y ∈ U k .
We next prove that the geometric distance d is bounded on Ω. Define M = 2c 2 + max{d(w k , w l ) : k, l ∈ {1, . . . , N ′ }}. Let x, y ∈ Ω. Then there are k, l ∈ {1, . . . , N ′ } such that x ∈ U k and y ∈ U l . Hence d(x, y) ≤ d(x, w k ) + d(w k , w l ) + d(w l , y) ≤ M. Therefore d is bounded by M.
Finally suppose that there is no c > 0 such that d(x, y) ≤ c |x − y| for all x, y ∈ Ω. Then for all n ∈ N there are x n , y n ∈ Ω such that d(x n , y n ) > n |x n − y n |. It follows that |x n − y n | ≤ M n for all n ∈ N. The sequence (x n ) n∈N is bounded since Ω is bounded. Passing to a subsequence if necessary, we may assume that the sequence (x n ) n∈N is convergent. Let x = lim n→∞ x n . Then lim n→∞ y n = x and x ∈ Ω. Since Ω ⊂ N k=1 U k ∪ N ′ k=N +1 B(w k , r k ), there exists a k ∈ {1, . . . , N ′ } such that x ∈ U k . Because U k is open there exists an N 0 ∈ N such that x n ∈ U k and y n ∈ U k for all n ∈ N with n ≥ N 0 . Finally choose n ∈ N such that n ≥ max{N 0 , c 1 }. Then n |x n − y n | < d(x n , y n ) ≤ c 1 |x n − y n | ≤ n |x n − y n |. This is a contradiction. Now we are able to prove the proposition. 
Proof of Proposition

