Abstract: Today, most surgeries are performed under general anesthesia where one of the most growing methods for anesthesia depth monitoring is using electroencephalogram (EEG). The bispectral index (BIS) is the most commonly used parameter for anesthesia depth monitoring using EEG, the validity of which is still to be studied before being accepted as a routine method by clinicians. This paper proposes a new technique for detecting the depth of anesthesia by means of EEG, which is based on multioutput least-squares support vector regression (MLS-SVR), which provides the probability that the patient is in the four different possible anesthesia states. In this study, EEG signals were recorded from 20 patients who were anesthetized in the operation room. Twelve linear and nonlinear EEG features were then extracted every 10 s from the EEG signals to form the feature vector. The features were then classified by the MLS-SVR classifier and the results were compared with those of the BIS, where no significant differences were observed (P > 0.05).
Introduction
Anesthesiologists recognize the depth of anesthesia in patients based on clinical observations (blood pressure, heart rate, respiration rate, eye tears, eye movement, sweating, and patient's physical response to stimulus).
The inadequate use of anesthetic drugs causes consciousness during surgery. Light anesthesia has a catastrophic outcome on the patient, especially for those with a history of cardiac disease [1] .
In order to prevent the above-mentioned incidents, using intelligent methods based on the body's physiological signals is considered an appropriate alternative. Therefore, in recent years, special attention has been paid to electroencephalogram (EEG) signal processing in order to estimate the depth of anesthesia [2, 3] .
For awakening with closed eyes, EEG is active and typically shows prominent alpha activity (10 Hz).
After administering a hypnotic drug, the patient enters a sedation state and EEG shows increased beta activity (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) [4] . After the sedation state, four stages occur: phase 1 is a light anesthetic state with decreased EEG beta activity (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) and increased alpha (8) (9) (10) (11) (12) and delta activities (0-4 Hz) [5, 6] . In phase 2, an intermediate state, beta activity decreases and alpha and delta activities increase [7] . During phase 3, a deeper state, EEG shows burst suppression. Surgery is often performed in phases 2 and 3. Phase 4 is the deepest * Correspondence: ksetareh@ut.ac.ir This work is licensed under a Creative Commons Attribution 4.0 International License.
state, during which EEG is isoelectric [8] . Due to changes in the frequency bands of different states, it can be concluded that the power of frequency bands is an important feature in determining the depth of anesthesia, and considering these features is important for classification of anesthetic levels. Also, due to the nonlinear behavior of the brain, in addition to the frequency features, the entropy measure is also used to detect the depth of anesthesia. Frequency changes are measurable by the entropy criterion, and studies show progress in detecting the depth of anesthesia by different types of entropy [9, 10] . In [11] , approximate entropy and permutation entropy were used as a features and SVMs were used to classify 2 states of anesthesia('awake' and 'anesthetized' state). That study reported accuracy of 96 percent. Also, in [12] , 2 states of anesthesia were classified with 95 percent accuracy. However, in the case of four-state anesthesia, [13] reported that the accuracy indices obtained by a modified SVM (GA-SVM) across the four patterns (relative power spectral density (PSD)of EEG band) were 90.64 ± 7.61 , 81.79 ± 5.84 , 82.14 ± 7.99 , and 72.86 ± 11.11 , respectively.
In this article, anesthesia was divided into five levels (awake, light to moderate sedation, superficial anesthesia, adequate anesthesia, and deep anesthesia) using the bispectral index (BIS) [14] , a common criterion for determining the depth of anesthesia.
In this paper, the feature vector includes approximate entropy, permutation entropy, fractal dimension, detrended fluctuation analysis, Shannon entropy, and relative power of EEG bands and MLS-SVR classification was used to categorize anesthesia levels. Unlike the LS-SVR, this classifier is a multioutput classifier that expresses the possibility of the presence of each level of anesthesia. LS-SVR is a modified form of the SVR that solves linear equations and does not need to solve quadratic complex equations; thus, it reduces computational complexity and increases the calculation speed [15] . The capability of MLS-SVR is to be used online during anesthesia. Using the MLS-SVR classification, anesthetic levels were automatically determined with 88% accuracy.
Materials and methods
In this experimental study, features were extracted from every 10 s of an EEG signal recorded from 20 individuals during anesthesia. In calculating the features, the relative power of the frequency bands and the entropy measures were used. The final feature vector was classified using the MLS-SVR method. Finally, the results were evaluated for accuracy of classification. All steps are described in Sections 2 and 3 and the method's algorithm is shown in Figure 1. 
Experimental dataset
In this research, the Saadat Co. Ltd. database was used. This dataset records monopolar Fpz-At1 from the forehead by BIS-QUATRO Sensor (Aspect Medical Systems, Newton, MA, USA). EEG signals of 20 individuals were recorded during anesthesia with a sampling rate of 200 Hz. In addition to raw EEG data, BIS and SQI (standard quality index) indices were also recorded. BIS was recorded at a frequency of 1.0 Hz. In this database, the age range of patients varied from 15 and 70 years [16] .
Preprocessing
At first a notch filter was used to remove 50 HZ noise ( Figure 2 ); in the second step, the SQI threshold was addressed. The quality of the signal was only validated when SQI > 80 and could be used in the signal analysis section. Different anesthetic levels are specified based on BIS in Table 1 [14] . Due to the limited valid data available in awake and light anesthesia phases, these two were considered as one state, and a total of 4 states were considered for anesthesia. An EEG signal recorded during anesthesia is shown in Figure 3a . Figure 3b shows the SQI corresponding to the EEG of Case 1. 
Feature extraction
Input data were a discrete time series to N length x = {x 1 , ..., x N |x i ∈ R, i ∈ z > 0} and the vector V , V ∈ R q , has q members, which shows the number of features. Features were extracted every 10 s from the
In the feature extraction step, the two approaches were considered.
In the first approach, relative power spectral changes (delta (0-4 Hz), theta (4-7 Hz), alpha (8-12 Hz), low For computing the features, the standard algorithm was used [17] . Finally, all features were normalized
Classification (MLS-SVR)
This classifier is a modified type of LS-SVR with the difference that MLS-SVR learns the mapping from multiple inputs to multiple outputs. The standard LS-SVR algorithm is single-output, as briefly described below. If we consider inputs x ∈ R d and outputs y ∈ R , then {(
is independent and identically distributed (i.i.d.); we consider y = (y 1 , y 1 , ..., y 1 ) T ∈ R l . The single-output LS-SVR solves the problem by finding two parameters, ∈ R n h & b ∈ R , which minimizes the following cost function: 
where
repmat (x, m, n) creates a matrix consisting of an m×n tiling of copies of x .
For considering hierarchical Bayes insights, we assume that all w i ∈ R n h (i ∈ N m ) can be written as w i = w 0 +v 0 .
When the outputs are similar, the value of v i ∈ R n h (i ∈ N m ) is low. Otherwise, the average w 0 ∈ R n h vector will be low. W 0 shows information about commonality and v i (i ∈ N m ) shows information related to specialty.
By finding two parameters of w
problem is solved, which minimizes the following cost function:
R n h ×l , and γ ∈ R + are two positive real parameters [15] .
Results and discussion
For data analysis, MATLAB 2016b software was used on a macOS Sierra personal computer. The EEG signal was recorded from patients anesthetized in the operating theater, identified as case num. 1, case num. 2, ..., case num. 20. Figure 4a shows an EEG spectrogram in the operating room. In this figure, reduced high frequency EEG bands during anesthesia with increased amplitude are shown during consciousness. The reason for this is the reduction of high frequency EEG band activity during anesthesia [3] . The frequency of EEG signal fluctuations is proportional to the level of consciousness and the level of the individual's concentration and their psychological/mental status in different frequency ranges [18] . The high power observed at 50 Hz is due to the city's electric noise. Figure 4b shows gamma band activity during anesthesia; initially the power of the gamma band is high, but the power reduces at the onset of anesthesia, and at the end of the operation, when the effect of an anesthetic drug is reduced, it indicates increased power. Anesthetic drugs reduce the activity of the high frequency band, affecting the nervous system [19] . Reference [20] also reported reduced amplitude at high frequencies during deep anesthesia. Figure 4c shows increased beta band power during anesthesia. At the sedation stage, the strong activity of the beta band is seen at 15-30 Hz [21] , and with the onset of deep anesthesia, the increased power of the β peak is transmitted to α [22] . As can be seen in Figure 4d , the power of the alpha band increases as the anesthesia starts. The reason for this is the regular activity of brain signals in anesthesia, which shows the power of alpha and delta frequency bands during anesthesia [4] . In this paper, the feature vector, in addition to the relative power of EEG bands, included the entropy criterion. Features such as PE, APE, FD, and DFA showed regularity and irregularity in the brain signals and measure the complexity of the brain signals [17] . Table 2 shows the mean value of some of the features at different levels of consciousness. Features of this table did not show significant difference in t-tests with the BIS (P > 0.05). The trend of changes in features such as PE, gamma, beta, and theta bands are proportional to the depth of anesthesia in terms of BIS. The magnitude of these features increases or decreases with increased depth of anesthesia. Figure 5a shows the trend of changes in PE and BIS index. The PE criterion specifies the signal complexity by determining the irregularity level in the signal. Typically, for a single-frequency periodic signal, PE is near zero, while it is large for a random signal [23] . Reference [24] also used the PE feature to detect the depth of anesthesia. Figure 5b shows the trend of FD changes and BIS index. Reference [25] also described FD as a useful feature for detecting the depth of anesthesia. Table 3 shows the confusion matrix for classifying all data. Due to limited data from the awake phase, the data of awake and light anesthesia phases were grouped into one group. The accuracy of the MLS-SVM classifier was 88%.
At the end of classification, accuracy results that are TP Rate, FP Rate, Precision, Recall, and ROC area values for MLS-SVR are given in Table 4 . 
Conclusion
In this study, EEG signals were analyzed and evaluated to extract the features and compare them with the BIS for detecting the depth of anesthesia. The features of EEG frequency bands and the types of entropy (relative power of EEG band and entropy measures) used in this article had no significant difference with the BIS criterion (P > 0.05). In this article nonlinear features such as PE, FD, APE, SE, DFA, and linear features in the frequency domain were used. The nonlinear features could successfully track changes in the consciousness and alertness of the subjects in the operating room [26] .Moreover, since the EEG activity during anesthesia were regularized, and the spectral density of EEG bands can show the difference between anesthesia states [27] .
Many different techniques like ANN and SVR were used for EEG signal classification in the past [28] . For nonlinear multiclass classification, SVR and SVM are mostly used since they build an optimized hyperplane. SVR and SVM based regression techniques solve some ANN problems like the nonuniqueness of the final ANN solution [29] .
In comparison with different types of classifiers, in this article the main attention is drawn to the use of SVR. LS-SVR is a modified form of SVR where the difference is that LS-SVR solves a set of linear equations, instead of solving the quadratic programming problem, and causes low computational complexity so it reduces the imposed costs and increases the speed and accuracy. MLS-SVR is a modified form of LS-SVR but has multiple outputs instead of one.
Using the MLS-SVR classifier, the anesthetic levels were automatically classified. The reason for choosing this classifier was it being multioutput and its ability to run online. It can also use the data instantaneously imported to the machine in order to update. For anesthesiologists, a classifier model that can analyze EEG signals and conduct classification process automatically in a short time with high accuracy is necessary [30] .
The advantages of the proposed features compared to the BIS include a clear implementation algorithm and the physiologic justification of these features (the regular activity of brain neurons during anesthesia).
Finally, optimization of the processing methods used in order to increase their speed and accuracy and studying other EEG-derived variables able to estimate the depth of anesthesia are recommended.
