We propose affective image classification on dimensional affective groups against conventional discrete affective groups which does not cover all three emotional vectors. This approach serves as affective group identification phase of a full emotion estimation model from affective pictures. The known emotional vector values Valence, Arousal and Dominance of IAPS photo set for all subjects are categorized into nine affective groups using few well known clustering algorithms and the clusters are evaluated by using photo description. The texture and histogram based graphical features of photographs without borders within the SOM based affective groups are evaluated by using the pattern recognition tools of neural network to identify the affective groups where the inputs originated. The test results proved that the gray scale is suitable for high valence or high arousal groups, edges and corners are suitable for high valence groups and blue histogram is useful in high arousal groups. Single or logical combination of these trained networks can be used for affective group recognition in high arousal or valence group. High dominance groups are under development.
Introduction
The International Affective Picture System(denotes IAPS) is a set of static stimulus image set which is widely used in human emotional researches. According to recent psychological studies the emotions from its perception can be considered as a representation of three dimensional emotional vectors called Valence,Arousal and Dominance (denotes VAD bellow).Therefore it is important to include all three emotional vectors in relevant studies for accuracy.
In our research we use IAPS set for all subjects in [1] where the known VAD vectors ranged 0 to 9, assuming this set provide us with a wider emotion options. Affective image classification is a research area that combines arts, psychology and computer science. Searching for input parameters for artificial intelligence to accomplish this task is the common interest in many resent researches. Since there are no global parameter set exist for this task, priory grouping before input evaluation is necessary. The groupings are either dimensional or discrete, with existing ones belongs to the latter.
In [4] Joseph et al., 2005 explained the usage of IAPS for obtaining the core emotions for a discrete categorization. In [2] V. Yanulevskaya et al. used manual categorization to obtain 10 discrete emotional groups as emotional valence categorization named anger, amusement, awe, fear, contentment, disgust, excitement, sadness, undifferentiated positive and undifferentiated negative.
Despite the different names of core emotion categories all these previous categorizations are discrete approaches.
The problem with discrete approaches is the uncertainty about the contents within undifferentiated groups and lack of completeness and less accuracy. Also missing important information related to a particular vector such as dominance is not appropriate.
We proposed dimensional approach which is more complete to experiment on than previous discrete groups. In our research we avoid unnecessary labeling the data into discrete groups, rather concern about their location of vector space. On the other hand location does capable to represent core emotions, trade off is just the distinguished core names(labels), i.e. for a group with high valence and low arousal some may name it a happy group, others may name it as pleasant group.
We use spectrum based inputs and texture based input for evaluation. The prospect of the evaluation in this research is to analyze the potential of the object parameters to recognize the target group. Once the potential is known, accuracy increase is going to be of rearrange those parameters. Therefore the inputs that subject to evaluation here are fundamental histogram based and texture based.
This affective image classification effort is part of an emotional modeling approach that designed to predict emotion vector value from graphical parameters of unfamiliar affective photos in two consecutive phases called the clustering phase and training phase. The proposed model is named "intelligent emotional vector deducing engine" and the clustering in this paper is to obtain dimensional affective groups that serves as a pre process and this classification is about group recognition for this engine. The whole model is based on the argument such that if the trained neural network can properly classify an unknown photo to a probable affective group, then we can use that group's prediction net which is the result of training phase to predict the emotion vector value. This prediction accuracy is addressed in [5] , which shows that the 8 sectored RGB histograms and four added parameters was the best inputs to train the neural network within affective sub groups for emotion vector value prediction. It is this quantification of vector that provides the real technical merit, e.g. emotion estimation or control. Therefore we expand the existing researches as a computation approach. 
Obtain Affective Groups
Since the emotional vector of the data set is known, the affective categorization could be considered as grouping the affective photographs according to their location on vector space. In other words group the nearby photographs into a cluster.
There are many possible ways of such categorizations, linear and non linear methods. One could consider each group like in a shape of a cube. How ever there is no such a necessity to be in a finite shape.
We tested using density based clustering algorithms expectation maximization (EM) and the famous k-means, model based clustering algorithm self organizing map (SOM) and soft computing based clustering algorithm fuzzy c-means (FCM). As external evaluation criteria measure we used description of photographs to represent group contents. A good cluster is considered to has similar contents. As an indicator we used keyword count of the photo description. The clustering results shows a similarity among SOM, FCM and k-means, but EM which was not very accurate.
Table1 shows counts of some keywords per algorithm within a group.
After comparing the cluster evaluation results we decided to use SOM based results which were better than others. The training method used in this approach was batch unsupervised weight bias training, which result in cluster the data according to their location of space. 
Description of Target Emotion Groups
The following is the contents of resulting SOM based group 1-1 (pleasant contents). Please refer Appendix for other groups and their contents. 
Input Data Sets
The research objective becomes finding the most accurate input data set per group. The following are considered to be inputs for evaluation.
(1) sum of edges and sum of corners(denotes p2 scale) (2) sum of edges, corners,regional maximums and regional minimums(denotes p4 scale) (3) eight sectored R histogram(denotes rsec8) (4) eight sectored G histogram(denotes gsec8) (5) eight sectored B histogram(denotes bsec8) (6) eight sectored R,G histogram(denotes rgsec8) (7) eight sectored R,B histogram(denotes rbsec8) (8) eight sectored B,G histogram(denotes bgsec8) (9) eight sectored RGB histogram(denotes rgbsec8) (10) rgbsec8+p4 scale(denotes rgb8p4) (11) eight sectored Gray scale histogram(denotes gray8 scale) (12) graysec8+p4 scale(denotes gray8p4)
Affective photos that contain border are opted during these evaluation to avoid their effects on input scales.
Input Evaluation
The input data sets for the neural network are from above chapter 4.
The input evaluation method is through training the artificial neural network using pattern recognition tools. 70% of data from each input data set is used for training and 30% for testing. Data selection above is on random basis.
The network is trained to recognize its target groups and test inputs are feed to the trained network to predict the group it belongs. If the predicted groups are similar to target groups the input data set is considered to be valid for affective classification, means capable to recognize the emotion group it belongs. The percentage of accuracy is evaluation factor here.
Figure 5.1 input data evaluation
The evaluation results shows that accuracy varies across groups and input data scales such that there exists a more accurate input data scale per emotion group. With the test results summarized in Table 2 , the following points can be considered as achievements. Although the results are still on its development phase due to limitations on technical capacity, input scales shows their potential.
(1) Usage of edges and corners in high valence groups (so to say happy contents) can be considered to be appropriate.
(2) Gray scale is capable of detecting either high valence groups (happy contents) or high arousal groups (scary photos) (3) Color blue plays an important role in high arousal groups. But this feature has to be further tested.
(4) It is difficult to locate a unique scale for high dominance groups (groups 2-1, 2-2 and 2-3).
The diversity of the contents within these groups could be considered as the reason. Therefore further sub scaling is recommended. Figure 5 .2 results (p2,bsec8,rgb8p4,gray8,gray8p4 scales)
Conclusion
Finally the results suggest that it is not accurate enough to do the classification using single data scale for all groups like usage of edges in [2] and [3] , rather the input data set depends on the location of emotional vector space.
As presented in Figure 1 .5 the resulting trained networks with ability to recognize the affective groups are proposed to use as classifying nets to serve in clustering phase of the model. The practical usage will be using single or logical combination of classifying nets, e.g. gray classify net can identify group 1-1 with high prediction rate and p2 classifying net can verify the results.
As a future research prospect one can experiment with more small emotion groups to improve evaluation accuracy. Table 2  p2 p4 rsec8 gsec8 bsec8 rgsec8 rbsec8 bgsec8 rgb8 rgb8p4 gray8 gray8p4 group1-1 64% 53% 20% 40% 34% 25% 24% 18% 38% 63% 81% 70% group1-2 65% 49% 47% 24% 45% 52% 39% 22% 44% 48% 58% 61% group1-3 28% 48% 29% 30% 27% 48% 47% 35% 51% 56% 48% 52% group2-1 41% 24% 26% 27% 30% 34% 38% 45% 53% 48% 38% 35% group2-2 48% 21% 51% 44% 27% 29% 28% 19% 22% 28% 32% 31% group2-3 17% 21% 32% 35% 48% 41% 36% 31% 58% 61% 49% 54% group3-1 39% 22% 25% 18% 68% 37% 43% 41% 34% 43% 41% 45% group3-2 46% 19% 56% 16% 58% 62% 59% 60% 42% 21% 71% 67% group3-3 24% 43% 16% 45% 48% 47% 38% 58% 65% 58% 73% 70%
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