Handwritten character recognition is one of the difficult tasks of pattern recognition due to diverse writing styles. The problem becomes more severe if the characters are written in a cursive fashion with varying orientations. Also there may exist printed characters of different shapes/fonts and sizes in a document image. In the current work, we have presented a novel convex hull based alignment technique for effective recognition of multioriented handwritten/printed characters. During this alignment process, the maximum distance from the convex hull centroid to character body is calculated and the distance is translated to Y axis along with all the points of the characters. Then the features are extracted from the aligned data. The experimental results of the current technique show notable improvement in recognition accuracy of isolated multi-oriented handwritten/printed digit patterns of Bangla and Devanagri scripts. As observed from the experimentation, the current technique enhances the recognition accuracy by 12.50%, 12.23 %, 16.81% on handwritten Bangla, handwritten Devanagari and printed Bangla digit datasets respectively.
INTRODUCTION
Handwritten character recognition is one of the difficult tasks of pattern recognition due to diverse writing styles. The problem becomes more severe if the characters are written in a cursive fashion with varying orientations. Also there may exist printed characters of different shapes/fonts and sizes in a document image. This is an important problem to solve, for recognition of characters from applications like map, engineering drawing, handwritten class note, advertisements etc., where characters are written in different orientations.
Despite the importance and severity, little efforts [1, 2, 3, 4] have been done yet to recognize such multi-oriented characters. In the current work, we present a novel methodology to align and subsequently recognize both handwritten and printed characters with varying scale and orientations. Our methodology is divided in to two stages. In first stage a new convex hull based alignment has been done before the extraction of feature set. During the alignment the maximum distance from the convex hull centroid to character body is calculated and the distance is translated to y axis along with all the points of the characters. In the second stage different feature extraction techniques have been independently implemented on the aligned data. To validate our methodology, we have experimented on multi-oriented datasets of handwritten Bangla, Devanagari digits and printed Bangla digits.
PREVIOUS WORK
In the literature, few attempts have been done on multi-oriented and multi-scaled character recognition. The attempts mainly focused on Roman printed characters. Among different works, Wakahara et al. [2] presents a methodology to recognize affine invariant gray scale character using GAT co-relation. In their techniques normalized cross correlation is used in the first stage to achieve noise tolerance and in the second stage GAT is used to achieve affine invariant co-relation. In their experiment they try to search optimal GAT using successive iterative method so that high recognition performance can be achieved. The achieved recognition performance of their work is 92.1% against 30degree rotated image.
Adam et al. [1] presents a mellin Fourier transform based approach to recognize multi oriented and multi scaled shapes of characters. The methodology is also divided into two stages. Moment invariant feature vector is constructed in the first stage. In the second stage connected shape information of the character is also added with the previous feature vectors. For recognition purpose they used LVQ and KNN classifiers separately. They have validated their experiment with French Telecom network map"s data of English printed character and achieved a recognition performance of 87.55 on that database.
In the paper [3] , U. pal et al. presented a recognition scheme for printed English multi-oriented characters. In the work they divided a character into four concentric rings considering centroid of the character as centre. Each ring is divided into four equal blocks. From each block they have extracted seven different angular information of border point. They used MQDF as a classifier for recognition purpose. They have tested their experiment with 18232 English characters written in times new roman and arial fonts. After 5 fold cross validation, the reported performance is 98.34%
In the work [4] Partha Pratim Roy et al. presented a scheme towards recognition of printed English characters in multi-scale and multi-oriented environments such as maps consisting of text lines and graphical symbols that appear in different orientations. For recognition of such characters a Support Vector Machine (SVM) based scheme is presented in the paper. Circular ring and convex hull is used along with angular information of the contour pixels of the characters to make the feature vector rotation invariant. Combining circular and convex hull features they obtained 96.73% and 99.56% accuracy in the two datasets reported in their work.
Though there are several methodology for extraction of affine invariant features, the features are predominantly used for printed character recognition. But none of the aforementioned works tested the performance of handwritten data samples of characters. Also, no extensive work is presented on prealignment of input data before classification. These are the major motivations behind the current research, presented in this paper. We aim to present improved classification performance on the experimental datasets under consideration after the developed convex-hull based alignment process, in comparison to the results without such alignment.
PRESENT WORK
It has earlier been mentioned that there are several previous attempts to extract effective affine invariant features for character recognition. In most of these cases, features are extracted in frequency domain [1, 2] and few attempts have been made on spatial domain feature sets [3, 4] . Here in the present work, we have proposes a novel convex hull based methodology to recognize multi oriented digits. The features are extracted on spatial domain. The current work is divided into two parts. In the first part, we have constructed the convex hull of each character. The convex hull of character is the smallest convex space that contains all the points belonging to the character. In our Present work, we have used Graham scan algorithm [ ] for computing the convex hull of each numeric pattern. The worst-case complexity of this algorithm for a point-set containing n points is O(n log n).
Apart from their computational efficiency, convex hulls are particularly suitable for affine matching as they are affine invariant. In other words, if a point-set undergoes an affine transformation, the convex hull of the point-set undergoes the same affine transformation. Also, convex hulls have local controllability, i.e. they are only locally altered by point insertions/deletions/perturbations. This is a useful property as far as noise tolerance and partial occlusions are concerned. From the green theorem [6] it can be shown that the area A of Convex hull is given by L = Number of order vertices, (xi , yi) coordinates of the order vertices forming polygon. Also, the centroid ( Cx , Cy ) of the convex hull can be expressed as, It is proved that the centroid ( Cx , Cy ) is affine invariant, i.e. the centroid of the affine transformed convex hull is the affine transformed centroid of the original convex hull. Convex hulls of sample digit patterns of Bangla script, computed by the Graham scan algorithm, are shown in Figure 1 .
Figure 1.Convex hulls of sample digit patterns of Bangla script
It is noteworthy in this context that the centoid of the convex hull is also affine invariant. We have calculated the maximum distance of a character point within the convex hull, from the convex-hull centroid. Now we have joined the point to the centroid of the convex hull by a line. The line acts as a reference line for our technique. We translate the line to the Y axis so that the line acts as a y axis of the character. Thus with translation of the line, whole character is rotated with the same angle of reference line. This is illustrated in Figure 2 . As the convex hull centroid is affine invariant, the maximum distance from the centroid of the convex hull is also affine invariant due to the local controllability property of the convex hull. Thus all the characters are aligned with the reference line before calculation of the feature set. After the alignement of the character we have extracted variety of features from the digit image. 
Feature Set
Choice of suitable features for pattern classes is a domain specific design issue. Here we have used different established feature sets independently [8] [9] [10] [11] [12] for validation of the current experiment. For extraction of features from the digit images, the same are first enclosed within minimal bounding boxes. After that convex hull based alignment process is applied on it. The following features sets are then separately used to extract meaningful information from the aligned handwritten/printed digit samples.
Convex Hull based Feature Set
Any object with a non-regular shape may be represented by a collection of its topological components or features. In the current work, we have extracted several such topological features from the convex hull of handwritten or printed digit.
In this feature set, 25 features are designed on the basis of different bays attributes of the convex hull of handwritten / printed digits. From the top, bottom, right and left boundaries of any image, column and row wise distances of data pixel from convex hull boundary are calculated as dcp. Then the maximum dcp, i.e. total no. of rows having dcp > 0 , Average dcp, mean row co-ordinate(rx) having dcp > 0 , total no. of rows having dcp = 0 , number of visible bays in this direction are computed as six topological features. From the top, bottom, right and left boundaries of the image (6x4=24) such features are calculated. Finally, along the perimeter of the convex hull one more feature is calculated as the total number of perimeter pixels having dcp = 0. Figure 3. shows the feature extraction techniques for a Bangla digit and a character from the left to right and top to bottom of the image frames respectively. Convex hull perimeter feature calculated as, total no. of convex hull pixels having dcp = 0 from four sides = 41
As mentioned above in the Table 1 , 25 features are extracted from the overall image based on different bays attributes of the convex hull. To extract local information, from the digit images, each such numeric pattern is further divided into four sub-images based on the centroid of its convex hull. The convex hulls are then constructed for the digit pixels within each such sub-image for computation of different topological features, as described earlier. 100 such features are computed from the 4 sub-images of each digit pattern. This make the total feature count as 125, i.e. 25 features for the overall image and 100 features in all for the four sub-images.
Beside the above convex hull based feature set, we have evaluated our performance with different traditional features like shadow, longest-run, octant centroid and another novel quad tree based longest run feature for evaluation of recognition performance.
Longest-run Features
Within a rectangular image region of a character, longest run features [12] are computed in four directions, viz, row wise, column wise and along the directions of two major diagonals. The row wise longest run feature is computed by considering the sum of the lengths of the longest bars that fit consecutive black pixels along each of all the rows of the region. This is illustrated in Figure 4 . with a 6x6 pixel sub image for the sake of simplicity.
The consecutive black pixels within a rectangular region may extend beyond the boundary of the region if the chain of black pixels is continued there. Each of the longest run feature values is to be normalized by dividing it with the product of the height (h) and the width (w) of the entire image. The product, h X w, represents the sum of the lengths of the bars that fit consecutive black pixels individually in each of the four directions within the region completely filled with black pixels.
Thus, in all, 9x4=36 longest-run features are computed from each digit image. Each of these feature values is to be normalized by dividing the same with h x w. The product, h x w, represents the sum of the lengths of the bars, that fit consecutive black pixels individually in each of the four directions within the minimal square completely filled with black pixels. 
. Quad-tree Structure
A quad-tree [10] is a tree data structure in which each node except the leaf nodes has up to four children. Quad-trees are most often used for representation of a two dimensional space by recursively subdividing it into four equal quadrants or regions. In the current work, we have used a modified version of quad tree structure to partition any digit pattern into four sub-images. Here, partitioning a character pattern (or a subpart of it) into subimages is done by drawing a horizontal and a vertical line through the Centre of Gravity (CG) of black pixels in that region. If the depth of the quad-tree structure is d, then total number of sub images for each digit pattern at leaf nodes would be 4d. where, x and y are the coordinates of each pixel in the image of size m X n pixels. Figure 5 (a) shows sample images, Figure 5 (b) shows equal partitioning and Figure 5(c) shows the CG based partitioning for generating the quad-tree structure of depth 2 for each of the sample images. For each sub-image at any node of the quad-tree structure, 4 longest-run features are computed. Partitioning any character pattern using CG based quad tree structure is another novelty of the current work. Equal partitioning, as usually done in many approaches, often generates less informative sub-images in comparison to the current CG based partitioning. A sample character image with equal partitioning structure is shown in Figure 5 (c). Comparing Figures  5(b) and5(c) , it may be observed that the equal partitioning structure generates many sub-images with no information, which is avoided in the current technique.
In the current work, we have considered the depth of the quad-tree structure (d) as 2 which consists of a root node, 4 nodes at depth 1 and 16 nodes at depth 2. Thus, the total number of nodes in the quad tree structure is 21(=1+4+16). Altogether 84(i.e. 21 X 4) longest run features are computed for each character image. 
Shadow Features.
Shadows features [11] are computed by considering the lengths of projections of the character images, as shown in Figure 6 , on the four sides and eight octant dividing sides of the minimal bounding boxes enclosing the same. Considering the lengths of projections on three sides of each such octant, 24 shadow features are extracted from each digit image, which is divided into eight octants inside the minimal box. Each value of the shadow feature so computed is to be normalized by dividing it with the maximum possible length of the projections on the respective side. 
Octant-centroid Features.
Coordinates of centroids of black pixels in all the 8 octants of a character image are considered to add 16 features [12] in all to the feature set. Figure 7 (a-b) shows approximate locations of all such centroids on two different digit images. It is noteworthy how these features can be of help to distinguish the two images. 
PREPARATION OF DATASET:
We evaluated our methodology on handwritten Bangla, Devanagari numeral datasets and Bangla printed digits samples. For Handwritten Bangla digits, a database of 6000 samples is used. The database is formed by randomly selecting 600 samples for each of 10 digit classes from a larger database of 10,000 samples, collected from both CVPR unit, ISI, Kolkata and CMATER, Jadavpur University.
For Handwritten Devnagari digit dataset, we have collected 3210 samples in CMATER research laboratory. The samples are collected using special kind of form, filled by the people of different age groups, genders and community. Then the form is optically scanned at 300 dpi using HP F380 flatbed Scanner and subsequently binarized through simple thresholing. For printed Bangla numerals, we have collected a dataset of 1032 samples. The data samples are collected from the documents written in the fonts -Vrinda, SolaimanLipi, Siyam Rupali ,Vidya, SAMIT_ATMLight, SAMIT_ATMBold, BN1-TTBidisha and Amar Bangla Normal with different font sizes. All such documents are also scanned through the flatbed scanner in the CMATER Lab and subsequently binarized.
By dividing the datasets in 2:1 ratio, individual training and test sets are formed for each script. To synthetically prepare the multi-oriented data, we have randomly selected 30% of test data and then rotated arbitrarily within the range of 0 to 360 degree (also chosen randomly). Figure 8 shows the some of the randomly rotated data for different scripts. 
EXPERIMENTAL RESULT
To validate the potential of the current methodology, we have used different combination of feature set which was used successfully for handwritten character recognition [] in recent past. These feature set(s) are used independently to extract information from the multi-scale, multi-oriented digit dataset.
Experiments are conducted to test the recognition performances with or without the convex hull based alignments.
For the recognition purpose we have used Support Vector Machine (SVM) as classifier. For this purpose, an open source software LIBSVM tool [7] is used. Recognition performances of all the feature sets were improved significantly after the proposed alignment process. Table 2 . Shows a detailed experimental result for the same. It is evident from the above discussion and the obtained experimental results that the current technique improves the recognition accuracy of multi-scaled, multi-oriented handwritten/printed digit patterns by implementing convex hull based pattern alignment methodology before the feature extraction process.
As observed from the experimentation, the current technique enhances the recognition accuracy by 12.50%, 12.23 %, 16.81% on handwritten Bangla, handwritten Devanagari and printed Bangla digit datasets respectively. Considering the diverse orientation of digit patterns, the accuracy of 92.75% , 92.25 % using 209(125+84) features on handwritten Bangla , Devanagari numerals in considered to be reasonable. Figure 9 shown some samples before and after the alignment. Since no earlier work categorically attempted on recognizing such multi-oriented handwritten characters, the present technique is not compared with other techniques. This methodology performed better for printed character because for printed characters the maximum distance from the centroid of the convex hull to the character point is always the same for the same sizes fonts. But for handwritten character it may vary. It is highly dependent on the handwritten styles. From the observed results, it has been noticed that for printed Bangla digits the recognition performance is 98.96% which is much higher than the success rate of handwritten samples. The designed technique may be useful in improving recognition accuracy for multi oriented and multi scaled data. The work can further be extended for digits and characters of other scripts such as Roman, Devanagari,Arabic, Bangla etc for both printed and handwritten character set
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