Abstract. Given a symmetric variety Y defined over Q and a non-zero polynomial with integer coefficients, we use techniques from homogeneous dynamics to establish conditions under which the polynomial can be made r-free for a Zariski dense set of integral points on Y . We also establish an asymptotic counting formula for this set. In the special case that Y is a quadric hypersurface, we give explicit bounds on the size of r by combining the argument with a uniform upper bound for the density of integral points on general affine quadrics defined over Q.
whether or not it takes infinitely many square-free values has long been a central concern in analytic number theory. More generally, one can ask for r-free values, for any r 2, where an integer is said to be r-free if it is not divisible by p r for any prime p. In this paper we initiate an investigation of r-free values of polynomials whose arguments run over thin sets.
Let Y ⊂ A n be an affine variety defined by a system of polynomial equations with integer coefficients, with Y (Z) = ∅, and let f ∈ Z[X 1 , . . . , X n ] be a polynomial. Nevo and Sarnak [21] define the saturation number r(Y, f ) to be the least positive integer r such that the set of x ∈ Y (Z), for which f (x) has at most r prime factors, is Zariski dense in Y . They show that r(Y, f ) is finite whenever Y is a principal homogeneous space of a semisimple algebraic group and f is "weakly primitive". In a similar spirit, we can define the permeation number r (Y, f ) to be the least integer r 2 such that the set {x ∈ Y (Z) : f (x) is r-free} (1.1)
is Zariski dense in Y . The following natural condition becomes relevant in this setting. We say that the polynomial f has an r-power divisor on Y if there is a prime p such that p r | f (x) for every x ∈ Y (Z p ), where Z p denotes the ring of p-adic integers. It is clear that when the polynomial f has an r-power divisor on Y , the set (1.1) is empty. On the other hand, in this paper we show that for some classes of varieties and sufficiently large r, the set (1.1) is Zariski dense provided that f has no r-power divisor on Y . We also establish an asymptotic counting formula describing the distribution of this set.
One of the earliest examples arises in work of Erdős [14] , who showed that r (A 1 , f ) d − 1, provided that f has degree d and contains no 2-power divisors. Assuming the truth of the abc-conjecture, Poonen [23] has established the equality r (A n , f ) = 2 for any polynomial f ∈ Z[X 1 , . . . , X n ] without 2-power divisors. Our main result establishes finiteness of the permeation number r (Y, f ) for generic f and a general class of symmetric varieties Y ⊂ A n over Q. Thus, let G be a connected semisimple algebraic group defined over Q and let ι : G → GL n be an almost faithful linear representation, also defined over Q. We assume that G acts transitively on Y and that Y (Z) is non-empty. Then Y ≃ G/L, where L is an algebraic subgroup of G defined over Q. The symmetric varieties dealt with here are assumed to satisfy the following properties:
(i) the group L is a symmetric subgroup of G (i.e. the Lie algebra of L is equal to the set of fixed points of a non-trivial involution defined over Q); (ii) the connected component of L has no non-trivial Q-rational characters; (iii) the group G is Q-simple and simply connected; and (iv) the group G(R) has no compact factors.
It is known that the set Y (Z) of integral points can be parametrised by orbits of the arithmetic group Γ = ι −1 (GL n (Z)). According to Borel and HarishChandra [4] , the set Y (Z) is a union of finitely many Γ-orbits. This allows us to study the set of r-free points using techniques from homogeneous dynamics.
It is very natural to demand that f ∈ Z[X 1 , . . . , X n ] be devoid of r-power divisors on Y . It turns out that our argument also requires knowledge of the arithmetic function ̺(ℓ) = # {x ∈ Y (Z/ℓZ) : f (x) ≡ 0 (mod ℓ)} , (1.2) for ℓ ∈ N. This function is multiplicative, by the Chinese remainder theorem, and we can only handle f for which the prime power constituents of ̺(ℓ) satisfy the following assumption.
Hypothesis-̺. For any r 1, there exists a constant C Y,f,r > 0, depending on r and the coefficients of Y and f , such that ̺(p r ) C Y,f,r p r(dim(Y )−1) , for any prime p.
Let Z denote the variety Y ∩{f = 0}. When r = 1 the upper bound for ̺(p) in Hypothesis-̺ follows from the Lang-Weil estimate if Z has codimension 1 in Y . If we further assume that Z is a non-singular affine variety of codimension 1 in Y , then Hypothesis-̺ follows from an application of Hensel's lemma. Since Y is non-singular, it is worth emphasising that Hypothesis-̺ holds for generic choices of f . We shall see that Hypothesis-̺ is also satisfied for quadric hypersurfaces (see Lemma 4.2 below) .
Bearing this in mind, we may now record our first main result. More precisely, we show that there exists r 0 such that for r r 0 , if the set (1.1) is not empty, then it is Zariski dense in Y . Moreover, if L is additionally assumed to be semisimple and simply connected, then for r r 0 , the set (1.1) is Zariski dense provided only that f does not have r-power divisors on Y . The value of r 0 is not made explicit in this work, but it can be estimated using our method. It depends on dim(G), deg(f ) and on the uniform spectral gap property that was shown by Burger-Sarnak [9] and Clozel [10] to be enjoyed by the action of each non-compact simple factor of G(R) on the congruence quotients G(R)/Γ ℓ , where Γ ℓ = {γ ∈ Γ : ι(γ) = id mod ℓ}.
(1.3)
Although we shall not pursue it here, we note that the arguments in this paper could also be used to generalise the finite saturation results of Nevo and Sarnak [21] to a broader class of symmetric varieties. Our argument also allows us to establish an asymptotic formula for the number of r-free points. For r 2 and a polynomial f ∈ Z[X 1 , . . . , X n ], define N r (Y, f ; H) = #{x ∈ Y (Z) : |x| H, f (x) is r-free}, (1.4) where |x| = max 1 i n |x i |. The main term in the asymptotic formula for N r (Y, f ; H) will involve a product of local densities which we proceed to define here. To define the real density, we assume that the variety Y is the zero locus Moreover, S(Y, f, r) > 0 provided that f does not have r-power divisors on Y .
Throughout our work, unless stated otherwise, we will allow our implied constants to depend on the polynomial f and the variety Y , which are considered to be fixed once and for all. Any further dependence will be explicitly indicated by appropriate subscripts. In Theorem 1.2, for example, the implied constant in the error term is allowed to depend on r, on f and on the polynomials defining Y .
We also establish an asymptotic formula for N r (Y, f ; H) when L is not assumed to be a semisimple simply connected group (see Theorem 3.4 and Remark 3.5 below). However, without this assumption, the variety Y ≃ G/L may fail to satisfy the local-to-global principle. Moreover, the definition of the Euler product (1.8) requires the introduction of additional convergence factors, so that the main term in the asymptotic formula becomes significantly more involved.
Our remaining results are concerned with producing explicit upper bounds for r (Y, f ) for quadric hypersurfaces. For n 3, let Q ∈ Z[X 1 , . . . , X n ] be a non-singular indefinite quadratic form and let m be a non-zero integer.
We shall always assume that −m det(Q) is not the square of an integer when n = 3. We let Y ⊂ A n denote the affine quadric
We observe that our general results (Theorem 1.1 and 1.2) are applicable in this setting:
The assumptions (i)-(iv) are satisfied in the setting of quadric hypersurfaces (1.9) (with a possible exception of G being Q-simple when n = 4, which we discuss separately in Remark 2.4). In the case of quadric hypersurfaces, G = Spin(Q) is the spinor group of Q and ι : G → GL n is the standard representation of the spinor group of Q. We let Γ = ι −1 (GL n (Z)) and
Moreover, L is a symmetric subgroup of G and L ≃ Spin(Q| V ), where V is the orthogonal complement of x 0 . In particular, when n 4, it follows that L is a semisimple simply connected algebraic group, and when n = 3, L is a one-dimensional torus. We observe that det(Q| V ) = det(Q)/m, so that when n = 3, Q| V is equivalent to the quadratic form
is not a square, L is anisotropic over Q, and the assumption (ii) is satisfied. The group G = Spin(Q) is simply connected, so that G(R) is connected. Moreover, G(R) ≃ Spin(r 1 , r 2 ), where (r 1 , r 2 ) is the signature of the quadratic form Q. Since Q is assumed to be isotropic over Q, G(R) is not compact. It is simple unless (r 1 , r 2 ) = (2, 2), in which case G(R) ≃ SL 2 (R) × SL 2 (R). Hence, G(R) has no compact factors. It also follows that G is Q-simple, unless (r 1 , r 2 ) = (2, 2). We discuss the case (r 1 , r 2 ) = (2, 2) in Remark 2.4.
Thus r (Y, f ) < ∞ for quadratic hypersurfaces (1.9) with Y (Z) = 0 and any integral polynomial f satisfying Hypothesis-̺. When n 4 and certain necessary conditions are met, Baker [1] has used a variant of the HardyLittlewood circle method to show that there exist infinitely many points x ∈ Y (Z) with all the coordinates x i square-free, provided that the obvious local conditions are satisfied. A modification of Baker's argument would easily give r (Y, X i ) = 2, for any i ∈ {1, . . . , n}, provided that n 4. In this paper, we give explicit bounds on r (Y, f ) and establish an asymptotic formula for N r (Y, f ; H) when f is an arbitrary non-singular form.
We define the Euler product as in (1.8). When n 4, this product is absolutely convergent, and positive provided that f does not have r-power divisors on Y . It is only conditionally convergent when n = 3 and −m det(Q) is not a square.
Our first result specific to quadrics concerns the asymptotic behaviour of N r (Y, f ; H) in the easier case n 4. Theorem 1.4. Let n 4 and let Y ⊂ A n be the quadric hypersurface (1.9). Assume that f is a non-singular form of degree d 2 and let r dn 2 /(n − 1). Then there exists a constant δ > 0 such that
Moreover, S(Y, f, r) > 0 provided that f does not have r-power divisors on Y .
Here, we note that
The case n = 3 is much harder because quadric surfaces may fail to satisfy the local-to-global principle. This phenomenon can be analysed using a cohomological invariant introduced by Borovoi and Rudnick [6, 5] . This invariant is a locally constant function 
We note that ν p (O p ) = 1 for almost all p. Let
One can show that ν is independent of the choice of x 0 ∈ Y (Q). The function is extended to elements of Y (A) by setting ν(x) = ν(G(A)x), for any x ∈ Y (A). Next, we set δ = 1+ν. This defines a locally constant function on Y (A). It was shown in [6, 5] (This theory can be also interpreted in terms of the integral Brauer-Manin obstruction, as worked out by Colliot-Thélène and Xu [11] .) As in (1.6)-(1.7), we define local densities of adelic orbits (1.10). Since orbits of G(R) in Y (R) are open and connected, they are equal to connected components of the quadratic surface Y (R). The real density is defined by 11) where O * ∞ is a fixed neighbourhood of O ∞ which does not intersect the other connected components of Y (R). The p-adic densities are defined bŷ
for almost all p. We also define the Euler product
which differs from the Euler product (1.8) only at finitely many factors. For n = 3 we have the following result. 
where the sum is taken over finitely many orbits O A that have non-trivial intersection with
The following is an immediate consequence of Theorems 1.4 and 1.5, giving an explicit version of Theorem 1.1 in the setting of quadric hypersurfaces. Corollary 1.6. Let n 3 and let Y ⊂ A n be the quadric hypersurface (1.9). Assume that f is a non-singular form of degree d 2. We set
When n 4, we denote by r 0 (Y, f ) the least r such that f has no r-power divisors on Y . When n = 3, we denote by r 0 (Y, f ) the least r such that there exists x ∈ Y (Z) with f (x) being r-free. Then
We illustrate Theorem 1.5 with some examples borrowed from the work of Borovoi and Rudnick [6, 5] .
and let m = 1. Then the equation defining Y can be rewritten
One easily checks that (− 
Example 1.8 ( §4 in [5] ). Let us assume that the hyperboloid Y (R) has two connected components. Consider the involution
It is clear that ι maps orbits O A to orbits, and it follows from the definition of the invariant
Hence, Theorem 1.5 implies that
In this case the main term happens to satisfy the Hardy-Littlewood prediction even though the integral points are far from being equidistributed with respect to the orbits O A . Indeed, among ι(O A ) and O A , only one of the sets contains integral points.
Example 1.9 ( §3 in [5] ). Assume that Y (Z) = ∅, but there exists a quadratic form in the genus of Q which does not represent m over Z. In this case, Theorem 1.5 gives
Indeed, in this case it was was proved in [5] 
We can do better than Theorems 1.4 and 1.5 when f is linear, in which case one can actually produce an asymptotic formula for N r (Y, f ; H), for all r 2. This has the following outcome. 
where N ∈ Z is non-zero and µ is the Möbius function. Thus
Since f has degree d it is clear that the summand vanishes unless k ≪ H d/r . Moreover, since Y (Z) consists of finitely many Γ-orbits, we may break the sum into residue classes modulo k r and find that estimating it reduces to estimating #{x ∈ Γy : |x| H, x ≡ ξ (mod k r )}, (1.13)
for given y ∈ Y (Z) and given ξ ∈ Y (Z/k r Z) such that f (ξ) ≡ 0 (mod k r ). The sets {x ∈ Γy : x ≡ ξ (mod k r )} are finite unions of Γ k r -orbits, where Γ ℓ is given by (1.3) for ℓ ∈ N. Thus the investigation of (1.13) reduces to establishing an asymptotic formula for #{x ∈ Γ ℓ y : |x| H}, as H → ∞, which is uniform in ℓ. This estimate is the focus of §2 and lies at the heart of this paper (see Theorem 2.1). The error term involves a polynomial dependence on ℓ, meaning that it is only useful for handling the contribution to N r (Y, f ; H) from sufficiently small values of k r . By taking r sufficiently large we can ensure that k is an arbitrarily small power of H. In this way, on observing that
it is possible to reapply the results from §2 with ℓ = k 2 , in order to show that the larger values of k r make a negligible contribution to N r (Y, f ; H). This summarises our strategy behind the proof of Theorem 1.2. The proof of Theorem 1.1 requires a generalisation of Theorem 1.2, which gives an asymptotic formula for the number r-free points lying on a given adelic orbit (see §3.3).
Our proof of Theorems 1.4, 1.5 and 1.10 gets under way in §4 and relies on a more efficient method for handling the contribution from large values of k r . Thus, when Y ⊂ A n is given by (1.9), we will transform the problem into one that involves counting integral points of bounded size on affine quadrics. Our bound needs to be uniform in the coefficients of the defining polynomial and, since it may be of general interest, we proceed to describe it here. Let q ∈ Z[T 1 , . . . , T ν ] be a non-zero quadratic polynomial, for ν 2. Let M(q; B) = #{t ∈ Z ν : |t| B, q(t) = 0}, for any B 1. We will require an upper bound for M(q; B) which is uniform in the coefficients of q and which is essentially as sharp and as general as possible. A trivial estimate is M(q; B) = O ν (B ν−1 ), which is optimal when q is reducible over Q. Assuming that q is irreducible over Q, a result of Pila [22] gives M(q; B) = O ε,ν (B ν−3/2+ε ), for any ε > 0. Again, this is essentially best possible, as consideration of the polynomial T 1 − T 2 2 shows. Let q 0 denote the quadratic part of q, so that q 0 = T 2 2 in the previous example. One might hope for an improved bound when q 0 has rank at least 2. This is confirmed in the following result, which is a straightforward modification of ideas developed by Browning, Heath-Brown and Salberger [8, § §4-5] .
The implied constant in this result depends only on the choice of ε and the number ν. This is the most important feature of Theorem 1.11, since it would be easy to prove a version of the theorem with an implied constant that is allowed to depend on q by first diagonalising q 0 and then completing the square where possible.
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2.
Counting on symmetric varieties with congruences 2.1. The main estimate. In this section we establish an asymptotic counting estimate for integral points on symmetric varieties that satisfy a congruence condition. Let Y ≃ G/L ⊂ A n be a symmetric variety satisfying the hypotheses (i)-(ii) from §1 and (iii ′ ) the group G is Q-simple; and (iv ′ ) the group G(R) is connected and has no compact factors.
When G is simply connected, G(R) is connected, so that conditions (iii
Recalling the definition (1.3) of Γ ℓ , our aim is to estimate the cardinality of the sets {x ∈ Γ ℓ y : |x| H},
We consider Z y,ℓ as a submanifold of X ℓ . We denote by m X ℓ and m Z y,ℓ the measures on X ℓ and Z y,ℓ induced by the corresponding measure on G(R) and L y (R). It follows from our assumptions that the spaces X ℓ and Z y,ℓ have finite measures. With this notation, the main result of this section is the following.
Theorem 2.1. Under assumptions (i)-(ii) and (iii
The implied constant in the error term is uniform over y ∈ Y (Z) and ℓ ∈ N.
The proof of Theorem 2.1 follows the strategy developed by Duke-RudnickSarnak [13] and Eskin-McMullen [15] . Quantitative estimates in this setting have also been obtained by Benoist-Oh [2] . The main novelty of our result is the uniformity over the congruence subgroups Γ ℓ , which is pivotal for our application to power-free values of polynomials.
The following result shows that Theorem 2.1 always provides a non-trivial estimate.
Proof. To simplify notation in this proof, we write L for L y (R). Let θ be a Cartan involution of G(R) that commutes with σ, and K is the corresponding maximal compact subgroup of G(R). Then we have the decompositions Lie(G(R)) = Lie(K) ⊕ p and Lie(G(R)) = Lie(L) ⊕ q defined by the (±1)-eigenspaces of θ and σ respectively. By [3, §55] , G(R)/L is diffeomorphic to the vector bundle K × K∩L (p ∩ q). In particular, the space G(R)/L can only be compact if p ∩ q = 0. We also have the Cartan decomposition G(R) = K exp(p), and its generalisation
the Lie algebra generated by p is an ideal in Lie(G(R)) which corresponds to a connected normal subgroup of G(R) contained in L. Moreover, it is clear that this subgroup is cocompact. Since G(R) has no compact factors, it follows that L = G(R), but the involution σ has been assumed to be non-trivial. This contradiction shows that p ∩ q = 0, and the space G(R)/L is not compact. The last assertion follows from explicit volume computations for symmetric spaces (see (2.4) below). Theorem 2.1 is deduced from the following equidistribution result on the space X ℓ , which will be established in §2.2. We denote by µ X ℓ and µ Z y,ℓ the normalised measures on X ℓ and Z y,ℓ respectively.
Proposition 2.3. Under assumptions (i)-(ii) and (iii
where ϕ C q denotes the C q -norm of the function ϕ. The implied constant in the error term is uniform in ℓ.
We note that
in Proposition 2.3. Let us recall the definition of the C q -norms. These norms are defined with respect to a fixed basis D 1 , . . . , D n of the Lie algebra of G(R).
where the sum is taken over all monomials in D i 's of degree at most q, and D i 's are right-invariant differential operators defined by
Proof of Theorem 2.1. We note that by [4] the set Y (Z) consists of finitely many orbits of the arithmetic group Γ. Therefore, it suffices to prove the claim of the theorem for y = γ 0 y 0 , for a fixed y 0 ∈ Y (Z), with estimates which are uniform over γ 0 ∈ Γ. Since B H (y) = B H (y 0 ) in this case, in order to simplify notation, we denote this set by B H in subsequent computations. We also write L for L y 0 and Z ℓ for Z y 0 ,ℓ . Let
We note that this defines a function on
Let R ∈ (0, H). By Proposition 2.3, when |gy 0 | R, we have
Also, it is clear that
It follows from [19, Cor. 6.10 ] that
for some v, a > 0 and b 0. Hence, the last estimate with a suitable choice of the parameter R implies that for some
We apply this estimate to a suitably chosen bump-function ϕ ε on X ℓ . We denote by O G ε the ε-neighbourhood of identity with respect to a Riemannian metric on G(R). Let Φ ε be a smooth non-negative function supported on O G ε such that
with some β > 0 depending on dim(G). It follows from the definition of the
This defines a function on X ℓ = G(R)/Γ ℓ which also satisfies
Our goal is to show that |Γ ℓ y∩B H | can be approximated by the inner products
. We observe that if for some g ∈ G(R), we have
, so that there exists uniform c > 0 such that
Hence, we deduce that for g satisfying (2.7),
Hence, it follows from (2.6) that
Applying (2.5), we conclude that
The volumes of the sets B H satisfy a regularity property. According to [16, Appendix] , there exists c 0 > 0 such that for all δ ∈ (0, δ 0 ) and
Therefore, it follows that
We recall from (2.1) that m X ℓ (X ℓ ) ≪ ℓ dim(G) , and similarly
Hence, we obtain
Optimising in ε, we deduce that there exists ̺ > 0 such that
This proves the required upper bound on |Γ ℓ y ∩ B H |. The lower estimate on |Γ ℓ y ∩ B H | is proved similarly using the lower bound from (2.8). This completes proof of Theorem 2.1 assuming Proposition 2.3.
2.2.
Proof of the equidistribution result. In this section we prove Proposition 2.3. To simplify notation, we write L for L y and Z ℓ for Z y,ℓ . We recall the Cartan decomposition
where K is a compact subgroup compatible with L(R), and A is a suitable Cartan subgroup complementary to L(R) (see, for instance, [24, Ch.7] ). For g ∈ G(R), we write g = kah with k ∈ K, a ∈ A, and h ∈ L(R). Then
Hence, the claim of the proposition will follow once we prove it for g = a ∈ A. Moreover, without loss of generality we may assume that a belongs to a fixed positive Weyl chamber A + in A for the action of A on the Lie algebra of G(R).
In the proof we use parameters R, ε, η of the form
with some η 1 , η 2 , η 3 > 0 that will be specified later. We equip the space X ℓ with an invariant Riemannian metric induced from a right-invariant Riemannian metric on G(R) which is bi-invariant with respect to the maximal compact subgroup K. Fix z 0 ∈ Z ℓ and set
for some fixed θ > 0.
We refine the open cover
ε denote the ε-neighbourhoods of identity in G(R) and L(R) respectively. Since these neighbourhoods are defined with respect to a invariant metric, (O
Indeed, suppose that z ∈ Z − ℓ,R , but z does not belong to the union in (2.10). Then the set Ω ∪ {z} satisfies the same disjointness property as
which is not the case. This contradicts maximality of Ω and proves (2.10).
For future reference, we prove some basic properties of the set Ω. First, we claim that for sufficiently small ε, the map O
6e cR ε , with some fixed c > 0. Let us choose ε ε 0 e −cR with sufficiently small ε 0 > 0. Then it follows from discreteness of Γ ℓ that γ = e, so that u 1 = u 2 . Hence, this shows that the map O
We will also need an upper bound on |Ω| which is easy to deduce from the disjointness property. Since the map
We choose a smooth function Ψ on L(R) such that
We fix a total ordering on I and set
It is also clear that 12) with some fixed β 1 > 0. Let P be the non-expanding horospherical subgroup of G(R) corresponding to A + . This is the connected Lie subgroup of G(R) whose Lie algebra consists of X such that
is uniformly bounded as a ∈ A + . This property implies, in particular, that for p in a neighbourhood of identity in P and all
We note that since L(R) is a symmetric subgroup in G(R), it follows that Lie(G(R)) = Lie(P ) + Lie(L(R)) (see, for instance, [15, p. 199] ). In particular, there is a subspace V of Lie(P ) such that
Let O V ε denote the ε-neighbourhood of identity in exp(V ). It follows from (2.14) that the product map
is a diffeomorphism in a neighbourhood of identity. For g in a neighbourhood of identity in G(R), we write g = v(g)h(g) where v and h are the smooth maps realising this diffeomorphism. We observe that with respect to the decomposition (2.15), the Haar measure
We choose a smooth non-negative function σ on exp(V ) such that 16) with some β 2 > 0 depending on dim(V ). Then
where
whereψ i (h) = ψ i (hz i ). Then ψ i C q = ψ i C q , and it follows from (2.12) and (2.16) that
, we obtain that
We
and
Combining the above estimates, we conclude that
This formula allows us to use the exponential decay property of matrix coefficients for representations of G(R) to estimate the original integral. It is known from the works [9, 10] , which established bounds towards the generalised Ramanujan conjectures, that the action of each simple factor of G(R) on the congruence quotients X ℓ = G(R)/Γ ℓ has the uniform spectral gap property. Namely, the unitary representation of non-compact simple factors of G(R) on the orthogonal complement of the constant functions in L 2 (X ℓ ) are uniformly isolated from the trivial representations. Then, by [20, §3.4] , there exists ̺ > 0 such that
We note that the exponent ̺ is determined by the isolation property of the unitary representation, so that it is independent of ℓ.
The last term can be estimated using the fact that supp(ψ ∞ ) ⊂ Z + ℓ,R−1 . This gives
Next, we apply (2.18), combined with estimates (2.17) and (2.11), to deduce that the right hand side is
Here we used that m X ℓ = m X ℓ (X ℓ )µ X ℓ . Using (2.16), the sum above is
Hence, it follows from (2.9) that
We recall that this estimate holds under the previously made assumptions:
and δ ε.
We take ε = ε 0 e −cR and δ = ε 0 e dcR/(β 3 +1) e −̺d(a,e)/(β 3 +1) . This gives
We choose R = ηd(a, e) with sufficiently small η > 0. Then δ ε, and we deduce that for some fixed c > 0. Hence, it follows from (2.19) that
with ̺ ′′ = c̺ ′ > 0. This therefore completes the proof of the Proposition 2.3.
Remark 2.4. We proved Theorem 2.1 under the assumption that the group G is Q-simple, but the method of the proof sometimes works without this assumption. The only place where this assumption was used is the exponential mixing estimate (2.18). When G is not Q-simple, the space X ℓ has a finite cover
are the spaces corresponding to Q-simple factors of G. In this case, we can generalise (2.18) to give
is the decomposition of a with respect to the Q-simple factors. Hence, if one shows that for every a ∈ A, 20) then the proof of Theorem 2.1 can be completed exactly as before.
We are particularly interested in quadric hypersurfaces {Q = m} of signature (2, 2). After a suitable real change of variable, this quadratic surface can be reduced to the form X 1 X 2 − X 3 X 4 = m with m > 0. Then after identifying R 4 with the space M 2 (R) of matrices, Q will be given by the determinant, and
, where L(R) is the diagonal subgroup of G(R). It is the symmetric subgroup with respect to the involution (g 1 , g 2 ) → (g 2 , g 1 ).
In this case the Cartan subgroup complementary to L(R) is
where B denotes the diagonal subgroup of SL 2 (R). It is clear that (2.20) holds in this case, so that Theorem 2.1 holds as well.
2.3. Consequences. Our next goal is to estimate
To state this result we use a cohomological invariant δ : Y (A) → {0, |Pic(L)|} introduced by Borovoi and Rudnick in [6] . This invariant is constant on orbits O A of G(A) in Y (A) and has the property that
We note that δ ≡ 1 when L is semisimple and simply connected. In particular, δ ≡ 1 in the case of quadric hypersurfaces with n 4.
Let O A be an orbit of G
(A) in Y (A). This orbit is of the form O
For ℓ ∈ N and ξ ∈ Y (Z/ℓZ), we consider a family of open subsets B f (ξ, ℓ) of
We also set
We fix a gauge form on Y ; i.e., a nowhere zero regular differential form of top degree. Since Y is a homogeneous variety of a semisimple group, such a form exists and is unique up to a scalar multiple. This defines a measure m Y on Y (R), induced by the gauge form, and a measure m Y,f on Y (A f ). We refer to [6, §1] for a detailed discussion of gauge forms and corresponding measures. When L is semisimple, the measure m Y,f is the product of measures m Y,p on Y (Q p ) induced by the gauge form
To define m Y,f in general, we need to introduce suitable convergence factors. Let ̺ L denote the representation of Gal(Q/Q) on the space X * (L) ⊗ Q of characters of G, let t L be the rank of the group of Q-characters of G, and let
Assumption (ii) implies that t L = 0, so that we also have
but this convergence is only conditional.
For our next results, we henceforth assume that Y ≃ G/L satisfies the assumptions (i)-(iv).

Corollary 2.5. Under assumptions (i)-(iv), there exists
The implied constant in the error term is uniform in ℓ and ξ.
Proof.
We introduce compact open subgroups 
One can check that this definition is independent of the choice of y. Using the new notation, Theorem 2.1 can be restated as follows:
We note that L is reductive by [4 
where the sum is taken over the orbits O of Γ ℓ contained in B. Hence, summing (2.22) over these orbits, we deduce the corollary. We note that the number orbits is at most O(|Γ : Γ ℓ |) = O(ℓ dim(G) ) which contributes an additional factor to the error term.
Finally, we deduce an estimate for the number of x ∈ Y (Z) with |x| H and x ≡ ξ (mod ℓ). Let
Since the set Y (Z) consist of finitely many orbits of Γ, by [4] , we can sum the estimates from Corollary 2.5 to conclude as follows.
Corollary 2.6. There exists ̺ > 0 such that
and where O ∞ runs over orbits of G(R) in Y (R). The implied constant in the error term is uniform on ξ and ℓ. If, in addition, L is assumed to be semisimple and simply connected, then
3. Small moduli and the proof of Theorems 1.1 and 1.2
n be a symmetric variety satisfying (i)-(iv) and let r 2. In § §3.1-3.2 we additionally assume that L is semisimple and simply connected and that the smoothness assumption (1.5) holds. The case when L is not a semisimple simply connected group will be discussed in §3.3. We recall the expression (1.12) for N r (Y, f ; H). The goal of this section is to estimate the contribution from small moduli
as H → ∞, for given ∆ > 0. We shall need to separate the contribution from x such that f (x) = 0. Accordingly, we write
where for any g ∈ Z[X 1 , . . . , X n ], we set
Breaking the first cardinality into congruence classes modulo k r , we conclude that
where for any ℓ ∈ N and ξ ∈ Y (Z/ℓZ), we put
We now shift our attention to estimating V ℓ (H; ξ), as H → ∞.
Proposition 3.1. There exists δ > 0 such that
where µ ∞ (Y ; H) is defined in (1.6) and
The implied constant in this estimate depends only on Y and is independent of ℓ and ξ.
Proof. This result is deduced from our work in §2. While there we stated the estimates in terms of the measures m Y and m Y,f = p<∞ m Y,p , but they can also be interpreted using local densities. By [6, Lemma 1.
Also, the proof of [6, Lemma 1.
The result now follows from Corollary 2.6.
Next, we claim that
for any ℓ ∈ N. Let p | ℓ and let µ = v p (ℓ). Recall that Y is non-singular and let p be a prime of good reduction for Y . We set
It follows from Hensel's lemma that
The claim now easily follows. Now there are ̺(k r ) k rn choices of ξ which we must consider. We substitute the estimate from Proposition 3.1 to obtain
where E(f ; H) is given by (3.2) and
, where E(g; H) is given by (3.2).
Proof. Pick a large prime p. It follows from Proposition 3.1 and (3.4) that
for some δ > 0. Since Y is irreducible, dim(Y ∩ {g = 0}) < dim(Y ) and so it follows from the Lang-Weil estimates that
Hence,
. This is satisfactory for the lemma, on choosing p appropriately.
We may now conclude that there exists δ > 0 such that
where S(H) is given by (3.5) . Turning to an analysis of S(H), we appeal to Hypothesis-̺, which gives
for an appropriate constant C Y,f,r > 0. Invoking (3.4) with ℓ = k r , and recalling that r 2, we may therefore extend the sum over k to infinity, finding that
The main term here is equal to the Euler product S(Y, f, r) that is defined in (1.8). Putting everything together, we have therefore established the following result, which completes our treatment of the small moduli. 
Moreover, S(Y, f, r) > 0 provided that f has no r-power divisors on Y .
3.2.
Proof of Theorem 1.2. Assuming ∆ > 0 is chosen to be sufficiently small in terms of δ, dim(G) and r, the error terms in Proposition 3.3 can both be made smaller than the main term. It remains to show that the contribution
is negligible. Here, we have truncated the outer sum to k ≪ H d/r , on supposing that f has degree d. As remarked in §1, our key observation for handling large moduli is based on the inequality
in the notation of Proposition 3.1. Combining this result with (3.4) and Hypothesis-̺, we therefore conclude that
The first term is satisfactory and the second term is also satisfactory provided that r is taken to be sufficiently large in terms of d, dim(G) and δ. 
Our goal is to estimate the counting function
We introduce local densities associated to the orbit O A :
We also define the corresponding Euler product
, in the notation of (3.3), it follows from Hypothesis-̺ that the product
converges absolutely, so that the Euler product S(O A , f, r) also converges absolutely.
With this notation, we establish the following result. 
Moreover, if we assume that there exists
If the variety Y additionally satisfies the smoothness assumption (1.5), then it follow from the argument in [6, Lemma 1.
where the local density µ ∞ (O A ; H) is defined analogously to (1.11).
Remark 3.5. We note that
where the sum is taken over finitely many orbits O A that have non-trivial intersection with Y (R) × p<∞ Y (Z p ). Hence, Theorem 3.4 implies an asymptotic formula for the counting function N r (Y ; f ; H). In fact, this asymptotic formula can be stated in terms of the Tamagawa volume of a suitable subset of Y (A) defined by the integral Brauer-Manin obstruction, as introduced by ColliotThél'ene and Xu [11] . We denote by Y (A) Br(Y ) the kernel of the Brauer-Manin pairing. Since G is assumed to be simply connected, this kernel consists of orbits of G(A) (see [11, Thm. 3 
.2]). If O A ∩ Y (A)
Br ( 
we conclude that
, with the maximum taken over the finitely many orbits having non-trivial intersection with
Proof of Theorem 3.4. The proof follows the same strategy as the proof of Theorem 1.2 presented in §3.1-3.2. As in the proof of Theorem 1.2, we start by estimating
for given ℓ and ξ ∈ Y (Z/ℓZ). The quantity V ℓ (O A ; H; ξ) can be estimated as in Proposition 3.1. We obtain that there exists δ > 0 such that
Indeed, this estimate can be directly deduced from Corollary 2.5 by observing that
which follows from (3.3). Next, we substitute (3.7) into our work above to deduce that
Arguing as in the proof of Theorem 1.2, we find that
with the main term is equal to the Euler product S(O A , f, r). Arguing as in Lemma 3.2, we easily use (3.7) to show that
for some η > 0. Hence, we conclude that
for every adelic orbit O A ⊂ Y (A). When ∆ > 0 is chosen sufficiently small, the error terms in this estimate can be made smaller than the main term. Now it remains to estimate
Thus we can argue as in §3.2, using (3.7), combined with Hypotheses-̺ and (3.4), to conclude that if r is taken sufficiently large, there exists δ
This completes the proof of the theorem. 
The roadmap for quadrics
It is now time to initiate the proof of Theorems 1.4, 1.5 and 1.10. From this point forwards, n 3 and Y ⊂ A n is the affine quadric (1.9), where
is a non-singular indefinite quadratic form and m is a nonzero integer such that −m det(Q) = when n = 3. We begin with a proof of Theorem 1.11 in §4.1. Next, in §4.2, we shall establish Hypothesis-̺ for the polynomials f ∈ Z[X 1 , . . . , X n ] under consideration. Finally, in §4.3 we shall collect together the main steps in the proof of Theorems 1.4, 1.5 and 1.10. The primary ingredients in this endeavour here are the results in §3 and the treatment of large moduli in §5.
4.1.
Integral points on affine quadrics. In this section we establish Theorem 1.11. We begin by noting that it suffices to assume that q is absolutely irreducible in the statement of the theorem, rather than merely irreducible over Q. Indeed, if q factorises as ℓ 1 ℓ 2 for linear polynomials
neither one of which is proportional to a linear polynomial defined over Z, then ℓ 1 , ℓ 2 are not proportional to each other and ℓ 1 must be a conjugate of ℓ 2 . Moreover, the integer points t in which we are interested must satisfy the pair of equations ℓ 1 (t) = ℓ 2 (t) = 0. Such points clearly contribute only O ν (B ν−2 ) to M(q; B), which is satisfactory.
With the restriction to absolutely irreducible q in place, we will establish Theorem 1.11 by induction on ν 2, following the approach in [8, §4] . We henceforth set
for the homogenised quadratic form associated to q. In particular q 0 is obtained by setting X 0 = 0 in R. Since q is absolutely irreducible it follows that R is absolutely irreducible and so has rank at least 3. Moreover, by hypothesis, the quadratic form R(0, X 1 , . . . , X ν ) has rank at least 2. We will need the following result, due to Browning, Heath-Brown and Salberger [8, Lemma 13] .
Lemma 4.1. Let ε > 0, let B 1 and suppose that R ∈ Z[X 0 , X 1 , X 2 ] is a non-singular quadratic form such that the binary form R(0, X 1 , X 2 ) is also non-singular. Then for any t ∈ Z ∩ [−B, B] we have
Following our convention, the implied constant in this estimate does not depend on t or on the coefficients of R. The case ν = 2 of Theorem 1.11 is now a trivial consequence of Lemma 4.1 with t = 1. We will require a separate treatment of the case ν = 3 when q is absolutely irreducible with q = q 0 . In this case the statement of Theorem 1.11 follows from taking d = 2 in work of Heath-Brown [18, Thm. 3] .
We now turn to the proof of Theorem 1.11 when ν 3, assuming that q = q 0 when ν = 3. Our plan is to take hyperplane slices and apply the inductive hypothesis. We claim that there exists a ∈ Z ν , with 0 < |a| = O ν (1), such that the quadratic polynomial obtained by eliminating a variable from the pair of equations
is absolutely irreducible and has quadratic part with rank at least 2. Taking this claim on faith for the moment, we may assume after a possible change of variables that a = (0, . . . , 0, 1). Thus, for any k ∈ Z, the polynomial q k = q(T 1 , . . . , T ν−1 , k) is both absolutely irreducible and has quadratic part with rank at least 2. In this way we obtain the bound
by the inductive hypothesis. This completes the proof of the theorem subject to the claim. Let us call a vector a ∈ C ν defective if the polynomial induced by (4.2) fails to be absolutely irreducible or has quadratic part with rank at most 1. We will construct a proper subvariety E ⊂ P ν−1 defined over Z, with degree O ν (1), such that [a] ∈ E whenever a is defective. Once this is achieved it is a simple matter to find a vector a ∈ Z ν satisfying the claim. Indeed, for any A > 1, there are at least c 1 (ν)A ν possible non-zero vectors a ∈ Z ν for which |a| A, for an appropriate constant c 1 (ν) > 0. Moreover, it follows from the trivial estimate [8, Lemma 2] that there are at most c 2 (ν)A ν−1 defective vectors a ∈ Z ν satisfying |a| A, for an appropriate constant c 2 (ν) > 0. The claim then follows on taking A > c 2 (ν)/c 1 (ν).
It remains to construct the variety E. Let us begin by considering vectors a ∈ C ν for which (4.2) is not absolutely irreducible. When q is homogeneous, so that q = q 0 and ν 4, then it is well-known (see [8, Lemma 7] , for example) that there exists a non-zero form F ∈ Z[X 1 , . . . , X ν ], with degree O ν (1), such that F (a) = 0 when the intersection is not absolutely irreducible. Alternatively, when q = q 0 and ν 3, we will work with the homogenised quadratic form (4.1). Let U ⊂ P ν denote the quadric R = 0. Using elimination theory we can construct a form F ∈ Z[X 1 , . . . , X ν ], with degree O ν (1), such that F (a) = 0 whenever the intersection of U with the hyperplane ν i=1 a i X i = 0 produces a reducible quadric. We need to show that F is non-zero. Let x = [1, 0, . . . , 0] and let Σ x denote the set of hyperplanes in P ν containing x. Then the desired conclusion follows from the version of Bertini's theorem found in Fulton and Lazarsfeld [17, Thm. 1.1], which shows that U ∩ H is absolutely irreducible for generic H ∈ Σ x . We let E 1 ⊂ P ν−1 denote the projective hypersurface F = 0.
Shifting attention to the vectors a ∈ C ν for which (4.2) has quadratic part with rank at most 1, the 2 × 2 minors of the underlying quadratic form give a system of six homogeneous quadratic equations whose simultaneous vanishing at a encapsulates this property. We denote this variety by E 2 ⊂ P ν−1 . After verifying that E 2 is a proper subvariety, our construction is completed by taking E = E 1 ∪ E 2 .
Let V ⊂ P ν−1 denote the quadric q 0 = 0. Then ν 3 and V has rank r V 2, on identifying the rank of a quadric with the rank of the underlying quadratic form. To prove that E 2 = P ν−1 it suffices to show that for generic hyperplanes H in P ν−1 the intersection V ∩H produces a quadric with rank at least 2. Thus we need to know some elementary facts about how the ranks of quadratic forms diminish on linear subspaces. For a hyperplane H let W = V ∩ H and let r W be the associated rank. It is well-known that r W r V − 2. We will need slightly finer information (see Swinnerton-Dyer [27, p. 264 Proof. The trivial bound is ̺(p r ) p rn . Since we allow our implied constant to depend on r, we may henceforth assume that p ∤ 2dm∆ f det(Q), where ∆ f is the discriminant of f .
When r = 1 it follows from the Lang-Weil estimate that ̺(p) = O(p n−2 ). When r 1 the statement of the lemma will follow provided we can show that
To verify this we use an approach based on Hensel's lemma. Let x (mod p r ) be counted by ̺(p r ) and consider the vectors x + p r y for y (mod p). Such a vector runs modulo p r+1 and is counted by ̺(p r+1 ) if and only if
We claim that ∇f (x) and ∇Q(x) are not proportional modulo p, from which it will follow that there are p n−2 possibilities for y (mod p), as required. Suppose for a contradiction that there exists λ, µ ∈ F p , not both zero, such that λ∇f (x) ≡ µ∇Q(x) (mod p). Since p ∤ m we must have p ∤ x. In particular, λµ = 0 since f and Q are non-singular modulo p. It then follows from Euler's identity that
which is a contradiction.
When n = 3 it turns out that we shall also need a good bound for
for any ℓ ∈ N and c ∈ Z n . Note that ̺(ℓ) = ̺(ℓ; 0). The quantity ̺(ℓ; c) is a multiplicative function of ℓ and our next result is concerned with estimating it when ℓ = p r .
Lemma 4.3. Let n = 3 and let f ∈ Z[X 1 , . . . , X n ] be a non-singular form of
Proof. As in the proof of Lemma 4.2, we may proceed under the assumption that p ∤ 2dm∆ f det(Q). In particular f is non-singular modulo p and does not vanish identically on the linear form c.x modulo p. We begin by proving the result under the assumption that p ∤ c, analysing ̺(p r ; c) via the non-singular change of variables y = (x 1 , x 2 , c.x). Assuming without loss of generality that p ∤ c 3 , we find that ̺(p r ; c) is equal to
There is no contribution from y 1 , y 2 for which p | (y 1 , y 2 ). Suppose without loss of generality that p ∤ y 2 . We make the further change of variables y 1 = zy 2 , now finding that the contribution to ̺(p r ; c) is
Here g(z) is a polynomial of degree at most d which does not vanish identically modulo p. Moreover we are only interested in roots of g(z) modulo p r for which p ∤ h(z). It follows from work of Stewart [26, Cor. 2] that the number of z (mod p r ) is O(p (1−1/d)r ). For given z there are then at most 2 available choices for y 2 , which therefore completes the proof of the lemma when p ∤ c.
Suppose now that p j c. If j r then we get a satisfactory bound for the lemma by taking the trivial bound ̺(p r ; c) p 3r = gcd(p r , c) 3 . Alternatively, if j < r we write x = u + p r−j v for u (mod p r−j ) and v (mod p j ). The number of u is precisely ̺(p r−j ;c), wherec = p −j c. The number of v is trivially at most p 3j . Hence we have ̺(p r ; c) p 3j ̺(p r−j ;c). Applying our earlier bound for the case p ∤ c, we therefore complete the proof of the lemma. 
and dim(L) = (n−1)(n−2)/2. When n 4, L is simply connected and it follows from Proposition 3.3 that there exists δ > 0 such that
Moreover, for n = 3, there exists δ > 0 such that
where the sum is taken over finitely many orbits O A that have non-trivial intersection with Y (R)× p<∞ Y (Z p ). Our additional assumption on existence of r-free points (when n = 3) guarantees that for at least one of the orbits O A we have δ(O A ) > 0 and S(O A , f, r) > 0. On taking ∆ > 0 to be sufficiently small in terms of δ we can ensure that these error terms are all satisfactory from the point of view of Theorems 1.4, 1.5 and 1.10. For given ∆ > 0, it remains to show that there exists η > 0, depending on ∆, r, d and n, such that
We shall do so provided that f is a non-singular form of degree d 1, with r satisfying the lower bounds from Theorems 1.4, 1.5 or 1.10, which will thereby suffice to conclude their proof. For ℓ ∈ N, the estimation of N (2) (H) hinges upon good upper bounds for
The following result summarises our treatment of U ℓ (H) when d = 1.
This result will be established in §5.1. Applying Proposition 4.4 with ℓ = k r and ε = ∆/2, we obtain
This is satisfactory for (4.3). Estimating U ℓ (H) for d 2 is more difficult. For square-free k ∈ N we deal with this by noting that U k r (H) U k j (H), for any j r, whence
We will establish the following result in §5.2.
Proposition 4.5. Let n 4 and suppose that f ∈ Z[X 1 , . . . , X n ] is a nonsingular form of degree d 2. Let ε > 0 and let k ∈ N be square-free such that k jn/(n−1)
This allows us to establish (4.3) when n 4. We make the assumption that j and r are chosen so that jdn (n − 1)r 1. (4.6)
Then it will follow that k jn/(n−1) ≪ H in (4.5), since k ≪ H d/r . Hence Proposition 4.5 yields
for any ε > 0. Here the exponent of k exceeds 1 if and only if j > n − 1. We choose j = n, with which choice we can conclude that (4.3) holds for any η < ∆/(n−1), provided that r satisfies (4.6) with j = n. But this is equivalent to r dn 2 /(n − 1), which was one of the assumptions in Theorem 1.4. When n = 3 we are not able to get such a good bound for U k j (H). The following result will also be established in §5.2. Proposition 4.6. Let n = 3 and suppose that f ∈ Z[X 1 , X 2 , X 3 ] is a nonsingular form of degree d 2. Let ε > 0 and let k ∈ N be square-free such that k
Let us see how this is sufficient to prove (4.3) when n = 3. We make the assumption that j and r are chosen so that 4jd 3r 1.
Then, as before, it will follow that k 4j/3 ≪ H in (4.5), since k ≪ H d/r . Hence we may apply Proposition 4.6 in (4.5), giving
for any ε > 0 and any j such that (4.7) holds. Here the exponent of k exceeds 1 if and only if j > 3d. We choose j = 3d + 1, with which choice we conclude that (4.3) holds with n = 3 and any η < ∆/(3d), provided that r satisfies the inequality r 4 3 d(3d + 1), which was one of the hypotheses of Theorem 1.5.
Large moduli
5.1. Linear polynomials. In this section we establish Proposition 4.4. Let Y ⊂ A n denote the quadric Q = m, for n 3, and let f ∈ Z[X 1 , . . . , X n ] be a linear form. We are interested in the quantity
for ℓ ∈ N. After a non-singular linear change of variables, we see that it suffices to prove Proposition 4.4 when f = X n . In particular U ℓ (H) = 0 unless ℓ ≪ H, which we henceforth assume.
Suppose first that n 4. Note that
1) for any ε > 0, where the implied constant does not depend on h. This will suffice to establish Proposition 4.4 for n 4, since there are
To verify (5.1) we write
and it follows that rank(q 0 ) n − 2, since Q is non-singular. In particular rank(q 0 ) 2 if n 4. Moreover, if q were reducible, then the quadratic form
would have rank at most 2. But this is impossible when n 4. Indeed, if h = 0, then rank(R 0 ) n − 1 3. Equally, if h = 0, then rank(R h ) n − 1 3, since rank(A + B) | rank(A) − rank(B)| for any n × n matrices with integer coefficients. The estimate (5.1) is now a trivial consequence of Theorem 1.11. It remains to establish Proposition 4.4 when n = 3 and f = X 3 . We may write
where P (X 1 , X 2 ) = Q(X 1 , X 2 , 0) and c, d, e ∈ Z. Since Q is non-singular, it follows that P has rank 1 or 2. We will need to deal with each of these cases separately. Suppose first that rank(P ) = 2. Then after a non-singular change of variables in X 1 and X 2 alone it suffices to proceed under the assumption that c = d = 0 in (5.2). Hence Next we suppose that rank(P ) = 1 in (5.2), still with n = 3 and f = X 3 . Then Q takes the shape
Moreover aL 1 and L 2 are non-zero and non-proportional, since Q is non-singular. After a change of variables we obtain U ℓ (H) # x ∈ Z 3 : |x| ≪ H, 0 = x 3 ≡ 0 (mod ℓ) x 2 1 + x 2 x 3 + cx ) when q is odd, it follows that ν(q; d) 2 ω(q)+1 ≪ ε q ε/2 , where ω(q) denotes the number of distinct prime factors of q. Next we observe that
Thus the non-zero x 3 contribute O ε (ℓ −1 H 1+ε ) overall. The same bound therefore holds for U ℓ (H) when n = 3 and rank(P ) = 1, which thereby concludes the proof of Proposition 4.4.
5.2.
Higher degree polynomials. We now place ourselves in the setting of Propositions 4.5 and 4.6. Let f ∈ Z[X 1 , . . . , X n ] be a non-singular form of degree d 2. If ∆ f is the discriminant of f , then ∆ f and m det(Q) are both non-zero integers. Let ε > 0 be given once and for all. For square-free k ∈ N such that k 2j H, we want to estimate the quantity U k j (H) in (4.4). Let us put ℓ = k j for convenience. Our estimation of U ℓ (H) is inspired by an argument of Browning and Munshi [7, Lemma 4] . We will require some elementary facts about integer sublattices, as established by Davenport [12, Lemma 5] . Suppose that Λ ⊂ Z n is a lattice of rank r and determinant det(Λ). Then there exists a "minimal" basis m We denote the set whose cardinality appears in the inner sum by S ℓ (H; ξ). If S ℓ (H; ξ) is empty then there is nothing to prove. Alternatively, suppose we are given x 0 ∈ S ℓ (H; ξ). Then any other vector in the set must be congruent to x 0 modulo ℓ. Making the change of variables x = x 0 + ℓy in S ℓ (H; ξ), we have |y| < 2ℓ −1 H. Furthermore, y.∇Q(x 0 ) + ℓQ(y) = 0, (5.5) by Taylor's formula, since Q(x 0 + ℓy) = m and Q(x 0 ) = m. Note here that ∇Q(x 0 ) = 0 for any x 0 ∈ Y (Z). When n 4, it will be convenient to deal separately with the contribution from y for which y.∇Q(x 0 ) = 0. Using this linear equation to eliminate one of the variables, we arrive at a quadratic form in n − 1 variables. We claim that this quadratic form is non-singular. When n 4 this automatically implies that it is also absolutely irreducible. To see the claim, suppose that B is the underlying symmetric matrix associated to Q, so that ∇Q(y) = 2By and ∇Q(x 0 ) = 2Bx 0 . Then if the quadric obtained from Y.∇Q(x 0 ) = Q(Y) = 0 is singular, there must exist λ, µ ∈ Q and y = 0, such that (λ, µ) = (0, 0) and Q(y) = 0, 2B(λy + µx 0 ) = 0.
Since B is non-singular, this implies that λy + µx 0 = 0, which is impossible since 0 = m = Q(x 0 ). Hence the claim follows and Theorem 1.11 implies that for n 4 the overall contribution to S ℓ (H; ξ) from y for which y.∇Q(x 0 ) = 0 is ≪ ε (H/ℓ) n−3+ε . Returning to general n 3, (5.5) implies that the y under consideration satisfy the congruence y.∇Q(ξ) ≡ 0 (mod ℓ), since x 0 ≡ ξ (mod ℓ). Let us write Λ ξ = {y ∈ Z n : y.∇Q(ξ) ≡ 0 (mod ℓ)}.
Our work so far has shown that #S ℓ (H; ξ) 2#{y ∈ Λ ξ : |y| < 2ℓ + # y ∈ Λ ξ : |y| < 2ℓ −1 H, (5.5) holds y.∇Q(x 0 ) = 0 , when n 4. The set Λ ξ defines an integer lattice of rank n. To calculate its determinant we writel = ℓ/ gcd(ℓ, ∇Q(ξ)) and note thatlZ n ⊂ Λ ξ . Thus we have
The numerator here is clearlyl n and the denominator is seen to bel n−1 , since there arel n−1 distinct values of y (modl) for which y.∇Q(ξ) ≡ 0 (mod ℓ). Thus det(Λ ξ ) =l. We claim that in fact ℓ ≪ det(Λ ξ ) ℓ, the upper bound being trivial. For the lower bound, note that ξ.∇Q(ξ) = 2Q(ξ) ≡ 2m (mod ℓ) in (5.4), whence gcd(ℓ, ∇Q(ξ)) ≪ 1.
Let M denote the non-singular matrix formed from taking column vectors to be a minimal basis m 1 , . . . , m n for Λ ξ . Making the change of variables we consider the rank of the quadratic form X 2 0 r(X 1 /X 0 , . . . , X n−1 /X 0 ). The latter is equal to Q(X 1 m 1 + · · · + X n−1 m n−1 + hX 0 m n ) + X 0 (b 1 X 1 + · · · + b n−1 X n−1 + b n hX 0 ) .
If h = 0 then this has rank at least n − 2 + 1 = n − 1 3 since in this scenario (b 1 , . . . , b n−1 ) = (0, . . . , 0). If h = 0 then it clearly has rank at least n − 1 3. Hence r is indeed absolutely irreducible.
Returning to our estimation of #S ℓ (H; ξ), suppose first that |m n |ℓ ≫ H, so that λ n = 0 in any solution to be counted. It follows from the condition b 1 λ 1 + · · · + b n λ n = 0 that we may assume (b 1 , . . . , b n−1 ) = (0, . . . , 0). Then q(X 1 , . . . , X n−1 , 0) satisfies the hypotheses of Theorem 1.11 and we see that there is an overall contribution of O ε ((H/ℓ) n−3+ε ) from this case, which is satisfactory.
We proceed under the assumption that |m i |ℓ ≪ H for 1 i n. We will fix a value of λ n and then use Theorem 1.11 to estimate the associated number of λ 1 , . . . , λ n−1 . It follows from the condition b 1 λ 1 + · · · + b n λ n = 0 that when b 1 = · · · = b n−1 = 0, any solution with λ n = 0 is to be ignored. Let λ n = h be fixed and put r(X 1 , . . . , X n−1 ) = q(X 1 , . . . , X n−1 , h), as before. Then r satisfies the hypotheses of Theorem 1.11 and we deduce that the total number of λ 1 , . . . , λ n−1 associated to h is The implied constant in this estimate depends at most on ε and n and, crucially, is independent of h. Summing over h therefore leads to the overall conclusion that ≫ ℓ 1/(n−1) .
Taking this lower bound in our estimate for #S ℓ (H; ξ) concludes the proof.
The case n = 3. We henceforth take n = 3 and concern ourselves with the proof of Proposition 4.6. For j 2 we are interested in estimating the quantity U k j (H), when k 4j/3
H. Developing U k j (H) as in (5.4), our starting point is the inequality #S ℓ (H; ξ) 2#{λ ∈ Z 3 : λ i ≪ (|m i |ℓ) −1 H for 1 i 3, q(λ) = 0},
