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Let G be a simple undirected graph with the characteristic polyno-
mial of its Laplacian matrix L(G), P(G, x) = ∑nk=0(−1)kckxn−k .
Aleksandar Ilic´ [A. Ilic´, Trees with minimal Laplacian coefficients,
Comput. Math. Appl. 59 (2010) 2776–2783] identified n-vertex trees
with given matching number q which simultaneously minimize all
Laplacian coefficients. In this paper, we give another proof of this
result. Generalizing the approach in the above paper, we determine
n-vertex treeswith givenmatching number qwhich have the second
minimal Laplacian coefficients. We also identify the n-vertex trees
with a perfect matching having the largest and the second largest
Laplaciancoefficients, respectively. Extremalvaluesonsome indices,
such as Wiener index, modified hyper-Wiener index, Laplacian-like
energy, incidence energy, of n-vertex trees withmatching number q
are obtained in this paper.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We consider only simple graphs (i.e., finite, undirected graphs without loops or multiple edges).
Let G = (VG, EG) be a simple graph on n vertices and m edges (so n = |VG| is its order, andm = |EG|
is its size). For vi ∈ VG , the degree of vi, written by dG(vi) (or d(vi) for short), is the number of edges
incident with v. The distance between vi and vj , denoted by d(vi, vj), is the number of edges in a
shortest path joining vi and vj . The adjacency matrix A(G) of an n-vertex graph G, having vertex set
VG = {v1, v2, . . . , vn}, is the n × n symmetric matrix (aij), such that aij = 1 if vi and vj of the graph
< Financially supported by self-determined research funds of CCNU (CCNU09Y01005, CCNU09Y01018) from the colleges’ basic
research and operation of MOE and the National Natural Science Foundation of China (Grant No. 11071096).∗ Corresponding author.
E-mail addresses: shushanhe@mails.ccnu.edu.cn (S. He), lscmath@mail.ccnu.edu.cn (S. Li).
0024-3795/$ - see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2011.02.050
1172 S. He, S. Li / Linear Algebra and its Applications 435 (2011) 1171–1186
G are adjacent and 0 otherwise. The matrix L = D − A is called the Laplacian matrix of G, where
D = diag(d(v1), d(v2), . . . , d(vn)) is the diagonal matrix of vertex degrees. The Laplacian matrix L
has non-negative eigenvalues μ1  μ2  · · ·  μn−1  μn = 0. The Laplacian polynomial P(G, x)
(or P(G) for short) of G is the characteristic polynomial of its Laplacian matrix L,
P(G, x) = det(xIn − L) =
n∑
k=0
(−1)kckxn−k. (1.1)
From Viette’s formulas, ck = σk(μ1, μ2, . . . , μn−1) is a symmetric polynomial of order n − 1. The
Laplacian coefficient ck can be expressed in terms of subtree structures of G by the following result
of Kelmans and Chelnokov [15]. Let F be a spanning forest of G with components Ti, i = 1, 2, . . . , k,
having ni vertices each, and let γ (F) = ∏ki=1 ni.
Theorem 1.1. The Laplacian coefficient cn−k of a graph G is given by cn−k = ∑F∈Fk γ (F), where Fk is
the set of all spanning forests of G with exactly k components.
In particular, c0 = 1, cn = 0, c1 = 2m, cn−1 = nτ(G), where τ(G) denotes the number of spanning
trees of G (see [1,17]). If G is a tree, the coefficient cn−2 is equal to itsWiener index, which is a sum of
distances between all pairs of vertices; while the coefficient cn−3 is its modified hyper-Wiener index,
introduced by Gutman [5]. TheWiener index is considered as one of themost used topological indices
with high correlation with many physical and chemical properties of molecular compounds. A huge
majority of chemical applications of the Wiener index deal with acyclic organic molecules. For recent
results and applications of the Wiener index see [3,8,21,23].
Throughout the text we denote by Pn, K1,n−1 the path and the star on n vertices, respectively.
G − v, G − uv denote the graph obtained from G by deleting vertex v ∈ VG , or edge uv ∈ EG,
respectively (this notation is naturally extended if more than one vertex or edge is deleted). Similarly,
G + uv is obtained from G by adding edge uv ∈ EG . We also call the edge which is incident with
a pendent vertex a pendent edge. We call a path P = u0u1 . . . uk a pendent path of length k in G if
d(u0) ≥ 3, d(uk) = 1 and d(u1) = d(u2) = · · · = d(uk) = 2.
A set of pairwise independent edges of G is called a matching in G, while a matching of maximum
cardinality is a maximummatching in G. Thematching number q of G is the cardinality of a maximum
matching of G. Let mk(G) be the number of matchings of G containing exactly k independent edges.
In particular, m0(G) = 1, m1(G) = |EG| and mk(G) = 0 for k > n2 . A maximal matching, say M, is
called a perfect matching if each vertex of G is matched byM. Denote by Tn,q the set of all trees with n
vertices and matching number q. Let Tnq denote the tree obtained from a star K1,n−q by joining q − 1
pendent vertices of K1,n−q to q − 1 isolated vertices by q − 1 edges. Let (i,a)T(j,b) be n-vertex tree as
depicted in Fig. 1, where i, j, a, b are all nonnegative integers. In particular, (0,0)T(0,n−2) ∼= K1,n−1 and
(0,0)T(q−1,n−2q) ∼= Tnq .
The subdivision graph of G, denoted by S(G), is obtained by inserting a new vertex of degree two on
each edge of G.
Theorem 1.2 [24]. For every acyclic graph T with n vertices holds
ck(T) = mk(S(T)), 0  k  n.
Recently, the study on the Laplacian coefficient attracts much attention. Mohar [18] first studied
the Laplacian coefficients of acyclic graph. Zhang et al. [22] investigated a partial order of trees with
Fig. 1. Graph (i,a)T(j,b) .
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diameters 3 and 4 by the Laplacian coefficients. Ilic´ [12] identified the n-vertex tree of diameter d
having the minimal Laplacian coefficients. Laplacian coefficients of trees with given number of leaves
or vertices of degree two are studied in [13]. Stevanovic´ and Ilic´ [20] studied the Laplacian coefficients
of unicyclic graphs. He and Shan [10] studied the Laplacian coefficients of bicyclic graphs. Ilic´ [11] char-
acterized n-vertex trees with given matching number qwhich simultaneously minimize all Laplacian
coefficients. In this paper, we give another proof of this result. Using our method, we can identify the
n-vertex tree with given matching number q which simultaneously makes all Laplacian coefficients
be the second minimal. We also determine the unique n-vertex tree with a perfect matching having
the largest and the second largest Laplacian coefficients, respectively.
Theplanof thepaper is as follows. In Section2,we introduceα-,ε-transformationsof general graphs
and ζ -transformations of trees.Wewill see that all Laplacian coefficients aremonotoneunderα-, ε-, ζ -
transformations; In Section 3,we give a newproof to determine the n-vertex treeswith givenmatching
number q which simultaneously minimizes all Laplacian coefficients. We generalize the results from
[11] and determine n-vertex trees with given matching number q which have the second minimal
Laplacian coefficients. As well we determine the n-vertex trees with a perfect matching having the
largest and the second largest Laplacian coefficients, respectively. In the last section, extremal values
on some indices, such asWiener index,modified hyper-Wiener index, Laplacian-like energy, incidence
energy of n-vertex trees with matching number q are obtained.
2. Some graphic transformations
In this section, we introduce some graphic transformations, which will be used to prove our main
results.
Definition 1 [10]. Let G be a connected graph of order n  3 and e = uv a non-pendent edge of G not
contained in any triangle. Let NG(v) \ {u} = {v1, v2, . . . , vd}, d  1. Let
G′ = α(G, u, v) = G − vv1 − vv2 − · · · − vvd + uv1 + uv2 + · · · + uvd.
We say that G′ is an α-transformation of G.
A cut edge in a connected graph is an edge whose deletion breaks the graph into two components.
Lemma 2.1 [10]. Let G be a connected graph and e = uv a non-pendent edge of G not contained in any
triangle. Then for the α-transformation graph G′ = α(G, u, v) and 0  k  n holds ck(G)  ck(G′).
Furthermore, if e is a cut edge, then the equality holds if and only if k ∈ {0, 1, n − 1, n}. Otherwise, the
equality holds if and only if k ∈ {0, 1, n}.
Definition 2. Let G be the connected graph as depicted in Fig. 2, where G0 is a connected graph with
at least two vertices. Let NG0(u) = {u1, u2, . . . , ur}, r  1. Let
G∗ = ε(G, v, u) = G − uu1 − uu2 − · · · − uur + vu1 + vu2 + · · · + vur .
We say that G∗ (see Fig. 2) is a ε-transformation of G.
Fig. 2. Graphs G and G∗
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Lemma 2.2. Let G be the connected graph as depicted in Fig. 2, where G0 is a connected graph with at least
two vertices, and s  2, t  0, or s = 1, t  1. Then for the ε-transformation graph G∗ = ε(G, v, u) and
0  k  n holds ck(G)  ck(G∗). And the equality holds if and only if k ∈ {0, 1, n − 1, n}.
Proof. It is obvious to see that c0(G) = 1 = c0(G∗), c1(G) = 2|EG| = 2|EG∗ | = c1(G∗), cn(G) = 0 =
cn(G
∗). It is straightforward to check that G and G∗ have the same number of spanning trees, hence we
have cn−1(G) = nτ(G) = nτ(G∗) = cn−1(G∗).
Now we are to show that cn−k(G) > cn−k(G∗) for 2  k  n − 2. For convenience, let Fk (resp.
F ′k) be the set of all spanning forests of G (resp. G∗) with exactly k components. For F ′ ∈ F ′k , let
T ′ be the component of F ′ such that v ∈ VT ′ and |VT ′ ⋂ VG0 | = a. Assume that NG(u)
⋂
NT ′(v) ={u1, u2, . . . , ud} with 0  d  min{a − 1, dG(u) − 2}. Set
F = F ′ − vu1 − vu2 − · · · − vud + uu1 + uu2 + · · · + uud. (2.2)
Let f : F ′k → Fk , andF ∗k = f (F ′k) = {f (F ′)|F ′ ∈ F ′k}. Nowwe distinguish F ′ as the following two
cases.
Case 1. uv ∈ EF ′ .
That is to say, uv ∈ ET ′ , then F ∈ Fk , we have trees of equal sizes in both spanning forests (F and
F ′), and thus γ (F) = γ (F ′).
Case 2. uv /∈ EF ′ .
Note that in this case, in viewof (2.2), F ′ and F have the samenumber of components, hence F ∈ Fk .
We distinguish the following two possible subcases to prove Case 2.
Case 2.1. uw /∈ EF ′ .
In this subcase, u and w must be two isolated vertices of F ′. Hence, k  3. Assume the orders of
the components of F ′ different from T ′, {u} and {w} arem1,m2, . . . ,mk−3. By simple calculation, we
have
γ (F) − γ (F ′) = [(|VT ′ | − a + 1) · a · 1 − |VT ′ | · 1 · 1]
k−3∏
i=1
mi = (a − 1)(|VT ′ | − a)
k−3∏
i=1
mi.
Then γ (F) − γ (F ′)  0 follows from |VT ′ |  a  1. As G0 has at least two vertices and s  2, t  0,
or s = 1, t  1, there exists some spanning forest in which a > 1 and |VT ′ | > a. In this case, we have
γ (F) − γ (F ′) > 0.
Case 2.2. uw ∈ EF ′ .
In this subcase, assume that the orders of the components of F ′ different from T ′ and {uw} are
n1, n2, . . . , nk−2. By simple calculation, we have
γ (F) − γ (F ′) = [(|VT ′ | − a + 1)(a + 1) − |VT ′ | · 2]
k−2∏
i=1
ni = (a − 1)(|VT ′ | − a − 1)
k−2∏
i=1
ni.
This gives
γ (F) − γ (F ′) 0, if |VT ′ |  a + 1 or a = 1; (2.3)
γ (F) − γ (F ′) = (1 − a)
k−2∏
i=1
ni < 0, if |VT ′ | = a and a > 1. (2.4)
Let F1 and F
′
1 be a pair of forests which satisfy (2.4). Since s  2, t  0, or s = 1, t  1 and |VT ′ | = a,
there must exist a component of F ′1 which is an isolated vertex, denoted it by {x}. It is obvious that {x}
is also a component of F1. Without loss of generality, denote its order by nk−2 = 1. Then, we can get
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(a) (b)
Fig. 3. Graphs S((i,a)T(j,b)) and S((i+j−1,a+b−1)T(1,1)).
F2 (resp. F
′
2) by deleting uw and adding an edge vx from F1 (resp. F
′
1). By simple calculation, we have
γ (F1) + γ (F2) − [γ (F ′1) + γ (F ′2)] = [γ (F1) − γ (F ′1)] + [γ (F2) − γ (F ′2)]
= (1 − a) · 1 ·
k−3∏
i=1
ni + a · 2 · 1 ·
k−3∏
i=1
ni
− (a + 1) · 1 · 1 ·
k−3∏
i=1
ni = 0.
Combining the discussion as above, we obtain
cn−k(G∗) =
∑
F ′∈F ′k
γ (F ′) <
∑
F∈F∗k
γ (F) 
∑
F∈Fk
γ (F) = cn−k(G).
Therefore, cn−k(G∗) < cn−k(G) for 2  k  n − 2. 
Lemma 2.3. Let (i,a)T(j,b) be the n-vertex graph as depicted in Fig. 1 with b, j  1 and i = 1, a 
1 or i  2. Then ck((i+j−1,a+b−1)T(1,1))  ck((i,a)T(j,b)) holds for k = 0, 1, . . . , n. If (i,a)T(j,b) 
(i+j−1,a+b−1)T(1,1), the equality holds if and only if k ∈ {0, 1, n − 1, n}.
Proof. For convenience, let T = (i,a)T(j,b), and T ′ = (i+j−1,a+b−1)T(1,1). Denote the subdivision graph
of T (resp. T ′) by S(T) (resp. S(T ′)). In S(T), u0, u1, . . . , uj, uj+1, . . . , uj+b are, respectively, the sub-
division vertices of the edges vu, vv1, . . . , vvj, vvj+1, . . . , vvj+b; see Fig. 3a. Let Tˆ be the connected
component containing u in the graph S(T)−u0. Let P1, P2, . . . , Pj+b be the paths in S(T)−VTˆ ∪{v, u0}.
Denote G = S(T) − vu1 − · · · − vuj+b−2 + uu1 + · · · + uuj+b−2. Then S(T ′) ∼= G. Without loss of
generality, let S(T ′) = G (see Fig. 3b).
Wewill construct an injection fromthe setM ′ of k-matchings of the subdivisiongraph S(T ′) into the
setM ofk-matchingsof thesubdivisiongraphS(T). Letusdivide thesetM ′ into twodisjoint subsetsM ′1
andM ′2. The setM ′1 contains k-matchingswith no edge from the set {uu1, uu2, . . . , uj+b−2}, while the
setM ′2 contains all other k-matchings from S(T ′). Analogously, divide the setM into two disjoint sub-
setsM1 andM2 . The setM1 contains k-matchingswith no edge from the set {vu1, vu2, . . . , vuj+b−2},
while the setM2 contains all other k-matchings from S(T).
There is an obvious bijection from the set M ′1 to the set M1 , by taking the same k-matching,
since the decomposed graphs are isomorphic. Notice that we did not take any edges from the set
{uu1, uu2, . . . , uuj+b−2} in the k-matching of the subdivision tree S(T ′) and from the set {vu1, vu2,
. . . , vuj+b−2} in the k-matching of the subdivision tree S(T).
Note that one can take at most one edge in the k-matching from the set {uu1, uu2, . . . , uuj+b−2} in
S(T ′). Assume now thatwe have k-matchingM′ ∈ M ′2 that contains the edge uul , for 1  l  j+b−2.
We will construct a corresponding matchingM ∈ M2, such that vul ∈ M. The subdivision graph S(T ′)
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is decomposed in the following parts
P1, P2, . . . , Pl − ul, . . . , Pj+b−2, T0, Tˆ − u,
while, the subdivision graph S(T) is decomposed in the following parts
P1, P2, . . . , Pl − ul, . . . , Pj+b−2, Pj+b−1, Pj+b, Tˆ ∪ {uu0}.
We conclude that the first j + b − 2 connected components are identical. Therefore, we have the
trivial bijection within each of these components. If vu0 ∈ M′, then we put the edge uu0 to be in M.
After taking these edges in (k−1)-matchings,we have the same components in both graphs, and again
a trivial bijection. Now,we have reduced the problem to the following one: the number of k-matchings
in the union Tˆ ∪ Pj+b−1 ∪ Pj+b is greater than or equal to the number of k-matchings in the graph
(Tˆ − u) ∪ P7.
Consider the longest two paths P and Q in the Tˆ that start from the vertex u and end in some
pendent vertices. Since in T = (i,a)T(j,b), i = 1, a  1 or i  2, let P = uy1x1y2x2, Q = uy′1x′1y′2x′2 if
i  2, or P = uy1x1y2x2, Q = uy′1x′1 if i = 1, a  1, where y1, y2, y′1, y′2 are the subdivision vertices of
degree two. Now we distinguishM′ as the following three cases.
Case 1. vuj+b−1, vuj+b /∈ M′.
In this case, we can construct a correspondingmatchingM by taking the same edges as those inM′.
This way we do not take any edges in M adjacent to u in the graph Tˆ . If we use some of these “extra"
edges, different from uy1 and uy
′
1, we conclude that there are more k-matchings in S(T) than in S(T
′).
Case 2. vuj+b−1 /∈ M′, vuj+b ∈ M′.
We take the edge uy′1 to be in M. If y′1x′1 /∈ M′, then take the same set of edges in M, like in the
previous case. Otherwise, we take the edge uj+bvj+b in M. Now, it is obvious that the number of k-
matchings in the graph (Tˆ − {u, y′1}) ∪ P4 is greater than or equal to the number of k-matchings in
(Tˆ − {u, y′1, x′1}) ∪ P4.
Case 3. vuj+b−1 ∈ M′, vuj+b /∈ M′.
We take the edge uy1 to be in M. If y1x1 /∈ M′, then take the same set of edges in M, we have
an injection. Otherwise, we take the edge uj+b−1vj+b−1 in M. Repeat as above, if vj+b−1u′j+b−1 /∈
M′, then take the same set of edges in M, we have an injection. Otherwise, we take the edge x1y2
in M. If y2x2 /∈ M′, then take the same set of edges in M, we have an injection. Otherwise, we
take the edge u′j+b−1v′j+b−1 in M. Now, since the decomposed graphs are isomorphic, we have an
injection too.
By Theorem 1.2, this completes the inductive proof of ck(T)  ck(T ′) for every k = 0, 1, . . . , n.
Now assume (i,a)T(j,b)  (i+j−1,a+b−1)T(1,1). By Proposition 3 in Appendix, we have
P((i+j−1,a+b−1)T(1,1)) = (x2 − 3x + 1)i+j−2(x − 1)a+b−2xLi+j−1,a+b−1,1,1(x), (2.5)
where Li+j−1,a+b−1,1,1(x) is defined in (4.1) of Appendix. Together with (1.1) and (2.5), we can set
(x2 − 3x + 1)i+j−2(x − 1)a+b−2x =
n−7∑
s=1
(−1)s−1asxn−s−6, (2.6)
where as > 0 for s = 1, 2, . . . , n − 7.
Let  := P((i,a)T(j,b)) − P((i+j−1,a+b−1)T(1,1)). By Proposition 3 in Appendix we have
 = (x2 − 3x + 1)i+j−2(x − 1)a+b−2x(Li,a,j,b(x) − Li+j−1,a+b−1,1,1(x))
= (x2 − 3x + 1)i+j−2(x − 1)a+b−2x2(f4x4 − f3x3 + f2x2 − f1x + f0), (2.7)
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where
f4 = (a + i − 2)j + ib + ab − 2(i + a + b − 2),
f3 = 6f4,
f2 = (12a + 13i − 25)j + 12ib + 11ab − 23(a + b − 1) − 25(i − 1),
f1 = (9a + 12i − 21)j + 9ib + 6ab − 15(a + b − 1) − 21(i − 1),
f0 = (2a + 4i − 6)j + 2ib + ab − 3(a + b − 1) − 6(i − 1).
Let ft = ft(i, a, j, b) (0  t  4). Note that j, b  1, for t = 0, 1, . . . , 4, ft is nondecreasing in j
for any fixed i, a  1 or i  2. Hence,
f4(i, a, j, b)  f4(i, a, 1, b) = (i + a − 2)(b − 1)  0.
Then f4(i, a, 1, b) > 0 follows by the fact that (i,a)T(j,b)  (i+j−1,a+b−1)T(1,1). Similarly, we can also
show that ft > 0 for every t = 0, 1, 2, 3. Together with (2.6) and (2.7), we have
 =
n−7∑
s=1
(−1)s−1asxn−s−5(f4x4 − f3x3 + f2x2 − f1x + f0) =
n∑
k=0
mkx
n−k,
It is obvious thatmk = 0 for k = 0, 1, n − 1, n. In order to complete the proof, it suffices to show
thatmk = 0 for 2  k  n − 2.
Define that ai = 0 for i ∈ {0,−1,−2,−3, n−6, n−5, n−4, n−3}. For every k = 2, 3, . . . , n−2,
we have
mk = (−1)k−2ak−1f4 − (−1)k−3ak−2f3 + (−1)k−4ak−3f2 − (−1)k−5ak−4f1 + (−1)k−6ak−5f0
= (−1)k−2(ak−1f4 + ak−2f3 + ak−3f2 + ak−4f1 + ak−5f0).
Thusmk = 0 for 2  k  n − 2, as required. 
Lemma 2.4. Let (i,a)T(j,b) be the n-vertex graph as shown in Fig. 1 with a  2 and j + b  2. Then
ck((0,2)T(i+j,a+b−2))  ck((i,a)T(j,b)) holds for k = 0, 1, . . . , n. If (i,a)T(j,b)  (0,2)T(i+j,a+b−2), the
equality holds if and only if k ∈ {0, 1, n − 1, n}.
Proof. For convenience, let T = (i,a)T(j,b), and T ′ = (0,2)T(i+j,a+b−2). Denote the subdivision graph of
T (resp. T ′) by S(T) (resp. S(T ′)). In S(T), v0, v1, . . . , vi, vi+1, . . . , vi+a are, respectively, the subdivision
vertices of theedgesuv, uu1, . . . , uui, uui+1, . . . , uui+a; see Fig. 4a. Let Tˆ be the connected component
containing v in the graph S(T) − v0. Let P1, P2, . . . , Pi+a be the paths in S(T) − VTˆ ∪ {v0, u}. Denote
G′ = S(T)− uv1 − · · ·− uvi+a−2 + vv1 + · · ·+ vvi+a−2. Then S(T ′) ∼= G′. Without loss of generality,
let S(T ′) = G′ (see Fig. 4b).
(a) (b)
Fig. 4. Graphs S((i,a)T(j,b)) and S((0,2)T(i+j,a+b−2)).
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By Theorem 1.2, it suffices to show that mk(S(T
′))  mk(S(T)) for 0  k  n. Hence we only
need to show that for each k-matching in S(T ′), there exists a one-to-one corresponding k-matching
in S(T). It suffices to construct an injection from the setM ′ of k-matchings of S(T ′) into the setM of
k-matchings of S(T). Let us divide the setM ′ into two disjoint subsetsM ′1 andM ′2. The setM ′1 contains
k-matchings with no edge from the set {vv1, vv2, . . . , vvi+a−2}, while the setM ′2 contains all other
k-matchings from S(T ′). Analogously, divide the setM into two disjoint subsetsM1 andM2 . The set
M1 contains k-matchings with no edge from the set {uv1, uv2, uvi+a−2}, while the setM2 contains all
other k-matchings from S(T).
There is an obvious bijection from the setM ′1 to the setM1 , by taking the same k-matching, since
the decomposed graphs are isomorphic. Assume now that we have k-matchingM′ ∈ M ′2 that contains
the edge vvl , for 1  l  i + a − 2. We will construct a corresponding matching M ∈ M2 such that
uvl ∈ M. The subdivision graph S(T ′) is decomposed in the following parts
P1, P2, . . . , Pl − vl, . . . , Pi+a−2, T0, Tˆ − v,
while, the subdivision graph S(T) is decomposed in the following parts
P1, P2, . . . , Pl − vl, . . . , Pi+a−2, {vi+a−1ui+a−1}, {vi+aui+a}, Tˆ ∪ {vv0}.
We conclude that the first i + a − 2 connected components are identical. Therefore, we have the
trivial bijection within each of these components. If v0u ∈ M′, then we put the edge vv0 to be in M.
After taking these edges in (k−1)-matchings,we have the same components in both graphs, and again
a trivial bijection. Now,we have reduced the problem to the following one: the number of k-matchings
in the union Tˆ ∪ {vi+a−1ui+a−1} ∪ {vi+aui+a} is greater than or equal to the number of k-matchings
in the graph (Tˆ − v) ∪ P5. LetMc = M ∩ ETˆ∪{vi+a−1ui+a−1}∪{vi+aui+a} andM′c = M′ ∩ E(Tˆ−v)∪P5 .
Consider two longest paths P and Q in Tˆ that start from the vertex v and end in some pendent
vertices. Since j+b  2 in T = (i,a)T(j,b), such P andQ exist. Let P = vy1x1ypxp (resp.Q = vy′1x′1y′qx′q),
where y1, yp, y
′
1, y
′
q are the subdivision vertices of degree two. Then 1  p, q  2. Nowwedistinguish
M′c as the following three cases.
Case 1. uvi+a−1, uvi+a /∈ M′c . In this case, letMc = M′c .
Case 2. uvi+a−1 /∈ M′c, uvi+a ∈ M′c . In this case, let Mc = M′c − uvi+a + vy′1 if y′1x′1 /∈ M′c and
Mc = M′c − uvi+a + vy′1 − y′1x′1 + ui+avi+a otherwise.
Case 3. vui+a−1 ∈ M′c, vui+a /∈ M′c . In this case, let Mc = M′c − vui+a−1 + vy1 if y1x1 /∈ M′c and
Mc = M′c − vui+a−1 + vy1 − y1x1 + ui+a−1vi+a−1 otherwise.
Onemay check that the correspondenceM′c 
→ Mc is one to one. Thereforemk(S(T ′))  mk(S(T)).
This completes the inductive proof of ck(T)  ck(T ′) for every k = 0, 1, . . . , n.
Now assume (i,a)T(j,b)  (0,2)T(i+j,a+b−2). By Proposition 3 in Appendix we have
P((0,2)T(i+j,a+b−2)) = (x2 − 3x + 1)i+j−2(x − 1)a+b−2xL0,2,i+j,a+b−2(x),
Where L0,2,i+j,a+b−2(x) is defined in (4.1) of Appendix. Let ′ := P((i,a)T(j,b)) − P((0,2)T(i+j,a+b−2)),
hence
′ = (x2 − 3x + 1)i+j−2(x − 1)a+b−2x(Li,a,j,b(x) − L0,2,i+j,a+b−2(x))
= (x2 − 3x + 1)i+j−2(x − 1)a+b−2x2(g4x4 − g3x3 + g2x2 − g1x + g0)
=
n∑
k=0
m′kxn−k,
where
g4 = (b + j − 2)i + aj + ab − 2(i + a + b − 2),
g3 = 6g4,
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Fig. 5. Graphs T and T ′ .
g2 = (12b + 13i − 24)i + 12ja + 11ab − 22(a + b − 2) − 24j,
g1 = (9b + 12j − 18)i + 9ja + 6ab − 12(a + b − 2) − 18j,
g0 = (2b + 4j − 4)i + 2ja + ab − 2(a + b − 1) − 4j.
Let gt = gt(i, a, j, b) (0  t  4). Note that j + b  2, a  2 and (i,a)T(j,b)  (0,2)T(i+j,a+b−2),
it is straightforward to check that g4(i, a, j, b)  g4(1, a, j, b) > g4(1, 1, j, b) = 0; g3 = 6g4 >
0; g2(i, a, j, b)  g2(1, a, j, b) > g2(1, 1, j, b) = j + b − 2  0; g1(i, a, j, b)  g1(1, a, j, b) >
g1(1, 1, j, b) = 3j + 3b − 6  0; g0(i, a, j, b)  g0(1, a, j, b) > g0(1, 1, j, b) = 2j + b − 2  0.
It is obvious thatm′k = 0 for k = 0, 1, n − 1, n. In order to complete the proof, it suffices to show
thatm′k = 0 for 2  k  n−2. In fact, by a similar discussion as in the proofmk = 0 for 2  k  n−2
in Lemma 2.3, we can also show thatm′k = 0 for 2  k  n − 2. We omit the procedure here. 
Definition 3. Let T be the tree as depicted in Fig. 5, where uv is an edge, uv1v2 is a pendent path of
length 2, T1 (resp. T2) is a subtree with at least two vertices. Let
T ′ = ζ(T, v, v1) = T − v1v2 + vv2.
We say that T ′ (see 5) is a ζ -transformation of T .
Lemma 2.5. For the ζ -transformation graph T ′ = ζ(T, v, v1) defined as above, one has ck(T)  ck(T ′)
for 0 ≤ k ≤ n.
Proof. Denote thesubdivisiongraphofT (resp.T ′) byS(T) (resp.S(T ′)). Letu0, u1, u2 be thesubdivision
vertices of the edges uv, uv1, v1v2 (resp. uv, uv1, vv2) in S(T) (resp. S(T
′)). By Theorem 1.2, it suffices
to show that mk(S(T
′))  mk(S(T)) for 0  k  n. Hence we only need to prove that for each k-
matching in S(T ′), there exists a one-to-one corresponding k-matching in S(T). For each k-matching
M′ in S(T ′), we construct a k-matchingM in S(T) as follows.
If vu2 /∈ M′, then let M = M′; if vu2 ∈ M′, v1u1 /∈ M′, then let M = M′ − vu2 + v1u2; if
vu2 ∈ M′, v1u1 ∈ M′, then let M = M′ − vu2 + v1u2 − v1u1 + u0v for uu0 /∈ M′, and M =
M′ − vu2 + v1u2 − v1u1 + u0v − uu0 + uu1 for uu0 ∈ M′.
One may check that the correspondenceM′ 
→ M is one to one. Thereforemk(S(T ′))  mk(S(T))
for 0 ≤ k ≤ n. 
3. Laplacian coefficients of trees with matching number q
In this section, we discuss how to order trees by the Laplacian coefficients in the class of all trees
of order nwith matching number q.
Theorem 3.1 [11]. For any T ∈ Tn,q \ {Tnq } and k = 0, 1, . . . , n, we have ck(T)  ck(Tnq ). The equality
holds if and only if k ∈ {0, 1, n − 1, n}.
Proof. If q = 1, the star graph on n vertices is the unique tree with matching number 1. Our result
holds in this case.
Now suppose q  2. Then n−q  2. Let Xl ⊆ Tn,q be the set of all trees inwhich there exist exactly
l pendent vertices. Then {Xl|n − 2q + 1  l  n − q} is a partition of Tn,q. For any T ∈ Tn,q, assume
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thatM is a maximum matching of T . Then |M| = q and there are three cases for a non-pendent edge
e = uv in T: (1) e = uv ∈ M; (2) e = uv has exactly one M-saturated vertex; (3) e = uv /∈ M but
both u and v areM-saturated vertices. Note that, taking ε-transformation (resp. α-transformation) to
any non-pendent edge e = uv of Case (3) (resp. Case (1) and Case (2)) in T do not change thematching
number of it. For a tree T ∈ Xl , if l < n − q, then T must have a non-pendent edge e = uv of Case (1)
or Case (2). By carrying α-transformation once, we can transform T into a tree T1 ∈ Xl+1 such that the
edge e is a pendent edge. By Lemma2.1,we have ck(T1)  ck(T) for every k = 0, 1, . . . , n, and equality
holds if and only if k ∈ {0, 1, n − 1, n} since every edge in a tree is a cut edge. It follows that the tree
T ∈ Tn,q with the minimal Laplacian coefficients must be in Xn−q. In any such tree, each non-pendent
vertex is adjacent to a pendent vertex, otherwise there is a non-pendent edge of Case (1) or Case (2),
in which case, T cannot have the minimal Laplacian coefficients, in view of α-transformation. Clearly,
Tnq ∈ Xn−q, and for any T ∈ Xn,q such that T  Tnq , by carrying ε-transformation repeatedly, we can
transform T into Tnq . By Lemma 2.2, we have ck(T)  ck(Tnq ), for every k = 0, 1, . . . , n. Furthermore,
the equality holds if and only if k ∈ {0, 1, n− 1, n}. That is to say, the inequality ck(T) > ck(Tnq ) holds
for k = 2, 3, . . . , n − 2. 
Theorem 3.2. Among trees in Tn,q \ {Tqn} with q  2.
(i) If n = 2q with q = 3, P6 has the minimal Laplacian coefficients.
(ii) If n = 2q with q  4, for any T ∈ Tn,q \ {Tnq ,(1,1) T(q−3,1)}, we have ck(T)  ck((1,1)T(q−3,1)) for
0 ≤ k ≤ n. Furthermore, the equality holds if and only if k ∈ {0, 1, n − 1, n}.
(iii) If n > 2q, for any T ∈ Tn,q \ {Tnq , (0,2)T(q−2,n−2q)}, we have ck(T)  ck((0,2)T(q−2,n−2q)) for
0 ≤ k ≤ n. Furthermore, the equality holds if and only if k ∈ {0, 1, n − 1, n}.
Proof. For any T ∈ Tn,q such that T = Tnq , from the proof of Theorem 3.1, it is easy to see that T can be
transformed into Tnq by carrying the α- and ε-transformations repeatedly. Let A denote the set of all
trees in Xn−q \ {Tnq } which can be transformed into Tnq by carrying ε-transformation once, and let B
denote the set of all trees in Xn−q−1 which can be transformed into Tnq by carrying α-transformation
once. It follows from Lemmas 2.1 and 2.2 that the trees with the secondminimal Laplacian coefficients
in Tn,q must be in A ∪ B.
First we consider q = 2. Let T(a, b) the tree from two star graphs K1,a+1 and K1,b+1 by identifying
one pendent vertex of them. It is straightforward to check that any n-vertex trees with matching
number 2 must be (0,a)T(0,b) with a + b = n − 2, a, b = 0 or T(a, b) with a + b = n − 3, a, b = 0.
Without loss of generality, assume that b  a.
Let T ∈ A , from the definition of A , T must be (0,a)T(0,b) with a + b = n − 2 and b  a  2
since (0,1)T(0,n−3) ∼= Tn2 . By Lemma 2.4, ck((0,2)T(0,n−4))  ck((0,a)T(0,b)) for every k = 0, 1, . . . , n.
Furthermore, if (0,a)T(0,b) (0,2) T(0,n−4), the equality holds if and only if k ∈ {0, 1, n − 1, n}.
From the definition of B, B = {T(1, n − 4)}. Notice that (0,2)T(0,n−4) is an α-transformation of
T(1, n − 4). By Lemma 2.1, ck((0,2)T(0,n−4))  ck(T(1, n − 4)) for every k = 0, 1, . . . , n and the
equality holds if and only if k ∈ {0, 1, n − 1, n}.
Nowwe consider q  3. For any T ∈ A , from thedefinition ofA , T must be (i,a)T(j,b) with 1  i  j,
i + j = q − 2, a, b  1, a + b = n − 2q + 2; or i = 0, j = q − 2, a  2, b  1, a + b = n − 2q + 2.
We consider the following two cases.
Case 1.1. i  1. Since j, b  1 and i, a  1, by Lemma 2.3, ck((q−3,n−2q+1)T(1,1))  ck(T) for every
k = 0, 1, . . . , n. And if T  (q−3,n−2q+1)T(1,1), the equality holds if and only if k ∈ {0, 1, n − 1, n}. If
n > 2q, then n − 2q + 1  2. By Lemma 2.4, we have
ck((0,2)T(q−2,n−2q))  ck((q−3,n−2q+1)T(1,1))  ck(T)
for every k = 0, 1, . . . , n. Thus, for 0 ≤ k ≤ n, n > 2q, we have ck((0,2)T(q−2,n−2q))  ck(T). And if
T  (0,2)T(q−2,n−2q), the equality holds if and only if k ∈ {0, 1, n − 1, n}.
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Case 1.2. i = 0. T = (0,a)T(q−2,b). Note that n−2q+2 = a+b  3, we have n > 2q. Since a  2, and
(q − 2) + b  2, by Lemma 2.4, ck((0,2)T(q−2,n−2q))  ck(T) for every k = 0, 1, . . . , n. Furthermore,
if T  (0,2)T(q−2,n−2q), the equality holds if and only if k ∈ {0, 1, n − 1, n}.
Notice that (0,2)T(q−2,n−2q) has no perfect matching, so (0,2)T(q−2,n−2q) ∈ Tn,q if n > 2q. Hence,
if n = 2q, for any T ∈ A \ {(1,1)T(q−3,1)} and 0  k  n, we have ck((1,1)T(q−3,1))  ck(T) and the
equality holds if and only if k ∈ {0, 1, n− 1, n}; if n > 2q, for any T ∈ A \ {(0,2)T(q−2,n−2q)} and 0 
k  n, we have ck((0,2)T(q−2,n−2q))  ck(T) and the equality holds if and only if k ∈ {0, 1, n − 1, n}.
For T ∈ B, from the definition of B, T must be (i,0)T(j,n−2q) with i  1, j  0, i + j = q − 1. We
consider the following three cases.
Case 2.1. n − 2q  2 or n − 2q = 1, j  1. Since i  1, (i−1,2)T(j,n−2q) is an α-transformation
of T = (i,0)T(j,n−2q). By Lemma 2.1, ck((i−1,2)T(j,n−2q))  ck(T) for every k = 0, 1, . . . , n. Note that
j+(n−2q)  2 and in viewof Lemma2.4,we have ck((0,2)T(q−2,n−2q))  ck((i−1,2)T(j,n−2q))  ck(T)
for every k = 0, 1, . . . , n. Furthermore, if T (0,2) T(q−2,n−2q), we have ck((0,2)T(q−2,n−2q))  ck(T),
with equality holding if and only if k ∈ {0, 1, n − 1, n}.
Case 2.2. n − 2q = 0. In this case, T = (i,0)T(j,0), and j  1 since (q−1,0)T(0,0) ∼= Tnq . Without loss of
generality, assume that 1  i  j. We have to consider three different cases concerning i and j.
If j = i = 1. T = (1,0)T(1,0) ∼= P6. Hence q = 3. We have T6,3 = {T63 , P6} and T63 is an α-
transformation of P6, by Lemma 2.1, ck(T
6
3 )  ck(P6) for every k = 0, 1, . . . , n and the equality holds
if and only if k ∈ {0, 1, n − 1, n}.
If i = 1, j  2, then T = (1,0)T(q−2,0) (q  4). We have (1,1)T(q−3,1) is a ζ -transformation of T . By
Lemma 2.5, we have ck((1,1)T(q−3,1))  ck(T) for every k = 0, 1, . . . , n.
In view of Proposition 3 in Appendix, we have
P((1,0)T(q−2,0)) = (x2 − 3x + 1)q−4x[x7 − (q + 10)x6 + (10q + 37)x5 − (38q + 60)x4
+ (68q + 35)x3 − (57q − 4)x2 + (19q − 4)x − 2q],
P((1,1)T(q−3,1)) = (x2 − 3x + 1)q−4x[x7 − (q + 10)x6 + (10q + 36)x5 − (37q + 56)x4
+ (64q + 30)x3 − (53q − 8)x2 + (19q − 8)x − 2q].
Then P((1,0)T(q−2,0)) − P((1,1)T(q−3,1)) = (x2 − 3x + 1)q−4x(x5 − (q + 4)x4 + (4q + 5)x3 − (4q +
4)x2 + 4x). So the equality of ck((1,1)T(q−3,1))  ck(T) holds if and only if k ∈ {0, 1, 2q− 1, 2q} since
q  4.
If j  i  2, (i−1,2)T(j,0) is an α-transformation of T = (i,0)T(j,0). By Lemma 2.1, ck((i−1,2)T(j,0))
 ck(T) for every k = 0, 1, . . . , n and the equality holds if and only if k ∈ {0, 1, 2q − 1, 2q}. Note
that i − 1  1, j  2, by Lemma 2.3, we have ck((1,1)T(q−3,1))  ck((i−1,2)T(j,0))  ck(T) for every
k = 0, 1, . . . , n. Thus, for 0 ≤ k ≤ n, we have ck((1,1)T(q−3,1))  ck(T), and if T (1,1) T(q−3,1), the
equality of holds if and only if k ∈ {0, 1, 2q − 1, 2q}.
Case 2.3. n−2q = 1, j = 0. In this case, T = (q−1,0)T(0,1). Note that (q−2,1)T(0,2) is a ζ -transformation
of T . By Lemma 2.5, we have ck((0,2)T(q−2,1)) = ck((q−2,1)T(0,2))  ck(T) for every k = 0, 1, . . . , n.
By Proposition 3 in Appendix, we have
P((0,2)T(q−2,1)) = (x2 − 3x + 1)q−3x[x6 − (q + 9)x5 + (8q + 29)x4 − (22q + 42)x3
+ (26q + 27)x2 − (13q + 7)x + 2q + 1],
P((q−1,0)T(0,1)) = (x2 − 3x + 1)q−3x[x6 − (q + 9)x5 + (8q + 30)x4 − (23q + 45)x3
+ (28q + 30)x2 − (13q + 9)x + 2q + 1].
Then P((q−1,0)T(0,1)) − P((0,2)T(q−2,1)) = (x2 − 3x + 1)q−3x2(x3 − (q + 3)x2 + (2q + 3)x − 2). So
the equality of ck((0,2)T(q−2,1))  ck(T) holds if and only if k ∈ {0, 1, 2q, 2q + 1} since q ≥ 2. 
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Fig. 6. Graph Ti .
Using the same method, we can also give the trees in T2q,q with the largest and the second largest
Laplacian coefficients.
Lemma 3.3 [11]. Let w be a vertex of nontrivial connected graph G and for nonnegative integers p and
q, let G(p, q) denote the graph obtained from G by attaching pendent paths P = wv1v2 . . . vp and Q =
wu1u2 . . . uq of lengths p and q, respectively, at w. If p  q  1, then
ck(G(p, q))  ck(G(p + 1, q − 1)), k = 0, 1, 2, . . . , n.
Theorem 3.4 [12]. InT2q,q with q  3, P2q and T3 (see Fig. 6) are the trees with the largest and the second
largest Laplacian coefficients, respectively.
Proof. It is easy to prove by induction that for every T ∈ T2q,q, T contains a unique perfect matching,
say M. It is straightforward to check that each non-pendent edge of T is either of Case (1) or of Case
(3) (defined in the proof of Theorem 3.1). Then, T must have a non-pendent edge e = uv of Case (1).
Assume T ∈ Xl (1  l  q − 1). By carrying α-transformation once, we can transform T to T ′ ∈ Xl+1
such that edge e is a pendent edge. By Lemma 2.1, we have ck(T
′)  ck(T) for every k = 0, 1, . . . , n. As
we hope to determine the tree with the largest Laplacian coefficients, l should be as small as possible.
Note that X1 = ∅ and X2 = {P2q}, we have P2q has the largest Laplacian coefficients.
Denote the tree with the second largest Laplacian coefficients by T ′. By the proof given as above,
T ′ must be the tree which can be transformed from P2q by carrying α- or ε-transformation once. Note
that we can not apply ε-transformation to P2q. Hence, it suffices to consider the set of all trees Ti (see
Fig. 6) with odd i, 1 ≤ i ≤ q. For convenience, denote this set by C , it is straightforward to check that
C contains all trees that can be transformed from P2q by carrying α-transformation once in T2q,q. By
Lemma 3.3, in C , T3 (see Fig. 6) has the largest Laplacian coefficients. 
4. Other indices of trees in Tn,q
Denote with DG(w) (or D(w) for short) the sum of all distances from w to all other vertices of G. If
T is a tree, the coefficient cn−2 is equal to its Wiener index, which is a sum of distances between all
pairs of vertices, i.e.,
cn−2(T) = W(T) =
∑
u,v∈V
d(u, v).
So, we can apply the previous theorems for the Winner index, and get the following results.
Theorem 4.1. Let T ∈ Tn,q \ {Tnq }, 2  q  n2 and n − q > 2. Then W(T)  W((0,2)T(q−2,n−2q)) =
n2 + (q− 2)n− 3q− 1 for n > 2q; andW(T)  W((1,1)T(q−3,1)) = 6q2 − 5q− 8 for n = 2q (q  4).
Proof By Theorem 3.2, we have
W(T)  W((0,2)T(q−2,n−2q)) if n > 2q
and
W(T)  W((1,1)T(q−3,1)) if n = 2q.
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In order to complete the proof, it suffices to show thatW((0,2)T(q−2,n−2q)) = n2+(q−2)n−3q−1
andW((1,1)T(q−3,1)) = 6q2 − 5q − 8. After summing all contributions to the Wiener index, we get
W((0,2)T(q−2,n−2q)) = 1
2
∑
w∈(0,2)T(q−2,n−2q)
D(w)
= 1
2
[(2n + q − 7) + (n + q − 1) + (3n + q − 9)2 + (3n + q − 7)(q − 2)
+ (2n + q − 3)(n − 2q) + (2n + q − 5)(q − 2)]
= n2 + (q − 2)n − 3q − 1,
W((1,1)T(q−3,1)) = 1
2
∑
w∈(1,1)T(q−3,1)
D(w)
= 1
2
[(5q − 8) + 3q + (9q − 14) + (7q − 10) + (5q − 2) + (7q − 12)
+ (7q − 6)(q − 3) + (5q − 4)(q − 3)]
= 6q2 − 5q − 8. 
Theorem 4.2. Let T ∈ T2q,q \ {P2q, T3} (q  3). Then W(T) < W(T3) = 4q3−13q3 + 8 < W(P2q) =
4q3−q
3
.
Proof By Theorem 3.4, we haveW(T) < W(T3) < W(P2q) for T ∈ T2q,q \ {P2q, T3}with q ≥ 3. After
summing all contributions to the Wiener index, we get
W(P2q) = 1
2
∑
w∈P2q
DP2q(w)
=
q∑
n=1
[2q2 − (1 + 2(n − 1))q + (n − 1)n]
= 2q2 · q − (1 + 2q − 1)q
2
· q + q(q + 1)(2q + 1)
6
− q(1 + q)
2
= 4q
3 − q
3
,
W(T3) = 1
2
∑
w∈P2q
DT3(w)
= 4(q − 1)
3 − (q − 1)
3
+ (2q − 2)(2q − 2 + 1)
2
+ 3 + 2 + (2q − 3)(2q − 3 + 1)
2
= 4q
3 − 13q
3
+ 8. 
Since cn−3 is just its modified hyper-Wiener index for any tree T (denoted byW ′(T)), by Theorem
3.2 we have
Theorem 4.3. Let T ∈ Tn,q \ {Tnq }, 2  q  n2 and n− q > 2. Then W ′(T)  W ′((0,2)T(q−2,n−2q)) for
n > 2q; and W ′(T)  W ′((1,1)T(q−3,1)) for n = 2q (q  4).
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The Laplacian-like energy of graph G, LEL for short, is defined as follows:
LEL(G) =
n−1∑
k=1
√
μk.
This conceptwas introduced in [16]where it was shown that it has similar features asmolecular graph
energy (for more details see [4]). Stevanovic´ [19] showed a connection between LEL and Laplacian
coefficients.
Lemma 4.4 [19]. Let G and H be two n-vertex graphs. If ck(G)  ck(H) for k = 1, 2, . . . , n − 1, then
LEL(G)  LEL(H). Furthermore, if a strict inequality ck(G) < ck(H) holds for some 1  k  n − 1, then
LEL(G) < LEL(H).
The corrected proof of Lemma 4.4 was recently presented in [14]. By Lemma 4.4 and Theorem 3.2,
we can conclude following:
Theorem 4.5. Let T ∈ Tn,q \ {Tnq }, 2  q  n2 and n − q > 2. Then, for n > 2q,
LEL(T) > LEL((0,2)T(q−2,n−2q)) = n − 2q + (q − 4)
⎛
⎜⎝
√√√√3 +
√
5
2
+
√√√√3 −
√
5
2
⎞
⎟⎠+
7∑
i=1
√
xi,
where xi (i = 1, 2, . . . , 7) are the roots of P(x) = x7 − (n− q+ 10)x6 + (10n− 10q+ 36)x5 − (36n−
35q + 56)x4 + (56n − 49q + 34)x3 − (36n − 22q + 4)x2 + (10n − 3q − 1)x − n.
And for n = 2q (q  4),
LEL(T) > LEL((1,1)T(q−3,1)) =
√
2 + (q − 4)
⎛
⎜⎝
√√√√3 +
√
5
2
+
√√√√3 −
√
5
2
⎞
⎟⎠+
6∑
i=1
√
yi,
where yi (i = 1, 2, . . . , 6) is the root of Q(y) = y6 − (q + 8)y5 + (8q + 20)y4 − (21q + 16)y3 +
(22q − 2)y2 − (9q − 4)y + q.
Proof. ByLemma4.4andTheorem3.2,wehave LEL(T) > LEL((0,2)T(q−2,n−2q)) ifn > 2qand LEL(T) >
LEL((1,1)T(q−3,1)) if n = 2qwith q  4. By Proposition 3 in Appendix, we have
P((0,2)T(q−2,n−2q), x) = det(xIn − L((0,2)T(q−2,n−2q))) = x(x − 1)n−2q(x2 − 3x + 1)q−4P(x),
P((1,1)T(q−3,1), y) = det(yIn − L((1,1)T(q−3,1))) = y(y − 2)(y2 − 3y + 1)q−4Q(y),
where
P(x) = x7 − (n − q + 10)x6 + (10n − 10q + 36)x5 − (36n − 35q + 56)x4
+ (56n − 49q + 34)x3 − (36n − 22q + 4)x2 + (10n − 3q − 1)x − n,
Q(y) = y6 − (q + 8)y5 + (8q + 20)y4 − (21q + 16)y3 + (22q − 2)y2 − (9q − 4)y + q.
By the definition of the Laplacian-like energy, our proof is completed. 
The signless Laplacian matrix of graph G is defined as Q(G) = D(G) + A(G). Matrix Q(G) also has
all real and non-negative eigenvalues μ′1  μ′2  · · ·  μ′n−1  μ′n (see [2,17] for more details).
Gutman et al. [6,13] recently introduced the incidence energy IE(G) of a graph G, defining it as the
sum of the singular values of the incidence matrix. It turns out that
IE(G) =
n∑
k=1
√
μ′k.
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In particular, if G is a bipartite graph, the spectra of Q(G) and L(G) coincide, and we have IE(G) =
LEL(G). In [7] the authors pointed out some further relations for IE and LEL, and established several
lower and upper bounds for IE, including those that pertain to the line graph of G.
For the incidence energy one has similar results as in Theorem 4.5.
Appendix A.
In this appendix,wehope toobtain expression for the In this appendix,wehope toobtain expression
for the Laplacian polynomial of (i,a)T(j,b). Let G = G1u : vG2 be the graph obtained from two disjoint
graphs G1 and G2 by joining a vertex u of the graph G1 to a vertex v of the graph G2 by an edge. We call
G a connected sum of G1 at u and G2 at v. For v ∈ VG , let Lv(G) denote the principal submatrix of L(G)
obtained by deleting the row and column corresponding to the vertex v.
Proposition 1 [9]. If G = G1u : vG2 is a connected sum of G1 at u and G2 at v, then
P(G, x) = P(G1, x)P(G2, x) − P(G1, x)P(Lv(G2), x) − P(G2, x)P(Lu(G1), x).
Proposition 2 [9]. Let G be a connected graph with n vertices which consists of a subgraph H (with at
least two vertices) and n − |H| distinct pendent edges (not in H) attached to a vertex v in H. Then
P(G, x) = (x − 1)n−|H|P(H, x) − (n − |H|)x(x − 1)n−|H|−1P(Lv(H), x).
Proposition 3. For i + j  2 and a + b  2, we have
P((i,a)T(j,b)) = (x2 − 3x + 1)i+j−2(x − 1)a+b−2xLi,a,j,b(x),
where
Li,a,j,b(x) = x7 − (i + j + a + b + 10)x6 + (8(a + b + i + j) + (a + i)(j + b) + 40)x5
− (24(a + b) + 25(i + j) + 6(a + i)(j + b) + 82)x4 + (34(a + b) + 39(i + j)
+ 12aj + 12ib + 11ab + 13ij + 92)x3 − (24(a + b) + 32(i + j)
+ 6ab + 9aj + 12ij + 9ib + 56)x2 + (8(a + b) + 13(i + j)
+ 4ij + 2aj + 2ib + ab + 17)x − (a + b + 2(i + j) + 2). (4.1)
In particular,
P((1,0)T(q−2,0)) = (x2 − 3x + 1)q−4x[x7 − (q + 10)x6 + (10q + 37)x5 − (38q + 60)x4
+ (68q + 35)x3 − (57q − 4)x2 + (19q − 4)x − 2q],
P((q−1,0)T(0,1)) = (x2 − 3x + 1)q−3x[x6 − (q + 9)x5 + (8q + 30)x4 − (23q + 45)x3
+ (28q + 30)x2 − (13q + 9)x + 2q + 1].
Proof. Let (i,−1)T(0,0) be the tree obtained from a vertex by joining i pendent paths of length 2 to it.
By Propositions 1 and 2, we have
P((i,a−1)T(0,0))
= P(P2)P((i−1,a−1)T(0,0)) − P(P2)(x2 − 3x + 1)i−1(x − 1)a − (x − 1)P((i−1,a−1)T(0,0))
= (x2 − 3x + 1)P((i−1,a−1)T(0,0)) − x(x − 2)(x2 − 3x + 1)i−1(x − 1)a
= (x2 − 3x + 1)2P((i−2,a−1)T(0,0)) − 2x(x − 2)(x2 − 3x + 1)i−1(x − 1)a
= · · ·
= (x2 − 3x + 1)iP((0,a−1)T(0,0)) − ix(x − 2)(x2 − 3x + 1)i−1(x − 1)a.
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Hence, if i = 0, a  1, then P((i,a−1)T(0,0)) = (x − 1)a−1x(x − a − 1); If a = 0, i  1, then
P((i,a−1)T(0,0)) = (x2 − 3x + 1)i−1x(x2 − (i + 3)x + 2i + 1); If i, a  1, then
P((i,a−1)T(0,0)) = (x2−3x+1)i−1(x−1)a−1x[x3−(i+a+4)x2+(3i+3a+4)x−2i−a−1].
Similar arguments yield the expression for P((j,b−1)T(0,0)). Since (j,b−1)T(0,0) ∼= (0,0)T(j,b−1), we have
P((0,0)T(j,b−1)) = P((j,b−1)T(0,0)). By Proposition 1, we have
P((i,a)T(j,b)) = P((i,a−1)T(0,0))P((0,0)T(j,b−1)) − P((i,a−1)T(0,0))(x2 − 3x + 1)j(x − 1)b
−P((0,0)T(j,b−1))(x2 − 3x + 1)i(x − 1)a.
Thus, our result follows immediately. 
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