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Abstract
We show that the lower bounds for Betti numbers given in (J. Pure Appl. Algebra 157 (2001)
135) are equalities for a class of racks that includes dihedral and Alexander racks. We con&rm
a conjecture from the same paper by de&ning a splitting for the short exact sequence of quandle
chain complexes. We de&ne isomorphisms between Alexander racks of certain forms, and we
also list the second and third homology groups of some dihedral and Alexander quandles.
c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 55N35; 57M99
1. Introduction
In [4], Fenn and Rourke describe a powerful invariant of knots and links, the funda-
mental rack. Indeed, the fundamental rack completely classi&es non-split links in any
homology 3-manifold. The categories of racks and quandles are related to the category
of groups, and as with the fundamental group, distinguishing racks described by pre-
sentations can be as di?cult as distinguishing knots. Invariants of racks and quandles,
then, yield a new source of invariants of knots and links.
In [1], Carter et al. describe a homology theory for racks and quandles, which they
then use to de&ne a family of invariants of knots and links (in higher dimensions as
well as the usual knotted circles in S3). Studying the homology and cohomology groups
of racks and quandles, then, opens the door to new ways of distinguishing knots and
links.
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We start by recalling some basic de&nitions. Let X be a non-empty set with a binary
operation, which, following Fenn and Rourke, we write as exponentiation: (a; b) → ab.
This allows us to dispense with brackets by using the standard conventions that ab
c
means a(b
c) and abc means (ab)c. Then X is a rack if it satis&es the following two
axioms.
(i) For all a; b∈X , there is a unique element c of X such that ca = b.
(ii) (The rack identity) For all a; b; c∈X , abc = acbc .
A quandle is a rack satisfying one further axiom.
(iii) (The quandle condition) For all a∈X , aa = a.
A rack is trivial if ab = a for all a and b.
By axiom (i), the function fa :X → X de&ned by fa(b) = ba is a bijection. For
a; b∈X , we set a Eb = f−1b (a). Here Eb does not denote an element of X , but we may
identify Eb with the inverse of b in the free group F(X ) on X . This allows us to de&ne
a (right) action of F(X ) on X , and by an orbit of X we mean an orbit under this
action. The set of orbits of X will be denoted by OX , and the projection from X to
OX by 	. We regard OX as a trivial rack, and then 	 is a rack homomorphism.
We now de&ne the class of racks that we shall study in Section 3 of this paper.
Let X be a &nite rack, and a; b∈X . Let N (a; b) be the number of elements c of X
such that ac = b. Of course, N (a; b) = 0 if a and b are in diHerent orbits. We say that
X has homogeneous orbits if, for each orbit ! and each pair of elements a and b of
!; N (a; b) depends only on !. If this is so, then |!| divides |X | for each !∈OX , since
for a &xed a∈! there are ∑b∈! N (a; b)= |X | total actions, and then N (a; b)= |X |=|!|
for all a; b∈!; we set N! = |X |=|!|.
Let us consider some of the standard examples of racks in the light of this de&nition.
Clearly (if uninterestingly), any trivial &nite rack has homogeneous orbits. So does any
&nite conjugation rack conj(G). (Here G is a group, and conj(G) denotes G with the
rack operation gh = h−1gh.) Fenn and Rourke use the term conjugation rack in a
broader sense, to refer to any union of conjugacy classes in a group. In general, these
do not have homogeneous orbits (consider G − {1}); however, any dihedral rack Rn
does. (Rn is the set of reIections in the dihedral group of order 2n.) This is easy to
verify directly, and also follows from Proposition 1. Any cyclic rack (except the trivial
rack of order 1) does not have homogeneous orbits. (The cyclic rack Cn of order n is
the set {0; 1; : : : ; n − 1 } with the operation ab = a + 1mod n. Here, there is only one
orbit, but N (a; b) = n if b= a+ 1mod n, and is 0 otherwise.
As an example of a non-quandle that does have homogeneous orbits, consider a
four-element set X={a; b; c; d }. We de&ne the operation by specifying the permutations
fx of X : fa =fb is the transposition exchanging a and b, and fc =fd is the identity.
One may check that the rack identity holds, most easily by using the third form of the
identity given in [4]; the quandle condition clearly does not. The only non-trivial orbit
is {a; b }, and N (a; a) = N (a; b) = N (b; a) = N (b; b) = 2.
Next we consider the &nite Alexander racks. Let M be any module over the ring
 = Z[t; t−1] of one-variable Laurent polynomials. Then M may be made into a rack
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by the operation ab= ta+(1− t)b, and a rack obtained this way is called an Alexander
rack. For M = Zn[t; t−1]=(t + 1), the Alexander rack is isomorphic to Rn.
Proposition 1. Let M be a 4nite -module, and let EM be the quotient of M by the
submodule (1− t)M . When M is considered as an Alexander rack:
(a) M has homogeneous orbits; and
(b) OM may be identi4ed with EM .
Proof. Let p :M → EM be the natural map. We have ax = ay iH (1− t)(x− y) = 0, so
for any a; b∈M , N (a; b) is either 0 or the order of Ker(1 − t :M → M). The result
will follow once we show that, for a; b∈M , the following statements are equivalent:
(1) a and b are in the same orbit;
(2) p(a) = p(b);
(3) N (a; b) = 0.
Now a− ac = (1− t)(a− c), so p(a) = p(ac), from which it follows that (1) implies
(2). If p(a) =p(b), then b= a+ (1− t)c for some c∈M , which gives b= aa+c. Thus
(2) implies (3), and trivially (3) implies (1).
In [5], Fenn et al. associate to each rack X a -set (a cubical set without degenera-
cies) as follows. The set of n-cubes is X n, and the face maps @i :X
n → X n−1 (16 i6 n;
= 0 or 1) are de&ned by
@0i (x1; : : : ; xn) = (x1; : : : ; xi−1; xi+1; : : : ; xn);
@1i (x1; : : : ; xn) = (x
xi
1 ; : : : ; x
xi
i−1; xi+1; : : : ; xn):
We follow Carter et al. [1] in denoting the associated chain complex by CR∗ (X ),
and calling its homology HR∗ (X ) the rack homology of X . Thus C
R
n (X ) is the free
abelian group on X n, and the boundary map @ :CRn (X ) → CRn−1(X ) is de&ned by
@ =
∑n
i=1(−1)i(@0i − @1i ). Now suppose that X is a quandle, and de&ne CDn (X ) to
be the subgroup of CRn (X ) generated by n-tuples (x1; : : : ; xn) with xi = xi+1 for some
i; 16 i¡n. It follows from the quandle condition that CD∗ (X ) is a subcomplex of
CR∗ (X ). The quotient complex is denoted by C
Q
∗ (X ), and its homology H
Q
∗ (X ) is called
the quandle homology of X . The homology HD∗ (X ) of C
D
∗ (X ) is the degeneration ho-
mology of X . We shall use the convention that in an expression such as CWn (X ); W
may be any one of R; Q or D if X is a quandle, but is always R if not. There are Betti
numbers #Wn (X )=rankH
W
n (X ). There are also homology and cohomology groups with
coe?cients in any abelian group G, denoted by HWn (X ;G) and H
n
W (X ;G). For the
applications to knot theory (see for example, [1]), the groups of interest are the coho-
mology groups with coe?cients in Zp (the integers modulo a prime p), but since these
are determined by the integral homology groups, we shall concentrate on the latter. The
homology groups in dimensions 0 and 1 are easily computed; see [1, Proposition 3.8].
When the set of orbits of X is regarded as a trivial rack, the chain complex CW∗ (OX )
has all its boundary maps zero, so HWn (OX ) = C
W
n (OX ). Thus when X is a &nite rack
with m orbits, HWn (OX ) (n¿ 1) is a free abelian group of rank m
n; m(m − 1)n−1 or
mn−m(m−1)n−1 for W =R; Q or D, respectively. In [1], it is shown that in this case
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#Wn (X )¿ #
W
n (OX ). (It is not explicitly stated in [1] that the case W = R holds when
X is not a quandle, but this is so by essentially the same proof.) We now state our
main result, which shows that these bounds are exact in many cases.
Theorem 2. Let X be a 4nite rack with homogeneous orbits. Then #Wn (X )=#
W
n (OX ),
and the torsion subgroup of HWn (X ) is annihilated by |X |n.
Remark 3. While this paper was in preparation, we learned that Mochizuki has proved
an almost identical theorem by a diHerent method ([6, Theorem 1.1]). The main diHer-
ence in the results is that Mochizuki’s theorem applies only to &nite Alexander racks.
The case W =R of Theorem 1.1 is proved directly. For the other cases, we need to
prove [1, Conjecture 3.11]; this is done in Section 2. Theorem 2 is proved in Sections
3 and 4, we report on some machine calculations of homology groups.
2. Splitting the dierence between rack and quandle homology
In this section, X will always denote a quandle. Also, we rede&ne CR0 (X ) and C
Q
0 (X )
to be 0. (CD0 (X ) is already 0.) This loses no information, and allows us to avoid treating
dimension 0 as a special case at various points. Strictly speaking, we shall be working
with the reduced complexes C˜R∗(X ) and C˜
Q
∗ (X ), but we abuse notation by leaving oH
the tildes.
From the short exact sequence
0→ CD∗ (X )→ CR∗ (X )→ CQ∗ (X )→ 0 (1)
of chain complexes, we have a long exact sequence
· · · → HDn (X )→ HRn (X )→ HQn (X )→ HDn−1(X )→ · · ·
of homology groups. In [1] it is proved (in Proposition 3.9) that the connecting homo-
morphism HQn (X ) → HDn−1(X ) is the zero map when n = 3, and conjectured that this
is so for all n; in [3, Theorem 8.2] the case n= 4 is proved.
We show that the conjecture is indeed true; in fact we prove more.
Theorem 4. For any quandle X , the short exact sequence (1) is split.
Remark 5. It is easy to see that, for each n, the sequence
0→ CDn (X )→ CRn (X )→ CQn (X )→ 0
of abelian groups is split, but the obvious splittings are not compatible with the bound-
ary maps.
If x=(x1; : : : ; xn)∈X n and y=(y1; : : : ; ym)∈Xm, we set x∗y=(x1; : : : ; xn; y1; : : : ; ym)
∈X n+m and extend bilinearly to get c∗c′ ∈CRn+m(X ) where c∈CRn (X ) and c′ ∈CRm(X ).
Also, for x∈X de&ne xx = (xx1; : : : ; xxn)∈X n and extend linearly to obtain cx ∈CRn (X ).
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Note that @(c ∗ y) = @(c) ∗ y + (−1)n+1(c − cy). Next we de&ne homomorphisms
%n :CRn (X )→ CRn (X ) by setting
%n(x) = x1 ∗ (x2 − x1) ∗ (x3 − x2) ∗ : : : ∗ (xn − xn−1)
on n-tuples and extending linearly to all of CRn (X ). Then %1 is the identity on C
R
1 (X )
and the maps %n satisfy the recursive relationship
%n+1(x ∗ x) = %n(x) ∗ x − %n(x) ∗ xn:
We also de&ne homomorphisms #n :CRn (X ) → CRn+1(X ) by #n(x) = %n(x) ∗ xn. Then,
for any c∈CRn (X ) and x∈X we have
%n+1(c ∗ x) = %n(c) ∗ x − #n(c):
Lemma 6. The homomorphisms %n :CRn (X )→ CRn (X ) form a chain map % :CR∗ (X )→
CR∗ (X ).
Proof. Note &rst that for x∈X n and y∈X we have %n(xy) = %n(x)y. We prove that
@%n = %n−1@ by induction on n¿ 2. For n = 2 we have %2(x; y) = (x; y) − (x; x), so
since (x; x) is a cycle, @%2(x; y) = @(x; y) = %1@(x; y). Suppose then that the result is
true for some n¿ 2, and let x∈X n and y∈X . We compute
@%n+1(x ∗ y) = @(%n(x) ∗ y)− @(%n(x) ∗ xn)
= @%n(x) ∗ y + (−1)n+1(%n(x)− %n(x)y)
− @%n(x) ∗ xn − (−1)n+1(%n(x)− %n(x)xn)
= %n−1@(x) ∗ y − %n−1@(x) ∗ xn + (−1)n%n(xy)
− (−1)n%n(xxn)
and
%n@(x ∗ y) = %n(@(x) ∗ y + (−1)n+1(x− xy))
= %n−1@(x) ∗ y − #n−1@(x)− (−1)n%n(x) + (−1)n%n(xy):
Hence @%n+1(x ∗ y) = %n@(x ∗ y) iH
%n−1@(x) ∗ xn + (−1)n%n(xxn) = #n−1@(x) + (−1)n%n(x): (2)
Now, for 16 i¡n and =0 or 1, @i (x) is an element of X
n−1 with last entry xn, so
%n−1@i (x) ∗ xn = #n−1@i (x). Further,
%n−1@0n(x) ∗ xn − #n−1@0n(x) = %n(@0n(x) ∗ xn) = %n(x)
and
%n−1@1n(x) ∗ xn − #n−1@1n(x) = %n(@1n(x) ∗ xn) = %n(xxn):
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(The last step here uses the quandle condition.) It follows that
%n−1@(x) ∗ xn − #n−1@(x) = (−1)n(%n(x)− %n(xxn));
proving Eq. (2), and with it the lemma.
Proof of Theorem 4. We show that the chain map CR∗ (X ) → CR∗ (X ) sending c to
c − %(c) is a projection onto the subcomplex CD∗ (X ). We must prove the following
two statements.
(a) If c∈CDn (X ) then %n(c) = 0.
(b) If c∈CRn (X ) then c − %n(c)∈CDn (X ).
That (a) holds is clear from the closed form of %n, since every term of c∈CDn (X ) has
xi = xi+1 for some i and hence each term in %n(c) is multiplied by xi+1 − xi = 0.
As for (b), this is clear for n=1, so suppose that it holds for some n¿ 1 and take
x∈X n and y∈X . Then
x ∗ y − %n+1(x ∗ y)− x ∗ xn = (x− %n(x)) ∗ y − (x− %n(x)) ∗ xn
∈CDn+1(X ):
Since x ∗ xn is in CDn+1(X ) by the inductive hypothesis, so is x ∗ y − %n+1(x ∗ y), and
(b) follows.
We shall denote the free abelian group on a set A by Z[A]. (This is consistent with
the usage Z[G] for a group ring.) It is shown in [1, Proposition 3.9] that HD2 (X ) ∼=
Z[OX ]. Combining this with Theorem 4 gives the &rst assertion of the next theorem;
for the second we need some lemmas.
Theorem 7. For any quandle X , we have
HR2 (X ) ∼= HQ2 (X )⊕ Z[OX ]
and
HR3 (X ) ∼= HQ3 (X )⊕ HQ2 (X )⊕ Z[O2X ]:
Let CLn (X ) be the subgroup of C
D
n (X ) generated by n-tuples (x1; : : : ; xn) with xi=xi+1
for some i; 26 i¡n. (We use the letter L because the degeneracy occurs late in these
n-tuples.) Note that CLn (X ) = 0 for n¡ 3.
Lemma 8. The subgroups CLn (X ) form a subcomplex of C
D
∗ (X ).
Proof. Let x = (x1; : : : ; xn) have xi = xi+1 for some i with 26 i¡n. Since @i (x) =
@i+1(x) for = 0 or 1 (and, as for any x∈X n, @01(x) = @11(x)), we have
@(x) =
i−1∑
j=2
(−1)j(@0j (x)− @1j (x)) +
n∑
j=i+2
(−1)j(@0j (x)− @1j (x)): (3)
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Fix j and , and set y= (y1; : : : ; yn−1) = @j(x). If i= 2, the &rst sum in (3) is empty.
If i¿ 2 and 26 j6 i − 1; yi−1 = yi, so y∈CLn−1(X ). For i + 26 j6 n; yi = yi+1,
so again y∈CLn−1(X ), and it follows that @(x)∈CLn−1(X ).
Lemma 9. There is an isomorphism of chain complexes CD∗ (X ) ∼= CQ∗−1(X )⊕CL∗(X ).
Proof. We let i :CD∗ (X ) → CR∗ (X ) and j :CL∗(X ) → CD∗ (X ) be the inclusions. De&ne
r :CR∗−1(X )→ CD∗ (X ) by
rn(x1; x2; : : : ; xn−1) = (x1; x1; x2; : : : ; xn−1)
for n¿ 2. (For n6 1 the groups involved are 0.) A straightforward computation shows
that r is a chain map. Since r(CD∗−1(X ))6C
L
∗(X ); r induces s :C
D
∗−1(X )→ CL∗(X ).
Now r is injective, CD∗ (X ) is generated by Im(r) and C
L
∗(X ), and Im(r)∩CL∗(X ) =
Im(r ◦ i) = Im(j ◦ s). Hence, there is a short exact sequence
0→ CD∗−1(X )
,→CR∗−1(X )⊕ CL∗(X )
 →CD∗ (X )→ 0;
where ,(c) = (i(c);−s(c)) and  (d; e) = r(d) + j(e). By Theorem 1, there is an
isomorphism of chain complexes / :CR∗−1(X ) → CQ∗−1(X ) ⊕ CD∗−1(X ) such that, for
c∈CD∗−1(X ), /i(c) = (0; c). Then CD∗ (X ) is isomorphic to the cokernel of
(/ ⊕ id) ◦ , :CD∗−1(X )→ CQ∗−1(X )⊕ CD∗−1(X )⊕ CL∗(X ):
But, for c∈CD∗−1(X ); (/⊕ id)(,(c)) = (0; c;−s(c)), so this cokernel is isomorphic as
a chain complex to CQ∗−1(X )⊕ CL∗(X ), and we are done.
We denote the homology of CL∗(X ) by H
L
∗ (X ).
Lemma 10. For any quandle X; HL3 (X ) ∼= Z[O2X ].
Proof. A basis for CL3 (X ) consists of all elements of X
3 of the form (x; y; y), and
these are all cycles. The group CL4 (X ) is generated by all elements of X
4 of one of
the forms (x; y; y; z) and (x; z; y; y), and we have
@(x; y; y; z) = (x; y; y)− (xz; yz; yz)
and
@(x; z; y; y) = (x; y; y)− (xz; y; y):
It follows that HL3 (X ) is free abelian, with a basis consisting of the equivalence classes
of triples (x; y; y) under the equivalence relation ∼ generated by
(x; y; y) ∼ (xz; y; y) ∼ (xz; yz; yz) for all x; y; z ∈X:
Given x; y; z ∈X , let w be the element of X such that wz = x. Then (w; y; y) ∼
(wz; y; y) = (x; y; y) and (w; y; y) ∼ (wz; yz; yz) = (x; yz; yz), so (x; y; y) ∼ (x; yz; yz).
It follows that (x; y; y) ∼ (x′; y′; y′) iH 	(x) = 	(x′) and 	(y) = 	(y′), so the set of
equivalence classes of ∼ may be identi&ed with O2X .
The second assertion of Theorem 7 follows immediately from Theorem 4 and Lem-
mas 9 and 10.
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3. Proof of Theorem 2
In this section, X is a rack with homogeneous orbits, and x = (x1; : : : ; xn) is an
element of X n (n¿= 0). De&ne , jn : CRn (X )→ CRn (X ) by
, jn (x) =


x for j = 0;∑
y∈X j
(xy11 ; : : : ; x
yj
j ; xj+1; : : : ; xn) for 16 j6 n;
|X |j−n,nn(x) for j¿n
and D jn :CRn (X )→ CRn+1(X ) by
D jn (x) =


∑
y∈X j
(xy11 ; : : : ; x
yj−1
j−1 ; xj; yj; xj+1; : : : ; xn) for 16 j6 n;
0 for j¿n:
Note that D1n =
∑
y∈X (x1; y; x2; : : : ; xn).
We have homomorphisms of graded groups , j = (, jn )∞n=0 :C
R
∗ (X ) → CR∗ (X ) for
j¿ 0 and D j =(D jn )∞n=0 :C
R
∗ (X )→ CR∗+1(X ) for j¿ 1. We will show through a series
of lemmas that D j is a chain homotopy carrying , j to |X |, j−1, and hence each , j
is chain homotopic to |X |j times the identity. Note that this also implies , j is a chain
map.
Lemma 11. Let G be an abelian group. Then if g :X → G is a function we have∑
y∈X
g(xy) =
∑
y∈X
g(xyw)
for any word w∈F(X ) in the free group on X .
Proof. As y runs over X; xy runs over 	(x), taking on each value N	(x) times. Thus∑
y∈X
g(xy) = N	(x)
∑
z∈	(x)
g(z):
The automorphism fw :X → X given by fw(x) = xw is in particular a bijection and
carries 	(x) to itself, so the restriction f|	(x) is also a bijection.
Hence the sum∑
y∈X
g(xyw) =
∑
y∈X
g(fw(xy)) = N	(x)
∑
z∈	(x)
g(z) =
∑
y∈X
g(xy):
Lemma 12. Let G be an abelian group. Then if g :X → G is a function, we have∑
y∈X
g(xy) =
∑
y∈X
g(xwy)
for any word w∈F(X ) in the free group on X .
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Proof. Since 	(xw) = 	(x), we have
∑
y∈X
g(xy) = N	(x)

∑
z∈	(x)
g(z)

= N	(xw)

 ∑
z∈	(xw)
g(z)

=∑
y∈X
g(xwy):
Lemma 13. For 16 i6 j6 n; @0i D
j
n (x) = @1i D
j
n (x).
Proof. For i¡ j, we have
@0i D
j
n (x) = @
0
i

∑
y∈X j
(xy11 ; : : : ; x
yj−1
j−1 ; xj; yj; xj+1; : : : ; xn)


=
∑
y∈X j
(xy11 ; : : : ; x
yi−1
i−1 ; x
yi+1
i+1 ; : : : ; x
yj−1
j−1 ; xj; yj; : : : ; xn)
and
@1i D
j
n (x) = @
1
i

∑
y∈X j
(xy11 ; : : : ; x
yj−1
j−1 ; xj; yj; xj+1; : : : ; xn)


=
∑
y∈X j
(xy1x
yi
i
1 ; : : : ; x
yi−1x
yi
i
i−1 ; x
yi+1
i+1 ; : : : ; x
yj−1
j−1 ; xj; yj; : : : ; xn):
For i = j we have
@0jD
j
n (x) =
∑
y∈X j
(xy11 ; : : : ; x
yj−1
j−1 ; yj; : : : ; xn)
and
@1jD
j
n (x) =
∑
y∈X j
(xy1xj1 ; : : : ; x
yj−1xj
j−1 ; yj; : : : ; xn):
Applying Lemma 11 i − 1 times, the sums agree as required.
Lemma 14. For 16 i6 j¡n; Djn−1@
0
i (x) = D
j
n−1@
1
i (x).
Proof. For 16 i6 j,
Djn−1@
0
i (x) =D
j
n−1(x1; : : : ; xi−1; xi+1; : : : ; xn)
=
∑
y∈X j
(xy11 ; : : : ; x
yi−1
i−1 ; x
yi
i+1; : : : ; x
yj−1
j ; xj+1; yj; xj+2; : : : ; xn)
and
Djn−1@
1
i (x) =D
j
n−1(x
y1
1 ; : : : ; x
yi−1
i−1 ; xi+1; : : : ; xn)
=
∑
y∈X j
(xxiy11 ; : : : ; x
xiyi−1
i−1 ; x
yi
i+1; : : : ; x
yj−1
j ; xj+1; yj; xj+2; : : : ; xn):
Applying Lemma 12 i − 1 times, the sums agree as required.
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Lemma 15. For 16 j6 n; @0j+1D
j
n (x) = |X |,j−1n (x).
Proof.
@0j+1D
j
n (x) = @
0
j+1

∑
y∈X j
(xy11 ; : : : ; x
yj−1
j−1 ; xj; yj; xj+1; : : : ; xn)


=
∑
y∈X j
(xy11 ; : : : ; x
yj−1
j−1 ; xj; xj+1; : : : ; xn)
=
∑
yj∈X
,j−1n (x)
= |X |,j−1n (x):
Lemma 16. For 16 j6 n; @1j+1D
j
n (x) = ,
j
n (x).
Proof.
@1j+1D
j
n (x) = @
1
j+1

∑
y∈X j
(xy11 ; : : : ; x
yj−1
j−1 ; xj; yj; xj+1; : : : ; xn)


=
∑
y∈X j
(xy1yj1 ; : : : ; x
yj−1yj
j−1 ; x
yj
j ; xj+1; : : : ; xn)
=
∑
y∈X j
(xy11 ; : : : ; x
yj−1
j−1 ; x
yj
j ; xj+1; : : : ; xn)
=, jn (x)
by j − 1 applications of Lemma 11.
Lemma 17. For 16 j¡ i6 n; Djn−1@
0
i (x) = @
0
i+1D
j
n (x).
Proof.
Djn−1@
0
i (x) =D
j
n−1(x1; : : : ; xi−1; xi+1; : : : ; xn)
=
∑
y∈X j
(xy11 ; : : : ; x
yj−1
j−1 ; xj; yj; xj+1; : : : ; xi−1; xi+1; : : : ; xn)
and
@0i+1D
j
n (x) = @
0
i+1

∑
y∈X j
(xy11 ; : : : ; x
yj−1
j−1 ; xj; yj; xj+1; : : : ; xn)


=
∑
y∈X j
(xy11 ; : : : ; x
yj−1
j−1 ; xj; yj; xj+1; : : : ; xi−1; xi+1; : : : ; xn):
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Lemma 18. For 16 j¡ i6 n; Djn−1@
1
i (x) = @
1
i+1D
j
n (x).
Proof.
Djn−1@
1
i (x) =D
j
n−1(x
xi
1 ; : : : ; x
xi
i−1; xi+1; : : : ; xn)
=
∑
y∈X j
(xxiy11 ; : : : ; x
xiyj−1
j−1 ; x
xi
j ; yj; x
xi
j+1; : : : ; x
xi
i−1; xi+1; : : : ; xn)
=
∑
y∈X j
(xy11 ; : : : ; x
yj−1
j−1 ; x
xi
j ; yj; x
xi
j+1; : : : ; x
xi
i−1; xi+1; : : : ; xn)
and
@1i+1D
j
n (x) = @
1
i+1

∑
y∈X j
(xy11 ; : : : ; x
yj−1
j−1 ; xj; yj; xj+1; : : : ; xn)


=
∑
y∈X j
(xy1xi1 ; : : : ; x
yj−1xi
j−1 ; x
xi
j ; y
xi
j ; x
xi
j+1; : : : ; x
xi
i−1; xi+1; : : : ; xn);
=
∑
y∈X j
(xy11 ; : : : ; x
yj−1
j−1 ; x
xi
j ; y
xi
j ; x
xi
j+1; : : : ; x
xi
i−1; xi+1; : : : ; xn)
by j−1 applications of Lemmas 11 and 12. But these sums agree as the set {yxij |yj ∈X }
is the image of {yj|yj ∈X } under the bijection fxi .
Putting all this together, we have
Proposition 19. For j¿ 1; D j :CR∗ (X ) → CR∗+1(X ) is a chain homotopy from , j to
|X |, j−1.
Proof. We need to show that
@n+1D jn (x) + D
j
n−1@n(x) =±(, jn (x)− |X |,j−1n (x)):
For j¿n, we have D jn = D
j
n+1 = 0, while
, jn (x) = |X |j−n,nn(x) = |X |(|X |(j−1)−n,nn(x)) = |X |,j−1n (x)
as required.
For j = n, we have Djn−1 = 0 and
@n+1D jn (x) =
n+1∑
i=1
(−1)i(@0i Dnn(x)− @1i Dnn(x))
=
∑
i6n
(−1)i(@0i Dnn(x)− @1i Dnn(x))
+ (−1)n+1(@0n+1Dnn(x)− @1n+1Dnn(x)):
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By Lemma 13, the &rst sum adds to zero, and by Lemmas 15 and 16 we have
@n+1D jn (x) = (−1)n+1(|X |,n−1n (x)− ,nn(x))
as required.
For j¡n,
@n+1D jn (x) =
n+1∑
i=1
(−1)i(@0i D jn (x)− @1i D jn (x))
=
∑
i6n
(−1)i(@0i D jn (x)− @1i D jn (x))
+ (−1)j+1(@0n+1D jn (x)− @1n+1D jn (x))
+
n+1∑
i=j+2
(−i)i(@0i D jn (x) + @1i D jn (x))
which, by Lemmas 13, 15 and 16 as above yields
@n+1D jn (x) = (−1)j+1(|X |,j−1n (x)− , jn (x))
+
n+1∑
i=j+2
(−i)i(@0i D jn (x) + @1i D jn (x))
Now,
Djn−1@n(x) =
n∑
i=1
(−1)i(Djn−1@0i (x)− Djn−1@1i (x))
=
j∑
i=1
(−1)i(Djn−1@0i (x)− Djn−1@1i (x))
+
n∑
i=j+1
(−1)i(Djn−1@0i (x)− Djn−1@1i (x)):
The &rst sum is zero by Lemma 14 and applying Lemmas 17 and 18 we get
Djn−1@n(x) =
n∑
i=j+1
(−1)i(@0i+1D jn (x)− @1i+1D jn (x)):
Reindexing this sum by replacing i + 1 with i′, we have
Djn−1@n(x) =
n+1∑
i′=j+2
(−1)i′+1(@0i′D jn (x)− @1i′D jn (x));
so that
@n+1D jn (x) + D
j
n−1@n(x) = (−1)j+1(|X |,j−1n (x)− , jn (x))
as required.
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Proof of Theorem 2. We deal &rst with the case W = R. There is a chain map 	R :
C∗(X ) → C∗(OX ) induced by the projection of X onto its orbit rack. In [1, Lemma
4.2], it is proved that for ! = (!1; : : : ; !n)∈OnX , the element
∑
zj∈!j;j=1;:::;n(z1; : : : ; zn)
of CRn (X ) is a cycle. Since the boundary maps in C∗(OX ) are all zero, this means that
we can de&ne a chain map  :CR∗ (OX )→ CR∗ (X ) by setting
 n(!) =
(
n∏
i=1
N!i
) ∑
zj∈!j; j=1;:::; n
(z1; : : : ; zn):
This is almost the same as the chain map used in [1, Theorem 4.1]. Then, for x∈X n,
 n	Rn (x) =
(
n∏
i=1
N	(xi)
) ∑
zj∈	(xj); j=1;:::; n
(z1; : : : ; zn)
=
∑
y∈X n
(xy11 ; : : : ; x
yn
n )
=,nn(x):
Hence, by Proposition 19, the induced map  ∗	R∗ :H
R
n (X ) → HRn (X ) is multiplication
by |X |n. It follows, since HRn (OX ) is free abelian, that the torsion subgroup of HRn (X ) is
equal to Ker 	R∗ and is annihilated by |X |n, and that #Rn (X )6 #Rn (OX ). Since the reverse
inequality was proved in [1], the proof in the case of rack homology is complete.
When X is a quandle, the other two cases follow from the case just proved [1,
Theorems 4, 4.1].
4. Computations
In [2] (Table 1), the cohomology groups HnQ(X ;Zp) of some Alexander racks are
given for n= 2 or 3 and the &rst few primes p. These racks are of the form n=(h),
and the number m of orbits is easily computed from Proposition 1(b).
For X=3=(t2+t+1); m=3, so according to Theorem 2, the dimension of H 2Q(X ;Zp)
should be 6 for p = 3, while the value in [2] is 3 in these cases. This led the &rst
author to write a C program to check the computations. Apart from 3=(t2 + t + 1),
where the recomputation gave the same values as for 9=(t − 4), the results agreed
with one exception, for X =3=(t2− t+1). Here [2] has dimH 2Q(X ;Z3)=0, while the
recomputation yields dimH 2Q(X ;Z3)=1. The value 1 is in agreement with [6, Corollary
2.4]. It turns out that the disagreement is due to typographical errors in [2], and the
values just given are the ones computed by Carter et al.
A variant of this program computes the integral homology of racks; we present in
Table 1 the results of some calculations. In view of Theorem 7, we give only the
quandle homology, though the program has been run to compute rack homology with
the results expected from Theorem 7. As in [2], the racks considered are non-trivial, of
order at most 9, and of the form n=(h) where h is a monic polynomial whose constant
term is a unit in Zn. The list of racks is diHerent from that in [2] in two ways. First,
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Table 1
Some quandle homology groups
X HQ2 (X ) H
Q
3 (X )
R3 0 Z3
R4 Z2 ⊕ Z22 Z2 ⊕ Z42
R5 0 Z5
R6 Z2 Z2 ⊕ Z23
R7 0 Z7
R8 Z2 ⊕ Z22 Z2 ⊕ Z22 ⊕ Z28
R9 0 Z9
5=(t − 2) 0 0
5=(t − 3) 0 0
7=(t − 2) 0 0
7=(t − 3) 0 0
7=(t − 4) 0 0
7=(t − 5) 0 0
8=(t − 5) Z12 ⊕ Z42 Z36 ⊕ Z242
9=(t − 2) 0 Z3
9=(t − 4) Z6 ⊕ Z33 Z12 ⊕ Z123
9=(t − 5) 0 Z3
2=(t2 + t + 1) Z2 Z2 ⊕ Z4
3=(t2 + 1) Z3 Z33
3=(t2 − 1) Z6 Z12 ⊕ Z33
3=(t2 − t + 1) Z3 Z3 ⊕ Z9
3=(t2 + t − 1) 0 0
3=(t2 − t − 1) 0 0
2=(t3 + 1) Z2 ⊕ Z22 Z2 ⊕ Z62 ⊕ Z24
2=(t3 + t2 + 1) 0 Z2
2=(t3 + t + 1) 0 Z2
2=(t3 + t2 + t + 1) Z2 ⊕ Z42 Z2 ⊕ Z82 ⊕ Z28
we have included 3=(t2 − t − 1) and 2=(t3 + t2 + t + 1). Second, it turns out that
R4  2=(t2 + 1); 9=(t − 4)  9=(t − 7)  3=(t2 + t + 1), and R8  8=(t − 3)
(where  denotes rack-isomorphism), and we have omitted all but the &rst of each
isomorphism class. That R4  2=(t2 + 1) and 9=(t − 4)  9=(t − 7) was noted in
[2]. The other isomorphisms were discovered by a brute-force computation, and that
remains the only assurance we have that the racks we have listed are all distinct. The
existence of all these isomorphisms follows from the next two propositions.
Proposition 20. If k is coprime to n then n2 =(t − (kn+ 1))  n=((t − 1)2).
Proof. We identify n2 =(t−(kn+1)) with Zn2 under the operation ab=(kn+1)a−knb.
There is a short exact sequence of abelian groups
0→ Zn %→ Zn2 #→ Zn → 0;
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where %(1) = n and #(1) = 1. Note that for a∈Zn2 ; %−1(na) = #(a). Let 3 :Zn → Zn2
be a function such that #3 = id, and de&ne 4 :Zn2 → Zn by 4(a) = %−1(a − 3#(a)).
The function Zn2 → Z2n sending a to (#(a); 4(a)) is a bijection. Now de&ne f :Zn2 →
n=((t − 1)2) by f(a) = k#(a) + (t − 1)4(a); because k is coprime to n, f is also a
bijection. We have, for a; b∈Zn2 , #(ab) = #(a) and
4(ab) = %−1((kn+ 1)a− knb− 3#(a))
= %−1(kna)− %−1(knb) + %−1(a− 3#(a))
= k#(a)− k#(b) + 4(a):
Hence
f(ab) = k#(a) + (t − 1)(k#(a)− k#(b) + 4(a))
= kt#(a) + (t − 1)4(a) + k(1− t)#(b):
On the other hand,
f(a)f(b) = t(k#(a) + (t − 1)4(a)) + (1− t)(k#(b) + (t − 1)4(b))
= kt#(a) + (t − 1)4(a) + k(1− t)#(b);
so f is the desired isomorphism.
Proposition 21. If n is divisible by 4 then R2n  2n=(t − (n− 1)).
Proof. Here, the underlying sets of both racks are naturally identi&ed with Z2n. We
use ab for the rack operation in R2n, and a[b] for that in 2n=(t − (n − 1)). Thus, for
a; b∈Z2n,
ab = 2b− a
and
a[b] = (n− 1)a+ (2− n)b:
De&ne functions  and f from Z2n to itself by
(a) =
{
0; if a ≡ 0 or 1 (mod 4);
n; if a ≡ 2 or 3 (mod 4)
and f(a)=a+(a). Since f(a) ≡ a (mod 4); f is an involution. Since ab ≡ a (mod 2),
we have that (ab) = (a) iH ab ≡ a (mod 4), which in turn is equivalent to a ≡
b (mod 2). Since  only takes on the values 0 and n, this implies that (ab) = (a) +
n(a− b). Hence
f(ab) = 2b− a+ (a) + n(a− b)
= (n− 1)a+ (a) + (2− n)b:
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On the other hand,
f(a)[f(b)] = (n− 1)(a+ (a)) + (2− n)(b+ (b))
= (n− 1)a+ (a) + (2− n)b;
so f is the desired isomorphism.
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