Multiple imputation and other resampling schemes for imputing missing observations  by Srivastava, Muni S. & Dolatabadi, Mohammad
Journal of Multivariate Analysis 100 (2009) 1919–1937
Contents lists available at ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
Multiple imputation and other resampling schemes for imputing
missing observations
Muni S. Srivastava, Mohammad Dolatabadi ∗
University of Toronto, Department of Statistics, 100 St. George Street, M5S 3G3 Toronto, Canada
a r t i c l e i n f o
Article history:
Received 7 March 2007
Available online 18 June 2009
AMS subject classification:
primary 60K35
secondary 62J99
Keywords:
Missing data
Nonresponse
Jackknife variance estimation
Bootstrap
Multiple and single imputation
Regression model
Resampling
Comparison of confidence intervals
a b s t r a c t
The problem of imputing missing observations under the linear regression model is
considered. It is assumed that observations are missing at random and all the observations
on the auxiliary or independent variables are available. Estimates of the regression
parameters based on singly and multiply imputed values are given. Jackknife as well as
bootstrap estimates of the variance of the singly imputed estimator of the regression
parameters are given. These estimators are shown to be consistent estimators. The
asymptotic distributions of the imputed estimators are also given to obtain interval
estimates of the parameters of interest. These interval estimates are then compared with
the interval estimates obtained from multiple imputation. It is shown that singly imputed
estimators perform at least as good as multiply imputed estimators. A new nonparametric
multiply imputed estimator is proposed and shown to perform as good as a multiply
imputed estimator under normality. The singly imputed estimator, however, still remains
at least as good as a multiply imputed estimator.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In most surveys with nonresponse data, it is a common practice to replace the missing values by some kinds of imputed
values. For random nonresponse, the most commonly usedmethod to impute the missing values is to take a simple random
samplewith replacement from the observed data. The data is then completedwith these imputed values and estimates of the
population parameters are obtained from the completed data set treating the imputed values as the true values. However,
when the variances of these estimators are estimated from the completed data set by the usual formula, it often gives an
underestimate as it fails to reflect the extra variability due to imputation as shown for example, by Rubin [1]. While it is
possible to obtain a correct estimator of the variance in many cases, it is not as desirable as having a simple formula that
works for all the imputed estimators. Rubin [1] proposedmultiple imputation for handling nonresponse so that not only the
uncertainty due to imputation can be assessed but the usual formula for the case when there are no missing observations
works here as well. Rubin and Schenker [2] showed that even with two imputations, the interval estimates so obtained are
better than those obtained by single imputation methods, in terms of coverage probability. This comparison was, however,
based on using the underestimate of the variability in the case of single imputation. This is no longer the case now. It has
been shown by Rao and Shao [3], and Srivastava [4,5] that the jackknife and bootstrap methods provide a reasonably good
estimate of the variability due to imputation. These methods will be described in Section 2 while the multiple imputation
method is given in Section 3. In Section 3, we also propose a new nonparametric multiple imputation procedure which is
compared with Kim’s [6] adjusted multiple imputation procedure in Section 4. The asymptotic properties of the multiple
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imputation method have been given by Schenker and Welsh [7]. The finite sample properties of the multiple imputation
method have been recently studied by Srivastava [4,5] and Kim [6] inwhich it has been shown that the all purpose estimator
of the variance given by Rubin [1] may be an underestimate. Thus, at times, it may retain the same defect as was with the
estimate of the variance obtained from the single imputation, and the advantage of the all purpose estimator of the variability
no longer exists. But the jackknife method of Rao and Shao [3] and the bootstrap method of Srivastava [4,5] provide valid
estimates of the variability. Thus it would be desirable to compare the performance of themultiple imputationmethodwith
single imputation when the estimate of the variability is obtained by jackknife or bootstrap. This comparison is done in
Section 4, while the finite sample properties are given in Section 3. The paper concludes in Section 5 with the proofs of the
theorems stated in Sections 2 and 3 given in Appendix. The results are based on unpublished results of Srivastava [4,5] and
Dolatabadi [8].
2. Estimation based on single imputation
Consider the following regression model
yi = x′iβ + εi, i = 1, . . . , n (2.1)
where xi = (xi1, . . . , xip)′ is the ith observation vector on the p auxiliary variables x1, . . . , xp assumed fixed,β is an unknown
p-vector of regression parameters and εi’s are independently and identically distributed (i.i.d.) random error terms with
mean zero, variance σ 2. We shall assume that n is large and thus no finite population correction is needed in the following
analysis. We take a simple random sample of size n in which n1 subjects respond and n0 subjects do not respond on the item
y. However, we have all the observations on the auxiliary variables x1, . . . , xp. Thus we shall have
X =
x11 · · · x1p... ...
xn1 · · · xnp
 = (X1X0
)
= (x1, . . . , xn)′, (2.2)
where X1 is an n1×pmatrix that corresponds to the observations on the auxiliary variables for the respondents y1, . . . , yn1 ,
and X0 is the n0×pmatrix of observations for the nonrespondents. We shall assume that ni > p, i = 0, 1 and for simplicity
of presentation we shall also assume that x11 = · · · = xn1 = 1, that is, there is a constant term in the model. For the
modification neededwhen there is no constant term in themodel or when the variance of yi depend on xi see Dolatabadi [8].
Let y1 = (y1, . . . , yn1)′ denote the vector of respondents. The least squares estimate of β based on respondents only will be
denoted by b1 and is given by
b1 = (X′1X1)−1X′1y1 = C1y1, (2.3)
where
C1 = (X′1X1)−1X′1. (2.4)
We now describe an imputation method given in unpublished Technical Reports by Srivastava (1997a, b). Let
e = y1 − X1b1 = (e1, . . . , en1)′ (2.5)
denote the vector of the residuals and define
e˜ =
(
n1
n1 − p
) 1
2
(y1 − X1b1) = (e˜1, . . . , e˜n1)′. (2.6)
We take a random sample of size n0 with replacement from e˜1, . . . , e˜n1 . we shall denote this random sample by e˜
∗
1, . . . , e˜
∗
n0
and define the n0 imputed values of y’s by
y∗0 = X0b1 + e˜∗0, (2.7)
where
e˜∗0 = (e˜∗1, . . . , e˜∗n0)′. (2.8)
We define the imputed estimate of β by
b∗I = C
(
y1
y∗0
)
= b1 + (X′X)−1X′0e˜∗0, (2.9)
where C = (X′X)−1X′. Since E∗(e˜∗i ) = 0 and
S21 = E∗(e˜∗
2
i ) = (n1 − p)−1
n1∑
i=1
(yi − x′ib1)2, (2.10)
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we find that
E∗(b∗I ) = b1,
and
V = Cov(b∗I ) = Var(E∗(b∗I ))+ E(Var∗(b∗I ))
= σ 2
[
(X′1X1)
−1 + (X′X)−1(X′0X0)(X′X)−1
]
= σ 2 Q, (2.11)
where E∗ and Var∗ denote respectively the conditional expectation and variance given y1, . . . , yn1 . For notational conve-
nience, we shall introduce the following notation
Σ = n−1(X′X), Σ1 = n−11 (X′1X1), Σ0 = n−10 (X′0X0). (2.12)
For the asymptotic results to hold, we may sometimes assume in this paper that for i = 0, 1,
lim
ni→∞
ni
n
= ri0 and lim
ni→∞
Σi → ∆i, (2.13)
where 0 < ri0 < 1 and∆i is a finite positive definite matrix. It can be shown that (2.13) implies that
lim
ni→∞
max
1≤j≤ni
hijj = 0, and lim
n→∞ max1≤j≤n
hjj = 0, (2.14)
where
hijj = x′j(X′iXi)−1xj and hjj = x′j(X′X)−1xj, (2.15)
see Srivastava [9]. We will use the notation
ri = nin , i = 0, 1, r0 + r1 = 1. (2.16)
We may note that
Cov(b1) = σ
2
n1
Σ−11 .
Let A1 and A0 denote the set of respondents and nonrespondents respectively and define
(n− p)S∗2I =
n1∑
i=1
(yi − x′ib∗I )2 +
n0∑
i=1
(y∗i − x′ib∗I )2, (2.17)
where i ∈ A1 and i ∈ A0 respectively in the first and second summations. We prove the following theorem in Appendix.
Theorem 2.1.
E(S∗
2
I ) = σ 2
[
1− n0
n(n− p) tr(Σ
−1Σ0)
]
.
The usual formula for the covariance of the completed data set without taking into account the variability due to imputation
is given by σ 2(X′X)−1 which can be estimated by
(X′X)−1S∗
2
I =
1
n
Σ−1S∗
2
I . (2.18)
Thus, if (2.18) is used for the estimate the covariance of b∗I , instead of the actual covariance given in (2.11) with σ 2 replaced
by S∗2I , it will be an underestimate since from Lemma A.1 in Appendix, the difference between (2.11) and (2.18)
= [(X′1X1)−1 + (X′X)−1(X′0X0)(X′X)−1 − (X′X)−1] S∗2I
= [(X′X)−1(X′0X0)(X′1X1)−1 + (X′X)−1(X′0X0)(X′X)−1] S∗2I ,
which is at least a positive semi-definite matrix. To overcome this difficulty and to avoid the task of evaluating (2.11) for
every estimator, Rubin [1] introduced multiple imputation and gave a general purpose estimator for the variance requiring
no evaluation of expressions like (2.11) which may be difficult to evaluate for estimators of some functions of β. We will
discuss multiple imputation in Section 3. In this section, we discuss only single imputation and how to obtain a general
purpose estimator of the variance of the estimator by jackknifing and bootstrapping.
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2.1. Jackknife estimator of the covariance
In what follows, we shall use the notation c(j) to denote an (r − 1) vector obtained from the r-vector c = (c1, . . . , cr)
fromwhich the jth component cj has been removed. That is c(j) = (c1, . . . , cj−1, cj+1, . . . , cr). Similarly, for anm× qmatrix
C = (c1, . . . , cq), C(j) will denote the m × (q − 1) matrix obtained from C by deleting the jth column vector cj from C. As
before, let A1, denote the set of respondents and A0 the set of nonrespondents. In obtaining jackknife estimator, we drop the
jth observation. However, because of the imputation, we will need to consider respondents and nonrespondents separately
as in Rao and Shao [3]. Thus, without the jth respondent, we estimate β by
b1(j) = (X′1(j)X1(j))−1X′1(j) y1(j) = (X′1X1 − xjx′j)−1[X′1y1 − xjyj]. (2.19)
For j ∈ A1, we have
(X′1X1 − xjx′j)−1 = (X′1X1)−1 +
(X′1X1)−1xjx′j(X
′
1X1)
−1
1− h1jj ,
where h1jj, j = 1, . . . , n1, defined in (2.15), is the diagonal element of
H1 = X1(X′1X1)−1X′1 = (h1ij). (2.20)
Hence, after same simplification, we can write
b1(j) = b1 −
(
n1 − p
n1
) 1
2 (X′1X1)−1xje˜j
1− h1jj , j ∈ A1
where e˜j is defined in (2.6). Letting hjj, j = 1, . . . , n, defined in (2.15), denote the (j, j)th diagonal element of
H = X(X′X)−1X′ = (hij), (2.21)
we find that
(X′(j)X(j))
−1 = (X′X)−1 + (X
′X)−1xjx′j(X
′X)−1
1− hjj .
Thus, for j ∈ A1 we define
b∗I(j) = b1(j) + (X′(j)X(j))−1X′0e˜∗0
= b∗I −
(
n1 − p
n1
) 1
2 (X′1X1)−1xje˜j
1− h1jj +
(X′X)−1xjx′j(X
′X)−1X′0e˜
∗
0
1− hjj , (2.22)
where e˜∗0 is defined in (2.8). Similarly, from (2.9) when j ∈ A0 we define
b∗I(j) = (X′(j)X(j))−1[X′(j)X(j)b1 + X′0(j)e˜∗0(j)]
= b1 + (X′(j)X(j))−1X′0(j)e˜∗0(j)
= b∗I −
(X′X)−1xj
1− hjj [e˜
∗
j − x′j(X′X)−1X′0e˜∗0]. (2.23)
See Sen and Srivastava [10](p.173) for many of these algebraic computations. In the regression model, the pseudo values
defined to obtain jackknife estimators have the unbalanced nature as noted by Hinkley [11] and a weighted jackknife
estimator of variance was given by Srivastava [12]. We follow Srivastava [12] to obtain the jackknife estimator of the
variance. We shall assume that n is large and that hjj’s are small such that h1jj ' hjj. Under this assumption, it can be
shown that
n∑
j=1
wjb∗I(j) ' b∗I , (2.24)
where
wj = 1− hjjn− p , j = 1, . . . , n. (2.25)
The jackknife variance is given by (see Srivastava [12] (p.1332))
V∗J = (n− p)
n∑
j=1
wj(b∗I(j) − b∗I )(b∗I(j) − b∗I )′. (2.26)
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Theorem 2.2. Suppose that Σ1 = n−11 (X′1X1) → ∆1 and Σ0 = n−10 (X′0X0) → ∆0 as n → ∞, where ∆1 and ∆0 are finite
positive definite matrices. Then
E(V∗J ) = σ 2Q+ O(n−1−δ), δ > 0.
Theorem 2.3. Under the assumptions of Theorem 2.2, and that ε, the n1 × 1 random vector, having finite fourth moments with
E(ε4i ) = γ , the jackknife estimator V∗J is a consistent estimator of Cov(b∗I ). That is we have
V∗J
p→ Cov(b∗I ) = σ 2Q.
In order to establish asymptotic normality, we need the following result due to Srivastava [9].
Lemma 2.1. Let {ain} be a sequence of constants such that
lim
n→∞ max1≤i≤n
a2in = 0 and limn→∞
n∑
i=1
a2in = 1.
Then for i.i.d. random variable zi with mean 0 and variance 1,
n∑
i=1
ainzi
d→ N(0, 1) as n→∞.
Theorem 2.4. Suppose that themax1≤j≤n1 h1jj → 0 andmax1≤j≤n0 h0jj → 0. Then with b∗I defined in (2.9), and Q in (2.11),
Q−
1
2 (b∗I − β) d→ Np(0, σ 2 I),
or equivalently under conditions of Theorem 2.2,
V
∗− 12
J (b
∗
I − β) d→ Np(0, I).
Here A
1
2 is the unique positive definite and symmetric square root of the positive definite matrix A such that A = A 12 A 12 , although
any nonsingular factorization of A will suffice.
2.2. Bootstrap estimate of the covariance
Wedraw a sample of size nwith replacement from e˜1, . . . , e˜n1 , given in (2.6), andwe replicate itm times.We shall denote
the first n1 observations of the ith replicate by e˜∗ij, j = 1, . . . , n1, i = 1, . . . ,m, and the remaining n0 = n− n1 observations
by e˜∗∗ij , j = 1, . . . , n0, i = 1, . . . ,m. For each replicate, i = 1, . . . ,m, define
y∗1i = X1b1 + e˜∗1i,
as the n1 vector of imputed values for the observed values y1, . . . , yn1 , where
y∗1i = (y∗1i, . . . , y∗n1 i)′ and e˜∗1i = (e˜∗1i, . . . , e˜∗n1 i)′.
Then the imputed estimate of b1 for the ith replicate is given by
b∗1i = (X′1X1)−1X′1y∗1i = b1 + (X′1X1)−1X′1e˜∗1i.
Hence, the predicted value of y∗1i is given by
yˆ∗1i = X1b∗1i = H1y∗1i
= X1b1 + H1e˜∗1i
where H1 is given in (2.20). Next, we impute the missing observations in the ith replicate by
y∗∗0i = X0b∗1i + e˜∗∗0i
= X0b1 + X0C1e˜∗1i + e˜∗∗0i ,
where
y∗∗0i = (y∗∗1i , . . . , y∗∗n0 i)′ and e˜∗∗0i = (e˜∗∗1i , . . . , e˜∗∗n0 i)′.
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We define the imputed estimate of β in the ith replicate by
b∗∗Ii = (X′X)−1X′
(
yˆ∗1i
y∗∗0i
)
= b1 + C1e˜∗1i + (X′X)−1X′0e˜∗∗0i .
Let
b∗∗I· =
1
m
m∑
i=1
b∗∗Ii = b1 + C1 ¯˜e
∗
1· + (X′X)−1X′0 ¯˜e
∗∗
0· ,
where
¯˜e∗1· =
1
m
m∑
i=1
e˜∗1i and ¯˜e
∗∗
0· =
1
m
m∑
i=1
e˜∗∗0i . (2.27)
Then the bootstrap estimate of the Cov(b∗I ) is given by
V∗B =
1
m− 1
m∑
i=1
(b∗∗Ii − b∗∗I· )(b∗∗Ii − b∗∗I· )′. (2.28)
Theorem 2.5. The bootstrap estimator V∗B is an unbiased and consistent estimator of the Cov(b
∗
I ). That is
E(V∗B) = σ 2 Q
and
V∗B
p→ σ 2 Q.
Thus in Theorem 2.4, we could also use V∗B in place of V
∗
J in the pivotal quantity. That is, we will also have
V
∗− 12
B (b
∗
I − β) d→ Np(0, I).
It may, however, be preferable to obtain the bootstrap distribution of b∗I . This is done in the next subsection.
2.3. Nonparametric bootstrap distribution of b∗I
Following Efron [13], we give a nonparametric bootstrap distribution of b∗I . It has been shown by Freedman [14] that
the sample or empirical cumulative distribution function (cdf) Fn of the residuals e˜i, i = 1, . . . , n1, defined in Section 2,
converges in probability to the cdf F of ε. Thus, we draw a random sample of size nwith replacement form e˜1, . . . , e˜n1 . We
shall replicate it m times. The first n1 observations in the ith replicate will be denoted by e˜∗ij, j = 1, . . . , n1, i = 1, . . . ,m
and the last n0 = n− n1 observations in the ith replicate will be denoted by e˜∗∗ij , j = 1, . . . , n0, i = 1, . . . ,m. Define
b∗∗Ii = b∗I + C1e˜∗1i + (X′X)−1X′0e˜∗∗0i , (2.29)
b∗∗I· =
1
m
m∑
i=1
b∗∗Ii ,
and
V∗∗B =
1
m− 1
m∑
i=1
(b∗∗Ii − b∗∗I· )(b∗∗Ii − b∗∗I· )′.
Then following as in Theorem 2.3, it can be shown that V∗∗B is a consistent estimator of Cov(b
∗
I ) = σ 2Q. And hence on the
lines of the proof of Theorem 2.4, we have the following theorem.
Theorem 2.6. Suppose that themax1≤j≤n1 h1jj → 0 andmax1≤j≤n0 h0jj → 0. Then for b∗I defined in (2.9),
V
∗ ∗− 12
B (b
∗∗
I· − b∗I ) d→ Np(0, I).
The proof of this theorem is similar to the proof of Theorem 2.4 given in the Appendix.
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3. Multiple imputation
In multiple imputation introduced by Rubin [1], several (say m) independent imputations of the missing values are
obtained to create m completed data sets. From each completed data set, an estimate of a parametric function, say r-
dimensional vector valued function g, is obtained. Let gˆ∗i , i = 1, . . . ,m be an estimate of g from the ith completed data
set, obtained in the same manner as if no observations were missing. Then, g will be estimated by the average of these m
estimates, namely,
gˆ∗ = 1
m
m∑
i=1
gˆ∗i .
Let gˆ denote the estimate of g based on n independent observation with nomissing values and Wˆ denote the estimate of the
covariance of gˆ. Then Wˆ
∗
i will denote this Wˆ evaluated from the completed data sets where the missing values have been
imputed. Rubin [1] showed that for the location model the covariance of gˆ∗ can be estimated by
Tˆ
∗ = 1
m
m∑
i=1
Wˆ
∗
i +
m+ 1
m
Bˆ
∗
,
where
Bˆ
∗ = 1
m− 1
m∑
i=1
(gˆ∗i − gˆ∗)(gˆ∗i − gˆ∗)′.
And Wˆ
∗
i = ̂Cov(gˆ∗i ). Schenker and Welsh [7] showed that asymptotically this formula also holds for the regression model
for various imputation schemes. However, Kim [6] showed that for the normal imputation model, described below, Tˆ
∗
overestimates the Cov(gˆ∗). On the other hand Srivastava [5] proposed a distribution free multiple imputation scheme, also
called in the above cited report as asymptotic Bayesian bootstrap (ABB), for which
E(Tˆ
∗
) = Cov(gˆ∗).
The two multiple imputation schemes differ in one significant way. While the normal imputation scheme of Rubin
and Schenker [2] and Schenker and Welsh [7] introduces extra variability by resampling the scalar parameter from an
inverted chi-square times an unbiased estimate of the model variance, the distribution free multiple imputation scheme
of Srivastava [4,5] introduces extra variability by using the imputed values of the observed data in imputing the missing
observations. Rubin [1] justifies the normal imputation from Bayesian theory. However, the distribution free multiple
imputation has the justification that all the imputed values should have the same sample variance.
In the next four subsections, we describe these two multiple imputation schemes as well as a ’simple residual’ scheme
proposed by Srivastava [4,5], Rubin and Schenker [2] and Schenker and Welsh [7].
3.1. Multiple imputation using simple residuals
In this method only the missing values are imputed. Let e˜∗∗ij , j = 1, . . . , n0, i = 1, . . . ,m denote the random sample
drawn independently with replacement from e˜ = (e˜1, . . . , e˜n1)′ defined in (2.6). Then the imputed values for the missing
values in each repetition of the multiple imputation, i = 1, . . . ,m, are given by
y∗∗0i = X0b1 + e˜∗∗0i
where e˜∗∗0i = (e˜∗∗1i , . . . , e˜∗∗n0 i)′ and y∗∗0i = (y∗∗1i , . . . , y∗∗n0 i)′. We define the imputed estimator of β for each repetition,
i = 1, . . . ,m, by
b∗∗Ii = (X′X)−1X′
(
y1
y∗∗0i
)
= (X′X)−1X′
(
y1
X0b1 + e˜∗∗0i
)
= b1 + (X′X)−1X′0e˜∗∗0i .
Hence, the imputed estimator of β is given by
b∗∗I· =
1
m
m∑
i=1
b∗∗Ii = b1 + (X′X)−1X′0 ¯˜e
∗∗
0·
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where ¯˜e∗∗0· is given in (2.27). Now, define
(n− p)S∗∗2i = (y1 − X1b∗∗Ii )′(y1 − X1b∗∗Ii )+ (y∗∗0i − X0b∗∗Ii )′(y∗∗0i − X0b∗∗Ii ) (3.1)
(m− 1)Bˆ∗∗ =
m∑
i=1
(b∗∗Ii − b∗∗I· )(b∗∗Ii − b∗∗I· )′ (3.2)
Tˆ
∗∗ = (X′X)−1
(
1
m
m∑
i=1
S∗∗2i
)
+ m+ 1
m
Bˆ
∗∗
. (3.3)
Then we have the following theorem.
Theorem 3.1. For simple residual multiple imputation, we have
(a) E∗(S∗∗2i ) = S21 − S
2
1
n−p tr[(X′X)−1(X′0X0)],
(b) E∗(Bˆ
∗∗
) = (X′X)−1(X′0X0)(X′X)−1S21 ,
(c)
E(Tˆ
∗∗
) = σ 2
[
(X′X)−1
(
1− 1
n− p tr[(X
′X)−1(X′0X0)]
)
+ m+ 1
m
(X′X)−1(X′0X0)(X
′X)−1
]
,
where trA denotes the trace of the matrix A.
However,
Cov(b∗∗I· ) = Cov(E∗(b∗∗I· ))+ E(Cov∗(b∗∗I· ))
= σ 2
[
(X′1X1)
−1 + (X′X)−1(X′0X0)(X′X)−1
]
.
From the above theorem, it follows that even for large sample size n, the general purpose estimator Tˆ
∗∗
is an underestimate
of the actual Cov(b∗∗I· ). Thus, the simple residual method is not a viable method for multiple imputation.
3.2. Multiple imputation under normality assumption
In this method the missing values are imputed as follows: for each repetition of the imputation, i = 1, . . . ,m, draw
σ ∗
2
(i) |y1 ∼ (n1 − p)S21/χ2n1−p,
where S21 is defined in (2.10). Draw
β∗(i)|(y1, σ ∗
2
(i) ) ∼ N(b1, σ ∗
2
(i) (X
′
1X1)
−1),
where b1 is defined in (2.3). Finally, for each missing unit y∗∗ji , j = 1, . . . , n0 in y∗∗0i , draw
e˜∗∗ji |(β∗(i), σ ∗
2
(i) ) ∼ N(0, σ ∗
2
(i) ),
for e˜∗∗ji ’s in e˜
∗∗
0i . Then set
y∗∗0i = X0β∗(i) + e˜∗∗0i .
The above procedure assumes a constant prior for (β, log(σ )) and an ignorable response mechanism in the sense of
Rubin [15]. As in the previous section, we define the imputed estimator of β for each replicate i = 1, . . . ,m by
b∗∗Ii = (X′X)−1X′
(
y1
y∗∗0i
)
= (X′X)−1X′
(
y1
X0β∗(i) + e˜∗∗0i
)
.
The imputed estimator of β is given by
b∗∗I· =
1
m
m∑
i=1
b∗∗Ii .
Under model (2.1), with an ignorable response mechanism assuming n1 > p + 2, Kim [6] studied finite sample properties
of the multiple imputation estimators and showed that
Cov(b∗∗I· ) = σ 2(X′1X1)−1 +
σ 2
m
n1 − p
n1 − p− 2
[
(X′1X1)
−1 − (X′X)−1
]
,
and that Tˆ
∗∗
, Rubin’s variance estimator of the point estimator b∗∗I· , defined in (3.3) is a biased estimator of Cov(b
∗∗
I· ). Kim [6]
has proposed a simple modification method to make Rubin’s variance estimator an unbiased one for finite samples by
generating the posterior values of σ 2 from the inverse chi-square distribution with degrees of freedom n1−p+2 instead of
n1−p in the imputation procedure described above. In the next section, we propose a distribution free multiple imputation
procedure.
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3.3. Distribution free imputation procedure
As before, let b1, e˜ and S21 be as defined in (2.3), (2.6) and (2.10), respectively. We draw a random sample of size
n = n1+n0with replacement from e˜1, . . . , e˜n1 andwe replicate itm times.We shall denote the first n1 observations of the ith
replicate by e˜∗ij, j = 1, . . . , n1, i = 1, . . . ,m, and the remaining n0 = n−n1 observations by e˜∗∗ij , j = 1, . . . , n0, i = 1, . . . ,m.
For each repetition of the imputation, i = 1, . . . ,m, define
e˜∗1i = (e˜∗1i, . . . , e˜∗n1 i)′, e˜∗∗0i = (e˜∗∗1i , . . . , e˜∗∗n0i)′.
We impute the n1 observed values y1, . . . , yn1 by
y∗1i = X1b1 + e˜∗1i
where y∗1i = (y∗1i, . . . , y∗n1 i)′ is the imputed values of y1 = (y1, . . . , yn1)′ in the ith replicate. Then, the imputed estimate of
b1 is given by
b∗1i = (X′1X1)−1X′1y∗1i = b1 + C1e˜∗1i,
where C1 is given in (2.4). It is the new imputed estimate of β that is being used in imputing the missing observations. Thus,
the imputed values of the missing observations in the ith replicate is given by
y˜∗∗0i = X0b∗1i + e˜∗∗0i = X0b1 + X0C1e˜∗1i + e˜∗∗0i ,
where y˜∗∗0i = (y∗∗1i , . . . , y∗∗n0 i)′. We define the imputed estimate of β in the ith replicate by
b˜
∗∗
Ii = (X′X)−1X′
(
y1
y∗∗0i
)
= b1 + (X′X)−1(X′0X0)C1e˜∗1i + (X′X)−1X′0e˜∗∗0i .
Then
b˜
∗∗
I· = m−1
m∑
i=1
b˜
∗∗
Ii = b1 + (X′X)−1(X′0X0)C1 ¯˜e
∗
1· + (X′X)−1X′0 ¯˜e
∗∗
0· ,
where ¯˜e∗1· and ¯˜e
∗∗
0· are defined in (2.27). Now, define
(n− p)S˜∗∗2i = (y1 − X1b˜
∗∗
Ii )
′(y1 − X1b˜∗∗Ii )+ (y∗∗0i − X0b˜
∗∗
Ii )
′(y∗∗0i − X0b˜
∗∗
Ii ) (3.4)
(m− 1) ˆ˜B
∗∗
=
m∑
i=1
(b˜
∗∗
Ii − b˜
∗∗
I· )(b˜
∗∗
Ii − b˜
∗∗
I· )
′ (3.5)
ˆ˜T
∗∗
= (X′X)−1
(
1
m
m∑
i=1
S˜∗∗2i
)
+ m+ 1
m
ˆ˜B
∗∗
. (3.6)
Then we have the following two theorems.
Theorem 3.2. The covariance of b∗∗I· is given by
Cov(b˜
∗∗
I· ) = σ 2
[
(X′X)−1 + m+ 1
m
[
(X′1X1)
−1 − (X′X)−1]]
= σ 2
[
(X′1X1)
−1 + 1
m
[
(X′1X1)
−1 − (X′X)−1]]
for the regression model in which the error terms are i.i.d. with mean 0 and variance σ 2.
Theorem 3.3. For the multiple imputation described above for the regression model in which error terms are i.i.d. with mean 0
and variance σ 2,
(a) E(S˜∗∗2i ) = σ 2,
(b) E( ˆ˜B
∗∗
) = σ 2 [(X′1X1)−1 − (X′X)−1] ,
(c) E( ˆ˜T
∗∗
) = Cov(b˜∗∗I· ), that is, ˆ˜T
∗∗
is an unbiased estimator of Cov(b˜
∗∗
I· ).
Theorem 3.4. For the multiple imputation described above, and under the same assumptions of Theorem 2.4,
ˆ˜T
∗ ∗− 12
(b˜
∗∗
I· − β) d→ N(0, I)
Remark. As a modification of the above procedure, one can replace the residuals by drawing zi
i.i.d∼ N(0, S21), if normality
can be assumed.
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Table 4.1
Data simulated with error terms generated from a t(4) for sample sizes, n = 30 and 90.
Sample size Response rate Method Coverage rate Average length Standard deviation RMSE
30
P1(·)
Jackknife 94.6 1.152 0.005 0.091
Bootstrap 95 1.172 0.004 0.090
Normal MI (M = 5) 94 1.101 0.004 0.086
Simple residuals MI (M = 5) 93.4 1.076 0.004 0.086
Distribution free MI (M = 5) 93.9 1.098 0.004 0.086
No missing 94.9 1.07 0.003 0.075
P2(·)
Jackknife 95 1.574 0.007 0.162
Bootstrap 95.3 1.573 0.006 0.159
Normal MI (M = 5) 93.8 1.518 0.007 0.145
Simple residuals MI (M = 5) 90.5 1.269 0.005 0.14
Distribution free MI (M = 5) 95.3 1.573 0.007 0.145
No missing 95.2 1.074 0.003 0.072
P3(·)
Jackknife 94.6 1.588 0.007 0.161
Bootstrap 94.7 1.56 0.006 0.164
Normal MI (M = 5) 93.2 1.506 0.008 0.145
Simple residuals MI (M = 5) 90 1.246 0.005 0.139
Distribution free MI (M = 5) 93.3 1.508 0.007 0.144
No missing 95.1 1.07 0.003 0.071
90
P1(·)
Jackknife 95 0.634 0.002 0.027
Bootstrap 95.1 0.642 0.001 0.027
Normal MI (M = 5) 94.5 0.618 0.001 0.026
Simple residuals MI (M = 5) 94.2 0.613 0.001 0.026
Distribution free MI (M = 5) 94.5 0.619 0.001 0.026
No missing 95.1 0.592 0.001 0.023
P2(·)
Jackknife 95.1 0.863 0.002 0.05
Bootstrap 95.5 0.868 0.002 0.048
Normal MI (M = 5) 94.2 0.851 0.003 0.044
Simple residuals MI (M = 5) 91.8 0.733 0.002 0.042
Distribution free MI (M = 5) 94.3 0.853 0.003 0.043
No missing 94.7 0.593 0.001 0.023
P3(·)
Jackknife 94.8 0.851 0.003 0.05
Bootstrap 94.4 0.852 0.002 0.05
Normal MI (M = 5) 93.7 0.836 0.003 0.044
Simple residuals MI (M = 5) 91.4 0.723 0.002 0.043
Distribution free MI (M = 5) 94.1 0.834 0.003 0.044
No missing 94.8 0.593 0.001 0.023
4. Comparison of single imputation methods with multiple imputation methods
In this section, we present the results of several simulations to study the performance of our methods and compare it
with multiple imputation procedures. Throughout these examples, the missingness on Y occurs at random (MAR) in which
that probability of Y being missing may depend on X values. In our simulations, we considered the following model
Yi = 3+ 2Xi + εi,
to compare the imputation methods under non-normal error terms, where X ∼ N(1, 1) and ε is generated from (i) t-
distribution with 4 degrees of freedom and (ii) a mixture of normal models as follows 0.8 · N(0, 1)+ 0.2 · N(0, 9).
Three different response probability functions P(x) = P(δ = 1|X = x), where δ = 1 if Y is observed and 0 otherwise,
under theMAR assumptionwere considered to delete some of Y ’s in eachmodel. Response functions, denoted by P1(·), P2(·)
and P3(·), are defined by
Case 1: P1(δ = 1|X = x) =
{
0.8+ 0.2|x− 1| |x− 1| ≤ 1
max(1− 0.05|x− 1|, 0) o.w.
Case 2: P2(δ = 1|X = x) =
{
0.9− 0.2|x− 1| |x− 1| ≤ 4.5
0.1 o.w.
Case 3: P3(δ = 1|X = x) = 0.6 ∀x
For each case, we have E(P1(X)) ≈ 0.9, E(P2(X)) ≈ 0.74 and E(P3(X)) = 0.6, that is P1(x) has the lowest missing rate
and P3(x) has the highest rate.
We compared the proposed methods namely the jackknife and bootstrap as single imputation methods and the
distribution freemultiple imputationmethodwith simple residual and normalmultiple imputation procedures, described in
Sections 2 and 3, withM = 5 repeated imputations. The confidence intervals are (βˆ− t
√
Vˆ , βˆ+ t
√
Vˆ ), where t = t0.025,n−2
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Table 4.2
Data simulated with error terms generated form a 0.8 · N(0, 1)+ 0.2 · N(0, 9) for sample sizes, n = 30 and 90.
Sample size Response rate Method Coverage rate Average length Standard deviation RMSE
30
P1(·)
Jackknife 97.3 3.197 0.017 0.771
Bootstrap 95.2 3.357 0.014 0.778
Normal MI (M = 5) 94.2 3.149 0.013 0.725
Simple residuals MI (M = 5) 93.6 3.08 0.013 0.721
Distribution free MI (M = 5) 94 3.138 0.013 0.719
No missing 94.9 3.072 0.011 0.638
P2(·)
Jackknife 97.4 4.35 0.025 1.406
Bootstrap 94.8 4.422 0.020 1.422
Normal MI (M = 5) 93.4 4.275 0.024 1.302
Simple residuals MI (M = 5) 89.4 3.528 0.017 1.228
Distribution free MI (M = 5) 93.5 4.274 0.024 1.422
No missing 95.2 3.04 0.011 0.624
P3(·)
Jackknife 97.7 4.378 0.027 1.426
Bootstrap 94.5 4.368 0.022 1.432
Normal MI (M = 5) 93.1 4.227 0.026 1.279
Simple residuals MI (M = 5) 89.4 3.481 0.018 1.224
Distribution free MI (M = 5) 93 4.200 0.026 1.282
No missing 95 3.07 0.011 0.631
90
P1(·)
Jackknife 95.8 1.814 0.006 0.237
Bootstrap 94.4 1.859 0.004 0.237
Normal MI (M = 5) 94.1 1.792 0.004 0.225
Simple residuals MI (M = 5) 93.9 1.776 0.004 0.224
Distribution free MI (M = 5) 94 1.791 0.004 0.226
No missing 94.6 1.718 0.004 0.200
P2(·)
Jackknife 95.8 2.465 0.009 0.435
Bootstrap 94.8 2.505 0.006 0.426
Normal MI (M = 5) 93.9 2.448 0.008 0.383
Simple residuals MI (M = 5) 91 2.11 0.006 0.367
Distribution free MI (M = 5) 93.9 2.463 0.008 0.379
No missing 94.4 1.719 0.004 0.201
P3(·)
Jackknife 96.2 2.409 0.009 0.405
Bootstrap 94.8 2.459 0.007 0.408
Normal MI (M = 5) 94.3 2.407 0.009 0.358
Simple residuals MI (M = 5) 92.2 2.089 0.007 0.344
Distribution free MI (M = 5) 94.3 2.408 0.009 0.356
No missing 95.2 1.721 0.004 0.194
for the jackknife and bootstrap methods and the case when there is no missing values otherwise t = t0.025,ν where ν is
computed based on purposed methods by Rubin. For the bootstrap method, the standard errors are computed using 2000
bootstrap replicates. The results are presented in Tables 4.1 and 4.2.
From these results, it is clear that both the jackknife and bootstrap methods which require single imputation are
performing very well and sometimes even better than the multiple imputation methods. The distribution free multiple
imputation method is also doing as good as the multiple imputation method.
5. Conclusion
In this paper, several imputed estimators of the regression parameters are presented. More specifically, we propose
jackknife and bootstrap estimates of the covariance matrix of the singly imputed estimate of the regression parameters
under the regression model and study their statistical properties to obtain inference or confidence regions for Cβ. Also
a newly multiple-imputation method, called distribution free method, has been proposed which does not require the
normality assumption. In a simulation study we obtain the interval estimates for the slope parameter in a simple regression
model based on the proposed methods and compare it with those obtained from conventional and modified multiple
imputations methods. We found that the jackknife method performs reasonably well and almost never beaten when the
sample size is large which is the most common situation in sample surveys. The coverage of the confidence intervals are
close to the nominal levels for all range of sample sizes. Although, the coverage rate is slightly lower than those obtained via
modified or distribution freemultiple imputationmethods when sample size is too small with low respondent rate but they
are also significantly narrower. The computational simplicity of the jackknife method as well as the simplicity in obtaining
its variance (as it does not require the evaluation of the derivatives) and its performance leads to suggest that the jackknife
method may be preferable over other methods.
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Appendix
In this section we prove theorems and lemmas mentioned in Sections 2–4. It should be noted that wherever we prove
asymptotic normality, we use the notation
tn
d→ Nq(µn,An)
for A
− 12
n (tn−µn) d→ Nq(0, I) as n→∞. Before giving the proof of the theorems, we need the following lemmas, the proofs
can be obtained from the authors.
Lemma A.1. Let X : n× p,X1 : n1 × p and X0 : n0 × p be the matrices defined in Section 2. Then, we have
(X′1X1)
−1 − (X′X)−1 = (X′1X1)−1(X′0X0)(X′X)−1.
Lemma A.2. Let ε = (ε1, . . . , εn)′ where εi are i.i.d. with mean 0, variance σ 2, and the fourth moment σ 4γ . Define
τ = σ 4max(|γ − 3|, 2).
Then, for any A = (aij) and B = (bij) symmetric matrices
(a)
E(ε′Aε)2 = σ 4
[
(γ − 3)
n∑
i=1
a2ii + 2trA2 + (trA)2
]
≤ τ [2trA2 + (trA)2] ,
(b)
Var(ε′Aε) = σ 4
[
(γ − 3)
n∑
i=1
a2ii + 2trA2
]
≤ 2τ trA2
and for A and B p.s.d. matrices, we have
(c)
E(ε′Aε)(ε′Bε) = σ 4
[
(γ − 3)
n∑
i=1
aiibii + 2trAB+ (trA)(tr B)
]
≤ σ 4
[
(|γ − 3| + 1)(trA)(tr B)+ 2trAB
]
,
(d)
Cov(ε′Aε, ε′Bε) = σ 4
[
(γ − 3)
n∑
i=1
aiibii + 2trAB
]
≤ σ 4
[
|γ − 3|(trA)(tr B)+ 2trAB
]
,
Using Lemma A.2, we obtain the following lemma.
Lemma A.3. Let ej = ε′mj = m′jε, S21 = (n1−p)−1ε′M1ε, whereM1 = I−H1 = (m1, . . . ,mn1)′, and τ = σ 4max(|γ−3|, 2).
Then,
(a) E(e2j ) = m′jmj = (1− h1jj) ≤ 1,
(b) Var(e2j ) ≤ 2τ ,
(c) Cov(e2j , e
2
k) ≤ [Var(e2j )Var(e2k)]
1
2 ≤ 2τ ,
(d) E(e4j ) = E(ε′mjm′jε)2 = O(1),
(e) E(S41) = O(1),
(f) E(e2j S
2
1) = O(1),
(g) Var(e∗2j ) = O(1).
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Proof of Theorem 2.1. We note that
n1∑
j=1
(yi − x′ib∗I )2 = (y1 − X1b∗I )′(y1 − X1b∗I ),
where
y1 − X1b∗I = y1 − X1(b1 + (X′X)−1X′0e˜∗0) = e− X1(X′X)−1X′0e˜∗0.
Thus,
E∗
[
(y1 − X1b∗I )′(y1 − X1b∗I )
] = e′e+ S21 tr[X0(X′X)−1(X′1X1)(X′X)−1X′0].
Hence,
E
[
(y1 − X1b∗I )′(y1 − X1b∗I )
] = (n1 − p)σ 2 + σ 2tr[(X′X)−1(X′1X1)(X′X)−1(X′0X0)].
Similarly,
n0∑
j=1
(y∗i − x′ib∗I )2 = (y∗0 − X0b∗I )′(y0 − X0b∗I ),
where y∗0 − X0b∗I = e˜∗0(I− X0(X′X)−1X′0). Therefore,
E∗
[
(y∗0 − X0b∗I )′(y0 − X0b∗I )
] = S21 tr[I− X0(X′X)−1X′0]2
= S21
(
n0 − 2tr[(X′0X0)(X′X)−1] + tr[(X′X)−1(X′0X0)(X′X)−1(X′0X0)]
)
.
Hence,
E
(
n1∑
j=1
(yi − x′ib∗I )2 +
n0∑
j=1
(y∗i − x′ib∗I )2
)
= σ 2 (n− p− tr[(X′0X0)(X′X)−1]) . 
Proof of Theorem 2.2. For simplicity of presentation, let
fj = X0(X′X)−1xj. (A.1)
Thus,
b∗I(j) − b∗I =

− (X
′
1X1)
−1xjej
1− h1jj +
(X′X)−1xjf′je˜
∗
0
1− hjj j ∈ A1
− (X
′X)−1xj
1− hjj (e˜
∗
j − e˜∗
′
0 fj) j ∈ A0
where ej’s are defined in (2.5). Using the notations in (A.1) and (2.12), we have
V∗J = n−21 Σ−11
(
n1∑
j=1
1− hjj
(1− h1jj)2 xjx
′
j e
2
j
)
Σ−11 (A.2)
− n−11 n−1Σ−11
(
n1∑
j=1
ej
1− h1jj xjx
′
j (e˜
∗′
0 fj)
)
Σ−1 (A.3)
− n−11 n−1Σ−1
(
n1∑
j=1
ej
1− h1jj xjx
′
j (e˜
∗′
0 fj)
)
Σ−11 (A.4)
+ n−2Σ−1
(
n0∑
j=1
1
1− hjj xjx
′
j e˜
∗2
j
)
Σ−1 (A.5)
− 2n−2Σ−1
(
n0∑
j=1
1
1− hjj xjx
′
j(e˜
∗
j e˜
∗′
0 fj)
)
Σ−1 (A.6)
+n−2Σ−1
(
n∑
j=1
1
1− hjj xjx
′
j (f
′
je˜
∗
0e˜
∗′
0 fj)
)
Σ−1. (A.7)
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Hence, with 1j = (0, . . . , 1, . . . , 0)′, defined to be the vector whose only nonzero component is the jth component, which
is one, and since E∗(e˜∗0) = 0, E∗(e˜∗0e˜∗
′
0 ) = S21 I, we have
E∗(V∗J ) = n−21 Σ−11
(
n1∑
j=1
1− hjj
(1− h1jj)2 xjx
′
j e
2
j
)
Σ−11 + n−2Σ−1
(
n0∑
j=1
1
1− hjj xjx
′
j S
2
1
)
Σ−1
− 2n−2Σ−1
(
n0∑
j=1
1
1− hjj xjx
′
j (1
′
jfj) S
2
1
)
Σ−1 + n−2Σ−1
(
n∑
j=1
1
1− hjj xjx
′
j (f
′
jfj) S
2
1
)
Σ−1.
We note that
1′jfj = (0, . . . , 1, . . . , 0) X0(X′X)−1xj = x′j(X′X)−1xj = hjj, j ∈ A0
and since X′0X0 = X′X− X′1X1, we have
f′jfj = x′j(X′X)−1X′0X0(X′X)−1xj ≤ hjj.
Thus, the last two terms in E∗(V∗J ) can be simplified by noting that hjj = O(n−δ), δ > 0 and hence hjj/(1− hjj) = O(n−δ),
n−2Σ−1
(
n∑
j=1
S21
1− hjj xjx
′
j(f
′
jfj)
)
Σ−1 ≤ n−1Σ−1
(
n∑
j=1
hjj
1− hjj
xjx′j
n
)
Σ−1S21
= O(n−1−δ)S21Σ−1, δ > 0,
and
n−2Σ−1
(
n0∑
j=1
S21
1− hjj xjx
′
j(1
′
jfj)
)
Σ−1 = n−2Σ−1
(
n0∑
j=1
hjj
1− hjj S
2
1xjx
′
j
)
Σ−1
=
(n0
n2
)
O(n−δ)S21(Σ
−1Σ0Σ−1)
= O(n−1−δ)S21(Σ−1Σ0Σ−1).
Thus, using Lemma A.3, all the terms of E(V∗J ) can be evaluated. Collecting the terms, the proof is obtained. 
Proof of Theorem 2.3. We need to obtain the variance of each term in (A.2)–(A.7), or their bounds. We note that the ex-
pressions like
(1− hjj)(1− h1jj)−2, (1− h1jj)−1, (1− hjj)−1
are of the order 1+ O(n−δ), δ > 0. Thus, these terms will be treated as one in our evaluation. Define,
aj = cj(l, r) =
(
Σ−11 xjx
′
jΣ
−1
1
)
lr ≤ n1λ1h1jj
where λ1 denotes the largest root of a matrix, in this case Σ−11 . Thus, the (l, r)th term of the first expression on the right
side of (A.2) is given by
(A.2)lr = n−21
n1∑
j=1
aje2j ,
Thus, from Lemma A.3,
Var[(A.2)lr ] = n−41
(
n1∑
j=1
a2j Var(e
2
j )+
n1∑
j6=k
ajakCov(e2j , e
2
k)
)
≤ 2n−21 λ21τ
(
n1∑
j=1
h1jj
)2
= 2n−21 λ21τp2 = O(n−2),
since λ1 is bounded under our assumptions and
∑n1
j=1 h1jj = p. Next, consider the second term
(A.3)lr = n−11 n−1
n1∑
j=1
ajej(e˜∗
′
0 fj),
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where
aj = cj(l, r) =
(
Σ−11 xjx
′
jΣ
−1)
lr ≤ nλ1h1jj.
Since
Var[eje˜∗′0 fj] = E[e2j Var∗(e˜∗
′
0 fj)] = E[e2j S21 f′jfj] ≤ hjjE(e2j S21) = O(1)
and
Cov(eje˜∗
′
0 fj, eke˜
∗′
0 fk) = E[ejekCov∗(e˜∗
′
0 fj, e˜
∗′
0 fk)] ≤ h
1
2
jj h
1
2
kkE(ejekS
2
1) = O(1),
from Lemma A.3. Hence,
Var[(A.3)lr ] = n−21 n−2
[
n1∑
j=1
a2j Var(eje˜
∗′
0 fj)+
n1∑
j6=k
ajakCov(eje˜∗
′
0 fj, eke˜
∗′
0 fk)
]
≤ O(1) n−21 λ1
(
n1∑
j=1
h1jj
)2
= O(n−2).
Similarly Var[(A.4)lr ] = O(n−2). Now consider the lrth entry of (A.5), that is
(A.5)lr = n−2
n0∑
j=1
aje˜∗
2
j ,
where
aj = cj(l, r) =
(
Σ−1xjx′jΣ
−1)
lr ≤ nλhjj.
Hence,
Var[(A.5)lr ] = n−4
(
n0∑
j=1
a2j Var(e˜
∗2
j )+
n1∑
j6=k
ajakCov(e˜∗
2
j , e˜
∗2
k )
)
.
But, from Lemma A.3, Var(e˜∗2j ) = O(1). Hence,
Var[(A.5)lr ] ≤ O(1) n−2λ2
(
n0∑
j=1
hjj
)2
≤ O(1) n−2λ2p2 = O(n−2).
Next, consider the lrth entry of (A.6), that is
(A.6)lr = n−2
n0∑
j=1
aj(e˜∗j e˜
∗′
0 fj),
where
aj = cj(l, r) =
(
Σ−1xjx′jΣ
−1)
lr ≤ nλhjj.
Hence,
Var[(A.6)lr ] = n−4
(
n0∑
j=1
a2j Var(e˜
∗
j e˜
∗′
0 fj)+
n1∑
j6=k
ajakCov(e˜∗j e˜
∗′
0 fj, e˜
∗
k e˜
∗′
0 fk)
)
.
Since Cov(e˜∗j e˜
∗
l , e˜
∗
j e˜
∗
k) = 0 for l 6= k, we have
Var(e˜∗j e˜
∗′
0 fj) = Var
(
n0∑
k=1
fjke˜∗j e˜
∗
k
)
=
n0∑
k=1
f 2jkVar(e˜
∗
j e˜
∗
k)
where fjk is the kth element of the vector fj, given in (A.1). But from Lemma A.3, Var(e˜∗
2
j ) = O(1) and
Var(e˜∗j e˜
∗
k) = E
[
E∗(e˜∗
2
j e˜
∗2
k )
] = E(S41) = O(1).
Hence,
Var(e˜∗j e˜
∗′
0 fj) ≤ O(1)
n0∑
k=1
f 2jk = O(1)f′jfj ≤ O(1)hjj ≤ O(1).
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Thus,
Var[(A.6)lr ] ≤ O(1)n−2λ2
(
n0∑
j=1
hjj
)2
≤ O(1)n−2p2 = O(n−2).
Next, we consider the lrth entry of (A.7), that is
(A.7)lr = n−2
n∑
j=1
aj(f′je˜
∗
0e˜
∗′
0 fj),
where
aj = cj(l, r) =
(
Σ−1xjx′jΣ
−1)
lr ≤ nλhjj.
Hence,
Var[(A.7)lr ] = n−4
(
n∑
j=1
a2j Var(f
′
je˜
∗
0e˜
∗′
0 fj)+
n1∑
j6=k
ajakCov(f′je˜
∗
0e˜
∗′
0 fj, f
′
ke˜
∗
0e˜
∗′
0 fk)
)
.
Since
Var
(
f′je˜
∗
0e˜
∗′
0 fj
) = Var( n0∑
k=1
fjke˜∗k
)2
= Var
(
n0∑
k=1
f 2jk e˜
∗2
k + 2
n0∑
k<l
fjkfjle˜∗k e˜
∗
l
)
=
n0∑
k=1
f 4jkVar(e˜
∗2
k )+ 2
n0∑
k<l
f 2jk f
2
jl Var(e˜
∗
k e˜
∗
l )
≤ O(1)
(
n0∑
k=1
f 2jk
)2
= O(1)(f′jfj)2 = O(1)h2jj = O(1).
Thus,
Var[(A.7)lr ] ≤ n−2λ2O(1)
(
n∑
j=1
hjj
)2
= O(1)n−2λ2p2 = O(n−2). 
Proof of Theorem 2.4. Recall that
b∗I = b1 + (X′X)−1X′0e˜∗0.
Thus assuming that max1≤j≤n0 h0jj → 0, we have conditionally given y1
(X′X)−1X′0e˜
∗
0
d→ Np(0, S21(X′X)−1(X′0X0)(X′X)−1).
Since S21
p→ σ 2, we get conditionally given y1
(X′X)−1X′0e˜
∗
0
d→ Np(0, σ 2(X′X)−1(X′0X0)(X′X)−1).
But this distribution does not depend on y1 and hence asymptotically it is independent of y1 and thus of b1. Under the
assumption that max1≤j≤n1 h1jj → 0, we have
b1
d→ Np(β, σ 2(X′1X1)−1).
Because of the asymptotic independence of b1 and (X′X)−1X′0e˜
∗
0 , thus we get
b∗I
d→ Np(β, σ 2 Q),
where Q is given in (2.11). Thus, any consistent estimator of σ 2Q can be used to achieve asymptotic normality. 
Proof of Theorem 2.5. We recall that
V∗B =
1
m− 1
m∑
i=1
(b∗∗Ii − b∗∗I· )(b∗∗Ii − b∗∗I· )′,
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where
b∗∗Ii − b∗∗I· = C1(e˜∗1i − ¯˜e
∗
1·)+ (X′X)−1X′0(e˜∗∗0i − ¯˜e
∗∗
0· )
and ¯˜e∗1· and ¯˜e
∗∗
0· are given in (2.27). Since e˜
∗
1i and e˜
∗∗
0i are independently distributed, we can show that
E∗(V∗B) = S21
[
(X′1X1)
−1 + (X′X)−1(X′0X0)(X′X)−1
]
.
From the above expression of V∗B , the consistency follows from the law of large numbers. 
Proof of Theorem 3.1. (a) By taking the conditional expectation of the first term on the right side of (3.1), we have
E∗[y1 − X1b1 − X1(X′X)−1X′0e˜∗∗0i ]′[y1 − X1b1 − X1(X′X)−1X′0e˜∗∗0i ]
= (n1 − p)S21 + tr[(X′X)−1(X′1X1)(X′X)−1(X′0X0)] S21 .
Similarly, for the second term we have
E∗[X0b1 + e˜∗∗0i − X0b1 − X0(X′X)−1X′0e˜∗∗0i ]′[X0b1 + e˜∗∗0i − X0b1 − X0(X′X)−1X′0e˜∗∗0i ]
= S21
[
n0 − 2tr[(X′X)−1(X′0X0)] + tr[(X′X)−1(X′0X0)(X′X)−1(X′0X0)]
]
.
Hence,
(n− p)E∗(S∗∗2i ) = (n− p) S21 − S21 tr[(X′X)−1(X′0X0)].
Thus,
E∗(S∗∗2i ) = S21 −
S21
n− p tr[(X
′X)−1(X′0X0)].
(b) (m− 1)Bˆ∗∗ =
m∑
i=1
(b∗∗Ii − b∗∗I· )(b∗∗Ii − b∗∗I· )′
= (X′X)−1X′0
[
m∑
i=1
(e˜∗∗0i − ¯˜e
∗∗
0· )(e˜
∗∗
0i − ¯˜e
∗∗
0· )
′
]
X0(X′X)−1.
Hence,
E∗(Bˆ
∗∗
) = (X′X)−1(X′0X0)(X′X)−1S21 .
The result (c) follows from (a) and (b) noting that E(S21) = σ 2. 
Proof of Theorem 3.2. Since from (2.4), C1C′1 = (X′1X1)−1, we have
Cov(b˜
∗∗
I· ) = Cov
[
b1 + (X′X)−1(X′0X0)C1 ¯˜e
∗
1· + (X′X)−1X′0 ¯˜e
∗∗
0·
]
= Cov(E∗(b˜∗∗I· ))+ E(Cov∗(b˜
∗∗
I· ))
= σ 2(X′1X1)−1 +
σ 2
m
(X′X)−1(X′0X0)C1C
′
1(X
′
0X0)(X
′X)−1 + σ
2
m
(X′X)−1(X′0X0)(X
′X)−1
= σ 2(X′1X1)−1 +
σ 2
m
(X′X)−1(X′0X0)(X
′
1X1)
−1
= σ 2
[
(X′X)−1 + m+ 1
m
[
(X′1X1)
−1 − (X′X)−1]] . 
Proof of Theorem 3.3. (a) We first note that
y1 − X1b˜∗∗Ii = y1 − X1b1 − X1(X′X)−1(X′0X0)C1e˜∗1i − X1(X′X)−1X′0e˜∗∗0i .
Hence,
E∗[(y1 − X1b˜∗∗Ii )′(y1 − X1b˜
∗∗
Ii )] = (n1 − p)S21 + S21 tr[C′1(X′0X0)(X′X)−1(X′1X1)(X′X)−1(X′0X0)C1]
+ S21 tr[X0(X′X)−1(X′1X1)(X′X)−1X′0]
= (n1 − p)S21 + S21 tr[(X′0X0)(X′X)−1].
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Similarly, y∗∗0i − X0b˜
∗∗
Ii is equal to
X0b1 + X0C1e˜∗1i + e˜∗∗0i − X0
[
b1 + (X′X)−1(X′0X0)C1e˜∗1i + (X′X)−1X′0e˜∗∗0i
]
= X0
[
C1 − (X′X)−1(X′0X0)C1
]
e˜∗1i +
[
I− X0(X′X)−1X′0
]
e˜∗∗0i .
Hence,
E∗[(y∗∗0i − X0b˜
∗∗
Ii )
′(y∗∗0i − X0b˜
∗∗
Ii )] = S21 tr
[
X0
(
I− (X′X)−1(X′0X0)
)
C1C′1
(
I− (X′0X0)(X′X)−1
)
X′0
]
+ S21 tr[I− X0(X′X)−1X′0]2
= n0 S21 − S21 tr[(X′0X0)(X′X)−1].
Therefore,
E(S˜∗∗2i ) = (n− p)−1E
[
(n1 − p)S21 + S21 tr[(X′0X0)(X′X)−1] + n0S21 − S21 tr[(X′0X0)(X′X)−1]
]
= E(S21) = σ 2.
(b) We note that
b˜
∗∗
Ii − b˜
∗∗
I· = (X′X)−1(X′0X0)C1(e˜∗1i − ¯˜e
∗
1·)+ (X′X)−1X′0(e˜∗∗0i − ¯˜e
∗∗
0· ).
Therefore,
(m− 1) ˆ˜B
∗∗
=
m∑
i=1
(b˜
∗∗
Ii − b˜
∗∗
I· )(b˜
∗∗
Ii − b˜
∗∗
I· )
′
= (X′X)−1(X′0X0)C1
(
m∑
i=1
(e˜∗1i − ¯˜e
∗
1·)(e˜
∗
1i − ¯˜e
∗
1·)
′
)
C′1(X
′
0X0)(X
′X)−1
+ (X′X)−1(X′0X0)C1
(
m∑
i=1
(e˜∗1i − ¯˜e
∗
1·)(e˜
∗∗
0i − ¯˜e
∗∗
0· )
′
)
X0(X′X)−1
+ (X′X)−1X′0
(
m∑
i=1
(e˜∗∗0i − ¯˜e
∗∗
0· )(e˜
∗
1i − ¯˜e
∗
1·)
′
)
C′1(X
′
0X0)(X
′X)−1
+ (X′X)−1X′0
(
m∑
i=1
(e˜∗∗0i − ¯˜e
∗∗
0· )(e˜
∗∗
0i − ¯˜e
∗∗
0· )
′
)
X0(X′X)−1.
Hence,
(m− 1)E∗( ˆ˜B
∗∗
) = (m− 1)
[
(X′1X1)
−1 − (X′X)−1
]
S21 .
Thus,
E( ˆ˜B
∗∗
) = [(X′1X1)−1 − (X′X)−1] σ 2.
(c) From the above results, we have
E( ˆ˜T
∗∗
) = σ 2(X′X)−1 + (1+m−1) [(X′1X1)−1 − (X′X)−1] σ 2
= σ 2(X′X)−1 +m−1 [(X′1X1)−1 − (X′X)−1] σ 2
= Cov(b˜∗∗I· ). 
Proof of Theorem 3.4. Recall that
b˜
∗∗
I· = b1 + (X′X)−1(X′0X0)C1 ¯˜e
∗
1· + (X′X)−1X′0 ¯˜e
∗∗
0· ,
where ¯˜e∗1· and ¯˜e
∗∗
0· are defined in (2.27). Therefore, conditionally given y1
(X′X)−1(X′0X0)C1 ¯˜e
∗
1·
d→ Np
(
0,
S21
m
(X′X)−1(X′0X0)(X
′
1X1)
−1(X′0X0)(X
′X)−1
)
,
(X′X)−1X′0 ¯˜e
∗∗
0·
d→ Np
(
0,
S21
m
(X′X)−1(X′0X0)(X
′X)−1
)
,
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asm→∞. Since S21
p→ σ 2, then
(X′X)−1(X′0X0)C1 ¯˜e
∗
1·
d→ Np
(
0,
σ 2
m
(X′X)−1(X′0X0)(X
′
1X1)
−1(X′0X0)(X
′X)−1
)
,
(X′X)−1X′0 ¯˜e
∗∗
0·
d→ Np
(
0,
σ 2
m
(X′X)−1(X′0X0)(X
′X)−1
)
.
It is noted that the above distributions do not depend on y1 and hence, asymptotically independent of y1 and thus of b1.
Under the assumption that max1≤j≤n1 h1jj → 0, we have
b1
d→ Np
(
β, σ 2(X′1X1)
−1) .
Because of the asymptotic independence of b1, (X′X)−1(X′0X0)C1 ¯˜e
∗
1· and (X
′X)−1X′0 ¯˜e
∗∗
0· , we have[
Cov(b˜
∗∗
I· )
]− 12
(b˜
∗∗
I· − β) d→ Np (0, I) .
To prove the consistency of ˆ˜T
∗∗
, we note that
1
m
m∑
i=1
S˜∗∗2i
p→ σ 2.
Therefore
(X′X)−1
(
1
m
m∑
i=1
S˜∗∗2i
)
p→ (X′X)−1σ 2.
From the above expression of ˆ˜B
∗∗
given in the proof of Theorem 3.3, and using the law of large numbers, we have
ˆ˜B
∗∗ p→ [(X′1X1)−1 − (X′X)−1] σ 2.
The consistency of ˆ˜T
∗∗
follows immediately. Therefore,
ˆ˜T
∗ ∗− 12
(b˜
∗∗
I· − β) d→ Np (0, I) . 
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