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Abstract
Amathematical model is developed for the simultaneous treatment of PLGA degradation and erosion
and diusive drug release with autocatalytic eects and nonconstant eective diusivity of the drug.
A mechanistic reaction-diusion model with pore evolution coupled to hydrolysis and related to
the eective diusivity through hindered diusion theory is proposed. Experimental background
motivating the attention to the size-dependent eects of autocatalysis on drug release and a brief
review of related mathematical models are presented. The model equations are derived, solved
numerically with a computational code developed for this work and described in detail, and compared
to the analytical solutions to the model in limiting cases. The model performance for the case of
drug release from microspheres of dierent sizes is presented to highlight the capability of the model
for predicting size-dependent, autocatalytic eects on the polymer and the release of drug.
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Proverbs 3:5-6
Trust in the Lord with all your heart, and lean not on your own understanding.
In all your ways acknowledge Him, and He shall direct your paths.
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Chapter 1
Introduction
1.1 Motivation
Controlled-release drug delivery systems are being developed as alternatives to
conventional medical drug therapy regimens for pharmaceuticals that require
frequent administrations. The types of drugs of particular interest are deactivated
quickly due to short in vivo half-life or eliminated from the body before the active
agent can be completely utilized. Traditional drug regimens include oral, inhalation,
topical, and injection dosage forms. Figure 1.1 illustrates the dierences between
concentration proles for controlled-release and traditional drug delivery systems.
For traditional drug delivery, the concentration increases, peaks, and decays for
some period of time after the dose is administered. To prevent peaks of high toxic
concentration, traditional therapies must use suciently small dosages. The
concentration diminishes over time as the drug is used by or expelled from the body.
The drug must be re-administered to maintain the concentration in the therapeutic
region and to minimize the time elapsed at low, ineective concentrations while the
therapy is needed. Controlled-release drug delivery enables drug concentrations to
be sustained at desired levels within the therapeutic regime for extended periods of
time.
By releasing drug molecules in a controlled manner over time from a single
administration, controlled-release systems have the potential to provide better
management of drug concentrations, reduce side eects caused by concentration
extremes and repeated administrations, and improve patient compliance as
1
Figure 1.1: Typical release proles for controlled-release and traditional drug delivery systems.
compared to conventional regimens [3{6]. Despite these advantages, the
implementation of controlled-release drug delivery devices for human patients has
been gradual as the design of controlled-release devices depends heavily on
trial-and-error experiments.
Models are commonly used for understanding, prediction, and design [7].
This dissertation is primarily focused on utilizing models for understanding with
attention to their predictive capability for further design work. First-principles
modeling is used to develop a deeper understanding of the underlying mechanisms
of controlled-release drug delivery, which is needed for the prediction of drug release
proles over a wide range of conditions to be used in the model-based design of
microparticles to produce a desired release prole. Empirical and semi-empirical
models as commonly applied in the drug delivery eld have very limited predictive
ability outside of the specic experiments used to t parameters in the models.
First-principles models have the potential for prediction for large changes in the
microparticle design, such as designing microparticles with multiple polymer phases,
which can be useful for achieving long-term constant dosage rates or pulsatile
vaccine administrations.
Bulk-eroding, aliphatic polyesters such as poly(D,L-lactic-co-glycolic acid)
(PLGA) formulated as microparticles have been extensively studied for
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controlled-release drug delivery mainly because of the biodegradable and
bioabsorbable qualities that allow for the passive degradation of the polymer in
aqueous environments such as living tissues and for the harmless incorporation of
degradation products into the surrounding media [8{10]. Many experimental studies
have been conducted to characterize the polymer microparticle degradation and
erosion processes and the release of drug molecules from the microparticles [11{27].
1.2 Scope of Research
1.2.1 Research Objectives
The research objectives for this dissertation concern the modeling of drug release
from PLGA microspheres.
1. Develop a mechanistic model for reaction and diusion in PLGA microspheres.
(a) Consider alternative kinetic models for autocatalytic polymer hydrolysis.
(b) Couple pore growth to hydrolysis reaction kinetics.
(c) Treat eective diusivity as a variable in space and time dependent on
pore growth using hindered diusion.
2. Verify model performance for limiting cases with analytical solutions.
3. Explore eects of physically relevant parameters on the model.
1.2.2 Unique Aspects
The dissertation is focused on the development and use of a mechanistic model for
polymer degradation and diusive drug release from PLGA microspheres that treats
the autocatalytic hydrolysis reaction, diusive transport with a variable eective
drug diusivity, and mass erosion through the developing pore network. The
components of the model are coupled, are functions of radial position and time, and
are considered simultaneously.
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Four dierent elementary kinetic rate laws for hydrolysis of PLGA by
uncatalyzed and catalyzed mechanisms are given as options in the model to account
for dierent possible chemical reactions in the system. The carboxylic acid end
groups, the ester bonds, the soluble small polymer oligomers, and the insoluble large
polymer oligomers are considered as reactive species in the system. The net rates of
generation of each of the reactive species for the four kinetic rate laws are derived.
The use of multiple rate laws in the model allows for improving the understanding
of the kinetic behavior in the microsphere system with simultaneous reaction and
diusion. The limits of the assumptions of each rate law can be assessed when the
model is implemented. The rate laws used here are the rst-order rate law for
uncatalyzed hydrolysis and the pseudo-rst-order rate law, the quadratic-order rate
law, and the 1.5th-order rate law for autocatalytic hydrolysis.
Transport eects through porous networks and through the polymer bulk are
taken into account by the model. Both hydrolytic degradation and diusive erosion
of the polymer are used to determine the eective diusivity of the drug for
diusion through the pores in the polymer. The eective diusivities of the
water-soluble polymer oligomers and monomers and the drug species increase as the
hydrolytic degradation proceeds due to enhanced porous diusion pathways through
the evolving pore network. In order to account for this eect in the model, the
eective diusivities of the drug and soluble oligomers can be varied using hindered
diusion through the aqueous pores that grow with the progression of the polymer
degradation reaction and subsequent dissolution of soluble oligomers. The model
has options to consider constant eective diusivities, a combination of constant
and variable eective diusivities for dierent species, or variable eective
diusivities for all diusing species. The hindered diusion theory is applied to the
dynamic systems with growing distributions of pores rather than the traditional
static, uniform pore size.
The numerical methods to solve the partial dierential equations (PDEs) of
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the model include the nite dierence discretization scheme for the spatial
derivatives of the diusion term with eective diusivity as a function of the radius
and time. Eective diusivity is almost always treated as a constant or a function
of the concentration or the time. The discretization scheme for the general case of
eective diusivity as a function of position and time is presented.
This dissertation work features a well-commented computational code
(available in Appendix B) that can be used to consider the model components
independently or in a coupled fashion and to switch between dierent kinetic rate
laws and dierent denitions of the eective diusivity for the diusing species.
Overviews of the subroutines of the code and diagrams of the interactions between
the subroutines are provided. A sample batch le for running the code and dening
the input parameters and options at run time for each simulation with a common
executable is also included.
The computational code is thoroughly veried to assess the numerical model
performance compared to analytical solutions for limiting cases. The rst limiting
case, the reaction-dominant limit where no diusion is observed, is used for
verication of the reaction components of the model for the four hydrolysis reaction
rate laws. The analytical solutions for the carboxylic acid end group and ester bond
concentrations are derived for each of the rate laws. The analysis draws on several
references but is more thoroughly presented than in the previously published works.
The second limiting case, the diusion-dominant limit where no reaction is
observed, is used for verication of the diusion component of the model with
constant eective diusivity. The third limiting case, the single-component limit for
the reaction-diusion of COOH independent of other species, is used with the
pseudo-rst-order rate law for the autocatalytic hydrolysis reaction with constant
diusivity for verication of the reaction and diusion components acting
simultaneously. The derivation of the analytical expression for the concentration
prole diers from the traditional treatment of reaction and diusion within porous
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catalysts in that the hydrolysis reaction results in net generation rather than net
consumption as in the catalysis literature. This leads to a dierent eigenfunction
based on the sign of the eigenvalues due to the reaction rate. Also, the dynamic
concentration prole is derived using the method of eigenfunction expansions rather
than simply determining the steady-state concentration prole.
Towards the aim of investigating the size-dependent autocatalytic eects on
diusive drug release, the model predictions are highlighted for the case of varying
microsphere sizes with variable eective diusivity coupled to the hydrolysis of the
eroding polymer. The most signicant nding is that the model can predict
size-dependent drug release that is consistent with expectations from autocatalytic
considerations|larger microspheres release drugs faster than smaller
microspheres|rather than the size-dependent behavior for diusion-controlled
systems (the model is capable of capturing this behavior as well).
1.2.3 Potential Impact of Study
Polymer microparticles have been fabricated with a variety of congurations
including solid microspheres composed of a single type of polymer, thin-shelled
microcapsules with aqueous interiors, and core-shell microspheres with solid cores of
one polymer surrounded by outer shells of another polymer [27{31]. The model
developed in this dissertation could be used in the design of distributions of polymer
microparticles of dierent congurations composed of bulk-eroding, aliphatic
polyesters.
Mixing uniform distributions of microspheres of dierent sizes yields release
proles that are mass-weighted averages of the release proles for the individual
sizes [32]. Lee et al. [33] applied a linear summation of individually measured
release proles to tune release proles for arrays of PLGA microspheres. The release
proles for a variety of types of microspheres were known experimentally. A matrix
was used to predict the relative amounts of each known sample to produce the best
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t for the targeted prole. Then a mixture of the samples was studied
experimentally to validate the predictions. Lee et al. [33] were able to produce
constant and pulsatile release rates from this procedure. To improve upon this
technique, the model developed in the present work could be used to
computationally explore a larger span of basis sample sets to allow for ner tuning
of microsphere mixtures to attain desired release proles with greater accuracy. The
potential impact of this is a reduction in the number of experiments needed to
optimize the controlled release microparticles. Berchane, Jebrail, and Andrews [34]
also optimized populations of microspheres to achieve desired drug release proles.
They utilized microsphere samples that diered in size, polydispersity, and polymer
molecular weight. They used a model to predict the release proles from optimized
linear combinations of samples, and the results were validated using in vitro release
experiments. Berchane et al. [34] presented a good strategy for using simulations to
optimize drug release proles from PLGA microspheres, but the model implemented
was semi-empirical and did not account for autocatalysis. The model developed in
this dissertation could be incorporated in a similar optimization strategy for
tailoring drug release proles for specic drug delivery applications.
1.3 Organization
This dissertation is organized as follows. In Chapter 2 the background concepts of
the polymer autocatalytic degradation mechanism, polymer microsphere erosion,
and drug release are described. A brief review of published models is presented in
Chapter 3. The model framework is introduced in Chapter 4. The components of
the model for fullling Objective 1 are derived in the next two chapters: the
reaction component of the model is detailed in Chapter 5 for Objective 1.a and the
pore growth and diusion components of the model are detailed in Chapter 6 for
Objective 1.b and Objective 1.c. The full set of model equations are summarized in
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Chapter 7. In Chapter 8 the numerical methods used to solve the model equations
numerically are highlighted. The Fortran implementation of the model equations is
described in Chapter 9. The verication of the model satisfying Objective 2 is
presented in Chapter 10. The model predictions to satisfy Objective 3 are discussed
in Chapter 11. Conclusions are presented in Chapter 12. The peer-reviewed
conference proceedings paper [35] associated with this dissertation work is
reproduced in Appendix A. The Fortran code used for solving the model equations
numerically is included as Appendix B.
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Chapter 2
Background Concepts
This chapter provides an overview of the phenomena related to the
controlled-release drug delivery from bulk-eroding, aliphatic polyesters.
Acid-catalyzed polyester hydrolysis is described in Section 2.1. Polymer erosion is
detailed in Section 2.2. The coupling between degradation and erosion is explained
in Section 2.3, and the overall drug release process is outlined in Section 2.4.
Several synthetic, biodegradable polyesters have been extensively studied for
drug delivery applications. These include polymers and copolymers derived from
lactic acid and glycolic acid (structure shown in Figure 2.1): poly(D,L-lactic acid)
(PLA), poly(glycolic acid) (PGA), poly(D,L-lactic-co-glycolic acid) (PLGA) [3,36].
Other aliphatic polyesters such as poly(hydroxy butyrate) (PHB) and
poly(-caprolactone) (PCL) have more limited applicability for drug delivery as
these polymers have high hydrophobicity [37] and do not readily degrade in aqueous
media.
O
O R
OHO
RO
R
OH
O
n
lactide unit: R = CH3
glycolide unit: R = H
Figure 2.1: Structure of PLA (all R's replaced by methyl groups), PGA (all R's replaced by hydrogen
atoms), or PLGA (some fraction of R's replaced by methyl groups and the remaining fraction
replaced by hydrogen atoms). n is the number of interior glycolide and/or lactide monomeric units.
Several processes contribute to the overall rate of drug release from polyester
microparticles including chemical degradation of the polymer by the autocatalytic
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ester hydrolysis reaction, polymer erosion, pore structure evolution as a result of
mass erosion, and drug release by diusion through the polymer matrix and the
aqueous pore structure. In the present work, the term degradation refers to the
process through which the polymer chain bonds are hydrolyzed to form oligomers
and monomers. The term erosion refers to the loss of mass due to diusion of
water-soluble, small oligomers and monomers, along with the drug compound, out
of the polymer matrix. These denitions are the same as those given by
Gopferich [8] and have been widely adopted in the literature.
2.1 Acid-Catalyzed, Hydrolytic Degradation
Polyesters are depolymerized in the presence of water. The hydrolysis reaction
cleaves the ester bonds of polymer chains. The reaction can be catalyzed by acids or
bases, but experimental data on the acidic local pH within PLGA
particles [18,38{41] suggest that only the acid-catalyzed reaction mechanism is
relevant for polyester microparticles. The acid-catalyzed mechanism is the
bimolecular, acyl-oxygen cleavage AAC2 mechanism for ester hydrolysis [42,43]. The
acid catalyst source can be external from strong acid in the medium
(non-autocatalytic reaction) or internal from the carboxylic acid end groups of the
polymer chains (autocatalytic reaction).
The AAC2 mechanism for polyester hydrolysis consists of the following
reactions (see Figure 2.2) [42]:
 the carbonyl oxygen is protonated and forms a resonance structure,
 water adds to the electrophilic carbonyl carbon,
 a proton on the OH+2 group is transferred to the R0O group,
 the bond between carbon and the R0OH group is cleaved, and
 the carboxyl product is deprotonated.
10
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Figure 2.2: AAC2 mechanism for acid-catalyzed ester hydrolysis.
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The addition of water to the protonated ester is the rate-determining step.
While the concentration of acidic carboxyl end groups is low and the total number of
ester linkages is high, all ester bonds have equal probability of cleavage with random
chain scission as the dominant mode for depolymerization. As the concentration of
end groups increases, the autocatalytic eect becomes more pronounced, and
cleavage by chain-end scission where ester bonds near the ends of polymer chains
are preferentially hydrolyzed can become signicant [44,45]. The chain scission is
specic to glycolic linkages as the more hydrophilic glycolic units are hydrolyzed
faster than lactic units [11]. The glycolic and lactic monomer units are randomly
dispersed throughout the polymer chains, so there is an average chain cleavage
probability for any given copolymer ratio. In the present work, PLGA composed of
a 50:50 ratio of lactic acid to glycolic acid is the primary focus. This work can be
extended to other copolymer ratios by considering the appropriate rate constants
for the hydrolytic cleavage of those polymers along with the appropriate materials
properties for the polymers. The carboxylic acid end group for a specic reacting
polymer chain may be protonated or deprotonated; the local acid concentrations
from all sources including other polymer chains and the medium can catalyze the
reaction. The reaction is autocatalytic if the dominant acid catalyst source is the
dissociated proton from the carboxyl end groups of the PLGA polymer chains in the
vicinity of the reacting polymer rather than from an external source [46].
The acid-catalyzed, ester hydrolysis mechanism is summarized by
Pn+H2O+H
+ 
 Pm+Pn m+H+; n = 2, 3, . . . and m = 1, 2, . . . , n  1; (2.1)
where Pn denotes polymer chains with degree of polymerization n and H
+ is the
acid catalyst. The reaction has the rate constants kfwd and krev for the forward and
reverse reactions, respectively. The hydration is a relatively fast process compared
with the timescales for polymer degradation and erosion|on the order of a few
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minutes compared to weeks or months|so PLGA, PLA, and PGA are classied as
bulk-eroding polymers [47{49]. Since the hydration of the matrix is much faster
than the rate of hydrolysis, it is assumed that there is an excess of water in the
polymer matrix. The forward hydrolysis reaction in aqueous solutions is kinetically
favored to go to completion [50], thus the reverse reaction can be considered to be
negligible. The reverse esterication reaction is favored in alcoholic solutions [50],
which are not considered in the present work. In subsequent consideration of the
mechanism, the reverse reaction is assumed to be negligible.
2.2 Erosion
Biodegradable polymers erode as a result of the hydrolysis reaction; the polymers
lose mass due to transport of soluble degradation products and the drug compound
out of the microparticles. Polymer erosion is classied as surface-eroding or
bulk-eroding [4, 8, 11,36]. With surface-eroding polymers like polyanhydrides, the
rate of penetration of water from bodily uids in vivo or from the buer medium in
vitro into the polymer bulk is slower than the rate of polymer degradation at the
surface. Surface-eroding polymers react from the surface inward. Bulk-eroding
polymers are polymers in which the rate of water penetration is faster than the
polymer degradation rate. Generally, the reaction in bulk-eroding polymers is
homogenous throughout the polymer bulk. PLGA is a bulk-eroding polymer [47{49].
The erosion depends on the degradation, dissolution, and diusion
processes [51]. The degradation process is treated by the hydrolysis reaction. In the
present work, the dissolution of water-soluble oligomers and drug molecules are
assumed to occur on faster time scales than diusion and degradation. This is a
suitable assumption for drug compounds that are water-soluble. For drug
compounds with low water solubility, the drug dissolution rate could be included in
the model as in [52]. Drugs with dierent chemical properties|solubility, molecular
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weight, and OH group density|have been shown to have dierent release behavior
from PLGA pellets; however, the absence of strong correlations between the
properties and the release behavior indicate that release behavior is not easily
mapped to drug type [53]. In the present work, the drug compounds are assumed to
be water-soluble.
According to Kulkarni et al. [54] and van Nostrum et al. [44], poly(D,L-lactic
acid) oligomers with degrees of polymerization less than 10 are water soluble.
Batycky et al. [45] report that PLGA oligomers of the same range of degrees of
polymerization as PLA water-soluble oligomers, up to and including nonamers, are
water soluble. Zhao, Hunter, and Rodgers [55] also use nonamers as the largest
soluble oligomers in their modeling work. In the present work, the oligomers from
monomers to nonamers are considered as completely soluble and are referred to as
small oligomers for PLGA. Larger oligomers are assumed to be insoluble. Only
water-soluble oligomers and monomers, their attached COOH end groups and
interior ester bonds, and drugs are transported by diusion.
PLA, PGA, and PLGA can sometimes exhibit heterogeneous erosion
behavior where the interior degrades faster than the polymer surface. This
phenomenon is size-dependent; larger microspheres have been observed to
experience faster erosion in their centers than smaller microspheres [22{25,41,56].
The eective diusivity has been observed to increase with increasing microsphere
diameter [25]. The cause of the heterogeneous mass loss in bulk-eroding polymers is
generally attributed to the autocatalytic hydrolysis reaction by which the polymer
chemically degrades [25,26,41,57].
The drug compound in a drug delivery polymer particles may be released by
diusion through the polymer matrix, diusion through aqueous pores, dissolution
coincident with polymer dissolution, or osmotic pumping [58]. Diusion through the
dense polymer matrix is possible [59] but is limited to small, hydrophobic
molecules [58]. Macromolecular drugs are the most common type of encapsulated
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drugs, so diusion through the aqueous pores is an important mode of
transport [60]. Dissolution of the polymer matrix to release the drug without mass
transport is typical of surface-eroding polymers rather than bulk-eroding polymers
so is not considered here. Osmotic pumping is also not commonly used for
PLGA [58]. Thus, in this dissertation, drug diusion through the polymer matrix
and through the aqueous pores are considered as the parallel modes of release from
the polymer particle to treat small and large drug molecules and to account for
transport prior to signicant development of the pore network. The dynamics of
pore growth due to hydrolytic degradation and the dependence of eective
diusivity on the average pore size in hindered diusion are discussed in detail in
Chapter 6.
The drug may be loaded in the polymer in a number of ways. A reservoir
system refers to a bolus of drug surrounded by a release rate controlling membrane,
and monolithic systems are those with drug dispersed continuously throughout a
release rate controlling material [61]. Here only monolithic systems are considered
with drug loading below the drug solubility limit such that the drug is dissolved in
the polymer matrix.
2.3 Coupling Between Autocatalytic Degradation and
Erosion
Figure 2.3 illustrates the size-dependent eects of autocatalysis. At the onset of
degradation, all particle sizes hydrolyze polyesters at similar rates while generating
acidic byproducts. Hydrolysis eventually leads to erosion when suciently small
water-soluble oligomer fragments from degraded polyesters are transported away
from the reaction site. If the diusion process controlled the drug release without
inuence by polymer degradation, larger microparticle sizes would be expected to
have smaller relative release rates than smaller particles as the diusion pathways
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would be longer and the concentration gradients would be smaller. Contrary to this
intuitive diusion-controlled behavior, polymer degradation does inuence the drug
release rates for dierent sized particles.
In domains close to the external surfaces of microparticles (such as those
indicated with arrows in Figure 2.3, the diusion lengths are suciently small for
the acidic oligomer hydrolysis byproducts to diuse out of the particles; in smaller
microparticles, the entire volume can have short diusion lengths. Acidic polymer
fragments that remain in the microparticles have hindered mobility in regions
farther from the external surfaces where transport is limited by greater diusion
lengths. This leads to an accumulation of acidic degradation byproducts in the
interior of larger microparticles, which results in a decrease in the microenvironment
pH. The acidic end groups further catalyze the hydrolysis reaction leading to
accelerated degradation particularly in the interior of large microparticles due to the
limited acid transport out of the center. Over time, the autocatalytic eect becomes
more pronounced, and microspheres can form heterogeneous, hollow interiors [26].
Small microspheres without long diusion lengths are less susceptible to acidic
buildup and heterogeneous degradation. Experimentalists have reported evidence of
local pH drop due to the accumulation of the acidic byproducts of the polymer
hydrolysis and have detected degradation rates that increase with polymer particle
size as a result of autocatalysis [12, 17{20,25{27,38,41,62{64]. This provides very
strong evidence that the drug release prole is a consequence of the coupling
between the autocatalytic reactions and diusion of acidic reaction products out of
the microparticle [12].
2.4 Overall Drug Release Process
Figure 2.4 shows a schematic for the steps related to the morphology and transport
in the overall drug release process from microspheres made of bulk-eroding polymers
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Large particle Small particle 
Figure 2.3: Size-dependent autocatalysis in PLGA Microspheres. Lighter colors indicate more accel-
erated autocatalysis. Arrows indicate regions were diusion lengths are not prohibitive for reaction
products to diuse out of the microsphere before leading to enhanced autocatalysis. Time progresses
from the top panel to the bottom panel with autocatalysis becoming more signicant in the interior
of the large particle.
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such as PLGA. Figure 2.5 shows the phases of drug release process with respect to
the relative time scales. The overall drug release process has been described in the
literature [36,58,65]. The drug molecules are initially distributed throughout the
polymer matrix in a manner dependent on the microparticle fabrication technique.
Before the drug release is initiated, water from bodily uids in vivo or from the
buer medium in vitro must hydrate the polymer matrix of the microspheres. The
hydration is a relatively fast process compared to the timescales for polymer
degradation and erosion. The water in the polymer matrix can hydrolyze the
polymer chains to break them into smaller fragments. Small oligomers are capable
of diusing out of the bulk leaving void volumes in the polymer due to the oligomer
mass loss. The void volumes can be connected as pores. The drug is transported
through the polymer matrix and through pores due to a concentration gradient.
The drug diuses more readily in aqueous pores than in the polymer matrix, so the
eective drug diusivity increases as the pore network develops due to the
hydrolysis of the polymer. Signicant mass loss of the polymer occurs as oligomers
are solubilized into the pores and the medium, and the pores grow larger than the
size of the drug and oligomer molecules. Figure 2.4 illustrates how the polymer
degrades hydrolytically, the pore network develops, and the drug is transported out
of the microsphere|all of these processes occur in concert for the duration of the
drug release process.
An initial burst eect can occur where a signicant percentage of the drug is
released during the early stage of the release process. This eect has been reported
for some formulations of PLGA microspheres; this initial burst can be diminished or
eliminated by adjusting the fabrication technique [27,66]. In the present work, any
initial burst is assumed to occur on a time scale much faster than that of drug
release by diusion through the polymer matrix or aqueous pores. The model uses
the drug distribution after burst as the initial condition. If experimental evidence
for burst is available, the cumulative release prole for the drug can be adjusted to
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Figure 2.4: Morphology and transport stages of the drug release process for bulk-eroding biodegrad-
able polymer microspheres.
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Figure 2.5: Relative time scales for the drug release process for PLGA microspheres.
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include the amount of drug released through the initial burst.
The degradation of the polymer bulk constitutes a dominant fraction of the
overall time for the drug release process. After the pore network is suciently
developed, the drug transport increases rapidly and bulk mass loss occurs relatively
quickly.
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Chapter 3
Literature Review of Modeling
Eorts
Over the past few decades, many mathematical models have been developed for
polymeric drug delivery devices and comprehensive reviews of the modeling eorts
have been published [36,67,68]. These models can be distributed among three
categories based on the mechanisms of drug release [67]: diusion-controlled
systems (diusion from non-degrading polymers), swelling-controlled systems
(enhanced diusion from polymers that swell in aqueous media), and
erosion-controlled systems (release as a result of degradation and erosion of
polymers). For biodegradable polyesters such as PLGA, PLA, and PGA, the drug
release occurs through a combination of polymer degradation and erosion, which is
classied as being erosion-controlled. Only models developed for erosion-controlled
systems are discussed here as they are the most relevant for the bulk-eroding
polymers of interest. The focus of this brief review is on how models treat the
chemical degradation of the polymer and the diusion of the drug and reaction
products. Some components of previously published models are utilized in
subsequent chapters on the components of the proposed model; these aspects are
highlighted in the reviews of the literature models.
3.1 Empirical vs. Mechanistic Models for
Erosion-Controlled Systems
Both empirical and mechanistic models have been developed for drug release from
erosion-controlled systems. A semi-empirical model for drug release from bioerodible
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polymer microspheres and disks has been proposed that uses an approximate
solution to the Fickian diusion equation for time-dependent, exponentially-growing
diusivity and a correlation for the matrix erosion process [69]. The autocatalytic
eects in [69] were considered by allowing the diusivity to increase exponentially
with time, and several sets of experimental data were t to the model. A common
approach is to use an exponentially decreasing molecular weight or increasing
diusivity based on an empirical t to data in coordination with an analytical
solution to a special case of the Fickian diusion equation [59,70,71]. Empirical or
correlative models generally only apply to a specic set of experimental conditions
and are not useful for predicting drug release behavior outside of the conditions of
the experiments used to construct the models [68]. In contrast, mechanistic models
have the capability to apply generally to multiple data sets and can be used to
simulate behavior for varied physical conditions. Mechanistic models for
erosion-controlled polymer microspheres aim to account for the mass transport and
chemical reactions that contribute to the overall drug release process [67].
3.2 Reaction-Diusion Models and Cellular Automata
Models
Mechanistic erosion-controlled models have been characterized as being in one of
two categories [67]: reaction-diusion models and cellular automata models. The
rst category considers the overall polymer erosion process as a combination of
transport and chemical reactions through use of deterministic equations, while the
second category treats erosion as a random process using Monte Carlo simulations.
The cellular automata models have been applied to surface-eroding and to
bulk-eroding systems [72{76]. Cellular automata models can represent the evolution
of pores but have the drawback of not being able to explicitly account for
autocatalysis in a mechanistic manner. As autocatalysis is important for the
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size-dependent degradation heterogeneities for bulk-eroding polyesters, cellular
automata models are not considered as candidate models in the present work.
3.3 Coupling Between Reaction and Diusion
Many mathematical models have been developed to predict degradation, erosion,
and drug release from erosion-controlled polymer
microparticles [45,49,67,69,72,77{82]. Researchers have proposed drug diusion
and dissolution models based on Fickian diusion and solubility eects [25, 83{87],
microstructural models involving degradation leading to erosion in pore
networks [45,55,88,89], and polymer degradation models which consider the
kinetics of random and chain-end scission mechanisms or intermediate combinations
of the two mechanisms for PLGA in solution [45,90]. Often the models focus on
only one of the processes involved in the drug release or treat the processes
independently rather than in a coupled manner [45,72,79]. The few models that
have included autocatalytic eects have not addressed all of the processes involved
in the overall drug release mechanism for the PLGA microsphere
system [49,69,77,78,80,81,91]. The nonlinearity, tight coupling, and dynamics of
the drug delivery processes makes it critical to model the eects in a coupled
manner rather than independently to obtain models that are predictive rather than
merely correlative [8]. Zilberman and Malka [82] developed a semi-empirical model
with a time-dependent diusion coecient as a function of changes to the polymer
weight loss and degree of crystallinity. They found that the degradation of the
polymer has a greater eect on the drug release prole than the change in polymer
crystallinity. Zhao, Hunter, and Rodgers [55] presented a mechanistic method for
coupling reaction to variable eective diusivity through hindered diusion and
pore evolution. This method can be applied to autocatalytic hydrolysis coupled to
erosion and drug diusion and release with spatial dependences.
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3.4 The Reaction Component of Reaction-Diusion Models
Autocatalytic hydrolysis kinetics have been modeled for autocatalytic reactions in
solution [92,93] and for the hydrolytic degradation of solid PLGA microspheres
without drug diusion [80,94,95]. Often polymer degradation is assumed to follow
well-mixed pseudo-rst-order kinetics even in models that aim to include
autocatalytic eects [17,25,34,53,59,96]. The discrepancy between theoretical
predictions made from existing models considering uncatalyzed depolymerization
kinetics and actual drug release experimental data has been attributed to the
models' failure to adequately treat autocatalysis [25]. For PLA, Siparsky et al. [93]
have shown that pseudo-rst-order kinetics are a good approximation for hydrolysis
catalyzed by an external strong acid but are insucient for modeling autocatalysis
where the catalyst is the internal weak carboxylic acid from the polymer end
groups. Quadratic, autocatalytic hydrolysis kinetics have been treated in several
reports [81, 92{94]. The limitation of quadratic kinetics for autocatalysis is the
inability to capture the eects of partial dissociation of the carboxylic acid end
groups. A kinetic expression has been derived to include partial dissociation eects
with half-order dependence on carboxylic acid [93]. This model t the kinetic data
very well except near the extrema of the data set. We believe that the agreement
can be improved by including the diusion of drug molecules and oligomers of the
degrading polymer.
3.5 The Diusion Component of Reaction-Diusion Models
Batycky, Hanes, Langer, and Edwards [45] proposed a model that calculated the
amount of initial drug burst via a desorption mechanism, accounted for
non-catalytic degradation kinetics using a combined random and chain-end scission
mechanism, and modeled pore creation mechanistically. In their model, the drug
diused out of a particle with a constant eective diusivity after the pores were
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formed. The model treated each of the processes as independent. As a result, there
was no explicit coupling between the polymer degradation and the drug release.
Additionally, there was no dependence on the intraparticle pH since the reactions
were simulated based on discrete kinetic equations developed by Zi and
McGrady [97] for generic polymer degradation kinetics in the absence of a catalyst.
Another disadvantage to Batycky et al. [45] model is its use of formulation-specic
parameters that had to be observed from experimental data. The model in the
present work uses readily available parameters and couples polymer degradation
and drug diusion through the drug diusivity.
J. Siepmann et al. [72] t drug release from PLGA microspheres to the
analytical solution of the equation for Fickian diusion towards a perfect sink
medium with a nite mass transfer coecient at the external particle surface and a
constant eective diusivity. The eective diusivity and mass transfer coecients
were determined for dierent size particles by a tting procedure. The eective
diusivity was observed to vary signicantly with the size of the microspheres.
When a constant value for the eective diusivity was used in the Fickian diusion
equation to determine the theoretical release behavior without autocatalytic eects,
the simulation results disagreed with the experimental data. This failure to predict
the drug release proles was used as evidence for the need to incorporate
autocatalytic eects into models to explain drug release behavior from bulk-eroding,
polyester microspheres. Thombre and Himmelstein [77] developed a model for
simultaneous transport and reaction from surface-eroding poly(orthoester) that
included autocatalytic eects, complete ionization of acidic species, and an eective
diusivity dependent on the extent of polymer degradation in a slab geometry.
Ding, Shenderova, and Schwendeman [83] derived a model based on dissolution
theory for the acidic PLGA degradation products into aqueous pores; their model
did not include drug release and depended on experimentally determined
parameters. The model in this dissertation includes the autocatalytic eects that
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the model of Siepmann et al. lacks by modifying Thombre and Himmelstein's model
to allow for partial or full dissociation of the catalyst and to apply to bulk-eroding
spherical PLGA while capturing microclimate pH variations throughout
microspheres along with drug release in a more thorough manner than the model
proposed by Ding et al. [83].
Mollica et al. [78] presented a model that described the time-dependent
radial drug concentration proles in a PLGA microsphere using a degradation front
that extended with time from the particle center to the surface and that allowed for
the progressive opening of pores for drug diusion. The model assumed that the
degradation followed rst-order reaction kinetics within the front boundary and
that no reaction occurred outside the boundary. The model closely t experimental
data for short times. Rothstein, Federspiel, and Little [79] developed a model to
simulate the development of the polymer matrix porosity using a rst-order
degradation rate expression and the diusion of the drug through the pore structure
of the polymer. The results were compared to experimental release studies for a
wide variety of drugs. The authors acknowledged that their correlation of eective
drug diusivity to particle size lacked a physically relevant expression to accurately
incorporate size-dependent autocatalytic eects. Wang et al. [80] modeled the
degradation of biodegradable polymers without drug release. In their model,
monomer diusivity was coupled to the porosity, which depended on the variable
concentrations of the ester and monomer. The hydrolysis reaction in their model
proceeded both with and without a catalyst. The model in the dissertation uses
kinetics similar to the expressions in the Wang et al. [80] model, while also
considering simultaneous drug diusion. Wang et al. [80] also constructed a
biodegradation map for planar and cylindrical geometries to quantitatively show the
zones where diusion and reaction each have strong or weak inuences.
Arosio et al. [49] developed a model for cylindrical wires that included
autocatalytic eects on the diusion and the molecular weight distribution of the
26
polymer. The diusion process was not accounted for explicitly but was
approximated by a shrinking core model where the reactions only took place at a
moving boundary front within the wires. The model failed to predict published data
well, but the authors encouraged comparison to multiple data sources in order to
validate models for broad applicability. An objective of this thesis is to develop a
model that is useful for predicting drug release for many dierent drug compounds
and a variety of bulk-eroding polymers. These aims are shared by Mollica et al.,
Rothstein et al., Wang et al., and Arosio et al. [49, 78{80].
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Chapter 4
Model Framework
This chapter overviews the equations for a mechanistic model for polymer
degradation and diusive drug release from PLGA microspheres that treats the
autocatalytic hydrolysis reaction, diusive transport having a variable eective drug
diusivity, and mass erosion through the developing pore network. In this chapter,
the general conservation equation for the species in the system and the expression
for the cumulative fraction of drug released as a function of time are derived. The
components of the model for reaction, diusion, and the coupling between these
phenomena are detailed in subsequent chapters. Chapter 5 contains the details of
the model associated with the chemical reactions in the system. Chapter 6 contains
the model equations for pore growth and variable eective diusivity. In Chapter 7
the model equations are summarized for the spatially distributed, reacting and
diusing system with spherical symmetry with the eective diusivity of drug
coupled to the evolution of the pore network.
4.1 General Conservation Equation for Reaction and
Diusion
The conservation equation for species i in molar units of concentration (ci) is [98]
@ci
@t
=  r Ni +RV i; (4.1)
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where Ni is the molar ux of i relative to xed coordinates and RV i is the net rate
of formation of species i by chemical reaction, per unit volume. The sign convention
is positive for net generation and negative for net consumption of species i.
Assuming the mass-average velocity is zero, the density of the aqueous medium is
constant, and the dilute, multicomponent solution can be treated as a pseudobinary
solution (interactions between minor components are negligible compared to the
binary diusivity of each minor component i with water) [98], the total molar ux is
Ni = Ji; (4.2)
where Ji is the molar ux of i relative to the mass-average velocity, and the molar
ux for each component in the absence of convection is given by Fick's second law
for non-steady-state diusion in a pseudobinary dilute solution at constant density,
Ji =  Dirci; (4.3)
where Di is the pseudobinary diusivity of species i in aqueous solution. The
conservation equation for species i may be written as
@ci
@t
= r  (Dirci) +RV i; (4.4)
where the reactions occur throughout the polymer microsphere volume, and the
species concentrations are radially distributed and transport dependent. The overall
microsphere volume is assumed to be constant as the polyesters considered in this
work undergo bulk erosion rather than surface erosion.
In spherical coordinates with spherical symmetry, ci = ci(r^; ; ; t) = ci(r^; t),
Di = Di(r^; ; ; t) = Di(r^; t), and RV i = RV i(r^; ; ; t) = RV i(r^; t). In general the net
rate of formation of species i by chemical reaction, RV i, depends on ci as well as on
cj for j 6= i [99]. Let r^ denote the radial distance from the center of the sphere, and
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let R denote the radius of the sphere, both in units of length. The conservation
equation for species i with spherical symmetry and diusion only in the radial
direction is
@ci(r^; t)
@t
=
1
r^2
@
@r^

r^2Di(r^; t)
@ci(r^; t)
@r^

+RV i(r^; t): (4.5)
The radial position inside the sphere can be normalized by r = r^=R, where r
is the dimensionless radial position within the sphere. With normalized radius, (4.5)
becomes
@ci(Rr; t)
@t
=
1
(Rr)2
@
@(Rr)

(Rr)2Di(Rr; t)
@ci(Rr; t)
@(Rr)

+RV i(Rr; t): (4.6)
@ci(r; t)
@t
=
1
R3
1
r2
@
@r

R2r2Di(r; t)
1
R
@ci(r; t)
@r

+RV i(r; t): (4.7)
@ci(r; t)
@t
=
1
r2
@
@r

r2
Di(r; t)
R2
@ci(r; t)
@r

+RV i(r; t): (4.8)
The initial condition
ci(r; 0) = ci;t0(r); 0  r < 1 (4.9)
and boundary conditions
@ci(0; t)
@r
= 0; t  0 (4.10)
and
ci(1; t) = ci;r1; t  0 (4.11)
are applied to (4.8), where ci(r; t) is the molar concentration of species i, 0  r  1
is the normalized radial position, t  0 is time, Di(r; t) is the eective diusivity of
species i in the polymer matrix and aqueous pores, RV i(r; t) is the net rate of
generation of species i from the hydrolysis reaction, ci;t0(r) is the initial
concentration distribution of species i within the sphere, and ci;r1 is the constant
surface concentration of species i. The term RV i(r; t) is a function of the
concentrations of some or all of the species at the same position and time,
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depending on the stoichiometry of the chemical reactions. Unless otherwise
indicated, the initial concentration is uniformly distributed (ci;t0(r) = ci;t0). Uniform
initial conditions and perfect sink boundary conditions are common assumptions for
diusion-controlled drug release [61,100].
The species are the carboxylic acid end groups of the polymer chains
(COOH), the ester bonds in the polymer chains (E), drug molecules dispersed
throughout the microspheres (drug), and PLGA polymer chains of length n (Pn).
For the acid-catalyzed reaction kinetics, the H+ concentration is related to the
concentration of COOH with assumptions about the source of the protons and the
extent of dissociation of the carboxylic acid. Following the common convention in
the chemistry and chemical engineering literature, no distinction is made between
H3O
+ and H+ when in aqueous solution. The transport of each small oligomer with
n = 1, 2, . . . , s, where s is the integer length of the longest soluble oligomer, is
individually modeled and the concentrations of insoluble large PLGA polymer
chains of length n = s+ 1, s+ 2, . . . are tracked as a lumped sum as described in
Chapter 7. Note that the bracketed notation for concentrations of specic species
(i.e., [i](r; t)) is used throughout the dissertation in place of ci(r; t) for compactness.
The drug is assumed to be non-reactive while in the polymer matrix and
aqueous pores, eliminating the net rate of generation term in the conservation
equation for the drug giving
@[drug](r; t)
@t
=
1
r2
@
@r

r2
Ddrug(r; t)
R2
@[drug](r; t)
@r

: (4.12)
The concentrations of the drug at time t = 0 and at the surface r = 1 must not be
the same because their dierence is the driving force for the diusion process
without a generation term. The surface concentration must be less than the initial
concentration for a net ux out of the sphere: [drug]r1 < [drug]t0(r). The generation
terms for the other species are derived for dierent kinetic rate laws in Chapter 5.
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4.2 Cumulative Release of Drug
The amount of drug remaining in a sphere as a function of time, m(t), is the volume
integral of the radial concentration with spherical symmetry:
m(t) :=
Z 
0
Z 2
0
Z 1
0
[drug](r; t) r2 sin dr d d =
Z 1
0
4[drug](r; t) r2 dr: (4.13)
The cumulative amount of drug released as a function of time, M(t), is the
dierence between the initial amount of the drug in the sphere and the amount
remaining in the sphere as a function of time, m(t):
M(t) := m(0) m(t): (4.14)
Alternatively, M(t) can be determined by integrating the release rate over time.
With constant eective diusivity of drug, Ddrug, [101],
M(t) =
Z t
0
4R2

 Ddrug@[drug](R; t
0)
@r^

dt0; (4.15)
where the release rate is the product of the surface area and the total molar ux
given by (4.3) evaluated at the surface. In terms of dimensionless radius r = r^=R,
M(t) =  
Z t
0
4RDdrug
@[drug](1; t0)
@r
dt0; (4.16)
The surface ux is not known explicitly at each time when the eective diusivity of
the drug is variable, so this denition is not as practical as (4.14) based on the
volume integrals and is not used for numerical determination of the cumulative
release of drug.
The cumulative normalized fraction of drug released as a function of time,
Q(t), is the ratio of the cumulative amount of drug released as a function of time,
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M(t), to the cumulative amount of drug released as t!1, M1:
Q(t) :=
M(t)
M1
=
m(0) m(t)
m(0)  lim
t!1
m(t)
: (4.17)
Using the denition of m(t), Q(t) can be expressed as
Q(t) =
R 1
0
4[drug](r; 0)r2 dr   R 1
0
4[drug](r; t)r2 drR 1
0
4[drug](r; 0)r2 dr   lim
t!1
Z 1
0
4[drug](r; t)r2 dr
: (4.18)
Taking the limit into the integral in the nal term in the denominator,
lim
t!1
[drug](r; t) is determined by the boundary condition on the surface of the
microparticle. Here, a constant surface concentration is assumed as the boundary
condition. As t!1 the driving force for diusion is eliminated, so the limit of the
drug concentration is
lim
t!1
[drug](r; t)! [drug](1; t) = [drug]r1; (4.19)
With the limit evaluated, (4.18) can be simplied to
Q(t) =
R 1
0
([drug]t0(r)  [drug](r; t)) r2 drR 1
0
([drug]t0(r)  [drug]r1) r2 dr
: (4.20)
The values of [drug](r; t) are determined from the numerical solution to the
PDE for drug concentration, (4.12), coupled to the polymer degradation through
the variable eective drug diusivity. The calculation of Q(t) uses the initial
distribution [drug](r; 0) := [drug]t0(r), the constant surface concentration
[drug](1; t) := [drug]r1, the discrete values of r along the radius, and the
numerically-determined [drug](r; t) values to perform the numerical integrations of
the numerator and denominator of (4.20) by the adaptive Simpson's rule
implemented by the quad intrinsic function in MATLAB.
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Chapter 5
Reaction Component of the Model
Elementary rate laws for the hydrolysis reaction are used to derive the net rate of
generation terms, RV i(r; t), in the respective reaction-diusion equations for the
polymer chains, Pn, carboxylic acid end groups, COOH, and ester bonds, E, of the
polymer. Here, four rate laws are presented as options for the model for treatment
of polyester hydrolysis in dierent ways. The use of multiple rate laws in the model
allows for improving the understanding of the kinetic behavior in the microsphere
system with simultaneous reaction and diusion. The limits of the assumptions of
each rate law can be assessed when the model is implemented. The rate laws used
here are the rst-order rate law for uncatalyzed hydrolysis and the
pseudo-rst-order rate law, the quadratic-order rate law, and the 1.5th-order rate
law for autocatalytic hydrolysis. Note: the reaction orders are all with respect to
the overall order for the net rate of generation of carboxylic acid end groups.
The uncatalyzed hydrolysis reaction is
Pn +H2O
ku !Pm + Pn m;
n = 2, 3, . . . and m = 1, 2, . . . , n  1;
(5.1)
where Pn denotes polymer chains with degree of polymerization n and ku is the rate
constant for the uncatalyzed reaction. The acid-catalyzed hydrolysis reaction is
Pn +H2O+H
+ kc !Pm + Pn m +H+;
n = 2, 3, . . . and m = 1, 2, . . . , n  1;
(5.2)
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where H+ is the acid catalyst that can be from an external source such as a strongly
acidic medium or an internal source such as the carboxylic acid end groups, COOH,
of the polymer chains and kc is the rate constant for the catalyzed reaction. If the
catalyst is only from an external source of strong acid, the net rate of generation of
acid is zero as the catalytic terms cancel. Polyester microparticles for drug delivery
applications are typically degraded in aqueous media in vivo or in vitro at
physiological conditions with pH 7.4, so strong acid external catalyst sources are not
considered here. With autocatalysis, the carboxylic acid end groups accelerate the
reaction by serving as proton donors enabling the acid-catalyzed reaction
mechanism.
A variety of kinetic rate laws have been proposed for polyester hydrolysis,
including the rst-order rate law for uncatalyzed hydrolysis [102] and the
pseudo-rst-order rate law [103], the quadratic-order rate law [91,92], and the
1.5th-order rate law with partial dissociation of COOH [93,104] for acid-catalyzed
hydrolysis that can be autocatalytic. The rate laws either consider the uncatalyzed
hydrolysis reaction (5.1) or the catalyzed hydrolysis reaction (5.2). The rate laws
for the autocatalytic hydrolysis reaction treat the carboxylic acid end groups as the
catalyst source but dier by the terms that are considered constant and by the
extent of dissociation of the end groups. The experimental studies on the kinetics of
polyester hydrolysis treated systems assumed to be well-mixed, ignoring any spatial
variations due to diusion. Convective mass transfer is assumed to be negligible.
5.1 First-Order Rate Law for Uncatalyzed Hydrolysis
The rst-order rate law for uncatalyzed hydrolysis uses the uncatalyzed hydrolysis
reaction in (5.1) with the assumption of constant concentration of water.
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5.1.1 Net Rate of Generation of Polymer Chains
For the random chain scission mechanism of polyester hydrolysis, each ester bond
has the same probability of being cleaved. Polymer chains having n monomeric
subunits are said to have \length n." Chains of length n are cleaved by hydrolysis
into n  1 dierent combinations of chain fragments. A chain of length n can be
cleaved from one or the other to produce any specic smaller chain fragments. If the
rate constant for hydrolysis of all ester bonds is the same, the probabilities of
consuming or producing Pn can be used to determine the rate law for Pn with
n = 2, 3, . . . under isothermal conditions [45,102]:
RV Pn(r; t) = 2ku[H2O](r; t)
1X
m=n+1
[Pm](r; t)  (n  1) ku[H2O](r; t)[Pn](r; t): (5.3)
For n = 1 no consumption term is needed, and the rate law becomes
RV P1(r; t) = 2ku[H2O](r; t)
1X
m=2
[Pm](r; t); (5.4)
where [P1](r; t) is the concentration of monomeric chain fragments and RV P1(r; t) is
the net rate of generation of species P1. The net rate of generation given by (5.4) is
the same as (5.3) with n = 1, so the RV P1(r; t) term can be included in the general
expression for RV Pn(r; t) for n = 1, 2, . . . .
In aqueous media, the hydration rate of the polymer matrix is fast|on the
order of seconds or minutes for a microparticle compared to days or weeks for drug
release from a microparticle [48]. The concentration of water is assumed to be
constant, [H2O](r; t) = [H2O]. Dene
k0u := ku[H2O] (5.5)
as the rate constant for uncatalyzed hydrolysis with constant water concentration.
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Substituting k0u into (5.3) and (5.4) and combining the results gives
RV Pn(r; t) = 2k
0
u
1X
m=n+1
[Pm](r; t)  (n  1) k0u[Pn](r; t);
n = 1, 2, . . . :
(5.6)
5.1.2 Net Rate of Generation of Carboxylic Acid End Groups
Dene the total concentration of polymer chains, [P], as
[P](r; t) :=
1X
n=1
[Pn](r; t): (5.7)
Summing (5.6) for all n = 1, 2, . . . gives [102]
RV P(r; t) = 2k
0
u
1X
n=2
1X
m=n+1
[Pm](r; t) 
1X
n=2
(n  1) k0u[Pn](r; t)+2k0u
1X
m=2
[Pm](r; t); (5.8)
where RV P(r; t) is the sum of the formation of polymer chains with
RV P(r; t) :=
1X
n=1
RV Pn(r; t): (5.9)
The double summation in the net rate of generation of polymer chains given
by (5.8) can be simplied as [102]
1X
n=2
1X
m=n+1
[Pm](r; t) =
1X
n=2
(n  1) [Pn](r; t) 
1X
n=2
[Pn](r; t): (5.10)
Substituting (5.10) into (5.8) results in
RV P(r; t) = 2k
0
u
1X
n=2
([Pn](r; t) + (n  1) [Pn](r; t)  [Pn](r; t))
 
1X
n=2
(n  1) k0u[Pn](r; t):
(5.11)
Canceling terms, combining the summations, and using the fact that n  1 = 0 for
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n = 1 to change the lower limit of the summation, (5.11) becomes
RV P(r; t) = k
0
u
1X
n=1
(n  1) [Pn](r; t): (5.12)
For a linear aliphatic polyester, each polymer chain has one carboxylic acid
end group, so
[COOH](r; t) := [P](r; t) =
1X
n=1
[Pn](r; t): (5.13)
The concentration of ester bonds is related to the polymer chain concentration as
each polymer chain has n  1 ester bonds:
[E](r; t) :=
1X
n=1
(n  1) [Pn](r; t): (5.14)
Substituting the denitions for [COOH](r; t) and [E](r; t) into (5.12) gives [94]
RV COOH(r; t) = k
0
u[E](r; t): (5.15)
5.1.3 Net Rate of Generation of Ester Bonds
When an ester bond is broken, a carboxylic acid end group is formed:
 RV E(r; t) = RV COOH(r; t): (5.16)
The net rate of generation of carboxylic acid end groups is given by (5.15), thus
RV E(r; t) =  k0u[E](r; t): (5.17)
5.2 Pseudo-First-Order Rate Law for Autocatalytic
Hydrolysis
The pseudo-rst-order rate law for autocatalytic hydrolysis uses the catalyzed
hydrolysis reaction (5.2) with the assumptions of constant concentrations of water
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and ester bonds and fully dissociated carboxylic acid end groups. The carboxylic
acid end groups are treated as the only source of the protons used for the catalytic
reaction giving
Pn +H2O+ COOH
kc !Pm + Pn m + COOH;
n = 2, 3, . . . and m = 1, 2, . . . , n  1:
(5.18)
5.2.1 Net Rate of Generation of Carboxylic Acid End Groups
The net rate of generation of carboxylic acid end groups for random chain scission
in autocatalyzed polyester hydrolysis is simply the product of the end group
concentration and the net rate of generation for uncatalyzed hydrolysis [103]:
RV COOH(r; t) = kc[COOH](r; t)[H2O](r; t)[E](r; t): (5.19)
Assuming constant concentrations of water and ester bonds before the
hydrolysis reaction has progressed to a signicant extent, [H2O](r; t) = [H2O] and
[E](r; t) = [E]. [H2O] and [E] can be combined as part of the rate constant k
0
1
dened as
k01 := kc[H2O][E]: (5.20)
Substituting the rate constant given by (5.20) into (5.19) gives the
pseudo-rst-order rate law [103]:
RV COOH(r; t) = k
0
1[COOH](r; t): (5.21)
5.2.2 Net Rate of Generation of Polymer Chains
All generation and consumption terms for Pn are the same as in the uncatalyzed
case, except multiplied by the COOH catalyst concentration. COOH is responsible
for the autocatalysis as the acidic end groups on each polymer chain catalyze the
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hydrolysis reaction. The net rate of generation of Pn for n = 1, 2, . . . is
RV Pn(r; t) = kc[H2O](r; t)[COOH](r; t)

 
2
1X
m=n+1
[Pm](r; t)  (n  1) [Pn](r; t)
!
:
(5.22)
Assuming constant water concentration, [H2O](r; t) = [H2O], and
substituting k01 into (5.22) gives
RV Pn(r; t) =
k01[COOH](r; t)
[E]
 
2
1X
m=n+1
[Pm](r; t)  (n  1) [Pn](r; t)
!
;
n = 1, 2, . . . :
(5.23)
5.2.3 Net Rate of Generation of Ester Bonds
The key assumption for the pseudo-rst-order rate law for autocatalytic hydrolysis
is that the ester concentration is constant. Thus,
RV E(r; t)  0: (5.24)
5.3 Quadratic-Order Rate Law for Autocatalytic Hydrolysis
The quadratic-order rate law for autocatalytic hydrolysis uses the autocatalyzed
hydrolysis reaction in (5.18) with the assumptions of constant concentration of
water and fully dissociated carboxylic acid end groups.
5.3.1 Net Rate of Generation of Polymer Chains
All generation and consumption terms for Pn are the same as in the general
catalyzed case given by (5.22). The net rate of generation of Pn for n = 1, 2, . . .
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is [92]
RV Pn(r; t) = kc[H2O](r; t)[COOH](r; t)

 
2
1X
m=n+1
[Pm](r; t)  (n  1) [Pn](r; t)
!
:
(5.25)
Assuming constant concentration of water, [H2O](r; t) = [H2O], the rate
constant k02 is dened as
k02 := kc[H2O]: (5.26)
Substituting k02 in (5.25) gives
RV Pn(r; t) = k
0
2[COOH](r; t)
 
2
1X
m=n+1
[Pm](r; t)  (n  1) [Pn](r; t)
!
;
n = 1, 2, . . . :
(5.27)
5.3.2 Net Rate of Generation of Carboxylic Acid End Groups
Starting with the rate equation for random chain scission in autocatalyzed polyester
hydrolysis given by (5.19) with the assumption of constant water concentration but
without making Pitt et al.'s [103] assumption of constant ester concentration, the
quadratic rate equation for autocatalysis is [91, 93]
RV COOH(r; t) = k
0
2[COOH](r; t)[E](r; t): (5.28)
5.3.3 Net Rate of Generation of Ester Bonds
The relationship between the net rate of generation of ester bonds and carboxylic
acid end groups is given by (5.16). Substituting RV COOH(r; t) from (5.28) gives
RV E(r; t) =  k02[COOH](r; t)[E](r; t): (5.29)
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5.4 1.5th-Order Rate Law for Autocatalytic Hydrolysis
The 1.5th-order rate law for autocatalytic hydrolysis uses the catalyzed hydrolysis
reaction in (5.2) with the assumptions of constant concentration of water and
partially dissociated carboxylic acid end groups as the only catalyst. The
pseudo-rst-order and quadratic-order rate laws assume that all COOH groups are
completely available for catalytic reactions or can be derived by the alternative
assumption that all of the COOH end groups undergo complete dissociation and all
of the resulting H+ ions are available for catalysis. While the 1.5th-order rate law
assumes that the COOH end groups serve as the only catalysts for the hydrolysis
reaction, the model does not assume full dissociation in the reaction
COOH  COO  +H+; (5.30)
where COOH and COO  denote undissociated and dissociated carboxylic acid end
groups, respectively. Rather, the acid concentration depends on the partial
dissociation of the COOH end groups. The concentrations are related by the acid
dissociation constant for COOH:
Ka :=
[H+][COO ]
[COOH]
: (5.31)
For the dissociation of water,
H2O H+ +OH ; (5.32)
the dissociation constant is
Kw = [H
+][OH ]: (5.33)
The mass balance for carboxylic acid end groups is
[COOH] = [COOH] + [COO ]; (5.34)
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where [COOH] is the total concentration of carboxylic acid end groups. The charge
balance is
[H+] = [COO ] + [OH ]: (5.35)
Substituting (5.31) into (5.34) for [COOH] gives
[COOH] =
[H+][COO ]
Ka
+ [COO ]: (5.36)
Rearranging gives
[COO ] =
Ka[COOH]
Ka + [H+]
: (5.37)
Substituting (5.33) for [OH ] and (5.37) into (5.35) gives
[H+] =
Ka[COOH]
Ka + [H+]
+
Kw
[H+]
: (5.38)
The assumption of a weak acid implies that Ka << [H
+], leading to
[H+] =
p
Ka[COOH] +Kw: (5.39)
Combining this with the assumption that [COOH] is large gives [104]
[H+] =
p
Ka[COOH]: (5.40)
The Ka value for dierent copolymer ratios of PLGA is determined by taking a
weighted average of the Ka values for lactic acid and glycolic acid based on the
copolymer composition.
5.4.1 Net Rate of Generation of Polymer Chains
All generation and consumption terms for Pn are the same as in the
pseudo-rst-order rate law, except with the catalyst concentration given by (5.40),
the expression relating [H+] to [COOH] to account for partial dissociation. The net
43
rate of generation of Pn for n = 1, 2, . . . is
RV Pn(r; t) = kc[H2O](r; t)
p
Ka[COOH](r; t)

 
2
1X
m=n+1
[Pm](r; t)  (n  1) [Pn](r; t)
!
:
(5.41)
Assuming constant concentration of water [H2O](r; t) = [H2O], the rate
constant k01:5 is dened as
k01:5 := kc[H2O]: (5.42)
Substituting k01:5 into (5.41) gives
RV Pn(r; t) = k
0
1:5
p
Ka[COOH](r; t)
 
2
1X
m=n+1
[Pm](r; t)  (n  1) [Pn](r; t)
!
;
n = 1, 2, . . . :
(5.43)
5.4.2 Net Rate of Generation of Carboxylic Acid End Groups
Assuming constant water concentration, the chemical rate expression for
acid-catalyzed hydrolysis is
RV COOH(r; t) = k
0
1:5[H
+](r; t)[E](r; t): (5.44)
Inserting the expression relating [H+] to [COOH] given by (5.40) to account for
partial dissociation into (5.44) [93, 104]:
RV COOH(r; t) = k
0
1:5
p
Ka[COOH](r; t)[E](r; t): (5.45)
5.4.3 Net Rate of Generation of Ester Bonds
The relationship between the net rate of generation of ester bonds and carboxylic
acid end groups is given by (5.16). Substituting RV COOH(r; t) from (5.45) gives
RV E(r; t) =  k01:5
p
Ka[COOH](r; t)[E](r; t): (5.46)
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Chapter 6
Diusion Component of the Model
Transport eects through porous networks that are created initially by fabrication
methods and grow by polymer degradation are covered in this chapter. Drug
diusion through PLGA microspheres has been observed to be much slower than
the rate of diusion through water [27,45,60,105] and to be dependent on drug
molecule size, allowing smaller molecules to diuse more readily than larger
molecules [105]. Insucient pore size in high molecular weight PLGA until
degradation has progressed to yield pores suciently large for drug transport has
been attributed as a reason for lowered eective diusivity compared to that in
water or in lter media [60], suggesting that drug diusion is hindered until the
pores are large enough to accommodate the drug molecules of dierent sizes. Drug
diusivity has been observed to increase with time, increasing porosity, and
decreasing molecular weight [106], indicating that the eective diusivity should be
transient and dependent on the dynamic polymer morphology.
The model has an option to treat the eective diusivity of the small
oligomers either as a constant or as a variable in the same manner as the drug
eective diusivity. Polymer mass loss is generally not observed in the initial stage
after the polymer microsphere is placed in an aqueous medium in vivo or in
vitro [58], which has been attributed to soluble oligomers and monomers having
smaller diusion rate than rate of formation [107], despite the time scale for
diusion with the diusivity at innite dilution for lactic acid or glycolic acid being
several orders of magnitude faster than the reaction time scale, suggesting that the
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soluble oligomers are subject to hindered diusion or slow diusion through the
polymer matrix.
A suciently developed porous structure in more slowly degrading PLA
microspheres can oset the faster degradation speed of PLGA microspheres to allow
for faster release of proteins from the more porous microspheres [108]. Therefore,
both degradation of the polymer and diusion through pores must be considered
simultaneously. Solute transport in porous media can be described by Fickian
diusion if the eective diusivity is used instead of the binary diusivity to
account for reductions in the diusivity compared to that in free solution due to
diusion-path, the volume fraction available to the solvent, and hydrodynamic
interactions between the solute and the porous solid [109]. The average pore radii
start very small in dense, hydrophobic polymer microspheres and are larger in
microspheres with a porous internal morphology. The eective diusivities of the
water-soluble polymer oligomers and monomers and the drug compound increase as
the hydrolytic degradation proceeds due to enhanced porous diusion pathways
through the evolving pore network. In order to account for this eect in the model,
the eective diusivities of the drug and soluble oligomers are varied using hindered
diusion through aqueous pores that grow with the progression of the polymer
degradation reaction and subsequent dissolution of soluble oligomers. The hindered
diusion theory is applied to a dynamic systems with growing pores rather than the
traditional static pore size. The porous microspheres are treated with the continuum
approach with the average of the pore radii much smaller than the microsphere
radii. Each dierential volume of the microsphere is considered a representative
elementary volume with the details of the pore structures neglected and each
symmetric radial point containing two phases: liquid-lled void phase and solid
phase [109]. The representative pore radius at each point along the microsphere
radius grows as the polymer is hydrolyzed, generating a larger void phase.
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6.1 Pore Evolution Dependence on Reaction Kinetics
The microsphere morphology is assumed to contain tortuous cylindrical pores with
some distribution of pore radii and some interconnection. The pore evolution is
assumed to occur symmetrically throughout the microsphere dependent on the
reaction kinetics in the radial direction. This is a simplication of the actual
physical process, but the assumption allows for the radius of connecting pores
averaged over a shell of radius r, Rp(r; t), to be coupled to the spatially-varying
reaction kinetics. Rp(r; t) represents the average pore radius of pores connecting to
the exterior of the particle at radial position r within the microsphere [55].
The drug compound is assumed to be distributed through the polymer in a
dissolved and not conglomerated state and physically, not chemically, bound to the
polymer [88]. For dense polymers, small cavities called micropores are assumed to
exist between the chains of the polymer for holding the drug molecules and for
saturation by water molecules. The initial porosity is reected by the initial average
pore radius, Rp(r; 0), determined from polymer morphology data or based on the
space needed for saturation by water molecules throughout the microsphere. For
hindered diusion theory, the pore radius is comparable to the radius of the solute
but much larger than that of the solvent [98]. With water as the solvent having a
molecular diameter of  2:75 A, the initial pore radius, in the absence of
microsphere morphology data, is assumed to be  10 times larger than the diameter
of water with Rp(r; 0) = 3 nm. This minimum pore radius satises the 3 nm
estimate of minimum system dimensions for continuum transport models using bulk
uid properties of a liquid as calculated by Deen [98]. The minimum initial pore
radius is consistent with the value of 3.57 nm used by Lemaire, Belair, and
Hildgen [88] in their model of drug release from degradable porous microspheres
with diusion within cylindrical pores of linearly growing pore radii depending on
the erosion rate constant.
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Drug and small oligomers are assumed to diuse through two parallel paths:
through the dense polymer matrix at a constant diusivity and through the aqueous
pores in the polymer matrix. Also, drug and small oligomers are assumed to have
purely steric partition coecients and to dissolve from the polymer matrix to the
aqueous pores on a time scale much faster than the those for degradation or
diusion. Hydrophilic, macromolecular drugs generally do not diuse through the
solid polymer phase [65,110]. Mao et al. showed that the internal morphology and
porosity of PLGA microspheres inuenced the release of dextran but had negligible
inuence on the PLGA degradation [111]. Any drug concentration variation caused
by denaturation is neglected. The eects of the dynamic mechanisms of pore
coalescence and pore closing, recently observed experimentally [112], are assumed to
be negligible.
In the Lemaire [88] and Batycky [45] models for pore erosion, the erosion
rate constants depend on experimentally observed quantities. Zhao, Hunter, and
Rodgers [55] proposed linking the transient pore radius to molecular properties,
initial conditions, and theoretical kinetics rather than empirical data. Their
approach is used in the present work with the three signicant modications: (1)
reaction kinetics for the four kinetic cases presented in Chapter 5 are used instead
of a statistical formulation for pseudo-rst-order hydrolysis only, (2) reaction
kinetics are coupled to the diusion of soluble, small oligomers, and (3) pore growth
is a function of local position and not averaged over the entire microsphere.
The average monomer size, lave, is determined by a weighted average of the
composite bond lengths for the lactide and glycolide monomers of the PLGA
copolymer, designated as lL and lG, respectively. If G denotes the fraction of
glycolide in the copolymer,
lave = GlG + (1 G)lL; (6.1)
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where lG = 3:510 A and lL = 3:517 A [55]. The length of a soluble oligomer is nlave
for n = 1, 2, . . . , s where s is the number of repeat units in the largest soluble
oligomer.
The mechanism of pore formation growth is the cleavage and dissolution of a
soluble monomer or oligomer from the polymer matrix. The dissolution time scale
for the hydrophilic, small oligomers is assumed to be much faster than those for the
reaction and for the diusion.
The transient probability of generating a specic n-mer that contributes to
the pore growth at time t and microsphere radial position r is denoted by f(n). The
exact probabilities for end scission and random internal bond scission for all n-mers
are not known explicitly. To approximate f(n), it is assumed that all bonds are
equally reactive and the probabilities for generation of all n-mers by end scission
and internal scission are equal. Therefore,
f(n)  X(r; t); (6.2)
where X(r; t) is the probability of random bond cleavages. X(r; t) is proportional to
the rate of consumption of ester bonds, which is equal to the rate of generation of
new polymer chains or carboxylic acid end groups:
X(r; t) /  RV E(r; t)
/ RV COOH(r; t);
(6.3)
where RV E(r; t) and RV COOH(r; t) are the net rates of generation of ester bonds and
carboxylic acid end groups, respectively.
To relate the probability of bond cleavages to the rate of bond cleavages, the
rate must be normalized to give probability in the range [0,1]. The rate of chain
production, RV COOH(r; t), is scaled by the maximum number of chains that can be
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produced or the total number of repeat units that can be converted to monomers:
X(r; t) =
RV COOH(r; t)
[E]t0(r) + [COOH]t0(r)
: (6.4)
The transient average number of bonds, _nave(r; t), for all soluble monomers
and oligomers generated through bond cleavage per unit time at each microsphere
radial position is [55]
_nave(r; t) =
sX
n=1
nf(n); (6.5)
where s is the number of repeat units in the largest soluble oligomer.
Substituting (6.4) for f(n) gives
_nave(r; t) =
sX
n=1
n
RV COOH(r; t)
[E]t0(r) + [COOH]t0(r)
: (6.6)
As the transient probability of generating a specic n-mer that contributes to the
pore growth is independent of n, the summation can be evaluated to give
_nave(r; t) =
s(s+ 1)
2
RV COOH(r; t)
[E]t0(r) + [COOH]t0(r)
: (6.7)
The pore radius, Rp(r; t), grows with time along the microsphere radius as
soluble monomers and oligomers are produced from polymer degradation [55]:
@Rp(r; t)
@t
= lave _nave(r; t): (6.8)
Substituting (6.7) gives
@Rp(r; t)
@t
=
laves(s+ 1)
2
RV COOH(r; t)
[E]t0(r) + [COOH]t0(r)
: (6.9)
Dene lPns as the average length of a water-soluble, small oligomer that
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contributes to pore growth:
lPns :=
laves(s+ 1)
2
: (6.10)
Therefore, [55]
@Rp(r; t)
@t
=
lPnsRV COOH(r; t)
[E]t0(r) + [COOH]t0(r)
; (6.11)
where lPns is the average length of a water-soluble, small oligomer, RV COOH(r; t) is
the net rate of generation of carboxylic acid end groups, and [E]t0(r) and
[COOH]t0(r) are the initial concentration distributions of ester bonds and
carboxylic acid end groups, respectively.
In their model, Zhao, Hunter, and Rodgers [55] used lPns =
(s+ 1)lave
2
. The
missing factor of s seems to be due to a mistake in their evaluation of
sX
n=1
n. They
determined Rp(t) for spatially-uniform, pseudo-rst-order kinetics without diusion
of the small oligomers as [55]
Rp(t) =
lPns
N

M tn
M0n
  1

+Rp(0); (6.12)
where M tn and M
0
n are the number-average molecular weight of the polymer at time
t and zero, respectively, and N is the initial number-average degree of
polymerization. For comparison to their result, using RV COOH(r; t) for the
pseudo-rst-order rate law for autocatalytic hydrolysis derived in Chapter 5 given
by (5.21) with the assumption of spatially-uniform reaction with no transport yields
dRp
dt
=
lPnsk
0
1[COOH](t)
[E]t0 + [COOH]t0
: (6.13)
Integrating, Z t
0
dRp
dt
dt =
Z t
0
lPnsk
0
1[COOH](t)
[E]t0 + [COOH]t0
dt: (6.14)
Substituting the prole for [COOH](t) derived for the reaction-dominant limit in
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Chapter 10 given by (10.69),
Rp(t) Rp(0) =
Z t
0
lPnsk
0
1[COOH]t0 exp(k
0
1t)
[E]t0 + [COOH]t0
dt: (6.15)
Evaluating the integral gives
Rp(t) Rp(0) =
lPns [COOH]t0(exp(k
0
1t)  1)
[E]t0 + [COOH]t0
=
lPns([COOH](t)  [COOH]t0)
[E]t0 + [COOH]t0
:
(6.16)
The number-average molecular weight is inversely proportional to the carboxylic
acid end group concentration:
[COOH](t)
[COOH]t0
=
M0n
M tn
: (6.17)
The initial number-average degree of polymerization is equivalent to the ratio of the
total number of repeat units in the polymer to the initial number of polymer chains:
N =
[E]t0 + [COOH]t0
[COOH]t0
: (6.18)
Substituting (6.17) and (6.18) into (6.16) gives
Rp(t) Rp(0) =
lPns

[COOH]t0
M0n
M tn
  [COOH]t0

[E]t0 + [COOH]t0
=
lPns
N

M tn
M0n
  1

;
(6.19)
which matches (6.12). The equation for the pore radius derived here gives more
exibility for use with dierent kinetic models and for spatially-dependent reactions
coupled to transport.
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6.2 Variable Eective Diusivity
To account for the two parallel modes of diusion through pores, the eective
diusivity for species i is the sum of the contributions for diusion through the
dense polymer matrix and through the aqueous pores,
Di(r; t) = Di;b +Di;p(r; t); (6.20)
where Di;b denotes the eective diusivity of species i in the bulk polymer and
Di;p(r; t) denotes the variable eective diusivity through the growing aqueous
pores.
6.3 Hindered Diusion through Aqueous Pores
The eective diusivity, Di, to describe the average diusion at any position r for a
gas diusing through a macroporous spherical pellet considering tortuous pores of
varying cross-sectional areas and accounting for the fact that not all of the area
normal to ux is porous and available for molecules to diuse [113] is given
by [113,114]
Di =
Di;1
^
; (6.21)
where Di;1 is the molecular diusion coecient of species i in bulk solution at
innite dilution at 25C,  is the porosity dened as the ratio of the volume of void
space or pore volume to the total volume of voids and solids,  is the constrictivity
accounting for the variation in the cross-sectional area normal to diusion, and ^ is
the length factor of the pores dened as the ratio of the actual distance a molecule
travels by diusion between two points to the shortest distance between those two
points. The use of the eective diusivity avoids the need to consider explicitly the
complex three-dimensional particle internal pore structure [115]. Innite dilution
refers to the case where each solute molecule is surrounded by solvent molecules and
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has no interactions with other solute molecules [109]. In physical systems, it is
dicult to separate  and ^ in experimental measurements, and the terms are often
lumped together as a single tortuosity term  [16, 116] that is generally used as a
fudge factor [115]. The porosity, , represents the uniform mean-free-cross-section in
any plane of the porous mass with random pore orientation [116]. Porosity does not
give information about the connectedness or number of pores [109].
For liquid solutions in ne pores, additional terms are considered in the
eective diusivity [16,117,118]:
Di;p =
Di;1KpKr

; (6.22)
where Di;p is the eective diusivity in the pores, Di;1 is the molecular diusion
coecient of solute species i in bulk solution at innite dilution;  is the porosity;
Kp is the equilibrium partition coecient dened as the ratio of concentration
inside the pore to the concentration outside the pore at equilibrium and accounting
for the steric, chemical, and electrostatic interactions between the solute, the
solvent, and the pore walls; Kr is the fractional reduction in diusivity within the
pore resulting from hydrodynamic interactions between solutes of comparable
magnitude to the pore size and the solvent molecules within the pore [109]; and  is
the tortuosity of the pores. In (6.22) the  term from (6.21) is incorporated into 
to account for variations in pore length and shape from the ideal array of cylindrical
pores oriented parallel to the diusion path.
In the present work, the intraparticle concentrations, not just cumulative
release, are of interest and the pore structure develops with time, so the eective
diusivity is determined as a function of radial position and time. The eective
diusivity within the aqueous pores, Di;p(r; t), for a diusing species i|the drug or
small polyester oligomers and monomers|within a microsphere with evolving
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porous microstructure in an aqueous medium can be calculated using [55]
Di;p(r; t) =
Di;1H(i(r; t))

; (6.23)
where Di;1 is the molecular diusion coecient of species i in water at innite
dilution; H(i(r; t)) is the hindrance factor accounting for porosity, equilibrium
partitioning, and hydrodynamic restrictions on the diusion of solute species i in
ne, liquid-lled pores; i(r; t) is the ratio of the solute radius to the dynamic pore
radius; and  is the average tortuosity of the pores. The following subsections
explain each of the terms and how they are determined in the present work.
6.3.1 Diusion Coecients at Innite Dilution
The values of the molecular diusion coecients at innite dilution in water, Di;1,
for many drug compounds, lactic acid, and glycolic acid are reported in the
literature. Polymers of lactic and glycolic acid are hydrophobic with lactic moieties
being more hydrophobic than glycolic moieties because of the presence of a methyl
group rather than a hydrogen atom in the lactic monomeric unit [65]. The
monomers and small oligomers of lactic and glycolic acid are hydrophilic, so they
favor dissolution into the aqueous pores over staying in the polymer bulk after their
formation from ester bond cleavage. The diusion coecients at innite dilution for
all the small oligomers and monomers are assumed to be equal to the
weighted-average of the diusion coecients at innite dilution for lactic acid and
glycolic acid. Table 6.1 lists the diusion coecients at innite dilution for several
small molecules and proteins.
6.3.2 Tortuosity
Pores are general treated as straight cylinders of uniform diameter with axes
parallel to the direction of mean diusive transport. The tortuosity accounts for
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Table 6.1: Diusion coecients at innite dilution in water.
Chemical Di;1(107cm2=s) Reference
H+ 931 [119]
Lactic Acid 104 [120]
Glycolic Acid 98:0 [121]
aGlucose 69:0 [122]
Lysozyme 11:3 [109]
Ovalbumin 7:76 [123]
Hemoglobin 6:9 [123]
Human Serum Albumin 6:10 [124]
Bovine Serum Albumin 5:94 [123]
Fibronogen 2:0 [109]
Reference temperature: a25C, all others 20C.
deviations in shape and length of the pores that have varying cross-sections and
axes not strictly aligned with the mean direction of diusion from the porous
medium. An isotropic, constant tortuosity is assumed, and typical values of  are
2-4 [125]. The  value of 3 is used here as it facilitates comparison to the growth of
eective diusivity predicted by [55] and is adequate for predicting eective
diusivity from macroporous catalysts [16].
6.3.3 Hindrance Factor
H(i) is the diusional hindrance factor for solutes in pores lled with liquid solvent
where the size of the solute molecules is comparable to the size of the pores and the
solvent is treated as a continuum. The molecular diusion coecient of the solute
at innite dilution in the solvent is reduced by factors that account for steric
partitioning and hydrodynamic hindrances that result from diusive ow through
ne pores [101]. Large molecules are known to experience hindered diusion in
aqueous pores of molecular dimensions [126]. Steric, chemical, and electrostatic
equilibrium partitioning between the pores, solute, and solvent and the
hydrodynamics eects on the Brownian motion of the solute within the
solvent-lled pore contribute to H(i(r; t)) [101].
The hindrance factor for diusion of a rigid, spherical molecule of solute i in
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Figure 6.1: Pore evolution with growing pore radius, Rp, compared to solute radius, Ri.
a straight cylindrical pore is given by [126,127]
H(i(r; t)) = i(i(r; t))Kdi(i(r; t)); 0  i(r; t)  1; (6.24)
where
i(r; t) :=
Ri
Rp(r; t)
; (6.25)
Ri and Rp(r; t) are the radii of the diusing species i and the growing pore,
respectively, as illustrated in Figure 6.1, (i(r; t)) is the partition coecient, and
Kd(i(r; t)) is the local hindrance factor for diusion with [127]
Kd(i(r; t)) =
2
(1  i(r; t))2
Z 1 i(r;t)
0
d
K(i(r; t); )
; (6.26)
where  is the dimensionless coordinate normal to the axis of the cylindrical pore
scaled by the pore radius and K(i(r; t); ) is the enhanced drag coecient relative
to the unbounded uid determined from the solution for the Stokes ow case of
continuum hydrodynamics for a spherical solute with size ratio i(r; t) located at
distance  relative to the centerline of the pore.
When the diameter of the solute is larger than the diameter of the pore, the
solute is too large to enter the pore, and the diusion is completely hindered so
H(i(r; t)) = 0 when i(r; t) > 1. When the diameter of the solute is smaller than
the diameter of the pore, only a portion of the cross-sectional area of the pore is
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accessible to the center of the sphere as steric exclusion of the sphere occurs near
the pore walls. The partition coecient is dened as the ratio of the average
intrapore concentration to that in bulk solution at equilibrium. For purely steric
interactions between solute i and the pore walls [126],
(i(r; t)) = (1  i(r; t))2 : (6.27)
The use of the purely steric (i(r; t)) is a reasonable assumption for molecules that
favor partitioning into the aqueous porous phase over the polymeric phase, such as
the hydrophilic small oligomers and monomers and hydrophilic drug compounds.
The diusivity of a solid sphere of radius Ri in a dilute solution with no bulk
motion is given by the Stokes-Einstein equation [98]:
Di;1 =
kBT
fS
=
kBT
6Ri
; (6.28)
where kB is Boltzmann's constant, T is the absolute temperature, fS is the drag
coecient from Stokes' law,  is the solvent viscosity, and Ri is the eective radius
of solute i. The drug molecular radius is approximated by the radius of a sphere
that would have the same value of the binary diusivity of the drug in water at
innite dilution as calculated by the Stokes-Einstein equation (6.28). This is a
common approximation for the radius of the solute [45,55,128]. The small oligomer
and monomer radii are taken to be their linear polymer chain length, nlave, where n
is the number of repeat units in the oligomer Pn and lave is the length of the average
of the monomers in the polymer or copolymer. The radius of gyration for exible
polymers could be used instead for the soluble oligomers and macromolecular drugs
as the steric partitioning coecients for exible polymers dier from those for
spherical molecules [109]. However, closed-form, nonempirical expressions are not
available for the hydrodynamic terms for exible polymers in cylindrical pores. All
diusing species are treated as spherical solutes due to the availability of
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expressions for hindered diusion for spheres diusing in liquid-lled cylinders.
Many derivations of K(i(r; t); ) have been presented and reviewed in the
literature for the hydrodynamic drag on a sphere moving parallel to the axis of a
cylindrical pore with constant values of i(r; t) [101,126,127,129,130]. Functions are
available for both quiescent and owing uid solvents in the pore. The
axisymmetric case with the solute positioned along the centerline of the pore as it
translates is the most well-understood. Assuming all spheres are distributed along
the centerline position in the pore allows for the centerline approximation:
K(i(r; t); )  K(i(r; t); 0) [109,126].
Stokes' law gives the drag force, FDi , on a sphere of solute i in an unbounded
uid creeping at a constant velocity [98]:
FDi = 6RiU = fSU; (6.29)
where  is the viscosity of the uid, Ri is the solute radius, U is the velocity, and fS
is the drag coecient. Faxen [131] solved the hydrodynamic equations with the
inuence of a solid wall near the sphere to give the enhanced drag force at the
centerline of a cylindrical tube [129,132]:
FDi =
6RiU
fF
=
fSU
fF
; (6.30)
where
1
fF
is the centerline enhanced drag coecient, K(i(r; t); 0), with fF given by
fF (i(r; t))  1  2:104i(r; t) + 2:09i(r; t)3   0:95i(r; t): (6.31)
Renkin [128] used Faxen's
1
fF
= K(i(r; t); 0) in (6.26) with the centerline
approximation to determine Kd(i(r; t)) = fF as the local hindrance factor for
diusion. The partition coecient due to purely steric interactions given by (6.27)
was combined with fF to obtain the popular Renkin equation for hindered diusion
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valid for 0 < i(r; t) < 0:4 [128]:
H(i(r; t)) = (1  i(r; t))2
 
1  2:104i(r; t) + 2:09i(r; t)3   0:95i(r; t)5

: (6.32)
The limited validity of the Renkin equation is suitable when studying solutes in
pores of constant radii within the range of i(r; t) values.
In the present work, the entire range of 0  i(r; t)  1 is needed to
characterize the pore growth with polymer degradation. Bungay and Brenner
developed an enhanced drag coecient accurate within 1% for the full i(r; t) range
using the centerline approximation [133]:
K(i(r; t); 0) =
Kt(i(r; t))
6
; (6.33)
where Kt(i(r; t)) is the resistance coecient for a sphere translating through a
quiescent uid along the centerline of a cylindrical pore. Integrating (6.26) gives
Kd(i(r; t)) =
6
Kt(i(r; t))
(6.34)
and using the partition coecient due to purely steric interactions given by (6.27),
H(i(r; t)) =
6 (1  i(r; t))2
Kt(i(r; t))
; 0  i(r; t)  1; (6.35)
where the hydrodynamic coecient Kt(i(r; t))) derived by Bungay and Brenner
is [126,133]
Kt(i(r; t)) =
92
p
2
4
(1  i(r; t)) 5=2
 
1 +
2X
j=1
aj (1  i(r; t))j
!
+
4X
j=0
aj+3i(r; t)
j;
(6.36)
where the coecients aj are a1 =  73=60, a2 = 77293=50400, a3 =  22:5083,
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a4 =  5:6117, a5 =  0:3363, a6 =  1:216, and a7 = 1:647.
Equations for the hindrance factor including radial dependence on the
enhanced drag without using the centerline approximation are available [127]. The
equation with the widest range of  was developed by Dechadilok and Deen [127] by
taking a least-squares t to the hydrodynamic results from Mavrovounitis and
Brenner [134] as ! 1 and the o-axis hydrodynamic numerical results for Ki(; )
over all radial positions for 0    0:9 developed by Higdon and Muldowney [135].
The resulting expression is recommended by Dechadilok and Deen for use for a wide
range of relative particle sizes for diusion in cylindrical pores [127]; however, the
Bungay and Brenner expression [133] given by (6.35) is used in the present work as
it is derived from the numerical approximation to an analytical solution rather than
a least-squares t to multiple numerical solutions. Also, the Bungay and Brenner
hindrance factor is reported to have 1% accuracy [133], while the Dechadilok and
Deen hindrance factor is reported to have only 2% accuracy [127].
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Chapter 7
Partial Dierential Equations of
the Model
In this chapter, the reaction and diusion contributions to the model developed in
Chapters 4, 5, and 6 are combined, and the system of partial dierential equations
(PDEs) constituting the model are delineated. The system of PDEs is numerically
solved using the numerical methods described in Chapter 8 to model
controlled-release drug delivery from polyester microspheres that are known to
exhibit autocatalytic, size-dependent degradation behavior.
Species concentrations as functions of position and time with spatial
variation can be determined using the general form of the conservation equation in
Chapter 4 with the net generation terms derived in Chapter 5 for the four kinetic
rate laws for hydrolysis and the diusion contribution from the transport of soluble
species with the eective diusivities of soluble oligomers, monomers, and drug
derived in Chapter 6. The PDE for updating the average pore radius, Rp(r; t), in
the equation for the eective diusivity is given in Section 7.1, and the PDE for
updating the variable eective diusivity, Di(r; t), in the conservation equation is
given in Section 7.2. The conservation equations for the drug; the carboxylic acid
end groups, COOH; the ester bonds, E; the small polymer chains, Pn, for
n = 1, 2, . . . , s; and the sum of the large oligomers, Pn>s, are presented as PDEs in
Sections 7.3{7.7. The net rates of generation of each of the reacting species derived
in Chapter 5 for the four hydrolysis rate laws are summarized in Section 7.8.
Small oligomers are those polymer chains, Pn, with n  s for integer values
of n, and large oligomers are those with n  s+ 1. In the present work, the
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oligomers from monomers to nonamers (s = 9) are considered as soluble, small
oligomers for PLGA. s is an adjustable parameter in the simulation code and can be
modied according to the solubility information available. It is assumed that the
soluble polymers are completely soluble and that the insoluble polymer chains are
not at all soluble. The large oligomers are treated as a lumped sum as discussed in
Section 7.7. By eliminating the need to solve the conservation equations explicitly
for each polymer chains with n > s, the number of PDEs in the system is reduced
from order N , where N is a very large number representing the maximum degree of
polymerization for truncating the innite sum to 2NS + 1, where NS is the number
of species equal to s+ 4 for the s small oligomers and the lumped sum of the
concentrations of the large oligomers, COOH, E, and drug. Each species has a
corresponding PDE for updating the value of Di(r; t). A single PDE is used to
update Rp(r; t).
Recall the conservation equation for species i from (4.8),
@ci(r; t)
@t
=
1
r2
@
@r

r2
Di(r; t)
R2
@ci(r; t)
@r

+RV i(r; t) (7.1)
with initial condition
ci(r; 0) = ci;t0(r); 0  r < 1 (7.2)
and boundary conditions
@ci(0; t)
@r
= 0; t  0 (7.3)
and
ci(1; t) = ci;r1; t  0: (7.4)
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7.1 Pore Radius
Recall (6.11),
@Rp(r; t)
@t
=
lPnsRV COOH(r; t)
[E]t0(r) + [COOH]t0(r)
; (7.5)
with initial condition
Rp(r; 0) = Rp;t0; 0  r < 1 (7.6)
and boundary conditions
@Rp(0; t)
@r
= 0; t  0 (7.7)
and
Rp(1; t) = 0; t  0; (7.8)
where lPns is the average length of a water-soluble, small oligomer given by
lPns =
laves(s+ 1)
2
; (7.9)
lave = GlG + (1 G)lL, G is the fraction of glycolide in the copolymer, lG = 3:510 A
and lL = 3:517 A, s is the number of repeat units in the largest soluble oligomer,
RV COOH(r; t) is the net rate of generation of carboxylic acid end groups listed for
four hydrolysis rate laws in Section 7.8, and [E]t0(r) and [COOH]t0(r) are the initial
concentration distributions of ester bonds and carboxylic acid end groups,
respectively.
7.2 Eective Diusivity
Recall (6.20),
Di(r; t) = Di;b +Di;p(r; t); (7.10)
where Di;b denotes the eective diusivity of species i in the bulk polymer and
Di;p(r; t) denotes the variable eective diusivity through the growing aqueous
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pores.
Recall (6.23),
Di;p(r; t) =
Di;1H(i(r; t))

; (7.11)
where Di;1 is the molecular diusion coecient of species i in water at innite
dilution; H(i(r; t)) is the hindrance factor accounting for porosity, equilibrium
partitioning, and hydrodynamic restrictions on the diusion of solute species i in
ne, liquid-lled pores; i(r; t) is the ratio of the solute radius to the dynamic pore
radius; and  is the average tortuosity of the pores, assumed to be 3.
Recall (6.35),
H(i(r; t)) =
6 (1  i(r; t))2
Kt(i(r; t))
; 0  i(r; t)  1; (7.12)
where
i(r; t) :=
Ri
Rp(r; t)
; (7.13)
Ri and Rp(r; t) are the radii of the diusing species i and the growing pore,
respectively, and the hydrodynamic coecient Kt(i(r; t)) is given by (6.36),
Kt(i(r; t)) =
92
p
2
4
(1  i(r; t)) 5=2
 
1 +
2X
j=1
aj (1  i(r; t))j
!
+
4X
j=0
aj+3i(r; t)
j;
(7.14)
with the coecients aj: a1 =  73=60, a2 = 77293=50400, a3 =  22:5083,
a4 =  5:6117, a5 =  0:3363, a6 =  1:216, and a7 = 1:647.
To update the eective diusivity during calls to the numerical solver, the
eective diusivity must be formulated as a PDE with respect to time. The rst
partial derivative of Di(r; t) with respect to t is
@Di(r; t)
@t
=
@Di;p(r; t)
@t
=
Di;1

dH
di
@i(r; t)
@t
; (7.15)
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with initial condition
Di(r; 0) = Di;b; 0  r < 1 (7.16)
and boundary conditions
@Di(0; t)
@r
= 0; t  0 (7.17)
and
Di(1; t) = 0; t  0; (7.18)
where Di;b is the eective diusivity of species i in the bulk polymer, Di;1 is the
molecular diusion coecient of species i in water at innite dilution,  = 3 is the
average tortuosity of the pores, i(r; t) is the ratio of the solute radius to the pore
radius and is dened by (7.13), the partial derivative of i(r; t) with respect to t is
@i(r; t)
@t
=
 Ri
Rp(r; t)2
@Rp(r; t)
@t
; (7.19)
the partial derivative of Rp(r; t) with respect to t is given by (7.5), the derivative of
H(i) is
dH
di
=
 12(1  i(r; t))Kt(i(r; t))  6 (1  i(r; t))2 dKt
di
dKt
di
2 ; (7.20)
the hydrodynamic coecient Kt(i(r; t)) is given by (7.14), and the derivative of
Kt(i) is
dKt
di
=
 452p2
8
(1  i(r; t)) 7=2
 
1 +
2X
j=1
aj (1  i(r; t))j
!
  9
2
p
2
4
(1  i(r; t)) 5=2
2X
j=1
jaj (1  i(r; t))j 1
+
4X
j=1
jaj+3i(r; t)
j 1:
(7.21)
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7.3 Drug Concentration
The conservation equation for the drug, [drug](r; t), with no net generation term
(RV drug(r; t)  0) is given by (4.12),
@[drug](r; t)
@t
=
1
r2
@
@r

r2
Ddrug(r; t)
R2
@[drug](r; t)
@r

; (7.22)
with initial condition
[drug](r; 0) = [drug]t0(r); 0  r < 1 (7.23)
and boundary conditions
@[drug](0; t)
@r
= 0; t  0 (7.24)
and
[drug](1; t) = [drug]r1; t  0 (7.25)
and the constraint
[drug]r1 < [drug]t0(r); (7.26)
where the eective diusivity of the drug, Ddrug(r; t), is calculated using the
equations of Section 7.2. The concentrations of the drug at time t = 0 must not be
the same as the concentration at the surface r = 1 for all interior radial points
because the concentration dierence is the driving force for the diusion process
without a generation term. The surface concentration must be less than the initial
concentration for net ux in the direction of increasing r toward the exterior of the
sphere: [drug]r1 < [drug]t0(r).
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7.4 Carboxylic Acid End Group Concentration
The carboxylic acid end group concentration, [COOH](r; t), can be tracked using
the conservation equation with the net rate of generation term, RV COOH(r; t), for
the appropriate kinetic rate law summarized in Section 7.8. Recall that each
polymer chain has one carboxylic acid end group, so the relationship between the
polymer chain concentration and the carboxylic acid end group concentration is
[COOH](t) =
1X
n=1
[Pn](t): (7.27)
With stationary, insoluble, large oligomers, the eective diusivity for Pn for
integers n > s is assumed to be zero. In the conservation equations for each of the
large oligomers, the accumulation term is equal to the net rate of generation term.
The transport of carboxylic acid end groups is only due to transport of small
oligomers. The diusion term of the conservation equation for COOH is equivalent
to the sum of the diusion terms for the small oligomers:
1
r2
@
@r

r2
DCOOH(r; t)
R2
@[COOH](r; t)
@r

=
sX
n=1
1
r2
@
@r

r2
DPn(r; t)
R2
@[Pn](r; t)
@r

:
(7.28)
The conservation equation for COOH is
@[COOH](r; t)
@t
=
sX
n=1
1
r2
@
@r

r2
DPn(r; t)
R2
@[Pn](r; t)
@r

+RV COOH(r; t); (7.29)
with initial condition
[COOH](r; 0) = [COOH]t0(r); 0  r < 1 (7.30)
and boundary conditions
@[COOH](0; t)
@r
= 0; t  0 (7.31)
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and
[COOH](1; t) = [COOH]r1; t  0 (7.32)
with DPn(r; t), the eective diusivity of the small oligomers of length n, calculated
using the equations of Section 7.2 and RV COOH(r; t), the net rate of generation of
carboxylic acid end groups from the hydrolysis reaction, given
by (5.15), (5.21), (5.28), and (5.45) for the four hydrolysis rate laws.
7.5 Ester Bond Concentration
The ester bond concentration, [E](r; t), can be tracked using the conservation
equation with the net rate of generation term, RV E(r; t), for the appropriate kinetic
rate law summarized in Section 7.8. Recall that each polymer chain of length n has
n  1 ester bonds, so the relationship between the polymer chain concentration and
the ester bond concentration is
[E](t) =
1X
n=1
(n  1)[Pn](t): (7.33)
With stationary, insoluble, large oligomers, the eective diusivity for Pn for
integers n > s is assumed to be zero. In the conservation equations for each of the
large oligomers, the accumulation term is equal to the net rate of generation term.
The transport of ester bonds is only due to transport of small oligomers. The
diusion term of the conservation equation for E is equivalent to the sum of the
diusion terms for the small oligomers multiplied by the factor n  1:
1
r2
@
@r

r2
DE(r; t)
R2
@[COOH](r; t)
@r

=
sX
n=1
(n  1) 1
r2
@
@r

r2
DPn(r; t)
R2
@[Pn](r; t)
@r

:
(7.34)
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The conservation equation for E is
@[E](r; t)
@t
=
sX
n=1
(n  1) 1
r2
@
@r

r2
DPn(r; t)
R2
@[Pn](r; t)
@r

+RV E(r; t); (7.35)
with initial condition
[E](r; 0) = [E]t0(r); 0  r < 1 (7.36)
and boundary conditions
@[E](0; t)
@r
= 0; t  0 (7.37)
and
[E](1; t) = [E]r1; t  0 (7.38)
with DPn(r; t), the eective diusivity of the small oligomers of length n, calculated
using the equations of Section 7.2 and RV E(r; t), the net rate of generation of ester
bonds from the hydrolysis reaction, given by (5.17), (5.24), (5.29), and (5.46) for the
four hydrolysis rate laws.
7.6 Small Oligomer Concentration
The small oligomer concentration, [Pn](r; t), can be tracked using the conservation
equation with the net rate of generation term, RV Pn(r; t), for the appropriate kinetic
rate law summarized in Section 7.8. The conservation equation for each
water-soluble, small oligomer, Pn, for n = 1, 2, . . . , s is
@[Pn](r; t)
@t
=
1
r2
@
@r

r2
DPn(r; t)
R2
@[Pn](r; t)
@r

+RV Pn(r; t); (7.39)
with initial condition
[Pn](r; 0) = 0; 0  r < 1 (7.40)
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and boundary conditions
@[Pn](0; t)
@r
= 0; t  0 (7.41)
and
[Pn](1; t) = [Pn]r1; t  0; (7.42)
with DPn(r; t), the eective diusivity of the small oligomers of length n, calculated
using the equations of Section 7.2 and RV Pn(r; t), the net rate of generation of
polymer chains from the hydrolysis reaction, given by (5.6), (5.23), (5.27),
and (5.43) for the four hydrolysis rate laws.
7.7 Large Oligomer Concentration
To save computations for explicitly calculating the full distribution of Pn for
n = 1, 2, . . . , a method has been developed to explicitly track only the small
oligomer concentrations and a lumped sum of large oligomer concentrations. The
full distribution of Pn is not of particular interest in the present work as the drug
cumulative release prole is the quantity that can be validated with experimental
results. The carboxylic acid end group and small oligomer concentrations are
needed to determine the evolution of the pore network in the microparticle to
determine the eective diusivities of the drug and small oligomers, as discussed in
Chapter 6 and summarized in Section 7.2.
For all of the kinetic mechanisms presented in Chapter 5 and summarized in
Section 7.8, the net rate of generation term for each polymer chain, RV Pn(r; t),
depends on the concentration of the polymer chain of length n, [Pn](r; t), and the
sum of the concentrations of all polymer chains longer than n,
1X
i=n+1
[Pi](r; t). The
summation can be divided into the contribution from small oligomers, with the
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longest soluble oligomer having length s, and large oligomers:
1X
i=n+1
[Pi](r; t) =
sX
i=n+1
[Pi](r; t) +
1X
i=s+1
[Pi](r; t): (7.43)
The net rate of generation term for each of the small oligomers depends on a subset
of the concentrations of the other small oligomers and the sum of the concentrations
of the large oligomers. The sum of the concentrations of the large oligomers is
denoted by
[Pn>s](r; t) :=
1X
i=s+1
[Pi](r; t): (7.44)
An alternate PDE for the carboxylic acid end group concentration can be
formulated as
@[COOH](r; t)
@t
=
@
@t
1X
n=1
[Pn](r; t): (7.45)
Splitting the summation into small and large oligomers and using the notation for
the sum of the concentrations of large oligomers gives
@[COOH](r; t)
@t
=
@
@t
sX
n=1
[Pn](r; t) +
@
@t
1X
n=s+1
[Pn](r; t)
=
sX
n=1
@[Pn](r; t)
@t
+
@[Pn>s](r; t)
@t
:
(7.46)
Solving for the change in the sum of the concentrations of the large oligomers gives
@[Pn>s](r; t)
@t
=
@[COOH](r; t)
@t
 
sX
n=1
@[Pn](r; t)
@t
: (7.47)
The COOH and Pn accumulation terms are known from the conservation
equations, (7.29) and (7.39), respectively. The diusion terms for the carboxylic
acid end groups and the small oligomers cancel using (7.28), so the conservation
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equation for Pn>s is
@[Pn>s](r; t)
@t
= RV COOH(r; t) 
sX
n=1
RV Pn(r; t): (7.48)
Assuming that the initial concentrations of all the small oligomers are zero, the
initial condition for (7.48) is
[Pn>s](r; 0) = [COOH](r; 0); 0  r < 1: (7.49)
The assumption is reasonable for polymers with moderate to high molecular weight.
The boundary conditions are
@[Pn>s](0; t)
@r
= 0; t  0 (7.50)
and
[Pn>s](1; t) = [Pn>s]r1; t  0: (7.51)
The net rate of generation of carboxylic acid end groups from the hydrolysis
reaction, RV COOH(r; t), is given by (5.15), (5.21), (5.28), and (5.45) and the net rate
of generation of small oligomers of length n from the hydrolysis reaction, RV Pn(r; t),
is given by (5.6), (5.23), (5.27), and (5.43) for the four hydrolysis rate laws.
7.8 Summary of Net Rate of Generation Terms
The net rate of generation terms for the polymer chains, RV Pn(r; t), the carboxylic
acid end groups, RV COOH(r; t), and the ester bonds, RV E(r; t), derived in Chapter 5
for each of the four polymer hydrolysis rate laws are summarized here.
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 First-Order Rate Law for Uncatalyzed Hydrolysis
{ Net Rate of Generation of Polymer Chains: RV Pn(r; t)
Recall (5.6),
RV Pn(r; t) = 2k
0
u
1X
m=n+1
[Pm](r; t)  (n  1) k0u[Pn](r; t);
n = 1, 2, . . . ;
(7.52)
where k0u := ku[H2O], ku is the rate constant for the uncatalyzed hydrolysis
reaction, [H2O] is the constant concentration of water, and [Pn](r; t) is the
concentration of polymer chains with a number-average degree of
polymerization n.
{ Net Rate of Generation of Carboxylic Acid End Groups: RV COOH(r; t)
Recall (5.15),
RV COOH(r; t) = k
0
u[E](r; t); (7.53)
where k0u := ku[H2O], ku is the rate constant for the uncatalyzed hydrolysis
reaction, [H2O] is the constant concentration of water, and [E](r; t) is the
total ester bond concentration of the polymer.
{ Net Rate of Generation of Ester Bonds: RV E(r; t)
Recall (5.17),
RV E(r; t) =  k0u[E](r; t); (7.54)
where k0u := ku[H2O], ku is the rate constant for the uncatalyzed hydrolysis
reaction, [H2O] is the constant concentration of water, and [E](r; t) is the
total ester bond concentration of the polymer.
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 Pseudo-First-Order Rate Law for Autocatalytic Hydrolysis
{ Net Rate of Generation of Polymer Chains: RV Pn(r; t)
Recall (5.23),
RV Pn(r; t) =
k01[COOH](r; t)
[E]

 
2
1X
m=n+1
[Pm](r; t)  (n  1) [Pn](r; t)
!
;
n = 1, 2, . . . ;
(7.55)
where k01 := kc[H2O][E], kc is the rate constant for the autocatalytic
hydrolysis reaction, [H2O] is the constant concentration of water, [E] is the
constant total ester bond concentration of the polymer, [COOH](r; t) is the
concentration of carboxylic acid end groups, and [Pn](r; t) is the
concentration of polymer chains with a number-average degree of
polymerization n.
{ Net Rate of Generation of Carboxylic Acid End Groups: RV COOH(r; t)
Recall (5.21),
RV COOH(r; t) = k
0
1[COOH](r; t) (7.56)
where k01 := kc[H2O][E], kc is the rate constant for the autocatalytic
hydrolysis reaction, [H2O] is the constant concentration of water, [E] is the
constant total ester bond concentration of the polymer, [COOH](r; t) is the
concentration of carboxylic acid end groups.
{ Net Rate of Generation of Ester Bonds: RV E(r; t)
Recall (5.24),
RV E(r; t)  0: (7.57)
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 Quadratic-Order Rate Law for Autocatalytic Hydrolysis
{ Net Rate of Generation of Polymer Chains: RV Pn(r; t)
Recall (5.27),
RV Pn(r; t) = k
0
2[COOH](r; t)

 
2
1X
m=n+1
[Pm](r; t)  (n  1) [Pn](r; t)
!
;
n = 1, 2, . . . ;
(7.58)
where k02 := kc[H2O], kc is the rate constant for the autocatalytic
hydrolysis reaction, [H2O] is the constant concentration of water,
[COOH](r; t) is the concentration of carboxylic acid end groups, and
[Pn](r; t) is the concentration of polymer chains with a number-average
degree of polymerization n.
{ Net Rate of Generation of Carboxylic Acid End Groups: RV COOH(r; t)
Recall (5.28),
RV COOH(r; t) = k
0
2[COOH](r; t)[E](r; t); (7.59)
where k02 := kc[H2O], kc is the rate constant for the autocatalytic
hydrolysis reaction, [H2O] is the constant concentration of water,
[COOH](r; t) is the concentration of carboxylic acid end groups, and
[E](r; t) is the total ester bond concentration of polymer.
{ Net rate of generation of ester bonds, RV E(r; t)
Recall (5.29),
RV E(r; t) =  k02[COOH](r; t)[E](r; t); (7.60)
where k02 := kc[H2O], kc is the rate constant for the autocatalytic
hydrolysis reaction, [H2O] is the constant concentration of water,
[COOH](r; t) is the concentration of carboxylic acid end groups, and
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[E](r; t) is the total ester bond concentration of polymer.
 1.5th-Order Rate Law for Autocatalytic Hydrolysis
{ Net Rate of Generation of Polymer Chains: RV Pn(r; t)
Recall (5.43),
RV Pn(r; t) = k
0
1:5
p
Ka[COOH](r; t)

 
2
1X
m=n+1
[Pm](r; t)  (n  1) [Pn](r; t)
!
;
n = 1, 2, . . . ;
(7.61)
where k01:5 := kc[H2O], kc is the rate constant for the autocatalytic
hydrolysis reaction, [H2O] is the constant concentration of water, Ka is the
acid dissociation constant for COOH, [COOH](r; t) is the concentration of
carboxylic acid end groups, and [Pn](r; t) is the concentration of polymer
chains with a number-average degree of polymerization n.
{ Net Rate of Generation of Carboxylic Acid End Groups: RV COOH(r; t)
Recall (5.45),
RV COOH(r; t) = k
0
1:5
p
Ka[COOH](r; t)[E](r; t); (7.62)
where k01:5 := kc[H2O], kc is the rate constant for the autocatalytic
hydrolysis reaction, [H2O] is the constant concentration of water, Ka is the
acid dissociation constant for COOH, [COOH](r; t) is the concentration of
carboxylic acid end groups, and [E](r; t) is the total ester bond
concentration of the polymer.
{ Net Rate of Generation of Ester Bonds: RV E(r; t)
Recall (5.46),
RV E(r; t) =  k01:5
p
Ka[COOH](r; t)[E](r; t); (7.63)
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where k01:5 := kc[H2O], kc is the rate constant for the autocatalytic
hydrolysis reaction, [H2O] is the constant concentration of water, Ka is the
acid dissociation constant for COOH, [COOH](r; t) is the concentration of
carboxylic acid end groups, and [E](r; t) is the total ester bond
concentration of the polymer.
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Chapter 8
Numerical Methods
This chapter presents the numerical methods used to solve the partial dierential
equations (PDEs) of the model for drug delivery from PLGA microspheres given in
Chapter 7. First, a brief overview of numerical methods for PDEs is presented, and
the nite dierence operators are derived. Next, the discretizations of the reaction
term, the spatial derivatives of the diusion term, and the temporal derivative of
the accumulation term are discussed. The diusion term includes variable eective
diusivity as a function of the radius and time, so the diusivity must be included
in the spatial derivatives. The implicit ordinary dierential equation (ODE) solver
utilized for solving the model equations is discussed.
As summarized in Chapter 7, the conservation equations consist of nonlinear,
parabolic PDEs in spherical coordinates with radial symmetry to describe the
reaction-diusion conservation of the chemical species in PLGA microspheres
undergoing polymer degradation and diusive drug release. The system of PDEs of
the model must be solved numerically because the eective diusivities for some of
the species are not constant and the equations are nonlinear and coupled. For each
set of parameter values, a new numerical solution must be determined.
The primary methods for numerically solving PDEs are the nite dierence
method, the nite element method, and the nite volume method. Each of these
methods encompasses many numerical schemes. In schemes of the nite dierence
method, the dierential operators and the domain of a PDE are discretized to
obtain a system of equations that can be solved more easily than the
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PDE [136,137]. In schemes of the nite element method, the solution space is
discretized with basis functions to determine a solution that is a weighted
combination of the basis functions [136]. In schemes of the nite volume method,
the spatial domain is discretized into nite-sized volume elements, and the uxes
through volume elements are computed using surface integrals based on the current
average values across each volume element [138].
The nite element and nite volume methods have more exibility in the
geometry that they can handle as these methods do not depend on the structure of
the grid points as the nite dierence method does [139], but they are not as
straightforward to implement as the nite dierence method. As the boundary
conditions and geometry for the model are simple (a one-dimensional sphere with
symmetry at the origin and constant concentration Dirichlet boundary condition at
the surface), the nite dierence method is used for numerically solving the model
PDEs in this dissertation. For further comparisons between the nite dierence,
nite element, and nite volume methods and details of their implementation, refer
to [136] and [139]. Only the nite dierence method is discussed further here.
In the nite dierence method, derivatives are approximated using nite,
small intervals rather than innitely small intervals as in the denitions of the
derivatives. The domain for the dierential equation is discretized into a nite
number of grid points. The approximations to the derivatives are evaluated at the
discretized points in one or multiple dimensions to obtain a system of algebraic or
ordinary dierential equations, depending on the number of dimensions discretized.
Numerical solvers can be used to solve the system of algebraic or ordinary
dierential equations for the numerical solution to the PDE at each discretized grid
point. Taylor series expansions can be used to determine the order of the truncation
error|the dierence between the numerical solution obtained using the nite
dierence method and the exact solution to a dierential equation.
The method of lines is a semidiscrete method where a PDE rst is
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discretized in space and then the resulting system of time-dependent ordinary
dierential equations (ODEs) at each grid point is solved using any of the numerical
solvers for ODEs [138,139]. Many software packages are available for solving
systems of ODEs. The method of lines approach is used here.
In the following subsections, a few sample nite dierence schemes are
presented for approximating rst and second derivatives. Then, the methods used
for this dissertation for time- and space-dierencing are detailed, and the general
form of the dierential-dierence equation used for the method of lines is given.
8.1 Finite Dierence Method
Several nite dierence operators exist to discretize derivatives. The most common
dierence operators (forward, backward, and central) are presented below and
applied to the general form of the PDEs of the model in subsequent sections. The
nite dierence operators are usually dened on an grid with intervals of x
between grid points xi = (i  1)x, where the index i has integer values. The index
i is chosen to start from 1 rather than 0 for consistency with array indexing in
Fortran and MATLAB software. The operators also can be dened on smaller or
larger intervals, such as 1
2
x or 2x. Let Fi  f(xi) represent the numerical
approximation at xi. The interval sizes should match in the numerator and the
denominator to approximate a derivative, and the index should scale with the
interval size (i.e., Fi+ 1
2
for f(xi +
1
2
x)).
8.1.1 Denitions of the First Derivative
The derivative of a function f(x) at the point xi is typically dened by
df(xi)
dx
:= lim
x!0
f(xi +x)  f(xi)
x
: (8.1)
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The standard denition of the derivative of f(x) uses forward intervals for the
numerator. In the limit that the interval size goes to zero and if the derivative is
continuous at (xi), mathematically equivalent forms for the denitions of the
derivative of f(x) at the point (xi) can be dened using backward
intervals [137,139],
df(xi)
dx
:= lim
x!0
f(xi)  f(xi  x)
x
; (8.2)
and centered intervals [137,139],
df(xi)
dx
:= lim
x!0
f(xi +
1
2
x)  f(xi   12x)
x
: (8.3)
8.1.2 Denitions of Taylor Series Expansions
The Taylor series expansion of the function f(x) about xi is
f(x) =
1X
n=0
dn
dxn
f(xi)
n!
(x  xi)n: (8.4)
The function values f(xi+x) and f(xi x) are expanded in Taylor series
about xi as
f(xi +x) =
1X
n=0
dn
dxn
f(xi)
n!
(x)n
= f(xi) + x
df(xi)
dx
+
(x)2
2
d 2f(xi)
dx2
+
(x)3
6
d 3f(xi)
dx3
+ : : :
(8.5)
and
f(xi  x) =
1X
n=0
dn
dxn
f(xi)
n!
( x)n
= f(xi) xdf(xi)
dx
+
(x)2
2
d 2f(xi)
dx2
  (x)
3
6
d 3f(xi)
dx3
+ : : : :
(8.6)
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8.1.3 Forward Dierence Operator
The forward dierence operator, +, applied to a function f(x) is dened by [140]
+f(x) := f(x+x)  f(x): (8.7)
The scheme for approximating the rst derivative of f(x) at the point xi
using the forward dierence operator and the denition of the derivative given
by (8.1) is
df(xi)
dr
= lim
x!0
f(xi +x)  f(xi)
x
= lim
x!0
+f(xi)
x
 +Fi
x
 Fi+1   Fi
x
:
(8.8)
The truncation error, T (xi), for a numerical method is equal to the dierence
between the numerical scheme, evaluated by replacing the numerical approximation
Fi with the exact solution f(xi), and the dierential equation. T (xi) for the scheme
for approximating the rst derivative using the forward dierence operator can be
determined by subtracting the left-hand-side of (8.8) from the right-hand-side,
substituting f(xi +x) for Fi+1 and f(xi) for Fi, and using the Taylor series
expansion for f(xi +x) given by (8.5), [138]:
T (xi) =
f(xi +x)  f(xi)
x
  df(xi)
dx
=

f(xi) + x
df(xi)
dx
+
(x)2
2
d 2f(xi)
dx2
+ : : :

  f(xi)
x
  df(xi)
dx
=
x
2
d 2f(xi)
dx2
+ : : : :
(8.9)
The order of accuracy is determined by the lowest power of x in the truncation
error [137]. The scheme for approximating the rst derivative using the forward
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dierence operator is rst-order accurate in x.
8.1.4 Backward Dierence Operator
The backward dierence operator,  , applied to a function f(x) is dened by [140]
 f(x) := f(x)  f(x x): (8.10)
The scheme for approximating the rst derivative of f(x) at the point xi
using the backward dierence operator and the denition of the derivative given
by (8.2) is
df(xi)
dx
= lim
x!0
f(xi)  f(xi  x)
x
= lim
x!0
 f(xi)
x
  Fj
x
 Fi   Fi 1
x
:
(8.11)
T (xi) for the scheme for approximating the rst derivative using the
backward dierence operator can be determined by subtracting the left-hand-side
of (8.11) from the right-hand-side, substituting f(xi) for Fj and f(xi  x) for
Fi 1, and using the Taylor series expansion for f(xi  x) given by (8.6), [138]:
T (xi) =
f(xi)  f(xi  x)
x
  df(xi)
dr
=
f(xi) 

f(xi) xdf(xi)
dx
+
(x)2
2
d 2f(xi)
dx2
  : : :

x
  df(xi)
dx
=  x
2
d 2f(xi)
dx2
+ : : : :
(8.12)
The scheme for approximating the rst derivative using the backward dierence
operator is rst-order accurate in the x.
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8.1.5 Central Dierence Operator
The central dierence operator, , applied to a function f(x) is dened by [140]
f(x) := f(x+
1
2
x)  f(x  1
2
x): (8.13)
The scheme for approximating the rst derivative of f(x) at the point xi
using the central dierence operator and the denition of the derivative given
by (8.3) is
df(xi)
dx
= lim
x!0
f(xi +
1
2
x)  f(xi   12x)
x
= lim
x!0
f(xi)
x
 Fi
x

Fi+ 1
2
  Fi  1
2
x
:
(8.14)
Alternatively, the central dierence operator can be dened over the interval
of 2x by
2f(x) := f(x+x; t)  f(x x) (8.15)
and can be used to approximate the rst derivative of f(x) at the point xi by
df(xi)
dx
= lim
x!0
f(xi +x)  f(xi  x)
2x
= lim
x!0
2f(xi)
2x
 2Fi
2x
 Fi+1   Fi 1
2x
:
(8.16)
The truncation errors for  and 2 have the same order as they only dier by
a constant due to the interval spacing. The truncation error is derived for the
interval size of 2x as the Taylor series expansions have been shown for f(xi +x)
and f(xi  x) in (8.5) and (8.6). T (xi) for the scheme for approximating the rst
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derivative using the central dierence operator can be determined by subtracting
the left-hand-side of (8.16) from the right-hand-side, substituting f(xi  x) for
Fi 1 and f(xi +x) for Fi+1, and using the Taylor series expansions for the grid
points f(xi +x) and f(xi  x), [138]:
T (xi) =
f(xi +x)  f(xi  x)
2x
  df(xi)
dx
=
f(xi) + x
df(xi)
dx
+
(x)2
2
d 2f(xi)
dx2
+
(x)3
6
d 3f(xi)
dx3
+ : : :
2x
 
f(xi) xdf(xi)
dx
+
(x)2
2
d 2f(xi)
dx2
  (x)
3
6
d 3f(xi)
dx3
+ : : :
2x
  df(xi)
dx
=
(x)2
6
d 3f(xi)
dx3
+ : : : :
(8.17)
The scheme for approximating the rst derivative using the central dierence
operator is second-order accurate in x.
8.2 Time-Dierencing
It is a common practice to consider time- and space-dierencing independently,
although they are not completely independent, to treat the issues that arise from
the choices of nite dierence operators [137,139]. For the numerical integration of
a PDE, the initial and boundary conditions give the starting values at all spatial
grid points, and the values for the entire spatial mesh are updated for each time
step. Generally, only occasional time points are written to output les for storage
and analysis, and as few time points as possible are kept in memory [137].
Intermediate values between output times can be discarded after the updates are
completed for each time step. Future time points are not available. The current
time point may be calculated explicitly using previous time points, implicitly as a
function of the current time point, or a combination of implicitly and explicitly.
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With the ODEs in time that result from discretization of the PDEs in space,
approximating the derivative of fj(t) with the rst-order accurate forward dierence
operator given by (8.8) gives the explicit forward Euler scheme at the point
(rj; tk) = ((j   1)r; (k   1)t):
dfj(tk)
dt
 F
k+1
j   F kj
t
; (8.18)
where fj(t) is a continuous function of time at rj, F
k
j is the numerical
approximation to fj(t) at the discrete point (rj; tk), and t is the time step.
With this scheme values at the current time point tk are used to update the
next time point tk+1:
Ck+1j  Ckj +t
dfj(tk)
dt
: (8.19)
The forward Euler scheme, along with other higher-order explicit methods,
has severe stability requirements restricting the size of the time step relative to the
spatial mesh size [141]. For the diusion equation in polar coordinates with
spherical symmetry, the explicit scheme is stable only if [140]
t  (r)
2
6maxi(r; t)
; (8.20)
where i(r; t) is the variable diusion coecient divided by the square of the
particle radius.
Explicit methods are not suitable for sti ODEs, which involve slow smooth
transients and much faster transients that need to be fully resolved to give the
correct behavior of the slow transients. Small time steps must be taken for accurate
solutions in the interval when the fast transient is signicant [141]. A problem is
considered sti if the time scales for the slow and fast transients are widely
separated (examples: fast reaction and slow diusion or vice versa). Sti problems
require many time steps small in comparison to the time scale of the rapid transient
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to maintain stability of the numerical integration, making the computational time
required to produce a complete solution for the entire time frame of the slow
transient prohibitive in many cases. Failure to resolve or damp rapid transients
introduces local truncation errors that perturb the system from accurately
computing the desired solution [138]. Chemical reaction systems and the translation
of diusion terms by nite dierences to a large system of ODES in the method of
lines are sources of stiness [142].
Approximating the derivative of fj(t) with the rst-order accurate backward
dierence operator given by (8.11) gives the implicit backward Euler scheme at the
point (rj; tk) = ((j   1)r; (k   1)t):
dfj(tk)
dt
 F
k
j   F k 1j
t
: (8.21)
Add 1 to each index gives the equivalent form in terms of k and k + 1:
dfj(tk+1)
dt
 F
k+1
j   F kj
t
: (8.22)
With this scheme values at the current time point tk and the next time point tk+1
are used to update the next time point:
F k+1j  F kj +t
dfj(tk+1)
dt
: (8.23)
The backward Euler scheme, along with other implicit methods, is more
computationally expensive than the corresponding explicit method. However, the
stability restriction of the explicit method is circumvented by the implicit scheme
being unconditionally stable, allowing for larger time steps to be taken to satisfy
accuracy considerations for maintaining an acceptably small truncation error rather
than numerical stability requirements [140].
Many more sophisticated ODE solvers are available that have higher orders
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of accuracy and have been designed for specic types of problems [137]. MATLAB
has a suite of built-in ODE solvers, including some designed for sti problems. The
limitation of these solvers is that they save all the intermediate times in memory
even when a coarse distribution of time step values is specied for output. This
becomes restrictive when a large system of PDEs is discretized in space, creating an
even larger system of ODEs.
The ODE solver used here is RADAU5 [142], which uses a 5th order implicit
Runge-Kutta method with step-size control implemented in Fortran. Briey, the
method is based on a Radau quadrature method (3-stage Radau IIA) that is
L-stable [143] meaning that its region of absolute stability contains the entire left
half-plane and rapid transient deviations from the smooth solution are damped
quickly [138]. The method is detailed in [142], and [143] provides a thorough
description of numerical methods for sti ODE initial value problems. The solver
uses a variable step-size method to handle sti problems. When the dynamics of
fast and slow phenomena begin at the start of the simulation, the time step size is
initially small to capture the dynamics of the fast transient. It is inecient to
maintain this step size after the fast dynamics have decayed. The solver increases
the step size incrementally using error estimates to maintain the local error per step
below a specied tolerance.
8.3 Space-Dierencing
Numerical schemes may use multiple spatial grid point values for the approximation
of spatial derivatives. Schemes that are second-order accurate in r using the
central dierence operator are used here for approximating the rst derivatives with
respect to r using the grid point rj and its two adjacent neighbors, rj 1 and rj+1.
The eects of the boundary conditions on evaluating the approximations to the
derivatives are discussed in relation to the discretization of the spatial derivatives of
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the diusion term.
The parameter i(r; t) simplies the diusion term of the general
conservation equation and is dened as
i(r; t) :=
Di(r; t)
R2
: (8.24)
The outer derivative of the diusion term can be distributed as
1
r2
@
@r

r2i(r; t)
@ci(r; t)
@r

=
2i(r; t)
r
@ci(r; t)
@r
+
@
@r

i(r; t)
@ci(r; t)
@r

:
(8.25)
It is possible to write the second term as
@
@r

i(r; t)
@ci(r; t)
@r

=
@i(r; t)
@r
@ci(r; t)
@r
+ i(r; t)
@2ci(r; t)
@r2
; (8.26)
but the standard procedure is to use a dierence operator to approximate the term
in its original form [140]. The numerical approximations to i(r; t) and ci(r; t) at
((j   1)r; t) are denoted as Aij(t) and Cij(t), respectively, with time as a
continuous variable.
8.3.1 Numerical Approximation in the Range 0 < r < 1
The interior portion of the spatial domain discretized by r into NR discretizations
is considered rst. The schemes for approximating rst derivatives derived with the
central dierence operator over intervals of r and 2r in the spatial dimension are
given by (8.14) and (8.16), respectively. The numerical approximation to the
diusion term given by (8.25) at (rj; t) = ((j   1)r; t) for 0 < rj < 1 and t > 0
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is [140]
1
r2j
@
@r

r2ji(rj; t)
@ci(rj; t)
@r

 2Aij(t)
(j   1)r
2Cij(t)
2r
+


Ai(rj; t)
@Ci(rj; t)
@r

r
 Aij(t)
 
Cij+1(t)  Cij 1(t)

(j   1)(r)2
+
Ai
j+12
(t)Ci
j+12
(t)  Ai
j  12
(t)Ci
j  12
(t)
(r)2
 Aij(t)
 
Cij+1(t)  Cij 1(t)

(j   1)(r)2
+
Ai
j+12
(t)
 
Cij+1(t)  Cij(t)

(r)2
 
Ai
j  12
(t)
 
Cij(t)  Cij 1(t)

(r)2
;
j = 2, 3, . . . , NR  1:
(8.27)
The values of Ai at the intermediate grid points rj+ 1
2
and rj  1
2
can be approximated
using the known values at the adjacent grid points:
Ai
j+12
(t)  Aij+1(t) + Aij(t)
2
(8.28)
and
Ai
j  12
(t)  Aij(t) + Aij 1(t)
2
: (8.29)
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Substituting the expressions given by (8.28) and (8.29) into (8.27) and simplifying
yields
1
r2j
@
@r

r2ji(rj; t)
@ci(rj; t)
@r

 Aij(t)
 
(j + 1)Cij+1(t)  2(j   1)Cij(t) + (j   3)Cij 1(t)

2(j   1)(r)2
+
Aij+1(t)
 
Cij+1(t)  Cij(t)

2(r)2
+
Aij 1(t)
 
Cij 1(t)  Cij(t)

2(r)2
;
j = 2, 3, . . . , NR  1:
(8.30)
In the limit that Aij = Aij+1 = Aij 1 , the general expression given by (8.30)
becomes the more common spherical discretization scheme for diusion with
diusivity independent of r [100,144]:
1
r2j
@
@r

r2ji(t)
@ci(rj; t)
@r

 Ai(t)
 
jCij+1(t)  2(j   1)Cij(t) + (j   2)Cij 1(t)

(j   1)(r)2 ;
j = 2, 3, . . . , NR  1:
(8.31)
Note that the index used here is dierent than that in the references to account for
MATLAB and Fortran indexing starting with 1 instead of 0 as in [100,144].
8.3.2 Numerical Approximation at r = 0
The numerical scheme given by (8.30) is valid for integers 1 < j < NR. At the
r = 1 boundary, the concentration of species i is known explicitly by the constant
surface boundary condition given by (4.11), so it is unnecessary to calculate
updated values for ci;r1  CiNR . At the origin, the index is j = 1, the scheme (8.30)
has a singularity, and the j = 0 index lies outside the boundary of the
one-dimensional sphere. At the center of the sphere, the boundary condition given
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by (4.10) enforces radial symmetry about the origin. The numerical approximation
to the boundary condition is
@ci(0; t)
@r
 2Ci1(t)
2r
=
Ci2(t)  Ci0(t)
2r
= 0: (8.32)
The concentration at the grid point outside the boundary, Ci0(t), is
Ci0(t) = Ci2(t): (8.33)
With points at j = 0 and j = 2 being symmetric, Ai0(t) = Ai2(t).
The diusion term given by (8.25) evaluated in the limit as r ! 0 with the
boundary condition
@ci(0; t)
@r
= 0 is
lim
r!0

1
r2
@
@r

r2i(r; t)
@ci(r; t)
@r

= lim
r!0

2i(r; t)
r
@ci(r; t)
@r
+
@
@r

i(r; t)
@ci(r; t)
@r

= lim
r!0
0B@2i(r; t)@ci(r; t)@r
r
1CA+ @
@r

i(r; t)
@ci(r; t)
@r

:
(8.34)
The rst term gives an indeterminate form of 0=0 that can be resolved using
l'Hospital's Rule:
lim
r!0
0B@2i(r; t)@ci(r; t)@r
r
1CA = lim
r!0
0BB@
@
@r

2i(r; t)
@ci(r; t)
@r

@
@r
r
1CCA
= 2
@
@r

i(r; t)
@ci(r; t)
@r

:
(8.35)
The result substituted into (8.34) yields
lim
r!0

1
r2
@
@r

r2i(r; t)
@ci(r; t)
@r

= 3
@
@r

i(r; t)
@ci(r; t)
@r

: (8.36)
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As in (8.27), the partial derivative term may be approximated by
@
@r

i(rj; t)
@ci(rj; t)
@r


Ai
j+12
(t)
 
Cij+1(t)  Cij(t)

(r)2
 
Ai
j  12
(t)
 
Cij(t)  Cij 1(t)

(r)2
 Aij(t)
 
Cij+1(t)  2Cij(t) + Cij 1

2(r)2
+
Aij+1(t)
 
Cij+1(t)  Cij(t)

2(r)2
+
Aij 1(t)
 
Cij 1(t)  Cij(t)

2(r)2
:
(8.37)
Using the symmetry boundary condition at j = 1, Ci0(t) = Ci2(t) and
Ai0(t) = Ai2(t). Therefore,
lim
r!0

1
r2
@
@r

r2i(r; t)
@ci(r; t)
@r

 3 (Ai1(t) + Ai2(t)) (Ci2(t)  Ci1(t))
(r)2
: (8.38)
In the limit that Ai1 = Ai2 , the general expression given by (8.38) becomes
the more common spherical discretization scheme for diusion at r = 0 with
diusivity independent of r [100,144]:
lim
r!0

1
r2
@
@r

r2i(t)
@ci(r; t)
@r

 6Ai(t)
(r)2
(Ci2(t)  Ci1(t)) : (8.39)
8.4 General Form for Model Dierential-Dierence
Equations
Terms which are not functions of spatial derivatives may be discretized in space by
evaluating at the discrete points rj = (j   1)r for j = 1, 2, . . . , NR, where NR is
the number of evenly-spaced radial discretizations, resulting in functions of time at
each grid point. The reaction term, RV i(r; t), of the conservation terms is nonlinear
but is only a function of the concentrations of the species in the system and not a
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function of any derivatives. Therefore, the reaction term can be approximated
numerically at the point (rj; t) by
RV i(rj; t)  RV ij(t): (8.40)
Likewise, the average pore radius, Rp(r; t), and the eective diusivity of species i,
Di(r; t), are nonlinear but not functions of any spatial derivatives, so they may be
approximated numerically at the point (rj; t) by
Rp(rj; t)  Rpj(t): (8.41)
and
Di(rj; t)  Dij(t); (8.42)
respectively.
By approximating the spatial derivatives with central dierences as described
in Section 8.3 and evaluating all functions of r at the discrete spatial point
rj = (j   1)r with continuous time, the system of PDEs for updating Rp(r; t) and
Di(r; t) and the conservation equations in Chapter 7 becomes a system of
dierential-dierence equations in time:
dRpj(t)
dt
= f
 
RV ij(t)

; j = 1, 2, . . . , NR  1; (8.43)
dRpNR(t)
dt
= 0; (8.44)
dDij(t)
dt
= f

Rpj(t);
dRpj(t)
dt

; j = 1, 2, . . . , NR  1; (8.45)
dDiNR(t)
dt
= 0; (8.46)
dCi1(t)
dt
=
3 (Ai1(t) + Ai2(t)) (Ci2(t)  Ci1(t))
(r)2
+RV i1(t); (8.47)
95
dCij(t)
dt
=
Aij(t)
 
(j + 1)Cij+1(t)  2(j   1)Cij(t) + (j   3)Cij 1(t)

2(j   1)(r)2
+
Aij+1(t)
 
Cij+1(t)  Cij(t)

+ Aij 1(t)
 
Cij 1(t)  Cij(t)

2(r)2
+RV ij(t); j = 2, 3, . . . , NR  1;
(8.48)
and
dCiNR(t)
dt
= 0; (8.49)
with initial conditions for j = 1, 2, . . . , NR
Rpj(0) =Rp;t0;
Dij(0) =Di;b;
Cij(0) = Cij ;t0:
(8.50)
where Rpj(t) is the numerical approximation to the average pore radius at (rj; t),
Dij(t) is the numerical approximation to the eective diusivity of species i at
(rj; t), Cij(t) is the numerical approximation to the molar concentration of species i
at (rj; t), r is the spatial discretization size, t  0 is time, Aij(t) is the numerical
approximation to the ratio of the eective diusivity of species i to the particle
radius at (rj; t), RV ij(t) is the numerical approximation to the net generation of
species i from the hydrolysis reaction at (rj; t), Rp;t0 is the numerical approximation
to the initial average pore size, Di;b is the eective diusivity of species i in the
polymer bulk, and Cij ;t0 is the numerical approximation to the initial concentration
distribution of species i at (rj; 0).
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Chapter 9
Computational Implementation of
Model Equations
This chapter provides details for the implementation of the numerical methods for
determining solutions to the model equations in the Fortran programming language
and for processing the solution data. The same code is used for considering limiting
cases and the full model. Options can be specied to turn on or o certain portions
of the code to investigate the eects of the coupling between the model components.
Switching between reaction rate laws and constant and variable eective diusivity
are possible through the use of the options. The codes developed for the dening
and solving the model equations are provided in Appendix B, excluding the
RADAU5 ODE solver routine developed by [142] and the linear algebra routines the
solver uses, which were not modied in the present work.
A batch le, kraken.deck, is modied for each simulation specifying the
parameters and options for that case to be read by the executable at run time. The
batch les are submitted to the batch job queue on a remote computational cluster
for simultaneous running of many jobs. The same executable can be used while
many variables and simulation options are explored. This reduces potential errors
involved with entering variables accurately in the code or on the command line and
reduces time spent on compilation of the executable. A sample batch le is included
in Appendix B.17. The makele for compiling the code into an executable, radau, is
included in Appendix B.18. The output can be directed to save in dierent
subfolders from the same executable. This saves memory and allows for an
organized system for storing run data. The jobs are run in series on single
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processors on the Kraken Cray XT5 supercomputer at the National Institute for
Computational Resources through allocations with the Extreme Science and
Engineering Discovery Environment (XSEDE). Typical full model run times, with
error tolerance of 10 6 with 100 calls to the ODE solver and 101 spatial
discretization points, are on the order of 1 hour with very fast queue times, so
parallelization of the code was not pursued.
Overviews of the subroutines developed in this work and the options
specied for the RADAU5 solver are provided in the following sections.
9.1 Fortran Driver Routine driver radau5
The Fortran driver routine driver radau5 is the driver for calling the RADAU5
subroutine and its subsidiary subroutines, which are used directly from [142], to
solve the system of ODEs dened in the subroutine deriv for the spatially
discretized system of PDEs given in Chapter 7 for drug delivery from spherical
polymer particles. The code for the driver is in Appendix B.1.
Figure 9.1 shows the calling hierarchy for the Fortran routine driver radau5
and its external subroutines. To initialize the system variables, the driver calls two
subroutines intpar and initial. The initial parameters, time, and solution vector are
written to output: simulation.out if the run begins at t = 0 with uniform initial
drug concentration or simulation restart.out if the run begins at a later time or with
a prescribed initial drug concentration prole. The parameters for RADAU5 are
initialized, and the ODE solver is called NT   1 times. At the end of each call, the
status of the solver call is written to the standard output stream, and the current
simulation time and the solution vector and written to the same output le where
the initial conditions were written (simulation.out or simulation restart.out). The
solution vector consists of the concentration proles of the species, the average pore
radius, and the eective diusivities of the species at each radial position.
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MATLAB is used to create visualizations from the output data and for calculation
of the proles of pH and cumulative release of drug with and without burst eects.
9.2 Subroutine intpar
The subroutine intpar reads input tokens and parameters from the command line or
the script le kraken,deck and calculates constant quantities. Table 9.1 denes the
input for the executable read by intpar. The code for intpar is in Appendix B.2.
intpar calculates the initial ester bond concentration relative to the
carboxylic acid end group concentration, assuming that both are uniformly
distributed. Let [B](r; t) denote the total concentration of monomers (constant
without transport eect) and N(r; t) denote the average number of monomers per
chain. Then,
[B](r; t) = [COOH](r; t) + [E](r; t) (9.1)
and
N(r; t) =
Mn(r; t)
M1
; (9.2)
where [COOH](r; t) is the concentration of COOH end groups, [E](r; t) is the
concentration of ester bonds, Mn(r; t) is the number average molecular weight of the
polymer (small and large oligomers), and M1 is the monomer molecular weight.
Each chain has one COOH end group, so
[COOH](r; t) =
[B](r; t)
N(r; t)
: (9.3)
Substituting (9.1) and (9.2) into (9.3) and solving for [E](r; t) gives
[E](r; t) = [COOH](r; t)

Mn(r; t)
M1
  1

: (9.4)
This only holds for all t without transport eects. It is true at t = 0 even with
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Table 9.1: Input tokens and parameters read by Fortran subroutine intpar.
Tokens
Name Value Interpretation
restart 0 Start from t = 0
1 Finish an incomplete run
2 Rene an interval
din on 0 No diusion
1 Diusivity: constant for all species
2 Diusivity: constant for small oligomers and variable for drug
3 Diusivity: variable for all species
rxn on 0 No reaction
1 First-order rate law for uncatalyzed hydrolysis
2 Pseudo-rst-order rate law for autocatalytic hydrolysis
3 Quadratic-order rate law for autocatalytic hydrolysis
4 1.5th-order rate law for autocatalytic hydrolysis
kscale on 0 Use supplied k parameter as rate constant
1 Use supplied k parameter as k01 and convert to rate constant
Parameters
Name Denition
NR Number of spatial discretizations including the boundaries
NS Number of species
R Polymer particle radius in cm
tau Tortuosity, 
DD Diusivity at innite dilution of the drug, Ddrug;1, in cm2=s
DH Diusivity at innite dilution of the monomers, DP1;1, in cm
2=s
k Reaction rate constant in units of days 1, M 1days 1 or M 1=2days 1
PDI Polymer polydispersity index
Mw Polymer weight-average molecular weight
drug0 Initial drug concentration
COOH0 Initial COOH concentration
Xrxn Extent of reaction in reaction-dominant limit
NT Number of time points including t = 0 for output;
NT   1 is number of calls to RADAU5
Rp0 Initial uniform pore radius of polymer, Rp(r; 0) = Rp;t0g
tfinal override Optional override for nal time in days
G Glycolic acid fraction of the polymer
TOL Error tolerance TOL=RTOL=ATOL
DD0 Diusivity of drug in the bulk polymer, Ddrug;b
DH0 Diusivity of small oligomers in the bulk polymer, DPn;b
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transport eects. Assuming uniformly distributions polymer throughout the
particle,
[E]t0 = [COOH]t0

Mn;t0
M1
  1

: (9.5)
The PDEs may be calculated with dimensionless concentrations. For the
drug, the concentrations are scaled by the initial drug concentration at the center,
[drug](0; 0). For the polymeric species, the concentrations are scaled by the initial
carboxylic acid end group concentration, [COOH]t0. The small oligomers are
assumed to have zero initial concentration, so the initial large oligomer sum is
equivalent to [COOH]t0. The scaled concentrations factor out of the accumulation
terms and the diusion terms. The scaled terms cancel for the net rates of
generation for all species for the rst-order rate law for uncatalyzed hydrolysis and
the pseudo-rst-order rate law for autocatalytic hydrolysis. The other two rate laws
can be made dimensionless by modifying their rate constants to include the scaled
[COOH]t0 concentration (a factor of [COOH]t0 for the quadratic-order rate law and
of
p
[COOH]t0 for the 1.5th-order rate law). These modications are reected in the
calculations of the rate constants when kscale on = 1: The most commonly
reported degradation rate in the literature for PLGA is the rate constant for the
pseudo-rst order rate law for autocatalytic hydrolysis, k01. With kscale on and
dimensionless concentration terms, the rate constants for each of the four rate laws
can be related to k01 by equating RV COOH(0) for the catalyzed and uncatalyzed cases
to relate ku and kc:
RV COOH(0) = k
0
u[E]t0 = k
0
1[COOH]t0: (9.6)
 First-Order Rate Law for Uncatalyzed Hydrolysis
k0u = ku[H2O] =
k01[COOH]t0
[E]t0
(9.7)
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 Pseudo-First-Order Rate Law for Autocatalytic Hydrolysis
k01 = kc[H2O][E] (9.8)
 Quadratic-Order Rate Law for Autocatalytic Hydrolysis
k02 = kc[H2O] =
k01[COOH]t0
[E]t0
(9.9)
 1.5th-Order Rate Law for Autocatalytic Hydrolysis
k01:5 = kc[H2O] =
k01
p
[COOH]t0
[E]t0
(9.10)
9.3 Subroutine initial
The subroutine initial sets the initial conditions for Ri(NS), the solute radius of
each species, and u(NE), the solution vector for the system of ODEs, where
NE = NR(2NS + 1) is the number of ODEs in the system. Figure 9.2 shows the
algorithm ow chart for initial. The code for initial is in Appendix B.3.
If restart=0, the values of Rp0, drug0, and COOH0 from intpar are used to
initialize the solution vector with uniform concentration proles. The vector of
solute radii, Ri, consists of the average monomer length, lave (denoted as lave),
multiplied by the number of monomeric units in the small oligomers; 0 for large
oligomers, ester bonds, and carboxylic acid end groups; and the value Rd for the
drug radius estimated from the Stokes-Einstein equation (6.28) with the diusion
coecient at innite dilution at 37C. The initial vector of eective diusivity
values is populated by adding Di;b (given as DH0 and DD0 in intpar for the
oligomers and the drug, respectively) to the calculated value for hindered diusion,
Di;p, using i(r; t) denoted as the local variable lambda = Ri=Rp0 for each species.
For restart > 0, the initial time and solution vector are read from
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read IC  
from file 
initial 
end 
entry from 
driver_radau5 
no 
read 
restart_data.dat 
calculate Ri 
restart 
=0? 
calculate IC 
with values 
from intpar 
yes 
restart 
=1? 
no 
yes 
update NT 
update tf 
return          
Ri,u0,t0,NT,tf  
Figure 9.2: Flow chart for Fortran subroutine initial. Ri is the vector of solute radii for each
species, restart is the token determining how the initial conditions are specied, and IC are the
initial conditions u0 at t0 for the dierential-dierence equations in the system of ODEs, NT   1 is
the number of calls to RADAU5, and tf is the time interval covered by each call to RADAU5. intpar
is the subroutine that reads input data from the command line or a script le, and restart data.dat
is an optional le that contains the time and solution vector for initializing the current simulation
at the end point of a previous simulation.
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restart data.dat. This option can be used to prescribe a nonuniform initial drug
concentration prole at t = 0. For restart=1, the time intervals for calls to
RADAU5 are kept the same as the interval size calculated in intpar based on the
input parameters. The number of calls to the solver is adjusted if t0 > 0: For
restart=2, the number of calls to the solver is kept at the valued specied in the
script le, and the time intervals for the solver calls are adjusted.
9.4 RADAU5 Options and Subroutines Fderiv and Jderiv
The solver RADAU5 has a number of options to be specied. See the header of the
driver radau5 routine in Appendix B.1 for a more complete description of the
options. The values used for all the results presented in this dissertation are
summarized here.
An external routine can be specied to compute the Jacobian matrix.
Deriving the explicit analytical expressions for the partial derivatives with respect
to each species concentration at each radial position is very time intensive.
Evaluation of the analytical Jacobian is also computationally expensive.
Alternatively, the option IJAC is specied as zero, and the Jacobian is computed
internally by nite dierences. The subroutine Jderiv is simply a dummy routine.
The numerical Jacobian does not have a banded structure, so the MLJAC option is
equal to NE to indicate that the Jacobian is a full matrix. The option MUJAC
need not be dened if MLJAC is equal to the system size. The RADAU5 routine
solves linearly implicit or explicit systems of rst order ODEs of the form
MY 0 = F (X; Y ) where M is the mass matrix. M is assumed to be the identity
matrix if the parameter IMAS is set to zero for a linearly explicit system as in the
system described in this dissertation. The options MLMAS and MUMAS need
not be specied for the structure of M in this case. The internal subroutine
SOLOUT is never called (option IOUT = 0) as the species of interest are explicitly
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written to le at the end of each call to the integrator in the driver radau5 routine.
The tolerance is specied as a scalar value, so ITOL = 0. The RADAU5 parameter
vectors WORK and IWORK are initialized to zero to set the default values.
RPAR and IPAR are populated in driver radau5 with parameter values
needed by the deriv subroutine and are passed into Fderiv, where the values are
translated back into their respective variable names for local use within deriv and
its subsidiary subroutines. The system of ODEs dened in subroutine deriv is called
by Fderiv. The codes for Fderiv and Jderiv are given in Appendix B.5 and
Appendix B.4, respectively.
9.5 Subroutine deriv
The PDEs for the concentrations of the drug, carboxylic acid end groups, ester
bonds, small soluble polymer oligomers, and large polymer oligomers; average pore
radius; and eective diusivities of species within a sphere as functions of radial
position and time comprise the system of PDEs. The PDEs are discretized radially
to form a system of ODEs solved by the numerical integrator RADAU5. Figure 9.3
shows the algorithm ow chart for deriv. The code for deriv is in Appendix B.6.
9.6 Subroutine rxn and Subsidiary Subroutines
The subroutine rxn computes the reaction dependent-terms when rxn on > 0. If
rxn on = 0 this subroutine is bypassed. The code for rxn is in Appendix B.7.
The net rate of generation, RV i, for carboxylic acid end groups, ester bonds,
and small oligomers are updated using the net rates of generation for the species
derived in Chapter 5. Each rate law has its own subroutine that is called based on
the value of rxn on. rxn on = 1 uses the subroutine rxn uncat with code in
Appendix B.8. rxn on = 2 uses the subroutine rxn pseudo with code in
Appendix B.9. rxn on = 3 uses the subroutine rxn quad with code in
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yes 
deriv 
end 
entry from 
Fderiv 
 
set all ut=0 
maintain BC 
call rxn 
update ut 
due to rxn 
rxn_on 
>0? 
 
diffn_on 
>0? 
maintain BC 
return ut 
 
call diffn 
update ut 
due to diffn 
no 
 
yes 
no 
Figure 9.3: Flow chart for Fortran subroutine deriv. ut(NE) is the derivative vector for the system of
ODEs, rxn on is the token determining which, if any, of the reaction rate laws to use, din on is the
token determining whether diusion occurs and which of the constant or variable eective diusivity
options to implement, and BC are the surface boundary conditions. din is the subroutine that
updates the diusion contribution to the derivative vector, and rxn is the subroutine that updates
the reaction contribution to the derivative vector.
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Appendix B.10. rxn on = 4 uses the subroutine rxn half with code in
Appendix B.11.
The net rate of generation of the sum of the large oligomers and the
dierential equations for the average pore radius and the variable eective
diusivity of each species are updated using the RV i terms for the polymeric
species. i(r; t) is calculated locally as lambda at the current value of Rp for each
species and radial position. If 0 < lambda < 1, the variable eective diusivity of
species is updated using the subroutine derivDe, which computes the derivative of
the eective diusivity. The subroutine calls derivH to compute the derivative of
the hindrance factor as given in Chapter 7. The codes for derivDe and derivH are
in Appendix B.12 and Appendix B.13, respectively.
9.7 Subroutine din and Subsidiary Subroutines
The subroutine din computes the diusion dependent-terms when din on > 0. If
din on = 0, this subroutine is bypassed. The code for din is in Appendix B.14.
A local vector of eective diusivity for a single species at each position is
passed to the subroutines that compute the diusion terms. The local vector
contains values of i(r; tk) = Di(r; tk)=R
2: If din on = 1, Di(r; tk) for the small
oligomers and the drug at every time step are set to the maximum values specied
by DH and DD, respectively, as converted to units of days 1 by intpar. The global
updated vector of eective diusivity is ignored completely, and the eective
diusivity is treated as a constant for all species. If din on = 2, Di(r; tk) for the
small oligomers is set to the maximum values specied by DH. The updated vector
of eective diusivity is ignored for the small oligomers giving constant eective
diusivity of the polymeric species. The value of Di(r; tk) for the drug is updated
using the global vector of eective diusivity, coupling the eective diusivity of the
drug to the reaction dynamics. If din on = 3, Di(r; tk) for the small oligomers and
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the drug are updated using the global vector of eective diusivity.
The subroutine din ctr computes the diusion terms at r=0 , and the
subroutine din int computes the diusion terms at 0 < r < 1. Both subroutines
update the diusion contribution to the conservation equations for a single species
with the local vector of eective diusivity. The nite dierence discretization
schemes for these subroutines are described in Chapter 8. The codes for din ctr
and din int are in Appendix B.15 and Appendix B.16, respectively.
The diusion contributions to the conservation equations for carboxylic acid
end groups and ester bonds by the transport of the soluble, small oligomers are
updated in the din subroutine.
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Chapter 10
Verication of the Computational
Code
After the model equations are selected, discretized by a numerical method, and
solved computationally, the code used to solve the model equations must be veried
and validated to assess the quality of the code. Verication is the process of
checking that the model equations are solved correctly using a particular code.
Validation is the process of determining whether the equations chosen for the model
are appropriate for the physical system being modeled [145]. This chapter assesses
the convergence of the discrete, numerical approximations calculated by the code to
the continuous equations of the model.
Beyond assessing the errors between the values of numerical approximations
and analytical solutions, it is important to verify that the numerical approximations
to the reaction-diusion conservation equations converge to the exact solutions of
the continuous equations at the theoretical rate-of-convergence for the numerical
method. The verication of the rate-of-convergence ensures that the numerical
methods have been implemented properly and the approximations depend on the
spatial and temporal resolution in a known way.
Code verication involves using a known analytical solution to a limiting
case in comparison to numerical approximations on discrete grids with successively
rened grid spacing to verify the rate-of-convergence to the analytical, continuous
solution. Section 10.1 describes the metrics used for code verication in the
subsequent sections. Sections 10.2{10.4 present comparisons between the numerical
and analytical solutions for some limiting cases of the reaction-diusion model. In
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Section 10.2 the reaction-dominant limit is used for verication of the reaction
components of the model for the four hydrolysis reaction rate laws detailed in
Chapter 5. In Section 10.3 the diusion-dominant limit is used for verication of
the diusion component of the model with constant eective diusivity. In
Section 10.4 the single-component limit for the reaction-diusion of COOH is used
for the pseudo-rst-order rate law for the autocatalytic hydrolysis reaction with
constant diusivity for verication of the reaction and diusion components acting
simultaneously.
10.1 Metrics for Code Verication
Three metrics are used in this section to quantify the error between the numerical
approximations to the model equations and the analytical solutions of limiting
cases: percent error, root-mean-square error, and rate-of-convergence.
Percent error is used to quantify the relative error between numerical and
analytical values. The percent error, PE, between an analytical value, van, and an
approximate numerical value, vnum, is dened as
PE(v) :=
van   vnumvan
 100%: (10.1)
The global truncation error, eN , is the accumulation of the local error due to
a single iteration of the numerical method after N iterations and is dened by
eN = jy(tN)  yN j; (10.2)
where y(tN) is the continuous analytical solution at the Nth discrete time point and
yN is the approximate numerical solution at the Nth discrete time point.
The root-mean-square error, RMSE, is a scalar value with the same units as
the data that is the square root of the mean of the errors between the numerical
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and analytical values. For a 1-dimensional model with m discrete values, let the
vector x be composed of the dierences between the analytical solution and the
model numerical approximation at the discrete points, that is, xj = xjan   xjnum for
j = 1, 2, . . . , m. The RMSE of a vector is dened as
RMSE(x) :=
vuuuut
mX
j=1
jxjj 2
m
=
vuuuut
mX
j=1
(xjan   xjnum)2
m
=
jxj2p
m
; (10.3)
where the l 2-norm, jxj2, of a vector x with m elements is dened as
jxj2 :=
vuut mX
j=1
jxjj2: (10.4)
For a 2-dimensional model with m n discrete values, let the matrix X be
composed of the dierences between the analytical solution and the model
numerical approximation at discrete points, that is, xj;k = xj;kan   xj;knum for
j = 1, 2, . . . , m and k = 1, 2, . . . , n. The RMSE of a matrix is dened as
RMSE(X) :=
vuuuut
mX
j=1
nX
k=1
jxj;kj 2
mn
=
vuuuut
mX
j=1
nX
k=1
(xj;kan   xj;knum)2
mn
=
jjXjjFp
mn
; (10.5)
where the Frobenius norm, jjXjjF , of an m n matrix X is dened as
jjXjjF :=
vuut mX
j=1
nX
k=1
jxj;kj2: (10.6)
The rate-of-convergence is a measure of how quickly discrete solutions
converge to continuous solutions as the grid size is reduced, i.e., r;t! 0. The
truncation error for a numerical method is the theoretical benchmark for the
expected rate-of-convergence. If the numerical method is correctly implemented in
the code, the numerical solution should match or exceed the theoretical
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rate-of-convergence. Let x be the grid size for a computational grid. The
rate-of-convergence is determined by comparing the error between exact solutions,
yExact, and discrete solutions, y(x), of scalar quantities or multi-dimensional
quantities for successive coarse and ne grids with grid sizes xC and xF ,
respectively. The error between the exact and discrete solutions is
y(x) = jjyExact   y(x)jj = (x)p +O(xp); (10.7)
where the norm is user-dened,  is a regression coecient, and p is the
rate-of-convergence or the rate at which the error y is reduced as the grid size
decreases, x! 0 [146]. The values of p and  can be determined if the error is
known for two grid sizes. The two error equations are [146]
y(xC) = jjyExact   y(xC)jj  xpC
y(xF ) = jjyExact   y(xF )jj  xpF :
(10.8)
Solving (10.8) for p and  gives
p =
log
y(xC)
y(xF )
log
xC
xF
(10.9)
and
 =
y(xC)
xC
=
y(xF )
xF
; (10.10)
where the renement ratio is RCF = xC=xF > 1.
For each of the limiting cases (reaction-dominant limit, diusion-dominant
limit, and single-component limit), the percent error and the root-mean-square error
are reported for quantities calculated by the numerical approximations and the
analytical solutions. The rate-of-convergence is determined by comparing the
root-mean-square error of certain quantities at dierent levels of grid renement in
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the r- and t-dimensions, independently.
10.2 Reaction-Dominant Limit
To verify that the numerical methods for the reaction component of the model have
been implemented correctly, the numerical results for the reaction-dominant limit
are compared to the analytical solution for the hydrolysis reaction rate laws for the
case of well-mixed reactions (spatially uniform) in a constant volume, closed system.
The reaction-dominant limit of the reaction-diusion equation for the
conservation of species i given by (4.8) is approached as the eective diusivity goes
to zero and only reactions are observed. In a reacting system with spatial
uniformity, the net amount of diusion of any species is negligible. To approach the
condition of well-mixedness, the eective diusivities are assumed to be zero. The
reaction-dominant limit is obtained by adding the following assumptions to those
used to derive (4.8):
 The eective diusivity is zero: Di(r; t) = 0.
 The species concentration is well-mixed: ci(r; t) = ci(t).
 The reactions are well-mixed without radial dependence: @ci(r; t)
@t
=
dci(t)
dt
and
RV i(r; t) = RV i(t).
 The initial condition for each species i is ci(0) = ci;t0.
Without diusion the net rates of generation derived in Chapter 5 are equal
to the accumulation terms in the conservation equations for the appropriate species,
dci(t)
dt
= RV i(t); (10.11)
with initial condition
ci(0) = ci;t0: (10.12)
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10.2.1 Analytical Solutions for the Species Concentration, ci(t), in the
Reaction-Dominant Limit
The analytical solutions for the carboxylic acid end group concentration,
[COOH](t), and the ester bond concentration, [E](t), for the four hydrolysis kinetic
rate laws derived in Chapter 5 are derived by solving ordinary dierential equations
(ODEs) of the form
d[COOH](t)
dt
= RV COOH(t) (10.13)
and
d[E](t)
dt
= RV E(t); (10.14)
respectively, where the reactions are assumed to be well-mixed. The dierential
equations in (10.13) and (10.14) are equivalent to the conservation equations for the
COOH and E species, respectively, in the reaction-dominant limit given by (10.11).
The analytical solutions are derived below for each rate law for hydrolysis.
10.2.1.1 First-Order Rate Law for Uncatalyzed Hydrolysis
The analytical expression for the concentration prole of carboxylic acid end groups
for the rst-order rate law for uncatalyzed hydrolysis is derived using two
alternative methods: polymer chain concentration with moment analysis and ester
bond concentration analysis. Expressions for the concentration prole of ester
bonds, the time, tX , required for the reaction to reach extent of reaction X, and the
extrema of RV COOH(t) and [COOH](t) are also derived.
Moment Analysis Recall (5.12) and assume that the system is well-mixed,
RV P(t) = k
0
u
1X
n=1
(n  1) [Pn](t); (10.15)
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where [P](t) :=
1X
n=1
[Pn](t). Moments are dened for each integer j as
j(t) :=
1X
n=1
nj[Pn](t): (10.16)
For a linear aliphatic polyester, each polymer chain has one carboxylic acid
end group, so
[COOH](t) := [P](t) =
1X
n=1
[Pn](t) = 0(t): (10.17)
(10.15) can be rewritten as [102]
RV COOH(t) =
d0(t)
dt
= k0u (1(t)  0(t)) ; (10.18)
with initial condition
0(0) = 0;t0: (10.19)
The initial concentration of monomer units among all polymer chains is by
denition equivalent to 1. In a closed system, the total monomer concentration is
constant, therefore
d1(t)
dt
= 0: (10.20)
The integration of (10.18) with 1 as a constant givesZ 0(t)
0;t0
1
1   00
d00 =
Z t
t0
k0udt
0 (10.21)
and
  ln (1   0(t)) + ln (1   0;t0) = k0ut: (10.22)
Multiplying through by  1 and taking the exponential to eliminate the logarithms
yields
1   0(t)
1   0;t0 = exp ( k
0
ut) : (10.23)
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Solving for 0(t) yields
0(t) = 1   (1   0;t0) exp ( k0ut) : (10.24)
Using the denitions of [COOH](t) and j(t), the concentration of
[COOH](t) as a function of time is
[COOH](t) =
1X
n=1
n[Pn]t0  
 1X
n=1
n[Pn]t0   [COOH]t0
!
exp ( k0ut) ; (10.25)
where
[COOH]t0 := [COOH](0): (10.26)
The carboxylic acid end group and ester concentrations can be related by
considering the amount of reacted ester. For every ester bond that is cleaved, one
new carboxylic acid group is formed. For the spatially-uniform system with no
transport eects, the relation is given by
[E]t0   [E](t) = [COOH](t)  [COOH]t0; (10.27)
where
[E]t0 := [E](0): (10.28)
Evaluating the denition of ester bonds in relation to the polymer chain
concentration given by (5.14) at t = 0 gives
[E]t0 =
1X
n=1
(n  1) [Pn]t0 =
1X
n=1
n[Pn]t0  
1X
n=1
[Pn]t0: (10.29)
Rearranging and substituting [COOH]t0 for the nal term in (10.29) yields
1X
n=1
n[Pn]t0 = [E]t0 + [COOH]t0: (10.30)
117
Substituting (10.30) into (10.25) gives
[COOH](t) = [COOH]t0 + [E]t0 (1  exp ( k0ut)) : (10.31)
Substituting (10.27) into (10.31) gives
[E](t) = [E]t0 exp ( k0ut) : (10.32)
Ester Bond Concentration Analysis Recall (5.15) and assume that the system is
well-mixed,
RV COOH(t) = k
0
u[E](t): (10.33)
Combining the net rate of generation of COOH with (10.13) and the expression
relating [E](t) and [COOH](t) given by (10.27) gives
RV COOH(t) =
d[COOH](t)
dt
= k0u ([E]t0 + [COOH]t0   [COOH](t)) : (10.34)
Integrating yields
Z [COOH](t)
[COOH]t0
1
[E]t0 + [COOH]t0   [COOH]0d[COOH]
0 =
Z t
t0
k0udt
0 (10.35)
and
  ln ([E]t0 + [COOH]t0   [COOH](t)) + ln[E]t0 = k0ut: (10.36)
Multiplying through by  1 and taking the exponential to eliminate the logarithms
yields
[E]t0 + [COOH]t0   [COOH](t)
[E]t0
= exp ( k0ut) : (10.37)
Solving for [COOH](t) yields
[COOH](t) = [COOH]t0 + [E]t0 (1  exp ( k0ut)) : (10.38)
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This equation is equivalent to (10.31), the expression derived using moment
analysis, showing that the moment analysis and the ester bond concentration
analysis produce the same results.
Derivation of tX A rearranged version of (10.32) useful for estimating k0u from
experimental data is [94]
ln[E](t) =  k0ut+ ln[E]t0: (10.39)
This equation can be written in terms of the extent of reaction X relative to the
ester bonds, which is the proportion of ester bonds that have reacted in the system
at time tX :
[E](tX) = (1 X)[E]t0: (10.40)
Substituting (10.40) into (10.39) gives
ln ((1 X)[E]t0) =  k0utX + ln[E]t0: (10.41)
Solving for tX yields
tX =
1
k0u
ln
1
1 X : (10.42)
Derivation of Extrema of RV COOH(t) The extrema of RV COOH(t) on a closed time
interval [0; tf ] are located at the endpoints of the interval or the critical points in
the interval where
dRV COOH(t)
dt
= 0 or
dRV COOH(t)
dt
does not exist. The largest of
the values of RV COOH(t) evaluated at the endpoints and critical points is the
absolute maximum value, and the smallest of these values is the absolute minimum
value. The interval endpoint tf is taken to the be time when the extent of reaction
X approaches 100%.
The rate of generation of carboxylic acid end groups is given by (10.33)
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and (10.34) for the rst-order rate law for uncatalyzed hydrolysis:
RV COOH(t) = k
0
u[E](t) = k
0
u ([E]t0 + [COOH]t0   [COOH](t)) : (10.43)
Endpoints Evaluating (10.43) at time t = 0,
RV COOH(0) = k
0
u[E]t0: (10.44)
Using the equation for tX given by (10.42) and the denition of tf ,
tf = lim
X! 1
1
k0u
ln
1
1 X !1 (10.45)
The carboxylic acid concentration given by (10.38) in the limit of tf !1 is
lim
tf!1
[COOH](tf ) = [COOH]t0 + [E]t0 (1  exp ( k0utf )) = [COOH]t0 + [E]t0: (10.46)
Evaluating (10.43) at time t = tf !1,
lim
tf!1
RV COOH(tf ) = k
0
u ([E]t0 + [COOH]t0   ([COOH]t0 + [E]t0)) = 0: (10.47)
Critical Points The critical points of RV COOH(t) are located where
dRV COOH(t)
dt
= 0 or
dRV COOH(t)
dt
does not exist.
dRV COOH(t)
dt
=
d (k0u ([E]t0 + [COOH]t0   [COOH](t)))
dt
=  k00
d[COOH](t)
dt
=  k00RV COOH(t):
(10.48)
As k00 > 0 and the derivative is smooth and continuous in the interval, the only
critical point of RV COOH(t) occurs when RV COOH(t) = 0. This critical point
coincides with the endpoint tf .
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Absolute Maximum and Minimum Values The absolute minimum value of the rate
of generation of COOH in the interval [0; tf ] is RV COOH(tf ) = 0 as tf !1 with
COOH at its maximum value, [COOH](tf )! [E]t0 + [COOH]t0. The absolute
maximum value of the rate of generation of COOH in the interval [0; tf ] is
RV COOH(0) = k
0
u[E]t0 with COOH at its minimum value, [COOH](0) = [COOH]t0.
Summary For the rst-order rate law for uncatalyzed hydrolysis, the analytical
solutions to the conservation equations for COOH and E in the reaction-dominant
limit are
[COOH](t) = [COOH]t0 + [E]t0 (1  exp ( k0ut)) : (10.49)
and
[E](t) = [E]t0 exp ( k0ut) ; (10.50)
where [COOH]t0 and [E]t0 are the initial concentrations of carboxylic acid end
groups and ester bonds, respectively, k0u := ku[H2O], ku is the rate constant for the
uncatalyzed hydrolysis reaction, and [H2O] is the constant concentration of water.
The time when the extent of reaction reaches 99%, t0:99, is given by (10.42)
with X = 0:99,
t0:99 =
1
k0t0
ln
1
1  0:99 =
ln 100
k0t0
: (10.51)
10.2.1.2 Pseudo-First-Order Rate Law for Autocatalytic Hydrolysis
The analytical expression for the concentration prole of carboxylic acid end groups
for the pseudo-rst-order rate law for autocatalytic hydrolysis is derived using ester
bond concentration analysis. Expressions for the concentration prole of ester
bonds, the time, tX , required for the reaction to reach extent of reaction X, and the
extrema of RV COOH(t) and [COOH](t) are also derived.
Ester Bond Concentration Analysis Since each polymer chain one carboxylic acid
end group, [COOH](t) is not completely independent of the concentrations of the
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other species. If the hydrolysis reaction progresses to a signicant extent, the
assumption of constant ester bond concentration is no longer valid. At the time, tf ,
when the extent of reaction approaches 100%, all the ester bonds have been cleaved,
E = 0, and the monomers are the only remaining polymeric species as
1X
n=2
[Pn](tf ) = 0: (10.52)
The hydrolysis reaction stops, and the rate of generation of new carboxylic acid end
groups is zero,
RV COOH(t) = 0; t  tf ; (10.53)
so
[COOH](t) = [COOH](tf ); t  tf : (10.54)
It is assumed that the ester bond concentration is constant at the initial value unless
tf is reached. The values of tf and [COOH](tf ) are derived later in this section.
If the reaction reaches completion at tf , the assumption of constant ester
concentration is violated. The ester concentration is assumed to have a constant
value of zero from tf onward. The rate of generation of ester bonds is still zero but
has a discontinuity at tf . The ester bond concentration is
[E](t) =
8>><>>:
[E]t0; if 0  t < tf ;
0; if t  tf ,
(10.55)
where tf is the time when the extent of reaction approaches 100%.
With consideration of tf and assuming that the system is well-mixed, (5.21)
becomes
RV COOH(t) =
8>><>>:
k01[COOH](t); if 0  t < tf ;
0; if t  tf .
(10.56)
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The integration of (10.56) for t < tf givesZ [COOH](t)
[COOH]t0
1
[COOH]0
d[COOH]0 =
Z t
t0
k01dt
0 (10.57)
and
ln
[COOH](t)
[COOH]t0
= k01t: (10.58)
Solving for [COOH](t) for t < tf yields [103]
[COOH](t) = [COOH]t0 exp(k
0
1t); t < tf : (10.59)
Derivation of tX A rearranged version of (10.59) useful for estimating k01 from
experimental data is
ln[COOH](t) = k01t+ ln[COOH]t0: (10.60)
Even though [E] is assumed constant in the pseudo-rst-order rate law for
the autocatalytic hydrolysis reaction, the extent of reaction completion relative to
[COOH] is of interest. The expressions relating [E](t) and [COOH](t) given
by (10.27) and relating [E](t) to the extent of reaction given by (10.40) can be
substituted into (10.60) to determine the time when the extent of reaction X has
been reached,
ln ([E]t0 + [COOH]t0   (1 X)[E]t0) = k01tX + ln[COOH]t0: (10.61)
Solving for tX yields
tX =
1
k01
ln
[COOH]t0 +X[E]t0
[COOH]t0
: (10.62)
Derivation of Extrema of RV COOH(t) The extrema of RV COOH(t) on a closed time
interval [0; tf ] are located at the endpoints of the interval or the critical points in
the interval where
dRV COOH(t)
dt
= 0 or
dRV COOH(t)
dt
does not exist. The largest of
the values of RV COOH(t) evaluated at the endpoints and critical points is the
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absolute maximum value, and the smallest of these values is the absolute minimum
value. The interval endpoint tf is taken to the be time when the extent of reaction
X approaches 100%.
The rate of generation of carboxylic acid end groups is given by (10.56) for
the pseudo-rst-order rate law for autocatalytic hydrolysis:
RV COOH(t) =
8>><>>:
k01[COOH](t); if 0  t < tf ;
0; if t  tf .
(10.63)
Endpoints Evaluating (10.63) at time t = 0,
RV COOH(0) = k
0
1[COOH]t0: (10.64)
Using the equation for tX given by (10.62) and the denition of tf ,
tf = lim
X! 1
1
k01
ln
[COOH]t0 +X[E]t0
[COOH]t0
=
1
k01
ln
[COOH]t0 + [E]t0
[COOH]t0
(10.65)
The carboxylic acid concentration given by (10.59) at tf is
[COOH](tf ) = [COOH]t0 exp(k
0
1tf ) = [COOH]t0 + [E]t0: (10.66)
Evaluating (10.63) as time approaches tf from the left,
lim
t!t  f
RV COOH(t) = k
0
1 ([COOH]t0 + [E]t0) : (10.67)
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Critical Points The critical points of RV COOH(t) are located where
dRV COOH(t)
dt
= 0 or
dRV COOH(t)
dt
does not exist. For 0  t < tf ,
dRV COOH(t)
dt
=
d (k01[COOH](t))
dt
= k01
d[COOH](t)
dt
= k01RV COOH(t):
(10.68)
As k01 > 0 and the derivative is smooth and continuous in the interval, the only
critical point of RV COOH(t) occurs when RV COOH(t) = 0. This critical point can only
occur if [COOH](t) = 0, which is only possible if [COOH]t0 = 0 or transport eects
are considered. If [COOH]t0 = 0, then [COOH](t)  0. For nontrivial initial
conditions and without transport eects, no critical points exist in the interval
[0; tf ). At tf the derivative does not exist because of the discontinuity of (10.63).
RV COOH(tf ) is a critical point.
Absolute Maximum and Minimum Values The absolute minimum value of the net
rate of generation of COOH in the interval [0; tf ) is RV COOH(0) = 0 with COOH at
its minimum value, [COOH](0) = [COOH]t0. The absolute maximum value of the
net rate of generation of COOH in the interval [0; tf ) is
lim
t!t  f
RV COOH(t) = k
0
1 ([COOH]t0 + [E]t0) with tf =
1
k01
ln
[COOH]t0 + [E]t0
[COOH]t0
with
COOH at its maximum value, [COOH](tf ) = [E]t0 + [COOH]t0.
Summary For the pseudo-rst-order rate law for autocatalytic hydrolysis, the
analytical solutions to the conservation equations for COOH and E in the
reaction-dominant limit are
[COOH](t) =
8>><>>:
[COOH]t0 exp(k
0
1t); if 0  t  tf ;
[COOH]t0 + [E]t0; if t  tf .
(10.69)
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and
[E](t) =
8>><>>:
[E]t0; if 0  t < tf ;
0; if t  tf ,
(10.70)
where [COOH]t0 is the initial concentration of carboxylic acid end groups,
k01 := kc[H2O][E], [H2O] and [E] = [E]t0 are the constant concentrations of water and
ester bonds, respectively, kc is the rate constant for the autocatalytic hydrolysis
reaction, tf =
1
k01
ln
[COOH]t0 + [E]t0
[COOH]t0
, and tf is the time required for the reaction to
reach completion.
For the reaction-dominant limit plots shown in Section 10.2.2, the nal time
is chosen to be the time for 99% release, so the reaction time is always less than tf .
The time when the extent of reaction reaches 99%, t0:99, is given by (10.62) with
X = 0:99,
t0:99 =
1
k01
ln
[COOH]t0 + 0:99[E]t0
[COOH]t0
: (10.71)
10.2.1.3 Quadratic-Order Rate Law for Autocatalytic Hydrolysis
The analytical expression for the concentration prole of carboxylic acid end groups
for the quadratic-order rate law for autocatalytic hydrolysis is derived using two
alternative methods: polymer chain concentration with moment analysis and ester
bond concentration analysis. Expressions for the concentration prole of ester
bonds, the time required, tX , for the reaction to reach extent of reaction X, and the
extrema of RV COOH(t) and [COOH](t) are also derived.
Moment Analysis Nishida et al. [92] added the autocatalytic contribution of the
carboxylic acid end groups to the model by Yoon et al. [102] for polyester hydrolysis
by multiplying the net rate of generation of the sum of the polymer chains for
uncatalyzed hydrolysis, (5.12), by the carboxylic acid end group concentration to
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obtain
RV P(t) = k
0
2
1X
n=1
(n  1)[Pn](t)[COOH](t); (10.72)
with initial condition
[P](0) = [P]t0: (10.73)
Using the denition of [E](t) related to the polymer chain concentration given
by (5.14) and the fact that [COOH](t) = [P](t), (10.72) is equivalent to (5.28),
RV COOH(t) = k
0
2[COOH](t)[E](t): (10.74)
Using moments as dened in (10.16), (10.72) can be rewritten as [92]
RV COOH(t) =
d0(t)
dt
= k020(t)(1(t)  0(t)); (10.75)
with initial condition
0(0) = 0;t0: (10.76)
With constant 1, the integration of (10.75) isZ 0(t)
0;t0
1
00 (1   00)
d00 =
Z t
t0
k02dt
0: (10.77)
The integral can be solved using a partial fractions expansion.
Z 0(t)
0;t0
1
00(1   00)
d00 =
1
1
Z 0(t)
0;t0

1
00
+
1
1   00

d00 = k
0
2t
0: (10.78)
Z 0(t)
0;t0
1
00
d00 +
Z 0(t)
0;t0
1
1   00
d00 = 1k
0
2t
0: (10.79)
ln
0(t)
0;t0
  ln 1   0(t)
1   0;t0 = 1k
0
2t: (10.80)
0(t)(1   0;t0)
0;t0(1   0(t)) = exp(1k
0
2t): (10.81)
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Solving for 0(t) yields
0(t)(1   0;t0) = 0;t0(1   0(t)) exp(1k02t): (10.82)
0(t) =
10;t0 exp(1k
0
2t)
0;t0 exp(1k02t) + 1   0;t0
: (10.83)
0(t) =
10;t0
0;t0 + (1   0;t0) exp( 1k02t)
: (10.84)
Using the relationship between the ester concentration and the concentration
of polymer chains from (5.14) along with the denitions of 0(t) and 1,
[E](t) = 1   0(t): (10.85)
Substituting (10.85) into (10.84) gives
[COOH](t) =
[COOH]t0([E]t0 + [COOH]t0)
[COOH]t0 + [E]t0 exp( ([E]t0 + [COOH]t0)k02t)
: (10.86)
Ester Bond Concentration Analysis Recall (5.28) and assume that the system is
well-mixed,
RV COOH(t) = k
0
2[COOH](t)[E](t): (10.87)
Considering u(t), the number of carboxylic acid end groups generated by hydrolysis
after time t,
u(t) := [COOH](t)  [COOH]t0 = [E]t0   [E](t); (10.88)
the net rate of generation of [COOH](t) given by (10.87) can be rewritten in terms
of the single variable u(t) as [91,93]
du(t)
dt
= k02([COOH]t0 + u(t))([E]t0   u(t)); (10.89)
with initial condition
u(0) = 0: (10.90)
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Integration of the dierential equation gives
Z u(t)
0
1
([E]t0   u0)([COOH]t0 + u0)du
0 =
Z t
t0
k02dt
0: (10.91)
This integral can be solved by a partial fractions expansion [91,93]:
1
[E]t0 + [COOH]t0
Z u(t)
t0

1
[E]t0   u0 +
1
[COOH]t0 + u0

du0 = k02t: (10.92)
1
[E]t0 + [COOH]t0
 Z u(t)
0
1
[E]t0   u0du
0 +
Z u(t)
t0
1
[COOH]t0 + u0
du0
!
= k02t: (10.93)
1
[E]t0 + [COOH]t0

ln
[E]t0
[E]t0   u(t) + ln
[COOH]t0 + u(t)
[COOH]t0

= k02t: (10.94)
[E]t0([COOH]t0 + u(t))
([E]t0   u(t))[COOH]t0 = exp(([E]t0 + [COOH]t0)k
0
2t): (10.95)
Solving for u(t) yields [91]
u(t) =
[COOH]t0(exp(([E]t0 + [COOH]t0)k
0
2t)  1)
1 +
[COOH]t0
[E]t0
exp(([E]t0 + [COOH]t0)k
0
2t)
: (10.96)
u(t) =
[COOH]t0(1  exp( ([E]t0 + [COOH]t0)k02t))
[COOH]t0
[E]t0
+ exp( ([E]t0 + [COOH]t0)k02t)
: (10.97)
Inserting (10.97) into [COOH](t) = u(t) + [COOH]t0 yields
[COOH](t) = [COOH]t0
0BB@ (1  exp( ([E]t0 + [COOH]t0)k02t))[COOH]t0
[E]t0
+ exp( ([E]t0 + [COOH]t0)k02t)
+ 1
1CCA :
(10.98)
[COOH](t) =
[COOH]t0 ([E]t0 + [COOH]t0)
[COOH]t0 + [E]t0 exp (  ([E]t0 + [COOH]t0) k02t)
: (10.99)
(10.99) is equivalent to (10.86), the expression derived using moment analysis,
showing that the moment analysis and the ester bond concentration analysis
produce the same results.
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Inserting (10.97) into [E](t) = [E]t0   u(t) yields
[E](t) = [E]t0

1  [COOH]t0(1  exp( ([E]t0 + [COOH]t0)k
0
2t))
[COOH]t0 + [E]t0 exp( ([E]t0 + [COOH]t0)k02t)

: (10.100)
[E](t) =
[E]t0 ([E]t0 + [COOH]t0) exp (  ([E]t0 + [COOH]t0) k02t)
[COOH]t0 + [E]t0 exp (  ([E]t0 + [COOH]t0) k02t)
: (10.101)
Derivation of tX A rearranged version of (10.99) useful for estimating k02 from
experimental data is [93]
ln
[COOH](t)
[E](t)
= ([E]t0 + [COOH]t0)k
0
2t+ ln
[COOH]t0
[E]t0
: (10.102)
The expression relating [E](t) to the extent of reaction given by (10.40) can
be substituted into (10.102) to determine the time at which X extent of reaction
relative to the ester bonds has been reached,
ln
[E]t0 + [COOH]t0   (1 X)[E]t0
(1 X)[E]t0 = ([E]t0 + [COOH]t0)k
0
2tX + ln
[COOH]t0
[E]t0
:
(10.103)
Solving for tX yields
tX =
1
k02 ([E]t0 + [COOH]t0)
ln
[COOH]t0 +X[E]t0
[COOH]t0 (1 X) : (10.104)
Derivation of Extrema of RV COOH(t) The extrema of RV COOH(t) on a closed time
interval [0; tf ] are located at the endpoints of the interval or the critical points in
the interval where
dRV COOH(t)
dt
= 0 or
dRV COOH(t)
dt
does not exist. The largest of
the values of RV COOH(t) evaluated at the endpoints and critical points is the
absolute maximum value, and the smallest of these values is the absolute minimum
value. The interval endpoint tf is taken to the be time when the extent of reaction
X approaches 100%.
The net rate of generation of carboxylic acid end groups is given by (10.87)
for the quadratic-order rate law for autocatalytic hydrolysis. Substituting the
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number of carboxylic acid end groups generated by hydrolysis, u(t), given
by (10.88),
RV COOH(t) = k
0
2[COOH](t)[E](t) = k
0
2([COOH]t0 + u(t))([E]t0   u(t)) =
du(t)
dt
:
(10.105)
Endpoints Evaluating (10.105) at time t = 0,
RV COOH(0) = k
0
2[COOH]t0[E]t0: (10.106)
Using the equation for tX given by (10.104) and the denition of tf ,
tf = lim
X! 1
1
k02 ([E]t0 + [COOH]t0)
ln
[COOH]t0 +X[E]t0
[COOH]t0 (1 X) !1 (10.107)
The carboxylic acid concentration given by (10.99) in the limit of tf !1 is
lim
tf!1
[COOH](tf ) =
[COOH]t0 ([E]t0 + [COOH]t0)
[COOH]t0 + [E]t0 exp ( k02tf ([E]t0 + [COOH]t0))
= [COOH]t0 + [E]t0:
(10.108)
The corresponding ester concentration is
lim
tf!1
[E](tf ) = [COOH]t0 + [E]t0   [COOH](tf ) = 0: (10.109)
Evaluating (10.105) at time t = tf !1,
lim
tf!1
RV COOH(tf ) = k
0
2 ([COOH]t0 + [E]t0) 0 = 0: (10.110)
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Critical Points The critical points of RV COOH(t) are located where
dRV COOH(t)
dt
= 0 or
dRV COOH(t)
dt
does not exist.
dRV COOH(t)
dt
=
d (k02([COOH]t0 + u(t))([E]t0   u(t)))
dt
= k02
du(t)
dt
([E]t0   [COOH]t0   2u(t))
= k02RV COOH(t) ([E]t0   [COOH]t0   2u(t)) :
(10.111)
As k02 > 0 and the derivative is smooth and continuous in the interval, the critical
points of RV COOH(t) occur when RV COOH(t) = 0 or [E]t0   [COOH]t0   2u(t) = 0.
The rst critical point coincides with the endpoint tf . The second critical point at
time t = tcp gives
u(tcp) =
[E]t0   [COOH]t0
2
: (10.112)
Using the denition of u(tcp) given by (10.88),
[COOH](tcp) = u(tcp) + [COOH]t0
=
[E]t0   [COOH]t0
2
+ [COOH]t0
=
[E]t0 + [COOH]t0
2
;
(10.113)
and
[E](tcp) = [E]t0   u(tcp)
= [E]t0   [E]t0   [COOH]t0
2
=
[E]t0 + [COOH]t0
2
:
(10.114)
The extent of reaction at time tcp, Xcp, is related to the ester concentration
by (10.40),
[E](tcp) = (1 Xcp)[E]t0: (10.115)
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Substituting the value of u(tcp) at the critical point,
[E](tcp) = (1 Xcp)[E]t0 = [E]t0   [E]t0   [COOH]t0
2
: (10.116)
Solving for Xcp,
Xcp =
[E]t0   [COOH]t0
2[E]t0
: (10.117)
The time for critical point can be determined by (10.104) evaluated at Xcp:
tcp =
1
k02 ([E]t0 + [COOH]t0)
ln
[COOH]t0 +Xcp[E]t0
[COOH]t0 (1 Xcp)
=
1
k02 ([E]t0 + [COOH]t0)
ln
[E]t0
[COOH]t0
:
(10.118)
Evaluating (10.105) at the critical point at time t = tcp gives
RV COOH(tcp) = k
0
2

[E]t0 + [COOH]t0
2

[E]t0 + [COOH]t0
2

=
k02 ([E]t0 + [COOH]t0)
2
4
:
(10.119)
Absolute Maximum and Minimum Values The absolute minimum value of the net
rate of generation of COOH in the interval [0; tf ] is RV COOH(tf ) = 0 as tf !1 with
COOH at its maximum value, [COOH](t)! [E]t0 + [COOH]t0. The absolute
maximum value of the net rate of generation of COOH in the interval [0; tf ] is
RV COOH(tcp) =
k02 ([E]t0 + [COOH]t0)
2
4
where Xcp =
[E]t0   [COOH]t0
2[E]t0
,
tcp =
1
k02 ([E]t0 + [COOH]t0)
ln
[E]t0
[COOH]t0
, and
[COOH](tcp) = [E](tcp) =
[E]t0 + [COOH]t0
2
. COOH has its minimum value at
[COOH](0) = [COOH]t0.
Summary For the quadratic-order rate law for autocatalytic hydrolysis, the
analytical solutions to the conservation equations for COOH and E in the
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reaction-dominant limit are
[COOH](t) =
[COOH]t0 ([E]t0 + [COOH]t0)
[COOH]t0 + [E]t0 exp (  ([E]t0 + [COOH]t0) k02t)
: (10.120)
and
[E](t) =
[E]t0 ([E]t0 + [COOH]t0) exp (  ([E]t0 + [COOH]t0) k02t)
[COOH]t0 + [E]t0 exp (  ([E]t0 + [COOH]t0) k02t)
: (10.121)
where [COOH]t0 and [E]t0 are the initial concentrations of carboxylic acid end
groups and ester bonds, respectively, k02 := kc[H2O], [H2O] is the constant
concentration of water, and kc is the rate constant for the autocatalytic hydrolysis
reaction
The time when the extent of reaction reaches 99%, t0:99, is given by (10.104)
with X = 0:99,
t0:99 =
1
k02 ([E]t0 + [COOH]t0)
ln
[COOH]t0 + 0:99[E]t0
[COOH]t0 (1  0:99) : (10.122)
10.2.1.4 1.5th-Order Rate Law for Autocatalytic Hydrolysis
The analytical expression for the concentration prole of carboxylic acid end groups
for the 1.5th-order rate law for autocatalytic hydrolysis is derived using ester bond
concentration analysis. Expressions for the concentration prole of ester bonds, the
time, tX , required for the reaction to reach extent of reaction X, and the extrema of
RV COOH(t) and [COOH](t) are also derived.
Ester Bond Concentration Analysis Recall (5.46) and assume that the system is
well-mixed,
RV E(t) =  k01:5
p
Ka[COOH](t) [E](t): (10.123)
Rewriting in terms of the ester bond concentration instead of carboxylic acid end
group concentration using the expression relating [E](t) and [COOH](t) given
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by (10.27) yields
RV E(t) =  k01:5
p
Ka ([E]t0 + [COOH]t0   [E](t)) [E](t); (10.124)
with initial condition
[E](0) = [E]t0: (10.125)
(10.124) diers from the expression used by Siparsky, Voorhees, and Miao [93],
which was missing the negative sign from the right-hand side of the equation.
Integrating (10.124) gives
Z [E](t)
[E]t0
1
[E]0
p
[E]t0 + [COOH]t0   [E]0
d[E]0 =
Z t
t0
 k01:5
p
Ka dt
0: (10.126)
The solution to the integral of the form of (10.126) is given by
Z
1
y
p
a+ by
dy =
1p
a
ln
pa+ by  papa+ by +pa
+ C; (10.127)
where a, b; and C are constants, C is the constant of integration, and a > 0.
Substituting a := [E]t0 + [COOH]t0, b :=  1, y := [E]0, and the limits of
integration, (10.126) becomes [93]
1p
a
 
ln

p
a  [E](t) pap
a  [E](t) +pa
  ln

p
a  [E]t0  
p
ap
a  [E]t0 +
p
a

!
=  k01:5
p
Ka t: (10.128)
Using the denition of a, a  [E]t0 = [COOH]t0. This can be substituted
into (10.128), and noting that a  [E](t) = [COOH](t), the result can be rearranged
to give
ln

p
[COOH](t) pap
[COOH](t) +
p
a
  ln

p
[COOH]t0  
p
ap
[COOH]t0 +
p
a
 =  k01:5paKa t: (10.129)
a > [COOH](t) and a > [COOH]t0, so
p[COOH](t) pa = pa p[COOH](t)
and
p[COOH]t0  pa = pa p[COOH]t0. The denominators of both
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logarithmic terms are positive with [COOH](t) > 0 and a > 0. The absolute values
in (10.129) can be replaced giving
ln
p
a p[COOH](t)p
a+
p
[COOH](t)
  ln
p
a p[COOH]t0p
a+
p
[COOH]t0
=  k01:5
p
aKa t: (10.130)
Dene c :=
p
a+
p
[COOH]t0p
a p[COOH]t0 . Taking the exponential of both sides gives
c
p
a p[COOH](t)p
a+
p
[COOH](t)
= exp

 k01:5
p
aKa t

: (10.131)
Solving for [COOH](t) gives
[COOH](t) = a
 
c  exp   k01:5paKa t
c+ exp
  k01:5paKa t
!2
; (10.132)
where
a := [E]t0 + [COOH]t0 (10.133)
and
c :=
p
a+
p
[COOH]t0p
a p[COOH]t0 : (10.134)
Substituting (10.132) into the expression relating [E](t) and [COOH](t) given
by (10.27) and solving for [E](t) yields
[E](t) = a
0@1  c  exp   k01:5paKa t
c+ exp
  k01:5paKa t
!21A : (10.135)
Derivation of tX A rearranged version of (10.132) useful for estimating k01:5 from
experimental data is
ln
p
a p[COOH](t)p
a+
p
[COOH](t)
=  k01:5
p
aKa t  ln c; (10.136)
where a and c are dened by (10.133) and (10.134), respectively.
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The expression relating [E](t) to the extent of reaction given by (10.40) can
be substituted into (10.136) to determine the time at which X extent of reaction
relative to the ester bonds has been reached,
ln
p
a p[E]t0 + [COOH]t0   (1 X)[E]t0p
a+
p
[E]t0 + [COOH]t0   (1 X)[E]t0
=  k01:5
p
aKa tX   ln c: (10.137)
Solving for tX yields
tX =
1
k01:5
p
aKa
ln
p
a+
p
[COOH]t0 +X[E]t0
c
p
a p[COOH]t0 +X[E]t0 ; (10.138)
where a and c are dened by (10.133) and (10.134), respectively.
Derivation of Extrema of RV COOH(t) The extrema of RV COOH(t) on a closed time
interval [0; tf ] are located at the endpoints of the interval or the critical points in
the interval where
dRV COOH(t)
dt
= 0 or
dRV COOH(t)
dt
does not exist. The largest of
the values of RV COOH(t) evaluated at the endpoints and critical points is the
absolute maximum value, and the smallest of these values is the absolute minimum
value. The interval endpoint tf is taken to the be time when the extent of reaction
X approaches 100%.
The net rate of generation of carboxylic acid end groups is given by (5.45)
for the rst-order rate law for uncatalyzed hydrolysis. Substituting (10.27) for the
ester concentration,
RV COOH(t) = k
0
1:5
p
Ka[COOH](t) [E](t)
= k01:5
p
Ka[COOH](t) ([E]t0 + [COOH]t0   [COOH](t)) ;
(10.139)
where a and c are dened by (10.133) and (10.134), respectively.
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Endpoints Evaluating (10.139) at time t = 0,
RV COOH(0) = k
0
1:5
p
Ka[COOH]t0 [E]t0: (10.140)
Using the equation for tX given by (10.138), the denition of tf , and the
denition for a given by (10.133),
tf = lim
X! 1
1
k01:5
p
aKa
ln
p
a+
p
[COOH]t0 +X[E]t0
c
p
a p[COOH]t0 +X[E]t0 !1 (10.141)
The carboxylic acid concentration given by (10.132) in the limit of tf !1 is
lim
tf!1
[COOH](tf ) = a
 
c  exp   k01:5paKa tf
c+ exp
  k01:5paKa tf
!2
= [E]t0 + [COOH]t0; (10.142)
where a and c are dened by (10.133) and (10.134), respectively. The corresponding
ester concentration is
lim
tf!1
[E](tf ) = [COOH]t0 + [E]t0   [COOH](tf ) = 0: (10.143)
Evaluating (10.139) at time t = tf !1,
lim
tf!1
RV COOH(tf ) = k
0
1:5
p
Ka ([E]t0 + [COOH]t0) 0 = 0: (10.144)
Critical Points The critical points of RV COOH(t) are located where
dRV COOH(t)
dt
= 0 or
dRV COOH(t)
dt
does not exist.
dRV COOH(t)
dt
=
d

k01:5
p
Ka[COOH](t) ([E]t0 + [COOH]t0   [COOH](t))

dt
= k01:5
p
Ka
 
[E]t0 + [COOH]t0   [COOH](t)
2
p
[COOH](t)
 
p
[COOH](t)
!
 d[COOH](t)
dt
:
(10.145)
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As k01:5 > 0,
p
Ka > 0, and the derivative is smooth and continuous in the interval,
the critical points of RV COOH(t) occur when RV COOH(t) = 0 or
[E]t0 + [COOH]t0   [COOH](t)
2
p
[COOH](t)
 
p
[COOH](t) = 0. The rst critical point
coincides with the endpoint tf . The second critical point at time t = tcp gives
[COOH](tcp) =
[E]t0 + [COOH]t0
3
: (10.146)
The corresponding ester concentration is
[E](tcp) = [COOH]t0 + [E]t0   [COOH](tcp) = 2 ([E]t0 + [COOH]t0)
3
: (10.147)
The extent of reaction at time tcp, Xcp, is related to the ester concentration
by (10.40),
[E](tcp) = (1 Xcp)[E]t0 = 2 ([E]t0 + [COOH]t0)
3
: (10.148)
Solving for Xcp,
Xcp =
[E]t0   2[COOH]t0
3[E]t0
: (10.149)
The time for critical point can be determined by (10.138) evaluated at Xcp:
tcp =
1
k01:5
p
aKa
ln
p
a+
p
[COOH]t0 +Xcp[E]t0
c
p
a p[COOH]t0 +Xcp[E]t0
=
1
k01:5
p
aKa
ln
p
a+
p
([COOH]t0 + [E]t0)=3
c
p
a p([COOH]t0 + [E]t0)=3 ;
(10.150)
where a and c are dened by (10.133) and (10.134), respectively.
Evaluating (10.139) at the critical point at time t = tcp gives
RV COOH(tcp) =
2k01:5
3
r
Ka
[E]t0 + [COOH]t0
3
([E]t0 + [COOH]t0)
=
2k01:5
p
Ka
3
p
3
([E]t0 + [COOH]t0)
1:5 :
(10.151)
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Absolute Maximum and Minimum Values The absolute minimum value of the net
rate of generation of COOH in the interval [0; tf ] is RV COOH(tf ) = 0 as tf !1 with
COOH at its maximum value, [COOH](t)! [E]t0 + [COOH]t0. The absolute
maximum value of the net rate of generation of COOH in the interval [0; tf ] is
RV COOH(tcp) =
2k01:5
p
Ka
3
p
3
([E]t0 + [COOH]t0)
1:5 where Xcp =
[E]t0   2[COOH]t0
3[E]t0
,
tcp =
1
k01:5
p
aKa
ln
p
a+
p
([COOH]t0 + [E]t0)=3
c
p
a p([COOH]t0 + [E]t0)=3 , a = [E]t0 + [COOH]t0,
c =
p
a+
p
[COOH]t0p
a p[COOH]t0 , [COOH](tcp) = [E]t0 + [COOH]t03 , and
[E](tcp) =
2 ([E]t0 + [COOH]t0)
3
. COOH has its minimum value at
[COOH](0) = [COOH]t0.
Summary For the 1.5th-order rate law for autocatalytic hydrolysis, the analytical
solutions to the conservation equations for COOH and E in the reaction-dominant
limit are
[COOH](t) = a
 
c  exp   k01:5paKa t
c+ exp
  k01:5paKa t
!2
(10.152)
and
[E](t) = a
0@1  c  exp   k01:5paKa t
c+ exp
  k01:5paKa t
!21A ; (10.153)
where
a := [E]t0 + [COOH]t0 (10.154)
and
c :=
p
a+
p
[COOH]t0p
a p[COOH]t0 : (10.155)
where [COOH]t0 and [E]t0 are the initial concentrations of carboxylic acid end
groups and ester bonds, respectively, k01:5 := kc[H2O], [H2O] is the constant
concentration of water, kc is the rate constant for the autocatalytic hydrolysis
reaction, and Ka is the acid dissociation constant for COOH.
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The time when the extent of reaction reaches 99%, t0:99, is given by (10.138)
with X = 0:99,
t0:99 =
1
k01:5
p
aKa
ln
p
a+
p
[COOH]t0 + 0:99[E]t0
c
p
a p[COOH]t0 + 0:99[E]t0 : (10.156)
10.2.2 Comparison of Numerical and Analytical Solutions for
Carboxylic Acid End Group and Ester Bond
Concentrations, [COOH](t) and [E](t)
The numerical solutions for the ODEs for [COOH](t) and [E](t) for well-mixed
hydrolysis reactions are determined using the model algorithm described in
Chapter 8 with the assumptions for the reaction-dominant limit given in
Section 10.2. The ODEs are solved using the 5th-order accurate RADAU5 implicit
solver with adaptive time stepping. The relative tolerance = absolute tolerance
= TOL = 1 10 4. The initial time step is set to t0:99=(NT   1), the maximum
allowable time step, where NT   1 is the number of calls to the solver and the
number of evenly-spaced time output points after the initial condition and t0:99 is
the reaction time by the time required for achieving 99% extent of reaction. The
numerical results for NT = 51, 101, and 201 are compared. The analytical solutions
are computed using the equations in Section 10.2.1. Results from the numerical and
analytical solutions are compared for the concentrations of carboxylic acid end
groups and ester bonds for the four hydrolysis rate laws. The concentrations are
normalized by dividing by the sum of the initial ester and carboxylic acid end group
concentrations as this quantity represents the total monomer concentration; the
normalization is used for visualization, not for calculations of the concentrations in
the numerical code. Time is made dimensionless by dividing t0:99, which allows for
the concentrations at dierent rate constant values to be represented by a single
curve as a function of dimensionless time.
The numerical approximation to cCOOH(t) is denoted as [COOH]
k in the
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following discussion and is evaluated at the discrete points ((k   1)t) = (tk) for
k = 1, 2, . . . , NT , where NT is the number of time discretizations, rather than as a
continuous function of t. The analytical solution is evaluated at the same discrete
points as the numerical solution for comparison, [COOH](tk).
Figure 10.1 shows the analytical and numerical dimensionless carboxylic acid
end group and ester bond concentration proles at each dimensionless time
discretization, tk=t0:99, used for the numerical solution with NT = 101 and
TOL = 1 10 4 for the four hydrolysis models in the reaction-dominant limit. The
analytical proles for COOH are given by (10.49), (10.69), (10.120), and (10.152),
and the analytical proles for E are given by (10.50), (10.70), (10.121), and (10.153).
The curves for COOH show the proper extrema for [COOH](t) and RV COOH(t).
Figure 10.2 shows the numerical dimensionless carboxylic acid end group
concentration, sum of the concentrations of large oligomers, and sum of the
concentrations of small oligomers at each dimensionless time discretization, tk=t0:99,
used for the numerical solution with NT = 101 and TOL = 1 10 4 for the four
hydrolysis rate laws.
The percent error value for the COOH concentration at each discrete value
of tk is given by
PE([COOH](tk)) =
 [COOH](tk)  [COOH]k[COOH](tk)
 100%: (10.157)
Figure 10.3 shows the percent error between analytical and numerical COOH
concentration proles at each dimensionless time discretization, tk=t0:99, used for the
numerical solution with NT = 101 and TOL = 1 10 4 for the four hydrolysis rate
laws.
The rate-of-convergence in the t-dimension cannot be determined accurately
as the ODE solver uses adaptive time stepping making the size of t variable and
independent of NT . Instead, the error is assessed relative to the specied error
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tolerance. The solver adjusts the time step size to maintain the estimate of the local
error below the tolerance value. The global truncation error at the nal time step,
tNT = t0:99, is used to assess the error between the numerical and analytical COOH
concentrations,
eNT = j[COOH](tNT )  [COOH]NT j: (10.158)
The root-mean-square error between the dimensionless numerical and analytical
COOH concentration proles in the t-dimension with values that range between 0
and 1 is calculated by
RMSE(x) =
jxj2p
NT
; (10.159)
where the vector x is composed of elements xk =
[COOH](tk)  [COOH]k
[COOH]t0 + [E]t0
for
k = 1, 2, . . . , NT . Table 10.1 shows the global truncation error of the numerical
COOH concentration at t0:99 and the root-mean-square error of the dimensionless
COOH concentration proles for three grids with increasing NT for the four
hydrolysis rate laws.
The error tolerances for the data are absolute tolerance = relative tolerance
= TOL = 1 10 4 = 0:01%. For all four hydrolysis rate laws and for the three
temporal resolutions used, the global truncation error values are much smaller than
the absolute tolerance, and the percent error and root-mean-square values are
smaller than the relative tolerance. Thus, the solver yields accurate solutions for the
ODEs in the reaction-dominant limit even without a strict error tolerance value.
The results of this section verify the code regarding the reaction equations and the
RADAU5 ODE solver.
10.3 Diusion-Dominant Limit
To verify that the numerical methods for the diusion component of the model have
been implemented correctly, the numerical results for the diusion-dominant limit
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Table 10.1: Global truncation errors of COOH concentration at t0:99 and root-mean-square errors
between the dimensionless numerical and analytical COOH concentration proles with dierent
temporal resolution for the uncatalyzed hydrolysis model (Rxn 1), pseudo-rst-order, autocatalytic
hydrolysis model (Rxn 2), quadratic-order, autocatalytic hydrolysis model (Rxn 3), and 1.5th-order,
autocatalytic hydrolysis model (Rxn 4) in the reaction-dominant limit with TOL = 1 10 4.
NT eNT g/cm
3
RMSE
Rxn 1
51 1:83 10 20 4:90 10 12
101 1:25 10 21 4:17 10 13
201 8:60 10 22 6:18 10 14
Rxn 2
51 6:78 10 17 1:66 10 9
101 2:20 10 18 5:25 10 11
201 8:95 10 20 2:10 10 12
Rxn 3
51 2:14 10 17 1:17 10 8
101 1:96 10 17 1:01 10 8
201 3:63 10 19 2:14 10 10
Rxn 4
51 4:09 10 19 1:54 10 6
101 3:16 10 19 1:51 10 6
201 3:10 10 19 1:66 10 6
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are compared to the analytical solution for diusion for the case of constant
eective diusivity, constant surface concentration, and uniform initial
concentration distribution.
The diusion-dominant limit of the reaction-diusion equation for the
conservation of species i given by (4.8) is approached as the net rate of generation,
RV i(r; t), goes to zero and only diusion is observed. The net rate of generation can
equal or approach zero if the species is inert, the reaction is completed, or the
generation and consumption reactions for the species oset each other. For the
diusion-dominant case, diusivity may be treated as a constant or as a variable
quantity. Additionally, the initial concentration may be uniform or may have some
prescribed radial distribution. Consideration of constant diusivity and uniform
initial concentration allows for the numerical results to be compared to an
analytical solution given by Crank [100], which is derived below. With constant
diusivity, the diusion-dominant limiting case matches the case of drug diusion
not coupled to the hydrolysis of the polymer. The diusion-dominant limit for this
case is obtained by adding the following assumptions to those used to derive (4.8):
 The eective diusivity is constant: Di(r; t) = Di.
 Only diusion is observable as the net rate of generation of species i is zero:
RV i = 0.
 Species i has a uniform initial distribution: ci;t0(r) = ci;t0.
 The concentrations of species i at time t = 0 must not be the same as the
concentration at the surface r = 1 for all interior radial points because the
concentration dierence is the driving force for the diusion process without a
generation term. The surface concentration must be less than the initial
concentration for net ux in the direction of increasing r toward the exterior of
the sphere: ci;r1 < ci;t0.
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Applying the assumptions, the PDE for radial diusion of species i from a
sphere with constant eective diusivity, no generation term, surface concentration
less than the initial concentration, and dimensionless r is given by
@ci(r; t)
@t
=
Di
R2
1
r2
@
@r

r2
@ci(r; t)
@r

; (10.160)
with initial condition
ci(r; 0) = ci;t0; 0  r < 1 (10.161)
and boundary conditions
@ci(0; t)
@r
= 0; t  0 (10.162)
and
ci(1; t) = ci;r1; t  0 (10.163)
and the constraint
ci;r1 < ci;t0; (10.164)
where ci(r; t) is concentration of the species i, Di is the constant eective diusivity
of the species, R is the radius of the sphere, 0  r  1 is the normalized radial
position, t  0 is time, ci;t0 is the uniform initial concentration distribution of the
species within the sphere, and ci;r1 is the constant surface concentration of the
species. The conservation equation for the drug species given by (4.12)
matches (10.160) when the assumption of constant eective diusivity is applied.
10.3.1 Analytical Solution for Species Concentration, ci(r; t), in the
Diusion-Dominant Limit
The technique of linearization can be used to transform (10.160){(10.163) to the
equations of diusion in a plane sheet with constant concentration at the surfaces.
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Let vi(r; t) = rci(r; t). Making the substitution gives
@
@t

vi(r; t)
r

=
Di
R2
1
r2
@
@r

r2
@
@r

vi(r; t)
r

: (10.165)
Evaluation of the rst derivatives of
vi(r; t)
r
gives
1
r
@vi(r; t)
@t
=
Di
R2
1
r2
@
@r

r2

1
r
@vi(r; t)
@r
  1
r2
vi(r; t)

(10.166)
@vi(r; t)
@t
=
Di
R2
1
r
@
@r

r
@vi(r; t)
@r
  vi(r; t)

: (10.167)
Evaluation of the derivative with respect to r gives
@vi(r; t)
@t
=
Di
R2
1
r

@vi(r; t)
@r
+ r
@2vi(r; t)
@r2
  @vi(r; t)
@r

: (10.168)
The parameter i is dened as
i :=
Di
R2
: (10.169)
With substitution of i and cancellation of terms, the linearized form is
@vi(r; t)
@t
= i
@2vi(r; t)
@r2
; 0  r  1 and t  0; (10.170)
with initial condition
vi(r; 0) = rci;t0; 0  r < 1 (10.171)
and boundary conditions
vi(0; t) = 0; t  0 (10.172)
and
vi(1; t) = ci;r1; t  0: (10.173)
The analytical solution for the linear PDE in (10.170){(10.173) in terms of
dimensionless r with initial distribution rci;t0(r) and constant surface concentration
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ci;r1 is equivalent to that for diusion in a plane sheet with thickness of 1 and
diusion coecient i and the same initial and boundary conditions for 0 < r < 1
and t > 0 [100]:
vi(r; t) = rci(r; t)
= rci;r1 +
2ci;r1

1X
n=1
cos (n)
n
sin (nr) exp
  in22t
+ 2
1X
n=1
sin (nr) exp
  in22t Z 1
0
rci;t0(r) sin (nr) dr:
(10.174)
Assuming the initial distribution is a uniform concentration, ci;t0(r) = ci;t0,
and the surface concentration is maintained at ci;r1, the integral in (10.174) can be
evaluated as
Z 1
0
rci;t0(r) sin (nr) dr = ci;t0
Z 1
0
r sin (nr) dr =
 ci;t0 cos (n)
n
: (10.175)
Substitution of cos (n) = ( 1)n yields
Z 1
0
rci;t0 sin (nr) dr =
 ci;t0( 1)n
n
: (10.176)
Substitution of the evaluated integral into (10.174) and division by r for 0 < r < 1
and t > 0 yields
ci(r; t) = ci;r1 +
2 (ci;r1   ci;t0)
r
1X
n=1
( 1)n
n
sin (nr) exp
  in22t: (10.177)
The concentration terms can be rearranged to give
ci(r; t)  ci;r1
ci;r1   ci;t0 =
2
r
1X
n=1
( 1)n
n
sin (nr) exp
  in22t: (10.178)
The driving force for diusion is the dierence between the concentration
inside the sphere and the surface concentration. Multiplying (10.178) by  1 to
rearrange the terms in the denominator gives the fraction of the driving force
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remaining as a function of time:
ci(r; t)  ci;r1
ci;t0   ci;r1 =  
2
r
1X
n=1
( 1)n
n
sin (nr) exp
  in22t: (10.179)
For calculating the cumulative release prole, it is useful to express the
concentration as the fraction of the concentration released as a function of time,
which can be obtained by adding 1 to (10.178) [100]:
ci(r; t)  ci;r1
ci;r1   ci;t0 +
ci;r1   ci;t0
ci;r1   ci;t0 =
ci(r; t)  ci;t0
ci;r1   ci;t0
=
ci;t0   ci(r; t)
ci;t0   ci;r1
= 1 +
2
r
1X
n=1
( 1)n
n
sin (nr) exp
  in22t:
(10.180)
The concentration at r = 0 for t > 0 is given by taking the limit of (10.178)
as r ! 0:
lim
r!0
ci(r; t)  ci;r1
ci;r1   ci;t0 =
ci(0; t)  ci;r1
ci;r1   ci;t0
= lim
r!0
2
r
1X
n=1
( 1)n
n
sin (nr) exp
  in22t
=
2

1X
n=1
( 1)n
n
exp
  in22t lim
r!0
sin (nr)
r
:
(10.181)
The term lim
r!0
sin (nr)
r
has the indeterminate form of 0=0. The indeterminate form
is resolved using l'Hospital's Rule:
lim
r!0
sin (nr)
r
= lim
r!0
n cos (nr)
1
= n: (10.182)
Substitution of the limit into (10.181) gives the fraction of the concentration
released as a function of time for t > 0 [100]:
ci(0; t)  ci;r1
ci;r1   ci;t0 = 2
1X
n=1
( 1)n exp   in22t: (10.183)
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The analogous form for the fraction of the driving force remaining as a function of
time is
ci(0; t)  ci;r1
ci;t0   ci;r1 =  2
1X
n=1
( 1)n exp   in22t: (10.184)
The analogous form for the fraction of the concentration released as a function of
time is
ci;t0   ci(0; t)
ci;t0   ci;r1 = 1 + 2
1X
n=1
( 1)n exp   in22t: (10.185)
10.3.2 Analytical Solution for Cumulative Release of Drug, Q(t), in the
Diusion-Dominant Limit
The general expression for the cumulative release of drug given by (4.20) derived in
Section 4.2 is
Q(t) =
R 1
0
([drug]t0(r)  [drug](r; t)) r2 drR 1
0
([drug]t0(r)  [drug]r1) r2 dr
: (10.186)
With the same assumptions used in the derivation of (10.180) for the
analytical solution of ci(r; t) for the drug species|the initial distribution is a
uniform concentration [drug]t0(r) = [drug]t0 and the surface concentration is
maintained at [drug]r1|the cumulative release prole for the drug is
Q(t) =
R 1
0
([drug]t0   [drug](r; t)) r2 drR 1
0
([drug]t0   [drug]r1) r2 dr
: (10.187)
The integral in the denominator is evaluated as
Q(t) =
R 1
0
([drug]t0   [drug](r; t)) r2 dr
1
3
([drug]t0   [drug]r1) : (10.188)
The result can be simplied as
Q(t) =
Z 1
0
3r2
[drug]t0   [drug](r; t)
[drug]t0   [drug]r1 dr: (10.189)
The quantity
[drug]t0   [drug](r; t)
[drug]t0   [drug]r1 is equivalent to
ci;t0   ci(r; t)
ci;t0   ci;r1 for drug species i
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given by (10.180), so (10.189) becomes
Q(t) =
Z 1
0
3r2
 
1 +
2
r
1X
n=1
( 1)n
n
sin (nr) exp
  drugn22t! dr: (10.190)
The result can be simplied by integrating the rst term and taking the
integral of the second term into the summation:
Q(t) = 1 +
6

1X
n=1
( 1)n
n
exp
  drugn22t Z 1
0
r sin (nr) dr: (10.191)
Evaluation of the integral yields [100]
Q(t) = 1  6
2
1X
n=1
1
n2
exp
  drugn22t; (10.192)
where drug = Ddrug=R
2, Ddrug is the constant eective diusivity of the drug, and
R is the radius of the sphere.
The analytical solution given by (10.192) can be checked by deriving the
expression in a dierent manner using the alternate expression for the cumulative
amount of drug released as a function of time, M(t), given by (4.16),
M(t) =  
Z t
0
4RDdrug
@[drug](1; t0)
@r
dt0: (10.193)
With the drug concentration given by (10.177), the partial derivative with respect
to r at the surface is
@[drug](1; t)
@r
=
2 ([drug]r1   [drug]t0)


1X
n=1
( 1)n
n
exp
  drugn22t @
@r

sin (nr)
r
 
r=1
:
(10.194)
The partial derivative term at r = 1 is evaluated as
@
@r

sin (nr)
r
 
r=1
=

n cos (nr)
r
  sin (nr)
r2
 
r=1
= n( 1)n: (10.195)
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Substitution of (10.195) into the partial derivative of the drug concentration at the
surface given by (10.194) and cancellation of terms yields
@[drug](1; t)
@r
= 2 ([drug]r1   [drug]t0)
1X
n=1
exp
  drugn22t: (10.196)
Substitution of (10.196) into the expression for M(t) in (10.193) yields
M(t) = 8RDdrug ([drug]t0   [drug]r1)
1X
n=1
Z t
0
exp
  drugn22t0 dt0: (10.197)
The time integral of the exponential term is evaluated as
Z t
0
exp
  drugn22t0 dt0 = exp ( drugn22t)  1 drugn22 : (10.198)
Substitution of the integral result gives
M(t) =
8R 3 ([drug]t0   [drug]r1)

1X
n=1
1  exp ( drugn22t)
n2
: (10.199)
The summation term
1X
n=1
1
n2
=
2
6
, so
M(t) =
4
3
R 3 ([drug]t0   [drug]r1)
  8R
3 ([drug]t0   [drug]r1)

1X
n=1
exp ( drugn22t)
n2
:
(10.200)
By an analogous treatment, the cumulative amount of drug released as
t!1, M1, is
M1 = 8RDdrug ([drug]t0   [drug]r1)
1X
n=1
lim
t!1
Z t
0
exp
  drugn22t0 dt0
=
8RDdrug ([drug]t0   [drug]r1)
drug2
1X
n=1
1
n2
=
4
3
R 3 ([drug]t0   [drug]r1) :
(10.201)
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With substitution of the expressions for M(t) and M1 given by (10.200)
and (10.201), respectively, into the denition of Q(t) given by (4.17),
Q(t) :=
M(t)
M1
; (10.202)
the cumulative release is [101]
Q(t) = 1  6
2
1X
n=1
1
n2
exp
  drugn22t: (10.203)
This expression matches (10.192) derived using volume integrals rather than time
integrals.
10.3.3 Comparison of Numerical and Analytical Solutions for Drug
Concentration, [drug](r; t), and Cumulative Release of
Drug, Q(t)
The numerical solution for the conservation equation for [drug](r; t) for the
diusion-dominant limit is determined using the numerical methods algorithm
described in Chapter 8 with the assumptions for the diusion-dominant limit given
in Section 10.3 and relative tolerance = absolute tolerance = TOL = 1 10 4
unless otherwise indicated. The analytical solution is computed using the equations
in Section 10.3.1 for the drug species. The numerical solution for the cumulative
release of drug is determined by numerical integration using adaptive Simpson
quadrature in MATLAB with the numerical concentration values as described in
Section 4.2. The analytical solution for the cumulative release of drug is computed
using (10.192). The drug concentration proles and cumulative release proles from
the numerical and analytical solutions are compared. The concentrations are made
dimensionless by expressing as fractions of concentration released. The radius r is
dened in dimensionless terms in the formulation of the conservation equation in
Chapter 4. Time is made dimensionless by multiplying the diusion time by the
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diusivity parameter drug = Ddrug=R
2, allowing for the cumulative release at
dierent parameter values to be represented by a single curve as a function of
dimensionless time.
The numerical approximation to cdrug(r; t) is denoted as [drug]
k
j in the
following discussion and is evaluated at the discrete points
((j   1)r; (k   1)t) = (rj; tk) for j = 1, 2, . . . , NR and k = 1, 2, . . . , NT , where
NR is the number of evenly-spaced radial discretizations and NT is the number of
evenly-spaced time discretizations, rather than as a continuous function of r and t.
The analytical solution is evaluated at the same discrete points as the numerical
solution for comparison, [drug](rj; tk). Analogously, the numerical and analytical
cumulative release of drug proles are denoted as Qk and Q(tk), respectively.
Figure 10.4 shows the analytical drug concentration proles expressed as
fractions of concentration released as functions of dimensionless radial position r for
dierent values of drugt in the diusion-dominant limit using (10.180) for 0 < r < 1
and (10.185) for r = 0 with NR = 101.
The percent error value for the drug concentration at each discrete point
(rj; tk) is given by
PE([drug](rj; tk)) =
 [drug](rj; tk)  [drug]kj[drug](rj; tk)
 100%: (10.204)
Figure 10.5 shows the percent error between analytical and numerical drug
concentration proles at each dimensionless radial position rj and dimensionless
time drugtk = Ddrugtk=R
2 discretization used for the numerical solution with
NR = 101 and NT = 101.
Figure 10.6 shows the analytical and numerical percentage of cumulative
release of drug proles at each value of dimensionless time drugtk = Ddrugtk=R
2
discretization used for the numerical solution with NR = 101 and NT = 101
and (10.192) for the analytical solution.
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Figure 10.4: Analytical drug concentration proles as functions of dimensionless radial position r
for dierent values of dimensionless time drugt = Ddrugt=R
2 in the diusion-dominant limit with
NR = 101.
Figure 10.5: Percent error between analytical and numerical drug concentration proles as a function
of dimensionless radial position r and dimensionless time drugt = Ddrugt=R
2 in the diusion-
dominant limit with NR = 101 and NT = 101.
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Figure 10.6: Analytical and numerical percentage of cumulative release of drug proles as functions
of dimensionless time drugt = Ddrugt=R
2 in the diusion-dominant limit with NR = 101 and
NT = 101.
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The percent error value for the cumulative release of drug at each discrete
value of tk is given by
PE(Q(tk)) =
Q(tk) QkQ(tk)
 100%: (10.205)
Figure 10.7 shows the percent error between analytical and numerical cumulative
release of drug proles at each dimensionless time drugtk = Ddrugtk=R
2
discretization used for the numerical solution. The percent error is greater for the
cumulative release proles than for the drug concentration proles as the numerical
approximations to the cumulative release proles involve numerical integration of
the drug concentration proles, propagating the error associated with those proles
along with the error inherit to the Simpson quadrature numerical integration
scheme. The root-mean-square error between the numerical and analytical
cumulative release of drug percentage proles is 0:11%. The cumulative release
percentage values are between 0 and 100%.
The root-mean-square error between the dimensionless numerical and
analytical drug concentration proles with values that range between 0 and 1 is
calculated by
RMSE(X) =
jjXjjFp
NRNT
; (10.206)
where the matrix X is composed of elements xj;k =
[drug](rj; tk)  [drug]kj
[drug]t0   [drug]r0 for
j = 1, 2, . . . , NR and k = 1, 2, . . . , NT . The root-mean-square error between the
dimensionless numerical and analytical drug concentration proles is 2:73 10 5
with NR = 101, NT = 101, and TOL = 1 10 4.
To determine the rate-of-convergence in the r-dimension, the
root-mean-square error between the dimensionless numerical and analytical drug
concentration proles at the discrete time tk = tNT is used as y to quantify the
error. Recall that the time step size is variable for the ODE solver. The
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Figure 10.7: Percent error between analytical and numerical cumulative release of drug proles as
functions of dimensionless time drugt = Ddrugt=R
2 in the diusion-dominant limit with NR = 101
and NT = 101.
root-mean-square error is calculated along a spatial vector at the nal time,
drugt = 1, to eliminate the eects of the time step size on the error in order to
determine the spatial contribution to the error independently,
RMSE(x) =
jjxjj2p
NR
; (10.207)
where the vector x is composed of the elements xj =
[drug](rj; tNT )  [drug]NTj
[drug]t0   [drug]r0 for
j = 1, 2, . . . , NR. The errors for nine grids with increasing NR from 6 to 301 and
three error tolerance values from 1 10 4 to 1 10 12 all with NT = 101 are
compared in Figure 10.8. The spatial step size is r = 1=(NR  1). Table 10.2
shows the rates-of-convergence observed for pairs of the discrete solutions shown in
Figure 10.8 with TOL = 1 10 8 and NT = 101.
The observed rates-of-convergence approach the theoretical
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Figure 10.8: Root-mean-square error between dimensionless analytical and numerical drug concen-
tration proles in the r-dimension at the nal time tNT = R
2=Ddrug with NT = 101 as a function of
the spatial discretization size r in the diusion-dominant limit for error tolerance TOL = 110 4,
1  10 8, and 1  10 12. The solid line shows the expected error with the theoretical rate-of-
convergence, p = 2, and the observed regression coecient,  = 5:09 10 4, for the three smallest
r values for TOL = 1 10 8.
Table 10.2: Rates-of-convergence observed using pairs of discrete solutions in the diusion-dominant
limit. The theoretical rate-of-convergence is 2.
rC rF Renement Ratio p
0.2 0.1 2 2.14
0.1 0.067 1.5 2.05
0.067 0.05 1.33 2.02
0.05 0.04 1.25 2.02
0.04 0.02 2 2.01
0.02 0.01 2 2.00
0.01 0.005 2 2.00
0.005 0.0033 1.5 2.00
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rate-of-convergence for the central dierence operator used for approximating the
second derivatives in the spatial dimension. The error is reduced slightly by
restricting the error tolerance, but shrinking the grid spacing reduces the error more
substantially. Solutions with NR  51 give acceptable drug concentration percent
error values, and those with NR  101 give high resolution for visualizations and
reach the theoretical rate-of-convergence. The results of this section verify the code
regarding the diusion equations and the spatial discretization scheme.
10.4 Single-Component Limit
To verify that the numerical methods for the reaction and diusion components of
the model have been implemented correctly in tandem, the numerical results for the
single-component limit are compared to the analytical solution for reaction and
diusion for a single species in the case of constant eective diusivity, constant
surface concentration, uniform initial concentration distribution, and a rst-order
generation term. The carboxylic acid end group species with the pseudo-rst-order
rate law for autocatalytic hydrolysis is treated in this section.
The single-component limit of the reaction-diusion equation for the
conservation of species i, (4.8), is approached when one species does not interact
with other species. In the model reaction-diusion system, the COOH rate of
generation for the pseudo-rst-order, autocatalytic hydrolysis model does not
depend on the concentrations of any other species. If the eective diusivity of
COOH is taken to be a constant independent of the transport of the oligomers, then
COOH can be modeled without coupling between other species. An analytical
solution for the reaction-diusion case with constant eective diusivity, constant
surface concentration, uniform initial concentration distribution, homogeneous
boundary conditions, and rst-order generation can be derived. As only one species
is considered in the single-component limit, the subscript i is dropped for
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convenience. The single-component limit for this case is obtained adding the
following assumptions to those used to derive (4.8):
 The eective diusivity is constant: D(r; t) = D.
 The surface boundary condition is homogeneous with a constant concentration
of zero: c(1; t) = cr1 = 0.
 The initial distribution is uniform: c(r; t) = ct0.
 The net rate of generation is rst order in the concentration of the species:
RV (r; t) = kc(r; t).
Applying the assumptions, the PDE for radial diusion and rst-order
generation of a single component from a sphere with constant eective diusivity,
constant surface concentration of zero, uniform initial condition, and dimensionless
r is given by
@c(r; t)
@t
=
D
R2
1
r2
@
@r

r2
@c(r; t)
@r

+ kc(r; t) (10.208)
with initial condition
c(r; 0) = ct0; 0  r < 1 (10.209)
and boundary conditions
@c(0; t)
@r
= 0; t  0 (10.210)
and
c(1; t) = cr1 = 0; t  0; (10.211)
where c(r; t) is concentration of the species i, D is the constant eective diusivity
of the species, R is the radius of the sphere, 0  r  1 is the normalized radial
position, t  0 is time, k is the rate constant for the rst-order reaction, ct0 is the
uniform initial concentration distribution of the species within the sphere, cr1 is the
constant, homogeneous surface concentration of the species, and k;  > 0.
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10.4.1 Analytical Solution for the Concentration, c(r; t), in the
Single-Component Limit
The technique of linearization with the substitution of v(r; t) = rc(r; t) can be used
to transform (10.208){(10.211) to a linear, nonhomogeneous second-order PDE with
a source term and homogeneous, time-independent boundary conditions. Following
the linearization steps in 10.3.1 and substituting  = D=R2, the linearized form is
@v(r; t)
@t
= 
@2v(r; t)
@r2
+ kv(r; t); 0  r  1 and t  0; (10.212)
with initial condition
v(r; 0) = ct0r; 0 < r < 1 (10.213)
and boundary conditions
v(0; t) = 0; t  0 (10.214)
and
v(1; t) = 0; t  0: (10.215)
The solution can be determined directly from the method of eigenfunction
expansions [147],
v(r; t) =
1X
n=1
an(t)n(r); (10.216)
where an(t) are the time-dependent, generalized Fourier coecients and n(r) are
the eigenfunctions of the related homogeneous PDE for diusion of vh without a
source term,
@vh(r; t)
@t
= 
@2vh(r; t)
@r2
: (10.217)
The boundary value problem resulting from separation of variables is
d2n
dr2
=  nn; 0  r  1; (10.218)
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with boundary conditions
n(0) = 0 (10.219)
and
n(1) = 0; (10.220)
where n are the eigenvalues. With the homogeneous, Dirichlet boundary
conditions, the eigenvalues are
n = n
22; n = 1, 2, . . . ; (10.221)
with corresponding eigenfunctions
n(r) = sin (nr); n = 1, 2, . . . : (10.222)
The Fourier sine series for the eigenfunction expansion for v(r; t) is used
because of the eigenfunctions and eigenvalues of the homogeneous PDE; the series
can be dierentiated term by term since the eigenfunction sin (nr) and v(r; t)
satisfy the same boundary conditions [147].
The eigenfunction expansion of the source term is
kv(r; t) =
1X
n=1
bn(t)n(r); (10.223)
where bn(t) are the coecients of the Fourier sine series. As the source term is
rst-order in the linearized concentration, bn(t) = kan(t).
Inserting the eigenfunction expansion for v(r; t) given by (10.216) and the
eigenfunction expansions for the source term given by (10.223) into the
nonhomogeneous PDE in (10.212) yields
1X
n=1
@an(t)n(r)
@t
n(r) =
1X
n=1

@2an(t)n(r)
@r2
+
1X
n=1
bn(t)n(r): (10.224)
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With the eigenfunctions for the homogeneous PDE for vh(r; t) given by (10.222)
that satisfy d2n=dr
2 + nn = 0, the result can be simplied as
1X
n=1
dan(t)
dt
n(r) =
1X
n=1
( n) an(t)n(r) +
1X
n=1
kan(t)n(r): (10.225)
Combining the sums,
1X
n=1

dan(t)
dt
+ (n   k) an(t)

n(r) = 0: (10.226)
For each n = 1, 2, . . . ,
dan(t)
dt
+ (n   k) an(t) = 0: (10.227)
Alternatively, the ODE may be expressed as
dan(t)
dt
+ 
 
n   21

an(t) = 0; (10.228)
where k;  > 0 and 1 =
p
k= is the Thiele modulus quantifying the ratio of the
characteristic reaction rate in the absence of mass transfer limitations to the
characteristic diusion rate for the rst-order reaction-diusion system [113].
The solution to the linear, rst-order ODE for the Fourier coecients using
the integrating factor e
R
(n 21)dt is
an(t) = an(0) exp
    n   21t ; n = 1, 2, . . . , (10.229)
where [147]
an(0) =
R 1
0
v(1; t)n(r)drR 1
0
2n(r)dr
: (10.230)
Substitution of n given by (10.222) gives
an(0) = 2
Z 1
0
v(1; t) sin (nr)dr: (10.231)
With the uniform initial condition, v(1; t) = ct0r, the integral is the same as the
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integral previously evaluated in (10.176) for the diusion-dominant limit. Thus,
an(0) =
 2ct0( 1)n
n
; n = 1, 2, . . . . (10.232)
Substitution of the expression for an(0) into (10.229) gives
an(t) =
 2ct0( 1)n
n
exp
    n   21t ; n = 1, 2, . . . . (10.233)
For 0 < r < 1 and t > 0, substitution of the eigenfunctions n(r) given
by (10.222), the eigenvalues n(r) given by (10.221), the Fourier coecients an(t)
given by (10.233), and 1 =
p
k= into the eigenfunction expansion for v(r; t) given
by (10.216) yields
v(r; t) =
 2ct0

1X
n=1
( 1)n
n
exp
    n22   21t sin (nr): (10.234)
Recall that the transformation from the conservation equation in radial
coordinates involved v(r; t) = c(r; t)r. Dividing v(r; t) given by (10.234) by r and
using l'Hospital's Rule to resolve the indeterminate form at r = 0 as shown
in (10.182), the concentration proles for t > 0 in the single-component limit are
c(r; t) =
 2ct0
r
1X
n=1
( 1)n
n
exp
    n22   21t sin (nr); 0 < r < 1 (10.235)
and
c(0; t) =  2ct0
1X
n=1
( 1)n exp     n22   21t ; r = 0: (10.236)
The proles in (10.235) and (10.236) are analogous to the concentration proles in
the diusion-dominant limit given by (10.179) and (10.184) for r > 0 and r = 0,
respectively, for cr1 = 0. With the homogeneous boundary condition at the surface,
the rst-order generation simply contributes a temporal exponential growth term to
each prole in the single-component limit.
168
The prole for c(r; t) exhibits exponential growth due to the
pseudo-rst-order, autocatalytic hydrolysis reaction and exponential decay due to
diusion. For a solution that reaches a steady state, the time derivative of c(r; t)
must be zero; either the exponential term must (i) be constant or (ii) approach 0 as
t!1. For the rst case, the exponential term is constant with a value of 1 if
n22   21 = 0, which can only be satised for a single value of n when 1 = m.
For the second case, for the exponential to approach 0 as t!1, the terms inside
the exponential must all be positive, so
n22   21 > 0; n = 1, 2, . . . : (10.237)
In the most restrictive case of n = 1,
21 < 
2;
k < 2:
(10.238)
If 1 = m, the solution can be stable if
n22  m22  0; n;m = 1, 2, . . . ;
n  m:
(10.239)
Thus, m = 1 is the only multiple of  that gives stable solution with 1 = m.
Larger values of m have modes that grow with time. Large microspheres, slow
diusion, or fast reaction can give large Thiele modulus. For large values of 1, the
rst-order reaction generation dominates the conservation equation, so the single
component accumulates in the interior faster than it can be transported out of the
sphere; no steady state is possible for 1 > . For small values of 1, the diusion
dominates the conservation equation, so any amount of the component generated by
the reaction is transported away before it can accumulate and autocatalyze the
reaction unboundedly; a steady state can be reached. For 1 =  the reaction and
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diusion phenomena can reach an equilibrium steady state. The Thiele modulus 1
is an indicator of the relative importance of the reaction and diusion contributions
to the conservation of the species.
10.4.2 Comparison of Numerical and Analytical Solutions for COOH
Concentration, [COOH](r; t)
The numerical solution for the conservation equation for [COOH](r; t) in the
single-component limit for pseudo-rst-order, autocatalytic hydrolysis and diusion
is determined using the numerical methods algorithm described in Chapter 8 with
the assumptions for the single-component limit given in Section 10.4. The analytical
solution is computed using the equations in Section 10.4.1 for the COOH species.
The COOH concentration proles from the numerical and analytical solutions are
compared. The radius r is dened in dimensionless terms in the formulation of the
conservation equation in Chapter 4. For 1  1, the COOH concentration is scaled
by the uniform initial COOH concentration, and time is made dimensionless with
the same term as used in the diusion-dominant limit, t. For 1  1, the COOH
concentration is scaled by the sum of the initial concentrations of E and COOH,
and time is made dimensionless with the same term as used in the
reaction-dominant limit, t=t0:99, where t0:99 is the time required for 99% conversion
of ester bonds to carboxylic acid end groups in the reaction-dominant limit.
The numerical approximation to cCOOH(r; t) is denoted as [COOH]
k
j in the
following discussion and is evaluated at the discrete points
((j   1)r; (k   1)t) = (rj; tk) for j = 1, 2, . . . , NR and k = 1, 2, . . . , NT , where
NR is the number of evenly-spaced radial discretizations and NT is the number of
evenly-spaced time discretizations, rather than as a continuous function of r and t.
The analytical solution is evaluated at the same discrete points as the numerical
solution for comparison, [COOH](rj; tk).
Figure 10.9 shows the dimensionless analytical carboxylic acid end group
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concentration proles in the single-component limit using (10.235) for 0 < r < 1
and (10.236) for r = 0 at each dimensionless radial position, rj, and each
dimensionless time discretization, Dtk=R
2 for 1  1 or tk=t0:99 for 1  1, used for
the numerical solution with NR = 101 and NT = 101.
Figures 10.10, 10.11, and 10.12 show the dimensionless numerical COOH
concentration proles at r = 0 in the single-component limit as functions of
dimensionless time for small, intermediate, and large ranges of 1, respectively. The
diusion-dominant limit and the reaction-dominant limit curves are indicated on
the plots. The proles for dierent values of 1 fall between these two limits. The
proles show that for a single reacting and diusing component with constant
eective diusivity D, if the radius R increases, 1 increases, and the acid
accumulates in the center of the sphere to a greater extent. For constant R and
increasing D, diusive eects become more signicant. These relationships are
explored further in Chapter 11 for the full model with multiple components and
variable eective diusivity coupled to the generation of carboxylic acid end groups.
The percent error value for the COOH concentration at each discrete point
(rj; tk) is given by
PE([COOH](rj; tk)) =
 [COOH](rj; tk)  [COOH]kj[COOH](rj; tk)
 100%: (10.240)
Figure 10.13 shows the percent error between analytical and numerical COOH
concentration proles at each dimensionless radial position, rj, and dimensionless
time discretization, Dtk=R
2 for 1  1 or tk=t0:99 for 1  1, used for the numerical
solution with NR = 101, NT = 101, and TOL = 1 10 4.
As in the reaction-dominant limit, the global truncation error of the
numerical COOH concentration at the nal time step is assessed relative to the
specied error tolerance. The elements of the global truncation error vector at the
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Figure 10.10: Numerical COOH concentration proles at r = 0 scaled by the initial concentration
as functions of dimensionless time t = Dt=R2 for small values of 1 approaching the diusion-
dominant limit with NR = 101, NT = 101, and TOL = 1 10 4 in the single-component limit.
nal time step, tNT , are
ej;NT = j[COOH](rj; tNT )  [COOH]NTj j; j = 1, 2, . . . , NR. (10.241)
Figure 10.14 shows the global truncation error of the numerical COOH
concentration at the nal time step in the single-component at each dimensionless
radial position, rj, used for the numerical solution with NR = 101, NT = 101, and
TOL = 1 10 4. For the entire range of the parameter 1, the global truncation
error values as a function of radius are much smaller than the absolute tolerance.
The root-mean-square error between the dimensionless numerical and
analytical COOH concentration proles is calculated by
RMSE(X) =
jjXjjFp
(NR)(NT )
; (10.242)
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Figure 10.11: Numerical COOH concentration proles at r = 0 scaled by the initial concentration
as functions of dimensionless time t = Dt=R2 for intermediate values of 1 with NR = 101,
NT = 101, and TOL = 1 10 4 in the single-component limit.
where the matrix X is composed of elements xj;k =
[COOH](rj; tk)  [COOH]kj
max[COOH](rj; tk)
for
k = 1, 2, . . . , NT . The scaling is relative to the maximum value for each prole as
the range for each prole is not strictly between 0 and 1 when scaled by either
[COOH]t0 or [COOH]t0 + [E]t0, depending on the value of 1. Table 10.3 shows the
root-mean-square error between the numerical and analytical COOH concentration
proles scaled by the maximum concentration with NR = 101, NT = 101, and
TOL = 1 10 4 for dierent values of 1=.
As in the diusion-dominant limit, the root-mean-square error between the
dimensionless numerical and analytical COOH concentration proles at the discrete
time tk = tNT is used as y to quantify the error to determine the
rate-of-convergence in the r-dimension. Recall that the time step size is variable for
the ODE solver. The root-mean-square error is calculated along a spatial vector at
the nal time to eliminate the eects of the time step size on the error in order to
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Figure 10.12: Numerical COOH concentration proles at r = 0 scaled by the sum of the initial
concentrations of ester bonds and carboxylic acid end groups as functions of dimensionless time
t=t0:99 for large values of 1 approaching the reaction-dominant limit with NR = 101, NT = 101,
and TOL = 1 10 4 in the single-component limit.
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Figure 10.14: Global truncation error of the numerical COOH concentration proles at tNT with
NR = 101, NT = 101, and TOL = 1  10 4 as functions of the dimensionless radius for values of
1 in the full range considered in the single-component limit.
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Table 10.3: Root-mean-square errors between the numerical and analytical COOH concentration
proles scaled by the maximum concentration with NR = 101, NT = 101, and TOL = 1 10 4 for
dierent values of 1= in the single-component limit.
1= RMSE max[COOH](rj ; tk)=[COOH]t0 max[COOH](rj ; tk)=([COOH]t0 + [E]t0)
0.00001 2:73 10 5 1:00 100 3:18 10 3
0.0001 2:73 10 5 1:00 100 3:18 10 3
0.001 2:73 10 5 1:00 100 3:18 10 3
0.01 2:73 10 5 1:00 100 3:18 10 3
0.1 2:73 10 5 1:00 100 3:19 10 3
0.25 2:73 10 5 1:02 100 3:23 10 3
0.5 2:77 10 5 1:09 100 3:47 10 3
0.75 3:72 10 5 1:30 100 4:13 10 3
0.9 9:23 10 5 1:57 100 5:00 10 3
0.99 2:41 10 4 1:92 100 6:11 10 3
1 2:70 10 4 2:00 100 6:36 10 3
1.01 1:32 10 4 2:24 100 7:12 10 3
1.1 9:01 10 5 5:42 100 1:72 10 2
1.25 5:45 10 5 1:58 101 5:02 10 2
1.5 2:69 10 5 4:85 101 1:54 10 1
1.75 1:27 10 5 9:52 101 3:03 10 1
2 5:70 10 6 1:46 102 4:65 10 1
3 1:76 10 5 2:83 102 8:98 10 1
4 1:62 10 5 3:10 102 9:84 10 1
5 1:67 10 5 3:11 102 9:90 10 1
determine the spatial contribution to the error independently,
RMSE(x) =
jjxjj2p
NR
; (10.243)
where the vector x is composed of the elements xj =
[COOH](rj; tNT )  [COOH]NTj
max[COOH](rj; tNT )
for j = 1, 2, . . . , NR. The errors for nine grids with increasing NR from 6 to 301
and three error tolerance values from 1 10 4 to 1 10 12 all with NT = 101 and
1 =  are compared in Figure 10.15. The spatial step size is r = 1=(NR  1).
Table 10.4 shows the rates-of-convergence observed for pairs of the discrete solutions
shown in Figure 10.15 with TOL = 1 10 8, NT = 101, and 1 = . The observed
rates-of-convergence approach the theoretical rate-of-convergence for the central
dierence operator used for approximating the second derivatives in the spatial
dimension.
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Figure 10.15: Root-mean-square error between dimensionless analytical and numerical COOH
concentration proles at tNT scaled by COOH(0; tNT ) with NT = 101 and 1 =  as a
function of the spatial discretization size r in the single-component limit for error tolerance
TOL = 1  10 4, 1  10 8, and 1  10 12. The solid line shows the expected error with the
theoretical rate-of-convergence, p = 2, and the observed regression coecient,  = 4:92, for the
three smallest r values for TOL = 1 10 8.
Table 10.4: Rates-of-convergence, p, observed using pairs of discrete solutions in the single-
component limit with 1 = . The theoretical rate-of-convergence is 2.
rC rF Renement Ratio p
0.2 0.1 2 2.14
0.1 0.067 1.5 2.05
0.067 0.05 1.33 2.02
0.05 0.04 1.25 2.02
0.04 0.02 2 2.01
0.02 0.01 2 2.00
0.01 0.005 2 2.00
0.005 0.0033 1.5 2.00
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Solutions with NR  101, NT  101, and TOL  1 10 4 give adequate
scaled root-mean-square errors, percent errors, and global truncation errors for the
range of 1 values explored indicating that there is good agreement between the
numerical and analytical solutions in the single-component limit. The results of this
section verify the code regarding the numerical solution of the conservation equation
with both reaction and diusion equations contributions for a single component.
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Chapter 11
Model Performance and Discussion
In this chapter, numerical solutions to the full model presented in Chapter 7 solved
with the methods of Chapter 8 implemented in the manner described in Chapter 9
are given for a variety of physical parameter values with dierent congurations of
model options. In Chapter 10 the numerical solutions for limiting cases are given,
whereas this chapter presents numerical solutions for the case of fully-coupled
reaction and diusion in a multi-component system. It is impossible to show the
model performance for every possible case. Instead, the aim of this chapter is to
highlight model performance for a set of physically realistic cases to provide insight
into the validity of the model and the mechanisms underlying the physical system.
The most signicant nding of the model regards the predictions of the drug release
from microspheres of dierent sizes and is covered in Section 11.1. Section 11.2
shows the ability of the model to treat nonuniform initial drug distributions.
Section 11.3 explains some limitations of the model and potential ways to
circumvent the limitations.
If the model is used with the din on = 3 option with the diusivity at
innite dilution specied for the small oligomers as the weighted-average of the
diusivity at innite dilute for the lactic acid and glycolic acid monomers, the
polymer diuses away more rapidly than it can react (diusion-dominant limit),
and no drug release is predicted using the model. Therefore, the following results
are obtained with din on = 2 with the eective diusivity of the small oligomers
constant.
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11.1 Size-Dependent Release Behavior
It is well-known that cumulative release from small particles in the
diusion-dominant limit with constant eective diusivity is faster than from large
particles. The results of the diusion-dominant limit presented in Section 10.3 show
that the concentration and release curves collapse onto a single curve when plotted
against the diusive dimensionless time, Dt=R2. One of the primary motivations for
the present work is to investigate the size-dependent autocatalytic eects on
diusive drug release. Towards this aim, model predictions for dierent microsphere
sizes with variable eective diusivity coupled to the hydrolysis of the eroding
polymer are compared. The diusion through the bulk polymer is assumed to be
negligible for this analysis to isolate the eects of the pore growth on the diusive
drug release. Model predictions of drug release with a simplied expression for the
variable eective diusivity of the drug through the aqueous pores with
simultaneous drug diusion through the polymer bulk are available in Appendix A.
This analysis exclusively uses the quadratic-order rate law for autocatalytic
hydrolysis. The ester bond concentration changes signicantly throughout the
simulation time, violating the primary assumption of the pseudo-rst-order rate
law. The quadratic-order rate law is used over the 1.5th-order rate law due to the
insensitivity of the quadratic-order rate law to the initial carboxylic acid
concentration. The rst-order rate law for uncatalyzed hydrolysis is not suitable for
predicting the behavior of systems known to exhibit autocatalytic degradation.
Table 11.1 shows the constant parameters used for the comparison between
microspheres of radii R = 5; 25; and 50 m.
11.1.1 Polymer Degradation and Erosion
Figure 11.1 shows the eects of microsphere radius on the concentration proles for
the carboxylic acid end groups and the ester bonds. With the same constant
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Table 11.1: Constant parameters for comparison of eects of microsphere radius.
Name Value
NR 101
NS 13
DD 1 10 6 cm2=s
DH 1:22 10 8 cm2=s
k01 0.077 days
 1
PDI 1
Mw 20,000
Xrxn 0.99
Rp0 0
G 0.5
TOL 1 10 6
DD0 0
DH0 0
eective diusivity for the small oligomers, the largest microsphere has
concentration proles at r = 0 that approach the reaction-dominant limit while the
smallest microsphere has concentration proles that are aected strongly by the
diusion of the small oligomers. These size-dependent diusive eects are as
expected.
11.1.2 Microclimate pH
Figure 11.1 shows the eects of microsphere radius on the intraparticle pH proles
assuming the initial pH is 7.4. The results illustrate the size-dependent
microclimate pH behavior observed experimentally [83]. The center of the largest
microsphere has the most acidic pH due to the accumulation of acidic reaction
products that autocatalyze the hydrolysis reaction.
11.1.3 Pore Growth
Figure 11.3 shows the eects of microsphere radius on the average pore radius.
Rp(r; t)=Rd values above the threshold of 1 correspond to drug(r; t) < 1. With a
uniform initial drug concentration throughout the polymer microsphere with a
constant surface boundary concentration of zero, the concentration driving force
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Figure 11.2: Intraparticle pH proles for microsphere radius A) R = 5 m, B) R = 25 m, and
C) R = 50 m.
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initially exists only between the boundary at r = 1 and the adjacent discretization
point inside the microsphere at r = 1 r. The growth of the eective diusivity
in the interior has no eect on the drug release until Ddrug(r; t) > 0 coincides with a
concentration gradient. Release is delayed until Rp(1 r; t)=Rd > 1. This occurs
at earlier times for larger microspheres.
11.1.4 Variable Eective Diusivity
Figure 11.4 shows the eects of microsphere radius on the eective diusivity of the
drug within the microsphere. Larger microspheres have larger Ddrug(r; t) than small
microspheres allowing for faster drug release once release begins. The eective
diusivity in the vicinity of the concentration gradient between the rst interior
spatial discretization point and the surface grows fastest for the largest
microspheres, initiating drug release sooner than for the other microspheres.
11.1.5 Drug Concentration Proles
Figure 11.6 shows the eects of microsphere radius on the concentration proles of
the drug. The time required for the drug concentration to reach 0 once release
begins does not exhibit a clear trend with microsphere size. The smallest
microsphere requires about 30 days and has spatial variation in drug concentration
with time. The intermediate-sized microsphere has nearly spatially uniform drug
concentrations over time and the time required for the total change in drug
concentration is about 40 days. For the time required for release to be greater for
the intermediate-sized microsphere than for the smallest microsphere is consistent
with the diusion-dominant limit. The largest microsphere requires about 27 days
for release of the drug and has nearly spatially uniform drug concentrations over
time. The decrease in the duration of the drug release for the largest microsphere
might be attributable to its eective diusivity prole, which is larger in magnitude
and more spatially uniform than the eective diusivity proles for the other two
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Figure 11.4: Eective diusivity of drug proles for microsphere radius A) R = 5 m, B) R = 25
m, and C) R = 50 m.
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microspheres sizes.
11.1.6 Drug Release Proles
Figure 11.6 shows the eects of microsphere radius on the cumulative release
proles of the drug. Unlike the trends for the diusion-dominant limit with smaller
microspheres reaching 100% release before larger microspheres, larger microspheres
are shown to start releasing drug earlier than smaller microspheres with eective
diusivity of the drug dependent on the pore evolution of the autocatalytically
degrading and eroding polymer microsphere, with the assumption of no diusion
through the polymer bulk. The duration of the release processes vary
nonmonotonically with microsphere size as discussed in Section 11.1.5. The release
intervals are scaled by the time required for release with t0 dened as the time when
the cumulative release grows larger than the error tolerance and t100 dened as the
time when the cumulative release is within the error tolerance of 100%. The scaled
curves show that the shapes of the cumulative release proles with variable eective
diusivity are quite dierent from the shape of the curve with constant eective
diusivity, which is the same for all radii with cumulative release scaled in this
manner. The slight dierences between the curves for the three microsphere radii
may be due to the dierences in their eective diusivity proles, so the curves do
not collapse onto a single curve as the dynamics of the drug release vary.
11.2 Initial Distribution of Drug
The default initial distribution of the drug is uniform throughout the polymer
microsphere. Due to burst eects or uneven loading, the drug may be distributed
nonuniformly. The model can treat these distributions (and likewise alternative
distributions of other species) by supplying the initial solution vector to the code
through the input le restart data.dat and using the restart = 1 option. Diusion
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Figure 11.5: Drug concentration proles for microsphere radius R = 5 m (Panels A and B),
R = 25 m (Panels C and D), and R = 50 m (Panels E and F). Panels A, C, and E show the
entire simulation time, and Panels B, D, and F focus on the interval when drug release occurs.
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Figure 11.6: Cumulative release proles for microsphere radius R = 5; 25; and 50 m for A) the
entire simulation time, B) the interval when cumulative release is between 0 and 1, and C) the
interval when cumulative release is between 0 and 1 with dimensionless time scaled by the endpoints
of the drug release interval, t0 and t100.
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Figure 11.7: Nonuniform drug concentration proles. Panels A and C show the initial drug distri-
butions, and Panels B and D show the drug concentration proles in the diusion-dominant limit
as a function of position and time. Panels A and B show the proles for the step-function initial
distribution of drug with uniform concentration of 1 along the inner half of the radius. Panels C
and D show the proles for the linear initial distribution of drug.
of the drug from two sample nonuniform proles are shown in Figure 11.7.
11.3 Limitations of the Model
All the results presented here are for 50:50 PLGA. The model can accommodate
other copolymer fractions of PLGA or pure PLA or PGA, if the appropriate rate
constant and molecular weight are supplied. Changing G only adjusts the average
monomer size, pKa, and monomer molecular weight.
The concentrations are all scaled either by [drug](0; 0) for the drug or by
[COOH]t0 for the polymeric species. pH can be calculated from the output data
based on [COOH](r; t). Eects of the medium pH on the reaction rates cancel from
the model, except for in the rate constant of the 1.5th-order rate law for
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autocatalytic hydrolysis. If the initial carboxylic acid end group concentration can
be dened explicitly throughout the polymer interior, perhaps the 1.5th-order rate
law would be suitable for treating external pH modulation with the model. External
pH is known to have complex inuences on the release of drugs from PLGA
microspheres, and the PLGA hydrolysis kinetics have been shown not to be
signicantly impacted by external pH with slight variations in degradation rate
constants for the pseudo-rst-order rate law reported over a wide range of pH
values [14].
The model considers \drug" molecules as unreactive with no charged or
electrostatic interactions with the polymer. Actual drugs may be hydrophobic or
hydrophilic, charged, small molecules or macromolecules, insoluble, linear or
branched or globular, or may possess other nonideal interaction attributes. Some
allowance for the relative partitioning of the drug for the polymer phase versus the
aqueous phase to quantify the propensity to resist diusion through the bulk or to
favor dissolution can be made by adjusting the minimum and maximum eective
diusivity values used by the model for the drug, Ddrug;b and Ddrug;1, respectively.
The use of the deterministic reaction-diusion model assumes that all species
react and diuse according to straightforward mathematical equations. The
predictions shown here must be taken as average behavior rather than actual
behavior in all cases. The pore size distribution also is merely an estimate that
allows for coupling the eective diusivity to the reaction in a quantitative way.
The model approach to the pore size distribution allows for more spatial renement
than the model proposed by [55], which uses a particle-average pore size, and less
than the three-dimensional spatial variation detail allowed in a stochastic cellular
automata method. The information captured with this model seems sucient to
characterize regions where the pore growth should be signicant.
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Chapter 12
Conclusions
In this dissertation, a model was developed, veried for limiting cases, and used to
predict behavior for diusive drug release from PLGA microspheres undergoing
autocatalytic degradation and erosion in aqueous media. The work was motivated
by experimental studies in the literature demonstrating size-dependent polymer
erosion and variations in drug release proles that have been attributed to
autocatalysis of PLGA. The reaction-diusion model with pore evolution coupled to
hydrolysis and related to the eective diusivity through hindered diusion theory
was proposed to ll the gap in the modeling literature for the simultaneous
treatment of polymer degradation and erosion and drug release with autocatalytic
eects and nonconstant eective diusivity of the drug. The system of partial
dierential equations comprising the model was solved numerically using the method
of lines with the nite dierence method and the RADAU5 ordinary dierential
equation solver. The numerical methods and the computational implementation of
the model were described in detail. Three limiting cases for the model were
presented with the derivations of the analytical solutions and comparison between
the solutions and the model predictions. The model performance for the case of
drug release from microspheres of dierent sizes was presented to highlight the
capability of the model for predicting size-dependent, autocatalytic eects on the
polymer and the drug release. Limitations of the model were also discussed.
The model presented in this dissertation can be used to investigate the
dynamic behavior of the PLGA and drug system under dierent physical
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conditions. The model may also be extended to apply to other drug delivery
systems for similar types of polymers and other device geometries such as
microcapsules and microspheres composed of layers of dierent microspheres. Drug
characteristics like hydrophobicity and pH sensitivity also can be incorporated with
knowledge of eects of the drug-polymer interactions on the physical parameters of
the model. Further utilization of the model developed in this work could aid in the
development of a database that could include the predictions of the eects of many
possible polymer microparticle fabrication designs under a range of conditions. The
optimum design for producing a desired drug release prole could be determined,
which would be important for manufacturers making microparticles for medical
therapeutic use in patients.
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Appendix A
Multi-Scale Modeling of PLGA
Microparticle Drug Delivery
Systems1
Abstract
A mechanistic reaction-diusion model is proposed for the simulation of drug
delivery from PLGA microspheres. The model considers the eects of autocatalytic
hydrolysis kinetics and the evolution of the pore network on
microsphere-size-dependent drug release. Spatial and temporal variations in the
intraparticle pH and the void fraction are reported.
Keywords
Multi-scale modeling, drug delivery, PLGA microspheres, polymer degradation,
biomedical engineering.
A.1 Introduction
Controlled-release drug delivery systems are being developed as alternatives to
conventional medical drug therapy regimens that require frequent administrations
due to short pharmaceutical in vivo half-life or poor oral bioavailability.
Controlled-release systems have the potential to provide better control of drug
concentrations, reduce side eects, and improve compliance as compared to
1This appendix includes the text and gures reproduced in entirety from the proceedings paper [35] with the
references, headings, gures, and pages numbered according to the scheme of this dissertation. Elsevier, the copyright
owner, allows the authors to include the article in full or in part in a dissertation. The rst author of this publication
was responsible for all content and gures, while the other authors were responsible for initial paper idea and text
revisions.
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conventional regimens. Proteins, pharmaceuticals, and DNA can be encapsulated
into biodegradable polymer microparticles of controlled size including microspheres,
core-shell microparticles, and microcapsules. Microparticles also enable the
encapsulation of drugs for delivery in a multi-stage pulsatile release and for the
protection of proteins from being deactivated.
The model-based design of controlled-release devices, such as biodegradable
poly(lactic-co-glycolic acid) (PLGA) polymer microspheres, is challenging because
of incomplete understanding of the mechanisms that regulate the release of drug
molecules. This paper describes the multi-scale modeling of autocatalytic polymer
degradation and release of dispersed drug molecules from PLGA microspheres to
capture size-dependent degradation observed experimentally. Researchers have
suggested that autocatalytic polymer degradation is the primary mechanism by
which the diusive drug release is accelerated, and this process should depend
strongly on particle size [25, 27,41]. Mathematical models that are suciently
predictive for design purposes must describe all of the important length scales,
which range from (1) the nanometer length scales of embedded molecules that are
initially smaller than the size of pores in the microspheres but later are larger than
the smallest pores and (2) the sub-nanometer to micro-scale pores that span the
pore dimensions that are evolving in time as the polymer degrades to (3) the overall
radius of the microspheres (up to a millimeter). The underlying phenomena are
tightly coupled dynamically, requiring the simultaneous dynamic simulation of drug
diusion, autocatalytic polymer degradation reactions, and pore formation and
evolution.
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A.2 Model
Autocatalytic PLGA Degradation
The equation for the acid-catalyzed hydrolysis reaction is
Pn +H2O+H
+ 
 Pr + Pn r +H+ (A.1)
where Pn is a PLGA polymer chain of length n and H
+ is the acid catalyst that can
be from an external source such as strongly acidic medium or an internal source
such as the carboxylic acid end groups, denoted COOH, of the polymer chains. If
the catalyst is only from a strong acid external source, there is no net generation of
acid as the catalytic terms cancel. PLGA microparticles for drug delivery
applications are typically degraded in aqueous media in vivo or in vitro, so strong
acid external catalyst sources are not considered here. With autocatalysis, the
carboxylic acid end groups accelerate the reaction by serving as proton donors that
enable the acid-catalyzed reaction mechanism. A variety of kinetic models have
been proposed for the polymer hydrolysis, including uncatalyzed kinetics [102],
pseudo-rst-order kinetics [103], quadratic-order kinetics [91], and 1.5-order kinetics
with partial dissociation of COOH [104]. The kinetic models for the catalyzed
hydrolysis reaction treat the carboxylic acid end groups as the catalyst source but
dier by the terms that are considered constant and by whether the end groups are
assumed to be fully or partially dissociated. Here the kinetic treatment assumes full
dissociation of carboxylic acid end groups and constant concentration of water as it
is in excess for PLGA, which is hydrated on a time scale much faster than the
diusion or degradation time scales. The species are not assumed to be well-mixed,
and the reactions occur throughout the polymer microsphere volume. The
concentrations of reacting species are functions of space and time and are coupled
to diusion. Previous drug release models that simultaneously incorporate reaction
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and diusion do not consider autocatalytic eects. The kinetic model is used in
conjunction with Fickian diusion to simulate controlled-release drug delivery from
PLGA microspheres that are known to exhibit autocatalytic, size-dependent
degradation behavior.
Reaction-Diusion Equations
The combined reaction-diusion equations for the water-soluble small oligomer
chains of PLGA that are capable of diusing out of the system are
@[Pn](r; t)
@t
=
1
r2
@
@r

r2
DPn(r; t)
R2
@[Pn](r; t)
@r

+ 2k[COOH](r; t)
1X
i=n+1
[Pi](r; t)  (n  1)k[COOH](r; t)[Pn](r; t)
(A.2)
where DPn(r; t) is the eective diusivity of the polymer chains Pn and r is the
radial position within a microsphere. The boundary conditions are a constant
surface concentration of zero and symmetry at r = 0. Here small oligomers are
considered to be those with 9 or fewer monomeric units as lactic oligomers with
number-average molecular weight smaller than 830 Da are known to be soluble in
buer at pH 7.4 [148].
The drug species is assumed to not react with the polymer, so the dierential
equation for the drug concentration is
@[Drug](r; t)
@t
=
1
r2
@
@r

r2
DDrug(r; t)
R2
@[Drug](r; t)
@r

(A.3)
where DDrug is the eective diusivity of the drug.
Each polymer chain has a single carboxylic acid end group that can serve as
a proton donor to catalyze the polymer hydrolysis. The carboxylic acid
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concentration is then
[COOH](r; t) =
1X
n=1
[Pn](r; t) (A.4)
The reaction-diusion equation for carboxylic acid can be written in terms of the
soluble polymer chain lengths that diuse and the quadratic-order reaction using
the total ester bond concentration,[E](r; t), which is related to the carboxyl end
group concentration through [E](r; t) = [E](r; 0) + [COOH](r; 0)  [COOH](r; t): The
carboxylic acid reaction-diusion equation is
@[COOH](r; t)
@t
=
sX
n=1
1
r2
@
@r

r2
DPn(r; t)
R2
@[Pn](r; t)
@r

+ k[COOH](r; t) ([E](r; 0) + [COOH](r; 0)  [COOH](r; t))
(A.5)
where s is the chain length of the largest oligomer that is capable of diusing out of
the microsphere. For this work, s was taken to be 9, as explained above. The
distribution of large oligomers at each radial position is not needed explicitly at
each time as the small oligomers depend only on the sum of the large oligomers
in (A.2). To increase the computational eciency by reducing the number of species
with reaction-diusion equations to be solved, (A.5) is used to determine
[COOH](r; t) and (A.2) is used to determine [Pn](r; t) for n 2 [1; s]. The sum of the
large oligomers is updated at each radial position and time by using (A.4) to relate
the concentrations of the small oligomers to the carboxylic acid concentration. The
polymer degradation reaction and catalyst concentration are coupled to the
diusion of drug and small oligomers through the eective diusivity. The
functional form for the eective diusivity for diusing species i is
Di(r; t) = Di(r; 0) + i(r; t) (DH2O;i  Di(r; 0)) (A.6)
where Di(r; 0) is the eective diusivity of the species in the bulk polymer at the
initial porosity, DH2O;i is the eective diusivity of the species in aqueous solution,
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and i(r; t) is the void fraction in the polymer. The void fraction is the ratio of the
mass of soluble polymers to the mass of the entire polymer microsphere. The void
fraction couples the evolution of the pore network to the eective diusivity.
Model Summary and Solution Method
The developed model tracks the acid catalyst concentration as a function of space
and time with a system of nonlinear partial dierential equations while modeling
acid-catalyzed degradation kinetics, molecular weight distribution variation, and
drug transport with varying diusivity coupled to the concentrations of other
reacting species. The chemical reaction mechanism including autocatalytic eects is
coupled to a diusion model and pore evolution model to incorporate spatial
variations in degradation rate for all species within the microspheres. The
parameters used for the simulations are [COOH](r; 0) = [COOH]0 = 0:173 M and
[Drug](r; 0) = [Drug]0 = 3:25 mM for 0  r  1, k = 0:001 day 1=[COOH]0, and
Di(r; 0) = 10
 14 cm2=s and DH2O;i = 10
 12 cm2=s for all diusing species i. The sti
system of ordinary dierential equations resulting from the spatial discretization of
the partial dierential equations is solved using an implicit Runge-Kutta solver of
order 5 (RADAU5 [142]) to capture an entire release prole. The simulation of the
coupling between reaction and diusion describes an interaction observed in
experiments that cannot be modeled with the models in the literature that have
simpler numerical solution but do not take the dynamic coupling into account. The
intraparticle pH as a function of position and time is another unique contribution of
this modeling eort.
A.3 Results and Discussion
The cumulative release of drug from a microsphere with a constant eective
diusivity without coupling to PLGA hydrolysis is shown in Figure A.1a. With the
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time scale normalized by the time required for 90% of the total drug concentration
to be released, the curves for dierent ratios of DDrug(r; t)=R
2 collapse onto a single
curve. Upon coupling the diusion to the polymer hydrolysis reaction, the drug
release curves no longer collapse onto a single curve and instead exhibit
size-dependent behavior (see Figure A.1b). Size-dependent release proles for
PLGA microspheres, which are observed in experiments [27], cannot be described
by the pure-diusion model (Figure A.1a) but are observed in simulations that
couple reaction and diusion (Figure A.1b).
 
        
a b 
Figure A.1: Cumulative % drug release vs. time, scaled by the time required for 90% of the drug to
be released, for (a) constant and (b) variable eective drug diusivity arising from the coupling of
autocatalytic polymer degradation reactions and diusion.
The intraparticle pH is dicult to measure experimentally [149] but is a key
variable in the autocatalysis reaction and is important to quantify for drug species
that become biologically inactive when the local environment is suciently acidic.
For a large microsphere, the pH can become very acidic in the microsphere, with a
signicantly more acidic environment in its center (see Figure A.2a). The center can
become suciently acidic to hollow out the microsphere, to create a cavity
surrounded by a highly porous polymer shell (see Figure A.2b). Such particles have
been observed experimentally [18,27,38].
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Figure A.2: Spatiotemporal proles of (a) intraparticle pH and (b) void fraction for a multiscale
model for a microsphere with initial eective drug diusivity of De;0=R
2 = 5:4 10 5.
A.4 Conclusions
A mechanistic reaction-diusion model with quadratic, autocatalytic hydrolysis
kinetics and variable eective diusivity to account for pore evolution has been
proposed. Size-dependent cumulative drug release proles and spatiotemporal
proles of intraparticle pH and void fraction are generated by simulations using the
reaction-diusion model. The results are consistent with experimental observations.
The model is currently being extended to account for hydrophobic/hydrophilic
interactions between drug molecules, polymer chains, and aqueous pores.
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Appendix B
Fortran Code
The published ODE solver RADAU5 [142] is used to solve the system of ODEs that
result when the system of PDEs for the model given in Chapter 7 is discretized in
space using the methods of Chapter 8. The authors of RADAU5 have the code
freely available for download from the website
http://www.unige.ch/hairer/software.html. The Fortran 77 routines radau5.f for
the solver and decsol.f and dc decsol.f for the linear algebra were downloaded and
used without modication. The routine driver radau5.f was derived from the driver
les available for dierent example problems and was modied signicantly for
solving the model system of this dissertation. The routine driver radau5.f and the
other routines developed during this dissertation work to solve the model system of
equations are given in this Appendix and are available in the supplemental les. A
example script le, kraken.deck, used to specify parameters and to submit runs to
the Kraken Cray XT5 supercomputer at the National Institute for Computational
Sciences (a resource of the Extreme Science and Engineering Discovery
Environment) and the makele for linking and compiling the executable from the
subroutines are also included in this Appendix and the supplemental les.
B.1 driver radau5.f
The code used for the driver radau5.f routine described in this thesis may be found
in a supplemental le named driver radau5.f.
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C     Desc r ip t i on    
C Main f i l e f o r numerica l s o l u t i o n o f system o f r eac t i on d i f f u s i o n PDEs
C f o r drug d e l i v e r y from sph e r i c a l polymer p a r t i c l e s . The PDEs f o r the
C concen t ra t i on s o f the drug , c a rboxy l i c ac id end groups , e s t e r bonds ,
C smal l s o l ub l e polymer o l igomers , and l a r g e polymer o l igomers ,
C average pore radius , and e f f e c t i v e d i f f u s i v i t i e s o f s p e c i e s with in
C a sphere as f un c t i on s o f r a d i a l p o s i t i o n and time comprise the system
C of PDEs . The PDEs are d i s c r e t i z e d r a d i a l l y to form a system o f ODEs
C so lved by the numerica l i n t e g r a t o r RADAU5. The output data from
C th i s main f i l e are the s imu la t i on parameters , concent ra t i on p r o f i l e s o f
C the spe c i e s , the average pore radius , and the e f f e c t i v e d i f f u s i v i t i e s
C o f the s p e c i e s at each r a d i a l p o s i t i o n as f unc t i on s o f time f o r ex t e rna l
C c a l c u l a t i o n o f pH and cumulat ive drug r e l e a s e and v i s u a l i z a t i o n s .
C     Author    
C Ashlee N. Ford Versypt
C Ph .D. D i s s e r t a t i o n 2012
C Department o f Chemical and Biomolecular Engineer ing
C Unive r s i ty o f I l l i n o i s at Urbana Champaign
C 600 S . Mathews Ave . , MC 712 , Urbana , IL 61801 , USA
C     Numerical I n t e g r a t o r Source    
C This f i l e s e r v e s as the d r i v e r f o r the RADAU5 subrout ine and i t s
C sub s i d i a r y subrout ines , which are used d i r e c t l y from the book :
C E. Hai rer and G. Wanner , So lv ing Ordinary D i f f e r e n t i a l Equations I I .
C S t i f f and D i f f e r e n t i a l  Algebra i c Problems . Spr inger S e r i e s in
C Computational Mathematics 14 , Spr inger Verlag 1991 ,
C Second Edit ion 1996 .
C The numerica l i n t e g r a t o r c a l c u l a t e s the numerica l s o l u t i o n o f a s t i f f
C ( or d i f f e r e n t i a l a l g e b r a i c ) system o f f i r s t order ord inary d i f f e r e n t i a l
C equat ions Mu ' = F( t , u) . The system can be ( l i n e a r l y ) imp l i c i t
C (mass matrix M .NE. I ) or e x p l i c t (M = I ) . The method used i s an imp l i c i t
C Runge Kutta Method (RADAU IIA ) o f order 5 with step s i z e c on t r o l and
C cont inuous output ( Sec t i on IV . 8 o f the r e f e r e n c e ) .
C     Parameters    
C MAXNE Maximum dimension o f the system (number o f equat ions ) :
C i n t e g e r parameter dec l a r ed be f o r e the i n i t i a l i z a t i o n code
C ( in tpar subrout ine ) i s c a l l e d to s p e c i f y the number o f
C equat ions f o r a s p e c i f i c s imu la t i on .
C MAXNS Maximum number o f s p e c i e s in the system :
C i n t e g e r parameter dec l a r ed be f o r e the i n i t i a l i z a t i o n code
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C ( in tpar subrout ine ) i s c a l l e d to s p e c i f y the number o f
C sp e c i e s f o r a s p e c i f i c s imu la t i on .
C MAXNR Maximum number o f r a d i a l d i s c r e t i z a t i o n po in t s :
C i n t e g e r parameter dec l a r ed be f o r e the i n i t i a l i z a t i o n code
C ( in tpar subrout ine ) i s c a l l e d to s p e c i f y the number o f
C r a d i a l d i s c r e t i z a t i o n s f o r a s p e c i f i c s imu la t i on .
C t Time in days . Input parameter f o r RADAU5 subrout ine :
C I n i t i a l t value .
C Output parameter from RADAU5 subrout ine :
C t value f o r which the s o l u t i o n has been computed ( a f t e r
C s u c c e s s f u l return , t=tend ) .
C tend Fina l t value f o r c a l l to RADAU5 subrout ine
C ( tend t may be p o s i t i v e or negat ive ) .
C u(NE) Input parameter f o r RADAU5 subrout ine :
C I n i t i a l va lue s f o r u .
C Output parameter from RADAU5 subrout ine :
C Numerical s o l u t i o n at t .
C u(NE) i s comprised o f the concen t ra t i on s o f the spe c i e s , [ i ] ,
C the average pore radius , Rp, and the e f f e c t i v e d i f f u s i v i t i e s o f
C the spe c i e s , D e f f i . The s p a t i a l d i s c r e t i z a t i o n s f o r each
C va r i ab l e are adjacent in the vec to r . The vec to r i s indexed
C as u(NR(nn 1)+r ) , where r i s the s p a t i a l d i s c r e t i z a t i o n index
C r=1:NR and nn i s the index o f the v a r i a b l e s :
C [ smal l o l i gomers ] 1 : s (nn=1:NS 4) , [E ] (nn=NS 3) ,
C sum [ l a r g e o l igomer ] (nn=NS 2) , [COOH] (nn=NS 1) ,
C [ drug ] (nn=NS) , Rp (nn=NS+1) , D e f f i (nn=NS+1+i=NS+2:2NS+1)
C with i cor re spond ing to nn f o r the s p e c i e s concen t ra t i on s
C ut (NE) Der iva t ive vec to r o f u . ut (NE) i s comprised o f the
C d e r i v a t i v e s o f the concen t ra t i on s o f the spe c i e s , [ i ] ,
C the average pore radius , Rp, and the e f f e c t i v e d i f f u s i v i t i e s o f
C the spe c i e s , D e f f i . The s p a t i a l d i s c r e t i z a t i o n s f o r each
C va r i ab l e are adjacent in the vec to r . The vec to r i s indexed
C as ut (NR(nn 1)+r ) in the same manner as u(NE) .
C NE Dimension o f the ODE system (number o f equat ions ) :
C i n t e g e r c a l c u l a t ed as NE=NR(2NS+1) by in tpa r subrout ine .
C NS Number o f s p e c i e s : i n t e g e r output parameter from intpa r
C subrout ine .
C NR Number o f r a d i a l d i s c r e t i z a t i o n po in t s : i n t e g e r output
C parameter from intpar subrout ine .
C NT Number o f time po in t s i n c l ud ing t=0. NT 1 i s number o f c a l l s to
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C RADAU5 and wr i t e s to f i l e ( time output po in t s ) : i n t e g e r output
C parameter from intpar subrout ine .
C h Input parameter f o r RADAU5 subrout ine :
C I n i t i a l s tep s i z e guess :
C I f h=0.d0 , the RADAU5 code uses h=1.D 6.
C Output parameter from RADAU5 subrout ine :
C Pred ic ted step s i z e o f the l a s t accepted step .
C RPAR, IPAR Double p r e c i s i o n and i n t e g e r parameter a r rays which are used
C to communicate parameter va lue s between the main f i l e and
C the Fderiv subrout ine through RADAU5.
C in tpar Name ( ex t e rna l ) o f subrout ine that reads a s c r i p t f i l e with
C input parameters f o r the phy s i c a l p r op e r t i e s and s imu la t i on
C opt ions and c a l c u l a t e s other parameter i n i t i a l va lue s :
C Fderiv Name ( ex t e rna l ) o f subrout ine that computes the value o f F( t , u ) ,
C the ODE func t i on o f u
C Jder iv Name ( ex t e rna l ) o f subrout ine that computes the p a r t i a l
C d e r i v a t i v e s o f F( t , u ) with r e sp e c t to u :
C t h i s r ou t in e i s only c a l l e d i f IJAC=1; supply a dummy rout ine
C in the case IJAC=0.
C LWORK Length o f array WORK fo r RADAU5 subrout ine :
C dec l a r ed as a parameter .
C WORK Array o f working space o f l ength LWORK fo r RADAU5 subrout ine :
C WORK(1) , WORK(2) , . . . , WORK(20) s e rve as as parameters f o r the
C RADAU5 subrout ine code . For standard use o f the code ,
C WORK(1) , . . . ,WORK(20) must be s e t to zero be f o r e c a l l i n g .
C Ful l d e t a i l s o f the more s oph i s t i c a t e d use o f WORK are
C ava i l a b l e in the RADAU5 source . WORK(21) , . . . ,WORK(LWORK)
C se rve as worksing space f o r a l l v e c t o r s and matr i ce s .
C In the usua l case ( used here ) where the Jacobian i s f u l l
C and the mass matrix i s the i d e n t i t y matrix (IMAX=0) ,
C the minimum sto rage requirement i s LWORK=4NENE+12NE+20.
C LIWORK Length o f array IWORK fo r RADAU5 subrout ine :
C dec l a r ed as a parameter .
C IWORK Int eg e r working space o f l ength LIWORK fo r RADAU5 subrout ine :
C IWORK(1) ,IWORK(2) , . . . ,IWORK(20) s e rve as parameters f o r the
C RADAU5 subrout ine code . For standard use o f the code ,
C IWORK(1) , . . , IWORK(20) must be s e t to zero be f o r e c a l l i n g .
C Ful l d e t a i l s o f the more s oph i s t i c a t e d use o f IWORK are
C ava i l a b l e in the RADAU5 source code .
C IWORK(21) , . . . ,IWORK(LIWORK) se rve as working area .
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C LIWORK must be at l e a s t 3NE+20.
C IWORK(14) NFCN output parameter from RADAU5 subrout ine :
C number o f func t i on eva lua t i on s ( those f o r numerica l
C eva lua t i on o f the Jacobian are not counted ) .
C IWORK(15) NJAC output parameter from RADAU5 subrout ine :
C number o f Jacobian eva lua t i on s ( e i t h e r a n a l y t i c a l l y
C or numer i ca l ly ) .
C IWORK(16) NSTEP output parameter from RADAU5 subrout ine :
C number o f computed s t ep s .
C IWORK(17) NACCPT output parameter from RADAU5 subrout ine :
C number o f accepted s t ep s .
C IWORK(18) NREJCT output parameter from RADAU5 subrout ine :
C number o f r e j e c t e d s t ep s ( due to e r r o r t e s t ; s tep r e j e c t i o n s
C in the f i r s t s tep are not counted ) .
C IWORK(19) NDEC output parameter from RADAU5 subrout ine :
C number o f LU decompos i t ions o f both matr i ce s .
C IWORK(20) NSOL output parameter from RADAU5 subrout ine :
C number o f forward backward s ub s t i t u t i o n s o f both systems ;
C the NSTEP forward backward sub s t i t u t i on s , needed f o r s tep
C s i z e s e l e c t i o n , are not counted .
C IJAC Switch f o r the computation o f the Jacobian f o r RADAU5 subrout ine :
C IJAC=0: Jacobian i s computed i n t e r n a l l y by f i n i t e
C d i f f e r e n c e s ; the subrout ine Jder iv i s never ca l l ed ,
C IJAC=1: Jacobian i s supp l i ed by subrout ine Jder iv .
C MLJAC Switch f o r the banded s t r u c tu r e o f the Jacobian :
C MLJAC=NE: Jacobian i s a f u l l matrix . The l i n e a r
C a lgebra i s done by f u l l  matrix Gauss e l im ina t i on .
C 0<=MLJAC<NE: MLJAC i s the lower bandwith o f Jacobian
C matrix (>= number o f non zero d i agona l s below
C the main d iagona l ) .
C MUJAC Upper bandwidth o f Jacobian matrix (>= number o f non zero
C d iagona l s above the main d iagona l ) .
C Need not be de f ined i f MLJAC=NE.
C MAS Name ( ex t e rna l ) o f subrout ine computing the mass matrix M.
C I f IMAS=0, t h i s matrix i s assumed to be the i d e n t i t y
C matrix and needs not to be de f ined .
C IMAS Gives in fo rmat ion on the mass matrix :
C IMAS=0: M i s supposed to be the i d e n t i t y
C matrix , MAS i s never c a l l e d .
C IMAS=1: Mass matrix i s supp l i ed .
208
C MLMAS Switch f o r the banded s t r u c tu r e o f the mass matrix :
C MLMAS=NE: the f u l l matrix case . The l i n e a r
C a lgebra i s done by f u l l  matrix Gauss e l im ina t i on .
C 0<=MLMAS<NE: MLMAS i s the lower bandwidth o f the
C matrix (>= number o f non zero d i agona l s below
C the main d iagona l ) .
C MLMAS i s supposed to be .LE. MLJAC.
C MUMAS Upper bandwidth o f mass matrix (>= number o f non 
C zero d iagona l s above the main d iagona l ) .
C Need not be de f ined i f MLMAS=NE.
C MUMAS i s supposed to be .LE. MUJAC.
C SOLOUT Name ( ex t e rna l ) o f subrout ine prov id ing the
C numerica l s o l u t i o n during i n t e g r a t i o n .
C I f IOUT=1, i t i s c a l l e d a f t e r every s u c c e s s f u l s tep .
C Supply a dummy subrout ine i s IOUT=0. Ins tead o f us ing
C SOLOUT, output i s wr i t t en a f t e r each c a l l to RADAU5 rathe r
C than each s u c c e s s f u l s tep .
C IOUT Switch f o r c a l l i n g the subrout ine SOLOUT:
C IOUT=0: subrout ine i s never ca l l ed ,
C IOUT=1: subrout ine i s a v a i l a b l e f o r output .
C RTOL, ATOL Re la t i v e and abso lu t e e r r o r t o l e r an c e s f o r RADAU5 subrout ine :
C both can be s c a l a r s or e l s e both ve c t o r s o f l ength NE.
C TOL Sp e c i f i e d TOL=RTOL=ATOL: output parameter from
C intpar subrout ine .
C ITOL Switch f o r RTOL and ATOL f o r RADAU5 subrout ine :
C ITOL=0: both RTOL and ATOL are s c a l a r s . The code keeps , roughly ,
C the l o c a l e r r o r o f u( i ) below RTOLABS(u( i ) )+ATOL,
C ITOL=1: both RTOL and ATOL are ve c t o r s . The code keeps the l o c a l
C e r r o r o f u( i ) below RTOL( i ) ABS(u( i ) )+ATOL( i ) .
C IDID Reports on s u c c e s s f u l n e s s upon return from RADAU5 subrout ine :
C IDID= 1 : computation su c c e s s f u l ,
C IDID= 2 : computation s u c c e s s f u l ( i n t e r rup t ed by SOLOUT)
C IDID= 1: input i s not con s i s t en t ,
C IDID= 2: l a r g e r NMAX i s needed ,
C IDID= 3: s tep s i z e becomes too small ,
C IDID= 4: matrix i s r epea t ed ly s i n gu l a r .
C                                       
imp l i c i t double p r e c i s i o n (A H,O Z)
C     Parameters f o r system s i z e i n i t i a l i z a t i o n    
i n t e g e r MAXNE, MAX NS,MAXNR
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parameter (MAXNE=5427 ,MAX NS=13,MAXNR=201)
C     Parameters f o r RADAU5    
parameter (LWORK=4MAXNEMAXNE+12MAXNE+20,LIWORK=3MAXNE+20)
dimension WORK(LWORK) ,IWORK(LIWORK) ,ISTAT(20)
C     Arrays and other v a r i a b l e s    
i n t e g e r IPAR(2) ,NE,NR,NS,NT, tt , i i , ee , s s
i n t e g e r out , r e s t a r t , d i f f n on , rxn on
double p r e c i s i o n RPAR(MAXNS+7) , t , u (MAXNE) , tend , tp , h , Ri (MAX NS)
double p r e c i s i o n dr ,R, t0 , t f , t f i n a l , k , Xrxn
double p r e c i s i o n COOH0,E0 , drug0 ,Rp0 ,Rd, lave ,G, beta
double p r e c i s i o n tau , alphaH , alphaD ,DH,DD,TOL
common/param/NS,NR
C     Array f o r DTIME func t i on    
r e a l 4 TARRAY(2)
C     External subrout ine s    
ex t e rna l intpar , i n i t i a l , Fderiv , Jder iv ,SOLOUT
C     I n i t i a l i z a t i o n o f tokens , constants , and parameters    
c a l l i n tpa r (NE,NR,NS,NT, r e s t a r t , d i f f n on , rxn on ,
& dr ,R, t0 , t f , t f i n a l , k , Xrxn ,COOH0,E0 , drug0 ,Rp0 ,Rd, lave ,G, beta ,
& tau , alphaH , alphaD ,DH,DD, alpha0H , alpha0D ,TOL)
C     Open output f i l e    
out = 12
i f ( r e s t a r t . eq . 0 ) then
open ( out , f i l e=' s imu la t i on . out ' )
e l s e i f ( r e s t a r t . ge . 1 ) then
open ( out , f i l e=' s imu l a t i o n r e s t a r t . out ' )
end i f
C     Write parameters to s imu la t i on output f i l e    
wr i t e ( out , 5 0 ) NR,NS,NT,NE,R, k ,
& DH,DD,COOH0, rxn on , d i f f n on , E0 , Xrxn , tau
50 format ( i3 , / , i2 , / , i4 , / , i5 , / , d24 . 17 , / , d24 . 17 , / , d24 . 17 , / , d24 . 17 ,
& / , d24 . 17 , / , i1 , / , i1 , / , d24 . 17 , / , d24 . 17 , / , d24 . 1 7 )
C     I n i t i a l and boundary cond i t i on s    
c a l l i n i t i a l ( r e s t a r t ,NR,NS,NE,NT,E0 ,COOH0, drug0 ,Rp0 ,
& Rd, lave , alphaD , alphaH , alpha0H , alpha0D , t0 , t f ,
& t f i n a l , Ri ( 1 :NS) ,u ( 1 :NE) )
C     Al l o ca t i on o f parameter va lue s to IPAR and RPAR fo r pas s ing to Fderiv
C subrout ine through RADAU5    
IPAR(1) = d i f f n on
IPAR(2) = rxn on
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RPAR(1) = dr
RPAR(2) = k
RPAR(3) = E0
RPAR(4) = G
RPAR(5) = beta
RPAR(6) = alphaH
RPAR(7) = alphaD
RPAR( 8 : (NS+7) ) = Ri ( 1 :NS)
C     Output time f o r c a l l s to i n t e g r a t o r    
tp = t f
wr i t e ( , ) ' tp = ' , tp
t = t0
tend = tp+t
wr i t e ( , ) ' tend = ' , tend
C     Write i n i t i a l time and ODE vecto r to s imu la t i on output f i l e    
wr i t e ( out , 2 0 ) t
20 format ( d24 . 1 7 )
do 30 ee = 1 ,NE
wr i t e ( out , 2 2 ) u( ee )
22 format ( d24 . 1 7 )
30 cont inue
c l o s e ( out )
C     Compute the Jacobian a n a l y t i c a l l y (1 ) or numer i ca l ly (0 )    
IJAC = 0
C     Jacobian i s f u l l    
MLJAC = NE
C     D i f f e r e n t i a l equat ion i s in e x p l i c i t form    
IMAS = 0
C     Output rou t ine i s (1 ) or i s not (0 ) used during i n t e g r a t i o n    
IOUT = 0
C     Error t o l e r a n c e s    
RTOL = TOL
ATOL = RTOL
ITOL = 0
C     I n i t i a l s tep s i z e    
h = 1 .0d 6
C     Cal l o f the subrout ine RADAU5    
C     Set d e f au l t RADAU5 parameter va lue s    
do I = 1 ,20
WORK( I ) = 0 . d0
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IWORK( I ) = 0
ISTAT( I ) = 0
end do
C     Loop over NT    
do t t = 1 ,NT 1
c a l l DTIME(TARRAY)
c a l l RADAU5(NE, Fderiv , t , u , tend , h ,
& RTOL,ATOL, ITOL,
& Jder iv , IJAC ,MLJAC,MUJAC,
& Fderiv , IMAS,MLMAS,MUMAS,
& SOLOUT,IOUT,
& WORK,LWORK,IWORK,LIWORK,RPAR, IPAR, IDID)
C     Print s t a t i s t i c s    
do J = 14 ,20
ISTAT(J ) = ISTAT(J )+IWORK(J )
end do
wr i t e (6 , ) '  TOL=' ,RTOL, ' ELAPSED TIME=' ,TARRAY(1) , '  '
wr i t e (6 , 91 ) (ISTAT(J ) , J=14 ,20)
91 format ( ' f cn=' , I10 , ' j a c=' , I10 , ' s t ep=' , I10 ,
& ' accpt=' , I10 , ' r e j c t=' , I10 , ' dec=' , I10 ,
& ' s o l=' , I10 )
wr i t e ( , ) ' cur r ent h = ' ,h
wr i t e ( , ) ' IDID = ' , IDID
C     Print s o l u t i o n    
c a l l DTIME(TARRAY)
C     Write time and ODE vecto r to s imu la t i on output f i l e    
i f ( r e s t a r t . eq . 0 ) then
open ( out , f i l e=' s imu la t i on . out ' , a c c e s s=' append ' , s t a tu s=' o ld ' )
e l s e i f ( r e s t a r t . ge . 1 ) then
open ( out , f i l e=' s imu l a t i o n r e s t a r t . out ' , a c c e s s=' append ' ,
& s t a tu s=' o ld ' )
end i f
wr i t e ( out , 2 3 ) tend
23 format ( d24 . 1 7 )
do 31 ee = 1 ,NE
wr i t e ( out , 2 4 ) u( ee )
24 format ( d24 . 1 7 )
31 cont inue
C     Close s imu la t i on output f i l e to ensure that f u l l output i s saved
C at the end o f each c a l l to RADAU5   
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c l o s e ( out )
C     Advance s o l u t i o n    
t = tend
tend = tend+tp
C     To next output    
enddo
C     Write f i n a l t o t a l s f o r s t a t i s t i c s    
wr i t e ( , ) ' t o t a l f cn ' , ISTAT(14)
wr i t e ( , ) ' t o t a l j a c ' , ISTAT(15)
wr i t e ( , ) ' t o t a l s t ep s ' , ISTAT(16)
wr i t e ( , ) ' t o t a l accpt ' , ISTAT(17)
wr i t e ( , ) ' t o t a l r e j c t ' , ISTAT(18)
wr i t e ( , ) ' t o t a l dec ' , ISTAT(19)
wr i t e ( , ) ' t o t a l s o l ' , ISTAT(20)
wr i t e ( , ) ' f i n a l h ' ,h
C     End o f d r ive r radau5 . f    
end
C
subrout ine SOLOUT ( nr ,XOLD, t , u ,CONT,LRC,NE,RPAR, IPAR,IRTRN)
C     Required by RADAU5, but not used here as output i s wr i t t en a f t e r each
C c a l l to RADAU5 in s t ead o f each s u c c e s s f u l step   
imp l i c i t r e a l 8 (A H,O Z)
dimension u(NE) ,CONT(LRC)
C     dummy rout in e    
re turn
end
B.2 intpar.f
The code used for the intpar.f routine described in this thesis may be found in a
supplemental le named intpar.f.
C                                       
C     Desc r ip t i on    
C Reads input tokens and parameters from command l i n e or the s c r i p t f i l e
C kraken . deck . Ca l cu l a t e s constant qu an t i t i e s .
C     Output    
C NE in t e g e r Number o f f i r s t order ODEs
C NR in t e g e r Number o f s p a t i a l d i s c r e t i z a t i o n s
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C NS in t e g e r Number o f s p e c i e s
C NT in t e g e r Number o f time po in t s i n c l ud ing t=0 f o r output ; NT 1 i s
C number o f c a l l s to RADAU5
C r e s t a r t i n t e g e r 0 to s t a r t from t=0, 1 to f i n i s h an incomplete run , and
C 2 to r e f i n e an i n t e r v a l
C d i f f n on i n t e g e r 0 f o r d i f f n o f f , 1 f o r constD , 2 f o r drug varD ,
C 3 f o r a l l s p e c i e s varD
C rxn on i n t e g e r 0 f o r rxn o f f , 1 f o r uncat , 2 f o r pseudo ,
C 3 f o r quad , 4 f o r h a l f
C dr double Spa t i a l d i s c r e t i z a t i o n s i z e
C R double Pa r t i c l e rad iu s
C t0 double I n i t i a l time with r e s t a r t=0
C t f double Elapsed time f o r each c a l l to RADAU5 with r e s t a r t=0
C t f i n a l double Fina l s imu la t i on time a f t e r NT 1 c a l l s to RADAU5
C k double Reaction ra t e constant
C Xrxn double Extent o f r e a c t i on
C COOH0 double I n i t i a l COOH concent ra t i on
C E0 double I n i t i a l E concent ra t i on
C drug0 double I n i t i a l drug concent ra t i on
C Rp0 double I n i t i a l pore rad iu s
C Rd double Stokes Eins t e in rad iu s o f drug
C lave double Average monomer l ength in Angstroms
C G double G ly co l i c ac id f r a c t i o n o f the polymer
C beta double Constant p r e f a c t o r f o r pore rad iu s c a l c u l a t i o n
C tau double Tortuos i ty
C alphaD double D fn i n f t y g/R^2/ tau f o r the drug
C alphaH double D fn i n f t y g/R^2/ tau f o r the s o l ub l e o l i gomers
C DH double D fn i n f t y g/ tau o f the monomers in cm^2/day
C DD double D fn i n f t y g/ tau o f the drug in cm^2/day
C alpha0H double D bulk/R^2 f o r the drug
C alpha0D double D bulk/R^2 f o r the s o l ub l e o l i gomers
C TOL double Error t o l e r an c e TOL=RTOL=ATOL
C                                       
subrout ine in tpa r (NE,NR,NS,NT, r e s t a r t , d i f f n on , rxn on ,
& dr ,R, t0 , t f , t f i n a l , k , Xrxn ,COOH0,E0 , drug0 ,Rp0 ,Rd, lave ,G, beta ,
& tau , alphaH , alphaD ,DH,DD, alpha0H , alpha0D ,TOL)
imp l i c i t none
C     Parameters    
i n t e g e r NE,NR,NS,NT
in t e g e r r e s t a r t , d i f f n on , rxn on , k s ca l e on
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double p r e c i s i o n dr ,R, t0 , t f , t f i n a l , k , Xrxn
double p r e c i s i o n COOH0,E0 , drug0 ,Rp0 ,Rd, lave ,G, beta
double p r e c i s i o n tau , alphaH , alphaD ,DH,DD, alpha0H , alpha0D ,TOL
double p r e c i s i o n PDI ,Mw,Mn,M0,EoverCOOH
double p r e c i s i o n t f i n a l r x n , t f i n a l d i f f n
double p r e c i s i o n t f i n a l o v e r r i d e , k unsca led , Ps i
double p r e c i s i o n mw glycol ide , mw lactide , pKa ,Ka, a , b , c ,DH0,DD0
double p r e c i s i o n l l a c t i d e , l g l y c o l i d e ,T, pi ,mu, kB , trxn
C     Read va lues from input stream    
C     Tokens f o r s imu la t i on opt ions    
pr in t  , ' Enter 0 to s t a r t from t=0, 1 to f i n i s h an incomplete run , and
& 2 to r e f i n e an i n t e r v a l : '
read  , r e s t a r t
p r i n t  , ' Enter 0 no d i f f n , 1 constD , 2 drug varD , 3 drug & o l i g varD : '
read  , d i f f n on
pr in t  , ' Enter 0 rxn o f f , 1 uncat , 2 pseudo , 3 quad , 4 h a l f : '
read  , rxn on
pr in t  , ' Enter 0 k given , 1 s c a l e to f i nd ku and kc : '
read  , k s c a l e on
C     Number o f s p a t i a l d i s c r e t i z a t i o n po in t s    
pr in t  , ' Enter number o f s p a t i a l d i s c r e t i z a t i o n s : '
read  , NR
dr = (1 . 0 d0 ) / d f l o a t (NR 1)
C     Number o f s p e c i e s : s+4    
pr in t  , ' Enter number o f s p e c i e s : '
read  , NS
C     Number o f equat ions : each va r i ab l e has NR s p a t i a l d i s c r e t i z a t i o n s
C and the v a r i a b l e s are s p e c i e s concen t ra t i on s ( 1 :NS) , average pore
C rad iu s (NS+1) , and s p e c i e s e f f e c t i v e d i f f u s i v i t i e s (NS+2:2NS+1)    
NE = NR(2NS+1)
C     Microsphere rad iu s    
pr in t  , ' Enter rad iu s in cm: '
read  , R
C     Tortuos i ty    
pr in t  , ' Enter t o r t u o s i t y : '
read  , tau
C     D i f f u s i v i t y at i n f i n i t e d i l u t i o n    
pr in t  , ' Enter d i f f u s i v i t y at i n f . d i l u t i o n o f the drug in cm^2/ s : '
read  , DD
pr in t  , ' Enter d i f f u s i v i t y at i n f . d i l u t i o n o f the o l i gomers in cm^2/ s : '
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read  , DH
C     Temperature    
T = 310.0 d0
p i = 3.14159265358979324D0
kB = 1.3806503d 23
C     Vi s c o s i t y o f water ( kg/m/ s ) at 37C in t e r po l a t ed from va lue s at 35 & 40C
mu = (719 .1 d0+(652.71d0 719.1d0 )  (37 . 0 d0 35.0d0 ) / (40 . 0 d0 35.0d0 ) )
& 1 .0d 6
C     Stokes Eins t e in drug rad iu s    
Rd = (kB) T/(6 . 0 d0 pi muDD1 .0d 14)
C     Convert to cm^2/day hindered by t o r t u o s i t y    
DD = DD3600.0 d0 24 .0 d0/ tau
DH = DH3600.0 d0 24 .0 d0/ tau
C     Rate constant f o r hyd r o l y s i s r e a c t i on    
pr in t  , ' Enter hyd r o l y s i s r a t e constant with time un i t s o f day^ 1: '
read  , k unsca l ed
C     Polymer molecu lar weight    
pr in t  , ' Enter p o l y d i s p e r s i t y index : '
read  , PDI
p r in t  , ' Enter M w wt avg molecu lar weight o f the polymer : '
read  , Mw
C     Number avg molecu lar weight o f polymer    
Mn = Mw/PDI
C     Polymer drug load ing in fo rmat ion    
pr in t  , ' Enter d imens i on l e s s i n i t i a l drug concent ra t i on : '
read  , drug0
C     Sca led drug concent ra t i on    
pr in t  , ' Enter d imens i on l e s s i n i t i a l COOH concent ra t i on : '
read  , COOH0
C     Extent o f hyd r o l y s i s r e a c t i on in reac t i on dominant l im i t    
pr in t  , ' Enter extent o f r e a c t i on : '
read  , Xrxn
C     Number o f c a l l s to the ODE so l v e r and time output po in t s    
pr in t  , ' Enter d e s i r ed number o f output po in t s i n c l ud ing t=0: '
read  , NT
C     I n i t i a l pore rad iu s    
pr in t  , ' Enter i n i t i a l pore rad iu s in Angstroms : '
read  , Rp0
C     Optional t f i n a l ov e r r i d e    
pr in t  , ' Enter op t i ona l t f i n a l ov e r r i d e time in days (0.0=> o f f ) : '
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read  , t f i n a l o v e r r i d e
C     Glyco l i c ac id content    
pr in t  , ' Enter g l y c o l i c ac id f r a c t i o n o f the polymer : '
read  , G
i f ( rxn on . eq . 4 ) then
pKa = (1 . 0 d0 G) 3 .86 d0+G3 .83 d0
Ka = 10 .0 d0( pKa)
wr i t e ( , ) 'Ka ' , Ka
end i f
C     Error t o l e r a n c e s    
pr in t  , ' Enter e r r o r t o l e r an c e TOL=RTOL=ATOL: '
read  , TOL
C     Average monomer molecu lar weight    
mw lact ide = 72.06266 d0
mw glycol ide = 58.03608 d0
M0 = (1 . 0 d0 G) mw lact ide+Gmw glycol ide
C     Average monomer l ength in Angstroms    
l l a c t i d e = 3.517 d0
l g l y c o l i d e = 3.510 d0
lave = (1 . 0 d0 G)  l l a c t i d e+G l g l y c o l i d e
C     E0/COOH0    
EoverCOOH = Mn/M0 1.0d0
E0 = EoverCOOHCOOH0
C     Constant p r e f a c t o r f o r r a t e o f pore growth    
beta = lave  d f l o a t (NS 3) d f l o a t (NS 3+1)/2 .0 d0 /(E0+COOH0)
C     Units o f k  uncat : 1/ time ; pseudo : 1/ time ; quad : 1/ time/conc ;
C ha l f : 1/ time/conc ^0 .5    
i f ( k s ca l e on . eq . 0 ) then
C     Assume the g iven ra t e constant i s k f o r the s p e c i f i e d k i n e t i c case    
k = k unsca l ed
C     I f k s c a l e on . gt . 0 , assume given k=k1 ' . Sca l e r a t e constant based on
C RvCOOH(0) equal and f i nd ku and kc f o r d imens i on l e s s conse rva t i on
C equat ion when k s ca l e on . eq . 1 .    
e l s e i f ( k s ca l e on . eq . 1 ) then
i f ( rxn on . eq . 1 ) then
k = k unsca l ed /EoverCOOH
e l s e i f ( rxn on . eq . 2 ) then
k = k unsca l ed
e l s e i f ( rxn on . eq . 3 ) then
k = k unsca l ed /EoverCOOH
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e l s e i f ( rxn on . eq . 4 ) then
k = k unsca l ed / dsqrt (COOH0) /EoverCOOH
end i f
e nd i f
C     Calcu la te Dn i n f t y /R^2/ tau ( day^ 1)    
alphaH = DH/(RR)
alphaD = DD/(RR)
wr i t e ( , ) ' alphaH = ' , alphaH
wr i t e ( , ) ' alphaD = ' , alphaD
wr i t e ( , ) 'DH = ' , DH
C     D i f f u s i v i t y through bulk dense polymer    
pr in t  , ' Enter d i f f u s i v i t y o f the drug in cm^2/ s in the
& dense polymer : '
read  , DD0
pr in t  , ' Enter d i f f u s i v i t y o f the o l i gomers in cm^2/ s in the
& dense polymer : '
read  , DH0
C     Calcu la te D bulk/R^2 ( day^ 1)    
alpha0H = DH03600.0 d0 24 .0 d0 /(RR)
alpha0D = DD03600.0 d0 24 .0 d0 /(RR)
C     Calcu la te the t f i n a l needed by the s imu la t i on    
C     I n i t i a l i z e a l l t f i n a l to zero    
t f i n a l d i f f n = 0 .0 d0
t f i n a l r x n = 0 .0 d0
C     t f i n a l=t f i n a l d i f f n=d i f f n time constant i f rxn on=0; f o r rxn on . gt . 0 ,
C t f i n a l=t f i n a l r x n=time requ i r ed f o r Xrxn extent o f r e a c t i on    
C     Di f f u s i on con t r i bu t i on : t f i n a l d i f f n i s R^2/D f o r the sma l l e r non zero D
C     In d i f f u s i o n dominant l im i t , drug i s only d i f f u s i n g s p e c i e s s i n c e
C no smal l o l i gomers are generated    
i f ( d i f f n on . gt . 0 ) then
t f i n a l d i f f n = RR/DD
i f ( ( rxn on . gt . 0 ) . and . (DH. gt . 0 ) . and . (DH. l t .DD) ) then
t f i n a l d i f f n = RR/DH
end i f
e nd i f
wr i t e ( , ) ' t f i n a l d i f f n = ' , t f i n a l d i f f n
C     Reaction con t r i bu t i on : each hyd r o l y s i s case has a d i f f e r e n t
C t f i n a l r x n=t fXrxng    
i f ( rxn on . eq . 1 ) then
t f i n a l r x n =  dlog ( 1 . 0 d0 Xrxn ) /k
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e l s e i f ( rxn on . eq . 2 ) then
t f i n a l r x n = dlog ( 1 . 0 d0+XrxnEoverCOOH)/k
e l s e i f ( rxn on . eq . 3 ) then
t f i n a l r x n = 1 .0 d0/k/(E0+COOH0) 
& dlog ( (EoverCOOHXrxn+1.0d0 ) / (1 . 0 d0 Xrxn ) )
e l s e i f ( rxn on . eq . 4 ) then
a = (EoverCOOH+1.0d0 )
b = 1 .0 d0+EoverCOOHXrxn
c = ( dsqrt ( a )+1.0d0 ) /( dsqr t ( a ) 1.0d0 )
t f i n a l r x n = 1 .0 d0/k/ dsqrt ( aKa) 
& dlog ( ( dsqr t ( a )+dsqrt (b) ) / ( ( dsqr t ( a ) dsqrt (b) ) c ) )
end i f
wr i t e ( , ) ' t f i n a l r x n = ' , t f i n a l r x n
i f ( rxn on . eq . 0 ) then
C     Di f fu s i on dominant l im i t    
t f i n a l = t f i n a l d i f f n
e l s e
C     With r e a c t i on and d i f f u s i o n , the s imu la t i on time o f i n t e r e s t occurs
C whi l e the polymer i s s t i l l r e a c t i n g    
t f i n a l = t f i n a l r x n
end i f
C     Limit ing t f i n a l f o r d e s i r ed maximum durat ion    
i f ( t f i n a l o v e r r i d e . gt . 0 . 0 d0 ) then
t f i n a l = t f i n a l o v e r r i d e
end i f
wr i t e ( , ) ' t f i n a l = ' , t f i n a l
C     I n i t i a l , f i n a l va lue s o f time in the f i r s t c a l l to the i n t e g r a t o r    
t0 = 0 .0 d0
t f = t f i n a l / d f l o a t (NT 1)
wr i t e ( , ) ' t f = ' , t f
C     End o f in tpa r . f    
re turn
end
B.3 initial.f
The code used for the initial.f routine described in this thesis may be found in a
supplemental le named initial.f.
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C                                       
C     Desc r ip t i on    
C Sets the i n i t i a l c ond i t i on s f o r u(NE) and s p e c i e s rad iu s Ri (NS) .
C     Input    
C r e s t a r t i n t e g e r 0 to s t a r t from t=0, 1 to f i n i s h an incomplete run , and
C 2 to r e f i n e an i n t e r v a l
C NR in t e g e r Number o f s p a t i a l d i s c r e t i z a t i o n s
C NS in t e g e r Number o f s p e c i e s
C NE in t e g e r Number o f f i r s t order ODEs
C NT in t e g e r Number o f time po in t s i n c l ud ing t=0 f o r output with
C r e s t a r t =0; NT 1 i s number o f c a l l s to RADAU5
C E0 double I n i t i a l E concent ra t i on
C COOH0 double I n i t i a l COOH concent ra t i on
C drug0 double I n i t i a l drug concent ra t i on
C Rp0 double I n i t i a l pore rad iu s
C Rd double Stokes Eins t e in rad iu s o f drug
C lave double Average monomer l ength in Angstroms
C alphaD double D fn i n f t y g/R^2/ tau f o r the drug
C alphaH double D fn i n f t y g/R^2/ tau f o r the s o l ub l e o l i gomers
C alpha0H double D bulk/R^2 f o r the drug
C alpha0D double D bulk/R^2 f o r the s o l ub l e o l i gomers
C t0 double I n i t i a l time with r e s t a r t=0
C t f double Elapsed time f o r each c a l l to RADAU5 with r e s t a r t=0
C t f i n a l double Fina l s imu la t i on time a f t e r NT 1 c a l l s to RADAU5
C     Output    
C Ri (NS) double Radius o f each s p e c i e s
C u0 (NE) double ODE so l u t i o n vec to r i n i t i a l c ond i t i on
C t0 double I n i t i a l time with updated with r e s t a r t . ge . 1
C NT in t e g e r Number o f time po in t s i n c l ud ing t=0 f o r output with
C r e s t a r t =1; NT 1 i s number o f c a l l s to RADAU5
C t f double Elapsed time f o r each c a l l to RADAU5 upated with
C r e s t a r t=2
C                                       
subrout ine i n i t i a l ( r e s t a r t ,NR,NS,NE,NT,E0 ,COOH0, drug0 ,Rp0 ,
& Rd, lave , alphaD , alphaH , alpha0H , alpha0D , t0 , t f , t f i n a l , Ri , u0 )
imp l i c i t none
C     Parameters    
i n t e g e r NR,NS,NE,NT, nn , rr , ss , r e s t a r t , ee
double p r e c i s i o n u0 (NE) ,E0 ,COOH0, drug0 ,Rp0 ,Rd, lave , Ri (NS) , lambda
double p r e c i s i o n alphaH , alphaD ,H, pi ,num, denom , t0 , t f , t f i n a l
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double p r e c i s i o n alpha0H , alpha0D
pi = 3.14159265358979324D0
C     Spec i e s rad iu s    
C     Small o l i gomers    
do nn = 1 ,NS 4
Ri (nn) = d f l o a t (nn)  l ave
enddo
C     Ester bonds and l a r g e o l i gomers and COOH    
do nn = NS 3,NS 1
Ri (nn) = 0 .0 d0
enddo
C     Drug    
nn = NS
Ri (nn) = Rd
C     When r e s t a r t . eq . 0 , assume that the i n i t i a l c ond i t i on s and
C s imu la t i on time are determined us ing parameters from intpa r . f    
i f ( r e s t a r t . eq . 0 ) then
C     I n i t i a l c ond i t i on s    
do r r = 1 ,NR 1
C     Small o l i gomers    
do nn = 1 , NS 4
u0 (NR(nn 1)+r r ) = 0 .0 d0
enddo
C     Ester bonds    
nn = NS 3
u0 (NR(nn 1)+r r ) = E0
C     Large o l igomer sum and COOH    
nn = NS 2
u0 (NR(nn 1)+r r ) = COOH0
nn = NS 1
u0 (NR(nn 1)+r r ) = COOH0
C     Drug    
nn = NS
u0 (NR(nn 1)+r r ) = drug0
C     Rp    
nn = NS+1
u0 (NR(nn 1)+r r ) = Rp0
C     Def f    
do s s = 1 ,NS
nn = NS+1+ss
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C     Lambda( r )=Ri/Rp f o r each s p e c i e s    
lambda = Ri ( s s ) /u0 (NR(NS+1 1)+r r )
H = 0 .0 d0
i f ( lambda . l e . 1 ) then
i f ( lambda . gt . 0 ) then
C     Calcu la te hindrance f a c t o r    
num = 6.0 d0 pi  ( 1 . 0 d0 lambda ) 2 .0 d0
denom = 2.25 d0 pi 2 .0 d0 dsqrt ( 2 . 0 d0 )
&  ( 1 . 0 d0 lambda ) ( 2.5d0 )  ( 1 . 0 d0 73.0d0 /60 .0 d0
&  ( 1 . 0 d0 lambda ) +77293.0d0 /50400.0 d0
&  ( 1 . 0 d0 lambda ) 2 .0 d0 )  22.5083d0 5.6117d0 lambda
&  0.3363d0 lambda 2 .0 d0 1.216d0 lambda 3 .0 d0
& +1.647d0 lambda 4 .0 d0
H = num/denom
end i f
e nd i f
C     Calcu la te e f f e c t i v e d i f f u s i v i t i e s    
i f ( s s . l t .NS 2) then
u0 (NR(nn 1)+r r ) = alphaHH+alpha0H
end i f
i f ( ( s s . eq . (NS 2) ) . or . ( s s . eq . (NS 1) ) ) then
u0 (NR(nn 1)+r r ) = 0 .0 d0
end i f
i f ( s s . eq .NS) then
u0 (NR(nn 1)+r r ) = alphaDH+alpha0D
end i f
enddo
end do
C     When r e s t a r t . ge . 1 , assume that the i n i t i a l c ond i t i on s i s g iven by
C r e s t a r t d a t a . dat and the s imu la t i on time should be determined here    
e l s e
C     Read r e s t a r t data f o r i n i t i a l time t0 and ODE vecto r u0 (NE)    
open (9 , f i l e=' r e s t a r t d a t a . dat ' )
C     I n i t i a l time    
read (9 , ) t0
wr i t e ( , ) ' t 0 r e s t a r t = ' , t0
C     I n i t i a l & boundary cond i t i on s from r e s t a r t d a t a . dat    
do ee = 1 ,NE
read (9 , ) u0 ( ee )
enddo
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C     Simulat ion time c a l c u l a t i o n s    
wr i t e ( , ) ' t f i n a l r e s t a r t = ' , t f i n a l
C     Restart the s imu la t i on from t0 with the remaining func t i on c a l l s from the
C o r i g i n a l NT with the same t f i n a l and t f    
i f ( r e s t a r t . eq . 1 ) then
wr i t e ( , ) ' t f r e s t a r t = ' , t f
NT = in t ( ( t f i n a l  t0 ) / t f )+1
wr i t e ( , ) ' NT restart = ' , NT
C     Restart the s imu la t i on from t0 to t f i n a l with NT func t i on c a l l s and
C updated t f    
e l s e i f ( r e s t a r t . eq . 2 ) then
wr i t e ( , ) ' NT restart = ' , NT
t f = ( t f i n a l  t0 ) / d f l o a t (NT 1)
wr i t e ( , ) ' t f r e s t a r t = ' , t f
e nd i f
e nd i f
C     Boundary cond i t i on at r=1    
do nn = 1 ,2NS+1
u0 (NR(nn 1)+NR) = 0 .0 d0
enddo
C     End o f i n i t i a l . f    
re turn
end
B.4 Jderiv.f
The code used for the Jderiv.f routine described in this thesis may be found in a
supplemental le named Jderiv.f.
C                                       
C     Desc r ip t i on    
C Dummy rout in e f o r computation o f the Jacobian matrix .
C     Input    
C NE in t e g e r Number o f f i r s t order ODEs
C t double Time
C u(NE) double ODE so l u t i o n vec to r
C DFU( i , j ) double Pa r t i a l ut ( i ) / p a r t i a l u ( j ) where ut i s the
C de r i v a t i v e vec to r
C LDFU double Column l ength o f the array
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C     Output    
C This r ou t in e i s never c a l l e d as IJAC=0 in dr ive r radau5 . f
C                                       
subrout ine Jder iv (NE, t , u ,DFU,LDFU,RPAR, IPAR)
imp l i c i t none
C     Parameters    
i n t e g e r NE,LDFU, IPAR(2)
double p r e c i s i o n t , u (NE) ,DFU(LDFU,NE)
double p r e c i s i o n RPAR(13+12)
C     dummy rout in e    
C     End o f Jder iv . f    
re turn
end
B.5 Fderiv.f
The code used for the Fderiv.f routine described in this thesis may be found in a
supplemental le named Fderiv.f.
C                                       
C     Desc r ip t i on    
C Passes the IPAR and RPAR parameters to de r i v . f f o r computing the
C de r i v a t i v e vec to r ut with reac t i on , d i f f u s i o n , pore growth ,
C and e f f e c t i v e d i f f u s i v i t y growth .
C     Input    
C NE in t e g e r Number o f f i r s t order ODEs
C t double Time
C u(NE) double ODE so l u t i o n vec to r
C ut (NE) double ODE de r i v a t i v e vec to r
C RPAR, IPAR Double p r e c i s i o n and i n t e g e r parameter a r rays which are
C used tocommunicate parameter va lue s between main f i l e
C dr ive r radau5 . f and the Fderiv subrout ine through RADAU5
C     Output    
C ut (NE) double ODE de r i v a t i v e vec to r updated
C                                      
subrout ine Fderiv (NE, t , u , ut ,RPAR, IPAR)
imp l i c i t none
C     Parameters    
i n t e g e r NE,NR,NS, rxn on , d i f f n on , IPAR(2)
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double p r e c i s i o n t , u (NE) , ut (NE) , dr , k
double p r e c i s i o n COOH0,E0 , drug0 ,G, beta , Ri (NS)
double p r e c i s i o n alphaH , alphaD ,RPAR(NS+8)
common/param/NS,NR
C     Parameter va lue s    
d i f f n on = IPAR(1)
rxn on = IPAR(2)
dr = RPAR(1)
k = RPAR(2)
E0 = RPAR(3)
G = RPAR(4)
beta = RPAR(5)
alphaH= RPAR(6)
alphaD = RPAR(7)
Ri ( 1 :NS) = RPAR( 8 : (NS+7) )
C     Pass parameter va lue s to de r i v . f    
c a l l d e r i v (NE,NR,NS, u , ut , d i f f n on , rxn on ,
& dr , k , E0 ,G, beta , alphaH , alphaD , Ri )
C     End o f Fder iv . f    
re turn
end
B.6 deriv.f
The code used for the deriv.f routine described in this thesis may be found in a
supplemental le named deriv.f.
C                                       
C     Desc r ip t i on    
C Computes the d e r i v a t i v e vec to r ut with reac t i on , d i f f u s i o n ,
C pore growth , and e f f e c t i v e d i f f u s i v i t y growth .
C     Input    
C NE in t e g e r Number o f f i r s t order ODEs
C NR in t e g e r Number o f s p a t i a l d i s c r e t i z a t i o n s
C NS in t e g e r Number o f s p e c i e s
C u(NE) double ODE so l u t i o n vec to r
C ut (NE) double ODE de r i v a t i v e vec to r
C d i f f n on i n t e g e r 0 f o r d i f f n o f f , 1 f o r constD , 2 f o r drug varD ,
C 3 f o r a l l s p e c i e s varD
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C rxn on i n t e g e r 0 f o r rxn o f f , 1 f o r uncat , 2 f o r pseudo ,
C 3 f o r quad , 4 f o r h a l f
C dr double Spa t i a l d i s c r e t i z a t i o n s i z e
C k double Reaction ra t e constant
C E0 double I n i t i a l E concent ra t i on
C G double G ly co l i c ac id f r a c t i o n o f the polymer
C beta double Constant p r e f a c t o r f o r pore rad iu s c a l c u l a t i o n
C alphaD double D fn i n f t y g/R^2/ tau f o r the drug
C alphaH double D fn i n f t y g/R^2/ tau f o r the s o l ub l e o l i gomers
C Ri (NS) double Radius o f each s p e c i e s
C     Output    
C ut (NE) double ODE de r i v a t i v e vec to r updated
C                                       
subrout ine de r i v (NE,NR,NS, u , ut , d i f f n on , rxn on ,
& dr , k , E0 ,G, beta , alphaH , alphaD , Ri )
imp l i c i t none
C     Parameters    
i n t e g e r NE,NR,NS, rr , ss , nn , d i f f n on , rxn on
double p r e c i s i o n u(NE) , ut (NE) , dr , k , E0 ,G, beta
double p r e c i s i o n alphaH , alphaD , Ri (NS)
C     Compute d e r i v a t i v e ut    
C     I n i t i a l i z e a l l ut to zero    
do nn = 1 ,2NS+1
do r r = 1 ,NR
ut (NR(nn 1)+r r ) = 0 .0 d0
enddo
enddo
C     Hydro ly s i s r e a c t i on    
C     Cal l rxn f o r smal l o l i gomers and drug , update e s t e r and COOH with
C r ea c t i on con t r i bu t i on s    
i f ( rxn on . gt . 0 ) then
c a l l rxn (NE,NR,NS, u , ut , k , E0 , alphaH , alphaD ,
& G, beta , Ri , rxn on )
end i f
C     Maintain BC constant at r=1    
do nn = 1 ,2NS+1
ut (NR(nn 1)+NR) = 0 .0 d0
enddo
C     Di f f u s i on    
C     Cal l d i f f n f o r updating smal l o l igomers , drug , e s t e r , and COOH with
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C d i f f u s i o n con t r i bu t i on s    
i f ( d i f f n on . gt . 0 ) then
c a l l d i f f n (NE,NR,NS, u , ut , alphaH , alphaD , dr , d i f f n on )
end i f
C     Maintain BC constant at r=1    
do nn = 1 ,2NS+1
ut (NR(nn 1)+NR) = 0 .0 d0
enddo
C     End o f de r i v . f    
re turn
end
B.7 rxn.f
The code used for the rxn.f routine described in this thesis may be found in a
supplemental le named rxn.f.
C                                       
C     Desc r ip t i on    
C Computes the r e a c t i on dependent terms when rxn on . gt . 0 .
C     Input    
C NE in t e g e r Number o f f i r s t order ODEs
C NR in t e g e r Number o f s p a t i a l d i s c r e t i z a t i o n s
C NS in t e g e r Number o f s p e c i e s
C u(NE) double ODE so l u t i o n vec to r
C ut (NE) double ODE de r i v a t i v e vec to r
C k double Reaction ra t e constant
C E0 double I n i t i a l E concent ra t i on
C alphaD double D fn i n f t y g/R^2/ tau f o r the drug
C alphaH double D fn i n f t y g/R^2/ tau f o r the s o l ub l e o l i gomers
C G double G ly co l i c ac id f r a c t i o n o f the polymer
C beta double Constant p r e f a c t o r f o r pore rad iu s c a l c u l a t i o n
C Ri (NS) double Radius o f each s p e c i e s
C rxn on i n t e g e r 0 f o r rxn o f f , 1 f o r uncat , 2 f o r pseudo ,
C 3 f o r quad , 4 f o r h a l f
C     Output    
C ut (NE) double ODE de r i v a t i v e vec to r updated with r e a c t i on con t r i bu t i on
C                                       
subrout ine rxn (NE,NR,NS, u , ut , k , E0 , alphaH , alphaD ,G, beta , Ri , rxn on )
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imp l i c i t none
C     Parameters    
i n t e g e r NE,NR,NS, rr , nn , rxn on
double p r e c i s i o n u(NE) , ut (NE) ,k , sma l l o l i g dt sum
double p r e c i s i o n E0 ,G,RvCOOH, beta , Ri (NS)
double p r e c i s i o n alphaH , alphaD ,Rp, dRpdt , lambda
C     rxn on=0 no reac t i on , rxn on=1 uncata lyzed hydro ly s i s , rxn on=2 pseudo 
C f i r s t  order hydro ly s i s , rxn on=3 quadrat ic order hydro ly s i s , rxn on=4
C 1 .5 th order hyd r o l y s i s    
C     Update Rvi f o r COOH, E, and smal l o l i gomers    
i f ( rxn on . eq . 1 ) then
c a l l rxn uncat (NE,NR,NS, u , ut , k )
e l s e i f ( rxn on . eq . 2 ) then
c a l l rxn pseudo (NE,NR,NS, u , ut , k , E0)
e l s e i f ( rxn on . eq . 3 ) then
c a l l rxn quad (NE,NR,NS, u , ut , k )
e l s e i f ( rxn on . eq . 4 ) then
c a l l r xn ha l f (NE,NR,NS, u , ut , k ,G)
end i f
C     Update l a r g e o l igomer de r i va t i v e , Rp de r i va t i v e , and Def f d e r i v a t i v e
C f o r each s p e c i e s based on r e a c t i on update     '
do r r = 1 ,NR 1
sma l l o l i g dt sum = 0.0 d0
C     Local v a r i a b l e f o r RvCOOH    
nn = NS 1
RvCOOH = ut (NR(nn 1)+r r )
C     Upate pore rad iu s Rp : Rate o f pore rad iu s growth due to e s t e r
C bond c l eavage or end group gene ra t i on=dRp/dt=beta RvCOOH    
nn = NS+1
ut (NR(nn 1)+r r ) = beta RvCOOH
dRpdt = ut (NR(nn 1)+r r )
Rp = u(NR(nn 1)+r r )
do nn = 1 ,NS 4
C     Calcu la te lambda    
lambda = Ri (nn) /Rp
C     Calcu la te sum of Rvi f o r smal l o l i gomers    
sma l l o l i g dt sum = smal l o l i g dt sum+ut (NR(nn 1)+r r )
C     Test 0<lambda<1: lambda between 0 and 1 g i v e s H>0    
i f ( lambda . l t . 1 . 0 d0 ) then
i f ( lambda . gt . 0 . 0 d0 ) then
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C     Update Def f ( r ) f o r smal l o l i gomers based on pore growth    
c a l l d e r i vDe f f ( ut (NR(NS+1+nn 1)+r r ) ,Rp, dRpdt ,
& alphaH , lambda )
end i f
end i f
enddo
C     Update l a r g e o l i gomers us ing the RvCOOH and sum of Rvi f o r smal l
C ol igomers   
nn = NS 2
ut (NR(nn 1)+r r ) = RvCOOH   sma l l o l i g dt sum
C     Update Def f ( r ) f o r drug based on pore growth    
nn = NS
C     Calcu la te lambda    
lambda = Ri (nn) /Rp
C     Test 0<lambda<1: lambda between 0 and 1 g i v e s H>0    
i f ( lambda . l t . 1 . 0 d0 ) then
i f ( lambda . gt . 0 . 0 d0 ) then
C     Update Def f ( r ) f o r drug based on pore growth    
c a l l d e r i vDe f f ( ut (NR(NS+1+nn 1)+r r ) ,Rp, dRpdt ,
& alphaD , lambda )
end i f
end i f
enddo
C     End o f rxn . f    
re turn
end
B.8 rxn uncat.f
The code used for the rxn uncat.f routine described in this thesis may be found in a
supplemental le named rxn uncat.f.
C                                       
C     Desc r ip t i on    
C Computes the Rvi terms f o r the uncata lyzed hyd r o l y s i s model
C when rxn on . eq . 1 .
C     Input    
C NE in t e g e r Number o f f i r s t order ODEs
C NR in t e g e r Number o f s p a t i a l d i s c r e t i z a t i o n s
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C NS in t e g e r Number o f s p e c i e s
C u(NE) double ODE so l u t i o n vec to r
C ut (NE) double ODE de r i v a t i v e vec to r
C k double Reaction ra t e constant
C     Output    
C ut (NE) double ODE de r i v a t i v e vec to r updated with Rvi con t r i bu t i on
C                                       
subrout ine rxn uncat (NE,NR,NS, u , ut , k )
imp l i c i t none
C     Parameters    
i n t e g e r NR,NE,NS, nn , r r
double p r e c i s i o n u(NE) , ut (NE) ,k , smal lo l ig sum , l a r g eo l i g sum
C     Loop over a l l i n t e r i o r s p a t i a l d i s c r e t i z a t i o n s    
do r r = 1 ,NR 1
C     Large o l igomer sum , [ P fn>s g ] ( r , t )    
nn = NS 2
l a r g eo l i g sum = u(NR(nn 1)+r r )
C     Sum of smal l o l igomers , sum f i =1g^s [ P i ] ( r , t )    
sma l l o l i g sum = 0.0 d0
do nn = 1 ,NS 4
sma l l o l i g sum = smal l o l i g sum+u(NR(nn 1)+r r )
enddo
C     Small o l i gomers    
do nn = 1 ,NS 4
C     Reduce sum of smal l o l i gomers to sum f i=n+1g^s    
sma l l o l i g sum = smal lo l ig sum u(NR(nn 1)+r r )
ut (NR(nn 1)+r r ) = ut (NR(nn 1)+r r )
& +2.0d0k( sma l l o l i g sum+la r g eo l i g sum )
&  d f l o a t (nn 1)ku(NR(nn 1)+r r )
enddo
C     Ester    
nn = NS 3
ut (NR(nn 1)+r r ) = ut (NR(nn 1)+r r )
&  ku(NR(nn 1)+r r )
C     COOH    
nn = NS 1
ut (NR(nn 1)+r r ) = ut (NR(nn 1)+r r )
& +ku(NR(NS 3 1)+r r )
enddo
C     End o f rxn uncat . f    
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re turn
end
B.9 rxn pseudo.f
The code used for the rxn pseudo.f routine described in this thesis may be found in
a supplemental le named rxn pseudo.f.
C                                       
C     Desc r ip t i on    
C Computes the Rvi terms f o r the pseudo f i r s t  order hyd r o l y s i s model
C when rxn on . eq . 2 .
C     Input    
C NE in t e g e r Number o f f i r s t order ODEs
C NR in t e g e r Number o f s p a t i a l d i s c r e t i z a t i o n s
C NS in t e g e r Number o f s p e c i e s
C u(NE) double ODE so l u t i o n vec to r
C ut (NE) double ODE de r i v a t i v e vec to r
C k double Reaction ra t e constant
C E0 double I n i t i a l E concent ra t i on
C     Output    
C ut (NE) double ODE de r i v a t i v e vec to r updated with Rvi con t r i bu t i on
C                                       
subrout ine rxn pseudo (NE,NR,NS, u , ut , k , E0)
imp l i c i t none
C     Parameters    
i n t e g e r NR,NE,NS, nn , r r
double p r e c i s i o n u(NE) , ut (NE) , smal lo l ig sum , l a rgeo l i g sum ,COOH
double p r e c i s i o n k , E0 , r e a c t i ngo l i g sum
C     Loop over a l l i n t e r i o r s p a t i a l d i s c r e t i z a t i o n s    
do r r = 1 ,NR 1
C     Large o l igomer sum , [ P fn>s g ] ( r , t )    
nn = NS 2
l a r g eo l i g sum = u(NR(nn 1)+r r )
C     Sum of smal l o l igomers , sum f i =1g^s [ P i ] ( r , t )    
sma l l o l i g sum = 0.0 d0
do nn = 1 ,NS 4
sma l l o l i g sum = smal l o l i g sum+u(NR(nn 1)+r r )
enddo
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C     Reacting o l i gomers : sum fn=2g^n i n f t y Pn = smal l + l a r g e   P1    
r e a c t i ngo l i g sum = la r g eo l i g sum+smal lo l ig sum u(NR(1 1)+r r )
C     Update r e a c t i on only i f E . gt . 0 .
C E i s not updated f o r pseudo , so use r e a c t i ngo l i g sum . gt . 0    
nn = NS 1
COOH = u(NR(nn 1)+r r )
i f ( r e a c t i ngo l i g sum . gt . 0 . 0 d0 ) then
C     Small o l i gomers    
do nn = 1 ,NS 4
C     Reduce sum of smal l o l i gomers to sum f i=n+1g^s    
sma l l o l i g sum = smal lo l ig sum u(NR(nn 1)+r r )
C     Divide k k1 ' by E0 f o r the RvPn term ; keep f o r RvCOOH    
ut (NR(nn 1)+r r ) = ut (NR(nn 1)+r r )
& +2.0d0kCOOH/E0( sma l l o l i g sum+la r g eo l i g sum )
&  d f l o a t (nn 1)kCOOH/E0u(NR(nn 1)+r r )
enddo
C     COOH    
nn = NS 1
ut (NR(nn 1)+r r ) = ut (NR(nn 1)+r r )
& +ku(NR(nn 1)+r r )
end i f
enddo
C     End o f rxn pseudo . f    
re turn
end
B.10 rxn quad.f
The code used for the rxn quad.f routine described in this thesis may be found in a
supplemental le named rxn quad.f.
C                                       
C     Desc r ip t i on    
C Computes the Rvi terms f o r the quadrat ic order hyd r o l y s i s model
C when rxn on . eq . 3 .
C     Input    
C NE in t e g e r Number o f f i r s t order ODEs
C NR in t e g e r Number o f s p a t i a l d i s c r e t i z a t i o n s
C NS in t e g e r Number o f s p e c i e s
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C u(NE) double ODE so l u t i o n vec to r
C ut (NE) double ODE de r i v a t i v e vec to r
C ratecons tdoub l e Reaction ra t e constant
C     Output    
C ut (NE) double ODE de r i v a t i v e vec to r updated with Rvi con t r i bu t i on
C                                       
subrout ine rxn quad (NE,NR,NS, u , ut , r a t e con s t )
imp l i c i t none
C     Parameters    
i n t e g e r NR,NE,NS, nn , rr , s s
double p r e c i s i o n u(NE) , ut (NE) , smal lo l ig sum , l a r g eo l i g sum
double p r e c i s i o n ratecons t ,COOH
C     Loop over a l l i n t e r i o r s p a t i a l d i s c r e t i z a t i o n s    
do r r = 1 ,NR 1
C     Large o l igomer sum , [ P fn>s g ] ( r , t )    
nn = NS 2
l a r g eo l i g sum = u(NR(nn 1)+r r )
C     Sum of smal l o l igomers , sum f i =1g^s [ P i ] ( r , t )    
sma l l o l i g sum = 0.0 d0
do nn = 1 ,NS 4
sma l l o l i g sum = smal l o l i g sum+u(NR(nn 1)+r r )
enddo
C     Small o l i gomers    
do nn = 1 ,NS 4
C     Reduce sum of smal l o l i gomers to sum f i=n+1g^s    
sma l l o l i g sum = smal lo l ig sum u(NR(nn 1)+r r )
s s = NS 1
COOH = u(NR( ss  1)+r r )
ut (NR(nn 1)+r r ) = ut (NR(nn 1)+r r )
& +2.0d0 r a t e con s t COOH( sma l l o l i g sum+la r g eo l i g sum )
&  d f l o a t (nn 1) r a t e con s t COOHu(NR(nn 1)+r r )
enddo
C     Ester    
nn = NS 3
ut (NR(nn 1)+r r ) = ut (NR(nn 1)+r r )
&  r a t e con s t u(NR(nn 1)+r r ) u(NR(NS 1 1)+r r )
C     COOH    
nn = NS 1
ut (NR(nn 1)+r r ) = ut (NR(nn 1)+r r )
& +ra t e con s t u(NR(nn 1)+r r ) u(NR(NS 3 1)+r r )
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enddo
C     End o f rxn quad . f    
re turn
end
B.11 rxn half.f
The code used for the rxn half.f routine described in this thesis may be found in a
supplemental le named rxn half.f.
C                                       
C     Desc r ip t i on    
C Computes the Rvi terms f o r the 1 .5 th order hyd r o l y s i s model
C when rxn on . eq . 4 .
C     Input    
C NE in t e g e r Number o f f i r s t order ODEs
C NR in t e g e r Number o f s p a t i a l d i s c r e t i z a t i o n s
C NS in t e g e r Number o f s p e c i e s
C u(NE) double ODE so l u t i o n vec to r
C ut (NE) double ODE de r i v a t i v e vec to r
C k double Reaction ra t e constant
C G double G ly co l i c ac id f r a c t i o n o f the polymer
C     Output    
C ut (NE) double ODE de r i v a t i v e vec to r updated with r e a c t i on con t r i bu t i on
C                                       
subrout ine r xn ha l f (NE,NR,NS, u , ut , k ,G)
imp l i c i t none
C     Parameters    
i n t e g e r NR,NE,NS, nn , rr , s s
double p r e c i s i o n u(NE) , ut (NE) , smal lo l ig sum , pKa ,Ka,G
double p r e c i s i o n k , l a rgeo l i g sum ,COOH
pKa = (1 . 0 d0 G) 3 .86 d0+G3 .83 d0 ;
Ka = 10d0( pKa) ;
C     Loop over a l l i n t e r i o r s p a t i a l d i s c r e t i z a t i o n s    
do r r = 1 ,NR 1
C     Large o l igomer sum , [ P fn>s g ] ( r , t )    
nn=NS 2
l a r g eo l i g sum=u(NR(nn 1)+r r )
C     Sum of smal l o l igomers , sum f i =1g^s [ P i ] ( r , t )    
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sma l l o l i g sum=0.0d0
do nn=1,NS 4
sma l l o l i g sum=smal l o l i g sum+u(NR(nn 1)+r r )
enddo
C     Small o l i gomers    
do nn = 1 ,NS 4
C     Reduce sum of smal l o l i gomers to sum f i=nn+1g^s    
sma l l o l i g sum = smal l o l i g sum   u(NR(nn 1)+r r )
s s = NS 1
COOH = u(NR( ss  1)+r r )
ut (NR(nn 1)+r r ) = ut (NR(nn 1)+r r )
& +2.0d0k dsqrt (KaCOOH) ( sma l l o l i g sum+la r g eo l i g sum )
&  d f l o a t (nn 1)k dsqrt (KaCOOH) u(NR(nn 1)+r r )
enddo
C     Ester    
nn=NS 3
ut (NR(nn 1)+r r ) = ut (NR(nn 1)+r r )
&  ku(NR(nn 1)+r r )  dsqrt (u(NR(NS 1 1)+r r ) Ka)
C     COOH    
nn = NS 1
ut (NR(nn 1)+r r ) = ut (NR(nn 1)+r r )
& +ku(NR(NS 3 1)+r r )
&  dsqrt (u(NR(nn 1)+r r ) Ka)
enddo
C     End o f r xn ha l f . f    
re turn
end
B.12 derivDe.f
The code used for the derivDe.f routine described in this thesis may be found in a
supplemental le named derivDe.f.
C                                       
C     Desc r ip t i on    
C Computes the d e r i v a t i v e o f the e f f e c t i v e d i f f u s i v i t y .
C     Input    
C dDeffdt double ODE de r i v a t i v e f o r Def f f o r a s i n g l e s p e c i e s
C Rp double Pore rad iu s
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C dRpdt double ODE de r i v a t i v e f o r Rp f o r a s i n g l e s p e c i e s
C Dinf double D fn i n f t y g/R^2/ tau f o r the s p e c i e s
C lambda double Ri/Rp
C     Output    
C dDeffdt double ODE de r i v a t i v e f o r Def f f o r a s i n g l e s p e c i e s updated
C                                       
subrout ine de r i vDe f f ( dDeffdt ,Rp, dRpdt , Dinf , lambda )
imp l i c i t none
C     Parameters    
double p r e c i s i o n dDeffdt ,Rp, dRpdt , Dinf , lambda , dHdt
C     H from Bungay & Brenner 1973 ; Deen 1987    
c a l l derivH (Rp, dRpdt , lambda , dHdt )
C     dDeff /dt    
dDeffdt = DinfdHdt
C     End o f de r i vDe f f . f    
re turn
end
B.13 derivH.f
The code used for the derivH.f routine described in this thesis may be found in a
supplemental le named derivH.f.
C                                       
C     Desc r ip t i on    
C Computes the d e r i v a t i v e o f the hindered d i f f u s i o n c o e f f i c i e n t
C with H from
C P. M. Bungay and H. Brenner . The Motion o f a Close ly F i t t i n g Sphere
C in a Fluid F i l l e d Tube . I n t e r n a t i o n a l Journal o f Multiphase Flow ,
C 1(1) :25 56 , 1973
C and
C W. M. Deen . Hindered Transport o f Large Molecules in Liquid F i l l e d
C Pores . AIChE Journal , 33(9) :1409 1425 , 1987 .
C     Input    
C dDeffdt double ODE de r i v a t i v e f o r Def f f o r a s i n g l e s p e c i e s
C Rp double Pore rad iu s
C dRpdt double ODE de r i v a t i v e f o r Rp f o r a s i n g l e s p e c i e s
C Ri double Radius o f the s p e c i e s
C Dinf double D fn i n f t y g/R^2/ tau f o r the s p e c i e s
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C     Output    
C dDeffdt double ODE de r i v a t i v e f o r Def f f o r a s i n g l e s p e c i e s updated
C                                       
subrout ine derivH (Rp, dRpdt , lambda , dHdt )
imp l i c i t none
C     Parameters    
double p r e c i s i o n Rp, dRpdt , lambda , dHdt , lambdaprime
double p r e c i s i o n num, denom , numprime , denomprime , p i
p i = 3.14159265358979324d0
C     Calcu la te the d e r i v a t i v e o f lambda    
lambdaprime =  lambda/RpdRpdt
C     Calcu la te the numerator o f H    
num = 6.0 d0 pi  ( 1 . 0 d0 lambda ) 2 .0 d0
C     Calcu la te the numerator o f H    
denom = 2.25 d0 pi 2 .0 d0 dsqrt ( 2 . 0 d0 )
&  ( 1 . 0 d0 lambda ) ( 2.5d0 )  ( 1 . 0 d0 73.0d0 /60 .0 d0
&  ( 1 . 0 d0 lambda ) +77293.0d0 /50400.0 d0
&  ( 1 . 0 d0 lambda ) 2 .0 d0 )  22.5083d0 5.6117d0 lambda
&  0.3363d0 lambda 2 .0 d0 1.216d0 lambda 3 .0 d0
& +1.647d0 lambda 4 .0 d0
C     Calcu la te the d e r i v a t i v e o f the numerator o f H    
numprime =  12.0d0 pi  ( 1 . 0 d0 lambda )
C     Calcu la te the d e r i v a t i v e o f the denominator o f H    
denomprime = 45 .0 d0 /8 .0 d0 pi 2 .0 d0 dsqrt ( 2 . 0 d0 )
&  ( 1 . 0 d0 lambda ) ( 3.5d0 )  ( 1 . 0 d0 73.0d0 /60 .0 d0  ( 1 . 0 d0 lambda )
& +77293.0d0 /50400.0 d0  ( 1 . 0 d0 lambda ) 2 .0 d0 )
& +2.25d0 pi 2 .0 d0 dsqrt ( 2 . 0 d0 )  ( 1 . 0 d0 lambda ) ( 2.5d0 ) 
& (73 . 0 d0 /60 .0 d0 2.0d0 77293.0 d0 /50400.0 d0
&  ( 1 . 0 d0 lambda ) )  5.6117d0 2.0d0 0.3363 d0 lambda
&  3.0d0 1 .216 d0 lambda 2 .0 d0+4.0d0 1 .647 d0 lambda 3 .0 d0
C     Calcu la te the d e r i v a t i v e o f H    
dHdt = lambdaprime (denomnumprime numdenomprime ) /denom2 .0 d0
C     End o f derivH . f    
re turn
end
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B.14 din.f
The code used for the din.f routine described in this thesis may be found in a
supplemental le named din.f.
C                                       
C     Desc r ip t i on    
C Computes the d i f f u s i o n dependent terms when d i f f n on . gt . 0 .
C     Input    
C NE in t e g e r Number o f f i r s t order ODEs
C NR in t e g e r Number o f s p a t i a l d i s c r e t i z a t i o n s
C NS in t e g e r Number o f s p e c i e s
C u(NE) double ODE so l u t i o n vec to r
C ut (NE) double ODE de r i v a t i v e vec to r
C alphaD double D fn i n f t y g/R^2/ tau f o r the drug
C alphaH double D fn i n f t y g/R^2/ tau f o r the s o l ub l e o l i gomers
C dr double Spa t i a l d i s c r e t i z a t i o n s i z e
C d i f f n on i n t e g e r 0 f o r d i f f n o f f , 1 f o r constD , 2 f o r drug varD ,
C 3 f o r a l l s p e c i e s varD
C     Output    
C ut (NE) double ODE de r i v a t i v e vec to r updated with d i f f u s i o n con t r i bu t i on
C                                       
subrout ine d i f f n (NE,NR,NS, u , ut , alphaH , alphaD , dr , d i f f n on )
imp l i c i t none
C     Parameters    
i n t e g e r NR,NE,NS, nn , rr , d i f f n on
double p r e c i s i o n u(NE) , ut (NE) , dr , alphaH , alphaD , l a r g eo l i g d t sum
double p r e c i s i o n ud i f f n (NR) , u t d i f f n (NR) , Ddi f fn (NR) , sma l l o l i g dt sum (NR)
double p r e c i s i o n Def f (NSNR) , sma l l o l i g d i f f n s um (NR)
C     Populate Def f vec to r f o r each s p e c i e s accord ing to d i f f n on value    
i f ( d i f f n on . eq . 1 ) then
C     Constant d i f f u s i v i t y f o r smal l o l i gomers and drug    
do r r = 1 ,NR
do nn = 1 ,NS 4
Def f (NR(nn 1)+r r ) = alphaH
enddo
do nn = NS 3, NS 1
Def f (NR(nn 1)+r r ) = 0 .0 d0
enddo
nn = NS
Def f (NR(nn 1)+r r ) = alphaD
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enddo
e l s e i f ( d i f f n on . eq . 2 ) then
C     Constant d i f f u s i v i t y f o r smal l o l i gomers and va r i ab l e
C d i f f u s i v i t y f o r drug    
do r r = 1 ,NR
do nn = 1 ,NS 4
Def f (NR(nn 1)+r r ) = alphaH
enddo
do nn = NS 3,NS 1
Def f (NR(nn 1)+r r ) = 0 .0 d0
enddo
nn = NS
Def f (NR(nn 1)+r r ) = u(NR(NS+1+nn 1)+r r )
enddo
e l s e i f ( d i f f n on . eq . 3 ) then
C     Var iab le d i f f u s i v i t y f o r smal l o l i gomers and drug
do r r = 1 ,NR
do nn = 1 ,NS 4
Def f (NR(nn 1)+r r ) = u(NR(NS+1+nn 1)+r r )
enddo
do nn = NS 3,NS 1
Def f (NR(nn 1)+r r ) = 0 .0 d0
enddo
nn = NS
Def f (NR(nn 1)+r r ) = u(NR(NS+1+nn 1)+r r )
enddo
end i f
C     I n i t i a l i z e sum of smal l o l i gomers f o r e s t e r and COOH updates    
do r r = 1 ,NR
sma l l o l i g d i f f n s um ( r r ) = 0 .0 d0
sma l l o l i g dt sum ( r r ) = 0 .0 d0
enddo
C     Di f f u s i on o f smal l o l i gomers    
do nn = 1 ,NS 4
C     I n i t i a l i z e input ve c t o r s    
do r r = 1 ,NR
ud i f f n ( r r ) = u(NR(nn 1)+r r )
u t d i f f n ( r r ) = 0 .0 d0
Ddi f fn ( r r ) = Def f (NR(nn 1)+r r )
enddo
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C     Di f f u s i on terms at r = 0    
c a l l d i f f n c t r ( u t d i f f n (1 ) , Ddi f fn (1 ) , Ddi f fn (2 ) ,
& dr , ud i f f n (1 ) , ud i f f n (2 ) )
C     Di f f u s i on terms 0 < r < 1    
c a l l d i f f n i n t ( u t d i f f n ( 1 :NR) , Ddi f fn ( 1 :NR) , dr , ud i f f n ( 1 :NR) ,NR)
C     Assign output ve c to r s to appropr ia t e d e r i v a t i v e va lue s    
do r r = 1 ,NR 1
sma l l o l i g d i f f n s um ( r r ) = sma l l o l i g d i f f n s um ( r r )+(nn 1) u t d i f f n ( r r )
ut (NR(nn 1)+r r ) = ut (NR(nn 1)+r r )+u t d i f f n ( r r )
sma l l o l i g dt sum ( r r ) = sma l l o l i g dt sum ( r r )+ut (NR(nn 1)+r r )
enddo
enddo
do r r = 1 ,NR 1
C     Update e s t e r with smal l o l igomer d i f f u s i o n    
nn = NS 3
ut (NR(nn 1)+r r ) = ut (NR(nn 1)+r r )+sma l l o l i g d i f f n s um ( r r )
C     Update COOH with smal l o l igomer d i f f u s i o n : the c a l c u l a t i o n i n c l ud e s
C rxn and d i f f n c on t r i bu t i on s to smal l o l igomer and rxn con t r i bu t i on
C to l a r g e o l i gomers    
nn = NS 2
l a r g eo l i g d t sum = ut (NR(nn 1)+r r )
nn = NS 1
ut (NR(nn 1)+r r )=sma l l o l i g dt sum ( r r )+la r g eo l i g d t sum
enddo
C     Di f f u s i on o f drug    
nn = NS
C     Make input ve c to r s    
do r r = 1 ,NR
ud i f f n ( r r ) = u(NR(nn 1)+r r )
u t d i f f n ( r r ) = ut (NR(nn 1)+r r )
Ddi f fn ( r r ) = Def f (NR(nn 1)+r r )
enddo
C     Di f f u s i on terms at r = 0    
c a l l d i f f n c t r ( u t d i f f n (1 ) , Ddi f fn (1 ) , Ddi f fn (2 ) ,
& dr , ud i f f n (1 ) , ud i f f n (2 ) )
C     Di f f u s i on terms 0 < r < 1    
c a l l d i f f n i n t ( u t d i f f n ( 1 :NR) , Ddi f fn ( 1 :NR) , dr , ud i f f n ( 1 :NR) ,NR)
C     Assign output ve c to r s to appropr ia t e d e r i v a t i v e va lue s    
do r r = 1 ,NR 1
ut (NR(nn 1)+r r ) = u t d i f f n ( r r )
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enddo
C     End o f d i f f n . f    
re turn
end
B.15 din ctr.f
The code used for the din ctr.f routine described in this thesis may be found in a
supplemental le named din ctr.f.
C                                       
C     Desc r ip t i on    
C Computes the d i f f u s i o n terms at r=0 f o r a s i n g l e s p e c i e s
C when d i f f n on . gt . 0 .
C     Input    
C ut double ODE de r i v a t i v e at r=0
C Def f1 double E f f e c t i v e d i f f u s i v i t y o f the s p e c i e s at r=0
C Def f2 double E f f e c t i v e d i f f u s i v i t y o f the s p e c i e s at r=dr
C dr double Spa t i a l d i s c r e t i z a t i o n s i z e
C u1 double ODE so l u t i o n at r=0
C u2 double ODE so l u t i o n at r=dr
C     Output    
C ut double ODE de r i v a t i v e at r=0 updated with d i f f u s i o n con t r i bu t i on
C                                       
subrout ine d i f f n c t r ( ut , Deff1 , Deff2 , dr , u1 , u2 )
imp l i c i t none
C     Parameters    
double p r e c i s i o n ut , Deff1 , Deff2 , dr , u1 , u2 , d i f f n t e rm
C     Compute value at r=0
d i f f n t e rm = 3.0 d0 ( Def f1+Def f2 ) (u2 u1 ) /dr/dr
ut = ut+d i f f n t e rm
C     End o f d i f f n c t r . f    
re turn
end
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B.16 din int.f
The code used for the din int.f routine described in this thesis may be found in a
supplemental le named din int.f.
C                                       
C     Desc r ip t i on    
C Computes the d i f f u s i o n terms at 0<r<1 f o r a s i n g l e s p e c i e s
C when d i f f n on . gt . 0 .
C     Input    
C ut (NR) double ODE de r i v a t i v e vec to r
C Def f (NR) double E f f e c t i v e d i f f u s i v i t y o f the s p e c i e s
C dr double Spa t i a l d i s c r e t i z a t i o n s i z e
C u(NR) double ODE so l u t i o n vec to r
C NR in t e g e r Number o f s p a t i a l d i s c r e t i z a t i o n s
C     Output    
C ut (NR) double ODE de r i v a t i v e vec to r updated with d i f f u s i o n con t r i bu t i on
C                                       
subrout ine d i f f n i n t ( ut , Deff , dr , u ,NR)
imp l i c i t none
C     Parameters    
i n t e g e r rr , j j ,NR
double p r e c i s i o n ut (NR) , Def f (NR) , dr , u (NR)
double p r e c i s i o n d i f f n t e rm
C     Loop over a l l i n t e r i o r s p a t i a l d i s c r e t i z a t i o n s 0<r<1    
do r r = 2 ,NR 1
j j = rr 1
d i f f n t e rm = Def f ( r r ) / d f l o a t ( j j ) /2 .0 d0/dr/dr
& ( d f l o a t ( j j +2)u( r r+1) 2.0d0 d f l o a t ( j j ) u( r r )+d f l o a t ( j j  2)
& u( rr  1) )+1.0d0 /2 .0 d0/dr/dr
& ( Def f ( r r+1)(u( r r+1) u( r r ) )+Def f ( rr  1)(u( rr  1) u( r r ) ) )
ut ( r r ) = ut ( r r )+d i f f n t e rm
enddo
C     End o f d i f f n i n t . f    
re turn
end
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B.17 kraken.deck
The code used for the kraken.deck parameter input le described in this thesis may
be found in a supplemental le named kraken.deck.
#! / b in /csh
# =======================================================================
#PBS   l wa l l t ime =2:00:00
#PBS  A account number
#PBS   l s i z e=12
#PBS  q smal l
#PBS  N radau
#PBS  o rad pbsout . out
#PBS  e rad pbsout . e r r
# =======================================================================
echo  n ` ` $user job s t a r t i n g at ' ' ; date
un l imi t
date
# Run the program , read ing input data between the EOF l i n e s below .
# This batch job w i l l c r e a t e f i l e s ` rad pbsout . out ' and ` rad pbs . e r r ' in the
# d i r e c t o r y from which you submit the job ( ` ` qsub sphd i sc rkraken . deck ' ' ) .
# As s e t up below , the output i s s to r ed in ` radau . out ' .
# The executab l e name i s ` radau ' .
time
aprun  n 1 . / radau << EOF >! radau . out
0 r e s t a r t
2 d i f f n on
3 rxn on
1 k s ca l e on
101 NR
13 NS
25 .0d 4 R
3 .0 d0 tau
1 .0d 6 DD
1.0d 15 DH
0.0773 d0 k
1 .0 d0 PDI
2 .0 d4 Mw
1.0 d0 drug0
1 .0 d0 COOH0
0.99 d0 Xrxn
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101 NT
0 .0 d0 Rp0
0 .0 d0 t f i n a l o v e r r i d e
0 .5 d0 G
1 .0d 6 TOL
1 .0d 15 DD0
0 .0 d0 DH0
EOF
echo ` '
date
echo ` '
echo  n ` ` $user job f i n i s h e d at ' ' ; date
B.18 makele
The code used for the makele used to link and compile the routines described in
this thesis into the executable radau may be found in a supplemental le named
makele.
#
# Makef i l e f o r d r i ve r radau5 .
# F i r s t l i n e i s de fau l t , so typing ` `make ' ' makes executab l e named radau .
# The executab l e has i t s name , then a l l dependenc ies ( ob j e c t f i l e s ) .
# Beneath that i s the statement to l i n k them and c r ea t e the program .
# The l a s t statements say how to turn . f f i l e s i n to . o f i l e s : compi l ing .
# Use  O fo r usua l opt imiza t i on .
#
F90 = f tn
OPTS =  O
OBJS = dr ive r radau5 . o radau5 . o de c s o l . o d c de c s o l . o in tpa r . on
de r i v . o i n i t i a l . o d i f f n . o d i f f n c t r . o d i f f n i n t . o n
rxn . o r xn ha l f . o rxn uncat . o rxn pseudo . o rxn quad . on
Fderiv . o Jder iv . o derivH . o de r i vDe f f . o
radau : $ (OBJS)
$ (F90 ) $ (OPTS)  o radau $ (OBJS)
. f . o :
$ (F90 )  c $  . f
c l ean :
rm  f  . o radau
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