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Introduction
Simulation models are becoming more and more popular nowadays for forecasting, process control or systems characterization. Whatever the issue the computer model is required to answer, one needs to feed some input values into it. Such inputs are necessarily known at some degree of uncertainty, and they are treated as random variables. It is then an issue to investigate the inputs mainly responsible for the response variance (here assumed as representative of the uncertainty). Affordable model-free computational methods for evaluating the relative importance of independent inputs on the output vari- 
2010
). In McKay (1996) , the author derived the so-called replicated latin hypercube sampling technique (r-LHS) to compute marginal contribution of input factors to the output variance, that is,
where y denotes the model response and x = {x 1 , . . . , x n } is a set of dependent inputs characterized by a joint probability density function p(x), V y is the total variance of y, S i is the marginal sensitivity index of the input
stands for variance operator and E[·|·] for the conditional expectation operator. The sensitivity index defined by equation (1) represents the amount of the response variance due to the factor x i . If x i and the other inputs are dependent, then the value of S i can be influenced by this dependence.
Saltelli & Tarantola (2002) applied r-LHS sampling with McKay's method
to the Level E model with dependent inputs in a variance reduction setting (the readers are referred to the cited paper for more details about settings in sensitivity analysis).
In Xu & Gertner (2008a) , the authors extended the original procedure of Iman & Conover (1982) , for generating correlated LHS samples to the Random Balance Design technique proposed by Tarantola et al. (2006) in order to compute all the S i 's. They showed that the method outperformed r-LHS in terms of computational cost since it only requires one single sample set.
Then, in a second article, the same authors Xu & Gertner (2008b) proposed a computational approach to estimate the correlated S c i and the uncorrelated S u i contribution of x i on the model response y, namely,
This allows the investigation of spurious inputs that have an impact on the model response only because of their strong correlations with the other significant ones. Indeed, a large S i with a low S u i indicates that the contribution of x i to the response variance is only due to its correlation with the other inputs.
The drawback of their approach is that only linear models with correlations (linear dependences) are supported.
In Li et al. (2010) , the authors propose to build a random sampling high dimensional model representation (RS-HDMR) of the original model in order to be able to evaluate the correlative and the structural contribution of an input to the response variance. This allows to investigate whether the model is structurally a function of all the inputs or only of some of them. They defined new sensitivity indices that are different of those of Xu & Gertner (2008a) . According to their results, it seems that the method performs well for linear models.
Our objective in this work is to derive a set of variance-based sensitivity 4 indices that can support non-linear models and non-linear dependences. The new sensitivity indices are more related to those of Xu & Gertner (2008a) than those of Li et al. (2010) . This is achieved by performing the ANOVA-HDMR after decorrelating the inputs. To this aim, we preliminarily decorrelate the inputs with the Gram-Schmidt procedure . The computation of the sensitivity indices of the independent variables is then straightforward. We show that the variance-based sensitivity indices, so obtained, can be interpreted as the fully, partially correlated and independent contributions of the inputs to the ouput variance.
The rest of the paper is organized as follows; in § 2 we recall the basic concept of the ANOVA decomposition and the definition of the variance-based sensitivity indices. In § 3, we describe an algorithm to generate independent variables from a set of dependent inputs. We also discuss the link between the sensitivity indices of the new variables and those of the original inputs.
In § 4, two numerical examples are treated in which the sensitivity indices are computed analytically and numerically before concluding ( § 5).
Sensitivity analysis of model output with independent inputs

The ANOVA-representation
Let y = f (x) be a square-integrable function of n independent random variables x = {x 1 , . . . , x n }. Variance-based sensitivity indices result from the ANOVA decomposition of Sobol (1993) . This decomposition can be summed up as follows: f (x) can always be expanded into summands of different dimensions, that is,
. . , i s and x −iq = x\{x iq }. Hence, the functions are pairwise orthogonal, that is,
Expansion (2) is unique only if the inputs are independent. Then, it can be easily deduced that,
where V y is the total variance of f (x), V i is the marginal variance of x i and
..is is the cooperative fractional variance of {x i 1 , . . . , x is } which quantifies the interactions between {x i 1 , . . . , x is }.
The variance-based sensitivity indices
Eq.(4) leads to the definition of variance-based sensitivity indices,
where S i = V i /V y is the first-order sensitivity index, which measures the amount of the variance of y explained by x i alone. S ij = V ij /V y is the secondorder sensitivity index that measures the amount of the variance explained by the interaction between x i and x j and so on. In practice, two variancebased sensitivity indices are investigated, the first-order sensitivity index S i defined earlier and the total sensitivity index defined as,
Indeed, while S i only measures the marginal contribution of x i to the variance of the outcome, ST i also includes its cooperative contribution with all the other inputs. These sensitivity indices allow to classify f (x) as additive Let us recall the following relationship for three dependent inputs,
where p(x 1 , x 2 , x 3 ) is the joint probability density function (pdf), p(x 1 ) is the marginal distribution of x 1 , p(x 2 |x 1 ) the marginal pdf of x 2 conditioned on x 1 and p(x 3 |x 1 , x 2 ) the marginal pdf of x 3 conditioned on {x 1 , x 2 }. Under the previous assumption, x 2 is dependent of
Similarly,
As a consequence, if we set,
This transformation is nothing else but the one of Rosenblatt (1952) 
Orthogonalisation of the dependent inputs
We discuss in this subsection how to generate an independent sample set from a dependent one. Let us assume, without loss of generality, a set of standardised dependent random variables x. A procedure to derive a set of orthogonal variables is the following,x
Under the assumption that only the first-order conditional moment characterizes the dependences between the inputs, the new variables are orthogonal and independent. A particular case, although common, is when the dependent sample has been generated from a correlation matrix or rank correlation matrix (e.g. with the technique of Iman & Conover 1982) . Then, the correlated variables are pairwise dependent, that is, (11) is not satisfied, then E[x i |x 1 , . . . ,x i−1 ] shall be approximated by a complex multidimensional function similar to equation (2) .
Finally, one can perform the ANOVA-HDMR of the model and define the sensitivity indices of the new variables {S i ,S ij , · · · ,S 1···n }. The orthogonal set so obtained is not unique as it depends on the order of the inputs in the original set. Actually, n! orthogonal sets can be generated in this manner and a huge number of sensitivity indices can be defined.
Applying the procedure given in (Equations 9-10) does not in general provide a set of independent variables, especially when the inputs are not normally distributed. An alternative is then to use Nataf isoprobabilistic transformation which consists in generating orthogonal normal random variables from any set of dependent variables (Nataf 1962 ). In Lebrun & Dutfoy 2009 , it is proved that Rosenblatt and Nataf transformations are equivalent for joint normal distributions (i.e. to the procedure given in Equations 9-10). However, Nataf transformation could make the relationship between the model response and the new variables more complex than using equations (9-10).
Interpretation of the sensitivity indices
The new sensitivity indices are interpreted as follows,
, is the well-known main effect ofx 1 . But since x 1 = x 1 ,S 1 = S 1 is the full marginal contribution of x 1 to the variance of f (x).
•
, is the marginal contribution of x 2 to the variance of f (x) without its correlative contribution with x 1 , sincex 2
is not correlated to x 1 ,
, is the marginal contribution of x 3 to the variance of f (x) without its correlative contribution with {x 1 , x 2 },
• · · ·,
, is the uncorrelated marginal contribution of x n to the variance of f (x).
Indeed,x 1 keeps all information concerning x 1 including its common part with the other variables. Whilex n , the last factor in the iterative procedure, only contains the proper information of x n excluding its dependent part. For convenience, in the sequel, we also notex 2 = x 2−1 ,x 3 = x 3−12 and so on.
It can also be infered that,
12 , since to derive {x 1 ,x 2 } only {x 1 , x 2 } are required.
•S
123 , since to derive {x 1 ,x 2 ,x 3 } only {x 1 , x 2 , x 3 } are necessary, and so on,
, is the uncorrelated total contribution of x n to the variance of f (x).
Besides, according to the law of total variance, that is,
[Insert Figure 1 about here]
we can also infer that,
Computational issues
In order to numerically compute the new sensitivity indices, one has to: (i) generate a sample set of correlated inputs, (ii) deduce from the original dependent sample, a set of independent samples accordingly with equations (9-10),
(iii) compute the variance-based sensitivity indices of interest. We achieve the first step using the procedure of Iman & Conover (1982) , which allows us to generate LHS correlated samples by imposing a given rank correlation matrix. In alternative, the theory of copulas provides computational methods 
Numerical test cases
In the following two examples we are interested in the reduction of the dimensionality of the input space for the analysed model for the subsequent development of a surrogate model with the smallest possible number of inputs. To identify the inputs that could be fixed we look at the unconditional total indices ST u i , which have to be as small as possible. In the case of uncorrelated inputs, this procedure coincides with the factors fixing setting of Saltelli et al. 2006 . However, in the presence of correlation between inputs, we have to test n different orderings of the inputs and the ST u i can be estimated for each of these orders (see Table 3 for a non-linear model). More simply, the first case study is a linear model, therefore the same investigation can be done using only first order sensitivity indices (see Table 1 ).
Analytical test: a linear model
In the first case, we consider the linear simple model y = x 1 + x 2 + x 3 , where the x i 's are standard normal random variables with the following correlation matrix,
In this case, the new independent random variablesx are also normally distributed and it can be proved that (see in appendix):
We investigate the behaviour of such estimates for some different correlation scenarios. Since the model is linear, we only focus on the marginal sensitivity indices S i and the uncorre- Table 1 . For the case (ρ 12 , ρ 13 , ρ 23 ) = (0.5, 0.8, 0), we find that the original threedimensional function can be reduced to a one-dimensional model that only depends on x 1 . x 1 explains 94% of the output variance, while the remaining contribution due to {x 2−1 , x 3−12 } is about 6% (see Table 1 ). Indeed, six ).
For the set {x 2 , x 3 , x 1 } ({x 3 , x 1 , x 2 } resp.) a two dimensional first-order polynomial function of {x 2 , x 3−2 } ({x 3 , x 1−3 } resp.) is necessary. The expressions of the surrogate models are respectively, x 1 ) instead of the original one. This means that, in order to improve the knowledge on y, one should reduce the uncertainty of x 1 . But, if the analyst is only able to improve its knowledge on x 2 and x 3 then the second polynomial is to be employed.
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[Insert Table 1 
Computational test : a non-linear model
The function we analyse in this example was introduced in Jacques et al. The marginal sensitivity indices are gathered in Table 2 . Most of the marginal contributions are null due to the preponderance of interactions within the function. Only the marginal contributions of x 5 and x 6 are non negligible: this is due to the combined effect of non-linearities and strong correlation between these two inputs. Moreover, we can note that, as long as x 5 precedes x 6 in the input set, x 5 contains the full marginal effect while the uncorrelated marginal contribution of x 6 is null and conversely when x 6 is positioned before x 5 (last row in the table).
The uncorrelated total sensitivity indices indicate that all the inputs are important (cf. Table 3 ). The first noticeable result is that the total effects of x 1 and x 2 are identical and remain unchanged whatever the input order. This is explained by the fact that they are not correlated with the other ones and that they just both interact. For {x 3 , x 4 } and {x 5 , x 6 } we find the same behaviour in the results: the total sensitivity indices of x 5 is equal to 0.45 as long as it precedes x 6 in the set, otherwise its effect is 0.10 (the gap equals the uncorrelated marginal effect 0.35). This is easily explained since, as long as x 5 precedes x 6 in the set, only [Insert Table 2 about here] [Insert Table 3 about here]
Conclusion
In this work we have described a computational method to perform sensitivity analysis of pairwise dependent inputs that relies on the Gram-Schmidt 
Appendix
Let us consider the linear model y = x 1 + x 2 + x 3 , where the x i 's are dependent standard normal random variables characterized by the following product moment correlation matrix,
In the following, we derive the possible ANOVA-representations of this model from which the new variance-based sensitivity indices can be computed.
Let us note W the inverse correlation matrix. In the sequel i = j = k and W ij = W ji (W is symmetric). Then, we find,
Besides, it is straightforward to prove that,
while the conditional expectations are,
So, the first decorrelated random variable writes,
It is less easy to prove that,
But, from this latter result, we infer that,
Since the model is linear as well as the dependence amongst the original random variables, it is expected that,
Indeed, if we calculate E [y|x i , x j ] − E [y|x i ] by accounting for equations (14) (15) 23, 20) , after some developments, we find that,
The last result is obtained thanks to equation (18) .
definition (see equation (10)), we prove that,
Only the last equality is an ANOVA-HDMR as defined by Sobol (2001). 
Tables
