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Résumé
Ce papier présente une nouvelle technique pour la localisation d’un
robot mobile autonome dans un environnement structuré. La localisa-
tion est topologique et se base sur les amers visuels. Ces amers sont
des combinaisons de caractéristiques visuelles sélectionnées à l’aide
d’un formalisme mathématique appelé treillis de Galois, ou treillis de
concepts. Pour des très gros contextes, l’approche décentralisée est in-
troduite afin de réduire le nombre de concepts et le temps de construc-
tion du treillis. Les algorithmes complets ont été validés expérimenta-
lement et sont exposés dans ce papier.
Mots-clés : Localisation topologique, navigation, amers visuels,
treillis de Galois, treillis de concepts, robotique mobile autonome
Abstract
This paper presents a new technique for autonomous mobile robot
topological localization in a structural environment. This localization
is based on visual landmarks, which are combinations of visual cha-
racteristic selected thanks to a mathematical formalism called Galois
lattice or concept lattice. For large contexts, a decentralized approch
is introduced in order to reduce the number of concepts and the lat-
tice building time process. All algorithms have been validated through
experimentation and are exposed in this paper.
Key-words: Topological localization, navigation, visual landmarks,
Galois lattice, concept lattice, autonomous mobile robotics
1 INTRODUCTION
Naviguer et se localiser dans un environnement quelconque sont des apti-
tudes qui font appel, chez l’homme, à des processus extrêmement complexes.
Transposée à une machine, à un robot mobile autonome, la technique est en-
core peu maîtrisée, malgré le nombre croissant de capteurs extéroceptifs (ou
externes) disponibles pour apercevoir et appréhender l’environnement.
Parmi ces capteurs, les percepteurs visuels ont un statut particulier : avec
un coût très faible et une mise en œuvre en général simple et rapide, ils
fournissent une information extrêmement riche et très familière de l’espèce
humaine. Il est en effet facile, pour un être humain, d’interpréter une scène
dans une image, il est en revenche impossible de le demander à une machine
aujourd’hui.
La localisation topologique consiste à repérer dans un environnement (ici
structuré) des éléments (visuels) stables et distinctifs qui caractérisent les dif-
férents lieux de l’environnement. Cette approche topologique est donc plus
qualitative que quantitative, contrairement aux approches métriques (Comme
le SLAM : Simultaneous Localisation and Mapping [30], par exemple) plus
coûteuses et moins stables en général. D’un point de vue pratique, dans le
flux d’images que le robot capte à l’aide de sa caméra, il s’agit de discri-
miner des ensembles d’images entre eux, ou en d’autres termes faire de la
classification supervisée. Ces éléments caractéristiques, sous certaines condi-
tions, s’appellent des amers, en l’occurrence ici des amers visuels. Il est alors
nécessaire de les définir correctement en se posant les questions suivantes
(section 2) : qu’est-ce qu’un amer ? Comment le caractériser ? Comment le
sélectionner ?
Ce papier présente une nouvelle méthode pour répondre à ces questions.
Toutes les images issues d’une même pièce sont regroupées dans un en-
semble, et on obtient ainsi plusieurs ensembles d’images à caractériser (sec-
tion 3). Dans un premier temps, pendant la phase d’apprentissage, les re-
lations entre des ensembles d’images et des caractéristiques sont structu-
rées et hiérarchisées à travers un formalisme appelé treillis de Galois, ou
treillis de concepts (section 4). L’utilisation d’une telle structure permet à la
machine de déterminer ses propres amers (section 5) attachés à chaque en-
semble (chaque pièce). Dans un deuxième temps, en utilisant de nouvelles
images issues du même environnement, la machine sera capable de retrouver
à quel ensemble (quelle pièce) elles appartiennent. La section 6 présente le
processus complet, avant d’introduire une approche décentralisée (section 7)
permettant d’obtenir de meilleurs résultats avec des gros contextes. Les ex-
périmentations sont entièrement décrites section 8 avant d’exposer une dis-
cussion et les perspectives (section 9) de notre travail.
Dans notre application, le lien entre des ensembles d’images d’un côté et
des images issues de pièces d’un environnement structuré de l’autre côté est
évident. Cependant la technique développée ici peut être appliquée à tous
ensembles d’images pour d’autres types d’applications.
2 LES AMERS VISUELS
Comme défini dans le dictionnaire Hachette, un amer, terme maritime, est
tout point des côtes très visible (clocher, balise, etc.), porté sur une carte,
servant de repère pour la navigation. Mais dans la langue de Shakespeare,
le terme de "landmark" revêt un sens plus général, comme un bâtiment im-
portant, un lieu à visiter [18] voire même une date importante sur le plan his-
torique. Dans le monde de la robotique mobile, la définition la plus proche
est celle du point de repère au sens strict, que le robot n’a pas spéciale-
ment besoin de visiter, mais surtout de reconnaître. Ainsi trouve-t-on, dans
la littérature consacrée, différentes définitions d’amers telles que "des signes
distinctifs d’une image qui peuvent être aisément reconnus dans une seconde
image obtenue d’un point de vue différent" [21], ou plus simplement "un ob-
jet visuel identifiable dans un environnement" [3]. Habituellement les amers
ne sont pas introduits par une définition formelle mais plutôt à travers des
propriétés spécifiques comme "facilement distinguable" (saillant) [9] ou "lo-
calement unique". Dans un sens plus concret, dans le monde animal, un amer
peut être le soleil (utilisation du compas magnétique par les abeilles [11]), ou
le nord magnétique par exemple ; dans le monde de la robotique mobile auto-
nome, un amer peut être un objet [10], une couleur [31], des points d’intérêt
[28], etc.
Plusieurs classifications d’amers existent, notamment celle qui différen-
cie les amers naturels des amers artificiels. Nous introduisons ici une autre
classification, liée aux capacités de perception et de reconnaissance de la
machine. Nous séparons les amers en trois catégories :
– les amers entièrement pré-définis : une base d’images représentant des
objets est introduite dans le robot [21, 25] qu’il "n’a plus qu’à" recon-
naître ;
– les amers partiellement pré-définis : ces amers potentiels ont une struc-
ture commune. Par exemple, dans [19], les amers sont des formes qua-
drangulaires planes (type affiches murales) que le robot apprend à iden-
tifier et à reconnaître ;
– les amers non pré-définis : aucune hypothèse n’est formulée a priori
pour les amers potentiels. Les principaux travaux ayant une telle ap-
proche sont essentiellement d’inspiration biologique [20, 1, 15]
Notre démarche s’inscrit dans cette dernière catégorie : le robot doit pou-
voir choisir dynamiquement et de façon autonome les amers les plus perti-
nents, afin de construire son propre modèle de l’environnement.
3 PRIMITIVES, CARACTÉRISTIQUES ET PROPRI-
ÉTÉS
Différentes images sont extraites de chaque pièce d’un environnement struc-
turé ; ainsi, à chaque pièce, est attaché un ensemble d’images qu’il est néces-
saire de caractériser. De chacune de ces images, des primitives sont extraites
afin d’en déduire des caractéristiques de l’image, pour aider le robot à trou-
ver des propriétés du lieu. Ainsi les caractéristiques se distinguent des pro-
priétés par le fait qu’elles appartiennent à l’image, alors que les propriétés
appartiennent au monde réel. Nous nous intéressons ici qu’aux caractéris-
tiques.
Plusieurs types de primitives peuvent être extraites dans les différentes
images :
– les primitives structurelles : des segments, avec leur taille et leur orien-
tation, des formes, etc. ;
– les primitives colorimétriques : on extrait les pixels et les objets rouges,
verts, bleus, jaunes, etc. ;
– les primitives photogrammétriques, venant de chaque pixel de l’image :
textures, points d’intérêt, etc. ;
– . . .
On construit et on définit des caractéristiques à partir de ces primitives.
On peut noter que la définition des caractéristiques est générale et inclut
toute caractéristique potentielle, qu’elle appartienne aux images d’intérêt ou
non. Leur pertinence relèvera de la connaissance a priori que nous avons sur
l’environnement. Par exemple, le fait qu’"il y a beaucoup de rouge dans cette
image" peut être une caractéristique, comme le fait qu’"il y ait telle texture".
Dans la pratique, les caractéristiques seront des primitives (seules les plus
stables seront sélectionnées) et des associations de plus haut niveau, les plus
invariantes possibles en rotation, translation, et échelle. C’est pourquoi la
présence de tel ou tel segment n’est pas toujours significative, mais une ca-
ractéristique potentielle sera plutôt le fait qu’"il y ait un grand nombre de
segments parallèles et de même longueur" (typiquement pour une biblio-
thèque).
La binarisation de l’information nécessite un seuillage des attributs conti-
nus. Ce seuillage est pour le moment établi de façon experte par l’opérateur,
essentiellement en fonction de la taille des images. La construction incré-
mentale du treillis (que nous verrons par la suite) à partir des caractéristiques
des images ne permet pas d’établir une adaptativité des seuils. Si certains
seuils sont mal choisis, les caractéristiques correspondantes risquent de ne
plus être pertinentes et seront naturellement éliminées lors de l’apprentissage
des amers. En revenche, cesmauvaises caractéristiques viendront alourdir in-
utillement le processus d’apprentissage.
La première partie de notre démarche est d’extraire les caractéristiques
de chaque image et de regrouper cette information dans une table de cor-
respondance (ou mapping) qui associe à chaque image les caractéristiques
correspondantes. Cette structuration est présentée figure 1.
Ppté 1 Ppté 2 Ppté 3 Ppté 4 … Ppté N
Image 1.1 X X X X
Image 1.2 X X
Image 1.3 X X
… X X
Image 1.n1
Image 2.1 X X
Image 2.2 X X X X
… X X X









FIG. 1 – Structuration de l’information
4 LES TREILLIS DE GALOIS
Les treillis de Galois ont été largement utilisés en Intelligence Artificielle
ces vingt dernières années. Cette théorie a été développée sous le nom d’Ana-
lyse Formelle de Concepts. Plusieurs algorithmes constructifs ont été mis
au point depuis lors [22], et certaines applications concrètes sont apparues
récemment, notamment en fouille de données [29, 24], ou dans le domaine
aéronautique [7]. Nous proposons ici une application au traitement d’images
dans le contexte de la robotique mobile autonome.
En amont de ces applications, on peut noter sur le formalisme les travaux
de Birkhoff aux États-Unis (années 60) sur la correspondances de Galois et
de Barbu et Monjardet en France (années 70) par la suite.
4.1 Formalisme mathématique (1)
Toute l’information visuelle peut être décrite sous forme de concepts, qui
associent des images (objets) avec des caractéristiques. Ces concepts sont
hiérarchisés dans un treillis, permettant la sélection des amers comme com-
binaisons de caractéristiques. Le formalisme complet des treillis de Galois
est décrit dans [2] et [14]. Rappelons ici les principales définitions.
Définition 1
Un treillis est un ensemble ordonné dans lequel deux éléments quelconques
ont une borne supérieure (BS, ou sup) et une borne inférieure (BI, ou inf ).
Un treillis complet est un treillis pour lequel tout sous-ensemble possède une
BS et une BI.
La figure 2 montre différents types d’ensembles ordonnés : une anti-chaîne
(aucun élément n’est comparable à un autre), un ensemble partiellement or-








(c) Treillis (d) Chaîne
FIG. 2 – Différents ensembles. Un treillis est un ensemble ordonné dans
lequel deux éléments quelconques ont une borne sup. et une borne inf.
Définition 2
Un contexteK est un triplet (O,F , ζ) pour lequelO est un ensemble d’objets,
F un ensemble d’attributs et ζ une application binaire deO×F dans {0, 1}.
Dans notre application, les objets sont les images appartenant aux diffé-
rents ensembles situés, les attributs sont les caractéristiques et l’application
ζ est définie par la présence d’une caractéristique f ∈ F dans une image
o ∈ O ; on a alors ζ(o, f) = 1.
Définition 3
Étant donné un contexte K = (O,F , ζ), nous pouvons définir une appli-
cation de P(O) dans P(F) et une application de P(F) dans P(O), notées
identiquement par l’opérateur ′ de la façon suivante :
∀A ⊆ O,A′ = {f ∈ F | ∀o ∈ A, ζ(o, f) = 1} (1)
∀B ⊆ F ,B′ = {o ∈ O | ∀f ∈ B, ζ(o, f) = 1} (2)
Ces deux applications constituent la correspondances de Galois du contexte ;
A′ est appelé dual de A, et de façon similaire B′ est appelé dual de B.
Pratiquement,A′ est l’ensemble des attributs communs à tous les objets de
A, et B′ est l’ensemble des objets qui possèdent en commun tous les attributs
de B. On peut trouver les propriétés des correspondances de Galois dans [5].
Nous pouvons maintenant énoncer la définition d’un concept :
Définition 4
Etant donné un contexte K = (O,F , ζ), le couple C = (A,B) est appelé un
concept de K si et seulement si A′ = B et B′ = A.
Définition 5
A est appelé l’extension du concept C et B est appelé son intension. On note
A = extent(C) et B = intent(C).
L’ensemble de tous les concepts d’un contexte K s’appelle L(K) ou sim-
plement L pour abréger les notations s’il n’y a pas d’ambigüité. On peut
prouver le théorème suivant [14].
Théorême 1
Soient C1 = (A1,B1) et C2 = (A2,B2) un couple de concepts alors C1 ∨
C2 = ((A1 ∪ A2)′′,B1 ∩ B2) et C1 ∧ C2 = (A1 ∩ A2, (B1 ∪ B2)′′) sont des
concepts.
Ce résultat peut être étendu à tout ensemble I de concepts. On notera CI =
(AI ,BI) =
∨
i∈I Ci et de même CI = (AI ,BI) =
∧
i∈I Ci
Alors l’ensemble des concepts L muni de la relation d’ordre ⊆ (inclusion)
sur ses extensions est un treillis complet.
Définition 6
Le treillis complet L(K) des concepts d’un contexte K est appelé le treillis
de Galois ou le treillis de concepts.
4.2 Les algorithmes de construction de treillis
Il existe deux familles d’algorithmes de construction de treillis : les algo-
rithmes incrémentaux et les algorithmes non incrémentaux. Les algorithmes
incrémentaux (Godin [17], Carpineto & Romano [6], Norris [27], . . .) cons-
truisent le treillis au fur et à mesure que les objets arrivent, alors que les algo-
rithmes non incrémentaux (Cheïn [8],Ganter [13], Bordat [4],. . .) construisent
le treillis une fois le contexte entièrement connu.
Plusieurs travaux se sont attachés à comparer les algorithmes de construc-
tion de treillis entre eux, essentiellement en termes de complexité algorith-
mique et temps de calcul. Notons ceux effectués par Kuznetsov et al. [23] et
par Nguifo et al. [26].
5 LES AMERS
Une fois l’information synthétisée dans un treillis de concepts, il est né-
cessaire d’extraire les amers du treillis sous forme de combinaisons de ca-
ractéristiques.
5.1 Utilisation des concepts pour la sélection d’amers
Le lien entre concept et amer se définit de la façon suivante :
Définition 7
Considérons un contexte (O,F , ζ) et un sous-ensemble d’objetsA ⊆ O. On
dit qu’un sous-ensemble B de F est un amer de A si et seulement si
– B′′ = B,
– et B′ ⊆ A.
La première condition permet de limiter l’espace des combinaisons de ca-
ractériques possibles (2card(F)). La seconde condition permet la caractérisa-
tion de l’ensemble souhaité.
Un amer est donc l’intension d’un concept du treillis construit.
5.2 Définitions formelles des amers dans un contexte
partitionné
5.2.1 Définition générale
On se donne dans ce qui suit un contexte propre (O,F , ζ), et une partition
(Oθ)θ∈Θ de son ensemble d’objets. L’ensemble Θ est appelé ensemble des
sites, ou plus généralement ensemble des classes dans le contexte d’une
classification générale.
Définition 8
On dit qu’un sous-ensemble B de F est un amer de θ ∈ Θ si et seulement si
– B′′ = B,
– et B′ ⊆ Oθ.
Ainsi un amer est un ensemble de caractéristiques dont l’occurrence si-
multanée n’est effective que dans certaines images du site à caractériser.
5.2.2 Amer plein
En particulier, si un amer B est un ensemble de caractéristiques simulta-
nément présentes dans toutes les images du site à caractériser, et seulement
dans celles-là, on parle alors d’amer plein :
Définition 9
On dit qu’un sous-ensemble B de F est un amer plein de θ ∈ Θ si et seule-
ment si
– B′′ = B,
– et B′ = Oθ.
L’existence d’amers pleins rend la classification simple à mettre en œuvre,
mais en général la propriété de présence dans toutes les images n’est pas
vérifiée.
5.2.3 Amer maximal
Dans le cas où il n’existe pas d’amer plein, afin de limiter le nombre
d’amers à considérer (et à retenir), il est intéressant d’introduire les amers
maximaux :
Définition 10
Un amer maximal est un amer minimal pour l’inclusion dans l’ensemble
des amers d’un site.
En effet, si deux amers sont comparables, un amer sera supérieur à l’autre
s’il décrit un ensemble d’images plus important.
5.2.4 Couverture
La couverture d’un site se définit de la façon suivante :
Définition 11
Considérons les images Oθ d’un site θ ∈ Θ et l’ensemble Nθ des amers
{Bi}i=1...Nθ de ce site. On dit que le site θ est couvert, ou que les images




Dans le cas où il existe un amer plein d’un site, la couverture est évi-
dente. Dans l’autre cas, certaines images peuvent ne pas être couvertes par
des amers. Il est clair que s’il existe une couverture du site, elle se fait par les
amers (non pleins) maximaux.
6 CONSTRUIRE UN CLASSIFIEUR À L’AIDE D’A-
MERS
Dans cette partie, nous exposons le raisonnement complet relatif à l’ex-
traction d’amers de chaque ensemble d’images dans un premier temps, puis
l’utilisation des ces amers dans un deuxième temps.
Notre approche ici diffère essentiellement de par l’aspect topologique de
l’environnement, qui amène vers l’approche décentralisée développée plus
loin.
Détaillons quelque peu notre application. Nous disposons d’un ensemble
d’images issues d’un environnement structuré. Chaque image appartient à
une pièce particulière de cet environnement, lieu où elle a été prise par un ro-
bot équipé d’une caméra CCD. L’ensemble des images est donc partitionné
en fonction du nombre de pièces. Notre objectif est de donner au robot les
moyens de se repérer sur une carte topologique3 (et, dans un futur proche,
3Une carte topologique d’un environnement structuré est un graphe pour lequel (en général,
mais pas nécessairement) chaque nœud représente une pièce de l’environnement et chaque arc
un passage entre deux pièces.
de construire la carte) de cet environnement. Il s’agit, de façon basique, d’un
problème de classification supervisée. La règle de décision est extraite à par-
tir d’un ensemble d’images appartenant à une base d’apprentissage. La règle
est formalisée pour chaque sous-ensemble (un sous-ensemble correspondant
à une pièce) en y associant un ensemble d’amers. Certaines images peuvent
échapper à la règle de décision, et des erreurs d’apprentissage peuvent appa-
raître.
Un amer est une entité propre à chaque pièce ; même si son occurrence est
très faible, cette entité est caractéristique de la pièce. Ce qui diffère des ap-
proches plus traditionnelles de classification supervisée (comme les treillis
de Galois alpha [32], ou tout autre système de classification supervisée dé-
crits dans [12]).
Il existe classiquement deux phases dans notre processus : la phase d’ap-
prentissage, qui étiquette à chaque pièce un ensemble d’amers, et la phase de
généralisation (ou de classemement), qui utilise ces amers pour reconnaître
telle ou telle pièce à partir de nouvelles images.
6.1 Phase d’apprentissage : extraction des amers
Dans un premier temps, il est nécessaire d’extraire les primitives de chaque
image. Les algorithmes utilisés sont relativement classiques.
Pour extraire les segments, l’image est dérivée à l’aide du filtre de Canny.
Ensuite, les contours sont extraits puis une approximation polygonale de type
Douglas-Peucker est appliquée. Enfin, les segments sont issus des polygones
présents dans l’image.
Pour extraire les couleurs, on utilise la représentation ITS (Intensité, Teinte,
Saturation) relativement stable car la teinte (longueur d’onde principale) et la
saturation ("pureté" de la teinte) sont isolées de l’intensité. Ensuite, pour ex-
traire des objets dans l’image, c’est-à-dire des ensembles de pixels connexes
de même intensité, des filtres et opérateurs morphologiques permettent rapi-
dement de les détecter. Un petit élément structurant (carré 15×15) permet de
détecter un petit objet si l’érodé est non vide, et de la même façon un grand
élément structurant permet de détecter un grand objet.
Ensuite, dans un deuxième temps, les éventuelles caractéristiques sont dé-
duites de ces primitives, et l’on remplit ainsi la table de correspondance entre
les images d’un côté, et les caractéristiques de l’autre.
Dans un troisième temps, le treillis de Galois de la table est construit, hié-
rarchisant ainsi les ensembles de caractéristiques les unes par rapport aux
autres. Dans la pratique, un autre treillis est construit, appelé treillis d’héri-
tage [16]. Un treillis d’héritage est un treillis de h-concepts. Un h-concept
C˜, correspondant à un concept C, ne comporte dans son extension que les
nouveaux objets relatifs à ses descendants, et dans son intension que des
nouvelles caractéristiques relatifs à ses ascendants.
Il est nécessaire enfin, dans un quatrième temps, de sélectionner les amers.
Pour cela, il est possible d’utiliser soit le treillis "classique" construit, soit le
treillis d’héritage.
Considérant tous les concepts Cθ du treillis classique relatifs à une même
pièce θ, c’est-à-dire les concepts qui ont pour extension que des images de
cette pièce, les amers sont les intensions de ces concepts.
Considérant tous les h-concepts C˜θ du treillis d’héritage relatifs à une même
pièce θ, il est nécessaire de sélectionner. . .
1. les h-concepts relatifs à la pièce θ ;
2. les h-concepts ascendants et descendants des h-concepts relatifs à cette
pièce ;
3. et les h-concepts qui n’ont pas comme descendants un h-concept dont
l’extension renferme une image issue d’une autre pièce θ∗ 6= θ.
Les amers sont les intensions des h-concepts ainsi sélectionnés. Dans cer-
tains cas où les h-concepts du treillis d’héritage ne donnent pas de résultat,
il est alors nécessaire de retrouver l’intension du concept correspondant, en
regroupant les attributs des h-concepts amonts.
La notion de h-concept maximal est identique à précédemment, mais la dé-
finition est différente en ce sens où il n’y a plus d’inclusion possible entre les
sous-ensembles d’attributs. Aussi un h-concept maximal se définit-il structu-
rellement dans le treillis, à savoir qu’un h-concept est maximal s’il n’existe
pas de h-concept en amont dans le treillis.
Une fois les images analysées et le contexte général extrait, l’algorith-
mique de sélection d’amers est présentée figure 3.
1. Construire le treillis de Galois ou le treillis d’héritage correspondant au
contexte
2. Si (treillis de Galois), pour chaque pièce :
21. Sélectionner les concepts ayant pour extension uniquement des images
de la pièce considérée
22. Sélectionner les amers comme intensions des concepts sélectionnés
3. Si (treillis d’héritage), pour chaque pièce :
31. Sélectionner les h-concepts ayant pour extension uniquement des images
de la pièce considérée
32. Sélectionner les ascendants et les descendants de ces h-concepts
33. Éliminer les h-concepts qui ont pour descendants des h-concepts qui
renferment des images d’autres pièces dans leur extension
34. Sélectionner les h-concepts maximaux
35. Enfin, si nécessaire, lire les intensions des concepts correspondants aux
h-concepts
FIG. 3 – Algorithme général de sélection d’amers.
6.2 Phase de généralisation : Reconnaissance de la
pièce
Une fois les amers sélectionnés, nous considérons une nouvelle image is-
sue des mêmes pièces mais différente de celles utilisées lors de l’apprentis-
sage. Les primitives sont extraites et les caractéristiques déterminées. Plu-
sieurs cas sont possibles :
– si l’ensemble des caractéristiques inclut un ou plusieurs amers d’une
seule et unique pièce, alors il est possible de conclure que l’image ap-
partient à cette pièce ;
– si l’ensemble des caractéristiques n’inclut aucun amer, on ne peut pas
conclure et le robot a pour tâche de se déplacer et de prendre une autre
image (on parle alors de "vision active") ;
– si l’ensemble des caractéristiques inclut un ou plusieurs amers de plu-
sieurs pièces différentes, alors non seulement on ne peut conclure, mais
également le processus d’apprentissage est remis en cause.
Une des propriétés particulières de classification à l’aide de treillis est l’ab-
sence d’erreur d’apprentissage. En revenche, il admet des "non-décisions"
sur certaines images. La remise en cause du processus d’apprentissage lors
de la phase de généralisation consiste donc à deux choses : la première est de
signifier que l’échantillon d’apprentissage n’est pas "suffisamment" repré-
sentatif ; la seconde -lorsque cela est possible- est de mettre à jour le treillis
si cette image est correctement située a posteriori.
7 L’APPROCHE DÉCENTRALISÉE
La précédente approche donne de très bons résultats pour des contextes
de petite taille (moins de 100 objets / caractéristiques). Cependant, la com-
plexité exponentielle des algorithmes (voir [22]) ne permet pas de travailler
dans de très gros contextes. De plus, l’exploitation du treillis risque d’être
délicate de par sa complexité hiérarchique entre les concepts : il peut y avoir
tant de concepts et tant de correspondances entre eux qu’aucun amer ne pour-
rait être sélectionné.
C’est pourquoi nous introduisons ici une approche décentralisée pour gérer
les données. L’idée principale est de construire non plus un seul treillis pour
l’ensembles des images mais autant de treillis qu’il existe de pièces. Ces
treillis seront de taille plus réduite, mais il sera alors nécessaire de considérer
les interactions entre treillis. Cette approche présente beaucoup d’avantages
(voir section 8.2) en termes de temps de calcul et de lisibilité.
7.1 Formalisme mathématique (2)
Nous définissons ici les contextes, concepts et treillis locaux puis locaux
modifiés dont nous avons besoin plus loin dans notre application.
Définition 12
Le contexte général ou contexte globalK est le contexte relatif à l’ensemble
des objets O, l’ensemble des attributs F , et l’application ζ : O × F →
{0, 1} ; on a alors K = (O,F , ζ).
Le contexte général est alors divisé en sous-contextes, relatifs à chaque
ensemble.
Définition 13
Soit O = {Oθ}θ∈Θ les sous-ensembles d’objets du contexte général K, on
a alors O = ⊕j θj . θj est appelé classe d’objets relatif au sous-ensemble
d’objets concerné.
Définition 14
On appelle application locale ζθ la restriction de ζ à la classe d’objets θ.




Soit K un contexte multi-classes, on appelle contexte local Kθ relative à la
classe θ le contexte Kθ = (θ,F , ζθ)
Une fois les contextes locaux définis, il est simple de définir les concepts
locaux et treillis locaux :
Définition 16
On appelle concept local Cθ tout concept issu du contexte local Kθ.
Définition 17
On appelle treillis de Galois local Lθ le treillis issu du contexte local Kθ.
Cependant, comme nous allons le voir, les contextes locaux vont être mo-
difiés par la sélection préalable d’attributs. Nous définissons donc :
Définition 18
Soit Kθ un contexte local et ζ ′θ une modification de l’application locale ζθ.
On appelle contexte local modifié le contexte K′θ = (θ,F , ζ
′
θ).
De la même façon que précédemment, il est possible de définir les concepts
locaux modifiés et treillis locaux modifiés :
Définition 19
On appelle concept local modifié C′θ tout concept issu du contexte local
modifié K′θ.
Définition 20
On appelle treillis de Galois local modifiéL′θ le treillis local issu du contexte
local modifié K′θ.
Nous pouvons également définir des amers pleins à partir de la structure
des treillis locaux modifiés.
7.2 Sélection de caractéristiques
À chaque sous-ensemble est ainsi associé un treillis, qui sera simplifié en
enlevant des caractéristiques non essentielles dans une classe. En effet, il est
nécessaire de retirer des caractéristiques soit qui alourdissent inutilement un
contexte local, soit que ne permettent pas de distinguer les classes entre elles.
Une caractéristique i sera considérée comme essentielle dans la classe θ
si sa fréquence d’apparition ri,θ dans la classe θ est bien supérieure à sa
fréquence d’apparition ri,θ∗ 6=θ dans toute autre classe θ∗ du contexte général.
Notre heuristique se base donc sur un taux relatif τi,θ,θ∗ = ri,θ/ri,θ∗ . Si
∀θ∗ 6= θ, τi,θ,θ∗  1, la caractéristique i est gardée pour la classe θ ; sinon,
elle en est retirée.
Ainsi, l’ensemble des caractéristiques relatives à chaque classe, hiérarchi-
sés dans le treillis, forment les amers de chaque sous-ensemble.
7.3 Algorithme général
L’algorithme général de sélection d’amers avec l’approche décentralisée
est exposé figure 4. Notons que le processus de décision est identique que
précédemment (section 6.2).
1. Pour chaque site θ,
2. Pour chaque caractéristique i,
3. Calculer le taux de présence ri,θ
4. Fin Pour
5. Fin Pour
6. Pour chaque site θ,
7. Pour chaque caractéristique i,
8. Pour chaque site θ∗ 6= θ,
9. Si τi,θ,θ∗ ' 1 or τi,θ,θ∗  1
10. Modifier le contexte local




14. Construire les treillis locaux modifiés
15. Extraire les amers
16. Fin Pour.
FIG. 4 – Algorithme général de la sélection d’amers par approche décentra-
lisée.
8 EXPÉRIMENTATIONS
Plusieurs expérimentations ont été menées afin de valider ces nouvelles
techniques de sélection d’amers visuels. Nous en exposons trois différentes :
– la première expérimentation (approche centralisée) expose les résultats
détaillés avec un petit contexte (15 images d’apprentissage, 22 images
de test, et 50 caractéristiques), le but étant de concrétiser et d’expliciter
les notions théoriques développées dans ce papier ;
– la seconde expérimentation (approche décentralisée) utilise le même
contexte que ci-dessus, puis compare les temps de traitement pour des
contextes stochastiques de taille variable ;
– la troisième expérimentation expose un cas réel de robotique mobile,
avec un contexte beaucoup plus important (177 images d’apprentissage,
151 images de test, et 66 caractéristiques) et compare les résultats obte-
nus avec un réseau de neurones optimisé.
Dans tous les cas, le processus de prise d’images se déroule en deux temps :
un premier temps pour la phase d’apprentissage, suivi d’un deuxième temps
pour la phase de test.
8.1 Approche centralisée
Nous avons mis en œuvre cette approche à partir d’images issues de pièces
différentes d’un environnement structuré, en l’occurrence une partie du LAAS.
Un ensemble de 15 images ont servi de base d’apprentissage, réparties en
4 pièces différentes, et nous considérons ici 50 caractéristiques potentielles,
numérotées de #1 à #50 :
– peu de pixels (> 50), des pixels (> 300), beaucoup (> 3000) de pixels
de rouge, vert, bleu, cyan, magenta, jaune (3× 6 = 18 caractéristiques),
petit (> 15 × 15), moyen (> 50 × 50) ou gros (> 75 × 75) objet R-V-
B-C-M-J (18) ;
– un grand nombre (> 50), un très grand nombre (> 100) de segments
horizontaux, verticaux, ou de direction quelconque (3 × 2), un grand
nombre, un très grand nombre de segment horizontaux, verticaux ou de
même orientation (2 + 2 + 2 = 6), un grand nombre, un très grand
nombre de segments de même taille (2).
Ensuite, la table de correspondance a été remplie et le treillis correspondant
construit (algorithme de Carpineto & Romano[6]), figure 5.
Pour chaque ensemble d’images, les concepts correspondants ont été trou-
vés et l’on obtient (table 1) :
– pour le premier ensemble (images 1,2), {#42 et #45} est un amer plein
et {#22.#28.#39} un amer non plein ; {#42 et #45} (un grand nombre et
un très grand nombre de segments horizontaux) est un amer maximal de
couverture totale ;
– pour le deuxième ensemble (images 3,4,5,6), {#5} est un amer plein et


























FIG. 5 – Treillis global correspondant à notre application.
est l’amer maximum qui couvre ce site ;
– pour le troisième ensemble (images 7,8,9,10), pas d’amer plein mais
quatre amers non pleins : {#19}, {#41}, {#38.#44.#49}, {#15.#17.#18}
et {#14}. Parmis ces amers non pleins, l’amer {#14} couvre les amers
{#19} et {#15.#17.#18}, et l’amer {#41} couvre les amers {#19} et
{#38.#44.#49}. Ces amers ({#14} : peu de pixels bleus et {#41} : un
gand nombre de segments verticaux) sont donc maximaux et l’on peut
montrer également qu’ils forment une couverture totale ;
– et pour le dernier ensemble (images 11,12,13,14,15), {#7} est un amer
plein et {#8} un amer non plein. {#7} (des pixels verts) est un amer
maximal qui couvre ce site.
Il est a priori inutile de retenir tous les amers possibles. Aussi, s’il existe
des amers pleins dans une classe, on éliminera les amers non pleins. Dans
le cas contraire, parmi les amers non pleins, on ne retiendra que les amers
maximaux.
Enfin, pour la phase de test, 20 nouvelles images ont été prises dans les
quatre pièces différentes. 18 ont été correctement situées (c’est-à-dire que le
système a su reconnaître le lieu où elles ont été prises), les deux dernières ne
permettant aucune conclusion.
Dans l’application qui nous concerne, si une image n’est pas située, cela
n’a aucune importance dans le sens où le robot est capable de "regarder
ailleurs" et d’extraire d’autres images de la pièce où il se situe pour recon-
naître cette pièce.
Lieu Amer Amers Amers
plein non pleins maximaux
Pièce no1 {#42.#45} {#22.#28#˙39} {#42.#45}
Pièce no2 {#5} {#6},
{#3.#32}
{#5}







Pièce no4 {#7} {#8} {#7}
TAB. 1 – Les différents amers
8.2 Approche décentralisée
Nous avons fait deux expériences : la première montre l’intérêt d’une ap-
proche décentralisée en terme de temps de calcul et nombre de concepts glo-
bal, et la seconde reprend le contexte précédent en comparaison avec l’ap-
proche centralisée.
8.2.1 Temps de calcul et nombre de concepts
L’algorithme ci dessus a été testé sur des contextes carrés aléatoires de
taille 5 × 5 à 35 × 35, avec trois classes. La densité est de 20%, similaire à
celle obtenue en expérimentation réelle. L’algorithme λ est l’algorithme de
Carpineto & Romano. La figure 6 montre l’avantage, au delà de 25 objets,








































FIG. 6 – Nombre d’objets/propriétés, temps et nombre de concepts.
8.2.2 Résultats
L’approche décentralisée a permis de construire les treillis locaux présen-
tés figure 7. Il suffit alors de lire les amers (table 1) à partir de ces treillis
(figure 7), ce qui se fait de façon bien plus simple que précédemment. Il est
à noter que les résultats (amers) sont identiques, c’est pourquoi nous nous


















FIG. 7 – Les treillis locaux correspondants aux quatre pièces de l’environne-
ment.
8.3 Application réelle à la robotiquemobile autonome
Une expérimentation réelle de plus grande échelle a été menée afin de
comparer notre approche avec une autre approche plus classique, les réseaux
de neurones.
Le robot se déplace dans quatre pièces du laboratoire et acquiert les images
dans un flux continu (2 Hz). Le nombre de caractéristiques potentiels a été
étendu à 66, en y incluant des contrastes couleurs et des informations de lu-
minosité. Le robot obtient donc une table de 177 × 66 dont le treillis, qui
comprend 5265 concepts, est construit (en langage C) en huit secondes sur
une machine AMDAthlon 2400+. L’algorithme utilisé pour cette expérimen-
tation est l’algorithme de Norris, plus rapide que le précédent.
Au total, 883 amers ont été extraits et 42 amers (non pleins) maximaux ont
été retenus (tableau 2).
Pendant la phase de test, 32 images différentes sont issues de la première
pièce. Le robot y cherche dans chacune d’elles des amers enregistrés lors
de l’apprentissage : une image contient deux amers ambigus (un de la place
1, un de la place 3), une image contient un amer d’une autre pièce, 14 ne
contiennent pas d’amers, et 17 images contiennent uniquement des amers
relatifs à cette pièce. On en déduit un taux de réponse de 53,1% (17/32), un
taux de bonne réponse de 50% (16/32) dans l’absolu et de 94,1% (16/17)
parmi les réponses, et enfin un taux d’erreur absolu de 3,13% (1/32) et relatif









Place#1 0 194 9
Place#2 0 316 8
Place#3 0 291 17
Place#4 0 82 8
Total : 0 883 42
TAB. 2 – Extraction d’amers.
3 (NI : nombre d’images ; NR : nombre de réponses ; NR+ : nombre de ré-
ponses justes ; NR- : nombre de réponses fausses.)
Place NI NR NR+ NR-
Place#1 32 17 (53.1%) 16 (94.1%) 1 (5.88%)
Place#2 50 13 (26%) 12 (92.3%) 1 (15%)
Place#3 31 10 (32.3%) 10 (100%) 0 (0%)
Place#4 38 20 (52.6%) 19 (95%) 1 (5%)
Total : 151 60 (39.8%) 57 (95%) 3 (5%)
TAB. 3 – Résultats obtenus avec un treillis de Galois.
Il est à noter que la phase de test s’effectue sur des images différentes
de la phase d’apprentissage. Sur la base d’apprentissage, le taux de bonnes
réponses relatif est évidemment de 100%, mais le taux de réponses absolu
est plus faible (88%, 43,1%, 85,7% et 54,8% respectivement pour chaque
pièce). Ceci est dû essentiellement au fait qu’une image qui contient de l’in-
formation a priori n’en contient plus a posteriori, celle-ci étant commune à
plusieurs pièces.
Afin de comparer ces résultats, un réseau de neurones à été mis en œuvre
sous MATLAB composé de 66 neurones dans la couche d’entrée (corres-
pondants aux 66 caractéristiques), 66 neurones dans la deuxième et quatre
neurones dans la couche de sortie (correspondants aux quatre pièces de l’en-
vironnement). La fonction d’apprentissage est une descente de gradient avec
rétro-propagation (traingda), avec une fonction de transfert de type tangente-
sigmoïde pour chaque couche. Le réseau ainsi construit est optimal, eu égard
aux très nombreuses configurations différentes testées pour obtenir le meilleur
résultat possible. Les algorithmes de type Levenberg-Marquardt ou régu-
lation bayésienne, plus efficaces en général, échouent ici principalement à
cause d’un nombre d’entrées trop important.
Á chaque image d’entrée le réseau fournit une réponse qui correspond, à
une normalisation près, à la probabilité d’appartenance à chaque pièce. Après
convergence de l’apprentissage (correspondant à 700 "époques" environ), le
meilleur taux de réponse obtenu sur la base d’apprentissage est de 5% et sur
la base de test est de 30%. . . De plus, une très grande variabilité caractérise
ces résultats : ces chiffres optimum ne sont donnés par le réseau qu’un fois
sur dix environ.
Afin d’avoir une comparaison plus rigoureuse sur le plan scientifique, on
donne la possibilité au réseau, comme dans notre technique, de ne pas ré-
pondre à une entrée. Dans la pratique, si la probabilité maximale d’être dans
une pièce est, avec un seuil donné, supérieure à la probabilité d’être dans
tout autre pièce, le résultat est validé. Ce seuil est calculé de façon adapta-
tif afin d’avoir le même taux de "non-réponse". Ainsi, le réseau ne répond
que s’il est relativement sur de sa réponse. Les résultats présentés tableau 4,
bien qu’optimaux pour un réseau de neurones, montrent une efficacité moins
importante que l’approche que nous proposons ici.
Place NI NR NR+ NR-
Place#1 32 17 (53.1%) 17 (100%) 0 (0%)
Place#2 50 17 (26%) 17 (100%) 0 (0%)
Place#3 31 14 (45.2%) 10 (71.4%) 4 (28.6%)
Place#4 38 12 (31.6%) 10 (83.3%) 2 (16.6%)
Total : 151 60 54 6 (10%)
TAB. 4 – Résultats avec un réseau de neurones optimisé.
9 DISCUSSION ET PERSPECTIVES
Nous avons décrit dans ce papier une nouvelle application de la théorie
des treillis de Galois, afin de caractériser par apprentissage des ensembles
d’images. La motivation principale de ce travail vient du monde de la robo-
tique mobile autonome : notre but est de permettre à un robot de caractéri-
ser les ensembles d’images issues des différentes pièces d’un environnement
structuré, afin de reconnaître chaque ensemble et donc de savoir se situer
dans l’environnement.
Nous avons validé notre architecture générale à travers des expérimenta-
tions sur des ensembles d’images réelles du laboratoire. Nous avons déve-
loppé une approche dite décentralisée, dans le sens où l’on ne construit plus
un treillis général de l’environnement mais n treillis pour les n pièces : on
les appelle alors treillis locaux attachés aux différentes pièces. Les premières
expérimentations dans ce sens donnent de bons résultats.
Les primitives que nous utilisons ici sont relativement simples et de bas
niveau. Il est souhaitable pour perfectionner les résultats d’avoir des caracté-
ristiques plus évoluées, éventuellement avec une sémantique quelconque. En
revanche, notre système est ouvert, dans le sens où toute information (et pas
seulement visuelle) peut être intégré dans notre processus.
D’autres méthodes de classification supervisée pourrait utiliser les mêmes
données initiales pour résoudre des problèmes de classification. Les réseaux
de neurones ou les arbres de décisions semblent les plus indiqués pour cela,
et seront testés dans un futur proche. Entre autres, les arbres de décision ont
été utilisés pour caractériser les caractères manuscrits utilisant des tags [33]
qui peuvent être comparés à nos caractéristiques. Ces techniques ont leurs
propres limitations. Les réseaux de neurones convergent très difficilement
dès lors que le nombre de neurones dans la couche d’entrée est important.
De plus, leur initialisation aléatoire rend l’apprentissage non déterministe.
Enfin, la structure du réseau reste très problématique à définir. Les arbres
de décision, quant à eux, sont peu flexibles et il est nécessaire d’utiliser une
heuristique extrinsèque (comme utiliser la propriété qui sépare l’ensemble
des données en deux parties identiques) pour chaque nœud de l’arbre.
Habituellement il est préférable d’avoir un processus de navigation et d’ori-
entation en ligne, afin de limiter les erreurs propres à tout approche statis-
tique : si une erreur survient ou une indétermination apparaît, le robot doit
pouvoir réagir en temps réel pour par exemple prendre de nouvelles images
afin d’affiner sa décision, et éventuellement modifier sa base d’apprentissage,
le (ou les) treillis correspondants et donc ses amers. Notre approche permet
une certaine souplesse par la redondance d’informations, à travers les nom-
breux concepts. Et ce contrairement aux arbres de décision classiques. Dans
le processus de construction des arbres de décision de [33], les nœuds per-
tinents des arbres sont sélectionnés en maximisant une fonction d’entropie.
Il sera ainsi difficile pour le système de gérer des informations contradic-
toires. De fait il y a un compromis à trouver entre redondance et robustesse
dans l’apprentissage symbolique des treillis de Galois d’un côté, et leur com-
plexité d’autre part.
La principale limitation de notre approche est le faible taux de réponse
donné sur des images d’entrée. Dans le contexte de la robotique mobile, le
robot est actif, dans le sens où il lui est possible, s’il ne trouve pas d’amers,
de se mouvoir et de chercher dans le lieu des amers. On parle alors de vision
active. Nous nous attachons à développer un processus complet incluant cette
notion.
Enfin, les amers considérés dans ce papier sont des amers visuels, dans le
sens où ils ne sont que des caractéristiques issues de la perception visuelle, et
ne sont pas reliés à des objets physiques. Le passage de la vision (caractéris-
tiques) au monde réel (propriétés) n’est pas évident à instaurer, mais pourra
être considéré à plus ou moins long terme afin d’améliorer notre apprentis-
sage et d’avoir une approche plus "humaine" des amers de l’environnement.
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