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Superposition is the historical term for sum when the summands are point
processes. It is a standard result that the superposition of independent and uniformly
sparse processes converges in distribution to a Poisson process as the number of
processes and the sparseness increase; a fact which forms for example the theoretical
backing for many Poisson models of random occurrences in time.
Convergence results of this type were ﬁrst examined in the context of mass service
in telecommunications, with Palm [22] and Khinchin [20] being the ﬁrst sources of
formal proofs for Poisson limit theorems, albeit under quite strong assumptions. A
general Poisson limit theorem for independent superpositions was then obtained by
Grigelionis [16] for the state space Rþ, versions for more universal state spaces in
[15,17]. We formulate Kallenberg’s version of Grigelionis’ theorem below. A
discussion of results with general inﬁnitely divisible point processes in the limit can
be found in [21]. Note in particular Theorem 3.4.2, which contains Grigelionis’
theorem as a special case. All the sources mentioned so far restrict themselves to
superpositions of independent point processes. Corresponding results for dependent
(mixing) point processes with Poisson and compound Poisson processes in the limit
can be found in [2]. A ﬁrst weak distance estimate for the ﬁnite dimensional
distributions of an independent superposition on the real line was obtained in
Theorem 2 of [16]. A much stronger result in total variation distance for
superpositions of processes with dependent numbers but independent positions of
points is an immediate consequence of Theorem 10.H in [5]. Many rather specialized
contributions have to go unmentioned here. For a listing of authors of the more
general results left out above the reader is referred to the historical remarks for
Chapters 6 and 7 in [18] and the introduction of [25] (note the article itself).
In the present study, we focus on Poisson process approximation of dependent
superpositions, which is the same setting as in [2, Section 2]. We give an explicit
upper bound for a Wasserstein-type of distance (denoted by d2 and called the
Barbour–Brown distance) between the law of such a superposition and a Poisson
process law. d2 has proved to be a useful metric between point process distributions
in many instances. See the references at the end of this section, given after the
deﬁnition and some elementary results.
Our proof is based on Stein’s method for Poisson process approximation as
presented in [3]. A short account of this method can be found in the appendix. Stein’s
method in general is known especially for making no fundamental distinction
between independent random elements and different degrees of weakly dependent
random elements, which makes it possible to analyze the situation of moderately
dependent point processes (where the dependence is controlled by a mixing
condition) without too much difﬁculty.
After the removal of all but at most one point from each of the superimposed
point processes, Stein’s method is applied directly in our proof. Another strategy
would be to align the point processes in a bigger state space, assembling a marked
process of the form
P
i2N di  xi instead of the superposition
P
i2N xi, so that the
dependence between the point processes xi is expressed as spatial dependence. There
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[4], Theorem 2.3 in [11], or, in special cases, Theorem 2.A in [23]. It can easily be seen
that the bounds obtained by these theorems for the approximation of the marked
process are then also valid for the corresponding superposition approximation. The
results derived in such a manner have similar ﬂavor as the estimate presented in this
paper, but are still quite different in certain aspects, especially in the way the
dependence between the point processes enters the upper bound.
A detailed comparison with other related results is given in Remark 2.4. Our
estimate typically performs well compared to these results. It is much more generally
applicable than the distance estimates previously obtained (usually in the stronger
total variation distance), and it yields bounds that imply convergence under
conditions very similar to those of previous limit theorems.
In Section 3, we give an application of our upper bound in the context of a spatial
birth–death model. We examine the development of an animal population modeled
by assigning a birth–death process to each of the individuals. These processes may
depend on each other according to the spatial arrangement of the animals. We show
that the events occurring in the population over a short period of time are
approximately composed of two independent Poisson processes, one for the births
and one for the deaths, and give explicit bounds for the approximation.
In the remainder of this introduction we give the necessary deﬁnitions and
notation along with some basic results. For the whole article let X be a locally
compact, second countable Hausdorff space (lcscH space). Denote by B the Borel
s-algebra on X, and by Bl for any measure l on X the algebra fB 2 B; lðqBÞ ¼ 0g.
Write furthermore M and N for the space of boundedly ﬁnite measures on X (i.e.
measures which take ﬁnite values at every relatively compact set) and the subspace of
boundedly ﬁnite point measures on X, respectively, and denote the usual s-algebras
on these spaces by M resp. N (see [18, Section 1.1] for the corresponding deﬁnitions).
A point process is then deﬁned as a random element of ðN;NÞ. Convergence in
distribution of point processes is deﬁned with respect to the vague topology on N
(see [18, Section 15.7]) and written in the form xn 
!
D
x for n !1, where
x; x1; x2; . . . are point processes. The next deﬁnition is used to formulate Grigelionis’
theorem.
Deﬁnition 1.1. For every n; i 2 N let xni be a point process on X. The collection
ðxniÞn;i is called a null array if(a) ðxniÞi2N is an independent sequence of point processes for every n 2 N;
(b) supi2N P½xniðBÞX1
!0 as n !1 for every bounded B 2 B.We now state Grigelionis’ theorem in the version of Kallenberg [19,
Theorem 16.18], in order to have some basic possibility of comparison for our
result in Section 2.
Theorem 1.2 (Grigelionis). Let ðxniÞn;i2N be a null array of point processes on X.
Furthermore let l be a boundedly finite measure on X and denote by Z the Poisson
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P1
i¼1 xni 
!
D
Z for n !1 iff the
following conditions hold:(i)
P
i P½xniðBÞX1
!lðBÞ ðn !1Þ for every bounded B 2 Bl;P
(ii) i P½xniðBÞX2
!0 ðn !1Þ for every bounded B 2 B.Finally, we give a brief description of the distance d2 we are going to use, along
with some basic results. We call this distance the Barbour–Brown distance,
according to its introduction in [4]. It can be constructed essentially as two
Wasserstein metrics, one on top of the other. Suppose X is now compact, and d0 is a
metric on X that generates the topology on X and is bounded by one. It is always
possible to ﬁnd such a metric since any lcscH is Polish and trimming of the metric
has no inﬂuence on the generated topology. We denote for any point measure R 2N
by jRj:¼RðXÞo1 its total number of points.
Deﬁnition 1.3. (a) The d1-distance (w.r.t. d0) between point measures R1; R2 2N is
deﬁned by
d1ðR1; R2Þ:¼
1 if jR1jajR2j;
1
jR1j
sup
g2F1
Z
gdR1 

Z
gdR2
  if jR1j ¼ jR2jX1;
0 if jR1j ¼ jR2j ¼ 0;
8>><>>:
where F1:¼fg : X! R ; jgðx1Þ 
 gðx2Þjpd0ðx1; x2Þg.
(b) The Barbour– Brown distance d2 (w.r.t. d0) between probability measures P and
Q on N is deﬁned by
d2ðP; QÞ:¼ sup
f2F2
Z
f dP 

Z
f dQ
 ,
where F2:¼ff : N! R; jf ðR1Þ 
 f ðR2Þjpd1ðR1; R2Þg.
The following proposition summarizes some results in connection with the
Barbour–Brown distance.
Proposition 1.4. (i) For point measures R1, R2 onX with R1 ¼
Pv
i¼1 ds1;i , R2 ¼
Pv
i¼1 ds2;i ,
vX1, we have that
d1ðR1; R2Þ ¼ minp2Sv
1
v
Xv
i¼1
d0ðs1;i; s2;pðiÞÞ,
where Sv denotes the set of permutations on f1; 2; . . . ; vg.
(ii) For probability measures P, Q on N we have that
d2ðP; QÞ ¼ min
x1P
x2Q
E d1ðx1; x2Þ.
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distributions, that is for point processes x; x1; x2; . . . on X we have that xn 
!
D
x iff
d2ðLðxnÞ;LðxÞÞ
!0.
For a more detailed account of the distance including proofs of the above results,
the reader is referred to [5, Section 10.2] and to [23, Sections 1 and 3]. Further details
and recent applications of d2 include the results of Brown et al. [8], Barbour et al. [7],
Barbour and Ma˚nsson [6], and Chen and Xia [11].2. The distance estimates
We state in this section the main theorem, which gives an upper bound for the
distance between the distribution of a superposition and a corresponding Poisson
process distribution. Note that this is a static result, so there is no need to have n in
our notation, nor is there anything else going to inﬁnity. To demonstrate the
usefulness of our result we compare the upper bound to the convergence conditions
in Grigelionis’ theorem and in Theorem 4 in [2], as well as to the related results of
Theorem 2 in [1], and Theorem 10.H in [5].
Let ðxiÞi2N be a sequence of point processes on the compact metric space ðX; d0Þ
which satisﬁes 0oP1i¼1P½jxijX1o1. For each i 2 N, partition N as ffig;Gsi ;Gwi g,
where the idea is that xj depends ‘‘strongly’’ on xi for j 2 Gsi , and xj depends
‘‘weakly’’ on xi for j 2 Gwi . There is, however, no formal requirement for these
partitions: if Nnfig is split up ‘‘unnaturally’’ for a large part of the i, the bound below
is still true, but can be very bad.
Choose for each point process xi a representation as xi ¼
Pjxi j
k¼1 dSðkÞ
i
, where
jxij:¼xiðXÞ and SðkÞi are sðxiÞ-measurable random variables, k 2 N. That such
representations exist is a direct consequence of Lemma 2.3 in [18]. Set furthermore
Si:¼Sð1Þi . For any ﬁnite measure l on X denote by PoðlÞ the distribution of the
Poisson process with parameter measure l.
We have the following main result.
Theorem 2.1. Let pi:¼P½jxijX1, p0i:¼P½jxijX2 and define the measure m on X by
mðBÞ:¼P1i¼1P½jxijX1; Si 2 B for every B 2 B. Then
d2 L
X1
i¼1
xi
 !
;PoðmÞ
 !
p
X1
i¼1
p0i þ M2
X1
i¼1
p2i þ M2
X1
i¼1
X
j2Gsi
ðpipj þ P½jxijX1; jxjjX1Þ
þ ðM1 þ M2Þ
X1
i¼1
E P½jxijX1 j ðxjÞj2Gwi  
 pi
 
þ M2
X1
i¼1
piE dW LðSi j jxijX1Þ;LðSi j jxijX1; ðxjÞj2Gwi Þ
 
,
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the Wasserstein distance on X with respect to d0 (see e.g. [5, Appendix A.1] for the
definition and some elementary results).
Remark 2.2 (Poisson process with slightly different parameter measure). We obtain a
similar result for d2ðLð
P1
i¼1 xiÞ;Poð ~mÞÞ with ~mðBÞ ¼
P1
i¼1P½jxij ¼ 1; xiðBÞ ¼ 1 for
every B 2 B. Just replace in the above theorem ‘‘jxijX1’’ with ‘‘jxij ¼ 1’’ every time it
occurs. The advantage of this alternative result is that no explicit representations of
the xi are needed for its formulation.
Corollary 2.3. Let ðxniÞn;i be a null array of point processes, and l a measure on X with
jlj:¼lðXÞo1. In the notation of Theorem 2.1, with pi, p0i and m depending now on n,
we have
d2 L
X1
i¼1
xni
 !
;PoðlÞ
 !
p
X1
i¼1
p0i þ M2
X1
i¼1
p2i þmin 1;
1:65ﬃﬃﬃﬃﬃﬃjmjp ; 1:65ﬃﬃﬃﬃﬃjljp
 
 jmj 
 jlj
 þ 1
 e
minðjmj;jljÞ  dW mjmj ; ljlj
 
,
which under Conditions (i) and (ii) of Grigelionis’ theorem goes to zero as n !1.
Remark 2.4 (Comparisons with other results). (a) The sufﬁciency of Conditions (i)
and (ii) in Grigelionis’ theorem (Theorem 1.2) is by Proposition 1.4(iii) an immediate
consequence of Corollary 2.3.
(b) Theorem 4 of Banys [2], which like Grigelionis’ theorem is a mere convergence
result, is not implied directly by Theorem 2.1, but the two theorems have very similar
ﬂavor. Banys uses in indirect form also the concepts of an index set Gsi of strong
dependence and an index set Gwi of weak dependence, his assumptions of them being
weaker in so far as for every index i only f1; 2; . . . ; i 
 1g has to be partitioned, but
stronger in so far as there is less freedom in the choice of these partitions. Apart from
this difference however, the summands in our upper bound correspond directly to
the terms that have to go to zero in Banys’ theorem in order to ensure convergence of
the superposition. They are even exactly the same, except for the last two summands,
which capture the weak long range dependence: in Banys’ theorem this dependence is
controlled by the smallness of terms of the form (in our notation)X1
i¼1
E P½xiðBÞX1 j ðxjÞj2Gwi  
 P½xiðBÞX1
 
for every B 2 B.
(c) The setting of Theorem 10.H from [5] is a special case of the setting of
Theorem 2.1 from this paper except for the stronger total variation distance that was
used there. To cope with this distance, strong assumptions about the independence
of the point positions were made in Theorem 10.H, which we do not need for our
Theorem 2.1 (note that the motivation for Theorem 10.H was a very different one).
The basic ideas of the proofs are in both theorems the same. Under the more
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are also the same, up to some rather slight differences in the factors M1 and M2.
(d) In [1, Theorem 2], an upper bound is given for the total variation distance
between a dependent Bernoulli process ðX ai Þi2N and a Poisson process ðY ai Þi2N on an
arbitrary set fai; i 2 Ng. There are two ways in which this situation can be related to
the setting of Theorem 2.1. The more obvious way is by contrasting the sequence
ðX ai Þi2N with the sequence ðxiÞi2N. Thus, where Arratia, Goldstein, and Gordon use
dependent indicator random variables, we use point processes with exactly the same
local dependence structure. Where they examine the common distribution of the
indicators (and also their sum) in the total variation distance, we examine the sum of
our point processes in the Barbour–Brown distance. The other way to relate the two
situations, is by setting xi:¼X aidai . Thus, we obtain the Bernoulli process ðX ai Þi2N as a
very special case of our superposition
P
i xi (there is at most one point per point
process, and its position is deterministic). Since we use the weaker Barbour–Brown
distance the results are not comparable. However, a comparison with a corresponding
d2 upper bound for the Bernoulli situation, such as the one in Theorem 10.F of [5]
(ignoring the last summand there, which just stems from an additional comparison
between two Poisson processes), yields that our upper bound is qualitatively exactly
the same, and differs in absolute terms only by having the factor ðM1 þ M2Þ instead
of only M1 in front of the fourth summand. So, up to this changed factor, the bound
in Theorem 10.F can be obtained as a special case of our Theorem 2.1. Our result is
strictly more general, among other things in that the neighborhoods of strong
dependence Gsi are not bound to ﬁxed regions of the state space.
Proof of Theorem 2.1. Our strategy is to reduce the point processes xi to their ﬁrst
points, and then apply Stein’s method to the superposition of these reduced point
processes. Let Z be a Poisson point process with parameter measure m, and split up
the initial distance as
d2 L
X1
i¼1
xi
 !
;LðZÞ
 !
pd2 L
X1
i¼1
xi
 !
;L
X1
i¼1
I idSi
 ! !
þ d2 L
X1
i¼1
I idSi
 !
;LðZÞ
 !
,
where I i:¼1fjxi jX1g for every i 2 N.
The reduction term is very easily estimated, using the ‘‘natural coupling’’ of the
two processes. By Proposition 1.4(ii) we have
d2 L
X1
i¼1
xi
 !
;L
X1
i¼1
I idSi
 ! !
pE d1
X1
i¼1
xi;
X1
i¼1
I idSi
 !
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X1
i¼1
xi

aX1
i¼1
I idSi


" #
þ E d1
X1
i¼1
xi;
X1
i¼1
I idSi
 !
1 P
i
xi
 ¼ P
i
I idSi
  
 !
¼ P
[1
i¼1
fjxijX2g
" #
p
X1
i¼1
p0i, ð2:1Þ
where the expectation in the third line is zero, because I idSipxi for every i 2 N.
For the distance between the distributions of the reduced superposition and the
Poisson process we apply Stein’s method for Poisson process approximation as in [3].
A short sketch of this method can be found in the appendix. Set X:¼P1i¼1 I idSi , and
Xi:¼
P
j2Nnfig I jdSj and X
w
i :¼
P
j2Gwi I jdSj for every i 2 N. Choose random elementseS1; eS2; . . . in X that are independent among each other and of anything else, such
that eSiLðSi j I i ¼ 1Þ. Fix f 2F2 and let h ¼ hf be the solution to the Stein
equation (A.4) given by (A.3). Then we have that
Ef ðXÞ 
 Ef ðZÞ
 
¼ E
Z
X
½hðX
 dsÞ 
 hðXÞXðdsÞ þ E
Z
X
½hðXþ dsÞ 
 hðXÞmðdsÞ
 
¼ E
X1
i¼1
I i½hðX
 dSi Þ 
 hðXÞ
 !
þ E
X1
i¼1
piEðhðXþ deSi Þ 
 hðXÞ jXÞ
 !

p
X1
i¼1
EðI i½hðX
 dSi Þ 
 hðXÞÞ þ Eðpi½hðXþ deSi Þ 
 hðXÞÞ ,
where we used that
R
gðxÞmðdxÞ ¼P1i¼1 R gðxÞmiðdxÞ for m1;m2; . . . and m ¼P1i¼1 mi
ﬁnite measures onX and g 2L1ðmÞ in the third line, and Fubini’s Theorem in the last
line (both based on
P
i P½jxijX1o1 and D1hp1). The ith summand can then be
split up further as
EðI i½hðX
 dSi Þ 
 hðXÞÞ 
 Eðpi½hðXÞ 
 hðXþ deSi ÞÞ 
p EðI i½hðX
 dSi Þ 
 hðXÞÞ 
 EðI i½hðXwi Þ 
 hðXwi þ dSi ÞÞ
 
þ EðI i½hðXwi Þ 
 hðXwi þ dSi ÞÞ 
 EðI i½hðXwi Þ 
 hðXwi þ deSi ÞÞ 
þ EðI i½hðXwi Þ 
 hðXwi þ deSi ÞÞ 
 Eðpi½hðXwi Þ 
 hðXwi þ deSi ÞÞ 
þ Eðpi½hðXwi Þ 
 hðXwi þ deSi ÞÞ 
 Eðpi½hðXÞ 
 hðXþ deSi ÞÞ . ð2:2Þ
The first summand in Inequality (2.2)
Assume without loss of generality that Gsi is an inﬁnite set, for if it is not, we can
add inﬁnitely many 0-processes to the superposition and put all their indices into Gsi .
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Pl
j¼1 IrðjÞdSrðjÞ for
lX0. Since by Borel–Cantelli
P1
j¼1 IrðjÞ is almost surely ﬁnite, the ﬁrst summand can
be expanded into a telescopic sum, and is hence equal to
E I i
X1
l¼1
½hðXw;li Þ 
 hðXw;li þ dSi Þ 
 ½hðXw;l
1i Þ 
 hðXw;l
1i þ dSi Þ
  !

p
X1
l¼1
E I i hðXw;li Þ 
 hðXw;li þ dSi Þ 
 hðXw;l
1i Þ þ hðXw;l
1i þ dSi Þ
h i  .
The moduli can be further bounded by
E I iI rðlÞ hðXw;l
1i þ dSrðlÞ þ dSi Þ 
 hðXw;l
1i þ dSrðlÞ Þ 
 hðXw;l
1i þ dSi Þ þ hðXw;l
1i Þ
  ,
such that by Inequality (A.6) the total bound for the ﬁrst summand in In-
equality (2.2) is
M2
X1
l¼1
EðI iI rðlÞÞ ¼ M2
X
j2Gsi
EðI iI jÞ.
The second summand in Inequality (2.2)
We ﬁrst show that for any R 2N the function gR : X! R given by
gRðsÞ:¼hðRþ dsÞ for all s 2 X
is d0-Lipschitz continuous with constant C:¼1 ^ 1jmj ðlogþðjmjÞ þ 1Þ. This is done in a
similar way as the bounds (A.5) and (A.6) are obtained. Write the spatial
immigration-death processes Z and Z0 with (deterministic) initial conﬁgurations
Rþ ds and Rþ ds0 as Z1 þ ds1fE4tg and Z1 þ ds01fE4tg, respectively, where E is a
standard exponentially distributed random variable that is independent of every-
thing else, and Z1 is the immigration-death process with immigration measure m and
unit per-capita death rate that starts with conﬁguration R. We furthermore write Z0
for the same immigration-death process that starts with zero points. Note that
Z0ðtÞPoðð1
 e
tÞmÞ, and write mt:¼ð1
 e
tÞjmj. Then, using the explicit form of h
given by Eq. (A.3), we have that
gRðsÞ 
 gRðs0Þ
  ¼ Z 1
0
½Ef ðZðtÞÞ 
 Ef ðZ0ðtÞÞdt
 
¼
Z 1
0
½Ef ðZ1ðtÞ þ dsÞ 
 Ef ðZ1ðtÞ þ ds0 ÞP½E4tdt
 
p
Z 1
0
E d1ðZ1ðtÞ þ ds; Z1ðtÞ þ ds0 Þ e
t dt
¼ d0ðs; s0Þ
Z 1
0
EðjZ1ðtÞj þ 1Þ
1e
t dt ð2:3Þ
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E
1
jZ1ðtÞj þ 1
 
pE 1jZ0ðtÞj þ 1
 
¼ 1
 e

mt
mt
.
Hence it follows that the integral at the end of Inequality (2.3) is bounded by C,
which yields the required Lipschitz continuity.
The second term in Inequality (2.2) is now estimated for pi40 as
E I i½hðXwi Þ 
 hðXwi þ dSi Þ
 

 E I i½hðXwi Þ 
 hðXwi þ deSi Þ  
¼ E I i½gXwi ð eSiÞ 
 gXwi ðSiÞ  
¼ E I iEðgXwi ð eSiÞ 
 gXwi ðSiÞ j I i ¼ 1;Xwi Þ  
pCE I i dWðLðSi j I i ¼ 1Þ;LðSi j I i ¼ 1;Xwi ÞÞ
 
pCpiE dW LðSi j I i ¼ 1Þ;LðSi j I i ¼ 1;Xwi Þ
 þ CE EðI i jXwi Þ 
 pi ,
where for the third line we used that I i F ðI i; X Þ ¼ I i F ð1; X Þ for any random variable
X and any function F. Note that the dW-term is a measurable function in Xwi , because
the supremum in its deﬁnition can be substituted by the supremum over a countable
set of functions. The overall bound above is trivially true for pi ¼ 0 as well.
The third summand in Inequality (2.2)
Since eSi is independent of ðI i;Xwi Þ and hence eSi@Xwi I i (i.e. eSi is independent of I i
given Xwi ), we obtain for the third summand
E I i½hðXwi Þ 
 hðXwi þ deSi Þ 
 E pi½hðXwi Þ 
 hðXwi þ deSi Þ  
¼ E EððI i 
 piÞ½hðXwi Þ 
 hðXwi þ deSi Þ jXwi Þ  
¼ E EðI i 
 pi jXwi ÞEðhðXwi Þ 
 hðXwi þ deSi Þ jXwi Þ  
pM1E EðI i jXwi Þ 
 pi
 
by Inequality (A.5).
The fourth summand in Inequality (2.2)
We proceed in the same way as for the ﬁrst summand and use the corresponding
notation. Thus the fourth summand can be expanded into a telescopic sum and
hence estimated by
pi
X1
l¼1
E ½hðXw;li Þ 
 hðXw;li þ deSi Þ 
 ½hðXw;l
1i Þ 
 hðXw;l
1i þ deSi Þ  
þ pi E ½hðXÞ 
 hðXþ deSi Þ 
 ½hðXiÞ 
 hðXi þ deSi Þ  .
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M2
X
j2Gsi
pipj þ p2i
0@ 1A
as the total bound for the fourth summand.
Assembling of the four estimates for the summands in Inequality (2.2) yields
d2 L
X1
i¼1
I idSi
 !
;LðZÞ
 !
¼ sup
f2F2
Ef ðXÞ 
 Ef ðZÞ
 
pM2
X1
i¼1
p2i þ M2
X1
i¼1
X
j2Gsi
ðpipj þ EðI iI jÞÞ
þ ðM1 þ CÞ
X1
i¼1
E EðI i jXwi Þ 
 pi
 
þ C
X1
i¼1
piE dW LðSi j I i ¼ 1Þ;LðSi j I i ¼ 1;Xwi Þ
 
.
Together with Inequality (2.1), and noting that CpM2 and that Xwi is a measurable
function of ðxjÞj2Gwi , we obtain the required result. &
Proof of Corollary 2.3. Choose Gsi :¼; and Gwi :¼Gi ¼ Nnfig in Theorem 2.1, so that
the last three terms in the upper bound of the theorem disappear. We are left with the
ﬁrst two terms and the additional term of d2ðPoðmÞ;PoðlÞÞ, which can be estimated
by Inequality (A.3) in [24] (this goes back to Brown and Xia [9, Inequality (2.8)], but
contains a few clariﬁcations). Thus we obtain the required bound.
For the convergence statement note that Condition (i) in Theorem 1.2 implies for
jmj; jlj40 that m=jmj ¼ mn=jmnj converges weakly to l=jlj for n !1. Hence the
fourth summand in the upper bound goes to zero (see e.g. [13, Theorem 11.3.3],
taking into account that d0p1). The ﬁrst and third summands go to zero directly by
Conditions (ii) and (i), respectively. Finally, the second summand can be estimated
as M2jmj supiX1 pi, which goes to zero, because ðxniÞn;i is a null array, and jmj goes
to jlj. &3. Application: short term behavior of a spatial birth–death model
Consider a population of n animals that are more or less evenly spread over a
certain area. The ith animal and its offspring at time t are described by a birth–death
process (BDP) zi with starting state 1 (see e.g. [14, Section XVII.5] for the deﬁnition).
The corresponding processes may be rather strongly dependent if two animals live
close together, but the dependence between processes is expected to decay with the
distance between animals.
In what follows, we provide a rather general modeling framework for this
situation and derive statements about the short-term behavior of populations of the
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illustrative purposes, but it should be noted that the model we present is still
somewhat too abstract for a serious modeling attempt of any concrete biological
situation. On the other hand, the model is ﬂexible enough to be adapted to many
other contexts where a birth–death paradigm is reasonable. Examples include the
failure and repair of components in complex systems, attacks in computer networks,
absorption and emission of photons or other particles, or arrivals and departures in
a large system of queues.
Our concrete model is as follows. Let there be an inﬁnite number of animals
in Rdþ represented by a point measure R ¼
P1
i¼1 dzi . The population described above
will consist of the ﬁrst n of these points, so it is preferable to number them in a
reasonable way, e.g. according to their distance from the origin. We assume that this
inﬁnite group of animals is ‘‘evenly spread’’, meaning that there is a constant k40
such that
RðBðzi; rÞÞ 
 1pkrd (3.1)
for all rX0 and i 2 N, where Bðz; rÞ denotes the closed Euclidean ball with center in z
and radius r. Depending on the situation, other metrics on the set fzi; i 2 Ng and
more general functions in r bounding the left hand side of (3.1) might be more
appropriate.
Let zi, i 2 N, be identically distributed BDPs with birth rates ðakÞk2Zþ and death
rates ðbkÞk2Zþ which all start with one individual at time 0. We think of zi as the
process that belongs to the original animal at zi. The dependence between these
processes is controlled by functions f : ½0; 1 ! ½0; 1 and wa; wb : ½0; 1  Rþ ! ½0; 1
which are chosen in such a way that
P½zi and zj each have a jump in ½0; tptfðtÞ (3.2)
for iaj, and
sup
F2Fi ðtÞ
E P½F jGiðt; rÞ 
 P½F 
 pwaðt; rÞ (3.3)
and
E ess sup
F2Fi ðtÞ
P½F jGiðt; rÞ 
 P½F 
  !pwbðt; rÞ (3.4)
for every i, where FiðtÞ:¼sðzij½0;tÞ and Giðt; rÞ:¼sðzjj½0;t ; j 2 N; jzj 
 zij4rÞ. The idea
behind this dependence structure is as follows: f controls the short-term positive
correlation of events (births or deaths) happening at points close together. In the
biological setting, deaths of animals living close together, for example, might be
rather strongly positively correlated, because they might be caused (among other
reasons) by predators roaming the neighborhood or by ﬁghts among the animals. On
the other hand, the w-functions control the short-term dependence over long
ARTICLE IN PRESS
D. Schuhmacher / Stochastic Processes and their Applications 115 (2005) 1819–1837 1831distances by providing bounds for the a- and b-mixing coefﬁcients between the
evolution of a single process and the evolution of all the processes far enough away.
See Doukhan [12, Section 1.1] for an introduction to mixing coefﬁcients. Note that
the term bounded by wa in Inequality (3.3) is in fact twice the a-mixing condition
used by Doukhan and elsewhere. In the animal framework, the long-range
dependence might be caused by the abundance or scarcity of prey or by the
environmental conditions (such as climate or vegetation).
Consider now the population of the ﬁrst n animals. Theorem 2.1 yields a result
concerning the aggregated population process, observed over a short period of time
h40. Denote by ezi the event point process for the BDP zi, which we deﬁne as the
point process on Rþ  f0; 1g that has a point in ðt; eÞ (in other words: a point in t with
mark e) if zi has an event of type e at time t, where e ¼ 1 codes for a birth and e ¼ 0
codes for a death. We choose the distance d0 on X:¼½0; 1  f0; 1g that is deﬁned by
d0ððt1; e1Þ; ðt2; e2ÞÞ:¼maxðjt2 
 t1j; je2 
 e1jÞ for all ðt1; e1Þ; ðt2; e2Þ 2 X.
Proposition 3.1. Suppose that the conditions above hold, that is, let ðziÞi2N be
identically distributed birth– death processes, attached to the points zi of a point
measure R that satisfies Inequality (3.1) for some k40, and with birth and death rates
ðakÞk2Zþ and ðbkÞk2Zþ , respectively, and let the dependence between the zi be con-
trolled by Inequalities (3.2), (3.3), and (3.4). Set sk:¼ak þ bk for all k 2 Zþ, and
define furthermore, for n 2 N and h40, the Poisson intensity measure ln;h on
X by ln;h:¼nhðb1ðLeb  d0Þ þ a1ðLeb  d1ÞÞ and the time dilation function
yh : Rþ  f0; 1g ! Rþ  f0; 1g by yhðt; eÞ:¼ðt=h; eÞ. Write xðhÞi :¼eziy
1h jX for the dilated
point process of the events of zi up to time h. Then there is a constant
K :¼Kðk; s0; s1; s2Þ40, such that
d2 L
Xn
i¼1
xðhÞi
 !
;Poðln;hÞ
 !
pK inf
rX0
nh2 þ log"ðnhÞrdðh _ fðhÞÞ þ
ﬃﬃﬃﬃﬃ
nh
p waðh; rÞ
h
þ log"ðnhÞ wbðh; rÞ
h
 
for any n 2 N and any h 2 ð0; 1=s1Þ, where log"ðxÞ:¼1þ logþðxÞ for x40.
An upper bound with explicit constants for general h40, which furthermore
improves considerably on the above bound for small nh, can be found at the end of the
proof, in Inequality (3.11). To make the result more transparent, we consider the
special case where h ¼ hn ¼ 1=n and some of the other conditions are simpliﬁed as well.
Corollary 3.2. Suppose that the conditions of Proposition 3.1 hold, that additionally
h ¼ hn ¼ 1=n for all n 2 N, and that there is a function w : Rþ ! ½0; 1 with
wbðt; rÞptwðrÞ for t 2 ½0; 1, r 2 Rþ. Note that ln;1=n¼:l does not depend on n now.
Then there is a constant K :¼Kðk; s0; s1;s2Þ40, such that
d2 L
Xn
i¼1
xð1=nÞi
 !
;PoðlÞ
 !
pK inf
rX0
rd þ 1
n
þ rdfð1=nÞ þ wðrÞ
 
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bd Þ ðr !1Þ with constants
a; b40, we have
d2 L
Xn
i¼1
xð1=nÞi
 !
;PoðlÞ
 !
¼ O n
ða^1Þb=ð1þbÞ
 
for n !1,
and by Proposition 1.4(iii) thatXn
i¼1
xð1=nÞi 
!
D
PoðlÞ for n !1: &
Proof (Proposition 3.1). A few adaptations are necessary for the application of
Theorem 2.1. Fix n 2 N and h40. We exclude a trivial case by assuming that s140.
Write furthermore Ti for the time of the ﬁrst event of zi, T
0
i for the time between the
ﬁrst and the second event of zi, and Ei and E
0
i for the types (0 or 1) of these events,
respectively. Note that T 0i might be inﬁnite if s0 or s2 is zero. Set Si:¼yhðTi ^ h; EiÞ
and S0i:¼yhððTi þ T 0iÞ ^ h; E0iÞ, and write xi:¼xðhÞi and l:¼ln;h. In order to obtain the
right Poisson intensity measure for the theorem, we split up the initial distance as
d2 L
X1
i¼1
xi
 !
;PoðlÞ
 !
pd2 L
X1
i¼1
xi
 !
;PoðmÞ
 !
þ d2 PoðmÞ;PoðlÞð Þ (3.5)
with mðBÞ ¼P1
i¼1
P½jxijX1; Si 2 B for any Borel set B  X.
The second summand is estimated by the Brown–Xia inequality that was used for
the proof of Corollary 2.3, as
d2ðPoðmÞ;PoðlÞÞpmin 1;
1:65ﬃﬃﬃﬃﬃﬃjmjp ; 1:65ﬃﬃﬃﬃﬃjljp
 
jmj 
 jlj
 
þ 1
 e
minðjmj;jljÞ  dW mjmj ; ljlj
 
. ð3:6Þ
We have
jmj ¼ nð1
 e
s1hÞ; jlj ¼ s1nh,
and
m
jmj ð½0; t  CÞ ¼
1
 e
s1ht
1
 e
s1h
b1
s1
d0 þ
a1
s1
d1
 
ðCÞ,
l
jlj ð½0; t  CÞ ¼ t
b1
s1
d0 þ a1s1
d1
 
ðCÞ,
for any t 2 ½0; 1 and C  f0; 1g. The Wasserstein term in (3.6) can easily be estimated
by noting that, since m=jmj and l=jlj are product measures that put both the same
mass on ½0; 1  f0g, as well as on ½0; 1  f1g,
dW
m
jmj ;
l
jlj
 
¼ dW
m
jmj ð  f0; 1gÞ;
l
jlj ð  f0; 1gÞ
 
,
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distance on the right hand side. Using then the fact that, for real-valued random
variables X and Y, the Wasserstein distance between their distributions can be
represented as
dWðLðX Þ;LðY ÞÞ ¼
Z 1

1
P½Xpx 
 P½Ypx
 dx
(see e.g. Problem 1 in Section 11.8 of [13]), yields
dW
m
jmj ;
l
jlj
 
¼
Z 1
0
1
 e
s1ht
1
 e
s1h 
 t
 dtp ðs1hÞ24ð1
 e
s1hÞ .
Thus, we obtain in Inequality (3.6)
d2ðPoðmÞ;PoðlÞÞpmin 1;
1:65ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s1nh
p
 
s21
2
nh2 þ 1
 e

s1nh
1
 e
s1h
s21h
2
4
p 3s
2
1
4
nh2. (3.7)
The ﬁrst summand in Inequality (3.5) is suited for the application of Theorem 2.1.
For the terms in the upper bound of that theorem, we obtain
pi ¼ 1
 e
s1hps1h,
and
p0i ¼ P½Ti þ T 0iph
¼
Z h
0
P½T 0iph 
 t jEi ¼ 1P½Ei ¼ 1

þP½T 0iph 
 t jEi ¼ 0P½Ei ¼ 0

s1e
s1t dt
¼
Z h
0
ð1
 e
s2ðh
tÞÞa1 þ ð1
 e
s0ðh
tÞÞb1
 
e
s1t dt
p 1
2
ða1s2 þ b1s0Þh2. ð3:8Þ
Choosing an arbitrary rX0, and setting Gsi :¼fj 2 Nnfig; jzj 
 zijprg, and Gwi :¼fj 2
N; jzj 
 zij4rg for the neighborhoods of strongly and weakly dependent processes,
respectively, yields furthermore
P½jxijX1; jxjjX1phfðhÞ
and
E P½jxijX1 j ðxjÞj2Gwi  
 pi
 pwaðh; rÞ, (3.9)
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piE dW LðSi j jxijX1Þ;LðSi j jxijX1; ðxjÞj2Gwi Þ
 
ppiE dTV LðSi j jxijX1Þ;LðSi j jxijX1; ðxjÞj2Gwi Þ
 
pE sup
B2B½0;1
P½Si 2 B; jxijX1 j ðxjÞj2Gwi  
 P½Si 2 B; jxijX1
 
þ E sup
B2B½0;1
P½Si 2 B jjxijX1; ðxjÞj2Gwi  P½jxijX1 
 P½jxijX1 j ðxjÞj2Gwi 
  
pwbðh; rÞ þ waðh; rÞ ð3:10Þ
for the same reason. The expectations above are well-deﬁned, because the suprema
can all be replaced by suprema over countable sets, e.g. in lines 2–4 by the suprema
over all ﬁnite unions of intervals with endpoints in Q \ ½0; 1 (which can be shown by
using an elementary approximation property for ﬁnite measures). This fact also
justiﬁes the inequality between the supremum and the essential supremum used for
the last line.
Combining the estimates from Inequalities (3.7) to (3.10), we obtain
d2 L
Xn
i¼1
xðhÞi
 !
;Poðln;hÞ
 !
p 3s
2
1
4
þ 1
2
ða1s2 þ b1s0Þ þ M2s21
 
nh2
þ M2ks21rdnh2 þ M2krdnhfðhÞ
þ ðM1 þ 2M2Þnwaðh; rÞ þ M2nwbðh; rÞ, ð3:11Þ
where
M1 ¼ 1 ^
1:65ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nð1
 e
s1hÞ
p p1 ^ 5
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s1nh
p
and
M2 ¼ 1 ^
2
nð1
 e
s1hÞ 1þ 2 log
þ nð1
 e
s1hÞ
2
   !
p1 ^ 4
s1nh
1þ 2 logþ s1nh
2
   !
for hp1=s1. Since rX0 was arbitrary, this yields the required upper bound. &
Remark 3.3 (A sketch for the model with randomly positioned animals). It might be
desirable to model also the positions of the animals as random. Then an upper
bound can be calculated in a similar fashion as above, but with a few important
differences: Typically, one wants to drop Condition (3.1) in this situation and work with
RðBðzi; rÞÞ 
 1 directly, where R is now a point process and zi its ith point (in a suitable
enumeration). Accordingly, the index sets Gsi and G
w
i deﬁned after Inequality (3.8) are
now random. It is no problem to adapt Theorem 2.1 so that it comprises random index
sets: Gwi appears only via the random variable X
w
i ¼
P
j2Gwi I jdSj in the proof of
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unchanged for random Gwi . The set G
s
i on the other hand, appears only as a summation
set in the estimation of the ﬁrst and the fourth summand in Inequality (2.2). There, the
only difference is that the summation and the expectation cannot be exchanged. In total,
we get the same bound in Theorem 2.1 for the case of random index sets as for the case
of deterministic index sets, except for the third summand, which is, in the random case,
M2
X1
i¼1
E
X
j2Gsi
ðpi1fjxj jX1g þ 1fjxi jX1;jxj jX1gÞ
0@ 1A. (3.12)
Thus a very similar upper bound for the d2-distance in Proposition 3.1 can be
obtained if R is random, but we have to replace Condition (3.2) by suitable
conditions that control the term (3.12).
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Institute for Mathematical Sciences for their hospitality and support.Appendix A. Sketch of Stein’s method for Poisson process approximation
In 1972, Stein [26] published his ingenious method for the normal approximation of
dependent random variables. Chen [10] developed a variant of this method for the
Poisson case, which was generalized by Barbour [3] to the Poisson process case. We only
describe the most important ideas of this last version for the case of the Barbour–Brown
distance. For a detailed presentation in a more general context see [5, Chapter 10].
Our goal is to bound
d2ðLðXÞ;LðZÞÞ ¼ sup
f2F2
Ef ðXÞ 
 Ef ðZÞ
 ,
where X is an arbitrary point process on X, and Z is a PoðmÞ-process. The essential
idea consists in writing
Ef ðXÞ 
 Ef ðZÞ
  ¼ EAhðXÞ  (A.1)
for f 2F2 and then bounding the right hand side instead of the left hand side
uniformly in f. In Eq. (A.1), A is the generator of the spatial immigration-death
process ðZðtÞÞtX0 onX (that is, the state space isN) with immigration measure m and
unit per capita death rate, a pure jump Markov process which has our
approximating distribution PoðmÞ as equilibrium distribution. A is given by
A ~hðRÞ ¼
Z
X
½ ~hðR
 dsÞ 
 ~hðRÞRðdsÞ þ
Z
X
½ ~hðRþ dsÞ 
 ~hðRÞmðdsÞ; R 2N, ðA:2Þ
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hðRÞ ¼ hf ðRÞ ¼ 

Z 1
0
½Eðf ðZðtÞÞ jZð0Þ ¼ RÞ 
 Ef ðZÞdt; R 2N, (A.3)
is the solution from Proposition 10.1.1 in [5] to the Stein equation
f ðRÞ 
 Ef ðZÞ ¼AhðRÞ for R 2N. (A.4)
In Lemmas 10.2.3 and 10.2.5 of the same book bounds for the ﬁrst and second
differences of h are given as
D1h:¼ sup
R2N; s2X
hðRþ dsÞ 
 hðRÞ
 p1 ^ 1:65ﬃﬃﬃﬃﬃﬃjmjp ¼:M1, (A.5)
and
D2h:¼ sup
R2N; s1;s22X
hðRþ ds1 þ ds2Þ 
 hðRþ ds1Þ 
 hðRþ ds2 Þ þ hðRÞ
 
p1 ^ 2jmj 1þ 2 log
þ jmj
2
   !
¼:M2. ðA:6Þ
These quantities are usually needed to obtain the bounds for the term jEAhðXÞj in
Eq. (A.1). Brown et al. [8] present a way of bounding quantities similar to D2h in
such a way that the logþ-term above can sometimes be disposed of. Because the
logarithmic term will be negligible for the purposes of this paper, we avoid doing this
more involved considerations.
With the above ingredients it often turns out (like in the main proof of this article)
that the right hand side of Eq. (A.1) is surprisingly easy to bound.References
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