Abstract. The process of alternately row scaling and column scaling a positive n × n matrix A converges to a doubly stochastic positive n × n matrix S(A), called the Sinkhorn limit of A. Exact formulae for the Sinkhorn limits of certain symmetric positive 3 × 3 matrices are computed, and related problems in diophantine approximation are considered.
Doubly stochastic matrices and scaling
Let A = (a i,j ) be an m × n matrix. For i ∈ {1, . . . , m}, the ith row sum of A is row i (A) = An n × n matrix (u i,j ) is diagonal if u i,j = 0 for all i = j. Let diag(x 1 , . . . , x n ) denote the diagonal matrix whose (i, i)th coordinate is x i for all i ∈ {1, 2, . . . , n}. The diagonal matrix diag(x 1 , x 2 , . . . , x n ) is positive diagonal if x i > 0 for all i.
The process of multiplying the rows of a matrix A by scalars, or, equivalently, multiplying A on the left by a diagonal matrix X, is called row-scaling, and X is called a row-scaling matrix.
The process of multiplying the columns of a matrix A by scalars, or, equivalently, multiplying A on the right by a diagonal matrix Y , is called column-scaling, and Y is called a column-scaling matrix.
Let A = (a i,j ) be an m × n matrix. If X = diag(x 1 , x 2 , . . . , x m ) and Y = diag(y 1 , y 2 , . . . , y n ), then XAY =      x 1 a 1,1 y 1 x 1 a 1,2 y 2 x 1 a 1,3 y 3 · · · x 1 a 1,n y n x 2 a 2,1 y 1 x 2 a 2,2 y 2 x 2 a 2,3 y 3 · · · x 2 a 2,n y n . . . . . . for all i ∈ {1, . . . , m}. Therefore, R(A) is a row stochastic matrix. Similarly, let Y (A) = diag(1/ col 1 (A), . . . , 1/ col n (A)) denote the n × n diagonal matrix whose jth diagonal coordinate is 1/ col j (A), and let
C(A) = AY (A).
We have C(A) i,j = a i,j col j (A) and so col j (C(A)) = is column stochastic.
In this paper we study doubly stochastic matrices.
The following results (due to Sinkhorn [16] , Knopp-Sinkhorn [17] , Menon [14] , Letac [12] , Tverberg [18] , and others) are classical. Theorem 1. Let A = (a i,j ) be an n×n matrix with a i,j > 0 for all i, j ∈ {1, . . . , n}.
(i) There exist positive diagonal n × n matrices X and Y such that XAY is doubly stochastic. (resp. R
as a subset of R . . .
is a homeomorphism. Given the matrix A ℓ , let
be the row-scaling matrix of A ℓ , and let
be the column-scaling matrix of A ′ ℓ , and let
The matrix A ℓ+1 is column stochastic. There exist positive diagonal matrices X and Y such that lim
and the n × n matrix
This process of obtaining a doubly stochastic matrix S(A) from a positive matrix A by row and column scaling is called alternate minimization.
It is an open problem to compute explicitly the Sinkhorn limit of a positive n × n matrix. This is known for 2 × 2 matrices (Nathanson [15] ). In this paper we compute explicit Sinkhorn limits for certain symmetric 3 × 3 matrices, and discuss connections with diophantine approximation.
Experimental data
Here are some computational results. Using Maple, we row scale and then column scale the matrix, iterate this process 20 times, and print the resulting matrix. 
Permutation matrices
Let S n be the group of permutations of the set {1, 2, . . . , n}. For every σ ∈ S n , define the n × n permutation matrix P σ as follows:
Equivalently,
Thus,
where δ i,j is the Kronecker delta. The ith row of P σ is row σ(i) of the n × n identity matrix I n , and the jth column of P σ −1 is column σ(j) of I n . For every n × n matrix A, the ith row of the matrix P σ A is row σ(i) of A, and the jth column of the matrix AP σ −1 is column σ(j) of A. Thus, P σ A is a matrix constructed from A by the σ-permutation of the rows of A, and AP σ −1 is a matrix constructed from A by the σ-permutation of the columns of A. 
Proof. Let i, j ∈ {1, 2, . . . , n}. Applying (1) with j = k, we obtain
This proves (2) .
For the transpose of P σ , we have
This proves (3).
For example, if σ = (1, 2, 3) and τ = (1, 2), then τ σ = (2, 3). We have 
For k, ℓ ∈ {1, 2, . . . , m} with k = ℓ, let τ ∈ S m be the transposition defined by
Let A = (a i,j ) be an m × n matrix. The m × m permutation matrix P τ interchanges rows k and ℓ of A, as follows: For all i ∈ {1, . . . , m} and j ∈ {1, . . . , n},
It follows that
and so
Let σ be a permutation in S m , and let P σ be the corresponding m × m permutation matrix. Every permutation σ ∈ S m is a product of transpositions, and so there is a sequence of transpositions τ 1 , . . . , τ q−1 , τ q such that
Applying identity (4) recursively, we obtain
This proves that, for all permutations σ ∈ S m ,
Similarly, Consider the permutation σ = (3, 2, 1) ∈ S 3 and its associated permutation matrix
We have 
Proof. It suffices to prove this for transpositions.
Interchanging two rows of a matrix and row scaling is the same as row scaling and then interchanging the rows.
Interchanging two rows of a matrix and column scaling is the same as column scaling and then interchanging the rows.
Interchanging two columns of a matrix and row scaling is the same as row scaling and then interchanging the columns.
Interchanging two columns of a matrix and column scaling is the same as column scaling and then interchanging the columns.
Theorem 5. Let A be an n × n positive matrix. For all permutation matrices P and Q, S(P AQ) = P S(A)Q.
be the alternate minimization sequence of matrices constructed from A = A (0) . For all ℓ ≥ 0, we have
and lim
For every permutation matrix P , we have
Continuing inductively, we obtain
for all ℓ ∈ N 0 , and so
Similarly, for every permutation matrix Q, we have
Therefore, S(P AQ) = P S(AQ) = P S(A)Q. This completes the proof. Theorem 6. For every positive n × n matrix A,
Proof. Let X and Y be diagonal matrices such that
We have X t = X, Y t = Y , and
If S(A) is doubly stochastic, then S(A) t is doubly stochastic. The uniqueness theorem implies that
This completes the proof.
and
Proof. Klar.
Here is an example of permutation and dilation equivalence. Let
Dilating A by λ = 1/2, we obtain
Multiplying by the permutation matrices
Thus, the Sinkhorn limit of B determines the Sinkhorn limit of A.
The M BN matrix
Let k, ℓ, and n be positive integers such that k + ℓ = n. Let M , B, and N be positive real numbers. Consider the n × n symmetric matrix Let X = diag(x 1 , x 2 , x 3 , . . . , x n ) be the unique positive n × n diagonal matrix such that the alternate minimization limit S(A) = XAX is doubly stochastic. Thus, the matrix
It follows that x i = x 1 for i = 1, 2, . . . k and x i = x n for i = k + 1, k + 2, . . . n. Let x 1 = x and x n = y. Define the diagonal matrix
We obtain
Because S(A) is row stochastic, we have (14) x (kM x + ℓBy) = 1 and (15) y (kBx + ℓN y) = 1.
Equation (14) gives
Inserting this into equation (15) and rearranging gives
and M x 2 = a = b = c = 1/n. Thus, S(A) is the n × n doubly stochastic matrix with every coordinate equal to 1/n.
Recall that ka + ℓb = 1 and so
In both cases, we obtain
We obtain b from (12) and c from (13). Proof. This follows immediately from (11), (12) , and (13). 
We have
be a sequence of M BN matrices such that lim r→∞ M N/B 2 = 0. It follows from (11) that
3 × 3 symmetric matrices and their doubly stochastic shapes
Let A and B be n × n positive matrices. We write A ∼ B if there exist n × n permutation matrices P and Q and λ > 0 such that
It is straightforward to check that this is an equivalence relation. If A ∼ B, then S(B) = λP S(A)Q.
Thus, it suffices to compute the Sinkhorn limit of only one matrix in an equivalence class.
The goal is to compute the Sinkhorn limit of every 3 × 3 symmetric positive matrix whose set of coordinates consists of two distinct real numbers.
Let A be such a matrix with coordinates a and b. There are 9 coordinate positions in the matrix, and so exactly one of the numbers a and b occurs at least five times. Suppose that the coordinate a occurs five or more times. Let λ = 1/a and K = b/a. The matrix λA has two distinct positive coordinates 1 and K, and K occurs at most four times. There are seven equivalence classes of such matrices with respect to permutations and dilations. Here is the list, and, for each matrix, the shape of its Sinkhorn limit. Note that K is a positive real number and K = 1.
(1)
The matrix
is the simplest. Just one row scaling or one column scaling produces the doubly stochastic matrix
We have S(A 1 ) = XA 1 X, where 
The matrix
is an M BN matrix with k = 1, ℓ = 2, M = N = 1, and B = K. We have M N/B 2 = 1/K 2 = 0, and
.
For example, with K = 2, we have 
The matrix A 5
The construction of the Sinkhorn limit of the 3 × 3 matrix
requires only high school algebra. There exists a unique positive diagonal matrix X = diag(x, y, z) such that XA 5 X is doubly stochastic. We have We obtain
Eliminating xz from (21) and (22) gives
The inequalities Kx 2 < 1 and z 2 < 1 imply
Thus, From (24), we obtain
Inserting (27) into (25) gives
Inserting (28) into (27) gives
Inserting (28) and (29) into (26) and rearranging gives
Inserting this into (28) gives
and then (27) gives
This determines the scaling matrix X. The Sinkhorn limit is the circulant matrix
The asymptotic limit is
be the ℓth matrix in the alternate minimization algorithm for the matrix (23). We have
and so alternate minimization generates sequences of rational numbers that converges to K 1/3 .
For example, with K = 2, we obtain
The matrix A 7
Consider the symmetric 3 × 3 matrix
There exists a unique positive diagonal matrix X = diag(x, y, z) such that 
Observe that equations (30) and (24) are identical, and that equations (31) and (25) are identical. Therefore,
Substituting (33) and (34) into the third equation gives a polynomial in one variable:
By Sinkhorn's theorem, this polynomial has at least one positive solution. If K > 1, then, by Descartes's rule of signs, this polynomial has exactly two positive solutions. If 0 < K < 1, then this polynomial has two, four, or six positive solutions.
For example, let K = 2. Let X = diag(x, y, z) be the unique positive diagonal matrix such that the matrix
is doubly stochastic, and
The number y is a solution of the octic polynomial 
Gröbner bases and algebraic numbers
I like solving problems using high school algebra. However, it is important to note that the previous calculations are also easily done using Gröbner bases.
Here is an example. Consider the A 7 matrix
with K > 0 and K = 1. There exist unique positive real numbers x, y, z that satisfy the polynomial equations
Equivalently, (x, y, z) is the unique positive vector in R 3 that is in the affine variety V (I), where I is the ideal in R[x, y, z] generated by the polynomials
Let K = 2. Using the Groebner package in Maple with the lexicographical order (x, y, z), we obtain the Gröbner basis
Applying Maple with the lexicographical order (y, z, x), we obtain the Gröbner basis
Applying Maple with the lexicographical order (z, x, y), we obtain the Gröbner basis
Thus, x 2 , y 2 , and z 2 are algebraic numbers of degree at most 4, and we have explicit polynomial representations of each variable x, y, z in terms of the others.
For arbitrary K, applying Maple with the lexicographical order (y, z, x), we obtain the Gröbner basis
For each of the 8 roots of h 1 (y),the polynomials g 2 (z, y) and g 3 (x, y) determine unique numbers x and z. Exactly one of the triples (x, y, z) will be positive. For every positive symmetric n × n matrix A = (a i,j ), the Sinkhorn limit S(A) = XAX with scaling matrix X = diag(x 1 , . . . , x n ) is the unique positive solution of a set Q = {q i : i = 1, . . . , n} of n quadratic equations of the form
Equivalently, (x 1 , . . . , x n ) is the unique positive vector in the affine variety of the ideal generated by Q. A Gröbner basis for this ideal shows that if the coordinates of the matrix A = (a i,j ) are rational numbers, then x 1 , . . . , x n are algebraic numbers of degrees bounded in terms of n.
Diophantine approximation
Let A be a an n × n matrix with positive rational coordinates, and let d be the least common multiple of the denominators of the coordinates of A. The matrix dA has positive integral coordinates, and the matrix obtained by row scaling (or column scaling) A is equal to the matrix obtained by row scaling (or column scaling) dA. Thus, the Sinkhorn limit obtained from the rational matrix A equals the Sinkhorn limit obtained from the integral matrix dA. The sequence of matrices generated by alternate row and column scalings are rational matrices. If
is the ℓth matrix obtained in the alternate minimization algorithm, and if the Sinkhorn limit is S(A) = (s i,j ), then
for all i, j = 1, . . . n. If the coordinate s i,j is irrational for some pair (i, j), then the alternate minimization cannot terminate in a finite number of steps. It is an open problem to the matrices A for which the alternate minimization does terminate in a finite number of steps.
The Sinkhorn limit coordinates s i,j are algebraic numbers for all rational matrices A. If the coordinate s i,j is irrational for some i and j, then the alternate minimization algorithm constructs a sequence of rational approximations to s i,j . For example, alternate minimization provides a sequence (in fact, several sequences) of rational numbers that converge to K 1/3 for every positive integer K. The matrix
i,j , then
For example, for K = 2, we have
Here are the rational numbers in the first six iterations of the Sinkhorn algorithm, and their decimal representations: = 0.2599210472
Rationality and finite length
For what positive n × n matrices does the alternate minimization algorithm converge in finitely many steps? This problem has been solved for 2 × 2 matrices (Nathanson [15] ), but it is open for all dimensions n ≥ 3. In dimension 3, matrices equivalent to A 1 become doubly stochastic in one step, that is, after one row or one column scaling. It is not know if there exists a positive 3 × 3 matrix that becomes doubly stochastic in exactly two steps. More generally, it is not know if there exists a positive 3 × 3 matrix that becomes doubly stochastic in exactly s steps for some s ≥ 2.
Consider the matrix
number, then every matrix generated by iterated row and column scalings has rational coordinates. If the Sinkhorn limit contains an irrational coordinate, then the alternate minimization algorithm cannot terminate in finitely many steps.
If K is an integer and K ≥ 2, then the Sinkhorn limit S(A 2 ) has coordinates in the quadratic field Q( √ 8K + 1). For example, from (17) , the (1, 1) coordinate of
This number is rational if and only if the odd integer 8K + 1 is the square of an odd integer, that is, if and only if 8K + 1 = (2r + 1) 2 for some positive integer r and so K = r(r + 1)/2 is a triangular number. From (17) , (18) , and (19), we obtain a = r 2 − r r 2 + r − 2 = r r + 2
Moreover, S(A 2 ) = XA 2 X, where X = diag(x, y, y) with Kx 2 = a and y 2 = c. Thus,
. Note that A 2 also has a scaling by rational matrices
It is not known if there exists a triangular number K for which the alternate minimization algorithm terminates in a finite number of steps.
14. Open problems Let A be a positive matrix. Let X be the m × m diagonal matrix whose ith coordinate is r i / row i (A), and let Y be the n× diagonal matrix whose jth coordinate is c j / col j (A). The matrix XA is r-row stochastic and the matrix AY is c-column stochastic.
A simple modification of the alternate minimization algorithm applied to a positive matrix satisfying (36) produces an (r, c)-stochastic Sinkhorn limit. It is an open problem to compute explicit Sinkhorn limits in the (r, c)-stochastic setting.
Notes
In his 1964 paper, Richard Sinkhorn [16, p.877 ] wrote:
The iterative process of alternately normalizing the rows and columns of a strictly positive N × N matrix is convergent to a strictly positive doubly stochastic matrix. Sinkhorn did not prove this result. The proof of convergence of the alternate minimization algorithm appears in Knopp and Sinkhorn [17] , and in Letac [12] . Geometric existence proofs of exact scaling appear in Menon [14] , and in Tverberg [18] .
The computational complexity of Sinkhorn's alternate scaling algorithm is investigated in Kalantari and Khachiyan [9, 10] , Kalantari, Lari, Ricca, and Simeone [11] , Linial, Samorodnitsky and Wigderson [13] and Allen-Zhu, Li, Oliveira, and Wigderson [1] . An extension of matrix scaling to operator scaling began with Gurvits [5] , and is developed in Garg, Gurvits, Oliveira, and Wigderson [3, 4] , Gurvits [6] , and Gurvits and Samorodnitsky [7] . Motivating some of this recent work are the classical papers of Edmonds [2] and Valient [19, 20] .
The literature on matrix scaling is vast. See the recent survey paper of Idel [8] . For the early history of matrix scaling, see Allen-Zhu, Li, Oliveira, and Wigderson [1, Section 1.1].
