Placing a new species on an existing phylogeny has increasing relevance to several 1 applications. Placement can be used to update phylogenies in a scalable fashion and can 2 help identify unknown query samples using (meta-)barcoding, skimming, or metagenomic 3 data. Maximum likelihood (ML) methods of phylogenetic placement exist, but these 4 methods are not scalable to reference trees with many thousands of leaves, limiting their 5 ability to enjoy benefits of dense taxon sampling in modern reference libraries. They also 6 rely on assembled sequences for the reference set and aligned sequences for the query. 7 Thus, ML methods cannot analyze datasets where the reference consists of unassembled 8 reads, a scenario relevant to emerging applications of genome-skimming for sample 9 identification. We introduce APPLES, a distance-based method for phylogenetic 10 placement. Compared to ML, APPLES is an order of magnitude faster and more memory 11 efficient, and unlike ML, it is able to place on large backbone trees (tested for up to 12 200,000 leaves). We show that using dense references improves accuracy substantially so 13 that APPLES on dense trees is more accurate than ML on sparser trees, where it can run. 14 Finally, APPLES can accurately identify samples without assembled reference or aligned 15 queries using kmer-based distances, a scenario that ML cannot handle. APPLES is 16 available publically at github.com/balabanmetin/apples. 17 2 BALABAN ET AL. 20
. Sample identification is essential to the study of mixed environmental 45 samples, especially of the microbiome, both using 16S profiling (e.g., Gill et al., 2006; 46 Krause et al., 2008) and metagenomics (e.g., von Mering et al., 2007) . It is also relevant to barcoding (Hebert et al., 2003) and meta-barcoding (Clarke et al., 2014; Bush et al., 2017) Distances. The tree T defines an n × n matrix where each entry d ij (T ) corresponds to the path length between leaves i and j. We further generalize this definition so that d uv (T * ) indicates the length of the undirected path between any two nodes of T * (when clear, we simply write d uv ). Given some input data, we can compute a matrix of all pairwise sequence distances ∆, where the entry δ ij indicates the dissimilarity between species i and j. When the sequence distance δ ij is computed using (the correct) phylogenetic model, it will be a noisy but statistically consistent estimate of the tree distance d ij (T ) (Felsenstein, 2003) . Given these "phylogenetically corrected" distances (e.g. 3 4 ln(1 − 4 3 h) is the corrected hamming distance h under the Jukes and Cantor (1969) model), we can define optimization problems to recover the tree that best fits the distances. A natural choice is minimizing the (weighted) least square difference between tree and sequence distances:
Here, weights (e.g., w ij ) are used to reduce the impact of large distances (expected to have 107 high variance). A general weighting schema can be defined as w qi = δ −k qi for a constant u q p(u)
x 1
x 2 l(u) x 2 1 n . . . . .
. . . . . t Fig. 1 . Any placement of q can be characterized as a tree P (u, x1, x2), shown here. The backbone tree T * is an arborescence on leaves L = {1 . . . n}, rooted at leaf 1. Query taxon q is added on the edge between u and p(u), creating a node t. All placements on this edge are characterized by x1, the length of the pendant branch, and x2, the distance between t and p(u).
Input: A backbone tree T on L, a query species q, and a vector ∆ q * with elements δ qi 122 giving sequence distances between q and every species i ∈ L; (3)
Lemma 3 Equation 2 can be rearranged (see Eq. S2 in Appendix A) such that computing 138 Q(P ) for a given P = P (u, x 1 , x 2 ) requires a constant time computation using S(a, b, u) 139 and R(a, b, u) values for −k a 2 − k and 0 b 2. 140 Thus, after a linear time precomputation, we can compute the error for any given 141 placement in constant time. It remains to show that for each node, the optimal placement 142 on the branch above it (e.g., x 1 and x 2 ) can be computed in constant time.
and hencex 1 ,x 2 can be computed in constant time.
145
Non-negative branch lengths. The solution to Equation 5 does not necessarily 146 conform to constraints 0 x 1 and 0 x 2 l(u). However, the following lemma (proof in 147 Appendix A) allows us to easily impose the constraints by choosing optimal boundary 148 points when unrestricted solutions fall outside boundaries.
149
Lemma 5 With respect to variables x 1 and x 2 , Q(P (u, x 1 , x 2 )) is a convex function.
150
Minimum evolution An alternative to directly using MLSE (Eq. 1) is the 151 minimum evolution (ME) principle (Cavalli-Sforza and Edwards, 1967; Rzhetsky and Nei, 152 1992 iii) Varied size: We randomly subsampled the tree of size 10 6 to create 5 replicates 216 of datasets of size 5 × 10 2 , 10 3 , 5 × 10 3 , 10 4 , 5 × 10 4 , and 10 5 , and 1 replicate (due to size) 217 of size 2 × 10 5 . For replicates that contain at least 5 × 10 3 species, we removed sites that 218 contain gaps in 95% or more of the sequences in the alignment. To evaluate the accuracy, we use a leave-one-out strategy. We remove each leaf i 266 from the backbone tree T and place it back on this T \ i tree to obtain the placement tree 267 P . However, on the RNAsim-varied size dataset, due to its large size, we only removed and 268 added back 200 randomly chosen leaves per replicate.
269
Delta error. We measure the accuracy of the placement using delta error (∆e): the 270 number of branches of the true tree missing from P minus the number of branches of the 271 true tree missing from T \ i (induced on the same leafset). Note that ∆e 0 because 272 adding i cannot decrease the number of missing branches in T \ i. Note that placing i to 273 the same location as the backbone before leaving it out (e.g., T ) can still have a non-zero 274 delta error because the backbone tree is not the true tree. We refer to the placement of a 275 leaf into its position in the backbone tree as the de novo placement.
276
On biological data, where the true tree is unknown, we use a reference tree 277 ( Fig. S1 ). For Drosophila and Anopheles, we use the tree available from the Open Tree Of 
Results

281
Assembly-free Placement of Genome-skims 282 On our three biological genome-skim datasets, APPLES * successfully places the 283 queries on the optimal position in most cases (97%, 95%, and 71% for Columbicola,
284
Anopheles, and Drosophila, respectively) and is never off from the optimal position by 285 more than one branch. Other versions of APPLES are less accurate than APPLES * ; e.g.,
286
APPLES with ME can have up to five wrong branches ( Assembly-free placement of genome-skims. We show the percentage of placements into optimal position (those that do not increase ∆e), average delta error (∆e), and maximum delta error (emax) for APPLES, assignment to the CLOSEST species, and the placement to the position in the backbone (DE-NOVO) over the 61 (a), 22 (b), and 21 (c) placements. Results are shown for genome skims with 0.1Gbp of reads. Delta error is the increase in the missing branches between the reference tree and the backbone tree after placing each query.
CLOSEST finds the optimal placement only in 54% and 57% of times for Columbicola and 290 Drosophila; moreover, it can be off from the best placement by up to seven branches for 291 the Columbicola dataset. On the Anopheles dataset, where the reference tree is unresolved 292 (Fig. S1 ), all methods perform similarly.
293
APPLES * is less accurate on the Drosophila dataset than other datasets. However, 294 here, simply placing each query on its position in the backbone tree would lead to identical 295 results (Table 1) . Thus, placements by APPLES * are as good as the de novo construction, 296 meaning that errors of APPLES * are entirely due to the differences between our backbone 297 tree and the reference tree. Moreover, these errors are not due to low coverage; increasing 298 the genome-skim size 5x (to 0.5Gb) does not decrease error (Table S4 ).
299
On Drosophila dataset, we next tested a more realistic sample identification scenario 300 using the 12 genome-skims from the separate study (and thus, non-zero distance to the 301 corresponding species in the backbone tree). As desired, APPLES * places all of 12 queries 302 from the second study as sister to the corresponding species in the reference dataset.
303
Alignment-based Placement
304
We first compare the accuracy and scalability of APPLES * to ML methods and 305 then compare various settings of APPLES. For ML, we use pplacer (shown everywhere) 306 and EPA-ng (shown only when we study scalability). pplacer has its lowest error (∆e =0.11) and APPLES * has its highest error (∆e =0.18). To summarize results on small RNASim dataset with model misspecification, 328 although APPLES * uses a parameter-free model, its accuracy is extremely close to ML 329 using pplacer with the GTR+Γ model.
330
Impact of taxon sampling. The real advantage of APPLES * over pplacer becomes clear for 331 placing on larger backbone trees ( Fig. 3 and Table 3 ). For backbone sizes of 500 and 1000, 332 pplacer continues to be slightly more accurate than APPLES * (mean ∆e of pplacer is For APPLES*, measurements are shown with and without the distance calculation step performed using FastME*. On backbones of size 5000, pplacer managed to correctly run for only 551 out of 1000 placements, whereas EPA-ng managed to run for 200/1000 placements ( Fig S2) . Lines are fitted in the log-log scale; thus, the slope of the line (indicated on the figure) gives an empirical estimate of the polynomial degree of the asymptotic growth curve. All curves grow close to linearly (slopes ≈1). APPLES lines are fitted to 5, 000 points because the first two values correspond to extremely low memory (100Mb) and are irrelevant to asymptotic behavior. All calculations are on 8-core, 2.6GHz Intel Xeon CPUs (Sandy Bridge) with 64GB of memory. n = 500 n = 10 3 n = 5 × 10 3 n = 10 4 n = 10 5 n = 2 × 10 5 (449) n.p n.p n.p n.p n.p n.p n.p pplacer 80 0.23 81 0.20 fail (800) n.p n.p n.p n.p n.p n.p n.p Table 3 . Percentage of correct placements (shown as %) and the delta error (∆e) on the RNASim datasets with various backbone size (n). % and ∆e is over 1000 placements (except n = 200, 000, which is over 200 placements). Running pplacer and EPA-ng was not possible (n.p) for trees with at least 10, 000 leaves and failed in some cases (number of fails shown) for 5, 000 leaves.
better than APPLES * by 0.09 and 0.23 edges, respectively). However, with backbones of 334 5000 leaves, pplacer fails to run on 449/1000 cases, producing infinity likelihood (perhaps 335 due to numerical issues) and has 41 times higher error than APPLES * on the rest (Fig. S2 ).
336
Since pplacer could not scale to 5,000 leaves, we also tested the recent method,
337
EPA-ng (Barbera et al., 2018). On datasets with up to 1000 leaves, EPA-ng was less 338 accurate than pplacer and close in accuracy to APPLES * (Fig. 3ab ). It also failed in 339 800/1000 replicates of the 5000-taxon backbone but had 4% less error than APPLES * in 340 the minority of cases where it could run (Fig. S2 ).
341
For backbones trees with at least 10 4 leaves, pplacer and EPA-ng were not able to 342 run, and CLOSEST is not very accurate (finding the best placement in only 59% of cases).
343
However, APPLES * continues to be accurate for all backbone sizes. As the backbone size 344 increases, the taxon sampling of the tree is improving (recall that these trees are all 345 random subsets of the same tree). With denser backbone trees, APPLES * has increased 346 accuracy despite placing on larger trees (Fig. 3a , Table 3 ). For example, using a backbone 347 tree of 2 × 10 5 leaves, APPLES * is able to find the best placement of query sequences in 348 87% of cases, which is better than the accuracy of either APPLES * or ML tools on any 349 backbone size. Thus, an increased taxon sampling helps accuracy, but ML tools are limited 350 in the size of the tree they can handle.
351
Running time and memory. As the backbone size increases, the running times of 352 all methods increase close to linearly with the size of the backbone tree (Fig. 3c ). However, compute the distance between the query sequence and all the backbone sequences.
362
Comparing parameters of APPLES. We now compare different settings of 363 APPLES. Comparing five models of sequence evolution, we see similar patterns of accuracy 364 across all models despite their varying complexity, ranging from 0 to 12 parameters 365 ( Fig. S3 ). Since the JC69 model is parameter-free and results in similar accuracy to others, 366 we have used it as the default. Next, we ask whether imposing the constraint to disallow 367 negative branch lengths improves the accuracy. The answer depends on the optimization 368 strategy. Forcing non-negative lengths marginally increases the accuracy for MLSE but 369 dramatically reduces the accuracy for ME (Fig. 4) . Thus, we always impose non-negative constraints on MLSE but never for ME. Likewise, our Hybrid method includes the 371 constraint for the first MLSE step but not for the following ME step (Fig. S4 ).
372
The next parameter to choose is the weighting scheme. Among the three methods 373 available in APPLES, the best accuracy belongs to the FM scheme closely followed by the 374 BE (Fig. S5) . The OLS scheme, which does not penalize long distances, performs 375 substantially worse than FM and BE. Thus, the most aggressive form of weighting (FM) 376 results in the best accuracy. Fixing the weighting scheme to FM and comparing the three 377 optimization strategies (MLSE, ME, and Hybrid), the MLSE approach has the best 378 accuracy (Fig. 2) , finding the correct placement 84% of the time (mean error: 0.18), and 379 ME has the lowest accuracy, finding the best placement in only 67% of cases (mean error: 380 0.70). The Hybrid approach is between the two (mean error: 0.34) and fails to outperform 381 MLSE on this dataset. However, when we restrict the RNASim backbone trees to only 20 382 leaves, we observe that Hybrid can have the best accuracy (Fig. S6 ).
383
Discussion 384 We introduced APPLES: a new method for adding query species onto large 385 backbone trees using both unassembled genome-skims and aligned data. Recall the following notations.
655
• For any node u and exponents a ∈ Z and b ∈ N + , let
658
• For b = 0, let S(a, 0, u) = i∈g(u) δ a qi and let S (a, u) be a shorthand for S(a, 0, u).
659
Similarly, let R(a, 0, u) = R (a, u) = i / ∈g(u) δ a qi .
660
Proof of Lemma 2 661 Proof. Recall the dynamic programming recursions of Equations 3 and 4:
Since u is not a leaf, for each leaf i ∈ g(u), there exists a v ∈ c(u) such that the directed path from u to i passes through v. Therefore every leaf i can be grouped under its
Similarly, given the condition u = 1, for each leaf i / ∈ g(u), either (1) there exists 662 v ∈ sib(u) such that the directed path from p(u) to i passes through v, or (2) undirected 663 path between i and p(u) passes through p(p(u)).
Boundary conditions follow from definitions. For u / ∈ L \ {1}, since d ii = 0, we have 665 S(a, b, u) = 0 and it's trivial to see S (a, u) = δ a qu . For R(, , ) recursions, the boundary case 666 happens at the unique child of the root, which we denote as 1 . Based on the definition, 667 since the only i / ∈ g(1 ) is 1, and d b p(1 )1 = 0, we trivially have R(a, b, 1 ) = 0. For b = 0, 668 R (a, 1 ) = δ a q1 .
669
A post-order traversal on T * can compute S(a, b, u), and a subsequent pre-order 
674
Proof of Lemma 3.
675
Recall w qi = δ −k qi and that Equation 2:
Proof. Equation 2 can be re-written as:
By simple rearrangement of the terms, we can rewrite Equation S1 as follows.
Note that computing Q(P (u, x 1 , x 2 )) requires only S(, , u) and R(, , u) values and l(u). 
δ a qi and recall Eq. S1:
Proof. We take the derivative of Eq. S1 with respect to x 1 and set it equal to zero:
Similarly,
These two linear equations have a unique solution for the pair x 1 , x 2 if and only if the 684 following matrix has the full rank: u) . Assuming that δ qi > 0 for all 686 i ∈ L, both R (−k, u) > 0 and S (−k, u) > 0 hold. Therefore, H has the full rank.
687
However, δ qi = 0 for q = i can be encountered on real data, especially for low divergence 688 times, low evolutionary rates, or short sequences. In this case, APPLES is designed to 689 place q on the pendant edge of i with x 1 = 0 and x 2 = l(i). In case there are multiple 690 leaves i that satisfy δ qi = 0 for q = i, we pick one of them arbitrarily. For the RNASim dataset (without controlling for the diameter), we show the delta error (edges) of APPLES run with three options for weighting: FM (green), BE (red), and OLS (blue), and three options for selection strategy (MLSE, ME, and Hybrid). For each method, the mean (colored circle) and standard errors (lines; too small to see) are shown over 2500 data points, each shown as dots. Some of the methods occasionally have error above 5 branches, but for better resolution, we cap the y-axis at 5. . APPLES-HYBRID has higher accuracy on sparse RNAsim dataset On the RNAsim dataset, we chose 20 sequences randomly from the larger RNAsim-heterogeneous dataset; here, APPLES-HYBRID has higher accuracy than APPLES* (MLSE). . The effect of reestimating branch lengths of the backbone tree on accuracy. We show the accuracy of pplacer and APPLES-FM with its three optimization criteria. APPLES is run both with (dotted) and without (solid) re-estimating branch lengths in the backbone tree using the same model (here, TN93+Γ) used for computing distances of query sequences to backbone sequences. FastME* is used to re-estimate branch lengths. Accuracy improves dramatically by recomputing backbone branch lengths using the same model. The case labeled "Not re-estimated" uses branch lengths produced using RAxML under the GTR+Γ model. For RNAsim varied size dataset, we used FastTreeMP version 2.1.10 for estimating 715 backbone topology. We run FastTreeMP with the following command:
716
#!/bin/bash
FastTreeMP -nosupport -gtr -gamma -nt -log tree.log < aln_dna.fa > tree.nwk
For alignment free datasets such as Drosophila dataset, we computed backbone tree 717 using FastME* (based on FastME version 2.1.6.1) which is available at 718 https://github.com/balabanmetin/FastME-personal-copy. FastME* is run with the 719 following command: 720 #!/bin/bash fastme -i dist.mat -o tree.nwk -T 1
Note that we performed Jukes-Cantor correction on the distance matrix "dist.mat"
