Abstract. Production and conflict models have been used over the past 30 years to represent the effects of unproductive resource allocation in economics. Their major applications are in modelling the assignment of property rights, rentseeking and defense economics. This paper describes the process of designing an agent used in a production and conflict model. Using the capabilities of an agent-based approach to economic modelling, we have enriched a simple decision-maker of the kind used in classic general equilibrium economic models, to build an adaptive and interactive agent which uses its own attributes, its neighbors' parameters and information from its environment to make resource allocation decisions. Our model presents emergent and adaptive behaviors than cannot be captured using classic production and conflict agents. Some possible extensions for future applications are also recommended.
Introduction
According to classic economic theories, self-interested economic agents allocate their resources for production and acquiring wealth. But empirical evidence shows that economic agents also have options to allocate their resources unproductively. Unproductive activities like theft, piracy, predation and unmerited lobbying for special treatment, do not increase the total wealth of society but instead transfer economic products and rights artificially from one agent to the other. In the last three decades, different models have been suggested to study unproductive allocations, which can be categorized in two main groups: Production and Conflict (P&C) models and RentSeeking models [1] . In this paper we chiefly concentrate on the P&C models.
The main component of any P&C model is an economic agent who can allocate its resources to productive or unproductive activities. This kind of agent was proposed in two papers by Hirshleifer [2, 3] and then developed further during 1990's and early 2000's in different studies [4] [5] [6] [7] [8] [9] [10] [11] . More recent papers have mainly focused on using the P&C model to analyze the assignment of property rights [12] [13] [14] [15] .
In almost all of these models an agent can allocate its resources to three main activities: production, predation and protection (sometimes called 3P). Production means that the agent uses its resources to produce goods or services. Output is governed by a production function which is usually similar for all agents. Predation is the process of appropriating other agents' belongings (resources, output, wealth or any combination of them). Agents have a predation technology which governs the effectiveness of resources allocated to predation. Finally, protection is the process of defending against possible predation by providing defenses.
In this paper, we first review the structure of classic P&C decisions. Then in section three we introduce our agent describing its attributes and procedures. In the last section we present some results from our agent implementation in a real model and offer some possible extensions and applications for the designed agent.
Classic P&C Decision
In order to explain the motivation for designing an artificial agent for P&C models, we first describe the attributes and procedures of agents found in classical equation-based models. It is worth mentioning that before being studied in economics, these models were considered in biology. For example Smith and Price [16] used a computer simulation to model conflict among animals using five strategies titled "Mouse", "Hawk", "Bully", "Retaliator" and "Prober-retaliator" after animal behaviors.
In economics, Hirshleifer's seminal work [2] presented a two-party interaction for the first time where agents had "two alternatives ways for generating income: (1) "peaceful" production and exchange, versus (2) "appropriative" efforts designed to seize resources previously controlled by others (or to defend against such invasions)." Later, a new aspect was added to the structure which was the possibility of protection against attacks, which led to a "3P" framework including Production, Predation and Protection options. Anderton [17] added "trade" as an option, but for simplicity, we neglect that alternative in this paper.
In addition to the possible choices, the sequence of allocations is important as well. Models can be categorized into two groups according to the arrangement of their allocation decisions: 1) parties make their decisions simultaneously, which usually happens when they make their decisions independently [5, 12, 18] or 2) parties make their decisions sequentially, and defensive decisions are made first [15, 19] .
Reviewing different 3P models, it can be seen that although the analysis has been extended and improved, two main problems remained unsolved. Firstly, agents need to choose between predator or producer/protector strategies. In other words, due to the limitations in general-equilibrium modelling, authors have not been able to build a player which is able to allocate resources to all three options at the same time. Modelers have always studied the P&C behavior at a meso-level, avoiding the consideration of micro-behavior of individual agents and instead studying their aggregate decision outputs. Secondly, agents' strategies are fixed or limited. For example in two-player predator/prey conflicts, which usually happen in one round, there is no chance for a player to switch its strategy during the running time. Only in a two player/role game like [20] can agents switch between cooperation and anticipation which leads to four different states based on a Hobessian structure. In two or more player generalequilibrium models the ratio of predators to producers is usually governed by a single exogenous variable. This is in contrast to theory and empirical evidence [21] that the desirability of being a predator or a producer is an endogenous function of the population of each group.
The second issue in classic P&C models is that agents are homogeneous in their characteristics. For example they have the same productivity and similar predation ability. This follows from the widespread use of representative agents in economic modelling which can give quite misleading results. For instance, we know that in a real-world perspective, one of the reasons that people become thieves is the lack of adequate production facilities. This fact has been neglected in most of the earlier studies, apart from papers like Grossman's [6] which considered this topic by adding the ratio of poorly-endowed people to well-endowed people to his model and using two new variables which indicate the productivity of each group. It should be mentioned that even in Grossman's paper, the productivity parameter is a constant, as agents' accumulated experience in their allocation does not affect their skills and return to that allocation. Muthoo [22] nominated this limitation as the first constraint in his model: "First, a simplifying but somewhat restrictive assumption that underlies my model is that the players cannot make any (further) investment in their fighting and productive skills."
The third common feature in P&C models is that the agents have little interactive effects on each other's decisions. The only possible route for an interaction is when an agent makes a protection decision based on its opponent's predation allocation, although in models like Grossman's [6] the variable G, which stands for guarding resources, is determined exogenously. The other limitation in the interaction among agents is that classic models only concentrate on predator/producer dealings or what Anderton [17] calls "dove/hawk" interaction. Clearly though, predator/predator and producer/producer interaction is also possible and the first one in particular can affect the outcomes of the model, since there is no inherent reason why stronger predators would not target weaker predators.
Returning to the agent itself, earlier studies did not usually consider the personal characteristics of the agents. Only Grossman and Kim [23] appear to have studied the morality of agents, including moral decay and revival in P&C models. In other models, our player is a simple undefined person without any personal distinctive properties and preferences.
Classic P&C models also treat information as complete and symmetric. In other words, any agent knows about all the other agents, their decisions, allocations and properties. The agent is also aware of global indicators and variables like the total number of agents, the ratio of predators to producers and so on. As we know, many of us do not know the real wealth of our close friends and relatives, their expenditures and even their monthly salaries, so this assumption is far from real world contexts.
The next common feature of classic P&C models is the lack of evolutionary methods in their optimization and learning processes. Agents usually use simple marginal comparisons to allocate their resources in any round. But no-one wakes up every morning and calculates the marginal return for every unit of resources in order to decide daily resource allocations. Past models also do not generally make any connection between the current period and previous decisions, so agents cannot optimize their outcome using past experiences.
The final issue is the subject of the conflicts -that which is going to be predated. There are two main views: The first is that conflicts happen over an object and the second is that conflicts happen over gaining a right [24] . In this paper we mainly concentrate on the object view, though the model can be adapted to consider conflicts over rights too. In the object view, different models have selected different objects which become subject to predation. In some models, agents contest an insecure resource [7, 25, 26] and in others the conflict happens over access to produced goods [10, 11] . Kolmar [14] has reviewed both kinds of models and suggested a compound model. In his model, agents have two different resources: time, which cannot be predated, and capital which can. The last option is for predators to steal another agent's endowment. Muthoo [22] alluded to this possibility as a limitation in his P&C model, because in current models agents cannot predate each other's production or predation technologies.
Our P&C Decision Maker
In the last section we outlined some of the main features and limitations in designing the agents which operate in classic general-equilibrium P&C models. In this section we try to develop a more capable and flexible agent using an agent-based modelling approach. Agent-based modelling uses an object-oriented simulation environment in which individual 'agents' posses both attributes and behaviours. Agents interact with each other dynamically according to certain rules, which may themselves evolve.
In our model agents have a life-cycle including birth, life, and death. Each agent, when born, receives an integer value as its maximum age. These integer values are distributed normally for the society and can easily be changed. For example, if we are speaking about a developed society, we can use a higher mean for our distribution compared with a model for agents in a less developed country. In this model we have assumed that our society's population growth rate is zero for simplicity, but it can also be easily changed. An agent will die if its total wealth is less than zero, which may occur after it has been predated, if it runs out of resources, or if it loses its production technology.
The second key attribute of our agent is its strategy. We present each agent's strategy using one of four possible two-bit strings: [0 0], [0 1], [1 0] and [1 1]. As mentioned in the previous section, the classic models have two main types of agents, the producer which is assigned the [0 1] strategy, and the predator, which is assigned the [1 0] strategy. Our producer is a moral player who will never predate the others and our predator is a pure predator who only allocates resources to predating others.
Beyond these two classic combinations however, we also have the [1 1] strategy used by 3P agents (who can produce, predate and protect at the same time) and the [0 0] strategy, which is adopted by inactive individuals. An inactive agent is one who does nothing for a specific period of time. We can think an inactive agent as someone unemployed, out of resources for either production or predation or maybe someone who is migrating to find a new place. Showing the strategy of agents by a bit pattern gives us the opportunity to use a genetic algorithm for optimizing our agents' behaviors. All agents are born with the [0 1] producer strategy.
Each agent also has a wealth variable which represents its income accumulated over time and which will be inherited by its child when the agent dies. In our model each agent has a specific spatial location, which influences the agent's productivity. It can be thought as its work place, like a farm. Each agent also has a cost of living which must be paid by the agent every time-step, which here is equal to one week, with a model 'year' consisting of 52 time-steps. Standard short-run processes take one week to happen. For example, agents receive their income and spend it every week. Long-run processes like changing strategy happen on a yearly basis. Our agent also has a set of control variables, like its production history, which are used for managing its processes.
Agents can be linked to one to five other agents who are close by, which give us structures like those shown in Figure 1 , in a 20 by 20 spatial grid (400 places) containing 100 agents.
Fig. 1. Three sample arrangements of agents in our environment
In our model, information is neither complete, nor symmetric. When an agent is not linked with other agents, it means it does not know those agents at all and has no interaction with them, but when it is linked to another agent it may have some information about that other agent. Our agent cannot know all the attributes of the other agent, like its allocations, but it can partly be informed about its wealth or strategy.
Up to now, we have an agent who has its own attributes and location and it dies when it gets old or very poor. When an agent dies, a new agent is born on the same location. As discussed earlier, the new-born agent will be a producer ([0 1]) by default, but before starting its activities, its strategy at birth will also interact with the strategy of its parent agent through a cross-over (as outlined in Figure 4) . The probability of this cross-over for each bit is 50%. Using this method we have been able to transfer the strategy from one generation to the other.
Production and predation technologies can be in any form, but we have used a simple function in the form of ( )
= where a and b will be positive and nonzero to ensure that ( )
, thereby maintaining a direct relation between input and output and ensuring decreasing returns. The subject of the conflict can be any object, including the resources, wealth or even technology, but in order to present some new features in our model we have used the combination of wealth and production and predation technologies.
Two other issues remain: how should our agent make decisions about the allocation of its resources and how it learns from its experience in order to optimize decision process? Answering these questions form the core activity of agents, which is the allocation of resources.
At this stage, we need a new concept which can connect an agent's characteristics to its decisions, so we introduce danger to our model. Danger is a variable between zero and one, which is higher when the environment becomes more dangerous. The concept of danger is calculated in the same way for all agents and each agent perceives danger based on the equation below:
where α is 1 if the agent has been predated in the round t and 0 if it has not been. So for example, if after five rounds, an agent has a thread such as 0,0,1,0,1 which means it has been predated during the last round and the third round, its danger will be 0.3125. Danger is calculated in the same way for all agents and each agent may be predated only once during each round. Since ( )
is always less than 2, danger is always less than 1. This equation reduces the effects of older experiences and limits danger to a range of (0, 1). To personalize this variable for our agents, we designed a simple fuzzy function. This function is determined by three values a, b and c as in Figure 2 below, where a > 0, a < b, and 0 < c < 1. Figure 2 helps us relate agent's observations of predation to a personal interpretation of the danger which we call it insecurity. Every agent has its own a, b, and c which are assigned when an agent is initialized by a random normal distribution. For example Figure 2 shows that when danger is less than 0.2, this agent does not have any sense of insecurity. As soon as danger becomes more than 0.2, the agent's sense of insecurity increases linearly with increasing until it reaches maximum of 1 at a danger level of 0.7.
In Figure 3 , we have shown the danger-insecurity diagram for two different agents. As can be seen, the solid line leaves the zero level at 0.2 and reaches its maximum value, 1, when danger is 0.3. But the dotted line increases with a shallower slope and finally it remains on 0.5 at its maximum insecurity. According to Equation 1, and using Figure 3 we can say that, if the associated agent of the first line is predated during the previous round -which will cause its danger to be at least 0.5 -it will feel completely insecure, while in the same situation the second (braver) agent's insecurity will be only 0.4, so in this situation the first agent feel around twice as insecure as the second agent. This fuzzy function enables us to add the characteristic of "appetite for risk" to our agents, which is defined by the parameters a, b, and c. Now, using the available features in our agent we define its allocation process. The first decision which is made by any agent is its protection. For our current agent, we assume that it will protect itself in proportion to its sense of insecurity. So, if its insecurity is 0.6, it will allocate 60% of its resources for protection. Then if it is a [0 1] type agent, it will allocate the remaining resources to production and if it is a [1 0] type agent, it will predate using the rest of its resources. Now the question is about the [1 1] agent who both produces and predates. For making another connection between the personal attributes of an agent and its decision we have decided to allow [1 1] agents to be able to predate and produce as below, which means our agent predates more when it has a greater appetite for risk:
The final features are the learning and optimization processes which are presented in Figure 4 . Each agent's strategy can be mutated every five years on average (the probability is one in 260 weeks).
If its strategy is set to [0 0] it will do nothing for one round and then it will continue its previous strategy. The agents keep a history of their best outcomes and associated strategies over time so they always know which strategy has been the most advantageous. During each run there may be a cross-over between its best and its current strategy. The probability of crossover can be set by the modeler and we allow agents to revise their strategies every year. 
Results
We implemented the model using NetLogo 4.0.3. Table 1 presents the main initial and control variables which we have used. Implementing the model and executing a sample run 50 times, we have found some emergent and adaptive behaviour that cannot be captured in classic P&C models. The first result that can be considered is the tendency of different types of models to select different strategies. The results show that usually agents with lower productivity and higher appetites for risk are more interested in allocating their resources to predation, which seems to be close to what happens in real-world societies. For example, according to our outputs, on average around 65% of agents who allocate more than 50% of their resources to predation are risk-takers and the effectiveness of their predation is more than 0.5. Fig. 5 . A sample run. Proportion of predators with effective predation technology is usually consists more than 50% of the predators. Figure 5 shows the percentage of agents with effective predation technologies who allocate more than 50% of their resources to predation. The observation has been made every 100 rounds to avoid unnecessary fluctuations and variations in the diagram. As can be seen, the model did not reach a stable situation for around 50 observations but we have used them in drawing the curve to present all the data.
The other observation which shows adaptive decisions is the reaction of agents to increases in returns to production. As we expected, when returns to production become more than returns to predation, there is a sudden rise in the ratio of resources allocated to predation. Consequently, as some productive agents allocate more to predation, the production growth rate decreases. This result may not be captured using classic models easily as it happens based on the interaction of agents. Two samples are shown in figure 6 . Return to Production. Ret-Pred: Return to Predation. As can be seen in both diagrams when returns to production are more than returns to predation, the number of predators increases very fast which causes sudden returns to predation and decrease in returns to predation.
In a long-run prespective these adaptive decisions lead to a dynamic cyclic variation which continuously happens in allocation processes. Figure 7 shows that constant consideration of returns and optimization of strategies by agents avoids any domination by a specific strategy even in the long run. As can be seen, although the diagram shows the average results for 10 runs, the cyclical allocation of production and predation resources is centred around the 40% line. The remaining resources are allocated to protection, which is not shown here. Figure 8 shows more details about the production and predation average allocation data. Jarque-Bera 629577.5 Probability 0.000000
Fig. 8. Statistical Analysis of Production Series and Predation Series
Based on reviewers' suggestion we also run another type of the model where newborn agents directly inherit their parent strategy with a following mutation with the probability of 0.5 for each bit. The observations can be shown as below: The results illustrate that inter-generational transfer of strategy among the agents based on our definition in this paper can decrease the intensity of predation in our environment. As an application, if we think about the transfer as an external means like effective education, the results of a 10 run simulation shows that on average, production allocated resources may increase from 37% to 49% -a 32% increaseand at the same time the same index for predation decreased from 39% to 31%. So, finding an useful method for preventing conflict-based behavior from being inherited by children can lead to more production and economic growth.
Conclusions and Suggestions
While the classic Production and Conflict models usually concentrate on physical aspects of the theory like technologies of production and predation and recognize them as the most effective factors when an agent makes its allocation decisions, we have attempted to also consider some new features in these models.
Our results show that our simulated agent is responsive to its environment signals and optimizes its decision according to the other agents which it knows and also its own characteristics and initial conditions. The decisions are made at the local level in our simulation based on our definitions of the neighborhood, which makes the analysis closer to real-world events.
Using an agent-based approach, we have been able to make the agents more interactive, which led to emergent behavior and more adaptive decision making compared with classic P&C agents, which have been studied using their aggregate performance.
In general terms, in this paper we showed that in a simulated environment where there are no property rights, a significant proportion of resources will be allocated to unproductive activities which will not be useful for economic growth.
The agent designed here and its associated environment can be extended for use in different theoretical and applied areas such as the estimation of resources wasted in economic conflict and rent-seeking models, assessing the efficiency of different methods for simulating economic expectations, and modelling collective behavior, especially regarding protection and conflicts over natural resources.
