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ABSTRACT 
Ganapathy, Priya. Ph.D., Engineering Ph.D. Program, Department of Biomedical, 
Industrial, and Human Factors Engineering, Wright State University, 2009.
Development and Evaluation of a Flexible Framework for the Design of
Autonomous Classifier Systems.
We have established a modular virtual framework to design accurate, robust, 
efficient and cost-conscious autonomous target/object detection systems. 
Developed primarily for image-based detection problems, such as automatic 
target detection or computer-aided diagnosis, our approach is equally suitable for 
non-image-based pattern recognition problems. The framework features six 
modules: 1) the detection algorithm module accepts two-dimensional, spatially-
coded sensor outputs; 2) the evaluation module uses our receiver operator 
characteristic (ROC)-like assessment tool to evaluate and fine-tune algorithm 
outputs; 3) the fusion module compares outputs combined under various fusion 
schemes; 4) the classifier selection module exploits the double-fault diversity 
measure (F2 DM) to identify the best classifier; 5) the weighting module 
judiciously weights the algorithm outputs to fine-tune classifiers, and 6) the cost-
function analysis module determines the best detection parameters based on the 
trade-off between the costs of missed targets and false positive detections. Our 
solution can be generalized to facilitate detection system design in various 
applications, including target detection, medical diagnosis, biometrics, 
surveillance, machine vision, etc.  
For proof-of-principle, the framework was implemented for the autonomous 
detection of roadside improvised explosive devices (IEDs). From our set of nine 
multimodal detection algorithms that yield 1,536 possible classifiers, we identified 
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the single best classifier to accomplish the detection task under a defined cost 
specification. System performance was tracked through each module and 
compared to standard approaches for system definition. Algorithm parameter 
optimization improved performance by an average of 18% (range of 3-32%). Our 
F2 DM-based classifier selection module predicted classifier performance with an 
average difference of 3% (standard deviation = ± 2%) from ROC area under the 
curve (AUC) predictions and an associated computational efficiency improvement 
of 83%. Adoption of the fusion recommendation yielded 20% improvement over 
the best-performing algorithm. The weighting module further improved 
performance of top classifiers by 6% (range of 1-11%). The operating threshold 
provided by the cost-analysis delivered a true detection rate of 92% and a false 
detection rate of 14%. In summary, our framework autonomously and 
expeditiously identified and systematically tuned the detection system to yield an 
aggregate performance improvement of 43% over a reasonable baseline system 
(ROC-AUC = 0.93 and 0.65, respectively). 
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1. INTRODUCTION 
Developments in image sensor technology render large volumes of data that can 
overwhelm image analysis software of autonomous classification/recognition 
systems.  This scenario can be alleviated by pre-screening the image data to 
detect regions of interest (ROI), e.g., military targets, suspicious lesions or 
patterns, prior to classification and/or recognition. Therefore, there is an 
increasing emphasis on the development of a robust detection strategy that is 
capable of separating desired ROI from the background and other non-target 
objects.  
Stand-alone algorithms that have been developed to detect specific or 
distinct signatures of desired ROI fail when presented with variations in 
environmental conditions, sensor settings, scene complexity and/or degree of 
clutter, thereby limiting the detection capability of a given system. The setting of a 
low threshold such that a particular algorithm detects all targets in an image, i.e., 
achieves a high true detection rate, comes with a tradeoff of a high false positive 
rate. This increased false alarm rate, in turn, adds to the overall workload of the 
analyst, thereby defeating the purpose of the detection strategy. 
1.1. Problem statement 
As opposed to a single stand-alone algorithm, the use of algorithm ensembles to 
improve overall detection performance of a system is gaining prominence. Here, 
the terms ‘ensemble’ and ‘classifier’ refer to a set (or combination) of more than 
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one detection algorithm. However, the importance of selecting appropriate 
algorithms for a given detection task prior to their fusion is not always 
recognized. Recent work has been limited to comparing the performance of a 
given ensemble across different combination (or fusion) schemes, but assessing 
system performance based solely on the ensemble’s combined output without 
prior evaluation of individual algorithm capabilities will yield sub-optimal 
outcomes.1-3 The criteria for selecting individual algorithms are application-  and 
scenario-specific; different levels of specificity and sensitivity from individual 
algorithms can be combined to obtain a desired result under unique 
circumstances. Additionally, the selection of algorithms must not only be 
determined by their individual performance but also by their ability to exploit the 
team strength when combined, i.e., selection should be based on individual 
performance and also the degree of dependency between the algorithms. 
Therefore, the development of a framework that permits inclusion or removal of 
algorithms to optimize overall performance is required, and the ability to optimize 
this framework with respect to cost and/or time, makes our approach even more 
attractive. 
1.2.  Our fusion framework and its modules 
Our developed framework is capable of accepting any algorithm’s output (which 
we term a “response plane (RP)”) that can be spatially encoded and accurately 
associated with the different ROI of a given input image. Each candidate 
algorithm measures or extracts a different feature from a given ROI. To allow a 
meaningful comparison of the different algorithms and effectively combine their
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respective outputs, a transformation from the algorithm-specific measurement 
space to a universal ‘confidence' space is required. Here, the term ‘confidence’ 
refers to the degree of certainty associated with the decision (target or non-
target) for a given ROI. Analysis of training data results allows the range of 
measured ROI values to be mapped to confidence scores. 
The designed framework is comprised of in-built modules to 1) evaluate 
performance of individual algorithms; 2) assess algorithm interdependencies; 3) 
combine detection outputs using different decision-level combination schemes to 
form ensembles; 4) improve performance of shortlisted ensembles by applying 
weights to their individual algorithms; and, finally, 5) perform cost-function 
analysis with respect to candidate sensors, detection algorithms and fusion 
schemes (Figure 1.1). 
1.2.1. Evaluation module 
This module incorporates a unique receiver-operator characteristic (ROC) curve-
like analysis that was developed to assess the performance of a given algorithm 
or algorithm ensemble to identify optimized combinations of true detection and 
false alarm rates. Unlike traditional methods such as the free receiver-operator 
characteristic (FROC) algorithm,4-5 the developed ROC algorithm provides an 
unbiased and quick estimation of the false detection rate at different decision 
thresholds. 
1.2.2. Algorithm ensemble selection module 
A classifier (algorithm) ensemble can outperform an individual classifier if and 
only if the candidate classifiers of the ensemble are diverse in nature. Therefore, 
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a surrogate metric (the double-fault measure) that predicts the diversity (degree 
of dependency) between classifiers and provides a high correlation with the area 
under the ROC curve (AUC) is employed to accurately and more rapidly shortlist 
candidate classifiers of the framework. 
1.2.3. Decision-level fusion module 
The framework also provides a platform for the fusion of algorithm outputs based 
on state-of-the art rule-based (majority voting), linear average-based, probability-
based (naive Bayes classifier) and evidence theory-based (Dempster-Shafer 
theory) combinations schemes. Further, for a given detection system and set of 
training images, the framework identifies the classifier ensembles under each 
combination scheme that provide minimal cost in terms of misses and false 
positives. 
1.2.4. Weighting module 
Performance of the shortlisted ensembles can further be improved by 
considering the relative classifying accuracy (AUC value) of their candidate 
algorithms. The individual RP are weighted (here, we apply exponential weights) 
based on their relative performance prior to fusing under any of the desired 
combination schemes.  
1.2.5. Cost-function analysis module 
The module analyzes the performance of sensor outputs/algorithms/fusion 
models by assigning costs to false positives and misses based on the user-
specific application and environment. It also allows for convex-hull analysis of 
cost curves to assess improvement in system performance expected by 
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incorporating information from more than one sensor and/or implementing 
classifiers formed within simple or complex fusion schemes as opposed to a 
stand-alone algorithm.  Additionally, the module automatically finds the operating 
points that provide an overall minimum cost across a given set of sensor 
outputs/algorithms/fusion models. 
1.3.  Area of application for proof-of-principle 
The developed framework can be applied and fine-tuned to optimize a wide 
range of applications, such as remote sensing, intrusion detection, medical 
image analysis, automated target recognition (ATR), and handwriting, face and 
fingerprint recognition. To develop and evaluate the framework, a realistic and 
challenging object detection task was investigated. As of 2008, the number of 
casualties due to roadside improvised explosive device (IED) attacks surpassed 
that of any other enemy-related attacks.6 The task of IED detection is more 
complicated than traditional ATR problems due to the obscurity of the targets. 
IEDs are designed for ‘camouflaged’ warfare and are, therefore, constructed from 
objects such as Pepsi cans, concrete blocks or animal carcasses. Consequently, 
IEDs exhibit few traits that distinguish them from environmental background 
objects.  
Since 2003, the Joint IED Task Force has spent in excess of $375 million on 
acquiring anti-IED technology. The latest addition to this technology, which is 
currently used in the warfront, is the Expedient Route Opening Capability 
(EROC) system which involves three vehicles that work in tandem to sweep 
roadways before the arrival of combat or supply convoys. Similarly, military 
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personnel are trained to seek for suspicious objects prior to or during troop 
movement. However, this task is complicated by the lack of a well-defined target, 
the desire to travel expeditiously, and the environment (e.g., poor visibility in 
foggy or dusk/dawn/night conditions, clutter from trash, rubble, etc.). As a result, 
the chances of missing an IED increases the risks involved in troop movement. 
To reduce the number of IED-related causalities, there is sustained interest in 
developing a semi-autonomous system that can warn scout soldiers of any 
possible IED threat under all visibility conditions. In general, the system should 
reduce the workload on the scouts and enable safer troop movement within a 
given distance from the convoy lead vehicle. We applied the ‘framework of 
algorithms’ concept and tested the various modules to develop such a system 
that can efficiently detect roadside ‘threat’ objects from multimodal imagery. The 
results of this study can also be used in improving the detection capabilities of 
systems such as the EROC. 
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2.    BACKGROUND 
This chapter commences by identifying various target detection systems and 
highlighting similarities in their goals and applications. The chapter then presents 
the challenges in designing high performance algorithms, in the light of 
application-based trade-offs between the true detection rate and the false 
detection rate, and the assessment of the associated risk versus benefit. 
Subsequently, the currently used performance evaluation metrics are identified 
and an analysis of their limitations is presented. The chapter emphasizes the 
need for establishing a universal metric to assess the relative performance of 
different detection algorithms. The motivation behind combining algorithm 
outputs and identifying a few research areas that implement similar fusion 
strategies is presented. The various literature-based data fusion architectures 
and their associated taxonomies are then discussed. Further, the inherent 
advantages of using decision-level fusion over the other data fusion architectures 
for the proposed framework are highlighted. The different decision making levels 
that are available for each sensor/algorithm within the decision-level fusion 
architecture, are then presented, and, a justification for choosing ‘measurement 
level’ decision-making is provided. Next, state of the art combination schemes 
that are implemented within the decision level fusion architecture are discussed, 
with a brief comparison of their performance, advantages and disadvantages. 
The chapter emphasizes the need to select diverse classifiers/algorithms prior to 
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combining their results and identifying some commonly used diversity measures. 
The need to develop a virtual framework and identify its main attributes to 
facilitate the easy incorporation of various detection algorithms that can be 
logically combined to optimize system performance is discussed.  
2.1.  Traditional Algorithms 
The convergence of imaging technologies across multidisciplinary fields has 
bridged the gap between computer-aided detection (CAD),1 ATR and pattern 
recognition3 (PR) systems. All of these systems share the common goals of 
detection, localization and recognition of ROI such as tumors and lesions, military 
targets, or patterns. To achieve these goals, the systems use similar image 
acquisition, noise reduction and image enhancement principles. Likewise, simple 
and universal feature-extraction algorithms can simultaneously promote the 
development of many detection systems. Feature-finding algorithms that are 
commonly used across different detection tasks extract shape-based (solidity, 
convex hull,7 Fourier descriptors,8 etc.), size-based7 (area, perimeter, etc.), 
statistical-based (variance, gradient, contrast, entropy, moments, etc.) or texture-
based9 (coarseness, regularity, line-likeness, etc.) signatures from desired ROI. 
These algorithms are considered primary algorithms because their results are 
further processed by algorithms such as neural networks,8 k-nearest neighbor10 
and support vector machines,11 that finally classify a given ROI. The performance 
of these secondary classifiers is highly dependent on the performance of the 
underlying feature-finding algorithms. Therefore, an overall increase in system 
performance can be achieved by fine-tuning the primary algorithms with respect
10 
 
to different detection tasks for specific target sets.  
2.2.   Trade-off between specificity and sensitivity 
The true detection rate, or sensitivity, can be improved by lowering the threshold 
of a given algorithm such that it correctly detects all ROI. In these scenarios, 
even though all the targets in an image are detected by the system, background 
objects that have some features in common with the targets are also falsely 
identified as targets (false positives (FP)). As a result, we obtain a high sensitivity 
at the cost of a high false detection rate (1 - specificity). This trade-off between 
sensitivity and specificity is one of the major challenges in developing high 
performance algorithms.  
Traditionally, algorithms were first developed to provide a high sensitivity, for 
example in the medical field1 to detect cancer cells or screen patients with illness, 
in the military arena12 to detect missiles or landmines, and even in the PR field to 
detect new patterns or symbols3. A subsequent emphasis on high accuracy 
(correctly rejecting the FP while correctly detecting all true positives (TP)) 
ensued. More recently, the tuning of sensitivity and specificity has been tied to 
additional parameters, including the risk and benefit associated with missing a 
target or falsely detecting a non-target, that facilitates the setting of a classifier 
threshold.13 Ideally, we want algorithms that provide us high sensitivity, high 
specificity, and high benefit with the least risk (minimum cost). Since an ideal 
algorithm does not exist, the task is to optimize these factors to obtain close to 
ideal performance. As each of these factors is application-dependent and, the 
desired outcome must be defined, e.g., it may be more important to correctly 
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identify patients within a population who have a certain contagious disease, than 
to misclassify patients who do not have the disease. This decision will vary 
depending on the risk and benefit associated with the correct classification of the 
TP versus misclassification of the normals or true negatives (TN).14 In a war 
scenario, it may be more important to save innocent lives (i.e., reject FP) than to 
destroy enemy artillery (i.e., detect TP) unless decided otherwise based on a risk 
versus benefit analysis.13 In the light of the above discussion, the fundamental 
aim of a detection task would be to evaluate algorithms based on these trade-offs 
to achieve the highest possible performance.  
2.3.    Performance metrics 
The standard evaluation metric used in PR problems computes the accuracy 
based on the overall correct and incorrect outcomes.15 Here, information 
regarding the performance in terms of sensitivity or specificity is not considered, 
and an algorithm’s performance can be overrated in spite of missing crucial 
targets. This scenario worsens when the training images contain few targets. 
Therefore, an evaluation metric based solely on the algorithm’s overall 
classification accuracy fails to capture the true performance of the system.3,15 
ROC analysis allows an algorithm’s performance to be expressed in terms 
of both sensitivity and specificity. The ROC curve represents system 
performance by pairs of specificities (percentage of correctly rejected TN 
samples) and sensitivities (percentage of correctly detected TP samples) plotted 
at all possible decision (classification) thresholds.16 The thresholds that provide 
sensitivity/specificity greater than a user-defined requirement can then be 
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identified, or this information can be collapsed to form the ROC-AUC metric, a 
single numerical value that indicates the likelihood of the algorithm to correctly 
classify a target sample as opposed to a non-target (TN) sample, over the entire 
range of decision/classification thresholds.17 
Applying ROC analysis to a PR problem is simple since each input sample 
is either a TP or a TN. However, its application becomes complicated when both 
targets and background/non-targets are present in a given sample (image). This 
scenario is more likely in the CAD and ATR domains, where we have both 
targets (lesions/military target objects) and non-targets (benign tissue/friendly 
objects) in the training and test images.4,17 Due to the inherent difficulty in 
quantifying the TN in an image, which in CAD/ATR scenarios comprises the 
entire image excluding the targets, FROC algorithms have been used as an 
alternative evaluation tool.17 FROC analysis expresses the false detection rate in 
terms of the number of FP per image, rather than a ratio of FP to the total 
number of TN in an image. This is an unconstrained analysis, since the algorithm 
ignores the variation in the areas occupied by the individual FP per image. 
Consequently, to accurately convey system performance using FROC, the 
investigator must analyze a large number of images, which adds to the overall 
processing time. Additionally, there are only a few curve fitting methods4 and 
statistical tools5 that have been validated to compare different FROC curves. To 
overcome the several drawbacks of the traditional 1D ROC and 2D FROC 
algorithms, there is a growing need to develop modified ROC-like assessment 
tool for 2D CAD/ATR system performance analysis.17,18 
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2.4.   Motivation behind algorithm combinations 
It is well accepted that stand-alone algorithms work explicitly for a fixed set of 
training images and target type,19 and algorithm performance is dependent on 
the initial parameter settings deduced from training image evaluation. Any 
variation between the training and actual images in terms of sensor settings, 
environmental conditions, scene complexity, degree of clutter, target types, etc. 
results in sub-optimal performance of a single best algorithm. Alternatively, the 
overall performance of a detection system can be improved by minimizing the 
overlap of the classifying errors made by a set of algorithms on given training 
data.20  
Areas of application 
The benefit of combining the outputs of multiple algorithms, rather than relying on 
the classification of a single best performer, has been reported in several military 
and non-military applications.1,21 However, with the rise in sensor data volume 
and the growth in data processing/handling capabilities, more domains are 
exploring ensemble methods.12,22 
In autonomous applications such as remote sensing,23 missing or corrupt 
data across certain sensors (or bands of a given sensor) may lead to 
misclassification of terrains or man-made objects. Subsequently, these 
applications exploit the ‘divide and conquer’24 approach of using several 
algorithms to extract distinct information from raw data prior to ensemble 
formation. For such applications, relying on the classification of a single best 
performer will result in poor performance, owing to the restricted capabilities of 
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this classifier in detecting a particular feature from the target ROI. The conditions 
worsens when the feature that the classifier is tuned to detect is missing or 
corrupt in the test data. Single-modality systems performing PR tasks such as 
face recognition25 or handwriting recognition.3 employ diverse features for 
decision making. Since the features are often derived from different scales, better 
performance is ensured by training each of these algorithms on the different 
features prior to combining their outputs. 
In medical image analysis, the training data usually contains very few 
positive cases and, therefore, most of the algorithms tend to be biased toward 
classifying a given TP as a negative result.15 Since the cost of a false negative 
(FN) can be higher than that of a FP, appropriate algorithms that extract the 
different attributes (features) of an anomaly are selected and combined to reduce 
the outcome bias.  
2.5.   Data fusion architectures 
In an effort to enable efficient technology transfer across diverse fields, the Joint 
Directors of Laboratories (JDL) Data Fusion Working Group, established in 1986, 
proposed the first terminologies related to common data fusion concepts.26 They 
present three different architectures based on the actual level in the information 
flow where the data (unprocessed or processed) are combined. 
2.5.1. Data-level fusion models 
In this architecture, the raw data across sensors are combined, followed by an 
identity declaration process (i.e., estimating target presence) (Figure 2.1). Prior to 
identity declaration, a feature vector is extracted from the fused data by applying
15 
 
 
 
 
 
 
 
 
 
Figure 2.1. The data-level fusion architecture is preferred when the underlying sensors are 
commensurate in nature.
26
 Followed by registration, the raw data from the existing sensors are 
fused. Feature extraction is performed on the fused data, followed by ROI identity declaration 
using different classifiers such as neural networks, cluster algorithms, etc. Prior to fusion, images 
from the sensors must be co-aligned at the pixel level.  
a transformation from the vector space. Classifiers such as neural networks, 
template methods or cluster algorithms8 are widely used to estimate target 
presence or absence based on the input feature vector. However, in this scheme, 
the raw data can be fused only when the underlying sensors measure the same 
physical quantity, for example, several electro-optical sensors imaging the same 
scene from various angles.  
2.5.2.    Feature-level fusion models 
In feature-level fusion, the ROI features extracted from different sensors 
(generally, non-commensurate in nature) are concatenated into a single feature 
vector (Figure 2.2). These features represent object properties such as size, 
shape, homogeneity or even material properties.8  
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Figure 2.2. The feature measurements derived from different sensors for a given ROI are 
concatenated to form a feature vector (or state vector) after data association or correlation is 
performed.
26
 The resultant feature vector is given as an input to feature-level fusion models such 
as neural network architectures, clustering algorithms or template based methods, to classify the 
ROI as a target or non-target. 
The concatenated feature vector serves as an input to different classification 
techniques such as neural networks, clustering algorithms, k-neighborhood 
techniques or template methods to discriminate and classify the targets from 
background or clutter objects.26 Prior to concatenating feature vectors from 
different sensors, image registration and data association is performed.  
Due to similar processing steps such as co-alignment, feature-extraction 
and classification, the data-level fusion can be considered as an extension of 
feature-level fusion with an additional step of combining the raw data.  
2.5.3.   Decision-level fusion models 
In decision-level fusion models (Figure 2.3), each sensor measures a specific-
target attribute and converts the measurement into a decision space variable 
regarding presence or absence of targets across different ROI.26 The feature-
extraction phase can include primary (traditional) algorithms and/or a set of 
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Figure 2.3. Followed by feature extraction, confidence scores for a given ROI are obtained from 
different sensors,
26
 which classify the ROI as a target or non-target. These individual declarations 
are combined using various decision-level fusion models to finally classify the ROI as a potential 
target or non-target. Prior to combining these decisions, data association or correlation must be 
performed to determine which sensor observations belong to the same ROI Here, the term 
‘sensor’ is used in a broad sense to represent different cameras or detection algorithms.  
secondary algorithms that use all primary algorithm information to provide an 
identity declaration. Based on the probability distributions of target and non-target 
ROI signatures obtained across various feature-extraction algorithms/sensors, it 
is easier to map the measurements onto the decision space. Prior to combining 
the decisions, data association and correlation are performed with respect to the 
different ROI.  
2.5.3.1.  Advantage of decision-level models for the proposed framework 
Decision-level fusion models are inherently suitable and computationally efficient 
when the underlying sensors are different in nature.26 This characteristic of the 
fusion model aligns with the need to develop a framework wherein different 
sensors/algorithms can be easily added or removed to optimize system 
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performance. The decision-level fusion framework allows exploring and testing 
various layered sensing architectures with minimum modifications. Additionally, 
the sensor expert knowledge regarding the capability and limitation of a given 
algorithm or sensor can be best exploited by using the decision-level fusion 
model.10 Further, since only the decisions of the algorithms are fused, the 
memory and computation requirements for decision-level fusion schemes are 
less than those of feature-level or data-level fusion schemes.26 
2.5.3.2.  Different levels of decision outputs 
Algorithm outputs can exist at an abstract level, rank level or measurement level. 
In the abstract level, each algorithm provides its final decision across a given 
ROI, i.e., they provide a class label (target or non-target for a two-class problem) 
for each ROI.27 In rank level schemes, each classifier, based on its prior 
knowledge, ranks the class labels that can be assigned to an ROI. Rank order 
decision outputs are used widely in PR which mainly deals with multi-class 
problems. These rank outputs are usually combined using a sum-rule, product-
rule, min-rule, median-rule or max-rule.19 The third output type is the 
measurement level; it is the most preferred scheme since it provides more 
information than other decision-level outputs,28 and will outperform a rank or 
abstract level decision fusion schemes. Under the measurement output scheme, 
the sensors/algorithms measure different features of a given ROI that, thereby, 
differ in their range of measurements. To meaningfully compare the various 
results, the classifier outputs are mapped to confidence scores that provide a 
uniform range of measurement. With measurement level outputs, the schemes
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are also more sophisticated and robust.28  
2.6.   State of the art decision-level combination schemes 
Several studies have exploited the advantages of combining the decision across 
algorithms at the measurement level. Decision-level fusion schemes have been 
used in the field of medical image analysis (MRI image segmentation29, CAD 
systems1), ATR (landmine detection10, military target detection2) and PR 
problems (fingerprint recognition25, handwriting recognition3). These fields usually 
incorporate the popular techniques such as MV rule, LA classifier and schemes 
based on NB theory or DST.13,30,31,32 Most of these studies (which include two-
class or multi-class problems) limit themselves to only one or two combination 
schemes.  
2.6.1.   MV rule-based fusion model 
MV is the simplest and easiest fusion method to implement and is, therefore, 
often used in classifier combination studies. The inherent simplicity of the 
technique promotes its application in classifier reliability and dependencies 
studies for a given detection/recognition task. This fusion model is more of an 
‘abstract level’ model than a ‘measurement level’ model since only the final 
decision of each classifier is combined. MV is a subset of the rule-based method 
(discussed in Section 2.6.3), which is governed by   1 thresholds, where  
represents the number of decision thresholds for each classifier and the extra 
threshold is the total number of votes required for predicting the class for the 
given ROI.13,19,30  Each algorithm (or sensor) can vote, i.e., provide a final 
decision regarding the ROI class, based on an algorithm-specific threshold. The 
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class that receives the maximum number of votes from an ensemble is ultimately 
assigned to the given ROI.  
2.6.2.   LA-based fusion model 
The advantages offered by the simple averaging classifier, such as fast 
classification speed and ease of implementation to learn and train classifiers 
within an ensemble, have motivated its selection for combination schemes. The 
confidence outputs obtained across different algorithms for a particular ROI are 
weighted linearly to provide a final score. Rather than assigning equal weights for 
each algorithm, the outcome can be biased in favor of a particular target type 
depending on individual performance.30,32  
2.6.3.   Rule-based fusion model 
Rule-based models are designed to incorporate any available a priori information 
into the detection system. As a result, this fusion scheme is more flexible and 
intuitive than either NB theory or DST (discussed in Sections 2.6.4 and 2.6.5). 
Based on evaluation of training data and a priori information, for example given a 
tumor type or military target, the set of individual rules that provide good results 
for a given scenario is defined13 and then these rules are combined (Equation 
2.1) to form a final set of rules based on the conjunction of clauses (‘AND’ logic) 
to classify a given ROI  as follows:  
 	 
 	    
    
  ,   ;      2.1 
where  and    indicate the measured confidence level and the pre-determined 
threshold across a given sensor  (  1, . . ,   sensors), respectively.  
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The flexibility of the rule-based method can be improved by considering a 
disjunction of clauses (‘OR’ logic), i.e., instead of a fixed threshold per sensor, a 
series of thresholds can be used to optimize detection across all targets 
(Equation 2.2).  
 	 
 	,	  …   
 ,	! ". ." 	 
 	,#  …   
 ,#!, 
   ;      2.2 
where ,$  indicates the decision threshold for sensor  for the %&'  rule (%  1, . . , ( 
rules). The set of rules is generated such that a given target in the training 
sample is covered by at least one rule.13,33  
2.6.4.   NB classifier-based fusion model 
Based on probability theory, the NB classifier assigns a single class (only the 
singleton hypothesis exists) to each ROI in an image.8 Probability distribution 
functions (pdf) of all classes across all attributes (feature measurements) are 
obtained from the training data. Conditional probabilities of the various classes 
for the given set of attribute values are then computed using the generated pdf. 
The class ) with the highest conditional probability is assigned to the given 
ROI.34 The Bayes rule (Equation 2.3) represents the posterior probabilities of a 
given ROI  to be assigned to the &' class (  1,… * classes) depending on the 
observed value +,  with respect to a classifier*. -+,|)! is the likelihood that the 
observed value belongs to class .  
-)|+,!   
-+,|)!-)!
∑ -+,|)!-)!#0	  2.3 
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The probability that  belongs to class  is obtained by taking a product of all 
the posterior probabilities -)|+,! for *  1,… ,  classifiers (Equation 2.4). 
Finally, the class with the maximum probability is assigned to the given ROI 
(Equation 2.5).31 
-)! 1-)|+,!
2
30	
 2.4 
  +4(5	66# 778-)!9:   2.5 
In the above NB model, the error rate of each classifier is not taken into 
account. However, there are a few studies3,30,31 that consider the error rate of 
each classifier in predicting the correct class for . This alternative approach 
uses a confusion matrix ;,   generated for each classifier *  1, … ,  based on a 
given set of training samples as prior knowledge, to describe the classifier 
uncertainty. In a broad sense, this process aims to gather evidence. The sum of 
the &'  row elements is the total number of samples with a true class label . 
;,, %!  represents the number of samples with a true class label  misclassified 
into class j by classifier *. Based on the confusion matrix, the probability that a 
given ROI actually belongs to class , when assigned the class label % by a given 
classifier *  is computed (Equation 2.6) as  
-5<)|,5!  %! 
=>?@!
∑ =>?
@!A>BC
 , 2.6 
where , denotes the misclassification of ROI  by classifier * into class %. The 
combination of these probabilities under the Bayes rule forms the belief value 
that the ROI  belongs to class  (Equation 2.7). Finally, the belief value of a 
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class that has the highest value is predicted to be the class of  (Equation 
2.8).3,31  
D!  -5<)|5!  %	, … . . , ,5!  %,! 2.7 
  +4(5	66# 778D!9: 2.8 
2.6.5.   DST-based fusion model 
In contrast to other schemes, the  DST can model the ignorance or uncertainty 
that exists when the sensors/algorithms are unable to classify a given ROI as a 
target or non-target.35 In general, the number of hypotheses possible for a two-
class problem will be a set of single hypotheses, i.e., target ()) and non-target 
(E), and the compound (disjunction) hypothesis (E " E). In the case of missing 
data, the null hypothesis (F) will have a non-zero value. The frame of 
discernment-G!, is a superset consisting of all proposition sets (outcomes) that 
are possible under the DST theory.36 
In a typical multiclass problem ( classes), the power of theta, i.e.,-G!, 
consists of all possible 2 subsets (Equation 2.9). The mass function (basic 
probability assignment)  (  of any given subset +  within -G!, (basic probability 
assignment) is limited to range from 0 to 1 and, the sum of all mass functions 
within -G!, equals one (Equation 2.10).   
2I  4E,EJ, E " EJ, F:         2.9 
∑ (+!KLM  1     2.10 
The mass functions of all underlying subsets can be derived experimentally 
or determined by expert knowledge available for a given sensor. However, since 
the reliability of sensors is difficult to estimate, the knowledge is usually 
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experimentally derived from training images.35 The exact probability of a given 
set always ranges between the lower limit (belief) and the upper limit (plausibility) 
of the mass function of that set. The belief function N (Equation 2.11) for a 
given set is obtained by combining all evidences (say N) that support the set, and 
the plausibility function - (Equation 2.12) is the complement of all evidences 
that clearly do not support the set.  
N+!  ∑ (N!OLK   2.11 
-+!  ∑ (N!OKPF   2.12 
Therefore, the difference between the two measures, i.e. plausibility and 
belief, forms the belief interval and indicates the degree of imprecision in the 
actual probability of the given set.36 Belief functions generated for a given set of 
multisensor data can be combined under the DST rule (Equation 2.13).35 Here, a 
normalization constant Q  (Equation 2.14) is introduced to represent the degree 
of conflict between the given sensors.35  
(	N! R ()!  (	+!  ∑  (	N!OS0K  ()!,                           2.13 
  Q  ∑ (	N! O"S0F ()!,                                                    2.14
where N and ) are evidences from Sensor 1 and 2 that either support the same 
hypothesis (say +) or support conflicting hypotheses.  
In cases where the sensors are highly conflicting, normalization 
underestimates their conflict. However, in studies where the sensors are known 
to be reliable (closed world problem), the mass functions need not be 
normalized.37 Alternatively, since all sensors/algorithms can potentially fail in one 
or more situations, instead of removing the conflict, one can assign the 
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calculated Q value to the empty set (null hypothesis), and the value of the null 
hypothesis can be combined with the belief function of the disjunction hypothesis 
to get a more appropriate estimation of the mass function of the total ignorant 
class (Equation 2.15).38 
(	N " )!  (	N " )!  ∑ (	N!(OS0F )!  2.15 
Finally, from the set of hypotheses, the single hypothesis with the maximum 
belief is chosen as the final label for a given ROI, provided that the total 
ignorance associated with the given ROI is less than a prescribed threshold.35 By 
changing this threshold, i.e., the ‘risk factor’ index, the ROI that are labeled as 
‘ignorant’ can be re-classified as targets or non-targets (Equation 2.16).  
 E   NE! 
 NTEUV (TE " EU W X,
E  NTEU 
 NE!V (TE " EU W X,
 E " E 
 2.16 
Therefore, it is critical to optimize the ‘risk factor’ index to represent the real 
scenario since it plays a key role in biasing the trade-off between the false alarm 
and true detection rates. 
2.6.6.   Comparison of the various fusion models 
A valid comparison of the various fusion schemes is difficult since most studies 
only compare the performance of the training and test data across different 
subsets of these schemes. However, study-based inferences can be drawn to 
identify key factors for selection and optimization of the fusion models. 
2.6.6.1. Evaluation of the MV-based fusion mode 
In the study by Cramer et al.13 for the detection and classification of anti-
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personnel landmines, it was observed that the MV rule provided a 30% reduction 
in cost with respect to a baseline algorithm for a set of training images. To 
compare the performance of each combination scheme based on their expected 
cost, the cost of one false alarm per square meter was set to a 10% decrease in 
the detection rate. For the evaluation images, the cost reduction computed for 
MV (29%) was higher than those for the NB classifier (27%) and DST-based 
(25%) schemes for the landmine detection system.13 In another study by Aryulu 
and Barshan,39 where different sensors were used to differentiate targets in 
SONAR images, simple MV rule and DST-based models were used to combine 
sensor decisions. The sensors offered a different level of reliability for each 
target, because the targets were viewed under different angles and/or from 
different ranges.39 Here, if sensor reliability was taken into account, detection 
using the DST-based model (74%) was higher than that using the majority voting 
rule (68%). These results remained consistent across targets that could not be 
clearly differentiated by the underlying algorithms. This observation can be 
attributed to the fact that the DST-based model handles sensor impreciseness 
better than the MV rule. However, an 8% improvement in results was observed 
for the weighted-MV rule based on preferential ranking of targets and sensor 
reliability as compared to a 1% increase for the modified-DST results based on 
sensor reliability. This indicates that the performance of the MV rule can be 
improved considerably by implementing weighting schemes that incorporate 
sensor reliability and target type. In a study to optimize the recognition of 
handwritten numerals,30 weights for seven candidate classifiers were computed
27 
 
prior to combining using a MV rule or a NB rule. The weights were incorporated 
to maximize an objective function that represented the trade-off between 
recognition and error rate for that particular system. A genetic algorithm was 
used to obtain the weights for the different classifiers prior to combining using the 
MV rule; the confusion matrices of the classifiers were employed to obtain the 
classifier weights for the NB-based model. The value of the objective function 
based on classification of test samples for the weighted-MV rule (95%) was 
higher than that of the NB classifier (92%), indicating that the weighted-MV rule is 
more flexible than the NB classifier which might suffer from parameter over-
fitting. Additionally, the genetic algorithm may have been able to better assign 
weights to classifiers by considering both dependency and reliability of individual 
classifiers, thereby improving the performance of the weighted-MV rule.30  
2.6.6.2.  Evaluation of the LA-based fusion model 
The performance of the LA combination rule has been compared with other 
operations such as maximum, minimum, median, MV or product rules, for 
combining the outputs of Hidden Markov models, neural networks, structural 
classifiers, etc.32 Even under the strongest assumption of independence between 
classifiers, the LA classifier combination produced the most reliable results 
(98%), followed by the MV rule (97%) for a set of 18,468 training and 2,213 test 
samples of handwritten numerals.32 Comparable results were observed when the 
MV rule (95.8%) and weighted-linear average (96.3%) were implemented by 
Bruzzone et al. for detection of land-cover transitions by remote sensing.20 The 
high classification results and their ease of implementation justify the evaluation 
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of the MV rule and the LA classifier for any given fusion task.  
2.6.6.3.  Evaluation of the rule-based fusion model 
Based on the study performed by Cremer et al.13 to optimize a landmine 
detection system, the rule-based method generated an extensive set of 
discriminate functions that included discriminate functions for both the NB and 
DST-based models. The cost (see Section 2.6.6.1) obtained for the rule-based 
model (2.3 Y 0) was lower than those of the NB (2.9 Y  0) and DST (2.8 Y 0.1) 
outputs for the given training set. The cost of the rule-based method (5.9 Y  0) 
applied to test samples was higher than that of the baseline classifier (4.4 
Y  0.5).13 However, this observation was attributed to the rigid parameters 
(decision thresholds for each rule) that were used for the training set. To produce 
more flexible rule sets to better classify the test samples, the authors suggested 
developing the rules based on the probability distribution of the confidence levels 
across each sensor. Consequently, instead of developing rules that cover all 
targets in the training sample, the confidence levels that provide the system-
required FP and TP rates can be selected as the decision thresholds. 
Serpen et al.40 used rule-based decision trees to automatically classify 
patients with a medical condition associated with pulmonary embolism. The 
experiential knowledge of the radiologists was used to develop the set of rules for 
automatic classification. In this study, the accuracy of the rule-based method 
(84%) was higher than a purely-empirical based NB classifier (78%) for both 
training and test images.40 Although the rule-based fusion model is the most 
intuitive and flexible13, results in real-time scenarios vary depending on the 
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selection of the training images, measurement and availability of the desired 
attributes at all times. 
2.6.6.4.  Evaluation of the DST and NB-based fusion models 
DST can be interpreted as a generalization of probability theory, where 
probabilities are assigned to sets rather than to mutually exclusive single 
hypotheses. Depending on the amount of evidence available, it is possible to 
assign each of the evidences to a singleton hypothesis or to a combination of 
several events. If sufficient evidence is available across a given singleton 
hypothesis (i.e., there is no associated ignorance), then DST and NB-based 
results are comparable. The DST-based scheme outperforms the NB classifier in 
scenarios where there is a reasonable degree of uncertainty or conflict between 
sources.34 
When the performance of the DST-based fusion rule was compared to the 
NB rule for a set of forward-looking infrared (FLIR) images to recognize (classify) 
eight different ship classes from eleven feature measurements (attributes), there 
was a 3% improvement in the classifying accuracy of the DST-based model over 
the NB classifier.34 In another study of the detection and classification of anti-
personnel landmines, where the outputs of three sensors (metal detector, 
infrared camera and ground penetrating radar) were mapped to produce 
confidence levels on a test lane, the minimum cost (see Section 2.6.6.1) 
achieved by both NB (2.9 Y  0) and DST-based schemes (2.8 Y  0.3) were 
comparable.13 A study by Xu et al.3 on evaluation samples that were similar to 
training samples showed that the classification result using the confusion matrix 
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(Bayes rule) (recognition rate = 99.2%) was comparable to the DST-based 
scheme (recognition rate = 98%) when the matrix was well learned. However, for 
cases when the evaluation samples were quite different than the training 
samples, the confusion matrix-based NB approach was unstable (< 90%) 
whereas the DST-based fusion model maintained a reasonable performance 
(95%), showing that the DST-based model is more robust under inaccurate 
learning conditions.3   
Based on the above considerations, we can conclude that the performance 
of combination schemes vary with the demand of the application, the appropriate 
selection of training images, the methods to determine weights and the inherent 
robustness/ flexibility of the combination schemes. Therefore, a framework where 
in all of these factors can be tested in combination is highly desirable in the 
design and development of an effective detection system. 
2.7.   Importance of selecting diverse algorithms 
The performance of an algorithm ensemble depends not only on the chosen 
combination scheme but also on the choice of algorithms in the ensemble.41 A 
given target/object can exhibit a large set of distinct attributes or features that can 
be used to differentiate it from the background or other objects within a scene. 
However, every member of the feature set may not be completely different from 
the others. Therefore, algorithms looking for these similar features are 
susceptible to common misclassification errors for a given set of targets or non-
targets. Irrespective of the combination scheme, when the outputs of these
algorithms are combined, the overall performance is always comparable to the
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weakest classifier in the ensemble. 
The algorithms designed for ATR, intrusion detection, etc., function at low
thresholds in order to avoid misses, i.e., to increase sensitivity in the context of 
high variability in scene and imaging conditions.2 Although all targets are 
generally detected at these low thresholds, the number of associated FP also 
substantially increases, i.e., poor specificity exists. Combining the results of 
individual algorithms to reduce the number of FP is the only way to improve 
overall performance. However, this improvement is achievable only if the 
underlying algorithms are independent, i.e., they should be trained on orthogonal 
features. Dependency is an abstract concept and it may not be practically 
possible to develop useful algorithms that are truly independent. As a result, 
there will always be a certain degree of dependency between algorithms and we 
can only aim to combine the least dependent algorithms to optimize 
performance.  
The selection of diverse classifiers is crucial for PR problems.41,42,43 In this 
task, a given set of input patterns must be differentiated based on a large number 
of features that are measured or extracted; performance suffers when the 
underlying classifiers are similar in nature. To circumvent these issues, different 
metrics that predict the dependency between algorithms have been developed. 
Some studies have encouraged the selection of classifiers based on combined 
performance itself.41,42 The idea is to derive a selection criterion that is directly 
related to the performance metric to provide a meaningful comparison, 
irrespective of the number of classifiers involved in the ensemble and their 
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individual performance. However, derivation of a selection criterion from the 
performance metric that can also predict the degree of dependency between 
algorithms is not always an easy task.  
2.8.    Diversity measures 
The Q statistics (Q2),
44  double-fault (F2),45 correlation coefficient (C2),46  product-
moment correlation (PM2)47 measure and disagreement measure (D2)50 are 
some of the widely used pair-wise diversity measures (DM). These measures 
consider correct classifications, coincident and/or complementary errors between 
two given classifiers (Equations 2.17, 2.18, 2.19, 2.20 and 2.21). 
Since most of these measures are based on simple binary algebra, the 
following notations are introduced to describe them. Let Z,[  denote the number 
of input samples, for which the considered pair of classifiers produce the 
sequence of outputs: {, D} where   and D = {0,1,*}. The binary outputs 0 and 1 
indicate incorrect and correct classifications and ‘*’ indicates either of the outputs 
0 or 1. 
Q2 statistics: The Q2 measure was introduced by Kuncheva et al.44 for 
assessing the level and sign of dependency between a pair of classifiers with 
binary outputs, where -1 and +1 indicate full negative and full positive 
dependence, respectively.   
\2,$  
		 ]]  ]	 	]
		 ]]  ]	 	], 2.17 
where  and % are the two classifiers under evaluation. 
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Double-fault (F2) measure: The F2 measure was introduced by Giacinto and 
Roli to create a matrix of pairwise dependencies for selecting the least related 
classifiers.45 The measure estimates the probability of coincident errors for a pair 
of classifiers  and %. 
  ^2,$  
 ]]
  , 2.18 
where  is the total number of classification samples.  
Correlation coefficient (C2) measure: Correlation is usually measured 
between continuous variables.45 Here, for binary classifier outputs, the correlation 
coefficient is defined as follows:  
)2,$  _
CC _``a_`C _C`
√_CR _`R _RC _R`                                                2.19 
Product-moment correlation (PM2) measure: The measure was introduced 
by Sharkey et al.47 to select most diverse neural network classifiers. The 
measure can be modified to accommodate binary outputs.  
 -;2,$   _
``
√ _`R _R`                                                     2.20 
Disagreement (D2) measure: The measure is a ratio of the number of 
samples for which the pair of classifiers disagreed to the total number of 
classifications.50  
    E2,$   _
`Cc _C` 
 _                                        2.21 
 These measures are extended to multiple classifiers within an evaluated 
ensemble by averaging the DM across all pairs of classifiers within the ensemble. 
With averaging, information regarding the complementary or coincident errors 
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between more than two classifiers in the given ensemble is lost. Non-pairwise 
DM (NDM) can overcome this limitation by adopting error representations that 
can be applied on the whole ensemble. NDM include the entropy (EN) 
measure,50  which computes the level of disagreement and the Kohavi-Wolpert 
variance (KW) measure49  that calculates the variability in the predicted class for 
a given sample amongst all classifiers within the ensemble (Equations 2.22 and 
2.23). Let (5! denote the number of classifiers producing error for the input 
sample (5! and ; and  represent the number of classifiers and total 
classification samples, respectively.  
Entropy (EN) measure: The EN measure indicates the level of disagreement 
among the outputs from set of classifiers.  
d  
∑ min4(5!,;   (5!:;  h; 2⁄ j
_0	
  
  2.22 
The highest disagreement yieldsd  1. This occurs when h; 2⁄ j votes with 
identical value (0 or 1) and ;-h; 2⁄ j votes with the alternative value are received. 
The maximum agreement d  0  is observed if all classifier outputs are 
identical.50 
Kohavi-Wolpert variance (KW): The KW measure provides the average 
variance from binomial distributions of the outputs for each classifier.51 The 
measure is calculated as follows:  
Ql  ∑ (5 !  ; (5
_0	 !!
;     2.23 
However, the success of these NDM (Equations 2.22 and 2.23) on a general 
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two-class problem has not been validated. 
2.9.    Ensemble selection studies 
Ruta and Gabrys have implemented various search algorithms that find the best 
classifier ensemble based on a selection criterion.41 In their study, search 
algorithms selected the best ensemble from a pool of 15 different classifiers. The 
choice of the classifier ensemble predicted by the search algorithms was 
validated by computing the mean voting error with respect to 27 different data 
sets. They observed that the fault majority measures and F2 measures provided 
the highest correlation with respect to the calculated MV error (MVE) across the 
classifier ensembles. Although the F2 measure is a less dependent selection 
criterion, the fault majority measure is derived from the partial error distributions 
for each classifier. Consequently, the search based on the fault majority criterion 
provided the best result, because it is a direct offshoot of the performance metric 
(MVE) used. In another study by Windeatt,42 the task was to optimize the 
selection of ensembles to improve the overall performance of the classifier 
system compared to a single baseline classifier. The F2 measure was chosen as 
the pairwise DM that relates best with the MV-combined ensemble performance 
for over 80 different pattern sets.42  
Similar results were obtained for a study by Shipp and Kuncheva43 to 
optimize a two-class problem using four classifiers. The selection of the DM was 
judged by its degree of correlation to the average classifying accuracy of the 
existing ensembles. The selection based on the F2 or Q2 measure provided the 
best performance for ensembles combined under both the NB classifier and
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under both the NB classifier and the MV rule schemes.43  
Although studies have shown that the F2 measure is most highly correlated 
with average classifying accuracy and the MV rule, the relationship between the 
DM and the ROC metric (AUC value) has not been established. Further, the 
range of correlation achieved between the F2 measure and the average 
classifying accuracy (or MVE) in the above studies is limited to 0.4-0.6.41,42,43 This 
moderate correlation can be attributed to the choice of performance metric or to 
the shortlisted DM.  As discussed in Section 2.3, the ROC-AUC metric is a more 
unbiased estimate of system performance as compared to the simple average 
classifying accuracy. Since the performance of classifier schemes such as the 
LA-, NB- and DST-based models can validly be expressed in terms of the AUC, it 
is worthwhile to determine if the F2 measure is sufficient to predict the resultant 
AUC for a given ensemble. More complex fusion schemes, such as the NB 
classifier and the DST-based model, are computationally intensive and the 
addition of a new classifier in the pool increases this complexity exponentially. As 
a result, selection of the classifier (algorithm) ensemble based on a DM that 
correlates reasonably well with the ROC metric would prove advantageous.  
2.10.   The need for a framework 
With the advent of novel sensors that can successfully image targets even under 
varying illumination, cloud cover and camouflage, there has been an ever-
increasing demand to develop universal and modality-specific algorithms that can 
extract different features from targets. Each application, e.g., CAD systems1, 
remote sensing,24 and intrusion detection,26 relies on a set of algorithms to 
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differentiate the signatures of specific targets from background signatures. The 
probability for an algorithm to succeed in a cross-over application is greater if the 
targets to be detected by the systems are similar. To effectively use available 
image data, there is a need to develop a flexible framework that can rapidly 
compare and combine a given set of algorithms for a given detection task. The 
generalized nature of the theories that govern certain decision-level fusion 
models13,34,35 has further facilitated the use of these fusion models with little 
modification across detection/recognition tasks. Therefore, the incorporation of 
these decision-level fusion models as part of the framework is possible with a 
sound knowledge of the underlying theories. Comparative performance in terms 
of accuracy has been reported across different fusion architectures (data-, 
feature-, decision-level) in various PR and ATR studies.32,52,53,54 However, we are 
inclined to implement decision-level fusion schemes which have the added 
advantage of being less computational- and memory-intensive.26   
2.11.   Attributes of an ideal framework 
The key features to consider while designing a framework include accuracy, 
flexibility, affordability, efficiency and accuracy. The importance of each of these 
parameters is discussed in the following sections.  
2.11.1.  Flexible 
The performance of the overall framework is inherently determined by the nature 
of the incorporated algorithms. Even with fine-tuning of the parameters of 
algorithms with respect to a particular target, there is always a limit to the 
improvement in the ensemble performance if the algorithms are not truly 
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independent in nature.42 The task of incorporating perfectly independent 
algorithms is highly improbable; as a result, a significant improvement in system 
performance can be achieved only by replacing the most dependent classifier of 
the ensemble with a less dependent classifier. In this sense, the process of 
optimizing a system’s performance is dynamic and the framework should be 
flexible to readily incorporate and/or eliminate algorithms.  
2.11.2.  Accurate 
There is a limit to the cost- or time-based performance improvements that can be 
achieved by a detection system. This limit is determined by the threshold set on 
the required true detection rate and the acceptable number of FP for any given 
system.13 The addition of cost-function analysis would yield a framework that is 
capable of optimizing results for given estimate costs of 1) a miss; and 2) a false 
alarm. 
2.11.3.  Cost-effective 
The proposed systems developed for battlefield surveillance26 or ground-based 
IED detection will be used extensively before and during troop movements. 
These systems may need to be mounted on a large number of troop vehicles 
and, therefore, should be economic. The choice of imaging modalities is limited 
by the overhead and the investment cost of hardware for these specific 
applications. The decision to incorporate a specific sensor should be made 
based on a preliminary analysis of the detection outputs obtained for a broad 
range of sensor-specific training images. This analysis requires a well-
established decision framework.   
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2.11.4.  Efficient 
The detection systems that are applied in warfare scenarios2 require quick 
processing of the acquired imagery to warn the warfighter of target presence or 
absence. To develop rapid detection systems, the framework should provide set 
of combination ensembles (with fine-tuned parameter settings) and fusion 
schemes that are computationally efficient.  
Since the complexity of the framework increases exponentially with the 
addition of a new algorithm or a combination scheme, this risk versus benefit 
analysis for a given set of available algorithms and combination schemes should 
be able to determine the best ensemble/scheme from an exhaustive search 
space. A detailed explanation of the developed framework and how these 
attributes are incorporated into the design is provided in the following chapters. 
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3. SYSTEM HARDWARE AND SOFTWARE DESIGN 
The idea of a flexible framework with attributes discussed in chapter 2 has been 
applied to develop a multimodal imaging system that can facilitate the detection 
of roadside IEDs. A WSU team (PI Skipper and doctoral students Priya 
Ganapathy and Hrishikesh Karvir) designed and developed a prototype device 
(hardware and software).53 Detecting IEDs is a challenging task because these 
devices are mainly designed for ‘camouflaged’ warfare and their properties are 
not well-defined. The difficulty of identifying these suspicious objects is further 
compounded by environmental conditions that lead to low visibility. These issues 
can be circumvented by using multiple sensors, each suited for a given lighting 
condition, to ensure good signatures across target objects at all times (dawn, 
daylight, dusk and night).  
3.1. Hardware set-up 
The ultimate goal was to develop a vehicle-mounted system that could be used 
for continuous monitoring and screening of potential targets prior to or during 
actual troop movement. However, for laboratory development of the field 
deployable system, the sensors (cameras) and associated hardware for image 
acquisition and viewing of the acquired imagery and detection results were 
housed on a movable cart. This allowed the flexibility to collect both static and 
dynamic video (training and test) data under laboratory and field conditions. To 
build a cost-effective system with application-specific candidate imagers, a
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preliminary set of images of common objects used in the fabrication of IEDs were 
acquired in collaboration with the AFRL Battlespace Visualization Laboratory. 
These images were acquired with AFRL hardware, including their existing 
electro-optical (EO), short-wave infrared (SWIR), forward-looking infrared (FLIR) 
and night-vision (NV) cameras. 
To account for the wide variety of IED materials used, the props were 
chosen to represent a broad range of materials, including wood, plastic, metal, 
etc., and further capture the diversity in texture, shape and size. The props were 
arranged along one side of AFRL’s zoom lane, with the cameras mounted on an 
independently-powered cart that could be moved along the zoom lane track. This 
setup was useful because it aided in the simulation of roadside video capture of 
the potential targets. Although the laboratory offered the flexibility to acquire 
images under various light conditions, acquisition was limited to three illumination 
conditions that simulate day, dusk and night. The orientation and placement of 
the objects were changed across the series to provide different perspectives of 
the objects, and human subjects were included in the images to provide a target 
for the FLIR camera.  
Although the FLIR camera detected heat signatures from the human 
subjects, this camera was insensitive in capturing unique heat signatures from 
the target props. This unexpected insensitivity was attributed to the dynamic 
auto-gain feature of the particular FLIR imager used. The SWIR camera was 
capable of capturing images equally well in day and night lighting conditions. The  
performance of the SWIR camera was even better than the NV camera (which 
 
yielded only low-contrast images) under night conditions. 
Comparing the signatures from various objects 
SWIR cameras capture different information (Figure 3.1); since these sensors 
were capable of providing support under various operating conditions, they were 
retained in the system design Due to the unexpectedly poor performance of the 
FLIR camera for discrimin
the NV sensor in comparison to the SWIR camera under low
these imagers were excluded from the system prototype.
To develop a portable prototype, the selected imagers were interfaced us
a laptop PC and associated electronic components. To facilitate widespread use 
of the prototype in warfighting conditions, only commercial
hardware components (with expansion capabilities and easily replicated 
acquisition/processing modules suitable for any imaging system) were 
considered. 
A 
Figure 3.1. Preliminary analyses indicate
extent, orthogonal information. For example, due to differences in spectral sensitivity between
EO and SWIR sensors, under simulated dense fog conditions, objects of interest that were 
obscured in the EO imagery were visible in the SWIR imagery.
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-shelf (COTS) 
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3.1.1. Candidate sensors
Based on an extensive survey of products from various manufactures, an EO 
and a SWIR camera were specified for the prototype. The Sony XCL
camera  (Sony Electronics, Inc., Park Ridge, NJ, USA) (Figure 3.2) feature
compact design, medium level Camera Link support, serially controlled shutter
speed and gain controls, 10
A).The Sensors Unlimited 320KTS SWIR camera (Sensors Unlimited Inc., 
Princeton, NJ 08540, USA) (F
(InGaAs) near infrared focal plane array sensor for detection of infrared radiation 
in the wavelength range of 0.9
Camera Link outputs, selectable exposure times and a 1
(Appendix A). A 25 mm lens provid
(FOV) of 18.2º x 14.6º. 
Figure 3.2. The EO and the SWIR cameras 
through an external PXI chassis c
acquired imagery and see the detection results. All hardware 
to allow simulation of image collection under motion. NI’s LabVIEW package (version 8.5.1) was 
selected for designing the image acquisition modules (interfacing and triggering of the cameras) 
and custom image processing routines were developed using MATLAB software (version 
R2007b, The MathWorks, Inc., Natick, MA, USA).
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To better match both sensors FOV, a 2/3″ 16 mm Pentax lens (Pentax of 
America, Inc., Golden, CO, USA) was purchased for the EO camera (resultant 
EO FOV = 17.1º x 12.8º).53 
3.1.2. Associated electronics and hardware 
A Dell PC laptop (Dell, Inc., TX, USA) offered the most cost-effective solution for 
processing and display requirements of the proposed system (Figure 3.2). Since 
most commercially available laptops provide a single PCIe or PCMCIA expansion 
slot, the system was configured using an industrial standard external expansion 
chassis (model PXI-1033) purchased from National Instruments (NI) (National 
Instruments Corp., Austin, TX, USA) (Appendix A). 
Frame grabbers to interface the cameras to the laptop were also procured 
from NI to maintain component compatibility for ease of integration. The PXI-
1409 analog frame grabber coupled the SWIR camera’s analog output to the PC 
and the EO camera was integrated using the Camera Link interface with the PXI-
1428 digital frame grabber. Both frame grabbers were installed in the external 
chassis and communicated with the laptop through the ExpressCard interface 
(Figure 3.2) (Appendix A).53 
For prototype development, an audio-visual equipment cart (Apollo model, 
Demco, Inc., Madison, WI, USA) was chosen as the portable housing for the 
camera mount. The 24” (width) x 36” (length) x 48” (maximum height) cart was 
provided with five inch plaster caster wheels. These wheels were replaced with 
six inch swivel-type pneumatic casters (Northern Tools & Equipment, Burnsville, 
MN, USA) to provide improved shock absorption. The components mounted on 
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this cart included the two cameras fixed on a custom-built detachable camera 
chassis (Appendix A), the PXI-1033 external chassis, the laptop processing unit 
and a portable power supply. The cart’s adjustable top shelf height was set to 42″ 
to simulate the height of a military vehicle hood height. To facilitate image 
acquisition, the laptop was also placed on the top shelf for easy access to the 
software interface for camera control and image viewing.53  
3.2. Image acquisition 
During the software development phase, we identified the need to collect 
imagery from different physical locations in order to design versatile algorithms to 
detect suspicious objects under a range of environments. Seven locations 
around Dayton, OH were selected for test image acquisition. Different scenes of 
dirt or asphalt roads in natural and urban surroundings were considered (Figure 
3.3). Images were captured at different times of the day and under weather 
conditions that included cloud cover with temperatures varying from sub-zero to 
warm. Both EO and SWIR imagery were collected in every run. To mimic the 
presence of vehicle headlights, halogen lights were used in some dawn and dusk 
scenes to provide IR reflectance for SWIR imagery. Images were captured under 
different camera orientations with respect to the position of the sun to obtain 
different signatures of suspicious objects under changing incident light angles. 
For IED detection, the Army Research Laboratory (ARL) indicates a desired IED 
detection range of 10 m. As a result, image capture was initiated when the first 
test object was near the bottom of the image frame (since the goal was to detect 
objects at or beyond 10 m from the cameras). On average, the distance covered 
 
Figure 3.3. Representative scenes from field testing at different locations around the WSU 
campus and surrounding community. Man
randomly placed near road edges and the cart was pushed manually along the road/path while 
multimodal video imagery was acquired.
in a particular run was approximately 50 m. The captured EO (1024 x 768 pixels, 
10 bits) and SWIR (320 x 240 pixels, 8
1.1 MB and 300 kB, respectiv
capture of 30 fps was supported by the sensors, hardware incompatibilities and 
the writing of the data to the hard disk caused the acquisition frame rate to drop 
to approximately seven fps (Appendix A). However, based on the IED detection 
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-made roadside ‘suspicious’ object props were 
 
-12 bits) image sizes were approximately 
ely. Although simultaneous full 
 
 
frame image 
 
range and practical convoy speeds of 8
sample the scene every one meter.
3.3. Description of props
Online resources, including images and video clips, were used to develop a set 
of suspicious roadside props.
materials, textures and colors, thereby allowing extensive testing of sensor 
performance and development of robust algorithms (Figure 3.4). Other readily 
available objects, such as soda cans, glass jars, a wood
also added to the scenes to increase the complexity of the detection task. 
props were set in the scenes adjacent to or up to 15 m from the road edge, and
were randomly placed in the scenes approximately 2
under different positions to provide different target signatures as a result of
Figure 3.4. Samples of roadside ‘suspicious’ props that were designed and fabricated for 
evaluating the prototype system. Constituent materials were chosen based on objects d
in publicly-available online video clips and other resources depicting actual ‘threat’ objects.
These props featured different sizes, shapes and material properties to provide realistic detection 
task challenges. 
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change in orientation or lighting/shadows. 
3.4. Modes of detection 
The IED detection system has been designed to be used in one of two selectable 
modes: ‘First look’ mode and ‘Detect change’ mode. In ‘First look’ mode, any 
possible ‘threat’ objects along a roadside were flagged. In the ‘Detect 
change’mode, the current set of images acquired were compared to previously-
acquired baseline images of the same area using custom change detection 
algorithm to identify any suspicious objects not present in the baseline images or 
vice-versa.56 In both modes, the detection task was performed on the common 
FOV of the two cameras (inherently, these are not identical). 
3.4.1. ‘First look’ mode 
In ‘First look’ mode, the detection task was performed on each image captured 
along a scene to identify and visually cue the user to the presence of suspicious 
objects along roadside. Due to variations in imaging conditions, such as 
illumination and contrast change, degree of clutter, target type, camera resolution 
etc., a single detection algorithm may not be sufficiently robust to detect all 
potential targets under all conditions. Instead, a unique approach of combining 
the results of multiple detection algorithms to provide a more accurate and 
reliable detection output was applied. As anticipated, describing a ‘potential IED’ 
was difficult, since their forms are so diverse. The sensitivity of each algorithm 
was set low enough to minimize FN results. Only naturally-occurring objects and 
objects that occur with high frequency were considered TN. Therefore, the 
detection of a can along the road would be considered a TP, whether or not it 
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contained explosives. 
3.4.2. ‘Detect change’ mode 
In ‘Detect change’ mode, newly acquired images were compared to baseline 
images to detect new suspicious objects along the roadside. The detection task 
could also be reversed to identify any object that was present in the baseline 
image but is not present in the current image frame. Next, the feature-extraction 
algorithms developed for the ‘First look’ mode were also applied to the objects 
identified in the change detection phase to further estimate their likelihood of 
belonging to the threat class. 
3.5. Pre-processing routines 
Correcting for lens distortions, image registration and filtering for noise removal 
are the three basic pre-processing operations. After these operations, nuisance-
removal algorithms were applied to reduce the overall number of FP.  
3.5.1.   Camera distortion and registration 
Characterization/correction of camera distortions and development/testing of 
registration algorithm were performed by WSU doctoral student Hrishikesh 
Karvir.53 Radial distortion (barrel or pin-cushion) and de-centering distortion are 
the two primary components of optical distortions.57,58 Non-linear parameters 
were used to correct individual lens distortion artifacts. The distortion-corrected 
images acquired from the two cameras were registered using a custom algorithm 
that is based on the computation of mutual information between the images.59 
This algorithm was thoroughly tested to successfully register all images from 
these cameras. During registration, the high resolution EO image was used as 
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the base image and the SWIR image as the floating image (the image to be 
transformed). Registration parameters were computed and stored in a data file. 
Since the cameras were mounted in a fixed position relative to one another, the 
transformation coefficients were expected to remain constant for all collected 
images. The retrieved coefficients were then applied to register each image as a 
first pre-processing step. 
3.5.2.   Noise suppression 
The collected SWIR images exhibit inherent pattern noise in both the horizontal 
and vertical directions. To mitigate this noise without shifting object edges, 
various median filters (vertical, horizontal, omnidirectional, etc.) were tested for a) 
improvement in signal to noise ratio (SNR) within a given homogenous ROI; and 
b) minimization of ROI edge blurring.7 To assess the degree of blurring and 
posterization of edges due to filtering, a high contrast test image with long edges 
that run parallel and perpendicular to the FOV borders was generated. A black 
and white paper test pattern was imaged to form a pseudo-edge and also to 
provide homogeneous white and black regions for SNR assessment (Figure 3.5). 
The choice of filter based on improvement in SNR was determined as follows:   
1. Within a single image, several 300 pixel x 200 pixel ROI were cropped 
from uniform intensity regions and the ROI pixel intensity distribution with 
respect to the mean pixel value was computed. The process was repeated 
for 50 static images from different image series. Each series was taken at 
a different test object to camera distance (up to 10 feet).
 
 
 
Figure 3.5. A black and white paper pattern was used as a test object to perform noise 
characterization and determine the best noise
object was pasted on a white board such that its edges were parallel to the edges of the
camera’s FOV and, thus, represented a step object for assessing blur. The object provided 
sufficient homogenous areas (approximately, 300 x 200 pixels) and good contrast with 
respect to the white board.
2.   After applying a candidate filter, spatially m
from the corresponding filtered
distributions were computed.
Ideally, a narrower pixel intensity distribution will result from the filtering 
operation. For the SWIR imagery, horizontal me
filtering or a combination of horizontal and vertical median filters provided a 
higher SNR than the hybrid median filter or omnidirectional median filter.
The appropriate filter (kernel) size was determined by assessing the 
resultant blur in the filtered images. Again using the test image, the degree 
of blurring in both the horizontal and vertical directions for different filters 
and kernel sizes (Figure 3.5) was assessed, and we applied the criterion 
that the degree of blurr
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exceed the inherent system blur as follows:   
3. The line profiles across both horizontal and vertical edges were compared to 
line profiles of a simulated edge (step function) that is convolved with 
Gaussian filters of different sigma values. The sigma value (σ = 1.6) that 
provided the highest correlation (Pearson correlation coefficient (r)) between 
the simulated blurred profile and the actual measured line profile was 
determined to be the system blur factor.  
4. Line profiles of the filtered-horizontal and vertical edges for three different 
square kernel sizes (k = 5, 7, 9 and 11 pixels) were correlated with the line 
profile of an ideal edge convolved with different sigma values. The largest 
kernel size that did not cause blur greater than the system blur was k = 7.  
Based on these experiments, a 7 x 7 pixel vertical median kernel was 
chosen to improve ROI SNR while preserving edge information. Similar 
analyses for EO camera-acquired images showed no discernible pattern 
noise. The selected filter was applied to all SWIR images during the image 
pre-processing stage to improve the image quality.  
3.5.3.   Nuisance change removal 
In ‘Detect change’ mode, the baseline and current images were acquired at 
different times and subsequently, the change detection algorithm was sufficiently 
robust to discriminate real change from nuisance change (shadows, artifacts) 
within the imagery. For both pre-processing in terms of nuisance removal and 
post-processing using detection algorithms, the EO images were converted to 8-
bit format.  
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3.5.3.1 Shadow removal 
Time-dependent shadows in either the baseline or current images often 
contribute to the number of false positive detections. To minimize these false 
detections, a shadow-removal algorithm was implemented on both the baseline 
and current images prior to comparing them using the change detection 
algorithm (Appendix B).56 Although the baseline images may be acquired and 
then processed off-line, the shadow-removal algorithm efficiently provided 
shadow-free images that can be input into the change detection algorithm, so 
that this task can operate in near real-time.  
Two important and valid assumptions regarding shadows have been 
explored: 1) Assuming that the imager’s dynamic range has been nominally 
used, the pixel intensity of shadow regions falls within the lower one-fifth of the 
image histogram; and 2) Regions of shadow exhibit the least variance within the 
image. Based on these assumptions, to eliminate shadows, a variance operator 
with an 11 x 11 pixel mask size was implemented and the output image was 
thresholded to retain only those regions with a variance of less than 10% of the 
maximum observed image variance. A second thresholding operation was 
performed to identify regions that have a grayscale value less than 50. The two 
results were then logically ANDed to identify shadow regions.  
3.5.3.2. Other nuisance removal 
To adapt to changes in illumination or contrast, each image was normalized to 
provide a zero mean and unit variance. This modified method of intensity 
normalization was incorporated into the change detection algorithm to offer 
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increased flexibility in choosing the change detection thresholds, since these 
thresholds become independent of the original image intensity values. Following 
normalization, the baseline and current set of images were then subtracted to 
detect regions of change (Appendix B).56 The algorithm can be formulated briefly 
as follows:   
IBx, y!    IBx, y! – µB,  3.1 
IBx, y!   
IBx, y!
σB
 ,  3.2 
ICx, y!    ICx, y! – µC, 3.3 
ICx, y!   
ICx, y!
σC
  , 3.4 
IDBx, y!    IBx, y! – ICx, y!, 3.5 
IDCx, y!    ICx, y! – IBx, y!, 3.6 
where, IB and IC are the baseline and current images, respectively, x and y are 
the image pixel coordinates, µ
B, 
µ
C, 
σC, σB are the mean and standard deviations 
of IBand IC, respectively and IDB and  IDC are the change detected images with 
respect to baseline and current image, respectively.  
3.6. Feature-detection algorithms 
From an extensive list of algorithms that can be implemented for various 
target/anomaly detection tasks in imagery (discussed in Chapter 2), the following 
candidate feature-detection algorithms were developed and trained to 
automatically detect signatures of suspicious roadside objects. Recall, the term 
“response plane” (RP) is used to describe the two-dimensional detection 
algorithm output. 
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3.6.1.   Edge-based detection algorithm 
The desired targets have a somewhat higher gradient as compared to their 
background and other natural objects in the image, and a Canny filter was 
implemented to detect edges. The binary image that resulted from thresholding 
the gradient RP contained edges of target objects and non-target objects. 
Instead of using a single threshold that can result in the loss of target edges or 
the inclusion of non-target objects (FP), a moving threshold scheme was used. 
The edges preserved at high threshold levels typically belong to targets and 
were, consequently, given a higher score than those edges preserved at lower 
thresholds. The edge-detection algorithm finally provides a RP containing a 
confidence score for each object ROI in the image. 
3.6.2.   Variance-based detection algorithm 
In many images, background is defined as regions with low variance. For 
example, in images taken while traveling, the road itself might be quite 
homogenous, and the terrain in the distance is not sufficiently resolved to show 
high variance. A variance-detection algorithm was developed that weights the 
high variance of target ROI greater than background ROI. The variance RP was 
thresholded at multiple levels to create intermediate RP of variances lying 
between 0% and 90% of the maximum variance in the image. These 
intermediate RP were weighted based on the magnitude of the variance and 
combined to form the final RP.  
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3.6.3. Texture-based detection algorithms 
a. Coarseness: To compute the coarseness of a given ROI with m x n pixels, 
an average of the pixel intensities over different neighborhoods (of sizes 
which are different powers of 2) was computed. For each considered 
neighborhood size k, the difference in the average pixel intensity over non-
overlapping regions in the vertical and horizontal direction was computed 
with respect to each pixel in a given block. A value of 2
k was assigned to the 
given pixel if that neighborhood size k provides the maximum difference 
across the non-overlapping regions. Finally, an average of the assigned 
values within the m x n block was computed to provide a coarseness 
measure for the given block.9 
b. Contrast: The selected contrast measure was computed by dividing the 
standard deviation of the pixel intensities within a given ROI by the Kurtosis 
factor (the normalized fourth standard moment). As a result, the contrast 
measure can be expected to be more robust than the variance algorithm 
that considers only the standard deviation within a given ROI.9 
3.6.4.   Entropy-based detection algorithm 
For a given ROI block size, a co-occurrence matrix was formed to compute the 
joint distribution of the pixel intensities within the given block size. For each pixel 
x, y! in the given block, the co-occurrence matrix was updated by considering 
the pixel intensities of its four neighborhood pixels with coordinates x 1, y 1!, 
x, y 1!, x, y 1! and x 1, y 1!. The co-occurrence matrix for a given ROI 
was normalized to compute the corresponding entropy measure. 
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Similar to the edge-based and variance-based detection algorithms, a 
moving threshold scheme was implemented such that the coarseness, contrast 
and entropy values of the target ROI receive a higher weight than background 
and non-target ROI.8  
3.6.5.   Size-based detection algorithm 
The size of an object varies as a function of the camera-to-object distance. As a 
result, it is difficult to implement size-based algorithms without compensating for 
this variation. Based on the expected size range of our targets of interest (here, 
we assumed that the smallest ‘threat’ object has a size of 15 x 15 cm2 and that 
the largest ‘threat’ object has a size of 80 x 80 cm2) (Figure 3.4), we estimated 
the apparent size of these targets (in terms of pixels) at different distances from 
the camera. This pre-calculation allowed an easier identification and elimination 
of very small or very large non-target objects.  
3.6.6.   Shape-based detection algorithms 
a. Fourier descriptors (FD): Most man-made objects have a definite shape as 
compared to naturally-occurring objects. As a result, the number of 
frequency components required to accurately represent (reconstruct) a man-
made object is narrower than that of naturally-occurring objects like shrubs, 
leaves, etc. Since the targets of interest may be imaged under any 
orientation or camera distance, the spatially-invariant FD are well suited for 
shape detection. To prepare the images for the FD algorithm, object edges 
were extracted via a Canny filter with a low threshold (0.1) to extract both 
weak and strong object edges. The x and y coordinates of the boundary 
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pixels of all ROI in a given scene were then transformed to form a complex 
coordinate signature, and the discrete Fourier transform of the complex 
coordinate signature provided the FD coefficients for each ROI.8 
b. Solidity-based detection algorithm: The developed shape-detection 
algorithm measured the ‘solidity’ of detected ROI. Based on the convex hull 
of an ROI, the measure conveys the degree of shape irregularity of different 
objects and thereby allows segregation of target ROI from clutter ROI. 
Subsequently, the algorithm weighted the final RP based on the range of 
solidity values expected from target and non-target ROI.  
3.6.7.   Local-level processing 
Apart from global-level processing, all statistical-based (gradient, variance, 
entropy) and texture-based (coarseness, contrast) detection algorithms were also 
implemented on a local scale. To avoid missing any potential targets (for 
example, ROI below 50% of highest gradient or variance computed in an image), 
it was necessary to consider the uniqueness of a ROI with respect to its 
immediate surroundings. To determine the uniqueness of the statistical and 
texture-based properties of these potential targets with respect to their local 
neighborhood, a search region was defined. Only those ROI that lay within a 
given search radius from a candidate ROI were evaluated and compared. 
Depending on the number of neighbor ROI that have similar property, the ROI 
under consideration was scored.   
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3.7. Generation of target and non-target probability distribution functions 
The performance of these developed algorithms was judged by the range of 
feature values obtained across the non-target and target ROI. In other words, the 
probability distribution functions (pdf) generated across these ROI predicted the 
success of these algorithms in discriminating the two classes. To implement the 
more complex decision-level fusion schemes,  the target and non-target pdf were 
obtained for each of the developed feature-detection algorithms (Figure 3.6).35 
The generated pdf provided an unbiased and automatic mapping of the 
measurement space to the decision-level space (i.e., a range of confidence 
scores) required for the decision-level fusion architecture (Figure 2.3).26  
Figure 3.6. The probability distribution functions across both the target (square) and non-target 
(circle) ROI generated for the edge-detection algorithm (global-level processing). Although the 
distributions are somewhat separated, the overlap between the distributions, mainly between 
30%-50% of maximum gradient response, predicts moderate performance of the edge-detection 
algorithm. 
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Ground truth information, i.e., the target locations in each of the training 
images, was selected and saved using a custom image truthing graphical user 
interface (GUI) (Appendix C). By logically ANDing the RP of the detection 
algorithms with the ground truth images, the pdf across both classes were 
generated (Figure 3.6).  
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4. EVALUATION MODULE 
Following the development of feature-detection algorithms, the next step was to 
evaluate and shortlist candidate algorithms whose decisions (RP) could be 
combined using various fusion schemes. It was important to tune the 
performance of each algorithm by identifying and optimizing the primary and 
secondary parameters to provide robust results across the entire acquired image 
set. Our developed evaluation module has the capability to assess the 
performance of any algorithm that provides a 2D, spatially-encoded output. As a 
result, the module can be used in various PR or CAD systems to determine the 
candidate algorithms whose outputs can be combined to achieve the desired 
levels of detection sensitivity and specificity. Performance evaluation of non-
traditional sensors that provide 2D “images” (e.g., metal detectors, ground-based 
radar) of spatially-encoded decision scores can be facilitated by the evaluation 
module.13 Finally, the module can also be employed to judge the efficacy of 
various classifiers (sets of more than 1 detection algorithm) under different fusion 
schemes. This chapter presents a novel ROC-like algorithm that forms the 
foundation of the evaluation module. The necessary steps to customize the 
ROC-like algorithm for specific PR or CAD problems (algorithms/sensors) are 
discussed.  
 
4.1.      Performance evaluation using novel ROC approach
The new ROC approach reduces the time constraint of the FROC algorithms and 
also provides an unbiased evaluation of a detection algorithm’s performance.
The unbiased evaluation is achieved by quantifying the TN, which is the entire 
image excluding the targets. To validate this approach, ground truth data 
procured, and custom ground
this purpose (Appendix C). The entire training image 
squares. By excluding the grid squares that correspond
total number of TN grid squares 
image represents only the background and non
also created the TP template image, where the target locations 
by grid squares of a size corresponding to the target type.
Figure 4.1. Formation of TP and TN template images. The grid squares form
non-targets, including the background, in a given scene. A) The area of a grid square overlaying 
a target was ignored (turned ‘off’) for computation of FP, thereby 
image with appropriately-sized masks (turned ‘on’ pixels) at target locations form
template image. 
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Based on pdf generated across the target ROI for each algorithm (as 
discussed in Section 3.7), we obtained a direct mapping of a measurement RP to 
a decision RP. Here, the range of decision scores is limited from 0-255 grayscale 
values, where 0 and 255 represented, respectively, the minimum and maximum 
confidence values regarding detection of a target of interest (Figure 4.2A). 
Thresholding any algorithm’s RP from 0 to 255 preserved responses greater than 
or equal to the threshold value; the resultant candidate regions corresponded to 
TP (targets) or FP (non-targets), from which the threshold-dependent sensitivity 
and specificity values were calculated (Figure 4.2B).   
Depending on the level of processing, i.e., pixel-level processing (e.g., 
statistical-based detection algorithms) or feature-level processing (e.g., shape-
based detection algorithms), sometimes the feature detection algorithm provided 
a Gaussian-like response (range of scores) as opposed to fixed response (single 
confidence score) across candidate regions.60 In cases that yielded a Gaussian-
like response, localization errors were minimized in candidate regions via an 
additional step within the ROC algorithm as follows: prior to calculation of 
sensitivity and specificity at each threshold, square masks were centered at the 
local maxima of the candidate regions (Figure 4.3A). Depending upon the 
candidate region area, the square masks may or may not cover the entire ROI. 
Unmasked areas were removed, and only the masked areas were forwarded to 
subsequent computations.  
Next, to evaluate an algorithm’s RP containing either Gaussian-like or 
single-value candidate regions, the number of detected targets and the sensitivity 
 
at the given threshold 
thresholded RP and the TP template (Figure 4.3B). The 
the sensitivity calculation 
Figure 4.2. A Gaussian-like RP of a given detection algorithm
targets. The ROC curves obtained using the RP of different detection algorithms could be 
compared only if the operating points on the curves correspond to constant decision thresholds. 
As a result, A) a grayscale RP was created at each threshold ranging from 0 to 
particular example, all targets were detected (100% sensitivity), but several FP existed (< 100% 
specificity). B)  Thresholding the RP at each grayscale value (here at a value of 200) yields ROI 
that correspond to either the detected targets o
specific decision threshold.
range of grayscale values as opposed to a single value. In some case, the Gaussian
response could be more acce
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were determined based on the overlap between the final 
ROI that contribute
were removed from the RP (Figure 4.4). 
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 with circled regions indicating 
r the incorrectly classified non
 C) A zoomed-in image of a target ROI. The given ROI contains a 
ntuated than in the above example.  
d to 
 
 
255. In this 
-targets at that 
-like 
 
Figure 4.3. TP calculation at a given decision threshold. For a Gaussian
centered on ROI maxima we
error was reduced by neglecting the areas of 
of detected targets was computed by overlapping the thresholded RP with the TP template 
image. The threshold illustrated here result
The RP ROI that overlap
calculations. 
Figure 4.4. FP calculation at a given threshold. A) The overlap between the 
sensitivity calculation (Figure 4.3B) and the TN 
non-targets incorrectly classified by the algorithm at that specific threshold. B) Based on this 
overlap, the FP image was
complement of the FP image re
threshold illustrated here, some FP
The remaining ROI
between the TN template image and the RP. Specificity 
counting the number of FP and the total number of TN grid squares. This process 
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re superimposed on the thresholded RP (Figure 4.2). Localization 
ROI not overlapped by the masks. A) The number 
ed in 100% sensitivity (all targets are d
ped target locations were removed and not considered in FP 
ROI
template image corresponded
 obtained using a sequence of morphological operations. The 
turned the number of TN (grid squares). At the particular 
 remained, so the specificity was less than 100%. 
, i.e., the FP, were counted by considering the overlap 
was
 
etected). B) 
 
 not included in 
 to the number of 
 
 computed by 
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was continued as the threshold was incrementally increased from 0 to 255, to 
yield the ROC curve components. The ROC curve was generated by plotting 
sensitivity vs. 1-specificity across grayscale thresholds, and the AUC was 
computed using the trapezoidal rule of integration (Figure 4.5).   
Unlike conventional (1D) ROC analyses, thresholding a 2D spatially-
encoded output can yield multiple sensitivities for a single specificity or vice-
versa. This disparity can be attributed to the fact that a change in the number of 
TP ROI  need not correspond to a change in number of FP ROI at a given 
decision threshold and vice-versa. For example, as the threshold is increased, 
one feature may break apart to form two smaller features, such that a change in 
threshold causes a change in the number of candidate objects. 
 
Figure 4.5. Generation of the ROC curve across discrete decision thresholds. The RP consists of 
ROI ranging in value from 0 to 255. Since discrete thresholds are used, the number of ROI in the 
thresholded RP changes to affect the specificity but not the sensitivity (with respect to the 
adjacent thresholds), or vice-versa. This discrepancy was overcome by averaging the multiple 
sensitivities at a given specificity and/or multiple specificities at a given sensitivity.
16 
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4.2. Customizing the evaluation algorithm for a PR or CAD problem 
The following analyses were undertaken to fine-tune the ROC algorithm prior to 
evaluating the performance of a given PR or CAD detection system. Here, 
assessment also applies to the various classifiers formed by combining the 
outputs of selected individual algorithms under different fusion models.  
4.2.1.   Determine the TN grid size as a function of specificity 
The choice of the TN grid square size determines whether or not the specificities 
obtained across the range of decision thresholds are valid estimates of the actual 
specificities. Dividing the template into smaller/larger grid squares overestimates/ 
underestimates specificity, respectively. Depending on imaging geometry, the TN 
template can be generated by dividing the image into grid squares of uniform 
size (appropriate for images with flat perspective) or non-uniform size 
(appropriate for images in which scene perspective is obvious). In the case of an 
aerial image (e.g., detection of Scud missile targets in our terrain board images), 
all objects can be assumed to be at the same distance from the imager; as a 
result, all objects can be weighted equally by dividing the image into uniform grid 
squares.18 On the other hand, in the case of a camera mounted on a road vehicle 
(e.g., to detect suspicious objects along roadside), objects closer to the camera 
will appear larger than those away from the camera. In such scenarios, the TN 
template can be divided using grid squares of sizes increasing progressively from 
the top to the bottom of the input image (i.e., further away from the camera to 
closer to the camera). 
However, in both cases (uniform or non-uniform), the best grid squares size
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must be chosen such that the computed specificities reflect the change in RP as 
a function of the decision thresholds. In the case of aerial images or images in 
which the target size is fixed, the lower limit of the TN grid square size must be at 
least equal to the target size to avoid sampling-based errors and allow equal 
weighting of TN and TP responses in terms of area. However, in the case of IED 
detection, wherein multiple targets of different sizes may be encountered, the 
lower limit of the TN grid square size at a specific camera distance in the 
forward-looking image was assumed to be the apparent size of an average-sized 
‘IED prop’ object at that given distance. Rather than the largest or smallest target 
size, an average TP (target) size was selected as the lower limit to reduce under-
sampling or over-sampling errors (since the occurrence of a specific large-sized 
or small-sized prop in every scene is rare and unrealistic). Conversely, the upper 
limit of the TN grid square size in both scenarios (constant or varying imager-to-
object distance) was dependent on the image resolution (how many pixels on 
target) such that a change in specificity is reflected by a change in decision 
threshold.  
For evaluation of the automated target detection (ATD) imagery (here, aerial 
terrain board images with Scud missiles as targets of interest), a grid square side 
of 80 pixels was determined as best, based on analysis of 100 evaluation images 
of size 1500 x 1000 pixels and a target size of approximately 50 x 50 pixels 
(Figure 4.6).18 In the case of IED detection, a sequence of grid squares from 
smallest-to-largest side = 30-50 pixels was selected based on analysis of 200 EO 
evaluation images of custom size 448 x 1024 pixels (Table 4.1 and Figure 4.7).  
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Figure 4.6. Dividing the TN template image into smaller or larger grid squares overestimates or 
underestimates the underlying specificities across the decision thresholds. Therefore, for a given 
image size (here 1500 x 1000 pixels), the TN grid size should be selected such that the change in 
threshold is reflected as a change in specificity. For a grid square size between 60 and 100 pixels 
(length of a side), the specificities varied with different thresholds (ranging from 100 to 190). 
When the square side was greater than 100, substantial overlap in specificities occurred, 
indicating that the TN grid square size was too large.  
Table  4.1. Various TN grid square-size patterns were designed and tested to select the best grid 
square-size sequence such that a change in specificity is observed with a change in decision 
thresholds. Due to varying scene-to-camera distance, the TN template was divided into a 
sequence of grid squares with progressively increasing size from top to bottom portions of the 
image. Here, for a given sequence, only the smallest and largest TN grid square size was 
reported. To avoid any TN sampling error, as a rule, the TN grid square size should be at least 
equal to or greater than the average-sized IED target (apparent size) at that particular scene-to-
camera distance. The upper limit on the length of a grid square (at any scene-to-distance) was 
dependent on the image size.  
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Figure 4.7.  The grid squares were incremented in length by five pixels to cover the entire range 
of designed sizes (i.e., from the smallest to largest designed size in a sequence) and generate a 
TN template image. Compared to other sequences (Table 4.1), sequence 4 (with smallest to 
largest TN grid square ranging from 30 to 50 pixels in length), yielded the best distributions of 
specificity in response to changing thresholds (100-190 grayscale values).  
The lower limit of the grid square size at various distances was determined 
by the apparent area of an average-sized target (approximately 10 x 10 pixels at 
the longest camera-detection problem, the ROC algorithm can be fined turned 
with respect to the TN grid size(s). All subsequent parameter optimization and 
evaluations of detection algorithms should be performed with respect to the best 
constant TN grid size or a pattern of TN grid sizes.  
After customizing the evaluation module, a preliminary study was 
undertaken to validate the performance of the ROC algorithm in selecting the 
best parameter combination for a given detection algorithm. This was 
accomplished by intuitively choosing parameter combinations (for a given 
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detection algorithm or algorithms) that provided a range of AUC values for a set 
of training images.  
4.2.2. Validation of the ROC algorithm 
The ability of the ROC algorithm to select the best parameter combination for 
different detection algorithms was first validated on a set of 50 images by 
providing the RP generated under three different parameter combinations for the 
coarseness-based detection algorithm. These 50 images were a subset of the 
different scenes that were captured during the image acquisition stage 
(discussed in Section 3.3). Further, these images featured various targets props 
at different orientations and distances from the sensors. The three coarseness 
algorithm parameter combinations (combination I, II and III) were achieved by 
independently changing the size of the processed outer block, the size of the 
processed inner block, and the degree of coarseness factor.9 The sensitivities 
and specificities of the 50 images were averaged across the decision thresholds 
to obtain the ROC curve for each parameter combination. For testing, individual 
parameter values were intentionally set such that parameter combination I 
outperformed combinations II and III. Analysis of variance (ANOVA) was used to 
compare the AUCs obtained across the parameter settings at 95% confidence 
interval (CI). The ROC algorithm successfully selected the best parameter 
combination for the coarseness-based detection algorithm. AUCs of 0.70, 0.62 
and 0.51, obtained for parameter settings I, II and III, respectively, were 
significantly different (p < 0.001), thus confirming design expectations (Figure 
4.8). Following this preliminary study, the customized evaluation module was
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Figure 4.8. The area under the ROC curves for the three parameter settings (I, II and III) of the 
coarseness-based detection algorithm are 0.70, 0.62 and 0.51, respectively. The sensitivities and 
specificities corresponding to the RP of 50 images are averaged across the decision thresholds to 
obtain a ROC curve per parameter setting. The AUCs were significantly different (at 95% CI) and 
the respective values are in agreement with our design expectation.  
used to optimize parameters of the individual detection algorithm. The goal was 
to identify the key parameters of each algorithm and the range of parameter 
values that provide the highest ROC-AUC.   
4.3. Parameter optimization using ROC analysis 
All detection algorithms have key parameters that can be tuned to efficiently 
detect targets and reduce the FP in a given image. The identification of these key 
parameters and their appropriate ranges is not usually possible during algorithm 
development because, in general, it is not a single parameter, but the interplay of 
parameters, that governs performance. Consequently, it is important to evaluate 
the algorithms by varying the values of main and other secondary parameters, 
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and monitoring the effect on the ROC-AUC. Encouraged by the success of the 
ROC algorithm in selecting the best parameter combination (out of three) in the 
preliminary study of the coarseness-based detection algorithm, the method was 
used to optimize the performance of all the developed algorithms with respect to 
their different parameter combinations. The results of parameter optimization for 
the local-level edge-detector (discussed in Section 4.2.2) are presented as an 
example. The tunable parameters of the algorithm include the starting and 
maximum search radius (distance in pixels), the neighborhood size and the 
percent of maximum gradient above which the candidate neighbor regions are 
thresholded (Table 4.2).   
Table 4.2. The values of four parameters, i.e., the starting search radius, maximum search radius, 
number of neighbors and the maximum gradient threshold, were varied to generate a RP with 
reduced FP and increased sensitivity. These parameters were designed to consider and evaluate 
the uniqueness of a potential target in terms of its gradient, with respect to its neighboring TN 
objects. To reduce the computational complexity, the first step was to coarsely sample the 
parameter space and identify the key parameters by using the ROC algorithm and performing a 
multiple regression analysis. A detailed evaluation was performed followed by identification of 
these key parameters to determine the exact range of their values that provides a global 
maximum AUC value. 
 
 
Starting search  
radius [pixels] 
 
 
Maximum search 
radius = Starting 
search radius+ 
(Distance) [pixels] 
 
Number of 
neighbors 
Maximum 
gradient [%] 
Lower limit 20 + (10) 1  80 
Upper limit 60 + (50) 9 100 
Step size 20 20 2    5 
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Even though only a few distinct values across each of the four parameters 
were considered, the total number of resultant parameter combinations increases 
exponentially with each parameter value. To reduce the number of required AUC 
computations, we identified the key parameters by performing a multiple 
regression analysis on RP generated across combinations corresponding to well-
sampled individual parameter spaces (i.e., they included lower and upper limits 
of the desired ranges) (Table 4.3). After identifying key parameters, a more 
thorough evaluation was performed by finely sub-sampling the range of values 
over which the AUC values were reasonably high.  
For the primary and secondary parameter-optimization phases, a subset of 
100 input images with varying degree of clutter, background and types of targets
Table 4.3. A regression analysis was performed on the ROC-AUC values computed for a total of 
100 images and 15 different parameter combinations (Table 4.2) to identify the parameters that 
have a significant impact on the evaluation output and not necessarily to obtain a predictive 
model. As an example, for the local-level edge detection algorithm, two parameters, i.e., the 
number of neighbors (p < 0.05) and the maximum gradient threshold (p < 0.001), were significant 
at 95% CI and were, therefore, selected as key parameters.  
 
Regression statistics 
Multiple R   0.91 
R Square   0.82 
Adjusted R square   0.81 
Standard error   0.03 
Parameter p-value 
Starting search radius   0.51 
Maximum search radius   0.12 
Number of neighbors   0.01 
Maximum gradient < 0.00 
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were evaluated. During the primary optimization phase, the evaluation outputs 
(ROC-AUC values) appeared to be mainly influenced by the percent gradient 
threshold value and the number of neighbors (Table 4.3). Consequently, the 
other two parameter values were fixed (starting search radius set to 40 pixels 
and maximum search radius set to 70 pixels) for all remaining evaluations. By 
narrowing the search limits across the two key parameters to the range beyond 
which there was a significant decrease in the AUC values (< 0.55), the 
secondary-optimization phase was initiated (Table 4.4). Finally, the best 
parameter combination was identified. Using a threshold value set at 99% of the 
maximum gradient, with a total of 4 candidate neighbors considered a global 
peak AUC value was 0.68 ± 0.05. Based on an ANOVA test at 95% CI, the AUC 
values obtained across the chosen parameter combination was significantly 
different than other parameter settings (p < 0.05). Similar parameter-optimization 
steps were repeated for all candidate algorithms across both EO and SWIR 
imagery (Appendix D). 
Table 4.4. Once the key parameters were identified (Table 4.3), the next step was to refine the 
search region to perform a secondary parameter-optimization using the ROC algorithm. The new 
search region was defined as the range between the minimum (lower limit) and maximum (upper 
limit) coarse-parameter values beyond which the computed AUC values (in the primary 
parameter-optimization phase) were reported to be less than 0.55 (Table 4.2). For all subsequent 
evaluations, the starting and maximum search radii were fixed at 40 and 70 pixels, respectively.  
 
Number of neighbors 
Maximum  
gradient [%] 
Lower limit 3  95 
Upper limit 5 100 
Step size 1    1 
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5.   DEPENDENCY MODULE 
Following detection algorithm parameter-optimization and evaluation using our 
ROC algorithm,18 the next step was to combine the outputs of the individual 
algorithms using appropriate fusion models. Although in theory it is possible to 
combine any features, the judicious selection of features to be fused is critical for 
performance improvement. By combining features (or algorithms) that are similar 
in nature (in terms of their FN and FP), the result will be an increase in overall 
cost and time without an increase in performance. Evaluating the performance of 
the resultant classifiers obtained by fusing the algorithm outputs is a tedious task. 
Since classifier performance is not only dependent upon the algorithms or 
classifiers involved, but also on the type of evaluation images and the underlying 
fusion models, the task is further compounded with the need to repeat the 
evaluation of a single classifier with respect to different fusion models across a 
large set of test images. Apart from the growing complexity of evaluating 
classifiers over a wide range of test images across various fusion schemes, the 
ROC algorithm itself is computationally demanding, due to the requirement of 
thresholding the classifier RP over the entire range of decision scores to compute 
the AUC value.  
To circumvent these issues, a module that can measure the degree of 
dependency between individual algorithms or classifiers and minimize the need 
to perform ROC analysis was developed. The module was designed to accept
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the spatially-encoded RP of algorithms (or classifiers), predict the performance of 
each algorithm and/or classifier and, finally, rank-order the top-performing 
classifiers from the selection pool. Additionally, this assessment can be extended 
to classifiers that are combined under different fusion models.  
The first step in developing the dependency module was to evaluate the 
prediction capability of various dependency (diversity) metrics (DM) (discussed in 
Section 2.8). The idea is to shortlist metrics that provide reasonable correlation 
with the ROC-AUC value.  
5.1. Selection of candidate diversity metrics 
Only 11 out of 26 child classifiers (for parent algorithms: area (A)-, contrast (C)-, 
edge (E)-, solidity (S)- and variance (V)-based detection algorithms) provided an 
average AUC value greater than 0.80 across 20 input images. Here, a classifier 
formed by combining more than one (parent) algorithm is called as a ‘child 
classifier’. The remaining 15 classifiers provided an average ROC-AUC value 
between 0.70 and 0.80. The average ROC-AUC values of the five parent 
algorithms were 0.64 ± 0.05 for the same set of input images (Figure 5.1); the 
improvement in classifiers’ ROC-AUC values is determined by the dependency 
between constituent algorithms. In this sense, ROC analysis (which is considered 
the gold standard for assessment of classifier performance) can also indirectly 
estimate the dependency between the parent algorithms (or classifiers). Since 
ROC analysis is time intensive, it is worthwhile to determine a more efficient 
surrogate metric whose values are well correlated with ROC-AUC values, i.e., 
the surrogate metric should also predict classifier performance (Appendix E).   
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Figure 5.1. 26 child classifiers were formed by combining five parent algorithms (area (A)-, 
contrast (C)-, edge (E)-, solidity (S)-, variance (V)-based algorithms). Depending on the diversity 
between algorithms in classifying targets and non-targets, the performance of the resultant 
classifiers varied. Of 26 candidate classifiers, 11 classifiers provided a high AUC value (> 0.80). 
All child classifiers (average ROC-AUC value = 0.79 ± 0.03) performed better than their 
corresponding parent algorithms (average ROC-AUC value = 0.64 ± 0.04).  
 
In general, DM were developed to compute the dependency between 
classifiers that provide binary outputs across classification samples.41 For 
example, conventionally, the double-fault (F2) DM45 is computed between any 
two algorithms (or classifiers) whose output or RP are binary (Equation 2.18). 
However, in our case, the LA-, NB- and DST-based outputs of any two 
algorithms vary within a range of grayscale values (e.g., from 0-255 for an 8-bit 
image) (Appendix C). By simply converting the grayscale output to a binary 
output (i.e., any grayscale value greater than an arbitrary threshold is set to 1; all 
remaining values are set to 0), the calculated F2 DM measure (Equation 2.18) 
cannot accurately predict the true performance of a combined classifier. The 
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ROC-AUC metric is a function of the achieved sensitivity and specificity at each 
decision threshold for the classifiers combined under these fusion schemes. 
Consequently, to represent the true performance of the combined classifier, the 
F2 DM must be computed by thresholding the RP of the individual algorithms of 
the ensemble from 0-255. If the RP of two algorithms are thresholded at a value 
 then, depending on the coincident overlap (i.e., a logical ‘AND’ operation) of 
both the thresholded RP with the TP and the TN grid squares, the total number of 
coincident errors (i.e., the sum of the FP and FN) can be computed at that given 
threshold. Ideally, this F2 DM-based procedure should provide comparative 
sensitivity and specificity results computed from the ROC algorithm for the 
combined ensemble across different thresholds. However, due to the 
mathematical formulation of the LA-, NB- and DST-combination rules (Appendix 
C, Equations C.2, C.6 and C.14), this is the not the case. Losing a given target 
(say T), i.e., its corresponding pixels are turned ‘off’ in the RP of both algorithms 
(1 and 2) at a given threshold  does not guarantee that target T should not be 
detected at the same threshold in the combined classifier 12. The same holds 
true in the case of correct classification of a non-target (say NT) by individual 
algorithms (1 and 2) but its incorrect classification by classifier 12 at the given 
threshold (). To capture the true changes in the combined outputs of the 
classifier 12 and provide an accurate F2 DM estimate at each threshold, the 
following conditional statements with respect to LA- (Equation 5.1), NB- 
(Equation 5.2) and DST- (Equation 5.3) combination rules can be formed for a 
given threshold (): 
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uu    , qr q- , %!  1  0,  5.3 
where  	 and  are the confidence scores for the target class of algorithm 1 and 
2, across pixel , %!. The F2 DM measure was calculated for each binary RP 
obtained based on Equation 5.1, 5.2 or 5.3 across thresholds.  
A subsequent study was designed in which pairwise DM such as the F2, the 
Q statistic (Q2)44 (Equation 2.17), the correlation coefficient (C2)46 (Equation 
2.19), the product-moment correlation (PM2)47 (Equation 2.20) and the 
disagreement measure (D2)50 (Equation 2.21) were calculated between the RP 
of area-based (A), edge-based (E), variance-based (V) and solidity-based (S) 
detection algorithms. Using four individual algorithms in the framework, a total of 
11 classifiers (individual algorithms, combinations of two algorithms, 
combinations of three algorithms and the combination of all algorithms) were 
obtained; the DM and ROC-AUC values were calculated across 10 evaluation 
images for each of these 11 classifiers. Since it is not possible to establish a 
correlation between a range of DM values (computed at different thresholds 
between the RP of two parent algorithms or classifiers) with a single ROC-AUC 
value (computed from the RP of the resultant child classifier), we explored 
combinations of DM values (sum, product or mean), minimum and maximum DM 
values, and representative (single) DM values selected from the entire range for 
correlation with ROC-AUC values. The minimum F2 DM, i.e., the smallest ratio of 
Coincident errors computed between the RP of two classifiers, was most highly
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correlated with the ROC-AUC across all fusion models (Table 5.1).  
Table 5.1. Different DM were calculated for the RP of the 11 classifiers formed by combining four 
individual algorithms, i.e., area-based (A), edge-based (E), solidity-based (S) and variance-based 
(V) detection algorithms, across 10 evaluation images. Across all metrics, the minimum DM value 
was most strongly associated with the AUC value (versus the sum, product or mean of the 
values). Therefore, the correlation between the minimum DM and the AUC is reported for all 
metrics.  Under all fusion schemes, the minimum F2 value was the DM that was most highly 
correlated with the ROC-AUC (r = 0.84 to 0.92). 
                              
                                Fusion scheme 
 
Diversity measure 
Linear 
averaging 
Naive Bayes 
Dempster-
Shafer theory 
Double-fault (F2)
 
0.84 0.89 0.92 
Product moment correlation (PM2)
 
0.58 0.67 0.62 
Correlation coefficient (C2)
 
0.38 0.50 0.45 
Q statistics (Q2)
 
0.20 0.28 0.23 
Disagreement measure (D2)
 
0.04 0.11 0.09 
After determining the candidate dependency metric that can best predict the 
performance of child classifiers from their parent classifiers, the next step was to 
establish an empirical model to compute the ROC-AUC value of a new child 
classifier from the minimum F2 DM measured between its parent classifiers.  
5.2. An empirical model between minimum F2 DM and ROC   AUC values 
Based on a degree of fit analysis, a second-degree polynomial model appeared 
to be reasonable for obtaining the ROC-AUC value of a child classifier from the 
computed minimum F2 DM value between the corresponding parent classifiers 
for a given evaluation image. Similar degree of fit analyses results were reported 
for each of the fusion schemes (Figure 5.2).  
To determine if the correlation obtained between F2 DM and ROC-AUC 
values was limited by the use of real (i.e., noisy) imagery or if there is an 
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underlying phenomenon that is not completely captured by the minimum F2 DM 
measure, simulated RP of the candidate algorithms were combined across 
different fusion schemes; ROC-AUC values and minimum F2 DM values were 
determined for the RP of child classifiers. Compared to the evaluation of actual 
images, a substantially higher correlation value (R2 = 0.98) was obtained 
between the F2 DM and ROC-AUC values in the simulations (Figure 5.3), and so 
it appears that random image noise is responsible for the reduced correlation 
observed in the training image datasets (Figure 5.2). 
 
Figure 5.2. The F2 DM and the ROC-AUC values were computed for a total of 110 
evaluation images (considering 11 classifiers and 10 input images). A quadratic fit 
provided a reasonably high R
2
 value (0.83-0.87) across all the three fusion schemes. 
Based on a degree of fit analysis, no significant improvement was gained with the use of 
higher order prediction models. Here, the quadratic model that predicts the ROC-AUC 
values from the calculated minimum F2 DM values for the DST-based fusion scheme is 
shown.  
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Figure 5.3. To explore whether the underlying relationship between ROC-AUC and F2 DM values 
is quadratic, the RP of the four individual algorithms (i.e., area-based, edge-based, solidity-based 
and variance-based detection algorithms) were simulated across pre-determined false positive 
and true positive regions in a set of 20 input images. The RP were then combined using DST-
based fusion model to generate RP of the resultant 11 classifiers. As with the predictive model 
based on real training images, there was no significant improvement beyond a quadratic fit 
(shown as bold line). A very high R
2
 value (0.98) obtained for the simulation case confirms that 
F2 DM adequately captures the underlying phenomenon; the reduced correlation in the DM-ROC 
predictor model (R
2
 = 0.87) (Figure 5.2) appears to be due to noise in the real data.  
For the simulated imagery, a quadratic fit was also deemed appropriate for 
the predictive model. Since the ROC-AUC is computed as the sum of the 
products of sensitivity and 1-specificity values, and DM is expressed as a sum of 
coincident errors, a quadratic model makes sense.  
The next step was to validate the model and establish its accuracy 
(predictive error) in finding the best classifier or down-selecting better-performing 
classifiers from a pool of candidate classifiers. These results were compared to 
classifier selection based on ROC analysis.  
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5.3. Validating the performance of the dependency module 
By adding another algorithm (here, the contrast-based (C) detection algorithm) to 
the existing four algorithms, the performance of the resultant 15 new classifiers 
were predicted using the F2 DM and ROC-AUC model, and verified using the 
ROC algorithm. The experiment was repeated for a total of 10 evaluation images 
across each of the 15 classifiers combined under each of the three fusion 
schemes. For any given classifier, the difference between the average predicted 
AUC values (from the DM-ROC model) and the average computed AUC values 
(using the ROC algorithm) was less than 1.5% (Table 5.2).  
Table 5.2. For a set of 15 classifiers formed by combining the RP of a new (contrast-based (C)) 
detection algorithm with the RP of the existing four algorithms (i.e., A, E, S and V algorithms), the 
AUC values were predicted using the developed DM-ROC model (Figure 5.2). The maximum 
error in the average AUC values obtained from the model for each classifier compared to the 
actual average AUC values (calculated using the ROC algorithm) was always less than 1.5%. 
These results were consistent across the three different fusion schemes. Therefore, to quickly 
evaluate a pool of classifiers, the DM-ROC model is valuable for shortlisting candidate classifiers 
for any given detection task.    
Classifier 
 
AUC value computed 
by ROC algorithm 
 
 
AUC value predicted by DM-
ROC model 
 
    Error (%) 
 
 
AC 0.76 0.77 -1.32 
CE 0.74 0.73 1.35 
CV 0.82 0.82 0.00 
CS 0.72 0.71 1.39 
ACE 0.75 0.76 -1.33 
ACS 0.81 0.81 0.00 
ACV 0.75 0.76 -1.33 
CES 0.80 0.79 1.25 
CEV 0.72 0.73 -1.39 
CSV 0.81 0.81 0.00 
ACES 0.80 0.80 0.00 
ACEV 0.77 0.76 1.30 
ACSV 0.82 0.83 -1.22 
CESV 0.83 0.82 1.20 
ACESV 0.84 0.83 1.19 
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Further, the model not only accurately predicted classifier ASV as the best 
performing classifier (global maximum) from the entire pool of 26 classifiers, but 
also yielded a rank-ordered list of the top five classifiers that was identical to that 
computed via the ROC algorithm (Table 5.3).  
This study further confirmed that the F2 DM metric could serve as a 
surrogate performance indicator to assess candidate classifiers. However, since 
inputting the minimum F2 DM value into the predictor model requires calculation 
of F2 DM values across the entire range of thresholds, the time required for this 
evaluation was comparable to that of ROC analysis.  
Table 5.3. Rank-ordered lists of the top five classifiers (out of 26 possible classifiers) determined 
using the ROC algorithm and by the DM-ROC predictor model were identical. Here, the classifiers 
were combined under the DST-based fusion scheme, and the average AUC value across each 
classifier (from evaluation of 10 input images) is tabulated.  Similar performance was observed for 
the DM-ROC predictor model within the LA and NB fusion schemes. This analysis confirms that 
the DM-ROC predictor model can be used to accurately shortlist candidate classifiers formed by 
incorporating more algorithms in the detection framework.  
Classifier 
 
ROC algorithm computed 
AUC value 
 
DM-ROC model predicted 
AUC value 
CESV 0.83 0.82 
ACESV 0.84 0.83 
ASE 0.85 0.84 
ESV 0.86 0.86 
ASV 0.87 0.88 
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5.4. Optimizing the dependency module 
To avoid the burden of stepping through all thresholds to select the minimum F2 
DM value from the entire sequence of F2 DM values, an optimization technique 
was developed that can determine the minimum F2 DM value for a new classifier 
with fewer computations. The inputs to this approach are the thresholds that 
provide the minimum F2 DM values for the classifier’s corresponding parent 
classifiers. Depending on the fusion model The corresponding thresholds that 
provide minimum F2 DM values for the parent classifiers were combined to 
determine the starting threshold (v) to initiate the F2 computation for the child 
classifier. In most of the cases, the actual threshold () that corresponded to 
minimum F2 DM value for the child classifier was approximately two thresholds 
above or below the v The need to bracket the search was due to arbitrary noise 
in the data (RP) that led to the minimum threshold being a few decision levels 
away from that predicted by the parent classifiers’ F2 computation. The process 
was repeated to compute the minimum F2 DM values of future child classifiers by 
storing the threshold values corresponding to minimum F2 DM values of all 
current child classifiers across each evaluation image.  
 For the LA-based fusion scheme, the initial starting threshold (v) was 
obtained by taking the average of the thresholds that provide minimum F2 DM 
values for its respective parent algorithms (classifiers) (Equation 5.1). With 
respect to the NB-based fusion scheme, v was obtained by taking the product of 
the thresholds that provide the minimum F2 DM across the parent 
algorithms/classifiers (Equation 5.2). For the DST-based fusion scheme, v  was 
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computed by taking the ratios of the two thresholds (with the greater threshold in 
the denominator) providing the minimum F2 DM for its respective parent 
algorithms/classifiers. Due to influence of the mass function across the ignorant 
class (Equation 5.3) in the calculation of target score, more iterations (5-v) to 
5+v) were involved in finding the minimum F2 for the DST-based fusion scheme 
as opposed to the simpler LA and NB schemes.  
Note: for classifiers with only two algorithms in the ensemble, the starting 
threshold to initiate the minimum F2 DM search technique was determined by the 
decision thresholds for each parent algorithm’s RP that provided a minimum 
(combined) error in terms of missed targets and FP.  
The developed F2 search optimization technique was tested by verifying that 
the minimum F2 DM value computed from the refined local search space is, 
indeed, equal to the global minimum F2 DM value computed using the brute 
force method of iteratively stepping through all thresholds (Figure 5.4). The 
analysis was repeated for all 26 classifiers (using individual A, C, E, S and V 
algorithms), across our candidate fusion models. For all classifiers and their 
corresponding RP, the differences in the minimum F2 DM values computed by 
the two methods were within 0.01%. Most importantly, implementing the 
optimization technique and predicting the ROC-AUC values provided a 
computational saving of 83% over direct ROC analysis, irrespective of the 
underlying fusion scheme.  
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Figure 5.4. The F2 search-optimization technique reduces the need to step through each decision 
threshold to compute and select the minimum F2 DM value. The procedure was tested across all 
the 26 classifiers (all combinations of area-based, contrast-based, edge-based, solidity-based 
and variance-based detection algorithms) and for a total of 10 input images. The technique (‘local 
search algorithm’) limits the search region to evaluate the performance of a child classifier based 
on the decision thresholds that provide minimum F2 DM value for its corresponding parent 
classifiers. The maximum difference between the minimum F2 DM values computed across the 
260 RP using the brute force method (‘global search algorithm’) and the developed optimization 
technique was less than 0.01%. Using this optimization technique and the DM-ROC predictor 
model, the performance of various classifiers in the detection framework can be accurately and 
quickly evaluated. 
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6. WEIGHTING MODULE 
An extensive set of training images captured under different environmental 
conditions and comprised of several scenes, target types and varying degree of 
clutter are evaluated using our ROC algorithm and the dependency module.18,45 
Based on the observed performance on this extensive image set, the best 
classifiers are expected to provide a reliable and robust detection of our targets 
of interest in a new set of input images. When the detection system is deployed 
in a particular environment, it is likely that the collected images will exhibit less 
variability and the classifiers can be further fine-tuned to provide even better 
results for a typical set of input imagery. Scenario-specific fine-tuning of the 
candidate child classifier can be obtained by weighting the outputs (RP) of the 
individual (parent) algorithms based on their relative performance and then 
combining the RP to form the RP of the improved child classifier.15,23 The 
dependency module selects the best-performing classifier based on the inherent 
dependency or diversity between their parent algorithms or classifiers across a 
large range of test images. Classifiers consisting of less dependent algorithms 
always outperform other classifiers, independent of the type of input imagery.61 
Therefore, only the RP of parent algorithms of the best-performing classifiers 
need to be weighted to fine-tune the classifiers for a given set of imagery. Here, 
we introduce a weighting module that can be implemented during field 
deployment to determine the appropriate weights across different algorithm 
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RP, such that – when combined – there is an improvement in the child classifier 
performance. The developed weighting module is independent of the underlying 
fusion scheme. 
6.1. Selection of a weighting scheme 
The majority of the complex but robust fusion models that combine the 
confidence scores of different algorithms RP are at least partially multiplicative in 
nature.15,38,48 As a result, even for high-performing algorithms, multiplying the RP 
with fractional, pre-determined weights will only decrease the scores across TP 
ROI. Instead, we propose to exponentially weight the RP of these algorithms and 
then combine them under different fusion schemes. Here, a brief explanation of 
how these weights were applied is provided with respect to the DST-based fusion 
scheme. A modified representation of the DST-based combination rule when 
applied to a 2D image (at a pixel level) is provided for better understanding of our 
implementation.  
For a 2D output image (say 12) obtained by combining the outputs of 
individual algorithms 1 and 2 using the DST combination rule, Equation 2.15  can 
be simplified and rewritten to obtain the combined-output mass function value 
across each pixel (, %) for the target, non-target and ignorant class as follows:  
	, %!  	, %!, %!  	, %!D, %!  , %!D	, %!,  6.1 
	, %!  	, %!, %!  	, %!D, %!  , %!D	, %!,  6.2 
D	, %!  D	, %!D, %!  	, %!, %!  , %!	, %!,  6.3 
where 	,  and 	 are the mass functions for the target class,	,  and 	 are 
the mass functions for the non-target class and  D	, D and D	 are the mass 
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functions for the ignorant class of algorithm 1, algorithm 2 and the combined 
classifier 12, respectively. The DST combination rule can be similarly extended to 
combine the output of classifier 12 with another individual algorithm or a different 
classifier.  
In the case of a multiplicative-weighting module, weighted-classifier 12 is 
obtained by applying fractional weights w1 and w2 to the RP of algorithm 1 and 
algorithm 2 by modifying Equations 6.1, 6.2 and 6.3 as follows: 
	, %!  	, %! R w1!!  , %! R w2!!  	, %! R w1!! D, %!
R w2!!  D	, %! R w1!!, %! R w2!! 6.4 
	, %!  	, %! R w1!! , %! R w2!!  	, %! R w1!!D, %! R w2!!
 D	, %! R w1!! , %! R w2!! 6.5 
D	, %!  D	, %! R w1!! D, %! R w2!!  	, %! R w1!!, %! R w2!!
 	, %! R w1!! , %! R w2!! 6.6 
Alternatively, Equations 6.1, 6.2 and 6.3 can be customized to apply 
fractional weights w1 and w2 to the RP of algorithm 1 and algorithm 2 to yield the 
weighted-classifier 12 under the exponential-weighting module.  
  	, %!  	, %!x	, %!x     	, %!x	D, %!x  	, %!x	D, %!x, 6.7 
	, %!  	, %!x	, %!x  	, %!x	D, %!x  	, %!x	D, %!x, 6.8 
D	, %!  D	, %!x	D, %!x  	, %!x	, %!x  	, %!x	, %!x, 6.9 
where w1 and w2 (for both weighting modules) are the complement of each 
other. 
For each (w1, w2) pair where w1 varied from 0 to 1 in step of 0.01 and w2 = 
1-w1, a different RP per input image was generated (Figure 6.1). For a total of 50 
evaluation images, the weight pair that provided a high average ROC-AUC value  
92 
 
 
Figure 6.1. The RP of the parent algorithms (area-based (A), contrast-based (C), edge-based (E), 
solidity-based (S) and variance-based (V) detection algorithms, taken two at a time) were 
weighted exponentially and combined under the DST-based fusion scheme to form a total of 10 
different classifiers. Each of the 10 resultant RP were generated by combining weight-multiplied 
RP of the parent algorithms. Here, an extensive search method of incrementing the weights was 
implemented, both for the multiplicative- and the exponential-weighting schemes. The plot depicts 
the results obtained for the weight pair that provided the highest average ROC-AUC value. For all 
10 classifiers, the RP formed under the exponential-weighting scheme outperformed the 
corresponding RP formed using multiplicative weights (paired Student’s t-test with p < 0.01 at 
95% CI). 
was selected to form the classifier 12 (Equations 6.1-6.9). Preliminary analysis 
was performed to determine if the exponential-weighting scheme provided a 
significant improvement in the ROC-AUC values as opposed to a traditionally-
used multiplicative-weighting scheme (Figure 6.1)15,38,48,62  
The analysis was repeated across our candidate fusion schemes (Appendix 
F). For a set of 50 evaluation images and a given DST-based combined-classifier 
CV (contrast-based and variance-based detection algorithms), the exponential-
weighting scheme provided higher ROC-AUC values than the ROC-AUC 
computed computed with equal weights, based on a paired
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Student’s t-test (p < 0.01 at 95% CI) (Figure 6.2). 
After confirming the utility of the exponential-weighting scheme, the next 
step was to determine the approximate weights across parent 
algorithms/classifiers RP to initiate the performance optimization of the short-
listed resultant-child classifiers.  
6.2. Selection of starting pair of weights 
For the above preliminary analysis, using Equations 6.7, 6.8 and 6.9, the parent 
algorithm RP pair were incrementally weighted (i.e., w1 varied from 0 to 1 in a 
 
Figure 6.2. The RP of the contrast-based (C) and variance-based (V) detection algorithms were 
combined under DST-based fusion scheme to obtain the RP of the resultant classifier (CV) 
across a set of 50 evaluation images. Exponentially weighting the individual C and V RP prior to 
combination yielded an increase in the ROC-AUC value of the CV classifier. Exponential 
weighting yielded better performance (paired Student’s t-test, n = 50 images, p < 0.01 at 95% CI), 
as assessed by ROC-AUC values, than the unweighted responses. Similarly, across all 
remaining nine child classifiers (formed by combining parent algorithms – contrast (C), variance 
(V), area (A), edge (E), solidity (S) algorithms two at a time), all weighted classifiers outperformed 
their unweighted counterparts. 
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step size of 0.01 and w2 = 1-w1) and combined to form a series of new child 
classifiers. ROC evaluation was performed on the resultant combined classifier 
for each weighted RP pair. The pair of weights that provided the highest average 
AUC value for the entire set of evaluation images was deemed the best weight 
pair. However, this step-wise search method is time consuming since the 
procedure has to be repeated on each evaluation image to determine the 
average best-performing weight pair. Instead, as with determining a starting point 
and range for the minimum F2 search, we wanted to determine the starting-
weight pair based on relative performance. 
Since most of our candidate algorithms perform similarly (range of AUC 
values: 0.60-0.70), their relative performance ratios always lie in the range of 
0.50-0.55. However, new algorithms might be presented for inclusion in the 
detection system, and these new approaches might exhibit much higher or much 
lower performance than our existing algorithms. In this case, we would like to be 
able to provide the starting weight pair for the new algorithm and other parent 
algorithms that exhibit a larger range of relative performances. To develop a 
strategy for determining the starting weights, we simulated RP that provided a 
wider performance range. In simulations, the relative performance of a parent 
algorithm, P with respect to another parent algorithm, Q varied from 0.50-0.92. 
We evaluated the RP of DST-based fusion classifiers (with two parent 
algorithms) generated by weighting the simulated RP of our algorithms A, E and 
S. For all simulated algorithm RP pairs, we calculated the correlation between 
their relative performance (based on their individual ROC-AUC values) prior to 
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weighting and the weight pair that provided a highest average ROC-AUC value 
after combining. For a total of 50 input images, a correlation of 0.87 was obtained 
between the weight pair that provided a maximum AUC value and the relative 
ROC value (Figure 6.3).  
 
Figure 6.3. The RP of various candidate algorithms (A, E, and S algorithms) were simulated and 
then evaluated using our ROC algorithm to determine their relative performance by considering 
two algorithms at a time (i.e., comparing A with E, A with S, E with S, etc.). By simulating RP, we 
could extend the performance range of the algorithms to yield a larger range of relative algorithm 
performance. As an example, for the hypothetical classifier PQ (here, AE, AS or ES), a high 
correlation of 0.87 was obtained between the best RP weight for P (as determined by sequential-
search method) and the relative performance of algorithm P with respect to Q. This allows us to 
predict the starting weight for a new candidate classifier based on the relative performance of its 
parent algorithms. By determining, a priori, the range of weights to test, rather than evaluating all 
possible weight combinations, efficiency is improved. For example, we found that for classifier 
PQ, the ideal weight for algorithm P is confined to the range of 0.30 to 0.40, thus substantially 
narrowing the search range. The data points are reportedly clumped for a given relative 
performance range, for example, for a relative performance 0.50-0.60, the desired weights vary 
from 0.32 to 0.37. This could be since our analysis is limited to RP of only three algorithms; if 
other parent RP were included (Section 3.4) we could expect the range of desired weights to 
stretch further. 
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This high correlation allowed us to predict the starting weights based on 
relative performance, rather than implementing the exhaustive (all weight pairs) 
search method. To verify that the established correlation allowed the correct 
prediction of the starting weights for any given RP pair, a different suite of 50 
simulated RP pairs (A and E detection algorithms) were weighted, combined 
using the DST rule and assessed by our ROC module (Figure 6.4). For all cases, 
the weights that provided a high average AUC value (for classifier AE) based on 
an initial estimate of the starting weights and those chosen based on the 
sequential-search method were identical. The localized search required the 
computation of results for only 11 of the possible 101 weight-pair combinations, 
for a time savings of 89%.  
The above analysis was performed for classifiers with two parent algorithms.  
The next task was to determine the order for weighting and combining parent 
algorithm RP of classifiers with more than two parent algorithms. For example, 
the RP of algorithms A, S and V can be combined in three different ways to form 
weighted-classifier ASV: Case A) A + S = (AS); (AS) + V = (ASV), Case B) A + V 
= (AV); (AV) + S = (AVS) and Case C) S + V = (SV); (SV) + A = (SVA). Here, 
Equations 6.10 and 6.11 provide the target class RP of weighted-classifiers AS 
and ASV (similar extensions are valid for the non-target and ignorant class RP) 
for Case A. Note that the best weight pair may be different for the RP 
combination A + S (Equation 6.10) versus the combination AS + V (Equation 
6.11). 
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Figure 6.4. For a new set of 50 simulated RP, the best weight determined by the exhaustive 
search method was within the initial weight range predicted by the relative performance of the 
parent algorithms (area-based (A) and edge-based (E) detection algorithms) in a given classifier 
(AE). Here, instead of the entire weight range, the search began at the starting weight (shown by 
the diamond marker). In all cases, the difference between the predicted starting weight and the 
best weight was always less than 0.10. The local versus global search improvement allowed the 
classifier to be fine-tuned during near real-time applications.  
  Ky, %!  K, %!x	y, %!x     K, %!x	Dy, %!x  DK, %!x	y, %!x   6.10 
  Kyz, %!  Ky, %!x	z, %!x     Ky, %!x	Dz, %!x
 DKy, %!x	z, %!x   6.11 
Alternatively, to generate the target class RP of classifier ASV based on 
Case B), we can formulate Equations 6.12 and 6.13. Similarly, for Case C) 
Equations 6.14 and 6.15 will generate the weighted-classifier ASV RP.   
  Kz, %!  K, %!x	z, %!x     K, %!x	Dz, %!x
 DK, %!x	z, %!x 6.12 
  Kzy, %!  Kz, %!x	y, %!x     Kz, %!x	Dy, %!x
 DKz, %!x	y, %!x 6.13 
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  yz, %!  y, %!x	z, %!x    y, %!x	Dz, %!x
 Dy, %!x	z, %!x 6.14 
  yzK, %!  yz, %!x	K, %!x     yz, %!x	DK, %!x
 Dyz, %!x	K, %!x 6.15 
Obviously, as the number of algorithms increases, the number of possible 
ways to combine the algorithms increases exponentially. It is therefore necessary 
to establish a method for selecting and ordering the parent algorithm weighting 
and combination steps. 
6.3. Sequence for weighting and combining algorithm RP 
The final RP of a child classifier will vary depending on the weights allotted to the 
parent algorithms’ RP. To a large extent, the fusion models are commutative in 
nature.15,23 However, due to introducing different weights across the parent 
algorithm RP pairs prior to their combination, the fusion models yield different 
child classifier RP depending on the sequence of algorithm RP combination.  
As a starting point, the RP of the individual algorithms (say P and Q in the 
classifier PQRS) that provide higher ROC-AUC values than other algorithms in 
the classifier were weighted and combined to obtain the RP of an intermediate 
classifier PQ. We ran ROC analysis on the RP of the intermediate classifier PQ 
to choose the best weight pair for P and Q (and, in turn, the best weighted-
classifier PQ). As a result, we did not have to re-run ROC analysis to rank 
classifier PQ’s performance with respect to the remaining parent algorithms. The 
algorithm selection process was repeated across the next pair of better-
performing parent algorithms (here, either R and S, R and intermediate classifier 
PQ, or S and PQ). The method terminated when the RP of all parent algorithms 
 
had been combined under this logic (Figure 6.5). As an example, to fo
classifier ASV, if A and S outperform V, then we would implement Case 
(Equations 6.10-6.11) above.
than an ASV classifier composed under either Case 
Case C (Equations 6.14
To validate our method of selection and weighting against other possible 
selection methods, we considered the RP of five individual algorithms (A, C, E, S 
and V) and the resultant 16 classifiers formed with three or more p
Figure 6.5. Flowchart describing our proposed method of selecting and weighting the RP of 
parent algorithms to optimize the performance of a given candidate classifier.
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algorithms, across a set of 50 evaluation images. In 75% of the 16 cases, our 
proposed method outperformed the selection and combination of RP in any other 
permutation (order of selection and combination) scheme (ANOVA test, p < 
0.001 at 95% CI). For the remaining four cases, the differences in the 
corresponding average AUC values obtained in our approach versus those 
obtained from each of the other permutations were not significant at 95% CI (p > 
0.01) (Figure 6.6). In other words, although for remaining 25% of our trials, the
 
Figure 6.6.  For 12 out of 16 classifiers (each having at least three parent algorithms), the overall 
average ROC-AUC value from our method of iteratively ordering and weighting the parent 
algorithms was significantly higher (p < 0.001 at 95% CI) than the values computed for the 
classifiers formed through any other permutation. Here, to provide a meaningful comparison, only 
the highest average ROC-AUC values (across each classifier) from all average ROC-AUC values 
obtained across different permutations are plotted (circles) as the random output. For the 
remaining 4 classifiers (i.e., ACS, CSV, ESV and ACES), although our selection method did not 
outperform other methods, the ROC-AUC values were comparable (p > 0.01 at 95% CI). 
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average AUC value computed by our selection method was not the highest, the 
performances of our chosen classifier and the best classifier were effectively 
equal.  
Based on the encouraging results obtained for our technique of determining 
the initial weights (Figure 6.4) and the selection method of ordering and 
weighting the parent algorithms (Figure 6.6), we expect the developed module to 
accurately and efficiently tune the candidate classifiers.  
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7. COST-FUNCTION ANALYSIS MODULE 
Following localized optimization of the candidate classifiers achieved in our 
weighting module, the next step is to determine the desired sensitivity threshold 
at which the detection system will operate in real-time. Let the “system” classifier 
be the final set of algorithms, the various parameters of the algorithms, the 
weights for each algorithm and the selected fusion scheme. The final RP (output) 
of the system classifier will then consist of confidence scores across different 
ROI present in a given input image.18 However, to allow for quick screening of 
potential threats, only those ROI with confidence scores above a pre-determined 
threshold should be presented to the user. ROC curves describe the 
performance of a given classifier (within a fusion scheme and for a given 
modality) by allotting equal costs to both FN and FP.17 Additionally, the ROC-
AUC value is based on equal likelihoods of finding targets and non-targets in a 
given image. Evaluating a given detection system based on ROC curves 
provides a general idea of its performance in terms of decision thresholds that 
provide reasonable pairs of sensitivity and specificity.17,63 In most real-time 
applications, threshold selection depends on the potential trade-offs between 
missing targets and identifying false positive targets. For example, in a war 
scenario (landmine detection, IED detection, etc.) the cost of missing a target will 
be much higher than adding few FP due to the resulting casualties, property 
damages, etc.13,64 In these cases, the system should be set to perform at a 
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sensitivity index, recognizing that resultant increase in false positive detections 
will increase the time required to screen all the ‘threat’ ROI and lead to 
decreased reaction times. Apart from the relative costs of a missed target vs. a 
false positive, we must consider the likelihood of finding targets as opposed to 
non-targets. In some areas, we can use a priori estimates of the probability of 
finding a particular target (e.g., finding a landmine in a crowded place, detecting 
a calcification in young adult breast tissue, etc.) and set the system sensitivity 
accordingly. The relative costs and likelihoods associated with targets and non-
targets can be provided by a team of experts having an in-depth knowledge and 
logistical information in a given ATR, medical or biometric field.13,17,65 In 
multimodal detection, it is also important to verify if – for a given scenario – 
adding more sensors significantly allows the relaxation of the trade-off between 
missed targets and FP.13 This knowledge allows us to either incorporate the 
evaluation of images captured from additional sensors or to turn ‘off’ the 
evaluations specific to a given modality to increase the overall system 
throughput.  
To answer these questions, we developed a cost-function analysis module. 
The module allowed us to determine if significant performance improvement in 
the field may be accomplished at the costs of increase in computation time 
and/or hardware costs by 1) including additional sensors; 2) selecting a higher-
performing classifier with more parent algorithms; and/or 3) incorporating a 
higher complexity fusion scheme. 
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7.1. Cost-function analysis routine 
A basic routine was developed to facilitate the computation of cost-functions with 
respect to the output of a given feature detection algorithm, or the combined 
output of various feature detection algorithms, across a range of test images. The 
cost-function analysis was complementary to our ROC curve analysis, wherein 
each performance point (i.e., a sensitivity-specificity pair) was associated with a 
performance cost. Therefore, no additional RP evaluations were required to 
perform a cost-function analysis, and the computations were independent of the 
modality type and the applied fusion scheme.  
The developed routine was designed to be easily modified to accept any 
relative costs between missed targets and false alarms and be combined (i.e., 
weighted) with the likelihood of finding targets (-) and non-targets () to 
obtain a more realistic cost index {! (Equation 7.1).16  
                  {   )T-U -T-U)TU -TU                                                      7.1 
where, )-! and )! are the cost of missing a target and detecting a FP, 
respectively, and --! and -!, represent the probability of finding a target 
and a non-target in a given scene, respectively. The cost index conveys the 
penalty associated with making an incorrect decision; a cost index of three 
indicates that a missed target (FN) is three times more expensive than one FP 
detection. 
After computing the cost index ( {) based on the above user inputs, the next 
step was to compute the actual cost ( +{! at each decision threshold () along a 
given ROC curve (Figure 7.1). The ROC curve used here was obtained by 
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averaging several ROC curves generated for a wide range of evaluation images 
across a given classifier/fusion scheme/sensor. 
     +{!  T1  |}~!U  {! R 1  |~!!                 7.2 
By applying Equations 7.1 and 7.2 to different ROC curves (corresponding 
to different classifiers), it was possible to identify those classifiers that provide an 
overall low cost (Figure 7.1). Subsequent convex-hull analysis was necessary to 
determine the best classifier for a given cost index {! since, at a specific cost 
index, a classifier with an overall lower ROC-AUC could perform equally well or 
better than a classifier with an overall higher ROC-AUC. 
 
Figure 7.1. For each pair of sensitivity and specificity, a cost +{  was computed. In this case, the 
data point at (1-specificity = 0.5, sensitivity = 0.90) provides the least cost (+{  0.80! for a cost 
index {!  3. Although the cost results presented here are with respect to a single evaluation 
RP, in general, the ROC components at each threshold were averaged across several RP ROC 
curves to form an average ROC curve for a given classifier. In such cases, the standard deviation 
in the cost calculations across each point was taken into account along with the mean cost during 
best threshold selection. 
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7.2. Convex-hull analysis 
Similar to comparing the performance of two classifiers, it was possible for a 
classifier RP (here, classifier PQ with P and Q as parent algorithms) and at least 
one of its parent algorithm (say P) RP to deliver ROC curves with operating 
points that correspond to minimum costs +{ for a given  { . In such cases, 
although the ROC-AUC value of the classifier (PQ) was higher than that of the 
parent algorithms (P and Q), a cost-function analysis showed that both classifier 
PQ and algorithm P would perform equally well in terms of minimum costs +. 
From a practical standpoint, if the goal was to operate at {, the parent algorithm 
P alone would be sufficient. A convex hull-based analysis was used in the 
required step to identify if indeed the shortlisted classifiers performed better than 
their parent classifiers from a cost point-of-view. 
A classifier was considered superior if, and only if, at every operating point, 
the classifier provided a lower cost than its corresponding parent algorithms.13 
Consequently, the convex hull of the ROC curves formed by the underlying 
parent algorithms (Figure 7.2) was considered to be the baseline system 
performance. This baseline ROC curve was generated by connecting the lower 
cost points (i.e., highest sensitivity values) at each threshold (i.e., for a given FP 
rate) across all parent ROC curves. Therefore, the selection of a resultant child 
classifier was warranted only if its ROC curve was superior at each operating 
point to the baseline ROC curve. The overall cost of the child classifier, 
calculated as the sum of the costs +{ at each threshold, was always less than 
that of any of its parent algorithms. This analysis process can be extended to
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Figure 7.2. The ROC curves generated for classifier AS and its corresponding area-based (A) 
and solidity-based (S) parent algorithms are shown here. For a user-provided cost index ({  = 2), 
both the parent algorithm A and the classifier AS provide a minimum cost ( +{  0.80) at the 
same 1-specificity and sensitivity pair (0.4, 0.80). This cost-function analysis conveys algorithm A 
is sufficient for achieving the given cost index ( {  = 2), even though classifier AS exhibits a higher 
ROC-AUC value of 0.75 than that of algorithm A at 0.60. To avoid errors in selecting the child 
classifier for different desired cost indices, the ROC curve of the child classifier must be higher 
than the convex hull of the ROC curves formed by the parent classifiers (here, baseline 
performance is shown as a dashed line).   
compare fusion scheme performance (Figure 7.3). It is worthwhile to 
develop/apply a complex fusion scheme only if the resultant classifier operates at 
a lower actual cost +{ ) than the simpler classifier for the same cost index {! 
(Equations 7.1 and 7.2).  
The cost-function analysis module was the final module of the framework. 
The module provides the range of decision thresholds that correspond to 
minimum cost per classifier/fusion scheme and, thereby, identify the most cost-
effective classifier. Cost-function analysis can also be extended to estimate the
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Figure 7.3. The classifier ASV (here, the variance-based (V) algorithm added as a parent 
algorithm to classifier AS) combined under the DST-based fusion scheme always outperforms (at 
all cost indices) the NB- and LA-based fusion schemes. On the other hand, although classifier 
ASV combined under the NB fusion scheme has a higher AUC value (0.77) than its LA-based 
counterpart (0.72), for a wide range of cost indices, their common operating point (sensitivity = 
0.85, 1-specificity = 0.60)  provides the least cost (0.85). For a given cost index ( {  = 3), note that 
two operating points (0.40, 0.85) and (0.55, 0.90) on the DST-combined ASV classifier ROC 
curve achieve the least cost. In this case, the relative improvement in sensitivity with an increase 
in FP must be noted before selecting either of the two as the best system operating point. Here, 
an increase in the false detection rate from 0.40 to 0.55 (i.e., a FP increase of about 20%) results 
in only a 5% increase in sensitivity, Therefore, for the same cost, the preferred operating 
threshold corresponds to 1-specificity = 0.40 and sensitivity = 0.85. 
performance of a single modality compared to the fusion of multimodal imagery.
Based on the ROC and cost curves, and the computation time to generate RP for 
each candidate classifier (across a given fusion scheme and modality), the 
framework facilitates the informed final decision regarding the overall best 
classifier for a specific detection task, optimized in terms of sensitivity/specificity 
performance, time-to-decision, and cost.  
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8.  RESULTS 
The different modules of the framework, i.e., a) the ROC module for parameter 
optimization of the individual algorithms, b) the dependency module for selection 
of candidate classifiers, c) the weighting module to fine-tune the classifier 
performance and d) the cost-function analysis module to select the best classifier 
for a given cost index were implemented to develop a system optimized in terms 
of accuracy, time and cost for detection of roadside IEDs. Although this scenario 
was our real-world application for development and testing, the framework 
modules are designed to be sufficiently general that they could be applied to any 
detection task with a few defined modifications. This chapter presents the results 
on the IED detection task. Performance improvement in terms of ROC-AUC 
values achieved by parameter optimization of the candidate detection algorithms 
is documented. The accuracy of the DM module in predicting and shortlisting 
potential classifiers across all fusion schemes is recorded. Next, the fine-tuning 
of the candidate classifier performance achieved by implementing our weighting 
algorithm is discussed. A thorough comparison of the different fusion schemes is 
provided in terms of ROC and cost curves. Finally, the improvement that was 
achieved by using the framework is compared to the results of using non-
parameter optimized RP of the candidate algorithms (Figure 8.1). Both step-wise 
(module-wise) and overall performance improvement is tracked.  
 
 
Figure 8.1. A visual display of the vari
here. Performance analysis is tracked along each stage in the framework; a comparison is made 
between the optimized and non
stage, the performance of algorithms with and without parameter optimization in terms of average 
ROC-AUC values will be presented. B. The second stage is implementation of the DM module. 
The predictive accuracy of the DM module in selecting the best classifier irrespect
underlying combination scheme, and the corresponding computational savings will be recorded. 
C. System performance across simple
increase in performance of the shortlisted classifiers usin
E. Lastly, cost-function analysis results are presented. 
8.1. Selection of individual algorithms
Only those algorithms that yielded an average ROC
after their customized 
selected for further combination a
This analysis was conducted separately for EO and SWIR training images 
(100 images each) (Table 8.1). The ROC results of algorithms b
110 
ous stages of system performance optimization is given 
-optimized parameters of the parent algorithms. A. In the first 
-to-complex fusion schemes will be compared. D. Next, the 
g our weighting algorithm will be shown. 
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Table 8.1. Several different algorithms (some that are modality-specific) were developed (see 
Section 3.5) and parameter-optimized using our evaluation module (chapter 4) across a wide 
range of training images (100) for each modality. Only those algorithms that provide an average 
ROC-AUC value > 0.60 were selected as candidate algorithms for further fusion of their individual 
RP (Table 8.2). For comparison, the combination that a) provides a ROC-AUC value greater than 
the overall average ROC-AUC value computed across all combinations; and b) is similar to the 
classifier chosen as effective by the developer during algorithm design was selected as the non-
parameter optimized case here. This was done to provide a conservative comparison with the 
global maximum obtained after parameter optimization rather than overestimating improvement 
by selecting a combination that yields a low ROC-AUC value. The average processing time per 
algorithm is also tabulated here. 
Modality Detection algorithm 
 
Non-parameter 
optimized 
average ROC-
AUC values 
 
Parameter-
optimized 
average 
ROC-AUC 
values 
Processing 
time per RP 
[seconds] 
EO 
Area-based (A) 0.59 0.64 5 
Contrast-based (C) 0.57 0.65 33 
Coarseness-based (Cs) 0.55 0.58 65 
Edge-based (E) 0.61 0.69 6 
Entropy-based (En) 0.53 0.56 40 
Fourier descriptors-based (F) 0.55 0.59 19 
Solidity-based (S) 0.54 0.61 5 
Variance-based (V) 0.59 0.68 5 
SWIR 
Area-based (A) 0.54 0.57 5 
Background subtraction-based (B) 0.65 0.69 5 
Contrast-based (C) 0.61 0.64 2 
Coarseness-based (Cs) 0.53 0.58 31 
Edge-based (E) 0.58 0.63 4 
Entropy-based (En) 0.56 0.58 23 
Fourier descriptors-based (F) 0.50 0.53 11 
Solidity-based (S) 0.51 0.56 5 
Variance-based (V) 0.57 0.64 2 
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their parameter-optimization across both modalities, and the average RP 
computation time for each algorithm were recorded. The reported computation 
time is the actual CPU time, calculated using Matlab’s profiler (version R2007b, 
The MathWorks, Inc., Natick, MA, USA) utility. We used the profiler function 
rather than Matlab’s tic-toc functions since the latter are affected by other 
processes running in the system background. Following parameter optimization, 
the RP of algorithms were generated for a larger set of EO and SWIR evaluation 
images (500 images each) collected as described in Section 3.3 (Table 8.2).  
Table 8.2. Five EO algorithms and four SWIR algorithms were selected based on their 
performance on the training image set (ROC-AUC value > 0.60). Next, their corresponding RP 
were generated across a new set of test images (500 images per modality), which were then 
assessed using our ROC algorithm. To remain a candidate classifier, the combinations of these 
algorithms’ RP must provide a ROC-AUC value significantly higher than that of their 
corresponding parent algorithms (tabulated here). To avoid confusion with the EO modality-
specific algorithms, the background subtraction-based, contrast-based, edge-based and 
variance-based detection algorithms developed for the SWIR images are represented as X, Y, Z 
and R, respectively. To document the degree of improvement by incorporating the parameter-
optimized stage in the framework, the ROC analysis of the test set was repeated using the 
corresponding non-parameter optimized RP (Figure 8.3).  
 
Modality 
 
Candidate detection algorithm 
 
 
Non-parameter 
optimized, 
average ROC-AUC 
value 
 
 
 
Parameter-
optimized, 
average ROC-AUC 
value 
 
 
EO 
Area-based (A) 0.59 0.63 
Contrast-based (C) 0.56 0.61 
Edge-based (E) 0.64 0.76 
Solidity-based (S) 0.57 0.65 
Variance-based (V) 0.58 0.67 
 
SWIR 
Background subtraction-based (X) 0.62 0.64 
Contrast-based (Y) 0.65 0.71 
Edge-based (Z) 0.59 0.78 
Variance-based (R) 0.65 0.68 
 
An average improvement of 18% (range = 3
the ROC-AUC values of candidate algorithms after their fine
8.2. Implementation of DM module for classifier selection
From nine different parent algorithms (here, A, C, E, S, V, X, Y, Z and R), we 
obtained a total of 512 classifiers (Table 8.2). To quickly assess the performance 
of each of these classifiers, the optimization technique to determine the minimum 
F2 value for each resultant RP of these child classifiers was implemented 
(Section 5.2). Further, the DM
the LA, NB and DST-
value for each classifier RP based on the co
F2 DM value. The analyses were repeated to predict classifier performance for 
those same classifiers formed with the non
(Figure 8.3).  
Figure 8.2. An average improvement of 1
candidate algorithm RP (Table 8.2) compared to their non
values were reported for a test set of 500 images and it was encouraging to note that the 
performance of these algorithms
were used during training/fine
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based fusion schemes were applied to predict the AUC 
rresponding input, i.e., the minimum 
-parameter optimized algorithm RP 
8% (range: 3-32%) was obtained across all the nine 
-optimized RP. These 
 do not degrade for a larger set compared to 100 images that 
-tuning phase (Table 8.1) 
 
 
 
ROC-AUC 
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Figure 8.3. The RP of the shortlisted individual detection algorithms (Table 8.2) were combined to 
form the RP of the resultant 512 classifiers. The process was repeated using the non-parameter 
optimized RP to validate the improvement in performance (in terms of average ROC-AUC value) 
of classifiers formed by optimizing their parent algorithms. Based on a paired Student’s t-test, the 
average ROC-AUC value for each classifier formed with the parameter-optimized case were 
significantly higher (p < 0.001, significant at 95% CI) than their non-parameter optimized 
counterparts.  
8.2.1. Accuracy of DM module 
To verify the accuracy of the DM module in estimating the ROC-AUC value 
across each RP based on F2 computation only, the RP of the 512 classifiers 
were also evaluated using our ROC algorithm (a greedy analysis). The F2 values 
computed using the DM optimization technique and the directly computed ROC-
AUC values were highly correlated (R2 = 0.90) (Figure 8.4). 
Compared to LA (R2 = 0.89) and NB (R2 = 0.90) schemes, DM-ROC model 
(R2 = 0.92) for DST scheme delivered a better performance (Appendix E). 
Further, an average error of 3% (standard deviation = 0-2%, 500 RP per 
classifiers per fusion scheme) was reported in the ROC-AUC values predicted 
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Figure 8.4. The DM-ROC model was used to predict the performance of each of the 512 
classifiers across all the three fusion schemes (LA, NB and DST-based). Here, the average ROC-
AUC values obtained across 500 test images for each classifier within each fusion scheme based 
on the predictor model are plotted against those computed using our ROC algorithm. An high 
correlation (R² = 0.90) was observed between the computed and the predicted ROC-AUC values, 
independent of the underlying fusion scheme. The average error between the predicted and 
directly computed AUC values was 3% (σ < 2%). 
using the DM-ROC models as compared to the directly computed ROC-AUC 
value for different RP (across all 512 classifiers). The reported error was the 
overall average error calculated for RP formed across the LA, NB and DST-
based fusion schemes. The maximum error reported for the predicted ROC-AUC 
values was less than 2% across all the DM models when the computed ROC-
AUC values were greater than 0.75. This ensures the accurate selection of top-
performing classifiers (criteria: AUC value > 0.80) for our system. 
8.2.2. Ranking of the shortlisted algorithms 
To shortlist the top-performing classifiers from the possible set of 512 classifiers, 
it was not only important to compare their average ROC-AUC values but also to 
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select classifiers that performed consistently well across the entire range of test 
images (i.e., also study the associated standard deviation of the ROC-AUC 
values) (Figure 8.5).  
Classifiers 292 to 314 (a total of 23 classifiers) provided higher average 
ROC-AUC values along with lower standard deviation (ranging from 0.02 to 
0.06). A similar trend for the classifiers in terms of average AUC values and 
standard deviation based on the DM analysis, i.e., the predictor data, was also 
seen (Figure 8.5). The high performing classifiers were separately rank-ordered 
by DM and ROC analyses (Figure 8.6). 
 
Figure 8.5. Using both an average ROC-AUC criterion (ROC-AUC > 0.80) and a standard 
deviation criterion (σ < 0.10) on the set of 500 test images, 23 classifiers were further down-
selected as candidate classifiers of the system. Similar performance trends of higher average 
ROC-AUC values (> 0.80) and an overall reduced variation (< 0.10) were observed for these 
shortlisted 23 classifiers using the DM predictor model.    
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Figure 8.6. The RP of 22 out of 23 shortlisted classifiers, combined under the DST-based fusion 
scheme, were generated by fusing the RP of three EO and two SWIR algorithms. Only DST 
results are shown here, since each DST-combined classifier outperformed their corresponding 
NB and LA classifiers (Figure 8.7). DST classifier ASVXR provided the highest average AUC 
value (0.90 ± 0.03) of all tested combinations (p < 0.01, significant at 95% CI).  
The top four classifiers rank-ordered by the DM model and the ROC module were 
identical (Table 8.3). This further substantiates DM as a predictor model that can 
be used to accurately select the global maxima from the entire classifier pool, 
rather than using the more time-consuming ROC algorithm. Additionally, our 
optimization technique determined the minimum F2 DM of child classifiers with 
an accuracy of 98% across all runs as opposed to stepping through all F2 DM 
values, thereby, providing an average savings of 83% (Figure 8.7).  
8.3. Comparison of different fusion schemes 
Apart from validating the DM predictor model as a classifier performance 
assessment tool, across all combination schemes, all the 512 classifiers across 
each fusion scheme were compared based on their ROC-AUC values
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Table 8.3. In real-time applications wit
used to shortlist top-performing classifiers, rather than implementing the more time
ROC algorithm. To avoid selection error, it was important to confirm that the ranking of classifiers 
is consistent across the two approaches (at least with respect to the top 
classifiers). Out of 23 candidate classifiers (ROC
2: ASVZR, 3: ASVXY, 4: AEVXR) ranked by both ROC algorithms and the 
identical. The DM model was comparatively more conservative than the ROC algorithm, since 
five classifiers are tied for the fifth place, i.e., these would all be predicted to show similar 
performance. 
Classifier 
no. 
Classifier 
(RO
297 AESXR 
302 AEVXZ 
303 AEVXR 
305 AEVYR 
311 ASVXY 
312 ASVXZ 
313 ASVXR 
314 ASVYZ 
316 ASVZR 
(Figure 8.8). Based on an ANOVA test, the classifiers combined under the DST
based fusion scheme provide significantly (p < 0.01 at 95% CI) higher AUC 
values than 
Figure 8.7. Our DM optimization technique accurately (98%) computed the minimum F2 DM of 
child classifiers across all runs (500 RP x 3 schemes x 512 classifiers) compared to determining 
the minimum F2 DM from the entire range of F2 DM values. Using Matlab profiler, th
obtained by implementing our search technique as opposed to ROC analysis was 83%. Further, 
the DM-ROC models predicted the ROC
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h a large pool of algorithms, the predictor model will be 
-AUC > 0.80), the top four classifiers (1: ASVXR, 
predictor model were 
 
AUC 
C analysis) 
 
AUC 
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algorithm 
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0.85 0.85 8 
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Figure 8.8. Based on an ANOVA test, the classifiers combined across the DST-based fusion 
model outperformed their NB- and LA-based counterpart classifiers (p < 0.01 at 95% CI). Of all 
1,536 classifiers (512 classifiers x 3 schemes), 65 classifiers yielded an average AUC greater 
than 0.80 and σ < 0.10. Of these 65 classifiers, 61 classifiers were formed under a DST-based 
fusion scheme. Further evaluation of the effect of fusion scheme on classifier performance was 
accomplished with our cost-function analysis.  
classifiers combined under the LA and NB fusion schemes. However, the ranking 
of the classifiers in terms of average ROC-AUC value was essentially consistent 
(84% of 512 classifiers yielded consistent ranking) across all fusion schemes. 
This indicates that the classifier performance is primarily dictated by the 
dependency between the parent algorithms, and secondarily influenced by the 
fusion scheme. Compared to a best performing non-optimized algorithm (Figure 
8.2), an aggregated improvement of 38% was obtained for the optimized-fusion 
ensemble (Figure 8.9).  
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Figure 8.9. The RP of optimized algorithms generated classifiers provided a maximum AUC value 
= 0.90 (DST-based classifier ASVXR) compared to their non
improvement). With respect 
improvement was recorded for our optimized
8.4. Performance improvement based on the weighting module
The top 23 classifiers (average ROC
dependency module were subsequently input into our weighting module (Figure 
8.10).  
Figure 8.10. The RP of the parent algorithms 
weighted and combined using
cases, the ranking of the candidate classifiers did not change with weighting (Figure 8.6), with the 
addition of weights  the ROC
ASVXR yielded the highest performance (average ROC
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-optimized counterparts (14% 
to the best performing non-optimized algorithm (Figure 8.2), a 38% 
-fusion classifiers. 
-AUC > 0.80, σ < 0.06) selected by the 
of the shortlisted 23 classifiers (Figure 8.
 the selection and weighting algorithm. Although in 90% of the 
-AUC improved by an average of 6% (range of 1
-AUC value 0.93 ± 0.03).
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Although the weighting module is intended to be applied to a specific set of 
images, here the optimization was based on the entire image test set (comprised 
of multiple scenes = 500 images).
The weighting algorithm for selection and ordering of parent algorithms, 
based on their relative performance (
their corresponding child classifiers (those shown in Figure 8.5). To determine 
the starting weights on the parent a
model was applied (Section
classifiers were significantly higher 
than their corresponding non
improvement of 6% (range = 1%
weighted classifiers. The performance of our best classifier ASVXR (ROC
0.93) increased by 3%, which resulted in a 
(Figure 8.11). The rank ordering of the weighted classifiers remained consistent 
with the non-weighted results. 
Figure 8.11. Compared to the best
the optimized counterpart (0.93) showed a 13% increase in performance. Amongst, the optimized 
classifiers, weighting provided an average improvement of 6% and increased the
our best classifier (ASVXR) by 3%. An aggregated improvement of 43% over baseline non
optimized algorithm (Figure 8.2) was reported by including the weighting module. 
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Section 6.3) was implemented to fine
lgorithms, the relative performance
 6.2). The average ROC-AUC values for all 
(paired Student’s t-test, p < 0.01 at 95% CI) 
-weighted counterparts (Figure 8.10). An average 
-11%) was recorded compared to the non
43% overall system improvement 
 
-performing weighted (non-optimized) classifiers (AUC = 0.82), 
-tune 
-based 
weighted 
-
-AUC = 
 
 performance of 
-
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8.5. Cost-function analysis module 
As a final step, a cost-function analysis of the shortlisted weighted classifiers was 
performed. The goal was to ensure that the shortlisted classifiers outperform their 
corresponding parent algorithms at all operating points across a range of cost 
indices (Figure 8.12). The comparison was also extended to the top-performing 
classifiers across different fusion schemes to confirm the advantage of combining 
the RP under complex versus simple fusion schemes (Figure 8.13). The best 
performing classifier (ASVXR) is formed by combining the detection RP 
generated across EO and SWIR modality images. To determine if the operating
  
Figure 8.12. For each specificity, a highest sensitivity can be achieved by classifier ASVXR as 
opposed to its parent algorithms A, S, V, X and R. Consequently, classifier ASVXR can be 
implemented at different operating thresholds ! at less cost +{!  1  |}~!  { R1  |~!! than its parent algorithms for a range of cost indices {. The average ROC-
AUC values of the parameter-optimized individual algorithms fall within the range of 0.65 ± 0.02 
(Figure 8.2). After fusing their individual RP using a DST-based combination rule (without 
weighting) (Figure 8.6), a ROC-AUC improvement of 38% was achieved using the child classifier 
ASVXR (0.90 ± 0.03).  
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Figure 8.13. The top-performing classifiers within each fusion scheme, i.e., the LA classifier 
AESYZ, the NB classifier AESXY and the DST classifier ASVXR, provided an average AUC value 
of 0.79 ± 0.06, 0.85 ± 0.04 and 0.93 ± 0.02, respectively. For a range of cost indices, the DST-
based classifier ASVXR will provide least cost, followed by NB-based classifier AESXY and LA-
based classifier AESYZ (Figure 7.2).  
threshold that provides minimum cost for RP of classifier ASVXR is unique (i.e., 
not common with the top-performing parent EO classifier (classifier ASV) or top-
performing SWIR classifier (classifier XZR), their corresponding cost curves were 
compared (Figure 8.14). For a given cost index (here,  {  = 10), the performance 
of classifier (ASVXR) (minimum cost = 0.80 ± 0.02) was significantly higher (p < 
0.001 at 95% CI) than the best performing classifiers (minimum cost = 1.00 ± 
0.05) within each modality.13,66 The classifier ASVXR provided a high TP rate = 
93% and low FP rate = 14% for our input cost index  {  = 10); using our 
framework modules an aggregated improvement of 43% was reported (Figure 
8.15). 
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Figure 8.14. The high performance 
candidate algorithms generated across EO and SWIR input images validates 
multimodal imagery for the 
0.03) are the top-performing, single
and SWIR images, respectively. 
the ASVXR classifier was significantly 
performing single-modality classifiers (minimum cost
Figure 8.15. Our top-performing weighted
combination of true positive rate (92%) and false detection rate (1
the other hand, 83% sensitivity and 21% specificity was achieved across the best classifier 
(AEVYR: ROC-AUC = 0.82) fused using non
implementing the RP optimization phase, an improvemen
was reported compared to classifier AEVYR. Based on our hypothesis of combining high 
sensitive and less specific algorithms, the framework provided an overall improvement of 43%, 
i.e., comparing optimized-
detection algorithm: ROC-AUC = 0.65, Figure 8.2). 
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of classifier ASVXR (0.93 ± 0.02) formed by
IED detection problem. Classifier ASV (0.83 ± 0.02
-modality classifiers that detect the targets of interest in EO 
For a given cost index of 10, the minimum cost of 0.80
lower (p < 0.001 at 95% CI) than 
 = 1.00 ± 0.05).  
-classifier ASVXR (ROC-AUC = 0.93) 
4%) for a cost index = 10
-optimized RP for the same cost index. By 
t of 33% in FP rate and 11% in TP rate 
classifier ASVXR with a baseline non-optimized algorithm (edge
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8.6. System evaluation 
The improvement achieved by implementing all the stages of the framework will 
be compared to a baseline classifier. Further, the results in terms of accuracy 
and computation time for the top classifiers are also recorded.   
8.6.1. Aggregate system performance 
Stage-by-stage performance improvements are tabulated in Figure 8.16. By 
fusing the non-parameter optimized RP of the detection algorithms selected at 
each stage, the maximum ROC-AUC value of 0.79 (no weighting applied) was 
reported across DST-based classifier AEVYR, and this was significantly higher 
than the remaining classifiers (p < 0.01, significant at 90% CI). Using one of the 
simplest fusion schemes, majority voting, the optimized classifier AESXR 
provided the best possible combination of specificity (75%) and sensitivity (79%). 
On the other hand, higher specificity (84%) and sensitivity (90%) were obtained 
for the DST-based classifier ASVXR generated without introducing any weights. 
These results indicate that for the given set of input images, target types and 
candidate algorithms, it is worthwhile to implement complex schemes to deliver a 
robust detection system. 
An average improvement of 18% (range = 6-32%) resulted from using 
parameter-optimized versus non-parameter-optimized algorithms (Figure 8.2). A 
subsequent improvement of 38% was achieved by combining the RP of the 
optimized algorithms (ROC-AUC = 0.90) versus a top-performing non-optimized 
algorithm (ROC-AUC = 0.65) (Figure 8.9). The DM module was successful in 
predicting the ROC-AUC values of the candidate classifiers (average error = 3%, 
 
Figure 8.16. Performance gains are achieved at each
(from the original pool of 17)
evaluated on test images. The five EO algorithms (area
and variance-based (V)) and four SWIR algorithms (background
edge- (Z) and variance-based (R)) were fused across various combination schemes (Table 
(A). Using our ROC algorithm to optimize the parameter values of 
performance improved by 18% (range
non-optimized algorithms in terms of their 
various fusion schemes and weighting algorithm. For a total of 512 child class
error of the DM module in predicting their ROC
fusion schemes. Its overall accuracy and the
the DM module for selecting classifiers substantiate
for the traditional evaluation gold standard (ROC analysis). (C). A 1
was noted when combining classifiers using a complex fusion scheme, such as the DST
model (average AUC value
(average AUC value = 0.77). Again comparing optimized versus non
aggregate improvement of 38% (shown in red) was recorded for the more robust DST
fusion (average AUC value = 0.90 for optimized RP versus 0.65 for the non
The weighting module provided a 3% increase in the ROC
classifier (ASVXR) and an aggregate improvement of 43% (shown in brown) with respect to the 
RP of a non-parameter optimized algorithm. (E). 
33% and increase in true detection rate by 12% 
with its parent algorithms optimized
given detection task. 
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 stage of our framework.
 yielding an average AUC > 0.60 on training images 
- (A), contrast- (C), edge
-subtraction (X), contrast
each algorithm, average 
 = 6-32%). (B). Next, we compared the
aggregate ROC-AUC performance by implementing the 
-AUC value was 3% (σ = ± 2%) across all three 
 computational savings achieved by implementing 
 the F2 DM as an excellent surrogate metric 
7% improvement in ROC
 = 0.90) versus a simpler scheme, such as the LA
-optimized results, an 
-optimized RP). (D). 
-AUC value of the 
An overall reduction in false detection rate by 
was achieved by implementing classifier ASVXR 
 compared to a non-optimized best fusion classifier
 
 Nine algorithms 
were further 
- (E), shape- (S) 
- (Y), 
8.2). 
 optimized versus 
ifiers, the average 
-AUC 
-based 
-based scheme 
-based 
top-performing 
 for the 
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standard deviation = 2%) and ranking the top-performing classifiers for the given 
detection task (Table 8.3). Compared to implementing the ROC algorithm, the 
DM module offered a computational savings of 83%, thereby validating the use of 
F2 DM as a surrogate metric for classifier evaluation. After incorporating the 
weighting algorithm, an overall improvement of 43% was achieved in terms of the 
ROC-AUC values of the top-performing classifier ASVXR (ROC-AUC = 0.93) 
obtained by fusing the outputs of optimized algorithms (Figure 8.2) as opposed to 
a baseline non-optimized algorithm (ROC-AUC = 0.65) (Figure 8.16). Out of 512 
classifiers across various fusion schemes (a total of 1,536 classifiers), the DST-
based classifier ASVXR was the top performer in terms of ROC-AUC values 
(0.93 ± 0.02), cost (0.80 ± 0.02) and time (average of 19 seconds per frame). 
Without optimization of parent algorithms, the resultant top-performing classifier 
AEVYR (weighted ROC-AUC = 0.82) delivered a best combination of TP rate 
(83%) and FP rate (21%) for a cost index = 10. However, with the use of 
parameter-optimized routines (best performer: classifier ASVXR: ROC-AUC = 
0.93, TP rate = 92%, FP rate = 14%), a corresponding increase in specificity by 
33% and sensitivity by 12% was attained (Figure 8.16).  
8.6.2. Classifier ranking in terms of accuracy and processing time 
Of 1,536, the top 64 weighted classifiers that provide an ROC-AUC value > 0.80 
with a standard deviation < 0.20 (across 500 RP) were selected for a study of the 
trade-off between accuracy and processing time (on a per RP basis) (Figure 
8.17). Previously, our top 23 classifiers were defined as having a ROC-AUC > 
0.80 with σ < 0.06, but the standard deviation criterion was relaxed here
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Figure 8.17. The ranking of 64 classifiers based on their computation time (shown in red) and 
accuracy (shown in green) is recorded (a number of “ties” exist). Here, the classifiers (y-axis) are 
ordered in terms of accuracy, with the top performer (ASVXR) at the bottom of the axis. The SZ 
RP (ranked first with respect to time) requires an average computation time of eight seconds, 
compared to the ASVXR RP (ranked first with respect to accuracy) that consumes 19 seconds. 
However, classifier SZ is the poorest performer (tied with other 15 classifiers) in terms of 
accuracy. We would obtain an improvement of 16% in the detection result for a 171% increase in 
computation time (7 seconds to 19 seconds), if we switched from classifier SZ (ROC-AUC = 
0.80±0.19) to classifier ASVXR (ROC-AUC = 0.93±0.02).  
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to include classifiers with different numbers of parent algorithms (Figure 8.17). 
This allows us to assess a wider range of computation time versus performance.  
These classifiers can be biased using different trade-offs between computational 
savings and system accuracy, depending on the task at hand.  
The average computation time (in seconds) per classifier RP was recorded 
using Matlab’s profiler utility on a set of 500 images. In general, the time to 
generate a classifier RP increases by five seconds and two seconds with the 
addition of each EO-based algorithm and each SWIR-based algorithm, 
respectively. The selected 64 classifiers were ranked separately based on their 
performance in terms of accuracy and processing time (Figure 8.17). Classifier 
ASVXR was ranked first for delivering highest AUC and classifier SZ (Table 8.2) 
for least computation time per RP. 
8.6.3. Classifier ranking based on user-provided accuracy/ time trade-off 
The above classifiers (Figure 8.18) can be re-ranked depending on the 
preference given by the user for accuracy and system throughput. For example, 
if the user wants to pick a classifier exhibit good performance in terms of both 
accuracy (50%) and system throughput (50%), the ranking of the classifiers will 
change accordingly (Figure 8.18). The individual ranks given to each classifier in 
terms of time and accuracy can be weighted (here, by 0.5 each) and summed to 
create a new score which is used to re-ranked the set. In this case, In this case, 
classifier ASV (Table 8.2) will be selected as the most appropriate classifier with 
an average ROC-AUC = 0.83 and computation time of 15 seconds. Classifier 
ASV provides an improvement of 4% over classifier SZ in terms of accuracy and
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and 21% improvement over classifier ASVXR in terms of time.  
 
Figure 8.18. If the user assigns equal importance to accuracy and system throughput, classifier 
ASV will be ranked highest with an average AUC = 0.83 and computation time of 15 seconds per 
RP. Compared to top-performer ASVXR (with respect to accuracy), the detection accuracy will be 
compromised by 13%; with a concurrent time savings of 21%. Although the top performer with 
respect to time (Figure 8.17), classifier SZ is ranked second last here, where both accuracy and 
time are deemed equally important.  
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9. DISCUSSION 
The goal of this research was to design and validate a framework that can 
facilitate the development and optimization of semi-automated/automated PR 
systems that can be tailored for many applications, including military, medical, 
surveillance and biometric tasks.1-3 The developed modules allow an user to: 1) 
optimize any new or existing algorithms with minimum a priori knowledge of 
these algorithms, 2) quickly and accurately assess classifiers from a large pool, 
3) fine-tune chosen classifier real-time and 4) select best operating threshold for 
his/her system. In addition to presenting foundational research that culminated in 
a general multipurpose detection framework, we have also validated our 
approach on the practical task of IED detection. Our detection algorithms and the 
subsequent modules were further refined and tested to ensure robust detection 
output across the real scenes captured using the multimodal system provided for 
this task. This particular problem is more complex than traditional ATD or ATR 
problems due to lack of clear-cut definition of a potential threat object, which may 
be crude or sophisticated, obvious, disguised or camouflaged, and may appear in 
any size, shape or configuration.6 Due to a dynamic suite of targets, we have 
focused on tuning our framework to detect ‘suspicious’ objects rather than 
actually categorizing (classifying or recognizing) them. The idea is to screen a 
given scene for potential targets and present the results to the user (military 
132 
 
personnel in this case) so that he/she can quickly decide his/her next plan of 
action.  
9.1. Feature-detection algorithms 
Several studies in PR problems have yielded a complex suite of classifiers that 
are successful in detecting and classification and classifying different objects of 
interest.1-3 However, in these studies, targets have known and well-defined 
attributes, and typical PR stages are generally successful. For example, we 
conducted a preliminary study aimed at detecting Scud missile launcher targets 
from terrain board images. In this case, we had a priori information about the 
exact shape, size, intensity distribution and other specific attributes of these 
targets. As a result, we implemented target-oriented algorithms, such as a band-
pass filter67 in the frequency domain to detect the defining parallel edges of the 
target, and a template matching algorithm using a histogram-differencing 
technique,60 etc. However, due to the existing uncertainty in defining an IED, in 
the present case, we developed algorithms that are more general in nature and 
are not designed to detect a specific suite of targets. As in any PR task, we did 
bound the problem  by making valid and relevant assumptions about these 
‘threat’ objects; our algorithms explored and exploited the basic characteristics of 
these targets. Since IED’s are used for camouflaged warfare, a) they are mainly 
man-made (i.e., have strong edges though not necessary parallel), b) there are 
upper on expected size, c) their placement will likely be within a known distance 
from  the roadside and d) they may exhibit some uniqueness compared to other 
non-targets in a scene. In addition to attribute detection, we also developed and 
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tested algorithms that detect targets based on the resolution/contrast of 
waveband-specific imagery (e.g., background subtraction algorithm on SWIR 
images) (Section 3.6).  
During design, testing and selection of these detection algorithms, our aim 
was to gain a high sensitivity, even though this necessarily increases the false 
detection rate. The idea is to capture all potential targets (including those that are 
more difficult to detect) and allow the inherent orthogonality of the algorithms to 
cancel out FP in the combined output. This ensures that the system is both 
sensitive (by avoiding misses) and robust (by rejecting non-targets to reduce the 
overhead in decision-making by the end user). We encourage future studies in 
the PR domain to also follow this approach with a goal of developing versatile 
systems using our framework.  
9.2. Pre-processing and auxiliary algorithms 
To improve efficiency, algorithms were implemented to quickly filter out objects 
that are obviously not our targets of interest. By applying simple algorithms 
based on Canny filter results, we can detect and eliminate road edges. 
Subsequently, the option exists to eliminate objects (non-targets) that lie on the 
road as opposed to along the roadside. To avoid processing of regions unlikely to 
contain a target (such as in trees, on buildings, etc.), the positions and camera 
angles were adjusted to include only a small amount of scene above the horizon. 
However, when much of the frame was occupied by large objects (buildings, 
trees, etc.) because of unpredictable cart movements, an applied size criterion 
allowed those objects to be ignored.  
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Shadow-removal and change detection algorithms56 were developed for the 
Leonard Wood Institute (LWI) IED detection project. To allow the user to monitor 
a given scene over time, we detect objects that are new to the current scene (or 
removed from the current scene) by comparing baseline and current images. The 
goal is to locate objects recently introduced in the scene. Once detected, the 
application of our suite of feature-detection algorithms (as in the normal, or “First 
Look” mode) then determines the degree of ‘threat’ associated with these 
objects. Since the baseline and current images may be acquired at different 
times of the day, resultant differences in shadow patterns can potentially 
confound the “Detect Change” mode. To eliminate FP associated with object 
shadows, we developed and tested a simple shadow-removal algorithm that 
examines the lower end of the grayscale intensity range (usually, between 0 to 
50 grayscale levels) and calculates the variance of different neighborhood 
regions. Again, the algorithm thresholds were set so as to avoid missing a 
potential target. Rather than implementing sophisticated pre-processing 
algorithms that only add to overall processing time, we restricted ourselves to 
developing simple algorithms that eliminate obvious non-target regions from the 
scene and detect obvious ‘novel’ changes in the scene. For the change detection 
algorithm, accurate spatial registration of images is critical. Landmarks are 
required in the starting and ending points of the scanned scene to facilitate 
registration of the EO and SWIR images. In practice, the landmarks may be 
either naturally-occurring objects (e.g., a tree or road sign) or fiducial markers 
introduced by the user (e.g., a stake). Additional landmarks along the path can 
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provide control points for image registration.59 With any real moving system (our 
cart or a convoy vehicle), 100% FOV overlap on a frame-to-frame basis is never 
ensured. Image processing is, therefore, limited to only those regions that are 
present in both the baseline and current frames.  
The success of the change detection algorithm along with the shadow 
removal method can be gauged from the fact that a maximum specificity (85%) 
and sensitivity (95%) were achieved across 85 pairs of baseline and current 
images. Here, we could not perform a complete ROC analysis since the output, 
i.e., difference image is binary (change or no change).56 
9.3. Real-time implementation 
Our cameras are capable of acquiring 30 fps, which is deemed sufficient since 
the designated army vehicle is expected to move at an average speed of less 
than 50 mph. For the given frame rate and vehicle speed, the target will be 
captured in at least 13 frames (assuming a distance of 10 m between the object 
and the camera). However, the disk writing speed of the current laptop limits the 
system frame rate (two imagers simultaneously) to about eight fps. This 
hardware limitation could be easily overcome with the incorporation of a solid 
state drive or high-speed data recorder. To monitor the scenes captured by our 
sensors and to view the detection output of our system, we have developed user 
interface. The interface allows control over system options to select system 
sensitivity, mode of detection, etc (Appendix A.2). The current software routines 
(pre-processing algorithms, feature-detection algorithms, implementation of 
fusion schemes) were developed in Matlab® R2007b. Rather than optimizing for 
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speed, our aim was to present a proof of concept that highlights the advantages 
of implementing our framework design and its constituent modules. We focused 
on overall system accuracy and robustness by designing, developing, fine-tuning 
and integrating the various modules. Although the average processing time per 
frame is approximately 19 seconds, this time could be drastically reduced by 
executing feature-detection routines in C++ (MEX files) in a parallel processing 
architecture. Furthermore, once the final detection system (chosen algorithms, 
algorithm parameters, classifier, fusion scheme, weights and operating threshold) 
is identified, the developed software could be transformed as a plug-in or 
fabricated through field-programmable gate array technology. 
9.4. Decision-level fusion schemes 
The information from various modalities (in our case, EO and SWIR imagery) can 
be combined by incorporating data-level, feature-level or decision-level fusion 
architectures. Here, we have investigated the system performance by employing 
decision-level fusion schemes. Theoretically, data-level fusion (being closest to 
the source) is most accurate, followed by feature- and decision-level fusion 
schemes,25,68 However, since system performance is heavily influenced by the 
sensors and the application, decision-level fusion schemes are often at par or 
better than other fusion schemes.20,32 Our approach is different than traditional 
decision-level fusion schemes because we preserve pixel-level information rather 
than fusing decisions only across well-defined ROI. As a result, we are not overly 
dependent on the performance of the initial segmentation algorithm (to extract 
ROI boundaries) that may fail depending on the complexity of the input scene. In 
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traditional fusion schemes (data-, feature-, decision-level), the feature vector is 
derived only for defined ROI (pixel clusters) and so the pixel-level information is 
lost. Ideally, we could obtain a feature vector per pixel, but due to computational 
complexity the fusion schemes limit the analysis to ROI only. We expect our 
approach to outperform traditional fusion schemes that provide identity 
declaration only across pre-defined ROI, since we are more robust to errors in 
ROI alignment/association, etc. We also circumvent the problem of 
computational complexity and storage requirements by converting the pixel-level 
measurements into a fixed confidence space (here, 8 bit images). This mapping 
preserves the 2D information and allows us to more easily implement decision-
level fusion schemes through matrix operations. Additionally, this enables our 
framework to directly incorporate detection results of non-imaging sensors, such 
as metal detectors, etc., that provide 2D spatially-coded inputs. The high 
performance of the framework in identifying the best classifier (ROC-AUC value = 
0.93, true detection rate = 92% and false detection rate = 14%) clearly validates 
our modified decision-level fusion scheme approach.  
The framework allows the user to implement four conventional decision-level 
fusion schemes, depending on his/her background knowledge and expertise in 
the detection task, training images, targets and available feature-detection 
algorithms. For our case involving a novel PR problem, in addition to capturing a 
varied set of training images of multiple targets, we implemented and tested 
several simple-to-complex fusion schemes.  
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9.4.1. Majority voting (MV) rule 
By definition, ground truth data (the probability distributions of target and non-
targets objects) is not required for the MV rule fusion scheme. Rather, MV 
requires only expert knowledge of the target types and features of interest. As a 
result, the additional time saved by eliminating the training phase comes at a cost 
of making clever assumptions regarding the target and non-target features and 
their expected range of values. These assumptions are required to scale the 
response (feature values) from the target and non-target ROI (in our case, from 0 
to 255), such that the target regions are more highly weighted than non-targets. 
Once we map the measurements to a confidence space, the next step is to 
determine the appropriate decision threshold (cut-off) for each algorithm that 
corresponds to a reasonable combination of sensitivity and specificity. Here, we 
choose those thresholds to provide a minimum sensitivity of 70% and a minimum 
specificity of 60%. These thresholds were shortlisted based on the average 
sensitivity and specificity achieved across a set of 100 training images for each 
algorithm. The next step was to binarize the actual algorithm RP (at each 
candidate threshold) and combine these binarized RP using either a “logical-
AND” operation (Equation 2.1), a “logical-OR” operation (Equation 2.2) or a 
simple majority rule. Each algorithm exhibited an average of five critical 
thresholds; as a result, the process was repeated for every combination of 
applicable cut-offs, depending on the parent algorithms associated with each 
resultant classifier. More than 83% of classifiers (from the total of 512) combined 
using ‘logical-AND’ provided low sensitivity (< 70%) or provided low specificity
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(< 60%) based on ‘logical-OR’ rules. The achievable sensitivity (in the case of 
‘logical-AND’) and specificity (in the case of ‘logical-OR’) were less than those 
provided by the baseline algorithm (for which the best operating threshold 
provided a sensitivity of 71% and a specificity of 62%). The results indicate that 
these rules are either too stringent (‘logical-AND’ rule) or too relaxed (‘logical-OR’ 
rule). However, using the MV rule with the best classifier (AESXY), 79% 
sensitivity and 75% specificity were achieved, which is superior than the 
performance of classifiers generated using either the ‘logical-AND’ or the ‘logical-
OR’ rules. When classifiers included an even number of parent algorithms, we 
opted to bias the outcome in favor of increasing sensitivity over increasing 
specificity. Unlike the ‘logic-AND’ and ‘OR’ rules, only 123 classifiers (less than 
20%) were outperformed by one of their parent algorithms. 
9.4.2. Linear averaging (LA) scheme 
Similar to the MV rule, the LA scheme was applied to the RP of algorithms 
without any a priori information regarding target and non-target distributions. As 
with the MV rule, the same assumptions were applied to scale the feature 
measurements across target and non-target regions. As a result, no additional 
processing steps were required and the parent algorithm RP generated for the 
MV case could be re-used here. However, since we preserve all response 
values, ranging from 0-255, and do not binarize at a certain cut-off, the ROC 
algorithm (and, later, the DM predictor model derived for LA scheme) was 
applied to assess the child classifiers. We expected the LA scheme to be more 
time-consuming than a simple MV rule, due to the required ROC assessment. 
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However, since we had already spent considerable time determining the critical 
‘cut-off’ thresholds and implementing all three methods (‘logical-AND’, ‘logical-
OR’ and MV rules) within the rule-based scheme, the benefit was not significant. 
The highest performing LA-fused classifier (AESYZ) provided an average AUC 
value = 0.77 ± 0.06 and a best pair of sensitivity (83%) and specificity (79%). 
This outperformed the best MV-fused classifier (AESXR) by 5% in sensitivity and 
4% in specificity. We typically know beforehand the critical threshold at which to 
operate the system (here, to achieve 83% sensitivity and 79% specificity). 
Consequently, in real-time we can apply the LA scheme rather than the MV rule 
in nearly the same computation time. 
9.4.3. Naive Bayes (NB) classifier 
To obtain ground truth data (pdf for target and non-target classes) for the NB and 
the DST-based fusion schemes, we used the truthing interface to generate TP 
masks. These TP masks were superimposed on the RP of an algorithm; by 
ANDing the RP and the TP template, the probability distribution for the target 
class was simultaneously updated. The remaining ROI (those that do not overlap 
the TP masks) were included in the non-target class distribution. This process 
was repeated across all candidate algorithms (Table 8.1) and for a total of 100 
input (training) images. The pdf computed for the two classes per algorithm 
directly provides us a mapping from the measurement space to the decision 
space.  
To implement the NB fusion scheme, it is necessary to have a priori 
knowledge about the likelihoods of encountering each object class. During 
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training and test image acquisition, the average distance traveled was 
approximately 50 m, and 10-15 IED props were distributed along that distance. 
As a result, very few scenes contained no props and, in some scenes, more than 
one target was present. Therefore, we set equal priors (0.5) for target and non-
target classes, based on scene knowledge.8 Realistically, in ATR or computer-
aided diagnosis problems, equal prior are unlikely, and it would be more 
appropriate to set a higher prior for the non-target class. As expected, 
implementation of the NB fusion scheme via computation of the error matrix 
resulted in poorer performance than applying the conventional product rule. The 
literature supports the idea that computation of an error matrix to implement NB 
fusion scheme is better suited for a multi-class problem as opposed to our two-
class problem at hand.69 Had the association between the ROC-AUC and the F2 
DM been poor (perhaps, < 60%), it would have been necessary to implement a 
minimum weighted spanning tree (MWST) algorithm69 to determine the order of 
dependency between algorithms, but since we proved that the F2 DM metric was 
able to choose the least dependent algorithms from the pool, this was 
unnecessary. The best classifier (AESXY) under the NB rule yielded an AUC 
value of 0.83 (specificity = 82%, sensitivity = 87%). Similar to the improvement by 
choosing LA fusion over the MV rule, the NB fusion scheme outperformed LA 
fusion by about 5% in both sensitivity and specificity. This improvement justifies 
the time spent on the additional step of developing the target and non-target 
probability distributions.  
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9.4.4. Dempster-Shafer theory (DST)-based scheme 
In the Dempster-Shafer belief theory-based scheme, the non-target and target 
pdf were modified to generate mass functions for the non-target, target and 
ignorant classes. Here, these mass functions were mapped to deliver a range of 
confidence scores (0-255) for each ROI. To implement DST-based fusion 
scheme, extra time was spent in optimizing the threshold (cut-off) on the ignorant 
class mass function to re-classify ROI as targets or non-targets, or to retain them 
in the ignorant class. This step was mandatory for subsequent ROC analysis to 
assess the DST-based fusion classifiers. Selection of a high cut-off on the 
ignorant mass function results in low sensitivity (we lose target ROI to the 
ignorant class), whereas a low cut-off results in a higher false detection rate 
(non-target ROI are re-classified from the ignorant class to the target class). ROC 
analysis was performed to assess the effect of ignorant class cut-offs. From this 
auxiliary study, a grayscale threshold value of 128 was chosen to achieve at 
least 70% sensitivity 60% specificity. Ignorant class ROI with values greater than 
128 were retained as ambiguous and not considered during ROC analysis 
(Equation 2.16). On the other hand, ROI with an ignorant class value less than 
the cut-off (128) where re-classified as targets if their target class values were 
greater than their non-target values, or the vice-versa. DST-based fused 
classifiers performed significantly better (based on an ANOVA test, p < 0.01 at 
95% CI) than the remaining classifiers combined under the LA and NB schemes. 
Compared to MV rule (sensitivity = 79% and specificity = 75%), the best 
operating threshold yielded a sensitivity = 90% and specificity = 84%, thereby 
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improving the sensitivity by 13% and specificity by 12%. To explain the superior 
performance of DST-based fusion rule compared to the remaining three schemes 
(MV rule, NB- and LA-based schemes), we examined the responses across 
targets that were partially or completely obscured due to imaging conditions and 
the responses of targets in close proximity to non-targets. Select algorithms 
classify many target ROI as highly ambiguous (ignorant class value > 128). 
However, if the remaining algorithms deliver a slightly higher target class value (> 
128+), the chances that the ROI will be strongly and correctly classified as a 
target after fusing are high due to the mathematical formulation of the DST rule. 
DST tends to outperform the NB classifier due to the training and pdf 
development stage. For each target that presents a signature (feature value) that 
is not accounted for in the pre-computed pdf (such as a partially obscured or a 
novel target), DST allow us to preserve the target as an ambiguous ROI rather 
than setting it to zero as with the NB rule. This characteristic of the DST-based 
fusion rule makes it more robust than other fusion schemes. Among all 512 
classifiers (across all fusion schemes), the top performing DST-based (non-
weighted) classifier ASVXR (parent algorithms: A-area, EO, S-solidity, EO, V-
variance, EO, X-background subtraction, SWIR, and R-variance, SWIR) 
delivered the best pair of sensitivity (90%) and specificity (84%) with an AUC = 
0.89. For a problem similar to the current IED detection task, the framework 
would select the DST-based fusion scheme as the appropriate fusion model. 
However, for a problem with a well-defined target set and controlled conditions 
(such as some machine vision tasks), it is likely that even untrained and non-
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optimized algorithms combined under a simple fusion scheme will perform fairly 
well. In this case, one would need to consider if the time to customize the system 
is justified by the expected performance gains. 
9.5. Evaluation module 
Our novel evaluation algorithm (ROC-like analysis) was implemented to assess 
the performance of feature-detection algorithms and also the different classifiers 
that were formed across conventional decision-level fusion schemes.18 However, 
this module need not be limited only to evaluate our algorithms but also other 
existing algorithms/classifiers (support vector machines, linear vector 
quantification, etc) and classifiers formed under data- and feature-level fusion 
schemes. Since the classifier output (data-level or feature-level) can always be 
mapped back to the original sensor data, the analysis can easily be interpreted. 
In our present case, we have 8-bit confidence scores that serve as our decision 
thresholds to generate a ROC curve. However, data-level and feature-level 
classifiers usually provide binary output (an ROI is either a target or a non-target) 
rather than a range of confidence scores. Realistically, however, all classifiers 
have underlying parameters that can be varied to investigate the achievable 
combinations of true detection and false detection rates and so the data-level or 
feature-level classifiers can also be assessed using our ROC algorithm. By 
varying the classifier parameters (which, in turn, reclassifies ROI as targets/non-
targets) to cover the endpoints ([0,0] and [1,1]) of the ROC curve we can the 
compute the AUC value for the any classifier. For a new PR application (different 
imagery, targets of interest, classifiers), we do envision some down time for fine-
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tuning the ROC algorithm to select an appropriate TN grid square size. With 
minor modifications to accommodate new targets, our developed truthing 
interface can be used on training imagery to identify the targets and save their 
location and size. Depending on the detection task (single or multiple targets), 
the number of training images required to estimate the TN grid square size will 
vary. For example, to implement our ROC algorithm for the more variable IED 
detection task, we assessed 50 training images, as opposed to only 18 images 
for the detection of Scud missile targets. However, once this stage is 
accomplished, the ROC algorithm can be executed to optimize 
algorithm/classifier parameters and, finally, for classifier selection.  
Our ROC algorithm can also be extended for several human observer 
studies which a mandatory component of medical imaging CAD systems used as 
second readers, or, in general, for human in the loop studies.70 In such cases, 
our existing truthing GUI can be modified to allow the investigator to create the 
ground truth masks for each image, as well as to capture the readers’ 
(radiologists’) responses/ratings on each image. The evaluation module can then 
re-create both the TP template and the readers’ responses to evaluate 
performance. Here, due to complexity of our problem, we have used ROC 
algorithm to select classifiers that can detect or pre-screen a scene for targets of 
interest. However, the majority of PR problems require further classification of 
targets, i.e., a detected lesion is classified as either benign or malicious.71,72 In 
such cases, in addition to the acceptance rate (true detection rate) and false 
detection rate, the true classification rate of the system can be determined by 
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modifying our algorithm to generate 3D ROC curves and return a modified ROC 
metric, namely, the volume under the 3D ROC surface. 
Similar to traditional ROC analysis, our algorithm determines system 
specificity at different thresholds by quantifying the TN in a given scene. 
However, we refer to our analysis as a ROC-like analysis since a typical ROC 
curve is monotonic in nature and ours is not. For most medical diagnostic tests, a 
change in the threshold value simply reclassifies some patients from 
subthreshold to suprathreshold or vice versa; the total number of patients 
considered in the analysis remains constant. In comparison, for image-based 
systems that generate two-dimensional RP surfaces to be analyzed by defining 
ROI as groups of eight-connected pixels, a fluctuating number of RP ROI exist at 
each threshold. ROI unpredictably merge or break apart as the threshold 
changes and in this case, we applied the trapezoidal rule of integration to 
compute the AUC value because of the sharp transitions in the ROC curve. 
However for a different set of classifiers and/or range of decision thresholds, the 
ROC curves might exhibit smoother transitions. In such scenarios, the algorithm 
can be modified to apply parametric fitting to or non-parametric estimation of the 
ROC curve to obtain a more accurate AUC value.74 The observance of multiple 
specificities at a single sensitivity and multiple sensitivities at a single specificity 
occur as a result of the discrete nature of the decision thresholds. To overcome 
these discrepancies, vertical and/or horizontal averaging of the specific data 
points was performed prior to AUC computation.16  
The ROC-AUC results of the evaluation module followed by a regression
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analysis aided in determining the appropriate range of parameter values for each 
detection algorithm that we designed for the IED problem. Following parameter 
optimization, algorithms that did not exceed our minimum performance criteria 
(ROC-AUC value > 0.60 and sensitivity > 0.70), were rejected. Coarseness-
based, entropy-based and Fourier descriptor (shape)-based detection algorithms 
were among those rejected at this stage. The coarseness-based detection 
algorithm requires higher resolution images to detect structural details (intensity 
patterns) of our targets of interest. Here the task was more complicated due to 
the small target sizes (average number of pixels < 100). A similar argument 
explains the failure of the entropy-based algorithm, i.e., with our lower number of 
pixels-on-target, higher-order statistics are less meaningful; instead, a simple 
variance operator instead shows greater sensitivity. Prior to implementing Fourier 
descriptors as a shape-detecting algorithm, we require the segmented 
boundaries of the target ROI. Depending on scene contrast, image noise and 
other environmental factors, these boundaries are often broken rather than 
continuous. For those ROI that are well segmented, the variation in target 
orientation and camera perspective leads to high variability in target pose. Since 
each target and each non-target object can have many shape signatures, the 
Fourier descriptor target and non-target distributions are not well separated. 
Although time intensive, the parameter optimization stage improved average 
performance by 18% across our detection algorithms (p < 0.001 at 95% CI), and 
was responsible for 41% of the aggregate 43% improvement of the framework 
over application of a single, well-performing, but non-optimized algorithm. We 
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studied the performance trend of classifiers combined before and after optimizing 
the individual algorithms. For almost 90% of the 512 cases, the ranking of the 
classifiers did not change with optimization, but it is debatable if this trend is 
expected for the average detection problem. Since the outcome of the parameter 
optimization phase is dependent on the interaction of several parameters within a 
given parent algorithm, we do expect the ranking of the resultant child classifiers 
(compared to their non-optimized counterparts) to change. If proven otherwise, 
we can fine-tune only those parent algorithms that yield the top child classifiers, 
even without first optimizing the parent algorithms. This would also save 
considerable time, especially when we have a large number of parent algorithms.  
9.6. Dependency module 
In a different study, edge-based (E) and variance-based (V) parent algorithms, 
employed to detect Scud missile targets from terrain board images,18 performed 
better than their child classifier EV (Figure 9.1). This was the single case when a 
child classifier performed lower than either of its parent algorithms; this result 
was not observed in any classifiers designed for the IED detection problem. We 
analyzed these results further by comparing the confidence scores across same 
FP ROI for the RP of parent algorithm E, V and the DST-based EV classifier 
(Table 9.1) (Appendix C). Due to the high dependency between the E and V 
algorithms, the scores across corresponding FP RP of classifier EV were greater 
than those of both the E and V RP. Although there was an increase in the score 
across TP ROI with respect to classifier EV (compared to the RP of algorithms E 
and V), the increase in FP score outweighted this increase, leading to a reduced 
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AUC value. An example of the typical outcome is seen by combining the RP of 
the solidity-based algorithm (S) with the RP of V; here the same FP ROI were 
assigned low confidence scores (Table 9.2). Due to the high sensitivities of S and 
V, the confidence score across TP ROI were higher for classifier SV than for 
either S or V. The improvement in classifier SV performance (ROC-AUC = 0.88) 
is attributed to the reduced coincident errors between algorithm S (ROC-AUC = 
0.79) and V (ROC-AUC = 0.84) (Figure 9.2). 
 
Figure 9.1. Comparison of ROC-AUC results obtained for the individual edge-based (E) and 
variance-based (V) RP and their DST-combined RP for a set of 18 evaluation images. The AUC 
values of the individual and the combined RP were compared using an ANOVA test at 95% CI. 
The average AUC value for the combined RP (0.77) was significantly less (p < 0.001) than either 
the edge-based AUC (0.82) or the variance-based AUC (0.84) alone, likely indicating that these 
algorithms are not orthogonal. 
 
 
0.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90
1.00
0.00 0.20 0.40 0.60 0.80 1.00
S
e
n
s
it
iv
it
y
1-Specificity
Algorithm V
Algorithm E
Classifier EV
150 
 
Table 9.1. Using DST-based combination rule (Appendix C), the RP of algorithm E and V were 
combined to form the RP of classifier EV. Here, we report the mass function values assigned to 
FP ROI that are common to both algorithm E and V. As noted, a high target mass function value 
(> 200) across both algorithms causes an unwanted increase in the target mass function value for 
classifier EV (close to 255) for the same FP ROI. 
FP 
ROI 
 
Target  
mass 
function 
(E) 
 
 
Non-target 
mass 
function  
(E) 
 
Ignorant 
mass 
function 
(E) 
 
Target 
mass 
function 
(V) 
 
Non-target 
mass 
function  
(V) 
 
 
Ignorant 
mass 
function 
(V) 
 
 
Target 
mass 
function 
(EV) 
1 225 0 30 200 0 55 246 
2 207 0 48 232 0 23 250 
3 230 0 25 206 0 49 251 
4 240 0 15 210 0 45 252 
5 210 0 45 200 0 55 250 
 
Table 9.2. The ROI incorrectly classified as targets by both E and V algorithms (Table 9.1) were 
correctly rejected as non-targets by S algorithm. As a result, the target mass function  value 
assigned to these FP ROI by combining S and V algorithm (i.e., classifier SV) is less compared to 
classifier EV.  
FP 
 ROI 
Target  
mass 
function 
(S) 
 
 
Non-target 
mass 
function  
(S) 
Ignorant 
mass 
function 
(S) 
Target 
mass 
function 
(V) 
 
 
Non-target 
mass 
function  
(V) 
 
Ignorant 
mass 
function 
(V) 
 
Target 
mass 
function 
(SV) 
1 0 203 52 200 0 55 40 
2 0 155 100 232 0 23 90 
3 0 70 185 206 0 49 149 
4 0 55 200 210 0 45 164 
5 0 30 225 200 0 55 185 
To reiterate, a multiple classifier system built from moderate performers can 
significantly outperform a single best (baseline) classifier when its components 
are sufficiently diverse to minimize the overall misses or FP. The computation 
time required for ROC analysis of each classifier from the selection pool will grow 
exponentially with the number of shortlisted optimized parent algorithms. To 
alleviate the computational complexity associated with an exhaustive search, 
several search algorithms have been developed, implemented and optimized.41,42 
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Figure 9.2. Due to reduced coincident errors (in terms of both false negatives and false positives) 
between algorithm S and V, their combined classifier SV (average ROC-AUC value = 0.88) 
performed significantly better than both the S (ROC-AUC value = 0.79) and V (AUC value = 0.84) 
algorithms (p < 0.001 at 95% CI). The evaluation was repeated for the same test images as in 
evaluation of algorithms E, V and classifier EV above (Figure 9.1). 
 
In our case, these searches would be designed to determine the best classifier 
with respect to the ROC-AUC value (our objective function). Traditional search 
algorithms are faster to implement and limit themselves to an order of quadratic 
or cubic complexity. However, algorithms that perform a sequential search may 
not escape local maxima due to lack of backtracking, and randomized search 
algorithms require appropriate control parameters to allow them to escape these 
local maxima. Currently, the selection criteria (or objective function) employed by 
these search algorithms are, in general, limited to calculating the classifying 
accuracy or MV error (MVE) across the candidate classifiers. Since most of the 
studies use a MV scheme to combine the binary outputs of various classifiers, 
using MVE as a selection criterion is intuitive.44,45,46 However, for decision-level 
fusion schemes, where we can expect a range of confidence scores across each 
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sensor or classifier, only the ROC-AUC value is an appropriate selection 
criterion. As a result, the number-crunching time for these search algorithms 
increases tremendously due to the need to step through the range of discrete 
thresholds to compute the AUC values. It is, therefore, imperative for multiple 
classifier design studies like ours to explore and develop different selection 
criteria that eliminate or reduce the need to perform ROC analysis. The F2 DM 
computes the ratio of coincident error (sum of misses and false positives to the 
total number of classifications), thereby, indicating the total number of non-
targets misclassified as targets or vice-versa by two parent algorithms/classifiers. 
For classifiers formed from highly sensitive algorithms, the AUC improves with 
the reduction of the underlying algorithms’ common FP. Since the F2 DM 
captures the reduction of confidence scores across FP ROI that are not common 
between algorithms/ensembles, we obtain a high correlation (~0.9) with the 
corresponding AUC values. Our testing demonstrated a poor correlation (< 0.6) 
between the universal ROC metric and other potential surrogate DM, such as 
Q2, C2, PM2 and D2. 44,45,46,47  Due to high accuracy (i.e., high true detection 
rate) offered by our shortlisted algorithms, it is possible that these metrics 
perform poorly because they only consider the complimentary error or correct 
classification rate of the candidate algorithms. As expected, the F2 DM provided 
a higher correlation with the ROC metric (~0.9) than is reported in other studies 
that consider MVE as the performance criterion (~0.4-0.6),41,42,43 and this 
correlation was consistent across our fusion models that accept non-binary 
output. By definition, the F2 measure computes the coincident error between 
153 
 
algorithms in a given classifier. Consequently, by averaging the pairwise F2 
measure computed between any two algorithms in the classifier to obtain the 
combined F2 value, information regarding the overall coincident error of the 
ensemble is lost, resulting in a low correlation with MVE. Similarly, due to the 
mathematical formulation of LA, NB and DST rules, averaging the minimum F2 
values obtained for the parent ensembles (say PQ and RS) cannot predict the 
overall minimum F2 for the child ensemble (PQRS) formed under either fusion 
scheme. By directly computing the overall coincident error amongst the parent 
ensemble/algorithms, a more accurate and relevant F2 value is obtained. 
This study has established the minimum F2 measure as a good ROC-AUC 
surrogate metric to predict the performance of any given ensemble across 
conventional fusion schemes. We also developed an optimization algorithm to 
avoid computation of the F2 values for a candidate child classifier across the 
entire detection out range (0-255), by analyzing the RP of the parent 
algorithms/classifiers. This algorithm allows the F2 analysis for a new ensemble 
to be limited to a smaller search region that includes the critical thresholds that 
correspond to the minimum F2 values of the parent ensembles. Only the parent 
algorithm analysis requires stepping through all 256 values to determine its 
minimum F2 DM (computationally equivalent to computing a single ROC curve). 
As a result, running the ROC algorithm once for each of the nine feature 
detection algorithms generates the data necessary to determine those critical 
thresholds, expeditiously find the minimum F2 DM for each feature detection 
algorithm and then calculate the minimum F2 DM for every resultant classifier.  
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We do, however, recognize that performing ROC analysis to shortlist 
features from a large set of potential feature detection algorithms (say, greater 
than 100 candidate features) and determining their critical thresholds will be a 
challenging task. In such scenarios, feature extraction techniques such as 
principal component analysis (PCA) and linear discriminant analysis (LDA) can 
be implemented to reduce the inherent dimensionality by eliminating highly 
redundant features. However, here we restricted ourselves from performing a full 
blown PCA or LDA due to their reported limitation in selection of application-
specific features,75 and our initial feature-selection step that yielded only nine 
candidate features. If PCA or LDA are used initially, the assessment and 
optimization of the remaining feature-detection algorithms can be undertaken by 
the ROC algorithm (known as a “wrapper” in the PR world)10 followed with 
classifier selection using the DM-ROC predictor model/technique. For all 
resultant child classifiers, the optimization technique is designed such that the F2 
DM search space is restricted to an average threshold range of of 2-ts to 2+ts 
(i.e., a total of 5 thresholds); ts is the starting threshold determined by the 
individual thresholds that provide minimum F2 DM of the parent algorithms. 
Ideally, ts should be the actual threshold that corresponds to a minimum F2 DM of 
the resultant classifier. However, due to random noise in the data, ts 
 does not 
always correspond to minimum F2 DM, and so the search range is widened a bit.  
We obtain a computational savings of 83% by implementing ROC analysis 
only once per detection algorithm as opposed to once for each of the 512 
possible classifiers, and allowing the F2 DM to govern classifier selection. The 
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savings is quoted in terms of actual processing time per RP by the DM module; 
the number accounts for the extra time required to import critical thresholds of 
parent classifiers (from an Excel file) and save critical threshold of each child 
classifier for subsequent analysis. The increased computational efficiency does 
not compromise accuracy; the average difference between the minimum F2 DM 
determined by the global search technique and the proposed localized search 
technique was 0.01% across all fusion schemes.  
Based on a literature review, we feel confident that the developed ROC 
algorithm can be extended to assess data-level and feature-level fusion 
schemes. Our DM optimization technique requires the critical decision thresholds 
(of parent algorithms/classifiers) to determine the minimum F2 of the resultant 
classifier. To implement our optimization technique for selection of data-level and 
feature-level classifiers will, however, require customizing their output to lie within 
a fixed range of thresholds. We also anticipate the number of computations 
necessary to determine the minimum F2 DM to vary depending on the threshold 
range and the associated step size. The predictive error of the DM-ROC model 
was less than 3% (range: 0-7%) across all 500 test images, and encompassing 
the three traditional fusion schemes and 512 classifiers. The ranking of the top 
five algorithms by the DM-ROC predictor model was identical to that provided by 
the ROC algorithm, including selecting the best (global maxima) classifier from 
the classifier pool. This proves that the predictor model can be used efficiently in 
real-time to select a suite of best performing classifiers and eliminate the need to 
perform a ROC analysis. Subsequently, it also eliminates the use of sequential or 
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randomized search techniques that do not always guarantee the selection of the 
best classifier from the pool.  
The DM-ROC predictor model was based on training images collected for 
detection of roadside ‘threat’ objects. The ROC-AUC and F2 DM values were 
computed for outputs of algorithms designed specifically for this detection task. 
However, for a new detection task (a different PR problem, computer-aided 
diagnosis, or other ATD systems) with new set of input imagery and suite of 
algorithms we anticipate the need for re-establishing predictor models for each 
decision-level fusion scheme. These models can be obtained by developing a set 
of detection algorithms and generating AUC and F2 values for a well-sampled 
subset of training images. These steps must be repeated if a new fusion scheme 
is to be considered for the system. We emphasize that the overall accuracy of 
the dependency module (for a new task) is dependent not only on the association 
between the F2 DM and ROC-AUC values but also on the optimization technique 
to compute the exact minimum F2 DM value that serves as an input to the 
predictor model. In retrospect, if the framework is used in a new application to 
select the best classifier from parent algorithms that are highly sensitive, but not 
necessarily highly specific, we do not expect the relationship between F2 DM and 
ROC-AUC to weaken for this different task. Through this study, we have 
established a novel application of the F2 DM as a metric for rapidly assessing 
classifier performance. The high correlation between the F2 DM and the 
universally-accepted ROC-AUC metric permits the use of F2 DM as a surrogate 
measure to more efficiently select the best classifier from the classifier pool.  
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9.7. Weighting module 
Based on the DM-ROC results, we selected 23 of 512 classifiers that presented a 
high average AUC value (> 0.80) and the lowest standard deviation (< 0.10) for 
an input set of 500 test images. The 500 input images were selected from 
different scenes that were captured during our acquisition phase. Due to reduced 
dependency between the parent algorithms, these classifiers performed better 
than other classifiers in the pool, and the reduced variation indicates that they 
yield consistent results in detecting TP and rejecting FP for a dynamic set of 
imagery. However, when the system is actually deployed for screening of ‘threat’ 
objects, we can expect to encounter scenes that may not vary tremendously over 
time. We integrated a weighting module that can be implemented real-time to 
optimize these classifiers for input scenes/conditions that remain generally 
constant during a deployment task.  
The weighting algorithm can be treated as an offshoot of genetic algorithms 
(GA) that are typically used to optimize performance of classifiers by weighting 
and combining parent algorithms to satisfy a given objective function. In GA, the 
top performing chromosomes (that provide a solution closer to the objective 
function) are crossed over, mutated and recombined to generate a better 
offspring (improved solution).76 Here, the top performing parent algorithms are 
weighted and combined first to provide a better performing intermediate 
classifier. This intermediate classifier is then combined with the next best parent 
algorithm and so forth to deliver a more suitable classifier than its non-weighted 
counterpart. We have attempted to reduce the number of iterations involved per 
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combination to select the best weight pair between two parent algorithms. We 
accomplished this time-saving step by incorporating the relative ROC 
performance of the involved parent algorithms. Based on training data, we create 
a look-up table (LUT) that is used to narrow the possible weight range for a 
known performance ratio of the algorithms. The best weight pair can then be 
determined by incrementally (step size = 0.1) varying the weights within the 
predicted range. We showed that the final weights determined by initiating a 
narrow search (within LUT-predicted range) and those determined by stepping 
through all weights from 0 to 1 (step size = 0.1) are within an error of 0.1%. We, 
therefore, postulate that our algorithm is more efficient than GA methods 
because of this preset LUT. Unlike this study, where we tested the module 
across all 500 RP, we foresee that the training set size could be smaller for a 
given field application. However, since the objective function demands a ROC 
analysis (at each iteration) for real-time classifier modification/selection, the 
module has to be optimized in terms of speed because most candidate classifiers 
will be comprised of two or more parent algorithms. We could have extended the 
LUT with appropriate weight ranges by considering the relative performances of 
more than two algorithms at once. Preliminary analysis indicated that the creation 
of such a LUT is highly intractable and non-generalizable. We would have re-
visited this step if the weighting method did not perform satisfactorily.  
The chosen combination rule (a DST-based classifier) multiplies the 
responses (target class scores) of parent RP prior to summing with the remaining 
product (ignorant class score x target class score) scores (Equation 2.15). As a 
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result, multiplicative weights would only further decrease the final result. 
Therefore, we tested an exponential weighting method that ultimately performed 
well. After implementing the exponential weighting scheme, the total ROI score 
across the target, non-target and ignorant classes did, at times, exceed a value 
of 255; since we want to maintain 8-bit resolution for ROC analysis, we rescaled 
all RP scores to 255. Similar re-scaling was performed for the weighted RP in the 
LA and NB schemes. Again, for LA and NB fusion schemes, we verified that for 
detection algorithms) exponential weights outperformed multiplicative weights 
(paired t-test, p < 0.01 at 95% CI). Across all fusion schemes and all 512 
classifiers, an average performance improvement of 4% (range: 2-11%) was 
observed using the exponential weighting scheme. For the required amount of 
processing, this is a moderate performance improvement. However, it should be 
noted that the numbers quoted here are with respect to all the 500 input images 
and not for images from a particular scene. Tuning the weights for a particular 
scene would likely yield even higher gains. 
9.8. Cost-function analysis module 
The cost-function analysis module was developed as an optional module for use 
in autonomously selecting an operating threshold. Ideally, during framework 
training and testing phases for a new detection task, we would implement the 
cost-function analysis module prior to the weighting module. This would allow us 
to identify those classifiers, among the top performing classifiers (perhaps ROC-
AUC > 0.80), that truly outperform their parent algorithms/classifiers at all 
operating thresholds (a convex-hull analysis). Those identified would always 
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provide a lower actual cost than their parents for different relative costs assigned 
to missed targets and false positive detections, and it is this set of classifiers for 
which weights should be determined. For example, using this module, we could 
establish if adding the SWIR camera provided us information that is 
complementary to EO data to allow us to reject FP or accentuate target 
responses. The best classifier ASV selected within the EO modality provided an 
AUC value = 0.83 ± 0.02. By combining the RP of SWIR algorithms, we improved 
the system accuracy by 12% (the best multimodal fused classifier ASVXR 
yielded a ROC-AUC 0.93 ± 0.02). For a cost index of 10 (i.e., the cost of one 
missed target is as expensive as 10 FP), the minimum cost (0.80 ± 0.02) 
achieved by classifier ASVXR was significantly better (p < 0.001 at 95% CI) than 
that of the best classifiers ASV and XZR within the EO and SWIR modalities, 
respectively (both yielded a minimum cost of 1.00 ± 0.05). To further examine the 
benefits of incorporating SWIR imagery, we captured night-time images (100 
images) with the scenes illuminated using halogen lights and car headlights to 
mimic the deployment of the system for monitoring under dawn, dusk and night 
conditions. As expected, the EO camera failed to capture any signature, but the 
SWIR images satisfactorily detect our target props with an AUC value of 0.85 ± 
0.04, which is expected to exceed the performance of a human operator. Both 
the night-time results and the overall performance results justify the inclusion of 
the SWIR camera in the current detection task. The best classifier ASVXR 
provided a true detection rate of 92% and false detection rate = 14% (for a cost 
index of 10). The aggregate improvement (considering the results of all modules) 
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was 43% as opposed to analyzing our test images with a non-optimized stand-
alone algorithm (average ROC-AUC value = 0.65). Here, for comparison, we 
have chosen the best algorithm within the non-optimized group as our baseline 
algorithm. By comparing the final classifier ASVXR and its (ROC optimized) best 
performing parent algorithm (i.e., the variance operator, average ROC-AUC 
value = 0.67) an improvement in true detection rate by 26% and a corresponding 
reduction in the false detection rate by 30% were realized. By combining less 
dependent algorithms, we have validated our expectation of achieving both high 
sensitivity and high specificity.  
9.9.  Future Work 
Through this work we have addressed critical problems encountered in the 
domain of multiple classifier studies. The modules designed, developed and 
integrated in the framework can be used to solve potential PR problems and/or 
fine tune performance of existing classifier systems. To enable and encourage 
clinical and industrial researchers with differing levels of expertise to use our 
fusion framework, we envision the development of a software package of built-in 
modules. For improved utility, optimizing the throughput of the existing feature-
detection algorithms, fusion algorithms and the modules, in general, would be a 
next step. It would also be beneficial to provide an interface to allow users to 
visualize and, thereby, learn the underlying dynamics of a detection/classification 
task. More advanced platforms would allow incorporation of the interfaces 
developed in this project (such as the truthing interface and the monitoring 
interface) to be readily available for the user. The new interface would also serve 
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as an input for the user to access a decision-support system that can enable 
him/her to make choices as simple as determining key parameters of an 
algorithm or selecting cut-off thresholds for MV rule or as complex as selecting 
candidate classifiers based on the existing trade-offs between cost, accuracy and 
time. Based on interest expressed by potential industrial customers, we also 
foresee the need to semi-customize of our software tool for clients who want to 
test their own feature-detection algorithms/fusion schemes, based on the type 
and form of information to be classified. 
9.10.   Originality 
• Our framework provides a test bed for the development of highly robust and 
reliable target detection systems by dynamically incorporating existing or 
new algorithms, identifying the appropriate approach for including the test 
algorithm (tuning the system) and quantitatively evaluating the resultant 
system performance with respect to accuracy (both sensitivity and 
specificity), time-to-decision, and cost (in a performance sense). To our 
knowledge, this is not the case for existing ATD systems that seem to be 
more static in nature. 
• The application of traditional ROC methods to evaluate an algorithm’s 
performance on 2D images is limited by the inherent difficulty in quantizing 
the true negative (TN) detections. Our novel ROC method provides an 
unbiased evaluation of an algorithm’s performance by quantifying the TN in 
an image. Further, the ROC algorithm is automated and is capable of 
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unbiased evaluation of spatially encoded outputs of various feature-finding 
algorithms for single- or multimodal imagery. 
• The concept of measuring dependencies between classifiers using DM is 
widely applied in pattern classification/recognition domains. However, the 
research appears to have been limited to studying the relationship between 
a given DM and the predicted MV error for a classifier ensemble. Here, the 
feasibility of using DM to predict detection algorithm dependencies prior to 
their combination has been extended by examining the correlation between 
F2 and the universal ROC metric, its AUC. The ease in computing DM has 
also been exploited here to quickly evaluate potential classifiers. 
• Our weighting and selection algorithm can be applied to fine-tune classifier 
performance for a set of input imagery. Additionally, the classifier output can 
also be biased in favor of a particular expected target type in a given 
scenario (e.g., detecting planes along an airstrip or identifying lung nodules 
in a chest radiograph). Weight selection uses our search strategy based on 
the relative performance of the parent algorithms within a given classifier, 
which allows real-time implementation As a result, our method is projected 
to be more computationally efficient than existing algorithms.  
9.11.  Significance 
•    With the increased availability of large volumes of sensor data and the 
increase in the data processing/handling capabilities, more imaging 
domains are exploring ensemble methods. Our proposed framework can be 
used to develop and optimize new or existing detection systems in any field 
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(automated target recognition, computer-aided diagnosis, biometrics, 
surveillance, intrusion detection, etc.). 
•      The framework provides a two-step parameter optimization phase (using 
ROC analysis/regression modeling) to minimize the number of iterations 
required to estimate the best parameter setting for new or existing 
algorithms. This approach requires the user to have minimal a priori 
knowledge of the algorithms, making it suitable for use by an end user as 
well as an algorithm developer. 
•    Traditional feature-level and decision-level fusion schemes are, in general, 
applied only across ROI that are defined by a pre-processing segmentation 
algorithm. In our framework, even targets that are not well-segmented can 
be evaluated. Rather than fusing outcomes only across well-defined ROI 
(pixel clusters), the information (or decision) is preserved at the pixel level. 
Consequently, various pixel-level processing algorithms can be tested and 
our fusion results are less susceptible to data alignment/association errors 
By accepting 2D spatially coded RP for fusion, the computational burden 
and storage requirements are minimized without compromising accuracy.  
•    For a particular application and target type, different fusion schemes can be 
implemented and tested. Our customized F2 DM then efficiently assesses 
all resultant classifiers, which are subsequently ranked for accuracy via the 
DM-predicted ROC-AUC. In fact, parallel use of our DM analysis during 
feature selection/extraction techniques can directly yield ROC-AUC values 
for different feature sets.  
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•    The shortlisted classifiers, identified through DM analysis, can be fine-tuned 
using the weighting module, which selects the best weights based on parent 
algorithm performance, and is independent of fusion scheme. The weights 
are strategically determined in the minimum number of iterations such that 
this module can be during training as well as in real-time to customize 
performance for a particular detection problem.  
•    Our framework provides the following: 
♦     the set of decision thresholds and the corresponding parameter values 
of the application-preferred combination scheme(s) that correspond to 
the minimum combined cost of FN and FP outcomes. 
♦  the classifier ensembles (and associated fusion schemes) that achieve 
pre-determined combinations of sensitivity and specificity. 
♦  system performance in terms of accuracy and processing time, or 
some combination thereof. 
Together, these outputs provide the user maximum flexibility in detection system 
design.  
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APPENDIX A: SYSTEM FEATURES 
A.1. Hardware specifications 
Table A.1 Model, manufacturer and vendor of the main components of our developed detection 
system. 
Component Manufacturer (Vendor, if different) Model 
EO camera Sony Electronics, Inc. (Motion Analysis, Inc.) XCL-X700 
SWIR camera Sensor Unlimited, Inc. SU-320KTS 
External chassis National Instruments Corporation PXI-1033 
EO Framegrabbers National Instruments Corporation PXI-1409 
SWIR Framegrabber National Instruments Corporation PXI-1428 
Lens Pentax, Inc. C1614-M 
Laptop Dell, Inc. Inspiron 1420 
Cart Demco Inc. Apollo 
Wheels Northern Tools & Equipment N/A 
RAM-mount National Products, Inc. RAM-B-111U-A 
Sorbothane Sorbothane, Inc.(McMaster-Carr) N/A 
Mounting posts Various (Eastern Scientific, Inc.) Various 
Precision actuator screw Newport Corporation AJS100-2 
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A.2. Software interface 
A.2.1. Graphical user interface (Evaluation module) 
A graphical user interface (GUI) was developed using the GUIDE tool of Matlab 
that sequentially displays SWIR camera-acquired (1) and EO camera-acquired 
images (2) that are provided to the evaluation module to detect ‘suspicious’ 
objects (Figure A.1). The main callback function checks for availability of images 
stored in a default folder by the Labview acquisition module. Once the evaluation 
GUI is enabled, depending on the availability of either the SWIR or EO images, 
the evaluation is automatically limited to only SWIR or EO images, respectively. If 
both images are present, then the evaluation output from both modalities are 
combined to provide a visual cueing of the final detections (3) to the user. Since 
the evaluation module continuously checks for the availability of input images, a 
communication GUI has also been developed to allow the user to stop/start 
evaluation of SWIR, EO or both images depending on the visual quality of the 
input images (Figure A.1). The user selections made through the communication 
GUI are stored in a ‘status’ file that is checked by the evaluation callback after 
each evaluation is complete (4). If all evaluations are completed or terminated by 
the user a ‘check status’ variable is reset by the main evaluation callback and 
saved onto a ‘.txt’ file. The updated ‘.txt’ file is assessed by the user in Labview 
prior to moving all images from the default folder to a user-specified folder. 
Following transfer of the files, the ‘check status’ variable is set to 1 and saved 
onto the ‘.txt’ file. Consequently, depending on the current value stored in ‘check 
status’, the evaluation module can resume any further evaluations.  
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Figure A.1. The evaluation GUI activates a callback that allows the sequential display of SWIR camera- and 
EO camera- acquired images that are stored in a default folder by the Labview acquisition module.  The 
main callback, in turn, initiates other functions that perform target detection on these acquired images. 
Depending on the availability of both SWIR camera- and EO camera-acquired images, the detection output 
obtained across both modality are combined to provide a final visual output to the user. The evaluation 
module sequentially checks for the availability of any new images in the default folder. (B) The evaluation 
GUI is controlled by the communication GUI which is initiated in a different Matlab window. The user can 
select either or both modalities to perform detection depending on the quality of images via the 
communication module. The user selections such as enabling/disabling of audible alarm, setting a sensitivity 
threshold or choosing the ‘Change detect’ mode instead of the baseline mode, etc.,  is written onto a ‘status’ 
file that is read by the evaluation GUI at the end of each evaluation.  
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A.2.2. Graphical User Interface (Communication module) 
When the communication GUI is first initiated, it checks for the availability of the 
EO camera and SWIR camera-acquired images. Depending on the availability or 
quality of EO and SWIR camera images, the user can select either modality (5) 
for evaluation purposes. The evaluation GUI based on the selection made by the 
user initiates the corresponding evaluation callbacks. Although the evaluation 
GUI continuously evaluates images, the evaluations can be stopped or resumed 
by the user via the communication GUI (6). The user can select either modes of 
detection i.e., ‘First look’ mode or ‘Change detect’ mode via the communication 
GUI (7) (Figure A.2). If the ‘Change detect’ mode is selected, the evaluation 
module terminates all ‘First look’ mode evaluations and allows the user to select 
the baseline and current image folders to initiate change detection. The audible 
alarm can also be enabled or disabled from the communication GUI (8). Further 
depending on the degree of clutter present in a given scene, the user can adjust 
the detection sensitivity via a slider control (9) on the communication GUI. The 
sensitivity threshold set can be displayed (11) on the communication GUI. The 
number of detections displayed (highlighted) to the user (3) vary based on this 
set threshold. By initiating the ‘Exit’ callback via the communication GUI, even 
the evaluation GUI closes after the current evaluation is completed (12).     
A.2.3. Audible Alarm  
The audible alarm feature can be executed by the corresponding callbacks in the 
evaluation GUI. The detection algorithm called within the evaluation GUI can 
invoke an audible alarm followed by the display of an output image.
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Figure A.2 (A) The evaluation GUI terminates all evaluations in the ‘First look’ mode when the ‘Change 
detect’ mode is selected by the user via the communication GUI. The user is allowed to select a baseline 
and current folder (1). The user can input the numbers of the first baseline (2) and the current image pair (3) 
that matches the best to start evaluation in the ‘Change detect’ mode. After selecting the initial baseline and 
current images, evaluation can be initiated (4).  (B) The user can exit the ‘Change detect’ mode by via the 
communication module (5) or by exiting the ‘Change Detect’ GUI (6). The evaluation GUI (Figure A.1.) is 
made visible after exiting the ‘Change Detect’ GUI to resume evaluation in the ‘First look’ mode.         
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For a range of threat levels from 0-255, a corresponding alarm frequency is 
calculated based on a linear relationship. Since a given output image can have 
various suspicious objects at different threat level, the detection algorithm 
computes the maximum threat level present in the image and sets the alarm 
frequency corresponding to that threat level. The number of samples of the alarm 
signal is adjusted such that all different alarm frequencies play for the same 
duration. The duration of the alarm signal is adjusted depending on the 
computational speed of the evaluation algorithms.  
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APPENDIX B: CHANGE DETECTION AND SHADOW REMOVAL ALGORITHM 
 
Accepted manuscript (published in NAECON 2008) that discusses our pre-processing 
shadow-removal algorithm and the change detection algorithm to facilitate both modes 
of operation (‘first-look’ and ‘detect change’) for the developed ATD system. 
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Change Detection with Shadow Correction 
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Abstract— To supplement our multimodal object 
detection system, designed to identify ‘suspicious’ 
objects along a roadside during troop movement, we 
have implemented a change detection feature. As a 
pre-processing step, a shadow-removal algorithm is 
introduced to minimize false positives and false 
negatives caused by temporal variations in natural 
light. 
I. INTRODUCTION  
Change detection, i.e., detecting temporal change 
in an image of the same scene, is applicable in 
automated target recognition, medical computer-
assisted detection [1] and other general image-based 
algorithms such as remote sensing [2] and video 
surveillance [3]. Fundamentally, a human operator 
can easily detect change directly from the image 
sequences of a simple scene; however, with 
increased scene complexity, operator performance 
may become unreliable and the time required to 
make decisions increases. Therefore, automated 
change-detection techniques have been developed. 
 
The process of automated change detection 
broadly involves three stages, namely, the image 
acquisition stage, the change mask generation stage 
and the change analysis stage. Image acquisition 
involves capturing multiple images of the same 
scene over different time intervals using single or 
multiple sensors. Once images are acquired, a 
change mask is generated by identifying regions 
(pixels) in an image that are different from the 
analogous image in the second series. Finally, the 
detected change regions are analyzed to verify the 
accuracy of the detection.  
 
The accuracy of a change detection technique is 
dependent on multiple factors, such as imager type 
and inherent resolution, imager-induced artifacts, 
the strength, position and number of light sources, 
specular reflections, changes due to nonrigid object 
motion, and variations in object appearance with 
time. These factors produce changes that may be 
detected by the change mask based on the threshold 
change level. Therefore, the decision of a threshold 
to detect only the important changes based on a 
specific problem statement is one of the major 
challenges in all change detection applications. 
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Performing change detection without pre-
compensating for the variations in lighting 
conditions, i.e. the strength and position of light 
sources, limits method performance by introducing 
false detections in the change mask. The problem is 
exacerbated when the images are acquired under 
daylight and night conditions in an outdoor setting, 
wherein the position of the sun and strength of the 
sunlight vary widely with time.  
The first attempts to achieve light compensated 
change detection dates to 1972, when the concept of 
intensity normalization was introduced [4]. 
Subsequently, various methods have evolved to 
address the issue of variable lighting using 
homomorphic filtering, illumination modeling, 
linear transformation of intensity, etc [5]. However, 
intensity normalization still offers the simplest 
solution. The method works by normalizing a given 
image to have the same mean and variance of the 
reference image.  However, this causes the change 
detection threshold to remain dependent on the 
intensity values of the original image.  
A problem arises in outdoor scenes when 
shadows are cast or disappear as a result of a 
change in illumination conditions. Shadows are 
often detected by the change mask and must be 
eliminated from the set of important change data. 
Major attempts to remove shadows from 2D images 
have been implemented in the log-gradient domain 
[6]. Various algorithms have been developed by 
basically thresholding and reintegrating shadow 
edges using a global Poisson Equation solver 
approach [7]. While the currently used approaches 
are quite efficient in removing shadows, they are 
computationally complex and time intensive, thus 
precluding their use in real-time analysis systems. 
 
A  B  
 
C  D  
 
Figure 1. Images (A) and (C) of an outdoor setting were acquired using an electro-optical (visible range) camera at 11:00 AM and 
12:00 PM, respectively. Images (B) and (D) show the results of the shadow detection algorithm on Images (A) and (C), respectively. 
 
In this paper, a modified method of intensity 
normalization is presented, wherein all images of a 
given sequence are normalized to have zero mean 
and unit variance. This method offers more 
flexibility in choosing the change detection 
thresholds, since the thresholds are now 
independent of the original image intensity values. 
Also presented is a simple method to remove 
shadows from a given image that exploits the fact 
that shadows are regions of low variance. The 
method uses a variance filter to segment shadows 
that offers reasonable accuracy and fast 
computation time. Both algorithms will be 
implemented in our developed system for roadside 
improvised explosive devices (IED) detection to 
prove object identification under varying natural 
light conditions.  
II. METHODLOGY 
Using our current roadside IED detection system, 
images acquired from our multimodal, multi-
resolution cameras will then be compared to 
baseline images to detect suspicious objects along 
the roadside. The detection task can also be 
reversed to identify any object that was present in 
the baseline image but is not present in the current 
image frame. Since the baseline and current images 
are acquired at different times, the change detection 
feature must be sufficiently robust to discriminate 
real change from nuisance change (shadows, 
artifacts) within the imagery. Subsequently, 
traditional and novel target detection algorithms 
will be applied to the objects in the change mask to 
estimate their likelihood of being IEDs. Any 
suspicious objects missed by the change detection 
algorithm will lead to an overall failure of the 
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detection system that may result in  damage and/or 
casualties.  
The final implementation of the technique is 
aimed for real-time applications, requiring the 
change detection feature to be both efficient and 
reliable. To this end, if little time has elapsed since 
the baseline imagery has been acquired, then a 
simple differencing of baseline and current images 
would provide reasonable results. However, this is 
not realistic since the image sets could be captured 
days apart and the illumination conditions will 
unlikely be equivalent. The approach presented 
below detects change in either image and  
incorporates a shadow-removal algorithm to reduce 
the number of false positive detections.  
The shadow-removal algorithm is applied to both 
the baseline and current images to detect and 
eliminate shadow regions. Although the baseline 
images could be processed off-line, since the 
detection task is performed real-time, the shadow-
removal algorithm must quickly provide shadow-
free images that can be input into the change 
detection algorithm. Two important and valid 
assumptions regarding shadows have been 
exploited: 1) The pixel intensity of shadow regions 
falls within the lower one-fifth of the image 
histogram (assuming that the imager’s dynamic 
range has be nominally used); and 2) Regions of 
shadow exhibit the least variance within the image. 
Based on these assumptions, a variance operator 
with 11 x 11 mask size was implemented on a given 
set of images and the output image was thresholded 
to retain only those regions with a variance of less 
than 10% of the maximum observed image 
variance. A second thresholding operation was 
performed on our 8-bit images that have a grayscale 
value less than 50. The two results were then 
logically combined to identify shadow regions.   
 
Figure 2. The baseline image (A) was modified in Photoshop® to have different contrast than the current image (B). The difference 
image (C) shows that, in spite of intensity and contrast variations across the two images, the change detection algorithm was capable 
of identifying objects that were not present in the baseline image. 
    Once the shadow regions are labeled on the 
baseline and current image sets, the change 
detection algorithm was implemented. This 
algorithm requires a pair of registered images, and 
we utilized the ‘perturbation method’ of assessing 
mutual information to register the images [8]. To 
adapt to expected change in illumination or 
contrast, each image is normalized to provide a zero 
mean and unit variance. These normalized images 
are then subtracted from each other to detect 
regions of change. The mathematical steps are as 
follows:   
 
IB(x,y) = IB(x,y) – µB                                   (1) 
     IB(x,y) = IB(x,y) /σB                                    (2) 
         IC(x,y) = IC(x,y) – µC                                                    (3) 
 
 
IC(x,y) = IC(x,y) /σC                                    (4) 
IDB(x,y) = IB(x,y)-Ic(x,y)                            (5) 
IDC(x,y) = IC(x,y)-IB(x,y)                            (6) 
 
where, IB and IC are the baseline and current images 
respectively, x, y are the pixel co-ordinates of an 
image, µB,  
µC, σB, σC are the mean and standard deviations of IB 
and IC, respectively and IDB and IDC are the change  
 
detected images with respect to baseline and current 
image.  
 
    The presented shadow-removal and change 
detection algorithms were tested separately on 
different sets of outdoor images. Since the aim of 
the current study was to evaluate the effects of the 
variation in lighting on change detection, the 
 
A  
 
 
B  
 
 
C  
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captured scenes were quite simple. More attention 
was given  
to acquiring images with variable lighting 
conditions, representing different times of the day. 
In some cases, the acquired baseline or current 
image was artificially modified to test the limits of 
robustness of the change detection algorithm under 
extreme changes in brightness and contrast. 
 
I. RESULTS 
The shadow removal algorithm was evaluated on 
5 sets of outdoor images taken at different times of 
the day to obtain good shadow variations across all 
images (Fig. 1). In all cases, the shadow-removal 
algorithm detected the shadows successfully. 
However, there was an increase in false detections in 
scenes featuring objects with low grayscale value 
and variance.  
The performance of the change detection 
algorithm was tested by increasing the contrast 
(from 50 to 90%) and/or changing the brightness 
(from -50 to 50%) of either the baseline or the 
current image set using Adobe
®
 Photoshop
®
 CS3 
(Adobe Systems Incorporated, San Jose, CA). A 
range of mock IED objects were selected that varied 
in intensity, size and texture. This allows us to 
evaluate the algorithm’s performance in detecting 
targets that are difficult to discern due to their 
patterns of reflectivity that mimic background or 
benign objects, or due to their small size. The 
experiments were performed on 10 different pairs of 
baseline and current images (examples provided in 
Fig. 2 and Fig. 3). The performance of the algorithm 
was visually evaluated to confirm the detection of 
any newly introduced objects in the current images.  
The change detection algorithm provided a 100% 
detection rate for all mock objects in the various 
scenes. There was a noticeable increase in false 
positives in brightness-compromised images (less 
than -37% or greater than 37% of the original image 
brightness) and contrast-comprised images (greater 
than 80% contrast expansion).  
II. DISCUSSION 
Based on preliminary analysis, it was observed 
that mock IED objects were detected by the change 
detection algorithm even when the baseline or 
current images were considerably altered. In 
addition to correctly detecting all objects, the 
algorithm provides very few false positives in 
images were the brightness and contrast were not 
compromised. Most of the false positives that 
 
 
Figure 3. The baseline image (A) was not altered; however, the overall brightness of current image (B) was lowered. In spite of its 
small size, the mock object in the scene (image B) was detected in the difference image (C) acquired after normalizing images A and 
B. 
 
surfaced in these images can be attributed to 
registration errors or to the inherent statistical noise 
associated with the given camera. Similarly, the 
shadow-removal algorithm was capable of detecting 
shadows in all outdoor images taken at different 
intervals. We plan to further investigate the 
performance of these algorithms on an extensive set 
of images consisting of different scenes and imaging 
conditions, scenes with an overall low variance and 
different mock and spoof objects. By using shadow-
free images as inputs to the change detection 
algorithm, we expect to further reduce computation 
time and improve the effectiveness of the follow-on 
target detection algorithms. 
III. CONCLUSION 
The presented change detection algorithm proved 
to be robust and more computationally efficient than 
A B C 
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other implementations such as assessing change 
based on centroid-matching algorithms. Based on 
the results of the study the shadow detection 
algorithm appears promising as a preprocessing step 
to minimize false positive change detections. A 
follow-on, full-scale analysis of an extensive set of 
baseline and current imagery using both of these 
algorithms is warranted. The validation of such a 
robust change detection system can be valuable in 
high end applications in both the military and 
medical fields. 
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APPENDIX C: TRUTHING INTERFACE AND DECISION-LEVEL FUSION 
SCHEMES 
C.1. Truthing interface  
 
Figure C.1. A graphical user interface (Matlab R2007b, The MathWorks, Natick, MA) allows the 
user to define ground truth by manually selecting target locations in the given input image. Here, 
the input image (panel A) is a terrain board image with Scud missile launchers as our targets of 
interest. The interface can accept different sets of images and targets and, therefore, was used 
for truthing scenes with our ‘roadside threat’ props. The interface can be customized (panel B) to 
appropriately identify each target in a given scene. The user selects 1) the center of the target 
and 2) a radial point outside but close to the target. The distance between these selected points 
allows a good approximation of the target size. This further ensures that the created mask (panel 
C) encompasses the entire target and does not underestimate or overestimate the target size. 
The target coordinates, target size and image size information are stored. This information can be 
retrieved by different functions to create the TP and TN template images, for example 1) functions 
written to generate the target and non-target probability density functions (for different feature 
algorithms), as required for the NB and DST-based schemes; and 2) the ROC algorithm to 
evaluate a given RP. 
C 
A 
B 
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C.2. Decision-level fusion schemes 
A brief mathematical derivation for each combination scheme (LA-, NB- and 
DST-based schemes), along with their modified representation when applied to 2D 
images at the pixel level, is provided for a better understanding of our implementation.  
C.2.1. Linear averaging (LA) classifier-based fusion model 
The confidence outputs Si obtained across different algorithms for a particular ROI X are 
weighted linearly to provide a final score  Rather than assigning equal weights for 
each algorithm, the outcome can be biased in favor of a particular target type depending 
on individual algorithm performance. 
  ∑ 	


∑ 

  (C.1) 
In terms of 2D image representation, the combined confidence score assigned to 
each pixel is calculated as follows:  
, 	  ,	 ,	  , (C.2) 
  
where ,  and  are the confidence scores for the target class of algorithm 1, 2 and 
combined ensemble 12, respectively. The LA combination rule can be similarly extended 
to combine the output of ensemble 12 with another individual algorithm or a different 
ensemble. 
Note: The LA scheme is employed to rapidly fuse RP without the need for ground 
truth data. However, its implementation requires the user to first make clever 
assumptions regarding the expected response (range of feature values) from target and 
non-target ROIs so that target weights are higher than non-target weights. The second 
step is to transform these measurements to a fixed scale (here, to a RP resolution of 8-
bit depth) with the maximum value (255) corresponding to the highest score that can be 
assigned to a target ROI. This two-step procedure (weight assignments and scaling) 
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needs to be repeated only for new feature-detection algorithm; it is not required to 
generate RP from resultant child classifiers.  
C.2.2. Naive Bayes (NB) classifier-based fusion model 
Based on probability theory, the NB classifier assigns a single class (only the singleton 
hypothesis exists) to each image ROI. Probability distribution functions (pdfs) of all 
classes across all attributes (feature measurements) are obtained from training data. 
Since we are implementing only the detection phase of a typical ATR system, our scope 
is limited to a two class problem. TP/TN masks created using the truthing interface 
(Figure C.1) are used to update the pdfs of targets and non-targets (by simply ‘ANDing’ 
these with the actual RP) based on the range of feature values observed across various 
training images per algorithm. Conditional probabilities of the various classes for the 
given set of attribute values are then computed using the generated pdfs. The class C 
with the highest conditional probability is assigned to the given ROI. The Bayes rule 
(Equation C.3) represents the posterior probabilities of a given ROI X to be assigned to 
the ith class (i=1,….,m classes), depending on the observed value Ak with respect to a 
classifier k. P(Ak/Ci) is the likelihood that the observed value belongs to class i.  
|	   
|		
∑ |		  
(C.3) 
                                               
Note: Expert knowledge or scene information is required to determine the appropriate 
priors 	 for the two classes. Based on our data collect, we assigned equal priors to 
target and non-target ROIs, since each scene had at least two target props. This setting 
of priors also assists in the task of achieving high sensitivity per individual algorithm RP. 
The probability that X belongs to class i is obtained by taking a product of all the 
posterior probabilities P(Ci/Ak) for k = 1,…,n classifiers (Equation C.4). Finally, the class 
with the maximum probability is assigned to the given ROI (Equation C.5).  
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	 |	
 

 (C.4) 
      
!  "#$%&'' (()	*+ (C.5) 
 
However, for ROC analysis on 2D imagery, rather than directly classifying a given 
pixel (i,j) as a target or non-target pixel (Equation C.5), the pixel-level target probability 
values are retained. In the case of a 2D output image 12 obtained by combining the 
outputs of individual algorithms 1 and 2 using a NB combination rule, Equation C.4 can 
be simplified and rewritten to obtain the combined-output confidence value across each 
pixel (i,j) for the target and non-target class, respectively, as follows:  
, 	  , 	, 	 (C.6) 
where ,  and  are the probability values for the target class, ", " and " are the 
probability values for the non-target class of algorithm 1, 2 and combined ensemble 12, 
respectively. The NB combination rule can be similarly extended to combine the output 
of ensemble 12 with another individual algorithm or a different ensemble.  
C.2.3. Dempster-Shafer theory (DST) 
In general, the number of hypotheses possible for a two-class problem will be a set of 
single hypotheses, i.e., the target (,), the non-target (,), and the compound 
(disjunction) hypothesis (, - ,). In the case of missing data, the null hypothesis (.) 
will have a non-zero value. The frame of discernment P(θ), is a superset consisting of all 
proposition sets (outcomes) that are possible under DST as given by Equation C.8. The 
mass function (basic probability assignment) m of any given subset A within P(θ) is 
", 	  ", 	", 	 (C.7) 
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limited to range from 0 to 1, and the sum of all mass functions  within P(θ) equals one 
equals one (Equation C.9).  
20  #,,,1, , - ,1, .+ (C.8) 
2 $	
345
 1 (C.9) 
                                                                                                                                        
The mass functions of all underlying subsets can be derived experimentally or 
determined by expert knowledge available for a given sensor. In our case, since it is 
difficult to estimate the actual reliability of sensors, this knowledge is experimentally 
derived from the training imagery. The exact probability of a given outcome (set) always 
ranges between the lower limit (belief) and the upper limit (plausibility) of the mass 
function of that set. The belief function 789 (Equation C.10) for a given set is obtained 
by combining all evidences (say B) that support the set, and the plausibility function 9: 
(Equation C.11) is the complement of all evidences that clearly do not support the set.  
789	  2$7	
;43
 (C.10) 
9:	  2 $7	
;<3=.
 (C.11) 
                                                        
Therefore, the difference between the two measures, i.e. plausibility and belief, forms 
the belief interval and indicates the degree of imprecision in the actual probability of the 
given set. Belief functions generated for the target, non-target and ignorant class across 
different algorithms (say 1 and 2) can be combined under the DST rule (Equation C.12). 
Here, a normalization constant K is introduced to represent the degree of conflict 
between the given algorithms as given by (Equation C.13).  
$7	 > $	  $	  2  $7	
;<?3
 $	      (C.12) 
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@  2 $7	 
;-?.
$	, (C.13) 
where 7 and  are evidences from algorithm 1 and 2 that either support the same 
hypothesis (say ) or support conflicting hypotheses.  
In the cases where the sensors are highly conflicting, normalization underestimates 
their conflict. However, in studies where the sensors are known to be reliable (closed 
world problem), the mass functions need not be normalized. Alternatively, since all 
algorithms can potentially fail in one or more situations, instead of removing the conflict, 
one can assign the calculated @ value to the empty set (null hypothesis), and the value 
of the null hypothesis can be combined with the belief function of the disjunction 
hypothesis to get a more appropriate estimation of the mass function of the total ignorant 
class as in Equation C.14. 
$7 - 	  $7 - 	 A 2 $7	$
;<?.
	 (C.14) 
               
       In the case of a 2D output image 12 obtained by combining the outputs of individual 
algorithms 1 and 2 using a DST combination rule, (Equation C.12) and (Equation C.13) 
can be simplified and rewritten to obtain the combined-output mass function value 
across each pixel (i,j) for the target, non-target and ignorant class, respectively as 
follows:  
, 	  , 	, 	 A , 	B, 	 A , 	B, 	 (C.15) 
", 	  ", 	", 	 A ", 	B, 	 A ", 	B, 	 (C.16) 
B, 	  B, 	B, 	 A  , 	", 	 A , 	", 	, (C.17) 
where ,  and  are the mass functions for the target class, ", " and " are the 
mass functions for the non-target class and B, B and B are the mass functions for the 
183 
 
ignorant class of algorithm 1, 2 and combined ensemble 12, respectively. The DST 
combination rule can be similarly extended to combine the output of ensemble 12 with 
another individual algorithm or a different ensemble.  
Note: The pdfs per algorithm generated to implement the NB classifier were modified to 
form mass functions across the three classes: target, non-target and ignorant class. 
These mass functions were scaled to provide a 8-bit output, such that for a given ROI 
the sum of the response across all the three classes was always equal to 255 (Equation 
C.9). An additional step required was to optimize the threshold (i.e., the ‘risk factor’ index 
(CD)) on the ignorant class mass function to allow re-classification of a ROI as a target or 
a non-target, or retain it as ambiguous (Equation C.18). It is critical to optimize this risk 
factor index based on the real scenario, since it plays a key role in biasing the trade-off 
between the false alarm and true detection rates. Following implementation of Equation 
C.18, the ROIs that were labeled as targets (which could actually be a TP or a FP) were 
considered in the ROC analysis. These ROIs retained their target class values following 
their re-classification and were not directly binarized so that we could determine the 
associated sensitivity and specificity at different target class thresholds to generate a 
ROC curve. 
E , 	 F ", 	 %GH B, 	 I CD, 9%B89 , 	%: J%"8J  
E , 	 F ", 	%GH B, 	 I CD, 9%B89 , 	%: GKG L J%"8J (C.18) 
89:8 GK"%GJ %$BMKM:	  
  
184 
 
 
 
APPENDIX D: ROC ALGORITHM AND PARAMETER OPTIMIZATION  
D.1. Society of Photo-Optical Instrumentation Engineers (SPIE) publication 
This section contains our SPIE Proceedings paper that discusses the novel ROC 
algorithm, the steps to optimize the algorithm in terms of TN grid square size and 
the experiment conducted to validate the performance of the developed 
evaluation module.  
A novel ROC approach for performance evaluation  
of target detection algorithms 
 
   Priya Ganapathy
*
 and Julie A. Skipper
 
Department of Biomedical, Industrial and Human Factors Engineering, Wright State 
University,  
207 Russ Engineering Center, 3640 Colonel Glenn Hwy, Dayton, OH 45435 
 
ABSTRACT 
 
Receiver operator characteristic (ROC) analysis is an emerging automated target recognition system 
performance assessment tool. The ROC metric, area under the curve (AUC), is a universally accepted 
measure of classifying accuracy. In the presented approach, the detection algorithm output, i.e., a response 
plane (RP), must consist of grayscale values wherein a maximum value (e.g. 255) corresponds to highest 
probability of target locations. AUC computation involves the comparison of the RP and the ground truth to 
classify RP pixels as true positives (TP), true negatives (TN), false positives (FP), or false negatives (FN). 
Ideally, the background and all objects other than targets are TN. Historically, evaluation methods have 
excluded the background, and only a few spoof objects likely to be considered as a hit by detection 
algorithms were a priori demarcated as TN. This can potentially exaggerate the algorithm’s performance. 
Here, a new ROC approach has been developed that divides the entire image into mutually exclusive target 
(TP) and background (TN) grid squares with adjustable size. Based on the overlap of the thresholded RP 
with the TP and TN grids, the FN and FP fractions are computed. Variation of the grid square size can bias 
the ROC results by artificially altering specificity, so an assessment of relative performance under a 
constant grid square size is adopted in our approach. A pilot study was performed to assess the method’s 
ability to capture RP changes under three different detection algorithm parameter settings on ten images 
with different backgrounds and target orientations. An ANOVA-based comparison of the AUCs for the 
three settings showed a significant difference (p<0.001) at 95% confidence interval. 
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Keywords: Automated target recognition, automated target detection, ROC analysis, image processing, 
algorithm evaluation, true negatives, false positives 
 
1. INTRODUCTION 
 
Receiver operating characteristic (ROC) analysis is used extensively in the medical field,  
especially in the performance assessment of emerging diagnostic methods against a gold 
standard. In this scenario, the number of normal and target patients, i.e., the ground truth, is 
known a priori, based on the gold standard and therefore, it is possible to express the ROC curve 
components as probabilities. A standard ROC curve illustrates the relationship between 
sensitivities and specificities across a range of decision thresholds. The term ‘sensitivity’ is 
analogous to the true detection rate and is expressed as the relative number of correct diagnoses. 
Similarly, the term ‘specificity’ expresses the relative number of normals correctly categorized by 
the method and is numerically equal to 1-false alarm probability (Figure 1). The area under the 
ROC curve (AUC) predicts the accuracy of the diagnostic method in segregating the target 
population from the normals.
1
 Transitioning ROC analysis as an evaluation tool into the imaging 
domain proved unfeasible. This was due to the inherent difficulty in quantifying the normals 
(non-targets) and background in images. 
 
Free-response receiver operating characteristic (FROC) curves are widely used for evaluating the 
performance of target detection and recognition algorithms.
2
 The FROC curve can be considered 
a generalization of the ROC curve, where the false detection rate is expressed as the average 
number of FP per image or area rather than as a probability value. Therefore, the generation of a 
FROC curve involves analyzing a large number of test images and this makes the overall  
procedure time consuming. A current FROC algorithm estimates the true detection and false 
  
 
        Fig. 1. The ROC curve components (sensitivity and 1-specifictiy) are obtained by computing the number 
of TP and FP classified at each decision threshold. Sensitivity is defined as the ratio of correctly detected 
targets (TP) to the total number of targets (TP + FN) and is also known as true detection rate. Specificity or 
1-false detection rate is the ratio of number of non-targets correctly rejected (TN) by the detection 
algorithm at a given threshold to the total number of non-targets (TN+FP) in an image. 
 
alarm rates for a selected range of thresholds by considering the response obtained across the 
target and pre-defined non-target locations.
3
 Consequently, the results of these algorithms vary 
based on the selective classification of non-targets from an image. Other developed FROC 
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algorithms incorporate centroid calculations followed by a distance-based criterion to determine 
the true positives (TP), false negatives (FN) and FP from the detected regions.
4
 However, these 
algorithms are biased, owing to their inability to quantify the total TN. 
 
 
2. METHOD 
 
We have developed a new ROC approach that reduces the time constraint of the FROC 
algorithms and also provides an unbiased evaluation of a detection algorithm’s performance. The 
unbiased evaluation is achieved by quantifying the TN, which in our case is the entire image 
excluding the targets. The entire test image is divided into squares of uniform size. By excluding 
the grid squares corresponding to the target locations, the total number of TN grid squares is 
determined. Estimation of the TN allows the abscissa of the ROC curve to be expressed as a 
probability instead of in arbitrary units. The operating points on the ROC curve are generated 
under fixed decision thresholds for all detection algorithms. This is achieved by representing the 
output or response plane (RP) of the image algorithms with grayscale values from 0 to 255, where 
0 and 255 indicate the least and maximum probability of locating a target, respectively. The ROC 
algorithm computes the sensitivities and specificities across these grayscale values that serve as 
the decision thresholds. 
 
A basic requirement for the performance evaluation of any detection algorithm is the a priori 
information regarding the target locations (ground truth) in the test images. Therefore, a graphical 
user interface (GUI) was developed to locate the target positions in the test images (Figure 2). 
 
 
 
 
Fig. 2. A graphical user interface allows the user to define ground truth by manually selecting target locations in the 
given input image. The user selects 1) the center of the target and 2) a radial point outside but close to the target. The 
distance between these selected points allows a good approximation of the target size. The target coordinates, target 
size and image size information are stored. 
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 Data regarding the image size, target types and target location coordinates for a test image are 
saved by the GUI under a unique filename. This allows the ROC algorithm to evaluate the RP of  
a detection algorithm without assessing the corresponding input image. The first step of the ROC 
algorithm is to create a size-equivalent template of the test image and then divide the template 
into uniform grid squares. Each of these grid squares is separated by boundaries of fixed pixel 
width. The grid squares correspond to the background, non-target and target objects in the input 
image. The areas of the grid squares overlaying the target locations are removed to form the  
TN template image representing only the background and non-target objects (Figure 3A). The 
algorithm also creates the TP template image, where the target locations are represented by grid 
squares of size corresponding to the target type (Figure 3B).  
 
Thresholding the RP from 0 to 255 preserves responses greater than or equal to the threshold 
value (Figure 4A and 4B). The remaining candidate regions correspond to the targets (TP) or non-
targets (FP) and are considered in the computation of the threshold-dependent sensitivity and 
specificity. Square masks are centered at the local maxima of the candidate regions (Figure 5A). 
Depending upon the candidate region area, the square masks may or may not cover the entire 
region of interest (ROI). Unmasked areas are removed, thereby minimizing localization errors. 
The masked areas are used in all subsequent computations.  
 
Based on the overlap between the final thresholded RP and the TP template, the number of 
detected targets and the sensitivity at the given threshold were determined (Figure 5A). The ROIs 
that contributed to the sensitivity calculations were removed from the RP (Figure 5B). The 
remaining ROIs, i.e., the FP, are counted by considering the overlap between the TN template 
image and the RP (Figure 6A). Specificity was computed based on the counted FP and the total 
number of TN grid squares (Figure 6B). The threshold was incrementally increased from 0 to 255 
and ROC curve components were computed at each threshold. Finally, the ROC curve was 
generated by plotting the sensitivities and 1-specificities across grayscale thresholds and the AUC 
was computed using the trapezoidal rule of integration.  
 
 
        
          A.                                                   B. 
 
Fig. 3. Based on the image size information, the ROC algorithm creates a template with uniform grid squares. The grid 
squares form the number of non-targets, including the background in a given scene. A) The area of a grid square 
overlaying a target is ignored (turned ‘off’) for computation of false positives, thereby creating the TN template. B) The 
image with square masks of appropriate size at target locations forms the TP template image. 
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The ROC algorithm’s performance to select the optimum parameter combination for one of our 
detection algorithms was validated by providing the RPs generated under three different 
parameter combinations of ten images as inputs.  
 
 
       
         A.                                                                                                 B. 
 
Fig. 4. The ROC curves obtained using the RP of different detection algorithms can be compared only if the operating 
points on the curves correspond to constant decision thresholds. A) As a result, a grayscale RP output is created for 
each detection algorithm with thresholds ranging from 0 to 255 values. B) The RP is thresholded at each grayscale 
value to obtain the necessary points on the ROC curve. The ROIs on the thresholded RP correspond to either the 
detected targets or the wrongly classified non-targets at a specific decision threshold (here the grayscale threshold is 
200).  
 
 
 
            
          A.                                                                                                 B.  
 
Fig. 5. Square masks with the local maxima of the ROIs as centers are superimposed on the thresholded RP (Figure 
4B). Localization error is reduced by neglecting the area of ROIs not overlapped by the square masks. A) By 
overlapping the thresholded RP with the TP template image, the number of targets detected is computed. Here a given 
threshold value of 200 results in 100% sensitivity. B) The RP ROIs that have overlap with the target locations are 
removed and not considered for false positive calculation.  
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         A.                                                                                                  B.  
 
Fig. 6. A) The overlap between the square ROIs, remaining after the sensitivity calculation, and the TN template image 
corresponds to the number of non-targets wrongly classified (FP) by the algorithm at that specific threshold. B) Based 
on these overlaps, the FP image is obtained using a sequence of morphological operations. The remaining true 
negatives (grid squares) are calculated by computing the complement of the FP image. Since there are remaining FP at 
threshold of 200, the specificity is less than 100%.  
 
Each image had different background (terrain) and targets at various orientations. The detection 
algorithm searches for frequency information that corresponds to target edges.
5  
The three 
parameter combinations, say I, II and III, were achieved by changing the band pass filter cut-off 
frequencies, processed block size and amplitude threshold of the Fourier peak. The sensitivities 
and specificities of the ten images were averaged across the decision thresholds to obtain the 
ROC curve for each parameter combination. For testing, individual parameter values were set 
such that parameter combination I outperformed II and III. Analysis of variance (ANOVA) was 
used to compare the AUCs obtained across the parameter settings at 95% confidence interval 
(CI).  
 
3. RESULTS AND DISCUSSION 
 
In this paper, an attempt has been made to adapt traditional ROC methods to evaluate the 
performance of detection algorithms. The assessment approach is presumably less time-
consuming and unbiased compared to currently used evaluation algorithms that involve  
estimation of FP to generate the FROC curve.
2,.3 
The ROC algorithm is automated and can be 
used to evaluate the output of different feature-finding algorithms for images obtained from a 
single or multiple imaging modalities. 
 
The ROC algorithm was successful in selecting the best possible parameter combination for the 
one detection algorithm. The AUC of 0.8, 0.5 and 0.3, obtained for parameter settings I, II and 
III, respectively were significantly different (p<0.001); thus confirming design expectations 
(Figure 7A). Although the pilot study shows promising results, we will further validate our 
algorithm by using RPs generated by multiple detection algorithms. As other algorithms may 
yield broadened,
6
 noisy or discontinuous responses, it is possible that the square masks used in 
the ROC algorithm would underestimate the ROI area, mainly at low thresholds. In such cases, 
instead of square masks, masks that better estimate the shape and size of the ROIs will be 
employed to accurately compute the FP. 
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Further modifications are required to handle the issue of partial grid squares that result when the 
image matrix dimensions are not evenly divisible by the grid square size. Currently, the template 
image at these areas is represented by grids of a smaller size compared to remaining area. These 
partial grid squares should be weighted differently while computing the total TN due to their 
reduced area contribution to the overall TN template image.  
 
Discrepancies in the ROC curve are observed due to the varying number of RP ROIs at each 
threshold. Generally, the underlying distribution of the RP is considered constant; when 
increasing the threshold, the number of ROIs will decrease and vice-versa. In our algorithm, the 
number of RP ROIs will either increase or decrease depending on the grayscale threshold and this 
behavior is not predictable. Additionally, due to discrete decision thresholds, in some cases a 
change in threshold is only reflected by change in specificity, and not in sensitivity (Figure 7B). 
Other times the sensitivity alone is affected whereas the specificity remains constant. This gives 
rise to multiple specificities at a single sensitivity and multiple sensitivities at a single specificity. 
To overcome these discrepancies, vertical and/or horizontal averaging of the specific data points 
is performed prior to AUC computation.
7 
 
 
           A.                                                                                                  B. 
 
Fig. 7. A) The area under the ROC curves (AUC) for the three parameter combinations (I, II and III) of the detection 
algorithm are 0.8, 0.5 and 0.3, respectively. The sensitivities and specificities corresponding to the RP of ten images are 
averaged across the decision thresholds to obtain a ROC curve per parameter combination. The AUCs are significantly 
different (at 95% CI) and the respective values are in agreement with our design expectations. B) The RP consists of 
ROIs of values in the range of 0-255. Since discrete thresholds are used, the number of ROIs in the thresholded RP 
changes to affect the specificity but not the sensitivity (with respect to the adjacent thresholds) or vice-versa. This 
discrepancy was overcome by averaging the multiple sensitivities at a given specificity and/or multiple specificities at a 
given sensitivity.  
 
The choice of the TN grid square size determines whether or not the specificities obtained across 
the range of decision thresholds are true estimates of the actual underlying specificities. Dividing 
the template into smaller grid squares overestimates the specificities and, conversely, larger grid 
squares underestimate specificities. Therefore, an optimal grid square size must be chosen such 
that the computed specificities reflect the change in RP as a function of the decision thresholds. 
Based on preliminary experiments, it was observed that the optimal grid square size depends on 
image size. Therefore, to estimate the optimum grid  square size for the test images of size 900 
pixels x 1000 pixels used for validating the ROC algorithm, specificities across a range of 
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grayscale thresholds  (100-190) were computed using different grid square sizes (side equal to 60-
160 pixels). 
 
For square grids with sides from 60 to 100 pixels, a change in specificity (50%-80%) was 
observed for the selected threshold range (Figure 8). Overlapping specificities in the range of 
20%-40% were obtained for larger grid squares (with sides equal to 120-160 pixels) across the 
selected decision thresholds. Based on these observations, the template was divided into grid 
squares with an intermediate pixel length (70 pixels) and was kept constant for each of the three 
parameter settings in the ROC algorithm assessment. Due to the inherent dependency of 
specifities on the grid square size, a meaningful comparison between different algorithms can be 
made only by computing the AUCs under a constant grid square size, and this principle will be 
followed in our future work in evaluating all detection algorithms.  
 
The ROC algorithm has been designed with an aim to evaluate the performance of our automated 
target detection system that combines the RPs of various detection algorithms, thereby improving 
the overall detectibility by the system. The performance of the individual algorithms and also 
their combined response will be validated using the ROC algorithm on a large set of test images. 
The ROC algorithm will also be employed to select the parameter combination that provides the 
maximum AUC for a particular detection algorithm.  
 
 
 
Fig. 8. Dividing the TN template image into smaller or larger grid squares would overestimate or underestimate the 
underlying specificities across the decision thresholds. Therefore, the TN grid size should be selected such that the 
change in threshold is reflected as a change in specificity. Here, for a given image of size 900 pixels x 1000 pixels, it 
was observed that grid square sizes of side 60 to 100 pixels, yielded specificities varying with thresholds (100 to 190) 
as compared to grid square sizes greater than 100 that lead to overlapping specificities.  
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D.2. Journal of Artificial Intelligence Research (JAIR) publication 
This manuscript details the procedures for parameter optimization of feature-detection 
algorithms using our ROC algorithm. The potential benefit of the analysis in determining 
inherent dependencies amongst algorithm and its role in classifier selection for any ATD 
system is highlighted and validated through experimental results. 
A novel receiver operating characteristic (ROC) algorithm for 
performance evaluation of automated target detection (ATD) 
systems 
Abstract 
Receiver operator characteristic (ROC) analysis is an emerging automated target recognition 
system performance assessment tool.  The ROC metric, area under the curve (AUC), is a 
universally accepted measure of classifying accuracy. Historically, evaluation methods have 
excluded the background, and only a few spoof objects likely to be considered as a hit by 
candidate classifiers were a priori demarcated as true negatives. This can potentially exaggerate 
the detection algorithm’s performance. Our ROC-like approach provides an unbiased evaluation 
of a classifier’s performance in less time than current free-ROC algorithms. Designed to evaluate 
any classifier’s output that can be represented spatially as a response plane (RP) containing 
values that correspond to probability of locating a target, the ROC algorithm divides the entire 
image into appropriately-sized mutually exclusive true positive target and true negative 
background grid squares. Based on the overlap of the thresholded RP with the ground truth 
image, the sensitivity and specificity at a given decision threshold (grayscale value) are 
computed. The ROC algorithm can subsequently be used to optimize the parameters of various 
classifiers. Additionally, we evaluate the efficacy of using the area under the ROC curve to predict 
the degree of dependency between classifiers. 
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Keywords: Automated target detection, ROC analysis, Pattern recognition, Classifier evaluation, 
Classifier selection  
1. Introduction 
The convergence of imaging technologies across multidisciplinary fields has bridged the 
gap between computer-aided detection (CAD),1 automated target detection (ATD)2 and 
pattern recognition3 (PR) systems. All of these systems share the common goals of 
detection, localization and recognition of ROIs such as tumors and lesions, military 
targets, or patterns. To achieve these goals, the systems use similar image acquisition, 
noise reduction and image enhancement principles. Likewise, simple and universal 
feature-extraction algorithms can simultaneously promote the development of many 
detection systems. Feature-finding algorithms that are commonly used across different 
detection tasks extract shape-based (solidity, convex hull,4 Fourier descriptors,5 etc.), 
size-based4 (area, perimeter, etc.), statistical-based (variance, gradient, contrast, 
entropy, moments, etc.) or texture-based 6 (coarseness, regularity, line-likeness, etc.) 
signatures from desired ROIs. These algorithms are considered primary algorithms 
because their results are further processed by algorithms such as neural networks,5 k-
nearest neighbor7 and support vector machines,8 that finally classify a given ROI. The 
performance of these classifiers is highly dependent on the performance of the 
underlying feature-finding algorithms. Here, the term ‘classifier’ represents a combination 
or fusion of more than one feature-finding algorithm. Therefore, an overall increase in 
system performance can be achieved by fine tuning the primary algorithms with respect 
to different detection tasks for specific target sets.  
The true detection rate, or sensitivity, can be improved by lowering the threshold of a 
given algorithm such that it correctly detects all ROIs. In these scenarios, even though 
all the targets in an image are detected by the system, background objects that have 
some features in common with the targets are also falsely identified as targets (false 
positives (FP)). As a result, we obtain a high sensitivity at the cost of a high false 
detection rate (1 - specificity). This trade-off between sensitivity and specificity is one of 
the major challenges in developing high performance algorithms.  
Traditionally, algorithms were first developed to provide a high sensitivity, for example in 
the medical field1 to detect cancer cells or screen patients with illness, in the military 
arena9 to detect missiles or landmines, and even in the PR field to detect new patterns 
or symbols3. A subsequent emphasis on high accuracy (correctly rejecting the FP while 
correctly detecting all true positives (TP)) ensued. More recently, the tuning of sensitivity 
and specificity has been tied to additional parameters, including the risk and benefit 
associated with missing a target or falsely detecting a non-target, that facilitates the 
setting of a classifier threshold.10 Ideally, we want algorithms that provide us high 
sensitivity, high specificity, and high benefit with the least risk (minimum cost). Since an 
ideal algorithm does not exist, the task is to optimize these factors to obtain close to 
ideal performance. As each of these factors is application-dependent and, the desired 
outcome must be defined, e.g., it may be more important to correctly identify patients 
within a population who have a certain contagious disease, than to misclassify patients 
who do not have the disease. This decision will vary depending on the risk and benefit 
associated with the correct classification of the TP versus misclassification of the 
normals or true negatives (TN).11 In a war scenario, it may be more important to save 
innocent lives (i.e., reject FP) than to destroy enemy artillery (i.e., detect TP) unless 
decided otherwise based on a risk versus benefit analysis.10 In the light of the above 
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discussion, the fundamental aim of a detection task would be to evaluate algorithms 
based on these trade-offs to achieve the highest possible performance.  
The standard evaluation metric used in PR problems computes the accuracy based on 
the overall correct and incorrect outcomes.12 Here, information regarding the 
performance in terms of sensitivity or specificity is not considered, and an algorithm’s 
performance can be overrated in spite of missing crucial targets. This scenario worsens 
when the training images contain few targets. Therefore, an evaluation metric based 
solely on the algorithm’s overall classification accuracy fails to capture the true 
performance of the system.3,12 
ROC analysis allows an algorithm’s performance to be expressed in terms of both 
sensitivity and specificity. The ROC curve represents system performance by pairs of 
specificities (percentage of correctly rejected TN samples) and sensitivities (percentage 
of correctly detected TP samples) plotted at all possible decision (classification) 
thresholds (Figure 1).13 The thresholds that provide sensitivity/specificity greater than a 
user-defined requirement can then be identified, or this information can be collapsed to 
form the ROC AUC metric, a single numerical value that indicates the likelihood of the 
algorithm to correctly classify a target sample as opposed to a non-target (TN) sample, 
over the entire range of decision/classification thresholds.14 
 
Figure 1. Definition and calculation of ROC curve components (sensitivity and 1-specifictiy). 
Sensitivity is defined as the ratio of correctly detected targets (TP) to the total number of targets 
(TP + FN) and is also known as true detection rate. Specificity or 1-false detection rate is the ratio 
of number of non-targets correctly rejected (TN) by the detection algorithm at a given threshold to 
the total number of non-targets (TN+FP) in an image. The ROC curve components are computed 
at each decision threshold.  
 
Applying ROC analysis to a PR problem is simple since each input sample is either a TP 
or a TN. However, its application becomes complicated when both targets and 
background/non-targets are present in a given sample (image). This scenario is more 
likely in the CAD and ATD domains, where we have both targets (lesions/military target 
objects) and non-targets (benign tissue/friendly objects) in the training and test 
images.14,15 Due to the inherent difficulty in quantifying the TN in an image, which in 
CAD/ATD scenarios comprises the entire image excluding the targets, FROC algorithms 
have been used as an alternative evaluation tool.14 FROC analysis expresses the false 
detection rate in terms of the average number of FP per image, rather than a ratio of FP 
to the total number of TN in an image. However, expressing the false detection rate in 
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terms of the average number of FP per image can still incorrectly convey system 
performance due to ignoring the variation in the areas occupied by the resultant FP in a 
given scene Also, to accurately calculate the average number of FP per image, the 
investigator must analyze a large number of images, which adds to the overall 
processing time. Additionally, there are only a few curve fitting methods15 and statistical 
tools16 that have been validated to compare different FROC curves. To overcome the 
several drawbacks of the traditional 1D ROC and 2D FROC algorithms, there is a 
growing need to develop modified ROC-like assessment tool for 2D ATD system 
performance analysis.17 
In this paper, we introduce a new approach to evaluate detection algorithms that is 
unbiased and less time-intensive than current FROC algorithms. Our ROC algorithm 
exploits two assumptions valid in the CAD and ATD domains: 1) The number of detected 
regions in a given image is significantly smaller than the number of pixels in that image; 
and 2) The image can be divided into grid squares or cells where the number and size of 
the detected regions are less than those of the grid squares.  
2. Method 
The unbiased evaluation of a detection algorithm’s (or classifier’s) performance is 
achieved by quantifying the TN in an image, which in all CAD/ATD scenarios is the 
entire image excluding the targets. Here, the algorithm divides the entire test image into 
squares of uniform size. By excluding the grid squares corresponding to the target 
locations, the total number of TN grid squares is determined. Estimation of the TN allows 
the abscissa of the ROC curve to be expressed as a probability instead of in arbitrary 
units. The operating points on the ROC curve are generated under fixed decision 
thresholds for all detection algorithms. This is achieved by representing the resulting 
output, which we term a response plane (RP), with grayscale values from 0 to 255 that 
indicate the least to maximum probability of target presence. Our algorithm then 
computes the sensitivities and specificities across these grayscale values that serve as 
the decision thresholds to generate the ROC curve and calculate the AUC metric. 
2.1. Ground truth 
The basic requirement for the performance evaluation of any detection algorithm is the a 
priori information regarding the actual target locations (ground truth) in the test images. 
Consequently, a graphical user interface (GUI) was first developed to locate the target 
positions in the test images (Figure 2). Data regarding the image size, target types and 
target location coordinates for each test image are saved under a unique filename that 
allows the ROC algorithm to evaluate the RP of any detection algorithm without 
repeatedly assessing the corresponding input image. The first step of the ROC algorithm 
is to create a size-equivalent template of the test image and then divide the template into 
uniform grid squares. Each of these grid squares is separated by boundaries of fixed 
pixel width (nominally one pixel). The grid squares correspond to the background, non-
target and target objects in the input image. Fractional areas of the grid squares 
overlaying the targets of various types and sizes are removed, i.e., the corresponding 
pixels are given a zero (turned ‘off’), to form the TN template image that represents the 
background and non-target regions (Figure 3a). Its inverse becomes the TP template 
image (Figure 3b).  
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Figure 2. User interface to define ground truth. A graphical interface allows the user to manually 
select target locations in the given input image. By selecting  1) the center of the target and 2) a 
radial point outside but close to the target, the approximate target size is returned and stored 
along with the its coordinates.  
 
 
         a.                                                b. 
Figure 3. Formation of TP and TN template images. Based on the image and target size, the 
ROC algorithm creates a template with uniform grid squares. The grid squares form the number 
of non-targets, including the background in a given scene. a) The area of a grid square overlaying 
a target is ignored (turned ‘off’) for computation of FP, thereby creating the TN template. b) The 
image with appropriately-sized masks at target locations forms the TP template image. 
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2.2. Evaluation 
Thresholding the RP from 0 to 255 preserves responses greater than or equal to the 
threshold value (Figure 4a and 4b). The remaining candidate regions correspond to the 
targets (TP) or non-targets (FP) and are considered in the computation of the threshold-
dependent sensitivity and specificity. Square masks corresponding to the predicted size 
of the target are centered at the local maxima of the candidate regions (Figure 5a). 
Depending upon the candidate region area, the square masks may or may not cover the 
entire area. Unmasked areas are removed, thereby minimizing localization errors. The 
masked areas become the ROIs that are evaluated in subsequent computations. Based 
on the overlap between the final thresholded RP and the TP template, the number of 
detected targets is used to determine sensitivity at the given threshold (Figure 5a). The 
ROIs that contribute to the sensitivity calculations are then removed from the RP (Figure 
5b), and the remaining ROIs (the FP) are used, along with the total number of TN grid 
squares, to calculate specificity (Figure 6). Our approach estimates the TP or FP by 
accounting for the multiple overlaps of the TP and TN grid squares with ROIs only once. 
This avoids the exaggeration of sensitivity and false detection rate. The threshold is 
incrementally increased from 0 to 255 and the ROC curve is generated by plotting the 
sensitivity versus 1-specificity at each grayscale threshold (Figure 7). The AUC value is 
then computed using the trapezoidal rule of integration.  
 
 
    a.                                                                                                 b. 
Figure 4. RP output of a given detection algorithm with circled regions indicating targets
24
. The 
ROC curves obtained using the RP of different detection algorithms can be compared only if the 
operating points on the curves correspond to constant decision thresholds. As a result, a) a 
grayscale RP is created at each threshold ranging from 0 to 255. b)  Thresholding the RP at each 
grayscale value (here at a value of 200) yields ROI that correspond to either the detected targets 
or the incorrectly classified non-targets at a specific decision threshold.  
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       a.                                                                                                b.  
Figure 5. TP calculation at a given decision threshold. Square masks centered on ROI maxima 
are superimposed on the thresholded RP (Figure 4b). Localization error is reduced by neglecting 
the area of ROI not overlapped by the masks. a) The number of detected targets is computed by 
overlapping the thresholded RP with the TP template image. The threshold here results in 100% 
sensitivity. b) The RP ROI that overlap target locations are removed and are not considered in FP 
calculations.  
 
 
 a.                                                                                               b.  
Figure 6. FP calculation at a given threshold. a) The overlap between the ROI remaining after the 
sensitivity calculation and the TN template image corresponds to the number of non-targets 
incorrectly classified (FP) by the algorithm at that specific threshold. b) Based on this overlap, the 
FP image is obtained using a sequence of morphological operations. The complement of the FP 
image returns the number of TN (grid squares). At this particular threshold, FP remain, so the 
specificity is less than 100%.  
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Figure 7. Generation of the ROC curve across discrete decision thresholds. The RP consists of 
ROI ranging in values from 0-255. Since discrete thresholds are used, the number of ROI in the 
thresholded RP changes to affect the specificity but not the sensitivity (with respect to the 
adjacent thresholds) or vice-versa. This discrepancy was overcome by averaging the multiple 
sensitivities at a given specificity and/or multiple specificities at a given sensitivity
13. 
 
2.3. Implementation  
The goal of our project is to develop an ATD system that combines the output of multiple 
detection algorithms to improve the overall system detectibility. The proposed algorithm 
will be used to evaluate existing or new algorithms prior for inclusion in the ATD system. 
To this end, we have developed several detection algorithms to detect different 
signatures from target ROIs wherein each algorithm provides a 0-255 grayscale RP 
ranging for a given input image. Since ATD/automated target recognition (ATR) images 
are acquired under widely varying imaging conditions, including illumination, 
background, noise, clutter, camouflage, etc., it is crucial to optimize detection algorithm 
parameters that improve the algorithm’s sensitivity while returning an acceptable number 
of FPs over a broad set of evaluation images. Our ROC tool is used to analyze the RPs 
generated by a given detection algorithm for various parameter combinations and select 
the best settings for a given algorithm. Further, based on the results of the ROC 
algorithm it is possible to identify parameters and their ranges that have the largest 
effects on the detection algorithm’s output. 
A preliminary study analyzed the ability of our ROC method to select the best parameter 
combinations for a set of algorithms in our ATD system17. The RPs generated under 
three different parameter combinations for a frequency-based detection algorithm were 
first assessed.18 Parameters such as the processing block size, the band pass cut-off 
frequencies and the Fourier peak amplitude threshold value were varied to obtain three 
different combinations. The three combinations were designed such that visually 
comparing the respective RPs to the ground truth allowed their performance to be 
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classified as poor (only FPs detected), intermediate (FPs and few TPs detected) and 
good (TPs and few FPs detected). Our ROC algorithm was successful in assigning the 
highest AUC value to the parameter combination that was designed to outperform the 
other two combinations. Encouraged by the success of this study, the method has been 
used to optimize the frequency-based detection algorithm with respect to nine different 
parameter combinations. The method evaluates the RP obtained across each parameter 
setting for 18 evaluation images of varying light conditions, backgrounds (terrain) and 
targets at various orientations. Designed to determine if the range of peak threshold 
values selected have an appreciable effect on detection output, the study evaluates nine 
combinations of Fourier peak amplitude thresholds over two subsequent passes through 
a given evaluation image (Table 1). The processing block size and the cut-off 
frequencies are kept constant for both runs.18 Subsequently, the sensitivities and 
specificities of the 18 images are averaged across the decision thresholds to obtain the 
ROC curve for each parameter combination. Similarly, parameter optimization is 
performed on the same set of 18 images for the edge-based and variance-based 
detection algorithms that are part of our ATD system. Finally, the RPs of the optimized 
detection algorithms are combined using a decision-level fusion model based on three 
schemes: the Dempster-Shafer theory (DST) of evidence19, an average Bayesian 
classifier and majority voting. The DST-based decision-level fusion model accounts for 
the conflicts and redundancies between different detection algorithms. 
Table 1. Parameter combinations considered for the ROC evaluation of the frequency-based 
detection algorithm
18
. The ATR images given as an input to the detection algorithm are acquired 
under different imaging and environmental conditions, requiring the detection algorithm to be 
optimized to efficiently detect the targets under all possible conditions. As an example, the 
thresholds for defining potential target regions were systematically varied, and the resulting AUC 
values identify the optimal parameter combination.  
 
Parameter 
combination 
number 
 
Number of 
images 
 
Fourier peak threshold 
(first pass) 
 
Fourier peak threshold  
(second pass) 
 
Average 
AUC 
1 18 12000   50000 0.75 
2 18 12000 100000 0.86 
3 18 12000 150000 0.81 
4 18 12000 200000 0.79 
5 18 15000   50000 0.76 
6 18 15000 100000 0.92 
7 18 15000 150000 0.82 
8 18 15000 200000 0.80 
9 18 18000   50000 0.78 
10 18 18000 100000 0.88 
11 18 18000 150000 0.83 
12 18 18000 200000 0.79 
 
Compared to other combination schemes, the DST-based model20 allows classification 
of a given ROI as a non-target, target or ignorant based on the degree of support 
generated across each class The average Bayesian classifier and majority voting 
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schemes are comparatively less versatile in handling the redundant or complementary 
nature of algorithms, but the associated reduction in computational complexity makes 
them the preferred choices when quick decisions regarding the presence or absence of 
targets are required. 
3. Results and Discussion 
We have modified traditional ROC methods to assess the performance of image-based 
detection algorithms. Compared to current evaluation algorithms that generate a FROC 
curve based on the estimation of FP in an image, the developed approach is unbiased 
and more computationally efficient. Like other approaches,11,14 our ROC algorithm is 
automated and is capable of evaluating the output of various feature-finding algorithms 
for images obtained from single or multiple imaging modalities, The developed algorithm 
can be easily modified to analyze ATD algorithms’ output values which are not 
necessarily limited to 0-255 grayscale values. However, a meaningful performance 
comparison between various ATD systems is possible only if their detection algorithm 
output ranges are comparable.  
3.1. Parameter optimization 
All detection algorithms have key parameters that can be tuned to efficiently detect all 
targets and reduce the FPs in a given image. The identification of these key parameters 
and their range of values is not possible during algorithm development as it is general 
not a single parameter, but the interplay of parameters that governs performance. 
Consequently, it is important to perform ROC analysis on the RPs of algorithms by 
varying the values of key and other secondary parameters. For optimizing the Fourier-
based detection algorithm, the highest average AUC value (0.92) was obtained for 
parameter combination VI; other parameter combinations whose average AUC values 
ranged from 0.75-0.89.  Based on an analysis of variance (ANOVA) test at 95% 
confidence interval (CI), the AUC values obtained across different parameter settings 
were significantly different (p < 0.05) (Figure 8). This analysis confirms that the range of 
peak amplitude thresholds selected for the first and second pass at constant band pass 
cut-off frequencies and a given ROI block processing size do have a significant effect on 
the detection output. Additionally, for the edge-based detection algorithm, the optimal 
sigma value of the low-pass filters and number of band pass filters required were 
determined and, for the variance-based detection algorithm, the optimal block 
processing size was determined.   
3.2. AUC value as a predictor of dependency between algorithms 
The RPs of the optimized individual algorithms were combined to improve the reliability 
and robustness of our ATD system. This improvement can be achieved only when the 
underlying detection algorithms are diverse in nature21 but no standard metric has been 
developed to estimate the diversity between algorithms.22 
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Figure 8. The ROC-evaluated results for the RP generated by the frequency-based detection 
algorithm under 12 different parameter settings (Table 1). An average AUC value of 0.92 (±0.08) 
for combination 6 was significantly different at 95% CI (p < 0.05).  
 
Conventionally, the individual algorithms that are combined are simply assumed to be 
independent.23 Based on this assumption, we expect a higher AUC value for the 
combined RP than for the individual RPs. Therefore, significant improvement in the 
combined AUC value indicates the orthogonal nature of the individual algorithms. For 
example, in a pilot study, only 11 out of 26 child classifiers (for parent algorithms: area 
(A)-, contrast (C)-, edge (E)-, solidity (S)- and variance (V)-based detection algorithms) 
provided an average AUC value greater than 0.80 across 20 input images. These 
classifiers were combined using Dempster-Shafer theory (DST)-based fusion scheme. 
Here, a classifier formed by combining more than one (parent) algorithm is called as a 
‘child classifier’. The remaining 15 classifiers provided an average ROC-AUC value 
between 0.70 and 0.80 (Figure 9). The average ROC-AUC values of the five parent 
algorithms were 0.64 ± 0.05 for the same set of input images; the improvement in 
classifiers’ ROC-AUC values is determined by the dependency between constituent 
algorithms. In this sense, ROC analysis (which is considered the gold standard for 
assessment of classifier performance) can also indirectly estimate the dependency 
between the parent algorithms (or classifiers). Consequently, the potential of ROC 
analysis to predict the degree of dependency between different algorithms can be used 
in the future for selection of new algorithms or removal of existing algorithms from the 
ATD system.  
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Figure 9. 26 child classifiers were formed by combining five parent algorithms (area (A)-, contrast 
(C)-, edge (E)-, solidity (S)-, variance (V)-based algorithms). Depending on the diversity between 
algorithms in classifying targets and non-targets, the performance of the resultant classifiers 
varied. Of 26 candidate classifiers, 11 classifiers provided a high AUC value (> 0.80). All child 
classifiers (average ROC-AUC value = 0.79 ± 0.03) performed better than their corresponding 
parent algorithms (average ROC-AUC value = 0.64 ± 0.04). 
 
3.3. Other considerations and future work 
Unique challenges arise in the evaluation of image-based detection systems. For most 
medical diagnostic tests, such as blood pressure or bone mineral density assessment, a 
change in the threshold value simply reclassifies some patients from subthreshold to 
suprathreshold or vice versa; the total number of patients considered in the analysis 
remains constant. In comparison, for imaging-based systems that generate two-
dimensional RP surfaces to be analyzed by defining ROIs as groups of eight-connected 
pixels, a fluctuating number of RP ROIs exist at each threshold. ROIs unpredictably 
merge or break apart as the threshold changes and this causes discrepancies in the 
ROC curve. The observance of multiple specificities at a single sensitivity and multiple 
sensitivities at a single specificity occur as a result of the discrete nature of the decision 
thresholds (Figure 7). To overcome these discrepancies, vertical and/or horizontal 
averaging of the specific data points was performed prior to AUC computation.13 This 
effect exists only for the output of detection algorithms that perform pixel-level 
processing as opposed to feature-level processing. In the latter case, all pixels within a 
given feature (ROI) have the same grayscale value. Therefore it is unnecessary to 
compute the ROIs’ local maxima. Instead, the sensitivity and specificity are calculated 
only from the overlap between the candidate ROIs and TP/TN grid squares at different 
decision thresholds.  
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The choice of the TN grid square size plays a critical role in determining whether the 
specificities obtained across the range of decision thresholds are true estimates of the 
actual underlying specificities. Dividing the template into smaller or larger grid squares 
overestimates or underestimates the specificities. As a result, an optimal grid square 
size must be selected such that the computed specificities are representative of the 
variation in RPs as a function of the decision thresholds. The selection of an optimal grid 
square size is dependent on the image size as well as the target size. For evaluation of 
our ATD imagery, the grid square length of 80 pixels was determined as optimum with 
respect to the 18 evaluation images of size 1500 x 1000 pixels17 and all parameter 
optimization and comparative evaluations were performed under this constant grid 
square size. In practice, the ideal grid square size should be determined by similarly 
evaluating a set of test images prior to performing comparative studies between ATD 
systems. 
Depending on the broadness of a response provided by an ATD algorithm it is possible 
that the square masks used to localize the response could underestimate the ROI area 
mainly at low thresholds. In such cases, to more accurately compute the FP, the ROI 
algorithm should be modified to replace square masks with masks that better estimate 
the shape and size of the ROI. The outputs of some algorithms provide broad24 and 
continuous responses, especially at very low thresholds (grayscale value < 30) such that 
the response occupies a large fraction of the total image. The broad and continuous 
candidate ROIs that are formed at low thresholds have multiple local maximas, and the 
task of overlaying masks on each of the local maxima within a given ROI adds to the 
overall computation time. Therefore, to reduce the computation time in processing the 
RPs that exhibit a response in over 70% of the image, the specificity and sensitivity 
corresponding to those thresholds are automatically set to 0 and 1, respectively, and the 
threshold is incremented without further consideration of that RP.  
Currently, the developed method does not account for the generation of partial grid 
squares that arise when an image matrix dimension is indivisible into even number of 
grid squares of a given size. These partial grid squares have a smaller size than the 
remaining grid squares within the template image and are assumed to contribute equally 
in the TN/FP computation as a complete grid square. One option is to ignore these 
regions. Alternatively, weighting these partial grid squares as fractions of a complete grid 
square would result in a more unbiased estimation of the TN area. 
Our algorithm can be modified to acquire a 3D ROC curve by considering the range of 
soft decision thresholds provided by any detection algorithm that allow us to classify 
detected ROIs into more than two categories. Currently, the ROC algorithm can provide 
a 2D ROC curve at each of the soft decision thresholds applied to the DST-based output 
of a detection algorithm. The classification of an ROI into target, non-target or ignorant 
class is obtained directly using the DST-based model. Depending on the selection of the 
soft decision threshold applied across the belief function of the ignorant class20, the 
subsequent classification of an ROI as target, non-target or ignortant will vary, thus 
providing a sequence of 2D ROC curves along a range of soft decision thresholds. An 
extension of the algorithm to provide a 3D ROC metric (volume under surface) 
equivalent to the AUC value of a 2D ROC curve is underway. 
4. Conclusions 
In this paper, the potential of our ROC-like algorithm in evaluating ATD systems 
discussed. The algorithm is designed to provide an unbiased estimation of the FPs in 
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less time than traditional ROC and FROC algorithms and thereby, promises to be a 
more appropriate method of comparing ATD systems under a constant grid square size. 
The use of a ROC metric to predict dependency between algorithms (or classifiers) 
provides insight on the efficient development/selection of classifiers. With minor 
modifications, the developed ROC algorithm can be extended to analyze three-class 
problems which are increasingly important in ATR scenarios.  
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D.3. Parameter-optimization of feature-detection algorithms 
The optimization of algorithm parameters is described here. For those algorithms 
that yielded an average AUC > 0.60 (Table 8.2), the best combination of their 
associated parameters was established via the ROC algorithm and/or regression 
analysis. 
D.3.1. Variance-detection algorithm   
For the local-level processing version of the variance detection algorithm (see 
Section 5.3.2), intended to capture the uniqueness of our targets of interest, our 
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parameters of interest are similar to those of the localized edge-detection 
algorithm (search radii, number of neighbors) except that the detection is with 
respect to the percent of maximum variance above which the candidate neighbor 
regions are thresholded (Table D.1). As with the edge-detection algorithm, 
identification of the key parameters that influence the output (Table D.2) is 
followed by a finer sampling of the parameter space to determine the best setting 
for each of these key parameters (Table D.3).  
For the secondary parameter-optimization phase, the starting and the 
maximum search radii, which did not have a significant influence on the ROC-
AUC, were fixed at median values of 40 and 70 pixels, respectively, for all 
evaluations (100 input images). By narrowing the search limits for the two key 
parameters to the range beyond which there was a significant decrease in the 
AUC values (< 0.55), the secondary-optimization phase was initiated (Table D.3).  
Table D.1. The values of the four parameters, i.e., the starting search radius, maximum search 
radius, number of neighbors and the maximum variance threshold, can be varied to generate RP 
with reduced FP and increased sensitivity. These parameters were evaluated for their ability to 
capture the uniqueness of a potential target in terms of its variance with respect to its neighboring 
TN objects on a total 100 training images. To reduce computational complexity, the first step is to 
coarsely sample the parameter space and identify the key parameters (using the ROC algorithm 
and performing a multiple regression analysis). Once identified only the parameter space 
associated with these key parameters is more finely sampled to determine the range of values 
that provides a global maximum AUC value. 
 
 
 
Starting 
search  radius 
[pixels] 
 
 
Maximum search radius 
= Starting search 
radius+ (Distance) 
[pixels] 
 
Number of 
neighbors 
Maximum 
variance[%] 
Lower limit 20 + (10) 1 80 
Upper limit 60 + (50) 10 100 
Step size 20  20 2 5 
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Table D.2. To identify the key parameters that have a significant impact on the evaluation model 
(but not necessarily to obtain a predictive model), regression analysis was performed on the 
ROC-AUC values computed for 100 images and 30 different parameter combinations (Table D.1). 
Similar to the analysis of the edge-detection algorithm, the number of neighbors (p < 0.01) and 
the maximum variance threshold (p< 0.001) were significant at 95% CI and were, therefore, 
selected as key parameters.  
 
Regression Statistics 
Multiple R 0.93 
R Square 0.83 
Adjusted R Square 0.81 
Standard Error 0.05 
Parameter p-value 
Starting search radius 0.63 
Maximum search radius 0.22 
Number of neighbors < 0.01 
Maximum variance threshold <0.00 
 
Table D.3. Once the key parameters were identified (Table D.2), the next step was to refine the 
search region to perform a secondary parameter-optimization using the ROC algorithm. The new 
search region was defined only between the minimum (lower limit) and maximum (upper limit) 
coarse-parameter values beyond which the computed AUC values (in the primary parameter-
optimization phase) were reported to be less than 0.55 (Table D.1). For all subsequent 
evaluations, the starting and maximum search radii were fixed at 40 and 70 pixels, respectively.  
 
 
Number of neighbors Maximum variance [%] 
 
Lower limit 
 
4 90 
 
Upper limit 
 
6 95 
 
Step size 
 
1 1 
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Finally, for a variance threshold of 92% with a total of 5 candidate 
neighbors considered, an average global peak AUC value (0.71 ± 0.07) was 
observed for the 100 evaluation images. Based on an ANOVA test, the AUC 
values obtained for the short-listed parameter combination were significantly 
different (p value < 0.05 at 95% CI) from those obtained under other parameter 
settings. 
Note: The results for both the edge-detection algorithm (in Section 4.2.3) 
and the variance-detection algorithm are recorded for EO training images. The 
identified key parameters remain constant for the SWIR data for both algorithms 
(variance algorithm: 3 neighbors at 85% threshold; edge algorithm: 2 neighbors 
at 89% threshold). However, due to reduced SWIR image size and resolution, 
different ranges of key and secondary parameters were used during the tuning 
phases. 
D.3.2. Contrast-based detection algorithm 
We applied a block-by-block processing approach (with an increment of a single 
pixel) to implement our contrast algorithm (Section 3.5.3)). In this case, two main 
parameters were available for fine-tuning: block size and percent contrast 
threshold. The percent contrast threshold is applied to preserve the target pixels 
of interest within each block.  
Based on the ROC results for the values in Table D.4., RP were 
generated for a finer sampled space (block sizes: 7x7, 9x9, 11x11 and 13x13 
pixels, percent threshold: 80% to 85% with step size of 1). 
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Table D.4. The values of the variable parameters, i.e., block size and the maximum contrast 
thresholds, were varied to generate RP for a total of 100 training images. Since we have only two 
parameters, regression analysis was unnecessary. However, coarse sampling narrowed down 
the range of block sizes and percent thresholds that deliver an average AUC value > 0.55.  
 
 
Block size 
[pixel x pixel] 
Maximum 
contrast [%] 
Lower limit 3x3 50 
Upper limit 15x15 100 
Step size 2 5 
 
The algorithm provided the best results (p< 0.01 at 95% CI) for a block size of 
11x11 with a relaxed range of percent contrast thresholds of 80-85%. The above 
steps were repeated for the corresponding SWIR images. A smaller block size 
range (3x 3 to 9x 9) was used on these images of reduced size, the percent 
threshold was held constant (Table D.4). For the SWIR images, a block size of 
7x7 pixels and a percent threshold of 75-80% (fixed at 75% for generation of 
child classifiers with other algorithm RP) yielded the best results.  
Note: This analysis is for global-level scene processing using the contrast 
algorithm. We apply local-level processing (similar to edge- and variance-
detection algorithm) following the global RP processing. The local-level analysis 
(i.e., comparing candidate neighbors within a given search radius) is extended to 
clusters of detected pixels formed by the global processing stage. Similar to edge 
and variance algorithms, both primary and secondary phases of local-level fine 
tuning were implemented for the contrast algorithm (parameters: number of 
neighbors compared = 5, percent threshold = 95%).   
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D.3.3. Background-subtraction algorithm 
The background-subtraction algorithm was implemented only for SWIR images 
because the higher contrast allowed localization of target ROIs with strong IR 
signatures from the background. Background subtraction was implemented by 
simply dilating the original image and subtracting the processed image from the 
original. The variable parameters are the kernel size, number of repeated 
dilations and the final threshold (percentage of the maximum difference) to detect 
ROIs from the background-subtracted image.   
The search space (Table D.5) was narrowed down (kernel size: 5x5 to 
7x7; dilations: 3-5 with step size = 1; threshold: 95-100% with step size =1) to 
initiate the fine-tuning phase. Based on the results (p < 0.01 at 95% CI) of the 
secondary phase, the algorithm was optimized for a kernel size = 7 x7, dilations 
= 4, threshold = 99%) to generate RP for the test images during classifier 
selection.   
Table D.5. The background-subtraction algorithm parameter values of kernel size, number of 
dilations and the selection threshold were varied to generate RP for a total of 100 SWIR training 
images. Again, only those settings that delivered a ROC AUC value > 0.55 were selected for the 
next tuning phase. 
 
 
Kernel size 
[pixel x pixel] 
Number of 
dilations 
Threshold (a percent of the 
maximum difference in a 
background-subtracted image) 
Lower limit 3x3 1 80 
Upper limit 11 x 11 10 100 
Step size 2 2 5 
 
212 
 
D.3.4. Solidity-based detection algorithm 
As this algorithm requires pre-defined ROIs (i.e., it cannot be implemented at a 
pixel-level), setting a very low threshold (0.01) on the Canny filter (to segment 
edges) avoids misses. However, this concurrently leads to the merging of several 
non-target edges with target edges, leading to miscalculation of the compactness 
ratio (‘solidity’) of our ROIs. Therefore, instead of using a single threshold that 
can result in the loss of target edges or the inclusion of non-target objects (false 
positives), a moving threshold scheme is used. By exploring pixel connectivity, 
pixels detected at lower thresholds were added to the RP generated at higher 
thresholds to form the pre-processed segmented ROIs for solidity calculation. 
The only additional requirement was to perform a simple fill operation to compute 
the compactness ratio per segmented ROI.   However, we had to tweak this pre-
processing step to avoid including FP pixels in the connectivity analysis. As a 
result, pixels with values less than a fixed percentage (30%-50%) of the gradient 
of their neighboring pixels (already detected at higher thresholds) were 
eliminated. By fine tuning this percentage (ultimately, set to 35%), the RP 
provided an average AUC > 0.60 across all 100 input images. 
D.3.5. Area-based detection algorithm 
Based on the expected size range of our targets of interest (the smallest ‘threat’ 
object of size 15 x 15 cm2 to the largest ‘threat’ object of size 80 x 80 cm2), we 
estimated the apparent size of targets (in terms of pixels) at different distances 
from the camera. The image (448 x 1024) was divided horizontally into into four 
equal sections; each section roughly corresponds to a fixed range of distances 
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from the camera (bottom section closest to the camera…top section furthest from 
the camera). To optimize the performance of this size-based algorithm, we varied 
the minimum size criterion (> 5-50 pixels) and the maximum size criterion (< 150-
350 pixels) to facilitate the correct elimination of non-targets and the avoidance of 
FN detections for each image portion (Table D.6).  
Table D.6. The minimum and maximum-size criteria (providing AUC > 0.60) to eliminate non-
targets (and avoid misses) from the scene (at different sections) are reported here. 
 
Section 
Distance from camera 
[pixels] 
Minimum size 
[pixels] 
Maximum size 
[pixels] 
1 
 
1-112 
 
45 330 
2 113-224 30 200 
3 225-336 15 130 
4 337-448 10 90 
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APPENDIX E: ALGORITHM SELECTION FOR IMAGE FUSION AND DM 
PREDICTOR MODELS 
E.1. Journal of Machine Learning Research (JMLR) publication 
Our work related to the development, testing and optimization of the DM module 
to accurately and rapidly assess the performance of various classifiers across 
traditional fusion schemes is submitted for review at the Journal of Machine 
Learning Research (JMLR).  
Algorithm Selection for Image Fusion: Use of a Surrogate Classifier 
Performance Predictor 
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Abstract 
 
Developing techniques to evaluate the dependencies between classifiers is a current problem being 
addressed in various fields that implement multiple classifier system designs. So far, efforts have 
been limited to identifying metrics that can predict dependency between classifiers combined 
using the majority voting rule. These studies have found low correlation (~0.4-0.6) between 
various diversity metrics (DM) and the performance metric, i.e., majority voting error, thereby 
restricting the use of DM as surrogate performance indicators. However, complex detection tasks 
require robust and reliable decision-level fusion schemes. The performance of classifier ensembles 
combined using these robust models can be best evaluated using receiver-operator characteristic 
(ROC) analysis since the fused outputs are not binary, but rather present a range of confidence 
scores. However, as the number of classifiers in the selection pool increases, performing ROC 
analysis becomes computationally demanding as it requires stepping through decision thresholds 
to compute the area under curve (AUC) value for each classifier. A high correlation (~0.90) is 
obtained between double-fault (F2) DM and ROC AUC values and a corresponding computational 
savings of 83% is achieved compared to performing a ROC analysis. Through this study, we have 
established the F2 DM as a surrogate metric that can be used to rapidly assess the performance of 
classifiers.  
 
Keywords: Classifier selection, Double-fault measure, ROC analysis, Decision-level fusion 
schemes 
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1. Introduction 
Developments in image sensor technology render large volumes of data that can overwhelm 
image analysis software of autonomous classification/recognition systems.  This scenario can be 
alleviated by pre-screening the image data to detect regions of interest (ROI), e.g., military 
targets, suspicious lesions or patterns, prior to classification and/or recognition. Therefore, there 
is an increasing emphasis on the development of a robust detection strategy that is capable of 
separating desired ROIs from the background and other non-target objects.  
Stand-alone algorithms that have been developed over the past years to detect specific or distinct 
signatures of desired ROIs fail when presented with variations in environmental conditions, 
sensor settings, scene complexity and degree of clutter, thereby limiting the detection capability 
of a given system. The idea of using a classifier ensemble, as opposed to a single stand-alone 
algorithm, to improve overall detection performance of a system has gained prominence in 
various fields (Gautherie, 1983; Rizvi and Nasrabadi, 2003; Xu and Krzyak, 1992). The selection 
criteria for individual algorithms are application and scenario-specific; different levels of 
specificity (1-false detection rate) and sensitivity (true detection rate) from individual algorithms 
can be combined to obtain a desired result under those circumstances. Additionally, the selection 
of algorithms must not only be determined by their individual performance but also by their 
ability to exploit the team strength when combined. Therefore, the selection of algorithms should 
be based on their individual performance and also the degree of dependency between them. 
 
The standard evaluation metric used in pattern recognition (PR) problems computes the accuracy 
based on the overall correct and incorrect outcomes (Oza and Tumer, 2008).
 
Here, information 
regarding the performance in terms of sensitivity or specificity is not considered. Therefore, an 
algorithm‟s performance can be overrated in spite of missing crucial targets. This scenario 
worsens when the training images contain few targets. Therefore, an evaluation metric based 
solely on the overall classification accuracy of an algorithm fails to capture the true performance 
of the system (Xu and Krzyzak, 1992; Oza and Tumer, 2008).
 
In order to express the algorithm‟s 
performance in terms of sensitivity and specificity, receiver-operator characteristic (ROC) curve 
analysis is widely accepted as an evaluation tool in the field of automated target detection (ATD) 
(Xu and Krzyzak, 1992; Oza and Tumer, 2008).
 
The ROC curve represents pairs of specificities 
and sensitivities of a system for all possible decision/classification thresholds (Fawcett, 2006). It 
has also been shown that the area under ROC curve (AUC) indicates the likelihood of an 
algorithm to correctly classify a target sample as opposed to a non-target sample, over the entire 
range of decision/classification thresholds (Metz, 2006). This further distinguishes the ROC 
metric, AUC as a good metric to evaluate the overall performance of a system. The ROC analysis 
can further be extended to evaluate the performance of classifier ensembles formed by combining 
algorithms selected based on their individual performance. The classifier ensembles can be 
formed by combining the outputs of the individual algorithms at the decision-level or feature-
level using various combination schemes such as, majority voting (MV), linear average (LA) 
classifier, rule-based methods, fuzzy logic, naïve Bayes (NB) classifier, Dempster-Shafer theory 
(DST)-based fusion model, etc. (Hall and Llinas, 1997; Cremer and Schutte, 2001). 
The performance of a classifier ensemble depends not only on the chosen combination scheme 
but also on the choice of algorithms in the ensemble (Ruta and Gabdrys, 2005). Here the term 
„classifier ensemble‟ refers to a set of more than a single algorithm. A given target/object can 
exhibit a large set of distinct attributes or features that can be used to differentiate it from the 
background or other objects within a scene. However, every member of the feature set may not be 
completely different from the others. Therefore, algorithms looking for these similar features are 
susceptible to common misclassification errors for a given set of targets or non-targets. 
Irrespective of the combination scheme, when the outputs of these algorithms are combined, the 
overall performance (i.e., combined AUC value) is always comparable to the weakest classifier in 
the ensemble. As a result, ROC analysis can be used to predict the degree of dependency between 
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algorithms, and can be used to select new algorithms or remove existing algorithms from an 
ensemble (Ganapathy and Skipper, 2007). ROC analysis on all possible ensemble combinations 
from a given set of algorithms will always guarantee the selection of the best classifier ensemble 
for the underlying evaluation data. However, the time required to perform this exhaustive search 
to find the suitable ensemble will only increase exponentially with the addition of more algorithm 
into the framework. Further with a fine sampling of the vast training space (images acquired 
under various environmental, imaging and background conditions) to obtain an unbiased 
performance estimate of the ensembles, evaluation using ROC analysis becomes more intractable.  
Therefore, it becomes necessary to explore and develop surrogate indicators that can accurately 
predict the combined algorithm performance and also correlate well with the established ROC 
metric value to eliminate or minimize the need to perform an ROC analysis-based exhaustive 
search (Ruta and Gabdrys, 2005). The idea of developing a framework that allows the selection 
and combination of diverse algorithms to improve the overall detection performance can be 
applied to various tasks such as medical image analysis, intrusion detection, remote sensing and 
handwriting recognition, etc. Here, the framework will be used to shortlist a diverse set of 
feature-extraction algorithms (e.g., shape-based, size-based, edge-based and statistical-based 
algorithms), that have been trained to detect road-side „threat‟ objects in images captured using 
electro-optical (EO) and short-wave infrared (SWIR) cameras.  
 
2. Background 
The algorithms designed for ATD, intrusion detection, etc., function at low thresholds in order to 
avoid misses, i.e., to increase sensitivity in context of high variability in scene and imaging 
conditions (Rizvi and Nasrabadi, 2003) Although all targets are generally detected at these low 
thresholds, the number of associated false positives (FP) also substantially increases, i.e., poor 
specificity exists. Combining the results of individual algorithms to reduce the FP is the only way 
to improve the overall performance. However, this improvement is achievable only if the 
underlying algorithms are independent, i.e., they should be trained on orthogonal features. 
Dependency is an abstract concept and it may not possible to train algorithms to be truly 
independent. As a result, there will always be a certain degree of dependency between algorithms 
and the only way to optimize performance is by combining the outputs of least dependent 
algorithms. 
 A classifier ensemble can outperform an individual algorithm, if and only if the candidate 
classifiers of the ensemble are diverse in nature. The selection of diverse classifiers is crucial for 
PR problems (Ruta and Gabdrys, 2005; Windeatt, 2005; Shipp and Kuncheva, 2002). In this task, 
a given set of input patterns must be differentiated based on a large number of features that are 
measured or extracted; performance suffers when the underlying classifiers are similar in nature. 
To circumvent these issues, different metrics that predict the dependency between algorithms 
have been developed. Some studies have encouraged the selection of classifiers based on 
combiner performance itself (Ruta and Gabdrys, 2005; Windeatt, 2005). MV is the simplest and 
easiest fusion method to implement, and additionally, the classification output is always binary 
that further promotes its use in these studies (Ruta and Gabdrys, 2005; Windeatt, 2005). As a 
result, metrics that directly predict the majority voting errors (MVE) have been used to shortlist 
the most diverse algorithms from the selection pool. The idea is to derive a selection criterion that 
is directly related to the performance metric to provide a meaningful comparison, irrespective of 
the number of classifiers involved in the ensemble and their individual performance. However, 
derivation of a selection criterion from the performance metric that can also predict the degree of 
dependency between algorithms is not always an easy task (Ruta and Gabdrys, 2005). 
The Q statistics (Q2) (Kuncheva, 2000), double-fault measure (F2) (Giacinto and Roli, 2001)
 
correlation coefficient (C2) (Sharkey and Sharkey, 1997),
 
product-moment correlation (PM2)
 
measure (Kuncheva and Whitaker, 1990) and disagreement measure (D2) (Shalak, 1996) are 
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some of the widely used pair-wise diversity measures (DM) to select diverse classifiers for 
various PR tasks. These measures consider correct classifications, coincident and/or 
complementary errors between two given classifiers. The measures are extended to multiple 
classifiers within an evaluated ensemble by averaging the DM across all pairs of classifiers within 
the ensemble. With averaging, information regarding the complementary or coincident errors 
between more than two classifiers in the given ensemble is lost. Non-pairwise DM (NDM) can 
overcome this limitation by adopting error representations that can be applied on the whole 
ensemble. NDM include the entropy measure (Shalak, 1996) which computes the level of 
disagreement and the Kohavi-Wolpert variance measure (Kohavi and Wolpert, 1996)
 
that 
calculates the variability in the predicted class for a given sample amongst all classifiers within 
the ensemble. However, the success of these NDM on a general two-class problem has not been 
validated. 
Ruta and Gabrys (2005) have implemented various search algorithms that find the best classifier 
ensemble based on pair-wise DM. In their study, search algorithms selected the best ensemble 
from a pool of 15 different classifiers. The choice of the classifier ensemble predicted by the 
search algorithms was validated by computing the mean voting error with respect to 27 different 
data sets. They observed that the fault majority measures and F2 measures provided the highest 
correlation with respect to the calculated MV error across the classifier ensembles. Although the 
F2 measure is a less dependent selection criterion (i.e., it calculates the ratio of coincident errors 
to the total number of classifications), the fault majority measure is derived from the partial error 
distributions for each classifier. Consequently, the search based on the fault majority criterion 
provided the best result, since it is clearly an offshoot of the performance metric (MV error). In 
another study by Windeatt, the task was to optimize the selection of ensembles to improve the 
overall performance of the classifier system compared to a single baseline classifier (Windeatt, 
2005). The F2 measure was chosen as the pairwise DM out of five that relates best with the MV-
combined ensemble performance for over 80 different pattern sets (Windeatt, 2005). Similar 
results were obtained for a study by Shipp and Kuncheva (2002), to optimize a two-class problem 
using four classifiers. The selection of the DM was judged by its degree of correlation to the 
average classifying accuracy of the existing ensembles. The selection based on the F2 or Q2 
measure provided the best performance for ensembles combined under both the NB classifier and 
the MV rule schemes (Shipp and Kuncheva, 2002). 
Although studies have shown that the F2 measure is most highly correlated with both average 
classifying accuracy and the MV rule, the relationship between the DM and the ROC metric, 
AUC value has not been established (Ruta and Gabdrys, 2005; Windeatt, 2005; Shipp and 
Kunceva, 2002).  Further, the range of correlation achieved between the F2 measure and average 
classifying accuracy (or MV error) in the above studies is limited to 0.4-0.6 (Ruta and Gabdrys, 
2005; Windeatt, 2005; Shipp and Kuncheva, 2002).  This moderate correlation can be attributed 
to the choice of performance metric or to the shortlisted DM. The AUC ROC metric is a more 
unbiased estimate of the system‟s performance as compared to the simple average classifying 
accuracy. Therefore, we would expect to see an improvement in the correlation when comparing 
the results of ROC analysis to that predicted by the shortlisted DM.  
The advantages offered by the simple averaging classifier, such as fast classification speed and 
ease of implementation to learn and train classifiers within an ensemble, have motivated its 
selection as a potential combination scheme (Lam and Suen, 1995). With the feasibility of 
generating target and non-target distributions across various algorithms, several studies have 
incorporated NB-classifier schemes for classification (Zelic et al., 96). Further based on the 
amount of overlap between class distributions and reduced dependency between algorithms, NB-
classifier scheme provides accurate classification results. The DST theory can model the 
ignorance or uncertainty that exists when the sensors/algorithms are unable to classify a given 
ROI as a target or non-target (Shafer, 1976; Dubois and Prade, 1998). Any ROI with a feature 
value that lies in the uncertainty region of its corresponding probability distribution function is 
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classified into the third class, i.e., the ignorant class. DST can be interpreted as a generalization of 
probability theory, where probabilities are assigned to sets rather than to mutually exclusive 
single hypotheses (Smets, 1990). If sufficient evidence is available across a given singleton 
hypothesis (i.e., there is no associated ignorance), then DST and NB-based results are comparable 
(Valin et al., 2006). The choice of combination scheme that works best for a given application is 
dependent on the demand of the application, the appropriate selection of training images, the 
methods to determine weights and their inherent robustness/ flexibility. In our framework, we 
intend to test the influence of these factors on the performance of these candidate schemes. 
Schemes such as linear averaging (Lam and Suen, 1995), NB classifier (Zelic et al, 1996; Valin et 
al, 2006) and DST-based model (Valin et al., 2006; Shafer, 1976; Smets, 1990; Dubois and 
Prade, 1998) provide a range of confidence score outputs across different features. Consequently, 
the performances of ensembles combined under such schemes, can be best expressed in terms of 
AUC value. Therefore, it is worthwhile to determine if the F2 measure is sufficient to predict the 
combined-AUC for a given ensemble across these combination schemes (Lam and Suen, 1995; 
Zelic et al., 1996; Valin et al., 2006 and Shafer, 1976). Further, the NB classifier and the DST-
based models are computationally intensive and, with a new classifier in the pool, the complexity 
increases exponentially (Smets, 1990). As a result, selection of the classifier (algorithm) 
ensemble combined under various schemes based on a DM that correlates reasonably well with 
the ROC metric would prove advantageous.  
For consistency with the framework design, in this study, the development and evaluation of the 
diversity indicator with respect to ROC analysis has been extended to include all three candidate 
fusion models. 
 
3. Materials and Methods 
In this section, we discuss the implementation of F2 DM to rapidly and accurately assess the 
performance of classifiers combined under LA, NB and DST-based fusion schemes. We also 
describe our evaluation algorithm that incorporates a ROC-like analysis to provide an AUC value 
across candidate classifiers. The performance of the F2 DM metric will be compared against 
current gold standard, i.e., the ROC AUC metric.  
 
3.1. Calculation of F2 DM across LA, NB and DST-based combination schemes 
 
A mathematical derivation for each combination scheme along with their modified representation 
when applied to 2D images at a pixel level is provided for better understanding of our 
implementation.  
 
3.1.1. Linear averaging (LA) classifier-based fusion model 
 
The confidence outputs ( ) obtained across different algorithms for a particular ROI (X) are 
weighted linearly to provide a final score ( ). Rather than assigning equal weights for each 
algorithm, the outcome can be biased in favor of a particular target type depending on the 
individual performance of the candidate algorithms ( ) (Equation 1). 
 
 (1) 
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In terms of 2D image representation, the combined confidence score S12 assigned to each pixel 
is calculated as follows:  
 
   (2) 
 
where ,  and  are the confidence scores for the target class of algorithm 1, 2 and 
combined ensemble 12, respectively. The LA combination rule can be similarly extended to 
combine the output of ensemble 12 with another individual algorithm or a different ensemble. 
3.2. Naive Bayes (NB) classifier-based fusion model 
Based on probability theory, the NB classifier assigns a single class (only singleton hypothesis 
exists) to each ROI in an image (Zelic et al., 1996; Valin et al., 2006). Probability distribution 
functions (pdfs) of all classes across all attributes (feature measurements) are obtained from the 
training data. Conditional probabilities of the various classes for the given set of attribute values 
are then computed using the generated pdfs. The class C with the highest conditional probability 
is assigned to the given ROI. The Bayes rule (Equation 3) represents the posterior probabilities of 
a given ROI X, to be assigned to the 
th 
class (  =1,….,m classes) depending on the observed value 
Ak with respect to a classifier k. P(Ak/Ci) is the likelihood that the observed value belongs to class 
i.  
 
 (3) 
 
The probability that X, belongs to class  is obtained by taking a product of all the posterior 
probabilities P(Ci/Ak) for k = 1,…,n classifiers (Equation 4). Finally, the class with the maximum 
probability is assigned to the given ROI (Equation 5) (Valin et al., 2006)  
 
 (4) 
 
 
(5) 
         However, to do a ROC analysis on 2D images (Section C), rather than classifying a given pixel 
( ) directly as a target or non-target pixel (Equation 5), their target probability values are 
retained. In case of a 2D output image (say 12) obtained by combining the outputs of two 
individual algorithms (1 and 2) based on NB combination rule, (Equation 4) can be simplified and 
rewritten to obtain the combined-output confidence value across each pixel ( ) for the target and 
non-target class, respectively as follows:  
 
 (6) 
 
 (7) 
 
where ,  and  are the probability values for the target class, ,  and  are the 
probability values for the non-target class of algorithm 1, 2 and combined ensemble 12, 
respectively. The NB combination rule can be similarly extended to combine the output of 
ensemble 12 with another individual algorithm or a different ensemble.  
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3.3. Dempster-Shafer theory (DST) 
In general, the number of hypotheses possible for a two-class problem will be a set of single 
hypotheses, i.e., target ( ) and non-target ( ), and the compound (disjunction) hypothesis (
). In the case of missing data, the null hypothesis ( ) will have a non-zero value. The frame of 
discernment P(θ), is a superset consisting of all proposition sets (outcomes) that are possible 
under DST as given by Equation 8 (Shafer, 1976).
 
The mass function (basic probability assignment) m of any given subset A within P(θ) is limited 
to range from 0 to 1 and, the sum of all mass functions  within P(θ), equals one (Equation 9).  
 
 (8) 
 
 (9) 
 
The mass functions of all underlying subsets can be derived experimentally or determined by 
expert knowledge available for a given sensor.  However, since in this case, it is difficult to 
estimate the reliability of sensors (i.e., our candidate algorithms), the knowledge is 
experimentally derived from training images (Shafer, 1976). The exact probability of a given set 
always ranges between the lower limit (belief) and the upper limit (plausibility) of the mass 
function of that set. The belief function (Equation10) for a given set is obtained by combining 
all evidences (say B) that support the set, and the plausibility function  (Equation 11) is the 
complement of all evidences that clearly do not support the set.  
 
  (10) 
 
 (11) 
 
Therefore, the difference between the two measures, i.e. plausibility and belief, forms the belief 
interval and indicates the degree of imprecision in the actual probability of the given set (Smets, 
1990).
 
Belief functions generated for the target, non-target and ignorant class across different 
algorithms (say 1 and 2) can be combined under the DST rule (Equation 12). Here, a 
normalization constant K is introduced to represent the degree of conflict between the given 
algorithms as given by Equation 13 (Shafer, 1976). 
 
 (12) 
  
 
(13) 
 
where  and  are evidences from algorithm 1 and 2 that either support the same hypothesis (say 
) or can support conflicting hypotheses.  
In cases where the sensors are highly conflicting, normalization underestimates their conflict. 
However, in studies where the sensors are known to be reliable (close world problem) the mass 
functions need not be normalized (Shafer, 1976; Dubois and Prade, 1998). Alternatively, since all 
algorithms can potentially fail in one or more situations, instead of removing the conflict, one can 
assign the calculated  value to the empty set (null hypothesis) and, the value of the null 
hypothesis can be combined with the belief function of the disjunction hypothesis to get a more 
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appropriate estimation of the mass function of the total ignorant class as in Equation 14 (Smets, 
1990). 
 
 (14) 
 
For a 2D output image (say 12) obtained by combining the outputs of two individual algorithms 
(1 and 2) based on DST combination rule, Equations 12 and 14 can be simplified and rewritten to 
obtain the combined-output mass function value across each pixel ( ) for the target, non-target 
and ignorant class, respectively as follows:  
 
 (15) 
 
 (16) 
 
 (17) 
 
where ,  and  are the mass functions for the target class, ,  and  are the mass 
functions for the non-target class and  ,  and  are the mass functions for the ignorant class 
of algorithm 1, 2 and combined ensemble 12, respectively. The DST combination rule can be 
similarly extended to combine the output of ensemble 12 with another individual algorithm or a 
different ensemble.  
 
3.4. Double-fault measure (F2) 
High performance across a multiple ensemble system can be achieved if the underlying 
algorithms are not only accurate but also least related (Giacinto and Roli, 2001). The pairwise 
DM measure F2 is the ratio of the total number of samples misclassified as FP or false negatives 
(FN) by both algorithms (Equation 18). 
 
 (18) 
 
where the subscripts 1 and 2 represent the pair of algorithms for which the F2 measure is 
computed. is the total number of samples correctly classified and is the total number of 
samples misclassified by both algorithms.  and  are the number of samples correctly 
classified by only algorithm 1 and 2, respectively.  
B. Performance validation using ROC analysis 
To allow for a meaningful comparison between different algorithms/ensembles and to perform 
decision-level fusion, the 2D output or response plane (RP) of each algorithm/ensemble is scaled 
from 0-255 grayscale values (confidence levels), where 0 and 255 indicate the minimum and 
maximum probability of a target presence. 
Our ROC approach reduces the time constraint and also provides an unbiased evaluation of a 
detection algorithm‟s performance as compared to traditionally used FROC algorithms for ATD 
performance assessment (Ganapathy and Skipper, 2007). As shown in Figure 1, this unbiased 
evaluation is achieved by quantifying the true negatives (TN), which is the entire image 
excluding the targets. 
The entire training image is divided into grid squares and by excluding the grid squares that 
correspond to target locations, the total number of TN grid squares is determined. The TN 
template image represents only the background and non-target objects. Figure 2 provides an 
example that shows a true positive (TP) template image created by the algorithm, where the target 
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locations are represented by grid squares of a size corresponding to the target type. Thresholding 
any algorithm‟s RP from 0 to 255 preserves responses greater than or equal to the threshold value 
as shown in Figures 3 and 4; these candidate regions correspond to TP (targets) or FP (non-
targets), which are used to compute the threshold-dependent sensitivity and specificity values. In 
Figure 5, square masks are centered at the local maxima of the candidate regions. Depending 
upon the candidate region area, the square masks may or may not cover the entire ROI. 
Unmasked areas are removed thereby minimizing localization errors. The masked areas are used 
in all subsequent computations. 
 
Figure 1: Based on the image size, the ROC algorithm creates a template with uniform grid 
squares. The grid squares form the number of non-targets (including background) in a given scene. 
The area of a grid square overlaying a target is ignored (turned „off‟) for computation of FPs, 
thereby creating the TN template. 
The number of detected targets and the sensitivity at the given threshold are determined based on 
the overlap between the thresholded RP and the TP template. As shown in Figure 6, the ROIs that 
contribute to the sensitivity calculation are removed from the RP. The remaining ROIs, i.e., the 
FP, are counted by considering the overlap between the TN template image and the RP. 
Specificity is computed based on the counted FP and the total number of TN grid squares. The 
threshold is incrementally increased from 0 to 255 and ROC curve components are computed at 
each threshold. Finally, the ROC curve was generated by plotting sensitivity vs. 1-specificity 
across grayscale thresholds. Lastly, in Figure 7, the AUC is computed using the trapezoidal rule 
of integration. 
 
A. Modified F2 for LA-, NB- and DST-based outputs  
Conventionally, F2-DM is computed between any two algorithms (or classifiers) whose output or 
RP are binary in nature. However, in our case, the LA-, NB- and DST-based outputs of any two 
algorithms will vary within a range of grayscale values (e.g., from 0-255 for an 8-bit image). By 
simply converting the grayscale output to a binary output (i.e., any grayscale value greater than an 
arbitrary threshold is set to 1; all remaining values are set to 0), the calculated F2-DM measure 
cannot accurately predict the true performance of a combined classifier. The ROC-AUC metric is 
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a function of the achieved sensitivity and specificity at each decision threshold for the classifiers 
combined under these fusion schemes. Consequently, to represent the true performance of the 
combined classifier, F2-DM should also be computed by thresholding the RP of the individual 
algorithms that form the ensemble from 0-255 grayscale values.  
 
                 A 
 
           B 
Figure 2: A) A graphical interface allows the user to manually select target locations (circled) in 
the given input image. By selecting the center of the target and a radial point outside but close to 
the target, the approximate target size is returned and stored along with its spatial coordinates. B) 
The image with appropriately-sized masks at target locations forms the TP template image. 
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Figure 3: RP output of a given detection algorithm (Schrider, Skipper and Repperger, 2007). The 
ROC curves obtained using the RP of different detection algorithms can be compared only if the 
operating points on the curves correspond to constant decision thresholds. As a result, a grayscale 
RP is created at each threshold ranging from 0 to 255. 
 
 
Figure 4: Thresholding the RP at each grayscale value (here at a value of 200) yields ROIs that 
correspond to either the detected targets or the incorrectly classified non-targets at that specific 
decision threshold. 
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Figure 5:  TP calculation at a given decision threshold. Square masks centered on ROI maxima are 
superimposed on the thresholded RP (Figure 4). Localization error is reduced by neglecting the RP 
ROI areas not overlapped by the masks. The number of detected targets is computed by 
overlapping the thresholded RP with the TP template image. The threshold here results in 100% 
sensitivity. The TP ROIs are removed from the RP and are not considered in FP calculations.  
 
If the RP of the two algorithms are thresholded at a value X then, depending on the coincident 
overlap (i.e., logical „AND‟ operation) of both the thresholded RP with the TP and TN grid 
squares, the total number of coincident errors (i.e., the sum of the FP and FN) can be computed at 
that given threshold. Ideally, this procedure should have provided comparative F2 results with the 
sensitivity and specificity computed using the ROC algorithm for the combined ensemble across 
different thresholds. However, due to the mathematical formulation of the LA-, NB- and DST-
combination rules (Equations 1-17), this is the not the case. Losing a given target (say T), i.e., its 
corresponding pixels are turned „off‟ in the RP of both algorithms (1 and 2) at a given threshold X 
does not guarantee that target T should not be detected at the same threshold in the combined 
classifier 12. The same holds true in the case of correct classification of a non-target (say NT) by 
individual algorithms (1 and 2) but its incorrect classification by classifier 12 at the given 
threshold (X). To capture the true changes in the combined outputs of the classifier 12 and 
provide an accurate F2-DM estimate at each threshold, the following conditional statements with 
respect to LA- (Equation 19), NB- (Equation 20) and DST- (Equation 21) combination rules can 
be formed for a given threshold (X): 
 
      (19) 
    (20) 
      (21) 
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The F2-DM measure was calculated for each binary RP obtained based on (Equations 19, 20 and 
21, respectively) across thresholds X. In the case of classifiers with more than two algorithms, 
e.g., for classifier PQRS,  and  can be defined as the target confidence score corresponding 
to its parent ensemble PQR, and the individual algorithm S, respectively. 
The above method of computing F2-DM across each threshold X provides a range of F2 values as 
opposed to a single F2-DM value. However, to establish a correlation with the ROC-AUC value, 
only one F2-DM value may be evaluated. If this F2 value proves to be consistently and highly 
correlated with the AUC values, then F2 can be used as a surrogate metric for classifier selection 
 
 
Figure 6: The TP ROIs are removed from the RP and are not considered in FP calculations (Figure 
5). The overlap between the remaining ROIs and the TN template image corresponds to the 
number of non-targets incorrectly classified (FP) by the algorithm at that specific threshold. In this 
case, FPs remain, so the specificity is less than 100%.  
 
B. Optimization algorithm to compute F2 DM of classifiers 
 
The computation of F2 values across the whole range of threshold is as intensive as computing 
AUC. As a result, using F2 as a surrogate indicator for selection of ensembles from a large pool 
of classifiers will be limited. To avoid the burden of stepping through all thresholds to select the 
minimum F2-DM value from the entire sequence of F2-DM values, an optimization technique 
was developed which can determine the minimum F2-DM value for a new classifier with fewer 
computations, from the thresholds that provide minimum F2-DM values for its corresponding 
parent classifiers.  
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Figure 7: Generation of the ROC curve across discrete decision thresholds. The RP consists of 
ROIs ranging in values from 0-255. Since discrete thresholds are used, the number of ROIs in the 
thresholded RP changes to affect the specificity but not the sensitivity (with respect to the adjacent 
thresholds) or vice-versa. This discrepancy was overcome by averaging the multiple sensitivities 
at a given specificity and/or multiple specificities at a given sensitivity (Fawcett, 2006).  
 
The corresponding thresholds that provide minimum F2-DM values for the parent classifiers can 
be combined to determine the starting threshold (ts) to initiate the F2 computation for the child 
classifier. In most of the cases, the actual threshold (X) that corresponds to minimum F2-DM 
value for the child classifier is approximately two thresholds above or below the starting 
threshold (ts). In most of the cases, the actual threshold that corresponds to minimum F2-DM 
value for the child classifier is approximately two thresholds below or above the starting 
threshold.  The need to bracket the search is due to arbitrary noise in the data (RP) that leads to 
the minimum threshold being a few decision levels away from that predicted by the parent 
classifiers‟ F2 computation. The process can be repeated to compute the minimum F2-DM values 
of future child classifiers by storing the threshold values corresponding to minimum F2-DM 
values of all current child classifiers across each evaluation image.  
Note: For classifiers with only two algorithms in the ensemble, the starting threshold to initiate 
the minimum F2-DM search technique is determined by the decision thresholds for each parent 
algorithm‟s RP that provide a minimum (combined) error in terms of missed targets and false 
positives. 
For the LA-based fusion scheme, the initial starting threshold (ts) was obtained by taking the 
average of the thresholds that provide minimum F2-DM values for its respective parent 
algorithms (classifiers) (Equation 19). With respect to the NB-based fusion scheme, the starting 
threshold (ts) was obtained by taking the product of the thresholds that provide the minimum F2-
DM across the parent algorithms/classifiers (Equation 20). For the DST-based fusion scheme, ts 
was computed by taking the ratios of the two thresholds (with the greater threshold in the 
denominator) providing the minimum F2-DM for its respective parent algorithms/classifiers. Due 
to influence of the mass function across the ignorant class (Equation 21) in the calculation of 
target score, more iterations (5-ts to 5+ts) were involved in finding the minimum F2 for the DST-
based fusion scheme as opposed to the simpler LA and NB schemes. 
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4. Results 
For our proposed ATD system, we have evaluated the performance of candidate algorithms, i.e., 
area-based (A), edge-based (E), shape-based (S) and variance-based (V) algorithms and their 
possible ensemble combinations (AE, AS, AV, ES, EV, SV, AES, AEV, ASV, ESV and AESV), 
respectively using our ROC algorithm across a set of 10 images acquired under different 
background, imaging conditions and various target types (Table 1). For each of the 11 ensemble 
combinations, the DM measure F2 was calculated based on Equation 18 for a fixed threshold 
range, 0-255 grayscale values. The calculation of F2 measure at different thresholds (e.g., 
between ensemble PQR and algorithm S) was validated by comparing to sensitivity and 
specificity values obtained directly from the ROC curve for ensemble PQRS (Equations 19-21). 
Table 1: The area-based (A),edge-based (E), shape-based (S) and variance-based (V) detection algorithms 
developed to evaluate electro-optical images form 11 ensemble combinations, i.e., AE, AS, AV, ES, EV, 
AES, AEV, ASV, ES and AESV. The ESV combination provided an average AUC value (0.84±0.01) 
significantly different (p<0.001, α = 0.05) than its constituent individual algorithms and other ensemble 
combinations. 
Algorithm/Classifier  Average AUC 
Area (A) 0.60 ± 0.04 
Edge (E) 0.72 ± 0.05 
Shape (S)  0.61 ± 0.07 
Variance (V) 0.69 ± 0.02 
AE 0.75 ± 0.01 
AS 0.80 ± 0.01 
AV 0.72 ± 0.01 
ES 0.78 ± 0.02 
EV 0.76 ± 0.04 
AES 0.79 ± 0.01 
AEV 0.77 ± 0.02 
ASV 0.81 ± 0.01 
ESV 0.84 ± 0.01 
AESV 0.79 ± 0.03 
 
4.1. F2-DM and ROC-AUC values 
Since we want to employ F2 measure as a surrogate performance predictor, we need to obtain a 
reasonably high correlation between the measured F2 and AUC values across all possible 
ensembles. It is not possible to obtain a correlation between a range of F2 values and a single 
AUC value.  Therefore, we plotted the ROC metric, AUC value against the resultant F2 value 
obtained by averaging the F2 values obtained at different range of thresholds (either from 0-128, 
128-255 or 0-255). The best fit for each of the three plots still provided an R
2
 value less than 0.5. 
Alternatively, the overall F2 minima obtained from a range of F2 values were plotted with respect 
to the AUC values for all the 11 ensembles across the same set of 10 evaluation images (i.e., for a 
total of 110 images). As shown in Figure 8, a high R
2 
value of 0.87 was obtained by fitting a 
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second-degree polynomial to all the global minimum DM values obtained across each ensemble 
(AE, AS, AV, ES, EV, AES, AEV, ASV, ESV and AESV) and the corresponding DST-combined 
AUC values.  
 
 
Figure 8: The F2-DM and the ROC-AUC values were computed for a total of 110 evaluation 
images considering 11 classifiers and 10 input images, respectively. It was observed that a 
quadratic fit provided a high R
2
 value ranging from 0.83-0.87 across all the three fusion schemes. 
Based on a degree of fit analysis, it was determined that beyond a quadratic fit there was no 
significant improvement in the prediction model. Here, the quadratic model that predicts the ROC-
AUC values from the calculated minimum F2-DM values for DST-based fusion scheme is shown.  
 
4.2. Comparison with other DM measures 
To thoroughly validate the selection of minimum F2 DM as a surrogate indicator, a study was 
designed in which other pairwise (DM) such as Q2 (Kuncheva, 2000), C2 (Sharkey and Sharkey, 
1997), PM2 (Kuncheva and Whitaker, 1990) and D2 (Shalak, 1996) were calculated between the 
RP of the four candidate algorithms and correlated with the performance (ROC-AUC values) of 
the resultant 11 classifiers across all the three fusion schemes.  
The minimum F2 DM, i.e., smallest ratio of coincident errors computed between the RP of two 
algorithms (or classifiers) provided a high correlation as opposed to any other single DM value or 
combination of DM values with ROC-AUC values. Table 2 reports the correlation between 
minimum F2-DM measure and ROC-AUC values was highest across all fusion models, i.e., LA-, 
NB- and DST-based fusion models. 
After shortlisting the candidate dependency metric that can predict the performance of child 
classifiers from the parent classifiers, the next step is to establish an empirical model to compute 
the ROC-AUC value of a new child classifier from the minimum F2-DM measured between its 
parent classifiers.  
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Table 2. Different DM were calculated for the RP of the 11 classifiers formed by combining four individual 
algorithms, i.e., area-based (A), edge-based (E), solidity-based (S) and variance-based (V) detection 
algorithms, across 10 evaluation images. Across all metrics, the minimum DM value was most strongly 
associated with the AUC value (versus the sum, product or mean of the values). Therefore, the correlation 
between the minimum DM and the AUC is reported for all metrics.  Under all fusion schemes, the 
minimum F2 value was the DM that was most highly correlated with the ROC-AUC (r = 0.84 to 0.92). 
 
                              
                                   Fusion scheme 
 
Diversity measure 
Linear 
averaging 
Naïve Bayes 
Dempster-
Shafer theory 
Double-fault (F2)
 
0.84 0.89 0.92 
Product moment correlation (PM2)
 
0.58 0.67 0.62 
Correlation coefficient (C2)
 
0.38 0.50 0.45 
Q statistics (Q2)
 
0.20 0.28 0.23 
Disagreement measure (D2)
 
0.04 0.11 0.09 
 
 
 
4.3. Establish an empirical model between minimum F2-DM and ROC-AUC values 
Based on a degree of fit analysis, it was observed that a second-degree polynomial model was 
reasonable to obtain the ROC-AUC value of a child classifier from computed minimum F2-DM 
value between the corresponding parent classifiers for a given evaluation image (Figure 8). 
Similar degree of fit analysis results were reported for all the fusion models (R
2
 = 0.83-0.87).  
To explain if the correlation obtained between F2-DM and ROC-AUC values was limited only 
since the evaluation images are real images or there is an underlying phenomenon that is not 
completely captured by the minimum F2-DM measure, a study was performed by simulating the 
RP of the candidate algorithms. The simulated RP were then combined across different fusion 
models; both ROC-AUC values and minimum F2-DM values were determined for the RP of child 
and parent classifiers, respectively. As reported in Figure 9, compared to the evaluation of real 
images, a higher correlation value (R
2
=0.98) was obtained between the F2-DM and ROC-AUC 
values. This outcome confirms that a reduced correlation across real images was only due to 
random noise. In case of simulated images also a quadratic fit was considered reasonable. 
Theoretically too, a quadratic fit can be validated since a ROC-AUC value is computed as a sum 
of product of sensitivity and 1-specificity values and DM is expressed as a sum of coincident 
errors.  
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Figure 9: To explore whether the underlying relationship between ROC-AUC and F2-DM values 
is quadratic, the RP of the four individual algorithms (i.e., area-based, edge-based, solidity-based 
and variance-based detection algorithms) were simulated across pre-determined false positive and 
true positive regions in a set of 20 [simulated] input images. The RP were then combined using 
DST-based fusion model to generate RP of the resultant 11 classifiers. As with the predictive 
model based on real training images, there was no significant improvement beyond a quadratic fit. 
A higher R
2
 value (0.98) obtained for the simulation case proves that there is no underlying 
phenomenon that is not captured by F2-DM; the reduced correlation in the DM-ROC predictor 
model (R
2
 =0.87) shown in Figure 8 appears to be due to noise in the real data. 
 
4.4. Performance assessment of the optimization technique 
The developed optimization technique was tested by verifying if the minimum F2-DM value 
computed from the refined local search space is indeed the global minimum F2-DM value 
determined using the brute force method of stepping through each threshold. Here, we included 
the contrast-based (C) detection algorithm in addition to the four individual algorithms (A, E, S 
and V) to obtain a total of 26 classifiers. Computation of minimum F2-DM was repeated for all 
the 26 classifiers across our candidate fusion models. As evident in Figure 10, for all classifiers 
and their corresponding RP, the difference in the minimum F2-DM values computed by both 
methods was within 0.01%.  
4.5. Implementation of the DM module for classifier selection 
Due to a multimodal ATD approach, we also incorporated four detection algorithms that are 
designed specifically to detect our targets of interest in SWIR images. The idea is to combine the 
RP of these algorithms, namely, X: background subtraction algorithm, Y: contrast-detection 
algorithm, Z: edge-detection and R: variance-detection algorithm with the algorithms developed 
for EO images (A, C, E, S and V algorithms) and verify if there is a significant improvement in 
performance by fusing the detection outputs across EO and SWIR images as opposed to using a 
single-modality output. For a total of 9 different parent algorithms (here, A, C, E, S, V, X, Y, Z 
and R algorithms), we obtain a total of 512 classifiers. Higher number classifiers are child 
classifiers with more number of parent algorithms. To quickly assess the performance of these 
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classifiers, the optimization technique to determine the minimum F2 value for each resultant RP 
of these child classifiers was implemented. Further, the F2 DM-ROC AUC models developed 
using training images for LA, NB and DST-based fusion schemes were applied to predict the 
AUC value for each classifier RP based on the corresponding input, i.e., the minimum F2-DM 
value. 
 
Figure 10: The F2 search optimization technique reduces the need to step through each decision 
threshold to compute and select the minimum F2-DM value. The procedure was tested across all 
the 26 classifiers (all combinations of area-based, contrast-based, edge-based, solidity-based and 
variance-based detection algorithms) and for a total of 10 input images. The technique („local 
search algorithm‟) limits the search region to evaluate the performance of a child classifier based 
on the decision thresholds that provide minimum F2-DM value for its corresponding parent 
classifiers. The maximum difference between the minimum F2-DM values computed across the 
260 RP using the brute force method („global search algorithm‟) and the developed optimization 
technique was less than 0.01%. Using this optimization technique and the DM-ROC predictor 
model, the performance of various classifiers in the detection framework can be accurately and 
quickly evaluated. 
 
A.5.1. Accuracy of the DM module 
To verify the accuracy of the DM module in providing the ROC-AUC value across each RP 
based on F2 computation only, the RP of the 512 classifiers were also evaluated using our ROC 
algorithm (Ganapathy and Skipper, 2007).  Based on Figure 11 it is evident that the computed F2 
values using the DM optimization technique and the directly computed ROC-AUC values were 
highly correlated. Further, an average error of 3% (range= 0-7%, 500 RP per classifier per fusion 
scheme) was reported in the ROC-AUC values predicted using the F2 DM-ROC AUC model 
compared to the computed ROC-AUC value for different RP (across all 512 classifiers). The 
reported error was the overall average error calculated for RP formed across LA, NB and DST-
based fusion schemes. 
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Figure 11: The F2 DM-ROC AUC model was used to predict the performance of each of the 512 
classifiers across all the three fusion schemes (LA, NB and DST-based fusion schemes). Here, the 
average ROC-AUC values obtained across 500 test images for each classifier within each fusion 
scheme based on the predictor model and those computed using our ROC algorithm, respectively 
are plotted. An overall high correlation (R² = 0.90) was observed between the computed and the 
predicted ROC-AUC values independent of the underlying fusion scheme. The average error of 
the predicted AUC values was limited to 3% (range= 0-7%) in comparison with the directly 
computed AUC values. 
 
A.5.2. Ranking of the shortlisted classifiers 
To shortlist the top performing classifiers from a total of 512 classifiers, it is not only important to 
compare their average ROC-AUC values but also select classifiers that perform consistently well 
across the entire range of test images (i.e., also study the associated standard deviation of the 
ROC-AUC values). Classifiers between numbers 300 to 325 provided higher average ROC-AUC 
values with low standard deviation (ranging from 0.02 to 0.06). Figure 12 shows a similar trend 
for classifiers in terms of average AUC values and standard deviation reported based on the DM 
analysis. 
In Figure 13, the high performing classifiers were rank-ordered simultaneously by both DM and 
ROC analyses are depicted. It is clear from Table 3 that the top five classifiers rank-ordered by 
DM and ROC modules were the same. This further concludes that DM predictor model can be 
used to accurately select the global maxima from the entire classifier pool instead of the more 
time-consuming ROC algorithm.  
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Figure 12: Using both an average ROC-AUC criterion (ROC-AUC > 0.80) and a standard 
deviation criterion (σ < 0.10) on the set of 500 test images, 23 classifiers were further down-
selected as candidate classifiers of the system. Similar performance trends of higher average ROC-
AUC values (> 0.80) and an overall reduced variation (< 0.10) were observed for these shortlisted 
23 classifiers using the DM predictor model.    
 
5. Discussion 
Rather than focusing on developing a single best classifier, current studies are aimed at designing 
multiple classifier systems that are more versatile and robust to detect or classify targets from 
complex scenes [8]-[19]. A multiple classifier system with moderate classifiers can outperform a 
single best classifier when the classifiers are sufficiently diverse to minimize the overall misses or 
FP. This fact is evident from Table 1, where the ensemble (ESV) with edge-based (E), shape-
based (S) and variance-based (V) algorithms as parent algorithms provides a higher AUC value 
(0.84 ± 0.01) significantly different (p < 0.001, at 95 % confidence interval (CI)) compared to the 
individual best algorithm (E) (0.72 ± 0.05). On the other hand, as shown in Table 1 ensembles 
such as AE (0.75 ± 0.01) and AV (0.72 ± 0.01) provide an average AUC value not significantly 
different at 95% CI compared to the single best classifier (E) (0.72 ± 0.05) due to an increase or 
reduction in the confidence scores across FP or TP ROIs, respectively. 
To reduce the computational complexity with increase in number of classifiers in the classifier 
pool, many search algorithms have been developed, implemented and optimized to minimize the 
need to perform an exhaustive search (Ruta and Gabdrys, 2005; Valin et al., 2006). These search 
algorithms are faster to implement and limit themselves to an order of quadratic or cubic 
complexity. However, algorithms that perform a sequential search may not escape local minima 
due to lack of backtracking; whereas, in case of randomized search algorithms it is always 
difficult to determine the proper control parameters that allow them to escape local minima (Ruta 
and Gabdrys, 2005). The selection criteria employed by these search algorithms are, in general, 
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limited to calculating the classifying accuracy or MVE across the candidate ensembles. Using 
MVE as a selection criterion is intuitive in cases where outputs of 
 
 
Figure 13: The RP of 22 out of 23 shortlisted classifiers were generated by fusing the RP of three 
out of five detection algorithms generated across EO images. Classifier ASVXR provided the 
highest average AUC value (0.90±0.03) compared to the remaining classifiers (p< 0.01, 
significant at 95% CI). The above results are obtained for classifiers combined using DST-based 
fusion scheme. Each classifier combined across DST-based fusion scheme performed better than 
their corresponding classifiers formed using NB- and LA-based fusion schemes (Figure 8.6).  
various classifiers are always binary in nature (Ruta and Gabdrys, 2005; Windeatt, 2005; Shipp 
and Kuncheva, 2002). However, for decision-level fusion schemes, where we can expect a range 
of confidence scores across each sensor or classifier, MVE cannot be used as a selection criterion 
(Hall and Llinas, 1997; Ruta and Gabdrys, 2005 and Valin et al., 2006). Consequently, studies 
implementing various decision-level fusion schemes implement FROC or ROC algorithms to 
evaluate system performance (Fawcett, 2006; Hall and Llinas, 1997; Ganapathy and Skipper, 
2007). The ROC or FROC curves are generated by computing the changes in terms of FP and 
misses over a range of thresholds. Although both ROC and FROC methods serve as appropriate 
selection criteria, the number crunching time for sequential or randomized search algorithms 
increases tremendously due to the need to step through the range of discrete thresholds to 
compute the AUC value.  
It is therefore, imperative for multiple classifier design studies that involve decision-level fusion 
models to explore or develop different selection criteria that eliminate or reduce the need to 
perform ROC or FROC analysis. The algorithms developed for ATD are in general designed to 
provide a high sensitivity (> 80%) but not necessarily high specificity (> 60%) (Rizvi and 
Nasrabadi, 2003; Ganapathy and Skipper, 2007; Ayrulu and Billur, 2002). As a result, we can 
expect moderate AUC values (0.60-0.72) from each of the individual algorithms, reported in 
Table 1, due to an increase in FP. The F2 DM computes the ratio of coincident error and thereby, 
indicates the total number of non-targets misclassified as targets or vice-versa by both algorithms 
(Giacinto and Roli, 2001). For ensembles formed with highly sensitive algorithms, an 
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improvement in AUC value can be observed if the underlying algorithms have less common FP. 
Since the F2 DM captures the reduction of confidence scores across FP ROIs that are not  
 
Table 3. In real-time applications with a large pool of algorithms, the predictor model will be used to 
shortlist top-performing classifiers, rather than implementing the more time-consuming ROC algorithm. To 
avoid selection error, it was important to confirm that the ranking of classifiers is consistent across the two 
approaches (at least with respect to the top five candidate classifiers). Out of 23 candidate classifiers (ROC-
AUC > 0.80), the top four classifiers (1: ASVXR, 2: ASVZR, 3: ASVXY, 4: AEVXR) ranked by both 
ROC algorithms and the predictor model were identical. The DM model was comparatively more 
conservative than the ROC algorithm, since five classifiers are tied for the fifth place, i.e., these would all 
be predicted to show similar performance. 
 
Classifier 
no. 
Classifier 
 
AUC 
(ROC analysis) 
 
AUC 
(DM-ROC 
predictor model) 
Ranking by 
ROC algorithm 
 
Ranking by 
DM-ROC 
predictor model 
 
297 AESXR 0.85 0.85 8 5 
302 AEVXZ 0.86 0.85 6 5 
303 AEVXR 0.87 0.86 4 4 
305 AEVYR 0.85 0.85 8 5 
311 ASVXY 0.88 0.87 3 3 
312 ASVXZ 0.87 0.85 4 5 
313 ASVXR 0.90 0.89 1 1 
314 ASVYZ 0.86 0.85 6 5 
316 ASVZR 0.89 0.88 2 2 
 
 
common between algorithms/ensembles, we obtain a high correlation (~0.9) with the 
corresponding AUC values. Poor correlation (< 0.6) was obtained based on a preliminary study 
performed to validate otherDM such as Q2 (Kuncheva, 2000), C2 (Sharkey and Sharkey, 1997), 
PM2 (Kuncheva and Whitaker, 1990) and D2 (Shalak, 1996)  as surrogate indicators with respect 
to the universal ROC metric. Due to high accuracy (i.e., high true detection rate) offered by our 
candidate algorithms, it is possible that these metrics perform poorly since they only consider the 
complimentary error or correct classification rate of the candidate algorithms. As expected, the F2 
DM provided a higher correlation with ROC metric (~0.9) as compared to other studies that 
consider MVE as a performance criterion (~0.4-0.6). The high correlation was obtained across all 
fusion models (LA, NB, and DST-fusion schemes) that provide a range of confidence scores as 
opposed to a binary output across MV rule. By definition, F2 measure computes the coincident 
error between algorithms in a given ensemble. Consequently, by averaging the pairwise F2 
measure computed between any two algorithms in the ensemble to obtain the combined F2 value, 
information regarding the overall coincident error of the ensemble is lost, resulting in a low 
correlation with MVE (Ruta and Gabdrys, 2005; Windeatt, 2005; Shipp and Kuncheva, 2002). 
Similarly, due to the mathematical formulation of LA, NB and DST rules, averaging the 
minimum F2 values obtained for the parent ensembles (say PQ and RS) cannot predict the overall 
minimum F2 for the child ensemble (PQRS) formed under either fusion scheme. By directly 
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computing the overall coincident error amongst the parent ensemble/algorithms for an ensemble 
using Equations 18, 19, 20 and 21, a more accurate and relevant F2 value is obtained.  
This study has established minimum F2 measure as a reasonably good surrogate metric to predict 
the performance of any given ensemble across conventional fusion schemes. We developed an 
optimization algorithm to avoid computation of the F2 values for the whole range of 0-255 
grayscale values by analyzing the RP of parent algorithms/classifiers. The algorithm allows the 
F2 analysis for a new ensemble to be limited to a smaller search region that includes the critical 
thresholds corresponding to the minimum F2 values of the parent ensembles. Only the analysis of 
parent algorithms requires stepping through all 0-255 grayscale values to determine their 
minimum F2 DM, equivalent to computing a single ROC curve. For all resultant child classifiers, 
the search space is restricted to an average of 2-ts to 2+ts thresholds (i.e., a total of 5 thresholds); ts 
is the starting threshold determined by the individual thresholds that provide minimum F2 DM of 
the parent algorithms. We obtain a computational savings of 83% by implementing the 
optimization algorithm as opposed to performing a ROC analysis for all the 512 classifiers. 
Additionally, with an increase in computational efficiency, the average difference in the 
minimum F2 DM determined by the global search technique and the proposed localized search 
technique was restricted to 0.01% across all fusion schemes. The result emphasizes the advantage 
of our optimization technique with respect to both accuracy and time in calculating the minimum 
F2 DM for all classifiers. 
The predictive error of the DM-ROC model was less than 3% (range: 0-7%) across all 500 test 
images, encompassing all the three traditional schemes and 512 classifiers. The ranking of the top 
five algorithms by the DM-ROC predictor model was same as that provided by the ROC 
algorithm, including selecting the best global classifier from the classifier pool. This proves that 
the predictor model can be used efficiently in real-time to select a suite of best performing 
classifiers and eliminate the need to perform a ROC analysis. Subsequently, it also eliminates the 
use of sequential or randomized search techniques that do not always guarantee the selection of 
the best global ensemble from the classifier pool.  
The DM-ROC predictor model was obtained based on training images that were collected for 
detection of roadside „threat‟ objects. The ROC AUC and F2 DM values were computed for 
outputs of algorithms designed specifically for this detection task. However, for a new detection 
task (different PR, computer-aided diagnosis, or other ATD systems) with new set of input 
imagery and suite of algorithms, we anticipate the need for re-establishing predictor models for 
each decision-level fusion scheme. These models can be obtained by generating F2 and AUC 
values for a well-sampled subset of training images and select few detection algorithms. 
Conclusion: Previous work on selecting a surrogate performance indicator that can predict the 
diversity (i.e., dependency) between classifiers has been restricted to mainly, MV rule. Through 
this study, we have established a novel application of F2 DM as a metric for rapidly assessing 
classifier performance. The high correlation between F2 DM and universally accepted ROC AUC 
metric permits the use of F2 DM as a surrogate measure to suitably select the best classifier 
across all conventional decision-level fusion schemes.  
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E.2. F2 DM-ROC AUC predictor models for LA- and NB- classifier schemes 
In this section, we present the F2 DM-ROC AUC models that we established by 
computing the ROC AUC values and the minimum F2 DM of 11 classifiers across 
10 RP for the LA (Figure E.1) and NB (Figure E.2) fusion schemes. The child 
classifiers were obtained by combining RP of area (A), edge (E), variance (V) 
and solidity (S) parent algorithms. A quadratic fit was considered appropriate for 
both LA (R2 = 0.83) and NB (R2 = 0.83) predictor models. Similar results for the 
DST fusion scheme (R2 = 0.87) were presented in Figure 5.2. 
 
Figure E.1. The DM-F2 and the ROC-AUC values were computed for a total of 110 
evaluation images (11 classifiers and 10 input images). Here, the quadratic model that 
predicts the ROC-AUC values from the calculated minimum DM-F2 values for the LA-based 
fusion scheme (R
2
 = 0.83) is shown.  
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Figure E.2. The quadratic model derived for the NB classifier was used to predict the 
performance of our system classifiers (512 classifiers) obtained by combining four candidate 
detection algorithms (R² = 0.85).  
E.3. Accuracy of DM predictor models  
In Chapter 5, we presented the prediction results (Figure 5.3) of all DM 
models (average error=3%, range=0-7%) with respect to the ROC AUC 
values for 1,536 classifiers. Here, we show the breakdown of those data with 
respect to each model and the associated prediction errors (Figures E.3, E.4 
and E.5). 
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Figure E.3. Here, the average ROC-AUC values obtained from the ROC algorithms for 500 
test images for each of the 512 classifiers within the LA scheme are plotted against the 
results predicted by our model (Figure E.1). A high correlation (R² = 0.89) was observed 
between the computed and the predicted ROC-AUC values, resulting in an average error of 
2% (range: 0-5%). 
 
Figure E.4. A high correlation (R² = 0.90) was also observed between the computed and the 
predicted ROC-AUC values of the candidate classifiers for the NB (F2-AUC) predictor model, 
yielding an average prediction error of 2% (range: 0-4%). 
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Figure E.5. For the 512 DST-based classifiers assessed using the ROC algorithm and the 
F2-AUC predictor model (Figure 5.2), an average error of 3% (range: 0-7%) was reported. 
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APPENDIX F: WEIGHTING RESULTS FOR LA AND NB CLASSIFIERS 
F.1. Influence of multiplicative and exponential weights on the performance 
of LA and NB classifiers 
Factorial weights were applied to the RP of parent algorithms in both a 
multiplicative and exponential fashion to form weighted RP of resultant child 
classifiers (Figure F.1 and Figure F.2). The average AUC value of the child 
classifiers generated using exponential weights outperformed that from the 
multiplicative weights for both the LA (p < 0.05, at 95% CI) and NB (p < 0.01, at 
95% CI) schemes (Figure F.1 and F.2). 
 
Figure F.1. For the LA fusion scheme, applying weights to the RP in an exponential fashion 
provided higher AUC values than using multiplicative weights in 9 out of 10 cases (p < 0.05, at 
95% CI). For classifier CE, multiplicative and exponential weighting delivered the same 
performance (AUC = 0.73). 
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Figure F.2. The results obtained for the NB classifier showed that exponential weighting 
outperforms multiplicative weighting (p < 0.01, at 95% CI). 
For this experiment, RP were generated for 10 classifiers (across 50 images) 
with five detection algorithms, selected two at a time.  
F.2. Comparison of exponential-weighted RP with non-weighted RP 
The RP of contrast- and variance-based algorithms were combined using the LA 
and NB schemes. The process was repeated by introducing exponential weights 
for the parent RP prior to fusion. Similar to the outcome for the DST-based 
classifiers (Figure 6.1), higher ROC-AUC was achieved for the weighted versus 
unweighted case for both the LA and NB schemes (p < 0.01 at 95% confidence 
interval (CI)) (Figures F.3 and F.4). 
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Figure F.3. For the NB fusion scheme, weighting 50 parent RP prior to combining them provided 
better results (p < 0.01, 95% CI) than simply combining the unweighted RP. An average 
improvement of 5% (range = 2-11%) was observed with the use of weights.  
 
Figure F.4. An average improvement of 3% (range = 2-8%) was observed by weighting the parent 
RP under the LA scheme.  
F.3. Selection of the best weight pair 
For both the LA (Figure F.5) and NB (Figure F.6) schemes, a high correlation (R2 
= 0.89-0.91) was obtained between the weights that provided a maximum AUC 
value and the relative ROC performance of the algorithm pair. Similar to Figure 
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6.4, for this study, the RP of area, edge and solidity algorithms were simulated to 
acquire a range of relative performances for determination of the weight range for 
all future classifiers across the LA and NB schemes.  
 
Figure F.5. A high correlation (R² = 0.89) allows us to predict the starting weights in the 
incremental weight search, based on the relative performance of the NB classifiers (on a set of 50 
simulated images). This eliminates the need for an exhaustive search to define the best weight 
pair. The clustering of data at certain performance points could be attributed to our consideration 
of only three parent algorithm RP that do not yield much variation in the combined performances. 
 
Figure F.6. Under the NB scheme (Figure F.5) different weight ranges are observed for similar 
relative performances of parent RP. As a result, it is necessary to repeat the step of narrowing the 
weight range for each particular fusion scheme. A more linear trend (R² = 0.92) with dispersed 
data is observed for the LA scheme as opposed to the NB and DST schemes.  
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