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Abstract
Three quantitative measures of the spatiotemporal behavior of the coupled
map lattices: reduced density matrix, reduced wave function, and an ana-
log of particle number, have been introduced. They provide a quantitative
meaning to the concept of coherence which in the context of complex sys-
tems have been used rather intuitively. Their behavior suggests that the
logistic coupled-map lattices approach the states which resemble the con-
densed states of systems of Bose particles. In addition, pattern formation in
two-dimensional coupled map lattices based on the logistic mapping has been
investigated with respect to the non-linear parameter, the diffusion constant
and initial as well as boundary conditions.
Keywords: coupled map lattices, Bose-Einstein condensation, pattern
formation, classical field theory
1. Introduction
Coupled map lattices (CMLs) [1, 2] have long become a useful tool to inves-
tigate spatiotemporal behavior of extended and possibly chaotic dynamical
systems [3, 4, 5, 6]. It is so even though the most standard CML, that based
on the coupling of logistic maps, is physically not particularly appealing as it
is fairly remote from any model of natural phenomena. Other, more compli-
cated CMLs, have found interesting applications in physical modeling. One
should mention here CMLs developed to describe the Rayleigh-Benard con-
vection [7], dynamics of boiling [8, 9], formation and dynamics of clouds [10],
crystal growth processes and hydrodynamics of two-dimensional flows [11].
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The most important characteristic quantities employed to study various types
of CMLs include co-moving Lyapunov spectra, mutual information flow, spa-
tiotemporal power spectra, Kolmogorov-Sinai entropy density, pattern en-
tropy [11]. More recently, the detrended fluctuation analysis, structure func-
tion analysis, local dimensions, embedding dimension and recurrence analysis
have also been introduced for CMLs [12].
The purpose of this paper is to analyze the interesting features of the above-
mentioned most standard coupled map lattices which resemble the charac-
teristisc of the condensates of Bose particles as well as those associated with
formation of patterns in two spatial dimensions. In particular, we investigate
the formation of such patterns for relatively short times; their dependence on
two parameters which define CML as well as the initial conditions is found
numerically. Thus, the present work is very much in the spirit of classical
papers [5, 6, 11]. We believe, however, that the subject is very far from be-
ing exhausted as it is quite easy to find interesting patterns not discovered
in the above works. More importantly, we combine searching for interesting
patterns with the introduction of three additional quantities with the help of
which one can characterize the dynamics and statistical properties of CMLs.
These are the reduced density matrix, the reduced wave function, and a quan-
tity which is an analog of the number of particle. This is motivated, in part,
by what we feel is the need to slightly deemphasize the connection of CMLs
with finite-dimensional dynamical systems, and make their analysis similar to
that of classical field theory, especially the Gross-Pitaevskii equation which
is used in the physics of Bose-Einstein condensation [13, 14]. Application
of the classical field-theoretical methods in the physics of condensates have
been described, e.g., in [15, 16, 17].
Many interesting patterns emerge in the system while it still exhibits a tran-
sient behavior as can be seen, e.g., in the plots of the “number of particles".
We have not attempted here to reach the regime of stationary dynamics in
each case. The problem for which times such a stationary regime becomes es-
tablished is beyond the scope of this work. We are content with the transient
regime as long as something interesting about the connection with conden-
sates and about the patterns can be observed. Let us notice that remarkable
results on the transient behavior of extended systems with chaotic behavior
have been obtained, e.g., in [18, 19].
In addition, we observe that the condensate-like behavior has been reported
in other systems which are not connected with many Bose particles. Of
particular interest are the developments in the theory of complex networks
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[20, 21]. Here, however, we explore the condensate-like behavior in the cou-
pled map lattices.
The main body of this work is organized as follows. The mathematical model
as well as the basic definitions of reduced density matrix and reduced wave
function are introduced in Section 2. Section 3 provides a justification of our
claim that the coupled map lattices based on logistic map exhibit properties
which are analogous to those of the Bose-Einstein condensates (BEC). The
description of numerical results concerning pattern formation are contained
in Section 4, while Section 5 comprises a few concluding remarks.
2. The model
Let us consider the classical field ψ(x, y, t) defined on a two-dimensional
spatial lattice. Its evolution in (dimensionless, discrete) time t is given by
the following equation:
ψ(x, y, t+ 1) = (1− 4d)f(ψ(x, y, t)) + d [f(ψ(x+ 1, y, t)) + f(ψ(x− 1, y, t))
+ f(ψ(x, y + 1, t)) + f(ψ(x, y − 1, t))] (1)
where the function f is given by:
f(ψ) = cψ(1− ψ), (2)
and the parameters c and d are constant. The set of values taken by ψ
is the interval [0, 1]. From the physical point of view the above diffusive
model is rather bizarre, containing a field-dependent diffusion. There is no
conserved quantity here which could play the role of energy or the number
of excitations.
In the following the coefficient d will be called the “diffusion constant", and
the coefficient c - the “non-linear parameter". It is assumed that ψ satisfies
either the periodic boundary or Dirichlet (with ψ = 0) conditions on the
borders of simulation box. The size of that box is N×N . All our simulations
have been performed with N = 256.
Let ψ˜ be the two-dimensional discrete Fourier transform of ψ,
ψ˜(m,n) =
N−1∑
x=0
N−1∑
y=0
e2piimx/Ne2piiny/Nψ(x, y), (3)
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Thus, ψ˜ may be interpreted as the momentum representation of the field ψ.
Below we investigate the relation between a CML described by Eq.(1) and a
Bose-Einstein condensate. Therefore, let us invoke the basic characteristics
of the latter which are so important that they actually form a part of its
modern definition. These are [22, 23]:
1. The presence of off-diagonal long-range order (ODLRO).
2. The presence of one eigenvalue of the one-particle reduced density ma-
trix which is much larger than all other eigenvalues.
Let us notice that the property 2. corresponds to the well-known intuitive
definition of the Bose-Einstein condensate. Namely, taking into account that
the one-particle reduced density matrix ρ(1) has the following decomposition
in terms of eigenvalues λj and eigenvectors |φj〉:
ρ(1) =
∑
j
λj|φj〉〈φj|
we realize that if one of the eigenvalues is much larger than the rest, then
the majority or at least a substantial fraction of particles is in the same
single-particle quantum state.
In addition, for an idealized system of Bose particles with periodic boundary
conditions and without external potential, the following signature of conden-
sation is also to be noticed:
3. The population of the zero-momentum mode is much larger than pop-
ulation of all other modes.
The properties 1. and 2. acquire quantitative meaning only if the one-particle
reduced density matrix is defined. However, as our model is purely classical,
the definition of that density matrix is not self-evident. Here we make use
of the classical-field approach to the theory of Bose-Einstein condensation
[16, 24] and define the quantities:
ρ¯(x, x′) = 〈
N−1∑
y=0
ψ(x, y)ψ(x′, y)〉t, (4)
and
ρ(x, x′) = ρ¯(x, x′)/
∑
x
ρ¯(x, x). (5)
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We shall call the quantity ρ(x, x′) the reduced density matrix of CML. The
above definition in terms of an averaged quadratic form made of ψ seems quite
natural, especially because ρ is a real symmetric, positive-definite matrix with
the trace equal to 1. The sharp brackets 〈...〉t denote the time averaging:
〈(...)〉t = 1
Ts
T∑
t=T−Ts
(...),
where T is the total simulation time and Ts is the averaging time. In our
numerical experiments T has been equal to 3000, and Ts has been chosen to
be equal to 300.
We can provide the quantitative meaning to the concept of off-diagonal long-
range order (ODLRO) by saying that it is present in the system if
ρ(x1 + x, x1 − x)
does not go to zero with increasing x [23]. If this is the case, the system
possesses the basic property 1. of Bose-Einstein condensates.
LetW be the largest eigenvalue of ρ. We will say that CML is in a "condensed
state" if W is significantly larger that all other eigenvalues of ρ. If this is the
case, the system possesses property 2. of the Bose-Einstein condensates. The
corresponding eigenvector, F (x), will be called the reduced wave function of
the (condensed part of) coupled map lattice.
One thing which still requires explanation is that the above definition of the
reduced density matrix involves not only temporal, but also spatial averaging
over y. This is performed just for technical convenience, namely, to avoid
dealing with too large matrices. Strictly speaking, we are allowed to assess
the presence or absence of ODLRO only in one (x) direction. But that
direction is arbitrary, as we might equally well consider averaging over x
without any qualitative change in the results.
In the classical field theory the quantity ψ˜?ψ˜ represents the particle density
in momentum space; in the corresponding quantum theory, upon the raising
of ψ, ψ? to the status of operators, ψ˜?ψ˜ would be called the particle number
operator. Analogously, we introduce the number P which - just for the
purpose of the present article - will be called the “particle number", and is
defined as:
P =
N/2−1∑
m=−N/2
N/2−1∑
n=−N/2
|ψ˜(m,n)|2. (6)
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All the above definitions are modeled after the corresponding definitions in
the non-relativistic classical field theory.
3. Similarity to Bose-condensed systems
We have performed our numerical experiment with six values of the non-linear
parameter c (3.5 + 0.1 · i, i = 0, 1, ..., 5), twenty five values of the diffusion
constant d (0.01 · j, j = 1, 2, .., 25), five different initial conditions, and two
different boundary conditions. The boundary conditions have been chosen
either as periodic or “Dirichlet" ones, the latter with ψ = 0 at all boundaries.
To save some space, the tables below contain the results for d being multiples
of 0.05, but the results for other d do not differ qualitatively from those
reported below. The following initial conditions have been investigated. The
first - type (A) - initial conditions are such that ψ(x, y, t) is “excited" only
at a single point at t = 0: ψ(N/2, N/2, 0) = 0.5, and ψ(x, y, 0) is equal to
zero at all other (x, y). Type (B) initial conditions are such that ψ(x, y, t) has
initially two non-vanishing values: ψ(N/4, N/4, 0) = ψ(3N/4, 3N/4, 0) = 0.5.
By type (C) initial conditions we mean those with ψ(x, y, 0) being a Gaussian
function, ψ(x, y, 0) = 0.5 exp(−0.01((x − N/2)2 + (y − N/2)2)). In type
(D) initial conditions the Gaussian has been replaced with a sine function,
ψ(x, y, 0) = 0.5 sin(10x/(N − 1), and type (E) are characterized by ψ(x, y, 0)
being equal to 0.5 at all internal points except of one point - (N/4, N/4) -
where ψ is equal to 0.50001.
3.1. Results for periodic boundary conditions
Tables 1-5 show the dependence of the largest eigenvalue of the time-averaged
reduced density matrix on c and d:
There are several interesting observations which can be made in connection
with Tables 1-5. Firstly, with exception of the case d = 0.25 and arbitrary
c for type (A) initial conditions, the system exhibits one eigenvalue of the
reduced density matrix which is much larger than all other eigenvalues for
all other values of c and d and both types of initial conditions. This is one of
the most important features of the Bose-condensed matter, as explained in
Section 2. Our system clearly has the property 2. of BEC. Secondly, for the
case d = 0.25 and types (A) and (B) initial conditions, the largest eigenvalue
is slightly lower than 0.5. We have checked that, for each c, there are two
almost equal eigenvalues which are much larger than all other eigenvalues.
The presence of two such eigenvalues of the reduced density matrix also has
6
Table 1: Largest eigenvalue of the reduced density matrix. Periodic boundary conditions
and type (A) initial conditions
d\c 3.5 3.6 3.7 3.8 3.9 4.0
0.05 0.920 0.909 0.905 0.908 0.905 0.902
0.10 0.929 0.911 0.905 0.914 0.904 0.902
0.15 0.948 0.917 0.929 0.945 0.907 0.904
0.20 0.999 0.996 0.986 0.912 0.908 0.905
0.25 0.499 0.496 0.493 0.483 0.454 0.453
Table 2: Largest eigenvalue of the reduced density matrix. Periodic boundary conditions
and type (B) initial conditions
d\c 3.5 3.6 3.7 3.8 3.9 4.0
0.05 0.921 0.909 0.906 0.909 0.905 0.902
0.10 0.940 0.918 0.902 0.923 0.904 0.902
0.15 0.945 0.910 0.914 0.954 0.907 0.904
0.20 0.912 0.911 0.898 0.899 0.908 0.905
0.25 0.457 0.457 0.459 0.481 0.455 0.453
Table 3: Largest eigenvalue of the reduced density matrix. Periodic boundary conditions
and type (C) initial conditions
d\c 3.5 3.6 3.7 3.8 3.9 4.0
0.05 0.925 0.911 0.909 0.907 0.902 0.902
0.10 0.938 0.920 0.901 0.906 0.904 0.902
0.15 0.953 0.928 0.910 0.915 0.906 0.905
0.20 0.923 0.913 0.923 0.893 0.907 0.905
0.25 0.910 0.903 0.888 0.909 0.906 0.904
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Table 4: Largest eigenvalue of the reduced density matrix. Periodic boundary conditions
and type (D) initial conditions
d\c 3.5 3.6 3.7 3.8 3.9 4.0
0.05 0.927 0.913 0.901 0.899 0.893 0.858
0.10 0.934 0.924 0.911 0.904 0.896 0.887
0.15 0.940 0.934 0.919 0.918 0.901 0.882
0.20 0.940 0.932 0.925 0.924 0.902 0.881
0.25 0.934 0.931 0.925 0.921 0.919 0.880
Table 5: Largest eigenvalue of the reduced density matrix. Periodic boundary conditions
and type (E) initial conditions
d\c 3.5 3.6 3.7 3.8 3.9 4.0
0.05 1.0 0.990 0.895 0.903 0.903 0.902
0.10 1.0 0.991 0.899 0.915 0.904 0.902
0.15 1.0 0.990 0.914 0.906 0.907 0.904
0.20 1.0 0.991 0.902 0.937 0.907 0.905
0.25 1.0 0.994 0.931 0.918 0.903 0.453
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its analog in the physics of Bose-Einstein condensation; it is characteristic
for the so-called quasi-condensates [25, 26, 24]. Further, it seems there are
certain regularities in the c and d dependence of the maximal eigenvalue. In
most (but not all) cases, the value of W appears to decrease with growing c
for given d. In all cases except of d = 0.25, W has had the largest value for
c equal to 3.5, that is, below the threshold of chaos for a single logistic map.
The fact that the largest eigenvalue for type (E) initial conditions does not
practically differ from 1 for c = 3.5 and is still very close to 1 for c = 3.6
can obviously be attributed to the fact that those values of the nonlinear
parameters ar too "weak" to introduce sufficient variation into the system
which is initially almost perfectly homogeneous.
In Figure 1(a-b) we have displayed the spatial dependence of the quantity
("one-particle correlation function") σ(x) = ρ(N/2 + x,N/2 − x) for x =
0, 1, 2, ..., N/2− 1, d = 0.20, c = 3.7, periodic boundary conditions, and five
types of initial conditions.
While the values of the above "one-particle correlation function" for x = 0
and x = N/2 must be equal due to the boundary conditions, a strong decrease
of σ(x) for x being far from 0 or N/2 would have to take place if there were
no long-range order. However, σ(x) never falls below the 75% of its value for
x = 0. In addition, for types (A), (C) and (D) initial conditions the change
of σ with x reduces itself to very small fluctuations. We can conclude that
our system exhibits the property 1. of the Bose-Einstein condensates. Still,
the considerable variation of σ(x) wwith respect to initial conditions seems
quite interesting and probably deserves some further investigation.
The plots in Fig. 2(a-b) illustrate the dependence of eigenvectors F (x) ("wave
functions of the condensate") corresponding to the largest eigenvalueW on x
for all types of initial conditions. The most important feature of those plots
is very weak dependence of F (x) on x, with a single exception of type (D)
initial conditions where the variation slightly exceeds 10%. This feature has
also been observed for all other values of our parameters and for much longer
times as well, regardless of the final state of the system.
Thus, one may say that the correlation length is virtually infinite, which,
again, is a characteristic feature of the strongly condensed physical systems.
We note that this is true even for the d = 0.25 and type (A) initial con-
ditions, where the system resembles quasi-condensates. In such a case the
density fluctuations should not differ from those of the “true" condensates;
the difference lies in the phase fluctuations. Elaboration of that interesting
point is, however, beyond the scope of the present work.
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Figure 1: Spatial dependence of the one-particle correlation functions for d = 0.20, c = 3.7
and periodic boundary conditions; (a) solid line: type (A) initial conditions, dashed line:
type (B) boundary conditions; (b) solid line: type (C) initial conditions, dashed line: type
(D) boundary conditions, dotted line: type (E) initial conditions.
To make our case of pointing out the CML resemblance to Bose condensates
even stronger, we have checked the behavior of the field ψ in momentum
space. In Figures 3(a-e) the plots of the moduli |ψ˜| as functions of two
components of their “momentum” argument are shown for periodic boundary
conditions and five types of initial conditions. The function |ψ˜(m,n)| is
normalized in such a way that its maximal value is 1.
Almost all plots in Fig. 3 are qualitatively the same except, again, of that
corresponding to the sinusoidal initial conditions. In addition, they are rep-
resentative for the entire spectrum of values of c and d, even for d = 0.25 with
type (A) initial conditions (that is, for “quasi-condensates”). Strong peak at
the zero momentum clearly dominates all the other maxima. The fact that
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Figure 2: Spatial dependence of the eigenvector, corresponding to the largest eigenvalue
of the reduced density matrix for d = 0.20 and c = 3.7 and periodic boundary conditions;
(a) solid line: type (A) initial conditions, dashed line: type (B) initial conditions (b) solid
line: type (C) initial conditions, dashed line: type (D) initial conditions, dotted line: type
(E) initial conditions.
the zeroth mode is the only one which is so strongly populated is yet another
feature of Bose-condensed system of particles - our system exhibits the prop-
erty 3. of condensates. However, the lateral amplitudes for the sinusoidal
initial conditions are relatively high, as can be seen in Fig. 3(d). Although
even for this case the dominance of the central mode is clear, it appears that
it is weaker than in the case of other initial conditions.
Let us finally consider the function P (t), which is an analog of the particle
number. In our system P (t) is a genuine function of time, and there is no
conservation law for it.
The figure 4(a-e) contains several plots of time dependence of P (t) for d =
0.020 and c = 3.7, periodic boundary conditions and five types of initial
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Figure 3: The dependence of |ψ˜| on the discrete vector of momentum (m,n) for d = 0.20,
c = 3.7, and periodic boundary conditions. The values of |ψ˜| has been normalized in such
a way that |ψ˜(0, 0)| = 1; (a) type (A) initial conditions; (b) type (B) initial condition; (c)
type (C) initial conditions; (d) type (D) initial conditions; (e) type (E) initial conditions.
conditions.
Let us first observe that the asymptotic dynamics of P (t) for large t which are
very different for does indeed depend on initial conditions. The “bands" which
are very characteristic for type (A) and (B) initial conditions practically
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Figure 4: Time dependence of the particle number P for d = 0.20, c = 3.7, and periodic
boundary conditions; (a) type (A) initial conditions, (b) type (B) initial conditions, (c)
type (C) initial conditions, (d) type (D) initial conditions, (e) type (E) initial conditions.
disappear for type (C) and (E) initial conditions. The sinusoidal (type (D))
initial conditions are again quite special for two reasons. Not only is the
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Table 6: Largest eigenvalue of the reduced density matrix. Dirichlet boundary conidtions
and type (A) initial conditions
d\c 3.5 3.6 3.7 3.8 3.9 4.0
0.05 0.920 0.909 0.904 0.908 0.905 0.902
0.10 0.922 0.916 0.913 0.911 0.903 0.901
0.15 0.940 0.944 0.929 0.933 0.905 0.903
0.20 0.997 0.997 0.986 0.909 0.906 0.905
0.25 0.499 497 0.493 0.483 0.453 0.453
Table 7: Largest eigenvalue of the reduced density matrix. Dirichlet boundary conidtions
and type (B) initial conditions
d\c 3.5 3.6 3.7 3.8 3.9 4.0
0.05 0.920 0.909 0.906 0.910 0.905 0.902
0.10 0.944 0.915 0.903 0.910 0.904 0.901
0.15 0.950 0.973 0.899 0.920 0.905 0.904
0.20 0.953 0.956 0.958 0.916 0.906 0.905
0.25 0.486 0.489 0.483 0.483 0.453 0.453
change of P (t) very erractic with no visible “bands", but its mean value is,
in addition, almost one order of magnitude smaller than in the case of other
initial conditions. So far, we cannot offer any explanation of this feature.
3.2. Results for Dirichlet boundary conditions
Tables 6-10 show the dependence of the largest eigenvalue of the time-averaged
reduced density matrix on c and d:
The most important conclusion one can draw from the Tables (1-5) is the
same as in the case of periodic boundary conditions: there exist one dominant
eigenvalues for almost values parameters except of the value d = 0.25 where
exactly two dominant eigenvalues are present. This feature suggests that the
change of boundary conditions does not diminish the similarity of our system
to the Bose-Einstein condensates, or quasi-condensates. Also, it seems that
the general trend of change (namely, decrease) of the largest eigenvalue with
growing c for given d is here observed, but again, the number of exceptions
is considerable.
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Table 8: Largest eigenvalue of the reduced density matrix. Dirichlet boundary conidtions
and type (C) initial conditions
d\c 3.5 3.6 3.7 3.8 3.9 4.0
0.05 0.925 0.912 0.909 0.907 0.902 0.902
0.10 0.937 0.920 0.902 0.897 0.904 0.901
0.15 0.948 0.928 0.907 0.903 0.905 0.904
0.20 0.923 0.913 0.923 0.906 0.906 0.905
0.25 0.911 0.904 0.887 0.894 0.906 0.904
Table 9: Largest eigenvalue of the reduced density matrix. Dirichlet boundary conidtions
and type (D) initial conditions
d\c 3.5 3.6 3.7 3.8 3.9 4.0
0.05 0.913 0.912 0.900 0.898 0.896 0.902
0.10 0.936 0.926 0.916 0.897 0.904 0.901
0.15 0.942 0.936 0.925 0.911 0.905 0.904
0.20 0.942 0.934 0.929 0.895 0.906 0.905
0.25 0.934 0.931 0.964 0.936 0.905 0.904
Table 10: Largest eigenvalue of the reduced density matrix. Dirichlet boundary conidtions
and type (E) initial conditions
d\c 3.5 3.6 3.7 3.8 3.9 4.0
0.05 1.0 0.993 0.922 0.926 0.913 0.902
0.10 1.0 0.992 0.922 0.900 0.903 0.901
0.15 1.0 0.992 0.929 0.906 0.905 0.904
0.20 1.0 0.992 0.922 0.913 0.906 0.905
0.25 1.0 0.991 0.922 0.904 0.906 0.904
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In Figure 5 we have displayed the spatial dependence of the quantity ("one-
particle correlation function") σ(x) = ρ(N/2+x,N/2−x) for x = 0, 1, 2, ..., N/2−
1, d = 0.20, c = 3.7, periodic boundary conditions, and five types of initial
conditions. As in the case of periodic boundary conditions, the long-range
order is very transparent. The function ρ(N/2−x,N/2 +x) approaches zero
only for the values of its arguments approaching boundaries.
Figure 5: Spatial dependence of the one-particle correlation functions for d = 0.20, c = 3.7
and Dirichlet boundary conditions; (a) solid line: type (A) initial conditions, dashed line:
type (B) initial conditions; (b) solid line: type (C) initial conditions, dashed line: type
(D) boundary conditions, dotted line: type (E) initial conditions.
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Figure 6(a-c) contains the plots of the eigenvectors ("wave functions of the
condensate") corresponding to the largest eigenvalueW for all types of initial
conditions.
Figure 6: Spatial dependence of the eigenvector, corresponding to the largest eigenvalue
of the reduced density matrix for d = 0.20 and c = 3.7 and Dirichlet boundary conditions;
(a) solid line: type (A) initial conditions, dashed line: type (B) initial conditions (b) solid
line: type (C) initial conditions, dashed line: type (D) initial conditions, dotted line: type
(E) initial conditions.
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All the above plots are very flat, except of the arguments close to the bound-
aries, and the values of the "wave functions" never never approach zero.
The system appears to be globally correlated, even though it is still in the
transient regime with only local synchronization.
As in the previous Section, we have checked the behavior of the field ψ in
momentum space. In Figures 7(a-e) the plots of the moduli |ψ˜| as functions
of two components of their “momentum” argument are shown for two types
of initial conditions. The function |ψ˜(m,n)| is normalized in such a way that
its maximal value is 1.
The dominance of a single (m = 0, n = 0) mode is transparent, except that in
the case the type (D) (sinusoidal) initial conditions the population of lateral
modes is substantially bigger that in the other cases.
Figure 8(a-e) contains the plots of time dependence of the variable P for
d = 0.020 and c = 3.7.
It seems that the dynamics of the particle is quite sensitive to the boundary
conditions for we can see here substantial deviation from the dynamics of P
in the case of periodic boundary conditions. In particular, in the time regime
which is investigated here, the “bands" appear to be far better visible for the
Dirichlet boundary conditions. What is more, the case of sinusoidal initial
conditions is no longer much different from all the others, although the mean
number of particles is still smallest in that case.
4. Large-scale pattern formation
We have observed the following general rules in the process of pattern forma-
tion in our system. Firstly, the patterns are incomparably better developed
(much better visible) for any “structured" initial conditions (like those con-
sidered in this work) than in the case of random initial conditions. The initial
inhomogeneities (or “seeds") serve the building of large structures much bet-
ter than fully random conditions, which is fairly intuitive. The patterns are
best developed for smaller values of the non-linear parameter and intermedi-
ate values of the diffusion constant.
In Figs. 9-15 we show shaded-contour plots representing the values of the field
ψ(x, y) after 3000 time steps for periodic boundary conditions and types (A-
C) and (E) initial conditions. There are no figures for type (D) (sinusoidal)
boundary conditions because they are quite uninteresting, displaying merely
the stripes corresponding to the sinusoidal initial “excitation".
18
Figure 7: The dependence of |ψ˜| on the discrete vector of momentum (m,n) for d = 0.20,
c = 3.7, and Dirichlet boundary conditions. The values of |ψ˜| has been normalized in such
a way that |ψ˜(0, 0)| = 1; (a) type (A) initial conditions; (b) type (B) initial condition; (c)
type (C) initial conditions; (d) type (D) initial conditions; (e) type (E) initial conditions.
Naturally, the large structures visible in Figs. 9-14 reflect, to some extent,
the symmetry of the simulation box. More interesting observation is that
19
Figure 8: Time dependence of the particle number P for d = 0.20, c = 3.7, and Dirichlet
boundary conditions; (a) type (A) initial conditions, (b) type (B) initial conditions, (c)
type (C) initial conditions, (d) type (D) initial conditions, (e) type (E) initial conditions.
the change from periodic (c = 3.5) to chaotic (c = 3.6) regime - as defined
for individual maps - does not lead, in the case of very slow diffusion, to any
spectacular change of the pattern.
The most characteristic feature of the fast-diffusion (i.e. large d) case is
the disappearance of the large-scale structures even for any type of initial
conditions. However, somewhat more pronounced grainy structures reappear
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Figure 9: Grayscale shaded contour graphics representing the values of the field ψ after
3000 time steps for d = 0.05, periodic boundary conditions, and three values of c for type
(A) initial conditions; (a)c = 3.5, (b)c = 3.6, (c)c = 3.7. Brighter regions are those with
higher values of ψ.
Figure 10: Grayscale shaded contour graphics representing the values of the field ψ after
3000 time steps for d = 0.25, periodic boundary conditions and three values of c and type
(A) initial conditions; (a) c = 3.8, (b) c = 3.9, (c) c = 4.0. Brighter regions are those with
higher values of ψ.
for c = 3.9.
In Figs. 16-22 we show shaded-contour plots representing the values of the
field ψ(x, y) after 3000 time steps for Dirichlet boundary conditions and five
types of initial conditions.
Naturally, the large structures visible in the figures reflect, to some extent,
the symmetry of the simulation box. More interesting observation is that
the change from periodic (c = 3.5) to chaotic (c = 3.6) regime - as defined
for individual maps - does not lead, in the case of very slow diffusion, to any
spectacular change of the pattern.
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Figure 11: Grayscale shaded contour graphics representing the values of the field ψ after
3000 time steps for d = 0.05, periodic boundary conditions, three values of c, type (B)
initial conditions; (a) c = 3.5, (b) c = 3.6, (c) c = 3.7. Brighter regions are those with
higher values of ψ.
Figure 12: Grayscale shaded contour graphics representing the values of the field ψ after
3000 time steps for d = 0.25, periodic boundary conditions, three values of c and type (B)
initial conditions; (a) c = 3.8, (b) c = 3.9, (c) c = 4.0. Brighter regions are those with
higher values of ψ.
The most characteristic feature of the fast-diffusion (i.e. large d) case is again
the disappearance of the large-scale structures for all types of initial condi-
tions. This is also reflected by flat curves in the plots of reduced wave func-
tions. However, somewhat more pronounced grainy structures again reappear
for c = 3.9 and large d.
5. Concluding remarks
Perhaps the most interesting of the various features of the considered system
of coupled map lattices is that it appears to be “condensed” if the most stan-
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Figure 13: Grayscale shaded contour graphics representing the values of the field ψ after
3000 time steps for d = 0.05, periodic boundary conditions, three values of c, type (C)
initial conditions; (a) c = 3.5, (b) c = 3.6, (c) c = 3.7. Brighter regions are those with
higher values of ψ.
Figure 14: Grayscale shaded contour graphics representing the values of the field ψ after
3000 time steps for d = 0.25, periodic boundary conditions, three values of c and type (B)
initial conditions; (a) c = 3.8, (b) c = 3.9, (c) c = 4.0. Brighter regions are those with
higher values of ψ.
dard measures of the classical field theory of Bose condensates are applied.
That is, for a majority of parameter values we have observed that a gap
between the largest eigenvalue of the reduced density matrix and the rest
has been developed. Only for d = 0.25 we have observed not a single, but
rather two eigenvalues which are much larger than all remaining ones. The
latter fact might be of independent interest, as it seems to correspond with
the so-called “quasi-condensates". Secondly, the prominent characteristic of
the system is the presence of large-scale patterns for smaller values of the
“diffusion constant" d, d ≤ 0.2 and not too large values of the non-linear pa-
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Figure 15: Grayscale shaded contour graphics representing the values of the field ψ after
3000 time steps for periodic boundary conditions and type (E) initial conditions; (a)
c = 3.7, d = 0.05, (b) c = 3.9, d = 0.25, (c) c = 4.0, d = 0.25.
Figure 16: Same as in Figure 9 but for Dirichlet boundary conditions.
Figure 17: Same as in Figure 10 but for Dirichlet boundary conditions.
rameter, c ≤ 3.8. Thirdly, a very strong dependence of both the presence and
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Figure 18: Same as in Figure 11 but for Dirichlet boundary conditions.
Figure 19: Same as in Figure 12 but for Dirichlet boundary conditions.
Figure 20: Same as in Figure 13 but for Dirichlet boundary conditions.
qualitative features of the patterns on the initial conditions is to be noticed.
The latter fact should be a warning against restricting oneself to one type of
initial conditions - namely, the purely random ones - which is very often met
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in the literature. The most interesting facts can be overlooked this way. In-
terestingly, the strong dependence of patterns on the initial conditions takes
place even in the non-chaotic regime of the parameter c. Fourthly, for very
slow diffusion (d = 0.05) we have found that the “number of particles” - de-
fined in a natural way - is an approximate constant of motion for sufficiently
large times (because the period-2 oscillations have very small amplitude). If
the system exhibits period-2 or period-4 oscillations, the number of particle
fluctuates around two (or four) values, as if there were two (four) different
systems.
We have, in addition, performed similar numerical experiments with another
version of the logistic map, reaching similar conclusions. The same statement
seems to be valid in the case of standard (rather than logistic) map employed
as a basis for the coupled map lattice; however, we have only very preliminary
results in that case.
Finally, we would like to observe that the domination of zeroth mode in the
momentum space suggests that a kind of Bogoliubov approximation could
be applicable. This might lead to an efficient analytical approach to the
dynamics of CML.
We plan to develop further our attempt of using classical field-theoretical
concepts in coupled map lattices. Work is in progress of their using in the case
of three-dimensional CMLs based on logistic maps as well as other physically
more appealing discrete systems.
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