Abstract Large-eddy simulations (LES) are performed to simulate the atmospheric boundary-layer (ABL) flow through idealized urban canopies represented by uniform arrays of cubes in order to better understand atmospheric flow over rural-to-urban surface transitions. The LES framework is first validated with wind-tunnel experimental data. Good agreement between the simulation results and the experimental data are found for the vertical and spanwise profiles of the mean velocities and velocity standard deviations at different streamwise locations. Next, the model is used to simulate ABL flows over surface transitions from a flat homogeneous terrain to aligned and staggered arrays of cubes with height h. For both configurations, five different frontal area densities (λ f ), equal to 0.028, 0.063, 0.111, 0.174 and 0.250, are considered. Within the arrays, the flow is found to adjust quickly and shows similar structure to the wake of the cubes after the second row of cubes. An internal boundary layer is identified above the cube arrays and found to have a similar depth in all different cases. At a downstream location where the flow immediately above the cube array is already adjusted to the surface, the spatially-averaged velocity is found to have a logarithmic profile in the vertical. The values of the displacement height are found to be quite insensitive to the canopy layout (aligned vs. staggered) and increase roughly from 0.65h to 0.9h as λf increases from 0.028 to 0.25. Relatively larger values of the aerodynamic roughness length (z 0 ) are obtained for the staggered arrays, compared with the aligned cases, and a maximum value of z 0 is found at λf = 0.111 for both configurations. By explicitly calculating the drag exerted by the cubes on the flow and the drag coefficients of the cubes using our LES results, and comparing the results with existing theoretical expressions, we show that the larger values of z 0 for the staggered arrays are related to the relatively larger drag coefficients of the cubes for that configuration compared with the aligned one. The effective mixing length (l m ) within and above different cube arrays is also calculated and a local maximum of l m within the canopy is found in all the cases, with values ranging from 0.2h to 0.4h. These patterns of l m are different from those used in existing urban canopy models.
Introduction
Due to the increasing concerns about air quality in urban areas, many recent studies have aimed to investigate the complex interactions between turbulent atmospheric boundary-layer (ABL) flow and the underlying cities. The main objective was to characterize the turbulent flow structure, quantify the turbulent fluxes of momentum and scalars, and develop simple parametrizations of those fluxes that can be used for the prediction of air quality and airflow patterns in urban environments.
In the literature, there are numerous wind-tunnel studies (Raupach et al. 1980; Brown et al. 2001; Macdonald et al. 2002; Castro et al. 2006 ), large-eddy simulations (LES) (Kanda 2006; Xie et al. 2008; Boppana et al. 2010; Castillo et al. 2011 ) and direct numerical simulations (DNS) (Coceal et al. 2006 (Coceal et al. , 2007a of flows above idealized building geometries. The goals of many of these studies are to investigate and to characterize the mean wind and turbulence within and above urban canopies. One important focus is the characterization of the surfaces using simple bulk parameters that can be used in surface-layer similarity theory, e.g. MoninObukhov similarity (Businger et al. 1971) . Of particular interest is the determination of the effective aerodynamic roughness length (z 0 ) and displacement height (d) that are key parameters in the logarithmic wind law,
where U is the temporally-and spatially-averaged wind speed, z is the height, u * is the friction velocity and κ is the von Kármán constant. Traditionally, z 0 and d are usually expressed as functions of the roughness-element density (λ) as summarized in Grimmond and Oke (1999) . Commonly used parameters to represent λ include the frontal area density (λ f = A f /A d ) and the plan area density (λ p = A p /A d ), where A f is the total frontal area of the obstacles, A p is the total plan area of the obstacles and A d is the total area covered by obstacles. Previous wind-tunnel experiments (as reviewed in Raupach 1992; Macdonald et al. 1998 and Grimmond and Oke 1999) generally showed that d increases with λ while z 0 shows a maximum value at λ ≈ 0.1-0.2. By considering the sheltering effects of the roughness elements of an array of obstacles, Raupach (1992 Raupach ( , 1994 proposed an analytic treatment of the drag force and drag partition and suggested expressions for z 0 and d as functions of λ. Later, Macdonald et al. (1998) proposed other simple expressions for z 0 and d, also as functions of λ, by considering the drag force exerted by the roughness elements on the flow. However, in Raupach (1992 Raupach ( , 1994 and Macdonald et al. (1998) , the effects of roughness-element configuration and atmospheric conditions, which are also important parameters affecting the values of z 0 and d, were not considered. For z 0 and d estimated from the wind profiles, there was also the problem that different estimated values were obtained using different methods (Petersen 1997; Macdonald 2000; Cheng and Castro 2002; Cheng et al. 2007 ).
In their wind-tunnel experiment, Raupach et al. (1980) considered flow above regular arrays of wooden cylinders with five different densities to investigate how wake diffusion and horizontal inhomogeneity affect the mean wind profiles above the surfaces. In other wind-tunnel studies, Cheng and Castro (2002) investigated the horizontal heterogeneity of the flow above arrays of blocks and tried to identify the inertial (surface) layer and roughness sublayer. They found that the inertial-layer depths are the same for elements with uniform and random height, while a much thicker roughness sublayer was found for the random surface. They also found that the dispersive stresses are negligible compared with the turbulent Reynolds stresses. Later, Castro et al. (2006) used experimental data of flow over a staggered cube array in neutral conditions to analyze the velocity spatial correlation, velocity spectra, quadrants of the turbulent shear stress, and the turbulent kinetic energy (TKE) balance. The experiments of Cheng and Castro (2002) and Castro et al. (2006) also provided useful data for validating computational fluid dynamics (CFD) models, e.g. the DNS of Coceal et al. (2006 Coceal et al. ( , 2007a . Coceal et al. (2006 Coceal et al. ( , 2007a were able to calculate different turbulence statistics and analyze the coherent structure and turbulent length scale within and above an array of cubes. Kanda (2006) used LES to study the turbulence structure above surfaces of block arrays with different densities and block height arrangements. In addition to the experimental and numerical studies mentioned above, there were also studies (Macdonald 2000; Belcher 2004, 2005 ) that aimed to develop simple analytical models for urban canopy flows based on the Prandtl mixing-length theory and the drag exerted by the buildings on the flow.
For the studies mentioned above, fully adjusted flows above urban-like surfaces were considered. In comparison, few studies have been conducted to investigate the ABL transition for flow over a city. These include the wind-tunnel studies of Cheng and Castro (2002) and Schultz et al. (2005) that investigated the flows over smooth-to-rough surface transitions. Cheng and Castro (2002) considered a rough surface with roughness elements of height about 1 % of the boundary-layer depth. By considering the vertical profiles of mean velocity and turbulent characteristics, they found that the flow in the roughness sublayer is adjusted to the surface after a distance equal to about 160 times the aerodynamic roughness length of the downstream surface. They also tried to identify the growing equilibrium layer and roughness sublayer, which were found to be sensitive to the way they are defined. On the other hand, Schultz et al. (2005) used roughness elements with a height of about 2.5 % of the boundary-layer depth to investigate the adjustment of the flow. They found that the flow reaches equilibrium more rapidly when a more turbulent approaching flow is used. The analytical studies of Belcher et al. (2003) introduced the canopy-drag length scale (L c ) as a fundamental dynamical length scale of urban canopies. Coceal and Belcher (2004) used L c to estimate the distance for flow adjustment as a flow enters an urban canopy.
The objective of this study is to investigate the flow characteristics of an ABL flow as it passes uniform arrays of cubes using LES. LES can reproduce the most energetic turbulence motions and has the advantage of relatively low computational cost compared with DNS (e.g., Meneveau and Katz 2000; Pope 2000; Voller and Porté-Agel 2002; Sagaut 2006) . This allows the use of a relatively large computational domain that is essential in reproducing the large-scale turbulence above cities and ensuring there is enough space for flow adjustment after the flow passes a surface transition. In Sect. 2, the LES framework is introduced. The code is first validated with the wind-tunnel experimental data of Brown et al. (2001) and the results are shown in Sect. 3. In Sect. 4, the results obtained from the LES of ABL flows over surface transitions from a flat homogeneous terrain to aligned and staggered cube arrays with different densities are presented and discussed. Finally, in Sect. 5, the main results are summarized and conclusions drawn.
LES Framework
The LES code solves the filtered continuity equation and the filtered incompressible NavierStokes equations in rotational form (Orszag and Pao 1975) ,
whereũ i is the filtered velocity component in the i direction (with i = 1, 2, 3 corresponding to the streamwise (x), spanwise (y) and vertical (z) direction, respectively),p * =p/ρ + 1 2ũ iũi is the modified kinematic pressure,p is the filtered pressure, ρ is the density of air, τ i j = u i u j −ũ iũ j is the subgrid-scale (SGS) stress tensor, and ν is the kinematic viscosity of air. The term f i is the immersed forcing used to simulate the effects of the blocks on the flow and F i is a mean pressure gradient forcing term. Neutrally stratified conditions are considered and therefore no additional term is required to account for the effect of buoyancy. The SGS model used here is the modulated gradient model of Lu and Porté-Agel (2010) . The SGS stress is calculated as
where k sgs is the SGS kinetic energy and G i j is obtained by the Taylor's expansion of τ i j as
where x , y and z correspond to the streamwise, spanwise and vertical grid spacings, respectively. The value of k sgs is calculated with the assumption of local equilibrium. To ensure numerical stability, no local energy transfer from unresolved to resolved scales is allowed (Lu and Porté-Agel 2010) . Thus,
is the resolved strain-rate tensor, and C ≈ 1 based on the assumption of an averaged energy balance between SGS energy production and molecular dissipation rate. The main advantages of the modulated gradient model are: (i) the model satisfies material frame indifference, (ii) it is simple and computationally inexpensive as neither test filtering nor additional transport equation is needed, and (iii) it is able to capture flow anisotropy better than eddy-viscosity models.
In all the simulations, the top boundary was considered as a stress-free wall. Periodic boundary conditions were used in the lateral directions with a buffer zone to impose a boundary-layer inflow condition. To do so, a precursor simulation technique was adopted, and involved running a prior simulation of the turbulent boundary-layer flow without cubes. The instantaneous velocity fields obtained from the precursor simulation were saved and later used as inflows to the simulations of flow past cube arrays, using a buffer zone to adjust the flow from the downwind condition to that of the precursor simulation. The use of this precursor simulation technique to impose the inflow condition while maintaining the accuracy in a similar pseudospectral LES codes has been successful in previous studies of flow past a 2D block (Cheng and Porté-Agel 2013) , an urban canopy (Tseng et al. 2006 ), a steep hill (Wan and Porté-Agel 2011) , a wind turbine Porté-Agel 2011, 2012) , and wind farms Wu and Porté-Agel 2013) . For the bottom wall, the boundary condition was based on the Monin-Obukhov similarity theory (Businger et al. 1971) . Although the theory is only valid for averaged quantities under steady and homogeneous conditions, it is commonly used also for fluctuating (LES filtered) quantities in both homogeneous and heterogeneous flows. Even though recent studies have highlighted the limitations of this approach (e.g., Marusic et al. 2001; Chamorro and Porté-Agel 2010; Abkar and Porté-Agel 2012) , no alternative is available for complex flows. Under neutral conditions, the surface shear stress τ i3,s (x, y, t) (i = 1, 2) is often computed as Porté-Agel 2006, 2008) 
where the subscript s denotes surface values, t is the time,
is the local instantaneous (filtered) horizontal velocity magnitude at height z = z /2 , and z 0 is the aerodynamic roughness length.
In the simulations, the spatial derivatives in the horizontal directions were calculated based on the pseudo-spectral method, while a second-order central-difference method was used in the vertical direction. The time advancement was carried out using the second-order Adams-Bashforth scheme (Canuto et al. 1988 ). More details on the LES code can be found in Albertson and Parlange (1999) , Porté-Agel et al. (2000 , Porté-Agel (2004), Porté-Agel (2006, 2008) and Lu and Porté-Agel (2010) .
An immersed boundary method (Mittal and Iaccarino 2005; Cheng and Porté-Agel 2013 ) was used to model the presence of blocks by specifying an immersed forcing term f i in Eq. 3. A Cartesian grid with staggered arrangement was used. The levels of computation for the vertical velocity componentw were half-grid shifted compared with the computational levels for the streamwise velocity componentũ, spanwise velocity componentṽ, andp * . The vertical surfaces of the blocks were located at a position aligned with a grid column, while the top surface was located at the computational level ofw. At the block surfaces, the surface shear stress was computed using a method similar to that for the bottom surface. This required the calculation of the instantaneous (filtered) surface shear stress as a function of the velocity field at the first grid point outside the surfaces. The boundary condition was then accomplished through the local application of Monin-Obukhov similarity theory. Moreover, smoothing of the velocity field inside the blocks before the velocity derivative calculations, was used to diminish the Gibbs phenomenon that occurs near sharp boundaries (Tseng et al. 2006; Fang et al. 2011) .
In the following discussion of the LES results, the filtered velocityũ i is decomposed into the time average ũ i and fluctuationũ i components as
where the statistics are computed after the flow achieves quasi-steady conditions. In addition, the streamwise, spanwise and vertical velocity components are sometimes denoted as u, v and w, respectively.
LES Validation
The LES framework was validated in our previous study (Cheng and Porté-Agel 2013) in simulations of a turbulent boundary-layer flow past a 2D block. In order to extend the LES validation to flows over three-dimensional urban surfaces, here we evaluate the LES framework against the wind-tunnel experimental data of Brown et al. (2001) for turbulent 
nodes. This corresponded to a number of grid points covering each cube of n x × n y × n z = 10 × 10 × 15. The value of z 0 for the upstream ground was equal to 1 mm. For the ground within the cube array and the walls of the cubes, z 0 = 0.01 mm was used based on the relation z 0 = 0.12ν/u * for aerodynamically smooth surfaces (Hinze 1975) . The height of the domain L z was slightly higher than the depth of the incoming boundary layer δ ( = 1.8 m) to allow for possible boundary-layer growth. A buffer zone, located at a distance of 0.6 m upstream of the cube array, was used to impose the inflow condition using the precursor simulation technique described in Sect. 2. A precursor simulation of a turbulent boundarylayer flow without cubes was performed to generate the inflow condition. The generated mean flow was characterized by a logarithmic profile with z 0 = 1 mm and u * = 0.22 m s −1 . The profiles of the normalized mean streamwise velocity component ( ũ /u * ) and velocity The comparison between the LES results and the wind-tunnel measurements of the normalized mean velocity components ( ũ /U 0 and w /U 0 ) and velocity standard derivations (σ u /U 0 , σ v /U 0 and σ w /U 0 ) at different streamwise locations of the cube array are shown in Figs. 3 and 4, respectively. U 0 is the freestream mean wind speed. For the vertical and spanwise profiles of ũ and w , good agreement is observed between the simulation results and the experimental data. This demonstrates that the model is able to reproduce accurately the flow recirculation pattern within and around the cube array. Moreover, good predictions of the velocity standard deviations (σ u /U 0 , σ v /U 0 and σ w /U 0 ) by the current simulation are also observed in the vertical and spanwise profiles shown in Fig. 4 . The magnitudes of the velocity standard deviations are well reproduced by the simulation at all locations except at the positions close to the top walls of the first row of cubes. At those positions, smaller magnitudes of the velocity standard deviations are predicted. The difference observed is possibly due to the very sharp velocity change there, which causes the velocity profile to deviate significantly from the logarithmic wind profile. This, as a result, causes errors when applying the wall boundary condition (which is based on the logarithmic profile) there. However, as discussed in Sect. 2, although there are limitations to the current approach, no alternative is available yet for complex flows. In general, the current LES shows remarkable performance in simulating the mean wind and turbulence both within and above the array of cubes.
LES of Atmospheric Boundary-Layer Flows Through Idealized Urban Canopies
Here, we present results from LES of ABL flows over surface transitions from a flat homogeneous terrain to idealized urban-like surfaces with different building configurations and densities. The computational domain is shown in Fig. 5 of grid points covering each cube of n x × n y × n z = 10 × 10 × 15. The values of z 0 of the ground surface and the surfaces of the cubes were the same and equal to 0.0067h. Similar to the validation case discussed in Sect. 3, a precursor simulation was used to generate the inflow condition of a turbulent boundary-layer flow, of depth 12h, over a homogeneous flat surface with z 0 = 0.0067h. A buffer zone located at a distance of 6h upstream of the cube arrays was used to impose the inflow condition in the simulations.
Flow Patterns
The contours of the streamwise velocity component at the cube-array centreline and the edge of the internal boundary layer (IBL) for the different cases are shown in Fig. 6 . The edge of the IBL is defined as the height at which the spanwise-averaged streamwise velocity component is equal to 99 % of the upstream velocity. As the turbulent boundary-layer flow passes the cube arrays, the flow within the array (at heights below h) is decelerated by the drag force exerted by the cubes, while a small speed-up is found just above the first row of cubes. The flow is then gradually adjusted to the surface, and a new IBL develops above the cube array. No significant difference in the depth of the IBL among different cases is observed. These results are different from the IBL height predictions of the analytical models proposed in the literature (see Savelyev and Taylor 2005) . For example, in the predictions of the models proposed by Wood (1982) , Pendergrass and Aria (1984), and Savelyev and Taylor (2005) , clearer dependences of the IBL thickness on canopy densities are found compared with those reported in the LES results. Also, in the current LES results, the growth rate of the IBL thickness is found to decrease with streamwise position in all the cases tested. This is again different from the results of the models, which predict the IBL thickness increases almost linearly far downstream of a surface transition. The likely cause is that most of the existing IBL relations are only effective for IBLs that are located within the surface layer (with height ≈ 0.1-0.2δ). However, in the current study, the IBL layer attains a height of 2.5h (≈0.2δ) shortly downstream of the surface transition for all the cases. This is related to the higher building height relative to the ABL thickness considered in the current LES. For the cube arrays with lower densities, oscillating patterns of the IBL edges are identified as shown in Fig. 6 . For these cases, there is a larger separation between cubes that provides more space for flow recovery before the flow passes the next row of cubes. This implies a higher wind speed just before the next row of cubes in these cases compared with the other cases with higher densities. This resulted in a larger speed-up of the flow just above the downstream cubes and, in turn, a slight decrease of the height of the IBL over the cubes.
For the flow within the array, in all the cases, the mean velocity is found to adjust quickly to the array as the shapes and magnitudes of the wakes are almost the same after the second row of cubes. The contours of the mean streamwise velocity component at the horizontal plane at z = 0.5h for the different cases are also shown in Fig. 7 . As expected, the wind speed within the array decreases with increasing density. A recirculation zone is formed behind each cube as shown by the regions of negative streamwise velocity component in Figs. 6 and 7. For the case of λ = 0.25 for the aligned array, the region within the urban canopy is mostly occupied by flow recirculations and the flow within the canopy is almost completely separated from the boundary-layer flow above. This flow pattern is often classified as skimming flow in the literature (Perrier et al. 1972; Wieringa 1993; Pietri et al. 2009 ). On the other hand, for the case of λf = 0.028 for the staggered array, the flow within and above the cube array is similar to the semi-smooth turbulent flow conditions within and above a sparse canopy. In this case, the cubes are sufficiently far apart and their individual wakes are almost dissipated in the interspaces between the cubes. In this condition, the streamwise extent of the recirculation zone behind the cubes is found to be approximately 2h. For the other cases with intermediate cube densities, the flow is in the so-called wake-interference regime. In this regime, the separation between cubes is slightly less than individual wake lengths and the bulk flow above is able to penetrate into the upper region of the urban canopy.
Comparing the flow patterns at the downstream positions of cubes in the aligned and staggered arrays with the same density, a larger streamwise velocity component is found in the staggered arrays than in the aligned arrays. This is due to the fact that the staggered pattern induces the flow to change direction towards the regions downstream of the cubes as the flow passes through different rows of cubes. For the aligned arrays, the flow mainly passes through the channels between columns of cubes. In addition, the staggered pattern also corresponds to larger streamwise separation between cubes, which allows the individual wakes from each cube to recover more before encountering the next cube, as shown in Figs. 6 and 7.
Turbulent Shear Stress and Streamwise Velocity Variance Patterns
The contours of the total turbulent (Reynolds) shear stress u w (= ũ w + τ xz ) at the cube-array centreline are shown in Fig. 8 for the different cases. Large negative turbulent stress is observed behind the cubes just above their top, indicating a maximum downward momentum flux associated with the entrainment of boundary-layer air into the wakes. As with the mean velocity and other turbulence statistics, the shear-stress is found to adjust quickly within the array, as a similar wake pattern is observed behind each cube after the second row of cubes. The configuration of the cubes in the array as well as the cube density are found to have an effect on the shear-stress distribution. For example, for the aligned array with the highest cube density (λ f = 0.25), a smaller overall u w magnitude is observed above the cubes compared with the other cases. This is related to the high cube density that hinders entrainment of boundary-layer air into the canopy. This is consistent with the discussion in Sect. 4.1 that the skimming flow regime exists and the flow within the canopy is almost completely separated from the bulk flow above. For the staggered case with the lowest density (λ f = 0.028), the streamwise distance between the cubes is the largest among all the cases and the magnitude of u w already decreases significantly before the flow passes the next downstream cube. This is consistent with the fact that, in this case, the cube array behaves like a sparse canopy in which the wakes of the cubes are almost dissipated in the interspaces between cubes as shown in Figs. 6 and 7.
The contours of the total streamwise velocity variance u u (= ũ ũ + τ x x ) at the cube-array centreline for the different cases are shown in Fig. 9 . Large velocity variance is found immediately above the first row of cubes for all the cases. Specifically, the maximum velocity variance is found at the same positions (behind the cubes just above h) as that of the maximum stress (− u w ). This is because of the maximum turbulent stress and high shear there enhance the TKE production and therefore increase the velocity variance. Except for the aligned array with the highest cube density, a large velocity variance is observed behind every rows of cubes at a height of z = h. For the arrays with lower densities, the high velocity variance region extends to about 5h downstream of the cubes.
Drag and Drag Coefficients
The drag exerted by buildings on ABL flow and the corresponding drag coefficients of the buildings are important quantities in the parametrization of flows within and above urban canopies (Raupach 1992; Macdonald et al. 1998; Macdonald 2000; Coceal and Belcher 2004) . However, despite their importance, the changes of the drag force and drag coefficient with building configuration and density are still not well understood. Therefore, it is of interest to use the current LES to study the drag force and drag coefficients of the cubes in the aligned and staggered arrays with different densities.
Using the LES results, the drag exerted by the cubes on the flow (D f ) and the drag coefficient of the cubes (C d ) in the aligned and staggered arrays are calculated using the 
Here p s is the temporally-and spatially-averaged value of p (over the frontal surface of the cube), and u 2 vol represents the temporally-and volume spatially-averaged value [over one repeating cube unit (see Fig. 10 )] of the squared streamwise velocity component within the canopy (z ≤ h).
For all the cases, larger values of D f are found for the first row of cubes (with normalized values ≈0.7-0.8) as shown in Fig. 11 . In order to compare drag for different values of U 0 , D f is normalized by 1 2 h 2 U 2 0 to give a dimensionless drag force. In most cases, the values of D f attain an approximate constant value after the second or third row of cubes, consistent with rapid flow adjustment. After the third row, increases in the values of D f with decreasing density are found for both the aligned and staggered arrays. The normalized adjusted values of D f for the cubes in the staggered arrays increase from about 0.1 to 0.5 as λf decreases from 0.25 to 0.028. These are larger than those of the aligned arrays in which the normalized adjusted values of D f increase from about 0.1 to 0.4 as λf decreases from 0.25 to 0.028. This is related to the stronger sheltering effects of the upstream cubes for the aligned arrays compared with the staggered cases.
For the values of C d for the cubes in the staggered arrays, the maximum value is found at the second row of cubes for all the cases except that of λf = 0.063 (with values ranging from about 1.5 to 4). The peak value of C d found at the second row of cubes is related to the staggered pattern of the cubes and the flow speed-up near the first row of cubes due to the blockage of the flow by the first row of cubes. The flow speed-up is larger for the arrays with higher density. For the array with the highest density tested (λ f = 0.25), the value of C d for the cubes at the second rows attains a value ≈4 that is the largest among all the staggered cases. It is also interesting that cubes in the first and third rows of a staggered 
Effective Roughness Length and Displacement Height
To obtain the effective roughness length (z 0 ) and displacement height (d) of the cube arrays using the simulation results, the mean velocity and turbulent shear-stress fields are streamwise and spanwise spatially-averaged over one repeating row unit of a row (see Fig. 10 ) located inside the range of 21 < x/ h < 30. The repeating unit chosen in this condition is at least 21h downstream of the surface transition and 11h upstream of the end of the domain. The choice of this range is to allow sufficient space for the flow to adjust to the surfaces and to avoid the influence of the buffer zone on the flow. For the different cases, the maximum value of − u w in the streamwise and spanwise averaged profile near z = h is used to estimate the friction velocity u * of the surfaces. The values of z 0 and d are then obtained by fitting a logarithmic height function (Eq. 1 with κ = 0.4) to the wind profiles just above the cube arrays.
The results for z 0 and d are shown in Fig. 12 together with the theoretical expressions of Macdonald et al. (1998) and Raupach (1992) , and the wind-tunnel experimental results of Cheng et al. (2007) . The current results show that the values of d for the aligned and staggered arrays have roughly the same pattern and magnitude as a function of λf . In particular, the values of d/ h are found to increase from 0.65 to 0.9 as λf increases from 0.028 to 0.25. For z 0 , larger values are found for the staggered arrays than those of the aligned arrays with the same density. For the staggered arrays, z 0 increases from 0.02h to 0.05h as λf increases from 0.028 to 0.111 and then decreases from 0.05h to 0.03h as λf further increases from 0.174 to 0.25. For the aligned arrays, z 0 increases from 0.017h to 0.023h as λf increases from 0.028 to 0.174 and then decreases to a value of about 0.016h as λf further increases from 0.174 to 0.25. The results generally agree with the wind-tunnel experimental results of Cheng et al. (2007) as similar magnitudes of z 0 and d are found. For the theories of z 0 proposed in Fig. 12 Normalized displacement height (a) and surface roughness (b) as a function of λp for aligned and staggered arrays. Black line and hollow circle aligned array, current LES; red line and filled circle staggered array, current LES; black hollow square aligned array, Cheng et al. (2007) ; red filled square staggered array, Cheng et al. (2007) ; black dashed line Macdonald et al. (1998) , C d = 2.2; red dashed line Macdonald et al. (1998) , C d = 2.9; black dotted line Raupach (1992) , C R = 0.4; red dotted line Raupach (1992) , C R = 0.65 Macdonald et al. (1998) and Raupach (1992) , there is a parameter (denoted by C D and C R in Macdonald et al. (1998) and Raupach (1992) , respectively) that can be interpreted as the normalized effective drag coefficient of a cube immersed in an array. Here, in particular, the values of C D = 2.9 (2.2) and C R = 0.65 (0.4) are used for the staggered (aligned) arrays in the expressions of Macdonald et al. (1998) and Raupach (1992) , respectively. These results are consistent with the discussion in Sect. 4.3 that larger values of drag coefficients for the cubes in the staggered arrays than those of the aligned arrays are found. Excellent agreement is observed between the simulation results and the analytical expressions of Raupach (1992) . In particular, the changes of z 0 with density for the aligned and staggered arrays are well predicted. The LES results also agree fairly well with the expressions of Macdonald et al. (1998) although slight differences are observed.
Note that in the theoretical expressions for z 0 of Raupach (1992) and Macdonald et al. (1998) , the values of d are needed as an input parameter. Here the fitted values of d from the current simulation results are used. Also, the other parameters (c 1 , c 2 and c w in Eqs. 18 and 30 of Raupach (1992) ) in the expression of Raupach (1992) have been set to the values used by Raupach (1992) (c 1 = c 2 = 0.5 and c w = 1.5).
Effective Mixing Length
The Prandtl mixing-length model is commonly used to parametrize the temporally-and horizontal spatially-averaged turbulent shear stress ( u w hor ) in Regnolds-averaged NavierStokes and 1-D models of urban canopy flows (Macdonald 2000; Coceal and Belcher 2004) . Specifically, the model can be written as,
where u hor denotes the temporally-and horizontal spatially-averaged streamwise velocity component and l m is the effective mixing length. In his urban canopy model, Macdonald (2000) considered l m to be uniform with height inside urban canopies, having the disadvantage that the no-slip condition at the ground is not satisfied. Later, instead of a constant value inside Coceal and Belcher (2004) ; green dashed line DNS of Coceal et al. (2006) urban canopies, Coceal and Belcher (2004) suggested the following expression for l m
with l c computed by fixing
Using this model, the no-slip condition at the ground is satisfied. In view of the limited amount of information on l m profiles within urban canopies, here we calculate l m within and above the cube arrays using the LES results according to Eq. 11 in which the horizontal spatial average is taken over different repeating row units (see Fig. 10 ). Here, in the spatial averaging, the volumes occupied by the cubes in the arrays are excluded. The results are shown and compared with the model of Coceal and Belcher (2004) in Fig. 13 . Note that for this model (Eqs. 12 and 13), the value of d is needed as an input parameter and the values obtained from the analysis presented in Sect. 4.4 are used. In comparison, the values of l m in the urban canopies calculated from the current LES results are significantly larger than those predicted by the model of Coceal and Belcher (2004) . In particular, this model predicts an increase of l m with height inside the urban canopy, while a local maximum of l m is found within the canopy for all the LES cases. The local maximum of l m within the canopy is related to the significant decrease of the mean velocity gradient within the canopy, while relatively high turbulence level is still found there. The LES results show similar behaviour to the DNS study of Coceal et al. (2006) for a staggered array of cubes with λf = 0.25 (Fig. 13b-i) . In contrast, at canopy roof level, a sharp change in velocity with height is found for all the cases, resulting in a large velocity gradient and a small value of l m there.
By comparing the profiles of l m for different rows, it is found that, within the canopy, l m adjusts quickly to the canopy and shows a similar pattern after the second or third row of cubes for most of the cases. This is consistent with the results of rapid adjustment of the mean flow and turbulence discussed in Sect. 4.1. Smaller values of l m are generally found for the first row compared with those of the downstream rows for all the cases. This is related to the larger vertical velocity gradient near the first row of cubes (see Fig. 3 
Conclusions
Large-eddy simulations (LES) were performed to investigate the adjustment of a turbulent boundary-layer flow to idealized urban surfaces represented by uniform arrays of cubes. The LES code combined the modulated gradient subgrid-scale model (Lu and Porté-Agel 2010) and an immersed boundary method to simulate the presence of the cubes. The method was validated in Cheng and Porté-Agel (2013) in the simulation of a flow past a two-dimensional surface mounted block, and it is further validated here with the wind-tunnel experimental data of Brown et al. (2001) for a boundary-layer flow past an aligned array of cubes. Good agreement between the experimental data and the LES results are observed in the vertical and spanwise profiles of the mean velocity and velocity variances at different streamwise locations.
The LES framework is then used to simulate atmospheric boundary-layer (ABL) flow over a surface transition from a flat homogeneous terrain to uniform arrays of cubes. Aligned and staggered arrays with five different frontal area densities (λ f ), equal to 0.028, 0.063, 0.111, 0.174 and 0.250, are considered. The simulation results show the development of an internal boundary layer (IBL) over the arrays of cubes. No significant difference in the depth of the IBL among the different cases is found. For the region within the arrays, different flow patterns are observed for different building configurations and densities. Both the mean wind and turbulence are found to adjust quickly after the surface transition.
In order to provide information for the characterization and modelling of flows within and above urban canopies, the drag exerted by the cubes on the flow (D f ) and the drag coefficients of the cubes (C d ) are calculated explicitly using the LES results. Consistent with the rapid flow adjustment downstream of the surface transition, the value of D f , in most of the cases, attains an approximately constant value after the second or third row of cubes. For those adjusted values, values of both D f and C d are found to be larger for the staggered arrays than for the aligned arrays with the same λf . At a downstream location where the flow immediately above the cube array is already adjusted to the surface, the spatially-averaged streamwise velocity component is found to have a logarithmic profile for all the cases. For both the aligned and staggered configurations, the values of the displacement height d are found to increase roughly from 0.65h to 0.9h as λf increases from 0.028 to 0.25. For the aerodynamic roughness length, z 0 , a maximum value at λf = 0.11 is observed for both the aligned and staggered arrays, and larger values of z 0 are obtained for the staggered array than for the aligned one with the same density. The results for z 0 are found to agree well with the theoretical expressions of Raupach (1992) using a larger effective drag coefficient for the staggered arrays than the aligned cases. This is consistent with the results that larger values of C d are found for the staggered arrays than those of the aligned arrays with the same λf . The values of the effective mixing length (l m ) within and above the aligned and staggered arrays of different densities are calculated as a function of height using the LES results. In contrast to the previous model of Coceal and Belcher (2004) , a local maximum of l m within the canopy is found in all the cases, with values ranging from 0.2h to 0.4h.
The results presented herein should help improve and extend the current modelling methods for flow and turbulence within and above urban canopies, especially at the rural-to-urban flow transition region where the flow adjustment behaviour is less investigated in the literature. Future work will continue the development of the LES framework to simulate the transport of active and passive scalars within and above urban canopies, and to further investigate the effects of wind direction, non-uniform building heights, and thermal stability.
