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Abstract
We consider the interior transmission problem associated with the scattering by
an inhomogeneous (possibly anisotropic) highly oscillating periodic media. We show
that, under appropriate assumptions, the solution of the interior transmission prob-
lem converges to the solution of a homogenized problem as the period goes to zero.
Furthermore, we prove that the associated real transmission eigenvalues converge to
transmission eigenvalues of the homogenized problem. Finally we show how to use the
first transmission eigenvalue of the period media, which is measurable from the scat-
tering data, to obtain information about constant effective material properties of the
periodic media. The convergence results presented here are not optimal. Such results
with rate of convergence involve the analysis of the boundary correction and will be
subject of a forthcoming paper.
1 Introduction
We consider the transmission eigenvalue problem associated with the scattering by inhomo-
geneuos (possibly anisotropic) highly oscillating periodic media in the frequency domain. The
governing equations possess rapidly oscillating periodic coefficients which typically model
the wave propagation through composite materials with fine microstructure. Such compos-
ite materials are at the foundation of many contemporary engineering designs and are used
to produce materials with special properties by combining in a particular structure (usually
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in periodic patterns) different materials. In practice, it is desirable to understand these
special properties, in particular macrostructure behavior of the composite materials which
mathematically is achievable by using homogenization approach [2], [3]. Our concern here
is with the study of the corresponding transmission eigenvalues, in particular their behavior
as the period in the medium approaches zero. To this end, it is essential to prove strong
H1(D)-convergence of the resolvent corresponding to the transmission eigenvalue problem,
or as known as the solution of the interior transmission problem. Transmission eigenvalues
associated with the scattering problem for an inhomogeneous media are closely related to the
so-called non scattering frequencies [4], [6], [14]. Such eigenvalues can be determined from
scattering data [7], [27] and provide information about material properties of the scattering
media [13], and hence can be used to estimate the refractive index of the media. In partic-
ular, in the current work we use the first transmission eigenvalue to estimate the effective
material properties of the periodic media.
More precisely, let D ⊂ Rd be a bounded simply connected open set with piecewise
smooth boundary ∂D representing the support of the inhomogeneous periodic media. Let
 > 0 be the length of the period, which is assumed to be very small in comparison to the size
of D and let Y = (0, 1)d be the rescaled unit periodic cell. We assume that the constitutive
material properties in the media are given by a positive definite symmetric matrix valued
function A := A(x/) ∈ L∞
(
D,Rd×d
)
and a positive function n := n(x/) ∈ L∞ (D).
Furthermore, assume that both A(y) and n(y) are periodic in y = x/ with period Y (here
x ∈ D is refer to as the slow variable where y = x/ ∈ Rd is referred to as the fast variable).
We remark that our convergence analysis is also valid in the absorbing case, i.e. for complex
valued A and n, but since the real eigenvalues (which are the measurable ones) exist only
for real valued material properties, we limit ourselves to this case. Let us introduce the
following notations:
inf
y∈Y
inf
|ξ|=1
ξ · A(y)ξ = Amin > 0 and sup
y∈Y
sup
|ξ|=1
ξ · A(y)ξ = Amax <∞ (1)
inf
y∈Y
n(y) = nmin > 0 and sup
y∈Y
n(y) = nmax <∞. (2)
The interior transmission eigenvalue problem for the anisotropic media (d = 2 in electro-
magnetic scattering and d = 3 in acoustic scattering) reads: find (wε, vε) satisfying:
∇ · A∇wε + k2εnwε = 0 in D (3)
∆vε + k
2
εvε = 0 in D (4)
wε = vε on ∂D (5)
∂wε
∂νAε
=
∂vε
∂ν
on ∂D (6)
where ∂w
∂νA
= ν ·A∇w. Note that the spaces for the solution (wε, vε) will become precise later
since they depend on whether A = I or A 6= I.
Definition 1.1. The values kε ∈ C for which (3)-(6) has a nontrivial solution are called
transmission eigenvalues. The corresponding nonzero solutions (wε, vε) are referred to eigen-
functions.
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Figure 1: A periodic domain for three different values of .
It is known that, provided that A − I or/and n − 1 do not change sign in D and are
bounded away from zero, the real transmission eigenvalues exist [13], [17], [21]. However
the transmission eigenvalue problem is non-selfajoint and this causes complications in the
analysis. In this study we are interested in the behavior of eigenvalues kε and eigenfunctions
(wε, vε) in limiting case as ε→ 0. In particular we will be interested in the limit of the real
transmission eigenvalues since they have been proven to exists and can be determined from
scattering data.
1.1 Formal Asymptotic Expansion
We are interested in developing the asymptotic theory of (3)-(6) as the period size  → 0.
To this end we need to define the space
H1#(Y ) := {u ∈ H1(Y ) |u(y) is Y -periodic}
and consider the subspace of Y -periodic H1-functions of mean zero, i.e.
Ĥ1#(Y ) :=
{
u ∈ H1#(Y ) |
∫
Y
u(y) dy = 0
}
.
One expects (as our convergence analysis will confirm) that the homogenized or limiting
transmission eigenvalue problem will be
∇x · Ah∇xw0 + k2nhw0 = 0 in D (7)
∆xv0 + k
2v0 = 0 in D (8)
w0 = v0 on ∂D (9)
∂w0
∂νAh
=
∂v0
∂ν
on ∂D. (10)
where
Ah =
1
|Y |
∫
Y
(
A(y)− A(y)∇y ~ψ(y)
)
dy and nh =
1
|Y |
∫
Y
n(y) dy, (11)
The so-called cell function ψi(y) ∈ Ĥ1#(Y ) is the unique solution to
∇y · A∇yψi = ∇y · Aei in Y, (12)
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where ei is the i-th standard basis vector in Rd. We recall that it is well known that
the homogenized (otherwise known as effective) anisotropic constitutive parameter of the
periodic medium Ah satisfies the following estimates [2] 1
|Y |
∫
Y
A−1(y)dy
−1ξ · ξ ≤ Ahξ · ξ ≤
 1
|Y |
∫
Y
A(y)dy
 ξ · ξ ξ ∈ Cd (13)
hence (1) and (2) are also satisfied for Ah and nh.
The question now is whether the eigenvalues k and corresponding eigenfunctions v, w
of (3)-(6) converge to eigenvalues and eigenfuctions of (7)-(10). For the Dirichlet and Neu-
mann eigenvalue problem for periodic structures the question of convergence is studied in
details. In particular for these problems, the convergence is proven in [3], [25] and [26] and
the rate of convergence with explicit first order correction involving the boundary layer is
studied in [22], [24], [30], [31] and [33]. Given the peculiarities of the transmission eigenvalue
problem such as non-selfadjointness and the lack of ellipticity, the above approaches cannot
be applied in a straightforward manner. Furthermore the transmission eigenvalue problem
exhibits different properties in the case when A 6= I or A = I , hence each of these cases need
to be studied separately [14]. We remark that the existence of an infinite set of transmission
eigenvalues in general settings is proven in [28], [29] and [32], where the existence of an infi-
nite set of real transmission eigenvalues along with monotonicity properties are proven in [13]
and [17]. In the next section we justify the formal asymptotic for the resolvent corresponding
to the transmission eigenvalue problem using the two scale convergent approach developed
in [1]. This is followed by the proof of convergence results for a subset of real transmission
eigenvalues in Section 3. The last section is dedicated to some preliminary numerical ex-
amples where we investigate convergence properties of the first transmission eigenvalue and
demonstrate the feasibility of using the first real transmission eigenvalue to determine the
effective material properties Ah and nh.
2 Convergence Analysis
We start with studying the convergence of the resolvent of the transmission eigenvalue prob-
lem, i.e. of the solution to the interior transmission problem with source terms. The ap-
proach to study the interior transmission problem depends on the fact whether A(y) 6= I for
all y ∈ Y or A(y) ≡ I.
2.1 The case of Aε 6= I
We assume that Amin > 1 or Amax < 1 in addition to (1) and (2). For f and g in L
2(D)
strongly convergent to f and g, respectively, as → 0 we consider the interior transmission
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problem of finding (wε, vε) ∈ H1(D)×H1(D) such that
∇ · A (x/ε)∇wε + k2n (x/ε)wε = f in D (14)
∆vε + k
2vε = g in D (15)
wε = vε on ∂D (16)
∂wε
∂νAε
=
∂vε
∂ν
on ∂D. (17)
The following result is known (see [10] and [15] for the proof).
Lemma 2.1. Assume that Amin > 1 or Amax < 1. Then the problem (14)-(17) satisfies
the Fredholm alternative. In particular it has a unique solution (w, v) ∈ H1(D) × H1(D)
provided k is not a transmission eigenvalue.
The following lemma is proven in [5] and [13].
Lemma 2.2. Assume that Amin > 1 or Amax < 1 and either n ≡ 1 or if n 6 ≡1 then∫
Y
(n(y)− 1)dy 6= 0. The set of transmission eigenvalues k ∈ C is at most discrete with +∞
as the only accumulation point.
Note that (13) implies that Ah − I is positive definite if Amin > 1 and I −Ah is positive
definite if Amax < 1.
To analyze (14)-(17) we introduce the variational space
X(D) := {(w, v) : w, v ∈ H1(D) |w − v ∈ H10 (D)}
equipped with H1(D) × H1(D) norm and assume that k is not a transmission eigenvalue
for all  > 0 small enough. Let (wε, vε) ∈ X(D) be the solution of (14)-(17) for ε ≥ 0
small enough (for ε = 0 we take the interior transmission problem with the homogenized
coefficients Ah and nh) and assume that (wε, vε) is a bounded sequence in X(D)-norm with
respect to  > 0 (this assumption will be discussed later in the paper). This solution satisfies
the variational problem∫
D
Aε∇wε · ∇ϕ1 −∇vε · ∇ϕ2 − k2(nεwεϕ1 − vεϕ2) dx =
∫
D
gϕ2 dx−
∫
D
fϕ1 dx (18)
for all (ϕ1, ϕ2) ∈ X(D). Hence we have that there is a (w, v) ∈ X(D) such that a sub-
sequence (wε, vε) ⇀ (w, v) weakly in X(D) (strongly in L
2(D) × L2(D)). We now show
that (w, v) solves the homogenized interior transmission problem. We adopt the formal two-
scale convergence framework: we say that a sequence αε of L
2(D) two-scale converges to
α ∈ L2(D × Y ) if ∫
D
αεϕ(x)φ(x/ε)dx→ 1|Y |
∫
D
∫
Y
α(x, y)ϕ(x)φ(y)dydx
for all ϕ ∈ L2(D) and φ ∈ C#(Y ) (the space of Y -periodic continuous functions). From
[1, Proposition 1.14] there exists w1 and v1 ∈ L2(D,H1#(Y )) such that (up to a subse-
quence), ∇wε and ∇vε respectively two-scale converge to ∇xw(x)+∇yw1(x, y) and ∇xv(x)+
5
∇yv1(x, y). Let θ1 and θ2 in C∞0 (D), φ1 and φ2 in C∞# (Y ) (Y -periodic C∞ functions) and
(ψ1, ψ2) ∈ X(D). Applying (18) to (ϕ1, ϕ2) ∈ X(D) such that ϕi(x) = ψi(x)+εθi(x)φi(x/ε),
i = 1, 2 then taking the two-scale limit implies∫
D
∫
Y
A(y)(∇w(x) +∇yw1(x, y)) · (∇ψ1(x) + θ1(x)∇φ1(y))dydx
−
∫
D
∫
Y
(∇v(x) +∇yv1(x, y)) · (∇ψ2(x) + θ2(x)∇φ2(y))dydx
− k2
∫
D
∫
Y
n(y)w(x)ψ1(x)− v(x)ψ2(x)dydx = |Y |
∫
D
g(x)ψ2(x)− f(x)ψ1(x) dx. (19)
Taking ψ1 = ψ2 = 0 one easily deduces
w1(x, y) = −~ψ(y) · ∇w(x) + w1(x) and v1(x, y) = v1(x). (20)
Then considering again (19) with θ1 = θ2 = 0 implies that (w, v) ∈ X(D) satisfies∫
D
Ah∇w · ∇ψ1 −∇vε · ∇ψ2 − k2(nhwψ1 − vψ2) dx =
∫
D
gψ2 dx−
∫
D
fψ1 dx (21)
which is the variational formulation of the homogenized problem (7)-(10).
The above analysis was based on the assumption that the sequence that solves (14)-(17)
is bounded with respect to  > 0. Now we wish to show that any sequence that solves
(14)-(17) is indeed bounded independently of ε.
Theorem 2.1. Assume that either Amin > 1 or Amax < 1 and that k is not a transmission
eigenvalue for ε ≥ 0 small enough. Then for any (wε, vε) solving (14)-(17) there exists C > 0
independent of (fε, gε) and ε such that
||wε||H1(D) + ||vε||H1(D) ≤ C
(||fε||L2(D) + ||gε||L2(D)) .
Proof. We will prove the Fredholm property following the T-coercivity approach in [5]. To
this end we recall the variational formulation (18) equivalent to (14)-(17). Let us first assume
that Amin > 1, which means that A − I is positive definite in D uniformly with respect to
 > 0, and define the bounded sesquilinear forms in X(D)×X(D)
aε
(
(wε, vε); (ϕ1, ϕ2)
)
:=
∫
D
Aε∇wε · ∇ϕ1 + Aminwεϕ1 dx−
∫
D
∇vε · ∇ϕ2 + vεϕ2 dx,
bε
(
(wε, vε); (ϕ1, ϕ2)
)
:= −
∫
D
(k2nε + Amin)wεϕ1 − (k2 + 1)vεϕ2 dx.
Then (18) can be written as
aε
(
(wε, vε); (ϕ1, ϕ2)
)
+ bε
(
(wε, vε); (ϕ1, ϕ2)
)
= Fε(ϕ1, ϕ2)
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where Fε(ϕ1, ϕ2) is the bounded linear functional on X(D) defined by the right hand side
of (18). Let us consider A : X(D) → X(D) and B : X(D) → X(D) the bounded linear
operators defined from aε
(
(wε, vε); (ϕ1, ϕ2)
)
and bε
(
(wε, vε); (ϕ1, ϕ2)
)
by means of Riesz rep-
resentation theorem. It is clear that B is compact. We next show that A is invertible with
bounded inverse uniformly with respect to  > 0. To this end we consider the isomorphism
T(w, v) = (w,−v + 2w) : X(D) 7→ X(D) (it is easy to check that T = T−1) and show that
aε
(
(wε, vε);T(ϕ1, ϕ2)
)
is coercive in X(D). Note that the isomorphism T does not depend
on . Hence, we have that∣∣aε((wε, vε);T(wε, vε))∣∣ ≥ ∫
D
Aε∇wε · ∇wε + Amin|wε|2 dx+
∫
D
|∇vε|2 + |vε|2 dx
− 2
∣∣∣∣∣∣
∫
D
∇vε · ∇wε + vεwε dx
∣∣∣∣∣∣ .
But we can estimate∣∣∣∣∣∣2
∫
D
∇vε · ∇wε + vεwε dx
∣∣∣∣∣∣ ≤ 1δ ||wε||2H1(D) + δ||vε||2H1(D) for any δ > 0.
Hence we obtain∣∣aε((wε, vε);T(wε, vε))∣∣ ≥ (Amin − 1
δ
)
||wε||2H1(D) + (1− δ)||vε||2H1(D).
So for any δ ∈
(
1
Amin
, 1
)
we have that there is a constant α > 0 independent of ε such that∣∣aε((wε, vε);T(wε, vε))∣∣ ≥ α(||wε||2H1(D) + ||vε||2H1(D)) .
Next we assume that Amax < 1 which means that I −A is positive definite in D uniformly
with respect to  > 0. Similarly we define
aε
(
(wε, vε); (ϕ1, ϕ2)
)
:=
∫
D
Aε∇wε · ∇ϕ1 + Amaxwεϕ1 dx−
∫
D
∇vε · ∇ϕ2 + vεϕ2 dx
bε
(
(wε, vε); (ϕ1, ϕ2)
)
:= −
∫
D
(k2nε + Amax)wεϕ1 − (k2 + 1)vεϕ2 dx
and the corresponding bounded linear operator A : X(D)→ X(D) and B : X(D)→ X(D).
To show that A is invertible we now consider the isomorphism T(w, v) = (w − 2v,−v) :
X(D) 7→ X(D) (again it is easy to check that T = T−1). We then have that∣∣aε((wε, vε);T(w, v))∣∣ ≥ ∫
D
Aε∇wε · ∇wε + Amax|wε|2 dx+
∫
D
|∇vε|2 + |vε|2 dx
− 2
∣∣∣∣∣∣
∫
D
Aε∇wε · ∇vε + Amaxwεvε dx
∣∣∣∣∣∣ .
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Using that Aε is symmetric positive definite we have that for any δ > 0:∣∣∣∣∣∣2
∫
D
Aε∇wε · ∇vε dx
∣∣∣∣∣∣ ≤ δ
∫
D
Aε∇wε · ∇wε dx+ Amax
δ
∫
D
|∇v|2ε dx
We also use that for any µ > 0:∣∣∣∣∣∣2
∫
D
Amaxwεvε dx
∣∣∣∣∣∣ ≤ A
2
max
µ
||wε||2L2(D) + µ||vε||2L2(D)
From the above inequalities we see that:∣∣aε((wε, vε);T(wε, vε))∣∣ ≥ Amin (1− δ) ||∇wε||2L2(D) + (1− Amaxδ
)
||∇vε||2L2(D)
+ Amax
(
1− Amax
µ
)
||wε||2L2(D) + (1− µ)||vε||2L2(D)
for any µ , δ ∈ (Amax, 1). Hence A−1ε : X(D) 7→ X(D) exists for all ε > 0 with ||A−1ε ||L(X(D))
bounded independently of ε. The above analysis also proves that the Fredholm alternative
can be applied to the operator (A +B) and equivalently to (14)-(17). Therefore if k is not
a transmission eigenvalue for ε ≥ 0 we have that there is a constant Cε that does not depend
on (fε, gε) but possibly on  > 0 such that the unique solution (wε, vε) of (14)-(17)
||wε||H1(D) + ||vε||H1(D) ≤ Cε
(||fε||L2(D) + ||gε||L2(D)) .
The above analysis show that if (w, v) ∈ X(D) solves (14)-(17) then
(I+K)(w, v) = (α, β)
where K is compact such that
||Kε(wε, vε)||X(D) ≤M1
(||wε||L2(D) + ||vε||L2(D)) (22)
and (αε, βε) ∈ X(D) is such that
||αε||H1(D) + ||βε||H1(D) ≤M2
(||fε||L2(D) + ||gε||L2(D)) (23)
with M1 and M2 independent of  (Note that (22) holds for K = A−1 B since obviously
‖B(wε, vε)‖X(D) is bounded by the L2(D)× L2(D) norm of (wε, vε) and ‖A−1 ‖ is uniformly
bounded with respect to ).
Next we need to show that Cε is bounded independently of ε. Assume to the contrary that
Cε is not bounded as → 0. If this is true we can find a subsequence such that
||wε||L2(D) + ||vε||L2(D) ≥ γε
(||fε||L2(D) + ||gε||L2(D))
where the sequence γε
ε→0−→∞. So we define the sequence (w˜ε, v˜ε) ∈ X(D)
w˜ε :=
wε
||wε||L2(D) + ||vε||L2(D) and v˜ε :=
vε
||wε||L2(D) + ||vε||L2(D) .
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Notice that ||w˜ε||L2(D) + ||v˜ε||L2(D) = 1 and (w˜ε, v˜ε) solves (14)-(17) with (f˜ε, g˜ε) ∈ L2(D)×
L2(D) given by
f˜ε :=
fε
||wε||L2(D) + ||vε||L2(D) and g˜ε :=
gε
||wε||L2(D) + ||vε||L2(D) .
Furthermore we have that ||f˜ε||L2(D) + ||g˜ε||L2(D) ≤ 1γε
ε→0−→ 0 and (I+Kε)(w˜ε, v˜ε) = (α˜ε, β˜ε),
where α˜ε, β˜ε are defined from f˜ and g˜ as above. Now from (22) and (23) we have that for
all ε sufficiently small
||w˜ε||H1(D) + ||v˜ε||H1(D) ≤ ||Kε(w˜ε, v˜ε)||X(D) + ||(α˜ε, β˜ε)||X(D),
≤M1
(||w˜ε||L2(D) + ||v˜ε||L2(D))+M2 (||f˜ε||L2(D) + ||g˜ε||L2(D)) ,
≤M1 +M2.
Since M1 and M2 are independent of ε we have that (w˜ε, v˜ε) is a bounded sequence in
X(D) and therefore has a subsequence that converges to (w˜, v˜) weakly in X(D) (strongly
in L2(D)× L2(D)). Also we have that (w˜, v˜) solves (21) with (f, g) = (0, 0). Since k is not
a transmission eigenvalue for ε = 0 we have that (w˜, v˜) = (0, 0) which contradicts the fact
that ||w˜||L2(D) + ||v˜||L2(D) = 1 which proves the claim.
Notice that Theorem 2.1 gives that any sequence (wε, vε) that solves (14)-(17) is bounded
in X(D) since fε and gε are assumed to converge strongly in L
2(D). We can now state the
following convergence result given by the above analysis.
Theorem 2.2. Assume that either Amin > 1 or Amax < 1 and that k is not a transmission
eigenvalue for ε ≥ 0 small enough. Then we have that (wε, vε) solving (14)-(17) converges
weakly in X(D)
(
strongly in L2(D) × L2(D)) to (w, v) that is a solution of (21). If we
assume in addition that w ∈ H2(D) then, vε strongly converges to v in H1(D) and wε(x)−
w(x)− εw1(x, x/ε) strongly converges to 0 in H1(D) where w1(x, y) := −~ψ(y) · ∇w(x).
Proof. The first part of the theorem is a direct consequence of the above analysis and the
uniqueness of solutions to (21). The corrector type result is obtained using the T-coercivity
property as follows. We first observe that, due to the strong convergence of the right hand
side of the variational formulation of interior transmission problem, we have that
(aε + bε)
(
(wε, vε);T(wε, vε)
)→ F (T(w, v)) = (a+ b)((w, v);T(w, v))
as ε → 0 where a and b have similar expressions as aε and bε with Aε and nε respectively
replaced by Ah and nh and F has the same expression as Fε with fε and gε respectively
replaced with f and g. The L2 strong convergence implies that
bε
(
(wε, vε);T(wε, vε)
)→ b((w, v);T(w, v)).
We therefore end up with,
aε
(
(wε, vε);T(wε, vε)
)→ a((w, v);T(w, v)) (24)
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as ε→ 0. Let us set wε1(x) := w1(x, x/ε). From the expression of w1 one has (see for instance
[30])
ε1/2‖wε1‖H1/2(∂D) ≤ C
for some constant C independent of ε. Therefore we can construct a lifting function vε1 ∈
H1(D) such that vε1 = w
ε
1 on ∂D and
ε‖vε1‖H1(D) → 0 as ε→ 0. (25)
Now, taking as test functions ϕ1 = w˜ε and ϕ2 = v˜ε where w˜ε(x) := w(x) + εw1(x, x/ε) and
v˜ε(x) := v(x) + εv
ε
1(x), one has
(aε + bε)
(
(wε, vε);T(w˜ε, v˜ε)
)→ F (T(w, v)).
Using the two-scale convergence of the sequences wε and vε together with the form (and
regularity) of w1 as well as (25), we easily see that
bε
(
(wε, vε);T(w˜ε, v˜ε)
)→ b((w, v);T(w, v))
while
aε
(
(wε, vε);T(w˜ε, v˜ε)
)→ L(w,w1, v)
with
L(w,w1, v) =
1
|Y |
∫
D
∫
Y
A(y)(∇w(x) +∇yw1(x, y)) · (∇w(x) +∇yw1(x, y))dydx
+
∫
D
|∇v(x)|2 + Amin|w(x)|2 + |v(x)|2 − 2∇w(x)∇v(x)− 2w(x)v(x)dx
in the case Amin > 1 and
L(w,w1, v) =
1
|Y |
∫
D
∫
Y
A(y)(∇w(x) +∇yw1(x, y)) · (∇w(x) +∇yw1(x, y))dydx
− 2 1|Y |
∫
D
∫
Y
A(y)(∇w(x) +∇yw1(x, y)) · ∇v(x)dydx
+
∫
D
|∇v(x)|2 + Amin|w(x)|2 + |v(x)|2 − 2Aminv(x)w(x)dx
in the case Amax < 1. Hence we can conclude that
F (T(w, v)) = L(w,w1, v) + b
(
(w, v);T(w, v)
)
and therefore
a
(
(w, v);T(w, v)
)
= L(w,w1, v). (26)
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Using (24) and (26) and the T-coercivity, we can apply similar arguments as in [1, Theorem
2.6] to obtain the result. Indeed, the T-coercivity shows that it is sufficient to prove that
aε
(
(wε − w˜ε, vε − v);T(wε − w˜ε, vε − v)
)→ 0. (27)
Now, using the two-scale convergence of the sequences vε and wε, we observe that each of
the quantities
aε
(
(wε, vε);T(w˜ε, v)
)
, aε
(
(w˜ε, v);T(wε, vε)
)
and aε
(
(w˜ε, v);T(w˜ε, v)
)
converges to L(w,w1, v)
Finally, using (24) we can conclude that
aε
(
(wε − w˜ε, vε − v);T(wε − w˜ε, vε − v)
)→ a((w, v);T(w, v))− L(w,w1, v)
and then the result is a direct consequence of (27).
2.2 The case of Aε ≡ I
Here we now assume that either nmin > 1 or 0 < nmax < 1. For the case where Aε ≡ I the
interior transmission problem becomes: Find (wε, vε) ∈ L2(D)× L2(D) such that
∆wε + k
2n (x/ε)wε = 0 in D (28)
∆vε + k
2vε = 0 in D (29)
wε − vε = fε on ∂D (30)
∂wε
∂ν
− ∂vε
∂ν
= gε on ∂D (31)
for the boundary data (fε, gε) ∈ H3/2(∂D) × H1/2(∂D) converging strongly to (f, g) ∈
H3/2(∂D)×H1/2(∂D) as → 0. Just as in the case for anisotropic media we require that k2 is
not a transmission eigenvalue for ε ≥ 0 small enough. We formulate the interior transmission
problem for the difference Uε := wε − vε ∈ H2(D). Using the interior transmission problem
one can show that this U satisfies
0 =
(
∆ + k2nε
) 1
nε − 1
(
∆ + k2
)
Uε in D (32)
where
vε = − 1
k2(nε − 1)
(
∆Uε + k
2nεUε
)
in D (33)
wε = − 1
k2(nε − 1)
(
∆Uε + k
2Uε
)
in D (34)
Theorem 2.3. Assume that either (nmin − 1) > 0 or (nmax − 1) < 0 and Uε ∈ H2(D) is a
bounded sequence, then there is a subsequence such that Uε ⇀ U in H
2(D) and (wε, vε) ⇀
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(w, v) in L2(D) × L2(D) (strongly in L2loc(D) × L2loc(D)). Moreover we have that the limit
U satisfies (
∆ + k2nh
) 1
nh − 1
(
∆ + k2
)
U = 0 in D, (35)
U = f and
∂U
∂ν
= g on ∂D, (36)
U = w − v, and (w, v) satisfy
∆v + k2v = 0 and ∆w + k2nhw = 0 in D, (37)
w − v = f and ∂w
∂ν
− ∂v
∂ν
= g on ∂D. (38)
Proof. Since Uε is a bounded sequence in H
2(D), from (33) and (34) we have that (wε, vε)
is a bounded sequence in L2(D) × L2(D). Therefore we have that there is a subsequence
still denoted by (wε, vε) that is weakly convergent in L
2(D) × L2(D). So we have that for
all ϕ ∈ C∞0 (D), there is a v ∈ L2(D) such that:
0 =
∫
D
vε(∆ϕ+ k
2ϕ) dx
ε→0−→
∫
D
v(∆ϕ+ k2ϕ) dx.
This gives that ∆v + k2v = 0 in the distributional sense. By interior elliptic regularity (see
e.g. [37]) for all Ω ⊂ Ω ⊂ D and all ε > 0 we have
||vε||H1(Ω) ≤ C
for some constant independent of ε which implies (using an increasing sequence of domains Ωn
that converges to D and a diagonal extraction process of the subsequence) that a subsequence
vε converges to v strongly in L
2
loc(D). Next since wε = Uε + vε and U is bounded in H
2(D),
we have that wε converges to some w weakly in L
2(D) and strongly in L2loc(D). Now using
the strong convergence we have that for all ϕ ∈ C∞0 (D) such that supp(ϕ) ⊂ D we obtain
that
0 =
∫
D
wε(∆ϕ+ k
2nεϕ) dx
ε→0−→
∫
D
w(∆ϕ+ k2nhϕ) dx,
which gives that ∆w + k2nhw = 0 in the distributional sense. Now, the fact that −k2(nε −
1)wε = ∆Uε + k
2Uε, the weak convergence of U to U in H
2(D) and the local strong conver-
gence of w to the above w imply that the limit U satisfies (∆ + k
2nh)
1
nh−1 (∆ + k
2)U = 0
in D and U = w − v. Finally, integration by parts formulas together with (30) and (31)
guaranty that U := w − v satisfies the boundary conditions (37) and (38) which ends the
proof.
The above result that connects w, v and U with the respective limits requires that U
is a bounded sequence. Next we show that this is the case for every solution to the interior
transmission problem. To this end, since (fε, gε) ∈ H3/2(∂D) × H1/2(∂D) there is a lifting
function φε ∈ H2(D) such that φε
∣∣
∂D
= f and
∂φε
∂ν
∣∣
∂D
= gε and
||φε||H2(D) ≤ C
(||fε||H3/2(∂D) + ||gε||H1/2(∂D)) (39)
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where the constant C is independent of ε and φε → φ strongly in H2(D) where φ
∣∣
∂D
= f
and ∂φ
∂ν
∣∣
∂D
= g. Now following [13] and [16] we define the bounded sesquilinear forms on
H20 (D)×H20 (D):
Aε(u, ϕ) =
∫
D
1
nε − 1
[(
∆u+ k2u
) (
∆ϕ+ k2ϕ
)]
+ k4uϕ dx, (40)
Âε(u, ϕ) =
∫
D
nε
1− nε
[(
∆u+ k2u
) (
∆ϕ+ k2ϕ
)]
+ ∆u∆ϕdx, (41)
B(u, ϕ) =
∫
D
∇u∇ϕdx. (42)
With the help of the lifting function φ, we have that uε ∈ H20 (D) where Uε = uε + φε and
that uε solve the variational problems
Aε(uε, ϕ)− k2B(uε, ϕ) = Lε(ϕ) (43)
Âε(uε, ϕ)− k2B(uε, ϕ) = L̂ε(ϕ) (44)
where the conjugate linear functionals are defined as follows
Lε(ϕ) = k
2B(φε, ϕ)−Aε(φε, ϕ) and L̂ε(ϕ) = k2B(φε, ϕ)− Âε(φε, ϕ).
Let A : H20 (D) → H20 (D), Â : H20 (D) → H20 (D) and B : H20 (D) → H20 (D) be bounded
linear operators defined by the sesquilinear forms (40), (41) and (42) by means of Riesz
representation theorem. Obviously B is a compact operator and it does not depend on ,
and furthermore ‖B(u)‖H2(D) is bounded by ‖u‖H1(D). In [16] it is shown that Aε(·, ·) is
coercive when 1
nε−1 ≥ α > 0 for all ε > 0 (which is satisfied if nmin > 1) whereas Âε(·, ·) is
coercive when nε
1−nε ≥ α > 0 for all  > 0 (which is satisfied if 0 < nmax < 1) and furthermore
the coercivity constant depends only on D and α. Hence A−1 exists if nmin > 1 and Â−1
exists if 0 < nmax < 1 and their norm is uniformly bounded with respect to .
Theorem 2.4. Assume that either nmin > 1 or 0 < nmax < 1, and that k is not a trans-
mission eigenvalue for  ≥ 0 small enough. If Uε ∈ H2(D) is a solution to (32) such that
Uε = fε and
∂Uε
∂ν
= gε on ∂D, then there is a constant C > 0 independent of  ≥ 0 and
(fε, gε) such that:
||Uε||H2(D) ≤ C
(||fε||H3/2(∂D) + ||gε||H1/2(∂D)) .
Proof. First recall that Uε = uε + φε where uε ∈ H20 (D) satisfies either (43) or (44) and
φε ∈ H2(D) satisfies (39). Therefore it is sufficient to prove the result for uε. From the
discussion above we know that u satisfies
(I− k2K)(u) = α (45)
where K = A−1 B and α ∈ H20 (D) is the Riesz representation of Lε if nmin > 1, and
K = Â−1 B and α ∈ H20 (D) is the Riesz representation of L̂ε if 0 < nmax < 1. In both cases
‖K(u)‖H2(D) ≤M1‖u‖H1(D)
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and
‖α‖H2(D) ≤M2
(||fε||H3/2(∂D) + ||gε||H1/2(∂D))
with M1 and M2 independent of  > 0. Now since k
2 is not a transmission eigenvalue for
 ≥ 0 (small enough), the Fredholm alternative applied to (45) guaranties the existence of a
constant Cε independent of f, g such that
||uε||H2(D) ≤ Cε
(||fε||H3/2(∂D) + ||gε||H1/2(∂D)) .
In the same way as in Theorem 2.1, we can now show that Cε is bounded independently of
ε. Indeed, to the contrary assume that Cε is not bounded as  → 0. Then we can find a
subsequence u such that
||uε||H1(D) ≥ γ
(||fε||H3/2(∂D) + ||gε||H1/2(∂D))
and γ → ∞ as ε → 0. Let us define the sequences u˜ε := uε||uε||H1(D) , f˜ε :=
fε
||uε||H1(D)
and
g˜ε :=
gε
||uε||H1(D)
. Hence we have that (f˜ε, g˜ε) → (0, 0) as ε → 0 and (I − k2K)(u˜) = α˜.
Hence
||u˜ε||H2(D) ≤ k2||Kε(u˜ε)||H2(D) + ||α˜ε||H2(D),
≤M1||u˜ε||H1(D) +M2
(
||f˜ε||H−3/2(∂D) + ||g˜ε||H1/2(∂D)
)
≤M1 +M2.
Hence u˜ε is bounded and therefore has a weak limit in H
2
0 (D), which from Theorem 2.3 is
a solution to the homogenized equation (35) with zero boundary data. This implies that
u˜ = 0 since k2 is not a transmission eigenvalue for ε = 0 which contradicts the fact that
||u˜||H1(D) = 1, proving the result.
We can now state the convergence result for the interior transmission problem.
Theorem 2.5. Assume that either nmin > 1 or 0 < nmax < 1 and k is not a transmission
eigenvalue for  ≥ 0 small enough. Let (w, v) ∈ L2(D)×L2(D) be such that Uε = w− v ∈
H2(D) is a sequence of solutions to (32) with (fε, gε) ∈ H3/2(∂D) × H1/2(∂D) converging
strongly to (f, g) ∈ H3/2(∂D)×H1/2(∂D) as → 0. Then Uε ⇀ U in H2(D) and (wε, vε) ⇀
(w, v) in L2(D)× L2(D) (strongly in L2loc(D)× L2loc(D)), where the limit U satisfies(
∆ + k2nh
) 1
nh − 1
(
∆ + k2
)
U = 0 in D (46)
U = f and
∂U
∂ν
= g on ∂D, (47)
U = w − v, and (w, v) satisfy
∆v + k2v = 0 and ∆w + k2nhw = 0 in D (48)
w − v = f and ∂w
∂ν
− ∂v
∂ν
= g on ∂D (49)
Proof. The result follows from combining Theorem 2.3 and Theorem 2.4 and the uniqueness
of solution for (46)-(47).
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3 Convergence of the Transmission Eigenvalues
Using the convergence analysis for the solution of the interior transmission problem, we now
prove the convergence of a sequence of real transmission eigenvalues of the periodic media,
namely of those who are bounded with respect to the small parameter . The following
lemmas provide conditions for the existence of real transmission eigenvalues that are bounded
in .
Lemma 3.1. The following holds:
1. Assume that A = I for all  > 0 and either nmin > 1 or 0 < nmax < 1. There exists
an infinite sequence of real transmission eigenvalues kj , j ∈ N of (3)-(6) accumulating
at +∞ such that
kj(nmax, D) ≤ kj < kj(nmin, D) if nmin > 1
kj(nmin, D) ≤ kj < kj(nmax, D) if 0 < nmax < 1
where kj(n,D) denotes an eigenvalue of (3)-(6) with A = I and n = n.
2. Assume that n = 1 for all  > 0 and either Amin > 1 or 0 < Amax < 1. There exists
an infinite sequence of real transmission eigenvalues kj , j ∈ N of (3)-(6) accumulating
at +∞ such that
kj(amax, D) ≤ kj ≤ kj(amin, D) if amin > 1
kj(amin, D) ≤ kj ≤ kj(amax, D) if 0 < amax < 1
where kj(a,D) denotes an eigenvalue of (3)-(6) with A = aI and n = 1.
Here j counts the eigenvalue in the sequence under consideration which may not necessarily
be the j-th transmission eigenvalue. In particular the first transmission eigenvalue satisfies
the above estimates.
Proof. The detailed proof of the above statements can be found in [13]. We remark that the
statements are not proven for all real transmission eigenvalues. For example in the case of first
statement, from the proofs in [13], real transmission eigenvalues are roots of λj(τ, n, D)−τ =
0, where λj, j = 1 . . . , are eigenvalues of some auxiliary selfadjoint eigenvalue problem
satisfying the Rayleigh quotient. The latter implies lower and upper bounds for λj in terms
of nmin and nmax, and these bounds are also satisfied by the transmission eigenvalues that
are the smallest root of each λj(τ, n, D) − τ = 0. Same argument applies to the second
statement also. In particular the estimates hold for the first transmission eigenvalue.
The existence results and estimates on real transmission eigenvalues are more restrictive
for the case when both A 6= I and n 6= 1. The following result is proven in [17] (see also
[6]).
Lemma 3.2. The following holds:
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1. Assume that either amin > 1 and 0 < nmax < 1 or 0 < amax < 1 and nmin > 1.
There exists a infinite sequence of real transmission eigenvalues kj , j ∈ N of (3)-(6)
accumulating at +∞ satisfying
kj(amax, nmin, D) ≤ kj < kj(amin, nmax, D) if amin > 1, 0 < nmax < 1
kj(amin, nmax, D) ≤ kj < kj(amax, nmin, D) if 0 < amax < 1, nmin > 1
where kj(a, n,D) denotes an eigenvalue of (3)-(6) with A = aI and n = n.
2. Assume that amin > 1 and nmin > 1 or 0 < amax < 1 and 0 < nmax < 1. There exists
finitely many real transmission eigenvalues kj , j = 1 · · · p of (3)-(6) provided that nmax
is small enough. In addition they satisfy
0 < kj < k
j(amin/2, D) if amin > 1, nmin > 1
0 < kj < k
j(amax/2, D) if 0 < amax < 1, 0 < nmax < 1
where kj(a,D) denotes an eigenvalue of (3)-(6) with A = aI and n = 1.
Here j counts the eigenvalue in the sequence under consideration which may not necessarily
be the j-th transmission eigenvalue. In particular the first transmission eigenvalue satisfies
the above estimates.
Proof. The estimates follow by the same argument as in the proof of Lemma 3.1 combined
with the existence proofs in [17]. In particular, the estimates can be obtained by modifying
the proof of Theorem 2.6 and Theorem 2.10 in [17] in a similar way as in the proof of
Corollary 2.6 in [13].
3.1 The case of Aε 6= I
We assume that Amin > 1 or Amax < 1 in addition to (1) and (2) and let k be one of
the transmission eigenvalues described in Lemma 3.1 and Lemma 3.2. In particular {k} is
bounded and hence there is a positive number k ∈ R such that k → k as → 0. Let (w, v)
be a corresponding pair of eigenfunctions normalized such that ||wε||L2(D) + ||vε||L2(D) = 1.
Notice from Section 2.1 that the transmission eigenfunctions satisfy
Aε ((wε, vε); (ϕ1, ϕ2)) = 0 for all (ϕ1, ϕ2) ∈ X(D)
where the sesquilinear form A(·; ·) is given by
Aε
(
(wε, vε); (ϕ1, ϕ2)
)
:=
∫
D
Aε∇wε · ∇ϕ1 −∇vε · ∇ϕ2 − k2ε(nεwεϕ1 − vεϕ2) dx.
Obviously if T : X(D) 7→ X(D) is a continuous bijection then we have that the pair of the
eigenfunction (w, v) satisfies
Aε
(
(wε, vε);T(wε, vε)
)
= 0. (50)
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We will use (50) to prove that the sequence (wε, vε) is bounded in X(D). To do so we must
control the norm of the gradients of the functions in the sequence. Indeed, assuming that
Amin > 1 and letting T(w, v) = (w,−v + 2w) gives that∫
D
Aε∇wε · ∇wε + |∇vε|2 − 2∇vε · ∇wε dx = k2ε
∫
D
nε|wε|2 + |vε|2 − 2vεwε dx, (51)
which by using Young’s inequality gives that ||∇wε||2L2(D) + ||∇vε||2L2(D) is bounded inde-
pendently of  > 0. Similarly in the case when 0 < Amax < 1 we obtain the result using
T(w, v) = (w − 2v,−v).
Therefore, in both cases we have that (wε, vε) is a bounded sequence in X(D). This
implies that there is a subsequence, still denoted by (wε, vε), that converges weakly (strongly
in L2(D) × L2(D) to some (w, v) in X(D)). The L2-strong limit implies that ||w||L2(D) +
||v||L2(D) = 1 hence (w, v) 6= (0, 0). Using similar argument as at the beginning of Section
2.1 we have that k is a transmission eigenvalue, with (w, v) in X(D) the corresponding
transmission eigenfunctions, for the homogenized transmission eigenvalue problem
∇ · Ah∇w + k2nhw = 0 and ∆v + k2v = 0 in D, (52)
w = v and
∂w
∂νAh
=
∂v
∂ν
on ∂D. (53)
Hence we have proven the following result for the transmission eigenvalue problem.
Theorem 3.1. Assume that either Amin > 1 or 0 < Amax < 1 and let kε be a sequence of
transmission eigenvalues for (3)-(6) with corresponding eigenfunctions (wε, vε). Then, if k
is bounded with respect to , then there is a subsequence of {(wε, vε) , kε} ∈ X(D) × R such
that (wε, vε) ⇀ (w, v) in X(D)
(
strongly in L2(D) × L2(D)
)
and kε → k as ε → 0, where
{(w, v) , k} ∈ X(D)× R is an eigenpair for (52)-(53).
3.2 The case of Aε ≡ I
In this case we assume that either nmin > 1 or 0 < nmax < 1. Let k be an eigenvalue of (3)-(6)
with corresponding eigenfunctions (wε, vε) ∈ L2(D)×L2(D) such that uε = wε−vε ∈ H20 (D).
As discussed in Section 2.2, (wε, vε) are distributional solutions to:
∆vε + k
2
εvε = 0 and ∆wε + k
2
εnεwε = 0 in D, (54)
whereas uε ∈ H20 (D) solves
0 =
(
∆ + k2nε
) 1
nε − 1
(
∆ + k2
)
uε in D, (55)
which in the variational form reads∫
D
1
nε − 1
(
∆uε + k
2
εuε
) (
∆ϕ+ k2εnεϕ
)
dx = 0 for all ϕ ∈ H20 (D). (56)
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We recall that w, v and u are related by
vε = − 1
k2(nε − 1)
(
∆uε + k
2nεuε
)
in D (57)
wε = − 1
k2(nε − 1)
(
∆uε + k
2uε
)
in D. (58)
Without loss of generality we consider the first real transmission eigenvalue k := k
1
 and set
τ := (k)
2. Since the corresponding eigenfunctions are nontrivial we can take ||uε||H1(D) = 1,
and in addition we have the existence of a limit point τ for the set {τε}ε>0. Similarly to the
previous case we wish to show that the normalized sequence uε is bounded in H
2
0 (D). We
start with the case when nmin > 1 and let
1
nmax−1 = α > 0. Taking ϕ = u in (56) implies∫
D
1
nε − 1 |∆uε|
2 +
2τε
nε − 1<(∆uεuε) +
τ 2ε nε
nε − 1 |uε|
2 dx = 0
Therefore, making use of Lemma 3.1 part 1, we have that:∣∣∣∣∣∣
∫
D
2τε
nε − 1(∆uε)uε dx
∣∣∣∣∣∣ ≤ 2τ(nmin, D)nmin − 1
∣∣∣∣∣∣
∫
D
(∆uε)uε dx
∣∣∣∣∣∣ ≤ 2τ(nmin, D)nmin − 1
∫
D
|∇uε|2 dx.
Which gives that:
α||∆uε||2L2(D) ≤
τ(nmin, D)
2nmax
nmin − 1 ||uε||
2
L2(D) +
2τ(nmin, D)
nmin − 1 ||∇uε||
2
L2(D).
Now since ||uε||H1(D) = 1 and using that ||∆ · ||L2(D) is an equivalent norm on H20 (D) we
have that uε is a bounded sequence. By the construction of (wε, vε) we have that this is a
bounded sequence in L2(D)×L2(D). Note that a similar argument holds if 0 < (nmax−1) <
1, by multiplying the variational form by −1. Now by similar argument as in the proof of
Theorem 2.3 we can now conclude the following result.
Theorem 3.2. Assume that A ≡ I for all  > 0 and either nmin > 1 or nmax < 1, and
furthermore let kε be a transmission eigenvalue for (3)-(6) with corresponding eigenfunctions
(wε, vε). Then, if k is bounded with respect to , there is a subsequence of {(wε, vε) , kε} ∈
(L2(D)× L2(D))×R+ such that (wε, vε) ⇀ (w, v) in L2(D)× L2(D) and kε → k as ε→ 0,
where {(w, v) , k} ∈ (L2(D)× L2(D))× R+ is an eigenpair corresponding to
∆v + k2v = 0 and ∆w + k2nhw = 0 in D, w − v ∈ H20 (D).
The proofs of both Theorem 3.1 and Theorem 3.2 simply depend on the boundedness of
the sequence of any real transmission eigenvalue in terms of , therefore the proofs hold for
all the eigenvalues that satisfy bounds stated in Lemma 3.1 and Lemma 3.2.
Remark 3.1. The transmission eigenvalues of the limiting problem (52)-(53) satisfy the
same type of estimates as in Lemma 3.1 and Lemma 3.2. Furthermore, from the proof of
Theorem 3.1 and Theorem 3.2 one can see that the limit k of the sequence {k}, where
each k is the first transmission eigenvalue of (3)-(6), is the first transmission eigenvalue of
(52)-(53).
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4 Numerical Experiments
We start this section with a preliminary numerical investigation on the convergence of the
first transmission eigenvalue. To this end, we fix an Aε and nε and investigate the behavior of
the first transmission eigenvalue k1(ε) on . More specifically, we investigate the convergence
rate of k1(ε) to the first eigenvalue kh corresponding to the homogenized problem. The first
transmission eigenvalue for the periodic media and homogenized problem is computed using
a mixed finite element method with an eigenvalue-searching technique described in [34] and
[35]. In addition, we show numerical examples of determining the first few real transmission
eigenvalues from the far field scattering data. This section is concluded with some examples
demonstrating that the first real transmission eigenvalue provides information about the
effective material properties Ah and nh of the periodic media.
4.1 Numerical Tests for the Order of Convergence
We consider the case where the domain D = BR with R = 2 and for the first example assume
that the periodic media is isotropic, i.e. A = I, with refractive index
nε = sin
2(2pix1/ε) + cos
2(2pix2/ε) + 2.
Obviously nh = 3. If the domain is a ball of radius two in R2 separation of variables gives
that the roots of
d0(k) = J0 (2k
√
nh) J1(2k)−√nhJ1 (2k√nh) J0(2k)
are transmission eigenvalues. Using the secant method we see that kh ≈ 2.0820. The values
of the first transmission eigenvalue for the periodic media for different values of  are shown
in Table 1.
ε 1/3 1/4 1/5 1/6 1/7
k1(ε) 2.0842 2.0834 2.0829 2.0828 2.0824
Table 1: First TEV for various ε with Aε = I and nε 6= 1
To find the convergence rate we assume that the error satisfies that
|k1(ε)− kh| = Cεp which gives log
(|k1(ε)− kh|) = log(C) + p log(ε)
for some constant C independent of ε. Using the polyfit command in Matlab we can find
a p that approximately satisfies the above equality. The calculations give that in this case
p = 2.1486 (see Figure 2).
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Figure 2: Here is a Log-Log plot that compares the log
∣∣k1(ε)− kh∣∣ to the line with slope 2.
In the next example we keep the same domain D and take the periodic constitutive
parameters of the media
nε = sin
2(2pix1/ε) + cos
2(2pix2/ε) + 2 (59)
and
Aε =
1
3
(
sin2(2pix2/ε) + 1 0
0 cos2(2pix1/ε) + 1
)
. (60)
Notice that ∇y ·Aei = 0 which gives that Ah = 12I and nh = 3. In this case the first zero of
d0(k) = J0
(
2k
√
nh
Ah
)
J1(2k)−
√
nhAhJ1
(
2k
√
nh
Ah
)
J0(2k)
is the first transmission eigenvalue k1h for the homogenized problem which turns out to be
k1h = 1.0582. Similarly we use polyfit in Matlab to find a p such that log
(|k1(ε)− kh|) =
log(C) + p log(ε). In this case we calculate that p = 1.4421. The results are shown in Table
2 and Figure 3.
ε 1 1/2 1/3 1/4 1/5 1/6
k1(ε) 1.0592 1.0591 1.0587 1.0586 1.0584 1.0583
Table 2: First TEV for various ε with Aε 6= I and nε 6= 1
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Figure 3: Here is a Log-Log plot that compares the log
∣∣k1(ε)− kh∣∣ to the line with slope
In these two examples the convergence rate seems to be better than of order . Notice
that the boundary correction in these both cases does not appear since there is no boundary
correction if A = I and in the second example we have ∇y · Aεei = 0 =⇒ ψ(y) = 0 which
yield no boundary correction (this will become clear in the second part of this study but for
the case of Dirichlet and Neumann conditions see [30] and [31], respectively). We now wish
to investigate the numerical convergence rate when ψ(y) 6= 0. Hence take
nε = sin
2(2pix1/ε) + 2 (61)
and A˜ε = TAεT
> where A is given by (60) and T is the matrix representing clockwise
rotation by 1 radian. We now compute the first transmission eigenvalue with coefficients n
and A˜ε. Since now ψ(y) 6= 0, we cannot compute analytically Ah (one need to solve the cell
problem numerically in order to compute Ah) and hence we do not have a value for the first
transmission eigenvalue of the homogenized problem. In this case, in order to obtain an idea
about the convergence order of the first transmission eigenvalue we define the relative error
as:
R.E. =
|k1(ε)− k1(ε/2)|
k1(ε/2)
and find the convergence rate for the relative error is a similar manner as discussed above.
The Table 3 and Figure 4 show the computed first transmission eigenvalue for various epsilon
in the square D := [0, 2]× [0, 2] and the circular domain D := BR of radius R = 1.
ε 1 1/2 1/4 1/8 — Convergence Rate
Circle k1(ε) 2.460 2.453 2.472 2.518 — 1.32
Square k1(ε) 2.201 2.213 2.230 2.273 — 0.917
Table 3: First TEV for various ε shown in the first row corresponding to A˜ε and nε. Last
column shows the convergence rate.
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Figure 4: Convergence graph for relative error when ψ(y) 6= 0 compare to the line with slope
one. On the left we have the Log-Log plot for the square and on the right for the disk.
The above results seem to suggest that the relative error is of order ε. In this case the
boundary corrector is non-zero which explain this order of convergence.
4.2 Transmission Eigenvalues and the Determination of Effective
Material Properties
For the given inhomogeneous media, the corresponding transmission eigenvalues are closely
related to the so-called non-scattering frequencies, i.e. the values of k for which there ex-
ists an incident wave doesn’t scatter [4], [14]. The scattering problem associated with our
transmission eigenvalue problem in R2 is given by
∇ · A(x/ε)∇wε + k2n(x/ε)wε = 0 in D
∆usε + k
2usε = 0 in R2 \D
wε − usε = ui and
∂wε
∂νAε
− ∂u
s
ε
∂ν
=
∂ui
∂ν
on ∂D
lim
r 7→∞
√
r
(
∂usε
∂r
− ikusε
)
= 0
The asymptotic behavior of usε(r, θ) can be shown to be [6]
usε(r, θ) =
eikr√
r
u∞ε (θ, φ) +O
(
r−3/2
)
as r →∞.
where the function u∞ε is called the far field pattern of the scattering problem with incident
direction φ and observation angle θ. Recall that the far field operator Fε : L
2(0, 2pi) 7→
L2(0, 2pi) is defined by
(Fεg)(θ) :=
2pi∫
0
u∞ε (θ, φ)g(φ) dφ.
It has been shown that the transmission eigenvalues can be determine form a knowledge
of the far field operator F [7] and [27]. Now we would like to investigate how the first
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transmission eigenvalue determined from the far field operator depends on the parameter
. Here to find the transmission eigenvalues from the far field data, we follow the approach
in [7]. To this end, let Φ∞(·, ·) be the far field pattern for the fundamental solution to the
Helmholtz equation. If gz,δ is the Tikhonov regularized solution of the far field equation, i.e.
the unique minimizer of the functional:
‖Fεg − Φ∞(·, z)‖2L2(0, 2pi) + α‖g‖2L2(0, 2pi)
with the regularization parameter α := α(δ) → 0 as the noise level δ → 0, then at a
transmission eigenvalue ‖vgz,δ‖L2(D) →∞ as δ → 0 for almost every z ∈ D, whereas otherwise
bounded, where vg(x) :=
∫ 2pi
0
g(φ)eik(x1 cosφ+x2 sinφ) dφ. To compute the simulated data we
use a FEM method to approximate the far field pattern corresponding to the scattering
problem. Using the approximated u∞ε we then solve: Fεg = Φ∞(·, z) for 25 random values
of z ∈ D where the regularization parameter is chosen based on Morozov’s discrepancy
principle. The transmission eigenvalues will appear as spikes in the plot of ||gz||L2[0,2pi] versus
k. In our example we choose the domain D := BR to be the ball of radius R = 1 and the
material properties n given by (61) and A given by (60). The effective material properties
are Ah =
1
2
I and nh =
3
2
and the corresponding first transmission eigenvalue is k1h = 2.5340.
The computed transmission eigenvalue for this configuration for the choices of  = 1 and
 = 0.1 are shown in Figure 5
Figure 5: On the left ε = 1 and on the right is ε = 0.1. The red dot indicates k1h whereas
the pick indicates k1 .
The measured first transmission eigenvalue can be used to obtain information about the
effective material properties Ah and nh. If A = I, it is known that k
1
h uniquely determines
nh and also the transmission eigenvalue depend continuously on nh [8, 18, 19]. From the
scattering data we measure k1 which for epsilon small enough is close to k
1
h. Hence having
available k1 we find a constant n such that the first transmission eigenvalue of the homo-
geneous media with refractive index n has k1 as the first transmission eigenvalue. Then by
continuity this constant n is close to nh. In Table 4 we show the calculations for the ball of
radius D, A = I and nε = n(x/ε) = sin
2(2pix1/ε) + 2.
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ε kε,1 nh reconstructed nh
0.1 5.046 2.5 2.5188
Table 4: Reconstruction of nh
Similarly, we can obtain information about the effective constant matrix Ah [9], [12].
In particular, in the case when n = 1, from the first transmission eigenvalue k
1
h we can
determine a constant a which is in the middle of the smallest and the largest eigenvalues (in
fact earlier numerical example suggest that this constant is roughly the arithmetic average of
the eigenvalues of Ah). As an example we again consider the ball D := BR of radius R = 1,
n = 1 and A given by (60). Then having the measured k
1
ε , we find the constant a such
that the first eigenvalue of the homogeneous media with A = aI and n = 1 is equal to k1ε .
The calculation are shown in Table 5.
ε k1ε Ah reconstructed Ah
0.1 7.349 0.5I 0.4851I
Table 5: Reconstruction of affective material property from FFE in unit disk
In the above both examples we see that the measured first transmission eigenvalue cor-
responding to the periodic highly oscillating media can accurately determine the effective
isotropic material properties Ah = ahI or nh. Next we consider an example where Ah is
constant matrix. We take the ball D := BR of radius R = 1 and n = 1 and A˜ε = TAεT
>
where A is given by (60) and T is the matrix representing clockwise rotation by 1 radian.
In this case it becomes non-trivial to compute Ah (one needs to solve the cell PDE problem).
However the constant a found as in the above example is in between (roughly the average)
of the smallest and the largest eigenvalue of Ah. The results are shown in Table 6
ε kε,1 reconstructed a
0.1 7.5499 0.4921I
Table 6: Reconstruction for the unit disk and A given by (60)
Furthermore, if both Aε 6= I and n 6= 1 we use a similar method as the above to obtain
information about Ah/nh [17]. Here we look for a constant α such that the first eigenvalue
of
∆w + αk2w = 0 and ∆v + k2v = 0 in D
w = v and
∂w
∂ν
=
∂v
∂ν
on ∂D
coincide with k1ε (note that here we incorrectly drop the jump in the normal derivative),
where we take n given by (61) and A given by (60) giving that the ratio
nh
ah
= 5. The
reconstruction is shown in Table 7.
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ε kε,1 reconstructed
nh
ah
0.1 2.5415 4.788
Table 7: Reconstruction of the ratio nh
ah
= 5 of effective material property for the unit disk
D
In all the examples so far we have considered smooth coefficients A and n. Hence, our
next example concerns a checker board patterned media where the coefficients take different
values in the white and black squares. Again here the scaled period for the coefficients is
Y = [0, 1]2. The white and black squares are assumed to cover the same area in a unit cell.
See Figure 6 for the definition of the coefficients. In this case we have that nh = 7/2 and Ah
is shown in [36] to be a scalar matrix, i.e. Ah = ahI where ah can be computed numerically.
Figure 6: Definition of Checker board coefficients.
See Table 8 for a comparison between the first transmission eigenvalue of the homogenized
media and periodic media.
k1(n(y)) k1(nh) k1(A(y)) k1(Ah) k1(n(y), A(y)) k1(nh, Ah)
1.0930 1.0757 1.9027 1.896 0.7673 0.7139
Table 8: Media with checkerboard pattern in [−3, 3]2
Next we use the first transmission eigenvalue for the actual media to determine the
effective material properties. The result are shown in Table 9
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A(y) = I, n(y) reconstructed nh = 3.4123 (exact nh = 3.5)
A(y), n(y) = 1 reconstructed ah = 0.4472
A(y), n(y) reconstructed nh/ah = 7.4704 which gives ah = 0.4685
Table 9: Reconstructed of effective material properties for the checkerboard
Lastly consider the case of a media with periodically spaced voids (subregions with nε = 1
and Aε = I). Our analysis does not cover this type of material property (see [20] for the
case when D is a union of cells) but nevertheless we consider an example of this type (The
existence of real transmission eigenvalues for media with voids is proven in [11, 21]). In
particular, we consider an example of isotropic media with refractive index A(y) = I and
n(y) =
{
1 if (y1 − 0.5)2 + (y2 − 0.5)2 < 0.252
5 if (y1 − 0.5)2 + (y2 − 0.5)2 ≥ 0.252
which gives that nh = 5− pi4 , and an example of anisotropic case with the same n(y) and
A(y) =
{
I if (y1 − 0.5)2 + (y2 − 0.5)2 < 0.252
0.5I if (y1 − 0.5)2 + (y2 − 0.5)2 ≥ 0.252
where the period is Y = [0, 1]2 and the is domain D = [−3, 3]2. See Table 10 for the
comparison of the first transmission eigenvalue for the homogenized media and the actual
periodic media.
k1(n(y)) k1(nh) k1(n(y), A(y)) k1(nh, Ah)
0.8745 0.8781 0.7599 0.7231
Table 10: Media with periodic voids in [−3, 3]2
In Table 11 we show reconstructed effective material properties based on the first trans-
mission eigenvalue. Note that ah is between the smallest and the largest eigenvalues of
Ah.
A(y) = I, n(y) reconstructed nh = 4.2678 (exact nh = 4.2146)
A(y), n(y) reconstructed nh/ah = 5.0550 which gives ah = 0.8337
Table 11: Reconstructed effective material properties for the checkerboard
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