We model seismic wave propagation in media with discrete distributions of fractures using the pseudospectral method. The implementation of fractures with a vanishing width in the 2-D finite-difference grids is done using an effective medium theory (that is, the Coates and Schoenberg method). Fractures are treated as highly compliant interfaces inside a solid rock mass. For the physical representation of the fractures the concept of linear slip deformation or the displacement discontinuity method is used. According to this model, the effective compliance of a rock mass with one or several fracture sets can be found as the sum of the compliances of the host (background) rock and those of all the fractures. To first order, the background rock and fracture parameters can be related to the effective anisotropic coefficients, which govern the influence of anisotropy on various seismic signatures. We test the validity of the method and examine the accuracy of the synthetic seismograms by a comparison with theoretical ray traveltimes. We present three numerical examples to show the effects of different fracture distributions. The first example shows that different spatial distributions of the same fractures produce different wavefield characteristics. The second example examines the effects of variation of fracture scale length (size) compared with the wavelength. The final example examines the case of fractures with a power-law (fractal) distribution of sizes and shows how that affects the wavefield propagation in fractured rock. We conclude that characterization of fractured rock based on the concept of seismic anisotropy using effective medium theories must be used with caution. Scale length and the spatial distributions of fractures, which are not properly treated in such theories, have a strong influence on the characteristics of wave propagation.
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et Saenger & Shapiro 2002) , the pseudospectral method (PS) (Fornberg 1988) , the finite-element method (FE) (Lysmer & Drake 1972) , the boundary element method (Benites et al. 1992; Pointer et al. 1998; Liu & Zhang 2001 ) and the spectral finitedifference method (Mikhailenko 2000) . In this study we use the pseudospectral method to simulate wave propagation in media with discrete distributions of fractures. In contrast with the widely used FD method, the PS method substitutes the spatial difference scheme with a Fourier and inverse Fourier transform pair. A minimum of two nodes per wavelength (theoretically) is needed to obtain an accurate derivative, compared with FD which normally requires 10-20 nodes per wavelength (Alford et al. 1974) . This is one of the major Figure 1 . Schematic illustration of fracture discretization in the finite-difference grid. In (a) we show the fractured medium that we want to examine. In (b) we present a very small area of the whole model and (c) shows the same area discretized in the FD grid. Finally, (d) shows again the whole medium where, this time, the fractures are discretized. By comparing (a) and (d) we can see the high accuracy of the discretization.
advantages of the PS method. However, there is a drawback in the use of the PS method. It intrinsically treats all physical quantities as spatially periodic and, as a result, all energy transmitted and reflected through the boundary will travel back into the grid. These artefacts often mask important features of real modelled signals. This deficiency can be mitigated by modifying the wavelet near the grid boundary in such a way that the wave amplitude is attenuated.
Fractures with a vanishing width in the 2-D finite-difference grids are implemented using an effective medium theory (following Coates & Schoenberg 1995) . In the literature, there have been several such theories that attempt to predict effective properties of a rockmass containing distributed fractures. In this paper, fractures are treated as highly compliant interfaces inside a solid rock mass. We represent the fractures using the displacement discontinuity method (DDM) by Schoenberg (1980) . We examine the validity of the method, and test the accuracy of the synthetics pro- Comparison between the theoretical ray traveltimes and the synthetic seismograms generated by the modelling method. We present (a) the horizontal (x) and (b) the vertical (z) components of the seismograms. As we can see from the figure they are in very good agreement with the theoretical traveltimes, thus verifying the accuracy of the method.
duced from the modelling. We choose a simple case to model and compare the synthetic seismograms with the theoretical ray traveltimes. After testing the method, we present some numerical examples. First, we examine the effect of the spatial distribution of fractures on the wavefield propagation. Secondly, we examine different sizes of fractures, having the same spatial distribution, and we attempt to associate the different features of the waveforms with the attributes of the fractures, and in particular their sizes. Finally, we model the scattering of the wavefield by fractures with a scale length distribution. The fractures in our model follow a power-law or fractal distribution up to a maximum length smaller than the model space, that is, below the percolation threshold. Power-law size distributions are the most common form encountered in natural data sets where a broad bandwidth of data is available (Bonnet et al. 2001) .
I M P L E M E N T A T I O N O F F R A C T U R E S ( T H E C O A T E S A N D S C H O E N B E R G M E T H O D )
To obtain the effective parameters of fractured media, fractures are treated as infinitely thin highly compliant interfaces inside a solid rockmass. Following the concept of the linear slip deformation or displacement discontinuity model of Schoenberg (1980) , a fracture can be represented as a boundary across which the displacements are discontinuous, whereas the stresses remain continuous. To first order the displacement discontinuity and the tractions are linearly related, i.e.
[u] = Zτ,
where [u] is the average displacement discontinuity, τ is the traction acting across the fracture and Z is called the fracture compliance 13:49 Geophysical Journal International gji˙1876 652 S. Vlastos et al.
tensor, which is an elastic parameter of the medium. This linear relationship is consistent with the usual seismic approximation of infinitesimal strain. In addition, there has been some experimental verification of the DDM model by Pyrak-Nolte et al. (1990) and Hsu & Schoenberg (1993) . Essentially, eq. (1) is a boundary condition of the fracture surfaces. In a finite-difference algorithm, the relationship can be implemented by requiring a displacement jump across gridpoints on either side of the interface, proportional to the local (continuous) stress traction. The implementation of the displacement jump is relatively simple, even with Z being a function of position on the fault plane, providing the interface lies along a given plane of the finite-difference grid. In nature, fractures have finite length. To implement a finite fracture we take Z = 0 at locations on the plane exterior to the fracture. The question that remains is how to implement the constraint that Z → 0 on the tips of the fracture. We taper off the value of Z following the formulation of the crack-opening displacement introduced by Kachanov (1984) . The value of Z has its maximum value in the centre of the fracture and reduces to 0 at both fracture tips following a hyperbolic pattern. The rate at which the value of compliance reduces depends strongly on the length of the fracture. In the finite-difference method, the medium is discretized into small rectangular grids and we find the elastic parameters of the equivalent medium for each grid cell. For each grid intersected by a fracture (or portion of fracture), the elastic medium within the cell surrounding the fracture, together with the embedded segment of the fracture, are replaced by an equivalent anisotropic medium. Muir et al. (1992) showed how the elastic parameters could be found for a cell enclosing an interface between two elastic media. The discretization of the fracture in the finite-difference grids is shown schematically in Fig. 1 . This method was first used by Coates & Schoenberg (1995) , and therefore it is referred to as the Coates and 13:49 Geophysical Journal International gji˙1876
Schoenberg method in this paper. In Fig. 1(a) we show the whole fractured medium. Then we take a very small area of the medium in Fig. 1(b) , to show how the fractures are represented in the finitedifference grid. Fig. 1(c) shows the discretization of the fractures in the grid, where the shaded areas are the finite-difference grid cells intersected by one or more fractures, whilst the plain areas are the cells that include only the background rock. Finally, in Fig. 1(d) we show the whole medium again, but this time each cell is either shaded or plain, depending on whether fractures are present. By comparing Fig. 1(d) with Fig. 1(a) , where we show the medium with the actual fractures, we can see that the discretization of the fractures is very accurate. In the numerical examples presented in this paper we use in some cases a grid size of 128 × 128 and in other cases 256 × 256. The grid cell size is very important for the discretization of the fractures. To achieve high accuracy, we choose grid sizes smaller than or equal to the size of the smallest fractures. Thus any size of fracture can be represented accurately by the elastic parameters of the effective medium in each finite-difference grid cell. The variables required for the effective medium calculation in each cell are the length of the fracture, its orientation and the local value of the fracture compliance tensor. In the numerical models that will be presented later, fractures are represented as finite lines for which we know the starting and the ending points. Using simple algebra we can define the equation of any line that passes between two points. Knowing the equation that describes each fracture, we can locate the intersections of the fractures with the horizontal and vertical boundaries of each cell (if any) and calculate the length and orientation of the fracture segment lying in each cell. The effective medium for each cell may then be calculated using these values and the method for estimating the fracture compliance tensor outlined in Appendix A. The tapering of the value of the fracture compliance Z is explained in detail in Appendix B.
VA L I D A T I O N
The first step is to compare results generated by our modelling method with those obtained by another method. This has been done by Coates & Schoenberg (1995) , and , who compared the synthetic seismograms from the Coates and Schoenberg method described with the exact solutions using boundary element methods. We assess the accuracy by comparing the synthetic seismograms generated by the modelling with the ray theoretical traveltimes. The model geometry used for accuracy testing is shown in Fig. 2 . The source, receivers and fracture are situated in an ideal elastic (V P = 3300 m s −1 , V S = 1800 m s −1 , ρ = 2200 kg m −3 ) full space. The receiver array at which vertical and horizontal particle displacements are recorded is horizontal and 340 m above the fracture. The fracture is 300 m long. The source is located at the centre of the receiver array. The source type is a vertical force. The source signal is a Ricker wavelet (Ricker 1977 ) with a peak frequency of 25 Hz and a pulse initial time of 0.1 s. Fig. 2 also shows the different kinds of waves created by the interaction of the waves generated by the source and the fracture. The source generates both P and S waves. When they reach the fracture boundary those waves are reflected and we have PP r , PS r , SP r and SS r waves. PP r -waves will be the first to arrive at the receivers. Those are waves that travel both before and after the reflection as P waves. The next arrivals will be the PS r and SP r waves. The PS r waves travel as P waves from the source to the fracture, and as S waves from the fracture to the receivers. In the case of the SP r waves, the case is the complete opposite. The arrival of those two different types of waves happens at the same time, because the source-fracture and fracture-receiver distances are equal. As a result, the distance that they travel as P and as S waves is exactly the same in both cases, so we present both of them as PS r waves in Fig. 2 . Finally, the SS r waves arrive at the receivers, which travel both legs as S waves. In addition to the reflected waves, there are waves diffracted from the crack tips. We have P-and S-wave diffractions, and also conversion from P to S waves and vice versa, which are 13:49 Geophysical Journal International gji˙1876
Simulations of wave propagation in fractured rock 655 diffracted from the tips of the fracture. These waves are presented in Fig. 2 (b) show the horizontal (x) and the vertical (z) components, respectively, of the synthetic seismograms together with the theoretical ray traveltimes. As we can see from both figures, we have very good agreement between the theoretical ray traveltimes and the synthetic seismograms. All types of waves are accurately represented in the synthetic seismograms. Owing to the type of source that we implement, we have strong arrivals at short offsets on the horizontal component and strong arrivals at long offsets on the vertical component. In addition to that, the diffracted waves from the tips of the fracture and the PP r and PP d waves are not visible in the horizontal component, but they are very clearly demonstrated in the vertical component and follow the theoretical traveltimes. This is expected because the source causes vertical displacements on the medium, so very close to the source and very far away from it, the horizontal displacement is negligible. Another aspect of the comparison between the theoretical and the modelled data is that they give us further insight into the waveform patterns. For instance, we can see in both Figs 3(a) and (b) that in the areas of superposition between the reflected waves from the fractures and the diffracted waves from the tips we have maximum amplitude in the wavefield, as a result of constructive interference. This gives us valuable information concerning the medium we are examining.
N U M E R I C A L E X A M P L E S
The PS method has been used to model the seismic wavefield reflected and diffracted by fractures. We examine the influence of different fracture parameters on the displacements. In particular, we are interested in understanding the effects of spatial distributions, the scale length distribution of fractures and looking for characteristics in the wavefields owing to different distributions.
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Fracture spatial distribution
The first example is given in Fig. 4 , in which we attempt to model four different simulations of random fracture distributions. In each model, there are 100 fractures randomly distributed in a 1280 × 1280 m 2 area. To create the various random distributions of fractures we used an algorithm that generates four arbitrary distributions, featuring different qualitative characteristics. We use parent distributions for the fracture centre spacings that are (a) random uniform, (b) Gaussian, (c) exponential and (d) Gamma distribution. In the cases where we have overlapping of fracture positions, we remove the overlapping fractures and generate new fractures until the desired number of fractures is reached. As a result of this process, the final crack distribution is not necessarily random. Nevertheless, the purpose of this paper is to illustrate how different distributions affect multiple scattering. The generation of the different fracture distributions is presented in detail in Appendix C. In this simulation, each fracture has the same length, 2α c = 30 m, where α c is the radius or the half-length of the fracture. The surrounding solid (matrix) has P-and S-wave velocities V P = 3500 m s −1 , V S = 2000 m s −1 and density ρ = 2200 kg m −3 . The source is located at the left-hand corner of the model. The source type is a vertical force. A Ricker wavelet with a dominant frequency of 40 Hz is used, so that k p α c = 1.08 and k s α c = 1.88 (where k p = 2π f /V P and k s = 2π f /V S are the P and S wavenumbers), or equivalently λ p /2α c = 2.9 and λ s /2α c = 1.67 (where λ p = V P / f and λ s = V S / f are P and S wavelengths, respectively). For demonstration purposes, in all models in the paper we have used fracture compliance Z N = Z T = 5.6 × 10 −10 G Pa −1 at the elementary scale. The resulting snapshots taken at t = 100, 200 and 300 ms are given at Figs 5-7, respectively. As we can see from Fig. 4 , fractures are more clustered in models (b) and (c), whereas they are more uniformly distributed or more scattered in models (a) and (d). In the extreme case of model (c), where the fractures are exponentially distributed, they are all concentrated in a small area around the source, forming a big cluster. This results in a lot of energy being trapped inside the cluster, between the various fractures. We observe the effect of the high clustering in the snapshots of the wavefield propagation at consecutive times, concentrating mainly on the mean wavefield. The wave fronts shown on the snapshots represent the statistical average effect of the fractures encountered throughout the wave path, thus resulting in a mean wavefield. The energy attenuation becomes clearer at 300 ms, where we see a lot of energy remaining in the area of the fracture cluster, whereas the mean wavefield almost does not exist. In model (b) where the fractures follow a Gaussian distribution, the fractures also form a big cluster in the centre of the model, but in this model they occupy more space and the distance between the various fractures is greater. In this case, similar to model (c), we have a significant amount of energy trapped in the fracture cluster. However, we can observe from the snapshots that there is more energy coming through the cluster, and that gives a fairly clear image of the mean wavefield of at least the P wave. The opposite case to the two previous ones is described in model (d). In this case the fractures follow a Gamma distribution (a power law with an exponential tail), thus forming a number of small clusters that are significantly distant from each other. It is observed in the snapshots that in this case the mean wavefield, for both P and S waves, is most clearly observed and has the highest amplitude compared with the rest of the cases. We believe that the small size of the clusters formed means that a lot of energy is not kept inside them, letting most of the energy propagate through the whole model. Finally, model (a) 13:49 Geophysical Journal International gji˙1876 where fractures are randomly uniformly distributed, describes a case where we do not have any clustering. The fractures are distributed throughout the whole medium. Although the snapshots show some trapped energy between the fractures, the mean wavefield propagation is quite clearly observed. To sum up the results, we can see that the wavefield propagates with the least energy attenuation when we have the least fracture clustering as shown in model (d), while attenuation increases with increasing clustering as shown in models (a)-(c), respectively. In the following, we take the models of Fig. 4 and calculate the synthetic seismograms. The receivers are positioned along the z-direction and shifted by 1050 m in the x-direction. The cases we compare are (o) no fractures, (a) random uniform distribution, (b) Gaussian distribution, (c) exponential distribution and (d) Gamma distribution. Fig. 8 shows comparisons of waveforms of the x-component of motion from trace number 100, that corresponds to the depth of 1000 m, of each of the models and their corresponding Fourier spectra. In the figure we observe a noticeable shift of Another feature of the spectra is the local minima of the amplitude. The first local minimum is observed at 30 Hz where the length of the fractures is approximately a quarter wavelength. There are also local minima at around 38, 58 and 70 Hz. These minima can be a result of the constructive or destructive interference of multiply scattered waves from the fractures. Finally, we notice that the amplitude of the wavefield from distribution (b) is much smaller and has a relatively low-frequency content compared with the other distributions. This is possibly because in this case the local fracture density along the wave path towards the receivers is higher compared with the other cases. This example demonstrates clearly that different distributions of fractures have a significant influence on multiple scattering.
Effects of fracture scale length
The second example is used to examine wave scattering in a fractured medium where fractures have different sizes compared with the source wavelength. To ensure consistency of the results from different models we use the same background medium in all cases, which guarantees that any variation in the features of the wavefield is a result of the variation in the size of the fractures. The matrix parameters are V P = 3300 m s −1 and V S = 1800 m s −1 for the P-and S-wave velocities, respectively, and the density is ρ = 2.2 g cm −3 . The source is a vertical force and is located at the centre for all the models. The source wavelet is a Ricker wavelet with a dominant frequency of 25 Hz and a initial pulse time at 0.1 s. We use a grid size of 256 × 256, with a spatial grid step of 10 m and a time step of 0.001 s. In all the models we have 50 fractures that follow a completely random distribution to avoid clustering patterns. We examine three different cases of fracture sizes, α c = 0.1λ, α c = λ and α c = 2λ, where α c is half the fracture length and λ is the wavelength. Fig. 9 shows the models of the different sizes of fractures we examine, while Fig. 10 shows the respective snapshots taken at 350 ms. We observe in model (a) that when the wavelength is larger than the size of the fractures, we have a clear image of the propagation of P and S waves through the fractured medium, and each individual fracture acts as a point scatterer that becomes a secondary source. On the other hand, when the size of the fractures is equal to or larger than the wavelength, they act almost as individual boundaries and the amplitudes of the reflected waves depend on the interference between the various reflections. In addition, following the results of the previous section on the effects of the fracture distribution together with the effects of the scale length, strong and coherent energy will be present in areas of high fracture clustering where fractures form large clusters and have a large size, thus acting as a single reflector.
Power-law (fractal) distribution of fracture sizes
The final example is used to model wave scattering from discrete fractures with a scale length distribution. The model we use is given in Fig. 11(a) , where the variation of crack sizes follows a von Kármán correlation function, which gives a power-law distri- bution (Wu 1982) . We can also use other correlation functions, such as Gaussian or exponential functions. The model shown in Fig. 11(a) is generated with a correlation length of 40 m. In this model we have 400 fractures randomly distributed in a 2560 × 2560 m 2 area. The source is a vertical force and is located in the centre of the model, and is represented by a star in Fig. 11(a) . The longest fracture is 100 m and the shortest is 10 m. The mean length of the fractures a is 27.5 m, and the fracture density of the medium ε = N f a 2 /S is 0.046, where N f is the number of fractures and S is the surface of the medium. The peak frequency is 40 Hz, which gives α ranging from 0.36 to 3.6 for P waves and from 0.63 to 6.3 for S waves, where k is the wavenumber, the P-wave velocity is 3500 m s −1 and the S-wave velocity is 2000 m s −1 . Figs 11(b)-(d) , illustrate the attributes of the size distribution of the fractures. Fig. 11(b) shows the different sizes of fractures in the model of Fig. 11(a) . Fig. 11(c) 13:49 Geophysical Journal International gji˙1876 660 S. Vlastos et al.
shows the power spectrum of the fracture size distribution presented in Fig. 11(a) (plotted on a log-log scale) . We see that the variation can be fitted with a straight line. Such a model (i.e. with a linear variation of the logarithm of the power spectrum with the logarithm of the spatial wavenumber) is a power-law distribution, often called a fractal (Bonnet et al. 2001) . Fig. 11(d) shows the variation of the incremental number of the fracture population in the corresponding range of fracture sizes. To examine the behaviour of the wavefield arising from the fractal distribution of fractures in the medium, we take snapshots at consecutive times, t = 200, 250, 300 and 350 ms. The snapshots are presented in Fig. 12 . As we can see from the snapshots, the behaviour of the wavefield is very complicated. Clearly, the P and S mean waves are fading away as they propagate through the medium. This can be attributed to the scattering taking place as the wavefield propagates through the high fracture density clusters. This is confirmed by the snapshots, where we can see high energy concentrated at the exact positions of the fracture clusters. This is particularly clear in Fig. 12(d) , where we have high amplitudes in the areas of fracture clusters resulting in strong coda waves, and at the same time low amplitudes of the mean P and S waves.
C O N C L U S I O N S
We have used the pseudospectral method to study the effect of different attributes of fractures on the wavefield characteristics. The fractures have been implemented in finite-difference grids using an effective medium theory. The method can deal with multiple scattering cases without having any limitations on the number of fractures included in the medium. The representation of the wavefield is highly accurate as long as sufficient grid elements are available, and in very good agreement with the theoretical ray traveltimes. Note that in addition to our work presented in this paper, as far as we know the Coates and Schoenberg method has also been implemented by and on Geophysical Journal International gji˙1876 staggered grid FDs, and by Chunlin Wu on variable grid FDs (Wu et al. 2002) .
From the numerical examples we come to some interesting conclusions. First, we can see the importance of the spatial distribution of fractures in a medium. Our results show that in areas with fracture clustering, there is strong and coherent energy. Also, high clustering does result in high local fracture densities, which can cause the energy to be trapped in a certain area (localization processing), increasing the complexity of the wavefield and making individual phases and their identification very complicated. Also, we observe that different spatial distributions give different frequency content on the recorded wavefield. This as we might expect means that frequency-dependent seismic scattering depends on the spatial distribution of fractures (Leary & Abercrombie 1994) . In addition, also of great importance is the fracture size relative to the wavelength, independent of the spatial distribution. It is demonstrated that when fractures are smaller than the wavelength, they act as single scatterers and generate secondary wavefields, whereas when the size approaches the wavelength they act as individual interfaces and the wavefield is more complicated. To complete our study, we examined the case of fracture sizes that follow a power-law or fractal distribution. The wavefield generated shows very strong coda waves and is very complicated. The observation confirms the importance of spatial and scale length distributions in modelling fractured rock.
Numerical modelling techniques, such as those presented here, can be a useful tool in the understanding of the important role of fractures and their effects on wave propagation. The knowledge gained by such studies may ultimately lead to the extraction of valuable information concerning the fracture distributions in natural rocks, directly from seismic data. In addition, our method may potentially provide a test of fracture imaging using seismic methods (as demonstrated by , and characterization of fractured reservoirs based on the concept of seismic scattering.
C O L O U R O N L I N E
Colour versions of Figs 2, 3, 8 and B1 are available online at Blackwell Synergy, www.blackwell-synergy.com.
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A P P E N D I X A : E F F E C T I V E C O M P L I A N C E O F A F R A C T U R E D M E D I U M
Effective medium calculus is used to calculate the elastic parameters that are associated with a given cell through which a fracture passes. In the simple case of an unfractured cell, where the cell is occupied only by the background rock, the calculation of the compliance tensor is straightforward. Assuming that we know the elastic parameters of the host rock, we calculate the compliance tensor s 0 ijkl as follows:
where V P and V S are the P-and S-wave velocities in the medium, respectively, c ijkl is the 6 × 6 matrix form of the stiffness tensor for the unfractured medium, and λ and µ are the Lamé constants.
In the presence of fractures the average strain in an elastic homogeneous solid with volume V containing N f fractures with surfaces S r (r = 1, 2, . . . , N f ) can be written as
where σ is the average stress tensor, s 0 ijkl is the matrix compliance tensor in the absence of the fractures and s f ijkl is the extra compliance tensor resulting from the fractures. The additional strain is given by (Hill 1963; Hudson & Knopoff 1989) ,
where u i is the ith component of the displacement discontinuity on S r and n i is the ith component of the fracture normal. If all fractures are aligned with fixed normal n, we may replace each fracture in V by an average fracture having a surface area S and a smoothed linear slip boundary condition given by
where t p is the traction on the fracture, [ū i ] is the average displacement discontinuity on the fracture and the quantities {Z ip } depend on the interior conditions and infill of the fracture (Sayers & Kachanov 1995; Schoenberg & Sayers 1995) . The traction t p is linearly related to the imposed mean stress σ or, more precisely, to the traction σ pq n q that would exist on the crack face if the displacements were constrained to be zero. Liu et al. (2000) used a model of a simple fracture in an unbounded medium and proposed that the traction can be written as
eq. (A6) becomes
Inserting eq. (A8) into eq. (A5) and after some tensor algebra, we obtain
where S is the mean area of fracture; so the fracture induced excess compliance s f ijkl is
where D f is
If the fracture set is statistically invariant under rotations about n, only two terms in Z are required (Schoenberg & Sayers 1995) ; a normal fracture compliance Z N and a tangential compliance Z T . Thus
where δ i j is the Kronecker delta. By inserting (A12) into (A10), we have
Following Coates & Schoenberg (1995) , in the case of 2-D media in a grid cell intersected by a fracture, eq. (A11) becomes
where l is the length of the segment of the fracture lying within the cell and A is the area of the 2-D cell. If L is defined for each cell intersected by a fracture so that
then eq. (A13) finally becomes
which is the equation we use for the calculation of the excess compliance tensor. So the induced excess compliance tensor of a cell depends on the normal Z N and the tangential Z T fracture compliance, the number N f of the fractures inside the cell, the length l of each fracture (or segment of fracture) and the orientation of each fracture estimated by the normals n. The total compliance tensor for the fractured cells is the effective compliance tensor s eff ijkl , which characterizes the cell and is
If we want to determine the stiffness c ijkl , we transform s ijkl to the conventional (two-subscript) condensed 6 × 6 matrix notation, 11 → 1, 22 → 2, 33 → 3, 23 → 4, 13 → 5, 12 → 6, with factors of 2 and 4 introduced as follows: s ijkl → s pq when both of P, q are 1, 2, or 3; 2s ijkl → s pq when one of p, q is 4, 5 or 6; and 4s ijkl → s pq when p, q are any of 1, 2, 3, 4, 5 or 6. The inverse of the compliance matrix s pq gives the effective elastic constants or stiffness matrix c pq . Using the same transformation as for the compliance, we transform the stiffness from the condensed (two-subscript) to the normal notation (c pq → c ijkl ).
A P P E N D I X B : E F F E C T S O F F R A C T U R E T I P S
An important parameter in the accurate modelling of natural fractured rocks is the realistic implementation of the effects of fractures in wave propagation. The main issue is the realistic representation of the finite extent of a fracture, and especially the two fracture tips.
To exhibit the end of the fracture at both tips, we should have no displacement outside those points, thus the compliance tensor Z should be 0. A way of expressing the change in the compliance is to keep the compliance constant along the fracture and drop to 0 at the crack tips. However, the sudden drop of the value is not very realistic, and there is no similar case in natural systems that demonstrates extreme changes of values. We believe that it is more realistic to represent the changes in Z as a gradual reduction towards 0 at the fracture tips. Following Kachanov (1984) the compliance at each point of the fracture is given by
where Z max is the maximum value of the compliance in the centre of the fracture, l is half the length of the fracture and x is the xcoordinate of the position of a point in the fracture. The coordinates of the right and the left fracture tips are +l and −l, respectively. From eq. (B1), for the centre of the fracture (x = 0) the compliance is Z = Z max , whilst for the fracture tips (x = ±l) the compliance is Z = 0. So the value of the compliance is maximum in the centre of the fracture and reduces gradually following a hyperbolic function until it reaches 0 in both fracture tips. As we can see from Figure B1 . Schematic representation of the reduction of the value of compliance Z along a fracture. The curve represents the value of compliance following eq. (B1) of Kachanov (1984) . The stepped line represents the way we approximate that function in our implementation. eq. (B1) the rate of reduction depends on the size 2l of the fracture, so the larger the fracture, the more gradually the compliance reduces. In Appendix A we described the implementation of fractures in the finite-difference grid and the calculation of the effective compliance of a fractured medium. Eq. (A16) calculates the excess compliance tensor, which expresses the fracture influence. The excess compliance tensor is estimated for each of the fractured grid cells of the medium, thus the value of the compliance Z should remain constant inside each grid cell. To calculate the compliance for each of the grid cells, from eq. (B1) we find the values of the compliance for the two nodes of each cell, and take the average of the two values as the effective value of the compliance throughout the cell. This is illustrated in Fig. B1 , where the curve represents the value of the compliance following eq. (B1), and the stepped line is the average Figure B3 . Comparison of the wavefields generated by two different implementations of the fracture compliance. Solid-line wavelets represent the case of a constant compliance that drops to 0 at the fracture tips, while dotted-line wavelets represent our implementation, based on Kachanov's (1984) concept, where the compliance reduces gradually. The trace numbers correspond to depths 200, 400, 600, 800, 1000 and 1200 m.
value of the compliance we use for each grid cell. In the case where a grid cell is intersected by multiple fractures (or parts of fractures) the compliance is taken to be the average value of the compliances arising from each of the fractures independently.
To understand the effect of the fracture tips on the wavefield, we model the case of a single fracture in which, in the first case, the compliance remains constant throughout the fracture and drops to 0 at the tips, and, in the second case, the compliance reduces following our implementation. The model we use is presented in Fig. B2 . For the two cases we compare the wavelets of a number of traces and the results are presented in Fig. B3 . The wavelets presented in Fig. B3 do not include direct waves, because they are not affected by the fracture tips, and so are identical. Also, the amplitude of the wavelets is normalized between the several traces. However, the relative amplitude between the wavelets for each individual trace remains accurate. From the comparison between the wavelets, we first observe that there is a time difference between the SS waves when we have constant compliance and when the compliances reduce gradually, with SS waves of the latter case being slower. This may be a result of the sensitivity of S waves to changes of anisotropy. By changing the compliance from constant to variable, we effectively change the anisotropy, and this is only visible in the SS wavelets. However, when we observe the wavelets from traces 100 and 120 we see that the time difference in the SS waves disappears. The waves observed at those receivers come from waves diffracted from the crack tips and from waves refracted at the fracture, in contrast to the rest of the receivers, where we have diffracted and reflected waves. Also, we can observe variations in the amplitude. In traces 20, 40 and 60, where the receivers are above the fracture, so we have reflected and diffracted waves, the amplitude of the waves when the compliance is constant is higher than the amplitude when the compliance follows our implementation. On the other hand, in trace 80, when the waves are only diffracted, we have opposite results. Finally, in traces 100 and 120, where we have refracted and diffracted waves, the amplitudes seem to be almost identical. We see that reflection and refraction are decisive factors in the wavelet pattern. More research needs to be done on these topics to examine how they affect the waves.
Another parameter that we have not examined is the effect of the length of the fracture. From eq. (B1) we can see that if we have a fracture of short length l then the reduction of the compliance would be severe, whilst when the fracture is very large we will have a very smooth reduction that can approximate the case of the constant compliance throughout the fracture. This has to be tested by modelling various sizes of fractures and the respective wavelets, to find out at what point the approximation of constant compliance is satisfactory.
A P P E N D I X C : G E N E R A T I O N O F F R A C T U R E D I S T R I B U T I O N S
Scaling in fracture systems has become an active field of research over the previous 25 years motivated by practical applications. In the case of the hydrocarbon industry, scaling laws provide a key to predicting the nature of subseismic fracturing (below the limit of seismic resolution), which can significantly influence reservoir and cap rock quality, from seismically resolved faults. The numerous studies of fracture-system scaling in the literature do indeed suggest that scaling laws exist in nature. They also indicate, however, that such scaling laws must be used with caution and with due regard to the physical influences that govern their validity. Over recent years the power-law distribution has been increasingly employed to describe the frequency distribution of fracture properties and geometry. However, a power law is not an appropriate model in all cases, and other distributions that have been used include the log-normal, gamma and exponential laws.
In the main part of this paper, we examine the effect of different spatial distributions of fractures on the wave propagation. The fractures are distributed as follows: (a) a random uniform, (b) a Gaussian, (c) an exponential and (d) a Gamma distribution, as shown in Fig. 4 . The algorithm utilizes a different random number generator (Press et al. 1997) , which varies according to the distribution we want to simulate. For each distribution, the generator is applied once to give x-coordinates, and completely independently once more to give z-coordinates. Both x-and z-coordinates are afterwards normalized to the grid size of the model. These pairs of x-and z-coordinates are the centres of the distributed fractures. The resulting distribution of fractures, without any alterations, is the parent spatial distribution. The size and orientation of the fractures are given as an input to the algorithm. In this paper all the fractures are parallel to the grid. Subsequently, the algorithm examines the fractures for any overlapping cases. We define overlapping as the case where the distance between the centres of two fractures is less than a predefined value. In the current application of the algorithm, we examined only the horizontal distances between pairs of fracture centres having the same z-coordinate. For simplicity in this paper we deliberately avoid modelling intersected cracks, that is, conjugate fracture sets. However, in theory, such a case can also be modelled with the method we use. In this case, the second overlapping fracture is excluded from the distribution. After testing for overlapping, the remaining number of distributed fractures is counted. If that number is less than desired, the resulting distribution of fractures is rejected. The number of fractures following the parent spatial distribution is raised by 5. A new group of fractures, spatially distributed according to the parent distribution, is chosen. The new group of fractures follows the same procedure that we described above. This process continues until the desired number of non-overlapping spatially distributed fractures is reached. A flow chart of the filtering algorithm is presented in Fig. C1 . The final spatial distribution of the fractures is a result of the parent distribution after applying data filtering, so we call this the daughter spatial distribution. The spatial correlation in the daughter population is then determined by the two-point correlation function of the fracture centre locations in two dimensions. Figs C2-5 show the independent probabilities P(x) and P(z) as a function of the x-and z-coordinates of the centres of the fractures, for the daughter distributions (a)-(d) of Fig. 4 . In the same figures we show the two-point correlation function C(r), for each of the four parent distributions, defined as
where N is the total number of points and N d is the number of pairs of points where the distance is less than r (Hentschel & Proccacia 1983) . The probability plots in Figs C2-5 confirm that the random number generator does create random uniform, Gaussian, exponential and Gamma distributions, respectively, of centres of fractures along the two grid directions. The two-point correlation functions of the parent spatial distributions, are shown in Figs C2(c), C3(c), C4(c) and C5(c). The random uniform distribution has correlations that peak in the medium range, the Gaussian and the exponential peak in the short range, and the Gamma is the most broad-band distribution. Thus the ratio of wavelength to correlation length will be greatest for the random uniform distribution, and smallest for the Gamma distribution. 
