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Abstract
We introduce a notion of fibred coarse embedding into Hilbert space
for metric spaces, which is a generalization of Gromov’s notion of coarse
embedding into Hilbert space. It turns out that a large class of expander
graphs admit such an embedding. We show that the maximal coarse
Baum-Connes conjecture holds for metric spaces with bounded geometry
which admit a fibred coarse embedding into Hilbert space.
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1 Introduction
In this paper, we shall introduce a concept of fibred coarse embedding into Hilbert
space for metric spaces (Definition 2.1) and prove the following result:
Theorem 1.1. Let X be a discrete metric space with bounded geometry. If
X admits a fibred coarse embedding into Hilbert space, then the maximal coarse
Baum-Connes conjecture holds for X.
The (maximal) coarse Baum-Connes conjecture [23, 41, 11] is a geometric
analogue of the Baum-Connes conjecture [2, 3] and provides an algorithm for
computing the higher indices of generalized elliptic operators on non-compact
spaces. It states that a certain assembly map µ or µmax from limd→∞K∗(Pd(X))
to K∗(C
∗(X)) or K∗(C
∗
max(X)) is an isomorphism, where K∗(Pd(X)) is the lo-
cally finite K-homology group of the Rips complex Pd(X), and K∗(C
∗(X)) and
K∗(C
∗
max(X)) are respectively the K-theory groups of the Roe algebra and the
maximal Roe algebra of X . The conjecture has many applications in topology
and geometry. In particular, it implies the Novikov conjecture on homotopy
invariance of higher signatures, the Gromov conjecture on non-existence of pos-
itive scalar curvature metrics on uniformly contractible Riemannian manifolds,
and the zero-in-the-spectrum conjecture stating that the Laplacian operator act-
ing on the space of all L2-forms of a uniformly contractible Riemannian manifold
has zero in its spectrum.
Recall that a discrete metric space X is said to have bounded geometry if for
any r > 0 there is N > 0 such that any ball of radius r in X contains at most
N elements. A map f : X → Y from a metric space X to another Y is said to
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be a coarse embedding or uniform embedding [12] if there exist non-decreasing
functions ρ1 and ρ2 from [0,∞) to (−∞,∞) with lim
r→∞
ρi(r) =∞ (i = 1, 2) such
that
ρ1
(
d(x, y)
)
≤ d
(
f(x), f(y)
)
≤ ρ2
(
d(x, y)
)
for all x, y ∈ X . M. Gromov suggested that coarse embeddability of a dis-
crete group into a Hilbert space, or a certain Banach space, might be relevant to
prove the Novikov conjecture [12]. G. Yu subsequently proved the coarse Baum-
Connes conjecture for discrete metric spaces with bounded geometry which are
coarsely embeddable into Hilbert space [44]. M. Gromov discovered that a
metric space of expander graphs [29, 28] cannot be coarsely embedded into a
Hilbert space [13]. N. Higson showed that the assembly map µ fails to be sur-
jective for certain Margulis-type of expanders [17]. In [27], V. Lafforgue showed
that there are residually finite groups whose associated expander graphs cannot
be coarsely embedded into any uniformly convex Banach space. Meanwhile,
G. Gong, Q. Wang and G. Yu introduced the maximal Roe algebra of a met-
ric space with bounded geometry in [11], and proved a version of the maximal
coarse Novikov conjecture, i.e. the injectivity of the maximal assembly map
µmax, for the box space of a class of residually finite groups, including the ex-
pander graphs constructed by V. Lafforgue. Thereafter, the coarse Novikov
conjecture, i.e. the injectivity of the assembly map µ, for a large class of ex-
panders is proved in [6, 16, 32]. More recently, H. Oyono-Oyono and G. Yu
proved the maximal coarse Baum-Connes conjecture for certain metric spaces
constructed from spaces with isometric actions by residually finite groups [32],
including a certain class of expander graphs. R. Willett and G. Yu proved the
maximal coarse Baum-Connes conjecture for spaces of graphs with large girth
[39], also including a certain class of expander graphs.
The notion of fibred coarse embedding into Hilbert space, which we are go-
ing to introduce, generalizes Gromov’s notion of coarse embedding into Hilbert
space to a great extent. Roughly speaking, a metric space X admits such an
embedding implies that, although the whole space X may not be coarsely em-
bedded into Hilbert space globally, large bounded subsets of X can be coarsely
embedded into Hilbert space within a common distortion as long as these large
bounded subsets are far away towards infinity. This feature provides the prop-
erty with much flexibility, allowing many expander graphs studied above to
3
admit such an embedding. In particular, our result Theorem 1.1 includes the
major results of [32] and [39] as special cases.
This paper is organized as follows. In section 2, we introduce the notion
of fibred coarse embedding into Hilbert space, and discuss sevaral situations to
which this notion applies. In section 3, we recall the definition of maximal Roe
algebra and the formulation of the maximal coarse Baum-Connes conjecture.
In section 4, we explain the strategy to prove Theorem 1.1. The problem of
proving the maximal coarse Baum-Connes conjecture for a metric space X can
be reduced to verifying that the evaluation homomorphism from the K-theory
of a certain localization algebra to the K-theory of the maximal Roe algebra
at infinity for the coarse disjoint union of a sequence of finite subspaces of X
is an isomorphism. In section 5, we define the twisted Roe algebra at infinity
and its localization algebra for a sequence of finite metric spaces which admits
a fibred coarse embedding into Hilbert space. In section 6, we discuss various
ideals of the twisted algebras and show that the evaluation map for the twisted
algebras is an isomorphism. In section 7, we prove a geometric analogue of
the Bott periodicity in finite dimension by constructing the Bott maps and the
Dirac maps as asymptotic morphisms. This is used to show the evaluation map
required in section 4 is an isomorphism, which implies Theorem 1.1.
Throughout this paper, we denote by K(H) or B(H) the algebras of all
compact operators or all bounded linear operators on a Hilbert space H . We
denote by K the algebra of all compact operators on a fixed separable Hilbert
space H0. Denote by N = {0, 1, 2, · · · } the non-negative integers. Denote by
#A the number of elements in a set A. For a metric space X , a point x ∈ X
and r > 0, we denote the ball of X with center x and radius r by B(x, r), or
BX(x, r) if it is necessary to indicate the base space X .
Acknowledgement. The authors are very grateful to Rufus Willett who
carefully read an early version of this paper and suggested very helpful com-
ments.
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2 Fibred coarse embedding into Hilbert space
In this section, we introduce the concept of fibred coarse embedding into Hilbert
space for a metric space, generalizing Gromov’s notion of coarse embedding into
Hilbert space [12]. Let H be a separable Hilbert space, as a model space.
Definition 2.1. A metric space (X, d) is said to admit a fibred coarse
embedding into Hilbert space if there exist
• a field of Hilbert spaces (Hx)x∈X over X ;
• a section s : X →
⊔
x∈X Hx (i.e. s(x) ∈ Hx);
• two non-decreasing functions ρ1 and ρ2 from [0,∞) to (−∞,∞) with
limr→∞ ρi(r) =∞ (i = 1, 2)
such that for any r > 0 there exists a bounded subset K ⊂ X for which there
exists a “trivialization”
tC : (Hx)x∈C −→ C ×H
for each subset C ⊂ X\K of diameter less than r, i.e. a map from (Hx)x∈C to
the constant field C ×H over C such that the restriction of tC to the fiber Hx
(x ∈ C) is an affine isometry tC(x) : Hx → H , satisfying
(1) for any x, y ∈ C, ρ1(d(x, y)) ≤ ‖tC(x)(s(x)) − tC(y)(s(y))‖ ≤ ρ2(d(x, y));
(2) for any two subsets C1, C2 ⊂ X\K of diameter less than r with C1∩C2 6= ∅,
there exists an affine isometry tC1C2 : H → H such that tC1(x) ◦ t
−1
C2
(x) =
tC1C2 for all x ∈ C1 ∩ C2.

In the following we discuss several situations to which the above notion
applies. Let (Xn)n∈N be a sequence of bounded metric spaces.
Recall that a coarse disjoint union of (Xn)n∈N is the disjoint union X =⊔
n∈NXn equipped with a metric d such that (1) the restriction of d to each
Xn is the original metric of Xn; (2) d(Xn, Xm) → ∞ as n + m → ∞ and
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n 6= m. Note that any two metrics satisfying these two conditions are coarsely
equivalent. So we may refer to X as the coarse disjoint union of (Xn)n∈N.
For each n ∈ N, a metric space X˜n is called a Galois covering of Xn if there
exists a discrete group Γn acting on X˜n freely and properly by isometries such
that Xn = X˜n/Γn. Denote by πn : X˜n → Xn the associated covering map.
A sequence of Galois coverings (X˜n)n∈N of (Xn)n∈N is said to be asymptot-
ically faithful (cf. [38]) if for any r > 0 there exists N ∈ N such that, for all
n ≥ N , the covering map πn : X˜n → Xn is “r-isometric”, i.e. for all subsets
C˜ ⊂ X˜n of diameter less than r, the restriction of πn to C˜ is an isometry onto
C = πn(C˜) ⊂ Xn.
A sequence of Galois coverings (X˜n)n∈N of (Xn)n∈N is said to admit a
uniform equivariant coarse embedding into Hilbert space if there exist a map
fn : X˜n → H for each n ∈ N, and two non-decreasing functions ρ1 and ρ2
from [0,∞) to (−∞,∞) with limr→∞ ρi(r) = ∞ (i = 1, 2), such that (1) fn is
Γn-equivariant (this implies H has an action of Γn by affine isometries) for all
n ∈ N; (2) ρ1(d(x, y)) ≤ ‖fn(x) − fn(y)‖ ≤ ρ2(d(x, y)) for all x, y ∈ X˜n, n ∈ N.
Theorem 2.2. Let X =
⊔
n∈NXn be a coarse disjoint union of a sequence
of bounded metric spaces. If there exists a sequence of asymptotically faithful
Galois coverings (X˜n)n∈N which admits a uniform equivariant coarse embedding
into Hilbert space, then X admits a fibred coarse embedding into Hilbert space.
Proof. For each n ∈ N, the group Γn acts on X˜n ×H by
γ · (x, h) = (γx, γh)
for x ∈ X˜n, h ∈ H, γ ∈ Γn. Denote the orbit of (x, h) ∈ X˜n ×H by [(x, h)], i.e.
[(x, h)] = { (γx, γh) | γ ∈ Γn }.
For any point a ∈ Xn = X˜n/Γn, the action of a group element γ ∈ Γn on X˜n
permutes the points in π−1n (a) ⊂ X˜n. Define
Ha :=
(
π−1n (a)×H
)/
Γn.
Then
(Ha)a∈Xn =
(
X˜n ×H
)/
Γn
6
is a field of Hilbert spaces over Xn. Define a section
s : Xn −→
(
X˜n ×H
)/
Γn
by the formula
s(a) = [(x, fn(x))] ∈ Ha
for any x ∈ π−1n (a), a ∈ Xn. This is well-defined since the map fn : X˜n → H is
Γn-equivariant.
Since the covering sequence (X˜n)n∈N is asymptotically faithful, for any r > 0
there exists N ∈ N such that for any n ≥ N and any C ⊂ Xn of diameter
less than r, the action of an element γ ∈ Γn on X˜n permutes the (disjoint)
components of π−1n (C), and the restriction of πn to each of these components is
an isometry onto C. For a point z ∈ π−1n (C), denote by C˜
z the component of
π−1n (C) containing z. Then each such component C˜
z gives rise to a trivialization:
tC,z : (Ha)a∈C =
(
π−1n (C)×H
)/
Γn −→ C ×H,
where, for any a ∈ C ⊂ Xn, the affine isometry
tC,z(a) : Ha =
(
π−1n (a)×H
)/
Γn −→ H
is given by (
tC,z(a)
)(
[(x, h)]
)
= h
for [(x, h)] ∈ Ha represented by (x, h) ∈ C˜z ×H .
Now, for any a, b ∈ C, there exist x, y ∈ C˜z such that πn(x) = a and
πn(y) = b, so that∥∥∥(tC,z(a))(s(a))− (tC,z(b))(s(b))∥∥∥ = ∥∥∥fn(x) − fn(y)∥∥∥
∈
[
ρ1(d(x, y)), ρ2(d(x, y))
]
=
[
ρ1(d(a, b)), ρ2(d(a, b))
]
.
Moreover, for any C1, C2 ⊂ Xn (n ≥ N) of diameter less than r with C1 ∩
C2 6= ∅, there exist z, γz ∈ X˜n for some γ ∈ Γn such that πn(z) = πn(γz) ∈
C1 ∩ C2. Then, for all a ∈ C1 ∩ C2,
tC1,z(a) ◦ t
−1
C2,γz
(a) = γ : H → H
as an affine isometry mapping h ∈ H to γh ∈ H . The proof is complete. 
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Example 2.3. If a metric space X is coarsely embeddable into Hilbert
space, then clearly it admits a fibred coarse embedding into Hilbert space. The
maximal coarse Baum-Connes conjecture in this case follows from G. Yu’s work
on the coarse Baum-Connes conjecture [44], together with a recent result by J.
Sˇpakula and R. Willett that K∗(C
∗
max(X)) is isomorphic to K∗(C
∗(X)) if X is
coarsely embeddable into Hilbert space [37]. Note also that for a discrete group,
fibred coarse embeddability is the same as usual coarse embeddability. 
Example 2.4. Let X be a discrete metric space with bounded geometry.
Suppose a residually finite group Γ acts on X freely, properly and cocompactly
by isometries, such that X is Γ-equivariantly coarsely embeddable into Hilbert
space. Let (Γn)n∈N be a sequence of finite index normal subgroups of Γ such
that for all r > 0 there exists N ∈ N so that if B(e, r) is the ball in Γ of radius
r about the identity, then Γn ∩B(e, r) = {e} for all n ≥ N . Let Xn = X/Γn be
the quotient space. It follows from Theorem 2.2 that the coarse disjoint union
X =
⊔
n∈NXn admits a fibred coarse embedding into Hilbert space. Indeed, the
constant sequence X˜n = X (n ∈ N) serves as the asymptotically faithful Galois
coverings. Theorem 1.1 implies the maximal coarse Baum-Connes conjecture
for such X. A special case of this result was proved by H. Oyono-Oyono and G.
Yu in [32].
For a residually finite group Γ, the space X(Γ) =
⊔
n∈N Γ/Γn is called the box
space of Γ ([35]). It turns out that if the box space X(Γ) is coarsely embeddable
into Hilbert space, then Γ is a-T-menable ([35]). It is also easy to see that the
converse of this implication is not true. However, it is shown in [5] that Γ is
a-T-menable if and only if the box space X(Γ) is fibred coarsely embeddable
into Hilbert space. 
Example 2.5. Recall that the girth of a graph G, denoted by girth(G),
is the shortest length of a cycle in G. A sequence of finite connected graphs
(Gn)n∈N is said to have large girth if girth(Gn) → ∞ as n → ∞. Then the
coarse disjoint union X =
⊔
n∈NGn admits a fibred coarse embedding into
Hilbert space. Indeed, let G˜n be the universal cover of Gn, which is actually a
tree. Then the covering sequence (G˜n)n∈N satisfies the conditions in Theorem
2.2. The maximal coarse Baum-Connes conjecture for such X was proved by R.
Willett and G. Yu in [39]. 
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Note that Examples 2.4 and 2.5 imply that a large class of expander graphs
admit a fibred coarse embedding into Hilbert space.
3 The maximal coarse Baum-Connes conjecture
In this section, we shall collect from [11] results concerning the maximal Roe
algebra of a proper metric space with bounded geometry and the formulation
of the maximal coarse Baum-Connes conjecture (see also [32, 38, 39]).
LetX be a proper metric space (a metric space is called proper if every closed
ball is compact). An X-moduleHX is a separable Hilbert space equipped with a
∗-representation π of C0(X), the algebra of all continuous functions on X which
vanish at infinity. An X-module is called non-degenerate if the ∗-representation
of C0(X) is non-degenerate. An X-module is said to be standard if no nonzero
function in C0(X) acts as a compact operator. When HX is an X-module, for
each f ∈ C0(X) and h ∈ HX , we denote (π(f))h by fh.
Definition 3.1. (cf. [33]) Let X be a standard non-degenerate X-module.
(1) The support supp(T ) of a bounded linear operator T : HX → HX is
defined to be the complement of the set of all points (x, y) ∈ X ×X for which
there exist f, g ∈ C0(X) such that gTf = 0 but f(x) 6= 0, g(y) 6= 0.
(2) A bounded operator T : HX → HX is said to have finite propagation if
sup{d(x, y) : (x, y) ∈ Supp(T )} <∞.
This number is called the propagation of T .
(3) A bounded operator T : HX → HX is said to be locally compact if the
operators fT and Tf are compact for all f ∈ C0(X).
Denote by C[X,HX ], or simply C[X ], the set of all locally compact, fi-
nite propagation operators on a standard non-degenerate X-module HX . It is
straightforward to check that C[X ] is a ∗-algebra which, up to non-canonical
isomorphisms, does not depend on the choice of standard non-degenerate X-
module.
Definition 3.2. A net of a metric space X is a countable subset Γ ⊂ X such
that there exist numbers δ > 0, R > 0 satisfying (1) d(γ, γ′) > δ for all distinct
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elements γ, γ′ ∈ Γ; (2) for any x ∈ X there exists γ ∈ Γ such that d(x, γ) < R.
A metric space X is said to have bounded geometry if X contains a net with
bounded geometry.
The following result is essentially proved in [11].
Lemma 3.3. Let X be a proper metric space with bounded geometry, and
let HX be a standard non-degenerate X-module. For any r > 0 there exists a
constant c > 0 such that for any ∗-representation φ of C[X ] on a Hilbert space
Hφ and any T ∈ C[X ] with propagation less than r, we have
||φ(T )||B(Hφ) ≤ c ||T ||B(HX) .
This allows us to define the maximal Roe algebra of X .
Definition 3.4. ([11]) Let X be a proper metric space with bounded ge-
ometry. The maximal Roe algebra of X , denoted by C∗max(X), is the completion
of C[X ] with respect to the C∗-norm:∥∥T∥∥
max
:= sup
{∥∥φ(T )∥∥
B(Hφ)
∣∣∣ φ : C[X ]→ B(Hφ), a ∗-representation}.
Definition 3.5. Let HX = ℓ
2(Z,H0), where Z ⊂ X is a countable dense
subset of X and H0 is an infinite dimensional separable Hilbert space. A func-
tion f ∈ C0(X) acts on ℓ2(Z) ⊗ H0 by pointwise multiplication on the first
component: f(ξ⊗h) = fξ⊗h. Define Cf [X ] to be the ∗-algebra of all bounded
functions T : Z × Z → K := K(H0), also viewed as Z × Z-matrices, such that
• for any bounded subset B ⊂ X , the set
{(x, y) ∈ B ×B ∩ Z × Z | T (x, y) 6= 0}
is finite;
• there exists L > 0 such that
#{y ∈ Z | T (x, y) 6= 0} < L, #{y ∈ Z | T (y, x) 6= 0} < L
for all x ∈ Z;
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• there exists R > 0 such that T (x, y) = 0 whenever d(x, y) > R for x, y ∈ Z.
Note that in general Cf [X ] is a dense ∗-subalgebra of C[X, ℓ(Z,H0)] within
C∗max(X). In the sequel, we will use Cf [X ] to replace C[X ] as a generating
subalgebra of C∗max(X).
Remark 3.6. (cf. [24] and [11]) (1) C∗max(X) does not depend on the
choice of countable dense subset Z ⊂ X up to non-canonical isomorphisms.
If X and Y are coarsely equivalent, then C∗max(X) is isomorphic to C
∗
max(Y )
via a non-canonical isomorphism. (2) The K-theory groups of C∗max(X) do
not depend on the choice of Z up to canonical isomorphisms. If X and Y
are coarsely equivalent, then K∗(C
∗
max(X)) is isomorphic to K∗(C
∗
max(Y )) via a
canonical isomorphism.
We next define the assembly map µmax (also referred to as the index map
or the Baum-Connes map) for the maximal Roe algebras.
Let X be a proper metric space. Recall that the locally finite K-homology
groups Ki(X) = KKi(C0(X),C) (i = 0, 1) are generated by certain cycles
(abstract elliptic operators) modulo certain equivalence relations [25, 26]:
(1) a cycle for K0(X) is a pair (HX , F ), where HX is an X-module and F
is a bounded linear operator acting on HX such that F
∗F − I and FF ∗− I are
locally compact, and φF − Fφ is compact for all φ ∈ C0(X);
(2) a cycle for K1(X) is a pair (HX , F ), where HX is an X-module and F is
a self-adjoint operator acting on HX such that F
2 − I is locally compact, and
φF − Fφ is compact for all φ ∈ C0(X).
In both cases, the equivalence relations on cycles are given by homotopy of
the operators F , unitary equivalence, and direct sum with “degenerate” cycles,
those cycles for which Fφ−φF , φ(F ∗F − I) and so on, are not merely compact
but actually zero [25, 26].
The assembly map µmax : K∗(X)→ K∗(C∗max(X)) is defined as follows.
Definition 3.7. Let (HX , T ) represent a cycle in K0(X). For any R > 0,
one can always take a locally finite, uniformly bounded open cover {Ui}i of X
such that
diameter(Ui) < R
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for all i, and a continuous partition of unity {φi}i subordinate to the open cover
{Ui}i. Define F =
∑
i φ
1
2
i Tφ
1
2
i , where the sum converges in the strong operator
topology. It is not hard to see that (HX , T ) and (HX , F ) are equivalent in
K0(X). Note that now the propagation of F is less than or equal to R, so that
F ∗F − I and FF ∗ − I are in C[X ]. Let (cf. [30])
W =
(
I F
0 I
)(
I 0
−F ∗ I
)(
I F
0 I
)(
0 −I
I 0
)
∈ B(HX ⊕HX).
Then both W and W−1 have finite propagation (at most 3R), and
W
(
I 0
0 0
)
W−1 −
(
I 0
0 0
)
∈ C[X ]⊗M2(C).
We then define
µ
(
[(HX , T )]
)
:=
[
W
(
I 0
0 0
)
W−1
]
−
[(
I 0
0 0
)]
in K0(C[X ]). Furthermore, µ
(
[(HX , T )]
)
defines an element in K0(C
∗
max(X))
by considering C[X ] as a ∗-subalgebra of C∗max(X). This element is denoted by
µmax
(
[(HX , T )]
)
∈ K0(C∗max(X)). Thus, we obtain the assembly map µmax :
K0(X)→ K0(C∗max(X)). Similarly, we can define µmax : K1(X)→ K1(C
∗
max(X)).
Remark 3.8. Let X be a proper metric space with bounded geometry
as above, and Z a countable dense subset of X used to define Cf [X ] as in
Definition 3.5. For any natural number n > 0, let Zn be a subset of Z such that
d(x, y) > 12n for distinct x, y ∈ Zn, and d(x, Zn) ≤
1
n
for all x ∈ X . Without
loss of generality, we may assume Z = ∪∞n=1Zn. Let C[Zn] be the ∗-algebra
of all bounded functions T : Zn × Zn → K with finite propagation, i.e., there
exists R > 0 such that T (x, y) = 0 whenever d(x, y) > R for all x, y ∈ Zn. Then
C[Zn] ⊂ Cf [X ]. Moreover, there exists a non-canonical ∗-isomorphism (cf. [24]
or 4.4 in [11]) Ad(U) : C[X ] → C[Zn] such that, if T ∈ C[X ] has propagation
less than R, then the propagation of (Ad(U))(T ) is less than R+ 2
n
.
For any R > 0, let µ
(
[(HX , T )]
)
∈ K0(C[X ]) be as in Definition 3.7. Then
Ad(U)∗
(
µ
(
[(HX , T )]
))
∈ K0(C[Zn]),
which also defines an element in K0(Cf [X ]) via the inclusion C[Zn] →֒ Cf [X ].
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Note that the propagation of the element
(
Ad(U)
)(
W
(
I 0
0 0
)
W−1 −
(
I 0
0 0
))
∈ Cf [X ]⊗M2(C)
is less than 6R+ 2
n
. Note also that Ad(U)∗ canonically induces the identity on
K∗(C
∗
max(X)).
Definition 3.9. Let X be a discrete metric space with bounded geom-
etry. For each d ≥ 0, the Rips complex Pd(X) at scale d is defined to be
the simplicial polyhedron in which the set of vertices is X , and a finite sub-
set {x0, x1, · · · , xq} ⊂ X spans a simplex if and only if d(xi, xj) ≤ d for all
0 ≤ i, j ≤ q.
Endow Pd(X) with the spherical metric. Recall that on each path connected
component of Pd(X), the spherical metric is the maximal metric whose restric-
tion to each simplex {
∑q
i=0 tixi|ti ≥ 0,
∑q
i=0 ti = 1} is the metric obtained by
identifying the simplex with Sq+ via the map
q∑
i=0
tixi 7→
(
t0√∑q
i=0 t
2
i
,
t1√∑q
i=0 t
2
i
, · · · ,
tq√∑q
i=0 t
2
i
)
where Sq+ := {(s0, s1, · · · , sq) ∈ R
q+1, si ≥ 0,
∑q
i=0 si = 1} is endowed with
the standard Riemannian metric. If y0, y1 belong to two different connected
components Y0, Y1 of Pd(X), we define
d(y0, y1) = min{d(y0, x0) + dX(x0, x1) + d(x1, y1)|x0 ∈ X ∩ Y0, x1 ∈ X ∩ Y1}.
The topology induced by the above metric is the same as the weak topology
of the simplicial complex: a subset S ⊂ Pd(X) is closed if and only if the
intersection of S with each simplex is closed.
Note that for any d ≥ 0, Pd(X) is coarsely equivalent to X via the inclusion
map. If d < d′, then Pd(X) is included in Pd′(X) as a subcomplex via a
simplicial map. Passing to inductive limit, we obtain the assembly map
µmax : lim
d→∞
K∗(Pd(X))→ lim
d→∞
K∗(C
∗
max
(
Pd(X)
)
) ∼= K∗(C
∗
max(X)).
The maximal coarse Baum-Connes conjecture: If X is a discrete
metric space with bounded geometry, then the assembly map µmax is an isomor-
phism.
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Remark 3.10. The maximal coarse Baum-Connes conjecture provides a
method to compute the higher indices of elliptic differential operators (Dirac
operators) on non-compact complete Riemannian manifolds and has many ap-
plications in topology and geometry. In particular, it implies the Novikov
conjecture, the Gromov positive scalar curvature conjecture, etc. (cf. e.g.
[23, 33, 34, 41, 43, 44, 45, 11]).
4 Reduction to coarse disjoint union of finite
metric spaces
The strategy to prove Theorem 1.1 is as follows. Let X be a discrete metric
space with bounded geometry which admits a fibred coarse embedding into
Hilbert space. We partition X as X = X(0) ∪ X(1) such that each of X(0),
X(1) and X(0) ∩X(1) is a coarse disjoint union of a sequence of finite subspaces
of X , and the excision pair (X(0), X(1)) respects the Mayer-Vietoris exact
sequences on both the K-homology for these subspaces and the K-theory for the
corresponding maximal Roe algebras (the method of cutting the whole space into
coarse disjoint unions of finite subspaces has its origin in [40]). Consequently, it
suffices to prove Theorem 1.1 for X =
⊔
n∈NXn being a coarse disjoint union of
a sequence of finite metric spaces. This case in turn can be reduced to verifying
the evaluation homomorphism from the K-theory groups of certain localization
algebras to that of the corresponding maximal Roe algebra at infinity for the
sequence (Xn)n∈N to be an isomorphism, a fact which will be proved in sections
5, 6 and 7.
In this section, we shall explain in detail the above process of reduction. We
start with the story for sequences of finite metric spaces. Let (Xn)n∈N be a
sequence of finite (discrete) metric spaces with uniform bounded geometry, i.e.
for any r > 0 there exists N > 0 such that #B(x, r) < N for all x ∈ Xn, n ∈ N.
For each d ≥ 0, let Pd(Xn) be the Rips complex of Xn at scale d endowed with
the spherical metric. Take a countable dense subset Zd,n ⊂ Pd(Xn) for each
d ≥ 0 in such a way that Zd,n ⊆ Zd′,n whenever d < d′, for all n ∈ N.
Definition 4.1. For each d ≥ 0, define Cu,∞
[(
Pd(Xn)
)
n∈N
]
to be the set of
all equivalence classes T =
[(
T (0), · · · , T (n), · · ·
)]
of sequences (T (0), · · · , T (n), · · · )
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described as follows:
(1) T (n) is a bounded function from Zd,n × Zd,n to K for all n ∈ N;
(2) for any bounded subset B ⊂ Pd(Xn), the set
{(x, y) ∈ B ×B ∩ Zd,n × Zd,n | T
(n)(x, y) 6= 0}
is finite;
(3) there exists L > 0 such that
#{y ∈ Zd,n | T
(n)(x, y) 6= 0} < L, #{y ∈ Zd,n | T
(n)(y, x) 6= 0} < L
for all x ∈ Zd,n, n ∈ N;
(4) there exists R > 0 such that T (n)(x, y) = 0 whenever d(x, y) > R for
x, y ∈ Zd,n, n ∈ N.
The equivalence relation ∼ on these sequences is defined by
(T (0), · · · , T (n), · · · ) ∼ (S(0), · · · , S(n), · · · )
if and only if
lim
n→∞
sup
x,y∈Zd,n
∥∥T (n)(x, y)− S(n)(x, y)∥∥
K
= 0.
Viewing T (n) as Zd,n × Zd,n matrices, Cu,∞
[(
Pd(Xn)
)
n∈N
]
is then made into a
∗-algebra by using the usual matrix operations.
Define C∗u,max,∞
((
Pd(Xn)
)
n∈N
)
to be the completion of Cu,∞
[(
Pd(Xn)
)
n∈N
]
with respect to the norm
∥∥T∥∥
max
:= sup
{∥∥φ(T )∥∥
B(Hφ)
∣∣∣ φ : Cu,∞
[(
Pd(Xn)
)
n∈N
]
→ B(Hφ), a ∗-representation
}
.

Note that ‖T ‖max is well-defined since (Xn)n∈N have uniform bounded ge-
ometry. Moreover, (Pd(Xn))n∈N is uniformly coarsely equivalent to (Xn)n∈N for
any d > 0, so that C∗u,max,∞
((
Pd(Xn)
)
n∈N
)
is isomorphic to C∗u,max,∞((Xn)n∈N)
via a non-canonical isomorphism. Recall from Definition 3.7 and Remark 3.8
that the individual assembly maps
µmax : K∗(Pd(Xn))→ K∗(C
∗
max
(
Pd(Xn)
)
)
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(n ∈ N) can be defined by µmax([(HX , T )]) = µmax([(HX , F )]) such that the
propagation of F is less than any given small R > 0 which is independent of
n ∈ N, and that ‖F‖ ≤ 1. Consequently, we can obtain the following assembly
map at infinity:
µmax,∞ :
∏∞
n=0K∗(Pd(Xn))
⊕∞n=0K∗(Pd(Xn))
−→ K∗
(
C∗u,max,∞
((
Pd(Xn)
)
n∈N
))
.
The following notion of localization algebra has its origin in [42].
Definition 4.2. For each d ≥ 0, define Cu,L,∞
[(
Pd(Xn)
)
n∈N
]
to be the
∗-algebra of all bounded and uniformly norm-continuous functions
f : [0,∞) −→ Cu,∞
[(
Pd(Xn)
)
n∈N
]
such that f(t) is of the form f(t) = [(f (0)(t), · · · , f (n)(t), · · · )] for all t ∈ [0,∞),
where the family of functions (f (n)(t))n∈N,t≥0 satisfy the conditions in Definition
4.1 with uniform constants, and there exists a bounded function R : [0,∞)→
[0,∞) with limt→∞R(t) = 0 such that(
f (n)(t)
)
(x, y) = 0 whenever d(x, y) > R(t)
for all x, y ∈ Zd,n, n ∈ N, t ∈ [0,∞).
Define C∗u,L,max,∞
((
Pd(Xn)
)
n∈N
)
to be the completion of Cu,L,∞
[(
Pd(Xn)
)
n∈N
]
with respect to the norm∥∥f∥∥
max
:= sup
t∈[0,∞)
∥∥f(t)∥∥
max
.

We can also define a local assembly map at infinity as in [42]:
µL,max,∞ :
∏∞
n=0K∗(Pd(Xn))
⊕∞n=0K∗(Pd(Xn))
−→ K∗
(
C∗u,L,max,∞
((
Pd(Xn)
)
n∈N
))
.
Proposition 4.3. Suppose (Xn)n∈N have uniform bounded geometry. Then
the local assembly map µL,max,∞ is an isomorphism. 
The proof is similar to the arguments in [42]. Note that the evaluation
homomorphism
e : C∗u,L,max,∞
((
Pd(Xn)
)
n∈N
)
−→ C∗u,max,∞
((
Pd(Xn)
)
n∈N
)
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defined by e(f) = f(0) induces the following commutative diagram:
lim
d→∞
K∗
(
C∗u,L,max,∞
((
Pd(Xn)
)
n∈N
))
e∗

lim
d→∞
∏∞
n=0K∗(Pd(Xn))
⊕∞n=0K∗(Pd(Xn))
µL,max,∞
∼=
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
µmax,∞ // lim
d→∞
K∗
(
C∗u,max,∞
((
Pd(Xn)
)
n∈N
))
.
We will devote the second half of the paper, section 5, 6 and 7, to prove the
following result.
Theorem 4.4. Let (Xn)n∈N be a sequence of finite metric spaces with uni-
form bounded geometry. If the coarse disjoint union X =
⊔
n∈NXn admits a
fibred coarse embedding into Hilbert space, then
e∗ : lim
d→∞
K∗
(
C
∗
u,L,max,∞
((
Pd(Xn)
)
n∈N
))
−→ lim
d→∞
K∗
(
C
∗
u,max,∞
((
Pd(Xn)
)
n∈N
))
is an isomorphism. Consequently, µmax,∞ is an isomorphism. 
We next prove Theorem 1.1 for the caseX =
⊔
n∈NXn being a coarse disjoint
union of a sequence of finite metric spaces, by using Theorem 4.4. To do so, we
need the following lemma (cf. [11, 32, 39]).
Lemma 4.5. Let X =
⊔
n∈NXn be the coarse disjoint union of a sequence
of finite metric spaces with uniform bounded geometry. For each d ≥ 0, there is
a short exact sequence
0 −→ K −→ C∗max
(
Pd(X)
)
−→ C∗u,max,∞
((
Pd(Xn)
)
n∈N
)
−→ 0
such that the inclusion K −→ C∗max
(
Pd(X)
)
induces an injection on K-theory.
Proof. Let Zd ⊂ Pd(X) be a countable dense subset, and let Zd,n = Zd ∩
Pd(Xn) for all d ≥ 0, n ∈ N as being used in Definition 3.1 and Definition 4.1.
Note that K ∼= K(ℓ2(Zd) ⊗ H0) is an ideal of C∗max
(
Pd(X)
)
. There is a ∗-
homomorphism
Φ : C
[
Pd(X)
]
−→ Cu,∞
[(
Pd(Xn)
)
n∈N
]
defined by Φ(T ) = [(Φ(0)(T ), · · · ,Φ(n)(T ), · · · )] for T ∈ C
[
Pd(X)
]
, with
Φ(n)(T ) =
{
0, if n < NR;
T |Zd,n×Zd,n , if n ≥ NR,
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where R = propagation(T ) and NR ∈ N is large enough such that
d
(
Xn,
n−1⊔
i=0
Xi
)
> 2R
for all n ≥ NR. The ∗-homomorphism Φ extends to C∗max-level
Φ : C∗max
(
Pd(X)
)
−→ C∗u,max,∞
((
Pd(Xn)
)
n∈N
)
such that K lives in the kernel of Φ. The induced ∗-homomorphism on the
quotient
Φ : C∗max
(
Pd(X)
)
/K −→ C∗u,max,∞
((
Pd(Xn)
)
n∈N
)
has an inverse Ψ defined as follows: for any
T =
[(
T (0), · · · , T (n), · · ·
)]
∈ Cu,∞
[(
Pd(Xn)
)
n∈N
]
,
let S =
⊕
n∈N T
(n). Then S ∈ C
[
Pd(X)
]
and Φ(S +K) = T . Define
Ψ(T ) = S +K ∈ C∗max
(
Pd(X)
)
/K.
Then Ψ extends to a ∗-homomorphism on C∗max-level:
Ψ : C∗u,max,∞
((
Pd(Xn)
)
n∈N
)
−→ C∗max
(
Pd(X)
)
/K
which is the inverse of Φ. This gives the short exact sequence. The K-theory
statement follows from [11, 32]. 
Proposition 4.6. Let X =
⊔
n∈NXn be the coarse disjoint union of a
sequence of finite metric spaces with uniform bounded geometry. If X admits
a fibred coarse embedding into Hilbert space, then the maximal coarse Baum-
Connes conjecture holds for X. That is,
µmax : lim
d→∞
K∗(Pd(X))→ lim
d→∞
K∗(C
∗
max
(
Pd(X)
)
) ∼= K∗(C
∗
max(X))
is an isomorphism.
Proof. For any d ≥ 0, there exists Nd ∈ N large enough such that
d(Xn, Xm) > d provided n,m ≥ Nd. Let XNd =
⋃Nd−1
n=0 Xn. Then we have
K∗(Pd(X)) = K∗(Pd(XNd))
⊕ ∞∏
n=Nd
K∗(Pd(Xn)).
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By the definition of assembly maps and Lemma 4.5, we have the following
commutative diagram:
0

0

K∗(Pd(XNd))⊕
⊕∞
n=Nd
K∗(Pd(Xn))

// K∗(K)

K∗(Pd(X))

µmax // K∗(C∗max(Pd(X)))
∏∞
n=0K∗(Pd(Xn))
⊕∞n=0K∗(Pd(Xn))
µmax,∞ //

K∗
(
C∗u,max,∞
((
Pd(Xn)
)
n∈N
))

0 0
Passing to inductive limit as d→∞, the top horizontal arrow is an isomor-
phism for the following reason. An element in the sum, as a finite sequence, is
supported on summands below some fixed m and, as d→∞, will eventually be
absorbed into the first term on a single simplex. Thus, the assertion reduces to
the fact that the assembly map is an isomorphism for a bounded metric space.
Now by Theorem 4.4 together with the five lemma, we complete the proof. 
Finally, we are able to prove Theorem 1.1 by using Proposition 4.6.
Proof of Theorem 1.1. Fix a point x0 ∈ X . For n = 0, 1, 2, · · · , let
Xn =
{
x ∈ X
∣∣ n3 − n ≤ d(x, x0) ≤ (n+ 1)3 + (n+ 1)}
and denote
X(0) =
⋃
n: even
Xn; X
(1) =
⋃
n: odd
Xn.
Then X = X(0) ∪ X(1), and each of X(0), X(1) and X(0) ∩ X(1) is the coarse
disjoint union of a sequence of finite subspaces of X , which admits a fibred
coarse embedding into Hilbert space as restricted from X .
Moreover, the pair (X(0), X(1)) is “ω-excisive” (cf. [24]) in the sense that,
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for any R > 0 there exists S > 0 such that
Pen(X(0);R) ∩ Pen(X(1);R) ⊆ Pen(X(0) ∩X(1);S),
where Pen(Y ;R) = {x ∈ X |d(x, Y ) ≤ R} is the R-neighborhood of a subspace.
Indeed, for any R > 0, take an integer nR > R and let S = (nR + 1)
3. Suppose
x ∈ Pen(X(0);R) ∩ Pen(X(1);R). If d(x, x0) ≤ S, then x ∈ Pen(X(0) ∩X(1);S)
since x0 ∈ X
(0) ∩X(1). If d(x, x0) > S, then there exist
x¯ ∈ X(0) −BX(x0, n
3
R), y¯ ∈ X
(1) −BX(x0, n
3
R)
such that d(x, x¯) ≤ R and d(x, y¯) ≤ R. Hence, d(x¯, y¯) ≤ 2R. We claim that
either x¯ ∈ X(0)∩X(1), or y¯ ∈ X(0) ∩X(1). Otherwise, we would simultaneously
have that
x¯ ∈
⋃
n:even, n≥nR
{
x ∈ X
∣∣n3 + n < d(x, x0) < (n+ 1)3 − (n+ 1)}
and
y¯ ∈
⋃
n:odd, n≥nR
{
x ∈ X
∣∣n3 + n < d(x, x0) < (n+ 1)3 − (n+ 1)}.
It follows that d(x¯, y¯) ≥ 2nR > 2R, a contradiction. Consequently, either x¯
or y¯ is in X(0) ∩X(1), so that x ∈ Pen(X(0) ∩X(1);R) ⊂ Pen(X(0) ∩X(1);S).
Therefore, the pair (X(0), X(1)) is “ω-excisive” .
For each d ≥ 0, there exists ld > 0 such that, for any x ∈ X\BX(x0, ld),
the ball BX(x, d) is contained in either X
(0) or X(1). Denote Kd := BX(x0, ld).
Then for Rips complexes, we have
Pd(X) = Pd(Kd ∪X
(0))
⋃
Pd(Kd ∪X
(1)).
This is again an “ω-excisive” decomposition, into subspaces which are coarsely
equivalent to X(0) and X(1) respectively. As a result (cf. [24]), we have
the following commutative diagram, in which the vertical arrows are assem-
bly maps µmax,∞ connecting two Mayer-Vietoris exact sequences—–the top on
K-homology, whereas the bottom on K-theory:
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AH0 //

BH0 //

K0
(
Pd(X)
)
µmax

zzttt
t
t
t
t
t
t
t
t
K1
(
Pd(X)
)
::
t
t
t
t
t
t
t
t
t
t
t
µmax

BH1oo

AH1oo

A0 // B0 // K0
(
C∗max(X)
)
zztt
t
t
t
t
t
t
t
t
t
K1
(
C∗max(X)
)
::
t
t
t
t
t
t
t
t
t
t
t
B1oo A1oo
Where,
AH0 = K0
(
Pd(Kd∪X
(0))
⋂
Pd(Kd∪X
(1))
)
, BH0 = K0
(
Pd(Kd∪X
(0))
)⊕
K0
(
Pd(Kd∪X
(1))
)
,
A0 = K0
(
C∗max(X
(0)∩X1))
)
, B0 = K0
(
C∗max(X
(0))
)⊕
K0
(
C∗max(X
(1))
)
,
and similarly for K1. Passing to inductive limit as d→∞, clearly, Theorem 1.1
follows from (the proof of) Proposition 4.6 and the five lemma. 
5 The twisted algebras at infinity
In the rest of this paper, we shall prove that the evaluation homomorphism
e∗ : lim
d→∞
K∗
(
C
∗
u,L,max,∞
((
Pd(Xn)
)
n∈N
))
−→ lim
d→∞
K∗
(
C
∗
u,max,∞
((
Pd(Xn)
)
n∈N
))
is an isomorphism for a sequence of finite metric spaces (Xn)n∈N with uniform
bounded geometry such that the coarse disjoint union X =
⊔
n∈NXn admits a
fibred coarse embedding into Hilbert space. It follows from the discussion of the
last section that this suffices to complete the proof of Theorem 1.1.
In this section, we shall introduce the twisted Roe algebras at infinity
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
and their localization counterpart
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
for (Xn)n∈N. Note that here the coefficient
algebras A(Vn) are defined on finite dimensional affine subspaces Vn of H . In
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section 6, we study various decompositions for these twisted algebras to show
that the evaluation map
e∗ : lim
d→∞
K∗
(
C
∗
u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
))
−→ lim
d→∞
K∗
(
C
∗
u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
))
for the twisted algebras is an isomorphism. In section 7, we shall define the
Bott maps β, βL and the Dirac maps α, αL to build the following commutative
diagram
K∗
(
C∗u,L,max,∞
((
Pd(Xn)
)
n∈N
)) e∗ //
(βL)∗

K∗
(
C∗u,max,∞
((
Pd(Xn)
)
n∈N
))
β∗

K∗
(
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
))(αL)∗
OO
e∗ // K∗
(
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
))
.
α∗
OO
We prove a geometric analogue of the Bott periodicity in finite dimensions, i.e.
α∗ ◦ β∗ = identity and (αL)∗ ◦ (βL)∗ = identity. Passing to the inductive limit
as d→∞, a diagram chasing argument implies that the top evaluation map is
an isomorphism, as desired.
§5.1. Preliminary
Let H be a separable Hilbert space. Denote by Va, Vb etc. the finite dimen-
sional affine subspaces of H . Let V 0a be the linear subspace of H consisting of
differences of elements of Va. Let Cliff(V
0
a ) be the complexified Clifford algebra
of V 0a and C(Va) the graded C
∗-algebra of continuous functions vanishing at
infinity from Va into Cliff(V
0
a ). Let S = C0(R), graded according to even and
odd functions. Define the graded tensor product:
A(Va) = S⊗̂C(Va).
If Va ⊆ Vb, then we have a decomposition Vb = V 0ba ⊕ Va, where V
0
ba is the
orthogonal complement of V 0a in V
0
b . For each vb ∈ Vb, we have a corresponding
decomposition vb = vba+ va, where vba ∈ V 0ba and va ∈ Va. Every function h on
Va can be extended to a function h˜ on Vb by the formula h˜(vba + va) = h(va).
Definition 5.1. For affine subspaces Va ⊆ Vb, denote by Cba : Vb →
Cliff(V 0ba) the function vb 7→ vba ∈ Cliff(V
0
ba), where vba is considered as an
element of Cliff(V 0ba) via the inclusion V
0
ba ⊆ Cliff(V
0
b ). Let X be the unbounded
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multiplier of S given by the function t 7→ t. Define a ∗-homomorphism βVb,Va :
A(Va)→ A(Vb), or simply denoted by βba, by the formula
βba(g⊗̂h) = g(X⊗̂1 + 1⊗̂Cba) (1⊗̂h˜)
for all g ∈ S, h ∈ C(Va), where g(X⊗̂1+1⊗̂Cba) is defined by functional calculus.
Definition 5.2. If Va ⊆ Vb, for any subset O ⊂ R+ × Va, define
O
βba
=
{ (
t, vba + va
)
∈ R+ × Vb
∣∣∣ (√t2 + ‖vba‖2 , va) ∈ O }.
For any finite dimensional affine subspace Va of H , the algebra C0(R+×Va)
is included in A(Va) as its center. For any function a ∈ A(Va), the support of
a, denoted by supp(a), is the complement of all points (t, v) ∈ R+ × Va such
that there exists g ∈ C0(R+ × Va) such that g(t, v) 6= 0 but g · a = 0. Note that
if Va ⊆ Vb and a ∈ A(Va), then
supp
(
βba(a)
)
= supp(a)
βba
.
Definition 5.3. LetWa,Wb, Va, Vb, Vc be finite dimensional affine subspaces
of H with Wa ⊆ Wb ⊂ Vc and Va ⊆ Vb ⊂ Vc. Let t be an affine isometry from
Wb onto Vb mapping Wa onto Va. Then t canonically induces a ∗-isomorphism
from A(Wa) onto A(Va). Note that A(Va) is included in A(Vc) via βca. We
denote by t∗ the composition
t∗ : A(Wa)
∼=
−→ A(Va)
βca
−→ A(Vc).
Then we have the following commutative diagram which is useful in the defini-
tion of product structure for the twisted Roe algebras.
t∗ : A(Wa)
∼= //
βba

A(Va)
βca //
βba

A(Vc)
=

A(Wb)
∼= // A(Vb)
βca // A(Vc)

§5.2. The twisted Roe algebras at infinity
Let (Xn)n∈N be a sequence of finite metric spaces with uniform bounded geom-
etry such that the coarse disjoint union X =
⊔
n∈NXn admits a fibred coarse
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embedding into Hilbert space. To fix notations, we note that the notion of
fibred coarse embedding into Hilbert space for the coarse disjoint union X is
equivalent to the following notion for the sequence (Xn)n∈N:
Definition 5.4. A sequence of finite metric spaces (Xn)n ∈ N with uniform
bounded geometry is said to admit a fibred coarse embedding into Hilbert space
if there exist
• a field of Hilbert spaces (Hx)x∈Xn,n∈N;
• a section s : Xn →
⊔
x∈Xn
Hx for all n ∈ N;
• two non-decreasing functions ρ1 and ρ2 from [0,∞) to (−∞,∞) with
limr→∞ ρi(r) =∞ (i = 1, 2);
• a non-decreasing sequence of numbers 0 ≤ l0 ≤ l1 ≤ · · · ≤ ln ≤ · · · with
limn→∞ ln =∞
such that for each x ∈ Xn, n ∈ N there exists a trivialization
tx : (Hz)z∈B(x,ln) −→ B(x, ln)×H
such that the restriction of tx to the fiber Hz (z ∈ B(x, ln)) is an affine isometry
tx(z) : Hz → H , satisfying
(1) ρ1(d(z, z
′)) ≤ ‖tx(z)(s(z)) − tx(z′)(s(z′))‖ ≤ ρ2(d(z, z′)) for any z, z′ ∈
B(x, ln), x ∈ Xn, n ∈ N;
(2) for any x, y ∈ Xn with B(x, ln) ∩ B(y, ln) 6= ∅, there exists an affine
isometry txy : H → H such that tx(z) ◦ t−1y (z) = txy for all z ∈ B(x, ln) ∩
B(y, ln).

For each d ≥ 0 and n ∈ N, let Pd(Xn) be the Rips complex of Xn at scale
d endowed with the spherical metric. For each x ∈ Xn, denote by Star(x) the
open star of x in the second barycentric subdivision of Pd(Xn). Take a countable
dense subset Zd,n ⊂ Pd(Xn) for each d ≥ 0 in such a way that
(1) Zd,n ⊂
⊔
x∈Xn
Star(x); (2) Zd,n ⊆ Zd′,n when d < d
′.
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For any x ∈ Zd,n, there exists a unique point x¯ ∈ Xn such that x ∈ Star(x¯).
We define
Hx = Hx¯, s(x) = s(x¯)
for all x ∈ Zd,n ∩ Star(x¯) and let
tx(z) = tx¯(z¯) : Hz → H
for all x, z ∈ Zd,n, n ∈ N with z¯ ∈ B(x¯, ln).
For each n ∈ N, define Vn to be the finite dimensional affine subspace of H
spanned by tx(z)(s(z)) for all z ∈ B(x, ln), x ∈ Xn:
Vn := affine-span
{
tx(z)(s(z))
∣∣∣ z ∈ B(x, ln), x ∈ Xn} .
For each x ∈ Zd,n, k ≥ 0, define
Wk(x) = affine-span
{
tx(z)(s(z))
∣∣∣ z ∈ BPd(Xn)(x, k) } ⊆ Vn .
Note that for each k ≥ 0, there exists N ∈ N such that Wk(x) is well-defined
for x ∈ Zd,n with n ≥ N , and is an affine subspace of Vn. By Definition 5.1, the
inclusion Wk(x) ⊆ Vn induces the inclusion
βVn,Wk(x) : A(Wk(x))→ A(Vn).
Definition 5.5. For each d ≥ 0, define Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
to
be the set of all equivalence classes T =
[(
T (0), · · · , T (n), · · ·
)]
of sequences(
T (0), · · · , T (n), · · ·
)
described as follows:
(1) T (n) is a bounded function from Zd,n × Zd,n to A(Vn)⊗̂K for all n ∈ N;
(2) for any bounded subset B ⊂ Pd(Xn), the set
{(x, y) ∈ B ×B ∩ Zd,n × Zd,n | T
(n)(x, y) 6= 0}
is finite;
(3) there exists L > 0 such that
#{y ∈ Zd,n | T
(n)(x, y) 6= 0} < L, #{y ∈ Zd,n | T
(n)(y, x) 6= 0} < L
for all x ∈ Zd,n, n ∈ N;
25
(4) there exists R > 0 such that T (n)(x, y) = 0 whenever d(x, y) > R for
x, y ∈ Zd,n, n ∈ N; (the least such R is call the propagation of the sequence(
T (0), · · · , T (n), · · ·
)
.)
(5) there exists r > 0 such that
supp(T (n)(x, y)) ⊆ BR+×Vn
(
tx(x)(s(x)), r
)
:=
{
(τ, v) ∈ R+ × Vn
∣∣ τ2 + ‖v − tx(x)(s(x))‖2 < r2}
for all x, y ∈ Zd,n, n ∈ N.
(6) there exist k ≥ 0 andK > 0 depending only on the sequence
(
T (0), · · · , T (n), · · ·
)
(not on n) such that, for each x, y ∈ Zd,n, there exists
T
(n)
1 (x, y) ∈ A(Wk(x))⊗̂K
∼= S⊗̂C(Wk(x))⊗̂K
of the form
∑K
i=1 gi⊗̂hi⊗̂ki where gi ∈ S, hi ∈ C(Wk(x)), ki ∈ K for
1 ≤ i ≤ K such that
T (n)(x, y) =
(
βVn,Wk(x)⊗̂1
)(
T
(n)
1 (x, y)
)
.
(7) there exists c > 0 such that if T
(n)
1 (x, y) ∈ A(Wk(x))⊗̂K as above, and
w ∈ R+ ×Wk(x) is of norm one, then the derivative of T
(n)
1 (x, y) in the
direction w, ∇w
(
T
(n)
1 (x, y)
)
, exists in A(Wk(x))⊗̂K and is of norm at most
c.
The equivalence relation ∼ on these sequences is defined by
(T (0), · · · , T (n), · · · ) ∼ (S(0), · · · , S(n), · · · )
if and only if
lim
n→∞
sup
x,y∈Zd,n
∥∥T (n)(x, y)− S(n)(x, y)∥∥
A(Vn)⊗̂K
= 0.
The product structure for Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
is defined as follows. For
any two elements T =
[(
T (0), · · · , T (n), · · ·
)]
and S =
[
(S(0), · · · , S(n), · · · )
]
in
Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
, their product is defined to be[(
(TS)(0), · · · , (TS)(n), · · ·
)]
,
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where there exists a sufficiently largeN ∈ N depending on the propagation of the
two representative sequences, such that (TS)(n) = 0 for all n = 0, 1, 2, · · · , N−1
and
(TS)(n)(x, y) =
∑
z∈Zd,n
(
T (n)(x, z)
)
·
((
txz
)
∗
(
S(n)(z, y)
))
for all x, y ∈ Zd,n, n ≥ N .
Remark 5.6. Some explanations to the above formula are given here. Note
that there exists k ≥ 0 such that S(n)(z, y) =
(
βVn,Wk(z)⊗̂1
)(
S
(n)
1 (z, y)
)
for
z, y ∈ Zd,n, n ∈ N, where S
(n)
1 (z, y) ∈ A(Wk(z))⊗̂K. For the propagation R of
the representative sequence
(
T (0), · · · , T (n), · · ·
)
and the above k, there exists
N ∈ N large enough such that for any n ≥ N , there exists l˜n > 0 (since Pd(Xn)
is coarsely equivalent to Xn) such that the trivialization
tx :
{
Hz
}
z∈BPd(Xn)(x,l˜n)
−→ BPd(Xn)(x, l˜n)×H
makes sense on BPd(Xn)(x, l˜n), and R + k < l˜n. If d(x, z) ≤ R in Pd(Xn), then
the affine isometry txz = tx(w) ◦ t−1z (w) : H → H for all
w ∈ BPd(Xn)(x, l˜n) ∩BPd(Xn)(z, l˜n).
Note that txz maps the affine subspace
Wk(z) = affine-span
{
tz(w)(s(w))
∣∣∣ w ∈ BPd(Xn)(z, k) ∩ Zd,n}
onto an affine subspace of WR+k(x) since BPd(Xn)(z, k) ⊆ BPd(Xn)(x,R + k).
By Definition 5.3, the composition
txz :Wk(z)→ txz
(
Wk(z)
)
⊆WR+k(x) ⊆ Vn
induces the ∗-homomorphism(
txz
)
∗
: A(Wk(z))→ A(Vn).
We define (
txz
)
∗
(
S(n)(z, y)
)
:=
(
txz
)
∗
(
S
(n)
1 (z, y)
)
in the above product formula. Note that for n ∈ N large enough, this definition
of
(
txz
)
∗
(
S(n)(z, y)
)
does not depend on the choice of k (see Definition 5.3, and
[18, 21]). 
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The ∗-structure for Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
is defined by the formula[(
T (0), · · · , T (n), · · ·
)]∗
=
[(
(T ∗)(0), · · · , (T ∗)(n), · · ·
)]
,
where
(T ∗)(n)(x, y) =
(
txy
)
∗
((
T (n)(y, x)
)∗)
for all but finitely many n, and 0 otherwise.
Now, Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
is made into a ∗-algebra by using the ad-
ditional usual matrix operations. Define C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
to be
the completion of Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
with respect to the norm
∥∥T∥∥
max
:= sup
{∥∥φ(T )∥∥
B(Hφ)
∣∣∣ φ : Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
→ B(Hφ), a ∗-representation
}
.

Definition 5.7. For each d ≥ 0, define Cu,L,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
to be
the ∗-algebra of all bounded and uniformly norm-continuous functions
f : [0,∞) −→ Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
such that f(t) is of the form f(t) = [(f (0)(t), · · · , f (n)(t), · · · )] for all t ∈ [0,∞),
where the family of functions (f (n)(t))n∈N,t≥0 satisfy the conditions in Definition
5.5 with uniform constants, and there exists a bounded function R : [0,∞)→
[0,∞) with limt→∞R(t) = 0 such that(
f (n)(t)
)
(x, y) = 0 whenever d(x, y) > R(t)
for all x, y ∈ Zd,n, n ∈ N, t ∈ [0,∞).
Define C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
to be the completion of
Cu,L,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
with respect to the norm∥∥f∥∥
max
:= sup
t∈[0,∞)
∥∥f(t)∥∥
max
.

The evaluation homomorphism
e : C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
−→ C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
defined by e(f) = f(0) induces the evaluation homomorphism on K-theory:
lim
d→∞
K∗
(
C
∗
u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)) e∗
−→ lim
d→∞
K∗
(
C
∗
u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
))
.
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6 Decompositions of twisted algebras
In this section we shall prove the following result.
Theorem 6.1. Let (Xn)n∈N be a sequence of finite metric spaces with uni-
form bounded geometry which admit a fibred coarse embedding into Hilbert space.
Then the evaluation homomorphism
lim
d→∞
K∗
(
C
∗
u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)) e∗
−→ lim
d→∞
K∗
(
C
∗
u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
))
.
is an isomorphism.
The proof proceeds by decomposing the twisted algebras into various smaller
subalgebras and applying a Mayer-Vietoris argument.
§6.1. Coherent system of open subsets of R+ × Vn (n ∈ N)
To begin with, we shall discuss ideals of the twisted algebras supported on
certain open subsets.
Definition 6.2. A collection O = (On,x)x∈Xn, n∈N of open subsets of R+ ×
Vn, n ∈ N, is said to be a coherent system if for all but finitely many n ∈ N, the
following conditions hold:
(1) for any subset C ⊆ B(x, ln) ∩B(y, ln) with x, y ∈ Xn, we have
On,x ∩
(
R+ ×WC(x)
)
= txy
(
On,y ∩
(
R+ ×WC(y)
))
,
where
WC(x) = affine-span
{
tx(z)(s(z))
∣∣∣ z ∈ C} = txy(WC(y)),
WC(y) = affine-span
{
ty(z)(s(z))
∣∣∣ z ∈ C} = tyx(WC(x)),
and txy = tx(z) ◦ t−1y (z) : H → H for all z ∈ B(x, ln) ∩B(y, ln).
(2) for any C ⊆ B(x, ln), where x ∈ Xn, n ∈ N, and any affine subspace W
with WC(x) ⊆W ⊆ Vn, we have
On,x ∩
(
R+ ×WC(x)
)βW,WC(x) ⊆ On,x ∩ (R+ ×W ),
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where recall (Definition 5.3) that for Va ⊆ Vb and O ⊆ R+ × Va,
O
βba
=
{
(t, vba + va) ∈ R+ × Vb
∣∣ (√t2 + ‖vba‖2 , va) ∈ O}.

Definition 6.3. Let O = (On,x)x∈Xn, n∈N be a coherent system of open
subsets of R+ × Vn, n ∈ N. For each d ≥ 0, define
Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
O
to be the ∗-subalgebra of Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
generated by the equiva-
lence classes of those sequences
[(
T (0), · · · , T (n), · · ·
)]
such that
supp(T (n)(x, y)) ⊆ On,x¯
for all x, y ∈ Zd,n with x ∈ Star(x¯) for all n ≥ N for some n ∈ N large enough
depending on the sequence
[(
T (0), · · · , T (n), · · ·
)]
.
Define C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
to be the norm closure of
Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
O
in C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
. 
Lemma 6.4. C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
is a two sided ideal of
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
.
Proof. Suppose[(
T (0), · · · , T (n), · · ·
)]
∈ Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
,[(
S(0), · · · , S(n), · · ·
)]
∈ Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
O
,
so that (1) there exists R > 0 such that the propagation of T (n) and S(n) is
at most R for all n ∈ N; (2) supp(S(n)(z, y)) ⊆ On,z for all z, y ∈ Zd,n, n ∈ N;
(3) there exists k ≥ 0 such that S(n)(z, y) =
(
βVn,Wk(z)⊗̂1
)(
S
(n)
1 (z, y)
)
for some
S
(n)
1 (z, y) ∈ A(Wk(z))⊗̂K for all z, y ∈ Zd,n n ∈ N. It follows that
supp
(
S
(n)
1 (z, y)
)
⊆ On,z ∩
(
R+ ×Wk(z)
)
,
and
supp
((
txz
)
∗
(
S
(n)
1 (z, y)
))
⊆ txz
(
On,z ∩ (R+ ×Wk(z))
)
= On,x ∩
(
R+ ×WB(z,k)(x)
)
,
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where B(z, k) := BPd(Xn)(z, k) and
Wk(z) = affine-span
{
tz(w)(s(w))
∣∣∣ w ∈ BPd(Xn)(z, k) ∩ Zd,n},
WB(z,k)(x) = txz(Wk(z)).
It follows from the definition of a coherent system that
supp
((
txz
)
∗
(
S(n)(z, y)
))
⊆
(
On,x ∩ (R+ ×WB(z,k)(x))
)βVn,WB(z,k)(x)
⊆ On,x .
Hence,
supp
(
T (n)(x, z) ·
(
txz
)
∗
(
S(n)(z, y)
))
⊆ On,x,
for all but finitely many n ∈ N. That is,[(
(TS)(0), · · · , (TS)(n), · · ·
)]
∈ Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
O
.
The proof is complete. 
Definition 6.5. Let O = (On,x)x∈Xn, n∈N be a coherent system of open
subsets of R+ × Vn, n ∈ N. For each d ≥ 0, define
Cu,L,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
O
to be the ∗-subalgebra of Cu,L,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
consisting of all func-
tions
f : [0,∞) −→ Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
O
.
Define C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
to be the completion of
Cu,L,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
O
in C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
. 
Note that C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
is an ideal of
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
. We also have an evaluation homomorphism
e : C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
→ C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
given by e(f) = f(0).
§6.2. Strong Lipschitz homotopy invariance
In this subsection, we shall investigate ideals of the twisted algebras supported
on those coherent systems which are separated by subsets of Xn, n ∈ N. These
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ideals can be decomposed into certain algebras defined on uniformly bounded
subsets of Pd(Xn), n ∈ N, whose K-theory turns out to be strongly Lipschitz
homotopy invariant. As a result, the evaluation homomorphism for these ideals
is an isomorphism. This constitutes a major step towards the proof of Theorem
6.1.
Let Γn be a subset of Xn for each n ∈ N and denote Γ = (Γn)n∈N. Let r > 0.
Definition 6.6. A coherent system O = (On,x)x∈Xn, n∈N of open subsets
of R+ × Vn, n ∈ N, is said to be (Γ, r)-separate if there exist open subsets(
On,x,γ
)
γ∈Γn∩B(x,ln)
of R+ × Vn for all x ∈ Xn, n ∈ N, such that
• On,x =
⋃
γ∈Γn∩B(x,ln)
On,x,γ ;
• On,x,γ ∩On,x,γ′ = ∅ for distinct γ, γ′ ∈ Γn ∩B(x, ln) ;
• On,x,γ ⊆ BR+×Vn
(
tx(γ)(s(γ)) , r
)
for each γ ∈ Γn ∩B(x, ln).

Theorem 6.7. If a coherent system O = (On,x)x∈Xn, n∈N is (Γ, r)-separate,
then the evaluation homomorphism on K-theory
e∗ : lim
d→∞
K∗
(
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
)
−→ lim
d→∞
K∗
(
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
)
is an isomorphism.
We need some preparations before we can prove Theorem 6.8. Suppose
O = (On,x)x∈Xn, n∈N is (Γ, r)-separate for some Γ = (Γn)n∈N and r > 0 as
above. For d ≥ 0, let (Yγ)γ∈Γn be a collection of closed subsets of Pd(Xn) for
each n ∈ N such that
• (Yγ)γ∈Γn, n∈N is uniformly bounded, i.e. there exists K > 0 such that
diameter(Yγ) ≤ K for all γ ∈ Γn, n ∈ N.
• γ ∈ Yγ for all γ ∈ Γn, n ∈ N.
In particular, we are mainly concerned with the following cases:
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(1) Yγ = B(γ, S) :=
{
x ∈ Pd(Xn)
∣∣ d(x, γ) ≤ S} for some common S > 0 for
all γ ∈ Γn, , n ∈ N.
(2) Yγ = ∆γ(S), the simplex in Pd(Xn) with vertices {x ∈ Xn|d(x, γ) ≤ S}
for some common S > 0 for all γ ∈ Γn, n ∈ N.
(3) Yγ = {γ} for all γ ∈ Γn, n ∈ N.
Definition 6.8. For an open subset O ⊆ R+ × Vn, we denote by A(O)
the C∗-subalgebra of A(Vn) generated by the functions whose supports are
contained in O. Note that A(O) is an ideal of A(Vn).
Definition 6.9. Define A∞[ (Yγ : γ ∈ Γn)n∈N] to be the ∗-subalgebra of∏
n∈N
(⊕
γ∈Γn
C∗max(Yγ)⊗̂A(On,γ,γ)
)
⊕
n∈N
(⊕
γ∈Γn
C∗max(Yγ)⊗̂A(On,γ,γ)
) (1)
consisting of elements of the form
[(
T (0), · · · , T (n), · · ·
)]
where
T (n) =
⊕
γ∈Γn
T (n)γ
with
T (n)γ ∈ C[Yγ ]⊗̂A(On,γ,γ) ⊂ C
∗
max(Yγ)⊗̂A(On,γ,γ),
and when viewed as functions
T (n)γ : (Zd,n × Zd,n) ∩ (Yγ × Yγ)→ A(On,γ,γ),
the family (T
(n)
γ )γ∈Γn,n∈N satisfy the conditions in Definition 5.5 with uniform
constants.
Define A∗∞( (Yγ : γ ∈ Γn)n∈N) to be the completion of
A∞[ (Yγ : γ ∈ Γn)n∈N]
inside the C∗-algebra (1). 
Definition 6.10. Define AL,∞[ (Yγ : γ ∈ Γn)n∈N] to be the ∗-algebra of all
bounded and uniformly norm-continuous functions
f : [0,∞) −→ A∞[ (Yγ : γ ∈ Γn)n∈N]
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where f(t) is of the form f(t) = [(f (0)(t), · · · , f (n)(t), · · · )] for all t ∈ [0,∞) and
f (n)(t) =
⊕
γ∈Γn
f (n)γ (t)
such that the family of functions (f
(n)
γ (t))γ∈Γn,n∈N,t≥0 satisfy the conditions
in Definition 5.5 with uniform constants, and there exists a bounded function
R : [0,∞)→ [0,∞) with limt→∞R(t) = 0 such that(
f (n)γ (t)
)
(x, y) = 0 whenever d(x, y) > R(t)
for all x, y ∈ Zd,n ∩ Yγ , γ ∈ Γn, n ∈ N, t ∈ [0,∞).
Define A∗L,∞
(
(Yγ : γ ∈ Γn)n∈N
)
to be the completion of
AL,∞[ (Yγ : γ ∈ Γn)n∈N]
with respect to the norm∥∥f∥∥
max
:= sup
t∈[0,∞)
∥∥f(t)∥∥
max
.

Proposition 6.11. Suppose a coherent system O = (On,x)x∈Xn, n∈N is
(Γ, r)-separate for some Γ = (Γn)n∈N and r > 0 as above. Then
• C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
∼= lim
S→∞
A∗∞
( (
B(γ, S); γ ∈ Γn
)
n∈N
)
,
• C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
∼= lim
S→∞
A∗L,∞
( (
B(γ, S); γ ∈ Γn
)
n∈N
)
,
• lim
d→∞
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
∼= lim
S→∞
A∗∞
( (
∆γ(S); γ ∈ Γn
)
n∈N
)
,
• lim
d→∞
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
∼= lim
S→∞
A∗L,∞
( (
∆γ(S); γ ∈ Γn
)
n∈N
)
.
Proof. We shall establish an isomorphism for the first item. Take arbitrarily
an element
T =
[(
T (0), · · · , T (n), · · ·
)]
∈ Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
O
,
where the functions T (n) : Zd,n × Zd,n → A(Vn)⊗̂K have supports
supp
(
T (n)(x, y)
)
⊆ On,x ⊆
⊔
γ∈Γn∩BXn (x,ln)
On,x,γ
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for all x, y ∈ Zd,n, n ∈ N, since the coherent system O is (Γ, r)-separate. Then
we have a direct sum decomposition
T (n)(x, y) =
⊕
γ∈Γn∩BXn (x,ln)
T (n)γ (x, y) ,
where
T (n)γ (x, y) = T
(n)(x, y)
∣∣∣
On,x,γ
∈ A(On,x,γ)⊗̂K
is the restriction on a subset for all x, y ∈ Zd,n, n ∈ N, and γ ∈ BXn(x, ln)∩Γn.
On the other hand, it follows from the support condition (5) in Definition 5.5,
there exists r¯ > 0 such that
supp
(
T (n)(x, y)
)
⊆ BR+×Vn
(
tx(x)(s(x)) , r¯
)
.
Hence, T
(n)
γ (x, y) = 0 whenever
d
(
tx(γ)(s(γ)) , tx(x)(s(x))
)
> r¯ + r
in Vn. It follows that there exists S > 0 (since the section s is locally a
coarse embedding) such that T
(n)
γ (x, y) = 0 whenever d(x, γ) > S for all
x, y ∈ Zd,n, γ ∈ Γn, n ∈ N. Now define
S(n)γ (x, y) =
(
tγx
)
∗
(
T (n)γ (x, y)
)
. (2)
Since
(
T (0), · · · , T (n), · · ·
)
has finite propagation, there exists N > 0 large
enough such that, if n ≥ N , then S
(n)
γ (x, y) is well-defined, and
S(n)γ (x, y) ∈ A(On,γ,γ)⊗̂K
for all x, y ∈ Zd,n ∩BPd(Xn)(γ, S) with γ ∈ Γn ∩BXn(x, ln) and n ≥ N . There-
fore, if we write B(γ, S) = BPd(Xn)(γ, S) and view a function as a matrix, we
have
S
(n)
γ =
[
S
(n)
γ (x, y)
]
(x,y)∈(Zd,n×Zd,n)∩(B(γ,S)×B(γ,S))
∈ C
[
B(γ, S)
]
⊗̂A(On,γ,γ)
⊆ C∗max
(
B(γ, S)
)
⊗̂A(On,γ,γ) .
Define S(n) = 0 for all n ≤ N − 1 and define
S(n) =
⊕
γ∈Γn
S(n)γ ∈
⊕
γ∈Γn
C∗max
(
B(γ, S)
)
⊗̂A(On,γ,γ)
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for n ≥ N . Then the class S = [(S(0), · · · , S(n), · · · )] is an element of
A∞
[ (
B(γ, S); γ ∈ Γn
)
n∈N
]
.
Now the correspondence T 7→ S extends to a ∗-isomorphism (see also the proof
of Lemma 3.9 in [37] for essentially the same arguments which can be used to
show that the norms in these two C∗-algebras agree), as desired in the first item.
The remainder isomorphisms in this Proposition follow from the first one. 
Now we recall the notion of strong Lipschitz homotopy [42, 43, 44].
Let (Yγ)γ∈Γn,n∈N and (∆γ)γ∈Γn,n∈N be two families of uniformly bounded
closed subsets of Pd(Xn), n ∈ N, for some d ≥ 0, such that γ ∈ Yγ , γ ∈ ∆γ for
all γ ∈ Γn, n ∈ N. A map
g :
⊔
γ∈Γn,n∈N
Yγ −→
⊔
γ∈Γn,n∈N
∆γ
is said to be Lipschitz if
(1) g(Yγ) ⊆ ∆γ for each γ ∈ Γn, n ∈ N;
(2) there exists a constant c > 0, independent of γ ∈ Γn, n ∈ N, such that
d(g(x), g(y)) ≤ c · d(x, y)
for all x, y ∈ Yγ , γ ∈ Γn, n ∈ N.
Let g1, g2 be two Lipschitz maps from
⊔
γ∈Γn,n∈N
Yγ to
⊔
γ∈Γn,n∈N
∆γ . We
say g1 is strongly Lipschitz homotopy equivalent to g2 if there exists a continuous
map
F : [0, 1]×
( ⊔
γ∈Γn,n∈N
Yγ
)
−→
⊔
γ∈Γn,n∈N
∆γ
such that
(1) F (0, x) = g1(x), F (1, x) = g2(x) for all x ∈
⊔
γ∈Γn,n∈N
Yγ ;
(2) there exists a constant c > 0 for which d(F (t, x), F (t, y)) ≤ c · d(x, y) for
all x, y ∈ Yγ , γ ∈ Γn, n ∈ N, t ∈ [0, 1];
(3) F is equicontinuous in t, i.e., for any ε > 0 there exists δ > 0 such that
d(F (t1, x), F (t2, x)) < ε for all x ∈
⊔
γ∈Γn,n∈N
Yγ whenever |t1 − t2| < δ.
We say (Yγ)γ∈Γn,n∈N is strongly Lipschitz homotopy equivalent to (∆γ)γ∈Γn,n∈N
if there exist Lipschitz maps g1 :
⊔
Yγ →
⊔
∆γ and g2 :
⊔
∆γ →
⊔
Yγ such
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that g1g2 and g2g1 are respectively strongly Lipschitz homotopy equivalent to
identity maps.
Define A∗L,0,∞
(
(Yγ ; γ ∈ Γn)n∈N
)
to be the C∗-subalgebra of
A∗L,∞
(
(Yγ ; γ ∈ Γn)n∈N
)
consisting of those functions f such that f(0) = 0.
Lemma 6.12. (cf. [44]) If (Yγ)γ∈Γn,n∈N is strongly Lipschitz homotopy
equivalent to (∆γ)γ∈Γn,n∈N, then K∗
(
A∗L,0,∞
(
(Yγ ; γ ∈ Γn)n∈N
))
is isomorphic
to K∗
(
A∗L,0,∞
(
(∆γ ; γ ∈ Γn)n∈N
))
. 
Let e be the evaluation homomorphism from A∗L,∞
(
(Yγ ; γ ∈ Γn)n∈N
)
to
A∗∞
(
(Yγ ; γ ∈ Γn)n∈N
)
given by e(f) = f(0).
Proposition 6.13. (cf. [44]) For any d ≥ 0, let ∆γ be a simplex in Pd(Xn)
for all γ ∈ Γn, n ∈ N with γ ∈ ∆γ. Then the evaluation map
e∗ : K∗
(
A∗L,∞
(
(∆γ ; γ ∈ Γn)n∈N
))
→ K∗
(
A∗∞
(
(∆γ ; γ ∈ Γn)n∈N
))
is an isomorphism.
Proof. (cf. [44]) Note that (∆γ)γ∈Γn,n∈N is strongly Lipschitz homotopy
equivalent to ({γ})γ∈Γn,n∈N. By an argument of Eilenberg swindle, we have
K∗
(
A∗L,0,∞
(
({γ}; γ ∈ Γn)n∈N
))
= 0. Consequently, Proposition 6.13 follows
from Lemma 6.12 and the six-term exact sequence of C∗-algebra K-theory. 
We are now ready to give a proof to Theorem 6.7.
Proof of Theorem 6.7. By Proposition 6.11, we have the following
commutative diagram
lim
d→∞
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
∼=

e // lim
d→∞
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
∼=

lim
S→∞
A∗L,∞
(
(∆γ(S); γ ∈ Γn)n∈N
) e // lim
s→∞
A∗∞
(
(∆γ(S); γ ∈ Γn)n∈N
)
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which induces the following commutative diagram on K-theory
lim
d→∞
K∗
(
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
)
∼=

e∗ // lim
d→∞
K∗
(
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O
)
∼=

lim
S→∞
K∗
(
A∗L,∞
(
(∆γ(S); γ ∈ Γn)n∈N
)) e∗ // lim
s→∞
K∗
(
A∗∞
(
(∆γ(S); γ ∈ Γn)n∈N
))
Now Theorem 6.7 follows from Proposition 6.13. 
§6.3. Proof of Theorem 6.1
We are now able to prove Theorem 6.1, the main result of this section, by gluing
together the pieces we studied above.
Proof of Theorem 6.1. For all r > 0, define
O(r)n,x :=
⋃
γ∈BXn (x,ln)
BR+×Vn
(
tx(γ)(s(γ)), r
)
for all x ∈ Xn, n ∈ N. Then
O(r) :=
(
O(r)n,x
)
x∈Xn,n∈N
is a coherent system of open subsets. For any d ≥ 0, if r < r′ then O
(r)
n,x ⊆ O
(r′)
n,x
so that
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O(r)
⊆ C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O(r
′) ,
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O(r)
⊆ C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O(r
′) .
By the definition of these ideals, we have
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
= lim
r→∞
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O(r)
,
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
= lim
r→∞
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O(r)
.
Consequently, it suffices to show that, for each r0 > 0, the evaluation map
e∗ : lim
d→∞
K∗
(
lim
r<r0,r→r0
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O(r)
)
−→ lim
d→∞
K∗
(
lim
r<r0,r→r0
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O(r)
)
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is an isomorphism.
Let r0 > 0. Since (Xn)n∈N has uniform bounded geometry, there exists
N > 0 such that #B(x, r0) < N for all x ∈ Xn, n ∈ N. It follows that there
exists an integer Jr0 > 0 independent of n such that we have the following
decompositions for all n ∈ N:
• Xn =
⋃Jr0
j=1 Γ
(j)
n for Jr0 subspaces Γ
(j)
n of Xn;
• Γ
(j)
n ∩ Γ
(j′)
n = ∅ whenever j 6= j′;
• for any x ∈ Xn and any distinct γ, γ′ ∈ Γ
(j)
n ∩BXn(x, ln),
d
(
tx(γ)(s(γ)), tx(γ
′)(s(γ′))
)
> 2r0
in Vn.
For any 0 < r < r0 and each j ∈ {1, 2, · · · , Jr0}, let
O(r,j)n,x =
⋃
γ∈Γ
(j)
n ∩BXn (x,ln)
BR+×Vn
(
tx(γ)(s(γ)), r
)
for all x ∈ Xn, n ∈ N. Then the system
O(r,j) =
(
O(r,j)n,x
)
x∈Xn,n∈N
is coherent for each j ∈ {1, 2, · · · , Jr0}, and
O(r) =
Jr0⋃
j=1
O(r,j).
For each j ∈ {1, 2, · · · , Jr0}, let
Γ(j) =
(
Γ(j)n
)
n∈N
.
It is clear that the system O(r,j) or
O(r,j) ∩
(
∪j−1i=1 O
(r,i)
)
is (Γ(j), r)-separate for each j ∈ {1, 2, · · · , Jr0}.
By a construction of “partition of unity” as in the proof of Lemma 6.3 in
[44], for each j ∈ {1, 2, · · · , Jr0}, we have
lim
r<r0,r→r0
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O(r,j)
+ lim
r<r0,r→r0
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
∪j−1i=1O
(r,i)
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= lim
r<r0,r→r0
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
∪ji=1O
(r,i) ,
lim
r<r0,r→r0
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O(r,j)
∩ lim
r<r0,r→r0
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
∪j−1i=1O
(r,i)
= lim
r<r0,r→r0
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O(r,j)∩
(
∪j−1i=1O
(r,i)
) ,
lim
r<r0,r→r0
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O(r,j)
+ lim
r<r0,r→r0
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
∪j−1i=1O
(r,i)
= lim
r<r0,r→r0
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
∪ji=1O
(r,i) ,
lim
r<r0,r→r0
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O(r,j)
∩ lim
r<r0,r→r0
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
∪j−1i=1O
(r,i)
= lim
r<r0,r→r0
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
O(r,j)∩
(
∪j−1i=1O
(r,i)
) .
Now, Theorem 6.1 follows from Theorem 6.7, together with a Mayer-Vietoris
sequence argument (cf. Sect. 3 of [24]). 
7 Geometric analogue of Bott periodicity
In this section, we shall define maps α, β, αL, βL to build the following com-
mutative diagram
K∗
(
C∗u,L,max,∞
((
Pd(Xn)
)
n∈N
)) e∗ //
(βL)∗

K∗
(
C∗u,max,∞
((
Pd(Xn)
)
n∈N
))
β∗

K∗
(
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
))(αL)∗
OO
e∗ // K∗
(
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
))
.
α∗
OO
and show a geometric analogue of the Bott periodicity.
The maps α, β, αL, βL will be constructed as asymptotic morphisms. The
reader is referred to [15, 19, 20, 21, 18, 44] for backgrounds on asymptotic
morphisms and the sources of most of the ideas behind the current section. In
what follows, we shall use the graded formalism from [18].
§7.1. The Bott maps β and βL
In this subsection, we define the Bott maps β and βL. Recall that (Xn)n∈N is a
sequence of finite metric spaces with uniform bounded geometry which admit a
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fibred coarse embedding into Hilbert space as in Definition 5.4. For each d ≥ 0,
Zd,n is a countable dense subset of Pd(Xn). And
Vn := affine-span
{
tx(z)(s(z))
∣∣∣ z ∈ B(x, ln), x ∈ Xn}
is a finite dimensional affine subspace of H for each n ∈ N.
By Definition 5.1, for each x ∈ Zd,n, the inclusion of the 0-dimensional affine
subspace {tx(x)(s(x))} into Vn induces a ∗-homomorphism
β(x) : S ∼= A
(
{tx(x)(s(x))}
)
→ A(Vn)
by the formula (
β(x)
)
(g) = g
(
X⊗̂1 + 1⊗̂CVn,tx(x)(s(x))
)
,
where
CVn,tx(x)(s(x)) : Vn → V
0
n ⊆ Cliff(V
0
n )
is the function v 7→ v − tx(x)(s(x)) ∈ V 0n ⊆ Cliff(V
0
n ) for all v ∈ Vn.
Definition 7.1. Let d ≥ 0. For each t ∈ [1,∞), define a map
βt : S⊗̂Cu,∞
[(
Pd(Xn)
)
n∈N
]
−→ C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
for g ∈ S, T =
[(
T (0), · · · , T (n), · · ·
)]
∈ Cu,∞
[(
Pd(Xn)
)
n∈N
]
by the formula
βt
(
g⊗̂T
)
=
[ ((
βt
(
g⊗̂T
))(0)
, · · · ,
(
βt
(
g⊗̂T
))(n)
, · · ·
) ]
,
where (
βt
(
g⊗̂T
))(n)
(x, y) =
(
β(x)
)
(gt)⊗̂T
(n)(x, y)
for x, y ∈ Zd,n, n ∈ N, and gt(r) = g(
r
t
) for all r ∈ R. 
Definition 7.2. Let d ≥ 0. For each t ∈ [1,∞), define a map
(βL)t : S⊗̂Cu,L,∞
[(
Pd(Xn)
)
n∈N
]
−→ C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
by the formula (
(βL)t(f)
)
(τ) = βt
(
f(τ)
)
for τ ∈ R+ = [0,∞). 
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Lemma 7.3. For each d ≥ 0, the maps (βt)t≥1 and
(
(βL)t
)
t≥1
extend to
asymptotic morphisms
β : S⊗̂C∗u,max,∞
((
Pd(Xn)
)
n∈N
)
→ C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
,
βL : S⊗̂C
∗
u,L,max,∞
((
Pd(Xn)
)
n∈N
)
→ C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
.
Proof. For any x, y ∈ Zd,n with n ≥ N for some N > 0 large enough
such that both x and y are in the regions of trivializations of tx and ty, define
1-dimensional affine subspaces of Vn:
W x :=W{x,y}(x) := affine-span
{
tx(x)(s(x)), tx(y)(s(y))
}
,
W y :=W{x,y}(y) := affine-span
{
ty(x)(s(x)), ty(y)(s(y))
}
.
Then, by Definition 5.1 on βba, we have
β(x) = βVn,Wx ◦ βWx,{tx(x)(s(x))} ,
β(y) = βVn,Wy ◦ βWy,{ty(y)(s(y))} .
Moreover, we have W x = txy
(
W y
)
and
βWx,{tx(y)(s(y))}(g) =
(
txy
)
∗
(
βWy,{ty(y)(s(y))}(g)
)
for all g ∈ S, where recall that txy = tx ◦ t−1y : H → H and(
txy
)
∗
: A(WC(y))→ A(WC(x))
mapping g⊗̂h to g⊗̂(txy)∗(h), is defined in Definition 5.3 for all C ⊆ BXn(x, ln)∩
BXn(y, ln).
For the generators g(x) = 1
x±i of S = C0(R), it is standard argument to
verify, for t ∈ [1,∞), that∥∥∥βWx,{tx(x)(s(x))}(gt)− (txy)∗(βWy ,{ty(y)(s(y))}(gt))∥∥∥
=
∥∥βWx,{tx(x)(s(x))}(gt)− βWx,{tx(y)(s(y))}(gt)∥∥
≤ 1
t
‖tx(x)(s(x)) − tx(y)(s(y))‖
≤ 1
t
ρ2(d(x, y)) −→ 0 (t→∞) .
It follows from an approximation argument, together with [44](Lemma 7.6) and
[18](Lemma 3.2), that for all d ≥ 0, R > 0, r > 0, c > 0, ε > 0, there exists
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t0 > 1 such that for all x, y ∈ Zd,n, n ∈ N, with d(x, y) ≤ R, for all t ≥ t0 and
all g ∈ S with
supp(g) ⊆ [−r, r], ‖g′‖∞ ≤ c ,
we have ∥∥∥(β(x))(gt)− (txy)∗((β(y))(gt))∥∥∥ < ε.
((txy)∗ is as in Definition 5.5) As a result, the maps βt (t ≥ 1) define a ∗-
homomorphism β from S⊗̂Cu,∞
[(
Pd(Xn)
)
n∈N
]
to the asymptotic C∗-algebra
A
(
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
))
:=
Cb
([
1,∞
)
, C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
))
C0
([
1,∞
)
, C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
))
satisfying ‖β(g⊗̂T )‖ ≤ ‖g‖ · ‖T ‖ for all g ∈ S and T ∈ Cu,∞
[(
Pd(Xn)
)
n∈N
]
.
Hence, by the universality of the max norm and the max tensor product, β
extends to a C∗-homomorphism from
S⊗̂maxC
∗
u,max,∞
((
Pd(Xn)
)
n∈N
)
to A
(
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
))
. Since S is nuclear, we conclude that
βt extends to an asymptotic morphism from S⊗̂C∗u,max,∞
((
Pd(Xn)
)
n∈N
)
to
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
. The case for βL is similar. 
§7.2. The Dirac maps α and αL
In this subsection, we define the Dirac maps α and αL. To begin with, we recall
the definition of the Bott-Dirac operator on a finite dimensional affine subspace
of the Hilbert space H .
Let V be a finite dimensional affine subspace of H , and let V 0 be the corre-
sponding finite dimensional linear space consisting of differences of elements of
V . Let
L2(V ) := L2(V,Cliff(V 0))
be the graded infinite dimensional complex Hilbert space of square integrable
Cliff(V 0)-valued functions on V , where V is endowed with the Lebesgue measure
induced from the inner product on V 0 ⊆ H . The grading of L2(V ) is inherited
from the Clifford algebra Cliff(V 0), which is also considered as a graded Hilbert
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space in such a way that the monomials ei1 · · · eip associated to an orthonormal
basis of V 0 are orthonormal.
The Dirac operator DV of V is the unbounded operator on L
2(V ) defined
by the formula (
DV ξ
)
(v) =
n∑
i=1
(−1)degree(ξ)
∂ξ
∂xi
(v) · ei
where {e1, · · · , en} is an orthonormal basis for V 0, ξ ∈ L2(V ), v ∈ V , and
{x1, · · · , xn} is the coordinates dual to {e1, · · · , en}. The domain of DV is the
Schwartz subspace of L2(V ). Note that DV does not depend on the choice of
an orthonormal basis for V 0 (and does not depend on a basis point in V ).
The Clifford operator CV,v0 of V at v0 ∈ V is an unbounded operator on
L2(V ) defined by the formula(
CV,v0ξ
)
(v) = (v − v0) · ξ(v)
for all v ∈ V , ξ ∈ L2(V ), where the multiplication · is the Clifford multiplication
of v − v0 ∈ V 0 ⊂ Cliff(V 0) and ξ(v) ∈ Cliff(V 0). The domain of CV,v0 is also
the Schwartz subspace of L2(V ). Note that the Clifford operator CV,v0 depends
on the choice of the base point v0. If V is actually a linear subspace, and
v0 = 0 ∈ V , then we also denote CV := CV,0.
The Bott-Dirac operator of V at v0 ∈ V is
BV,v0 = DV + CV,v0
with domain again the Schwartz subspace of L2(V ). Denote by ξV,v0 the unit
vector of L2(V ) = L2(V,Cliff(V 0)):
ξV,v0(v) = π
− n4 · e−
‖v−v0‖
2
2 ,
where n = dim(V 0). Then ξV,v0 spans the kernel of BV,v0 , which is a 1-
dimensional subspace of L2(V ). If V is a linear subspace, and v0 = 0 ∈ V ,
then we also denote BV := BV,0.
Let Va, Vb be finite dimensional affine subspaces of H such that Va ⊆ Vb and
Vb = V
0
ba ⊕ Va. Then
L2(Vb) ∼= L
2(V 0ba)⊗̂L
2(Va)
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and L2(Va) is regarded as a subspace of L
2(Vb) via the isometry from L
2(Va) to
L2(Vb) given by
ξ 7→ ξV 0
ba
,0⊗̂ξ.
Recall also that an affine isometry t : V → V canonically induces a unitary
on L2(V ) and moreover, a ∗-isomorphism
t∗ : K(L
2(V ))→ K(L2(V ))
by conjugation with the unitary.
We now come back to the case of interest. Let (Xn)n∈N be a sequence
of finite metric spaces with uniform bounded geometry which admit a fibred
coarse embedding into Hilbert space as described in Definition 5.4. Recall in
Definition 5.5, for all n ∈ N,
Vn = affine-span
{
tx(z)(s(z)) | z ∈ BXn(x, ln), x ∈ Xn
}
.
Define
En := linear-span
{
Vn, 0
}
⊆ H ,
which is a finite dimensional linear subspace of H containing Vn. Denote
L2n := L
2(En,Cliff(En))
and denote by K(L2n) the graded C
∗-algebra of all compact operators on the
graded Hilbert space L2n for all n ∈ N.
Definition 7.4. For all x, z ∈ Xn(n ∈ N) with B(x, ln) ∩ B(z, ln) 6= ∅, we
define an isomorphism
(txz)∗ : K(L
2
n)⊗̂K → K(L
2
n)⊗̂K
as follows. Denote
Wx := affine-span
{
tx(w)(s(w))
∣∣w ∈ B(x, ln) ∩B(z, ln) },
Wz := affine-span
{
tz(w)(s(w))
∣∣w ∈ B(x, ln) ∩B(z, ln) }.
Then Wx = txz(Wz). Denote W
⊥
x = En ⊖ Wx and W
⊥
z = En ⊖ Wz the
linear orthogonal complements of Wx,Wy in En. Choose a unitary operator
Uxz : W
⊥
z →W
⊥
x . Then
Uxz ⊕ txz : En =W
⊥
z ⊕Wz −→ En =W
⊥
x ⊕Wx
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is an affine isometry from En onto En. We define
(txz)∗ := (Uxz ⊕ txz)∗⊗̂1 : K(L
2
n)⊗̂K → K(L
2
n)⊗̂K.
Moreover, in Rips complexes for each d ≥ 0, if x, z ∈ Zd,n ⊆ Pd(Xn), n ∈ N,
with x ∈ Star(x¯) and z ∈ Star(z¯), we define (txz)∗ = (tx¯z¯)∗.
Remark 7.5. Let ξW⊥x and ξW⊥z be the unit vectors in the kernels of the
Bott-Dirac operators at the origin of the linear spaces L2(W⊥x ) and L
2(W⊥z ).
Then ξW⊥x = Uxz
(
ξW⊥z
)
. This fact implies in the sequel actual applications,
(txz)∗ does not depend on the choice of the unitary Uxz.
Definition 7.6. For each d ≥ 0, define Cu,∞
[(
Pd(Xn),K(L2n)
)
n∈N
]
to be
the set of all equivalence classes T =
[(
T (0), · · · , T (n), · · ·
)]
of sequences
(T (0), · · · , T (n), · · · )
described as follows:
(1) T (n) is a bounded function from Zd,n × Zd,n to K(L2n)⊗̂K for all n ∈ N;
(2) for any bounded subset B ⊂ Pd(Xn), the set
{(x, y) ∈ B ×B ∩ Zd,n × Zd,n | T
(n)(x, y) 6= 0}
is finite;
(3) there exists L > 0 such that
#{y ∈ Zd,n | T
(n)(x, y) 6= 0} < L, #{y ∈ Zd,n | T
(n)(y, x) 6= 0} < L
for all x ∈ Zd,n, n ∈ N;
(4) there exists R > 0 such that T (n)(x, y) = 0 whenever d(x, y) > R for
x, y ∈ Zd,n, n ∈ N.
The equivalence relation ∼ on these sequences is defined by
(T (0), · · · , T (n), · · · ) ∼ (S(0), · · · , S(n), · · · )
if and only if
lim
n→∞
sup
x,y∈Zd,n
∥∥T (n)(x, y)− S(n)(x, y)∥∥
K
= 0.
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The product structure for Cu,∞
[(
Pd(Xn),K(L2n)
)
n∈N
]
is defined as follows. For
any two elements T =
[(
T (0), · · · , T (n), · · ·
)]
and S =
[
(S(0), · · · , S(n), · · · )
]
in
Cu,∞
[(
Pd(Xn),K(L2n)
)
n∈N
]
, their product is defined to be[(
(TS)(0), · · · , (TS)(n), · · ·
)]
,
where there exists a sufficiently largeN ∈ N depending on the propagation of the
two representative sequences, such that (TS)(n) = 0 for all n = 0, 1, 2, · · · , N−1
and
(TS)(n)(x, y) =
∑
z∈Zd,n
(
T (n)(x, z)
)
·
((
txz
)
∗
(
S(n)(z, y)
))
for all x, y ∈ Zd,n, n ≥ N , where
(
txz
)
∗
is defined as in Definition 7.4.
The ∗-structure for Cu,∞
[(
Pd(Xn),K(L2n)
)
n∈N
]
is defined by the formula[(
T (0), · · · , T (n), · · ·
)]∗
=
[(
(T ∗)(0), · · · , (T ∗)(n), · · ·
)]
,
where
(T ∗)(n)(x, y) =
(
txy
)
∗
((
T (n)(y, x)
)∗)
for all but finitely many n, and 0 otherwise.
Now, Cu,∞
[(
Pd(Xn),K(L2n)
)
n∈N
]
is made into a ∗-algebra by using the ad-
ditional usual matrix operations. Define C∗u,max,∞
((
Pd(Xn),K(L2n)
)
n∈N
)
to be
the completion of Cu,∞
[(
Pd(Xn),K(L2n)
)
n∈N
]
with respect to the norm
∥∥T∥∥
max
:= sup
{∥∥φ(T )∥∥
B(Hφ)
∣∣∣ φ : Cu,∞
[(
Pd(Xn),K(L
2
n)
)
n∈N
]
→ B(Hφ), a ∗-representation
}
.

Similarly we define the localization algebraC∗u,L,max,∞
((
Pd(Xn),K(L2n)
)
n∈N
)
.
Definition 7.7. Let d ≥ 0. For each t ∈ [1,∞) define a map
αt : Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
→ C∗u,max,∞
((
Pd(Xn),K(L
2
n)
)
n∈N
)
by the formula
αt(T ) =
[((
αt(T )
)(0)
, · · · ,
(
αt(T )
)(n)
, · · ·
)]
for T =
[(
T (0), · · · , T (n), · · ·
)]
∈ Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
, with(
αt(T )
)(n)
(x, y) =
(
θkt (x)
)(
T
(n)
1 (x, y)
)
for all x, y ∈ Zd,n, n ∈ N, where
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(1) there exists k ≥ 0 independent of n ∈ N as in condition (6) of Definition
5.5 such that
T (n)(x, y) =
(
βVn,Wk(x)⊗̂1
)(
T
(n)
1 (x, y)
)
for some T
(n)
1 (x, y) ∈ A(Wk(x))⊗̂K of the form
∑K
i=1 gi⊗̂hi⊗̂ki where
gi ∈ S, hi ∈ C(Wk(x)), ki ∈ K for 1 ≤ i ≤ K.
(2) The map
θkt (x) : A(Wk(x))⊗̂K → K(L
2
n)⊗̂K
is defined by the formula(
θkt (x)
)(
g⊗̂h⊗̂k
)
= gt
(
BEn⊖Wk(x)⊗̂1 + 1⊗̂DWk(x)
)(
1⊗̂Mht
)
⊗̂k
for all g ∈ S, h ∈ C(Wk(x)), k ∈ K, t ≥ 1, x ∈ Zd,n, n ∈ N, where
• gt(s) = g(s/t) for s ∈ R.
• DWk(x) is the Dirac operator of the affine space
Wk(x) = affine-span
{
tx(z)(s(z))
∣∣ z ∈ BPd(Xn)(x, k)} ⊂ En.
• BEn⊖Wk(x) is the Bott-Dirac operator at the origin 0 of the linear
orthogonal complement of Wk(x) in En.
• for any h ∈ C(Wk(x)) and t ≥ 1, the function ht ∈ C(Wk(x)) is
defined by
ht(v) = h
(
tx(x)(s(x)) +
1
t
(
v − tx(x)(s(x))
))
for all v ∈Wk(x).
• Mht is the pointwise multiplication operator on L
2(Wk(x),Cliff(Wk(x)
0))(
Mhtξ
)
(v) = ht(v) · ξ(v)
for all ξ ∈ L2(Wk(x)) and v ∈Wk(x).
• 1⊗̂Mht : L
2
n → L
2
n is defined according to the tensor decomposition
L2n
∼= L2(En ⊖Wk(x))⊗̂L
2(Wk(x)).
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Remark 7.8. (1) The fact that
(
θkt (x)
)(
g⊗̂h⊗̂k
)
is in K(L2n)⊗̂K follows
from the ellipticity of the Dirac operator and the Rellich lemma, see ([21] Defi-
nition 8). (2) By the proof of Proposition 4.2 in [21], we know that αt(T ) does
not asymptotically depend on the choice of k.
Definition 7.9. For each d ≥ 0 and t ≥ 1, define
(αL)t : Cu,L,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
→ C∗u,L,max,∞
((
Pd(Xn),K(L
2
n)
)
n∈N
)
by the formula (
(αL)t(f)
)
(τ) = αt
(
f(τ)
)
for all τ ∈ [0,∞).
Lemma 7.10. For each d ≥ 0, the maps (αt)t≥1 and ((αL)t)t≥1 extend to
asymptotic morphisms
α : C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
→ C∗u,max,∞
((
Pd(Xn),K(L
2
n)
)
n∈N
)
,
αL : C
∗
u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
→ C∗u,L,max,∞
((
Pd(Xn),K(L
2
n)
)
n∈N
)
.
Proof. We first fix some notations. For a given large ℓ ≥ 0, and for any
subset
C ⊆ BPd(Xn)(x, ℓ) ∩BPd(Xn)(z, ℓ)
where x, z ∈ Zd,n (for all but finitely many n) with d(x, z) < ℓ , denote
WC(x) = affine-span
{
tx(w)(s(w))
∣∣w ∈ C},
WC(z) = affine-span
{
tz(w)(s(w))
∣∣w ∈ C}.
ThenWC(x) = txz(WC(z)). For any affine subspaceW withWC(x) ⊆W ⊆ En,
we identify A(WC(x)) with a subalgebra of A(W ) via the map βW,WC(x) defined
in Definition 5.1.
Step 1. For any K > 0, r > 0, c > 0 and x ∈ Zd,n, denote by[
A(WC(x))⊗̂K
]
K,r,c
the subset ofA(WC(x))⊗̂K consisting of those elements of the form
∑K
i=1 gi⊗̂hi⊗̂ki
where gi ∈ S, hi ∈ C(WC(x)), ki ∈ K such that (1) each gi is supported in [−r, r];
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(2) each gi and hi is continuously differentiable and their derivatives satisfy
‖g′i‖∞ ≤ c and ‖∇vhi‖ ≤ c for all v ∈ WC(x) such that ‖v − tx(x)(s(x))‖ ≤ 1.
It follows from ([44] Lemma 7.5) and ([21] Lemma 2.9) that for any ε > 0
there exists t0 > 1 such that for all t ≥ t0 and all a, b ∈
[
A(WC(x))⊗̂K
]
K,r,c
,
we have∥∥θℓt(x)(ab) − θℓt(x)(a)θℓt (x)(b)∥∥ < ε, ∥∥θℓt (x)(a∗)− θℓt(x)(a)∗∥∥ < ε.
Step 2. The affine isometry txz :WC(z)→WC(x) induces a diagram
A
(
WC(z)
)
⊗̂K
θℓt(z) //
(txz)∗

K(L2n)⊗̂K
(txz)∗

A
(
WC(x)
)
⊗̂K
θℓt(x) // K(L2n)⊗̂K
It follows from the proof of ([21] Proposition 4.2) and ([44] Lemma 7.2) that
the diagram is asymptotically commutative in the sense that, for any R > 0
(relating propagations in Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
) and any large ℓ (greater
than R + k where k is as Definition 5.5 (6)), for any K > 0, r > 0, c > 0 as
above, and for any ε > 0, there exists t0 > 1 such that for all t ≥ t0 and all
b ∈
[
A(WC(z))⊗̂K
]
K,r,c
, we have
∥∥∥(θℓt(x))((txz)∗(b))− (txz)∗((θℓt(z))(b))∥∥∥ < ε,
whenever x, z ∈ Zd,n satisfying d(x, z) ≤ R.
Step 3. From the above facts it follows that the maps (αt)t≥1 define a
∗-homomorphism α from Cu,∞
[(
Pd(Xn),A(Vn)
)
n∈N
]
to the asymptotic C∗-
algebra
A
(
C∗u,max,∞
((
Pd(Xn),K(L
2
n)
)
n∈N
))
:=
Cb
([
1,∞
)
, C∗u,max,∞
((
Pd(Xn),K(L2n)
)
n∈N
))
C0
([
1,∞
)
, C∗u,max,∞
((
Pd(Xn),K(L2n)
)
n∈N
))
By the universality of the max norm, α extends to a ∗-homomorphism from the
C∗-algebra C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
)
to A. The case for αL is similar. 
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§7.3. A geometric analogue of the Bott periodicity in finite dimen-
sion
Note that the asymptotic morphisms β, βL, α, αL induce the following commu-
tative diagram on K-theory:
K∗
(
C∗u,L,max,∞
((
Pd(Xn)
)
n∈N
)) e∗ //
(βL)∗

K∗
(
C∗u,max,∞
((
Pd(Xn)
)
n∈N
))
β∗

K∗
(
C∗u,L,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
))
(αL)∗

e∗ // K∗
(
C∗u,max,∞
((
Pd(Xn),A(Vn)
)
n∈N
))
.
α∗

K∗
(
C∗u,L,max,∞
((
Pd(Xn),K(L2n)
)
n∈N
)) e∗ // K∗(C∗u,max,∞((Pd(Xn),K(L2n))n∈N))
In this subsection, we shall prove the following result, which is a geometric
analogue of the Bott periodicity in finite dimension. The proof is adapted from
([44] Proposition 7.7).
Theorem 7.11. For each d ≥ 0, the compositions α∗ ◦β∗ and (αL)∗ ◦ (βL)∗
are the identity.
Proof. Step 1. Let γ be the asymptotic morphism
γ : S⊗̂C∗u,max,∞
((
Pd(Xn)
)
n∈N
)
→ C∗u,max,∞
((
Pd(Xn),K(L
2
n)
)
n∈N
)
defined by the formula
γt(g⊗̂T ) =
[ ((
γt(g⊗̂T )
)(0)
, · · · ,
(
γt(g⊗̂T )
)(n)
, · · ·
)]
for all g ∈ S and T =
[(
T (0), · · · , T (n), · · ·
)]
∈ Cu,∞
[(
Pd(Xn)
)
n∈N
]
, where(
γt(g⊗̂T )
)(n)
(x, y) = gt2
(
BEn,tx(x)(s(x))
)
⊗̂T (n)(x, y)
for all t ≥ 1, x, y ∈ Zd,n, n ∈ N, and BEn,tx(x)(s(x)) is the Bott-Dirac operator
of En at tx(x)(s(x)).
It follows from ([21] Proposition 2.13 and Appendix) and ([44] Proposition
7.7) that the composition α ◦ β is asymptotically equivalent to γ (see also [37]
for a remark on compositions of asymptotic morphisms). Hence, α∗ ◦ β∗ = γ∗.
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Step 2. Let δ be the asymptotic morphism
δ : S⊗̂C∗u,max,∞
((
Pd(Xn)
)
n∈N
)
→ C∗u,max,∞
((
Pd(Xn),K(L
2
n)
)
n∈N
)
defined by the formula
δt(g⊗̂T ) =
[ ((
δt(g⊗̂T )
)(0)
, · · · ,
(
δt(g⊗̂T )
)(n)
, · · ·
)]
for all g ∈ S and T =
[(
T (0), · · · , T (n), · · ·
)]
∈ Cu,∞
[(
Pd(Xn)
)
n∈N
]
, where(
δt(g⊗̂T )
)(n)
(x, y) = gt2
(
BEn,0
)
⊗̂T (n)(x, y)
for all t ≥ 1, x, y ∈ Zd,n, n ∈ N, and BEn,0 is the Bott-Dirac operator of En at
the origin 0 ∈ En.
For each x ∈ Zd,n, n ∈ N, let Ux : L2n → L
2
n be the unitary operator defined
by (
Uxξ
)
(v) = ξ
(
v − tx(x)(s(x))
)
for all ξ ∈ L2n := L
2(En,Cliff(En)) and v ∈ En. Then
U−1x BEn,tx(x)(s(x)) Ux = BEn,0 .
For each s ∈ [0, 1], define an asymptotic morphism
Φ(s) : S⊗̂C∗u,max,∞
((
Pd(Xn)
)
n∈N
)
→ C∗u,max,∞
((
Pd(Xn),K(L
2
n)
)
n∈N
)
⊗̂M2(C)
by the formula
(
Φ
(s)
t (g⊗̂T )
)(n)
(x, y) =
(
U (s)x
)−1  (γt(g⊗̂T ))(n)(x, y) 0
0 0
U (s)x
for all t ≥ 1, x, y ∈ Zd,n, n ∈ N, where
U (s)x = R(s)
[
Ux⊗̂1 0
0 1
]
R(s)−1, R(s) =
[
cos(π2 s) sin(
π
2 s)
− sin(π2 s) cos(
π
2 s)
]
.
Then Φ(s) is a homotopy between the asymptotic morphisms γ = Φ(1) and
δ = Φ(0). Hence, γ∗ = δ∗.
Step 3. For each n ∈ N, let p(n) be the projection ofEn onto the 1-dimensional
kernel of the Bott-Dirac operator BEn,0 at the origin 0 ∈ En. For each s ∈ [0, 1],
define an asymptotic morphism
Ψ(s) : S⊗̂C∗u,max,∞
((
Pd(Xn)
)
n∈N
)
→ C∗u,max,∞
((
Pd(Xn),K(L
2
n)
)
n∈N
)
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by the formula
(
Ψ
(s)
t (g⊗̂T )
)(n)
(x, y) =
{
gt2
(
1
s
BEn,0
)
⊗̂T (n)(x, y), if s ∈ (0, 1];
g(0) · p(n)⊗̂T (n)(x, y), if s = 0,
for all t ≥ 1, x, y ∈ Zd,n, n ∈ N. Then Ψ(s) is a homotopy between the asymp-
totic morphism δ and the ∗-homomorphism
σ : S⊗̂C∗u,max,∞
((
Pd(Xn)
)
n∈N
)
→ C∗u,max,∞
((
Pd(Xn),K(L
2
n)
)
n∈N
)
defined by the formula
σ
(
g⊗̂
[(
T (0), · · · , T (n), · · ·
)])
= g(0) ·
[(
p(0)⊗̂T (0), · · · , p(n)⊗̂T (n), · · ·
)]
.
It is clear that σ induces identity on K-theory. Therefore, we conclude that
α∗ ◦ β∗ = γ∗ = δ∗ = σ∗ = identity
on K∗
(
C∗u,max,∞
((
Pd(Xn)
)
n∈N
))
. The case for (αL)∗ ◦ (βL)∗ is similar. 
Summary of Proof of Theorem 1.1. It follows from Theorem 7.11 and
Theorem 6.1, together with an argument of diagram chasing, that the evaluation
map
e∗ : lim
d→∞
K∗
(
C
∗
u,L,max,∞
((
Pd(Xn)
)
n∈N
))
−→ lim
d→∞
K∗
(
C
∗
u,max,∞
((
Pd(Xn)
)
n∈N
))
is an isomorphism for a sequence of finite metric spaces (Xn)n∈N with uniform
bounded geometry such that the coarse disjoint union X =
⊔
n∈NXn admits a
fibred coarse embedding into Hilbert space. That is, Theorem 4.4 holds, which
implies Proposition 4.6 and, subsequently, Theorem 1.1. 
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