Introduction
Mapping neuronal circuits has been a primary goal in neuroscience for more than a century. Methodically, the challenge is to identify synapses and to trace the pre-and postsynaptic nerve cell extensions to their source (usually the cell body; . Fig. 1a ). This task is substantially complicated by the fact that nervous tissue consists of extremely densely packed nerve cell extensions in almost all structures, at least in the central nervous system. The tissue is so dense that it is impossible to image the entire local network in a larger piece of nerve tissue by light microscopy (. Fig. 1b) . Therefore, it was methodologically crucial to obtain highly selective neuronal labeling techniques, such as Golgi's silver staining method more than 100 years ago and selective intracellular stain injections almost 50 years ago. By labeling only a very small fraction of the neurons (only every ten thousandth to every one millionth nerve cell), dendrites and axons of single neurons could be reconstructed and synaptic connections could be predicted or detected.
However, methods for the dense reconstruction of neuronal networks were largely missing. Dense reconstruction means to map all or a large fraction of the neurites and their synaptic connections in a certain volume. Neurites can become very narrow (i.e., up to few tens of nanometers in diameter) and nerve cells can extend over hundreds of micrometers to a few millimeters. This results in a spatial scope which requires high resolution over long distances. While electron microscopes provide the required resolution, imaging the required volumes was only possible with considerable effort: serial section transmission electron microscopy (ssTEM) meant to scan thousands of ultrathin tissue sections individually and to then combine them into one image volume. This method was successfully implemented for one complete neural circuit only: the reconstruction of the C. Elegans connectome [10] , which described the connection of 302 nerve cells, and whose reconstruction took nearly 15 years.
Taking these methodological limitations into account, the development of automated volume electron microscopy techniques in the past decade was a significant breakthrough for the analysis of neuronal circuits. These methodological improvements will be summarized in the following. While imaging methods are already well developed, the reconstruction of neural networks from image data still represents a major obstacle, for which unusual usage of human crowd sourcing and computer algorithms offer the most effective solution so far.
"Volume" electron microscopy
In most parts of the nervous system, neuronal networks are spatially unoriented, isotropic. For instance, the cortex of mammals has a radial preferred direction, which can be explained ontogenetically and which is followed by the apical dendrites of pyramidal cells. The majority of axons, however, which form 90% of the nerve cell extensions, do not follow such a preferred direction. This tissue isotropy means that the imaging of nerve cell tissue should treat all three spatial dimensions as equally as possible. In this situation, the shortest imaged dimension defines the completeness of the imaged neural network. For neocortical tissue, for instance, an image volume of 2 mm×2 mm×75 μm is much less helpful than one of 0.5 mm×0.5 mm×0.5 mm in size, since the latter contains several complete neural circuits, whereas the first contains not a single complete neuron.
The electron microscopy techniques used in connectomics today are either more efficient variants of serial section electron microscopy (ssTEM), or en bloc techniques (cf. [2] ). So far, all of those are not explicitly three-dimensional: successive two-dimensional images are taken, and the tissue is cut along one axis. The techniques differ in terms of resolution, speed and the degree of data isotropy. F ssTEM with high speed cameras (TEMCA, [1] ): this method is still based on manually collected ultra thin tissue sections; however, it significantly accelerates imaging by using fast camera arrays. The imaged volumes are therefore very anisotropic, the resolution is very high in the imaging direction (~4 nm), but substantially lower in the cutting direction (~40-70 nm). F ssSEM with automated section collection: automated tape-collecting ultra microtome (ATUM) [5] . The main advantage is the automated cutting technique, in which the tissue sections are picked up onto an electrondense support tape like on a conveyor belt. The imaging is executed in a second step with scanning electron microscopes. The advantage of this method is the improved section thickness (20-25 nm) and the decoupling of automated cutting and imaging, which therefore becomes parallelizable. Fig. 1c ): in this en bloc technique, the entire tissue block is transferred into the vacuum chamber of the electron microscope. Within the vacuum chamber, a diamond knife ultra microtome is installed, which is able to cut off the surface of the tissue block automatically. The surface of the tissue block is then imaged with scanning electron microscopy, and subsequently the imaged block face is removed by the diamond knife. This eliminates the necessity to transfer ultra thin tissue sections to the EM.
The pixel size is more isotropic (approximately 12 nm×12 nm×25 nm), and acquirable volumes are, e.g., 300 μm×300 μm×80 μm [3] . F FIB-SEM: in this en bloc technique, the EM is equipped with a focused ion beam source (FIB) in addition to the electron column used for imaging. The FIB is installed at a 50-90° angle to the electron beam. Instead of the diamond knife in SBEM, the ion beam is used to mill off the top of the tissue block after imaging. Advantageous is the significantly higher resolution in the cutting direction (altogether up to 5 nm×5 nm×5 nm, [9] ). So far, however, this technique is limited to volumes of approximately 50 μm×50 μm×50 μm.
Data reconstruction
Imaging is just the first step for mapping neuronal networks. The volume EM techniques described deliver image volumes, which represent the electron staining contrast only (depending on the employed staining method, bilipid membranes and protein aggregates were enriched with heavy metal compounds). In a next step, a volume segmentation has to be computed from the grayscale image volumes, which, for every position in the image volume, represents the identity of the neuron or glia cell that belongs to this position (the volumes of course also contain blood vessels, endothelial cells, and extracellular space). The analysis of EM image data has been done manually ever since. Conventional- ly, the plasma membranes of neurites were contoured, from which successive neuron volumes would be constructed. This reconstruction, however, is so slow that even the reconstruction of smaller neuronal networks would cost hundreds of thousands to millions of working hours.
Therefore, the development of efficient software that facilitates manual annotation was an important step toward more efficient network reconstruction. Meanwhile, there are several applications for the different types of EM image data that combine a Google map-like data interaction with volume or skeleton annotation (CATMAID/openconnectome.org, Fiji/TrakEM2, KNOSSOS, cf. [8] for a review). These developments achieved an up to 50-fold increase in reconstruction efficiency [7] .
However, when analyzing manual annotations for dense neuronal reconstruction, an unexpected problem occurred: even experts make errors, in particular, branches of axons are overlooked. Obviously this problem is specific to the high data density described above: whereas in light microscopy data the mostly specifically stained single neurons are reconstructable at low error rates, in dense reconstruction a decision whether a neurite continues, branches, or terminates has to be made constantly (typically every 1-2 μm path length). Such a situation is particularly challenging for manual annotation, since the methodology runs up against the limits of constant human attention. It was shown that the "errors" of experts did not happen at particularly difficult data points, but at, in retrospect, obvious locations instead.
The problem of error correction is faced in all combinations of data and annotation software, and several strategies for improving reconstruction accuracy have been pursued. Typically, reconstructions are corrected by proofreading. Another approach omits the visual review of completed reconstruction; instead, several annotators reconstruct the same neuron independently, and the gathered annotations are then combined algorithmically to an optimal consensus (RESCOP, [7] , . Fig. 2a, b) .
Of course, fully automated image processing approaches for data reconstruction are also pursued. It soon became clear, however, that the volume EM data of nervous tissue are particularly difficult to reconstruct. Reconstructions made by automated algorithms are still substantially more error-prone than those provided by human annotators. One problem is the highly correlated analysis: every reconstruction error along an axon between synapse and cell body prevents the correct assignment of this synapse. Therefore, the tolerable error rates are extremely small, far beyond the currently achievable error rates of automatic image segmentation.
Thus, to reconstruct the massive image data successfully, a large number of annotators are required. Over 200 students in Heidelberg and Munich, Germany, are reconstructing circuits in the retina (. Fig. 2c ). These methods do obviously not scale arbitrarily, and in order to achieve further substantial reconstruction gains, significantly more efficient methods should be pursued. One of the recently developed approaches is online crowd sourcing; the attempt to involve the interested general public into data analysis online. A first attempt with retina data obtained in Heidelberg is already accessible for the public (http://www.eyewire.org, (Seung, MIT)), further approaches are being developed (e.g., http://www.brainflight.org, Max Planck Institute Munich).
First successes in connectomics
The significant challenges of connectomics are, as described, methodological in nature. However, first examples for neurobiological results obtained by circuit analyses have already been provided. In a study of the synaptic wiring of the direction selectivity computation in the mouse retina, functional measurements were combined with SBEM, and the highly selective wiring of inhibitory direction selective cells (starburst amacrine cells) onto the consequently also direction selective ganglion cells was proven [3] , cf. the review in Neuroforum 2012 by Euler and Hausselt). In a second study, 2-photon microscopy was combined with serial TEM-CA microscopy to investigate the specificity of inhibitory connections in the visual cortex [1] .
Interestingly, both studies show how the combination of functional neuron characterization and volume electron microscopy informs the following circuit analysis, thus, allowing targeted network reconstruction. In the case of the retina, only about 30 neurons (of thousands that were included in the volume, . Fig. 3 ) were reconstructed. Actually dense network reconstructions are currently being carried out for the mouse retina and other systems.
Outlook
The new methods of connectomics provide important information about the structure of neuronal connections. These data are necessary in order to gain a more complete understanding of the computational ability of the neuronal network. These data are, of course, not sufficient, and they can contribute to considerable new insights about computation performances of neuronal systems only in combination with functional data and within well-defined behavioral paradigms. Data reconstruction is still facing considerable methodological challenges. Nevertheless, it seems reasonable to hope that the techniques of connectomics will be able to complement the methodological repertoire of many neuroscience laboratories in the near future, such as other microscopy techniques already do today. 
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