ABSTRACT. The measure algebras of the title are those which are also hypergroups with some regularity conditions, Examples include the convolutions associated with Jacobi polynomial series and Fourier Bessel series, It is shown here that there is a one-to-one correspondence between these hypergroups and a class of Sturm-Liouville problems which have the characters of the hypergroup as eigenfunctions, The interplay between these two characterizations allows a detailed analysis which includes a Hilb-type formula for the characters and asymptotic estimates for the Plancherel measure and the eigenvalues of the associated Sturm-Liouville problem,
1. INTRODUCTION. In the last twenty years, a number of concrete convolution measure algebras have been studied in great detail, and new structures continually emerge (see [2, 3, 4, 5, 9, 15] , and the references cited in those articles). Many of these are probability-preserving algebras of measures on an interval; indeed, many are examples of the type II one-dimensional hypergroups discussed in [17] . When the interval is compact, these examples share many properties of the convolution structure associated with Jacobi polynomials described in [9] and below. In an effort to understand the general behavior of such measure algebras, we introduce the notion of Jacobi type hypergroups, a general class which includes many examples. This article is devoted to the description of this class and its properties.
standard reference on the subject is Szego [19] ; some additional properties and references are also found in [3] .
Gasper [9] showed that if a :::: P and either p :::: -~ or a + p :::: 0 
)(r) = LLLf(r)d(fst(r)df1.(S)dv(t)
for all f E C(H) (cf. Markett [15] has shown that if a E {~, ~ ,n then there is a nonnegative This gives rise to a convolution on M(H) by defining 
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C. Perturbed ultraspherical series. Consider the linear differential operator L"y = y" + (2a + 1) cot Oy'
which has an eigenfunctions p~"+1/2) (cos 0) where p~a+ 1/2) is the ultraspherical polynomial of order a + ~ and degree n. Let q be a continuous function on (0, n) such that Oq(O) is real-analytic at zero, q(O) is nonincreasing in (0, n/2), and q(n -0) = q(O). Define L;y = (L" -q)y; C. Markett and the authors showed in [2] that the eigenfunctions of this operator satisfy a product formula analogous to equation (1.3) with a nonnegative kernel, so it is possible to define a convolution by means of a formula analogous to equation (1.4).
1.3. Hypergroups. The structures described in the preceding section are examples of hypergroups which will now be defined. 
Let H be a locally compact space and let M(H) denote the bounded Borel measures on H; if fl E M(H)
,
H2. The mapping (fl, v) --+ fl * v is continuous from M(H) x M(H) into

M(H) where M(H) is given the weak topology with respect to Cc(H).
H3. There is an element e E H such that 6 e * fl = fl * 6 e = fl for every
H4. There is a homeomorphic mapping S 
Lf(S)dflv(s) = Lf(Sv)dfl(S).
H6. The mapping (s, t) --+ supp(6 s * 6() is continuous from H x H into the space of compact subsets of H as topologized in [16] . More complete discussions of hypergroups can be found in [8, 12] and the surveys [11 and 14] . This paper continues the program begun in [17] to classify one-dimensional hypergroups. Our interest here is limited to hypergroups (H, *) where H is a compact interval. The inspiration for the classification is the family of hypergroups (H, *; 0:, fl) of Example A. Each of these is a member of the class we will call Jacobi type (0:, fl) hypergroups.
The definition of this class depends on the moments Ml and M2 defined below. These are intrinsic to the hypergroup and they provide for the classification in a fairly direct way; with the aid of the moments we can show (Theorems 2.1 and 2.2) that every hypergroup defined on a compact interval which satisfies certain regularity conditions is included in our classification.
In § 1.4 we show that the hypergroups (H, * ; 0:, fl) are indeed of Jacobi type (0:, fl), but the computation, even in this concrete case, is difficult, so that it is desirable to have a simpler means of achieving the classification. The clue is given by the fact that each polynomial Rn defines a homomorphism on (H, *; 0:, fl) by fl --+ fHRndfl (cf. equations (1.1) and (1.2)), and that the Rn's are the eigenfunctions of a Sturm-Liouville problem. This is the viewpoint adopted and generalized in [6 and 7] . The parameters 0: and fl are readily extracted from the differential operator of the Sturm-Liouville problem.
This idea generalizes. Indeed, a unique Sturm-Liouville problem of a certain canonical type is associated with each Jacobi type (0:, fl) hypergroup, the pa-rameters can be extracted from the differential operator, and the characters form a complete set of eigenfunctions; this is proved in Theorem 3.6. Thus the classification can be achieved by simply examining the canonical Sturm-Liouville operator.
Since many examples, in particular Band C, are defined by constructing a hypergroup with characters that are known to be eigenfunctions, this theorem becomes the more useful tool for classification.
In §4, the classification and the associated Sturm-Liouville problem are used to obtain detailed information about some of the objects required for harmonic analysis of Jacobi type (0, fi) hypergroups. In particular, asymptotic estimates for the characters analogous to the classic Hilb-type formulas are obtained in In a future paper, we will show that these properties are among those essential for detailed analysis of the hypergroups. In particular, we shall present an analogue of the Hardy-Littlewood Maximal Theorem. [ The (H, *) is said to be of type I (resp. type II) if it is equivalent to a hypergroup which satisfies the hypotheses and conclusion (i) (resp. (ii)) of the theorem above. A type II hypergroup (K, *) with
Since * is a commutative operation it follows that (H, *) has a positive measure m such that supp(m) = Hand m*J t = m for every t E H (see [18] It is now possible to define a multiplicative operation so that L I (d m) becomes a Banach algebra by setting
This has the usual properties of such operations, in particular Ilf * gill ~ Ilflllllgll l (see [12] for details and additional basic properties of convolution and hypergroups).
If k)1 < 00 , then there is a nontrivial function A)1 on the interior of H such
It follows from commutativity and Lemma 1 of [17] that corresponding to the two classes of regular one-dimensional hypergroups are the conditions 1 = k] < k2 for the type I hypergroups and k2 ::; k] for the type II hypergroups.
1.4. Continuation of Example A. The characters of (H, *; a, fJ) are {Rn} (cf.
equations (1.1) and (1.2)), e = 1 , and Haar measure is a constant mUltiple of v.
It will be useful to perform the domain transformation S = cos e so that 
where (c)o=l and (c)n=c(c+1)···(c+n-l).
The moments for (K, 0; a, fJ) are computed by first obtaining the moments for (H, * ; a, fJ) which is possible, though tedious, because the characters of (H, * ; a, fJ) are polynomials. The computation is only outlined here.
First, an explicit formula for p~a, fil [19, 
. iH
= a i[R] (t) -R] (r)] dast(r) = a[R] (t) -R] (s)R] (t)]
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use and
MH 2(S, t) = r (r -t)2 dast(r)
, iH
Finally, substituting expressions for RI and R2
( 1.10)
(1.11)
MH,I(S, t) =R I (t)(s-I),
, 0: + and since e = 1, it follows that kI = k2 = 1. The moments MK I and MK 2 for (K, 0; 0:, p) are obtained from (1.10) and (1.11) as follo~s; let
= h'(t)MH,I(S, t) + ~h"(t)MH,2(S, t) +o(l-s)
and similarly
Finally substitute s = cos (), t = cos qJ, hi (t) = -1/ sin qJ, and h" (t)
-cos qJ / sin 3 qJ to obtain so and
Additional properties of (K, 0; 0:, P) will be discussed in §5.
JACOBI-TYPE HYPERGROUPS
For the balance of the paper we require all hypergroups to be differentiable in the slightly stronger sense that if f E C(H) is p times continuously differen- J2. kl = k2 = 2 .
J3. sin tAl (t) can be extended to a differentiable function on H.
J5. lim/-+o+a~lsintAI(t)=o:+! and lim/-+1t_a~lsintAI(t)=-(fJ+!). The definition is not so restrictive as it may seem at first glance. The following theorems, based on changes of variables, indicate the generality of the class. 
Theorem. Let (H, *) be a type II hypergroup for which
(i) H = [0, P]. (ii) kl = k2 = 2. (iii) sin(p-Int)A I (t)
MK,I(x,y)=h(t)MH,I(s,t)+2h (t)M H ,2(S,t)+0(s),
hm k A ( ) = 0: + k2 and
t-+P-
Then (H, *) is a Jacobi type (0:, P) hypergroup.
Proof. Proceed as in Theorem 2.1 with
where e = 1 if k] = k2 and e = 0 otherwise. It is easy to show that B] and B z satisfy the hypotheses of A] and A z in Theorem 2.1 so the result follows.
DIFFERENTIAL EQUATIONS
It will be assumed for the rest of the paper that (H, *) is a Jacobi type
solves the following Cauchy problem:
t)=f(t), us(O,t)=O (O<t<n)
(see [13, II.6] and [17] ). Two more partial differential equations related to equation (3.2) will be required. Define (3.3) 
An important consequence of equation (3.2) is that the characters of (H, *) are eigenfunctions of a second order linear differential operator. This fact, expressed in Theorem 3.5 below, plays a key role in understanding the properties of characters. First, however, some information is required about the behavior of p and q near 0 and n. 
the last expression is twice continuously differentiable with respect to s, so It will be useful to have some properties of (3.6). The following lemma is a slight generalization of [1, Chapter 8, Theorem 2.1] which is stated for regular differential equations, but the proof given is applicable to the present situation. The following asymptotic estimate of eigenvalues will also be required. and the result will follow because the sequence I/ k is unbounded (Lemma 3.3).
Lemma. Consider the Sturm-Liouville problem
To do this, we will show that if k E E = {p: Yp has no more than p /2 zeros in (0, n /2)} , the first inequality holds, and if k iE, the second holds. Those arguments with t and a replaced by n -t and P respectively lead to the conclusion that the inequalities hold for every k. Let k belong to E, and let n be the greatest integer not exceeding k /2. Then there cannot be a zero of Yk between every pair of zeros of J,,(m n + 2 t) in I n + 2 . 
Now recall that y(t) = t l / 2 J)mn+2t) satisfies
Let rp(t) = 1 (t E H).
Since Os * 0, is a probability measure,
L rp(u)d(os * o,)(u) = 1 = rp(s)rp(t)
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use SO (jJ is a character and the corresponding eigenvalue from (3.6) is O. Thus (jJo = 1 and flo = O.
Frequently, as in Examples Band C, a hypergroup is obtained because the eigenfunctions of a Sturm-Liouville problem satisfy a product formula analogous to (1.1) with nonnegative measures a st ' The characters of the resulting hypergroup are normalized eigenfunctions.
The following theorem shows that the hypergroup may be classified by direct reference to the differential operator without resorting to the calculation of moments. Its proof will be deferred to the end of the next section. 
where w is a positive continuously differentiable function on (0, n) such that lim t ---+ o + t-2 o:-1 W(t) and limt---+o+(n -t)-2 P -I W(t) exist and are positive, then (H, *) is a hypergroup of Jacobi type (0:, P), w(t) = Cp2(t) where p is defined by (3.3) and c is a constant, and the characters of (H,
*
PROPERTIES OF THE CHARACTERS AND THE PLANCHEREL MEASURE
In this section, the fact that the characters satisfy a differential equation related to Bessel's equation is exploited to obtain asymptotic estimates of the characters and the Plancherel measure. For the sake of simplicity in exposition it will be assumed in this section that 0: and p are nonnegative. In the arguments of this section C will denote a positive constant which need not be the same at every occurrence. The following Hilb-type estimate is inspired by [19 
Proof. It will be assumed in this proof that a is not an integer. When 0: is an integer, J -a can be replaced at each appearance by Y a , the Bessel function of the second kind of order a, and the analysis is quite similar. 
(st) Kk(s, t)Q (t)y(t) dt
Kk(s, t) = J(,(Aks)J_,,(Akt) -J,,(Akt)J_a(Aks).
Since a is nonnegative, the contribution of the second term in (4.5) to (jJk would be unbounded for a nonzero Bk (it will be shown below that the contribution of the third term to (jJk is bounded), thus Bk = 0 and (4.1) holds with ( 4.6) where
Hk(s, t) = 2 .
--(-) Kk(s, t)tQ (t). sm an t p s "
The standard estimates J,,(x) = O(x n ) (0 < X < 1) and
(x > 1), the bound tQ" (t) = O( 1) , and Lemma 3.1 (i) can be used to obtain since Ak -. 00 as k -. 00, and (4.3) is proved. The proof of part (ii) is similar to the above but with s and a replaced by
Proof. This is a simple consequence of the fact that Bk = 0 in (4.5) and in the corresponding equation with s and a replaced by 1C -sand p.
(ii) a 2:: P .
Proof. Suppose I ~ -sl < * ' then Theorem 4.1 yields
whence, using the definition of fv, if rpk(s) =f. 0
The asymptotic estimate [21,7.21 (1)]
can be used to obtain
Now let e > 0 and choose Sk' k = 1, 2, ... , so that
and it follows that IE-IA~-Prpk(n)l:::; 1 +e if k is sufficiently large. Similarly if Sk are chosen so that
then IE-IA~-Prpk(n)l2: 1 -e if k is sufficiently large. Thus IA~-Prpk(n)l-+ E as k -+ 00.
To obtain (ii) observe that each rpk is a character hence Irpk(n)1 :::; 1 for all k ; this will be violated unless a 2: P .
T3(k) = Ak Ik (S)p (s) ds Illk
where Ik has the same meaning as in Theorem 4.1.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Now, since II~klloo = 1 and
then the same argument as above using Theorem 4.1(ii) shows that
and part (iii) follows since
Finally part (iv) is a consequence of (4.1) and (4.2) and the fact that fa(O) = l. It is now possible to obtain some precise estimates for A k , ({Jk' and hk . The following result is a desirable property that is not known to hold in all compact commutative hypergroups; indeed Dunkl [8] is forced to include a rather strong hypothesis to obtain a similar result [8, p. 340 
Theorem. Haar measure on (H, *) is absolutely continuous with respect to Lebesgue measure and the normalized Haar measure is given by dm(t) = p2(t) dt.
so (H, *) is of Jacobi type (a, p) by Theorem 4.7.
4.8 The case a < 0 or p < O. The problems that arise in this case are due to the fact that if a < 0 (resp. p < 0) then equation (4.10) has two linearly independent solutions which are bounded in (0, n / 2) (resp. (n / 2, n)) . This is easily resolved at 0 because the boundary condition in (3.2) implies 'P~(O) = O.
When P < 0 the difficulties at n are eliminated by the following boundary condition:
where Dk = lims->n_ /(s)'P~(s). Equation (4.11) ensures the orthogonality of {'Pk} in L 2 (/(t)dt). This would certainly be the case if 'P~(n) = 0 which would be the result if the boundary condition us(n, t) = 0 is added to (3.2).
The same condition would hold if (H, *) is symmetric in the sense that
. Nevertheless, the results in the previous section still apply with the modifications discussed below. 
The rest of the analysis in the proof of part (i ) remains valid. For part (ii) a similar, but necessarily more complicated result holds with (4.4) replaced by
Finally if a = -~ it follows from [20 
S-+ll-
S
Condition C4 is an obvious minimal condition for the proof of Theorem 4.4 to be valid as given.
Condition C3 can be used to establish equations (4.12)-(4.14) so C3 is stronger than C4.
To see that C2 suffices, assume that (H, *) is a symmetric hypergroup and that f E C;" '(O, n Since rpo = 1, it is clear that equation (4.9) holds when f = rpk' k = 0, 1, 2, ... , thus (4.9) holds for f belonging to the span of H~ . If Cl holds, this yields (4.9) for all f E C(H).
EXAMPLES (continued)
A. (K, 0; a, P) is a hypergroup of Jacobi type (a, P) so the results of the previous sections generalize properties of the hypergroup (K, 0; a, P) the notations of that example will continue in this section.
Condition Cl holds by the Weierstrass Polynomial Approximation Theorem since for each k, Rk is a polynomial of degree k.
An explicit formula for RI (cos 0) can be obtained from [19, 
qI->7t-
which is equivalent to (3.1), and it is easily derived from equations (1. 7) and with Q belonging to C(K) which is actually stronger than Lemma 3.1 (ii).
It is a simple exercise to show that y = rpk solves (3.11) with which is seen to agree with Theorem 4. C. A similar examination of the perturbed ultraspherical case with a sufficiently smooth perturbation q satisfying the conditions previously specified shows the resulting hypergroup to be symmetric (condition C1) and of Jacobi type (a, a) with the normalized eigenfunctions as characters. The characters satisfy the boundary condition 'P~(O) = 'P~(n) = 0 because of symmetry.
