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Abstract
Given a compact space in a fixed universe of set theory, one can naturally
define its interpretation in any ZFC extension of the universe. We investigate
the stability of some classes of compact spaces with respect to extensions of
this sort. We show that the class of Eberlein/Gul’ko compacta is stable (=
absolute). On the other hand, there are examples of Corson compacta which
are no longer Corson in some forcing extensions.
All the material comes from the author’s notes written between 2004 –
2006.
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1
1 Preliminaries
Assume 〈X, T 〉 is a compact space in a universe of set theory V and assume that
W is an extension of V satisfying the axioms of ZFC (or just a large enough part of
ZFC). Clearly X is again a Hausdorff topological space and T is its natural open
base. Call this new topology T W. In many cases, 〈X, T W〉 is no longer compact. One
can ask whether there is a natural compact space which provides an interpretation
of X in the extension W. This is indeed the case and one can see it for example
starting with a compact 0-dimensional space and looking at its Boolean algebra of
clopen sets. Being a Boolean algebra is an absolute property and hence one can
interpret the compact space as the space of all ultrafilters in a given universe. In the
case of non-0-dimensional spaces it is natural to deal with lattices, although there
are some technical details which make the situation less obvious.
One has to point out that stability of certain classes of compact spaces in forc-
ing extensions had already been studied by Bandlow [2], using another approach.
Lattice-theoretic approach was essentially used by Okunev, Szeptycki and the au-
thor in [7], inspired by a result of Todorcˇevic´ [12] saying that the class of Rosenthal
compact spaces is absolute with respect to forcing extensions. Our approach does
not require the knowledge of forcing, we just deal with absoluteness between two
standard (i.e. transitive) models of ZFC.
In Section 2 we briefly describe the lattice-theoretic approach to compact spaces.
Section 3 deals with extensions of compact spaces and their basic properties. In Sec-
tion 4 we investigate absoluteness of some subclasses of the class of Corson compact
spaces.
1.1 Alexander’s Subbase Lemma revisited
In order to see a better motivation for the use of lattices in the theory of compact
spaces, we present a “point-less” version of Alexander’s Lemma. Recall that a filter
F is generated by S if S ⊆ F and for every a ∈ F there is a finite set s ⊆ S such
that
∏
s 6 a. We use the symbols + and · for the join (supremum) and the meet
(infimum) in a lattice.
Lemma 1.1. Let L be a lattice generated by G. Then every ultrafilter p ⊆ L is
generated by p ∩G.
Proof. Fix a ∈ p ∈ Ult(L). Then a = s0 + . . .+ sn−1, where each si is a finite meet
of some elements of G. Since p is a maximal filter, it follows that sj ∈ p for some
j < n.
Corollary 1.2 (Alexander’s Subbase Lemma). Let U be an open subbase for a
topological space 〈X, T 〉 such that every cover consisting of sets in U has a finite
subcover. Then 〈X, T 〉 is a compact space.
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Proof. Let B = {X \ U : U ∈ U}. Then B is a closed subbase with the property
that every centered subcollection of B has a nonempty intersection. Let L be the
lattice of sets generated by B. Then L is a closed base for the topology T and
by Lemma 1.1 every centered subcollection of L has a nonempty intersection. This
obviously implies compactness, because every centered collection of closed sets can
be replaced by a subcollection of L, with the same intersection.
2 Compact spaces and lattices
In this section we review the relationship between compact spaces and normal dis-
tributive lattices.
Given a compact Hausdorff space X , fix a lattice of closed sets L which is at
the same time a closed subbase for X . A natural question is whether X can be
recovered from L. On the other hand, given an abstract lattice L, one can ask when
there exists a compact Hausdorff space X such that L is isomorphic to a generating
sublattice of closed subsets of X . This section is devoted to these questions. We
study normal lattices, for which the natural Wallman topology on the ultrafilters
is Hausdorff. We also show how homomorphisms translate to continuous maps and
vice versa. This algebraic approach to compact spaces is quite useful when studying
compact spaces in forcing extensions.
The results presented here are mostly a folklore, although it is difficult to find
them written explicitly.
There also exists a duality, involving prime filters, between distributive lattices
and certain compact T0 spaces, although we omit this topic here (except in Theo-
rem 2.3 below). We also omit the presentation of Stone’s duality between Boolean
algebras and compact 0-dimensional spaces, since it is well known and follows from
the more general theory of normal lattices.
2.1 Normal separative lattices
We start with basic definitions.
Recall that a lattice is a partially ordered set 〈L,6〉 such that both a · b :=
inf{a, b} and a + b := sup{a, b} exist for every a, b ∈ L and there are elements
0, 1 ∈ L such that 0 6 x 6 1 for every x ∈ L 1. We shall consider lattices as
algebraic objects and therefore we shall write L = 〈L,+, ·〉 instead of L = 〈L,6〉. A
lattice L is distributive if a · (b+ c) = (a · b)+ (a · c) holds for every a, b, c ∈ L. Every
distributive lattice is isomorphic to a lattice of sets, therefore we shall use notions
specific to sets, e.g. elements a, b are disjoint if a · b = 0. A lattice L is normal if it is
distributive2 and for every disjoint elements a, b ∈ L there are a1, b1 ∈ L such that
1The last condition is usually not required, our definition refers to bounded lattices.
2We assume distributivity here for the sake of convenience only.
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a1 · b = 0 = a · b1 and a1 + b1 = 1. A lattice L is separative if it has this property as
a poset, i.e. if 0 < a 6 b then there is c > 0 such that c 6 a and c · b = 0.
Given a lattice L = 〈L,+, ·〉, the structure 〈L, ·,+〉 is again a lattice, which will
be called the opposite lattice of L.
A filter in a lattice L = 〈L,+, ·〉 is a subset F of L such that 0 /∈ F , 1 ∈ F and
a, b ∈ F implies {x ∈ L : x > a · b} ⊆ F . A filter F is prime if a + b ∈ F implies
a ∈ F or b ∈ F . A filter in the opposite of L is called an ideal of L. Observe that
a filter is prime iff its complement is an ideal. We denote by Pf(L) the collection
of all prime filters in L. Let Ult(L) denote the collection of all maximal filters (i.e.
ultrafilters) in L. It is easy to see that Ult(L) ⊆ Pf(L). Note that if a filter p ⊆ L is
maximal then for every a /∈ p there exists b ∈ p such that a · b = 0. A subset M of a
lattice L is centered if m0 · . . . ·mn−1 > 0 for every m0, . . . , mn−1 ∈M . In that case
the set
[M) := {x ∈ L : (∃ m0, . . . , mk−1 ∈M) m0 · . . . ·mk−1 6 x}
is a filter (the filter generated by M). An intersection of sublattices is a sublattice,
therefore every subset of a lattice generates some lattice. We say that M ⊆ L is gen-
erating if L is the lattice generated byM or, in other words, L is the only sublattice of
M which containsM . In case where L is distributive, the sublattice generated byM
consists of all elements of the form
∑
i<m
∏
j<n ai,j , where {ai,j : i < m, j < n} ⊆M
(symbols
∑
and
∏
denote the supremum and the infimum respectively).
A map of lattices f : K→ L is a lattice homomorphism if f preserves both meet
and join and f(0) = 0, f(1) = 1.
For the general lattice theory we refer to [3] and [5].
Proposition 2.1. Let L be a normal lattice. Then every prime filter extends uniquely
to an ultrafilter. More precisely, if F is a prime filter then
pF = {a ∈ L : (∀ b ∈ F ) a · b > 0}
is an ultrafilter.
Proof. Let F be a prime filter in L. Assume p, q are ultrafilters such that F ⊆ p∩ q.
Suppose p 6= q. There are a, b such that a ∈ p \ q, b ∈ q \ p and a · b = 0. Using
normality, find a′, b′ such that a · b′ = 0 = a′ · b and a′ + b′ = 1. Then either a′ ∈ F
or b′ ∈ F and in both cases we get a contradiction.
To show the “more precisely” part, denote by p the unique ultrafilter extending
F . If a ∈ p then a · b > 0 for every b ∈ F . If a /∈ p then F ∪ {a} is not centered
(otherwise it would extend to an ultrafilter) and hence a · b = 0 for some b ∈ F .
A classical result of Stone & Birkhoff says that a lattice L is distributive if and
only if for every filter F ⊆ L and for every a ∈ L \ F there exists a prime filter p
such that a /∈ p and F ⊆ p. In order to make this section self-contained, we prove
the crucial part of this result below.
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Proposition 2.2. Let L = 〈L,+, ·〉 be a distributive lattice and let I ⊆ L be an
ideal. Then every maximal filter disjoint from I is prime.
Proof. Let F be a maximal filter disjoint from I. Extend I to a maximal ideal J
disjoint from F . We need to show that J ∪ F = L. Suppose this is not the case and
fix x ∈ L \ (J ∪ F ). Then the ideal generated by J ∪ {x} intersects F , which means
that x + j =: f1 ∈ F for some j ∈ J . By the same reason, x · f =: j1 ∈ I for some
f ∈ F . On the other hand we have
f1 · f = (x+ j) · f = (x · f) + (j · f) = j1 + (j · f) 6 j1 + j.
Thus F ∩ J 6= ∅, a contradiction.
Fix a lattice L. Given a ∈ L define
a− = {p ∈ Pf(L) : a /∈ p}, a+ = {p ∈ Pf(L) : a ∈ p}.
Note that (a · b)+ = a+ ∩ b+, (a + b)+ = a+ ∪ b+ and 0+ = ∅, 1+ = Pf(L).
Moreover a− = Pf(L) \ a+. Thus the map a 7→ a+ is a lattice homomorphism from
L to 〈P(L),∪,∩〉 and it is one-to-one if L is separative. The set Pf(L) is naturally
equipped with a topology which is generated by sets of the form a−, where a ∈ L.
Denote this topology by TL. Then {a
− : a ∈ L} is an open base for Pf(L) which is
at the same time a lattice isomorphic to the opposite of L. The subspace topology
on Ult(L) (which we shall also denote by TL) turns out to be compact too, even
though in many cases Ult(L) is dense in Pf(L). The following result is rather known,
although we were unable to find explicit reference.
Theorem 2.3. Let L be a distributive lattice. Then:
(a) The space 〈Pf(L), TL〉 is compact and T0. It is not T1 unless L is a Boolean
algebra (in that case it is Hausdorff).
(b) A closed subset of 〈Pf(L), TL〉 equals a
+ for some a ∈ L if and only if its
complement is compact.
(c) The space 〈Ult(L), TL〉 is compact and T1. It is Hausdorff if and only if L is
normal.
(d) Ult(L) = Pf(L) if and only if L is a Boolean algebra.
Proof. In order to show compactness, fix A ⊆ L such that the family {a+ : a ∈ A}
is centered in Pf(L) or Ult(L). This is equivalent to the fact that a0 · . . . · ak−1 > 0
for every a0, . . . , ak−1 ∈ A. In particular, “centered in Pf(L)” implies “centered in
Ult(L)”. Define
F = {x ∈ L : (∃ a0, . . . , ak−1 ∈ A) a0 · . . . · ak−1 6 x}.
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Then F is a filter in L and therefore there exists p ∈ Ult(L) which extends F . We
have p ∈ Ult(L) ∩
⋂
a∈A a
+. This shows the compactness of both Pf(L) and Ult(L).
A similar argument shows that sets of the form b− are compact for every b ∈ L
(using the fact that an element is separated from a filter by a prime filter). Now
assume F ⊆ Pf(L) is closed and Pf(L) \ F is compact. Using compactness and the
fact that {a− : a ∈ L} is an open base, we get Pf(L) \ F = a−0 ∪ · · · ∪ a
−
k−1 for some
a0, . . . , ak−1 ∈ L. Thus F =
⋂
i<k a
+
i = (a0 · . . . · ak−1)
+. This shows (b).
For the proof of (c), fix p 6= q in Ult(L). Fix a ∈ p \ q and using the maximality
of q find b ∈ q \ p such that a · b = 0. Thus p ∈ a+ \ b+ and q ∈ b+ \ a+, which shows
that Ult(L) is T1. If additionally L is normal, the disjoint sets a
+, b+ are separated
by disjoint basic open sets and therefore Ult(L) is Hausdorff. Conversely, assume
Ult(L) is Hausdorff and fix disjoint a, b ∈ L. Then a+ and b+ are disjoint closed sets
in Ult(L). Using compactness, T2 and the fact that {x
+ : x ∈ L} is a closed base, we
can find a1, b1 ∈ L with a
+ ∩ b+1 = ∅ = a
+
1 ∩ b
+ and a+1 ∪ b
+
1 = Ult(L). Translating
it back to the lattice, we get normality. This shows (c).
We now show (d). Assume every prime filter is maximal in L. We shall show
that Pf(L) is Hausdorff, which by (b) will give us that each set of the form a− is
closed and therefore, again by (b), it equals b+ for some b ∈ L; necessarily b is the
complement of a in L.
Fix p 6= q in Pf(L). Fix a ∈ p \ q. Then I = L \ p is a prime ideal which does
not contain a. Let J ⊇ I be a maximal ideal. Then J is prime and L \ J is a prime
filter which is a subset of p. Thus J = I, i.e. I is maximal. Hence a+ b = 1 for some
b ∈ I. Then b ∈ q, because q is prime. Thus a−, b− are disjoint neighborhoods of q
and p respectively. This shows that Pf(L) is Hausdorff and finishes the proof of (d).
It remains to complete the proof of (a). It is clear that Pf(L) is T0. Assume it is
T1. Then Ult(L) = Pf(L). Indeed, if p is a prime filter which is not maximal then
there is q ∈ Ult(L) with p ⊆ q and p 6= q. In this case p ∈ a+ implies q ∈ a+ for
every a ∈ L, i.e. no basic closed set separates p from q, a contradiction. By (d), L is
a Boolean algebra.
From now on, we shall consider spaces of ultrafilters only and we shall write a+
and a− instead of a+ ∩ Ult(L) and a− ∩Ult(L).
Corollary 2.4. Every finite separative distributive lattice is a Boolean algebra.
Proof. Let L be a finite separative distributive lattice. By Theorem 2.3(c), Ult(L)
is a finite T1 space and hence it is a discrete space. By separativity, L is isomorphic
to L′ = {a+ : a ∈ L} and L′ is a closed base for the topology of Ult(L). Thus
L
′ = P(Ult(L)).
Let us note that there exist normal lattices which are far from being separative.
For example, given a lattice L we can add a new element s and declare it to be
strictly below every element of L; this new lattice, which can be denoted by 1+L, is
distributive and normal, because there are no nontrivial disjoint pairs of elements;
on the other hand there is only one ultrafilter on 1 + L.
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2.2 Homomorphisms and continuous maps
Let K,L be normal lattices and let h : K→ L be a lattice homomorphism. One can
expect that there exists a continuous map f : Ult(L) → Ult(K) which is induced
by h, i.e. f−1[a+] = h(a)+ holds for every a ∈ K. This is not quite true in general,
however we shall show that h indeed induces a continuous map. If p ∈ Ult(L) then
h−1[p] is a prime filter in K and therefore it extends uniquely to an ultrafilter, by
Proposition 2.1. This suggests the definition of a map f : Ult(L)→ Ult(K). We shall
call f the map induced by h and we shall write f = Ult(h) (Ult is indeed a functor
on the category of normal lattices).
Recall that given a lattice L, we denote by a+ the set of all ultrafilters in L which
contain a (and a− is the complement of a+ in Ult(L)).
Lemma 2.5. Let K,L be normal lattices and let h : K → L be a homomorphism.
Then the map f : Ult(L)→ Ult(K) induced by h (i.e. f(p) is defined to be the unique
ultrafilter extending h−1[p]) is continuous.
Proof. Fix p ∈ Ult(L) and a ∈ K such that f(p) ∈ a−. Then h−1[p] ∪ {a} is not
centered, therefore there exists b ∈ K such that h(b) ∈ p and a · b = 0. By normality,
find c, d ∈ K such that a · d = 0 = b · c and c+ d = 1. Then h(b) ·h(c) = 0 and hence
h(c) /∈ p. Thus h(c)− is a neighborhood of p. If q ∈ h(c)− then h(d) ∈ q, because
h(c)+h(d) = 1; Hence a /∈ f(q), because a ·d = 0. It follows that f [h(c)−] ⊆ a−.
We now describe homomorphisms which can be recovered from their induced
continuous maps. Call a homomorphism h : K → L separative if for every a ∈ K,
b ∈ L,
h(a) · b = 0 =⇒ (∃ c ∈ K) a · c = 0 & b 6 h(c).
Proposition 2.6. Let h : K→ L be a homomorphism of normal separative lattices.
The following conditions are equivalent:
(a) h is separative.
(b) h−1[p] ∈ Ult(K) whenever p ∈ Ult(L).
(c) Ult(h)−1[a+] = h(a)+ for every a ∈ K.
Proof. (a) =⇒ (b) Assume a /∈ h−1[p]. Then h(a) · b = 0 for some b ∈ p. By
(a), there is c ∈ K such that a · c = 0 and b 6 h(c). In particular c ∈ h−1[p], so
h−1[p] ∪ {a} is not centered. Hence h−1[p] is a maximal filter.
(b) =⇒ (c) Let f = Ult(h). We have
f−1[a+] = {p ∈ Ult(L) : a ∈ f(p)} = {p ∈ Ult(L) : h(a) ∈ p} = h(a)+.
(c) =⇒ (a) Assume h(a) · b = 0. Then b+ is a closed subset of Ult(L) and
therefore f [b+] is closed and disjoint from a+, where f = Ult(h). Using the fact that
{x+ : x ∈ K} is a closed base of Ult(K), an easy compactness argument (see the
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proof of Lemma 2.8 below for details) gives an element c ∈ K such that a+ ∩ c+ = ∅
and f [b+] ⊆ c+. Then a · c = 0 and b+ ⊆ f−1[c+]. By the separativity of L, we have
b 6 h(c).
Let us note that if K is a normal lattice which is not a Boolean algebra, then
there exists a homomorphism h on K which is not separative. Indeed, by Theorem
2.3(d), there exists a prime filter F ⊆ K which is not maximal. Let h : K→ K/F be
the quotient homomorphism. Then K/F ∼= 2 (the 2-element lattice) and f = Ult(h)
is an embedding of a singleton into Ult(K). Let q be the unique ultrafilter extending
F and choose a ∈ q \F . Then h(a) = 0 = h(a) ·1 and there is no c such that a ·c = 0
and h(c) = 1, because a · c = 0 iff c /∈ F . It is not hard to see that a homomorphism
induced by a continuous map of compact spaces is separative.
Let L be a lattice and let K ⊆ L. We say that K separates L if for every disjoint
a, b ∈ L there exists c ∈ K such that a 6 c and c · b = 0. In this case, there exists
also d ∈ K such that b 6 d and c · d = 0, i.e. every pair of disjoint elements of L is
separated by disjoint elements of K.
Summarizing the relationship between lattices and compact spaces, we get the
following:
Theorem 2.7. Ult is a contravariant functor on the category of normal lattices into
the category of compact Hausdorff spaces. Moreover, if h : K → L is a homomor-
phism of normal lattices then
(a) h−1(0) = {0} implies that Ult(h) is a surjection;
(b) h[K] separates L implies that Ult(h) is an embedding.
Proof. It is clear that Ult(idL) = idUlt(L). We need to show that Ult(g ◦h) = Ult(h)◦
Ult(g) for every g, h such that rng h ⊆ dom g. Fix p ∈ dom(Ult(h)). Let ϕ =
Ult(g ◦ h), ̺ = Ult(g), η = Ult(h). Then ϕ(p) is the unique ultrafilter extending
(g ◦ h)−1[p]. We also have (g ◦ h)−1[p] ⊆ h−1[̺(p)] ⊆ η(̺(p)). Thus ϕ(p) = η(̺(p)).
Now assume h : K → L is a homomorphism such that h−1(0) = {0}. Fix p ∈
Ult(K). Then h[p] is centered and hence extends to an ultrafilter q ∈ Ult(L). Thus
we have p ⊆ h−1[q] and therefore p = h−1[q] = Ult(h)(q).
Finally, assume h is an epimorphism. Fix p 6= q in Ult(L). Then there are disjoint
a, b such that a ∈ p, b ∈ q. Since h[K] separates L, there are a′, b′ such that a 6 h(a′),
b 6 h(b′) and a′ · b′ = 0. Thus a′ ∈ h−1[p] \ Ult(h)(q) and b′ ∈ h−1[q] \ Ult(h)(p),
which shows that Ult(h)(p) 6= Ult(h)(q).
2.3 Compact spaces and generating lattices
LetX be a topological space. We denote by Closed(X) the lattice of all closed subsets
of X . Observe that Closed(X) is a normal lattice iff X is a normal topological space.
Moreover, Closed(X) is separative if X is T1. One can consider various sublattices
of Closed(X) which at the same time form a closed subbase. In case of a compact
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Hausdorff space X , any sublattice of Closed(X) which is a closed subbase is normal
andX is homeomorphic to its space of ultrafilters. We prove a more precise statement
below.
We need one more notion, in order to simplify some statements: given a compact
space X , a sublattice of Closed(X) will be called basic if it is a closed base for X .
Lemma 2.8. Let X be a compact space and assume L ⊆ Closed(X) is a basic
lattice. Then for every closed set a and its neighbourhood v there exists b ∈ L such
that a ⊆ int b ⊆ b ⊆ v.
Proof. By normality we can find a closed set a′ ⊆ v such that a ⊆ int a′. For
each x ∈ K \ v find bx ∈ L such that K \ bx is a neighborhood of x disjoint
from a′. By compactness, find x0, . . . , xk−1 ∈ K \ v such that K \ v is covered by
(K \ bx0) ∪ · · · ∪ (K \ bxk−1). Let b = bx0 ∩ · · · ∩ bxk−1 . Then a
′ ⊆ b ⊆ v.
Proposition 2.9. Let X be a Hausdorff compact space and let L ⊆ Closed(X) be a
sublattice which is a closed subbase for X. Then L is normal, separative and X is
homeomorphic to Ult(L).
Proof. Assume a, b ∈ L are such that a 6⊆ b and pick x ∈ a \ b. By Lemma 2.8
there is c ∈ L such that x ∈ c and c ∩ b = ∅. This shows separativity. A similar
argument shows normality (using the fact that Hausdorff compact implies normal).
Now, the embedding j : L → Closed(X) is a lattice homomorphism, so it induces
a map f = Ult(j). Lemma 2.8 says that j is a separative homomorphism. Clearly,
Ult(Closed(X)) = X and therefore it suffices to show that f is 1-1. By Proposition
2.6, we have f(p) = p ∩ L. Assume p 6= q and fix a, b such that a ∈ p, b ∈ q and
a∩ b = ∅. By Lemma 2.8, there are a′, b′ ∈ L such that a ⊆ a′, b ⊆ b′ and a′∩ b′ = ∅.
Then a′ ∈ p ∩ L and b′ ∈ q ∩ L which shows f(p) 6= f(q).
Lemma 2.10. Let X be a compact Hausdorff space and let K ⊆ Closed(X) be a basic
lattice. Assume further that f : Y → X is a continuous map from a compact space
Y and let h : K→ Closed(Y ) be the induced homomorphism. Then h is separative.
Proof. Assume b∩f−1[a] = ∅. By compactness, f [b] is a closed set. Since f [b]∩a = ∅,
we can find c ∈ K such that c ∩ a = ∅ and f [b] ⊆ c. Then b ⊆ f−1[c] which shows
that h = f−1 is separative.
We finish this section with a simple application.
Theorem 2.11 (Alexandrov). Every compact space is a continuous image of a
compact 0-dimensional space of the same weight.
Proof. Let X be an infinite compact space and choose a basic lattice L ⊆ Closed(X)
such that |L| = w(X). Let B be the Boolean algebra generated by L. Then |B| = |L|
and therefore Ult(B) has the same weight as X . Since L ⊆ B, Theorem 2.7(a) gives
a surjective continuous map f : Ult(B)→ X .
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3 Extensions of compact spaces
Let X be a compact space embedded into a Tikhonov cube [0, 1]κ and assume that
we are working in a countable transitive model M of (a large enough part of) ZFC.
Let P be a forcing notion in M and let G be a P-generic filter over M . It is natural
to ask how to interpret the space X in M [G]. The obvious idea is to take X as the
same set and generate the topology by using open sets from the ground model M .
However, this new space will usually be no longer compact. Another idea is to take
the closure of X in ([0, 1]κ)M [G], since X still consists of functions from κ to [0, 1]
(even though [0, 1]M [G] may be a proper superset of [0, 1]M). Now, the closure of X
may depend on the embedding of X into a Tikhonov cube. In fact, this is not the
case, as we show below. Knowing that a compact space can be reconstructed from
any of its basic lattices of closed sets, a natural option for interpretation of X in
M [G] is to consider a basic lattice L ⊆ Closed(X) defined in M and to consider
Ult(L) in M [G]. We shall show below that this does not depend on the choice of
L and that this is indeed a “natural generic extension” of X with respect to G. In
fact, we can consider extensions of compact spaces from a ZFC model M whenever
M is a submodel of another ZFC model N (not necessarily a forcing extension of
M).
Theorem 3.1. Assume M ⊆ N are models of (a large enough part of) ZFC and
X is a compact space in M with a basic lattice L. In N , the space Ult(L) is home-
omorphic to Ult(ClosedM(X)), where ClosedM(X) is the lattice of closed subsets of
X defined in M .
Proof. Let K = ClosedM(X) and let h : L → K be the inclusion map. Then h is a
separative lattice homomorphism and this property is absolute. Let f = UltN(h).
Then f is a continuous surjection (Theorem 2.7). It suffices to show that f is one-
to-one. Fix p 6= q in Ult(K). Find a ∈ p and b ∈ q such that a ∩ b = ∅. We work in
M : Since L is a basic lattice for X , there exist a′, b′ ∈ L such that a∩ b′ = ∅ = a′∩ b
and a′ ∪ b′ = X .
Now, in N the elements a, b, a′, b′ are in the same relations as they were in M
and f(p) is the unique extension of the filter p; therefore b′ /∈ f(p) and a′ ∈ f(p).
By the same reason, a′ ∈ f(q) and b′ /∈ f(q). Thus f(p) 6= f(q).
Now we can speak about the interpretation of a compact space X in any ZFC
model M which contains the space X . More precisely, assume X is a compact space
in a ZFC model M and let N be an extension of M . Then L = ClosedM(X) is a
normal separative lattice and we can define XN = UltN(L), where UltN(L) denotes
the space of ultrafilters of L defined in N . If N is a generic extension of M , i.e.
N = M [G] for a P-generic filter G over M , then we shall write X [G] instead of
XM [G] and we shall say that X [G] is the G-extension of X .
Now let K be a class of compact spaces. Formally, K = {X : ϕ(X)}, where ϕ
is a formula of the language of set theory such that ZFC ⊢ ϕ(x) =⇒ “x is a
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compact space”. We can say that K is absolute if for every ZFC models M ⊆ N ,
we have N |= ϕ(XN), whenever X ∈ KM , i.e. whenever M |= ϕ(X). Actually, this
is the definition of upward absoluteness. There are no interesting classes of compact
spaces which are downward absolute. Indeed, let K be a class of spaces defined by a
formula ϕ and assume ZFC ⊢ “X is compact metric =⇒ ϕ(X)” and ZFC ⊢“K is
not the class of all compact spaces”. Fix a countable transitive ZFC model M and
fix X ∈ M such that M |= ¬ϕ(X). Let P be the forcing notion collapsing κ = w(X)
to ℵ0 and let G be a P-generic filter over M . Then the space X [G] is metrizable and
therefore M [G] |= ϕ(X [G]).
Many classes of compact spaces are absolute for obvious reasons. On the other
hand, there are classes which are not absolute and classes which are absolute by
highly nontrivial reasons.
4 Absoluteness of some subclasses of Corson com-
pacta
In this section we prove the stability of the classes of Eberlein and Gul’ko compacta.
The Corson compact space of Todoreˇvic´ [10] (see also [11, p. 287]) is an example of
a non-stable Corson compact, as it is shown in [6]. We say that X is a stable Corson
compact if for every forcing notion P, for every P-generic filter G, the extension X [G]
is Corson.
Problem 1. Describe the class of stable Corson compacta without using the language
of models.
Recall that a space is Eberlein compact if it is homeomorphic to a compact
subset of a Banach space endowed with the weak topology. We use the “covering”
characterization of Eberlein compacta, due to Rosenthal [8]: a compact space X
is Eberlein if and only if there exists a family U consisting of open Fσ subsets of
X which is T0 separating (i.e. x 6= y implies |{x, y} ∩ U | = 1 for some U ∈ U)
and such that U =
⋃
n∈ω Un, where each Un is point-finite. Note that if X is a
0-dimensional Eberlein compact then we may assume that the family U from the
definition consists of clopen sets. Indeed, replace each U ∈ U by a sequence of clopen
sets {Wn(U)}n∈ω such that
⋃
n∈ωWn = U and defineWn,k = {Wk(U) : U ∈ U}. Then
W =
⋃
n,k<ωWn,k is T0 separating and every Wn,k is point finite.
We need the following well known fact; for the sake of completeness we give a
lattice-theoretic proof.
Lemma 4.1. Every Eberlein compact space is a continuous image of a 0-dimensional
Eberlein compact of the same weight.
Proof. LetX be Eberlein compact and let U =
⋃
n∈ω Un be a T0 separating collection
of open Fσ subsets of X such that each Un is point-finite. For each U ∈ U choose an
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increasing sequence of closed sets Fn(U) such that U =
⋃
n∈ω Fn(U) and Fn(U) ⊆
intFn+1(U) for each n ∈ ω. Let L be the lattice generated by
F = {Fn(U) : n ∈ ω, U ∈ U} ∪ {X \ intFn(U) : n ∈ ω, U ∈ U}.
Observe that L is a basic lattice, since if x 6= y in X and U ∈ U is such that
x ∈ U , y /∈ U then x ∈ intFn(U) for some n ∈ ω and consequently A := Fn(U) and
B := X \ intFn(U) are elements of F such that x /∈ B, y /∈ A and A ∪B = X .
Let B be the Boolean algebra generated by F . Then L ⊆ B and therefore Ult(B)
maps onto X = Ult(L). Refining F , we may assume that |F| = w(X), obtaining
that Ult(B) has the same weight as X . To see that Ult(B) is Eberlein, define W =⋃
k,n<ω, i<2Wk,n,i, where Wk,n,0 = {Fk(U) : U ∈ Un} and Wk,n,1 = {intFk(U) : U ∈
Un} and observe thatW generates B, i.e. it is T0 separating on Ult(B). Finally, each
Wk,n,i is point-finite, since it contains no infinite centered subfamilies.
Theorem 4.2. The class of Eberlein compact spaces is absolute.
Proof. Fix an Eberlein compact space X . Let f : Y → X be a continuous surjection,
where Y is a 0-dimensional Eberlein compact space. Let U =
⋃
n∈ω Un be a T0
separating family of clopen subsets of Y such that each Un is point-finite. Let B
be the algebra of clopen subsets of Y . Being a continuous image of Ult(B) is an
absolute property, so it suffices to show that being a 0-dimensional Eberlein compact
is absolute. For this aim, note that in case of a family of clopen sets, “being T0
separating” is equivalent to “generating B”. Next, for each n ∈ ω define P(Un) to
be the set of all centered subcollections of Un. Then Un is point-finite if and only if
〈P(Un),⊇〉 is well-founded. Now, in any extension of the universe, 〈P(Un),⊇〉 is the
same object, since being centered is an algebraic property of finite character. Hence
U witnesses that Ult(B) is absolutely Eberlein.
We now turn to the class of Gul’ko compacta. Instead of invoking the original
definition, we shall recall a “covering” characterization of Gul’ko compacta, due to
Sokolov [9]. For this aim, we need a definition. A family U of subsets of a space
X is weakly σ-point-finite if U can be written as
⋃
n∈ω Un so that for each x ∈ X ,
U = {Un : ord(x,Un) < ℵ0}, where ord(x,V) = |{V ∈ V : x ∈ V }|. A compact space
X is Gul’ko compact if and only if there exists a T0 separating family of open Fσ
subsets of X which is weakly σ-point-finite, see [9].
Lemma 4.3. Let X be a 0-dimensional compact space. Then X is Gul’ko compact
iff there exists a T0 separating family U consisting of clopen subsets of X which is
weakly σ-point-finite.
Proof. Let U =
⋃
n∈ω Un be a weakly σ-point-finite family of open Fσ sets which is T0
separating. For each U ∈ U choose a sequence of clopen sets W0(U) ⊆W1(U) ⊆ . . .
whose union is U . Let W =
⋃
n,k<ωWk,n, where Wk,n = {Wk(U) : U ∈ Un}. Then
W is T0 separating and consists of clopen sets.
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Fix x ∈ X and W ∈ W. Then W = Wk(U), where U ∈ Un and there is m < ω
such that U ∈ Um and ord(x,Um) < ℵ0. Thus also ord(x,Wk,m) < ℵ0 andW ∈ Wk,m.
Taking any bijection h : ω → ω×ω and writingWn =Wh(n), we see thatW is weakly
σ-point-finite.
We are going to describe a property of a Boolean algebra which is equivalent
to the fact that its Stone space is Gul’ko compact. For this aim we need to define
some new objects. Fix a Boolean algebra B, fix U ⊆ B and fix a function ϕ : U →
P(ω) \ {∅}. Given u ∈ U , define
P(U , ϕ, u) = {〈s, k〉 ∈ [U ]<ω × ω : s is centered}.
Next, define a strict partial order < on P(U , ϕ, u) by
〈s, k〉 < 〈t, l〉 ≡ s ⊆ t & k < l & (∀ m ∈ ϕ(u) ∩ k)(∃ v ∈ t \ s) ϕ(v) = m.
(Recall that k = {0, 1, . . . , k − 1}.)
Lemma 4.4. Let B be a Boolean algebra. Then Ult(B) is Gul’ko compact if and
only if B is generated by a family U such that for some function ϕ : U → P(ω)\{∅},
for each u ∈ U the poset 〈P(U , ϕ, u), >〉 is well-founded.
Proof. Assume first that Ult(B) is Gul’ko compact. By Lemma 4.3, there is U ⊆ B
which is T0 separating and weakly σ-point-finite (we identify elements of B with
the corresponding clopen sets in Ult(B)). Let U =
⋃
n∈ω Un, where the enumeration
witnesses that U is weakly σ-point-finite. Let ϕ(u) = {n ∈ ω : u ∈ Un}. Fix u ∈ U .
We claim that P(U , ϕ, u) is well-founded with respect to >. Suppose otherwise and
let {〈sn, kn〉}n∈ω be a <-increasing sequence. Then s∞ =
⋃
n∈ω sn is centered so
there is p ∈ Ult(B) with p ∈
⋂
sn for each n ∈ ω. Find m < ω such that u ∈ Um
and ord(p,Um) < ℵ0. Let n0 be such that kn0 > m. By the definition of <, for each
n > n0 there is vn ∈ (sn+1 \ sn)∩ Um. Then p ∈
⋂
n>n0
vn and {vn : n ∈ ω} ⊆ Um, so
ord(p,Um) > ℵ0, a contradiction.
Assume now that U ⊆ B generates B and there is ϕ such that for each u ∈ U ,
〈P(U , ϕ, u), >〉 is well-founded. Let Um = {u ∈ U : m ∈ ϕ(u)}. We claim that U is
weakly σ-point-finite and this fact is witnessed by U =
⋃
n∈ω Un. Suppose this is
not the case and find x ∈ Ult(B) and u ∈ U such that ord(x,Um) > ℵ0 whenever
m ∈ ϕ(u). We shall find a <-increasing sequence {〈sn, kn〉}n∈ω in P(U , ϕ, u), deriving
a contradiction.
Define s0 = ∅, k0 = 0. Assume 〈sn, kn〉 has been defined so that x ∈
⋂
sn.
Fix k > kn. For each m ∈ ϕ(u) ∩ k find vm ∈ Um \ sn such that x ∈ vm. This is
possible, since for m ∈ ϕ(u), ord(x,Um) is infinite and sn is finite. Define sn+1 =
sn∪{vm : m ∈ ϕ(u)∩k} and kn+1 = k. Then 〈sn, kn〉 < 〈sn+1, kn+1〉 and x ∈
⋂
sn+1.
This finishes the proof.
Lemma 4.5. Every Gul’ko compact space is a continuous image of a 0-dimensional
Gul’ko compact of the same weight.
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Proof. Fix a Gul’ko compact space X and let U witness this fact. Define Fn(U), F ,
L and B as in the proof of Lemma 4.1. It remains to show that Ult(B) is Gul’ko
compact. Define W =
⋃
k,n<ω, i<2Wk,n,i as in the proof of Lemma 4.1. Then B is
generated by W. We are going to use Lemma 4.4. Fix a bijection h : ω → ω× ω× 2
and define ϕ(w) = {m < ω : w ∈ Wh(m)}. Fix w ∈ W. We shall show that
〈P(W, ϕ, w), >〉
is well-founded, which will complete the proof.
Suppose {〈sn, kn〉}n∈ω is a <-increasing sequence in P(W, ϕ, w) and let s∞ =⋃
n∈ω sn. By compactness, there is x ∈ X such that x ∈ cl v for every v ∈ s∞. By
the definition of W, there are n, k < ω and U ∈ Un such that either w = Fk(U)
or w = intFk(U). Set i = 0 if w = Fk(U) and i = 1 otherwise. Since U is weakly
σ-point-finite, we may assume that ord(x,Un) is finite. Let m < ω be such that
h(m) = 〈k, n, i〉. Then m ∈ ϕ(w).
Let n0 be such that kn0 > m. For each l > n0 pick Gl ∈ (sl+1 \ sl)∩Wk,n,i (which
exists by the definition of <). Then either Gl = Fk(Ul) or Gl = intFk(Ul) for some
Ul ∈ Un. Observe that the set {Ul : l > n0} must be infinite, because the sequence
{Gl : l > n0} is one-to-one. Furthermore x ∈
⋂
l>n0
Ul, which shows that ord(x,Un)
is infinite, a contradiction.
We are now ready to prove the announced absoluteness result.
Theorem 4.6. The class of Gul’ko compact spaces is absolute.
Proof. Let X be Gul’ko compact. Using Lemma 4.5, find a 0-dimensional Gul’ko
compact Y and a continuous surjection f : Y → X . Let B be the clopen algebra
of Y . Being a continuous image of Ult(B) is absolute, so it remains to observe that
Ult(B) is Gul’ko compact in any extension of the universe, since Lemma 4.4 gives an
absolute condition for this property, namely the generating set U and the function ϕ
such that 〈P(U , ϕ, u), >〉 is well-founded for every u ∈ U —all these objects remain
the same in any extension of the universe and “being a well-founded relation” is
absolute.
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