Abstract. We consider the maximum of the discrete two dimensional Gaussian free field (GFF) in a box, and prove that its maximum, centered at its mean, is tight, settling a long-standing conjecture. The proof combines a recent observation of [BDZ10] with elements from [Br78] and comparison theorems for Gaussian fields. An essential part of the argument is the precise evaluation, up to an error of order 1, of the expected value of the maximum of the GFF in a box. Related Gaussian fields, such as the GFF on a two-dimensional torus, are also discussed.
Introduction
We consider the discrete Gaussian Free Field (GFF) in a two-dimensional box of side N , with Dirichlet boundary conditions. That is, let V N = ([0, N − 1] ∩ Z) 2 and V o N = ((0, N − 1) ∩ Z) 2 , and let {w m } m≥0 denote a simple random walk started in V o N and killed at τ = min{m : w m ∈ ∂V N } (that is, killed upon hitting the boundary ∂V N = V N \ V o N ). For x, y ∈ V N , define G N (x, y) = E x ( τ m=0 1 wm=y ), where E x denotes expectation with respect to the random walk started at x. The GFF is the zero-mean Gaussian field {X N z } z indexed by z ∈ V N with covariance G N . Let X * N = max z∈V N X N z . It was proved in [BDG01] that X * N /(log N ) → c with c = 2 2/π; the proof is closely related to the proof of the law of large numbers for the maximal displacement of a branching random walk in R.
Let M N := X * N − EX * N . The goal of this paper is to prove the following. Theorem 1.1. The sequence of random variables {M N } N ≥1 is tight.
The statement in Theorem 1.1 has been a "folklore" conjecture for some time, and appears in print, e.g., as open problem #4 in [Ch08] (for an earlier appearance in print of a related conjecture, see [CLD01] ). To the best of our knowledge, prior to the current paper, the sharpest result in this direction is due to [Ch08] , who shows that the variance of M N is o(log N ), and to [BDZ10] , who show, building on an argument of [DH91] , that Theorem 1.1 holds if one replaces N by an appropriate deterministic sequence {N k } k≥1 . In the same paper [BDZ10] , it is shown that Theorem 1.1 holds as soon as one proves that, for an appropriate constant C, EX * 2N ≤ EX * N + C for all N = 2 n with n integer. Theorem 1.1 thus follows immediately from the following theorem, which is our main result.
Theorem 1.2. With notation as above,
(1.1) EX * 2 n = c 1 n − c 2 log n + O(1), with c 1 = 2 2/π log 2 and c 2 = (3/4) 2/π.
One should note the striking similarity with the behavior of branching random walks (BRW), see [Br78] (where branching Brownian motions are considered) and [ABR09] . The relation with (an imbedded) BRW is already apparent in [BDG01] , but the argument there is not sharp enough to allow for a control of the log n term in (1.1).
Our approach to the proof of Theorem 1.2 involves two main components. The first is a comparison argument (based on the Sudakov-Fernique inequality, see Lemma 2.1 below), that will allow us to quickly prove an upper bound in (1.1), and to relate EX * 2 n to the expectation of the maximum of other Gaussian fields (and, in particular, to a version of the Gaussian Free Field on the torus, denoted {Y N x } x∈V N below, as well as to a modified version of branching random walk, denoted {S N x } x∈V N below). The second step consists of the analysis of the modified branching random walk S N x , by properly modifying the second moment argument in [Br78] (see also [ABR09] ).
Our results also provide an analog of Theorem 1.2 for the torus GFF {Y N x } x∈V N , in Propositions 3.2 and 5.1, which is of interest in its own right. Intuitively, the model is the natural counterpart of the modified branching random walk {S N x } x∈V N , which plays a central role in the proof of Theorem 1.2. We have not proved the analog of Theorem 1.1 for the torus GFF, which requires a modification of the argument in [BDZ10] .
The paper is structured as follows. In the next section, we recall a fundamental comparison between maxima of Gaussian fields; we then introduce the torus GFF, branching random walk, and modified branching random walk, and estimate their covariances. Section 3 is devoted to the proof of the upper bound in Theorem 1.2. The rest of the paper deals with the lower bound in Theorem 1.2. Section 4 reduces the proof of the lower bound to a lower bound on the maximum of a truncated version of the modified branching random walk introduced in Section 2. Section 5 reduces the proof of the latter to a lower bound on the maximum of the modified branching random walk over a subset of V N . The proof of this bound is given in Section 6, using the second moment method. The proofs of some technical estimates, closely related to estimates in [Br78] , are sketched in the appendix.
Notation: throughout, the letter C indicates a positive constant, independent of N , whose value may change from line to line. Positive constants that are fixed once and for all are denoted by the lower case c with a subscript, for example c 5 or c X .
Preliminaries and approximations
In this section, we recall a comparison tool between the maxima of different Gaussian fields and introduce Gaussian fields that approximate the GFF.
2.1. The Sudakov-Fernique inequality. The following inequality allows for the comparison of the expectation of the maxima of different Gaussian fields. For a proof, see [Fe75] .
Lemma 2.1 (Sudakov-Fernique). Let A denote an arbitrary (finite) set, let {G i α } α∈A , i = 1, 2, denote two zero mean Gaussian fields and set
In particular, if {G α } α∈A and {g α } α∈A are independent centered Gaussian fields, then one sees that
a fact that is also easy to check without the Gaussian assumption.
2.2. The Torus GFF, Branching Random Walks, and Modified Branching Random Walks. We introduce several Gaussian fields with index set V N that will play a role in the proof of Theorem 1.2.
2.2.1. The Torus GFF. One of the drawbacks of working with the GFF is that its variance is not the same at all points of V N . The Torus GFF (TGFF) {Y N z } z∈V N is a Gaussian field whose correlation structure resembles the GFF, but has the additional property that its variance is constant across V N . To define it formally, for x, y ∈ Z 2 , write (iN, jN ) . Let τ ′ denote an exponential random variable of parameter 1/N 2 and, with {w m } m≥0 denoting a simple random walk independent of τ ′ , define, for x, y ∈ V N ,
where E x denotes expectation over both τ ′ and the random walk started at x. That is,Ḡ N is the Green function of a simple random walk on the torus of side N , killed at the independent exponential time τ ′ . The TGFF is the centered Gaussian process {Y N z } z∈V N with covarianceḠ N . By construction,
, and an easy computation, using known properties of the Green function of two dimensional simple random walk, see, e.g., [La91] , reveals that
(Recall that, by our convention on constants, C in (2.3) does not depend on
Branching Random Walks.
In what follows, we consider N = 2 n for some positive integer n. For k = 0, 1, . . . , n, let B k denote the collection of subsets of Z 2 consisting of squares of side 2 k with corners in Z 2 , let BD k denote the subset of B k consisting of squares of the form
Define similarly BD k (x). Note that the set BD k (x) contains exactly one element, whereas B k (x) contains 2 2k elements.
We again define R * N = max z∈V N R N z .
2.2.3. Modified Branching Random Walks. We continue to consider N = 2 n for some positive integer n and again employ the notation B k and B k (x). Let B N k denote the collection of subsets of Z 2 consisting of squares of side 2 k with lower left corner in V N . Let {b k,B } k≥0,B∈B N k denote an i.i.d. family of centered Gaussian random variables of variance 2 −2k , and define
Note that, by construction,
Geometric distances.
The following are several notions of distances between points in V N . First, · denotes the Euclidean norm, while · ∞ denotes the ℓ ∞ norm. Thus, for x, y ∈ V N , x − y and x − y| ∞ induce metrics with
We also need to consider distances on the torus determined by V N . Those are defined by
2.3. Covariance comparisons. We collect in this subsection some basic facts concerning the covariances of the Gaussian fields introduced earlier.
For a centered Gaussian field {G z }, we write R G (x, y) = E(G x G y ) for its covariance function. Thus, for example, the covariance function of the GFF
The following is an estimate on R Y N , R S N and R X N .
Lemma 2.2. There exists a constant C so that, with N = 2 n , the following estimates hold: for any x, y ∈ V N ,
Further, for any x, y ∈ V N + (2N, 2N ),
Proof. We begin with the estimate (2.5) concerning the MBRW. For x = (x 1 , x 2 ) and y = (y 1 , y 2 ), write, for i = 1, 2,
On the other hand, using that a + b − ab ≤ a + b for a, b ≥ 0, we get that
Combining (2.8) and (2.9) yields the claimed estimate on R S N .
We next prove the estimate (2.6). Note that for x, y ∈ V N + (2N, 2N ),
where τ y = min{m ≥ 0 : w m = y} and τ 4N = min{m ≥ 0 :
Using, e.g., [La91, Exercise 1.6.8],
Moreover, for x ∈ V N + (2N, 2N ) ,
see, e.g., [Ch08] . Combining these estimates yields (2.6).
The estimate on R Y N in (2.4) requires more work but is still straight forward. Recall the simple random walk {w m } and, for y ∈ V N , denote by [y] N = {z ∈ V N : z ∼ N y} the collection of points in Z 2 identified with y for the torus. Then, by the Markov property and the memoryless property of the exponential distribution,
where we recall that τ ′ denotes a geometric random variable of mean N 2 and we used (2.3) in the second equality.
Let η denote the hitting time of the boundary of a (Euclidean) ball of radius N/2 around x, that is
Let τ y denote the hitting time of [y] N , that is
Note that the probability in the right side of (2.11) is P x (τ y < τ ′ ). We have
By standard estimates for two dimensional simple random walk, see again e.g., [La91, Exercise 1.6.8], (2.13)
and, using the memoryless property of the exponential distribution,
To estimate P 3 , we use the fact (see e.g., [Ch08, Lemma 10.4]) that, for all m ≥ 1, (2.14)
. Then, again using the memoryless property of the exponential distribution and the Markov property of the simple random walk,
We split the sum in the right side of (2.15) into three parts, according to the range of m in the summation, writing P 3 = P 3,1 + P 3,2 + P 3,3 , with the terms in the right side determined according to m ≤ N 2 /n, m ∈ (N 2 /n, N 2 ) or m ≥ N 2 . We have
Next, consider P 3,3 : we have, using (2.14) in the first inequality and standard estimates for simple random walk in the second, see [La91, Exercise 1.6.8],
It remains to estimate P 3,2 . Note first that, for x and y fixed and each integer part of the value of d N (x, z), there are at most Cr many possible points z ∈ V N with d N (y, z) ∈ [r, 2r]. Also, due to (2.14), we can write
. By summing radially (so that the index k runs over the possible integer parts of d N (x, z) and n − ℓ runs over the possible integer parts of log 2 d N (y, z) ), we can estimate P 3,2,m (using (2.13) for the estimate P m (x, z) ≤ Cm −1 e −k 2 /4m and (2.14) for the estimate
Substituting in the expression for P 3,2 , we get
Combining the estimates on P 3,1 , P 3,2 and P 3,3 and substituting in (2.15) shows that P 3 ≤ C/n. Together with (2.11), (2.12) and the estimates on P 1 and P 2 , this completes the proof of the claimed estimate on R Y N and hence of the lemma.
The upper bound
Our goal in this section is to provide the upper bound in Theorem 1.2; this is achieved in Proposition 3.2 below. We begin by relating the maxima of the GFF and the TGFF with the MBRW. 
Proof. We give the argument for the GFF; the argument for the TGFF is similar. Note first that, by the definitions and an application of Lemma 2.1,
On the other hand, writing x N = x + (2N, 2N ) , y N = y + (2N, 2N ) for x, y ∈ V N and using (2.6) of Lemma 2.2, we have
Another application of Lemma 2.1, together with (3.2), completes the proof of (3.1) for the GFF. (The statement in [Br78] is given for branching Brownian motions, but the argument given there applies to our BRW as well.) This fact, together with Lemmas 2.1 and 3.1, yields the following upper bound on the GFF and the TGFF.
Proposition 3.2. There exists a constant C 2 such that
Proof. By construction, for x, y ∈ V N , E((R N x ) 2 ) = E((S N x ) 2 ) and R R N (x, y) ≤ R S N (x, y) + C. By Lemma 2.1, this yields the existence of a positive integer C 1 such that, with C 1 and g z as in Lemma 3.1,
Note however that, by construction,
Combining this with (3.4), (3.6) and Lemma 3.1 completes the proof of (3.5) and hence of Proposition 3.2.
The lower bound: preliminaries
In this section, we bound from below the expected maxima of the GFF and the TGFF by an appropriate truncation of the MBRW. An analysis of the latter, provided in Sections 5 and 6, will then complete the proof of Theorem 1.2.
We begin by introducing the truncation of the MBRW alluded to above. Recall that
For a non-negative integer k 0 ≤ n, define 
There is a function g :
Proof. As in (2.7) and employing the same notation, we have, for x = y,
All properties follow at once from this representation. Indeed, (4.1) and (4.2) are immediate whereas, to see (4.3), note that, for log
An immediate corollary of Lemmas 2.1, 2.2 and 4.1 is the following domination by the TGFF of a truncated MBRW. 
In particular,
We also need a comparison between the maxima of the GFF and of the MBRW. Note that
On the other hand, for x, y ∈ V N/4 , we have, with the same proof as that of (3.3),
Using again Lemmas 2.1 and 4.1, we get the following domination by the GFF of a truncated MBRW. 
A lower bound for the truncated MBRW
In this section, we present the proof of the lower bound in Theorem 1.2 and an analogous bound for the TGFF. That is, we prove the following.
Proposition 5.1. The following holds:
EX * 2 n ≥ c 1 n − c 2 log n + O(1) , EY * 2 n ≥ c 1 n − c 2 log n + O(1) , with c 1 = 2 2/π log 2 and c 2 = (3/4) 2/π.
In view of Corollaries 4.2 and 4.3, it is immediate that Proposition 5.1 follows from the following proposition, whose proof will take the rest of this section and the next one. Proposition 5.3. Let A n = (2 √ log 2)n − (3/(4 √ log 2)) log n. There exists a constant δ 0 ∈ (0, 1) such that, for all N ,
The proof of Proposition 5.3 is technically involved and is deferred to Section 6. In the rest of this section, we show how Proposition 5.2 follows from Proposition 5.3.
Proof of Proposition 5.2 (assuming Proposition 5.3)
Our plan is to show that the left tail ofS * N is decreasing exponentially fast; together with the bound (5.3), this will imply (5.2) with k 0 = 0. At the end of the proof, we show how the bound for k 0 > 0 follows from the case k 0 = 0. In order to show the exponential decay, we compareS * N , after appropriate truncation, to four independent copies of the maximum over smaller boxes, and then iterate. Recall the definition of S N z and define, for n > 6,
note that
Our first task is to bound the probability that max z∈V N (S N z −S N z ) is large. This will be achieved by applying Fernique's criterion in conjunction with Borell's inequality. We introduce some notation. Let m(·) = m N (·) denote the uniform probability measure on V N (i.e., the counting measure normalized by |V N |) and let g : (0, 1] → R + be the function defined by
Then, Fernique's criterion, see [Ad90, Theorem 4.1], implies that, for some universal constant K ∈ (1, ∞),
For n ≥ 6, we have, in the notation of Lemma 4.1,
Therefore, employing (4.4), there exists a constant C such that, for ǫ ≥ 0,
In particular, for z ∈ V N and ǫ > 0,
for some constant C 4 . Applying Fernique's criterion (5.4), we deduce that
The expectation E((S N z −S N z ) 2 ) is bounded in N . Therefore, using Borell's inequality, see, e.g., [Ad90, Theorem 2.1], it follows that, for some constant C 5 and all β > 0,
We also note the following bound, which is obtained similarly: there exist constants C 5 , C 6 such that, for all β > 0,
The advantage of working withS N instead of S N is that the fields {S N z } z∈W N,i are independent for i = 1, . . . , 4. For every α, β > 0, we have the bound
where (5.5) was used in the last inequality. On the other hand, for any γ, γ ′ > 0,
where (5.6) was used in the inequality. Combining this estimate with (5.7), we get that, for any α, β, γ ′ > 0,
We now iterate the last estimate. Let η 0 = 1 − δ 0 < 1 and, for j ≥ 1, choose a constant
(It is not hard to verify that such a choice is possible.) With this choice of β j and γ ′ j , set α 0 = 0 and α j+1 = α j + C 4 + C 6 + β j + γ ′ j , noting that α j ≤ C 9 log(1/η j ) for some C 9 = C 9 (δ 0 ). Substituting in (5.8) and using Proposition 5.2 to start the recursion, we get that
Since η j ≤ (1 − δ 0 ) j , it follows that there exists a constant C 10 > 0 so that
. This completes the proof of Proposition 5.2 in the case k 0 = 0.
To consider the case k 0 > 0, definê
. On the other hand,Ŝ * N,k 0 has, by construction, the same distribution asS *
. Therefore, for any y ∈ R,
We conclude that
Application of (5.10) completes the proof of Proposition 5.2.
Proof of Proposition 5.3
The proof is based on the second moment method and is very similar to the argument in [Br78, Section 6]. We begin by introducing some notation. Recall that, for z ∈ V N ,
We introduce a time parameter, setting
for j = 0, . . . , n. Fix a (large) constant c 5 and introduce the function L n (j), j = 0, 1, . . . , n, with L n (0) = L n (n) = 0 and L n (j) = c 5 log j, j = 1, . . . , ⌊n/2⌋ c 5 log(n − j), j = ⌊n/2⌋ + 1, . . . , n − 1 .
We next introduce events involving the path S N z (·). Recall that A n = (2 √ log 2)n − (3/(4 √ log 2)) log n. For z ∈ V n , define the event
We have the following proposition.
Proposition 6.1. There exists a constant C 11 > 0 such that
Proposition 5.3 follows at once from Proposition 6.1, the Cauchy-Schwartz inequality P (h ≥ 1) ≥ (Eh) 2 /E(h 2 ), and the inequality
The rest of this section is devoted to the proof of Proposition 6.1. In the proof, certain crucial estimates (Lemmas 6.2 and 6.3) are discrete analogues of corresponding results in [Br78] . We provide in the appendix some detail on the proof of these lemmas.
Proof of Proposition 6.1 We begin with the following lemma; the appendix supplies details on the proof. Lemma 6.2. For some C 12 , C 13 > 0,
It follows from Lemma 6.2 that
To compute the second moment in (6.3), we first set
A crucial observation is that, by construction, the process {S N z ′ (ℓ + r(z, z ′ )) − S N z ′ (r(z, z ′ ))} ℓ≥0 is independent of the sigma algebra generated by (6.5) the processes {S N z (j)} j≥0 and {S N z ′ (j)} j≤r(z,z ′ ) .
(Note that the boxes involved in the construction of the first process are disjoint from those of the other two processes.) We employ the decomposition
We begin by considering Q 2 . For this, we introduce the event
It follows from (6.5) that
where G z,z ′ is a centered Gaussian random variable of variance
Therefore, using (6.4),
Since the number of points
] is bounded by a constant multiple of 2 2k , we conclude from (6.7) that
if c 5 is chosen large enough. It thus remains to handle Q 1 . Introduce the events
and, for w ∈ R,
It follows again from (6.5) that
z,z ′ , D Substituting (6.9) of the lemma into (6.8), we conclude that
This completes the proof of Proposition 6.1.
Appendix
In this appendix, we provide more detail on the bounds in (6.4) of Lemma 6.2 and (6.9) of Lemma 6.3, which in both cases are very similar to material in [Br78] .
Bounds in Lemma 6.2. Using the Brownian bridge z(s), s ∈ [0, n], that is standard Brownian motion x(s), s ≥ 0, conditioned on x(n) = 0, one has (A.1) P (z(s) < 2, s = 0, . . . , n) ≥ P (C z )/K(n) ≥ P (z(s) < 1 − L(s), s = 0, . . . , n), where K(n) = P (x(n) ∈ [A n , A n + 1]. One can check that (N 2 /n)K(n) ∈ [C 22 , C 23 ], for 0 < C 22 < C 23 < ∞. So, in order to demonstrate Lemma 6.2, it suffices to show the bounds on each side of (A.1) are of order 1/n. By [Br78, Proposition 2 ′ on page 555], (A.2) P (z(s) < 1 − L(s), s ∈ [0, n]) ≥ C 24 /n, which gives the desired lower bound. One obtains the analogous upper bound C 25 /n for the left side of (A.1) by applying the reflection principle to Brownian bridge; see also [Br78, Lemma 9] . (The bound in discrete time is the same as that in continuous time, up to the constant C 25 , since the "overshoot" of the normal past a boundary, over a unit time interval, has bounded second moment.)
Bound in Lemma 6.3. The bound in (6.9) is obtained in the same manner as are parts (a) and (b) of Lemma 11 on page 565 of [Br78] . One can apply the reflection principle as in part (a), but for discrete time instead of continuous time. (As in the derivation of the upper bound of (6.4), the "overshoot" of the normal only affects the constant in front.) One obtains with a little work that, for w ≤ r(z, z ′ )(A n + 1)/n − L n (z, z ′ ) + 1, (A.3)
z,z ′ ,w ) ≤ C 26 n − 3 2 (−w + r(z, z ′ ) n A n + 2) exp{−(A n − w) 2 /2u(z, z ′ )}.
As in part (b) of Lemma 11 of [Br78] , for the above range of w, the right side of (A.3) is maximized at the boundary w = r(z, z ′ )(A n + 1)/n − L n (z, z ′ ) + 1. Plugging this value of w into the right side of (A.3) yields (6.9).
