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In Brief
How do zebrafish larvae use auditory information to generate behavior? Privat et al. show that sensorimotor transformations are represented in a topographically continuous manner. The auditory response is temporally integrated to improve the extraction of sensory information and adapt the motor response to the auditory changes in the environment.
SUMMARY
Organisms use their sensory systems to acquire information from their environment and integrate this information to produce relevant behaviors. Nevertheless, how sensory information is converted into adequate motor patterns in the brain remains an open question. Here, we addressed this question using two-photon and light-sheet calcium imaging in intact, behaving zebrafish larvae. We monitored neural activity elicited by auditory stimuli while simultaneously recording tail movements. We observed a spatial organization of neural activity according to four different response profiles (frequency tuning curves), suggesting a low-dimensional representation of frequency information, maintained throughout the development of the larvae. Low frequencies (150-450 Hz) were locally processed in the hindbrain and elicited motor behaviors. In contrast, higher frequencies (900-1,000 Hz) rarely induced motor behaviors and were also represented in the midbrain. Finally, we found that the sensorimotor transformations in the zebrafish auditory system are a continuous and gradual process that involves the temporal integration of the sensory response in order to generate a motor behavior.
INTRODUCTION
One of the main goals in neuroscience is to understand how sensory information is represented in the brain and later integrated to produce relevant behaviors.
For several sensory modalities, information about the external world is represented in topographic maps. For instance, two visual stimuli that are close together in space will elicit responses in neighboring neurons (retinotopy). In mammals, birds, and lizards, acoustic frequency discrimination occurs in the cochlea due to the properties of the basilar membrane (for review, see [1] ). This spatial map of the frequency spectrum on the cochlea is called tonotopy and is propagated to the CNS through parallel channels and along the auditory hierarchy up to the primary auditory areas [2] [3] [4] [5] . Teleosts fish do not have a cochlea, but their inner ear consists of otoliths and a series of hair cells used for both the auditory and the vestibular system capable of detecting the acceleration component of sound [6] . In juveniles and adult fish, the emergence of the Weberian ossicles enables the transmission of sound pressure detected by the swim bladder to the inner ear5. In some species, this structure decreases the detection threshold and increases the sensitivity for high frequencies [7] . However, they are capable of using auditory information to detect prey, avoid predators, or to eavesdrop on animals from the same or different species [8] [9] [10] . Therefore, teleost fish should be capable of performing basic frequency discrimination at the level of the sensory hair cells or the nervous system. Indeed, frequency segregation was observed in the goldfish, where rostral saccular afferents respond to high frequencies and caudal afferents are tuned to lower frequencies [11] , probably due to mechanical properties of the hair cells.
In teleost fish, the octaval column receives inputs from the primary afferents of the inner ear and projects in turn to the torus semicircularis [12] . These two regions are thought to be homologous to the mammalian cochlear nucleus and the inferior colliculus. In goldfish, crude tonotopy was reported in the torus semicircularis [13] . In zebrafish larva, a coarse spatial frequency organization was hypothesized [14, 15] , but it still remains to be demonstrated.
Sensory representations are used to decode and interpret the external sensory world and generate motor patterns to respond to an ever-changing environment. For this purpose, the brain needs to compute sensorimotor transformations to convert the sensory responses into relevant motor behaviors.
Sensorimotor transformations have been studied in the context of chemotaxis and olfaction in the fruit fly [16] [17] [18] [19] and in C. elegans [20, 21] , active sensing and exploration [22] [23] [24] , and sensorimotor learning in mice [25] . However, these studies involve transformations at the cellular level or by monitoring a relatively small group of neurons. Using the zebrafish larva, which allows simultaneously monitoring sensory and motor circuits and motor behaviors, it is possible to study sensorimotor transformations at the circuit level [26] [27] [28] [29] . For example, visuomotor transformations are thought to occur at a brain region in the anterior hindbrain, where several visual responses converge [28] . Despite these advances, the neuronal circuit principles and mechanisms underlying sensorimotor transformations remain elusive.
Here, we took advantage of the auditory system of the zebrafish to study sound representations in the brain and the principles underlying their transformation into motor patterns. For this purpose, we used light-sheet and two-photon calcium imaging in intact, behaving zebrafish larvae expressing the genetically encoded calcium indicator GCaMP5. We monitored neural activity elicited by pure tones (150-1,000 Hz) and broadband noise across large portions of the brain with near single-cell resolution while simultaneously recording motor activity.
We found that auditory-induced neuronal responses were spatially organized according to four main different response profiles. Low frequencies (150-450 Hz) were locally processed in the hindbrain although higher ones (900-1,000 Hz) were transferred to the midbrain, suggesting the existence of two channels for processing auditory information. We propose that the local low-frequency channel is mainly used for the generation of an adequate motor behavior, although the second channel (low and high sound frequencies) may be involved in the modulation of other sensory modalities [30] .
To study how sounds are processed and transformed into motor patterns, we classified the neuronal responses according to their correlation with the auditory stimuli and the larva's tail movements. We found that auditory-induced activity propagated in the brain from sensory to motor areas via an intermediate sensorimotor circuit that was active upon the presentation of a stimulus but also during motor behaviors. Sensory networks faithfully encoded auditory information, regardless of the behavioral output, and motor networks did not show sensory-related activity. However, sensorimotor circuits were more active when a stimulus was followed by a motor behavior than in response to stimuli alone. Finally, we observed that the duration of the neuronal response was longer across the whole network when an auditory stimulus was followed by a motor behavior, suggesting that, in the auditory system of the zebrafish larva, sensorimotor transformations involve a temporal integrative process of the neuronal sensory response.
RESULTS

Auditory Responses in the Brain
To study how auditory stimuli are represented, integrated, and transformed into motor patterns in the auditory system of the zebrafish larva, we built a 3D-printed recording chamber with waterproof speakers (Visaton K28 WP) that enables delivering auditory stimuli, monitoring motor behaviors (tail movements), and recording neuronal activity using two-photon microscopy ( Figure 1A ). Eight days post-fertilization (dpf), transgenic zebrafish larvae expressing pan-neuronally GCaMP5 (Huc:GCaMP5) were restrained in low-melting agarose and placed in the center of the recording chamber. Calcium dynamics were monitored using a two-photon microscope from above the chamber. The agarose around the tail was removed, allowing monitoring the deflections of the tail using a high-speed camera ( Figure 1A ). Under these conditions, we presented to the larvae pure tones with frequencies ranging from 150 Hz to 1,000 Hz (STAR Methods). This range was selected based on previous studies [14, [31] [32] [33] . Due to the acoustic properties of the recording chamber and the non-linearities of the speakers, the presented auditory stimuli may have deviated from those generated by the computer. Therefore, we measured for each frequency stimulus the sound pressure and the particle acceleration within the chamber. Both pressure and acceleration were then equalized to obtain almost equal values across the frequency range used in our experiments (Figures S1B and S3B). In addition, to minimize the generation of harmonics, we used an auditory pulse with a ramping onset and a decaying offset ( Figure S1A ).
Neuronal activity was recorded from different optical planes containing the octaval nuclei (ON) in the hindbrain, which is the first known relay for auditory information in teleost fish; the reticulo-spinal circuit; the cerebellum; the nucleus of the medial longitudinal fascicle (nucMLF); and the torus semicircularis in the midbrain region, homologous to the inferior colliculus in mammals ( Figures 1B, 6D , and 6E).
To extract regions of interest (ROIs) responsive to the auditory stimuli, we used a regression approach (STAR Methods) based on stimulus-related regressors, one for each presented frequency. We then used this series of regressors to fit a linear model to the fluorescence time series of each ROI (Figure S2 ). The goodness of fit was assessed by computing the percentage of variance in the time series explained by the model (R 2 stim ). Only ROIs with high R 2 were kept for further analysis (STAR Methods). Using this approach, we found auditory-responsive ROIs in the octaval nuclei, in the eminentia granularis, in the torus semicircularis, and in a small nucleus on the lateral side of the lateral longitudinal fascicle (a total of 1,917 ROIs from 13 larvae; STAR Methods; Figure 1C ).
Auditory signals convey information through their intensity, their frequency content, and their variations over time. Here, we focused on the sound frequency content, which may carry crucial information about the nature of the sound source and trigger relevant motor behaviors. For example, the largemouth bass (Micropterus salmoides) produces $170 dB at $200 Hz when feeding on guppies [34] , and cyprinid fish are attracted (legend continued on next page) by the emitted sound of shuffling rocks, as they probably learned to associate it with new food sources previously hidden under the rocks [35] .
Frequency Representation in the Brain
To study how auditory stimuli of different frequencies are represented in the brain of the larva, we first calculated the larvae audiograms (STAR Methods). The audiograms displayed two main frequency bands: a low-frequency band from 150 to 450 Hz and a high-frequency band from 950 to 1,000 Hz. The average amplitude threshold was 138 ± 3.05 dB for the low-band frequency (Figure 2A ). We then computed the frequency tuning curves of each responsive ROI across the auditory circuits of the larva. To study the tuning curves, we used auditory stimuli with an amplitude of 155 dB (an amplitude above the detectable threshold, capable of triggering motor behaviors and inducing strong, but not saturated, neuronal circuit responses; Figure 2A ). Using k-means, we found that, among all ROIs, the frequency tuning curves could be classified in four main clusters that best represented the diversity of the obtained tuning curves ( Figures 2B and 2C ; STAR Methods). Among these clusters, two contained a frequency band ranging from 150 to 450 Hz and two others had an additional high-frequency band at 950 and 1,000 Hz. Figure S4 ).
To study the spatial organization of these four clusters across the different brain regions, we registered the brains' anatomy of each recorded larvae (8 dpf; n = 13) to a common reference space using an affine transformation (STAR Methods). We subsequently computed a normalized 3D density map for each cluster and projected the maximum density along the dorsoventral and mediolateral axis ( Figure 2D ; STAR Methods). We observed that the different clusters were organized along a rostrocaudal axis (dashed line in Figure 2E ), encompassing both the octaval nucleus and the torus semicircularis. The density histogram along this axis for each cluster (STAR Methods) showed that clusters with only the low-frequency band (150 and 450 Hz) were more represented in the caudal part of the axis (the octaval nuclei), although the clusters containing the high-frequency band (950 and 1,000 Hz) were more represented in the rostral part of the axis (the torus semicircularis; Figure 2E ).
This finding suggests that 8-dpf zebrafish larvae may process two relevant frequency bands via two different pathways. Low frequencies are locally processed in the hindbrain although low and high bands are transferred to the midbrain.
Development of the Auditory Responses
To find out whether the low dimensionality in the response profiles was the consequence of an immature nervous system and to study whether it changes as the larva develops, we reproduced these analyses at different developmental stages (from 7 to 21 dpf). We first observed that there were no major changes in terms of the audiograms ( Figures 3A and S3A ), and their detection thresholds were not significantly different across the different developmental stages (average 7 dpf, 141.8 ± 3.11; average 8 dpf, 137.5 ± 3.0; average 9 dpf, 144.9 ± 2.7; average 14 dpf, 136.6 ± 4.1; average 21 dpf, 142.5 ± 4.7; p = 0.44; ANOVA; Figures 3A, S3A, and S3B). Moreover, the 4 types of tuning curves across the different developmental stages were also very similar ( Figure 4 ; average correlation: 0.85 ± 0.14; Figure 4C ). The only exceptions were two clusters at 9 dpf, with tuning curves showing the emergence of a new mid-range frequency band at $650 Hz ( Figures 4A and 4B ). This mid-range band was still observed at 14 dpf but fully disappeared at 21 dpf.
Auditory-Induced Motor Behaviors
To further understand the biological relevance of these two auditory processing channels, we presented to the zebrafish larvae auditory stimuli of different frequencies while monitoring their motor behavior (tail deflections) using a high-speed camera (STAR Methods).
Previous studies showed that strong acoustic or vibrational stimuli can trigger startle responses of two different types: short-latency C-start (SLC) ($5 ms) and long-latency C-start (LLC) ($28 ms) [36, 37] . SLC responses are triggered by strong auditory stimuli and are Mauthner cell dependent. In contrast, LLCs are elicited by weaker auditory stimuli and are otolith dependent [37] .
To study the type of tail movements elicited by the auditory stimuli, we computed the latency from the stimulus to the onset of the induced motor behavior. For this purpose, we used two types of broad-band noise auditory stimuli: high amplitude (170 dB) and low amplitude (155 dB; the amplitude used in this study). We observed that high-amplitude stimuli generated movements with a probability of 0.92 and latencies displaying a bimodal distribution. The short latency population had an average latency of 11.82 ± 2.51 ms, most probably corresponding to SLCs. The longer latency population had an average latency of 60.62 ± 13.33 ms, resembling LLCs. In contrast, lower amplitude stimuli (155 dB) induced tail motor behaviors with a probability of 0.4 and more sparsely distributed latencies with an average of 150.75 ± 65.73 ms. The latter were significantly longer than those of LLCs (p = 5 3 10 À14 ; rank-sum; Figure 5A ). We named this type of behavior as long-latency tail movements (LLTMs), because they resembled symmetrical or asymmetrical scoots rather than C-start-like tail movements ( Figure 5A ) [38] . These results suggest that the amplitude of the auditory stimuli used throughout the experiments induces tail motor behaviors mediated by a neuronal circuit integration process rather than a rapid reflex response. To infer the significance of the correlation between auditory stimulation and LLTMs, we compared the datasets against a set of shuffled motor events. In this null model, the inter-event distribution of tail bouts was preserved but the onset of tail bouts was randomized (STAR Methods). Using this null model, we defined a threshold corresponding to the 95 th percentile of its distribution that enabled us to determine whether the auditory stimuli significantly induced motor behaviors. We observed that auditory stimuli of frequencies ranging from 150 Hz to 450 Hz were able to significantly elicit tail movements (p < 10 À4 for 150-400 Hz; p = 0.014 for 450 Hz after Bonferroni correction). Frequencies of 150 and 300 Hz were capable of inducing a motor behavior with a probability above 0.25. Auditory stimuli of 950 Hz and 1,000 Hz also significantly induced motor behaviors (p = 0.014 for 950 Hz; p = 0.041 for 1,000 Hz after Bonferroni correction) but with a much lower probability (0.1). Furthermore, the amplitude of the auditory-induced tail movements displayed a bimodal distribution, probably reflecting two different types of movements. When we compared the distributions of tail movement amplitudes elicited by low-or high-frequency band stimuli, we observed that both distributions were not significantly different (p = 0.73; rank-sum; Figure 5C ).
Sensorimotor Transformation
To characterize the neuronal processes mediating the auditory sensorimotor transformations, we described each ROI according to a sensorimotor ratio. For this purpose, we first computed (1) the level of correlation of the Ca 2+ transients of each ROI with the presentation of the auditory stimulus, which we defined as the percentage of variance of the stimulus responses explained by the linear model (R 2 stim ; Figure S2A ; STAR Methods) and (2) the level of correlation of the Ca 2+ transients of each ROI with the generation of a tail movement. For the latter, we also used a regression-based approach. Because ROIs correlated with behavior could be active before or after the onset of a movement, we used a series of regressors (one for each time frame) that spanned 3.5 s around the onset of each tail movement. The goodness of fit (R 2 mvt ) was computed for the whole series of regressors ( Figure S2D ; STAR Methods).
We then defined the sensorimotor ratio (SMR) as the difference between the percentage of variance explained by the stimulus and the behavior regressors divided by the total fraction of the explained variance: SMR = (R 2 mvt À R 2 stim )/(R 2 mvt + R 2 stim ). This ratio ranges from À1 (purely sensory) to +1 (purely behavior related; Figure S6 ).
Using this approach, we identified (1) ROIs whose variance was mostly explained by the sensory inputs, (2) a group of ROIs whose variance was mostly explained by the occurrence of a motor behavior, and (3) a group of ROIs whose variance was explained by both stimuli and behavior (2,915 ROIs from 10 larvae; Figures 5D and 6A, left; STAR Methods). The latter may represent candidate ROIs involved in the sensorimotor transformations ( Figures 6A and 6B ; Video S1). This approach revealed that ROIs with a large positive sensorimotor ratio (motor ROIs) were also active during self-generated (spontaneous) behaviors ( Figure 5D ). This suggests that the same motor circuit rather than an auditory dedicated one is active during self-generated and auditory-evoked motor behaviors (Figure 5D ). This was further confirmed at the whole population level (n = 27 larvae), where we found similar levels of activity during self-generated and auditory-induced tail movements for ROIs with large positive sensorimotor ratios (motor ROIs; Figures  S7A-S7C) .
To visualize the topography of the ROIs according to their sensorimotor ratio, we aligned the positions of each ROI to a reference brain ( Figure 6A , right panel; STAR Methods), which was then aligned to the z-brain atlas [39] . The latter enabled the identification of anatomical regions (Figures 6D and 6E ) and the neuron types (glutamatergic, GABAergic, and glycinergic; Video S2). The average sensorimotor map showed auditory sensory areas in (1) the octaval nuclei (ON), which contained anatomically segregated glutamatergic, GABAergic, and glycinergic neurons; (2) parts of the cerebellum containing two segregated groups of glutamatergic and GABAergic neurons; and (3) the torus semicircularis (mostly GABAergic). The motor ROIs were mainly observed in (4) the reticulo-spinal circuit (overlapping glutamatergic, GABAergic, and glycinergic neuronal populations), (5) the cerebellum (anatomically segregated glutamatergic and GABAergic neurons), and (6) the rostral part of the nucleus of the medial longitudinal fascicle (nucMLF), which was mainly glutamatergic. Sensorimotor regions were localized at the boundaries of the sensory areas at the intersection with the motor regions. In addition, sensorimotor circuits were also observed toward the caudal part of the nucMLF (Figures 6A , 6D, and 6E; Video S2).
To learn about the mechanisms underlying the sensorimotor transformations, we grouped our ROIs from 10 larvae into bins based on the value of their sensorimotor ratio. We pooled together results from stimulus frequencies that robustly elicited behavioral responses (150-450 Hz). We took advantage of the variability in the behavioral outcome of the auditory stimulations and averaged the activity of ROIs in each sensorimotor bin across trials for which the auditory stimuli failed to induce a behavioral response (black curve, top row, Figures 6B and 6C ) and across trials where auditory stimuli elicited a tail bout (orange curve, top and bottom row, Figures 6B and 6C ). We also averaged the neural activity around the onset of spontaneous movements (purple curve, bottom row, Figures 6B and 6C) . The average over trials was once time locked to the onset of the stimuli ( Figures 6B and 6C , top row) and once to the onset of the tail movements ( Figures 6B and 6C, bottom row) . We observed that ROIs with a low sensorimotor ratio (sensory ROIs) faithfully represented sensory information independently of the behavioral outcome ( Figures 6B and 6C, top left) . Reciprocally, ROIs with a high sensorimotor ratio (motor ROIs) represented motor-related information with similar levels of activity independently of the sensory stimuli ( Figures 6B and 6C , bottom right). In contrast, ROIs with a sensorimotor ratio close to zero (sensorimotor ROIs) showed levels of activity that were significantly different when a stimulus induced a motor behavior than when the stimulus failed to induce one ( Figures 6B and 6C) .
To further study of the temporal dynamics of the auditory sensorimotor transformations, we used light-sheet microscopy using high-acquisition rates (20 Hz) . We recorded the neural activity and the motor behavior of 27 larvae in response to a broadband auditory stimulus (250-1,000 Hz; Figure 7A ; Video S2; STAR Methods). Using this approach, we calculated the onset of the calcium transients with respect to the onset of the auditory stimuli (STAR Methods; Figure 7A ). We observed that neuronal responses to auditory stimuli that failed to trigger a motor behavior were limited to the sensory ROIs ( Figure 7B ). In contrast, sensory stimuli that successfully triggered a motor behavior induced neuronal responses among ROIs with a full spectrum of sensorimotor ratios ( Figure 7B ). This analysis and the spatial distribution of the onsets of the different ROIs (Figure 7D) suggest that information flows from sensory to motorrelated areas via the sensorimotor ROIs. The latter is also supported by the positive correlation between the averaged onset of the ROIs against the sensorimotor ratio ( Figure 7C) .
To investigate the mechanisms mediating the sensorimotor transformations in the zebrafish auditory system, we calculated (1) the number of activated ROIs (ROIs whose activity was above a threshold of 2 SDs from the average activity, 500 ms before stimulation), (2) the DF/F, and (3) the duration of the auditoryinduced Ca 2+ transients for the ROIs of different sensorimotor ratios, when the stimulus induced a motor behavior or when it failed to do so ( Figure 7E ). We observed that the number of recruited ROIs with low sensorimotor ratios (sensory ROIs) when stimuli induced a motor behavior was not significantly different from the number of recruited ROIs than for trials in which the stimuli failed to do so ( Figure 7E , top; p = 0.1936, 0.0323, 0.0059, 0.0024, and 0.0003; one-tailed paired Wilcoxon signed-rank test after Bonferroni correction). Along the same lines, the DF/F of the induced Ca 2+ transients in sensory ROIs when the stimuli succeeded in inducing a motor behavior was not significantly different from the DF/F than for trials in which stimuli failed to do so ( Figure 7E, middle) . However, for the sensorimotor ROIs, the amplitude of the induced Ca 2+ events was significantly higher when a stimulus induced a tail movement than when it did not ( Figure 7E , middle; p = 1, 0.0096, 0.0011, 0.0015, and 0.0391; one-tailed paired Wilcoxon signed-rank test after Bonferroni correction). In contrast, the duration of the induced Ca 2+ transients was significantly larger for the sensory and sensorimotor ROIs when a tail movement followed the auditory stimulation (Figure 7E , bottom; p = 0.0162, 0.0131, 0.0052, 0.0037, and 0.7812; one-tailed paired Wilcoxon signed-rank test after Bonferroni correction). These results show that the duration of the auditory-induced response is determinant for the sensorimotor transformations. In addition, we observed that ongoing spontaneous activity before the onset of the auditory stimulation failed to predict the outcome of the sensory response ( Figure S7D ). Thus, we suggest that the increase in duration of the auditory responses does not result from its integration with the current state of the network, but it rather represents the integration of the sensory response in order to activate the sensorimotor and motor circuits.
DISCUSSION
The neuronal representation of sensory information has been exhaustively studied. However, how this information is then integrated and transformed into motor patterns still remains elusive.
In this study, we simultaneously recorded auditory-induced neuronal responses of both sensory and motor circuits while monitoring tail motor movements. We found auditory-induced responses to frequencies ranging from 150 to 1,000 Hz in the octaval nuclei, the torus semicircularis, the eminentia granularis, and the nucleus of the lateral longitudinal fascicle [40] . The audiograms of zebrafish larva displayed sensitivities for two main frequency bands (150-450 Hz and 950-1,000 Hz), as observed in [11] .
In contrast to other studies that suggest a tonotopic organization in fish [13, 14, 41] , here, we only found four different frequency response profiles represented in the brain. These four different types of tuning curves involved low-and high-frequency bands. These two bands may directly emerge from the mechanical properties of the two different populations of the saccular hair cells (rostral saccular afferents respond to high frequencies although caudal afferents are tuned to lower frequencies) [11] , probably due to mechanical properties of the hair cells [42] .This low-dimensional auditory representation of sound frequency in the zebrafish larvae is different from the high-dimensional processing in cochlear animals where neurons with sharp and broader tuning curves are observed for a large range of frequencies across several auditory brain regions [11] , along with many other neurons with more complex response profiles: sound onsets and offsets of particular amplitude; amplitude modulation; frequency modulation; or harmonicity [43] , for which more complex methods are necessary for their response description (e.g., spectro-temporal receptive fields) [44] .
Two of these profiles were sensitive to low-frequency bands, which were processed locally in the hindbrain. The two others were bimodal, containing a low-frequency band and an additional high-frequency one. They were both represented in the hindbrain and the midbrain of the larva. This finding suggests that young larvae may process low and high frequencies differently via two different channels with different biological or functional relevance. Low frequencies are locally processed in the hindbrain to generate motor behaviors (e.g., the largemouth predator generates $200 Hz when attacking prey) [34] , although low and high bands are transferred to the midbrain. It is possible that the latter channel serves for modulation of the tectal visual response because previous studies showed that simultaneous presentation of visual and auditory stimuli to zebrafish larva reduced the visual response in the optic tectum [30] . This hypothesis is supported by the fact that tail movements were induced mainly by low-frequency sounds and that the auditory responses in the torus semicircularis were colocalized with mainly GABAergic neurons.
Both audiograms and tuning curves did not differ much between 7 and 21 dpf. The audiograms and the auditory thresholds at the different developmental stages were relatively similar. The 4 types of frequency tuning curves were also observed at all developmental larval stages. Therefore, we suggest that the low-dimensional encoding in zebrafish larvae emerges early in development and remains stable thereafter. However, a midrange-frequency band transiently emerged at 9 dpf, disappearing around 21 dpf. Whether this transient frequency band stimulus onset. Black curve, stimulus not followed by a tail movement. Bottom: average DF/F across ROIs when the fish moved is shown (t = 0 s: movement onset). Orange curve, tail movement preceded by an auditory stimulation. Purple curve, self-generated movement. In the bottom panels, the delay between the orange curve (stimulus-induced movement) and the purple curve (self-generated movement) corresponds to sensory processing, because the stimulus occurs before the movements. Figure S6 and Videos S1 and S2.
represents a relevant developmental process remains to be determined.
The ability to simultaneously monitor neuronal activity and tail motor behavior allowed us to study the processes underlying sensorimotor transformations in the hindbrain of the larva. Using a linear regression approach to classify ROIs according to a sensorimotor ratio, we found a topographic and functional continuum of the sensorimotor representation, suggesting a gradual (E) Top: number of ROIs above the 3 SD threshold for each sensorimotor ratio bin (mean ± SEM). Middle: peak DF/F for each bin is shown (mean ± SEM). Bottom: transient duration computed as the full width at half maximum of the calcium transients for each bin is shown (mean ± SEM). Red line, auditory stimulation followed by a tail movement in a 500-ms time window after stimulation onset. Black line, auditory stimulation not followed by a tail movement. Results were pooled across 27 larvae. Bins were compared using the one-tailed Wilcoxon paired signed rank test, and p values were subsequently adjusted using Bonferroni correction. See also Figure S7 . transformation of sensory information into motor patterns. This continuous gradual transformation of the sensory information into motor patterns and the increase in the duration of the auditory-induced calcium transients when a stimulus induced a motor behavior suggest that the sensorimotor transformations do not reflect a gating mechanism (e.g., controlling the passage of neuronal activity from the sensory to the motor circuits by an independent modulatory circuit) [45] but rather the capacity of the circuit to integrate the auditory-induced neuronal response. This hypothesis is also supported by the long and variable latency of the induced tail movements. This increase in the duration of the calcium transients could be driven through recurrent connectivity to sufficiently amplify neural activity and reach the threshold required to activate the motor circuits.
This mechanism may help integrate auditory information to obtain reliable information about the detected stimulus to generate a relevant behavioral response.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: Some of the highest sound intensity produced vibration artifacts in the imaging, the corresponding frames were therefore removed from the recordings. We were still able to record neural activity due to the slow dynamics of GCaMP5. A multiple regression model was fit to estimate the amplitude of the neural response. ROIs responsive to the stimulus were identified as previously stated, and only those ROIs activity was kept for further analysis. To evaluate the threshold at which neural activity was deemed significant, we estimated the null distribution of the regression coefficients by fitting neural activity in between stimulations. Regression coefficients with a value above the 95th percentile of the null distribution were considered significant.
Finally, the regression coefficients from all detected ROIs were averaged together to obtain a single number, representative of the overall brain activity at each frequency and intensity level.
Calcium imaging
Two-photon calcium imaging Zebrafish larvae (Huc:GcaMP5) from 7 to 21 dpf were head-embedded in 2% low-melting agarose inside a recording chamber filled with E3 embryo medium ( Figure 1A) . The tail of the larva was freed from agarose and tail bouts were recorded (150 Hz) from below with a high-speed camera (Baumer HXG20NIR) and infra-red illumination. Neural activity was monitored using a two-photon microscope (MOM, Sutter Instruments) controlled by Scanimage 3.8. We used a 25x, NA 1.05 objective (Olympus) and a Ti:Sapphire laser (Spectra-Physics Mai Tai DeepSee) tuned at 920 nm. The whole hindbrain was recorded at different depths with a frame rate of 2.79 Hz. Auditory stimuli, behavior recordings and two-photon imaging were synchronized using TTL signals (Arduino Uno).
Selective-plane illumination microscopy
We used selective-plane illumination microscopy (SPIM) to record the neuronal activity from different optical sections of the zebrafish hindbrain, with near cellular resolution. Optical sectioning was achieved by the generation of a micrometer-thick light sheet to excite GCaMP5 from the side of the larva. The GCaMP emission was collected by a camera whose optical axis was orthogonal to the excitation plane (a 488 nm laser, Phoxx 480-200, Omicron). The laser beam was first filtered by a 488 cleanup filter (XX.F488 Omicron) and coupled to a single-mode fiber optic. The beam was expanded using a telescope (f = 50 mm, LA1131-A, and f = 150 mm, LA1433-A, Thorlabs) and projected onto two orthogonal galvanometric mirrors (HP 6215H Cambridge technology) to scan the laser beam, whose angular displacement were converted into position displacement by a scan lens (f = 75 mm AC508-075-A-ML, Thorlabs). The laser beam was then refocused by a tube lens (f = 180 mm, U-TLUIR, Olympus) and focused on the pupil of a low-NA (0.16) objective lens (UPlan SAPO 4x, NA = 0.16, Olympus) facing the specimen chamber. This arrangement yielded a 1mm-wide illumination sheet and a beam waist of 3.2 mm (1/e2). The emitted fluorescence light was collected by a high-NA water-dipping objective (N16XLWD-PF, 16x, NA = 0.8, Nikon) mounted vertically on a piezo translation stage (PI PZ222E). A tube lens (f = 180mm U-TR30IR, Olympus), a notch filter (NF03-488, to filter the laser's excitation light), a band-pass filter (FF01 525/50 Semrock) and a low-pass filter (FF01 680 SP25 Semrock, to filter the IR light) were used to create an image of the GCaMP5 emitted fluorescence on a sCMOS sensor (Orca Flash 4.0, Hamamatsu). The acquisition rate was 20 Hz.
Data analysis
Pre-processing of neural data The acquired series of images were registered to correct for potential drifts in the XY plane using a custom script written in MATLAB which computes the cross correlations in the Fourier domain and the offset value for each frame in the dataset. We then smoothed the curve describing the offset values against time using a running average with a sliding window of 100 frames, and subtracted each offset value from this smoothed curve. This difference was then used to estimate the deviation of the position of each frame the baseline. Then, we computed the Z-scores across a sliding window of 100 frames and tagged displacements that had a Z-score over a threshold of 3. These displacement events above the threshold were then manually curated to remove movement artifacts. This procedure removed on average 2.27 ± 0.74% of the frame per larva. Since the expression of Huc:GCaMP5 is cytosolic, most of the recorded signals originate at the neuropil. We therefore decided to segment images using small hexagons that matched the size of neurons. The time series of pixel belonging to the same hexagon were averaged together. We computed the baseline fluorescence as the 8 th percentile in a running window of 30 s [14] to obtain the relative change of fluorescence (DF/F).
The same procedure was applied to pre-process the light-sheet datasets. However, since the larvae were more constrained within a capillary tube, and we recorded at a higher frame rate (20 Hz), movements of the larvae did not affect the analysis of the datasets, and therefore no frames were removed from the registered datasets.
Selection of regions of interest and sensorimotor ratio
We selected ROIs responsive to auditory stimuli of different frequencies and ROIs according to their correlation with motor behavior using a multivariate linear regression approach. We built one regressor for each frequency of the presented auditory stimuli as the convolution between the indicator function of the stimulus presentation (0 in the absence of stimulus and 1 when a stimulus was presented) and the GCaMP5 kernel ( Figure S2A ).
To find ROIs correlated with behavior we built one regressor for each frame around the onset of the tail movements (from 10 frames before to 10 frames after the onset of the movement for the two-photon experiments, making a total of 21 regressors, Figure S2D , and from 10 frames before to 40 frames after the onset of the movement for the light-sheet experiments, making a total of 51 regressors). The two linear models for auditory stimuli and motor behavior were fit separately on the datasets. Generally, the neural responses that correlated with motor behavior displayed larger amounts of trial-to-trial variability compared to sensory responses. This, and the design of the linear model for motor behavior resulted in lower values for R 2 values describing motor behavior when compared to R 2 values for auditory stimuli.
In order to select ROIs responsive to the auditory stimuli or correlated with the motor behaviors, we built a null model were the stimulus timings were shifted to fall into regions of spontaneous activity, while the inter-stimulus intervals were preserved. We applied the regression analysis to the shifted regressors and obtained a null distribution for the R 2 values in 2 dimensions. Only regions of interest with a mahalanobis distance of 7 from the center of a 2D Gaussian fit to the null distribution were considered as responsive ROIs and were kept for further analysis ( Figure S5) . For experiments in which behavior was not recorded, we kept ROIs with a R 2 value above a threshold of 0.10 for the regression with auditory stimuli.
To determine whether a ROI was more responsive to auditory stimuli or correlated with behavior, we computed a sensorimotor ratio (SMR) based on the percentage of variance explained by the linear regression analysis: SMR = (R 2 mvt -R 2 stim ) / (R 2 mvt + R 2 stim ).
Spatial normalization
As a reference stack, we imaged the whole brain of a 7 dpf Huc:GCaMP5 larva (132 planes) using a confocal microscope (Leica SP5) with a lateral resolution of 1.21 mm per pixel and an axial resolution of 2.98 mm per pixel. Individual optical sections of different larvae were manually registered to the confocal stack using an affine transformation. This allowed us to project the position of ROIs from different larvae into a common 3D reference space.
Density maps
To obtain the cell-density map for each frequency-tuning cluster ( Figure 2D ), we computed the density of ROIs in each cluster in the 3D reference space by convolving with a Gaussian kernel (sigma = 3.63 mm in the XY axis, 8.94 mm in the Z axis). We then projected the normalized maximum density along the Z and y axis, color-coded according to the cluster whose density is maximal. To compute the density along a relevant axis, we projected on this axis the number of ROIs of each cluster, and then computed the density along that axis using kernel density estimation. Detection of the onset and the duration of Ca 2+ transients To compute the onset and the duration of calcium transients in the datasets acquired using the light-sheet microscope at 20 Hz, we averaged across trials the DF/F traces. These were then smoothed temporally using a Gaussian filter (s = 150 ms) to remove noise in the signal. The onset was computed as the time point where the second derivative of the smoothed traces was maximal. The duration was defined as the full width at half-maximum of the smoothed traces. For this purpose we used a linear interpolation. Pre-processing of behavioral data Videos of the tail of the larva were analyzed as previously described in Olive et al. [42] . Briefly, the tail was segmented and two ellipses fit to the head and tail of the larva. The tail deflection was defined as the inverse of the average distance between all the pixels in the larva and the intersection of the minor axis of the two ellipses. To obtain a dimensionless value, the result was multiplied by the length of the larva at rest.
Analysis of motor behavior
Movements that occurred in a 500 ms time window after the onset of an auditory stimulation were considered as elicited by the stimulation. To validate this approach, we used a permutation-based approach. We counted the number of stimuli followed by at least one tail bout in a 500 ms time window and compared this number to a null model where the onset of movements was shuffled but the inter-bout interval distribution was kept intact.
Clustering of tuning curves and clustering validation
To calculate the frequency tuning curves of each ROI, we computed for each presented frequency the average DF/F within a 2 s time window starting at the onset of the stimulus. This was further averaged across the different trials. To cluster the frequency tuning curves, we pooled the tuning curves from all ROIs responding to the auditory stimuli from all animals. The tuning curves were normalized so that the minimum value was set to zero and the maximum to one, which allows clustering together tuning curves of similar shape but different amplitudes. We used the k-means algorithm with euclidean distance to cluster the tuning curves.
To validate the clustering solution, we used a set of convergent approaches. We computed two clustering indices, the Calinski-Harbasz index which is based on the ratio of between and within-cluster variance, and the Silhouette index, which describes how similar each observation is to observations in its own cluster, when compared to observation in other clusters.
The Calinski-Harabasz criterion is defined as:
where k is the number of clusters, and N is the number of observations. The between-cluster variance is defined as: where n i is the number of observations in cluster i, m i is the centroid of cluster i, m is the overall mean of the data. The within-cluster variance is defined as:
x is a data point, c i is the ith cluster, and m i is the centroid of cluster i. The silhouette index for one observation i is defined as:
where a i is the average distance from the ith point to the other points in the same cluster as i, and b i is the minimum average distance from the ith point to points in a different cluster, minimized over clusters. The silhouette value ranges from -1 to 1. A high silhouette value indicates that i is well-matched to its own cluster, and poorly matched to other clusters.
We also used a hierarchical clustering approach, using Ward's method, which iteratively merges clusters together to minimize the overall within-cluster variance. Hierarchical clustering also yields a dendrogram, which describes the structure of the clustering solution in terms of distance between clusters. The distance between two clusters A and B is computed as:
where n A is the number of points in cluster A, n B is the number of points in cluster B, m A is the centroid of cluster A and m B is the centroid of cluster B. A large distance between clusters indicates a high cost for merging the clusters in terms of overall within-cluster variance. Finally, we also used principal component analysis. We inspected the distribution of scores in PC space, to find signs of multimodality. Gaussian-mixture models with 2 components were fit to the distribution of scores for PC1 and PC2 to find the value that best separated between components. We used these thresholds as a linear separation to classify the data in 4 groups and compare it with our k-means clustering results.
Presenting auditory stimuli with higher frequency resolution (150 -300 Hz using frequency steps of 10 Hz) showed similar clustering results suggesting that the low dimensionality of frequency representation in the larva's nervous system is not due to the type of auditory stimuli used. High speed recording of behavior To characterize the delay between the onset of the acoustic stimulation and the onset of behavior, we recorded the behavior of the larvae using a high-speed camera at 1000 Hz (Baumer HXG20NIR) with infrared illumination. To synchronize the video recordings with the auditory stimuli (500 ms broadband noise between 250 Hz and 1000 Hz), we triggered the camera with a National Instruments NI PCI-6711 card. The resulting videos were then analyzed manually to determine the onset of behavior. We used 3 types of stimulation: 0dB (no sound), 155dB and 170dB re. 1 mPa, with an inter-stimulus interval of 30 s. For the strong stimulus, the histogram of delay was multimodal, we estimated the statistics of each component separately using a Gaussian mixture model.
Lateral line ablation
To evaluate the contribution of the lateral line system to the auditory neural responses, we chemically ablated the lateral line using neomycin. Larvae were incubated during one hour in a 200 mM neomycin solution (Sigma) in E3 medium, rinsed for one hour in E3 medium and placed under the microscope for recording [14, 48] Registration to the z-brain atlas Our reference brain (7 dpf Huc:GCaMP5 larva, 132 planes) was registered against the Elavl3:GCaMP5 brain in the z-brain atlas [39] using the Computational Morphometry Toolkit (CMTK) [49] . We used the command: cmtk registration -initial initial.xform -v -dofs 6,9,12 -o affine.xform reference.nrrd sample.nrrd to produce the initial affine transformation and cmtk warp -v -registration-metric nmi -jacobian-weight 1e-5 -fast -e 16 -grid-spacing 100 -energy-weight 1e-1 -refine 2 -coarsest 4 -ic-weight 0 -accuracy 0.5 -output-intermediate -o warp.xform -initial affine.xform reference.nrrd sample.nrrd, to perform the final elastic registration.
QUANTIFICATION AND STATISTICAL ANALYSIS
Whenever we could not assume a normal distribution of the data, the statistical inference was made using a non-parametric framework: permutation-based tests, Wilcoxon rank sum test for independent samples, or Wilcoxon signed rank test for paired samples.
In the cases where multiple testing were performed, we used Bonferonni correction (p values are adjusted by multiplying by the number of tests performed) to control for the number of false positives.
DATA AND CODE AVAILABILITY
Raw data and codes from the current study were not deposited into a public repository due to the large size, but are available from the Lead Contact upon request. 
