Quasi Fermi level splitting of Cu-rich and Cu-poor Cu(In,Ga) The quasi Fermi level splitting is measured for Cu(In,Ga)Se 2 absorber layers with different copper to (indium þ gallium) ratios and for different gallium contents in the range of 20%-40%. For absorbers with a [Cu] /[In þ Ga] ratio below one, the measured quasi Fermi level splitting is 120 meV higher compared to absorbers grown under copper excess independent of the gallium content, contrary to the ternary CuInSe 2 where the splitting is slightly higher for absorber layers grown under copper excess. Possible explanations are the gallium gradient determined by the secondary ion mass spectrometry measurement which is less pronounced towards the surface for stoichiometric absorber layers or a fundamentally different recombination mechanism in the presence of gallium. Comparing the quasi Fermi level splitting of an absorber to the open circuit voltage of the corresponding solar cell, the difference for copper poor cells is much lower (60 meV) than that for copper rich cells (140 meV). The higher loss in V OC in the case of the Curich material is attributed to tunneling enhanced recombination due to higher band bending within the space charge region. In this publication, absorber layers with CGI below 1 are denoted as Cu-poor and absorber layers with CGI above 1 are denoted as Cu-rich. Absorbers grown with a CGI above 1 form stoichiometric CIGS and a secondary phase of copper selenide. After etching with potassium cyanide (KCN), the secondary phases are removed and all Cu-rich absorbers are stoichiometric. The stability of the ternary semiconductor in the Cu-poor part of the phase diagram is possible due to the introduction of defects into the crystal structure, leading to lower carrier lifetimes and inferior transport properties. 3 CIGS layers grown under copper excess have a lower defect density but solar cells are dominated by recombination near the interface with a CdS buffer layer and thus show a strong decrease in the open circuit voltage (V oc ). 3, 4 With absolute calibrated photoluminescence (PL) experiments on etched absorber layers at room temperature, it is possible to measure the quasi Fermi level splitting (qFLs) l which is an upper limit for the open circuit voltage. [5] [6] [7] [8] A material with a high recombination rate will show a low qFLs due to a lower density of photo-generated charge carriers. Thus, the qFLs gives a direct assessment of the quality of the absorber layer without the need of finishing the solar cell. For pure copper indium di-selenide CuInSe 2 (CIS) without gallium, the qFLs in Cu-poor films is lower than for Cu-rich films, albeit only by 50 meV. 3, 9, 10 However, in finished solar cells, the Cu-rich material shows a 90 mV lower V oc than its non-stoichiometric counterpart. The degradation of the qFLs of bare absorbers exposed to air shows an exponential decay behavior 9 for both materials. The decay is entirely driven by the formation of In 2 O 3 11 at the surface causing enhanced recombination and reduced minority carrier life time. 9 Absorbers with overall copper poor composition show a more prominent decrease of the qFLs with a decay constant of approximately 30 min in comparison to polycrystalline Cu-rich absorbers with a decay constant of roughly 650 min. All absorbers can be refreshed to their as grown value by a KCN etch. 9 This paper investigates the behavior of the qFLs of Cu-rich and Cu-poor Cu(In,Ga)Se 2 films.
Polycrystalline CIGS samples have been prepared in a modified 3-stage-coevaporation process on molybdenum coated soda lime glass substrates in a molecular beam epitaxy system. 12, 13 The CGI ratio is controlled by the length of the third stage. The overall elemental composition of grown absorbers is determined by energy dispersive x-ray spectroscopy (EDX). The investigated Cu-poor samples have a CGI of 0.9 while the Cu-rich samples have a CGI of roughly 1. Published by AIP Publishing. 109, 082105-1 used for optical excitation because of its long term power output stability. For photon counting and thus the determination of the qFLs, two corrections are applied to the raw data. The spectral correction is carried out using a commercial calibration lamp with a known spectrum. For the intensity correction, the beam diameter is measured with a CCD-camera and the laser power with a power meter. With this, the incident photon flux is calculated and tuned to be twice the photon flux of the AM 1.5 sun spectrum above the bandgap. The calibrated luminescence spectra are converted to energy space and evaluated by means of Planck's generalized law 5 which describes the PL-yield depending on the energy as a function of absorptivity, temperature, and the qFLs. By fitting the high energy slope at photon energies sufficiently larger than the bandgap, the absorptivity can be assumed unity and thus the qFLs extracted 7, 10 (additional details are in the supplementary material). Before each PL measurement series was performed, the prepared absorber layers are etched in the same way as for cell preparation and directly transferred to the calibrated PL set up. The time between etching and the first PL measurement is approximately 3 min.
The current voltage characteristics (IV) of finished cells are measured under 100 mW/cm 2 illumination of a halogen cold mirror lamp. Furthermore, the external quantum efficiency (EQE) was determined and the electronic band gap (E g ) extracted from a linear extrapolation.
To confirm the lower defect concentration of Cu-rich absorber layers, illumination dependent PL measurements are carried out at a temperature of 10 K. For Cu-poor materials, one broad PL-peak caused by the compensation of the material is expected 14, 15 whereas for a Cu-rich material with good crystal structure, a few narrow peaks should be detectable. 16 All Cu-poor samples show, as expected, one broad asymmetric peak, which is exemplary plotted in Fig. 1 in black and shifted upwards for better clarity. By plotting the integrated area below the curve half logarithmically over the excitation power, a k-value, according to Ref. 17 , of (0.97 6 0.01) can be determined as an average over all Cupoor samples. Furthermore, a peak shift of (10 6
1 are expected. For all Cu-rich samples, at least two peaks per sample could be measured. Those peaks are much narrower compared to the Cu-poor counterparts, shown in blue at the bottom of Fig. 1 . The peak centered at lower energies (P1) shows a peak shift with excitation of a few meV per decade and the peak centered at higher energies (P2) shows a shift below 0.5 meV per decade. The exemplary sample shows a k value of 0.86 for P1 and a k value of 1.6 for P2. Those values indicate at least one donor-acceptor transition (P1) and an excitonic transition (P2). Temperature dependent measurements show an activation energy of 5 meV for P1 further suggesting a bound excitonic transition. This confirms the thesis of a better crystal structure of the Cu-rich samples compared to Cu-poor samples investigated within this study.
In Fig. 2 , a time dependent qFLs l measurement is depicted for one Cu-poor with a bandgap of 1.17 eV and one Cu-rich absorber with a bandgap of 1.14 eV, which both have a GGI of roughly 0.3. The measured values decrease over time for both materials with similar decay times due to oxidation of the surface. The qFLs values for stoichiometric absorbers are well below the ones for Cu-poor absorbers in contrast to the observation in CIS. 9 The description of the decay behavior with an exponential function, according to Regesch et al. 9 as shown in the graph, does not describe the data accurately. Especially when plotted semilogarithmically against time, the data show more than one linear region, indicating that the oxidation of the surface is more involved in the case of CIGS than in the case of CIS. The results of the evaluation with this method are strongly dependent on the fitted region and vary even between similar samples. Thus, the results of the fit are not reliable and will not be used to categorize the samples. In general, the extracted decay constant s is in the range of 20 min for Cupoor samples and about 35 min for Cu-rich samples. The strong difference between decay constants in Cu-rich and Cu-poor CIS absorbers of 650 min to 30 min (Ref. 9 ) cannot be verified for CIGS.
Since the fitting is not adequate and we cannot use it to extrapolate the qFLs directly after etching, the very first data point of each time series is used to compare the qFLs between different samples. In Fig. 3 , the obtained values are plotted against the electronic band gap determined from EQE, which corresponds to the bandgap of the minimum of the gallium gradient. 18 All Cu-poor samples show a higher qFLs regardless of the bandgap/the amount of gallium. The solid lines depict a linear fit to the data with a fixed slope of 1, assuming a linear relationship between splitting and bandgap. This may not hold true for the whole bandgap range from 1 eV for CIS to 1.7 eV for copper gallium di-selenide CuGaSe 2 (CGS) but is sufficient for the limited energy range investigated.
The fitting shows a (120 6 10) meV lower qFLs for the Cu-rich samples which is inconsistent compared to the results for CIS 9 where Cu-rich has a slight advantage in the case of the bare absorber. A possible explanation for this difference could be the GGI gradient within the layer that can be expected in samples prepared by a 3-stage process. To verify this assumption, secondary ion mass spectrometry (SIMS) measurements were carried out. To scale the relative gallium and indium counts acquired, it is assumed that the bandgap from EQE corresponds to the bandgap of the minimum of the gallium gradient. In Fig. 4 , the extracted GGI ratios from the SIMS measurement of the absorber are shown for one Cu-rich and for one Cu-poor with similar compositions. The corresponding bandgap was calculated assuming a bandgap bowing according to Alonso et al. 19 Since the overall copper composition was varied by changing the length of the third stage, the Cu-rich samples are a bit thinner.
Both curves show a strong gallium gradient towards the back contact, increasing the collection efficiency and reducing recombination at the molybdenum interface. The gallium gradient towards the front is much more pronounced for the Cu-poor samples but also measurable in the case of the Cu-rich sample. This leads to a difference of the bandgap at the surface and the minimum of the gallium profile of about 10 meV in the case of Cu-rich and 40 meV for Cu-poor samples. The difference in qFLs can be explained by reduced surface recombination due to the more prominent gallium gradient towards the surface in case of Cu-poor absorbers or by a fundamental difference in the recombination mechanism between CIS and CIGS. For the latter one, we propose the Ga Cu antisite defect as a deep donor. In the case of a Cupoor composition, this defect is predominantly in a complex form with two copper vacancies (Ga Cu þ 2 V Cu ) 20 forming a donor type defect which is less deep inside the bandgap. In the case of a Cu-rich composition, the number of copper vacancies is greatly reduced leading to more gallium antisite defects which are not passivated and thus a decrease of the qFLs. An error of the measured PL spectra due to the gallium gradient can be excluded, since it is assumed that the PL is emitted from the bandgap minimum. This assumption is supported by measurements with different excitation wavelengths and thus different penetration depths that show identical spectra without any shift of the peak position. PL measurements from the backside measured on layers which were physically removed from the molybdenum back contact also show a peak at the same energy.
It has been shown that a thin layer of CdS applied by chemical bath deposition is sufficient to passivate the surface of CIS absorber layers for months. 9 The same effect has been observed for Cu(In,Ga)Se 2 samples investigated here. Comparing the very first measurements after the KCN etching of a bare absorber to the data of the same absorber with a passivation layer, no difference is observed. Averaging over all samples results in a deviation of Dl ¼ (À4 6 8) meV.
To compare the measured qFLs to the V oc , we have to correct for the different illumination conditions during PL (2 suns) and IV (1 sun) measurements, since both values increase logarithmically with illumination. For this reason, the splitting of passivated absorbers was measured under various illumination conditions equivalent to a range from 0.5 to 20 suns. From the semi logarithmic plot of the qFLs over the illumination, the difference between 1 and 2 suns was determined by a linear fit through all data points. Averaging over all samples, an offset of (26 6 3) meV was derived. In  Fig. 5 , the corrected qFLs is plotted together with the V oc of the finished cell against the bandgap. Since the qFLs is an upper limit for the V oc , it is not surprising that the values for the V oc are lower than that for the qFLs. In the case of the Cupoor samples, 60 meV is lost when finishing the solar cell. For the Cu-rich samples, a loss of 140 meV is determined. The greater loss after finishing the solar cell in the case of Curich samples has also been measured for pure CIS 9 and is attributed to stronger band bending within the space charge region which increases recombination close to the interface as well as tunneling enhanced recombination. 21 To verify this for the investigated samples, temperature dependent current voltage measurements were carried out and fitted with ECN's IVFit program. 22 The extrapolation of the V oc above 200 K to 0 K yields the activation energy of the main recombination path. 23 For the Cu-poor sample, an activation energy close the bandgap is extracted indicating that the sample is limited by bulk recombination (graph S3 in the supplementary material). For the Cu-rich sample, the extracted value at 0 K is 280 meV below the bandgap which indicates that the sample is limited by interface recombination. From the IV fit also the diode ideality factor is extracted. For the Cu-rich sample, the ideality factor increases from 1.9 at room temperature to 3.6 at 200 K while it only increases slightly in the case of the Cu-poor sample (graph S4 in the supplementary material). This strong temperature dependence for samples grown under copper excess can be explained by tunneling enhanced recombination or multi step recombination. 23 These data suggest that the V oc in Cu-rich CIGS is reduced by tunneling enhanced recombination, as already shown in CIS.
Low temperature PL measurements show a high crystal quality for Cu-rich materials for the whole range from CIS to CGS. 16 This property was verified within the used samples by PL measurements at 10 K. Previously, it was reported that the Cu-rich material shows higher qFLs values for the ternary CuInSe 2 . Here, the influence of Cu-excess on the qFLs for Cu(In,Ga)Se 2 was studied. It was shown that the qFLs of bare Cu-poor Cu(In,Ga)Se 2 absorber layers grown by a three-stage process is 120 meV higher than that of their Curich counterparts, contrary to what has been observed for CuInSe 2 . A possible explanation could be the reduced surface recombination due to a more prominent gallium gradient towards the front in the case of Cu-poor samples compared to Cu-rich samples shown by SIMS measurements or a fundamentally different recombination mechanism in the presence of gallium (e.g., Ga Cu ). The quasi Fermi level splitting after the deposition of cadmium sulfide is comparable with respect to the qFLs on the bare absorbers. When processed to solar cells, the V oc decreases about 60 mV for Cu-poor absorbers and about 140 mV for Cu-rich ones. The higher loss in the case of the Cu-rich material is attributed to interface recombination and enhanced tunneling recombination due to higher band bending within the space charge region.
See supplementary material for detailed evaluation of the photoluminescence data in terms of quasi Fermi level splitting as well as for the temperature dependent current voltage analysis of finished solar cells.
