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When Can Nonconvex Optimization Problems be Solved with Gradient Descent?
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Dar Gilboa
Gradient descent and related algorithms are ubiquitously used to solve optimization problems
arising in machine learning and signal processing. In many cases, these problems are nonconvex
yet such simple algorithms are still effective. In an attempt to better understand this phenomenon,
we study a number of nonconvex problems, proving that they can be solved efficiently with
gradient descent. We will consider complete, orthogonal dictionary learning, and present a
geometric analysis allowing us to obtain efficient convergence rate for gradient descent that hold
with high probability. We also show that similar geometric structure is present in other nonconvex
problems such as generalized phase retrieval
Turning next to neural networks, we will also calculate conditions on certain classes of networks
under which signals and gradients propagate through the network in a stable manner during the
initial stages of training. Initialization schemes derived using these calculations allow training
recurrent networks on long sequence tasks, and in the case of networks with low precision
activation functions they make explicit a tradeoff between the reduction in precision and the
maximal depth of a model that can be trained with gradient descent.
We finally consider manifold classification with a deep feed-forward neural network, for a
particularly simple configuration of the manifolds. We provide an end-to-end analysis of the
training process, proving that under certain conditions on the architectural hyperparameters of the
network, it can successfully classify any point on the manifolds with high probability given a
sufficient number of independent samples from the manifold, in a timely manner. Our analysis
relates the depth and width of the network to its fitting capacity and statistical regularity
respectively in early stages of training.
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Introduction
Numerous models used in modern machine learning and signal processing share two
characteristics—they are nonlinear and have a large number of parameters. Due to the first
property, fitting such models requires solving a nonconvex optimization problem, and due to the
second, first-order algorithms are often the only methods that can be brought to bear in practice.
Surprisingly, there are numerous examples of such models that can be fit reasonably well using
randomly initialized gradient descent alone, with arguably the most prominent example of these
in recent years being deep neural networks [1, 2, 3, 4, 5]. This is surprising because nonconvex
optimization is generally NP-hard [6]. First-order methods can not only converge to spurious
local minimizers of poor objective value, but also potentially converge slowly due to the presence
of saddle points and/or regions of small gradient norm. A natural question is then: Can the class
of models that can be fit efficiently with gradient descent be characterized in any generality? This
question is perhaps especially interesting specifically in the context of neural networks.
Identification of properties that enable such efficient optimization has the potential to facilitate the
construction of performance guarantees for new models and improve the understanding of
training dynamics of existing models and algorithms.
One approach towards this broad goal is the detailed study of specific problems where this
phenomenon obtains. We thus begin in Chapter 1 by considering orthogonal dictionary
learning—a sparse recovery problem with applications in imaging and neuroscience [7, 8,
9]—and proving that it can be solved efficiently with gradient descent [3]. This is despite the fact
that the objective typically contains a number of saddle points that is exponential in the problem
1
dimension. These proofs will be based on control of geometric properties of the objective
function, and specifically on showing that in large regions of the parameter space, the gradient
points in a direction that prevents the algorithm from reaching small gradient norm regions
around saddle points (combined with results from previous work showing that in the population
objective of these problems, every local minimum is global [10, 11]). We also show that other
nonconvex problems such as generalized phase retrieval [12] at the infinite data limit admit a
similar geometric analysis (an efficient convergence rate for gradient descent for this problem was
derived in [4]).
In Chapter 2, we turn to considering deep neural networks. While a detailed geometric analysis of
the objective geometry in this case may be infeasible due to the large number of symmetries, we
begin by computing conditions under which the random initialization of widely used recurrent
architectures such as the LSTM [13] and GRU [14], as well as deep feed-forward networks with
low precision activations [15], can be chosen to enable stable signal propagation and prevent
gradients from exploding or vanishing [16, 17] at the infinite network width limit. In the case of
recurrent architectures these calculations motivate initialization schemes that enable training on
long sequence tasks, as we show empirically, while in the case of networks with low precision
activations, they make explicit a trade-off between the activation precision and the depth of the
model that can be trained.
The wide network regime studied in Chapter 2 also facilitates a non-asymptotic analysis of the
training dynamics [18, 19, 20, 21]. In Chapter 3 we consider low-dimensional manifold
classification with a sufficiently wide, deep fully-connected neural network (and a particularly
simple, linearly separable configuration of the manifolds). In this setting, we provide an
end-to-end analysis of training, producing a guarantee that the network can efficiently fit the
manifolds given a finite number of i.i.d. samples from a density on the manifolds [22]. Our
analysis provides not only a bound on the generalization error with respect to the measure from
which the samples were drawn, but any measure on the manifolds. We rely on the geometric
properties of the neural tangent kernel [18], which governs the dynamics of neural network
2
training for sufficiently wide networks trained for short times. By showing how the architectural
hyperparameters affect the structure of this kernel, we can set these based on the geometry of the
data to enable the model to rapidly fit the target function on the manifolds. Along the way, we
provide an essentially optimal result on concentration of this kernel around a deterministic object
at initialization, using martingale concentration. The framework we introduce is modular, and has
the potential to enable similar analysis for other architectures and data models.
We conclude with some sobering evidence that the dynamics of typical neural network training
cannot be understood solely through the properties of the data-independent kernel at initialization.
We do this by training a deep convolutional network that is indistinguishable at initialization from
a shallow one, but initializing the weights to 0 and using skip connections [23]. Despite this
initialization, the network can be trained to match the performance of standard convolutional
architectures on benchmark tasks.
3
Chapter 1: Recovering orthogonal dictionaries with gradient descent
Dictionary learning is a problem of inferring a sparse representation of data that was originally
developed in the neuroscience literature [7], and has since seen a number of important applications
including image denoising, compressive signal acquisition and signal classification [8, 9]. In this
work we study a formulation of the dictionary learning problem that can be solved efficiently using
randomly initialized gradient descent despite possessing a number of saddle points exponential in
the dimension. A feature that appears to enable efficient optimization is the existence of sufficient
negative curvature in the directions normal to the stable manifolds of all critical points that are not
global minima 1. This property ensures that the regions of the space that feed into small gradient
regions under gradient flow do not dominate the parameter space. Figure 1.1 illustrates the value of
this property: negative curvature prevents measure from concentrating about the stable manifold.
As a consequence randomly initialized gradient methods avoid the “slow region” of around the
saddle point.
The main results of this chapter is a convergence rate for randomly initialized gradient de-
scent for complete orthogonal dictionary learning to the neighborhood of a global minimum of the
objective. Our results are probabilistic since they rely on initialization in certain regions of the
parameter space, yet they allow one to flexibly trade off between the maximal number of iterations
in the bound and the probability of the bound holding. The sample complexity required for the
concentration results in the paper to hold with high probability is 푝 ∈ O(푛4) up to polylog(푛)
factors, where 푝 is the number of samples and 푛 is the dimensionality of the space.
While our focus is on dictionary learning, it has been recently shown that for other important
nonconvex problems such as phase retrieval performance guarantees for randomly initialized gra-
1As well as a lack of spurious local minimizers, and the existence of large gradients or strong convexity in the
remaining parts of the space
4
Figure 1.1: Negative curvature helps gradient descent. Red: “slow region” of small gradient
around a saddle point. Green: stable manifold associated with the saddle point. Black: points
that flow to the slow region. Left: global negative curvature normal to the stable manifold. Right:
positive curvature normal to the stable manifold – randomly initialized gradient descent is more
likely to encounter the slow region.
dient descent can be obtained as well [4]. In Section 1.5 we show that negative curvature normal
to the stable manifolds of saddle points (illustrated in Figure 1.1) is also a feature of the population
objective of generalized phase retrieval, and can be used to obtain an efficient convergence rate.
1.1 Dictionary Learning over the Sphere
Suppose we are given data matrix Y =
[
y1, . . . , y푝
] ∈ R푛×푝. The dictionary learning problem
asks us to find a concise representation of the data [8], of the form Y ≈ AX, where X is a sparse
matrix. In the complete, orthogonal dictionary learning problem, we restrict the matrix A to
have orthonormal columns (A ∈ 푂 (푛)). This variation of dictionary learning is useful for finding
concise representations of small datasets (e.g., patches from a single image, in MRI [24]).
To analyze the behavior of dictionary learning algorithms theoretically, it useful to posit that
Y = A0X0 for some true dictionary A0 ∈ 푂 (푛) and sparse coefficient matrix X0 ∈ R푛×푝, and
ask whether a given algorithm recovers the pair (A0,X0).2 In this work, we further assume that
the sparse matrix X0 is random, with entries i.i.d. Bernoulli-Gaussian3. For simplicity, we will let
A0 = I; our arguments extend directly to general A0 via the simple change of variables q ↦→ A∗0q.
2This problem exhibits a sign permutation symmetry: A0X0 = (A0횪) (횪∗X0) for any signed permutation matrix 횪.
Hence, we only ask for recovery up to a signed permutation.
3 [X0]푖 푗 = V푖 푗훀푖 푗 , with V푖 푗 ∼ N(0, 1), 훀푖 푗 ∼ Bern(휃) independent.
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[25] showed that under mild conditions, the complete dictionary recovery problem can be re-
duced to the geometric problem of finding a sparse vector in a linear subspace [26]. Notice that
because A0 is orthogonal, row(Y) = row(X0). Because X0 is a sparse random matrix, the rows of
X0 are sparse vectors. Under mild conditions [25], they are the sparsest vectors in the row space
of Y, and hence can be recovered by solving the conceptual optimization problem
min ‖q∗Y‖0 s.t. q∗Y ≠ 0.
This is not a well-structured optimization problem: the objective is discontinuous, and the con-
straint set is open. A natural remedy is to replace the ℓ0 norm with a smooth sparsity surrogate,
and to break the scale ambiguity by constraining q to the sphere, giving




ℎ휇 (q∗y푘 ) s.t. q ∈ S푛−1. (1.1)
Here, we choose ℎ휇 (푡) = 휇 log(cosh(푡/휇)) as a smooth sparsity surrogate. This choice is mo-
tivated by convenience of analysis and analogous performance guarantees should be obtainable
for other choices. This objective was analyzed in [10], which showed that (i) although this opti-
mization problem is nonconvex, when the data are sufficiently large, with high probability every
local optimizer is near a signed column of the true dictionary A0, (ii) every other critical point
has a direction of strict negative curvature, and (iii) as a consequence, a second-order Riemannian
trust region method efficiently recovers a column of A0.4 The Riemannian trust region method
is of mostly theoretical interest: it solves complicated (albeit polynomial time) subproblems that
involve the Hessian of 푓DL.
In practice, simple iterative methods, including randomly initialized gradient descent are also
observed to rapidly obtain high-quality solutions. In the sequel, we will give a geometric expla-
nation for this phenomenon, and bound the rate of convergence of randomly initialized gradient
descent to the neighborhood of a column of A0. Our analysis of 푓DL is probabilistic in nature: it
4Combining with a deflation strategy, one can then efficiently recover the entire dictionary A0.
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Figure 1.2: Left: The separable objective for 푛 = 3. Note the similarity to the dictionary learning
objective. Right: The objective for complete orthogonal dictionary learning (discussed in section
1.4) for 푛 = 3.
argues that with high probability in the sparse matrix X0, randomly initialized gradient descent
rapidly produces a minimizer.





ℎ휇 (q푖) s.t. q ∈ S푛−1. (1.2)
Figure 1.2 plots 푓Sep and 푓DL as functions over the sphere. Notice that many of the key geometric
features in 푓DL are present in 푓Sep; indeed, 푓Sep can be seen as an “ultrasparse” version of 푓DL in
which the columns of the true sparse matrix X0 are taken to have only one nonzero entry. A virtue
of this model function is that its critical points and their stable manifolds have simple closed form
expressions (see Lemma 1).
1.2 Outline of Important Geometric Features
Our problems of interest take the form
min 푓 (q) s.t. q ∈ S푛−1,
where 푓 : R푛 → R is a smooth function. We let ∇ 푓 (q) and ∇2 푓 (q) denote the Euclidean gradient
and hessian (overR푛), and let grad 푓 q and Hess [ 푓 ] (q) denote their Riemannian counterparts (over
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S푛−1). The projection operator onto S푛−1 is denoted by PS푛−1 .We will obtain results for Riemannian
gradient descent defined by the update
q→ expq(−휂 grad[ 푓 ] (q))
for some step size 휂 > 0, where expq : 푇qS푛−1 → S푛−1 is the exponential map [27]. The Rieman-
nian gradient on the sphere is given by grad[ 푓 ] (q) = (I − qq∗)∇ 푓 (q).
We let 퐴 denote the set of critical points of 푓 over S푛−1 – these are the points q¯ s.t. grad 푓 q¯ = 0.
We let 퐴˘ denote the set of local minimizers, and “퐴 its complement. Both 푓Sep and 푓DL are Morse
functions on S푛−1,5 we can assign an index 훼 to every q¯ ∈ 퐴, which is the number of negative
eigenvalues of Hess [ 푓 ] (q¯).
Our goal is to understand when gradient descent efficiently converges to a local minimizer. In
the small-step limit, gradient descent follows gradient flow lines 훾 : R → M, which are solution
curves of the ordinary differential equation
¤훾(푡) = − grad 푓 훾(푡)
To each critical point 훼 ∈ 퐴 of index 휆, there is an associated stable manifold of dimension
dim(M) − 휆, which is roughly speaking, the set of points that flow to 훼 under gradient flow:
푊 푠 (훼) ≡
q ∈ M
 lim푡→∞훾(푡) = 훼훾 a gradient flow line s.t. 훾 (0) = q
 .








5Strictly speaking, 푓DL is Morse with high probability, due to results of [28].
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where w ∈ 퐵1(0). We also define two useful sets:




 푞푛‖w‖∞ ≥ 1 + 휁
}
. (1.4)
The set C is simply the subset of S푛−1 where the 푛-th coordinate is largest in magnitude and
positive. Since the problems considered here are symmetric with respect to a signed permutation
of the coordinates we can consider a certain C and the results will hold for the other symmetric
sections as well. We will show that at every point in C aside from a neighborhood of a global
minimizer for the separable objective (or a solution to the dictionary problem that may only be
a local minimizer), there is either a large gradient component in the direction of the minimizer
or negative curvature in a direction normal to 휕C. For the case of the separable objective, one
can show that the stable manifolds of the saddles lie on this boundary, and hence this curvature is
normal to the stable manifolds of the saddles and allows rapid progress away from small gradient
regions and towards a global minimizer 6. These regions are depicted in Figure 1.3.
In the sequel, we will make the above ideas precise for the two specific nonconvex optimization
problems discussed in Section 1.1 and use this to obtain a convergence rate to a neighborhood of
a global minimizer. Our analysis are specific to these problems. However, as we will describe in
more detail later, they hinge on important geometric characteristics of these problems which make
them amenable to efficient optimization, which may obtain in much broader classes of problems.
1.3 Separable Function Convergence Rate
In this section, we study the behavior of randomly initialized gradient descent on the separable
function 푓Sep. We begin by characterizing the critical points:
6The direction of this negative curvature is important here, and it is this feature that distinguishes these problems
from other problems in the strict-saddle class where this direction may be arbitrary
9
Figure 1.3: Negative curvature and efficient gradient descent. The union of the light blue,
orange and yellow sets is the set C. In the light blue region, there is negative curvature normal to
휕C, while in the orange region the gradient norm is large, as illustrated by the arrows. There is
a single global minimizer in the yellow region. For the separable objective, the stable manifolds
of the saddles and maximizers all lie on 휕C (the black circles denote the critical points, which are
either maximizers "a", saddles "", or minimizers "`"). The red dots denote 휕C휁 with 휁 = 0.2.
Lemma 1 (Critical points of 푓Sep). The critical points of the separable problem (1.2) are
퐴 =
{PS푛−1 [a] a ∈ {−1, 0, 1}⊗푛, ‖a‖ > 0} . (1.5)
For every 훼 ∈ 퐴 and corresponding a(훼), for 휇 < 푐√
푛 log 푛 the stable manifold of 훼 takes the
form
푊 푠 (훼) =

PS푛−1 [ a(훼) + b ] |




where 푐 > 0 is a numerical constant.
Proof. Please see Appendix A.1 
By inspecting the dimension of the stable manifolds, it is easy to verify that that there are
2푛 global minimizers at the 1-sparse vectors on the sphere ±̂e푖, 2푛 maximizers at the least sparse
vectors and an exponential number of saddle points of intermediate sparsity. This is because the
dimension of 푊 푠 (훼) is simply the dimension of 푏 in 1.6, and it follows directly from the stable
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manifold theorem that only minimizers will have a stable manifold of dimension 푛 − 1. The
objective thus possesses no spurious local minimizers.
When referring to critical points and stable manifolds from now on we refer only to those that
are contained in C or on its boundary. It is evident from Lemma 1 that the critical points in “퐴 all
lie on 휕C and that ⋃
훼∈ “퐴
푊 푠 (훼) = 휕C , and there is a minimizer at its center given by q(0) = ê푛.
1.3.1 The effect of negative curvature on the gradient
We now turn to making precise the notion that negative curvature normal to stable manifolds of
saddle points enables gradient descent to rapidly exit small gradient regions. We do this by defining
vector fields u(푖) (q), 푖 ∈ [푛 − 1] such that each field is normal to a continuous piece of 휕C휁 and
points outwards relative to C휁 defined in 1.4. By showing that the Riemannian gradient projected
in this direction is positive and proportional to 휁 , we are then able to show that gradient descent
acts to increase 휁 (q(w)) = 푞푛‖w‖∞ − 1 geometrically. This corresponds to the behavior illustrated in
the light blue region in Figure 1.3.
Lemma 2 (Separable objective gradient projection). For any w such that q(w) ∈ C휁 , 푖 ∈ [푛 − 1],
we define a vector u(푖) ∈ 푇q(w)S푛−1 by
푢(푖)푗 =

0 푗 ∉ {푖, 푛},
sign(푤푖) 푗 = 푖,







≤ 푤푖 and 휇 < 116 , then
u(푖)∗grad[ 푓Sep] (q(w)) ≥ 푐 ‖w‖∞ 휁,
where 푐 > 0 is a numerical constant.
Proof. Please see Appendix A.1. 
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Since we will use this property of the gradient in C휁 to derive a convergence rate, we will be
interested in bounding the probability that gradient descent initialized randomly with respect to a
uniform measure on the sphere is initialized in C휁 . This will require bounding the volume of this
set, which is done in the following lemma:








Proof. Please see Appendix A.4.2. 
1.3.2 Convergence rate
Using the results above, one can obtain the following convergence rate:
Theorem 1 (Gradient descent convergence rate for separable function). For any 0 < 휁0 < 1,












objective equation 1.2 with 휇 < 푐2√
푛 log 푛 , enters an 퐿














P ≥ 1 − 2 log(푛)휁0,
where 푐푖, 퐶 > 0 are numerical constants.
Proof. Please see Appendix A.1. 
We have thus obtained a convergence rate for gradient descent that relies on the negative cur-
vature around the stable manifolds of the saddles to rapidly move from these regions of the space
towards the vicinity of a global minimizer. This is evinced by the logarithmic dependence of the
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rate on 휁 . As was shown for orthogonal dictionary learning in [28], we also expect a linear con-
vergence rate due to strong convexity in the neighborhood of a minimizer, but do not take this into
account in the current analysis.
1.4 Dictionary Learning Convergence Rate
The proofs in this section will be along the same lines as those of Section 1.3. While we will
not describe the positions of the critical points explicitly, the similarity between this objective and
the separable function motivates a similar argument. It will be shown that initialization in some C휁
will guarantee that Riemannian gradient descent makes uniform progress in function value until
reaching the neighborhood of a global minimizer. We will first consider the population objective
which corresponds to the infinite data limit
푓
pop





and then bounding the finite sample size fluctuations of the relevant quantities. We begin with a
lemma analogous to Lemma 2:
Lemma 4 (Dictionary learning population gradient). For any w such that q(w) ∈ C휁 , 푟 < |푤푖 |, 휇 <
푐1푟
5/2√휁 the dictionary learning population objective 1.8 obeys
u(푖)∗grad[ 푓 popDL ] (q(w)) ≥ 푐휃푟3휁
where 푐휃 depends only on 휃, 푐1 is a positive numerical constant and u(푖) is defined in 1.7.
Proof. Please see Appendix A.2 
Using this result, we obtain the desired convergence rate for the population objective, presented
in Lemma 13 in Appendix A.2. After accounting for finite sample size fluctuations in the gradient,
one obtains a rate of convergence to the neighborhood of a solution (which is some signed basis
vector due to our choice A0 = I)
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, Riemannian gradient descent with step size 휂 < 푐5휃푠푛 log 푛푝 on the dictionary learning objective
1.1 with 휇 < 푐6
√
휁0











P ≥ 1 − 2 log(푛)휁0 − P푦 − 푐8푝−6
where P푦 is given in Lemma 12 with 푦 =
푐7휃 (1−휃)휁0





+ 푛polylog(푛, 1휇 , 1휁0 , 휃) + log 푛
)
for some 푐˜(휃, 휁0) > 0.
Proof. Please see Appendix A.2 
The two terms in the rate correspond to an initial geometric increase in the distance from the
set containing the small gradient regions around saddle points, followed by convergence to the
vicinity of a minimizer in a region where the gradient norm is large. The latter is based on results
on the geometry of this objective provided in [28].
1.5 Generalized Phase Retrieval (Population Objective)
We show below that negative curvature normal to stable manifolds of saddle points in strict
saddle functions is a feature that is found not only in dictionary learning, and can be used to obtain
efficient convergence rates for other nonconvex problems as well, by presenting an analysis of
generalized phase retrieval that is along similar lines to the dictionary learning analysis. We stress
that this contribution is not novel since a more thorough analysis was carried out by [4]. The
resulting rates are also suboptimal, and pertain only to the population objective.
Generalized phase retrieval is the problem of recovering a vector x ∈ C푛 given a set of mag-
nitudes of projections 푦푘 = |x∗a푘 | onto a known set of vectors a푘 ∈ C푛. It arises in numerous
domains including microscopy [29], acoustics [30], and quantum mechanics [31] (see [12] for a
14
review). Clearly x can only be recovered up to a global phase. We consider the setting where the
elements of every a푘 are i.i.d. complex Gaussian, (meaning (푎푘 ) 푗 = 푢 + 푖푣 for 푢, 푣 ∼ N(0, 1/
√
2)).
We analyze the least squares formulation of the problem [32] given by
min
z∈C푛





푦2푘 − |z∗a푘 |2
)2
.
Taking the expectation (large 푝 limit) of the above objective and organizing its derivatives using
Wirtinger calculus [33], we obtain
E[ 푓 ] = ‖x‖4 + ‖z‖4 − ‖x‖2 ‖z‖2 − |x∗z|2 (1.9)








(2 ‖z‖2 − ‖x‖2)I − xx∗
)
z(




For the remainder of this section, we analyze this objective, leaving the consideration of finite
sample size effects to future work.
1.5.1 The geometry of the objective
In [11] it was shown that aside from the manifold of minima
퐴˘ ≡ x푒푖휃 ,
the only critical points of E[ 푓 ] are a maximum at z = 0 and a manifold of saddle points given by
“퐴 \ {0} ≡
{
z
 z ∈ 푊, ‖z‖ = ‖x‖√2
}
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where푊 ≡ {z|z∗x = 0}. We decompose z as
z = w + 휁푒푖휙 x‖x‖ , (1.10)
where 휁 > 0,w ∈ 푊 . This gives ‖z‖2 = ‖w‖2 + 휁2. The choice of w, 휁 , 휙 is unique up to factors
of 2휋 in 휙, as can be seen by taking an inner product with x. Since the gradient decomposes as
follows:
∇zE[ 푓 ] =
(
2 ‖z‖2 퐼 − ‖x‖2 퐼 − xx∗
)
(w + 휁푒푖휙 x‖x‖ )
=
(







the directions 푒푖휙 x‖x‖ ,
w
‖w‖ are unaffected by gradient descent and thus the problem reduces to a
two-dimensional one in the space (휁, ‖w‖). Note also that the objective for this two-dimensional
problem is a Morse function, despite the fact that in the original space there was a manifold of
saddle points. It is also clear from this decomposition of the gradient that the stable manifolds of
the saddles are precisely the set푊 .
It is evident from 1.11 that the dispersive property does not hold globally in this case. For z ∉
퐵 | |x| | we see that gradient descent will cause 휁 to decrease, implying positive curvature normal to
the stable manifolds of the saddles. This is a consequence of the global geometry of the objective.
Despite this, in the region of the space that is more "interesting", namely 퐵 | |x| |, we do observe the
dispersive property, and can use it to obtain a convergence rate for gradient descent.
We define a set that contains the regions that feeds into small gradient regions around saddle
points within 퐵 | |x| | by
푄휁0 ≡ {z(휁, ‖w‖) |휁 ≤ 휁0}.
We will show that, as in the case of orthogonal dictionary learning, we can both bound the prob-
ability of initializing in (a subset of) the complement of 푄휁0 and obtain a rate for convergence of
16
Figure 1.4: The projection of the objective of generalized phase retrieval on the ( 휁‖x‖ , ‖w‖‖x‖ ) plane.
The full red curves are the boundaries between the sets 푆1, 푆2, 푆3, 푆4 used in the analysis. The
dashed red line is the boundary of the set 푄휁0 that contains small gradient regions around critical
points that are not minima. The maximizer and saddle point are shown in dark green, while the
minimizer is in pink.
gradient descent in the case of such an initialization. 7


















 ‖x‖2 < ‖z‖2 ≤ (1 + 푐) ‖x‖2}
defined for some 푐 < 14 . These are shown in Figure 1.4.
We now define
z′ ≡ z − 휂∇zE[ 푓 ] ≡ w′ + 휁 ′푒푖휙 x‖x‖ (1.12)
7푄휁0 is equivalent to the complement of the set 퐶휁 used in the analysis of the separable objective and dictionary
learning.
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and using 1.11 obtain
휁 ′ =
(







2 ‖z‖2 − ‖x‖2
))
‖w‖ . (1.13b)
These are used to find the change in 휁, ‖w‖ at every iteration in each region:
On 푆1: 휁 ′ ≥ (1 + 휂 ‖x‖2)휁 (1.14a)
‖w′‖ ≥ ‖w‖ (1.14b)
On 푆2: 휁 ′ ≥ (1 + 2푐휂 ‖x‖2)휁 (1.14c)
‖w′‖ ≤ ‖w‖ (1.14d)
On 푆3:
(





1 − (1 − 2푐)휂 ‖x‖2
)
‖w‖ (1.14e)
휁 ≤ 휁 ′ ≤ (1 + 2푐휂 ‖x‖2)휁 (1.14f)
On 푆4:
(





1 − 휂 ‖x‖2
)
‖w‖ (1.14g)
(1 − 2푐휂 ‖x‖2)휁 ≤ 휁 ′ ≤ 휁 (1.14h)
1.5.2 Behavior of gradient descent in ∪4푖=1푆푖
We now show that gradient descent initialized in 푆1\푄휁0 cannot exit ∪4푖=1푆푖 or enter 푄휁0 .
Lemma 16 guarantees that gradient descent initialized in ∪4푖=1푆푖 remains in this set. From equation
1.14 we see that a gradient descent step can only decrease 휁 if z ∈ 푆4. Under the mild assumption
휁20 <
7
16 ‖x‖2 we are guaranteed from Lemma 15 that at every iteration 휁 ≥ 휁0. Thus the region
with 휁 < 휁0 can only be entered if gradient descent is initialized in it. It follows that initialization
in 푆1\푄휁0 rules out entering 푄휁0 at any future iteration of gradient descent. Since this guarantees




Theorem 3 (Gradient descent convergence rate for generalized phase retrieval). Gradient descent
on 1.9 with step size 휂 <
√
푐
4‖x‖2 , 푐 <
1
4 , initialized uniformly in 푆1 converges to a point z such that



























Proof. Please see Appendix A.3. 
We find that in order to prevent the failure probability from approaching 1 in a high dimensional
setting, if we assume that ‖x‖ does not depend on 푛 we require that 휁 scale like 1√
푛
. This is simply
the consequence of the well-known concentration of volume of a hypersphere around the equator.
Even with this dependence the convergence rate itself depends only logarithmically on dimension,
and this again is a consequence of the logarithmic dependence of 휁 due to the curvature properties
of the objective.
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Chapter 2: Stability of signals and gradients in deep networks
One of the most prominent classes of models used in machine learning in recent decades is
deep neural networks. These models are highly nonlinear and can contain hundreds of billions
of trainable parameters [34], and for this reason the only practical algorithms for fitting them
are first-order ones. Despite their phenomenal success in a range of applications [1], theoretical
understanding of the optimization process in these models is still somewhat lacking. The training
process is complex in comparison to the problems described in the previous section, there is a
relatively widespread consensus regarding some reasonable necessary conditions for successfully
training a deep network. One such reasonable condition is that the variance of the hidden states
and gradients at initialization does not grow with depth in a pathological manner. This approach
can be extended to derive conditions for stability of the covariances between hidden states given
different inputs (which we will term signal propagation). These notions will be made precise in
the following section. Such an analysis can be performed for various architectures, and can enable
the training of very deep models (or recurrent models on long sequence tasks).
2.1 Preliminaries: Signal propagation in deep networks
We now review the analysis of signal propagation in feed-forward networks performed in [35,
36]. The network function 푓 : R푛0 → R푛퐿+1 is given by
휙(휶0(x)) = x
휶푙 (x) = 푊 푙휙(휶푙−1(x)) + b푙 푙 = 1, ..., 퐿
푓 (x) = 휶퐿+1(x)
(2.1)
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for input x ∈ R푛0 , weight matrices W푙 ∈ R푛푙×푛푙−1 and nonlinearity 휙 : R → R. The weights are
initialized using푊 푙푖 푗 ∼ N(0, 휎
2
푤
푛푙−1 ), 푏푙푖 ∼ N(0, 휎2푏 ) so that the variance of the neurons at every layer
is independent of the layer widths 1.
According to Theorem 4 in [37], under a mild condition on the activation function that is
satisfied by any saturating nonlinearity, the pre-activations 훼푙 (x) converge in distribution to a
multivariate Gaussian as the layer widths 푛1, ..., 푛퐿 are taken to infinity in any order (with 푛0, 푛퐿+1
finite) 2. In the physics literature the approximation obtained by taking this limit is known as the
mean-field approximation.
The covariance of this Gaussian at a given layer is then obtained by the recursive formula





푗 푘 ′휙(훼푙−1푘 (x))휙(훼푙−1푘 ′ (x′)) + 푏푙푖푏푙푗
=
[




Omitting the dependence on the inputs 푥, x′ in the RHS below, we define
©­­«
E훼푙푖 (x)훼푙푖 (x) E훼푙푖 (x)훼푙푖 (x′)





ª®®¬ = Σ(푄푙 , 퐶 푙). (2.3)





















whereM depends on the nonlinearity and the initialization hyperparameters 휎2푤, 휎2푏 and the initial
conditions (푄0, 퐶0)∗ depend also on x, x′. See Figure 2.1 for a visualization of the covariance
propagation.
Once the above dynamical system converges to a fixed point (푄∗, 퐶∗) or at least approaches it to
1In principle the following results should hold under more generally mild moment conditions alone.
2When taking the sequential limit, asymptotic normality is a consequence of repeated application of the Central
Limit Theorem [35]
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within numerical precision, information about the initial conditions is lost. As argued in [36], this
is detrimental to learning as inputs in different classes can no longer be distinguished in terms of the
network output (assuming the fixed point퐶∗ is independent of퐶0, see Lemma 5). The convergence
rate to the fixed point can be obtained by linearizing the dynamics around it. This can be done for
the two dimensional system as a whole, yet in [36] it was also shown that, for any monotonically
increasing nonlinearity, convergence of this linearized dynamical system in the direction 퐶 푙 cannot
be faster than convergence in the 푄푙 direction, and thus studying convergence can be reduced to
the simpler one dimensional system 퐶 푙 =M푄∗ (퐶 푙−1) that is obtained by assuming 푄푙 has already
converged, as assumption we review in the supplementary material in [16]. The convergence rate
is given by the following known results of [36, 17] which we recapitulate for completeness:
Lemma 5. [36, 17] Defining Σ(푄,퐶) = 푄 ©­­«
1 퐶
퐶 1
ª®®¬ for 푄 ≥ 0, 퐶 ∈ [−1, 1] the dynamical
system













= 휎2푤 E(푢푎 ,푢푏)∼N (0,Σ(푄∗,퐶∗))
휙′(푢1)휙′(푢2). (2.6)
Additionally, M푄∗ (퐶) has at most one stable fixed point in the range [0, 1] for any choice of 휙
such that 휙 is odd or 휙′′ is non-negative.
Proof: See Appendix C.1.
We subsequently drop the subscript in M푄∗ (퐶) to lighten notation. The corresponding time
scale of convergence in the linearized regime is
휉 = − 1
log 휒
. (2.7)
휒 depends on the initialization hyperparameters and choice of nonlinearity, and it follows from
the considerations above that signal propagation from the inputs to the outputs of a deep network
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would be facilitated by a choice of 휒 such that 휉 diverges, which occurs as 휒 approaches 1 from
below. Indeed, as observed empirically across multiple architectures and tasks [38, 39, 17, 40], up
to a constant factor 휉 typically gives the maximal depth up to which a network is trainable. These
calculations motivate initialization schemes that satisfy:
휒 = 1
in order to train very deep networks.3
The analysis of forward signal propagation in the sense described above in networks with
continuous activations is related to the stability of the gradients as well [36]. The connection is










Etr (퐽퐽∗) . (2.9)
Since high powers of this matrix will appear in the gradient, controlling its spectrum can prevent
the gradient from exploding or vanishing. In the case of quantized activations, however, the re-
lationship between the Jacobian and the convergence rate 휒 no longer holds since the gradients
vanish almost surely and modified weight update schemes such as the Straight-Through Estimator
(STE) [41, 15] are used instead. However, one can define a modified Jacobian 퐽STE that takes the
modified update scheme into account and control its moments instead.
3It will at times be convenient to consider the dynamics of the correlations of the post-activations 훼̂푙 = 휙(훼푙)






















































Figure 2.1: Propagation of empirical covariance between hidden states at different layers, in quan-
tized feed-forward networks with 푁 = 16, varying the standard deviation of the weights 휎푤. Δ휃 is
the angle between two normalized inputs. Signal propagation is maximized when 휎푤 = 휎
opt
푤 , and
degrades as 휎푤 deviates from it.
2.1.1 Signal propagation may improve generalization
The argument that a network will be untrainable if signals cannot propagate from the inputs to
the loss, corresponding to the rapid convergence of the dynamical system eq. 2.4, has empirical
support across numerous architectures. A choice of initialization hyperparameters that facilitates
signal propagation has also been shown to lead to slight improvements in generalization error, yet
understanding of this was beyond the scope of the existing analysis. Indeed, there is also empirical
evidence that when training very deep networks it is only the generalization error that is impacted
adversely but the training error is not [38]. Additionally, one may wonder whether a deep network
could still be trainable despite a lack of signal propagation. On the one hand, rapid convergence of
the correlation map between the pre-activations is equivalent to the distance between 푓 (x), 푓 (x′)
converging to a value that is independent of the distance between 푥, x′. On the other, since deep
networks can fit random inputs and labels [42] this convergence may not impede training.
To understand the effect of signal propagation on generalization, we consider the dynamics of
learning for wide, deep neural networks in the setting studied in [43, 21]. We note that this setting
introduces an unconventional scaling of the weights. Despite this, it should be a good approxima-
tion for the early stages of learning in networks with standard initialization, as long as the weights
do not change too much from their initial values. In this regime, the function implemented by
the network evolves linearly in time, with the dynamics determined by the Neural Tangent Kernel
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Figure 2.2: Critical initialization improves trainability of recurrent networks. Test accuracy for
peephole LSTM trained to classify sequences of MNIST digits after 8000 iterations. As the se-
quence length increases, the network is no longer trainable with standard initialization, but still
trainable using critical initialization.
(NTK). We argue that rapid convergence of eq. 2.4 in deep networks implies that the error at a
typical test point should not decrease during training since the resulting form of the NTK will be
independent of the label of the test point. Conversely, this effect will be mitigated with a choice
of hyperparameters that maximizes signal propagation, which could explain the beneficial effect
on generalization error that is observed empirically. We provide details and empirical evidence
in support of this claim for networks with both quantized and continuous activation functions in
Appendix C.9.
2.2 Signal propagation in recurrent networks
In this section, we study the effect of the initialization hyperparameters on signal propagation
for a broad class of recurrent architectures, which includes as special cases many state-of-the-art
RNN cells, including the GRU ([14]), the LSTM ([13]), and the peephole LSTM ([44]). The anal-
ysis is based on the mean-field theory of signal propagation developed in a line of prior work ([36,
38, 39, 45]), as well as the concept of dynamical isometry ([46, 47, 48]) that is necessary for stable
gradient backpropagation and which was shown to be crucial for training simpler RNN architec-
tures ([39]). We perform a number of experiments to corroborate the results of the calculations and
use them to motivate initialization schemes that outperform standard initialization approaches on
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a number of long sequence tasks.
2.2.1 Background and related work
The exploding/vanishing gradient problem and signal propagation in recurrent networks
The exploding/vanishing gradient problem is a well-known phenomenon that hampers training
on long time sequence tasks ([49, 50]). Apart from the gating mechanism, there have been nu-
merous proposals to alleviate the vanishing gradient problem by constraining the weight matrices
to be exactly or approximately orthogonal ([50, 51, 52, 53]), or more recently by modifying some
terms in the gradient ([54]), while exploding gradients can be handled by clipping ([50]). Another
recently proposed approach to ensuring signal propagation in long sequence tasks introduces aux-
iliary loss functions ([55]). This modification of the loss can be seen as a form of regularization.
[56] study the connections between recurrent networks and certain ordinary differential equations
and propose the AntisymmetricRNN that can capture long term dependencies in the inputs. While
many of these approaches have been quite successful, they typically require modifying the training
algorithm, the loss function, or the architecture, and as such exist as complementary methods to
the one we investigate here. We postpone the investigation of a combination of techniques to future
work.
2.2.2 Notation
We denote matrices by bold upper case Latin characters and vectors by bold lower case Latin
characters. D푥 denotes a standard Gaussian measure. The normalized trace of a random 푁 × 푁
matrix A, 1푁Etr(A), is denoted by 휏(A). ◦ is the Hadamard product, and in this chapter 휎(·)
denotes a sigmoid function and both 휎(·), tanh(·) act element-wise. We denote by Da a diagonal
matrix with a on the diagonal.
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2.2.3 Mean-field analysis of signal propagation and dynamical isometry
Model description and important assumptions
Vanilla RNN GRU [14] LSTM [13]
퐾 { 푓 } { 푓 , 푟} {푖, 푓 , 푟, 표}
g푘 . 휎(u푟) .
f 휎(u푡푓 )
휎(u푡푓 ) ◦ s푡−1






휎(u푙푓 ) ◦ 휎(u 푗푖 ) ◦ tanh(u 푗푟 ))
Table 2.1: A number of recurrent architectures written in the form 2.10. 퐾 is the set of pre-
activation subscripts, 푓 is the state update function in eqn. (2.10a) and g푘 is the function in
eqn. (2.10c). The LSTM cell state is unrolled in order to emphasize that it can be written as a
function of variables that are Gaussian at the large 푁 limit. See Table B.1 for additional architec-
tures.
We begin with a general description of recurrent architectures that can be specialized to the
GRU, LSTM and peephole LSTM among others. We denote the state of a recurrent network at
time 푡 by s푡 ∈ R푁 with 푠0푖 ∼ D0, and a sequence of inputs to the network by {z1, ..., z∗}, z푡 ∈ R푁 .
The state evolution of the network is given by
s푡 = f (s푡−1, {u1푘 }, ..., {u푡푘 }, z푡) (2.10a)
where f is an element-wise, affine function of s푡−1 and {u푡푘 } is a set of pre-activations u푡푘 ∈ R푁 , 푘 ∈
퐾 defined for a set of subscripts 퐾 . They are given by
u푡푘 =W푘s푡−1 + U푘z푡 + b푘 (2.10b)
where W푘 ,U푘 ∈ R푁×푁 , b푘 ∈ R푁 . We define additional pre-activations
u푡푘2 =W푘2Dg푘 (u푡푘 )s
푡−1 + U푘2z푡 + b푘2 (2.10c)
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where g푘 : R푁 → R푁 is an element-wise function and u푡푘 is defined as in eqn. (2.10b) 4. In cases
where there is no need to distinguish between variables of the form (2.10b) and (2.10c) we will
refer to both as u푡푘 . This state update equation describes all the architectures studied in this paper,
as well as many others, as detailed in Tables 2.1,B.1. The pre-activations u푡푘 , which are typically
used to construct gates in recurrent network with the application of appropriate nonlinearities, will
be of interest because they will tend in distribution to Gaussians as the network width is taken to
infinity.




{휎2푘 , 휈2푘 , 휌2푘 , 휇푘 }. As in [39], we make the untied weights assumption that W푘 is indepen-
dent of s푡 . Although the assumption of untied weights may seem counter-intuitive in the context of
recurrent networks, recall that we are only interested in characterizing various statistics of the net-
work, not in computing the entire input-output map, for which using tied weights would certainly
be crucial. For merely characterizing certain statistics, the untied weights assumption actually
has long history of yielding correct predictions, and therefore it is not at all unnatural to adopt: 1)
when computing the covariance of gradients in an MLP, the weights during backpropagation can be
treated as independently sampled from the weights used during the forward propagation [36, 40];
2) when computing the Jacobian singular value distribution of an MLP, the pre-activations h =Wx
can be treated as the result of multiplying an iid copy W′ of W (i.e. h =W′x) [hayase2019almost,
47, 48]; 3) a wide, randomly initialized MLP corresponds to the same Gaussian process whether or
not its weights across layers are tied [35], and similarly, a simple RNN evolves the same whether
or not its weights are tied across time, as long as its width is large [39]. Indeed, we provide empir-
ical evidence that calculations performed under this assumption still have considerable predictive
power, even in cases where it is violated.
4Variables of the form (2.10c) will be present only in the GRU (see Table 2.1).
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Forward signal propagation
We now study how correlations between inputs propagate into the hidden states of a recurrent
network. This section follows closely the development in [39]. We now consider two sequences of




ª®®¬ fed into two copies
of a network with identical weights, and resulting in sequences of states {s푡푎}, {s푡푏}. We consider
the time evolution of the moments and correlations
휇푡푠 = E[푠푡푖푎] (2.11a)
푄푡푠 ≡ 푄푡푠,푎푎 = E[푠푡푖푎푠푡푖푎] (2.11b)
S푡2푠 퐶푡푠 + (휇푡푠)2 = E[푠푡푖푎푠푡푖푏] (2.11c)
where we define S푡2푠 = 푄푡푠 − (휇푡푠)2.
Returning to the pre-activations defined in eqn. (2.10). We make the mean-field approximation5

















where the second moment 푄푡푘 is given by
푄푡푘 = E[푢푡푘푖푎푢푡푘푖푎] = 휎2푘E[푠푡푖푎푠푡푖푎] + 휈2푘E[푧푡푖푎푧푡푖푎] + 휌2푘 + 휇2푘 = 휎2푘푄푡푠 + 휈2푘푅 + 휌2푘 + 휇2푘 (2.13a)






(S푡2푠 퐶푡푠 + 휇2푠 ) + 휈2푘푅Σ푧 + 휌2푘
푄푡푘 − 휇2푘
. (2.13b)
5For feed-forward networks, it has been shown using the Central Limit Theorem for exchangeable random variables
that the pre-activations at all layers indeed converge in distribution to a multivariate Gaussian ([37]).
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The variables 푢푡푘2푖푎, 푢
푡
푘2푖푏
given by eqn. (2.10c) are also asymptotically Gaussian, with their covari-
ance detailed in Appendix B.1. We will subsequently drop the vector subscript 푖 since all elements
are identically distributed and f, g푘 act element-wise, and the input sequence index in expressions
that involve only one sequence.
For any 푙 ≤ 푡, the 푢푙푘 are independent of 푠푙 at the large 푁 limit. Combining this with the fact
that their distribution is determined completely by 휇푙−1푠 , 푄푙−1푠 , 퐶 푙−1푠 and that f is affine, one can
rewrite eqn. (2.11a-c) using eqn. (2.10a-c) as the following deterministic dynamical system
(휇푡푠, 푄푡푠, 퐶푡푠) =M(휇푡−1푠 , 푄푡−1푠 , 퐶푡−1푠 , ..., 휇1푠 , 푄1푠 , 퐶1푠 ) (2.14)
where the dependence on Θ and the data distribution has been suppressed. In the peephole LSTM
and GRU, the form will be greatly simplified toM(휇푡−1푠 , 푄푡−1푠 , 퐶푡−1푠 ). In Appendix B.5 we compare
the predicted dynamics to simulations, showing good agreement.
One can now study the fixed points of eqn. (2.14) and the rates of convergence by linearizing
the dynamics. The fixed point of eqn. (2.14) is pathological, in the sense that any information
that distinguishes two input sequences is lost. Therefore, delaying the convergence to the fixed
point should allow for signals to propagate across longer time horizons. Quantitatively, the rate
of convergence of eqn. (2.14) to a fixed point gives an effective time scale for signal propagation
from the inputs to the hidden state at later times.
While the dynamical system is two-dimensional and analysis of convergence rates should be
performed by linearizing the full system and studying the smallest eigenvalue of the resulting
matrix, in practice as in [39] this eigenvalue appears to always corresponds to the 퐶푡푠 direction
6 .
Hence, if we assume convergence of 푄푡푠, 휇
푡
푠 we need only study
퐶푡푠 =M퐶 (휇∗푠 , 푄∗푠 , 퐶푡−1푠 ) (2.15)
whereM퐶 also depends on expectations of functions of {u1푘 }, ...{u푡−2푘 } that do not depend on퐶푡−1푠 .
6This observation is explained in the case of fully-connected feed-forward networks in [36].
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While this dependence is in principle on an infinite number of Gaussian variables as the dynamics
approach the fixed point, M퐶 can still be reasonably approximated in the case of the LSTM as
detailed in Appendix B.4. We show that in the case of the peephole LSTM this map is convex in
Appendix B.3. This can be shown for the GRU by a similar argument. It follows directly that it
has a single stable fixed point in these cases.
The rate of approach to the fixed point, 휒퐶∗푠 , is given by linearizing around it. Setting 퐶
푡
푠 =
퐶∗푠 + 휀푡 , we have
퐶푡+1푠 = 퐶
∗
푠 + 휀푡+1 =M퐶 (휇∗푠 , 푄∗푠 , 퐶∗푠 + 휀푡) =M퐶 (휇∗푠 , 푄∗푠 , 퐶∗푠 ) + 휒퐶∗푠휀푡 +푂 ((휀푡)2). (2.16)





which diverges as 휒퐶∗푠 approaches 1 from below. Due to the detrimental effect of convergence to
the fixed point described above, it stands to reason that a choice of Θ such that 휒퐶∗푠 = 1 − 훿 for
some small 훿 > 0 would enable signals to propagate from the initial inputs to the final hidden state
when training on long sequences.
Backwards signal propagation - the state-to-state Jacobian
We now turn to controlling the gradients of the network. A useful object to consider in this





J and powers of it will appear in the gradient as the covariance dynamics described in Section 2.2.3
approach their fixed point (specifically, the gradient of a network trained on a sequence of length 푇
will depend on a matrix polynomial of order푇 in J), hence we desire to control the squared singular
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value distribution of J. This distribution is described by moments of the form 푚JJ∗,푛 = 휏((JJ∗)푛),





휎2JJ∗ = 푚JJ∗,2 − 푚2JJ∗,1 = E
∑
푘,푙∈퐾∪{0}







where the scalars {푎푘 }푘∈퐾∪{0} are architecture and hyperparameter dependent and are given in
Appendix B.1.2.
Forward and backward signal propagation are in fact intimately related, as the following lemma
shows:
Lemma 6. For a recurrent neural networks defined by (2.10), the mean squared singular value
of the state-to-state Jacobian defined in (B.3) and 휒퐶푠 that determines the time scale of forward
signal propagation (given by (2.16)) are related by
푚JJ∗,1 = 휒퐶∗푠=1,Σ푧=1. (2.20)
Proof. See Appendix B.3. 
If one can find a setting of the hyperparameters such that 푚JJ∗,1 is close to 1 and 휎2JJ∗ is small,




Combining the results of Sections 2.2.3 and 2.2.3, we conclude that an effective choice of
initialization hyperparamters should satisfy
휒퐶∗푠 = 1, (2.21a)
푚JJ∗,1 = 1, (2.21b)
휎2JJ∗ = 0. (2.21c)
We refer to these as dynamical isometry conditions. eqn. (2.21)a ensures stable signal propagation
from the inputs to the loss, and eqn. (2.21)b-c are motivated by the additional requirement of
preventing the gradients from exploding/vanishing. Both of these conditions appear to be necessary
in order for a network to be trainable. Combining eqns. (2.18, 2.19, 2.20) we find that if S푧 = 1, the
dynamical isometry conditions are satisfied if 푎0 = 1, 푎푘≠0 = 0, which can be achieved by setting
∀푘 : 휎2푘 = 0 and taking 휇 푓 → ∞. This motivates the general form of the initializations used in the
experiments.
We demand that these equations are only satisfied approximately since for a given architecture,
there may not be a value of Θ that satisfies them all. Additionally, even if such a value exists,
the optimal value of 휒퐶∗푠 for a given task may not be 1. There is some empirical evidence that if
the characteristic time scale defined by 휒퐶∗푠 is much larger than that required for a certain task,
performance is degraded.
The typical values of Σ푧 will depend on the data set, yet satisfying the dynamical isometry con-
ditions is simplified if Σ푧 = 1 due to Lemma 6. It is thus a natural choice, yet we acknowledge that
a more comprehensive treatment should consider the case of general Σ푧. We also find empirically
that the results obtained under the Σ푧 = 1 assumption prove to be predictive and enable training on
a number of tasks without requiring a detailed analysis of Σ푧.
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The Stationary Distribution of the LSTM Cell State
In architectures that were considered in previous works, as well as the peephole LSTM and
GRU, all the quantities required to calculate the dynamical isometry conditions through eqns.
(2.18, 2.19) can be written in terms of integrals over a finite number of Gaussian variables at
the large width and time limit and are thus easy to evaluate. This is not the case in the standard
LSTM due to the presence of the cell state. By unrolling the cell state update equation
c푡 = 휎(u푡푓 ) ◦ c푡−1 + 휎(u푡푖) ◦ tanh(u푡푟) (2.22)
in time, we find that c푡 depends on the entire sequence of u푡푘 from the first time step 7.
From eqn. 2.22 we find that the asymptotic cell state distribution is that of a perpetuity, which is
a random variable 푋 that obeys 푋 푑= 푋푌+푍 where푌, 푍 are random variables and 푑= denotes equality
in distribution. The stationary distribution of a perpetuity generally does not have a closed form,
and neither does its likelihood ([57]). In practice, one can overcome this difficulty by sampling
from the stationary cell state distribution, as described in Appendix B.4.
2.2.4 Experiments
Padded MNIST Classification
The calculations presented above predict a characteristic time scale 휉 (defined in (2.17)) for
forward signal propagation in a recurrent network. It follows that on a task where success depends
on propagation of information from the first time step to the final 푇-th time step, the network
will not be trainable for 푇  휉. In order to test this prediction, we consider a classification task
where the inputs are sequences consisting of a single MNIST digit followed by 푇 − 1 steps of
i.i.d Gaussian noise and the targets are the digit labels. By scanning across certain directions in
hyperparameter space, the predicted value of 휉 changes. We plot training accuracy of a network
7In contrast, the hidden state distribution of the GRU at time 푡 for instance can be expressed as an integral over




Figure 2.3: Training accuracy on the padded MNIST classification task described in 2.2.4 at dif-
ferent sequence lengths 푇 and hyperparameter valuesV0 + 훼V1 for networks with untied weights,
with different values of V0,V1 chosen for each architecture. The dark and light green curves are
respectively 3휉, 6휉 where 휉 is the theoretical signal propagation time scale in eqn. (2.17). As can
be seen, this time scale predicts the transition between the regions of high and low accuracy across
the different architectures and directions in hyperparameter space.
trained with untied weights after 1000 iterations for the GRU and 2000 for the LSTM, as a function
of 푇 and the hyperparameter values, and overlay this with multiples of 휉. As seen in Figure 2.3, we
observe good agreement between the predicted time scale of signal propagation and the success of
training. As expected, there are some deviations when training without enforcing untied weights,
and we present the corresponding plots in the supplementary materials.
Unrolled MNIST and CIFAR-10
MNIST CIFAR-10
standard LSTM 98.6 58.8
critical LSTM 98.9 61.8
Table 2.2: Test accuracy on unrolled
MNIST and CIFAR-10.
The calculation results motivate critical initializa-
tions that we test on standard long sequence bench-
marks. The details of the initializations are presented
in Appendix B.5. We unroll an MNIST digit into a se-
quence of length 784 and train a critically initialized
peephole LSTM with 600 hidden units. We also train a critically initialized LSTM with hard sig-
moid nonlinearities on unrolled CIFAR-10 images feeding in 3 pixels at every time step, resulting
in sequences of length 1024. We also apply standard data augmentation for this task. We present
accuracy on the test set in Table 2.2. Interestingly, in the case of CIFAR-10 the best performance







































Figure 2.4: Training accuracy for unrolled, concatenated MNIST digits (top) and unrolled MNIST
digits with replicated pixels (bottom) for different sequence lengths. Left: For shorter sequences
the standard and critical initialization perform equivalently. Middle: As the sequence length is
increased, training with a critical initialization is faster by orders of magnitude. Right: For very
long sequence lengths, training with a standard initialization fails completely (and is unstable from
initialization in the lower right panel).
the sequence length, suggesting that information sufficient for successful classification may be
obtained from a subset of the sequence.
Repeated pixel MNIST and multiple digit MNIST
In order to generate longer sequence tasks, we modify the unrolled MNIST task by repeating
every pixel a certain number of times and set the input dimension to 7. To create a more challenging
task, we also combine this pixel repetition with concatenation of multiple MNIST digits (either 0
or 1), and label such sequences by a product of the original labels. In this case, we set the input
dimension to 112 and repeat each pixel 10 times. We train a peephole LSTM with both a critical
initialization and a standard initialization on both of these tasks using SGD with momentum. In
this former task, the dimension of the label space is constant (and not exponential in the number
of digits like in the latter). In both tasks, we observe three distinct phases. If the sequence length
is relatively short the critical and standard initialization perform equivalently. As the sequence
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length is increased, training with a critical initialization is faster by orders of magnitude compared
to the standard initialization. As the sequence length is increased further, training with a standard
initialization fails, while training with a critical initialization still succeeds. The results are shown
in Figure 2.4.
2.3 Signal propagation in networks with low precision activations
As neural networks are increasingly trained and deployed on-device in settings with memory
and space constraints [58, 59], a better understanding of the trade-offs involved in the choice of
architecture and the training procedure is gaining in importance. One widely used method to
conserve resources is the quantization (discretization) of the weights and/or activation functions
during training [60, 61, 15, 62]. When choosing a quantized architecture, it is natural to expect
depth to increase the flexibility of the model class, yet choosing a deeper architecture can make
the training process more difficult. Additionally, due to resource constraints, when using a low
precision (quantized) activation function whose image is a finite set of size 푁 , one would like
to choose the smallest possible 푁 such that the model is trainable and performance is minimally
affected. There is a trade-off here between the capacity of the network which depends on its depth
and the ability to train it efficiently on the one hand — and the parsimony of the activation function
used on the other.
We quantify this trade-off between capacity/trainability and the degree of quantization by an
analysis of wide neural networks at initialization. This is achieved by studying signal propagation
in deep quantized networks, using techniques introduced in [35, 36] that have been applied to
numerous architectures. Signal propagation will refer to the propagation of correlations between
inputs into the hidden states of a deep network. Additionally, we consider the dynamics of training
in this regime and the effect of signal propagation on the change in generalization error during
training.
In the following sections,
• We suggest (section 2.1.1) that if the signal propagation conditions do not hold, generaliza-
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tion error in early stages of training should not decrease at a typical test point, potentially
explaining the empirically observed benefit of signal propagation to generalization. This
is done using an analysis of learning dynamics in wide neural networks, and corroborated
numerically.
• We obtain (section 2.3) initialization schemes that maximize signal propagation in certain
classes of feed-forward networks with quantized activations.
• Combining these results, we obtain an expression for the trade-off between the quantization
level and the maximal trainable depth of the network (eq. 2.31), in terms of the depth scale
of signal propagation. We experimentally corroborate these predictions (Figure 2.6).
Several works have shown that training at 16-bit numerical precision is sufficient for most
machine learning applications [63, 64], with little to no cost to model accuracy. Since then, many
more aggressive quantization schemes were suggested [15, 65, 66, 67], ranging from the extreme
usage of 1-bit for representations and math operations [61, 60], to a more conservative usage of 8-
bits [62, 68], all in effort to minimize the computational cost with minimal loss to model accuracy.
Theoretically, it is well known that a small amount of imprecision can significantly degrade the
representational capacity of a model. For example, an infinite precision recurrent neural network
can simulate a universal Turing machine [69]. However, any numerical imprecision reduces the
representational power of these models to that of finite automata [70]. In this paper, we focus on
the effects of quantization on training. So far, these effects are typically quantified empirically,
though some theoretical work has been done in this direction (e.g. [71, 72, 73, 74]).
In this section, we will explore the effects of using a quantized activation function on signal
propagation in feed-forward networks. We will start by developing the mean-field equations for
a sign activations and then consider more general activation function, and establish a theory that
predicts the relationship between the number of quantization states, the initialization parameters,
and the feed-forward network depth.
We begin by considering signal propagation in the network in eq. 2.1 with 휙(x) = sign(x).
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Substituting 휙(x) = sign(x), 휙′(x) = 2훿(x) in eqs. 2.4 and 2.6 gives
푄∗ = 휎2푤 + 휎2푏 , 휒 = 4휎2푤 E(푢1,푢2)∼N (0,Σ(푄∗,퐶∗))훿(푢1)훿(푢2). (2.23)











휋 arcsin (퐶) + 휎2푏
휎2푤 + 휎2푏
. (2.25)
The closed form expressions 2.24 and 2.25, which are not available for more complex architec-
tures, expose the main challenge to signal propagation. It is clear from these expressions that the
derivative of M(퐶) diverges at 1, and since M(퐶) is differentiable and convex, it can have no
stable fixed point in [0, 1] that satisfies the signal propagation condition 휒 = 1. In fact, as we
show in Appendix C.8 that the maximal value of 휒 for this architecture is achievable when 휎푏 = 0,
and is bounded from above by 휒max = 2휋 for all choices of the initialization hyperparameters. The
corresponding depth scale is bounded by 휉max < 3.
We consider a general activation function 휙푁 : R → 푆, where 푆 is a finite set of real numbers
of size |푆 | = 푁 . To obtain a flexible class of non-decreasing functions of this form, we define
휙푁 (x) = 퐴 +
푁−1∑
푖=1
퐻 (푥 − 푔푖) ℎ푖 , (2.26)
where 퐴 ∈ R,∀푖 ∈ {1, 2, ..., 푁 − 1}, 푔푖 ∈ R, ℎ푖 ∈ R>0, and 퐻 : R → R is the Heaviside function.
This activation function can be thought of as a "stairs" function, going from the minimum state of
퐴 to the maximum state 퐴 + ∑푁−1푖=1 ℎ푖, over 푁 − 1 stairs, with stair 푖 located at an offset 푔푖 with a
height ℎ푖. We will assume that the offsets 푔푖 are ordered, for simplicity. The development of the
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, 푄푙+1 = 휎2푤푄̂
















)  , (2.28)
where Φ is the gaussian CDF and 푄̂푙 is the hidden state covariance, as explained in appendix C.2.
This expression diverges as 퐶∗ → 1 since all the summands are non-negative and the diagonal












. Since M(퐶) is convex (see Lemma 5), we find
that as in the case of sign activation, 휒 = 1 is not achievable for any choice of a quantized activation
function.
To optimize the signal propagation for any given number of states, we would like to find the
parameters that will bring the fixed point slope 휒 as close as possible to 1. For simplicity, we
will henceforth use the initialization 휎푏 = 0, which is quite common [75]. Additional empirical
evidence in appendix [16] suggests that using 휎푏 > 0 is sub-optimal, which is not very surprising,
given our similar (exact) results for sign activation. For 휎푏 = 0, 퐶 = 0 becomes a fixed point. We
eliminate eq. 2.28 direct dependency on 푄∗, by defining normalized offsets 푔˜ ≡ 푔√
푄∗ . By moving
to normalized offsets, substituting 퐶∗ = 0 and the remaining 푄∗ by eq. 2.27, our expression for the

















(−max(푔˜푖, 푔˜ 푗 )) Φ (min(푔˜푖, 푔˜ 푗 )) ℎ푖ℎ 푗 . (2.29)
Eq. 2.29 provides us with way to determine the quality of any quantized activation function in
regard to signal propagation, without concerning ourselves with the initialization parameters, that
will only have a linear effect on the offsets. Since the normalized offsets are sufficient to determine
푄̂, 푄, using eq. 2.28, moving from normalized offsets to actual offsets becomes trivial.
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To measure the relation between the number of states and depth scale, we will use eq. 2.29 over
a limited set of constant-spaced activations, where we choose 퐴 < 0,∀푖 ∈ {1, .., 푁 − 1}, ℎ푖 =
const. and the offsets are evenly spaced and centered around zero, with 퐷 defined as the distance




, and 퐷˜ defined as 퐷˜ = 퐷√
푄∗ . We view this
configuration as the most obvious selection of activation function, where the ’stairs’ are evenly











(−max (푖, 푗) 퐷˜) Φ (min (푖, 푗) 퐷˜) (2.30)
when 퐾 =
{
푘 − 푁2 |∀푘 ∈ N, 푘 < 푁
}
. A numeric analysis using of eq. 2.30 is presented in figure 2.5,
and reveals a clear logarithmic relation between the level of quantization to the optimal fixed point
slope, and the normalized spacing required to reach this optimal configuration. By extrapolating
the numerical results, as seen in the right panels of Fig. 2.5, we find a good approximations
for the the maximal achievable slope for any quantization level 휒max(푁) and the corresponding
normalized spacing 퐷opt(푁). Using those extrapolated values, we predict the depth-scale of a
quantized, feed-forward network to be
휉푁 = − 1log(휒max(푁)) ' −
1
log(1 − 푒0.71 (푁 + 1)−1.82) '
1
2
(푁 + 1)1.82 , (2.31)
where the latter approximation is valid for large 푁 . While the depth scale in eq. 2.31 is applicable
to uniformly spaced quantized activations, numerical results presented in [16] suggest that using
more complex activations with the same quantization level will not produce better results.
In their work regarding mean-field theory of convolutional neural networks, [38] shows that
the dynamics of hidden-layer’s correlations in CNNs decouple into independently evolving Fourier
modes that evolves near the fixed point, each with a corresponding fixed-point-slope of 휒푐휆푖, with
휒푐 depending the initialization hyperparameters and equivalent to the fixed point slope as calcu-
lated for fully connected networks, and 휆푖 ≤ 1 being a frequency dependant modifier corresponding
to mod 푖. While the exact dynamics in this case may depend on the decomposition of the input to
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Fourier mods, it is apparent that the maximal depth-scale of each mod can not exceed the depth-
scale calculated for the fully-connected case, and thus our upper limit on the number of layers
holds for the case of CNNs. Similarly, following [39] and [17], our results can be easily extended































log(1− χmax) = −1.82log(N+1)+0.71
R2 =0.9998
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Numerical Re ult 
Figure 2.5: Numerical analysis of the covariance propagation fixed point slope for quantized ac-
tivation functions. Left: The convergence rate in eq. 2.30 of the covariances of the hidden states
as a function of the normalized spacing between offsets 퐷˜ for activations with different levels of
quantization 푁 . Top Right: The difference between 1 and maximal achievable convergence rate
휒max as a function of 푁 . Bottom Right: The normalized spacing between states 퐷˜ corresponding
to 휒max as a function of 푁 . We find that the dependence of 1 − 휒max on 푁 is approximated well by
a power law.
2.3.1 Experimental results
To visualize the covariance propagation in eq. 2.2 we reconstruct an experiment presented in
[35], and apply it to untrained quantized neural networks. We consider a neural network with
퐿 = 100 fully-connected layers, all of width 푛 = 1000. We draw two orthonormal vectors 푢0, 푢1 ∈







푢0 cos(휃) + 푢1 sin(휃)
)












where 푟 = 500 is the number of samples, and 푄∗푠 is the fixed point, calculated numerically. After
initializing the neural network, we use the manifold values as inputs to the neural network and
measure the covariance in all hidden layers. We then plot in Figure 2.1 the empirical covariance
of the hidden states as a function of the difference in the angle 휃 of their corresponding inputs.
The reason for multiplying the initial values by
√
푄∗푠 is so we can isolate the convergence of the
off-diagonal correlations from that of the diagonal.
To test the predictions of the theory, we have constructed a similar experiment to the one
described in [36], training neural networks of varying depths over the MNIST dataset. We study
how the maximal trainable depth of a quantized activation fully-connected network depends on
the weight variance 휎2푤 and the number of states in the activation function 푁 . For our quantized
activations, we used the constant-spaced activations we have analyzed in section 2.3:













which describes an activation function with a distance of 퐷 = 2푁−1 between offsets, and with states
ranging between -1 and 1.
To find the best initialization parameters for each activation function, we first used eq. 2.27 to
compute 푄̂∗ assuming our normalized spacing 퐷√
푄∗ is optimized (퐷˜opt, computed using the linear





and thus ensured that the normalized offsets are indeed optimal. Gradients are computed using the
Straight-Through Estimator (STE) [15] given by
Δinput =

Δoutput |input| < 1
0 else
, (2.32)
where Δoutput is gradient we get from the next layer and Δinput is the gradient we pass to the preced-
ing layer. The conditions required for allowing the gradients information to propagate backward
are discussed in appendix C.7. Those conditions are not enforced in this experiment, as they have
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Figure 2.6: Test accuracy of feed-forward networks of different depth with quantized activation
functions trained on MNIST classification after 1600 training steps, compared with the theoretical
depth scale predictions (eq. 2.7). Up to a constant factor, the theoretical depth scale predicts the
phase transition between regimes where a network is trainable and one where training fails. Left:
Networks with a 10 states activation function and different values of the weight variance. Right:
Networks with different quantization levels (number of states), with variances adjusted to allow
optimal signal propagation.
no significant effect on the results, as shown in appendix C.5, where we add more results that iso-
late the forward-pass from the backward pass. Also included in appendix C.5 are results that show
the evolution of the training and test accuracy in training time. A simplified initialization scheme
for the use of practitioners is included in appendix C.6.
We set the hidden layer width to 2048. We use SGD for training, a learning rate of 10−3 for
networks with 10-90 layers, and a learning rate of 5 × 10−4 when training 100-220 layers. Those
parameters were selected to match those reported in [36], with the second learning rate adjusted
to fit our area-of-search. We also use a batch size of 32, and use a standard preprocessing of the
MNIST input8.
Figure 2.6 shows that the initialization of the network using the parameters suggested by our
theory achieves the optimal trainability when the number of layers is high. When measuring test
accuracy at the early stage of the network, we can see that the accuracy is high when the network
has ∼ 4휉 layers or less. As demonstrated by the advanced training stage results shown in appendix
C.5, and by the results of [36], networks of depth exceeding ∼ 6휉 appear to be untrainable.




In this chapter, we quantify a relationship, which holds at the infinite width limit, between hy-
perparameters of the network architecture and initialization and the ability of signals to propagate
through the network, which empirically is related to the ability to train such a network. In the case
of deep feed-forward networks with quantized activation functions, this enables one to quantify a
trade-off between the maximal depth of the model at which it can be trained (which is related to the
expressiveness of the model class) and the degree of quantization (and hence savings in resources).
In the case of recurrent architectures, we derive initialization schemes that enable training on long
sequence tasks without algorithmic or architectural modifications.
Additionally, in Section C.9 we propose a possible explanation for the improved generalization
observed when training networks that are initialized to enable stable signal propagation. While
the motivation for the critical initialization has been improved trainability [36], empirically these
initialization schemes were shown to improve generalization as well, an observation that was be-
yond the scope of the analysis which motivated them. By considering the dynamics of learning in
wide networks that exhibit poor signal propagation, we find that generalization error in the early
stages of training will typically not improve. This effect will be minimized when using a critical
initialization. In the next section, we make the intuition behind this idea precise. The phenomenon
described in Section C.9, whereby the decay profile of the kernel that governs the error dynamics
at early training times as a function of the angle between inputs affects the ability of the network
to generalize to unseen data, is made precise. It will be part of an end-to-end analysis providing a
generalization bound for fully-connected networks on a manifold classification task.
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Chapter 3: Classifying manifolds with deep networks using gradient descent
It may be surprising that the initialization schemes derived in the previous section can have a
dramatic effect on the generalization error of a neural network even after training. This suggests
that if a neural network is particularly wide, its properties at initialization may be indicative of
the training dynamics. When considering the prospects of a geometric analysis of these dynamics
along the lines of Chapter 2, one is immediately confronted with the obstacle posed by the large
symmetry group whose action on the parameters leaves the network function unchanged. Con-
sidering for example a fully-connected feed-forward network with ReLU activations, the network
output is invariant to combinations of permutations and scaling of the weight matrices. At a more
fundamental level, training a neural network is a function approximation problem rather than a
parameter inference problem such as dictionary learning. It is rarely the case that a neural net-
work is a meaningful model for the data-generating process outside of theoretical settings. For
these reasons, it is natural to study the training dynamics at the level of the network function itself,
circumventing the need to deal with the aforementioned symmetries.
The training dynamics in function space for wide networks trained for short times with a suf-
ficiently small learning rate are indeed relatively tractable [43], and this realization has led to
numerous theoretical works focused on this "overparametrized" regime [21, 19, 20, 76, 77, 78]. In
this section we present an end-to-end analysis of the training process for a data model inspired by
some aspects of the structure found in natural images. We show that in this regime, a sufficiently
deep and wide neural network can indeed be trained using gradient descent to separate two low-














Figure 3.1: (a) Data in image classification with standard augmentation techniques, as well as other
domains in which neural networks are commonly used, lies on low dimensional class manifolds—
in this case those generated by the action of continuous transformations on images in the training
set. Tangent vectors at a point on the manifold corresponding to an application of a rotation or a
translation are illustrated in green. The dimension of the manifold is determined by the dimension
of the symmetry group, and is typically small. (b) The multiple manifold problem. Our model
problem, capturing this low dimensional structure, is the classification of low-dimensional sub-
manifolds of a sphere S푛0−1. The difficulty of the problem is set by the inter-manifold separation
Δ and the curvature 휅. The depth and width of the network required to provably reduce the gener-
alization error efficiently are set by these parameters.
Our goal is to learn a feed-forward neural network classifier for binary data drawn from a
distribution on two disjoint smooth regular curves in S푛0−1, i.e., one dimensional Riemannian sub-
manifolds of the sphere, as illustrated in Figure 3.1. We specify the technical assumptions we
place on the manifolds in detail in Section 3.1. We label the images of the curves asM+ andM−,
with M = M+ ∪ M−, and denote the data measure by 휇∞ and assume it admits a density with
respect to the Riemannian measure onM. In this setting, we can formulate our target function as
푓★ :M → {±1}, with
푓★(x) =

+1 x ∈ M+
−1 x ∈ M−,
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which we learn using a fully-connected neural network with ReLU activations and access to i.i.d.
samples from 휇∞ and their corresponding labels. We parameterize our neural network with weights
W1 ∈ R푛×푛0 , Wℓ ∈ R푛×푛 if ℓ ∈ {2, . . . , 퐿}, and W퐿+1 ∈ R1×푛. The iterates of the forward pass of
our neural network are




+, ℓ = 1, 2, . . . , 퐿,
which we also refer to as features or activations, and the network output is 푓휽 (x) = W퐿+1휶퐿휽 (x),
where 휽 = (W1, . . . ,W퐿+1) collects the network’s trainable parameters. We then define 휁휽 (x) =
푓휽 (x) − 푓★(x) for the prediction error on input x with parameters 휽 . Our training objective is the
square loss: for any positive measure 휇 supported onM and any choice of the parameters 휽 , we
define
L휇 (휽) = 12
∫
M
휁휽 (x)2 d휇(x). (3.1)
Our analysis will focus on two specific choices of the measure 휇: the ‘population measure’ 휇∞,
and a random ‘finite-sample’ measure 휇푁 , defined as 휇푁 = 1푁
∑푁
푖=1 훿x푖 with (x1, . . . , x푁 ) ∼i.i.d. 휇∞.
This notation echoes the fact that when 푁 is large, the finite-sample measure 휇푁 ‘approaches’ the






( 푓휽 (x푖) − 푓★(x푖))2 ,
so that minimization of L휇푁 concides with the empirical risk minimization approach to learning
the parameters 휽 . We say the parameters 휽 separate the manifoldsM if the classifier implemented
by the neural network with the parameters 휽 labels the two manifolds correctly, i.e. if
∀x ∈ M+, sign( 푓휽 (x)) = +1 and ∀x ∈ M−, sign( 푓휽 (x)) = −1. (3.2)
The next section describes the algorithm for learning parameters 휽 that separateM that we analyze.
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Conceptual Algorithm
We analyze a gradient-like method for the minimization of the empirical loss L휇푁 . After ran-
domly initializing the parameters 휽푁0 as Wℓ ∼i.i.d. N(0, 2/푛) if ℓ ∈ [퐿] and W퐿+1 ∼i.i.d. N(0, 1),
independently of the samples x1, . . . , x푁 , we consider the sequence of iterates
휽푁푘+1 = 휽
푁
푘 − 휏∇˜L휇푁 (휽푁푘 ), (3.3)
where 휏 > 0 is a step size, and ∇˜L휇푁 represents a ‘formal gradient’ of the loss, which we define
in detail below. We have chosen the variance parameters of our initial weights to guarantee stable
forward propagation: they ensure that the norms of the features at each layer have expected value
1 and that the network output matches the scale of 푓★. To establish our main result, we will show
that when the step size 휏 is sufficiently small, the index 푘 is sufficiently large, and the network
width, depth, and number of samples are appropriately chosen, the parameters 휽푁푘 separate M
with overwhelming probability over the random sample from 휇∞ and the randomness of the initial
weights 휽푁푘 .
To define the ‘formal gradient’ of the loss L휇푁 , we first define formal gradients of the network
output by
∇˜Wℓ 푓휽 (x) = 휷ℓ−1휽 (x)휶ℓ−1휽 (x)∗
for ℓ ∈ [퐿] and x ∈ M, where we have introduced the definitions
휷ℓ휽 (x) =
(
W퐿+1P퐼퐿 (x)W퐿P퐼퐿−1 (x) . . .Wℓ+2P퐼ℓ+1 (x)
)∗
for ℓ = 0, 1, . . . , 퐿 − 1, and where we additionally define








for the orthogonal projection onto the set of coordinates where the ℓ-th activation at input x is pos-
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itive. We call the vectors 휷ℓ휽 (x) the backward features or backward activations—they correspond
to the backward pass of our neural network. We also define
∇˜W퐿+1 푓휽 (x) = 휶퐿휽 (x)∗.




∇˜ 푓휽 (x)휁휽 (x) d휇푁 (x).
In our analysis, it will be convenient to analyze a ‘population version’ of the gradient iteration




∇˜ 푓휽 (x)휁휽 (x) d휇∞(x),
and then define the sequence of iterates
휽∞푘+1 = 휽
∞
푘 − 휏∇˜L휇∞ (휽∞푘 ), (3.4)
with identical initialization 휽∞0 = 휽
푁
0 . Let us emphasize again that the expressions above are
definitions, not gradients in the analytical sense: we introduce these definitions to cope with non-
smoothness of the ReLU [ · ]+. On the other hand, our formal gradient definitions coincide with
the expressions one obtains by applying the chain rule to differentiate L휇푁 at points where the
ReLU is differentiable, and we will make use of this fact to proceed with these formal gradients in
a manner almost identical to the differentiable setting.
In the sequel, we will denote evaluation of quantities such as the features and prediction error
at parameters along the gradient descent trajectory using a subscript 푘 , with an omitted subscript
denoting evaluation at the initial 푘 = 0 parameters, and we will add a superscript 푁 to parame-
ters such as the prediction error to emphasize that they are evaluated at the parameters that solve
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eq. (3.3). For example, in this notation we express 휁휽푁푘 as 휁
푁
푘 .
Regularity Assumptions on the Data Manifolds
Our argument, particularly the concentration analysis, applies to certain Riemannian subman-
ifolds of the unit sphere of arbitrary dimension, but other parts of the argument are targeted at the
special case 푑0 = 1. In this paragraph, we will describe the general assumptions we place on the
manifolds, as well as additional specific assumptions that we require when 푑0 = 1. For background
on curves and more broadly Riemannian manifolds, we refer the reader to [79, 80]. We assume
thatM =M+ ∪M−, whereM+ andM− are two disjoint complete connected1 Riemannian sub-
manifolds of the unit sphere S푛0−1, with 푛0 ≥ 3. We take as metric on these manifolds the metric
induced by that of the sphere, which we take in turn as that induced by the euclidean metric on R푛0 .
We write 휇+ and 휇− for the measures onM+ andM− (respectively) induced by the data measure
휇, and we assume that 휇 admits a density 휌 with respect to the Riemannian measure onM, writing
휌+ and 휌− for the densities on M± induced by the density 휌. When 푑0 = 1, we add additional
structural assumptions to the above: we assume thatM± are smooth, simple, regular curves. That











BecauseM± are smooth regular curves, they admit global unit-speed parameterizations with re-
spect to arc length 휸± : 퐼± → S푛0−1, where 퐼± are intervals of the form [0, len(M±)]. Exploiting







휌± ◦ 훾±(푡)‖훾′±(푡)‖2 d푡 =
∫
퐼±
휌± ◦ 훾±(푡) d푡.
1Certain parts of our argument, such as the concentration result Theorem 7, are naturally applicable to cases where
M± themselves have a finite number of connected components with a mild dependence on this number, and we state
them as such. We skip this extra generality in our dynamics arguments, because the extra detail would obscure the
main ideas.
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We will exploit this formula in the sequel to compare between 퐿푝휇 (M) and 퐿푝 (M) norms of




휌(x); 휌max = sup
x∈M
휌(x).
For our bounds in certain places to be nonvacuous, we will need 휌min > 0. In this setting, the
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2 , sup
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휸′′−(푠)2} ≤ 휅.




and assume Δ > 0. We denote by distM (·, ·) the intrinsic distance between two points on the
same connected component ofM. We add one additional regularity assumption on the curves: we
assume there exist constants 0 < 푐휆 ≤ 1, 퐾휆 > 0 such that
∀휆 ∈ (0, 푐휆/휅] , (x, x′) ∈ M★×M★, ★ ∈ {+,−} : ∠(x, x′) ≤ 휆⇒ distM (x, x′) ≤ 퐾휆휆. (3.5)








This assumption essentially implies that on the typical scale of the curvature, the manifolds do not
contain points that are close in geodesic distance yet far in intrinsic distance. In other words, each
connected component avoids "almost intersecting itself" below such scales. This will be a useful
assumption since it will allow us to relate the geodesic and intrinsic distance below this scale. To
see how such constants can be obtained at a given scale, for either★ ∈ {+,−}, consider a connected
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If 푟★(휆) = 0, by compactness we can construct a sequence of pairs of points that converges to
푟★(휆), but this would imply that M★ is self-intersecting, contradicting our assumption that it is
simple. It follows that 푟★(휆) > 0 for any value of 휆. If we now define 퐾˜휆 = 푟★(휆)/휆, it follows that
for any (x, x′) ∈ M★ ×M★,
∠(x, x′) ≤ 휆⇒ distM (x, x′) ≤ 퐾˜휆휆.
Our regularity assumption implies that a single such constant holds for a range of scales below the
curvature scale, which is a mild assumption since 퐾˜휆 approaches 1 as 휆 approaches 0.
3.1.1 Main results and proof outline
Our main result is that gradient descent defined in eq. (3.3) provably separates the two mani-
folds in a small finite time for the simple configuration ofM shown in Figure 3.3.
Theorem 4. LetM be a one-dimensional Riemannian manifold. For any 0 < 훿 ≤ 퐾1, choose 퐿
so that
퐿 ≥ 퐾2 max
{
퐶휆휅







If 푁 ≥ 퐶휌3 log4(훿)퐿15, and if there exists a function 푔 ∈ 퐿2휇 (M) such that
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Figure 3.2: (a) Depth acts as a fitting resource. As 퐿 increases, the rotationally-invariant kernel Θˆ
decays more rapidly as a function of angle between the inputs ∠(x, x′) . Below the curves we show
an isometric chart around a point x ∈ M+. Once the decay scale of Θˆ is small compared to the
inter-manifold distance Δ, the network output can be changed at x while only weakly affecting its
value onM−. It is this mechanism that relates the depth required to solve the classification problem
to the data geometry. (b) Width acts as a statistical resource. The dynamics at initialization are
governed by Θ, a random process over the network parameters. As 푛 is increased, the fluctuations
of Θ around Θˆ decrease (here 퐿 = 10). These two phenomena are related, since the fluctuations
also grow with depth, as evinced by the scaling in Theorem 5.
from 휇, gradient descent with learning rate 휏 ≤ 푐푛퐿 for some 푐 yields a classifier that separates
the two manifolds after 푘 iterations, where 푘휏 = 퐿
3/2+1/32
푛 . Moreover, ifM is an 푟-instance of the
two circles geometry studied in Section 3.2.2 with 푟 ≥ 1/2, there exists a certificate 푔 satisfying
eq. (3.7) with probability at least 1 − 훿.
The constants 퐶, 퐾1, . . . , 퐾3 are absolute, 퐶휌, 퐶휌2, 퐶휌2 are constants tat depend only on the
density on the manifolds and their lengths and are specified in Theorem 6. 퐶M > 0 depends
only on the length of the manifold and the number connected components ofM. 퐶휆 is the global
regularity constant of the manifolds defined in eq. (3.6). The kernel associated with the integral
operator 횯ˆ is given by eq. (3.10), and 휁ˆ is a suitable approximation to 휁 discussed below.
Before getting into details, we make some general remarks on the implications of Theorem 4.
(i) The depth 퐿 is set by the geometric properties of the data, with only a polylogarithmic
dependence on the ambient dimension. This reflects its role controlling the capabilities of
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the network to fit functions.
(ii) The width 푛 is set by 퐿 since increasing the depth also increases the statistical fluctuations
of Θ around a deterministic kernel Θˆ and its rate of change during gradient descent.
(iii) The sample complexity 푁 incurs a dependence on 퐿 since Θˆ becomes less smooth as 퐿
increases (see Figure 3.2a). The magnitude of Θˆ scales linearly with 푛 (see eq. (3.10)), and
so even though increasing 푛 will make it less smooth, it will also increase its norm and
consequently the rate at which the fitting error is reduced. These two effects cancel each
other out, and we obtain a sample complexity independent of 푛.
(iv) The result implies not just that the expected generalization error with respect to 휇 of a binary
classifier is 0, but the stronger equation 3.2, implying that the generalization error will be 0
for any choice of test distribution supported onM simultaneously.
(v) The requirement that 푛 scales like a comically large power of 퐿 is almost entirely due to
worst-case bounds on the changes in Θ푁푘 during gradient descent. Improved control of these
changes will reduce the exponent considerably.
To describe the main ideas of Theorem 4 in more detail, we calculate the dynamics of the error







= 휁푁푘 − 휏
∫
M
Θ푁푘 (x, x′)휁푁푘 (x′) d휇푁 (x′) (3.8)
where we have defined the kernel





′), ∇˜ 푓휽푁푘 −푡휏∇˜L휇푁 (휽푁푘 ) (x)
〉
d푡 (3.9)
(see Lemma 25 for details). These dynamics appear challenging to reason about for several rea-
sons: The kernel Θ푁푘 is a time-dependent random process, and the empirical measure 휇
푁 and
initial conditions 휁푁0 introduce additional randomness. The scaling of 푛, 퐿 and 푁 in Theorem 4
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ensure that with overwhelming probability, (i) the initial kernel Θ푁0 is uniformly close to a smooth,
rotationally invariant kernel















where 휑(ℓ) denotes the ℓ-fold composition of 휑(휈) = cos−1 ((1 − 휈휋 ) cos 휈 + sin 휈휋 ) (Figure 3.2b);
(ii) for a number of iterations 푘 and learning rate 휏 that satisfy 0 ≤ 푘휏 < 퐿4/5/푛, the kernel in
eq. (3.8) hardly changes from its initial value uniformly overM; and (iii) the finite sample error
휁푁푘 is close to the population error 휁푘 (obtained by replacing 휇
푁 with the population measure 휇
in eq. (3.8)). These facts allow us to consider instead a simpler nominal gradient descent that





= 휁∞,nom푘 − 휏
∫
M
Θ(x, x′)휁∞,nom푘 (x′) d휇∞(x′) (3.11)
with identical initial conditions, where the kernel in the above expression is the so called neural
tangent kernel given by
Θ(x, x′) = 〈∇휽 [ 푓휽0 (x)],∇휽 [ 푓휽0 (x′)]〉. (3.12)
Further details are given in Sections 3.2.1, 3.2.3 and 3.2.4.
Having reduced the original dynamics eq. (3.8) to the simpler nominal dynamics, it is still far
from obvious that the nominal error can be shown to decrease rapidly over time. To make progress,
we consider instead the approximation Θˆ (and similarly approximate 휁∞,nom0 by a deterministic
function 휁ˆ). The difficulty of our classification problem is controlled by the minimum spherical
distance between the two data manifolds Δ and the maximum curvature 휅 of either manifold, as
illustrated in Figure 3.1b. The key property that we will use in arguing about the dynamics is
that as the depth 퐿 increases, the kernel Θˆ sharpens and localizes (Figure 3.2a): the conditions
on 퐿 in Theorem 4 guarantee that the sharpness is sufficient to ensure that the cross-manifold
integrals in the dynamics eq. (3.11) are small in magnitude, which ensures that 횯ˆ aligns well
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with the approximate initial error 휁ˆ and leads to rapid decrease of the nominal error. Our precise
characterization of this phenomenon is presented in Appendix C of [22].
In operationalizing this observation, it is natural to relate the decay properties of the kernel Θˆ to
the spectral properties of the operator 횯ˆ. The difficulty is that while Θˆ is rotationally invariant over
the sphere, it will generally not be overM, and even for highly symmetric manifolds rotational
invariance may be broken by the data measure 휇. We show that instead of arguing about the
spectrum of 횯ˆ explicitly, it suffices to bound the norm of a function 푔 satisfying Θˆ[푔] = 휁ˆ . This
produces an approximate certificate that can be used to show that the norm of 휁∞,nom푘 decreases
rapidly as a result of the nominal gradient descent. We expand on this technique in Section 3.2.2.
Guaranteeing that the changes in Θ푁푡 throughout training are sufficiently small in magnitude
sets the pessimistic scaling of 푛 on 퐿 in Theorem 4. However, when our focus is control of the
initial neural tangent kernel about Θˆ, we can establish an essentially optimal linear scaling of 푛 on
퐿.
Theorem 5. LetM be a 푑0-dimensional Riemannian submanifold of S푛0−1. For any 푑 ≥ 퐾푑0 log(푛퐶M),





Θ(x, x′) − Θˆ(x, x′) > √푑4푛퐿3] ≤ 푒−푐푑 ,
where 푐, 퐶, 퐾, 퐾′ > 0 are absolute constants and Θˆ is defined in Equation (3.10). 퐶M > 0 depends
only on the length of the manifold if 푑0 = 1, and is otherwise an absolute constant.
The proof of Theorem 5 involves a treatment of dependencies between weights as they appear
in the kernel Θ in an essentially optimal way using martingale concentration, and a sharp concen-
tration estimate for the process by which the angles between features evolve as they are propagated
through the initial network. We discuss these issues in more detail in Section 3.2.1.
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3.2 Key proof elements and technical tools
3.2.1 Initial kernel and predictor control - martingale concentration and angle contraction
The initial kernelΘ is a complicated random process defined over the weights (W1, . . . ,W퐿+1).
To control it, we first show for fixed (x, x′) that Θ(x, x′) concentrates with high probability, and
then leverage continuity properties to pass to uniform control of Θ. We describe pointwise control
in this section, and discuss uniformization in Section 3.2.4. The kernel Equation (3.12) can be
written in the form
Θ(x, x′) = 〈휶퐿 (x),휶퐿 (x′)〉 +
퐿−1∑
ℓ=0
〈휶ℓ (x),휶ℓ (x′)〉〈휷ℓ (x), 휷ℓ (x′)〉,
where 휷ℓ (x) = (W퐿+1P퐼퐿 (x) · · ·Wℓ+2P퐼ℓ+1 (x))∗ will be referred to as backward features, and P퐼ℓ (x)
is a projection onto {휶ℓ (x) > 0}. We consider 〈휷0(x), 휷0(x′)〉 as a representative example: up to
a small residual term, this process can be expressed as a sum of martingale differences. Formally,
for ℓ ∈ [퐿], let F ℓ denote the 휎-algebra generated by all weight matrices up to layer ℓ, with F 0
denoting the trivial 휎-algebra. We can then write
〈휷0(x), 휷0(x′)〉 − 푔0(휈0) ≤ 퐿+1∑
ℓ=1
푔ℓ (Wℓ, . . . ,W1, 휈0) − E
[
푔ℓ (Wℓ, . . . ,W1, 휈0)
 F ℓ−1]  + 푅
(3.13)
for some functions 푔ℓ and controllable residual 푅, where 휈0 = ∠(x, x′). If we fix all the variables
in Fℓ−1, the fluctuations in the ℓ-th summand will be due to Wℓ alone. Intuitively, since each
weight matrix appears at most once in 휷0(x), it will appear at most twice in 푔ℓ, and therefore
푔ℓ will have a sub-exponential distribution conditioned on F ℓ−1 and concentrate well around its
conditional expectation. This property stems from the compositional structure of the network,
with independent sources of randomness introduced at every layer, and is essentially agnostic to
other details of the architecture. The concentration of the summands in equation 3.13 implies
concentration of the sum: even though the summands are not independent, they can be controlled
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using concentration inequalities analogous to those for sums of independent variables [81, 82]. We
make use of similar arguments in several places in our proof of concentration of Θ(x, x′), provided
in full in Appendix D of [22].
Showing that terms of the form 〈휶ℓ (x),휶ℓ (x′)〉 concentrate with optimal scaling gives rise to
additional challenges. Here we exploit an essential difference between the concentration properties
of the angles between features 휈ℓ = ∠(휶ℓ (x),휶ℓ (x′)) relative to those of the correlation process
〈휶ℓ (x),휶ℓ (x′)〉 studied in prior works on concentration of Θ: when 휈ℓ−1 = 0, we have that 휈ℓ = 0
deterministically, whereas the correlation process behaves like a subexponential random variable
with small but nonzero deviations. Together with smoothness, this clamping phenomenon exhib-
ited by the angle evolution process enables us to show optimal concentration of the angle at layer
ℓ around the function 휑(ℓ) (휈0), which has size 푂 (ℓ−1). As a consequence, the angles between fea-
tures contract as one moves up the network. The contraction of angles has strong consequences for
both concentration of the network and construction of certificates (Section 3.2.2): the critical rate
of contraction of the angles gives the invariant kernel Θˆ its sharpness at zero and localization prop-
erties, both of which increase as the depth is increased, and the network function 푓휽 approaches
a constant function on M as the depth is increased. We provide full details of our approach in
Appendices D and E of [22].




Figure 3.3: The coaxial circles geometry for which we construct an approximate certificate.
As mentioned in Section 3.1.1, after solving the linear dynamics eq. (3.11) and introducing
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approximations Θˆ and 휁ˆ forΘ and 휁∞,nom0 , we can ensure that the norm of 휁
∞,nom
푘 decreases without
access to the eigenvalues and eigenfunctions of Θˆ, which will generally not be tractable since the
operator may not be translationally invariant on M. By a simple argument that relies on the
positive semidefiniteness of Θ (which obtains from general principles), we show that if we can
find a function 푔 satisfying Θˆ[푔] = 휁ˆ with sufficiently small norm, then for a sufficiently small









≥ 1 − 푒−푐푑
for some 푞 > 0. If the network is sufficiently deep, the norm of the nominal error can thus be
made arbitrarily small in a number of iterations that scales only polynomially with the problem
parameters. Details are provided in Lemma 22.
For the simple geometry in Figure 3.3, we show in Appendix C.1.2 of [22] how to construct
such a certificate using Fourier analysis. Note that this bound holds even if the density is non-
uniform on the manifolds, which breaks rotational invariance. In Section 3.3 we outline approaches
to extending certificate construction to general smooth curves.
3.2.3 Handling discontinuous changes in the features
Our argument requires the uniformization of the pointwise estimates of Section 3.2.1, and
control of the changes in Θ during training. In both of these cases, we must contend with the fact
that the backward features are not continuous functions of the input, due to the matrices P퐼ℓ (x)—as
the forward features change, these projection matrices incur non-smooth changes from "neurons
turning on or off". In order to control these objects, we bound the number of possible feature
sign changes given a bounded norm perturbation in the features (or in the input to the network
in the case of uniformization). In considering changes during training, we worst-case over these
possible smooth changes, resulting in a somewhat unrealistic scaling requirement of the width with
respect to the depth. Full details on uniformization and control of changes during are provided in
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Appendix D and Appendix F of [22] respectively, and the final concentration result is given by
Theorem 5.
3.2.4 Finite sample issues
To complete the proof of Theorem 4, we need to transfer control of 휁∞,nom푘 to 휁
푁
푘 , and ensure
that decreasing the squared error ‖휁푁푘 ‖퐿2휇 (M) also leads to control of the absolute error ‖휁푁푘 ‖퐿∞ (M) .
We accomplish this by splitting off a Lipschitz-continuous component from 휁푁푘 , controlling the
time evolution of its Lipschitz constant and the size of the resulting residual, and invoking con-
centration results for empirical measures in Wasserstein distance [83]. Full details are given in
Section D.2. Combining this result with bounds on the myriad residual terms picked up along the
way, we finally obtain our main result—Theorem 4.
3.3 Discussion
In a setting where the data lie on highly-symmetric one-dimensional manifolds, we have shown
that a sufficiently overparametrized neural network can efficiently separate the two manifolds, with
the required hyperparameters dictated by the geometry of the data. It is of great interest to push
out to understand data geometries with general relative orientations and non-uniform curvature.
Fortunately, our analysis is modular: because our concentration analysis applies to Riemannian
manifolds of dimension 푑0 without modification, to achieve this extension we need only gener-
alize the certificate construction of Section 3.2.2 and adapt our finite-sample argument to higher-
dimensional data. For example, it should be possible to generalize the certificate construction
used for the geometry of Figure 3.3 to general curves by approximating the operators ΘˆM± locally
with operators on constant-curvature manifolds, inverting these local approximations using Fourier
analysis, then gluing the resulting locally-valid certificates together to obtain a global certificate
that well-approximates 휁ˆ . Another viable approach may be to modify the network architecture
in a way that produces an invariant operator Θˆ with better sharpness and decay properties than
is obtained for a deep feed-forward ReLU network, and leverage these improvements in the con-
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struction of certificates for more general geometries. This approach would require the resolution
of some delicate concentration issues. Some qualitative insights into viable architectural changes
could be gleaned from [84], in which the angle contraction process we characterize nonasymptoti-
cally for fully-connected ReLU networks is characterized for other activation functions in the limit
of 푛, 퐿 →∞.
Although we have motivated our data model in the multiple manifolds problem using appli-
cations in computer vision, it is important to note that the spatially-structured image articulation
manifolds that arise as data in these contexts do not carry a differentiable structure [85], so the as-
sumption of bounded curvature may not be realistic here. On the other hand, in these applications it
is standard to employ a convolutional network architecture. We anticipate that our martingale con-
centration framework can be extended to these architectures, and beyond establishing analogues
of Theorem 4 in this setting, we believe it should be possible to show that the natural invariance
properties of convolutional networks can be exploited to obtain similar guarantees for models of
image articulation manifolds. In this connection, we mention the scattering networks of Mallat
[86, 87], which feature provable local stability to continuous transformations of the input. It would
be of interest to show that similar properties are enjoyed by randomly-initialized convolutional
networks, so that image articulation manifolds generated by small rotations and dilations can be
‘regularized’ without having to expend additional network resources computing convolutions over
general LCA groups [88].
In recent years there has been much work devoted to the analysis of overparametrized networks
in the regime where the changes in Θ during training are small and the dynamics in eq. (3.8) are
close to linear [43, 21, 19, 89]. On the other hand, there have also been results highlighting
the limitations of this regime. In [90] the authors coin the term "lazy training" in referring to a
regime where the relative change in the differential of the network function is small compared
to the change in the objective during gradient descent. While this is true for neural networks
in the regime studied here, the analysis makes evident the fact that not all lazy training regimes
are created equal. Our performance guarantees depend on the structure of the kernel Θˆ, and on
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controlling fluctuations of Θ around it. We are able to control these only in the limit of large
width. In contrast, lazy training can also be achieved in homogeneous models by simply scaling
the output of the model [90], in which case one cannot argue that the kernel has the decay properties
that enable it to fit data.
Another highly relevant work in a similar vein is [91], where the authors show that kernel
regression with any rotationally invariant kernel on S푑 (including that of a deep network) is equiv-
alent to polynomial regression with a degree 푝 polynomial if the number of samples is bounded by
푑푝+1. The paper assumes that the data is completely unstructured. However if the data lies on a low
dimensional manifold, one would expect the sample complexity to depend in a mild way on the
ambient dimension (and indeed this dependence in Theorem 4 is only polylogarithmic). Taking a
number of samples that is a large power of the manifold dimension may not be prohibitive in such
a setting.
3.4 Postscript: Beyond Overparametrized Networks?
In this section we focus heavily on the structure of the kernel that governs the dynamics near
initialization of wide networks. In contrast to the overparametrized/kernel regime, it is a widely
held belief that the nonlinear process of feature learning from data is the key to the success of
deep networks. Due to the connection between the overparametrized regime and linearized neural
networks 2 [21, 19, 90], one might hope that the study of this regime could serve as a first step
towards understanding the regime where features are learned from data. However, aside from the
potentially daunting task studying higher order terms in the expansion [92], there is some evidence
that the typical regime in which neural networks are trained may not be accessible by such an
approach. While the evolution of Θ푘 is generally described by an infinite hierarchy of differential
equations [93, 94], in [95] a simple model was studied where the dynamics with a finite learning
rate can be computed exactly. The authors find that the dynamics exhibit a phase transition as a
function of the learning rate, between a kernel regime where changes in Θ푘 are small and the loss
2A first-order Taylor expansion of the network in the deviations of the parameters from their initial values
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decreases monotonically, and a "large learning rate" regime where the kernel changes considerably,
and training converges to solutions with smaller curvature. Strikingly, the values of the critical
learning rates computed for this simple model are somewhat predictive of the learning rates at
which an improvement in performance is observed in commonly used models on benchmark tasks.
This phase transition is non-perturbative, suggesting that a Taylor expansion around initialization
will not be able to capture the dynamics in this phase.
Additional evidence that understanding of the initial kernel may not be informative regarding
the performance of gradient descent in practice is provided in [23]. In this work we show that a
network can be initialized with zero weights and skip connections such that the kernel implemented
at initialization is that of a shallow network. The ability to use depth in order to improve the fitting
capabilities of the kernel, which was a key element in our proof, is completely absent. Despite
this fact, we are able to train this network to match the performance of standard architectures on




Understanding the conditions under which a typically hard problem can be solved with a
simple, local algorithms can prove valuable in designing novel models and algorithms. In this
work, we considered a few select examples of problems of this nature—orthogonal dictionary
learning, generalized phase retrieval at the infinite data limit and manifold classification with a
fully-connected feed-forward network. For all these problems, understanding of the geometry of
either the objective function itself or the data and model enable us to produce efficient solution
guarantees using gradient descent alone.
When considering complex models such as deep neural networks, a prescriptive theory for their
training dynamics may seem like a distant goal. The network at initialization however is
amenable to some analysis, and we show that quantifying the stability of signals and gradients in
wide networks enables to some extent to predict when a network will successfully train on certain
types of tasks, albeit the approach is heuristic in nature.
Additionally, In this wide network regime, an analysis such as the one we have provided for the
two manifold problem sheds light on some of the mechanisms that are at play in the training
process, and the interaction between the model and data. Specifically, in our approach the
architectural hyperparameters (depth and width of the network) are constrained by the geometry
of the data, with depth acting as a fitting resource that improves the ability of the network to fit
functions while width acts as a statistical resource—decreasing fluctuations of the so called neural
tangent kernel around a deterministic kernel at initialization whose properties we control
analytically. With regard to the concentration result, we provide a novel analysis using martingale
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concentration that gives essentially optimal rates, requiring the network width to scale only
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Appendix A: Recovering orthogonal dictionaries with gradient descent
A.1 Proofs - Separable Objective
Proof of Lemma 1: (Critical point structure of separable objective). Denoting by tanh( q휇 ) a vec-
tor in R푛 with elements tanh( q휇 )푖 = tanh( 푞푖휇 ) we have
grad[ 푓Sep] (q)푖 = (I − qq∗) tanh(q
휇
).
Thus critical points are ones where either tanh( q휇 ) = 0 (which cannot happen on S푛−1) or
tanh( q휇 ) is in the nullspace of (I − qq∗), which implies tanh( q휇 ) = 푏q for some constant 푏. The
equation tanh( 푥휇 ) = 푏푥 has either a single solution at the origin or 3 solutions at {0,±푟 (푏)} for
some 푟 (푏). Since this equation must be solved simultaneously for every element of q, we obtain
∀푖 ∈ [푛] : 푞푖 ∈ {0,±푟 (푏)}. To obtain solutions on the sphere, one then uses the freedom we have
in choosing 푏 (and thus 푟 (푏)) such that ‖q‖ = 1. The resulting set of critical points is thus
퐴 = PS푛−1
[
{−1, 0, 1}푛 \ {0}
]
.
To prove the form of the stable manifolds, we first show that for 푞푖 such that |푞푖 | = ‖q‖∞ and
any 푞 푗 such that
푞 푗  + Δ = |푞푖 | and sufficiently small Δ > 0, we have
−grad[ 푓Sep] (q)푖sign(푞푖) > −grad[ 푓Sep] (q) 푗sign(푞 푗 ) (A.1)
For ease of notation we now assume 푞푖, 푞 푗 > 0 and hence Δ = 푞푖 − 푞 푗 , otherwise the argument can
be repeated exactly with absolute values instead. The above inequality can then be written as
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)푞푘 − tanh( 푞푖
휇
) + tanh( 푞 푗
휇
)︸                                                          ︷︷                                                          ︸
≡ℎ
> 0.




푞2푘 and 푞푛 =
√




tanh( 푞 푗+Δ휇 )
(











tanh( 푞푘휇 )푞푘 − tanh(
푞 푗+Δ















1 − 푠2 − 푞2푗︸                                    ︷︷                                    ︸
≡ℎ1
− sech2( 푞 푗
휇
) 1




where the 푂 (Δ2) term is bounded. Defining a vector r ∈ R푛 by
푘 ≠ 푖, 푛 : 푟푘 = 푞푘 , 푟푖 = 푞 푗 , 푟푛 =
√
1 − 푠2 − 푞2푗















From |푞푖 | = ‖q‖∞ it follows that 푞푖 ≥ 1√푛 and thus 푞 푗 ≥ 1√푛 − Δ. Using this inequality and
properties of the hyperbolic secant we obtain
ℎ2 ≤ 4 exp(−2
푞 푗
휇






− log 휇 + log 4)
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and plugging in 휇 = 푐√
푛 log 푛 for some 푐 < 1
≤ exp(2Δ
휇
− 2 log 푛
푐
− log 푐 + 1
2
log 푛 + log log 푛 + log 4).
We can bound this quantity by a constant, say ℎ2 ≤ 12 , by requiring
퐴 ≡ 2Δ
휇




) log 푛 + log log 푛 ≤ − log 8




− log 푐 − (2
푐
− 1) log 푛.
Since Δ can be taken arbitrarily small, it is clear that 푐 can be chosen in an 푛-independent
manner such that 퐴 ≤ − log 8. We then find




≥ tanh(√푛 log 푛) − 1
2
> 0
since this inequality is strict, Δ can be chosen small enough such that




It follows that under negative gradient flow, a point with |푞 푗 | < | |q| |∞ cannot flow to a point
q′ such that |푞′푗 | = | |q′| |∞. From the form of the critical points, for every such 푗 , q must thus flow
to a point such that 푞′푗 = 0 (the value of the 푗 coordinate cannot pass through 0 to a point where
|푞′푗 | = | |q′| |∞ since from smoothness of the objective this would require passing some q′′ with
푞′′푗 = 0, at which point grad
[
푓Sep
] (q′′) 푗 = 0).
As for the maximal magnitude coordinates, if there is more than one coordinate satisfying푞푖1  = 푞푖2  = ‖q‖∞, it is clear from symmetry that at any subsequent point q′ along the gradient
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flow line
푞′푖1  = 푞′푖2 . These coordinates cannot change sign since from the smoothness of the
objective this would require that they pass through a point where they have magnitude smaller than
1/√푛, at which point some other coordinate must have a larger magnitude (in order not to violate
the spherical constraint), contradicting the above result for non-maximal elements. It follows that
the sign pattern of these elements is preserved during the flow. Thus there is a single critical point
to which any q can flow, and this is given by setting all the coordinates with
푞 푗  < ‖q‖∞ to 0
and multiplying the remaining coordinates by a positive constant to ensure the resulting vector is
on S푛. Denoting this critical point by 훼, there is a vector b such that q = PS푛−1 [a(훼) + b] and
supp(a(훼)) ∩ supp(b) = ∅, ‖b‖∞ < 1 with the form of a(훼) given by 1.5 . The collection of all
such points defines the stable manifold of 훼.

Proof of Lemma 2: (Separable objective gradient projection). i) We consider the sign(푤푖) = 1


























≥ 푐(푞푛 − 푤푖) (A.2)
for some 푐 > 0 whose form will be determined later. The inequality clearly holds for 푤푖 = 푞푛.
















− 푐(푞푛 − 푤푖)
]
< 0
which will ensure that it holds for all 푤푖. We define 푠2 = 1 − ||w| |2 + 푤2푖 and denote 푞푛 =√
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and it follows that A.2 holds. For 휇 < 116 we are guaranteed that 푐 > 0.
From examining the RHS of A.2 (and plugging in 푞푛 =
√
푠2 − 푤2푖 ) we see that any lower bound
on the gradient of an element 푤 푗 applies also to any element |푤푖 | ≤
푤 푗 . Since for |푤 푗 | = | |w| |∞
we have 푞푛 − 푤 푗 = 푤 푗 휁 , for every log( 1휇 )휇 ≤ 푤푖 we obtain the bound
u(푖)∗grad[ 푓Sep] (q(w)) ≥ 푐 ‖w‖∞ 휁
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Proof of Theorem 1: (Gradient descent convergence rate for separable function). We obtain a
convergence rate by first bounding the number of iterations of Riemannian gradient descent in
C휁0\C1, and then considering C1\퐵∞푟 .
From Lemma 18 we obtain C휁0\C1 ⊆ C휁0\퐵∞1/√푛+3. Choosing 푐2 so that 휇 <
1
2 , we can apply
Lemma 2, and for u defined in 1.7, we thus have
|푤푖 | > 휇 log( 1
휇
) ⇒ u(푖)∗grad[ 푓Sep] (q(w)) > 푐 | |w| |∞휁0.
Since from Lemma 9 the Riemannian gradient norm is bounded by
√
푛, we can choose 푐1, 푐2 such




푛2+3푛 . This choice of 휂 then satisfies the conditions of Lemma 19
with 푟 = 휇 log( 1휇 ), 푏 = 1√푛+3 , 푀 =
√
푛, which gives that after a gradient step








≥ 휁 (1 + 푐˜휂) (A.3)
for some suitably chosen 푐˜ > 0. If we now define byw(푡) the 푡-th iterate of Riemannian gradient
descent and 휁 (푡) ≡ 푞 (푡)푛‖w(푡) ‖∞ − 1, 휁
(0) ≡ 휁0, for iterations such that w(푡) ∈ C휁\C1 we find
휁 (푡) ≥ 휁 (푡−1) (1 + 푐˜휂) ≥ 휁0 (1 + 푐˜휂)푡
and the number of iterations required to exit C휁0\C1 is
푡1 =
log( 1휁0 )
log(1 + 푐˜휂) . (A.4)
To bound the remaining iterations, we use Lemma 2 to obtain that for every w ∈ C휁0\퐵∞푟 ,
grad[ 푓Sep] (q(w))2 ≥ u(푖)∗grad[ 푓Sep] (q(w))2| |u(푖) | |2 ≥ 휁20푐2푟2
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where we have used | |u(푖) | |2 = 1 + 푤2푖
푞2푛
≤ 2. We thus have
푇−1∑
푖=0




grad[ 푓Sep] (q(w) (푖))2 + 푇−1∑
푖=푡1




(푛 + 3) 푡1 + (푇 − 푡1)푐
2푟2. (A.5)
Choosing 휂 < 12퐿 where 퐿 is the gradient Lipschitz constant of 푓푠, from Lemma 7 we obtain
2
(






grad[ 푓Sep] (q(푖))2 .













log(1 + 푐˜휂) .
To obtain the final rate, we use in 푔(w0) − 푔∗ ≤ √푛 and 푐˜휂 < 1 ⇒ 1log(1+푐˜휂) < 퐶˜푐˜휂 for some












From Lemma 1 the ball 퐵∞푟 contains a global minimizer of the objective, located at the origin.
The probability of initializing in
⋃˘
퐴
C휁0 is simply given from Lemma 3 and by summing over




Lemma 7 (Riemannian gradient descent iterate bound). For a Riemannian gradient descent algo-
rithm on the sphere with step size 푡푘 < 12퐿 , where 퐿 is a lipschitz constant for ∇ 푓 (q), one has
푓 (q1) − 푓 (q★) ≥ 푓 (q1) − 푓 (q푇 ) ≥ 푡푘2 ‖grad [ 푓 ] (q푘 ))‖
2.
Proof. Just as in the euclidean setting, we can obtain a lower bound on progress in function values
of iterates of the Riemannian gradient descent algorithm from a lower bound on the Riemannian
gradient. Consider 푓 : 푆푛−1 → R, which has 퐿-lipschitz gradient. Let q푘 denote the current iterate
of Riemannian gradient descent, and let 푡푘 > 0 denote the step size. Then we can form the Taylor
approximation to 푓 ◦ Expq푘 (v) at 0q푘 :
푓ˆ : 퐵1(0q푘 ) ∩ 푇q푘푆푛−1 → R : v ↦→ 푓 (q푘 ) + 〈v,∇ 푓 (q푘 )〉.
From Taylor’s theorem, we have for any v ∈ 퐵1(0q푘 ) ∩ 푇q푘푆푛−1
| 푓ˆ (v) − 푓 ◦ Expq푘 (v) | ≤
1
2
‖Hess 푓 q푘 ‖‖v − 0q푘 ‖2,
where the matrix norm is the operator norm on R푛×푛. Using the gradient-lipschitz property of 푓 ,
we readily compute
‖Hess[ 푓 ] (q푘 )‖ ≤ ‖∇2 푓 (q푘 )‖ + | 〈∇ 푓 (q푘 ), q푘〉 |
≤ 2퐿,
since ∇ 푓 (0) = 0 and q푘 ∈ 푆푛−1. We thus have
푓 ◦ Expq푘 (v) ≤ 푓 (q푘 ) + 〈v,∇ 푓 (q푘 )〉 + 퐿‖v‖2.
If we put v = −푡푘grad[ 푓 ] (q푘 ) and write q푘+1 = Expq푘 (−푡푘grad [ 푓 ] (q푘 )), the previous expression
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becomes
푓 (q푘+1) ≤ 푓 (q푘 ) − 푡푘 ‖grad [ 푓 ] (q푘 )‖2 + 푡2푘퐿‖grad [ 푓 ] (q푘 )‖2
≤ 푓 (q푘 ) − 푡푘2 ‖grad [ 푓 ] (q푘 )‖
2
if 푡푘 < 12퐿 . Thus progress in objective value is guaranteed by lower-bounding the Riemannian
gradient.
As in the euclidean setting, summing the previous expression over iterations 푘 now yields
푇−1∑
푘=1





‖grad [ 푓 ] (q푘 )‖2;
in addition, it holds 푓 (q1) − 푓 (q푇 ) ≤ 푓 (q1) − 푓 (q★). Plugging in a constant step size gives the
desired result. 
Lemma 8 (Lipschitz constant of ∇ 푓 ). For any x1, x2 ∈ R푛, it holds
‖∇ 푓 (x1) − ∇ 푓 (x2)‖ ≤ 1
휇
‖x1 − x2‖.
Proof. It will be enough to study a single coordinate function of ∇ 푓 . We have for 푥 ∈ R that
푑





. A bound on the magnitude of the derivative of this smooth function
implies a lipschitz constant for 푥 ↦→ tanh(푥/휇). To find the bound, we differentiate again and find




















푥/휇 − 1휇 푒−푥/휇




(푒푥/휇 + 푒−푥/휇)3 .
The denominator of this final expression vanishes nowhere. Hence, the only critical point satisfies
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which shows that tanh(푥/휇) is (1/휇)-lipschitz.
Now let x1 and x2 be any two points of R푛. Then one has





















completing the proof. 




‖grad[ 푓 ] (q)‖ ≤ √푛






inequality, convexity of the 퐿2 norm and the triangle inequality to obtain
‖∇푔푠 (w)‖2 ≤
∇ 푓Sep(q)2 + tanh (푞푛휇 )2 ‖w‖2푞2푛 ≤ 2푛
while grad[ 푓Sep] (q) = (I − 푞푞∗)∇ 푓Sep(q) ≤ ∇ 푓Sep(q) = √푛.
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A.2 Orthogonal Dictionary Learning with Gradient Descent
Proof of Lemma 4:(Dictionary learning population gradient). For simplicity we consider the
case sign(w푖) = 1. The converse follows by a similar argument. We have












Following the notation of [28], we write 푥 푗 = 푏 푗푣 푗 where 푏 푗 ∼ Bern(휃), 푣 푗 ∼ N(0, 1) and
denote the vectors of these variables by J , 푣 respectively. Defining 푌 (푛) = ∑
푗≠푛
푞(w) 푗푥 푗 , 푋 (푛) =



















푌 (푛) + 푋 (푛)
휇
)]


























If we now define 푋 =
∑
푗≠푛,푖
푞∗(w) 푗푥 푗 we have

















































A.2.1 Bounds for E
[
sech2(푌 )]
We already have a lower bound in Lemma 20 of [28] that we can use for the second term, so






, and defining 훽 = 1 − 1√
푇
for some 푇 > 1 we have
sech2(푌/휇) = 4푍(1 + 푍)2 ≤
4푍






































Where Φ푐 (푥) is the complementary Gaussian CDF (The exchange of summation and expectation











푥 − 1푥3 + 3푥5
)
푒−푥2/2 by applying the upper



































(푘+1)5 ≤ 2 (from Lemma 17 in [28]) and taking



















giving the upper bound
E
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≤ E [sech2(푌 )]
A.2.2 Gradient bounds
After conditioning on J\{푛, 푖} the variables 푋 + 푞푛푣푛, 푋 + 푞푖푣푖 are Gaussian. We can thus plug
the bounds into A.8 to obtain
























































To extract the 휁 dependence we plug in 푞푛 > 푤푖 (1 + 휁) and develop to first order in 휁 (since the


































have the desired result. This can be achieved by requiring 휇 < 푐1푟5/2
√
휁 for a suitably chosen
푐1 > 0. 
Lemma 10 (Point-wise concentration of projected gradient). For u(푖) defined in 1.7, the gradient
of the objective 1.1 obeys
P
[u(푖)∗grad[ 푓퐷퐿] (q) − E [u(푖)∗grad[ 푓퐷퐿] (q)]  ≥ 푡] ≤ 2 exp (− 푝푡2
4 + 2√2푡
)
Proof of Lemma 10: (Point-wise concentration of projected gradient). If we denote by x푖 a col-
umn of the data matrix with entries 푥푖푗 ∼ 퐵퐺 (휃), we have



















Since tanh(푥) is bounded by 1,
|푍푘 | ≤
(푥푘푖 − 푥푘푛 푤푖푞푛
) ≡ 푢푇푥푘  .
Invoking Lemma 21 from [28] and ‖푢‖2 = 1 + 푤2푖
푞2푛
≤ 2 we obtain
E [|푍푘 |푚] ≤ E푍∼N(0,2) [|푍 |푚] ≤
√
2


























Proof of Lemma 11: (Projection Lipschitz Constant). We have


































where we have defined 푠(w) = 푥푖푗 − 푥푛푞푛 (w)푤 푗 . Using q(w), q(w′) ∈ 퐶 ⇒ 푞푛 (w), 푞푛 (w′) ≥ 12√푛 we
have
|푠(w) − 푠(w′) | = 푥푖푛  푤 푗푞푛 (w) − 푤′푗푞푛 (w′)
 ≤ |푥푛 | 2√푛 ‖w − w′‖ .
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Lemma 25 in [28] givestanh(q∗(w)x휇 ) − tanh(q∗(w′)x휇 ) ≤ 2√푛휇 ‖푥‖ ‖w − w′‖
We also use the fact that tanh is bounded by 1 and 푠(w) is bounded by ‖X‖∞. We can then use
Lemma 23 in [28] to obtain






















Lemma 12 (Uniformized gradient fluctuations). For all w ∈ C휁 , 푖 ∈ [푛], with probability P > P푦,
we have u(푖)∗grad[ 푓퐷퐿] (q(w)) − E [u(푖)∗grad[ 푓퐷퐿] (q(w))]  ≤ 푦(휃, 휁)
where





4 + √2푦(휃, 휁)














Proof of Lemma 12:(Uniformized gradient fluctuations). For X ∈ R푛×푝 with i.i.d. 퐵퐺 (휃) en-
tries, we define the event E∞ ≡ {1 ≤ ‖X‖∞ ≤ 4
√
log(푛푝)}. We have
P[E푐∞] ≤ 휃 (푛푝)−7 + 푒−0.3휃푛푝




(0) with at most (3/휀)푛 points.
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If we choose 휀 = 푦(휃,휁)2퐿 we have
|푁 | ≤ ( 6퐿
푦(휃, 휁) )
푛.





−E [u(푖)∗grad[ 푓퐷퐿] (q(w))]
 ≤ 푦(휃, 휁)2
and obtain that on E푔 ∩ E∞
sup
w∈C휁 ,푖∈[푛]
|∇푔퐷퐿 (w)푖 − E [∇푔퐷퐿 (w)푖] | ≤ 푦(휃, 휁).





−E [u(푖)∗grad[ 푓퐷퐿] (q(w))]
 ≥ 푦(휃, 휁)2





















Lemma 13 (Gradient descent convergence rate for dictionary learning - population). For any 1 >
휁0 > 0 and 푠 > 휇4√2 , Riemannian gradient descent with step size 휂 <
푐2푠
푛 on the dictionary learning
population objective 1.8 with 휇 < 푐4
√
휁0













P ≥ 1 − 2 log(푛)휁0
where the 푐푖, 퐶푖 are positive constants.
Proof of Lemma 13: (Gradient descent convergence rate for dictionary learning - population).
The rate will be obtained by splitting C휁0 into three regions. We consider convergence to 퐵2푠 (0)
since this set contains a global minimizer. Note that the balls in the proof are defined with respect
to w.
C휁0\퐵21/20√5(0): The analysis in this region is completely analogous to that in the first part of the







From Lemma 18 we know that
√
푛−1





⇒ w(푡) ∈ 퐵2
1/20√5(0) hence in this set
휁 < 8. If we choose 푟 = 1
40
√
5(푛−1) , since for every point in this region 푟
























Lemma 4 that for |푤푖 | > 푟
u(푖)∗grad[ 푓 푝표푝퐷퐿 ] (q(w)) ≥
푐퐷퐿
(8000(푛 − 1))3/2 .













5(푛−1) , 푀 =
√




14), obtaining that at every iteration in this region




















푠 (0): According to Proposition 7 in [28], which we can apply since 푠 ≥ 휇4√2 , 휇 <
9
50 , in this region we have
w∗∇w푔푝표푝퐷퐿 (w)
‖w‖ ≥ 푐휃





grad[ 푓 푝표푝퐷퐿 ] (q(w)) where 휑 is the map de-











grad[ 푓 푝표푝퐷퐿 ] (q(w))
‖w‖ > 휃푐. (A.10)
Defining ℎ(q) = ‖w‖22 , and denoting by q′ an update of Riemannian gradient descent with step size
휂, we have (using a Lagrange remainder term)






















where in the last line we used q′ = cos(푔휂)q − sin(푔휂) grad[ 푓
푝표푝
퐷퐿 ] (q)
푔 where 푔 ≡
grad[ 푓 푝표푝퐷퐿 ] (q).
Since
〈




grad[ 푓 푝표푝퐷퐿 ] (q), (I − qq∗) 휕ℎ(q)휕q
〉
and
(I − qq∗) 휕ℎ(q)





















+ 2(1 − ‖w‖2)휂
〈










− 2(1 − ‖w‖2) ‖w‖ 휃푐휂 + 푅


























grad[ 푓 푝표푝퐷퐿 ] (q)2 − grad[ 푓 푝표푝퐷퐿 ] (q)2푛
)
+푔2 (sin2(푔푡) − cos(푔푡)) (‖w‖2 − 푞2푛)
+푔 sin(푔푡)푟 (1 + 2 cos(푔푡))
hence for some 퐶 > 0, if
grad[ 푓 푝표푝퐷퐿 ] (q) < 푀 we have
푅 < 퐶푀2휂2
94




‖w′‖2 < ‖w‖2 − 2(1 − ‖w‖2) ‖w‖ 푐휃휂
and in our region of interest ‖w′‖2 < ‖w‖2−푐˜푠휃휂 for some 푐˜ > 0 and thus summing over iterations,





From Lemma 14, 푀 =
√
휃푛 and thus with a suitably chosen 푐2 > 0, 휂 < 푐2푠푛 satisfies the above
requirement on 휂 as well as the previous requirements, since 휃 < 1.
Final rate and distance to minimizer: Combining these results gives, we find that when initial-
izing in C휁0 , the maximal number of iterations required for Riemannian gradient descent to enter
퐵2푠 (0) is









for some suitably chosen 퐶1, where 푡1, 푡2 are given in A.9,A.11. The probability of such an initial-
ization is given by the probability of initializing in one of the 2푛 possible choices of C휁 , which is
bounded in Lemma 3.
Once w ∈ 퐵2푠 (0), the distance in R푛−1 between w and a solution to the problem (which is a
signed basis vector, given by the point w = 0 or an analog on a different symmetric section of the
sphere) is no larger than 푠, which in turn implies that the Riemannian distance between 휑(w) and
a solution is no larger than 푐3푠 for some 푐3 > 0. We note that the conditions on 휇 can be satisfied





Lemma 14 (Dictionary learning gradient upper bound). The dictionary learning population gra-
dient obeys ∇w푔푝표푝퐷퐿 (w) ≤ √2휃푛
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grad[ 푓 푝표푝퐷퐿 ] (q) ≤ √휃푛




‖grad[ 푓퐷퐿] (q)‖ ≤
√
푛 ‖X‖∞
where X is the data matrix with i.i.d. 퐵퐺 (휃) entries.
Proof. Denoting x ≡ (x, 푥푛) we have
∇w푔푝표푝퐷퐿 (w)2 = E [tanh (q∗x휇 ) (x − 푥푛 w푞푛
)]2
and using Jensen’s inequality, convexity of the 퐿2 norm and the triangle inequality to obtain
≤ E







while grad[ 푓 푝표푝퐷퐿 ] (q) ≤ ∇ 푓 푝표푝퐷퐿 (q) = E [tanh (q∗x휇 ) x] ≤ √휃푛.
Similarly, in the finite sample size case one obtains




x푖2 + 푥푖푛 w푞푛
2 ≤ 2푛 ‖X‖2∞




tanh (q∗x푖휇 ) x푖 ≤ √푛 ‖X‖∞

Proof of Theorem 2: (Gradient descent convergence rate for dictionary learning). The proof
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will follow exactly that of Lemma 13, with the finite sample size fluctuations decreasing the guar-
anteed change in 휁 or | |w| | at every iteration (for the initial and final stages respectively) which
will adversely affect the bounds.
C휁0\퐵21/20√5(0): To control the fluctuations in the gradient projection, we choose
푦(휃, 휁0) = 휁0푐퐷퐿2(8000(푛 − 1))3/2
which can be satisfied by choosing 푦(휃, 휁0) = 푐7휃 (1−휃)휁0푛3/2 for an appropriate 푐7 > 0 . According to
Lemma 12, with probability greater than P푦 we then have u
(푖)∗grad[ 푓퐷퐿] (q(w))
−E [u(푖)∗grad[ 푓퐷퐿] (q(w))]
 ≤ 푦(휃, 휁)
With the same condition on 휇 as in Lemma 13, combined with the uniformized bound on finite
sample fluctuations, we have that at every point in this set
u(푖)∗grad[ 푓 푝표푝퐷퐿 ] (q(w)) ≥
푐퐷퐿
2(8000(푛 − 1))3/2
. According to Lemma 14 the Riemannian gradient norm is bounded by 푀 =
√
푛 ‖X‖∞. Choosing





3푀 and obtain from Lemma 19





























grad[ 푓 ] (q(w))
‖w‖ ≥ 푐★휃
with probability P > 1 − 푐푏푝−6. Following the same analysis as in Lemma 13, since from Lemma
14 the norm of the gradient gradient is bounded by
√
푛| |X| |∞ we require 휂 < (1−‖w‖
2)‖w‖휃푐★
퐶푛| |X| |2∞ which
is satisfied by requiring 휂 < 푐˜휃푠





for a suitably chosen 퐶2 > 0.
Final rate and distance to minimizer: The final bound on the rate is obtained by summing over
the terms for the three regions as in the population case, and convergence is again to a distance of
less than 푐3푠 from a local minimizer. The probability of achieving this rate is obtained by taking a
union bound over the probability of initialization in C휁0 (given in Lemma 3) and the probabilities
of the bounds on the gradient fluctuations holding (from Lemma 12 and [28]). Note that the
fluctuation bound events imply by construction the event E∞ = {1 ≤ ‖X‖∞ ≤ 4
√
log(푛푝)} hence
we can replace ‖X‖∞ in the conditions on 휂 above by 4
√
log(푛푝). The conditions on 휂, 휇 can be




푛5/4 for suitably chosen 푐5, 푐6 > 0. The bound on the
number of iterations can be simplified to the form in the theorem statement as in the population
case. 
A.3 Generalized Phase Retrieval
Lemma 15. For any iterate z of gradient descent on 1.9, assuming 휂 <
√
푐
4‖x‖2 , 푐 <
1
4 and defining









z ∈ 푆4 ⇒ 휁 ′2 ≥ 716 ‖x‖
2
Proof of Lemma 15. i) From 1.14 we see that in
4⋃
푖=2
푆푖 the quantity ‖w‖2 cannot increase, hence
this can only happen in 푆1. We show that for some z ∈ 푆1, a point with ‖w‖ = (1 − 휀) ‖x‖√2 , 휀 < 1
cannot reach a point with ‖w‖′ = ‖x‖√
2











(1 − 휀)2 ‖x‖2 + 2휁2 − ‖x‖2
))





and since 휁2 ≥ 0 this implies
(
1 + 휀휂 ‖x‖2 (2 − 휀)
)
(1 − 휀) ≥ 1
by considering the product of these two factors, this in turn implies
1
2푏
(2 − 휀) ≥ 휂 ‖x‖2 (2 − 휀) ≥ 1
where we have used 휂 <
√
푐
푏‖x‖2 , 푐 <
1
4 . Thus if we choose 푏 = 4 this inequality cannot be satisfied.
Additionally, if we initialize in 푆1 ∩ 푄휁0 then we cannot initialize at a point where ‖w‖′ = ‖x‖√2
and hence the inequality is strict.
ii) Since only a step from 푆4 can decrease 휁 , we have that for the initial point ‖z‖2 > ‖x‖2.





and using the lower bound (1 − 2휂 ‖x‖2 푐)휁 ≤ 휁 ′ we obtain
휁 ′2 ≥ ‖x‖
2
2
(1 − 2휂 ‖x‖2 푐)2 ≥ ‖x‖
2
2
(1 − 4휂 ‖x‖2 푐)





where in the last inequality we used 푐 < 14 , 휂 <
√
푐
푏‖x‖2 . Choosing 푏 = 4 gives
휁 ′2 ≥ 7
16
‖x‖2 .
If we require 휁20 <
7
16 ‖x‖2 this also ensures that the next iterate cannot lie in the small gradient
regions around the stable manifolds of the saddles. 










z ∈ 푆1 ⇒ z′ ∈ 푆1 ∪ 푆2.
Proof of Lemma 16. We use the fact that for the next iterate we have
‖z′‖2 =
(
1 − 휂(2 ‖z‖2 − ‖x‖2)
)2 ‖w‖2 + (1 − 2휂(‖z‖2 − ‖x‖2))2 휁2 (A.14)
We will also repeatedly use 휂 <
√
푐
푏‖x‖2 , 푐 <
1
4 and z ∈
4⋃
푖=1
푆푖 ⇒ ‖w‖2 ≤ ‖x‖
2
2 which is a shown in
Lemma 15.
Our proof will rely on controlling the next iterate given the position of the current iterate, where







(1 + 푐) ‖x‖2 .
We prove each inequality by separating into cases based on the position of the current iterate.
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z ∈ 푆3 ⇒ z′ ∈
4⋃
푖=2






1 − 휂 ‖x‖2 (1 − 2휀)
)2 ‖w‖2 + (1 + 2휂 ‖x‖2 휀)2 휁2
or equivalently















and using 휂 <
√
푐








< −2휂 ‖x‖4 ≤ 퐵
while on the other hand






thus picking 푏 = 4 guarantees the desired result.
(2): By a similar argument, ‖z′‖2 ≤ (1 + 푐) ‖x‖2 is equivalent to
퐴 ≡ 휂 ‖x‖2
[(








≤ ‖x‖2 (푐 + 휀) ≡ 퐵.





휂 ‖x‖4 + 4
(
















If we choose 푏 = 4 we thus have 퐴 < 퐵 which implies
‖z′‖2 < (1 + 푐) ‖x‖2 .
z ∈ 푆4 ⇒ z′ ∈
4⋃
푖=2
푆푖: We have z ∈ 푆4 ⇒ ‖z‖2 = ‖w‖2 + 휁2 = (1 + 휀) ‖x‖2 for some 휀 ≤ 푐 .
(1): ‖x‖
2
2 < ‖z′‖2 is equivalent to
















퐵 ≥ −4휂 ‖x‖2
(





where the last inequality used ‖w‖2 ≤ ‖x‖22 and ‖z‖2 ≤ ‖x‖2 (1 + 푐) ⇒ 휁2 ≤ ‖x‖2 ( 12 + 푐). The
choice 푏 = 4 gaurantees 퐴 ≤ 퐵 which ensures the desired result.
(2): This is trivial since ‖z‖2 ≤ (1 + 푐) ‖x‖2 and in 푆4 both 휁 and ‖w‖ decay at every iteration.
z ∈ 푆2 ⇒ z′ ∈
4⋃
푖=2
푆푖: (1): We use z ∈ 푆2 ⇒ ‖z‖2 = ‖w‖2 + 휁2 = ( 12 + 휀) ‖x‖2 for some 휀 ≤ 12 − 푐
. Using a similar argument as in the previous section, we are required to show













where 퐵 ≥ −휀 ‖x‖2푏 implies that 푏 = 4 gives the desired result.
(2): The condition is equivalent to









2(1 − 2휀) + (1 − 2휀)2휂 ‖x‖2
)
휁2





+ 푐) ‖x‖2 ≡ 퐵.
One can show by looking for critical points of 퐴(휀) in the range 0 ≤ 휀 ≤ 12 that 퐴 is maximized at



































and in both cases 푏 = 4 ensures 퐴 ≤ 퐵.
In order to complete the proof of the first part of this lemma and prove the second part, we
show
z ∈ 푆1 ⇒ z′ ∈ 푆1∪푆2: We must show ‖z′‖ ≤ (1−푐) ‖x‖2 using ‖z‖2 = (1−휀) ‖x‖
2
2 for 0 ≤ 휀 ≤ 1.
‖z′‖2 =
(
1 + 휀휂 ‖x‖2




퐴 ≡ 휂 ‖x‖2

(





2(휀 + 1) + (휀 + 1)2휂 ‖x‖24
)
휁2
 − 휀 ‖x‖
2 ≤ (1
2
− 푐) ‖x‖2 ≡ 퐵




2 and 퐵 ≥ ‖x‖
2
4 once again 푏 = 4 suffices to obtain the desired
result. 
Lemma 17. For z parametrized as in 1.10,
‖w‖2 < 푐 ‖x‖2 ∨ 휁2 > (1 − 푐) ‖x‖2 ⇒ dist(z, 퐴˘) <
√
5푐 ‖x‖
Proof of Lemma 17. Once ‖w‖2 < 푐 ‖x‖2 for some z ∈ 푆3 ∪ 푆4 we have
‖z‖2 = 휁2 + ‖w‖2 ≥ (1 − 푐) ‖x‖2
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휁2 ≥ (1 − 푐) ‖x‖2 − ‖w‖2 > (1 − 2푐) ‖x‖2 . (A.15)
For some z = w + 휁푒푖휙 x‖x‖ we have
dist2(z, 퐴˘) = min
휃
푒푖휃x − w − 휁푒푖휙 x‖x‖ 2
= ‖w‖2 +min
휃
푒푖휃x − 휁푒푖휙 x‖x‖ 2
= ‖w‖2 + (1 − 휁‖x‖ )
2 ‖x‖2 = ‖z‖2 + ‖x‖2 − 2휁 ‖x‖ .
If we assume ‖z‖2 ≤ (1 + 푐) ‖x‖2, we obtain
dist2(z, 퐴˘) ≤ (푐 + 2) ‖x‖2 − 2휁 ‖x‖ . (A.16)
Plugging in the value of 휁 from A.15 and using fact that −√1 − 푥 ≤ −1 + 푥 for 푥 < 1 we have
dist2(z, 퐴˘) < (푐 + 2) ‖x‖2 − 2√1 − 2푐 ‖x‖2 ≤ 5푐 ‖x‖2
Alternatively, if 휁2 > (1 − 푐) ‖x‖2 we have from A.16
dist2(z, 퐴˘) ≤ (푐 + 2) ‖x‖2 − 2휁 ‖x‖
< (푐 + 2) ‖x‖2 − 2√1 − 푐 ‖x‖2 ≤ 3푐 ‖x‖2
which gives the desired result. In particular, if we choose 푐 = 135 we converge to dist
2(z, 퐴˘) < ‖x‖27 ,
a region which is strongly convex according to [28]. 
Proof of Theorem 3: (Gradient descent convergence rate for generalized phase retrieval). We
now bound the number of iterations that gradient descent, after random initialization in 푆1, requires
to reach a point where one of the convergence criteria detailed in Lemma 17 is fulfilled. From
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number of iterations in each set will be determined by the bounds on the change in 휁, | |w| | detailed
in 1.14.
Iterations in 푆1
Assuming we initialize with some 휁 = 휁0. Then the maximal number of iterations in this region
is









log(1 + 휂 ‖x‖2)





The convergence criteria are ‖w‖2 < 푐 ‖x‖2 or 휁2 > (1 − 푐) ‖x‖2.
After exiting 푆1 and assuming the next iteration is in 푆2, the maximal number of iterations
required to reach 푆3 ∪ 푆4 is obtained using
휁 ′ ≥ (1 + 2휂 ‖x‖2 푐)휁
and is given by
‖x‖√
2






log(1 + 2휂 ‖x‖2 푐) ≤
log(2)
2 log(1 + 2휂 ‖x‖2 푐)
since after this many iterations ‖z‖2 ≥ 휁2 ≥ (1 − 푐) ‖x‖2.
For every iteration in 푆3 ∪ 푆4 we are guaranteed
‖w′‖ ≤
(
















1 − (1 − 2푐)휂 ‖x‖2
)
The only concern is that after an iteration in 푆3 ∪ 푆4 the next iteration might be in 푆2. To account
for this situation, we find the maximal number of iterations required to reach 푆3 ∪ 푆4 again. This
is obtained from the bound on 휁 in Lemma 15.
Using this result, and the fact that for every iteration in 푆2 we are guaranteed 휁 ′ ≥ (1 +

















log(1 + 2휂 ‖x‖2 푐)
A.3.1 Final rate
The final rate to convergence is








log(1 + 휂 ‖x‖2) +
log(2)






1 − (1 − 2푐) 휂 ‖x‖2
)
log(1 + 2푐휂 ‖x‖2)
A.3.2 Probability of the bound holding
The bound applies to an initialization with 휁 ≥ 휁0, hence in 푆1\푄휁0 . Assuming uniform initial-
ization in 푆1, the set 푄휁0 is simply a band of width 2휁0 around the equator of the ball 퐵‖x‖/√2 (in
R2푛, using the natural identification of C푛 with R2푛). This volume can be calculated by integrating
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over 2푛 − 1 dimensional balls of varying radius.
Denoting 푟 = 휁0
√
2
‖x‖ and by 푉 (푛) = 휋
푛/2
푛
2Γ( 푛2 ) the hypersphere volume, the probability of initializing




푉 (2푛 − 1)
푟∫
−푟
(1 − 푥2) 2푛−12 푑푥
푉 (2푛)
≤


































A.4.2 Properties of C휁
Proof of Lemma 3: (Volume of C휁 ). We are interested in the relative volume Vol(C휁 )Vol(S푛−1) ≡ 푉휁 . Us-





















































This integral admits no closed form solution but one can construct a linear approximation around
small 휁 and show that it is convex. Thus the approximation provides a lower bound for 푉휁 and an
upper bound on the failure probability.













We now require an upper bound for the second integral since we are interested in a lower bound
















































Var [‖X‖∞] + (E [‖X‖∞])2
)
where 휇(X) is the Gaussian measure on the vector X ∈ R푛. We can bound the first term using
Var [‖X‖∞] ≤ max
푖
Var [|푋푖 |] = Var [|푋푖 |] < Var [푋푖] = 1
To bound the second term, we use the fact that for a standard Gaussian vector X (푋푖 ∼ N(0, 1))
and any 휆 > 0 we have












exp (휆 |푋푖 |)
]
= 푛E [exp (휆 |푋푖 |)]
(using convexity and non-negativity of the exponent respectively)


































Combining these bounds, the leading order behavior of the gradient is
휕푉휁
휕휁 휁=0








































where the last inequality holds for any 푛 > 2 since the integrand is non-negative everywhere. This
gives










푠(휁) (0) is the largest 퐿∞
ball contained in C휁 , and 퐵2√
푛−1푠(휁) (0) is the smallest 퐿
2 ball containing C휁 (where these balls are
defined in terms of thew vector). All three intersect only at the points where all the coordinates ofw
have equal magnitude. Additionally, C휁 ⊆ 퐵∞
1/
√
2+휁 (0) and this is the smallest 퐿
∞ ball containing
C휁 .
Proof. Given the surface of some 퐿∞ ball for w , we can ask what is the minimal 휁 such that
휕퐶휁푚 intersects this surface. This amounts to finding the minimal 푞푛 given some ‖w‖∞. Yet this is
clearly obtained by setting all the coordinates of 푤 to be equal to ‖w‖∞ (this is possible since we
are guaranteed 푞푛 ≥ ‖w‖∞ ⇒ ‖w‖∞ ≤ 1√푛 ), giving√
1 − (푛 − 1) ‖w‖2∞
‖w‖∞
= 1 + 휁푚 ⇔ ‖w‖∞ =
1√
(1 + 휁푚)2 + 푛 − 1
.
Thus, given some 휁 , the maximal 퐿∞ ball that is contained in C휁 has radius 1√(2+휁)휁+푛 . The minimal





instead maximizes 푞푛 with some fixed ‖w‖∞.
Given some surface of an 퐿2 ball, we can ask what is the maximal C휁 such that C휁 ⊆ 퐵2푟 (0).
This is equivalent to finding the maximal 휁푀 such that 휕퐶휁푀 intersects the surface of the 퐿
2 ball.
Since 푞푛 is fixed, maximizing 휁 is equivalent to minimizing ‖w‖∞. This is done by setting ‖w‖∞ =
‖w‖√








(2 + 휁푀)휁푀 + 푛 = ‖w‖
The statement in the lemma follows from combining these results. 
Lemma 19 (Geometric Increase in 휁). For w ∈ 퐶휁0\퐵∞푏 (where 휁 ≡ 푞푛‖w‖∞ − 1), assume |푤푖 | > 푟 ⇒
u(푖)∗grad[ 푓 ] (q(w)) ≥ 푐(w)휁 where u(푖) is defined in 1.7 and 1 > 푏 > 푟 . Then if ‖grad[ 푓 ] (q(w))‖ <
푀 and we define
q′ ≡ expq(−휂grad[ 푓 ] (q))
for 휂 < 푏−푟3푀 , defining 휁
′ in an analogous way to 휁 we have








Proof of Lemma 19:(Geometric Increase in 휁). Denoting 푔 ≡ ‖grad[ 푓 ] (q)‖, we have
q′ = cos(푔휂)q − sin(푔휂)grad[ 푓 ] (q)
푔




푞푛 − 휂grad[ 푓 ] (q)푛 −
푔휂∫
0
cos(푡) (푔휂 − 푡)푑푡푞푛 +
푔휂∫
0
sin(푡) (푔휂 − 푡)푑푡 grad[ 푓 ] (q)푛푔
푤푖 − 휂grad[ 푓 ] (q)푖 −
푔휂∫
0
cos(푡) (푔휂 − 푡)푑푡푤푖 +
푔휂∫
0
sin(푡) (푔휂 − 푡)푑푡 grad[ 푓 ] (q)푖푔
.
















grad[ 푓 ] (q)푖 − 푤푖
푞푛








grad[ 푓 ] (q)푖 − 푤푖
푞푛








u(푖)∗grad[ 푓 ] (q(w))
We now use 휂 < 푏−푟3푀 <
휋
2푀 ⇒ 푔휂 < 휋2 ⇒ sin(푔휂) ≥ 푔휂2 and consider two cases. If |푤푖 | > 푟 we use































If |푤푖 | < 푟 we rule out the possibility that
푤′푖  = ‖w′‖∞ by demanding 휂 < 푏−푟3푀 . Since 푏(푏− 푟) < 1
we have 1 + 13푏(푏 − 푟) <
√
1 + 푏(푏 − 푟) hence the requirement on 휂 implies
휂 <
√





4푔2 + 4푔2푏(푏 − 푟)
2푔2푏
.
If we now combine this with the fact that after a Riemannian gradient step cos(푔휂)푞푖 − sin(푔휂) ≤
푞′푖 ≤ cos(푔휂)푞푖+sin(푔휂), the above condition on 휂 implies the inequality (∗), which in turn ensures
that |푤푖 | < 푟 ⇒
푤′푖  < ‖w′‖∞:
푤′푖  < |푤푖 | + sin(푔휂) < 푟 + 푔휂 <(∗) (1 − 푔2휂2)푏 − 푔휂
< cos(푔휂) ‖w‖∞ − sin(푔휂) ≤ ‖w′‖∞
Due to the above analysis, it is evident that any 푤′푖 such that
푤′푖  = ‖w′‖∞ obeys |푤푖 | > 푟, from
which it follows that we can use A.17 to obtain
푞′푛
‖w′‖∞










Appendix B: Signal propagation in recurrent networks
B.1 Details of Results
B.1.1 Covariances of u푡푘2
The variables 푢푡푘2푖푎, 푢
푡
푘2푖푏
















where D푘 is a Gaussian measure on (푢푎, 푢푏) corresponding to the distribution in eqn. (2.12).
B.1.2 Moments of the state-to-state Jacobian
The moments of the squared singular value distribution are given by the normalized traces
푚JJ푇 ,푛 = 휏((JJ푇 )푛).
Since푈푡
′
, 푡′ < 푡 is independent of s푡 , if we index by 푘, 푘′ the variables defined by eqn. (2.10b) and















Dg푘 (u∗푘 ′) +W푘 ′Dgk ′(u∗푘 ′)Ds∗
)
. (B.2)
Under the untied assumption W푘 ,W푘2 are independent of s푡 , u푡푘 at the large 푁 limit, and are also
independent of each other and their elements have mean zero. Using this and the fact that f acts
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element-wise, we have







퐷20 푘 = 0
휎2푘퐷
2






+휎2푘 푠∗2푔′2푘 (푢∗푘 )








. The values of 퐷0, 퐷푘 for the architectures considered in the paper are
detailed in Appendix B.1.3.
Controlling the first moment of JJ푇 is not sufficient to ensure that the gradients do not explode
or vanish, since the variance of the singular values may still be large. This variance is given by
휎2JJ푇 = 푚JJ푇 ,2 − 푚2JJ푇 ,1.
The second moment 푚JJ푇 ,2 can be calculated from (B.2), and is given by
푚JJ푇 ,2 = E
∑
푘,푙∈퐾∪{0}
2푎푘푎푙 − 푎20 (B.5)
where the 푎푘 are defined in eqn. (B.4). We arrange the scalars 푎0, {푎푘 } into a vector a. In Appendix
B.2 we show that the results of the calculations in this section match the empirical spectrum of the
Jacobian.
For all the architectures considered in this paper, we find that 퐷0 = 휎(푢∗푓 ) while 퐷푘 are finite
as ∀푘 : 휎2푘 → 0. Combining this with (2.20), (B.3), (B.5), we find that if S푧 = 1 the dynamical
isometry conditions are satisfied if 푎0 = 1, 푎푘≠0 = 0, which can be achieved by setting ∀푘 : 휎2푘 = 0
and taking 휇 푓 →∞. This motivates the general form of the initializations used in the experiments
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1 although there are many other possible choices ofV such that the 푎푘≠0 vanish.
Given the above general form of the dynamical isometry conditions for recurrent networks, we
now provide the detailed forms that apply to the LSTM, peephole LSTM and GRU.
B.1.3 Dynamical isometry conditions for selected architectures
We specify the form of 휒퐶∗푠 ,Σ and a for the architectures considered in this paper:
GRU
휒퐶∗푠 ,Σ = E























∗2(1 − 휎(푢∗푓 ))2 tanh′2(푢∗푟2)휎′2(푢∗푟1)
휎2푟2 (1 − 휎(푢∗푓 ))2 tanh′2(푢∗푟2)휎2(푢∗푟1)
ª®®®®®®®®¬
peephole LSTM
휒퐶∗푠 ,Σ = E

















2(푢∗푖 ) tanh′2(푢∗푟 )
ª®®®®®®®®¬




휒퐶∗푠 ,Σ푧 = E










+휎2푖 휎′(푢∗푖푎)휎′(푢∗푖푎) tanh(푢∗푟푎) tanh(푢∗푟푏)






















휎(표푡−1) ≈ 1 for large 푡. The stability of the first equation and the accuracy of the second approxi-
mation are improved if 표푡 is not concentrated around 0.





퐾 { 푓 , 푟} {푖, 푓 , 푟, 표}
p푡 s푡 휎(u푡표) ◦ tanh(s푡)
f
휎(u푡푓 ) ◦ s푡−1
+(1 − 휎(u푡푓 )) ◦ x푡
휎(u푡푓 ) ◦ s푡−1
+휎(u푡푖) ◦ tanh(u푡푟)
Table B.1: Additional recurrent architectures written in the form 2.10. p푡 is the output of the
network at every time step. See Table 2.1 for more details.
B.2 Squared Jacobian spectrum histograms
To verify the results of the calculation of the moments of the squared singular value distribution
of the state-to-state Jacobian presented in Section 2.2.3 we run an untied peephole LSTM for 100
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0.0 0.5 1.0 1.5 2.0 2.5
Typical Hyperparameters
0.85 0.90 0.95 1.00 1.05 1.10 1.15
Approximate Dynamical Isometry
Figure B.1: Squared singular values of the state-to-state Jacobian in eqn. (B.2) for two choices
of hyperparameter settings Θ. The red lines denote the empirical mean and standard deviations,
while the dotted lines denote the theoretical prediction based on the calculation described in Sec-
tion 2.2.3. Note the dramatic difference in the spectrum caused by choosing an initialization that
approximately satisfies the dynamical isometry conditions.
iterations with i.i.d. Gaussian inputs. We then compute the state-to-state Jacobian and calculate
its spectrum. This can be used to compare the first two moments of the spectrum to the result
of the calculation, as well as to observe the difference between a standard initialization and one
close to satisfying the dynamical isometry conditions. The results are shown in Figure B.1. The
validity of this experiment rests on making an ergodicity assumption, since the calculated spectral
properties require taking averages over realizations of random matrices, while in the experiment
we instead calculate the moments by averaging over the eigenvalues of a single realization. The
good agreement between the prediction and the empirical average suggests that the assumption is
valid.
B.3 Auxiliary Lemmas and Proofs
Proof of Lemma 6. Despite the fact that each 푢푘푎푖 as defined in 2.10 depends in principle upon
the entire state vector s푎, at the large N limit due to the isotropy of the input distribution we find
that these random variables are i.i.d. and independent of the state. Combining this with the fact that
f is an element-wise function, it suffices to analyse a single entry of s푡 = f (s푡−1, {u1푘 }, ..., {u푡푘 }),
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which at the large 푡 limit gives
M퐶 (휇∗푠 , 푄∗푠 , 퐶푠) =
E
[
푓 (푠푎,푈∗푎) 푓 (푠푏,푈∗푏)
] − (휇∗푠)2
푄∗푠 − (휇∗푠)2
where 푈∗푎 = {푢∗푘푎 |푘 ∈ 퐾, 푢∗푘푎 ∼ N(휇푘 , 푄∗푘 − 휇2푘 } and 푈∗푏 is defined similarly (i.e. we assume
the first two moments have converged but the correlations between the sequences have not, and in
cases where f depends on a sequence of {u1푘 }, ..., {u푡푘 } we assume the constituent variables have
all converged in this way). We represent 푢∗푘푎, 푢
∗
푘푏 via a Cholesky decomposition as





1 − (퐶∗푘 )2푧푘푏
)
+ 휇∗푘 (B.6b)














this with the fact that






∫ D푧푘푎D푧푘푏푔1(푢∗푘푎) 휕푔2 (푢∗푘푏)휕푢∗푘푏 휕푢∗푘푏휕퐶푐
= Σ2푘






Denoting Σ2푠 = 푄
∗











































where in the last equality we used B.7. Using B.7 again gives



























휕 푓 (푢∗푘 )
휕푢∗푘
)2








combining the above equations with B.8 and comparing the result to B.3 completes the proof. 













ª®®¬ , 0 ≤ 퐶 ≤ 1 we have
E푔(푥)푔(푦) ≥ 0.
Proof of Lemma 20. For 퐶 = 1 the proof is trivial. We now assume 0 ≤ 퐶 < 1. We split up R2
into four orthants and consider a point (푎, 푏) with 푎, 푏 ≥ 0. We have 푔(푎)푔(푏) = 푔(−푎)푔(−푏) =
−푔(푎)푔(−푏) = −푔(−푎)푔(푏) ≥ 0. We will show that 푝(푎, 푏) + 푝(−푎,−푏) > 푝(푎,−푏) + 푝(−푎, 푏)
where 푝 is the probability density function of (푥, 푦) and hence the points where the integrand is
positive will contribute more to the integral than the ones where it is negative. Plugging these
points into 푝(푥, 푦) gives
푝(푎, 푏) + 푝(−푎,−푏)
푝(푎,−푏) + 푝(−푎, 푏) =
푒−훼[(푎−휇)2−2퐶 (푏−휇) (푎−휇)+(푏−휇)2] + 푒−훼[(푎+휇)2−2퐶 (푏+휇) (푎+휇)+(푏+휇)2]
푒−훼[(푎−휇)2+2퐶 (푏+휇) (푎−휇)+(푏+휇)2] + 푒−훼[(푎+휇)2+2퐶 (푏−휇) (푎+휇)+(푏−휇)2]
where 훼 is some positive constant that depends on the determinant of the covariance (since
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cosh (2휇훼(1 − 퐶) (푎 + 푏))
cosh (2휇훼(1 − 퐶) (푎 − 푏)) ≥ 1
where the last inequality holds for 0 ≤ 퐶 < 1. It follows that the positive contribution to the
integral is larger than the negative one, and repeating this argument for every (푎, 푏) in the positive
orthant gives the desired claim (if 푎 = 0 or 푏 = 0 the four points in the analysis are not distinct but
the inequality still holds and the integrand vanishes in any case). 
Lemma 21. The map 2.14 is convex in the case of the peephole LSTM.






((푄∗푐 − (휇∗푐)2)퐶푡푐 + 휇∗2푐 ) + ∫ 푖푡푎푖푡푏 ∫ 푟 푡푎푟 푡푏 + 2 ∫ 푓 푡 ∫ 푖푡 ∫ 푟 푡휇∗푐 − 휇∗2푐
푄∗푐 − 휇∗2푐
.

























∫ D푥푔(푥)푥 = ∫ D푥푔′(푥) we then obtain for any 푔(푥)
휕
휕퐶푡푐
∫ D푧푘푎D푧푘푏푔(푢푡푘푎)푔(푢푡푘푏) = ∫ D푧푘푎D푧푘푏푔(푢푡푘푎)푔′(푢푡푘푏) 휕푢푡푘푏휕퐶푡푐
= 휎2푘 (푄∗푐 − 휇∗2푐 )
∫ D푧푘푎D푧푘푏푔′(푢푡푘푎)푔′(푢푡푘푏) (B.9)




































+ ∫ 푖푎푖푏 휕2 ∫ 푟푎푟푏휕퐶2푐
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From Lemma 20 we have
∫











for 0 ≤ 퐶푐 ≤ 1.
Convexity of this map has a number of consequences. One immediate one is that the map has
at most one stable fixed point. 
B.4 The LSTM cell state distribution
Algorithm 1 LSTM hidden state moment fixed point iteration using cell state sampling
function FIXEDPOINTITERATION(휇푡−1푠 , 푄푡−1푠 ,Θ, 푛푠, 푛iters)
푄푡−1푘 ← CALCULATEQK(푄푡−1푠 ,Θ) ⊲ Using 2.13
Initialize c ∈ R푛푠
for 푖 ← 1 to 푛iters do
u푖, u 푓 , u푟 ← SAMPLEUS(푄푡−1푘 ,Θ) ⊲ Using 2.12
c← UPDATEC(c, u푖, u 푓 , u푟) ⊲ Using 2.22
end for
(휇푡푠, 푄푡푠) ← CALCULATEM(휇푡−1푠 , 푄푡−1푠 ,Θ, c) ⊲ Using 2.14
return (휇푡푠, 푄푡푠)
end function
As mentioned in the main text, the cell state differs substantially from other random variables
that appear in this analysis since it cannot be expressed as a function of a finite number of variables
that are Gaussian at the large 푁 and 푡 limit (see Table 2.1). Since at this limit the u푡푖 are independent,
by examining the cell state update eqn. (2.22) we find that the asymptotic cell state distribution is
that of a perpetuity, which obeys
푋
푑
= 푋푌 + 푍
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for some random variables 푌, 푍 . Its stationary distributions will have heavy tails [57]. Due to the
bounds on 푌, 푍 in the case of the LSTM, one expects based on results in ([96]) that the tails of the
stationary cell state distribution will be exponential in the case of hard sigmoid nonlinearities or
decay like 푥−푥 in the case of soft sigmoid nonlinearities, and this tail behavior is indeed observed
in simulations. Aside from the tails, the bulk of the distribution can take a variety of different
forms and can be highly multimodal, depending on the choice of Θ which in turn determines the
distributions of 푌, 푍 .
We overcome this difficulty by sampling from the stationary cell state distribution. For a given
value of 푄ℎ, the variables u푡푘 appearing in (2.22) can be sampled since their distribution is given
by (2.12) at the large 푁 limit. The update equation (2.22) can then be iterated and the resulting
samples approximate well the stationary cell state distribution for a range of different choices of
V, which result in a variety of stationary distribution profiles (see Appendix B.53). The fixed
points of (2.14) can then be calculated numerically as in the deterministic cases, yet care must be
taken since the sampling introduces stochasticity into the process.
An example of the fixed point iteration eqn. (2.14) implemented using sampling is presented in
Algorithm 1. The correlations between the hidden states can be calculated in a similar fashion. In
practice, once the number of samples 푛푠 and sampling iterations 푛iters is of order 100 reasonably
accurate values for the moment evolution and the convergence rates to the fixed point are obtained
(see for instance the right panel of Figure 2.3). The computational cost of the sampling is linear
in both 푛푠, 푛iters (as opposed to say simulating a neural network directly in which case the cost is
quadratic in 푛푠).
B.5 Additional Experiments and Details of Experiments
B.5.1 Heatmaps
In Figure B.2 we present results of training on the same task shown in Figure 2.3 with tied
















Figure B.2: Training accuracy on the padded MNIST classification task described in 2.2.4 at dif-
ferent sequence lengths 푇 and hyperparameter valuesV for networks with tied weights. The green
curves are multiples of the forward propagation time scale 휉 calculated under the untied assump-
tion. We generally observe improved performance when the predicted value of 휉 is high, yet the
behavior of the network with tied weights is not part of the scope of the current analysis and
deviations from the prediction are indeed observed.
Figure B.3: Sampling from the LSTM cell state distribution using Algorithm 1, showing good
agreement with the cell state distribution obtained by simulating a network with untied weights.
The two panels correspond to two different choices of Θ
B.5.2 Sampling the LSTM cell state distribution
As described in Appendix B.4, calculating the signal propagation time scale and the moments
of the state-to-state Jacobian for the LSTM requires integrating with respect to the stationary cell
state distribution. The method for doing this is described in Algorithm 1. As is shown in Figure
B.3, this distribution can take different forms based on the choice of initialization hyperparameters
Θ, but in all cases we have studied the proposed algorithm appears to provide a reasonable approx-
imation to this distribution efficiently. The simulations are obtained by feeding a network of width



























LSTM (Unrolled CIFAR-10 task):





















The value of 휇 푓 was found by a grid search, since for this task information necessary to solve it
did not require signal propagation across the entire sequence. In other words, classification of an
image can be achieved with access only to the last few rows of pixels. The utility of the analytical
results in this case, as mentioned in the text, is to greatly constrain the hyperparameter space of
potentially useful initializations from theoretical considerations.
B.5.4 Standard initialization
LSTM and peephole LSTM:
Kernel matrices (corresponding to the choice of 휈2푘 ) : Glorot uniform initialization [75]
Recurrent matrices (corresponding to the choice of 휎2푘 ): Orthogonal initialization (i.i.d. Gaus-
sian initialization with variance 1/푁 also used giving analogous performance)








표 = 0, 휇 푓 = 1
Long sequence tasks Learning rate scan: 8 equally spaced points between 10−2 and 10−5. Val-
idation set: 10000 images for MNIST and CIFAR-10. In Table 2.2, the results for the standard
LSTM on MNIST were reproduced from [54] and the results on CIFAR-10 were reproduced from
[55].
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Appendix C: Signal propagation in networks with quantized activations
C.1 Proof of Lemma 1





















Since 푄푙 = 휎2푤푄̂
푙−1 + 휎2푏 , convergence of 푄푙 to a fixed point is equivalent to convergence of
푄̂푙 . If we assume 푄푙 has converged to 푄∗, the system in eq. C.1 reduces to







Linearizing the above equation gives
M푄∗ (퐶) =M푄∗ (퐶∗) + 휕M푄
∗ (퐶∗)
휕퐶︸        ︷︷        ︸
≡휒























































∫ D푧푔(푧)푧 = ∫ D푧푔′(푧) which holds for any 푔(푧)
= 휎2푤 E(푢1,푢2)∼N (0,Σ(푄∗,퐶))
휙′(푢1)휙′(푢2).
The time scale of convergence dictated by the rate 휒 is obtained by solving the linear equation for





M푄∗ (퐶 푙) − 퐶∗
퐶 푙 − 퐶∗ ≈
퐶∗ + 휒 (퐶 푙 − 퐶∗) − 퐶∗
퐶 푙 − 퐶∗ = 휒
휉 = − 1
log 휒
.
Since a smooth convex function can intersect a linear function at no more than two points
unless the two are equal (since otherwise the gradient must change sign twice implying negative
curvature at some point), in order to show thatM푄∗ (퐶) can have at most two fixed points in [0, 1]
it suffices to show that it is convex in this range. A calculation similar to the one above gives:
휕2M푄∗ (퐶)
휕퐶2
= 휎2푤푄∗ E(푢1,푢2)∼N (0,Σ(푄∗,퐶))
휙′′(푢1)휙′′(푢2).
If 휙 is odd, so is 휙′′ and then the expression above is non-negative for 퐶 ∈ [0, 1] according to
Lemma 2 in [17]. It is obviously also non-negative simply if 휙′′ is uniformly non-negative. The
result applies to quantized activation as well since we can replace the Heaviside function with a
smooth approximation that is identical to within machine precision, and apply the above argument.
Since a fixed point is only stable if the slope 휒 is smaller than 1 and there are at most two fixed
points in [0, 1], there can be at most one stable fixed point. It follows that the fixed point of the
dynamics does not depend on initialization as long as 퐶0 ≥ 0. While there may be another stable
fixed point in [−1, 0), the network will still be unable to distinguish between any two inputs that
are either completely uncorrelated or positively correlated, which will generally prevent learning
aside from trivial tasks where data points in different classes are always negatively correlated, and
thus the data is linearly separable. 
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C.2 Covariances of post-activations
In the main text we review results on asymptotic normality of pre-activations 훼푙 (푥) of deep
feed-forward networks at the infinite width limit. The analysis of signal propagation in such net-
works is based on studying convergence of the covariances of these pre-activations to their fixed
points. The convergence rate in eq. 2.6 and the corresponding time scale in eq. 2.7 that gives the
typical maximal trainable depth are thus the main objects of interest.
It will be convenient at times to consider instead the evolution of the covariances of the post-
activations 훼̂푙 (푥) = 휙(훼푙 (푥)). We do this by defining, analogously to eq. 2.3,
©­­«
E훼̂푙푖 (푥)훼̂푙푖 (푥) E훼̂푙푖 (푥)훼̂푙푖 (푥′)
E훼̂푙푖 (푥)훼̂푙푖 (푥′) E훼̂푙푖 (푥′)훼̂푙푖 (푥′)
ª®®¬ =
©­­«
Σ̂푙 (푥, 푥) Σ̂푙 (푥, 푥′)






























푄̂푙−1퐶̂ 푙−1 + (휇̂푙−1)2) + 휎2푏
푄푙
.
The covariance map for the hidden states analogous to eq. 2.5 is simply






where Σ̂(푄̂∗, 퐶̂) = ©­­«
휎2푤푄̂
∗ + 휎2푏 휎2푤푄̂∗퐶̂ + 휎2푏
휎2푤푄̂
∗퐶̂ + 휎2푏 휎2푤푄̂∗ + 휎2푏






































휕M̂ 휇̂∗,푄̂∗ (퐶̂ 푙−1)
휕퐶̂ 푙−1
= 휒̂.
C.3 Calculation of the fixed point slope for sign-activation
For convinience, we use the hidden states covariances and mapping 퐶̂, 푄̂, M̂ as defined in
appendix C.2, as they have a linear relationship to the pre-activation at the fixed point. Using a













































While this equation is written for the fixed point 퐶∗, this equation can describe the slope ofM(퐶)
for every value of 퐶. Rather than directly calculatingM(퐶) using equation 2.4, it is surprisingly
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time saving to calculate it by using our expression for 휒(퐶) = 푑M(퐶)푑퐶 :






(휎2푤 + 휎2푏 )
arcsin(퐶).
We know thatM(퐶 = 1) = 1, from which we can compute the constant
const =M(1) − 2
휋
휎2푤









휋 arcsin (퐶) + 휎2푏
휎2푤 + 휎2푏








In addition to the fixed point M̂(퐶̂ = 1) = 1, the covariance mapping function suggests an
additional fixed point within the range [0, 1). In the case of 휎2푏 = 0, The entire network becomes
anti-symmetric upon initialization and 퐶 = −1 becomes an infinitely unstable fixed point as well.
C.3.1 Development of the mean-field equations for stochastic rounding
We now want to use the stochastic sign activation function to evaluate how it effects the M̂(퐶).































































































































1 − (퐶)2) (푎2 + (푄∗)2) + 푛22푄∗ (1 − (퐶)2) + 푎2푛22 − 2푎2푛1푛2퐶 + 푎2푛21(퐶)2
푄∗
(





























1 − (퐶)2) 푎2 + (1 − (퐶)2) (푄∗)2 + 푎2(퐶)2 −푎2퐶
−푎2퐶 푄∗ (1 − (퐶)2) + 푎2 ª®®¬
Solving the Gaussian we get:
|Σ|−1 = Σ−1 = (푄∗ (1 − (퐶)2) + 푎2)2 − (푎2퐶)2(
푄∗
(
1 − (퐶)2) 푎2)2 (C.7)
=
(푄∗)2 (1 − (퐶)2)2 + 2푎2푄∗ (1 − (퐶)2) + 푎4 − 푎4(퐶)2(
푄∗
(
1 − (퐶)2) 푎2)2
=
(푄∗)2 (1 − (퐶)2)2 + 푎2 (2푄∗ + 푎2) (1 − (퐶)2)





















(푄∗)2 (1 − (퐶)2) 푎4
(푄∗)2 (1 − (퐶)2) + 푎2 (2푄∗ + 푎2)
(C.8)





1 − (퐶)2) + ( 푎푄∗ )2 (2푄∗ + 푎2)


















































Based on this equation, we can also use a Taylor expansion, to estimate 퐶̂∗, and we get the solution:










퐵2 − 퐵) (푄∗
휎2푤
)2ª®¬ (C.11)
C.4 Calculations of 푄푙 and 휒 for general quantized activations
We start by evaluating 푄̂, the hidden-state covariance (see appendix C.2) for the general quan-

































Here, we use Φ as the normal cumulative distribution function. The constant 퐴 cancels out, and










퐻 (푢 − 푔푖) 퐻
(
푢 − 푔 푗









And since 퐻 (푢 − 푔푖) 퐻
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Φ (−푥)Φ (−푦) = Φ (−max (푥, 푦))Φ (−min(푥, 푦)), so we can see that:
Φ (−max (푥, 푦)) −Φ (−푥)Φ (−푦) = Φ (−max (푥, 푦)) (1 −Φ (−min(푥, 푦)))

















from which we can easily compute 푄푙+1.We proceed to evaluating the equation for the fixed point














































































)  ℎ푖ℎ 푗
















)  . (C.15)
C.5 Additional MNIST training-results
When studying the empirical effects of the initialization parameters on trainability when using
a 10 states quantization, and seen that the longest trainable network is achieved when using the
퐷˜표푝푡 , the optimal normalized distance between offsets, as proposed by our theory. Additional
test have been made to other quantization levels as well and gave similar results. It is unclear
from the results, however, whether the degradation of deep networks is caused by the unoptimized
propagation of the forward pass, or by the unoptimized backward pass. To isolate the effects
of the forward pass which are of more interest to us, we measured the effects of 휎푤 on a 10








, when using 휎푤 and 푄∗ based on each run’s initialization values. Figure
C.1 shows the results of this experiment, and confirms that the optimal initialization is dominated
by the forward pass.
C.6 Modified initialization schemes
Sections 2.3 describes an algorithm for computation of the value of the initialization parame-
ter 휎푤, that would allow the best signal propagation in the network for any quantized activation
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Figure C.1: Test accuracy of a 10-states activation in feed-forward network, over the MNIST data-
set, with different initialization values and optimized STE for backward propagation of gradients.
When compared with the 2.6, we can see that adjusting the networks for better backward propaga-
tion of the gradients does not have a significant effect on the trainability of deep networks.
function. However, when dealing with the constant spaced activation functions of the form:













we find that our suggested method of initialization quickly converges to the Xavier initialization
[75], as the quantization levels increases. For simple initialization, we suggest a small modification
for the Xavier method that accounts for quantization: When 퐹푖푛 and 퐹표푢푡 are the fan-in and fan-




퐹푖푛+퐹표푢푡 as in the case of normal Xavier, we suggest that using a factor of
훼푁 = 1 + 1.23(푁 + 0.2)2
(when 푁 is the number of activation states), so that:




We see that for the continuous case, our activation function becomes hard-tangent and our factor
becomes lim푁→∞ 훼푁 = 1. 훼푁 was estimated by computing the value 휎푤 that ensures 퐷√푄 = 퐷˜opt
134





































































Figure C.2: Time evolution of the test accuracy. Line 1&2: The evolution of the heat maps pre-
sented in figure 2.6, at an early stage of training (Training accuracy) . Bottom line: Test accuracy
at an advanced stage of training (16000 steps), for the same deployment. Those results align with
the results of [36], showing that even in a late stage of training, networks with layers exceeding
∼ 6휉 are untrainable.
for states ranging from 1 to 128, and fitting the results 휎푤 (푁) to the function 1 + 푎(푁−푏)2 , which
behaved accordingly. For the case where the number of states is larger than 128, the factor 훼푁 is
small enough for the error to be irrelevant. Table C.3 shows a comparison between the standard




10 3.3 ± 0.4% 2.9 ± 0.2%
20 5.6 ± 1.4% 4.5 ± 0.7%
30 5.6 ± 0.5% 4.6 ± 0.4%
35 7.2 ± 0.4% 5.9 ± 0.4%
40 21 ± 11% 13.5 ± 7.5%
Figure C.3: Comparison of our suggested initialization with the Xavier Gaussian initialization,
for MNIST training using a 3-states quantized activation for layer numbers near the depth scale
6휉푚푎푥 ' 37. For each number of layers and initialization, we used a grid search to find best learning
rate from the values [0.25, 0.5, 1, 2, 4, 10] × 10−3, with all other run parameters as described in the
experimental part of section 2.3.1. We ran 25 seeds using that learning rate. In all cases, our
suggested modification outperforms Xavier initialization by a small margin. With 40 layers, the
network depth exceeds the theoretical depth scale, and all trainings fail under the 20000 steps
limitation.
C.7 Backwards signal propagation for straight through estimator
While we use quantized activations for the forward pass, the backward propagation of quan-
tized neural networks is, in our case, done by straight through estimators (STE). When using




−휌−1 푥 < −1
푥휌 −1 ≤ 푥 ≤ 1
휌−1 푥 > 1
where 휌 > 0 is a parameter that controls the slope of the hard-tanh, so the backward equation is
determined by the derivative:
휙′휌 (푥) =











. In the case of eq. 2.9,















































푚JJ푇 = 1, and thus avoid vanishing and exploding gradients. In our main results, we avoided
modifying the STE parameter 휌 in order to keep the experiment simple, and used the trivial STE
using 휌 = 1.
C.8 Additional Proofs
Proof that fixed point slope for sign activation can only be optimal for 휎푏 = 0. We would like to prove
the the optimal slope at the fixed point for sign activation can only be achieved when we take 휎푏to
zero. First, we will use the implicit function theorem to calculate 푑퐶̂
∗
푑휎푏
(퐶̂ is the hidden states
covariance, as described in appendix C.2), using the fixed point equation:
퐹 (퐶̂∗, 휎푏) = 퐶̂∗ − 2
휋
arcsin (퐶∗) = 0
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when 퐶∗ = 퐶̂
∗휎2푤+휎2푏
휎2푤+휎2푏
, 푄∗ = 휎2푤 + 휎2푏 :
휕퐹
휕퐶̂∗
= 1 − 휒





































































































































































(푄∗) (1 + 퐶∗)
[
휒퐶∗
1 − 휒 − 1
]
.







1−휒 − 1. if for some value of 휎푏, 휎푤, 휒퐶
∗
1−휒 > 1, then,
휒퐶∗
1−휒 − 1 will remain positive when increasing 휎푏, since 푑휒푑휎푏 > 0 and 푑퐶
∗
푑휎푏
> 0 results 푑푑휎푏
휒퐶∗
1−휒 > 0.
The optimal (highest) value of 휒 for the given value of 휎푤 will therefore be achieved in the limit









)2 − (퐶̂∗휎2푤 + 휎2푏 )2 = 0
(for this we use the fact that 퐶̂∗ > 0 for 휎푏 > 0).
This contradicts our assumption that this is the highest value of 휒, so 푑휒푑휎푏 must be negative for
all values of 휎푏, 휎푤.

C.9 Neural tangent kernel for quantized activations
We consider the dynamics of training for deep, wide neural networks. We argue that the error
at an average test point will not improve during early stages of training if the signal propagation




We consider full-batch gradient descent with regression loss in a continuous time setting.



































휕 푓 (푥 푗 )
휕휃푝
휁푖 ≡ − 1
푁푑
[Θ휁]푖
where 푝 indexes all the weights of the neural network and we have defined the Gram matrix
Θ ∈ R푁푑×푁푑 by





휕 푓 (푥 푗 )
휕휃푝
. (C.18)
This matrix is referred to as the Neural Tangent Kernel (NTK) in [43]. When considering this
object at the infinite width limit, it is convenient to adopt the following parametrization for a fully
connected network 푓 : R푛0 → R푛퐿+1:
휙(훼0(푥)) = 푥
훼푙 (푥) = 휎푤√
푛푙−1
푊 푙휙(훼푙−1(푥)) + 휎푏푏푙 , 푙 = 1, ..., 퐿
푓 (푥) = 훼퐿+1(푥)
(C.19)
for input 푥 ∈ R푛0 and weight matrices 푊 푙 ∈ R푛푙×푛푙−1 . The weights are initialized using 푊 푙푖 푗 ∼
N(0, 1), 푏푙푖 ∼ N(0, 1). The output of this NTK network is identical to that of a standard network,
1This can be generalized to other loss functions [21].
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yet the gradients are rescaled such that Θ remains finite when taking the infinite width limit. For
an appropriately chosen learning rate the dynamics of learning in the NTK network can be made
identical to those of a standard network [21].
In [43], under some technical conditions, Θ was shown to be essentially constant during train-






. At this limit, adapting Theorem 1 of [43] to allowing
arbitrary variances for the weights and biases, one obtains the following asymptotic form of Θ at







Σ′ 푗 (푥, 푥′)Σ푙 (푥, 푥′) (C.20)
where
Σ1(푥, 푥′) = 휎2푤푛0 푥푇푥′ + 휎2푏






Σ푙 (푥, 푥) Σ푙 (푥, 푥′)
Σ푙 (푥, 푥′) Σ푙 (푥′, 푥′)
ª®®¬ .
(C.21)
are the covariances of the pre-activations and
Σ′푙 (푥, 푥′) = 휎2푤 E(푢1,푢2)∼N (0,Σ푙 |푥,푥′)
휙′(푢1)휙′(푢2).
In [19] it was also shown that for finite width ReLU networks EΘ = Θ and concentrates about
its expectation with the fluctuations scaling inversely with layer width. It follows that when taking
the layer widths to infinity in arbitrary order for ReLU networks one recovers Θ, and empirically
Θ concentrates well around Θ for other choices of nonlinearities [21]. We note that even when
using the standard scaling 2.1, for very wide networks where the effect of individual weights will
be negligible, even though the asymptotic for of the NTK at infinite width may be different, it will
still change little in the initial phases of training.
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C.9.2 Continuous activations
We write the NTK for a feed-forward network in the NTK parametrization C.19, omitting the















































































The NTK thus takes the form


















훽̂푙 (푥), 훽̂푙 (푥′)
〉 〈
훼̂푙 (푥), 훼̂푙 (푥′)〉 + 휎2푏 〈훽̂푙 (푥), 훽̂푙 (푥′)〉
According to [43, 19], this tends to C.20 at the infinite width limit.
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C.9.3 Quantized activations
We now consider dynamics in function space with quantized activations. Analyzing a single
network in this fashion is hopeless since the network function is not a continuous function of the
weights and so the dynamics will not be continuous. We can instead consider a stochastic rounding
scheme where the post-activations are defined according to
훼̂푙푖 = sign(훼푙푖 − 푧푙푖 )
and 푧푙푖 ∼ Unif( [−1, 1]). The connection between this setup and the straight-through estimator
(STE) was first observed in [15]. We denote the set of all 푧푙푖 by {푧}. Considering the dynamics of


















푝(훼푙푖 − 푧푙푖 > 0|훼푙푖 ) 푓 |훼̂푙푖=1 + (1 − 푝(훼
푙
푖 − 푧푙푖 > 0|훼푙푖 )) 푓 |훼̂푙푖=−1
)
=
휕푝(훼푙푖 − 푧푙푖 > 0|훼푙푖 )
휕훼푙푖
(







푓 |훼̂푙푖=1 − 푓 |훼̂푙푖=−1
)
.
If we now consider any smooth extension of 훾 of 훼̂푙푖 such that [−1, 1] ⊆ Im(훾) and denote by
푓˜ a copy of 푓 where we replace 훼̂푙푖 by 훾. We then have
































































If we neglect these higher order terms (which should be small since the influence of a single
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neuron on the output is generally small, and should vanish at the infinite width limit) and note that
































푊 푙+1푘푖 1|훼푙푖 |≤1휙(훼
푙−1
푗 ).
















≈ 휎푏 훽̂푙STE,푖 (푥).

















훼̂푙 (푥), 훼̂푙 (푥′)〉 + 휎2푏 〈훽̂푙STE(푥), 훽̂푙STE(푥′)〉 .
A trivial generalization of the calculation of the asymptotic form ofΘ(푥, 푥′) at the infinite width
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Σ′( 푗)STE(푥, 푥′)Σ푙 (푥, 푥′) (C.23)
where Σ푙 (푥, 푥′) is defined in eq. C.21,
Σ′(푙)STE(푥, 푥′) = 휎2푤 E(푢1,푢2)∼N (0,Σ푙 |푥,푥′)
휙′STE(푢1)휙′STE(푢2).
and we define the hard-tanh function,
휙STE(푥) =

1 1 ≤ 푥
푥 −1 < 푥 < 1
−1 푥 ≤ −1
. (C.24)
for which 휙′STE(푦) = 1|푦 |≤1. The form of ΘSTE(푥, 푥′) is thus obtained by replacing the sign ac-
tivation with eq. C.24 but only during the backwards pass (and not during the forward pass), in
line with the motivation of the STE in [15]. We note that the dynamics of this ensemble average
correspond to those of the update scheme in eq. 2.32 with 휌 = 1. Other choices will introduce a
dependence on 휌 in ΘSTE(푥, 푥′) but will not change the fact that it can be expressed as a function
of the covariances of the inputs in eq. C.21.
C.9.4 Asymptotic NTK and generalization
We now consider a very deep network such that the covariance map approaches its fixed point











퐿+1(푥, 푥′) = Θ∗(푥, 푥′) = 훼훿(푥, 푥′) + 훽(1 − 훿(푥, 푥′)) (C.25)
for some constants 훼, 훽 and 훿(푥, 푥′) is a Kronecker delta.
To understand the generalization properties of such a network, we can consider the evolution












which at initialization is independent of our choice of 푧. Since it is also independent of the true
label of 푧 this will mean that the generalization error will typically not decrease 2.
We conclude that for networks deep enough that the covariance map converges, in the initial
phase of training before Θ changes considerably there will be no improvement in the generaliza-
tion error at a typical test point. Conversely, this suggests that satisfying the signal propagation
condition 휒 = 1 will facilitate generalization. Presumably, if convergence to the fixed point is
slow, instead of the form in eq. C.25, Θ will exhibit some finite scale of decay from its value on the
diagonal as a function of the distance between the inputs. This will enable points in the training
set near 푧 that share the same label, and where the error has the same sign as 휁 (푧), to influence
휕휁 (푧)
휕푡 thus reducing the error at 푧. This argument is independent of the value of 훽, and provides
further motivation for the study of critical initialization schemes that exhibit slow convergence to
the fixed point [36]. Such initialization schemes have also been motivated in the past by concerns
of trainability (i.e. ensuring stable signal propagation from the inputs to the hidden states of a deep
network, and preventing vanishing/exploding gradients). This phenomenon could perhaps be the
basis for the improvements in generalization observed when using critical initialization schemes,
which have hitherto been unexplained.
To explore whether rapid convergence of the covariance map is correlated with a lack of struc-
2Aside from some trivial cases such as learning a constant function.
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ture in the NTK, we define a coarse metric for non-trivial structure in the off-diagonal terms of the
NTK that should facilitate generalization. Given a row of the NTK Θ푖 = Θ(푥푖, ·) ∈ R푁푑 , we define




Θ(푥푖, 푥 푗 )
while the corresponding noise measure is simply
푁푖 = ‖Θ푖‖1 − 푆푖 .
The idea behind this metric is that the fitting error at some 휁 (푥 푗 ) with 푦푖 = 푦 푗 will be closer




Θ(푥푖, 푥 푗 )휁 (푥 푗 ). Thus if the elements of Θ with the same label as 푥푖 are large and posi-
tive there will be a large magnitude contribution to 휕휁 (푥푖)휕푡 that has the opposite sign as 휁 (푥푖) and
thus 휁 (푥푖) will decrease quickly over time. The noise in this case is the size of the other entries.
















is large as well. The latter condition is important since in the case of networks with small weight
variance SNR may be large but 푆 itself vanishes and so will any change in the generalization error.
For both networks with tanh and quantized activatsion we observe that the regime where SNR and
푆 are both large corresponds to the one where the signal propagation time scale in eq. 2.7 is large
as well, as shown in Figure C.4.
In this experiment, the network architecture is given by 2.1 with 퐿 = 30 and all hidden layers of
147


























Figure C.4: Off-diagonal structure in the NTK is correlated with signal propagation. The signal
(eq. C.27) that is expected to improve generalization, the signal-to-noise ratio (eq. C.26) and
the signal propagation time scale (eq. 2.7) are plotted for different architectures. All quantities
are normalized by the maximal value in the range of parameters shown. Left: For networks with
tanh activations with different weight variance 휎2푤, the time scale 휉 behaves non-monotonically.
The SNR decreases monotonically, while the signal 푆 spikes around the same value of 휎2푤 where
signal propagation is best achieved. Thus the point that maximizes both SNR and 푆 is close to the
one where signal propagation is also maximal. Right: For networks with quantized activations, as
the quantization level increases so does the SNR and the signal itself. We also observe the same
non-monotonic behaviour based on the parity of the number of states in all three.
width 300. Note that for a finite width network with constant layer widths the difference between
the NTK and that of a network given by C.19 will be a constant factor. The quantities in the plot
are averaged over 450 MNIST data points for the tanh network and 200 images for the quantized
network, and 5 different initializations. The NTK for the network with quantized activations is
calculated by replacing the terms in the backwards pass with the STE equivalents, as in C.23. We
note that a similar degradation in the generalization ability when the signal propagation conditions
are not satisfied has been described previously in the case of wide networks where only the last
layer is trained [97].
C.9.5 Change of asymptotic NTK during training
We have argued above that based on the structure of the NTK at initialization for networks
where the covariance map has converged, we expect no initial improvement in the generalization
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error. At later times, if we assume that the Taylor expansion of Θ∗푡 exists







we can see directly that Θ∗푡 (푧, 푥′) will be independent of 푧 as well, since the summands in the RHS
are. This argument thus extends to later times asymptotically at the infinite width limit, or for finite
width until such time as deviations from the asymptotic form of the NTK influence the dynamics.
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Appendix D: Classifying manifolds with deep networks using gradient
descent
D.1 Summary of Contents
We present below only a small part of the proof of the results of chapter 3. For full details we
refer the reader to [22].
D.1.1 Notation
For 푛 ∈ N, we write [푛] = {1, . . . , 푛}. We generally use bold notation x, A for vectors,
matrices, and operators and non-bold notation for scalars and scalar-valued functions. We write
[푥]+ = max{푥, 0} for the ReLU activation function; if x is a vector, we write [x]+ to denote the
vector given by the application of [ · ]+ to each coordinate of x, and we will generally adopt this
convention for applying scalar functions to vectors. We write 〈x, y〉 = ∑푖 푥푖푦푖 for the euclidean
inner product on R푛, and if 0 < 푝 < +∞ we write ‖x‖푝 = (∑푖 |푥푖 |푝)1/푝 for the ℓ푝 norms (when
푝 ≥ 1) on R푛. We also write ‖x‖0 = |{푖 ∈ [푛] | 푥푖 ≠ 0}| and ‖x‖∞ = max푖∈[푛] |푥푖 |. The
vectors (e푖) denote the canonical basis for R푛, and the unit sphere in R푛 is written S푛−1 = {x ∈
R푛 | ‖x‖2 = 1}. For a vector x or a matrix A, we will write entries (as above) as either 푥 푗 or
퐴푖 푗 , or (x) 푗 or (A)푖 푗 ; we will occasionally index the rows or columns of A similarly as (A)푖 or
(A) 푗 , with the particular meaning made clear from context. We reserve the notation ‖ · ‖ for
the operator norm of a 푚 × 푛 matrix A, defined as ‖A‖ = sup‖x‖2≤1 ‖Ax‖2; more generally, we
write ‖A‖ℓ푝→ℓ푞 = sup‖x‖푝≤1 ‖Ax‖푞 for the corresponding induced matrix norm. If x, x′ ∈ R푛
are nonzero, we write ∠(x, x′) = cos-1(〈x, x′〉/‖x‖2‖x′‖2) for the angle between x and x′. The
Banach space of (equivalence classes of) real-valued measurable functions on a measure space
(푋, 휇) satisfying (∫
푋
| 푓 |푝 d휇)1/푝 < +∞ is written 퐿푝휇 (푋) or simply 퐿푝 if the space and/or measure
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is clear from context; we write ‖ · ‖퐿푝 for the associated norm, and 〈 · , · 〉퐿2 for the associated inner
product when 푝 = 2. For an operator T : 퐿푝휇 → 퐿푞휈 , we write T [ 푓 ] to denote the image of 푓 under
T , and ‖T ‖퐿푝휇→퐿푞휈 = sup‖ 푓 ‖퐿푝휇 ≤1 ‖T [ 푓 ] ‖퐿푞휈 ; when the domain of the operator is the same as the
range, we will abbreviate this as ‖T ‖퐿푝휇 . If an operator between 퐿푝 spaces has finite norm in the
previous sense, the operator is called bounded. If T is an operator on 퐿2 and 푓 ∈ 퐿2, we write T 푖
to denote operator that applies T 푖 times; we say that T is positive if 〈 푓 ,T [ 푓 ]〉퐿2 ≥ 0 for all 푓 , and
write exp(T ) = ∑∞푖=0 T 푖/푖! for the operator exponential of a positive (or, equivalently, bounded)
operator T . For an event E in a probability space, we write 1E to denote the indicator random
variable that takes the value 1 if 휔 ∈ E and 0 otherwise. If two random variables (vectors) 푋 and
푌 defined on possibly different probability spaces satisfy P[푋 ∈ 퐴] = P[푌 ∈ 퐴] for every Borel
set 퐴, we write 푋 푑= 푌 . Throughout the text, unless specified otherwise we use 푐, 푐′, 푐′′, 퐶,퐶′, 퐶′′,
퐾, 퐾′, 퐾′′, and so on to refer to numerical constants whose value may change from line to line
within a proof. Numerical constants with numbered subscripts 퐶1, 퐶2, . . . and so on will have
values fixed at the scope of the proof of a single result, unless otherwise specified. We generally
use lower-case letters to refer to numerical constants whose value should be small, and upper case
for those that should be large; we will generally use 퐾 , 퐾′ and so on to denote numerical constants
involved in lower bounds on the size of parameters required for results to be valid. If 푓 and 푔 are
two functions, the notation 푓 . 푔 means that there exists a numerical constant 퐶 > 0 such that
푓 ≤ 퐶푔; the notation 푓 & 푔 means that there exists a numerical constant 퐶 > 0 such that 푓 ≥ 퐶푔;
and when both are true simultaneously we write 푓  푔.
D.1.2 Extended Problem Formulation
We start by introducing some additional relevant notation and technical details that we will rely
on in the proofs throughout this section. If ℓ = 0, 1, . . . , 퐿 − 1, define
휷ℓ휽 (x) =
(




where we have defined








for the orthogonal projection onto the set of coordinates where the ℓ-th activation at input x is pos-
itive. We call the vectors 휷ℓ휽 (x) the backward features or backward activations—they correspond
to the backward pass of our neural network.
Our argument, particularly the concentration analysis, applies to certain Riemannian subman-
ifolds of the unit sphere of arbitrary dimension, but other parts of the argument are targeted at the
special case 푑0 = 1. In this paragraph, we will describe the general assumptions we place on the
manifolds, as well as additional specific assumptions that we require when 푑0 = 1. For background
on curves and more broadly Riemannian manifolds, we refer the reader to [79, 80]. We assume
thatM =M+ ∪M−, whereM+ andM− are two disjoint complete connected1 Riemannian sub-
manifolds of the unit sphere S푛0−1. We take as metric on these manifolds the metric induced by
that of the sphere, which we take in turn as that induced by the euclidean metric on R푛0 . We write
휇+ and 휇− for the measures onM+ andM− (respectively) induced by the data measure 휇, and we
assume that 휇 admits a density 휌 with respect to the Riemannian measure onM, writing 휌+ and
휌− for the densities onM± induced by the density 휌. When 푑0 = 1, we add additional structural
assumptions to the above: we assume thatM± are smooth, simple, regular curves. ThatM admits











BecauseM± are smooth regular curves, they admit global unit-speed parameterizations with re-
spect to arc length 휸± : 퐼± → S푛0−1, where 퐼± are intervals of the form [0, len(M±)]. Exploiting
1Certain parts of our argument, such as the concentration result Theorem 7, are naturally applicable to cases where
M± themselves have a finite number of connected components with a mild dependence on this number, and we state
them as such. We skip this extra generality in our dynamics arguments, because the extra detail would obscure the
main ideas.
152







휌± ◦ 훾±(푡)‖훾′±(푡)‖2 d푡 =
∫
퐼±
휌± ◦ 훾±(푡) d푡.
We will exploit this formula in the sequel to compare between 퐿푝휇 (M) and 퐿푝 (M) norms of




휌(x); 휌max = sup
x∈M
휌(x).
For our bounds in certain places to be nonvacuous, we will need 휌min > 0.
We will fix our approximations for the initial kernel and initial predictor here: we set
Θˆ(x, x′) = 휓(∠(x, x′)),













where 휑(휈) = cos-1((1− 휈/휋) cos 휈 + (1/휋) sin 휈), and 휑(ℓ′) denotes ℓ′-fold composition of 휑 with
itself. We call the function 휓 the skeleton. Note that this definition is slightly different from the one
appearing in the main body of the paper. Our proof of Theorem 7 matches the form defined in the
main paper, but eliminating these extra cos factors is of analytical convenience in our certificate
construction arguments in Appendix C.1.2 of [22], and we will make use of Lemma C.9 from
[22], notably in the proof of Lemma 23, in order to show that the 퐿∞ distance between these two
approximations is small.
153
For the predictor approximation 휁ˆ , we set




where we recall 푓 denotes the network function with the initial (random) weights. In particular, this
approximates the network function with a constant, and the error as a piecewise constant function
onM±. This approximation is justified in Lemma D.11 in [22], and notably applied in Lemma 23.
D.2 Proofs of the Main Results
D.2.1 Main Results
Theorem 6. LetM be a one-dimensional Riemannian manifold satisfying our regularity assump-
tions. For any 0 < 훿 ≤ 퐾1, choose 퐿 so that
퐿 ≥ 퐾2 max
{
퐶휆휅







If 푁 ≥ 퐶휌3 log4(훿)퐿15, and if there exists a function 푔 ∈ 퐿2휇 (M) such that




then with probability at least 1−훿 over the random initialization of the network and the i.i.d. sample
from 휇, the parameters 휽푁 (퐿3/2+1/32/(휏푛)) yield a classifier that separates the two manifolds,
where 휏 is the learning rate that satisfies 휏 ≤ 푐푛퐿 for some constant 푐.
Moreover, ifM is an 푟-instance of the two circles geometry described in Section 3.3 of [22]
with 푟 ≥ 1/2, then if in addition 퐿 ≥ 퐾4(1 − 푟2)−1/2, there exists a certificate 푔 satisfying Equa-
tion (D.1) with probability at least 1 − 훿.
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The constants 퐶, 퐾1, . . . , 퐾4 are absolute, while






























where 퐶휇∞,M = len(M+)휇∞ (M+) +
len(M−)
휇∞ (M−) , 퐶M > 0 depends only on the length of the manifold and the
number connected components ofM. 퐶휆 is the global regularity constant defined in section 3.1.
Proof. Choosing 푑 ≥ max{퐾 log(1/훿), 퐾 log(푛푛0퐶M)} guarantees that the probability of success
in Lemma 24 is larger than 1 − 훿/2. We will describe how our choices here satisfy the remaining
hypotheses: starting from the hypotheses on 푛, 퐿, and 푑 of Lemma 24, we make the specific choice
(an upper bound for our previous choice) 푑 ≥ 퐾 log(1/훿) log(푛푛0퐶M), and substitute this into the
requirements on 푛 and 퐿; first, for 푛, we need to satisfy
푛 ≥ max
{
휅2/5, 퐾퐶6휌 log33(퐿) log21(1/훿) log21(푛푛0퐶M)퐿109
}
.
We use Lemma 32 to simplify the logarithms in this expression; for specific 푝, this lemma allows
us to obtain a sufficient condition for 푛 ≥ 퐶 log푝 푛 as 푛 ≥ 퐾퐶 log푝 퐾퐶 for a suitable absolute
constant 퐾 > 0 when 퐶 is larger than a suitable absolute constant. We get the sufficient condition
for the complicated part of the previous condition
푛 ≥ 퐾퐶6휌 log21(1/훿) log54(푛푛0퐶M)퐿109
with a worsened absolute constant as long as 퐿 ≥ max{퐾,퐶휌, log(1/훿)}, since 퐶M ≥ 1 and
퐶휌 ≥ 1. This condition matches the choice of 푛 in the theorem statement. It remains to consider
the choice of 퐿, for which we need to satisfy
퐿 ≥ 퐶휌2 log32(1/훿) log32(푛푛0퐶M) log64 퐿.
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We can now use our specific choice of 푛, which is at most polynomial in 퐿, to obtain after plugging
in the complicated part of the condition on 푛 that it is sufficient here to have
퐿 ≥ 퐾′퐶휌2 log32(1/훿) log86(퐿푛0퐶M)
with a worsened absolute constant, as long as 퐿 is larger than a suitable absolute constant given the
previous choices of large 퐿. Because 퐶휌2 ≥ 1, we can additionally require 훿 to be smaller than an
absolute constant in order to obtain using Lemma 32 the equivalent sufficient condition
퐿 ≥ 퐾′퐶휌2 log32(1/훿) log86(푛0퐶M퐶휌2 log(1/훿))
with a worsened absolute constant. Similar considerations lead to the sufficient condition involving
푛0. Since we have stated the hypotheses on the certificate Equation (D.1) in terms of an equivalent
“훿 form”, we have shown that the hypotheses of our theorem are sufficient to apply Lemma 24.
Taking a union bound gives the first claim.
For the second claim, we must show existence and control the norm of a suitable certificate 푔
in the context of the two circles geometry presented in Appendix C.1.2 in [22]. We will proceed
in the subsequent discussion for an equivalent “푑 form” of the construction, since Lemma 24 is
phrased in this way, although we state the result in its “훿 form”. We can use Lemma C.1 in [22]
to accomplish this; this result requires a bound on the ℓ2 norm of the constant values 퐶+, 퐶− the
approximation 휁ˆ takes on the two respective class manifolds. In our case, 휁ˆ is piecewise constant
on the two class manifolds, and so
(퐶2+ + 퐶2−)1/2 =
√
2‖ 휁ˆ ‖퐿2휇 =
√
2‖ 휁ˆ ‖퐿∞ .
The triangle inequality gives naturally
‖ 휁ˆ ‖퐿∞ ≤
휁 − 휁ˆ
퐿∞ + ‖휁 ‖퐿∞ ,
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≥ 1 − 푒−푐푑
as long as 푛 ≥ 퐾푑4퐿5 and 푑 ≥ 퐾′푑0 log(푛푛0퐶M); these hypotheses are redundant with the
hypotheses of Lemma 24 which we have already considered. The size of (퐶2+ +퐶2−)1/2 is controlled
on the intersection of these events, whose measure is controlled by a union bound. We can then
invoke Lemma C.1 in [22] to show that for the two coaxial circles geometry with 푟 ≥ 1/2, if








≥ 1 − 푒−푐푑 ,
where we have absorbed the absolute constant퐶 into 푑. This satisfies the hypotheses of Lemma 24,
so we can conclude. 
Theorem 7. LetM be a 푑0-dimensional Riemannian submanifold of S푛0−1. For any 푑 ≥ 퐾푑0 log(푛푛0퐶M),



















where we write 휈 = ∠(x, x′) in context with an abuse of notation, 푐, 퐾, 퐾′ > 0 are absolute
constants, and 퐶M > 0 depends only on the length of the manifold if 푑0 = 1, and otherwise only
on the number of connected components ofM.
Proof. We have by the definition of Θ
Θ(x, x′) = 〈휶퐿 (x),휶퐿 (x′)〉 +
퐿−1∑
ℓ=0
〈휶ℓ (x),휶ℓ (x′)〉〈휷ℓ (x), 휷ℓ (x′)〉. (D.2)
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Under the stated hypotheses, Lemmas D.10 and D.13 in [22] give uniform control of each of the
terms appearing in this expression with suitable probability to tolerate 2퐿 + 1 union bounds, which
gives simultaneous uniform control of the factors on an event E with probability at least 1 − 푒−푐푑 .

















































)〈휶ℓ (x),휶ℓ (x′)〉 − cos (휑(ℓ) (휈)).
Under the conditions on 푛, 퐿, and 푑, we have on the event E that for each ℓ
sup
(x,x′)∈M
〈휶ℓ (x),휶ℓ (x′)〉 ≤ 2,







The conditions on 푛, 푑, and 퐿 imply that this residual is larger than that incurred by the level-퐿













After adjusting the other absolute constants to absorb 퐶 into 푑, this gives the claim. 
D.2.2 Supporting Results on Dynamics
Lemma 22 (Nominal). There exist absolute constants 푐, 푐′, 퐶, 퐶′, 퐶′′, 퐶′′′ > 0 and absolute con-
stants 퐾, 퐾′, 퐾′′ > 0 such that for any 푑 ≥ 퐾푑0 log(푛푛0퐶M) and any 1/2 ≤ 푞 < 1, if 푛 ≥ 퐾′푑4퐿5,
if 퐿 ≥ 퐾′′푑max{휌min, 휌−1min}, and if additionally there exists 푔 ∈ 퐿2휇∞ (M) satisfying
























































} ≥ 1 − 푒−푐푑 .
Proof. We will combine Lemma 28 with various probabilistic results to obtain a simple final form
for the bound from this result.














‖휁 ‖퐿∞ (M) , (D.5)













































≥ 1 − 푒−푐푑 (D.8)
as long as 푛 ≥ 퐾푑4퐿5 and 푑 ≥ 퐾′푑0 log(푛푛0퐶M). In particular, combining Equations (D.7)







≥ 1 − 2푒−푐푑 . (D.9)
In addition, we can write using the triangle inequality







퐿∞ (M) = supx∈M
 푓★(x) − ∫M 푓 (x′) d휇∞(x′)

= max
{∫M 푓 (x′) d휇∞(x′) − 1




so that, by Equation (D.7), we have if 퐿 ≥ 2√푑
P
[




≥ 1 − 푒−푐푑 . (D.10)





|Θ(x, x′) − 휓 ◦ ∠(x, x′) |,







≥ 1 − 푒−푐푑 (D.11)
if 푑 ≥ 퐾푑0 log(푛푛0퐶M) and 푛 ≥ 퐾′푑4퐿5. Similarly, because 휇∞ is a probability measure, Jensen’s
inequality, the Schwarz inequality, and the triangle inequality give
‖횯‖퐿2




|Θ(x, x′) − 휓 ◦ ∠(x, x′) | + sup
(x,x′)∈M×M
|휓 ◦ 푎푛푔푙푒(x, x′) |,




휇∞ (M)→퐿2휇∞ (M) ≤ 퐶푛퐿
]
≥ 1 − 푒−푐푑 (D.12)
provided 푑 ≥ 퐾푑0 log(푛푛0퐶M) and 푛 ≥ 퐾′푑4퐿. We will write E for the event consisting of the
union of the events in the bounds Equations (D.7) to (D.12) hold, which has probability at least
1−푒−푐푑 by a union bound and a choice of 푑 ≥ 퐾 . We will conclude by simplifying Equation (D.6)




































































































Additionally, in the context of the condition Equation (D.5), notice that by Equations (D.10)

















implies both conditions Equations (D.5) and (D.16). We can simplify Equation (D.17) using the
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≤ 푘휏 ≤ 퐿푞/푛,









We obtain an upper bound 퐶
2푒2푑
휌min
for the quantity on the RHS of this inequality from 푞 ≥ 1/2;
it suffices to choose 퐿 larger than this upper bound instead. The other simplifications are easier:


















Worst-casing terms using our hypotheses on 푑 and 퐿 to obtain a simplified bound, on E, we have
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⇐⇒ 퐿 log 퐿
푛
≥ 푘휏,










We also need a bound that works for 푘 that do not satisfy Equation (D.18). From the update







where the last bound is valid on E. Finally, we can obtain the claimed sum bound by calculating


































































1, which follows from 휏 ≤ 푐′/(푛퐿), 푑 ≥ 1 and 퐿 ≥ 퐾휌1/2min for a suitable absolute constant 퐾; and
the third inequality integrates and simplifies, using 푘휏 ≤ 퐿/푛 and again 푑 ≥ 1 and 퐿 ≥ 퐶휌1/2min.














To see that the conditions on 퐿 in the statement of the result suffice, note that we have to satisfy
(say) 퐿 ≥ 퐾휌1/2min and 퐿 ≥ 퐾′휌−1/2min ; the first of these lower bounds is tighter when 휌min ≥ 1, and
the second when 휌min < 1, and so it suffices to require 퐿 ≥ 퐾휌min and 퐿 ≥ 퐾′휌−1min instead. 
Lemma 23 (Nominal to Population). There exist absolute constants 푐, 푐′, 퐶, 퐶′, 퐶′′, 퐶′′′, 퐶′′′′ > 0
and absolute constants 퐾, 퐾′, 퐾′′ > 0 such that for any 푑 ≥ 퐾푑0 log(푛푛0퐶M) and any 1/2 ≤ 푞 <
1, if 푛 ≥ 퐾′퐶6휌푑9퐿48+32푞, if 퐿 ≥ 퐾′′퐶휌푑, and if additionally there exists 푔 ∈ 퐿2휇∞ (M) satisfying





























































The constant 퐶휌 = max{휌min, 휌−1min}.
Proof. The proof uses the triangle inequality to link the progress of the population dynamics on
the population loss to the progress of the nominal dynamics on the population loss, as studied in
Lemma 22, and argues that the residual thus generated is small using Lemma 27 and corollary 8.













which follow from Lemmas 25 and 28. Subtracting and rearranging, this gives an update equation
for the difference:
휁∞푘 − 휁∞,nom푘 = (Id−휏횯)
[
휁∞푘−1 − 휁∞,nom푘−1
] − 휏 (횯∞푘−1 −횯) [휁∞푘−1] . (D.20)
Control of the difference will give control of 휁∞푘 if we also have control of 휁
∞,nom









휇∞ (M)→퐿2휇∞ (M) ≤ 1,
and then Equation (D.20) and the triangle inequality imply the bound
휁∞푘 − 휁∞,nom푘 퐿2
휇∞ (M)


























Θ∞푘 − Θ퐿∞ (M×M) ‖푔‖퐿1휇∞ (M)
≤ Θ∞푘 − Θ퐿∞ (M×M) ,
since 휇∞ is a probability measure. Defining
Δ∞푘 = max
푖∈{0,1,...,푘}
Θ∞푖 − Θ퐿∞ (M×M) ,
by a telescoping series and the identical initial conditions, we thus obtain



















Next, we will invoke some probabilistic results to control the terms appearing in Equation (D.22).
Because 휇∞ is a probability measure, Jensen’s inequality, the Schwarz inequality, and the triangle
inequality give
‖횯‖퐿2




|Θ(x, x′) − 휓 ◦ ∠(x, x′) | + sup
(x,x′)∈M×M
|휓 ◦ ∠(x, x′) |,
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휇∞ (M)→퐿2휇∞ (M) ≤ 퐶푛퐿
]
≥ 1 − 푒−푐푑 (D.23)
provided 푑 ≥ 퐾푑0 log(푛푛0퐶M) and 푛 ≥ 퐾′푑4퐿. Thus, with probability at least 1−푒−푐푑 , our choice
of step size 휏 ≤ 푐/(푛퐿) satisfies Equation (D.21). Invoking Lemma 22 under our hypotheses on 푔




































} ≥ 1 − 푒−푐푑 (D.25)
provided 푑 ≥ 퐾 max{1, 푑0 log(푛푛0퐶M)}, 1/2 ≤ 푞 < 1, 푛 ≥ 퐾′푑4퐿5, and 퐿 ≥ 퐾′′푑max{휌min, 휌−1min}













as long as 푑 ≥ 퐾푑0 log(푛푛0퐶M) and 푛 ≥ 퐾′퐿48+20푞푑9 log9 퐿, and where we used our conditions
on 휏 and 푞 to obtain that 퐿푞/푛휏 ≥ 1 and simplify the probability bound; and, following the notation






)1/12] ≥ 1 − 퐶′퐿푒−푐푑
푛휏
(D.27)
under the previous conditions on 푛 and 푑. Regarding Equation (D.27), we note in addition that
Δ∞푘−1 ≤ Δ∞푘 by definition, so all Δ∞푘 terms in Equation (D.22) can be controlled using the term
controlled in Equation (D.27). We let E denote the event consisting of the union of the events
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appearing in the probability bounds Equations (D.23) to (D.27); by a union bound, we have




We can simplify Equation (D.22) on E; we obtain using Equations (D.24), (D.26) and (D.27) that
for each index 푘 satisfying 퐶′
√













Rearranging, we have that the first term in the bound on the RHS of the previous equation is larger








and given that 푘휏 ≤ 퐿푞/푛, to satisfy the previous condition, it suffices to have 푛 ≥ (퐶′′/퐶)12퐿48+32푞푑9

















































Rearranging, we have that the first term in the bound on the RHS of the previous equation is larger















and given that 푘휏 ≤ 퐿푞/푛, to satisfy the previous condition, it suffices to have





















which completes the proof.

Lemma 24 (Population to Finite). Let 푑0 = 1. Assume 푛 ≥ 퐾퐶6휌 log33(퐿)푑21퐿109, 퐿 ≥ 퐶휌2푑32 log64 퐿,






























for some constants퐶,퐶′. If additionally 푛, 퐿, 푑 satisfy the requirements of Lemma 22 and Lemma 23.













and 푘휏 = 퐿
3/2+1/32
푛 , correctly classifies the two manifolds with high probability, in the sense that
P
[휁푁푘 퐿∞ (M) ≤ 12 ] ≥ 1 − 푒−푐푑
for some absolute constant 푐.
Proof. The proof controls the 퐿∞ norm of the error evaluated along the finite sample dynamics
using an interpolation inequality for Lipschitz functions on an interval (Lemma 30), which relates
the 퐿∞ norm to a certain combination of the predictor’s Lipschitz constant and its 퐿2휇∞ norm. We
can control these two quantities at time zero using our measure concentration results; to control
them for larger times 0 < 푘 ≤ 퐿푞/(푛휏), we set up a system of coupled ‘discrete integral equations’
for the generalization error of the finite sample predictor and the Lipschitz constant of the finite
sample predictor, and use the fact that 푘휏 is not large to argue by induction that not much blow-up
can occur. Along the way, we control the generalization error of the finite sample predictor by
linking it to the generalization error of the population predictor as controlled in Lemma 23; the
residual that arises is shown to be small by applying Corollary 8 and applying basic results from
optimal transport theory adapted to our setting, encapsulated in Lemmas 29 and 33.
To begin, we will lay out the probabilistic bounds we will rely on for simplifications, so that












following the notation of Lemma 27. Using Jensen’s inequality, the Schwarz inequality, and the
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|Θ(x, x′) − 휓1 ◦ ∠(x, x′) | + sup
(x,x′)∈M×M
|휓1 ◦ ∠(x, x′) |,
(D.29)
where the notation 휓1 follows the definition in Appendix C.2.2 in [22]. The first term in
Equation (D.29) can be controlled using Theorem 7: we obtain
P
[




≥ 1 − 푒−푐푑 (D.30)
if 푑 ≥ 퐾푑0 log(푛푛0퐶M) and 푛 ≥ 퐾′푑4퐿. The second term in Equation (D.29) can be controlled
using the triangle inequality, Lemma E.5 in [22], and the definition of 휓1: we obtain that it is no














≥ 1 − 푒−푐푑 (D.31)
provided 푑 ≥ 퐾푑0 log(푛푛0퐶M) and 푛 ≥ 퐾′푑4퐿. Thus, with probability at least 1 − 푒−푐푑 , our
choice of step size 휏 ≤ 푐/(푛퐿) satisfies Equation (D.28). Under our hypotheses on the certificate
in the statement of the lemma and taking a union bound with the event in Equation (D.31), we can








































provided 푑 ≥ 퐾푑0 log(푛푛0퐶M), 1/2 ≤ 푞 < 1, 푛 ≥ 퐾′퐶6휌푑9퐿48+32푞, and 퐿 ≥ 퐾′′퐶휌푑. We have by





















as long as 푑 ≥ 퐾푑0 log(푛푛0퐶M) and 푛 ≥ 퐾′퐿48+20푞푑9 log9 퐿, and where we used our conditions
on 휏 and 푞 to obtain that 퐿푞/푛휏 ≥ 1 and simplify the probability bound; and, following the notation












)1/12] ≥ 1 − 퐶′퐿푒−푐푑
푛휏
(D.35)





{휁 M+Lip, 휁 M−Lip} ≤ √푑] ≥ 1 − 퐶푒−푐푑 (D.36)
provided 푑 ≥ 퐾푑0 log(푛푛0퐶M) and 푛 ≥ 퐾′max{푑4퐿, (휅/푐휆)1/3, 휅2/5} . Finally, we have by






∫M 푓 (x) d휇∞(x) −
∫
M


















as long as 푑 ≥ 1 and 푁 ≥ 2√푑/min{휇∞(M+), 휇∞(M−)}. We let E(푞, 훿) denote the event
consisting of the union of the events appearing in the bounds Equations (D.30) to (D.37) hold; by
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a union bound and the previous observation that 퐿푞/푛휏 ≥ 1, we have




In the sequel, we will use the events defining E to simplify our residuals without explicitly refer-
encing that our bounds hold only on E to save time.
We start from the dynamics update equations given by Lemma 25, which we use to write
휁∞푘 − 휁푁푘 = (Id−휏횯)
[
휁∞푘−1 − 휁푁푘−1
] + 휏 (횯 −횯∞푘−1) [휁∞푘−1] + 휏횯푁푘−1 [휁푁푘−1] − 휏횯 [휁푁푘−1] ,
where 횯 is defined as in Lemma 28. Under the choice of 휏 and positivity of 횯 (Lemma 26), we
apply the triangle inequality and a telescoping series with the common initial conditions to obtain




















≤ Θ − Θ∞푠 퐿∞ (M×M) ≤ Δ∞b퐿푞/(푛휏)c−1 ≤ 퐶 (푛11퐿48+8푞푑9 log9 퐿)1/12















so that Equation (D.38) becomes



















] (x) = ∫
M





Θ푁푠 (x, x′) − 휓1 ◦ ∠(x, x′)
)
휁푁푠 (x′) d휇푁 (x′) +
∫
M





] (x) = ∫
M
(Θ(x, x′) − 휓1 ◦ ∠(x, x′)) 휁푁푠 (x′) d휇∞(x′) +
∫
M
휓1 ◦ ∠(x, x′)휁푁푠 (x′) d휇∞(x′).







Θ푁푠 ( · , x′) − 휓1 ◦ ∠( · , x′)퐿2
휇∞ (M)
|휁푁푠 (x′) | d휇푁 (x′)
≤ Θ푁푠 − 휓1 ◦ ∠퐿∞ (M×M) ‖휁푁푠 ‖퐿1
휇푁
(M)
≤ Θ푁푠 − 휓1 ◦ ∠퐿∞ (M×M) ‖휁푁푠 ‖퐿2
휇푁
(M) ,
since 휇푁 is a probability measure. Repeating an analogous calculation with 휇∞ for the other term
and applying the triangle inequality, we have
횯푁푠 [휁푁푠 ] −횯 [휁푁푠 ]퐿2
휇∞ (M)
≤ ‖Θ − 휓1 ◦ ∠‖퐿∞ (M×M)


















We detour briefly to simplify residuals appearing in Equation (D.40) and use the result to update
175
Equation (D.39). Using Equations (D.30) and (D.35), we get
‖Θ − 휓1 ◦ ∠‖퐿∞ (M×M)








































where the final bound holds when 푛 ≥ 푑3. Using Equation (D.34), we can further simplify the
RHS of the last bound above to
(
푛11퐿48+8푞푑9 log9 퐿











)1/12 + (푛11퐿48+8푞푑9 log9 퐿)1/12 휁∞푠 − 휁푁푠 퐿2
휇∞ (M)
.
With this last bound and Equation (D.40), we can simplify Equation (D.39) to








































which is guaranteed by our choice of step size. To control the remaining term in Equation (D.42),
we split the error 휁푁푠 into a Lipschitz component whose evolution is governed by the nominal
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횯nom [푔] (x) =
∫
M
휓1 ◦ ∠(x, x′)푔(x′) d휇푁 (x′),
and use the update equation from Lemma 25 to write


























︸                          ︷︷                          ︸
훿푁푠
,
so that 휁푁푠 = 휁
푁,Lip
푠 + 훿푁푠 , and 휁푁,Lip0 = 휁 , 훿푁0 = 0. It is straightforward to control 훿푁푠 in 퐿∞: we
have (as usual) by the triangle inequality, Jensen’s inequality, and the Schwarz inequality








휓1 ◦ ∠ − Θ푁푖 퐿∞ (M×M)휁푁푖 퐿2
휇푁
(M) ,
and then the triangle inequality together with Equations (D.30), (D.34) and (D.35) yield






where the second line applies the same simplifications that led us to Equation (D.41). The triangle























where the last bound uses Equation (D.43). Then using the triangle inequality to simplify in Equa-
tion (D.42), we obtain



























)1/12 ≤ 퐶퐶1/2휌 푘 (퐿48+8푞푑21 log33 퐿푛 )1/12 ,






which is satisfied by our choice of step size 휏 ≤ 푐/(푛퐿1+푞) . To simplify the remaining term in
Equation (D.44), we aim to apply Equation (D.37); to do this we will need to justify the notation
and establish that 휁푁,Lip푠 ∈ Lip(M) regardless of the random sample from 휇∞ and the random
instance of the weights. Because 휁푁,Lip푠 is a sum of functions, we can bound its minimal Lipschitz
constant by the sum of bounds on the Lipschitz constants of each summand. We always have for
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휁 M★Lip + 휏 푠−1∑
푖=0




We note that because the ReLU [ · ]+ is 1-Lipschitz as a map on R푛, we have
휁 M★Lip ≤ W퐿+12 퐿∏
ℓ=1
Wℓ < +∞,
so we need only develop a Lipschitz property for the summands in the second term of Equa-
tion (D.45). To do this, we will start by showing that 푡 ↦→ 휓1 ◦ cos-1〈휸★(푡), x′〉 is absolutely
continuous for each x′. Continuity is immediate. The only obstruction to differentiability comes
from the inverse cosine, which fails to be differentiable at ±1, and becauseM ⊂ S푛0−1 we have
〈휸★(푡), x′〉 = ±1 only if 휸★(푡) = ±x′; because 휸★ are simple curves, this shows that there are at
most two points of nondifferentiability in [0, len(M★)]. At points of differentiability, we calculate
using the chain rule the derivative
푡 ↦→ −
(
휓′1 ◦ cos-1〈휸★(푡), x′〉
) 〈 휸′★(푡)√



















1 − 〈휸★(푡), x′〉2
≤ 1, (D.46)
where we also used that 휸★ are unit-speed curves. In particular, the derivative is bounded, hence
integrable on [0, len(M★)], and so an application of [98, Theorem 6.3.11] establishes that 푡 ↦→
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휓1 ◦ cos-1〈휸★(푡), x′〉 is absolutely continuous, with the expansion
휓1 ◦ cos-1〈휸★(푡), x′〉 − 휓1 ◦ cos-1〈휸★(푡′), x′〉 = ∫ 푡 ′푡 (휓′1 ◦ cos-1〈휸★(푡′′), x′〉)
〈
휸′★(푡′′)√





which gives an avenue to establish Lipschitz estimates for 푡 ↦→ 휓1 ◦ cos-1〈휸★(푡), x′〉. Because
x′ ↦→ 휁푁푖 (x′) is continuous and 푖 ≤ 푠 ≤ 푘 ≤ 퐿푞/(푛휏) < +∞, an application of Fubini’s theorem
enables us to also use this result to obtain Lipschitz estimates for the summands examined in















휓′1 ◦ ∠(x, x′)
)2 d휇푁 (x′))1/2
(D.47)
after using the bound Equation (D.46) in the first inequality and the Schwarz inequality for the sec-
ond. Before proceeding with further simplifications, we note that the 퐶2 property of 휓1, continuity
of 휁푁푖 , boundedness of 푖, and compactness ofM let us assert using Equations (D.45) and (D.47)
that 휁푁,Lip푠 ∈ Lip(M) whether or not we are working on the event E. Continuing, we develop
a bound for the RHS of Equation (D.47) that is valid on E. Using the triangle inequality and the






휓′1 ◦ ∠(x, x′)
)2 d휇푁 (x′))1/2 ≤ sup
x∈M★







휓′1 ◦ ∠(x, x′)
)2 d휇∞(x′))1/2 .
(D.48)
For the first term in Equation (D.48), we use Lemmas C.5, C.20 and C.22 in [22] to obtain that





(∫M (휓′1 ◦ ∠(x, x′))2 (d휇푁 (x′) − d휇∞(x′))
















휓′1 ◦ ∠(x, x′)





(1 + (퐿/π)∠(x, x′))2
)1/2
≤ 퐶푛퐿3/2휌1/2max(len(M+) + len(M−))1/2
≤ 퐶휌1/2max퐶1/2휇∞,M푛퐿3/2. (D.50)
Combining Equations (D.49) and (D.50) to control the RHS of Equation (D.48), we obtain from

















푒7/훿 (1 + 휌max)1/2푑1/4푛퐿3/2,
(D.51)
where in the second line we used 푁 ≥ 퐿4+2훿. Plugging Equation (D.51) into Equation (D.45) and









Let us briefly pause to reorient ourselves. We do not have control of the empirical losses
appearing in Equation (D.52) by an outside result, so we need to make some further simplifications
to this bound. We will control the sum of empirical losses term in Equation (D.52) by linking it
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to the difference population error, which we last saw in Equation (D.44), and the population error
using the triangle inequality and a change of measure inequality. Meanwhile, with the Lipschitz
property of 휁푁,Lip푠 we have shown, we will be able to obtain a bound in terms of simpler quantities
for the last term on the RHS of Equation (D.44) using Equation (D.37). The two resulting bounds
will give us a system of two coupled ‘discrete integral equations’ for the difference population
error and the Lipschitz constants of 휁푁,Lip푠 , which we will solve inductively.































√∫M (휁푁,Lip푖 (x))2 (d휇∞(x) − d휇푁 (x))
. (D.54)





)2 ∈ Lip(M) as










































where the second line applies the Minkowski inequality. Using the triangle inequality to express




푖 and then substituting the previous estimate into Equa-
























We have ‖훿푁푖 ‖퐿2
휇★
(M) ≤ ‖훿푁푖 ‖퐿∞ (M) , and from the triangle inequality we have ‖휁푁푖 ‖퐿2휇∞ (M) ≤
‖휁푁푖 − 휁∞푖 ‖퐿2휇∞ (M) + ‖휁
∞
푖 ‖퐿2휇∞ (M) . Plugging these two bounds into the previous equation and using


































where 퐶 is the constant
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plugging back into eq. (D.52) gives휁푁,Lip푠 
Lip








































휁푁,Lip푖 Lip, 휁푁푖 − 휁∞푖 퐿2휇∞ (M) for
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푖 < 푠, and quantities that we can control on E. It can thus serve as one piece of the two




is a Lipschitz function (this is true for 푘 = 0 and will be used as








. Applying eq. (D.37) to bound
the last term in eq. (D.44) then gives



































An application of Lemma 30 and some of the same simplifications used in obtaining eq. (D.55)
gives






















































휁푁푠 − 휁∞푠 퐿2
휇∞ (M)
for 푠 < 푘 , and quantities that we
can control on E, and thus the combination of eq. (D.55) and eq. (D.56) gives the set of coupled
equations we seek. It now remains to simplify these and solve them by induction.







≤ 퐶1퐿3/2+푞푑3/4 where 퐶1 is a constant that depends on 휇,M and 훿 which we will
specify shortly. Using eq. (D.28), eq. (D.34), eq. (D.43) and the requirement on the maximal
number of iterations and eq. (D.31), we have that on E,
훿N푠 퐿2
휇∞ (M)











from which it follows that 푘 ≤ 퐶퐿1+푞. Plugging the above into eq. (D.56) and assuming 푑 ≥
1, 퐶2/31 퐿
1+2푞/3푑1/2 ≥ 1 to simplify the resulting expressions, we obtain
































If we now demand 푛 ≥ 412(퐶′′)12퐶6휌 log33(퐿)푑21퐿60+32푞 this expression simplifies to





























hence the inductive hypothesis applies for this quantity at iteration 푘 as well. Turning now to the
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bound on









































Under the same assumptions on 푑, 푛, 퐿 as before, this can be simplified to
























1+2푞/3 ≤ 푁1/(4+2훿) we obtain
휁푁,Lip푘 Lip ≤ √푑 + 푐퐶′ (1 + 퐶휇∞,M )1/2 푒7/훿 (1 + 휌max)1/2 (1 + 2퐿푞 + √푑) 푑1/4퐿3/2+푞,




푒7/훿 (1 + 휌max)1/2 for a
suitably chosen absolute constant 퐶 satisfies the induction. The base of the induction is trivial.
We have shown that for 휏, 푘 satisfying eq. (D.57), we have
휁∞푘 − 휁푁푘 퐿2
휇∞ (M)


































where we used 푘휏 = 퐿
푞
푛 . It follows that
휁푁푘 퐿∞ (M)
≤ 훿푁푘 퐿∞ (M) + 휁푁,Lip푘 퐿∞ (M)





















)1/12 + 퐾휌 max

(





















































where we used lemma 30 in the second line, eq. (D.58) and the bounds in eq. (D.57) in the
fourth line, and the assumption 푛 ≥ 412(퐶′′)12퐶6휌 log33(퐿)푑21퐿60+32푞 again in the last line.
In order to ensure that the two manifolds are classified correctly, we can demand that the last
















}64 (1 + 퐶휇∞,M )16 푑32 log64 퐿 for an absolute con-




휌min min★∈{+,−} len (M★) ,









for some absolute constant 퐶. If we choose 훿 = 0.1 these requirements are satisfied by the hy-
potheses in the lemma statement. Using 푘 ≤ 퐶퐿1+푞 we also obtain
P [E] ≥ 1 − 퐶퐿푒
−푐푑
푛휏
= 1 − 퐶푘퐿1−푞푒−푐푑 ≥ 1 − 퐶′퐿2푒−푐푑 ≥ 1 − 푒−푐′푑
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for some 푐′ assuming 푑 ≥ 퐾 log 퐿 for some 퐾 . 
D.2.3 Auxiliary Results
Lemma 25. Defining kernels




∇˜ 푓휽∞푘 (x′), ∇˜ 푓휽∞푘 −푡휏∇˜L휇∞ (휽∞푘 ) (x)
〉
d푡;









횯∞푘 [푔] (x) =
∫
M
Θ∞푘 (x, x′)푔(x′) d휇∞(x′);
횯푁푘 [푔] (x) =
∫
M
Θ푁푘 (x, x′)푔(x′) d휇푁 (x′)















Proof. In this proof, we will use the symbol ★ ∈ {푁,∞} as a superscript for quantities evaluated
along either the finite-sample or population gradient descent trajectory; we will ensure that our
arguments apply to both possible trajectories simultaneously. By the definition of the gradient
iteration, we have that
휁★푘+1 − 휁★푘 = 푓휽★푘−휏∇˜L휇★ (휽★푘 ) − 푓휽★푘 .
The total number of trainable parameters in the network is 푀 = 푛(푛(퐿 − 1) + 푛0 + 1), and the
euclidean space in which 휽 lies is isomorphic to R푀 . For 푘 ∈ N0, define paths 휸★푘 : [0, 1] → R푀
by
휸★푘 (푡) = 휽★푘 − 푡휏∇˜L휇★ (휽★푘 ),
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so that
휁★푘+1 − 휁★푘 = 푓휸★푘 (1) − 푓휸★푘 (0) .
We will justify a first-order Taylor representation in integral form based on the previous expression
by arguing that for every x ∈ M, 푡 ↦→ 푓휸★
푘
(푡) (x) is absolutely continuous on [0, 1], by checking
the hypotheses of [98, Theorem 6.3.11]. Because 휸★푘 is smooth and 푓( · ) (x) is continuous, 푓휸★푘 (푡) is
also continuous. Continuity of the features as a function of the parameters and of 휸★푘 implies that





is compact. By repeated application of Lemma E.21 in [22], we conclude that 푡 ↦→ 푓휸★
푘
(푡) (x) is
differentiable at all but countably many points of [0, 1]. Following the proof of Lemma E.21, we
see that the points of nondifferentiability of 푡 ↦→ 푓휸★
푘
(푡) (x) are contained in the set of points of
[0, 1] where there exists a layer ℓ at which at least one of the coordinates of 휶ℓ
휸★
푘
( · ) (x) vanishes.
Applying the chain rule at points of differentiability of the ReLU [ · ]+ and assigning 0 otherwise,
it follows that the derivative of 푡 ↦→ 푓휸★
푘
(푡) (x) at 푡 ∈ [0, 1] is equal to
−휏
〈
∇˜L휇★ (휽★푘 ), ∇˜ 푓휸★푘 (푡) (x)
〉
at all but countably many points 푡 ∈ [0, 1]. We finally need to check integrability of this derivative
on [0, 1]. We have by linearity
−휏
〈














































By construction of the network, the feature maps (푡, x) ↦→ 휶ℓ
휸★
푘
(푡) (x) are continuous. For the
backward feature maps, we can write for any 휽1 = (W11, . . . ,W퐿+11 ) and any 휽2 = (W12, . . . ,W퐿+12 )
using Cauchy-Schwarz
〈휷ℓ휽1 (x), 휷ℓ휽2 (x′)〉 ≤ 퐿∏
ℓ′=ℓ+1
Wℓ′+11 Wℓ′+12 ,
and the RHS of this bound is a continuous function of (휽 , x). Because our domain of interest
[0, 1] ×M is compact, we have from the triangle inequality, the previous bound on the backward





(푡) (x), ∇˜ 푓휽★푘 (x
′)
〉 < +∞, (D.60)
so that in particular, we can bound our expression for the derivative of 푡 ↦→ 푓휸★
푘
(푡) (x) using the
triangle inequality as
−휏〈∇˜L휇★ (휽★푘 ), ∇˜ 푓휸★푘 (푡) (x)〉 ≤ 퐶휏 ∫M 휁휽★푘 (x′) d휇★(x′)
for some constant 퐶 > 0. The RHS of the previous bound does not depend on 푡, so by an applica-
tion of [98, Theorem 6.3.11], it follows that 푡 ↦→ 푓휸★
푘
(푡) (x) is absolutely continuous, and we have
the representation




∇˜L휇★ (휽★푘 ), ∇˜ 푓휸★푘 (푡) (x)
〉
d푡.
Using Equation (D.59), we can express this as
















To conclude, it will be convenient to switch the order of integration appearing in the previous
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expression. Applying Equation (D.60), we have
휁휽★푘 (x′)〈∇˜ 푓휽★푘 (x′), ∇˜ 푓휸★푘 (푡) (x)〉 ≤ 퐶휁휽★푘 (x′),
and the RHS of this bound is integrable over [0, 1] × M because the network is a continuous
function of the input. By Fubini’s theorem, it follows
































횯★푘 [푔] (x) =
∫
M
Θ★푘 (x, x′)푔(x′) d휇★(x′),
and with this definition, Equation (D.61) becomes






Lemma 26. Define kernels
Θ휽 (x, x′) =
〈
∇˜ 푓휽 (x′), ∇˜ 푓휽 (x)
〉
,
and for ★ ∈ {푁,∞}, define corresponding bounded operators on 퐿2
휇★
(M) by
횯휽 ,휇★ [푔] (x) =
∫
M
Θ휽 (x, x′)푔(x′) d휇★(x′).
For any settings of the parameters 휽 , the operators 횯휽 ,휇★ are self-adjoint, positive, and compact.
In particular, they diagonalize in a countable orthonormal basis of 퐿2
휇★
(M) functions with corre-
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sponding nonnegative eigenvalues.
Proof. When★ = 푁 , an identification reduces the operators횯휽 ,휇★ to operators on finite-dimensional
vector spaces, and the claims follow immediately from general principles and the finite-dimensional
spectral theorem. We therefore only work out the details for the case ★ = ∞. Boundedness fol-
lows from an argument identical to the one developed in the proof of Lemma 25, in particular to
develop an estimate analogous to Equation (D.60). This estimate, together with separability and
compactness ofM, also establishes that 횯휽 ,∞ is compact, by standard results for Hilbert-Schmidt
operators [99, §B]. In addition, this estimate allows us to apply Fubini’s theorem to write for any






























∇˜ 푓휽 (x)푔(x) d휇∞(x),
∫
M
∇˜ 푓휽 (x)푔(x) d휇∞(x)
〉
≥ 0,
where we applied Fubini’s theorem and linearity of the integral. These facts and the spectral
theorem for self-adjoint compact operators on a Hilbert space imply in particular that the operator
횯휽 ,∞ can be diagonalized in a countable orthonormal basis of eigenfunctions (푣푖)푖∈N ⊂ 퐿2휇∞ (M)
with corresponding nonnegative eigenvalues (휆푖)푖∈N ⊂ [0, +∞). 
Lemma 27. For ★ ∈ {푁,∞}, write 횯휇★ for the operators defined in Lemma 26, with the param-
eters 휽 set to the initial random network weights and the measure set according to the value of ★.
















































We will prove the claim by showing that these auxiliary iterations are monotone decreasing in the
loss, and close enough to the gradient-like iterations of interest that we can prove that the gradient-




) 푘 [휁] .
Because M is compact and 휁 is a continuous function of the input, we have 휁 ∈ 퐿∞(M) for




(M) norm for every 푝 > 0. Meanwhile, the choice of 휏 and positivity of the operators (by






from which it follows from the update equations
휁★,nom푘 퐿2
휇★
(M) ≤ ‖휁 ‖퐿2휇★ (M) ≤ ‖휁 ‖퐿∞ (M) , (D.62)
where the last inequality uses that 휇★ is a probability measure. In particular, these nominal error
evolutions are nonincreasing in the relevant loss. Now, we recall the update equations for the








which follow from Lemma 25. Subtracting and rearranging, this gives update equations for the
differences:





] − 휏 (횯★푘 −횯휇★) [휁★푘 ] . (D.63)
Under our hypothesis on 휏, Equation (D.63) and the triangle inequality imply the bound
휁★푘+1 − 휁★,nom푘+1 퐿2
휇★
(M) ≤






















Θ★푘 ( · , x′) − Θ( · , x′)퐿2
휇★






Θ★푘 − Θ퐿∞ (M×M) ‖푔‖퐿1휇★ (M)
≤ Θ★푘 − Θ퐿∞ (M×M) ,
195
since 휇★ is a probability measure. Defining
Δ★푘 = max
푖∈{0,1,...,푘}
Θ★푖 − Θ퐿∞ (M×M) ,
by a telescoping series and the identical initial conditions, we thus obtain








and the triangle inequality and Equation (D.62) then yield
휁★푘+1퐿2
휇★






Using a discrete version of (the standard) Gronwall’s inequality, the previous bound implies
휁★푘 퐿2
휇★









≤ ‖휁 ‖퐿∞ (M)
(





To conclude, we will use Lemma F.5 in [22] and an inductive argument based on Equation (D.64).
Let us first observe that by Lemma D.11 in [22], we have
P
[





≥ 1 − 푒−푐푑 (D.65)









where 푑 > 0 is sufficiently large to satisfy the conditions on 푑 given above. We are interested in
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controlling the probability of
⋃푘




































In words, it is enough to control the sum of the measures of the parts of E★푘 that are common with
the part of the space where none of the past events occurs. First, note that Equation (D.65) implies
P
[E★0 ] ≤ 푒−푐푑 ,
and so assume 푖 > 0 below. For any 푞 > 0, if 푘휏 ≤ 퐿푞/푛, 푛 ≥ 퐾퐿36+8푞푑9 and 푑 ≥ 퐾′푑0 log(푛푛0퐶M),












)c ≤ 푒−푐푑 .











Δ★푖−1 ≤ 퐶퐿4+2푞/3푑3/4푛11/12 log3/4 퐿
}]
.










∩{Δ★푖−1 ≤ 퐶퐿4+2푞/3푑3/4푛11/12 log3/4 퐿}
∩
{





















Given that 푘휏 ≤ 퐿푞/푛, we have






where the last bound holds provided 푛 ≥ 퐾퐿48+20푞푑9 log9 퐿 . Thus, on the event
{













































≤ (2푘 + 1)푒−푐푑 .
The claim is then established by taking 푘 as large as 퐿푞/(푛휏). 
Corollary 8. For ★ ∈ {푁,∞}, write 횯휇★ for the operators defined in Lemma 26, with the param-
eters 휽 set to the initial random network weights and the measure set according to the value of ★,
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and define for 푘 ∈ N0
Δ★푘 = max
푖∈{0,1,...,푘}
Θ★푖 − Θ퐿∞ (M×M) .











and if in addition 푛 ≥ 퐾′퐿48+20푞푑9 log9 퐿, then one has
P
[
Δ★b퐿푞/(푛휏)c−1 ≤ 퐶 log3/4(퐿)푑3/4퐿4+2푞/3푛11/12
]







Proof. Use Lemma 27 to remove the hypothesis about boundedness of the errors from Lemma F.5
in [22], then apply this result together with a union bound. 
Lemma 28. Write횯 for the operator defined in Lemma 26, with the parameters 휽 set to the initial
random network weights and the measure set to 휇∞. Consider the (population) nominal error















Suppose 푔 ∈ 퐿2휇 (M) satisfies
횯ˆ[푔] = 휁ˆ .




































Proof. The dynamics satisfy the ‘update equation’
휁∞,nom푘 = (Id−휏횯)푘 [휁] .
Because M is compact and 휁 is a continuous function of the input, we have 휁 ∈ 퐿∞(M) for
all values of the random weights. Because 휇∞ is a probability measure, this means 휁 has finite
퐿
푝
휇∞ (M) norm for every 푝 > 0. Using the eigendecomposition of 횯 as developed in Lemma 26,




















where the inequality follows from the elementary estimate 1 − 푥 ≤ 푒−푥 for 푥 ≥ 0 and our choice
of 휏, which guarantees that 1 − 휏휆푖 > 0 for all 푖 ∈ N so that the elementary estimate is valid after














Because 횯 is positive, we have further that 휆푖 ≥ 0 for all 푖, so we can take 휆 ≥ 0. The first sum
consists of large eigenvalues: we use exp(−2푘휏휆푖) ≤ exp(−2푘휏휆) to preserve their effect, and then
upper bound the remainder of the sum by the squared 퐿2휇∞ norm of 휁 . The second sum consists of
small eigenvalues: we replace exp(−2푘휏휆푖) ≤ 1, and then plug in 휁 = (휁 − 휁ˆ) +횯[푔] + (횯ˆ−횯) [푔]
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and use bilinearity, self-adjointness of 횯, and the triangle inequality to get
〈푣푖, 휁〉퐿2
휇∞ (M)
 ≤ 〈푣푖, 휁 − 휁ˆ〉퐿2
휇∞ (M)
 + 휆〈푣푖, 푔〉퐿2휇∞ (M)  + 〈푣푖, (횯ˆ −횯) [푔]〉퐿2휇∞ (M) .
We then square both (nonnegative) sides of the inequality and use Cauchy-Schwarz to replace the















+ 3휁 − 휁ˆ2
퐿2
휇∞ (M)
after re-adding indices 푖 to the sum and applying the Schwarz inequality to isolate the operator
norm of the difference in operators. We will choose 휆 ≥ 0 to minimize the sum of the first and



























where푊 is the Lambert푊 function, defined as the principal branch of the inverse of 푧 ↦→ 푧푒푧; we
know that this critical point is a minimizer because the function of 휆 we differentiated diverges as













































For 푥 ≥ 0, the function 푥 ↦→ 푊 (푥) is strictly increasing, as the inverse of 푦 ↦→ 푦푒푦; by definition
푊 (푒) = 1; and we have the representation푊 (푧) + log푊 (푧) = log 푧 [100], whence푊 (푥) ≤ log 푥 if












‖휁 ‖퐿∞ (M) ,

























































where we used the previous lower bound on 푘휏 to determine the sign that the absolute value of the
logarithm takes. This gives the claim. 
Lemma 29 (Kantorovich-Rubinstein Duality). Let Lip(M) denote the class of functions 푓 :M →
R such that both 푓
M± are Lipschitz with respect to the Riemannian distances on M±. For any






∫M 푓 (x) d휇∞(x) −
∫
M
























Proof. The proof is an application of the Kantorovich-Rubinstein duality theorem for the 1-Wasserstein
distance [83, eq. (1)], which states that for any two Borel probability measures 휇, 휈 onM±, one
has
W (휇, 휈) = sup
‖ 푓 ‖Lip≤1





whereM± denotes either ofM+ orM−, and ‖ · ‖Lip is the minimal Lipschitz constant with respect




 ≤ ‖ 푓 ‖LipW (휇, 휈) , (D.66)
where one checks separately the case where ‖ 푓 ‖Lip = 0 to see that this bound holds there as well.
To go from Equation (D.66) to the desired conclusion, we need to pass from the measures 휇∞
and 휇푁 , both supported on M, to measures 휇★± (with ★ ∈ {푁,∞}), supported on the manifolds
M± (which we will define in detail below); the challenge here is that the number of ‘hits’ of each
manifoldM± that show up in the finite sample measure 휇푁 is a random variable, which requires a
small detour to control. Let us define random variables 푁+, 푁− by
푁+ = 푁휇푁 (M+) ; 푁− = 푁휇푁 (M−) ,
so that 푁± have support in {0, 1, . . . , 푁}, and 푁+ + 푁− = 푁 . Define in addition
푝+ = 휇∞ (M+) ; 푝− = 휇∞ (M−) ,
which represent the degree of imbalance between the positive and negative classes in the data. By
definition of the i.i.d. sample, we have that 푁+ ∼ Binom(푁, 푝+). Using 푁+ and 푁−, we can define
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so that (푁+/푁)휇푁+ + (푁−/푁)휇푁− = 휇푁 ,2 and 휇푁+ and 휇푁− are both probability measures except when
푁+ ∈ {0, 푁}, in which case exactly one is a probability measure. By the triangle inequality, we
have for any continuous 푓 :M → R∫M 푓 (x) d휇∞(x) −
∫
M
푓 (x) d휇푁 (x)
 ≤ ∑
★∈{+,−}
푝★∫M★ 푓 (x)d휇∞★ (x)푝★ − 푁★푁
∫
M★





‖ 푓 ‖퐿∞ (M)
푁★푁 − 푝★
+
∫M★ 푓 (x)d휇∞★ (x)푝★ −
∫
M★
푓 (x) d휇푁★ (x)
. (D.67)
By Lemma 34, we have
P





≥ 1 − 2푒−2푑 . (D.68)









≤ 1 − 푝★
2
]
≥ 1 − 2푒−2푑 . (D.69)





{∫M★ 푓 (x)d휇∞★ (x)푝★ −
∫
M★
















− ∫M★ 푓 (x) d휇푁★ (x)
 > 푡

 푁★ = 푘
P[푁★ = 푘] .
(D.70)
2Here we treat the empty sum as the appropriate ‘zero element’ of the space of finite signed Borel measures on
M±, namely the trivial measure that assigns zero to every Borel subset ofM±.
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Conditioned on {푁★ = 푘} with 0 < 푘 < 푁 , the measure 휇푁★ is distributed as an empirical measure
of sample size 푘 from the probability measure 휇∞★ /푝★ supported onM★ . For b푁푝★/2c ≤ 푘 ≤



























 푁★ = 푘
]
≤ 푒−푑 .






∫M★ 푓 (x) d휇∞★ (x)푝★ −
∫
M★











where we used max{푝+, 푝−} ≤ 1 to remove the exponent of 1/(2 + 훿) on these terms. Taking a
max over the Lipschitz constants and combining this bound with Equations (D.68) and (D.67) and






∫M 푓 (x) d휇∞(x) −
∫
M

















where the constant is defined as in the statement of the lemma. 
Lemma 30. Let 푑0 = 1. There is an absolute constant퐶 > 0 such that for any function 푓 :M → R
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with 푓
M± Lipschitz with respect to the Riemannian distances onM±, one has













Proof. For any 푇 > 0 and a nonconstant Lipschitz function 푓 : [0, 푇] → R, we will establish the
inequality
‖ 푓 ‖퐿∞ ≤ 퐶‖ 푓 ‖2/3퐿2 ‖ 푓 ‖
1/3
Lip , (D.71)
where the constant 퐶 > 0 is absolute. We can use this result to establish the claim. We start by
writing
‖ 푓 ‖퐿∞ = max
★∈{+,−}
 푓 M★퐿∞ ,
and for ★ ∈ {+,−}, we have  푓 M★퐿∞ =  푓 ◦ 휸★퐿∞ , (D.72)
where 휸★ : [0, len(M★)] → M★ are the smooth unit-speed curves parameterized with respect to
arc length parameterizing the manifolds. Similarly, the curves’ parameterization with respect to
arc length implies  푓 ◦ 휸★Lip ≤  푓 M★Lip. (D.73)
First, assume that 푓
M★ is nonconstant, so that Equation (D.71) is applicable. Applying Equa-
tion (D.71) with Equations (D.72) and (D.73), we obtain
 푓 M★퐿∞ ≤ 퐶 푓 ◦ 휸★2/3퐿2  푓 M★1/3Lip .
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Moreover, we have





푓 ◦ 휸+(푡)2 d푡 +
∫
M−






푓 ◦ 휸+(푡)2휌+(푡) d푡 +
∫
M−









M★ is constant, we have
 푓 M★퐿∞ =







where the inequality follows from the same simplifications as above. Thus, we have uncondition-












and taking a maximum over ★ ∈ {+,−} establishes the claim.
To prove Equation (D.71), consider first the trivial case where ‖ 푓 ‖퐿∞ = 0: here the LHS
and RHS of Equation (D.71) are identical, and the proof is immediate. When ‖ 푓 ‖퐿∞ > 0, the
Weierstrass theorem implies that there exists 푡 ∈ [0, 푇] such that | 푓 (푡) | = ‖ 푓 ‖퐿∞; we consider the
case sign( 푓 (푡)) > 0. For any 푡′ ∈ [0, 푇], we can write by the Lipschitz property
푓 (푡′) ≥ ‖ 푓 ‖퐿∞ − ‖ 푓 ‖Lip |푡 − 푡′|,
and because 푓 is nonconstant, ‖ 푓 ‖Lip > 0 and the RHS of the previous bound is nonnegative on
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∫ 푡+ ‖ 푓 ‖퐿∞‖ 푓 ‖Lip
푡− ‖ 푓 ‖퐿∞‖ 푓 ‖Lip




∫ ‖ 푓 ‖퐿∞
−‖ 푓 ‖퐿∞




∫ ‖ 푓 ‖퐿∞
0
(푡′)2 d푡′,
where the second line follows from the changes of variables 푡′ ↦→ 푡′ − 푡 and 푡′ ↦→ 푡′‖ 푓 ‖−1Lip in
sequence, and the third line follows from symmetry and the change of variables 푡′ ↦→ 푡′ − ‖ 푓 ‖퐿∞ .
Evaluating the integral, we obtain
‖ 푓 ‖2
퐿2
≥ 2‖ 푓 ‖
3
퐿∞
3‖ 푓 ‖Lip ,
which establishes Equation (D.71) after rearranging. For the case sign( 푓 (푡)) < 0, apply the pre-
ceding argument to − 푓 to conclude.

Lemma 31. Let 푓 : M → R be a bounded Lipschitz function, and let 휇 and 휈 be probability
measures onM. Then one has
‖ 푓 ‖퐿2휇 − ‖ 푓 ‖퐿2휈  ≤ √2‖ 푓 ‖퐿∞ ‖ 푓 ‖LipW(휇, 휈).
Proof. Using 1/2-Hölder continuity of the square root, we have
‖ 푓 ‖퐿2휇 − ‖ 푓 ‖퐿2휈  ≤
√∫M 푓 2 (d휇 − d휈)
.
The assumptions imply that 푓 2 is Lipschitz, with ‖ 푓 2‖Lip = 2‖ 푓 ‖퐿∞ ‖ 푓 ‖Lip. Applying the Kantorovich-
Rubinstein duality theorem [101] and symmetry of the 1-Wasserstein distanceW gives the claim.

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Lemma 32. For any 푝 ∈ N, if 퐶 ≥ (4푝)4푝, then one has
푛 ≥ 퐶 log푝 푛 if 푛 ≥ 2푝퐶 log푝 (2푝퐶).
Proof. We first give a proof for 푝 = 1, then build off this proof for the general case. Consider the
function 푓 (푥) = 푐푥 − log 푥. We have 푓 ′(푥) = 푐 − 1/푥, which is nonnegative for every 푥 ≥ 1/푐,
so in particular 푓 is increasing under this condition. By concavity of the logarithm, we have
log 푥 ≤ log(2/푐) + (푐/2) (푥 − 2/푐), whence
푓 (푥) ≥ 1 + 푐푥/2 − log(2/푐).













⇐⇒ 푐 ≤ 2푒−3/2.
In particular, we have 푓 (푥) ≥ 0 for every 푥 ≥ (2/푐) log(2/푐). Rearranging this bound, we can
assert the desired conclusion that if퐶 ≥ 3, then 푛 ≥ 퐶 log 푛 for every 푛 ≥ 2퐶 log 2퐶. Equivalently,





under suitable conditions. Let us consider the choice 푛 = 퐾퐶 log푝 퐾퐶, where 퐾 > 0 is a constant
we will specify below. Consider the function 푓 (푥) = 퐶푥−1 log푝 푥, which satisfies
푓 ′(푥) = 퐶 log
푝−1(푥) (푝 − log푝−1(푥))
푥2
.
In particular, 푓 is decreasing as soon as 푝 ≤ log푝−1(푥). Now, we can calculate
푓 (퐾퐶 log푝 퐾퐶) = 1
퐾
(





and by our result for the case 푝 = 1, we have for all 푝 ≥ 2
푝 log log퐾퐶
log퐾퐶
≤ 1 if log퐾퐶 ≥ 4푝 log 4푝.
This condition is satisfied for 퐾퐶 ≥ (4푝)4푝, so if we set 퐾 = 2푝, we obtain the above conclusion
when 퐶 ≥ (4푝)4푝. Under these conditions, we then get
푓 (퐾퐶 log푝 퐾퐶) ≤ 1.
Similarly, we have log푝−1(퐾퐶 log퐾퐶) ≥ log푝−1((4푝)4푝) = (4푝)푝−1 log푝−1(4푝), which is larger
than 푝 because 4푝 ≥ 푒. It follows that 푓 (푥) ≤ 1 for every 푥 ≥ 퐾퐶 log퐾퐶, which completes the
proof. 
Lemma 33 (Concentration of Empirical Measure in Wasserstein Distance [83]). Let 푑0 = 1. For
either★ ∈ {+,−}, let 휇 be a finite Borel probability measure onM★, and write 휇푁 for the empirical
measure corresponding to 푁 i.i.d. samples from 휇. Then for any 푑 ≥ 1 and any 0 < 훿 ≤ 1, one has
P
[





≥ 1 − 푒−2푑 ,
where the 1-Wasserstein distance is taken with respect to the Riemannian distance.
Proof. The proof is a direct application of the results of [83] on concentration of empirical mea-
sures in Wasserstein distance. For the duration of the proof, we will work on the metric space
(M★, len(M★)−1 distM★ ( · )), i.e., the same metric space scaled to have unit diameter; we will then
obtain the result in terms of the unscaled metric by the definition of the 1-Wasserstein distance.
Because 푑0 = 1 andM★ can be given as a unit-speed curve parameterized with respect to arc
length, we have for any Borel 푆 ⊂ [0, 1] and any 휀 > 0




where N휀 (푆) denotes the 휀-covering number of 푆 by closed balls in the rescaled metric. Following
the notation of [83, §4.1], we then obtain for any 푠 > 2




 휇(푆) ≥ 1 − 휀푠/(푠−2)}
− log 휀 ≤ 1.
Invoking [83, Proposition 5], we obtain after some simplifications of the constants that for any







≤ 311/훿푁−1/(2+훿) + 36푁−1/2 ≤ 푒14/훿푁−1/(2+훿) ,



























if 푑 ≥ 1. 
D.3 Auxiliary Results
Lemma 34 (Hoeffding’s Inequality [102, Theorem 2.2.6]). Let 푋1, . . . , 푋푁 be independent random





(푋푖 − E[푋푖]) ≥ 푡
]
≤ exp
(
− 2푡
2∑푁
푖=1(푀푖 − 푚푖)2
)
.
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