多数の仮想GPUを用いた際の計算性能モデルの構築 by 瀬戸口 幸寿 & Yukitoshi Setoguchi
修 士 論 文 の 和 文 要 旨 
 
研究科・専攻 大学院 情報理工学研究科 情報・通信工学専攻 博士前期課程 
氏    名 瀬戸口 幸寿 学籍番号 1431065 
論 文 題 目 多数の仮想 GPUを用いた際の計算性能モデルの構築 
 要  旨 
GPUを科学計算などの汎用的な目的で使用する技術は GPGPU(General-Purpose computing on 






























平成 28年 3月 14日
概要
GPUを科学計算などの汎用的な目的で使用する技術はGPGPU(General-
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CUDAでは,GPUを device,CPUを hostと呼び, GPU上で実行される
関数をカーネルという. CUDAプログラムの一般的な流れを図 2.2に示す.




























































2.4 PCI Express 拡張Box
DS-CUDAと比較の為に,clientノードから直接複数の GPUを繋ぐ仕
組みが必要である.本研究では PCI Express 拡張 box[7] を利用した.PCI
Express 拡張 boxは PCI-Expressバスに挿すホストカード, GPUコンテ
ナ box,両者を繋ぐケーブルから構成される (図 2.7).






川井らは, Distributed-Shared CUDA: Virtualization of Large-Scale GPU









MD, REMD) を題材に, 通信の性能とGPUの並列数に対する並列効率を
主に性能評価した. 一方で,通信と計算に関わるデータ量 (粒子数)につい
てはサンプルが少なく, また REMDの性質上粒子数が固定ならGPUの
並列数に拘らず 1GPUが担当する計算の負担は一定 (Weak Scaling)とい
う性質がある.
本研究では,より一般的な計算にモデルを与えることを目的として, GPU









Antonio J. Pe~naらは, A Complete and Ecient CUDA-Sharing Solution








Exchange MD, REMD)において,最大 1,024個の仮想GPUを使用して演
算を行い,性能を評価している [10]. REMDでは,温度等のパラメータが














本研究の実験でDS-CUDAを用いた仮想GPU, または PCI Express拡
張Boxを用いた物理GPUに対して計算命令を行う client(host)端末の環
境は以下の通りである.
 CPU:Intel(R) Core(TM) i7 920 2.67GHz
 メモリ:5.9GiB
 ネットワーク:Inniband またはGigabit Ethernet
 OS:Fedra 14 (カーネル:Linux 2.6)
4.2 GPU






本研究では,DS-CUDAのバージョン 2.4.0を用いて, 1台の GPUを搭
載した server ノードを 8つ用意し, 8台の GPU(server ノード)と client
ノードに対して Innibandネットワークを構築し実験を行った. また同様
に,Gigabit Ethernetネットワークを同様に構築し, 実験を行った.
4.5 PCI Express 拡張box






























図 5.1: Claretのシミュレーション例 (粒子数 n = 1000)



















計算性能 (Gops)の計算法を示す. 付録 2:11行の calcforce内での浮
動小数点計算の数は 78回である. 従って,ある粒子 (i)に加わる粒子間
力の浮動小数点計算の回数は 78n回, 全粒子の浮動小数点計算の回数は
78 n2回である. 従って
計算性能 = 78 n
2
計算時間 (sec)  10
 9(Gops) (5.1)
となる.
GPUの並列数 Ngpu に対する計算性能 (Gops)を図 5.2(Innibandに















Innibandと PCI Express拡張 boxとの差よりも大きいことがわかる.
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図 5.2: GPU数に対する計算性能 (DS-CUDA(Inniband)-PCI Express拡
張 box)
図 5.3: GPU数に対する計算性能 (Inniband-Gigabit Ethernet)
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図 5.4: GPU数に対する計算時間 (DS-CUDA(Inniband)-PCI Express拡
張 box)
図 5.5: GPU数に対する計算時間 (Inniband-Gigabit Ethernet)
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粒子数nに対する計算性能を図 5.6(InnibandによるDS-CUDAとPCI
Express拡張 boxとの比較), 図 5.7(InnibandとGigabit Ethernetとの比
較)に示す. GPUの並列数Ngpuによって計算性能のピークとピークに達
する粒子数 nが共に増加しているのが分かる.
また,粒子数 n = 1; 000に注目すると, PCI Express拡張 boxによる物
理GPUよりもDS-CUDAによる仮想GPUの方が性能が低く, GPU並列
数による性能低下への影響も大きいことが分かる.
粒子数 nに対する計算時間を, 図 5.8(Innibandによる DS-CUDAと
PCI Express拡張 boxとの比較), 図 5.9(InnibandとGigabit Ethernetと
の比較)に示す. 粒子数 nが小さい場合,計算時間は粒子数に比例して大
きくなるが, 十分粒子数 nが大きい場合,計算時間は粒子数の 2乗に比例
して大きくなる. O(n)からO(n2)に転じる閾値は,GPUの並列数Ngpuに
比例している.
図 5.6: 粒子数に対する計算性能 (DS-CUDA(Inniband)-PCI Express拡
張 box)
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図 5.7: 粒子数に対する計算性能 (Inniband-Gigabit Ethernet)
図 5.8: 粒子数に対する計算時間 (DS-CUDA(Inniband)-PCI Express拡
張 box)
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1stepの計算時間 T をGPUで要する計算時間 (Tgpu),CPUで要する計
算時間 (Tcpu), server-client間の通信時間 (Tcom)の和でモデル化する.














Ngpu : GPU 並列数
tgpu : 1つのGPU が 1ペアの粒子間の力の計算にかかる時間 (sec)
c : GPU あたりのコア数 (今回は 2304)
k : 1コアが並列処理できるスレッド数
ここで kcNgpuは全GPUで 1度に処理できるスレッド数を表している.
c = 2304は今回用いたGPUであるGeForce GTX 780による. 粒子数 n
が kcNgpuより小さい場合,式 5.3は
Tgpu = kctgpu　　　　 (n < kcNgpu) (5.4)
と表せる.このことは, 粒子数 nが kcNgpuより小さい場合,並列GPUに
対し 1回のKernel命令が発効されること,そしてKernel関数内には nに
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　　　　 (n >> kcNgpu) (5.5)
ここで,決定すべき係数は k,tgpuである.
tgpuの決定は次の方法による. 十分大きな粒子数 nに対し, 1台のGPU
に対してClaretシミュレーションを実行する. 付録 1の 17行目の kernel
実行の後にスレッド同期命令を挿入し, kernel実行の前からスレッド同期
命令終了までの時間を測定する. 幾つか粒子数 nを取り,またDS-CUDA
と PCI Express拡張 Boxの両手法を用いた場合においてデータをプロッ
トし,式 5.5に基づいて最小二乗法で tgpuを決定した.
kの決定は式 5.4より次の方法による. 粒子数 nの小さい領域に対して
同様にシミュレーションを実行する. 所要した実行時間を粒子数 nで割っ
た値が十分近い領域に対して, さらに先に求めた tgpu,cを割り, 最も近い






Tcpu = ntcpu (5.6)
CPUでは,主にデータの初期化と,kernelで得られた各粒子にかかる力
を元に座標情報の更新を行っている.従って,計算時間は粒子数 nに比例
すると考えられる.未知の係数は比例定数 tcpu(sec)である. 付録 1の 12,22
行目の client-server間のデータ転送と,17行目のKernel関数をコメントア



























Tcomは client(host)から server(device)へのデータ転送 (付録 1:12行目)に
かかる時間 Th2d, deviceから hostへのデータ転送 (付録 1:22行目)にかか
る時間 Td2h, そして各GPUへの kernel命令の発行 (付録 1:17行目)にか
かる時間 Tkernelの和として,以下のように表せる.






Ngpu + Lh2dNgpu (5.9)
DS-CUDA PCI-Ebox
tcpu 7:95 10 8 5:04 10 8
表 5.2: 実験で求めた tcpu
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と表せる.ここで付録 1における転送データ vecは粒子一つあたり float
変数による xyz座標と int変数による粒子の種類による 16byteの大きさ








Td2hにおいても同様に,付録 1における転送データ force は粒子一つあ
たり float変数による力の xyz成分をもち. 12byteの大きさを持つ. 各
GPUからは n
Ngpu














データを hostから deviceへ転送するCUDAプログラムを実行し, 転送時
間をプロットする. プロット結果から最小二乗法で一次関数を求める (図










Bh2d 1:84 109 1:89 108 4:98 109
Lh2d 9:36 10 6 1:52 10 4 6:12 10 6
Bd2h 1:33 109 1:12 108 3:56 109
Ld2h 1:72 10 5 2:78 10 4 1:04 10 5
tkernel 1:02 10 4 1:01 10 3 1:63 10 5
表 5.3: Tcomにおける各係数





測値の比較を図 5.12に, PCI Express拡張 Boxのモデルと実測値の比較
を図 5.13に示す. 粒子数の少ない時は粒子数に比例して計算時間が上昇
していくが, 粒子数が多い時は 2乗で増えている.
モデル化の過程で L,1=B,tkernel,いずれもDS-CUDA の方が大きく, 小
粒子, 並列大領域における PCI Express 拡張 box との差を決定づけてい
ることが分かった.
図 5.11: 1stepの計算時間の実測値とモデルの比較 (Innibandの場合)
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図 5.12: 1stepの計算時間の実測値とモデルの比較 (GigabitEthernet拡張
Boxの場合)









差 errorを図 5.14に, GigabitEtherntネットワークを用いたDS-CUDAに
おける誤差 errorを図 5.15に, PCI Express拡張 Boxにおける誤差 error
を図 5.16に示す. 誤差は 25%以下である. また,全ての手法において
(Ngpu; n) = (2; 27k); (2; 125k); (8; 216k)で同様の大きな誤差を示している
ことがわかる. その為,モデル式,パラメータ双方で調整不足であること
は否定できない.
図 5.14: 1stepの計算時間の実測値とモデルの誤差 (Innibandの場合)
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図 5.15: 1stepの計算時間の実測値とモデルの誤差 (GigabitEthernetの
場合)




gabitEthernetの場合), 図 5.19(PCI Express拡張 boxの場合)に示す. 横
軸はGPUの並列数 (Ngpu = 1; 8),粒子数 (n = 1000; 343000)の違いであ
る. GPU数が増えると通信時間が増えていること, 粒子数が増えると通
信時間が減ることが分かる.
図 5.17: モデルにおける Tgpu,Tcpu,Tcomの比率 (Inniband)
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図 5.18: モデルにおける Tgpu,Tcpu,Tcomの比率 (GigabitEthernet)







を行うプログラムの疑似コードを付録 3に, そのKernel関数を付録 4に
記述する.
プログラムの流れについて説明する. hostからGPUへの転送 (付録 3:9
行目から 13行目)は全GPUにmm行列 A[m*m],B[m*m]全要素分行う.
Kernel関数 (付録 3:17行目)のスレッド数はGPU一つあたりmm=Ngpu













大値が異なり, Ngpu = 1では m = 4; 094, Ngpu = 2では m = 5; 192,
Ngpu  3ではm = 8; 190となっている.
40
図 6.1: GPU数に対する計算性能
計算性能 (Gops)の計算法を示す. 付録 4:13行の要素の積を求める演
算の浮動小数点計算の数は 2回である. 従って,ある要素 (i; j)の浮動小数




計算時間 (sec)  10
 9(Gops) (6.1)
となる.
GPUの並列数Ngpuに対する計算性能 (Gops)を図 6.1に示す. m = 64
のとき,PCI Express拡張Box, DS-CUDA(Inniband, GigabitEthernet)に
よらず, GPUの並列数を大きくすると計算性能が小さくなることが分か
る. m = 2; 048では PCI Express拡張Boxを用いた場合でNgpu = 4まで
性能向上がみられるのに対し, InnibandによるDS-CUDAではNgpu = 2
までとなっており, GigabitEthernetによるDS-CUDAでは性能の向上が
みられない.





GPUの並列数Ngpuに対する計算時間 s/stepを図 6.2に示す. PCI Ex-










り, 並列数Ngpu = 1では打ち止めになっている. また,次数mが大きくな
るにつれて, GPUの並列数Ngpuが大きくなることによって性能が向上し
ているのがわかる.
図 6.4は Innibandを用いた DS-CUDAと GigabitEthernetを用いた
DS-CUDAとによる, 仮想GPUの通信手法の違いによる比較である.
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図 6.3: 次数に対する計算性能 (DS-CUDA(Inniband)-PCI Express拡張
Box)
図 6.4: 次数に対する計算性能 (DS-CUDA(Inniband-GigabitEthernet))
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図 6.5: 次数に対する計算時間 (DS-CUDA(Inniband)-PCI Express拡張
Box)
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MDシミュレーションと同様に,1stepの計算時間 T を GPUで要する
計算時間 (Tgpu),CPUで要する計算時間 (Tcpu), server-client間の通信時間










Ngpu : GPU 並列数
tgpu : 1GPU で 1要素の最小単位の計算 (乗算 1回と加算 1回)にかかる時間 (sec)
c : GPU あたりのコア数 (今回は 2; 304)
k : 1コアが並列処理できるスレッド数 (今回は 4)
式 6.2の導出方法は, MDシミュレーションにおけるTgpuのモデル式 (式
5.3)と同様である. 違いとして,切り上げを行う分子が,mからm2になっ
ている. これは,1スレッドが担当するデータが, 1粒子 (m個)であるか,
行列の 1要素 (mm個)であるかの違いである. 要素数mmが kcNgpu
より小さい場合,式 6.2は






　　　　 (m2 >> kcNgpu) (6.4)
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ここで,決定すべき係数は tgpuである. tgpuの決定方法はMDシミュレー
ションと同様である. 即ち,付録 3の 17行目の kernel実行にかかる時間を
測定し, 式 6.5の値になった.





























B : 転送スループット (byte=sec)
L : 1転送命令のレイテンシ (sec)
tkernel : kernel呼び出しにかかる時間 (sec)
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式 6.8の導出法はMDシミュレーションと同様である (式 5.7). hostから
deviceへの転送命令はGPU1つあたり2回 (付録3.11,12行)であり, device











に, GigabitEthernetを用いたモデルと実測値の比較を図 6.8に PCI Ex-






GigabitEthernt通信によるDS-CUDAの場合と PCI Express拡張 Box
の場合では,モデルと実測値の誤差が大きくなっている. 特に小粒子,GPU
並列数大の領域にて誤差が大きいことから,通信時間Tcomが誤差の原因に
なっているものと思われる. 式 5.13による誤差は Innibandが最大 32%,
GigabitEtherntが 91%,PCI Express拡張 boxが 82%となった. このこと
から,モデルは曲線の傾向は近いものの,正確とは言えないという結果と
なった.
図 6.7: 1stepの計算時間の実測値とモデルの比較 (DS-CUDA(Inniband)
の場合)
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図 6.8: 1step の計算時間の実測値とモデルの比較 (DS-
CUDA(GigabitEthernet)の場合)
またモデルにおけるTgpu,Tcpu,Tcomの比率を図6.7(Innibandの場合),6.8(Gi-
gabitEthernetの場合), 図 6.9(PCI Express拡張 boxの場合)に示す. 横軸





図 6.9: 1stepの計算時間の実測値とモデルの比較 (PCI-Express拡張Box
の場合)
図 6.10: モデルにおける Tgpu,Tcpu,Tcomの比率 (Inniband)
51
図 6.11: モデルにおける Tgpu,Tcpu,Tcomの比率 (GigabitEthernt)





















言えないが, PCI Express拡張 boxを用いた複数の物理GPUによる測定
実験は度々システムのダウンが発生し,中断を余儀なくされることがあっ
た. 一方でDS-CUDAを用いた仮想GPUによる測定実験は, 中断するこ








験では,PCI Expressバスが 2個ある host端末では PCI Express拡張 box
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09 : /*各 GPUへのデータ転送*/
10 : for d← 0 to (N_gpu-1) do
11 : SetDevice(d);
12 : MemcpyH2D(vec[n], n);
13 : end
14 : /*カーネル実行*/





20 : for d← 0 to (N_gpu-1) do
21 : SetDevice(d);
22 : MemcpyD2H(force[n], n/N_gpu);
23 : end
24 : /*CPUでの後演算*/











07 : f← 0
08 : /*i粒子にかかる力の計算*/
09 : for j← 0 to (n-1) do
10 : /*i-j粒子間の力の計算*/
11 : f = f + calcforce(vec[i],vec[j]);
12 : end
13 : /*力の総和の出力*/






02 : N_gpu← GPU並列数
03 : m←正方行列の次元数
04 : /*変数の設定*/
05 : a[m*m]←行列 A
06 : b[m*m]←行列 B
07 : c[m*m]←出力
08 : /*各 GPUへのデータ転送*/
09 : for d← 0 to (N_gpu-1) do
10 : SetDevice(d);
11 : MemcpyH2D(a[m*m], m*m);
12 : MemcpyH2D(b[m*m], m*m);
13 : end
14 : /*カーネル実行*/





20 : for d← 0 to (N_gpu-1) do
21 : SetDevice(d);
22 : MemcpyH2D(c[m*m], m*m/N_gpu);








03 : a[m*m]←行列 A




08 : i← thd/m /*i行*/
09 : j← thd%m /*j列*/
10 : ans← 0
11 : /*(i,j)列成分の計算*/
12 : for k← 0 to (m-1) do
13 : ans = ans + a[i*m+k]*b[k*m+j];
14 : end
15 : /*力の総和の出力*/
16 : c[i*m+j] = ans
 
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