Abstract. In this article, we prove an asymptotic stability criterion for the solutions of Primitive equations defined on a three-dimensional finite cylindrical domain with time-dependent forcing terms. Under a suitable smallness assumption on the nontrivial forcing terms, we obtain the existence of the time periodic solution for the Primitive equations. Moreover, this time-periodic solution is asymptotically stable in L 2 sense.
Introduction
The Primitive equations of the large-scale ocean are derived from the Navier-Stokes equations with Coriolis force, coupled with the thermaldynamic equation and salinity diffusion-transport equation under both the Boussinesq and hydrostatic approximations (see e.g. [10, 11, 22, 28] ). From mathematical points of view, people were convinced that the problem of global well-posedness of strong solutions for 3D viscous Primitive equations might be as hard as the 3D Navier-Stokes equations or even more difficult (see e.g. [19] ). Indeed, by taking account the hydrostatic approximation, the vertical velocity in the Primitive equations becomes a diagnostic variable due to the divergencefree equation. Thus, the nonlinear term for the incompressible Navier-Stokes equations Date: February 18, 2012.
1 has the form:velocity × first-order derivatives of velocity while the Primitive equations have a structurally more complicated form: first-order derivatives of horizontal velocity × first-order derivatives of horizontal velocity.
In the pioneering work [11] , Lions, Temam and Wang set up the mathematical framework of the Primitive equations of the ocean and obtained the existence of weak solutions. In [6] and [28] , the local in time existence and uniqueness of strong solutions were established. Recently, Cao and Titi [3] and Kobelkov [15] proved a striking result with the global in time existence and uniqueness of strong solutions for the case of an ocean with a flat bottom. In [3] , the key point is that the unknown pressure (the surface pressure) is essentially a function of two-dimensional horizontal variables. The authors take advantage of the key point to establish the crucial L 6 estimate for the velocity in the proof of the global well-posedness of strong solutions. In [16] , Kukavica and Ziane studied the case of a varying bottom topography and also proved the global in time well-posedness of strong solutions.
For several decades, asymptotic stability issues for fluid motions under various kinds of settings have attracted a lot of attention. Inspired by a series of papers of Serrin [24, 23] , many authors have devoted to the study of the existence of time-periodic solutions of Navier-Stokes equations under different settings. We refer the interested readers to [23, 13, 25, 17, 14] in the case of bounded domains and [5, 9, 20, 26] in the case of unbounded domains. In [24] , under the assumption of the existence of global in time solutions of three-dimensional Navier-Stokes equations, Serrin gave a universal criterion of the asymptotic stability of the velocity fields. Namely, suppose the fluid with the viscosity ν and maximal speed V is confined in a three-dimensional bounded domain with diameter d. Then the flow with the Reynolds number V d/ν less than 5.71 is asymptotically stable in L 2 sense. In a continued work [23] , Serrin proved the existence of time-periodic solutions with period T under the further assumptions :
(1) the forcing term is time-periodic with period T , and (2) there exists a flow with Reynolds number less than 5.71 and this flow is equicontinuous in space variable for all time.
In this article, we study the asymptotic stability of three-dimensional Primitive equations defined on a finite cylindrical domain with time dependent forcing terms. When suitable smallness conditions are imposed on the forcing terms, we prove that the L 2 norm of the difference of any two strong solutions tends to zero exponentially. In general, it is difficult to derive a decay estimate of the L 2 (M) norm of the difference of two arbitrary flows. However, the convection structure of the equations allows us to derive such an estimate between an arbitrary flow and a flow with certain smallness (see Theorem 4.2) . We can therefore use the triangle inequality to obtain the decay estimate of the difference of two arbitrary flows (see Theorem 4.1). We then prove the existence and uniqueness of the time-periodic solution under the assumption that the forcing functions are time-periodic and small. The smallness in the above statements depends on the diffusivity coefficients ν 1 , ν 2 , µ 1 , µ 2 , the boundary condition α and the size of domain (see (4.7)).
As a preliminary work for the study of asymptotic stability of Primitive equations with time-dependent forcing, we follow the ideas of [28] and [3] to prove the global in time existence of solutions for Primitive equations in our setting. We next take advantage of the uniform Gronwall lemma to obtain the estimates to establish a coupled system of ordinary differential inequalities concerning the energy estimates of fluid velocity and the temperature function. Under a suitable smallness condition on the forcing term, the asymptotic stability of solutions with small initial data is then derived from this system of differential inequalities.
Under a similar setting, in [21] , Tachim treated the existence of time-periodic solutions of the Primitive equations by Galerkin's method under a relatively stronger assumption that the heat source is differentiable in temporal variable and satisfying some smallness conditions. However, the author did not address the stability issue in [21] . In this article, we relax the regularity requirement of forcing terms and we provide an asymptotic stability analysis. The idea we employ to prove the existence and uniqueness of time periodic strong solutions is based on a Serrin's method, which we think more logically straightforward and mathematically beautiful. It is worth-mentioned that our analysis can be applied to two-dimensional Navier-Stokes equations coupled with heat diffusion equations on bounded domains. It should be easy for interested readers to supply the requisite details.
The rest part of the article is organized as follows. The Primitive equations and their variations are introduced in Section 2.1. In Section 2.2, we recapitulate some Sobolev type inequalities, uniform Gronwall inequality and some important mathematical results on Primitive equations. The global in time existence of the solution and a crucial boundedness lemma are stated and proved in Section 3. Finally, we state and prove our main theorems in Section 4. Analysis for other domains, for instance, the spherical shell domain or unbounded domain, should be addressed elsewhere.
Preliminary

The model equation.
In this article, we consider the following three dimensional Primitive equations of the large-scale ocean:
where v = (u(x, y, z, t), v(x, y, z, t)) is the horizontal velocity of the fluid, v ⊥ = (−v, u), w(x, y, z, t) is the vertical velocity, p(x, y, z, t) is the pressure, and θ(x, y, z, t) is the temperature . In the above equations, the unknown variables are v, w, p and θ. Here, g is the gravitational acceleration constant, f is the Coriolis force, ν 1 and µ 1 are the diffusivity coefficients of flow velocity, ν 2 and µ 2 are the diffusivity coefficients of temperature. Note that F 2 represents a heating source, whereas F 1 = (F u , F v ) which vanishes in reality is introduced for mathematical generality. For the sake of simplicity, the Coriolis force f is taken as constant. In our treatment, this assumption does not lose generality. We set ∇ = ( The fluid we consider is confined in a cylindrical domain M defined as
where M is a smooth bounded domain in R 2 and the constant h > 0 is the height of the cylinder. The boundary of M is the union of the following three parts:
The boundary conditions supplemented to the system (2.1)-(2.4) are
Here, α > 0 is a given constant and n is the outward unit normal vector to Γ l . We remark that no wind-driven boundary conditions are imposed on the top surface; free-slip and no heat flux boundary conditions are imposed on the lateral boundary and bottom, too. The initial condition under consideration is given by
Now, as have been done by quite a few authors (see [3] , [12] , [19] ), we reformulate the system (2.1)-(2.4) as follows. By integrating (2.3) with respect to the variable z and applying boundary conditions, we can express the diagnostic variable w in terms of the horizontal variable v
By integrating (2.2) with respect to the variable z, we can express the diagnostic variable p in terms of the variable θ
Then, we obtain the following system for (v, θ):
Now, we definev
It is easy to seev = 0. (2.15) We remark that the variablev is denoted to the barotropic mode and the variableṽ is denoted to the baroclinic mode. As have been noticed in [3], we see thatv andṽ satisfy the following equations :
and
2.2. Function spaces and inequalities. In this section, we recall function spaces and inequalities we need. Let us denote by
spaces with the norms
We also denote by H m (M) and H m (M )(m ≥ 0) the classic Sobolev spaces for squareintegrable functions with square-integrable derivatives up to m-th order. Following the setting in [28, 3] and [12] , we define the function spaces H and V as follows:
Now we recall the definitions of the weak and strong solutions as follows: 
Before further exploration, we recall the following two lemmas that we shall use frequently in our proofs.
Lemma 2.1. (Uniform Gronwall lemma). Let g 1 , g 2 and y be three non-negative locally integrable functions on the interval (t 0 , ∞) such that
where r, a 1 , a 2 and a 3 are positive constants. Then
The proof of Lemma 2.1 is refereed to [7] and [27] .
Lemma 2.2. (Sobolev and Ladyzhenskaya's inequalities in
For proof of Lemma 2.2, for example, see [1] , [4] , [8] and [18] .
Lemma 2.3. Let v = (v 1 , v 2 ) be a smooth vector field and f and g be smooth scalar functions. Then
For the proof, see [2] .
Global in time existence of solutions
First, we summarize the global existence and uniqueness results for the strong solution as follows (see [3, 15] ): It has been proven in [12] that the condition F 2 ∈ H 1 (M) can be relaxed as L 2 (M) and the strong solution (v, θ) depends on the initial data continuously in V 1 × V 2 . In this article, we introduce the forcing term F 1 in the horizontal momentum equation (2.1) which has not been considered in [3] . Moreover, we assume
Following the idea in [19, 12] , it could be readily checked in the same fashion of the proof in [3] that Theorem 3.1 is still valid under the assumptions (3.1) and (3.2). However, in the proof of Theorem 4.3, we need L 4 (M) norms of ∂v/∂z and ∂θ/∂z to be uniformly small in time (see (4.24) and (4.26)). To fullfil this need, we assume that the initial data (v 0 , θ 0 ) satisfies 5) and prove the following theorem. 
We notice that there are three differences between our assumptions from those presented in [3, 12] . First, instead of a Neumann boundary condition, we impose a Dirichlet boundary condition of temperature function θ on the lateral boundary Γ u (see (2.7)). The reason is that we need a Poincare inequality of θ on Γ u for L 4 (M) estimate of ∂θ/∂z. Secondly, while we let F be time dependent; the authors of [3], let F 1 = 0 and F 2 be time independent. Third, for the initial data, besides the condition (3.3), we add the assumptions (3.4) and (3.5).
The local existence and uniqueness of the strong solution to (2.10)-(2.13) with
3 ) have been proven in [19] . To prove the existence of the global strong solution under the assumptions of Theorem 3.2, following the proof strategy developed in [3] and [12] , we only need to verify the corresponding a priori estimates under the assumptions (3.1)-(3.5).
Proof. We split the proof into several steps. In this article, we will denote by c some generic positive constants, the values of which may vary from one place to another.
Step 1. L 2 estimate of θ. Taking the L 2 (M) inner product of (2.11) with θ, we obtain
By (3.9) and the Cauchy-Schwarz inequality, we derive from (3.8) that
Inferring from (3.10), by a direct integration, we have
where
.
Moreover, we have
Step 2. L 2 estimate of v. Taking the L 2 (M) inner product of (2.10) with v and using the facts that
Using integration by parts and Holder's inequality, we find that
By Minkowski's integral inequality, we have
Applying the Holder's inequality again, we obtain
(3.14)
Note that (see [8] )
Inferring from (3.13), by (3.14), (3.16) and Young's inequality, we obtain
(3.17) By (3.17), (3.11) and a direct integration, we obtain
Therefore, inferring from (3.12) and (3.19), we have 20) where
So far, we obtain the L 2 estimates that we need. In the study of the H 1 estimates of the solutions, the L 6 estimates play an important role.
Step 3. L 6 estimate of θ. First, as have been observed in [12] , we notice that for φ ∈ H 1 (M),
(by Holder's inequality)
Now, we shall derive L 6 estimates for θ. Taking the L 2 inner product of (2.11) with θ 5 and noting that
Note that in the first inequality of (3.22), we have employed (3.9) but replacing θ by θ 3 . Derived from (3.22), we obtain
Therefore, by a direct integration, we have
Step 4. L 6 estimate of v The derivation of L 6 estimate of v is split into the L 6 estimates ofṽ andv as follows. The L 6 estimate ofṽ We take the L 2 (M) inner product of (2.19) with |ṽ| 4ṽ . We have the following facts. The boundary condition (2.20) implies
Hence, the integration by parts gives ṽ, |ṽ|
Therefore, we obtain 25) where the item I 3 that appears due to the addition of the body force is defined as
To estimate the item I 3 , we employ the Gagliardo-Nirenberg inequality with φ = |ṽ| 3 which implies 27) where ∇ 3 = (∇, ∂ ∂z ). Therefore, we have
To bound the I 4 , we consider
where the last inequality makes use of the following facts:
H 1 , and
By Cauchy-Schwarz inequality, we infer from (3.29) that
To bound the item I 5 , we have
We note that
Hence, by (3.32) and (3.33), we obtain that
To bound the item I 6 , we have
By (3.28), (3.30), (3.34) and (3.35), we infer from (3.25) that
Derived from (3.36), we see that
By (3.37)−(3.39) and Gronwall inequality, we have
where the constants c 4 and c 5 depend on v 0 , θ 0 , F 1 and F 2 . By (3.37)−(3.40) and Gronwall inequality, we have
for some constants c 6 depending on c 2 , c 3 , c 4 and c 5 .
Step 5. H 1 estimate of v Now, we perform H 1 estimates on v. For that purpose, we will estimate the item |∇v| L 2 (M ) first. By taking L 2 (M ) inner product of (2.16) with − v and using the following facts that
, and
By (3.20), (3.41) and Gronwall inequality, we have
Now, we perform the estimate on ∂v/∂z. For this purpose, we set u = ∂v/∂z. We see that u satisfies
Notice that
Hence, by (3.20), (3.41), (3.43) and Gronwall inequality, we have
As for the estimate of ∇v in L 2 (M), by taking L 2 (M) inner product of (2.10) with − v and noting that
L 2 (by Lemma 2.3 with u = v, f = v, and g = ∂v ∂z )
By (3.20), (3.41), (3.47) and Gronwall inequality, we have
Step 6. The H 1 Estimate of θ.
By taking L 2 (M) inner product of (2.11) with − θ−∂ 2 θ/∂z 2 and using the following facts:
By (3.41), (3.77) and Gronwall inequality, we obtain
. Now, based on the a priori estimates (3.47), (3.77) and (3.51), we establish the global in time existence of the strong solution with the assumptions (3.1) and (3.3). The uniqueness can obtained in a similar way presented in [3] . In what follows, we shall take the advantage of (3.2), (3.4) and (3.5) to verify the strong solution (v, θ) satisfies (3.6) and (3.7).
Step 7. L 4 Estimate for ∂v/∂z To fill the second gap, we need to perform L 4 (M) estimate of ∂v/∂z. For that purpose, we take L 2 (M) inner product of (3.44) with |u| 2 u and use the following facts:
By (3.20), (3.41), (3.43) and (3.24) and Gronwall inequality, we have
Step 8. L 4 ESTIMATE FOR ∂θ/∂z Taking L 2 inner product of the z−derivateive of (2.11) with (θ z ) 3 we obtain 1 4
Next, we note that
We then readily get
Furthermore, by using the trace theorem, we see that
Hence,
To sum up, we derive from (3.55) and the above observation the following inequality.
By (3.20), (3.77), (3.51), (3.53) and Gronwall inequality, we derive
By the hypothesis of Theorem 3.2, we obtain that the strong solution (v, θ) has more regularity in the vertical direction. Hence, we complete the proof of Theorem 3.2.
We are now in a position to show the key lemma that plays an important role in the proof of the main theorem.
Then there exist two positive constants γ * 1 and γ * 2 such that for (v, θ), the strong solution to (2.10)-(2.13) with the initial condition (v 0 , θ 0 ), we have the following property: if (v 0 , θ 0 ) and F = (F 1 , F 2 ) satisfies
where C(γ 1 , γ 2 ) denotes a positive constant depending on positive numbers γ 1 and γ 2 such that C(γ 1 , γ 2 ) 0 as γ 1 + γ 2 0. Here, the constants γ * 1 and γ * 2 depend only on µ 1 , ν 2 , and the size of domain M. Proof. Assume (v(t), θ(t)) is the strong solution of (2.10)-(2.13) with the initial condition (v 0 , θ 0 ) that satisfies (3.59). Since J 1 (t) and J 5 (t) − J 9 (t) are continuous in temporal variable and agree with the squares of norms of the initial data at t = 0, we see that there exists t * > 0 such that
In what follows, let r be a positive number satisfying
When it is needed, we may reduce γ 1 , γ 2 and r. We shall obtain the smallness condition (3.8) in the following three steps.
Step1. L 2 smallness By (3.11), we have
(3.63)
Integrating (3.10) with respect to time variable from t to t + r, by (3.63), we obtain
Step 2. H 1 smallness Integrating (3.17) with respect to time variable over [t, t + r], we obtain
As for the L 6 estimate of θ, we note that
Hence, by (3.24), we obtain
By (3.65) and the assumption (3.59), we see that B 1 (t) in (3.37) satisfies
Hence, by (3.66), we obtain
Next, by (3.67) and the assumption (3.59), we see that B 2 (t) in (3.38) satisfies
Inferring from (3.39), by (3.69)−(3.71) and the uniform Gronwall lemma, we obtain
Moreover, by (3.72), we derive from (3.36) that
By (3.18), (3.66), (3.73), and the uniform Gronwall lemma, we derive from (3.42) that
Meanwhile, due to (3.46), we obtain
Again, by the uniform Gronwall lemma, (3.66) and (3.75), we derive from (3.45) that
Moreover, it is inferred from (3.75), (3.76) and (3.45) that
(3.77)
Inferring from (3.48), by (3.66), (3.75), (3.76), (3.77) and the uniform Gronwall lemma, we have
(3.79)
Applying the uniform Gronwall lemma to (3.51), by (3.75), (3.78) and (3.79), we have
Step 3. L 4 smallness. To manipulate the L 4 smallness of ∂v/∂z, we have the following observations. First, due to the boundary condition ∂v ∂z = 0, on Γ b , the Poincare inequality for |v z | 2 gives the inequality
We may choose γ 1 and γ 2 small so that, by (3.75) and (3.68), we have c(|v|
By (3.82) and Gronwall inequality, we infer from (3.52)that
To proceed the L 4 smallness of ∂θ/∂z, we notice that the boundary conditions
give the Poincare inequalities
Now, choose γ * 1 and γ * 2 small enough so that for
we have not only (3.82) but also c(|∇θ|
Hence, by (3.80), (3.78), (3.83) and Gronwall inequality, inferring from (3.57), we obtain 
To sum up, by (3.62) and (3.87), we conclude that
The proof of the lemma is complete.
Main Theorem and its proof
In this section, we state our main theorems and give the complete proofs. The first main result regarding the asymptotic stability issue is as follows.
then for any two strong solutions (v 1 (t), θ 1 (t)) and (v 2 (t), θ 2 (t)) of the system (2.10)-(2.13), we have lim
The convergence rate in (4.2) is exponential.
The second main result is the existence of time-periodic solutions of the Primitive equations.
3 ) be nontrivial and periodic in time with period T . There exists a constantγ 2 depending on the diffusivity coefficients ν 1 , ν 2 , µ 1 , µ 2 , the boundary condition α and the size of domain such that if Theorem 4.1 is a direct result of the following Theorem. 4) and (v (t), θ (t)) is a strong solution of the system (2.10)-(2.13) with initial condition 5) and (v (t), θ (t)) is any other strong solution of the system (2.10)-(2.13), we have
The convergence rate in (4.6) is exponential.
We shall employ Lemma 3.1 to prove Theorem 4.3.
where c * 1 is a constant depending on the domain M defined by the Poincare inequality (3.15). We choose γ 1 =γ 1 and γ 2 =γ 2 small enough so that the constant C(γ 1 , γ 2 ) in (3.8) of Lemma 3.1 satisfies
where c * is a constant to be defined in (4.24) and (4.26) and c * is depending only on the domain M.
Let (v (x, y, z, t), θ (x, y, z, t)) be the solution of the system (2.10)-(2.13) with initial condition (v 0 , θ o ), where (v 0 , θ o ) satisfies (4.5). For another strong solution (v (x, y, z, t), θ (x, y, z, t)) of the system (2.10)-(2.13), we define
and by (4.18) and (4.19), we get
Here, we use the following fact that the function W (z) = − z −h ∇ ·ũ dξ can be viewed as a function of the variable z and this function is of compact support on [−h, 0]. Therefore, we have
Then, (4.23) implies
≤ (By Sobolev and Ladyzhenskaya's inequalities in R 3 )
where c * is a constant depending on the domain M. Here we have used Lemma 3.1 and the Poincare inequality |ũ|
≤ (By Sobolev and Ladyzhenskaya's inequalities in
and 27) In the derivation of the last line of (4.26), we have employed the inequality
Therefore, by estimates (4.24)-(4.28), we can infer from (4.21) and (4.22 
Applying the Gronwall inequality on (4.29)-(4.30), we obtain
Now, we estimate L 1 and L 2 and get
Then, by (4.35) and (4.36), we derive from (4.31) that Proof. Let (v 0 , θ 0 ) ∈ V and let (F 1 , F 2 ) ∈ L ∞ (0, ∞; (L 2 (M)) 3 ) and ∂F/∂z ∈ L ∞ (0, ∞; L 2 (M) 3 ) be a periodic function with period T . We assume that the initial data (v 0 , θ 0 ) and the forcing term (F 1 , F 2 ) satisfy the following condition:
where γ 1 =γ 1 and γ 2 =γ 2 are as defined in the proof of Theorem 4.3. By virtue of Theorem 4.3, we denote by (v (x, y, z, t), θ (x, y, z, t)) the solution to the system (2.10)-(2.13) with initial condition (v 0 , θ 0 ). We set v n (x, y, z) := v (x, y, z, nT ), θ n (x, y, z) := θ (x, y, z, nT ).
The scenario of the proof Our proof is proceeded by the following steps.
(1) We show the sequence {(v n , θ n )} n∈N is a Cauchy sequence in (L 2 (M)) 3 . We denote the L 2 limit of (v n , θ n ) by (v 1 (x, y, z), θ 1 (x, y, z)).
(2) We claim the strong solution (v(x, y, z, t), θ(x, y, z, t)) of the system (2.10)-(2.13) with initial condition (v 1 , θ 1 ) is time periodic with period T . Hence, by Theorem 4.1, (v(x, y, z, t), θ(x, y, z, t)) attracts all strong solutions in L 2 sense asymptotically. First, to claim that the sequence {(v n , θ n )} n∈N is a Cauchy sequence in (L 2 (M)) 3 , we set for positive integers m > k v (x, y, z, t) = v (x, y, z, t + (m − k)T ), θ (x, y, z, t) = θ (x, y, z, t + (m − k)T ).
Note that the pair (v , θ ) is still a strong solution to the system (2.10)-(2.13) with initial condition v (x, y, z, 0) = v (x, y, z, (m − k)T ) and θ (x, y, z, 0) = θ (x, y, z, (m − k)T ). Now, as in the proof of Theorem 4.3, we set u(x, y, z, t) := v (x, y, z, t) − v (x, y, z, t), η(x, y, z, t) := θ (x, y, z, t) − θ (x, y, z, t).
Due to the time periodicity of the forcing F , we see that (ũ, η) satisfies the system (4.9) -(4.13). Hence, taking t = kT , we derive from (4.37) that
Notice that, by Lemma 3.1, we have
Thus, we deduce that the sequence {(v n , θ n )} n∈N is a Cauchy sequence in L 2 (M) 3 . Let (v 1 (x, y, z), θ 1 (x, y, z)) be the L 2 limit of {(v n , θ n )} n∈N . In fashion of Lemma 3.1, we see that Secondly, we denote by (v(x, y, z, t), θ(x, y, z, t)) the solution of the system (2.10)-(2.13) with initial condition (v 1 , θ 1 ). We claim the solution (v(x, y, z, t), θ(x, y, z, t)) is time-periodic with period T . To see this, as in the proof of Theorem 4.3, we set u(x, y, z, t) := v(x, y, z, t) − v (x, y, z, t + nT ), η(x, y, z, t) := θ(x, y, z, t) − θ (x, y, z, t + nT ).
Due to the time periodicity of the forcing F , we see that (ũ, η) satisfies the system (4.9) -(4.13). By (4.38), we have This proves the periodicity of (v(x, y, z, t), θ(x, y, z, t)). The rest part of Theorem 4.2 follows from Theorem 4.3. The proof is complete.
