Abstract. We obtain the explicit expressions for the state probabilities of various state dependent fractional point processes recently introduced and studied by Garra et al. (2015) . The inversion of the Laplace transforms of the state probabilities of such processes is rather cumbersome and involved. We employ the Adomian decomposition method to solve the difference differential equations governing the state probabilities of these state dependent processes. The distributions of some convolutions of the Mittag-Leffler random variables are derived as special cases of the obtained results.
Introduction
The Poisson process is an important counting process which has applications in several fields. A characterization of the Poisson process can be given in terms of Kolmogorov equations. A stochastic process {N(t, λ)} t≥0 is said to be a Poisson process with intensity λ > 0 if the process has independent and stationary increments, and the state probabilities p(n, t) = Pr{N(t, λ) = n} satisfy d dt p(n, t) = −λ(p(n, t) − p(n − 1, t)), n ≥ 0, (1.1) with initial condition p(0, 0) = 1, and p(−1, t) = 0, t ≥ 0. The conditions p(0, 0) = 1, N(0, λ) = 0 a.s. and p(n, 0) = 0 for all n ≥ 1 are essentially equivalent. Recently, many authors introduced various fractional generalizations of the homogeneous Poisson process by replacing the time derivative in difference differential equations (1.1) by various fractional derivatives such as Riemann-Liouville fractional derivative (see Laskin (2003) ), Caputo fractional derivative (see Beghin and Orsingher (2009) ), Prabhakar derivative (see Polito and Scalas (2016) ), Saigo fractional derivative (see Kataria and Vellaisamy (2017) ), etc. For space fractional generalization of the classical homogeneous Poisson process, we refer to Orsingher and Polito (2012) , where space fractional Poisson process (SFPP), and space and time fractional Poisson process (STFPP) are introduced and studied. The distributions of these generalized Poisson processes are generally obtained by evaluating the respective Laplace transforms. However, in certain cases inversion of the Laplace transform is not at all simple. Some recently introduced state dependent fractional point processes by Garra et al. (2015) are illustrative examples. Garra et al. (2015) studied three state dependent fractional point processes, where the difference differential equations governing the state probabilities of introduced processes depend on the number of events that have occurred till time t ≥ 0.
The first version of the state dependent time fractional Poisson process (SDTFPP-I) {N 1 (t, λ)} t≥0 , λ > 0, is defined as the stochastic process whose probability mass function (pmf) p αn (n, t) = Pr{N 1 (t, λ) = n}, satisfies (see Eq. (1.1), Garra et al. (2015) ) ∂ αn t p αn (n, t) = −λ(p αn (n, t) − p α n−1 (n − 1, t)), 0 < α n ≤ 1, n ≥ 0, (1.2) with p α −1 (−1, t) = 0, t ≥ 0, and the initial conditions p αn (0, 0) = 1 and p αn (n, 0) = 0, n ≥ 1. For each n ≥ 0, ∂ αn t denotes the fractional derivative in Caputo sense which is defined as
(1.
3)
The order of the Caputo derivative in difference differential equations (1.2) depends on the number of events till time t. The Laplace transform of the state probabilities of SDTFPP-I is given byp
The second version of the state dependent time fractional Poisson process (SDTFPP-II) {N 2 (t, λ)} t≥0 , λ > 0, is defined as the stochastic process with independent but nonidentically distributed waiting times W n (see Section 3, Garra et al. (2015) ) with Pr{W n > t} = E βn (−λt βn ), 0 < β n ≤ 1, where E βn (.) is the Mittag-Leffler function defined by
denote the Riemann-Liouville (RL) fractional integral of order β n , n ≥ 0, defined by (2015) showed that the pmf p βn (n, t) = Pr{N 2 (t, λ) = n} of SDTFPP-II satisfies 6) with p β −1 (−1, t) = 0, t ≥ 0, and the initial conditions p βn (0, 0) = 1 and p βn (n, 0) = 0, n ≥ 1. The Laplace transform of the state probabilities of SDTFPP-II is given bỹ
When α n = α and β n = β for all n ≥ 0, SDTFPP-I and SDTFPP-II reduce to the time fractional Poisson process (TFPP) studied by Beghin and Orsingher (2009) . Further, the case α n = 1 and β n = 1 for all n ≥ 0, gives the classical homogeneous Poisson process.
A fractional version of the classical nonlinear birth process, namely, fractional pure birth process (FPBP) was introduced by Orsingher and Polito (2010) . Garra et al. (2015) studied a third fractional point process by introducing the state dependency in the difference differential equations governing the state probabilities of FPBP. The state dependent fractional pure birth process (SDFPBP) {N (t, λ n )} t≥0 , λ n > 0, is defined as the stochastic process whose pmf p νn (n, t) = Pr{N (t, λ n ) = n} satisfies (see Eq. (4.1), Garra et al. (2015) )
with p ν 0 (0, t) = 0, t ≥ 0, and the initial conditions p ν 1 (1, 0) = 1 and p νn (n, 0) = 0, n ≥ 2. The Laplace transform of the state probabilities of SDFPBP is given bỹ
More recently, the semi-Markovian nature of these state-dependent processes are studied in Orsingher et al. (2017) , and Ricciuti and Toaldo (2017). They studied some semi-Markov processes and their connection with state-dependent models.
The state probabilities of SDTFPP-I, SDTFPP-II and SDFPBP can be obtained by inverting the Laplace transforms given by (1.4), (1.7) and (1.9) respectively. However, the inversion of the Laplace transforms is rather involved and cumbersome, as mentioned in Garra et al. (2015) . Only the explicit expressions for p α 0 (0, t) and p α 1 (1, t) in terms of the generalized Mittag-Leffler function were obtained by them for SDTFPP-I process.
In this paper, we obtain explicit expressions for the state probabilities p αn (n, t), p βn (n, t) and p νn (n, t) of SDTFPP-I, SDTFPP-II and SDFPBP for all n, by using the Adomian decomposition method (ADM). This method has an advantage over existing methods in obtaining the state probabilities of such processes. We also establish some additional results for these processes. In particular, the distributions of the convolutions of Mittag-Leffler random variables are obtained as special cases.
Adomian decomposition method
In this section, we briefly describe the mechanism of ADM. Consider a functional equation
1) where f is some known function, and L and H are linear and nonlinear operators respectively. In ADM (see Adomian (1986) ), the solution of the above functional equation is expressed in the form of an infinite series 2) and the nonlinear term H(u) is assumed to decompose as
where A n denotes the n-th Adomian polynomial in u 0 , u 1 , . . . , u n . Also, the series (2.2) and (2.3) are assumed to be absolutely convergent. So, (2.1) can be rewritten as
Thus, in accordance with ADM, u n 's are obtained by the following recursive relations
The only difficult but crucial step involved in ADM is the computation of Adomian polynomials. For more details on these polynomials we refer to Rach (1984) , Duan (2010) and Kataria and Vellaisamy (2016) . In the absence of the nonlinear term H(u), the ADM can be used effectively as the recursive relationship (2.4) then simply reduces to u n = L(u n−1 ) with u 0 = f .
Kataria and Vellaisamy (2017) obtained the distribution of Saigo space time fractional
Poisson process (SSTFPP) via ADM, which was otherwise difficult to obtain using the prevalent method of inverting Laplace transform. As special case, the state probabilities of TFPP, SFPP and STFPP follow easily.
Note that the functional equations corresponding to the difference differential equations (1.2), (1.6) and (1.8) of SDTFPP-I, SDTFPP-II and SDFPBP respectively do not involve any nonlinear term. Hence, the ADM conveniently and rapidly gives the state probabilities as the series solutions of the corresponding difference differential equations.
State dependent time fractional Poisson process-I
The state probabilities p αn (n, t) of SDTFPP-I can be obtained by inverting its Laplace transform given by (1.4). Garra et al. (2015) obtained the explicit expressions only for p α 0 (0, t) and p α 1 (1, t), as it's difficult to obtain the state probabilities for n ≥ 2 using the Laplace transform method. Also, the distribution of SDTFPP-I can be expressed in terms of stable and inverse stable subordinators (see Eq. 2.12, Garra et al. (2015)). Here we obtain the explicit expressions for state probabilities of SDTFPP-I via ADM.
The following lemma will be used (see Eq. 2.1.16, Kilbas et. al. (2006)).
Lemma 3.1. Let I α t be the RL fractional integral of order α > 0. Then for ρ > −1,
Also, the following holds for RL integral and the Caputo derivative (see Eq. 2.4.44,
In subsequent part of the paper, the set of nonnegative integers is denoted by N 0 .
Theorem 3.1. Consider the following difference-differential equations governing the state probabilities of SDTFPP-I:
with p α 0 (0, 0) = 1 and p αn (n, 0) = 0, n ≥ 1. The solution of (3.1) is given by
where
on both sides of (3.1), we get
3) and apply ADM to get
Thus, p
and similarly
and etc. Let
Therefore, 5) and thus the result holds for n = 0.
3) and applying ADM, we get
Therefore,
and thus the result holds for n = 1.
Therefore, 9) and thus the result holds for n = 2. For n = 3, substituting p
and thus the result holds for n = 3.
3) and assume the result holds for n = m > 3, i.e., p αm k (m, t) = 0, k < m and
, and thus the result holds for n = m + 1. This completes the proof.
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Remark 3.1. Note that (3.2) can also be expressed in the following form
, n ≥ 0.
The Laplace transform of the state probabilities of SDTFPP-I can also be obtained from the above result as follows:
, which coincides with Theorem 2.1 of Garra et al. (2015) . An application of Theorem 3.1 is the following result.
Corollary 3.1. Let X 0 , X 1 , . . . , X n be n + 1 independent random variables such that X j follows the Mittag-Leffler distribution (see Pillai (1990) ) with distribution function F X j (t) = 1 − E α j (−t α j ), where 0 < α j ≤ 1, 0 ≤ j ≤ n and α 0 = 1. Then, the density function of the convolution T = X 0 + X 1 + · · · + X n is given by
Proof. The Laplace transform of the density of Mittag-Leffler random variables X j 's is
Hence, the Laplace transform of the convolution is given bỹ
, s > 0.
The proof follows in view of (1.4) and (3.2).
Corollary 3.2. Let X 1 be the first waiting time of SDTFPP-I. Then the distribution of X 1 is given by:
12) where E α 0 (.) is the Mittag-Leffler function given by (1.5).
The distribution of TFPP can be obtained as a special case of SDTFPP-I.
which is the distribution of TFPP.
Proof. On substituting α n = α for all n ≥ 0 in (3.2), we obtain
where |Θ 
. Hence, the cardinality of the set Θ k n is |Θ
and thus the proof follows.
State dependent time fractional Poisson process-II
In this section, we obtain the state probabilities of SDTFPP-II, a point process constructed by Garra et al. (2015) by considering independent and nonidentically distributed waiting times. 
1) with p β 0 (0, 0) = 1 and p βn (n, 0) = 0, n ≥ 1. The solution of (4.1) is given by
where Ω
Proof. Note that p β −1 (−1, t) = 0 for t ≥ 0. The case n = 0 for SDTFPP-II corresponds to the case n = 0 of SDTFPP-I. Hence, on substituting p
k (1, t) in (4.1) and applying ADM, we get
Therefore, 5) and thus the result holds for n = 1. For n = 2, substituting p
k (2, t) in (4.1) and applying ADM, we get
and thus the result holds for n = 2. For n = 3, substituting p
k (3, t) in (4.1) and applying ADM, we get
Therefore, 9) and thus the result holds for n = 3. Let p βm (m, t) = , n ≥ 0. (4.10)
