We present a computer model for predicting the median dose (ED 50 ) that produces an ophthamoscopically detectable lesion in the retina. It consists of an optical model (beam propagation through the eye), a reflectance model (absorption distribution within the retinal tissues), a thermal model (solving the heat equation) and a damage model (based on the Arrhenius equation). The model was validated with 253 experimental ED 50 s that cover the entire thermal regime in both macular and paramacular regions encompassing wavelengths between 413 nm and 1338 nm, pulse durations between 100 μs and 3000 s and retinal spot sizes ranging from minimum to 2 mm. These ED 50 s are matched with a mean ratio of 0.93 and a standard deviation of 31 %. The largest ratio between model prediction and experimental data was 1.7. The applicability for using the model results for risk analysis for human exposure is discussed.
Introduction
Laser safety exposure limits are on an international level recommended by ICNIRP (International Commission on Non-Ionizing Radiation Protection, see e.g. [1] ). The exposure limits are derived from experimental injury threshold data obtained from laboratory animal models. The most suitable model for human retinal damage is the non-human primate (NHP), especially the macaque family.
Over the past five decades, in-vivo studies have been undertaken for the purpose of determining the dose associated with 50% probability (ED 50 ) of producing an ophthalmoscopic visible lesion, which is commonly considered as threshold injury [2] . However, ethical and economical considerations restrain the available data. Additionally, the wide range of potential exposure conditions imply that in-vivo models solely cannot provide a complete data set for laser-induced retinal damage. We believe that computer modeling can be accurate enough in predicting threshold levels in order to: i) support setting exposure limits by interpolating experimental data and by evaluating complex exposure conditions, ii) give a-priori guidance for planning future experimental studies, iii) improve scientific understanding of laser-tissue interactions and iv) characterize if an exposure scenario for a specific product can lead to retinal injury or not, i.e. for risk analysis independent of MPEs.
Computer models for the prediction of retinal thermal injury are used since the 1970s and, as is our model, are all based on the same method: with the laser energy as source, the heat flow equation is solved, either analytically [3, 4] or numerically [5, 6] , and thermal damage is calculated with the Arrhenius equation [5, 7] . Typically, models were compared to experimental ED 50 s either for a specific parameter range in terms of wavelength and/or pulse duration (e.g. [3, 8] ) or, for the cases of a wider parameter range, the discrepancy to experimental data was for instance of the order of 3 [5] i.e. not sufficient for providing the basis for setting safety limits.
Although our model uses the same basic method as previous models, it is, we believe for the first time, optimized in a systematic way and validated against all applicable experimental thermal injury threshold data that were identified in the literature. The 253 experimental data used for validation encompass most of the parameter range relevant to thermal damage, i.e. retinal spot size between minimum and 2 mm, pulse duration between 100 µs and 3000 s, wavelength between 413 and 1338 nm and pulse repetition rate between 0.0017 Hz and 9.1 Hz.
In the section "Model description", we present the computer model set-up and the parameters. In the section "Model validation", the agreement between model predictions and ED 50 s is demonstrated. In the "Discussion", we highlight the most critical model parameters, the range of applicability and we also describe the changes in the model for the prediction of the injury threshold for the human eye.
Model Description
Our computer model is split into five substructures. Laser beam propagation throughout the eye is modeled in a schematic eye for calculating the retinal spot size in accordance with the characteristics of the laser source. Ocular transmission accounting for wavelength and spot size dependence is based on in-vitro measurements and a scattering function. A reflectance model determines the distribution of light absorption within the retina, which is used as source term in the heat equation solved numerically by means of finite elements. Finally, the transient increase in temperature within the retina is used in a non-linear damage model derived from the Arrhenius equation in order to determine the injury level.
Most of the parameter values presented below result from a series of empirical adaptations (manual fitting) or partial optimization (systematic optimization of subgroups of parameters) for the purpose of finding the best settings in accordance with the investigated data. A trade-off between "physics and parameter adjustment" is thought to be practically unavoidable in order for our model to be applicable over the entire thermal regime given the fact that many properties are known only inaccurately (e.g. parameters of the damage model) or subject to large biological variability (e.g. pigmentation, optical quality). This is even beneficial since the proposed model is optimized for matching exclusively experimental results obtained under specific conditions (i.e. in laboratory).
The figures of merit that were used to systematically optimize the model parameters were the overall standard deviation of ratio R ED50 (model threshold to ED 50 ratio) as well as the significance of linear regression (p-value) against wavelength, pulse duration and retinal spot size. If a correlation of R ED50 with any of these parameters is found, then this indicates that the model can be further improved until ideally no correlation (p→0) is found. The goal of the optimization was to minimize both standard deviation and correlation.
Optics of the eye
We use an optical model accounting for the dependence on wavelength and corneal diameter in order to obtain a more accurate estimation of the retinal spot size than provided by the thin lens equation. A four-surface schematic eye with homogenous media is derived from the Le Grand full theoretical model for the relaxed human eye [9] for the young Rhesus monkey by scaling all elements by a factor 0.8 (for instance, 0.71 has been used in [10] ). This scaling factor gives a nominal focal length of 13.35 mm at 590 nm which is corroborated within ±0.7 mm by several studies [11, 12, 13] . The schematic eye of the Rhesus monkey can be downscaled from the human one [14] . The wavelength-dependent refractive indices are computed in the form of the Herzberger's dispersion formula (for numerical values, see [15] ). All aberrations but longitudinal chromatic aberration are disregarded.
Given the far-field divergence, wavelength of radiation and beam size at the corneal plane of the light source, the retinal image size is calculated by ray-tracing using the ray transfer matrix analysis for Gaussian beams [16, 17] under the assumption of axial symmetry. For the purpose of fitting ED 50 s, the assumption of a minimum spot size turned out to be necessary (as in [18] ). An optimum value of 65 μm is used here, close to the 57/64 μm [19] and 70 μm [7] used in earlier models. At 590 nm, the nominal focal length being 13.35 mm, it corresponds to a minimum source size of 4.87 mrad, which is used for computing the minimum spot size at all wavelengths. Due to chromatic aberration, we obtain for instance 78 μm and 97 μm at 440 nm and 1060 nm respectively (for a beam diameter of 3 mm at the cornea).
Ocular transmission
Light attenuation by the anterior ocular media is based on ex-vivo measurements [20] , where the so-called total transmission T total is used as an upper bound (large irradiance profiles) while the direct transmission is assumed to provide a measure for collimated beams. The ratio between these two measures can be fitted by the function g(λ) where λ is the wavelength of radiation (see Equation. 1). This mathematical approximation allows for modulating the effective ocular transmission T eff as a function of spot size. For this purpose, the function g(λ) is weighted by a spot-size dependent function, intended to represent the amount of light actually focused in the spot, the rest being scattered out. It is chosen arbitrarily as the cumulated fraction of the Heyney-Greenstein phase function (see [21] ), given an anisotropy factor of 0.94 and a scattering center located at the second nodal point (approximated by the function h(ϑ), ϑ being the spot size). This empirical approach is thought to be consistent with the forwardscattering characteristics of the eye where intra-ocular Table. 1. The absorption of total intra-ocular energy is distributed as shown in Figure. 1. 
Retinal temperature distribution
The heat conduction equation is solved numerically by means of finite elements using a commercial package (Comsol 3.5a, Comsol AB, Stockholm, Sweden, 2008) under the assumption of axial symmetry. Thermal properties are homogenous and set equal to those of water, since the water content of the retina exceeds 80% [45] and the volumetric heat capacity of melanosomes is similar to that of water within 10% [4, 46] . Thermal properties are considered temperatureindependent. Consequently, temperature rise is linear with respect to power. Initial temperature is set to 37°C. The energy absorbed within the ocular media is neglected in the thermal model.
Damage evaluation
Thermal damage is based on the concept of accumulation of microscopic sublethal damage [47] which ultimately leads to cell death by apoptosis or necrosis [48] . The additivity of sublethal damage is particularly striking for multiple pulses [49] . The socalled Arrhenius model based on the eponymous equation describes the temperature-dependent rate of reaction and gives a measure of local damage when integrated over time (Equation. 2). The integral value (Ω) of 1 is commonly accepted as a threshold for cellular irreversible transition. The values of A and E used here are comparable in magnitude to those found in the literature (see [50] ). Table. 2.
Model validation

Experimental data
The computer model is intended to simulate the experimentally determined median dose inducing an ophthalmoscopic minimum visible lesion (MVL) assessed within two days in anesthetized Rhesus monkey subjects. Damage mechanisms other than thermal are not discussed. For the sake of consistency, several restrictions apply to the selection of studies to be modeled in the process of validation of the model. Due to patent inconsistencies discussed in Lund et al. [53] , data below 580 nm from Ham et al. [70] are excluded (4 data; exposure characteristics: 1 s, large spot, blue/green wavelengths, 48h). These thresholds show a wavelength-dependent trend typical of photochemical damage, i.e. thresholds are suspiciously low for 1-s exposures. Lund et al. [53] thus produced new data which are significantly higher and consistent with a purely thermal interaction. A second set of data from Lund et al. [57] (8 data; exposure characteristics: 0.1 s, large spots, 515 nm) is also excluded since a more recent study in which these exposures have been repeated [58] and support that the previous ED 50 s were abnormally low. Additionally, two ED 50 s at 1315 nm (300 μs [68] ) are inconsistent with our model (predicted thresholds are 7 to 10 times lower than the ED 50 s). Since data from Lund et al. [77] (1318-1338 nm, 650 μs) can be fitted by our model with a discrepancy of only 13%, we decided not to include the first set of data in our model validation. A possible explanation for the inconsistency of the experimental data is that in the NIR range between 1300 nm and 1400 nm, ocular transmission and retinal absorption are extremely low (less than 11% and 1% of total intraocular energy, respectively). Given inter-subject variability, a relative high variability in thresholds is expected and might explain why the data by Zuclich et al. are unexpectedly high.
Model thresholds against ED50s
Using the proposed model, 253 experimental ED 50 s are simulated following the specifications provided by the authors of the respective study. Each damage threshold obtained with our model is compared with its experimental counterpart in terms of total intraocular energy (R ED50 : model to ED 50 ratio). Overall results are tabulated in Table. 3. According to the Shapiro-Wilk test, the set of data is significantly drawn from a normally distributed population (p < 0.001).
Remarkably, all samples lie within ± 2.3 SD and 65% are within ± 1 SD. A histogram of ratios and the corresponding normal model are shown in Figure. 2.
In Figure. 3, scatter plots depict the dispersion of individual ratios as a function of retinal spot size (nominal published values), pulse duration and wavelength of radiation. It is of importance to notice that dispersion is relatively constant over these variables, overall as well as when retinal sites are considered separately. 
Discussion
The modeling of macular and paramacular exposures, which can be achieved by varying the thickness of the RPE solely and additionally adding macular pigment, is a feature (not implemented in other models) allowing us to cover the thermal regime extensively (72% of our ED 50 set involves paramacular exposures). Although other possibilities have been considered, varying the RPE melanin concentration yields slightly poorer results for short paramacular exposures. The modeling of paramacular exposures is limited by our optical model, in which eccentricity is not accounted for. A refined optical model applied to laser-induced retinal damage has been proposed in [86] . Nevertheless, the optical quality of the human eye does not to vary to a large extent up to 20° eccentricity [87] and threshold damage shows no more than 25% variation in up to 50° in the Rhesus monkey [55] . [52, 71, 91] . This minimum spot size effect is also seen experimentally and discussed in [92] .
Transitions to other damage mechanisms
For exposures shorter than 100 µs, the model predicts higher thresholds than experimental ED 50 s. Nonlinear damage mechanisms such as micro-cavitation prevail for laser pulse durations shorter than 5-50 μs [93] . Between 5 µs and 100 µs, it is still unclear if purely linear thermal mechanisms are suitable for explaining the threshold trend. The modeling of localized absorption in the melanosomes could provide a better approach in this transition domain [4] . The modeling of hot spots (spikes in the beam profile) is also necessary for an accurate modeling of the temperature rise in the microsecond range.
Regarding very long exposures (> 10 s, 33 samples), 6 1h-ED 50 s are obtained for emissions where photochemical damage is observed 24h after exposure, further supporting the observation that lesions observed at 1h are thermal in nature. These results also suggest that it is not essential to take blood perfusion or residual eye movements into account. From a physics standpoint, these two phenomena have an effect on the decrease in temperature for a given retinal exposure level [94] and on the threshold level [95] . We could however fit long exposures well without including these components. Either the components actually have little effect on the threshold or our choice of Arrhenius parameters has a compensation effect for very long exposures where threshold temperature is relatively low (approximately 9 K above body temperature after 1000 s). Noticeably, the first-order Arrhenius model seems to be applicable to thermal injury at temperatures as low as 6 K [96] .
Application to humans
The ultimate aim of the experiments on laboratory animals and the model proposed herein is to set appropriate exposure limits for humans as well as to provide a basis for injury level analysis. Thermallyinduced MVLs obtained in human subjects are systematically and significantly higher than in the Rhesus monkey both in macula and paramacula [Stuck84, Ham89], mostly attributable to a lighter pigmentation of the human retina [98, 99] . Nevertheless, histological investigations show that suprathreshold foveal lesions might be more severe in humans at identical power (100 mW, 488 nm, 50 ms [100]) and we cannot rule out the fact that accidental exposures in awake humans might occur with a retinal spot size smaller than the MSS used in our model, may it be only in the fovea where reduced intra-retinal scattering has to be assumed [Schulmeister06].
For these reasons, to model the injury level of humans, we propose to use a MVL diameter of 20 μm and a MSS of 25 μm (i.e. 1.5 mrad, as set in safety guidelines), instead of 50 μm and 65 μm respectively for the Rhesus monkey (this uncertainty in minimal spot size is also the reason why a reduction factor of 10 or larger is needed for the exposure limits for the minimal image case). This modification systematically lowers model thresholds, being mostly effective for short exposures and collimated beams. Such a model should provide conservative ED50 values even for foveal exposures in highly pigmented individuals with perfect visual acuity. Besides the uncertainty range of 1.7, an additional factor can be used to obtain a level which can be characterized as "negligible risk for injury". It is noteworthy to mention that a factor of 2 relative to the ED 50 corresponds to a probability of damage of 0.4% (ED 0.4 ) if we assume a slope (ED 84 /ED 50 ) of 1.3 in probit analysis, which can be regarded as reasonably conservative.
Conclusion
The computer model proposed in this study has been optimized for the purpose of fitting thermally-induced retinal damage (median dose or ED 50 ) in the Rhesus retina, which is achieved against a set of 253 experimental data with a standard deviation of only 31%. This model is the first to be validated for both macular and paramacular exposures and for the full range of applicable wavelengths, retinal spot sizes and exposure durations -with the exception of pulse durations shorter than 100 μs. The validation shows that lesion thresholds can be predicted with relatively small uncertainty ranges for exposures at which no experimental data is available yet, including multiple irregular pulses, complex beam profiles and scanning. For the application of the model to the human eye, we propose slight modifications regarding retinal spot size and diameter of threshold lesion.
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