Making decisions in reservoir management requires a method for quantifying uncertainty. In reservoir volumetrics, expectation curves for quantifying reservoir properties such as gross rock volume, average porosity, are well accepted. Using Monte Carlo simulation, the uncertainty in average reservoir properties are propagated to uncertainty in hydrocarbons initially in place, and eventually to uncertainty in ultimate recovery. For dynamic reservoir modelling, in which production data are inverted back to reservoir properties through history matching, the use of expectation curves as a means of quantifying uncertainty is a field of current research. In this paper, we present a formal method for quantifying the reduction in uncertainty due to the conditioning of a reservoir model to dynamic production data. The method starts from a parameterisation of the reservoir model and prior guesses on the parameters in terms of probability density functions (pdf's). Through the Bayesian inversion formalism, the posterior pdf given both the prior geological data and the dynamic production data, can be calculated. Comparison of the prior pdf and the posterior pdf shows the reduction in uncertainty due to the production data and thus the added value of the production data. However, our final goal is not to characterise the reservoir parameters, but to quantify the uncertainty in the forecasting. By sampling from the posterior distribution on the model parameters, and forecasting the resulting reservoir models, the uncertainty in e.g. recovery factor can be obtained.
Introduction
Investment decisions require the assessment of the risk that the expectation does not materialise. Risk assessment made in the hydrocarbon E & P industry requires the quantification of uncertainty in alternative outcomes when developing or operating a hydrocarbon asset. The standard approach is Monte Carlo simulation. Through Monte Carlo simulation the uncertainty in reservoir characteristics can be transferred to uncertainty in initial hydrocarbons in place. However, various issues such as parameter dependencies and spatial dependencies have not yet been fully resolved. Recent attempts to improve this are Lia et al, 1997 , Floris & Peersman, 1997 . Subsequently, the uncertainty in reservoir characteristics should be transferred to uncertainty in production forecasting and ultimate recovery. This step requires the use of uncertainty quantification in the dynamic modelling of a reservoir. A number of papers have used reservoir simulation to forecast the production behaviour of prior models, but these papers do not condition the models to dynamic data (van de Leemput et al, 1996 , Ballin et al., 1993 , Lia et al., 1997 . Others condition only to data from well tests (Hird & Kelkar, 1994) .
In Gomez-Hernandez, 1997, and in Ramarao et al, 1995, history matching is applied to a number of stochastic reservoir models. The matched models are forecasted. The range of forecasts is used as a quantification of uncertainty. However, it can be shown for a simple case, that this approach results in an underestimation of uncertainty. Because the initial guess of the history matching is only used as a starting point and because the uncertainty in the history is neglected, the sampling is biased towards the most likely reservoir model, thereby eliminating the influence of more extreme, but possible, scenarios. In Hegstad, 1997 , a number of advanced sampling methods are given which reduce the number of simulation runs compared to Monte Carlo simulation, while still correctly sampling the statistical distributions. The number of runs remains fairly high, however. A totally different approach is taken by Roggero & Guérillot, 1996 . Following history matching, they start from a high and low forecasting scenario around a most likely scenario and invert these back to reservoir characteristics using optimisation. By varying the optimisation constraints, a probability can be associated to the reservoir characteristics and the forecasting variable. The way the forecasting probability density functions are constructed is pragmatic but has no clear statistical basis. In this paper, we describe a method introduced by Oliver & Reynolds 1996 , which strikes a balance between rigorous statistical uncertainty quantification and the use of a limited number of simulation runs. They apply the method to well test data. We shall apply it to full field production data and translate the forecasting curves into an expectation curve for the recovery factor, given an assumed development scenario. Our aim is to investigate the reduction in forecast uncertainty when additional pressure data is used, or when other types of production data (in particular GOR) are included. The method can be expanded to all types of data (such as spatial data), allowing the added value of added information to be quantified in terms of reducing production forecast uncertainty.
Method
Uncertainty quantification requires the generation of a number of reservoir models, which are conditioned to all available data of a hydrocarbon reservoir. The reservoir models are forecasted and the resulting range in production forecast gives a quantification of the uncertainty. A formal way of conditioning reservoir models to all available data is Bayesian inversion (Floris & Bos, 1994) . By sampling parameters from the Bayesian posterior distribution, conditioned reservoir models are generated. In Oliver & Reynolds, 1996 , a method is presented for sampling from the posterior distribution. There are two key features which distinguish it from approaches like those of Gomez-Hernandez or Ramarao. Firstly, the history matching process must include a penalty term for deviating from the starting model. Secondly, the historical production performance data is recognised to contain uncertainty as well. Thus the true history is considered to be an expected value of a random function. Samples must also be taken from this random function. The algorithm involves the following steps 1. Parameterise the reservoir model; 2. Define prior pdf's quantifying the uncertainty on the parameters; 3. Generate N samples from the prior distribution, conditioned to static well data; 4. Generate N samples from the production data; 5. History match parameter sample i to production data sample i for i = 1..N using the Bayesian likelihood as a penalty term and the deviation from the parameter sample i as a penalty term; 6. Forecast each history matched model; 7. Derive an expectation curve from the resulting forecasting data. For Gaussian prior distributions and for linear flow models the sampling method is formally correct. In our case, the flow model is not linear, but Oliver & Reynolds, 1996 , show a case where also for a non-linear flow model the results compare well with the theoretical pdf. Care has to be taken when generating samples from the production data. When the uncertainty on the production is large and the samples from a time series of pressures for a well are chosen independently, the final production data samples may be erratic. Such a production sample may be physically inconsistent and history matching may prove impossible. Therefore, we have included a correlation coefficient, which dictates how much a sample within a time series is correlated to a previous sample. Setting the correlation coefficient equal to 1 gives perfectly correlated sampling, implying a systematic shift up or down. Setting the correlation coefficient equal to 0 gives independent sampling. Choosing the correlation coefficient closer to unity gives more smooth production profiles. In our algorithm the history matching is done in an automated fashion using a Gauss-Newton-like optimisation method called the dog-leg method (Madsen & Hegelund, 1991) . When the gradients of the optimisation function with respect to the parameters is not calculated by the simulator, it may be approximated using finite differences. This, however, costs an extra simulation run for each parameter in each iteration. To circumvent this, the gradient is calculated using an updating technique, which for each iteration requires only one reservoir simulation.
Results
In this section we shall go through the above outlined procedure for a full field model. The top structure map is shown in Figure 1 . The field contains an oil rim and a small gas cap with 6 wells drilled around the GOC. The size of a grid block is 180 x 180 m. For the 19x28 grid this gives a total field size of 3.5 by 5 km. The model has 5 layers. Although the top structure has been taken from a real field, the rock properties have been replaced. Homogeneous layers have been assumed with porosities of 30, 27, 24, 21 and 18 %, net-gross of 100, 60, 90, 85 and 80 % and horizontal permeabilities of 1000, 900, 800, 700 and 600 mD. The vertical permeability anisotropy equals 0.02 in layer 2 and 0.2 in all other layers. The production data has been generated synthetically using a commercial reservoir simulator. The production period includes a one year period of well testing, 3 years of shut-in and then 12.5 years of field production. During the 5th year, one well starts to produce free gas. During the 8th year another well starts to produce small amounts of water.
As history matching parameters for the model, permeability multipliers for layer 3, 4 and 5 have been chosen. The parameters are lognormally distributed where the underlying Gaussian distribution has expectation 0 and standard deviation 1. The lognormal distribution ensures that multipliers are always positive. As production data the pressures are used at rate changes during the well test, at the end of the 3 year shut-in and just before and at the end of yearly shut-in periods during the field production period. The time series for well pressures are sampled with a correlation coefficient of 1 in order to avoid problems with non-physical production samples. When the history period is long enough, the GOR or water cut data may be included in the history data. The goal of the exercise is to forecast the recovery factor after 16.5 years. The expectation curves were derived using 50 samples (N = 50). Thus, 50 automated history matches were performed. Each history match required on average 25 runs, adding up to 1250 simulation runs in total. The runtime for a single reservoir simulation run of 8 years of history is approximately 1.5 minutes for our model, resulting in a total execution time of 31 hours. In Figure 2 the expectation curves for the recovery factor are given. The solid line corresponds to the expectation curve where no production data has been used. In this case, steps 4 and 5 of the algorithm are omitted and all the prior models sampled in step 3 are directly forecasted. For the other curves, increasing periods of production history have been included. As expected, the uncertainty decreases as more years of history is included. In particular, the uncertainty of a low recovery factor is reduced. The prior model allows for a recovery factor of as low as 0.085, but even with 1 year production, the lowest recovery factor becomes 0.19. When additional history data is used, the uncertainty in the upside potential is reduced. Figure 3 shows the expectation curves when also GOR is included in the history matching. Note that using 5 years pressure data and GOR data results in less uncertainty than 8 years of pressure data alone. Using 8 years of pressure plus the GOR data little uncertainty remains, i.e. a total range of 0.20 to 0.24 for the recovery factor.
Conclusions
• We have presented a method for generating expectation curves for recovery factor based on full field history matching.
• The method has been applied to a synthetic test case. The results show a significant reduction in uncertainty of the recovery factor when more production history is available.
• In particular, the uncertainty of low recovery factors is reduced, resulting in a reduced risk of economic failure.
• Additional conditioning to GOR data further reduced the uncertainty of the recovery factor.
Using 5 years of pressure history plus GOR resulted in less uncertainty than 8 years of pressure history alone.
Further work
With the current algorithm for uncertainty quantification available our aim is to • apply it to more complex heterogeneous synthetic models.
• study various parameterisations and their effect on the production forecast uncertainty.
• eventually test the method on a real field case. Figure 1 . The top structure map of the synthetic test case showing 6 wells. The structure has a dome shape, bounded on the east and south-east by a fault, and to the north, west and southwest by a water aquifer. Darker colours in the centre indicate gas, darker colours on the edges indicate water. 
