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Locality and causality in perturbative AQFT
Kasia Rejzner1
Department of Mathematics, University of Yorka)
(Dated: 13 November 2019)
In this paper we discuss how seemingly different notions of locality and causality in quantum field
theory can be unified using a non-abelian generalization of the Hammerstein property (originally
introduced as a weaker version of linearity). We also prove a generalization of the main theorem
of renormalization, in which we do not require field independence.
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I. INTRODUCTION
In this article we show how the different mean-
ings of the term “locality” appearing in quantum
field theory (QFT) can be described using appro-
priate versions of the Hammerstein property (term
used in2 to describe a weaker notion of linear-
ity), when applied to groups and vectors spaces
equipped with binary relations of a certain kind.
This is based on ideas proposed in4,9,10. The key
new result of the paper is theorem IV.8, which is
a generalization of the main theorem of renormal-
ization proven in4, where we drop some of the ax-
ioms and state the theorem in a more general con-
text, without reference to functionals on the space
of fields.
a)Electronic mail: kasia.rejzner@york.ac.uk
It was argued in4 that the notion of locality for
smooth functionals on the space of field configura-
tions is captured by the following property (Ham-
merstein property):
F(ϕ1+ϕ2+ϕ3)=F(ϕ1+ϕ2)+F(ϕ2+ϕ3)−F(ϕ2) ,
(1)
if supp(ϕ1) ∩ supp(ϕ3) = ∅, where ϕ1,ϕ2,ϕ3 ∈
C∞(M,R), F ∈ C∞(C∞(M,R),C), and M is a
Lorentzian manifold (here we typically assume M
to be globally hyperbolic) In4 this property was
termed Additivity, as it can be seen as generaliza-
tion of linearity. Indeed, it is clearly satisfied for F
linear.
For F with F(0) = 0, property (1) implies that
F(ϕ1+ϕ3) = F(ϕ1)+F(ϕ3) , (2)
if supp(ϕ1) ∩ supp(ϕ3) = ∅. This condition is
called disjoint additivity (in3 referred to as partial
additivity). It has been shown in3 (by a counter
example) that this condition is strictly weaker than
(1). However, for polynomial unit-preserving (i.e.
F(0) = 0) functionals (1) and (2) are equivalent, as
shown in4.
In3 it was shown, following the sketch of the
proof given in an earlier version of6, that (1) to-
gether with an additional regularity condition that
we will recall in section VA is equivalent to saying
that F can be written as an integral of some smooth
function on the jet space (this is locality for func-
tionals). In the final version of6, this condition was
slightly weakened.
In a seemingly different context, the term local-
ity is used in AQFT to express the fact that local
algebras A(O1) and A(O2), assigned to bounded
regions O1,O2 ⊂ M of Minkowski spacetime M,
commute:
[A(O1),A(O2)] = {0} ,
if O1 is spacelike to O2. This property is also called
Einstein causality. We will show here that these
two notions of locality can be brought together in
perturbative AQFT (pAQFT), when applied to for-
mal S-matrices.
We claim that the physical notion of locality is
well captured by what we refer to as the generalized
Hammerstein property.
2II. LOCALITY AND CAUSALITY STRUCTURES
In9 the authors introduce an abstract notion of lo-
cality captured by the definition of the locality set:
Definition II.1. (a) A locality set is a pair (X ,
⊥
)
where X is a set and
⊥
is a symmetric binary
relation on X . For x1,x2 ∈ X , denote x1
⊥
x2 if
(x1,x2) ∈
⊥
.
(b) For any subsetU ⊂ X , let
U
⊥
:= {x ∈ X |x
⊥
y for all y ∈U}
denote the polar subset ofU .
(c) For integers k ≥ 2, denote
X
⊥
k ≡ X× ⊥· · ·× ⊥X
:= {(x1, . . .xk) ∈ X
k| xi
⊥
x j , 1≤ i 6= j ≤ k} .
(d) We call two subsets A and B of a locality set
(X ,
⊥
), independent, if A×B⊂
⊥
.
An example of such relation is disjointness of
sets. In particular, the primary example we are in-
terested in is the power set P(M), of a manifold M
equipped with the disjointness of sets relation
⊥
.
If M is an oriented, time-oriented Lorentzian
spacetime (M is equipped with a smooth Lorentzian
metric g, a nondegenerate volume form and a
smooth vector field u on M such that for every
p ∈ M, g(u,u) > 0) the notion of disjointness of
sets can be refined with the use of the causal struc-
ture. A curve γ : R ⊃ I →M with a tangent vector
γ˙ is:
• spacelike if g(γ˙, γ˙)< 0,
• timelike if g(γ˙, γ˙)> 0,
• lightlike if g(γ˙, γ˙) = 0,
• causal if g(γ˙, γ˙)≥ 0.
A causal/lightlike/timelike curve γ is called future-
pointing if g(u, γ˙)> 0, where u is the time orienta-
tion.
Definition II.2. Let x∈M, whereM is a Lorentzian
oriented, time-oriented spacetime. Let J±(x), the
future/past of x, be the set of all points y ∈M such
that there exists a future/past pointing causal curve
from x to y.
Definition II.3. Let O1,O2 ⊂ M, where M is a
Lorentzian manifold. One says that O1 “is not later
than” O2, i.e. O1 O2 if and only if O1∩J
+(O2) =
∅.
This relation is crucial for formulation of the
causal factorization property of formal S-matrices
(we will come to this in Section IV). Clearly, this is
not a symmetric relation, but it can be symmetrized
to obtain:
Observation II.4. Symmetrization of is the rela-
tion of being spacelike,×, i.e.
O1×O2 ⇔ O1  O2∧O2  O1 .
There are two features of ≃ that we want to sin-
gle out as important: each subset O ⊂ M has non-
zero intersection with both the past and the future
of itself, so O∼ O. There exist subsets for which
the relation is non symmetric, i.e. O1  O2, but
O2  O1 (existence of “preferred direction”).
Motivated by the above example we define:
Definition II.5. (a) A causality set is (X ,⊣),
where X is a set and ⊣ a relation such that for
all x ∈ X x∼⊣ x (the negation of ⊣ is reflexive)
and ⊣ is not symmetric (i.e. there exist x,y ∈ X
such that x ⊣ y and y∼⊣ x).
(b) For any subsetU ⊂ X , let
⊣U := {x ∈ X |x ⊣ y, for all y ∈U} ,
U⊣ := {x ∈ X |y ⊣ x, for all y ∈U} .
Observation II.6. Given a causality set (X ,⊣) we
obtain a locality set by symmetrizing ⊣.
In9, the authors introduce the notion of a locality
group, which is a set (G,
⊥
) together with a prod-
uct law mG defined on
⊥
, for which the product is
compatible with the locality relation on G and the
other group properties (associativity, existence of
the unit, inverse) hold in a restricted sense, again
compatible with
⊥
. This structure is an analogue
of a partial algebra20. In fact, a partial algebra of
functionals equipped with the time-ordered product
discussed in20 is a locality algebra in the sense of9.
We will discuss this in more detail in section VB3.
However, in our context, we will need to equip a
locality set (G,
⊥
) with a full group structure (with-
out restricting to
⊥
), compatible with
⊥
. To make a
distinction to9 we will call this a group with local-
ity.
Definition II.7. A group with locality
(G,
⊥
,mG,1G) is a group (G,mG,1G) and a
locality set (G,
⊥
), for which the product law mG is
compatible with
⊥
, i.e.
for allU ⊆ G, mG((U
⊥
×U
⊥
)∩
⊥
)⊂U
⊥
(3)
and such that {1G}
⊥
= G.
Similarly one can also define vector spaces with
locality. The obvious analog of definition II.7 coin-
cides in fact with what9 call locality vector spaces.
3Definition II.8. A vector space with locality (lo-
cality vector space) is a vector space V equipped
with a locality relation
⊥
which is compatible with
the linear structure on V in the sense that, for any
subset X of V , X
⊥
is a linear subspace of V .
LetM be a Lorentzian manifold. The set E(M)
.
=
C∞(M,R) together with the disjointness of supports
relation
⊥
and with addition ( f ,g) 7→ f + g forms
a group with locality (E(M),
⊥
,+,0). Moreover,
equipped with multiplication by scalars in R, it is a
locality vector space.
One can formulate the notion of disjoint additiv-
ity in terms of morphisms of groups with locality.
We recall after9:
Definition II.9. A locality map from a locality set
(X ,
⊥
X ) to a locality set (Y,
⊥
Y ) is a map φ : X →Y
such that (φ ×φ)(
⊥
X )⊆
⊥
Y .
With a slight modification of the definition of lo-
cality morphisms from9, we introduce
Definition II.10. Let (X ,
⊥
X , ·X ,1X ) and
(Y,
⊥
Y , ·Y ,1Y ) be groups with locality. A map
φ : X −→ Y is called a morphism of groups with
locality, if it
1. is a locality map;
2. is locality multiplicative: for (a,b) ∈
⊥
X we
have φ(a ·X b) = φ(a) ·Y φ(b),
3. preserves the unit φ(1X ) = 1Y .
Definition II.11. Let (X ,
⊥
X ,+X ,0X , ·X ,K) and
(Y,
⊥
Y ,+Y ,0Y , ·Y ,K) be vector spaces with local-
ity over a field K. A map φ : X −→ Y is called
a morphism of vector spaces with locality, if it
is a morphism of groups with locality between
(X ,
⊥
X ,+X ,0X ) and (Y,
⊥
Y ,+Y ,0Y ).
We equip R with the trivial locality relation
⊥
R = R × R and the locality group structure
(R,
⊥
R,+,0).
Observation II.12. A functional F : E(M)→ R is
disjoint additive (2) and satisfies F(0) = 0, if and
only if F is a morphism with locality between the
groups (E(M),
⊥
,+,0) and (R,
⊥
R,+,0).
Similar to a group with locality, we can also de-
fine a group with causality. This notion will be cru-
cial in section IV.
Definition II.13. A group with causality (G,⊣
,mG,1G) is a group (G,mG,1G) and a causality set
(G,⊣), for which the product law mG is compatible
with ⊣, i.e.
• if x1 ⊣ y and x2 ⊣ y, then mG(x1,x2) ⊣ y.
• if y ⊣ x1 and y ⊣ x2, then y ⊣ mG(x1,x2).
• {1G}
⊣ = G and ⊣{1G}= G.
Definition II.14. Let (X ,⊣X , ·X ,1X ) and
(Y,⊣Y , ·Y ,1Y ) be groups with causality. A
map φ : X −→ Y is called a morphism of groups
with causality, if it
1. is a causality map (i.e. if a ⊣X b then φ(a) ⊣Y
φ(b));
2. is causality multiplicative: for b ⊣X a we
have φ(a ·X b) = φ(a) ·Y φ(b),
3. preserves the unit φ(1X ) = 1Y .
Remark II.15. The order of factors in the definition
of being causality multiplicative is chosen to agree
with the convention used in pAQFT.
Definition II.16. A vector space with causality is a
vector spaceV equipped with a causality relation
⊥
which is compatible with the linear structure on V .
A morphism is called a morphism of vector spaces
with causality if it is a group with causality mor-
phism for underlying additive groups.
A notion stronger than being locality or causal-
ity multiplicative is provided by the Hammerstein
property. Here we state it for groups, but one
can also introduce it in other contexts, e.g. vector
spaces. First we need one more definition.
Definition II.17. Let (X , ·X ,1X ), (Y, ·Y ,1Y ) be
groups and let φ : X → Y . Given a ∈ X , one de-
fines the map φa : X → Y by
φa(b)
.
= φ(a)−1 ·Y φ(a ·X b) ,
where b ∈ X .
Remark II.18. For non-abelian groups one can con-
sider variants of this definition, where the order of
terms is interchanged. Our choice of convention is
motivated by the one used in QFT for the definition
of the relative S-matrix (see4 and a brief discussion
at the end of Section VB3)
Definition II.19 (Generalized Hammerstein prop-
erty). Consider a group (X , ·X ,1X ) with causal-
ity/locality specified by the relation ⊣X /
⊥
X , re-
spectively. Let (Y, ·Y ,1Y ) be another group. A
map φ : X −→Y satisfies the generalized Hammer-
stein property, if φa : X −→ Y (as given in Defini-
tion II.17) is causality/locality multiplicative for all
a ∈ X .
Remark II.20. For commutative (X ,+,0,
⊥
X ), the
generalized Hammerstein property implies in par-
ticular that for b
⊥
Xc we have the commutativity of
the images:
φa(b+ c) = φa(b) ·Y φa(c) = φa(c) ·Y φa(b)
for all a ∈ X .
4Remark II.21. For commutative (X ,+,0,⊣X ), Def-
inition II.19 is equivalent to the condition that for
c ⊣X b we have
φ(a+b+ c) = φ(a+b) ·Y φ(a)
−1 ·Y φ(a+ c) ,
which will be crucial in the definition of local S-
matrices in section IV.
We believe that the Hammerstein property in
some sense singles out structures that we intuitively
describe as local. In this note we show that it fea-
tures in the definition of:
• Local functionals,
• Local Haag-Kastler nets,
• Local S-matrices,
• Local renormalization maps.
III. HAAG-KASTLER AXIOMS
In the Haag-Kastler axiomatic approach to quan-
tum field theory16, one describes a model by as-
signing algebras A(O) (originally, C∗ or von Neu-
mann algebras) to bounded regionsO in Minkowski
spacetime M. More generally, in locally covari-
ant QFT7,18,19, one can work with causally convex
relatively compact subsets of a globally hyperbolic
spacetime M.
This assignment of algebras to regions (the net
of algebras) has to fulfill several physical require-
ments, among them:
HK1 Isotony: if O1 ⊂ O2, then A(O1)⊂ A(O2).
HK2 Locality (Einstein causality): if O1×O2,
then [A(O1),A(O2)]A(O) = {0}, where O is
any causally convex relatively compact re-
gion containing both O1 and O2.
HK3 Time-slice axiom: if N ⊂ O is a neighbor-
hood of a Cauchy surface of O, then A(N) =
A(O).
In perturbative AQFT (see e.g.4,5,12,24), algebras
A(O) are considered formal power series with coef-
ficients in toplogical star algebras. In this approach,
one can construct the local algebras A(O) using the
concept of formal S-matrices.
IV. FORMAL S-MATRICES
Following8,15, we review the construction of the
net of algebras satisfying HK1-HK3, using formal
S-matrices.
Definition IV.1 (Generalized local S-matrix). Let
(G,⊣,+,0) be a group with causality and A a uni-
tal topological *-algebra, with U(A) ⊂ A denoting
its group of unitary elements. A map S :G→U(A)
is a generalized local S-matrix on (G,⊣,+,0) (or
labeled by the elements of G) if it fulfills the fol-
lowing axioms:
S1 Identity preserving: S(0) = 1.
S2 Locality: S satisfies the Hammerstein property
with non-commutative target (Def. II.19), i.e.
f1 ⊣ f2 implies that
S( f1+ f + f2) = S( f2+ f )S( f )
−1S( f + f1) ,
where f1, f , f2 ∈ G.
Let SG denote the space of all generalized local S-
matrices for the given group G with causality.
There are some further physically motivated ax-
ioms that one can impose, related to the dynamics.
We will discuss this in Section VB, following the
approach of8.
Remark IV.2. Given a group with causality (G,⊣
,+,0) it is easy to obtain a generalized local S-
matrix by settingA to beAG, the group algebra over
C of the free group generated by elements S( f )
(these are now formal generators), f ∈ G, modulo
relations S2 and S1 (see e.g.8).
Note that Definition IV.1 implies in particular
that S is unit preserving and causality multiplica-
tive, since for f2 ⊣ f1 we have
S( f1+ f2) = S( f1)S( f2) .
By symmetrizing ⊣, we obtain from (G,⊣,+,0) a
group (G,
⊥
,+,0) with locality relation
⊥
defined
by: f1
⊥
f2 if both f1 ⊣ f2 and f2 ⊣ f1. It follows
that a generalized local S-matrix S : (G,
⊥
,+,0)→
U(A) is locality multiplicative, i.e. if f1
⊥
f2 then
S( f1+ f2) = S( f1)S( f2) = S( f2)S( f1) ,
hence
[S( f1),S( f2)] = 0 .
Consider (D(M),,+,0), the space of test func-
tions D(M)
.
= C∞c (M,R) with the additive group
structure and the causality relation  of being not
in the future of. Clearly, if S is a formal S-matrix on
(D(M),,+,0) and we define A(O) as the algebra
generated by S( f ), where supp( f )⊂O, then the net
O 7→ A(O) satisfies HK2.
This is how one can connect the abstract notion
of locality expressed in terms of the Hammerstein
property to the locality property HK2 in terms of
Haag-Kastler axioms.
5A. Renormalization group
1. Abstract definition
Definition IV.3 (Renormalization group). Let
(G,⊣,+,0) be a group with causality. The renor-
malization group RG for G is the group of maps
Z : G→ G, which are:
Z1 Identity preserving: Z(0) = 0.
Z2 Causality preserving: Z f (as in Def. II.17) sat-
isfies the following:
f1 ⊣ f2 implies Z f ( f1) ⊣ f2 and f1 ⊣ Z f ( f2) .
Z3 Local: Z satisfies the Hammerstein property
(Def. II.19), i.e. f1 ⊣ f2 implies that
Z( f1+ f + f2) = Z( f1+ f )−Z( f )+Z( f2+ f ) ,
where f1, f2, f ∈ G.
Remark IV.4. Note that Z2 implies that Z is a
causality map.
Clearly, if Z∈RG, and S∈SG, then S◦Z is also
an S-matrix, hence:
Proposition IV.5. SG is an RG-module.
Proof. The only non-trivial check is the Local-
ity S2. For f2 ⊣ f1 we have
S˜( f1+ f + f2) = S◦Z( f1+ f + f2)
= S(Z f ( f1)+Z f ( f2)+Z( f ))
= S(Z f ( f1)+Z( f ))S(Z( f ))
−1S(Z f ( f2)+Z( f ))
= S˜( f1+ f )S˜( f )
−1S˜( f2+ f ) .
where in the second step we used Z3 while in the
third step we used Z2 together with S2.
One can now ask the question whether for given
S, S˜∈SG, there exists a Z∈RG such that S˜= S◦Z
(main theorem of renormalization). This is more
tricky to show and has been proven only under
some additional assumptions, e.g. in the perturba-
tive setting of4. It would be interesting to investi-
gate this problem for a finite dimensional Lie group
G with additional requirement that elements of SG
and RG are analytic maps. In the next section we
present a new variant of the perturbative setting of
of4, where we do not require that G is a set of func-
tionals on the space of fields. We then proceed to
prove the main theorem of renormalization in this
more general setting.
2. Perturbative renormalization group
We start with an algebra A[[λ ]] (where λ is in-
terpreted as the coupling constant) with a causality
relation ⊣, such that the underlying vector space of
A equipped with ⊣ is a vector space with causality.
Given the relation ⊣ on A, we extend it to A[[λ ]] by
setting
∞
∑
n=0
λ n fn ⊣
∞
∑
n=0
λ ngn , iff fn ⊣ gm ∀n,m ∈ N0.
Let V be a subspace of A with the property:
L1 ∀g ∈ V, given f1, f2 ∈ A such that f1 ⊣ f2 and
N ∈ N, N > 3, there exist g1, . . . ,gN ∈ V (these
do not need to be distinct) such that g=∑Ni=1 gi,
the decomposition preserves ⊣ (i.e. if g⊣ f then
gi ⊣ f , for all i and if h ⊣ g then h ⊣ gi for all i)
and the following hold:
gi ⊣ f2 for i= 1, . . . ,N−1 , (4)
f1 ⊣ gi for i= 2, . . . ,N (5)
gi ⊣ g j for 2≤ i+1< j ≤ N . (6)
Remark IV.6. To see that elements fulfilling L1 in-
deed form a subgroup, note that if g,h ∈ V, then we
can decompose g= ∑Ni=1 gi and decompose h using
all the relations (4)-(6) for gi’s. By combining the
terms appropriately, we obtain a decomposition of
g+h satisfying (4)-(6). Observe that ({0},+,0,⊣)
has L1, so V always exists.
Remark IV.7. Note that L1 implies that ∀g ∈ V,
given f1, f2 ∈A such that f1 ⊣ f2 and N ∈N, N > 3,
there exist g1, . . . ,gN ∈ A such that g= ∑
N
i=1 gi and
for all subsets I ( {1, . . . ,N}, there exist I1, I2 ⊂
{1, . . . ,N} such that I = I1∪˙I2 and all f1,{gi, i∈ I1}
are ⊣ with respect to all f2,{gi, i∈ I2}. This is anal-
ogous to a property proven in4 (Lemma 3.2) for lo-
cal functionals and we will use it in the proof of
Lemma IV.9 later on.
In definition IV.3, we replace the group with the
vector space λV[[λ ]]. We write the generalized lo-
cal S-matrices S : λV[[λ ]]→ A[[λ ]] as
S(λ f ) = 1+
∞
∑
n=1
λ n
n!
Tn( f
⊗n) ,
where f ∈ V and call the multilinear maps Tn :
V⊗n → A, the n-fold time-ordered products (they
extend to maps on λV[[λ ]] in the obvious way).
We require in addition to the previous axioms for
local S-matrices that
S3 T1 = id.
S4 Causality preserving: S satisfies the following:
f1 ⊣ f2 implies S( f1) ⊣ f2 and f1 ⊣ S( f2) .
6From renormalization group elements, we require
in addition that:
Z4 Z= id+O(λ ).
They are then given in terms of formal power series,
so that
Z(λ f ) = f +
∞
∑
n=2
λ n
n!
Zn( f
⊗n) ,
where f ∈ V.
The following theorem generalizes the main the-
orem of renormalization that has been proven in4 in
the context of QFT:
Theorem IV.8. Let A[[λ ]] and λV[[λ ]] be as speci-
fied above. Given two generalized S-matrices S, S˜∈
S (in the sense of definition IV.1 for vector spaces
instead of groups, with additional properties S3
and S4), there exists an element of the renormal-
ization group Z ∈R (satisfying properties Z1-Z4),
such that
S˜= S◦Z .
Also the converse holds.
The following lemmas will be useful in the proof
of the theorem:
Lemma IV.9. Let A[[λ ]] and λV[[λ ]] be as speci-
fied above. If a map Z : λV[[λ ]]→ A[[λ ]] satisfies
Z2 and Z3 for f = 0, it satisfies Z2 and Z3 for gen-
eral f ∈ λV[[λ ]].
Proof. We use the property L1 and the fact that
Z( f + µg) is determined (in the sense of formal
power series) by the derivatives at µ = 0. Following
the argument used in Appendix B of4, we prove that
the n-th derivative with respect to µ of both sides of
Z( f1+µg+ f2)=Z( f1+µg)−Z(µg)+Z(µg+ f2)
vanishes for all n> 1. Take N > n. It follows from
L1 that g can be written as
g=
N
∑
i=1
gi
such that for all subsets I ( {1, . . . ,N}, there ex-
ist I1, I2 ⊂ {1, . . . ,N} such that I = I1∪˙I2 and all
f1,{gi, i ∈ I1} are ⊣ with respect to all f2,{gi, i ∈
I2}. Let α = (α1, . . . ,αN) with |α| ≤ n and µ =
(µ1, . . . ,µN). Consider
∂ αµ
(
Z( f1+g(µ)+ f2)−Z( f1+g(µ))
+Z(g(µ))−Z(g(µ)+ f2)
)∣∣
µ=0
, (7)
where g(µ) = ∑Ni=1 µigi. Let I = {i ∈
{1, . . . ,N}|αi 6= 0}. Note that I ( {1, . . . ,N},
so we can choose a decomposition I = I1∪˙I2 as
described above. Let gI1(µ)
.
= ∑i∈I1 µigi and
gI2(µ)
.
= ∑i∈I2 µigi. The derivative in (7) can be
now written as
∂ αµ
(
Z( f1+gI1(µ)+gI2(µ)+ f2)
−Z( f1+gI1(µ)+gI2(µ))+Z(g(µ))
−Z(gI1(µ)+gI2(µ)+ f2)
)∣∣
µ=0
= ∂ αµ
(
Z( f1+gI1(µ))+Z(gI2(µ)+ f2)
−Z( f1+gI1(µ))−Z(gI2(µ))+Z(gI1(µ))
+Z(gI2(µ))−Z(gI1(µ))−Z(gI2(µ)+ f2)
)∣∣
µ=0
= 0 .
where in the last step we used Z3 for f = 0.
We follow a similar strategy to prove Z2. With
the notation as above, we want to show that for f1 ⊣
f2 and for all n, |α| ≤ n, we have
∂ αµ (Z( f1+g(µ))−Z(g(µ)) ⊣ f2 ,
f1 ⊣ ∂
α
µ (Z( f2+g(µ))−Z(g(µ)) .
As before, we can replace g(µ) with gI1(µ) +
gI2(µ) and use Z3 for f = 0 to write the above con-
dition as
∂ αµ (Z( f1+gI1(µ))−Z(gI1(µ)) ⊣ f2 ,
f1 ⊣ ∂
α
µ (Z( f2+gI2)−Z(gI2)) ,
and we see that it is indeed satisfied due to Z2 for
f = 0.
Lemma IV.10. Let A[[λ ]] and λV[[λ ]] be as spec-
ified above. If a map Z : λV[[λ ]]→ A[[λ ]] satisfies
Z2 andZ3, then Z( f )∈ λV[[λ ]] for all f ∈ λV[[λ ]].
Proof. We have to show that, given f1 ⊣ f2, Z(g)
can be decomposed as Z(g) = ∑Ni=1 zi for any N >
3, so that the properties stated in L1 are satisfied.
We do it by construction. Take a decomposition
g = ∑Ni=1 gi that satisfies the properties required by
L1. Using Z3 we can decompose
Z(
N
∑
i=1
gi) =
N
∑
i=1
zi ,
where zi = Zgi+1(gi) for i = 1, . . . ,N− 1 and zN =
Z(gN). It follows now from Z2 that this decom-
position satisfies the requirements (4)-(6). More-
over, each of the terms zi can be further decom-
posed, since each gi can be decomposed in a way
compatible with ⊣.
Proof. (of the theorem) We follow directly the in-
ductive proof of4. Given S˜ and S, we want to con-
struct Z as a formal power series:
Z( f ) = f +
∞
∑
n=2
λ n
n!
Zn( f
⊗n) ,
7Assume that we have constructed Z as a formal
power series up to order N, i.e. that we have a fam-
ily of maps
Zk : V
⊗k → V , k ≤ N
such that
S˜( f ) = S◦ZN( f )+O(λN+1) ,
where
ZN( f ) = f +
N
∑
k=2
λ k
k!
Zk( f
⊗k)
and ZN ∈ R. Clearly, S˜N
.
= S ◦ZN ∈ S . We can
now define
ZN+1
.
= T˜N+1− T˜
N
N+1 , (8)
where T˜N+1 and T˜
N
N+1 are coefficients in expansion
of S˜ and S˜N respectively. We need to check that
ZN+1 defined by
ZN+1( f ) = ZN( f )+
λN+1
(N+1)!
ZN+1( f
⊗N+1)
is an element of R. The only non-trivial properties
to check are Z2 and Z3. First we show that S2 and
S4 imply that Z2 and Z3 hold for f = 0. Note that
S˜(λ ( f1+ f2))
= 1+
∞
∑
n=1
n
∑
k=0
λ n
k!(n− k)!
T˜n( f
⊗k
1 ⊗ f
⊗n−k
2 ) ,
and from S4 follows that if supp f1 ⊣ supp f2, then
n
∑
k=0
1
k!(n− k)!
T˜n( f
⊗k
1 ⊗ f
⊗n−k
2 )
= T˜n( f
⊗n
1 )+ T˜n( f
⊗n
2 )
for all n ∈ N, so
n−1
∑
k=1
1
k!(n− k)!
T˜n( f
⊗k
1 ⊗ f
⊗n−k
2 ) = 0 . (9)
Similarly
n−1
∑
k=1
1
k!(n− k)!
T˜Nn ( f
⊗k
1 ⊗ f
⊗n−k
2 ) = 0 . (10)
Assuming that ZN satisfies Z3with f = 0, for ZN+1
to satisfy Z3 with f = 0, we need to prove that
ZN+1(( f1+ f2)
⊗N+1)
= ZN+1( f
⊗N+1
1 )+ZN+1( f
⊗N+1
2 ) ,
i.e.
N
∑
k=1
1
k!(N+1− k)!
ZN+1( f
⊗k
1 ⊗ f
⊗N+1−k
2 ) = 0
This is satisfied, because of (8) together with (9)
and (10).
Nowwe proveZ3 for f = 0. Assume that f1 ⊣ f2.
We need to show that
ZN+1( f1) ⊣ f2 , f1 ⊣ Z
N+1( f2) .
From the definition of ⊣ on formal power series
and the inductive step assumption, we know that
Zn( f
⊗n
1 ) ⊣ f2 and f1 ⊣ Zn( f
⊗n
2 ) for all 1 ≤ n ≤ N.
Using (8), all we need to show is that
ZN+1( f
⊗N+1
1 ) ⊣ f2 , f1 ⊣ ZN+1( f
⊗N+1
2 ) , (11)
We use the fact that S˜ and S˜N are both causality
preserving (S4) so
T˜N+1( f
⊗N+1
1 ) ⊣ f2 , f1 ⊣ T˜N+1( f
⊗N+1
2 ) ,
T˜NN+1( f
⊗N+1
1 ) ⊣ f2 , f1 ⊣ T˜
N
N+1( f
⊗N+1
2 ) ,
and since ⊣ is compatible with addition, the equa-
tion (11) follows.
We have thus proven that ZN+1 satisfies Z2 and
Z3 for f = 0, so from Lemma IV.9 follows that Z2
and Z3 hold also for general f ∈ λV[[λ ]].
Finally, we invoke Lemma IV.10 to conclude that
ZN+1 preserves λV[[λ ]], so is an element of the
renormalization group.
V. LOCAL FUNCTIONALS AND
RENORMALIZATION
A. Smooth local functionals
As stated in the introduction, local functionals
can be characterized by requiring a regularity con-
dition together with the Hammerstein property. For
concreteness, we fix a globally hyperbolic space-
time M and we will focus on the example of the
real scalar field, i.e. we start with the classical field
configuration space E ≡ C∞(M,R). For future ref-
erence, denoteD≡ C∞c (M,R), the space of smooth
functions onMwith compact support. Classical ob-
servables are smooth functionals of E, i.e. elements
of C∞(E,R) (We want the observables to be real-
valued, since in the quantum theory the involution
is defined as the complex conjugation and we want
the observables to be “self-adjoint” in the sense that
F∗ = F). Smoothness is understood in the sense of
Bastiani1,17,21,22:
Definition V.1. Let X and Y be topological vector
spaces, U ⊆ X an open set and F :U → Y a map.
8The derivative of f at x∈U in the direction of h∈X
is defined as
〈
F(1)(x),h
〉
.
= lim
t→0
1
t
(F(x+ th)−F(x)) (12)
whenever the limit exists. The function f is called
differentiable at x if
〈
F(1)(x),h
〉
exists for all h ∈
X. It is called continuously differentiable if it is dif-
ferentiable at all points of U and F(1) : U ×X→
Y,(x,h) 7→ F(1)(x)(h) is a continuous map. It is
called a C1-map if it is continuous and continuously
differentiable. Higher derivatives are defined by
〈
F(k)(x),v1⊗·· ·⊗ vk
〉
.
=
∂ k
∂ t1 . . .∂ tk
F(x+ t1v1+ · · ·+ tkvk)
∣∣∣∣
t1=···=tk=0
,
and f is Ck if f (k) is jointly continuous as a map
U ×Xk → Y. We say that f is smooth if it is Ck for
all k ∈ N.
The following definition of locality has been pro-
posed in4 and refined in3.
Definition V.2. Let U ⊂ E. A Bastiani smooth
functional F :U → R is local if:
LF1 F satisfies the (generalized) Hammerstein
property (definition II.19) as a map F :
(E,
⊥
,+,0)→ (C,+,0), where
⊥
is the dis-
jointness of supports.
LF2 For every ϕ ∈U , the differential F(1)(ϕ) of F
at ϕ has an empty wave front set and the map
ϕ 7→ F(1)(ϕ) is Bastiani smooth fromU toD.
An alternative definition has been given in6,
where the condition LF2 is replaced by a weaker
condition:
LF2’ Assume that that F(1) is locally bornological
(see below) into Γc(∧
dT ∗M → M), where d
is the dimension of M.
Definition V.3. Let V1, V2 be two locally convex
vector spaces andU ⊂V1 a non-empty open subset.
A map T :U→V2 is said to be locally bornological
(into V2) if for all x ∈U there is an open neighbor-
hood V ⊂ U , x ∈ V such that T
∣∣
V
maps bounded
subsets of V into bounded subsets of V2.
The following results relate the above formulations
to the more “traditional” notion of locality used in
physics.
Theorem V.4 (VI.3 in3). Let U ⊂ E and F :U→R
be Bastiani smooth.
Then, F is local in the sense of definition V.2 if
and only if for every ϕ ∈U, there is a neighborhood
V of ϕ , an integer k, an open subset V ⊂ JkM and
a smooth function f ∈ C∞(V) such that x ∈ M 7→
f ( jkxψ) is supported in a compact subset K ⊂ M
and
F(ϕ +ψ) = F(ϕ)+
∫
M
f ( jkxψ)dx,
whenever ϕ +ψ ∈ V and where jkxψ denotes the
k-jet of ψ at x.
Here JkM denotes the bundle of k− th jets and
jkx(ϕ) is the k− th jet of ϕ as a point x ∈M.
A generalization of this theorem has been proven
in6.
Theorem V.5 (Prop. 2.3.13 in6). Let U ⊂ E and
F :U→R be Bastiani smooth. In theorem V.4, LF2
can be replaced by a weaker condition LF2’.
Clearly, the space of local functionals Floc forms
a group with addition. In order to equip it with
causality or locality structure, we will also need a
notion of spacetime support:
Definition V.6. For F ∈ C∞(E,R), its support is de-
fined by
suppF
.
= {x ∈M | ∀openU ∋ x ∃ϕ,ψ ∈ E, (13)
suppψ ⊂U,F(ϕ +ψ) 6= F(ϕ)} .
B. Local S-matrices in the functional approach
Using local functionals one can construct a con-
crete realization of generalized local S-matrices
from definition IV.1 that is relevant for building
QFT models. In this section we summarize how
both classical and quantum dynamics can be nicely
described using maps satisfying the Hammerstein
property.
1. Classical dynamics
We introduce generalized Lagrangians, follow-
ing the approach of4.
Definition V.7. A generalized Lagrangian is a
smooth map L from (D,
⊥
,+,0) to (Floc,
⊥
,+,0)
(here
⊥
is disjointness of supports), which is sup-
port preserving
supp(L( f ))⊂ supp f .
(in particular it is a locality map) and satisfies the
Hammerstein property, i.e.
L( f1+ f + f2) = L( f1+ f )−L( f )+L( f2+ f ) ,
if f1
⊥
f2. Let L denote the space of generalized
Lagrangians.
9Following8, we introduce some notation.
Definition V.8. Let L ∈ L , ϕ ∈ E. We define a
functional δL(ϕ) :D×E→ R by
δL(ψ)[ϕ]
.
= L( f )[ϕ +ψ]−L( f )[ϕ] ,
where ϕ ∈ E, ψ ∈D and f ≡ 1 on suppψ (the map
δL(ψ)[ϕ] thus defined does not depend on the par-
ticular choice of f ).
The above definition can be turned into a differ-
ence quotient and we can use it to introduce the
Euler-Lagrange derivative of L.
Definition V.9. The Euler-Lagrange derivative of
L is a map dL : E×D→ R defined by
〈dL(ϕ),ψ〉
.
= lim
t→0
1
t
δL(tψ)[ϕ] ,
where ψ ∈D, ϕ ∈ E.
Note that dL can be seen as a 1-form on E (i.e.
as a map from E toD′). The zero locus of dL is the
space of solutions to the equations of motion, i.e.
ϕ ∈ E is a solution if
dL(ϕ)≡ 0
as an element of D′.
For the free scalar field the Lagrangian is
L( f )[ϕ] =
1
2
∫
M
(
∇ν ϕ∇
ν ϕ−m2ϕ2
)
f dµg , (14)
where µg is the invariant measure associated with
the metric g of M. The equation of motion is
dL(ϕ) = Pϕ = 0 ,
where P=−(+m2) is (minus) the Klein-Gordon
operator. On a globally hyperbolic spacetime M,
P admits retarded and advanced Green’s functions
∆R, ∆A. These are distinguished by the properties
that
P◦∆R/A = idD ∆
R/A ◦ (P
∣∣
D
) = idD
and
supp(∆R)⊂ {(x,y) ∈M2|y ∈ J−(x)} ,
supp(∆A)⊂ {(x,y) ∈M2|y ∈ J+(x)} .
This is illustrated on the diagram below.
supp f
supp ∆A( f )
supp ∆R( f )
2. Quantum dynamics
Following the approach of8, we can now define
the dynamical S-matrix. Firstly, note that G =
(Floc,,+,0) is a group with causality, if we de-
fine  as the “not in the future of” relation on sup-
ports of functionals. Moreover, it satisfies L1, since
for F1  F2, we can find a Cauchy surface Σ sepa-
rating the supports of F1 and F2 and since suppF1
and suppF2 are compact, there exist an open neigh-
borhood of Σ that can be foliated by Cauchy sur-
faces. Using this foliation, we can find a parti-
tion of unity 1 = ∑Ni=1 χi, such that χi  suppF2
for i = 1, . . . ,N − 1, suppF1  χi for i = 2, . . . ,N
and for 2 ≤ i+ 1 < j ≤ N we have χi  χ j. Using
this partition of unity, we can decompose any local
functional F in the way prescribed by L1.
Let L ∈L (this is interpreted as the Lagrangian
of the theory). We then define AL using the group
algebra over C of the free group generated by ele-
ments S(F), F ∈ G, modulo relations S2 , S1 and
the following relation proposed by8 that encodes
the dynamics:
S6 We have:
S(F)S(δL(ϕ)) = S(Fϕ +δL(ϕ))
= S(δL(ϕ))S(F) ,
where Fϕ(ψ)
.
= F(ϕ +ψ), ϕ,ψ ∈ E and δL is
given in Def. V.8.
Physically, this relation can be interpreted as the
Schwinger-Dyson equation on the level of formal
S-matrices.
The construction of the dynamical formal S-
matrix presented here allows one to construct inter-
acting nets of algebras satisfying the axioms HK1-
HK3, starting from the given Lagrangian (see8 for
details). This, however, is not sufficient to have a
complete physical description of the system, since
one still needs to identify physically relevant states.
The existence of such states (e.g the vacuum state or
thermal states on Minkowski spacetime) for a given
theory has not been established yet, but a perturba-
tive procedure is known, starting from states of the
free theory.
3. Concrete models and states
In this section we outline another construction
of the local S-matrix starting from a Lagrangian,
which is closely related to that of Section VB2.
The advantage is that it is more explicit and it
comes with an obvious prescription how to define
states, perturbatively, for the interacting theory. For
the purpose of this review, we will treat only com-
pactly supported interactions. For the discussion of
adiabatic limit, see for example4,15.
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We work in the functional formalism. First we
define the Pauli-Jordan (commutator) function as
the difference of the retarded and advanced Green
functions:
∆
.
= ∆R−∆A .
This gives us the Poisson bracket of F,G ∈ Floc by
{F,G}
.
=
〈
F(1),∆G(1)
〉
where 〈., .〉 denotes the dual pairing between
F(1)(ϕ) ∈ D and ∆G(1)(ϕ) ∈ E given by the inte-
gration over M with the invariant volume measure
dµg induced by the metric. This pairing can be ex-
tended also to distributions (as we will often do in
the formulas that follow).
The ⋆-product (deformation of the pointwise
product) is defined by
(F ⋆G)(ϕ)
.
=
∞
∑
n=0
h¯n
n!
〈
F(n)(ϕ),W⊗nG(n)(ϕ)
〉
,
whereW is the 2-point function of some quasifree
Hadamard state and it differs from i
2
∆ by a sym-
metric bidistribution:
W =
i
2
∆+H .
Without going into technical details, we note that
W has the following crucial properties:
(H 1) ∆ = 2Im(W ).
(H 2) W is a distributional bisolution to the
field equation, i.e. 〈W,P f ⊗g〉 = 0 and
〈W, f ⊗Pg〉= 0 for all f ,g ∈DC.
(H 3) W is of positive type, meaning that〈
W, f¯ ⊗ f
〉
≥ 0, where f¯ is the complex con-
jugate of f ∈DC.
(H 4) The wavefront set ofW satisfies:
WF(W ) = {(x,k;x′,−k′) ∈ T˙ ∗M2|
(x,k)∼ (x′,k′),k ∈ (V+)x} ,
where (V+)x is the closed future lightcone in
T ∗x M and the equivalence relation ∼ means
that there exists a null geodesic strip such
that both (x,k) and (x′,k′) belong to it. Re-
call that a null geodesic strip is a curve in
T ∗M of the form (γ(λ ),k(λ )), λ ∈ I ⊂ R,
where γ(λ ) is a null geodesic parametrized
by λ and k(λ ) is given by k(λ ) = g(γ˙(λ ), ·).
See23 for a details.
Definition V.10. A functional F ∈ C∞(E,R) is
calledmicrocausal (F ∈Fµc) if it is compactly sup-
ported and satisfies
WF(F(n)(ϕ))⊂ Ξn, ∀n ∈ N, ∀ϕ ∈ E , (15)
where Ξn is an open cone defined as
Ξn
.
= T ∗Mn \{(x1, . . . ,xn;k1, . . . ,kn)|
(k1, . . . ,kn) ∈ (V
n
+∪V
n
−)(x1,...,xn)} , (16)
where (V±)x is the closed future/past lightcone.
It follows from H4 and the definition V.10 of mi-
crocausal functionals, that the star product ⋆ can be
extended to Fµc[[h¯]].
To illustrate concepts presented in section IVA2
on a concrete example, consider the space of Lau-
rent series in the formal parameter h¯ with coef-
fcients in formal power series in λ , i.e. A =
(Fµc[[λ ]]((h¯)),⋆H). The relevant causality relation
is defined as follows:
F ⊣ G iff supp(F) supp(G) .
The relevant locality relation
⊥
is the disjointness
of supports of functionals.
Set V≡ Floc and for V ∈ Floc, set
S(λV )
.
= e
iλV/h¯
T
= 1+
∞
∑
n=1
(
iλ
h¯
)n
1
n!
Tn(V
⊗n) ,
as the formal S-matrix. For S given in terms of Tns
to satisfy S2, we need to require that:
T1 We have:
Tn(V1, . . . ,Vn)
= Tk(V1, . . . ,Vk)⋆Tk(Vk+1, . . . ,Vn) ,
if suppVk+1, . . . ,suppVn are not later than
suppV1, . . . ,suppVk.
This is the key property (called causal factori-
sation) for setting up the inductive procedure of
Epstein and Glaser (see13 and a comprehensive
review11) that allows one to prove the existence of
formal S-matrices in the sense of definition IV.1.
To construct an explicit example of a local S-
matrix, some further structures are needed. Given
W , one defines the corresponding Feynman propa-
gator by
∆F =
i
2
(∆A+∆R)+H
Let F1, . . . ,Fn ∈ F
⊥
k
loc , where
⊥
is disjointness of
supports and we use the notation of definition II.1.
The n-fold time-ordered product of F1, . . . ,Fn is de-
fined by
Tn(F1, . . . ,Fn) = mn ◦ e
∑1≤i< j≤nD
F
i j(F1⊗·· ·⊗Fn) ,
where
DFi j
.
=
〈
∆F,
δ
δϕi
⊗
δ
δϕ j
11
and mn is the a pullback through the diagonal map
E→ E⊗n, ϕ 7→ ϕ⊗·· ·⊗ϕ .
The family of n-fold time-ordered products de-
fined above can be used to construct a locality alge-
bra (T(F
pds
ml [[h¯]]),
⊥
, ·T ,+,0,1), where:
• F
pds
ml is the space of functionals that arise as
finite sums of local functionals and products
of local functionals with F(0) = 0 and pair-
wise disjoint supports.
• The map T is defined by
T =
∞⊕
n=0
Tn ◦β , (17)
where β is the inverse of multiplication on
multilocal functionals (as defined in14)
• The product is:
F ·T G= T(T−1F ·T−1G)
=
∞
∑
n=0
h¯n
n!
〈
F(n),(∆F)⊗nG(n)
〉
.
Note that, as in9, the algebra product is de-
fined only for
⊥
-related elements.
To construct S : λFloc[[λ ]] → Fµc[[λ ]]((h¯)), one
needs to extend the maps Tn to arbitrary local func-
tionals (i.e. the fullFnloc). This has been done, under
some additional assumptions on Tns in
18. There, it
has been shown that maps Tn : F
n
loc → A satisfying
T1 and some further, physically motivated, prop-
erties exist, but are not unique. The ambiguity of
extensions of Tns is governed by the renormaliza-
tion group R (as two S-matrices have to differ by
Z ∈R by virtue of Theorem IV.8).
Given such extended (i.e.renormalized) Tns, one
constructs the algebra
(T(Fml[[h¯]]), ·T ,+,0,1) ,
whereFml is analogous toF
pds
ml , but without the sup-
ports restriction and T is the same as in (17) (see14).
States onA can be defined using evaluation func-
tionals. For example, the evaluation at ϕ = 0 cor-
responds to the expectation value in the quasifree
Hadamard state, whose 2-point function W has
been used to define ⋆.
In the next step one introduces the interacting
fields. Given interaction V ∈ Floc and F ∈ Floc, we
introduce the relative S-matrix using Def. II.17, i.e.
SλV (µF)
.
= S(λV )−1 ⋆S(λV +µF) ,
understood as a formal power series in both λ and
µ and a Laurent series in h¯.
The formal S-matrix is a generating functional
for the interacting fields. We define the interacting
observable corresponding to F by
Fint
.
=−ih¯
d
dµ
SλV (µF)
∣∣
µ=0
.
Correlation functions of interacting observables
corresponding to F1, . . . ,Fn can then be easily com-
puted by means of
ωint(F1, . . . ,Fn) = (F1int ⋆ · · ·⋆Fnint)
∣∣
ϕ=0
.
VI. CONCLUSIONS
In this paper we have shown how the intuitive no-
tion of “locality” in classical and quantum field the-
ory is nicely captured by the appropriate general-
ization of the Hammerstein property. We hope that
further investigation of structures with that prop-
erty will lead to a better understanding of locality
in physics.
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