The aim of this study is to determine the advantages and limitations of different misfit functions for an application of Full Waveform Inversion (FWI) to surface waves. The difference-based L2 norm, classically used in FWI and sensitive to both amplitude and phase information, suffers from cycle-skipping and local minima. For slow surface waves propagating in the low velocity near surface, the problem of cycleskipping is even greater due to their small wavelengths. In the absence of low frequencies, convergence may not be possible when starting from a smooth initial mode. Alternative misfit functions applied in various data domains are therefore investigated with the aim of overcoming this issue. Taking the difference-based L2 norm as a basis for comparison, simple synthetic tests are conducted to evaluate a weighted cross-correlation and a singular value decomposition approach as alternative misfit functions, as well as investigating the effect of calculating the residual in different data domains such as the (omega-k), (tau-p) and (omega-p) domains.
Introduction
The construction of subsurface velocity models is a central problem for oil & gas exploration. As well known prolific hydrocarbon basins have been explored and produced, it is now necessary to investigate more complex regions, such as on-shore foothills. In such cases, the heterogeneous near-surface has a great impact on the complexity of seismic propagation and can obstruct the imaging of deeper targets.
Although conventionally viewed as coherent noise or "ground roll", surface waves sample the near subsurface and can be used for imaging. In civil engineering, dispersion curve inversion allows imaging the first tens of meters. However this approach relies on a 1D assumption and only smooth lateral heterogeneities are tolerated. An alternative method may be Full Waveform Inversion (FWI) , that extends beyond 1D limitations and avoids time picking or dispersion analysis. Classical FWI FWI is a high resolution technique used to derive quantitative models of the subsurface by matching the full observed seismogram with a corresponding synthetic seismogram calculated from a velocity model, and solving a local optimization problem. The L 2 norm of the difference is conventionally used to calculate the misfit (Tarantola, 1984) , fitting both the amplitude and the phase of the waveforms:
where d obs (t, x) is the measured data and d cal (t, x) is the calculated data recorded at time t and offset x. As the misfit function is minimized in a least-squares sense, the model is iteratively updated with a gradient-based descent method until a minimum is reached (Virieux and Operto, 2009) .
By exploiting the full data content and using a strict data-matching approach, this method appears to be very sensitive and may not be robust. Non-linearities, such as cycle skipping, can reduce the convexity of the misfit function (Bunks et al., 1995; Mulder and Plessix, 2008) and the minimization may get stuck in a local minimum. In the absence of very low-frequency data, the initial velocity model needs to explain the data to within half a wavelength, so that it lies within the small basin of attraction of the global minimum and can converge. For slow surface waves propagating in the low velocity near surface, the problem of cycle-skipping is even greater due to their small wavelengths.
Synthetic datasets were created using a discrete wavenumber summation method (Bouchon and Aki, 1977) , for horizontally layered media with a free surface, and simulating 3D elastic wave propagation with a Ricker wavelet source of 10 Hz peak frequency. Figure 1a shows the two-layer model used to create the "observed" dataset to which random Gaussian noise is added ( Figure 1b) . A grid analysis is performed on the S-velocity and the depth of the first layer to investigate the accuracy required for the initial model. Even for this simple framework and only small shifts in the model parameters (example in Figure 1c ), the grid analysis result for the classical difference-based L 2 norm approach ( Figure 2a ) contains many local minima due to the high amplitude of the surface waves that dominate the misfit.
In this study, alternative, more robust, misfit functions applied in various data domains are investigated to improve the convexity of the valley of attraction and reduce the presence of local minima. To evaluate the misfit functions, grid analysis results for the same synthetic test are compared.
Alternative misfit functions
Current solutions to calculating the misfit more robustly are based on other norms such as the hybrid L 1 /L 2 or Huber norm (Brossier et al., 2010; Guitton and Symes, 2003) or on zero-lag cross-correlation (Routh et al., 2011) , but these also suffer from cycle-skipping in the absence of low frequencies.
A weighted cross-correlation proposed by Van Leeuwen and Mulder (2008) is investigated here as a more robust alternative to the classical difference-based L 2 norm. The misfit is given by a cross correlation on the time axis of the observed and calculated data where events are separated by arrival times. The weighting W i (Δt) is applied to each time sample. Two weightings are tested in this study. The first W 1 (Δt) = Δt/Δt max , linearly penalizes with distance away from zero lag. The second W 2 (Δt) = e −αΔt 2 is a Gaussian weighting to maximize zero-lag energy and with a width controlled by the α parameter, giving a misfit function whose negative is minimized. An appropriate width needs to be chosen to at least be in the order of the length of the wavelet, since it can greatly influence the convexity of the misfit function (Van Leeuwen and Mulder, 2008) .
The grid analysis result for the penalized version of the cross-correlation (Figure 2b ) illustrates how it is highly sensitive to noise at large lags and not robust enough. Instead the sensitivity of the Gaussian weighted cross-correlation can be better tuned to obtain a convex result with no local minima ( Figure  2c ) allowing convergence from an initial model further away from the true one. The weighting applied to the cross-correlation is therefore critical for a stable misfit function.
The weighted cross-correlation is however not sensitive to the frequency and phase rotation of an event.
Due to the dispersive property of surface waves, the frequency may contain key information on the depth of the signal and may need to be identified. Furthermore "cross-talk" may occur for multiple arrivals. Therefore coupling this misfit function with a strategy to separate arrivals, such as comparing data in a different domain, needs to be considered.
For comparison, a recently proposed misfit function based on a singular-value decomposition (SVD) approach (Moghaddam and Mulder, 2012 ) is also tested. An SVD is applied to data matrix A(ω), of size number of receivers by number of sources, for each frequency so that A obs (ω) = U obs S obs V H obs . When the calculated data is equal to the observed data then the matrix S(ω) = U H obs A cal (ω)V obs , will be diagonal. A weighting W i j is applied to the misfit function to linearly penalize the off-diagonal values:
The grid analysis result (Figure 2d ) shows a larger basin of attraction than the classical difference-based L 2 norm, but sensitivity is lacking to ensure convergence for high S-velocities and small layer depths.
Alternative data domains
The data domain in which observed and calculated datasets are compared also affects the sensitivity of the misfit function. Perez Solano et al. (2012) proposes the (ω, k) domain, to reduce the presence of local minima for the difference-based L 2 norm (Eq 4). A weighted cross-correlation of the modulus of the (ω, k) data is applied on the wavenumber k-axis (Eq 5):
The (τ, p) domain or "slant-stack" is also investigated. In this domain, data have undergone a linear move-out (LMO) correction, and are summed over the offset axis. This is done for a range of slowness p values. Separating events by their slowness may reduce the cycle-skipping problem, and stacking may also make the misfit function more robust in the presence of noise. Both the difference-based L 2 norm (Eq 6) and a weighted cross-correlation applied on the slowness p axis (Eq 7) are considered:
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Finally, the (ω, p) domain, equivalent to the (ω, k) domain but with a different sampling, may also help separate events by their slowness p as well as identify their frequency ω, which can be helpful to use the dispersive property of surface waves. Again the difference-based L 2 norm (Eq 8) and the weighted cross-correlation (Eq 9) misfit functions are tested:
The difference-based L 2 norm becomes more convex in all alternative data domains tested as shown by Figures 2(e,h,k) . Convergence is especially successful in the (ω, k) and (ω, p) domains. The ω domain appears to efficiently mitigate non-linearities related to dispersive effects. Where local minima are no longer present, it may be possible to start with an initial model far from the true one.
On the other hand, the penalized cross-correlation is not very successful. Noise dominates the misfit in the (ω, k) domain (Figure 2f ), and the global minimum is no longer at the true S-velocity and depth of the layer for the other tested domains (Figures 2i, 2l ). Yet when a gaussian weighting is applied, the global minimum is correctly centered and the convexity can be tuned by the α parameter (Figures 2j,  2m ). Only in the (ω, k) domain (Figure 2g ), some local minima remain present even with an optimized weighting, limiting convergence.
Conclusions
We have used numerical tests to compare alternative FWI misfit functions for surface wave applications. Both previously proposed SVD (Moghaddam and Mulder, 2012) , and difference-based 
