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Abstract
We continue our study of nonperturbative superpotentials of four-dimensionalN = 2
supersymmetric gauge theories with gauge group U(N) on R3 × S1, broken to
N = 1 due to a classical superpotential. In a previous paper [1] we discussed
how the low-energy quantum superpotential can be obtained by substituting the
Lax matrix of the underlying integrable system directly into the classical super-
potential. In this paper we prove algebraically that this recipe yields the correct
factorization of the Seiberg-Witten curves, which is an important check of the con-
jecture. We will also give an independent proof using the algebraic-geometrical
interpretation of the underlying integrable system.
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1 Introduction
Despite its phenomenal success in predicting phenomena at high energies, the theory of
strong interactions still lacks understanding at low energies. Recently progress has been
made in understanding the vacuum structure of supersymmetric N = 1 extensions of 4
dimensional gauge theories [2, 3], which could provide a useful laboratory for studying
QCD. As a part of this ongoing effort we will study supersymmetric gauge theories on
R3×S1. As argued in [4], various holomorphic data including the vacuum structure and
the value of the superpotential in each vacuum are independent of the radius R of the
S1. In particular this means that we can recover the four-dimensional (R→∞) vacuum
structure from the three-dimensional (finite R) field theory.
The quantum structure of the three-dimensional field theory ( N = 4 supersymmetric
gauge theory deformed to N = 2 by a classical superpotential) turns out to be easier
to describe than the four-dimensional gauge theory. There are two main reasons why
this is the case. First of all there are no additional light degrees of freedom that can
condense. Secondly there are no fractional instantons in the theories we consider. This
ultimately implies that we can find the quantum superpotential by expressing the classical
superpotential in the right variables.
These right variables are provided by the integrable system that underlies the Seiberg-
Witten solution of N = 2 supersymmetric gauge theories in four dimensions [5] [6] [7].
This integrable system takes on a more direct physical meaning once we compactify
the four-dimensional theory down to three dimensions, as the moduli space of N = 4
gauge theories in three dimensions coincides with the complexified phase space of the
integrable system. We therefore proposed in [1], following earlier work [8] [9][10] , that
one can obtain the quantum superpotential simply by replacing the adjoint scalar Φ in
the classical superpotential by the Lax matrixM of the corresponding integrable system,
Wquantum(Φ) = Wclassical(M). (1)
We were able to show, in several cases, that this proposal correctly reproduced the
vacuum structure of the four-dimensional supersymmetric gauge theories. That is, we
were able to show that at extrema of the superpotential, the Seiberg-Witten curve fac-
torizes precisely in the right way as it should according to the four-dimensional analysis
in [11]. In the case where the gauge group is U(N), this factorization implies that the
Seiberg-Witten curve degenerates to a curve of genus k < N − 1, and the general form
of this factorization is
y2 = P 2N(x)− 4Λ2N = H2N−k(x)T2k(x) (2)
G2n−k(x)T2k(x) = W
′(x)2 + fn−1(x), (3)
where PN(x) is the z-independent part of det(x−M(z)) (z is the spectral parameter that
appears in the Lax matrix M(z)) and H, T,G, f are polynomials of degree N −k, 2k, n−
k, n− 1 respectively. The degree of the superpotential W is n+ 1.
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In this paper we will prove that (1) reproduces the correct factorization of the Seiberg-
Witten curve (2),(3). The proof is purely algebraic and relies heavily on the (almost)
tri-diagonal shape of the Lax matrix. In section 4 we will give a short alternative proof
using methods from the theory of integrable systems and Riemann surfaces. We also
briefly discuss the number of flat directions of (1), the difference between the gauge
groups SU(N) and U(N), and possible generalizations to other gauge groups.
While this paper was being typed, [12] appeared, in which yet another proof of the
correctness of (1) is given.
2 The setup
As explained in the previous paper [1] (section 3) we are interested in extrema of the
potential TrW (M) obtained by inserting the Lax matrix M of the periodic Toda chain
into the superpotential of the deformed N = 2 U(N) super Yang-Mills theory. In this
section we will review the exact statements to be proven and along the way fix some
notation.
The periodic Toda chain Lax matrix is given as [13]
M =

p1 Λ
2e(q1−q2)/2 0 . . . Λ2e(qN−q1)/2z
Λ2e(q1−q2)/2 p2 Λ
2e(q2−q3)/2 . . . 0
0 Λ2e(q2−q3)/2 p3 . . . 0
. . . . . . Λ2e(qN−1−qN )/2
Λ2e(qN−q1)/2z−1 . . Λ2e(qN−1−qN )/2 pN

≡

φ1 y1 0 . . . y0z
y1 φ2 y2 . . . 0
0 y2 φ3 . . . 0
. . . . . . yN−1
y0z
−1 . . yN−1 φN
 . (4)
Note that we have changed the definition of the yi with respect to our previous article
in order to declutter notation in this article. Also, we have changed to a symmetric Lax
matrix representation, which is related to the one in [1] by conjugation by a diagonal
matrix. Another representation, which will be used in the algebraic proof in the next
section, can be obtained by using the embedding ĝlN in gl∞,
M˜ =

. . . . . . . . . . . .
. . . φN y0 0 0
. . . y0 φ1 y1 0 . . .
. . . 0 y1 φ2 y2 . . .
0 0 y2 φ3 . . .
. . . . . . . . . . . .

. (5)
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The Lax matrix is then an infinite tridiagonal matrix M˜ with period N . If we define
a shift operator Z of order N by the equation Z = DN , where D is the shift operator
of order one with matrix elements Dij = δi,j−1, then clearly M˜ commutes with Z. By
considering the action of M˜ on vectors that are eigenvectors of Z with eigenvalue z, so
that they have only N independent components, we recover (4).
Another ingredient in the setup is the operator L which will act on integer powers of
the Lax matrix M ; M depends on a spectral parameter z and can therefore be expanded
as
Mn =
∑
r
zrMn(r) (6)
Furthermore, define Mn+ as the sum of the upper diagonal part of M
n
(0) plus
∑
r<0 z
rMn(r),
Mn− as the sum of the lower diagonal part of M
n
(0) plus
∑
r>0 z
rMn(r), and finally M
n
0 as
the diagonal part of Mn(0). In terms of these, L acts as,
L(Mn) ≡Mn− +Mn0 −Mn+. (7)
Note that in the infinite matrix representation M˜n−, M˜
n
0 and M˜
n
+ are simply the lower
triangular, diagonal and upper triangular part of M˜ respectively. The linear operator (7)
has a natural interpretation in terms of the affine root system of ĝlN , it flips the signs of
all positive roots but does nothing to the negative roots. For every 1 < n < N − 1 these
L(Mn) generate the independent isospectral flows on the phase space of the system.
∂M
∂tn
= [M,L(Mn)]. (8)
These flows commute and clearly preserve the quantities Tr(M l). The latter are the
action variables of the periodic Toda chain, while the times tn are essentially the angle
variables, and altogether this demonstrates the integrability of the Toda chain.
The spectral curve associated to the Lax matrix M is defined by the equation
det(x−M) ≡ PN(x) + (−1)N (z + Λ2Nz−1) = 0 (9)
and is identified with the Seiberg-Witten curve of the four-dimensional N = 2 theory.
The flows (8) preserve the product
∏N−1
i=0 y
2
i = Λ
2N , and in [1] we enforced this
condition using a Lagrange multiplier field. Since the flows do not affect Λ, we will not
write this Lagrange multiplier term explicitly in the remainder, but freely replace the
product
∏N−1
i=0 y
2
i by Λ
2N whenever appropriate.
The flows (8) also preserve Tr(M). If we take M to be traceless, we are discussing
the SU(N) theory, while if we include the trace of M we are discussing the U(N) theory.
In the latter case, the moduli space also includes the expectation values of an extra
complex scalar field which is obtained from the four dimensional diagonal U(1) ⊂ U(N)
gauge field after compactifying on a circle and dualizing the remaining three dimensional
gauge field. This extra complex scalar is completely decoupled from the discussion since
it cannot appear in the superpotential and we will ignore it in the remainder. In the
remainder of the paper we will assume the gauge group is U(N) and briefly comment on
the SU(N) in section 5.
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2.1 Reduction of the integrable system
We are interested in the extrema of the superpotential TrW (M) ≡ Tr∑n+1i=1 gii M i of
maximum power n+1. These are found by differentiating the superpotential with respect
to the coordinates and momenta of the Toda chain, and by putting these equal to zero.
Equivalently, the Poisson brackets of TrW (M) with the coordinates and momenta should
vanish. Since TrW (M) is a linear combination of action variables Tr(Mk), vanishing of
the Poisson brackets implies that the flow generated by the action TrW (M) should have
a stationary point, which in turn translates into the two matrix equations
[M,W ′(M)+ −W ′(M)−] = 0, W ′(M)0 = 0. (10)
The second equation W ′(M)0 = 0 appears because Tr(M) does not generate a flow, and
has to be treated separately. It is absent for SU(N) gauge theories. In (10) W ′ is the
function obtained by differentiating W (x) for some complex number x. The following
theorem will be proven in the next section
Theorem 1 Equations 10 imply the existence of polynomials HN−k, T2k, Gn−k, fn−1, Uk
of degrees N − k, 2k, n− k, n− 1, k, 1 ≤ k ≤ n respectively such that
(W ′(M)+ −W ′(M)−)2 = W ′(M)2 + fn−1(M) (11)
W ′(M)+ −W ′(M)− = Gn−k(M)(Uk(M)+ − Uk(M)−) (12)
(PN(M)+ − PN(M)−)2 = PN(M)2 − 4Λ2N (13)
PN(M)+ − PN (M)− = HN−k(M)(Uk(M)+ − Uk(M)−) (14)
(Uk(M)+ − Uk(M)−)2 = T2k(M). (15)
In more physical terms, the theorem implies the following factorization of the Seiberg-
Witten curve [11],
P 2N(x)− 4Λ2N = H2N−k(x)T2k(x) (16)
T2k(x)G
2
n−k(x) = W
′2(x) + fn−1(x). (17)
These equations state that the genus of the Riemann surface is reduced by the intro-
duction of a classical superpotential. Furthermore, these equations show that the matrix
model curve (17) can degenerate as well.
3 Algebraic proof
In this section we will provide an algebraic proof of the above theorem. The first step of
the proof is to show that in addition to (10) we also have
[M,PN(M)+ − PN(M)−] = 0 (18)
or equivalently
[M˜, PN(M˜)+ − PN(M˜)−] = 0. (19)
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This follows from (9). Indeed, (9) implies the matrix equation
PN(M) + (−1)N(z + Λ2Nz−1) = 0 (20)
which when expressed in terms of the infinite matrix M˜ implies
PN (M˜) + (−1)N (Z + Λ2NZ−1) = 0. (21)
Therefore, PN(M˜)+ = (−1)N+1Z and PN(M˜)− = (−1)N+1Λ2NZ−1, and (18) follows
trivially from [M˜, Z] = 0.
The main idea of the proof is to show that one can compute a “greatest common
divisor” of PN(M)+−PN(M)− andW ′(M)+−W ′(M)−. This computation follows a ver-
sion of the Euclid algorithm that one uses compute the greatest common divisor of two
integers. The crucial step is to show that if [M,A(M)+−A(M)−] = 0, then for all polyno-
mials B there is a polynomial C such that C(M)+−C(M)− = B(M)(A(M)+−A(M)−)
and in addition [M,C(M)+−C(M)−] = 0. We will show this below, working exclusively
with the infinite matrix representation of M (and dropping the tilde for convenience).
3.1 Some definitions
Let gl(∞)N denote the elements in gl(∞) which are periodic with period N . X is said
to be a matrix operator of degree k if
X ∈ gl(∞)N , Xij 6= 0 =⇒ i+ k = j. (22)
Any matrix can be written as a sum of matrices of fixed degree, X =
∑
rX
(r), with X(r)
of degree r. If there is a smallest r for which X(r) 6= 0, we say that X is of minimal
degree r, and similarly if there is a largest r for which X(r) 6= 0 we say X is of maximal
degree r.
We will only study operators with a finite maximal degree, which form a ring. By
the inverse of a matrix we will mean an inverse in this ring. If this exists, it is defined
as follows: write a general matrix R of maximal degree r as R = R(r) + R˜, where
R˜ =
∑
j<rR
(j). R is invertible in the ring if and only if R(r) is invertible, in which case
it is defined as
R−1 = (R(r))−1(1 + R˜(R(r))−1)−1 ≡ (R(r))−1
∑
k≥0
(−1)k(R˜(R(r))−1)k (23)
so that R−1 is of maximal degree −r.
3.2 Some facts
First we will collect a number of intermediate results which will be used to prove the
theorem, beginning with the following
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Lemma 1 Let X be a matrix operator of degree p ≥ 0.
[X,M+] = 0 iff X = λ(M+)p (24)
for some constant λ ∈ C
The proof of the first statement follows trivially from the second. Clearly, X =
λ(M+)p constitutes a one parameter family of solutions of [X,M+] = 0. We will now
show that this equation only has a one parameter family of solutions thereby proving the
lemma. Write out the equation in components,
[X,M+]ij = (Xi,i+pM
+
i+p,i+p+1 −M+i,i+1Xi+1,i+p+1)δi+1+p,j = 0. (25)
Recall that none of the off-diagonal elements of M can be zero, since
∏
y2i = Λ
2N 6= 0.
Therefore the above equation recursively determines all entries of X in terms of one
arbitrary given entry, and therefore there is a one complex parameter family of solutions.
The above lemma is used to construct a proof for
Lemma 2 Let X ∈ gl(∞)N have maximal degree k. Then [X,M ] = 0 implies
X =
∑
−∞≤i≤k
λiM
i. (26)
As before, we denote byX(p) the component ofX of degree p. X can be trivially expanded
as
X =
∑
i≤k
X(i) (27)
Since M is of maximal degree one, [X,M ] is of maximal degree k+1, and its component
of highest degree equals
[X,M ](k+1) = [X(k),M (1)] = 0. (28)
Using the previous lemma we have X(k) = λkM
k
+. Now consider the operator X
′ =
X − λkMk of maximal degree k − 1. This operator also commutes with M . By applying
the same procedure we find λk−1 such that X
′′ = X ′ − λk−1Mk−1 is of maximal degree
k − 2. By continuing the procedure the lemma follows.
By itself the lemma is not that useful yet: we would like to obtain a finite (polynomial)
series. Note that the natural operator with a finite series is the upper triangular part of a
matrix of finite maximal degree since this matrix can be obtained by the above procedure
in a finite number of steps,
X+ =
(
k∑
i=1
λiM
i
)
+
(29)
This observation leads to the following easily proven
Lemma 3 Let X ∈ gl(∞)N have maximal degree k and [X,M ] = 0.
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• X is symmetric then X = A(M)
• X is antisymmetric then X = A(M)+ − A(M)−
with A(M) some polynomial function in M of order k
Finally we prove the lemma
Lemma 4 Let A be some some polynomial function in M of order k and [M,A(M)+ −
A(M)−] = 0. Then A(M)0 = λI and
(A(M)+ − A(M)−)2 = A(M)2 + fk−1(M) + 2λA(M) (30)
with fk−1 a polynomial function of order k − 1, λ ∈ C .
Adding A(M) to A(M)+−A(M)− yields [M+, A(M)0] = 0. By lemma 1 A(M)0 = λI.
Now consider (A(M)+ − A(M)−)2. Since this is a symmetric operator, it is by lemma 3
equal to a polynomial, say U(M). Then
U(M)− A(M)2 = −2λA(M)− λ2 − 4(A+(M)A−(M)) (31)
This proves the lemma, since the last term is symmetric and of maximal degree k−1.
3.3 Proving the theorem
With these auxiliary results the stage is set for proving the assertions in theorem 1. The
fifth assertion is a consequence of lemma 3. The first is a simple application of lemma
4 using the second condition in (10). This leaves (12), (14). We will find the greatest
common divisor indicated in these equation through the following algorithm, which is a
variant of the algorithm of Euclid:
1. There is a polynomial function A(M) in M of maximum degree N − n such that
(PN(M)+ − PN(M)−)(±N) = A(M)(±(N−n))(W ′(M)+ −W ′(M)−)(±n) (32)
2. Define
P˜ (M)+ − P˜ (M)− ≡ (PN(M)+ − PN(M)−)−A(M)(W ′(M)+ −W ′(M)−) (33)
Note that this operator commutes with M and is of maximum degree ≤ N − 1.
The existence of the polynomial P˜ is guaranteed by lemma 3.
3. Repeat the above steps with the operators (W ′(M)+ −W ′(M)−) and P˜ (M)+ −
P˜ (M)−.
4. At some point the subtraction step will give an operator of degree zero which
commutes with M and is thus proportional to the identity matrix. The other
operator is now by construction the greatest common divisor.
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Some remarks are in order. First of all, the algorithm stops after a finite number of
steps. Furthermore, the maximum degree of the gcd is of course n which is obtained if
the algorithm terminates after one step. Denoting the maximum degree of the gcd by k
we see we have proven (12) and (14) thereby finishing the proof of theorem 1.
We have now shown explicitly that the superpotential (1) indeed reproduces correctly
the factorization of the Seiberg-Witten curve for softly broken N = 2 → N = 1 super
Yang-Mills theory [11]. This is strong evidence that they give a correct description of the
F-terms of the low-energy effective field theory.
4 Algebraic geometrical proof
There is a long literature relating solutions of the equations of motion of the periodic Toda
chain to algebraic geometric quantities, see e.g. [14] [15] [16]. The basic result that allows
one to do so is that the commuting flows of the Toda system correspond to linear flows
on the Jacobian of the associated spectral curve (9). The action variables correspond to
moduli of the spectral curve, and are left invariant by the commuting flows. The angle
variables are literally coordinates on the Jacobian of each of the surfaces. Therefore, the
main problem is to understand the relation between the coordinates on the Jacobian and
the variables that appear in the Lax matrix. This relation involves a set of g points (more
precisely, a divisor of degree g) on the spectral curve (of genus g). On the one hand, given
g points Pi, one other point P0, and a basis of the holomorphic one-forms ωi, the map
{Pi} →
∑
i
∫ Pi
P0
ωj (34)
maps the g points to a point on the Jacobian, and every point on the Jacobian can be
written in this way via the Jacobi inversion theorem. Therefore, in order to understand
the relation between the Lax matrix and the Jacobian, we need to extract g points on the
spectral curve from the Lax matrix. One way to do this is to consider eigenvectors of the
Lax matrix (4). Viewed as functions on the spectral curve, the entries of the eigenvectors
generically have poles at g points, which we take to be the Pi. Equivalently, we can
consider the spectrum of the matrix M ′ obtained from the Lax matrix by removing the
last row and column. This is a matrix of rank N − 1, and the spectral curve of a generic
Lax matrix is indeed a curve of genus N − 1.
It would be interesting to study in more detail the construction and physical meaning
of the points Pi, and their behavior under the flows of the Toda lattice, but we will not
do that here. To prove that the Seiberg-Witten curve factorizes in the appropriate way,
it suffices to use theorem 4 in [16], which gives an explicit expression for the velocities of
the Toda flows on the Jacobian. Adapted to our situation, this theorem states that the
velocities are given by
aj = Resx=∞(ωjA(x)) (35)
for the flows given by M˙ = [M,A(M)+−A(M)−]. Here, ωj is a basis for the holomorphic
one-forms on the Riemann surface. For a surface of the form y2 = PN(x)
2 − 4Λ2N , such
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a basis is
ωj =
xj−1√
PN(x)2 − 4Λ2N
, j = 1, . . . , N − 1. (36)
In order to make the flow given by A(x) = W ′(x) stationary, which is according to (10)
a necessary condition to find an extremum of the superpotential, we therefore need that
Resx=∞(
xj−1√
PN(x)2 − 4Λ2N
W ′(x)) = 0, j = 1, . . . , N − 1. (37)
Though necessary, these equations are not yet sufficient, since we have not yet taken
the additional constraint W ′(M)0 in (10) into account. This constraint is in fact equiv-
alent to Tr(W ′(M)) = 0, as one can see from the proof of lemma 4. Now if W ′ has a
large order, W ′(M) appears to depend explicitly on the spectral parameter, but in our
previous paper we explained what the natural interpretation of such high order W ′ is,
namely we should work with the infinite Lax matrix (5) instead, and view the trace as
the trace over any N consecutive diagonal entries of the infinite matrix (since the matrix
is periodic, this is well-defined). With this interpretation of W ′(M) for any W ′, one then
obtains that Tr(W ′(M)) is proportional to
Resx=∞(
P ′N (x)√
PN(x)2 − 4Λ2N
W ′(x)). (38)
Thus, the complete set of equations we need to solve are (37) and (38 = 0), which can
be summarized as
Resx=∞(
xj−1√
PN(x)2 − 4Λ2N
W ′(x)) = 0, j = 1, . . . , N. (39)
These equations have no solution if the order of W ′ is less than N . The only way in
which we can have a stationary flow is if the Riemann surface degenerates, so that the
genus becomes smaller and there are fewer holomorphic one-forms. So we will assume
that the surface degenerates with
P 2N(x)− 4Λ2N = H2N−k(x)T2k(x) (40)
in which case the constraints we need to solve read
Resx=∞(
xj−1√
T2k(x)
W ′(x)) = 0, j = 1, . . . , k. (41)
To obtain this, observe that P ′N/
√
P 2N − 4Λ2N → Vk−1/
√
T2k for some polynomial Vk−1
if the curve degenerates according to (40). Equations (41) are equivalent to
W ′(x)√
T2k(x)
= Gn−k(x) +
∑
l>k
cl
xl
(42)
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with Gn−k a polynomial of order n−k (recall that n is the order of W ′). Multiplying the
left and right hand side by
√
T2k, and taking squares, shows that
W ′(x)2 = T2k(x)Gn−k(x)
2 − fn−1(x) (43)
where fn−1(x) is a polynomial whose order is at most n− 1. Thus, we have in (40) and
(43) once again precisely reproduced the factorization of the Seiberg-Witten curve (16)
and (17).
5 Comments
5.1 Stationary flows
Although the equations of motion that we obtained from the superpotential imply that
one particular flow is stationary, namely the flow generated by W (M) via equation (10),
the results in equations (11)–(15) show that N − k inequivalent flows have become sta-
tionary. One can take any polynomial A of degree N − k− 1, and in view of lemma 3 we
can always write
A(M)(Uk(M)+ − Uk(M)−) = V (M)+ − V (M)− (44)
for some polynomial V , and M commutes with all these operators. Since A contains
N − k free parameters, there are N − k linearly independent flows that are stationary.
5.2 Number of moduli
We can also easily verify that the Lax matrices that extremize the superpotential have
the right number of moduli that one expects from field theory. At low energies, for a
solution of the form (11)–(15), we expect an unbroken U(1)k gauge group, and therefore k
complex moduli. One of these is related to the diagonal U(1) ⊂ U(N) and is not present
in the Lax matrix. Therefore, we expect that the Lax matrix has k − 1 complex moduli.
These moduli are easily understood: under the commuting flows, any extremum of the
superpotential is mapped to another extremum, because an extremum is a stationary
point of a particular flow and all flows commute. We already argued above that N − k
flows are stationary, leaving k − 1 flows that act non-trivially on the Lax matrix. These
are the flows generated by Tr(M j) for j = 2, . . . , k. These flows must act non-trivially,
because if one of them were to act trivially, there would exist a polynomial V of degree
less that k such that [M,V (M)+ − V (M)−] = 0, and in that case we would be able
to reduce the solution (11)-(15) even further. (We tacitly assumed that T2k has no
further quadratic factors in our solution). The above results are also easily understood
in algebraic geometric framework given above.
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5.3 SU(N) versus U(N)
So far we discussed the theory with gauge group U(N), and it is easy to see what needs
to be changed if we are interested in gauge group SU(N) instead. The only difference is
that we need to drop the additional equation W ′(M)0 = 0 in (10), and that we should
work with a traceless Lax matrix. In the algebraic approach in section 3, we can therefore
no longer put λ = 0 when we apply lemma 4 to A = W ′, and therefore we end up with
precisely the same results as for U(N), the only difference being that the order of f has
to be n instead of n − 1. This is consistent with the fact that Tr(M) = 0, so that the
linear term in W and thus the constant term in W ′ should have no effect whatsoever on
the factorization and drop out of all equations. A change of the constant term in W ′ can
be compensated by a change of fn and indeed does not affect the physics in any way.
From the algebraic geometric perspective, changing U(N) to SU(N) implies that in
(39) and (41) the range of j should be 1 ≤ j ≤ N − 1 and 1 ≤ j ≤ k − 1 instead. This
then implies that we can have a term ck/x
k in equation (42), and therefore f in (40) can
be of order n instead of n− 1. Thus we reach the same conclusion as above.
5.4 Outlook
Given the results in this paper, there are several directions to explore. What still remains
an open problem is the relation between the results in this paper and the integrable
model that underlies the Dijkgraaf-Vafa matrix model formulation. It would also be
interesting to understand whether the various quantities that appear in the algebraic-
geometric formulation have a direct physical interpretation in the gauge theory. Finally,
we hope to extend the results given here to the other gauge groups, in order to improve
our understanding of the vacuum structure of these theories as well. In [17] it was shown
that perturbative calculations reduce to finite dimensional combinatorical problems for
any gauge group and any matter content, but a convenient description of the vacuum
structure of such a general gauge theory is still lacking. The three-dimensional analysis
may also shed some light on the UV ambiguities discussed in [17], as they seem closely
related to a choice of infinite realization of a finite dimensional Lax matrix.
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