The One Pass Method (OPM) previously presented for the identification of single input single output systems is used to estimate the parameters of a Decentralized Control System (DCS). The OPM is a linear and therefore a simple estimation method. All of the calculations are performed in one pass, and no initial parameter guess, iteration, or powerful search methods are required. These features are of interest especially when the parameters of multi input-output model are estimated. The benefits of the OPM are revealed by comparing its results against those of two recently published methods based on pulse testing. The comparison is performed using two databases from the literature. These databases include single and multi input-output process transfer functions and relevant disturbances. The closed loop responses of these processes are roughly captured by the previous methods, whereas the OPM gives much more accurate results. If the parameters of a DCS are estimated, the OPM yields the same results in multi or single structure implementation. This is a novel feature, which indicates that the OPM is a convenient and practice method for the parameter estimation of multivariable DCSs.
Introduction
Identification of transfer functions models is required for the tuning and design of controllers. For this purpose, a model of the process is assumed and its parameters are evaluated from a test response data. It has been recognized 1 that most process dynamics may in general be simplified by the first order plus dead time (FOPDT) model as: (1) or by the second order plus dead time (SOPDT) model as: (2) Thus many estimation methods are found in the literature for the parameter estimation (PE) of FOPDT and SOPDT models. 2 To enhance the accuracy of the results nonlinear search algorithms are used. But this partially prevents their usage as on-line and on site method. Moreover, it has been recognized that the main problem concerned with the delay estimation with prediction error techniques is due to the multimodal nature of the loss function to be minimized with respect to delay. 3 Thus an incorrect guess may results with inadequate estimation. The problem is more complicated if one realized that the estimated delay is not necessarily the true one, i.e. the one measured directly from the pulse response, but rather one of the four parameters which minimize the loss function in question.
Only recently a method which is simple, accurate and free from the above drawbacks was proposed. 4 The method is called OPM because the estimation is performed in one pass. The OPM is, to the best of our knowledge, a novel application of linear and non-recursive Least Squared (LS) identification in the frequency domain. 5, 6 Due to its salient features the results of the OPM were extensively compared 4, 7, 8 with other methods. However all of these comparisons were performed using only step response tests. Hence, It is important and interesting to investigate the OPM results using another popular test signal. A useful and practical test for obtaining experimental dynamic data from many chemical engineering processes is pulse testing. This test signal does not generate an output offset and the test time is relatively short. Due to these features estimation methods using pulse test signal continuously appear in the literature. 2, 9 Modeling issues associated with multi-input, multi-output (MIMO) systems have long been a significant focus of attention. Even when a proposed MIMO identification is technically sound, ease of use consideration remain a pressing issue to engineering practice. 10 The coupling between the system loops degrade the identification results, and as a consequence far fewer investigation were done for MIMO system as compared with single input single output one. 9 Therefore, there is great incentive for developing "simple and convenient" ways to accomplish system identification and subsequent control design when the intended application is multivariable control. 10 In this content the application of the OPM to MIMO systems with decentralized controllers is investigated.
We compare the results of the OPM with those of two state
of the art methods. These two methods are applied in open and closed loop structures and were especially designed for pulse response data. The bases for the comparison are composed of four single input single output (SISO) dynamics and one MIMO process. 2, 9 Thus the performances of the OPM with pulse data response and MIMO/SISO structures are thoroughly investigated in this paper.
The paper is organized as follows. In the next section the OPM is derived and the state of the art methods based on pulse testing are briefly presented. The comparison between the methods is carried out in open loop and with four representative SISO dynamics. The results of the estimation of the parameters of a MIMO DCS model are presented next, and finally the last section deals with the conclusions.
OPM Parameter Estimation
We rewrite the SOPDT model in the frequency domain as:
Thus the LS estimator of the squared amplitude is: (4) where: f( jω) is the frequency response data, which is calculated from the pulse test time response.
After some modification one obtains:
The following substitution of variables is now in order:
Therefore:
The estimator is nonlinear in the parameters. To make it linear we follow Levy's idea 5 and multiply each term in the summation by the denominator of the right hand side term. The original loss function becomes: (8) The minimum of the loss function is obtained if the following relations hold:
and these result with the equations:
From these linear equations x, u, z are obtained and using Eq. (6) we get: (10) A linear LS phase estimator is now defined:
And this yields the dead time expression:
Remarks:
1. The method 6 can be used to generate and calculate the frequency response data.
2. If the identified process is of a higher order the arguments which minimize Eq. (8) do not minimize Eq. (7) . In this case the model obtained via the minimization of Eq. (8) is weighted towards the high frequencies. 5 Thus we select the critical frequency as the upper limits for the frequency summation in Eq. (9) . This forces the model to be skewed towards this critical frequency. A novel features if "identification for control" is sought. 
Two Comparative Methods Based on Pulse Response Data
In order to investigate the relative advantages of the OPM it is compared with the two state of the art methods. The comparison is carried out by a simulation study over a large number of system dynamics, which were previously selected and used for this purpose. All the relevant aspects of the pulse selection and related noise disturbances are already included in the bases and therefore reflected in the simulation results. Thus a full and a compressive study is performed, eliminating the chance that the results are 'only a fluke of luck'.
In the sequel a brief description of the two state of the art methods is given. For further details the reader is directed to the relevant references.
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Open Loop Method (OLM). To apply this method, a square pulse is introduced at the process input and a pulse response is recorded in a relatively short time period.
Two points (p 1 , p2) of the pulse time response are used in the estimation process. p1 is selected as the first peak of the pulse response, whereas p2 is arbitrarily chosen. The estimation loss function is defined as follows: (15) The values of the parameters of the model (see Eq. (2)), which minimize the cost given by Eq. (15), are the estimated ones. The minimization is conducted through the MATLAB 11 function "fmins". Note that the procedure requires initial values of the model parameters, and it is claimed that any reasonable values are good for the initial guess.
Parameter Estimation of a DCS in a Closed Loop Configuration (CLC). This method is applicable for multivariable decentralized systems. It is assumed that the DCSs are well defined for the control structure, therefore no "gain directionality" problem 12 is associated with these systems. The estimation test is performed with all of the processes in closed loops. A pulse change is sequentially applied to each set-point while the others are kept constant. The following matrix function is then derived: (16) where:
are respectively: the Laplace transform of the outputs, the process matrix transfer functions, diagonal matrix of the Laplace transform of pulse set point changes, and diagonal matrix of control matrix transfer functions.
The Fourier transform of Eq. (16) is the 'estimation data'. These data is used to estimate a matrix model of FOPTD transfer functions. The estimation loss function is defined for each element (m, n) of the matrix model as follows:
The two frequencies in Eq. (17) are arbitrarily chosen and used to find the three model parameters via the JC(m, n) minimization. This is again conducted by the "fmins" function. Again an initial guess of the parameters is required.
Results of Estimation in Open Loops
Four example processes are used for the performance test of the OPM estimation in open loops, and the results are compared against the OLM ones. The transfer functions of the processes are as follow 2 :
A common practice is to choose the sampling frequency as 10 to 30 times 13 the equivalent time constant inverse. In this example a synthesis of a proportional, integral and derivative (PID) controller is desired. Since a PID controller can achieve a high bandwidth frequency, 14 a sampling rate of 6 cycles/min is selected. A square pulse of a height of 1 and a width of 1 [min] is applied 2 to all four-example processes. With the OLM one has to select an initial guess for the parameters, and the location of the second data point. We take the second point 2 p2 at t = 10 [min], and try two initial guesses for the estimated parameters (marked 1, 2). We select these initial guesses to be symmetric around the previously estimated values. 2 Our results are designated as OLM n1 and OLM n2 , and are presented in Tables 1-4 . The n subscript stands for the level of the noise, which is injected at the process output. For the OPM initial conditions are not required, therefore one subscript (n) is sufficient to designate our results with this method.
The estimated models are used in a PID controller synthesis. 2 Thus the integral of absolute difference (IAD) between the designed closed loop response and the true one is considered as a relevant quality measure for the quality of the PE. The closed loops responses to a combined disturbance and set point unit steps are simulated, and the IADs are calculated up to 25 [min] . The values of the IADs are presented in Table 3 for the P 3 (s) process.
This process is a true SOPDT process, and a perfect estimation should lead to a zero IAD in the noise free case. However a difference of 116% is found between the IADs of the OLMs with a noise level of zero, and a difference of 114% for the noise level of one. Thus, the OLM results highly depend on the initial guess.
With the OPM we first calculate the open loop frequency ratio for the various noise levels. The process frequency response for pulse input is calculated as follows The number of frequency points to be calculated is a
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matter of 'curve fitting' technique. For a second order system three points of the amplitude frequency graph are required to fix the values of the three parameters (k m , a, b). If noise is present two more frequency points are needed to designate the noise parameters. To be on the safe side the points number is doubled. Ten points of frequency are then calculated in the interval (0, Critical frequency]. These points are used in Eqs. (9), (10) , (12) to calculate the values of the parameters. As stated the P3(s) process is a SOPDT one, therefore the estimation results can be directly compared against the true ones. The f( jω) points of this process are depicted in Figure 1 against the Bode plot of the model. The match is tight and no difference can be observed between the data points and the relevant Bode points of the OPM 0 model. It is obvious from the data in Table 3 that the results of the OPM are the closest to the true ones, and are the less sensitive to the noise. In order to emphasize the relative improvement of the OPM as compared with another method (i), we define the relative improvement of the IAD value as:
where is the closed loop IAD between the response of the OPM model of zero noise and the true one. The RIADs are computed and added to Tables 1, 2 and 4. The RIAD values clearly demonstrate the major improvement obtained with the OPM. This is further demonstrated in Figure 2 . where the various P1(s) model responses in the closed loop are depicted against the true one. Obviously the OPM 0 response is almost the same as the true one, whereas the OLM ones significantly differ from it. The noise influence can be detected by the RIAD difference between the 0 noise level case and the 1 noise level. From Tables 1, 2 and 4 the additional average for the OPM is 18% as compared to an average of 81% for the OLM. For the true SOPDT process the RIAD resolution is very poor. Therefore instead of the RIAD the IAD values are presented in Table 3 . Again, the OPM-IAD values are much smaller than the OLM ones. 
Results of Estimation in Closed Loops
The example system is a 3 × 3-distillation dynamics, and the process transfer functions are listed in Table 5 . The following test procedure is followed. 9 Firstly, decentralized proportional controllers are applied to the dynamics in closed loops. The proportional gains are 1, -0.1 and 1 for loops 1, 2 and 3, respectively. Then, a rectangular pulse having height of one and width of one [min] is applied to the set point of each control loops one at a time and a sampling rate of 0.1 [min] is used. The CLC procedure is now used to obtain the estimation data at the two frequency points If the "fmins" routine is used to minimize this cost function, it results with negative delays and negative time constants. Therefore an optimization with zero lower bound on the delays and time constants is applied, and is carried out via the MATLAB "constr" function. Two sets of initial conditions are used, and the results are designated CLC 1 and CLC 2 . These results are depicted in Table 5 and the associated initial conditions are presented in Table 6 . It can be observed that the CLC 1 values for and are approximately half of those obtained with the CLC 2 . Moreover, using the single estimator of Eq. (17) another values were obtained 9 for the parameters of the distillation model. Returning to the OPM, a global amplitude loss function is introduced as follows: (22a) where:
Using the same reasoning a global phase estimator is also easily derived.
Since any system component (m, n) is independent, the linear LS solution of the global estimator of Eq. (22) is exactly the same as the one for the single estimator, i.e the solution of Eqs. (9)- (10) is repeated for every (m, n) component. The same reasoning is also true for the solution of the global phase estimator.
The 'estimation data' used with the CLC method is also used with the global OPM estimator, and the estimated parameters are presented in Table 5 . Again the OPM results are very close to the true ones (see Table 5 for details). In contrast to the previous results no ambiguousness exists 
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between the OPM results which are obtained with the single and global estimators.
Conclusions
The OPM is extended to the MIMO case and it's results are investigated and compared against two state of the art methods based on pulse testing.
The comparison is performed by a simulation study. To remove the chance that the study results are just 'a fluke of luck' two comparative test bases from the literature are used. One basis includes four high order SISO dynamics and the second includes a 3 × 3 MIMO process with decentralized controllers in closed loops. In all the cases the OPM results are better than those obtained with the previous methods. The OPM results are also found to be more robust to the measurement noise.
As differ from the previous methods, the OPM is linear and it's results do not depend on an 'initial guess' of the parameters. Moreover, the drawback of multiple solutions of the previous methods is removed. It is also shown that the OPM results for a global MIMO estimator are identical to those of several SISO estimators. This outcome is unique to the OPM and is not achieved by any of the previous methods. In other words, a linear algorithm for the explicit solution of the MIMO global estimator is obtained whose calculation burden is equivalent to the one of an SISO estimator.
These highly facilitated the application of the OPM at the plant floor especially with MIMO systems. 
