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Transmitting data reliably over noisy commu-
nication channels is one of the most important
applications of information theory, and well un-
derstood when the channel is accurately modelled
by classical physics. However, when quantum ef-
fects are involved, we do not know how to com-
pute channel capacities. The capacity to trans-
mit quantum information is essential to quantum
cryptography and computing, but the formula in-
volves maximising the coherent information over
arbitrarily many channel uses [1–3]. This is be-
cause entanglement across channel uses can in-
crease the coherent information [7], even from
zero to non-zero [8]! However, in all known ex-
amples, at least to detect whether the capacity is
non-zero, two channel uses already suffice [8, 24].
Maybe a finite number of channel uses is always
sufficient? Here, we show this is emphatically not
the case: for any n, there are channels for which
the coherent information is zero for n uses, but
which nonetheless have capacity. This may be a
first indication that the quantum capacity is un-
computable.
In the classical case, not only can we exactly char-
acterise the maximum rate of communication over any
channel – its capacity – we also have practical error-
correcting codes that attain this theoretical limit. It is
instructive to review why the capacity of classical chan-
nels is a solved problem. Even though optimal commu-
nication over a discrete, memoryless classical channel in-
volves encoding the information across many uses of the
channel, Shannon showed that a channel’s capacity is
given mathematically by optimising an entropic quantity
(the mutual information) over a single use of the chan-
nel. This follows immediately from the fact that mutual
information is additive. Thanks to this, the capacity of
any classical channel can be computed efficiently.
It is for this reason that additivity questions for quan-
tum channel capacities took on such importance, and
why the major recent breakthroughs proving that ad-
ditivity is violated [5, 8] had such an impact. It has been
known for some time [1–3] that the quantum capacity is
given by a regularised expression—the optimisation of an
entropic quantity (the coherent information) in the limit
of arbitrarily many uses of the channel:
Q(n)(N ) := 1
n
max
ρ(n)
Icoh(N⊗n, ρ(n)),
Q(N ) := lim
n→∞
Q(n)(N ),
(Here, Q(n)(N ) is the coherent information Icoh max-
imised over a joint input ρ(n) for n uses of the channel
N .) However, the regularisation renders computing the
quantum capacity infeasible; it involves an optimisation
over an infinite parameter space.
Were the coherent information additive (i.e.
Q(n)(N ) = Q(1)(N )), the regularisation could be
removed and the quantum capacity could be computed
as easily as the capacity of classical channels. However,
this is not the case. The first explicit examples of this
superadditivity phenomenon were given by Di Vincenzo
et al. [7], and extended by Smith et al. [9]. For these
examples (where N is a particular depolarising channel)
it was shown (numerically) that 0 ≤ Q(1)(N ) < Q(n)(N )
for small values of n ≤ 33.
While the classical capacity of quantum channels also
involves a regularised formula [5], we at least know pre-
cisely in which cases it is zero: simply for those chan-
nels whose output is completely independent of the in-
put. The set of zero-quantum-capacity channels is much
richer. Indeed, we do not even have a complete charac-
terisation of which channels have zero quantum capacity.
To date, we know of only two kinds of channels with zero
quantum capacity: antidegradable channels [10, 11] and
entanglement-binding channels [12]. The former has the
property that the environment can reproduce the out-
put, thus Q = 0 by the no-cloning theorem [13]. The lat-
ter can only distribute PPT entanglement, which cannot
be distilled by local operations and classical communica-
tion [14], which again implies Q = 0.
This has dramatic consequences. It is possible to take
two quantum channels above, N1 antidegradable and N2
entanglement-binding, which individually have no capac-
ity whatsoever, yet when used together can transmit
quantum information reliably (Q(N1 ⊗ N2) > 0). This
superactivation phenomenon was discovered recently by
Smith and Yard [8]. They also used their examples to
construct a single channel N exhibiting an extreme form
of superadditivity of the coherent information, where
0 = Q(1)(N ) < Q(2)(N ). (In their construction, having
two uses of N effectively enables one use of N1 and one
of N2.) Even stronger superactivation phenomena have
2been shown in the context of zero-error communication
over quantum channels [15–19].
On the one hand, additivity violation means regular-
isation is required in formulas for computing capacities.
On the other hand, it also means that entanglement can
protect information from noise (the coherent information
is additive for unentangled input states).
But just how bad can this additivity violation be? One
might hope that, at least in determining whether the
quantum capacity is non-zero, one need only consider a fi-
nite number of uses of a channel. Indeed, since the Smith
and Yard construction relies on combining the only two
known types of zero-capacity channels, one might dare to
hope that even two uses suffice. (Similarly, for the classi-
cal capacity of quantum channels the only known method
for constructing examples of additivity violation [4, 5]
cannot give a violation for more than two uses of a chan-
nel, and there is some evidence that this may be more
than just a limitation of the proof techniques [6].) Was
this indeed the case, additivity violation would be re-
duced to something relatively benign: entangling the in-
puts across more than two uses of the channel would give
no advantage. And one would be able to compute the
quantum capacity by optimising the coherent informa-
tion over two uses of the channel, which is not substan-
tially more difficult than the optimisation over a single
channel use.
In this paper, we show for the first time that this is
not the case: additivity violation is as bad as it could
possible be. We prove that, for any n, one can con-
struct a channel N for which the coherent information
of n uses is zero (Q(n)(N ) = 0), yet for a larger number
of uses the coherent information is strictly positive, im-
plying that the channel has non-zero quantum capacity
(Q(N ) > 0). This is also the first proof that there can
be a gap between Q(n)(N ) and the quantum capacity for
an arbitrarily large number n of uses of the channel. Our
result implies that, in general, one must consider an arbi-
trarily large number of uses of the channel just to decide
whether the channel has any quantum capacity at all!
Perhaps the earliest indication that determining the
quantum capacity may be a difficult problem comes from
the work of Watrous [20], who showed that an arbitrar-
ily large number of copies of a bipartite quantum state
can be required for entanglement distillation assisted by
two-way classical communication. Our result can be re-
garded as the counterpart of [20] for the quantum capac-
ity (which is mathematically equivalent to entanglement
distillation assisted by one-way communication). How-
ever, the proof ideas and techniques of [20] require two-
way communication, thus they do not apply to the usual
capacity setting. Our result is instead based on the ideas
of Smith and Yard, in particular the intuition provided
by Oppenheim’s commentary thereon [25].
This intuition comes from a class of bipartite quan-
tum states called pbits (private bits) [21]: ρaAbB =
1
2 (|φ+〉〈φ+|ab⊗σ+AB+|φ−〉〈φ−|ab⊗σ−AB), together with the
standard equivalences between quantum capacity (send-
ing entanglement over a channel) and distilling entangle-
ment from the Choi-Jamio lkowsky state associated with
the channel. Here, |φ±〉 are Bell states, and σ± are hiding
states [22]. The latter are orthogonal (globally perfectly
distinguishable), but cannot be distinguished using local
operations and classical communication (LOCC).
If ρaAbB is shared between Alice (who holds aA) and
Bob (who holds bB), then they share at least one ebit
of entanglement due to the Bell states. But this entan-
glement is inaccessible to them unless they can deter-
mine which of the two Bell states they share. This they
could do if only they could determine which hiding state
they have. But σ± cannot be distinguished by LOCC,
preventing them from extracting the entanglement from
ρaAbB. The ab part of the system is usually called the
“key”, and AB the “shield” (as it decouples the systems
ab from any external system).
Now imagine they have access to a quantum erasure
channel E 1
2
, which with probability 1/2 transmits its in-
put perfectly, and with probability 1/2 completely erases
it. It is well known that such a channel cannot be used to
transmit any entanglement. However, if they also share
ρaAbB, Alice can use the erasure channel to send her part
A of the shield to Bob. If the erasure channel transmits,
Bob now holds the entire AB system and can now distin-
guish σ±. Thus, with probability 1/2, Alice and Bob can
now extract the entanglement from ρaAbB.
Instead of supplying Alice and Bob with the state ρaAbB
and an erasure channel, we instead supply them with a
switched channel. This has an auxiliary classical input
that controls whether the channel acts as E 1
2
or Γ, where
Γ is the channel with Choi-Jamio lkowsky state ρaAbB.
The above argument then implies that no quantum in-
formation can be sent over a single use of the channel,
but it can be sent using two uses, by switching one to E 1
2
and the other to Γ.
This is the intuition behind the Smith and Yard con-
struction [25]. However, because it is constructed out
of two very particular types of quantum channels, this
idea does not seem to extend to larger numbers of uses.
Nonetheless, the intuition behind our result is based on
a refinement of these ideas, which we now sketch.
We want to achieve two seemingly contradictory goals:
(1) To prevent Alice from sending any quantum infor-
mation to Bob over n of uses of the channel. (2) To
permit this when Alice has access to some larger number
of uses N > n. We can achieve (1) by increasing the
erasure probability of the erasure channel to something
much closer to 1, and also adding noise to the Γ channel;
the noise then swamps any entanglement. The problem
is that this seems to also render (2) impossible. If the
channel is so noisy that it destroys all entanglement sent
through it, then (by definition) no amount of coding over
multiple uses of the channel can succeed in transmitting
quantum information.
However, note that the information that Alice needs to
send to Bob in order to extract entanglement from the
pbit ρaAbB is essentially classical. Bob just needs to know
3one classical bit of information to distinguish the two hid-
ing states. This suggests that classical error correction
might help Alice send this information to Bob, even when
the channel is very noisy. The intuition behind our proof
is that a simple classical repetition code suffices. Instead
of the pbit ρaAbB, we use a pbit
1
2 (|φ+〉〈φ+|ab ⊗ σ+A1B1 ⊗
· · ·⊗σ+
ANBN
+ |φ−〉〈φ−|ab⊗σ−A1B1⊗· · ·⊗σ−ANBN ) that con-
tains N copies of the shield. For Bob to distinguish the
hiding states, it suffices for one copy to make it through
the erasure channel. Alice now tries to send all of the
copies of the shield through many uses of the erasure
channel. However high the erasure probability, the prob-
ability that at least one will get through can be made
arbitrarily high for sufficiently many attempts.
We now give a more precise description of our con-
struction. The erasure channel with erasure probability p
is EA→FBp := (1−p)|0〉〈0|F⊗IA→B+p|1〉〈1|F⊗1B/ dim(B),
where IA→B is the identity channel from A to B, and F
is the erasure flag. The channel ΓA˜→B˜ belongs to the
class of PPT entanglement-binding channels whose Choi
state is an approximate pbit [21]. We show that Γ can
be constructed with A := A1 . . .AN and B := B1 . . .BN
consisting of N parts, such that even if Bob only receives
part Ai of Alice’s shield for any i, they obtain approxi-
mately one ebit of one-way distillable entanglement. Let
Γ˜A˜→FB˜κ := E B˜→FB˜κ ◦ΓA˜→B˜ be a noisy version of the channel
Γ. Our construction uses channels of the form
MSA˜→SFB˜ := PS→S0 ⊗ Γ˜A˜→FB˜κ + PS→S1 ⊗ E A˜→FB˜p . (1)
Here PS→Si projects onto the i-th computational basis
vector of the qubit system S which thereby acts as a clas-
sical switch allowing Alice to choose whether the channel
acts as Ep or Γ˜κ on the main input A˜. S is retained in
the output which lets Bob learn which choice was made.
Making the above intuition rigorous for this channel
is non-trivial: First, we must prove that the coherent
information of n uses of the channel is strictly zero, for
any input to the channel (not just the input states from
the above intuition). To this end, we cannot just directly
use a pbit with N -copy shield of the form given above,
as it would have distillable entanglement. Fortunately,
we find that an approximate pbit construction from [21]
can be adapted for the role. But then we must take this
approximation into account in the proof that the channel
does have capacity. This requires a careful analysis of
the various parameters of our channel to show that both
of the desired properties can hold simultaneously, which
requires a somewhat delicate argument. The technical
arguments are described in the Methods section.
One natural question (which we leave open) is whether
we can obtain a stronger form of our result with a con-
stant upper bound on the channel dimension. It would
also be interesting to see if one can obtain a result anal-
ogous to ours for the private capacity of quantum chan-
nels. Finally, our result gives a first indication that the
quantum capacity of a channel might well be an uncom-
putable quantity; uncomputability of the quantum ca-
pacity would necessarily imply the behaviour we have
shown here.
METHODS
We state and outline the proof of our main result – for
any number of uses we can show that there exists a chan-
nel with positive capacity but zero coherent information.
Formally, we prove the following:
Theorem. Let M be the channel defined in Eq. (1). For
any positive integer n, if κ ∈ (0, 1/2) and p ∈ [(1 +
κn)−1/n, 1] then we can choose N and Γ such that:
1. Q(n)(M) = 0 and
2. Q(N+1)(M) > 0, and therefore Q(M) > 0.
The proof is divided in two parts. We first prove that,
given n and κ, for any Γ with zero capacity there is a
range of p that makes the coherent information of M⊗n
zero. In the second part we prove that there exists Γ with
zero capacity such that M has positive capacity.
For the first part we can simplify the analysis of M⊗n
by showing that it is optimal to make a definite choice
(i.e. a computational basis state input) for each of the
n switch registers. For each possible setting of the n
switches, the coherent information is a convex combina-
tion of the coherent information for three cases, weighted
by their probabilities: (a) every channel erases, (b) all of
the Ep erase but not all Γ˜ erase, (c) at least one of the Ep
does not erase (and therefore acts as the identity chan-
nel). The coherent information for cases (b) and (c) can
be upper bounded respectively by zero and H(R), where
R is a system that purifies the input. For (a) it is bounded
above by −H(R). Weighting by the probabilities, we find
that the total coherent information is upper-bounded by(
1 − (1 + κn)pn)H(R). This allows us to conclude that
for any n and κ we can find p such that the coherent
information of n uses of the channel is zero.
To prove the second part, we show that for fixed κ, p
we can find a Γ with an N -copy shield such that the co-
herent information of N + 1 uses of the channel M is
positive for some N + 1 > n. We number the channel
uses 0, . . . , N and label the systems involved in the i-th
use of the channel with superscript i. Consider the fol-
lowing input. The switch registers are set to choose Γ˜κ
for use 0 and Ep for the remaining uses 1, . . . , N . We
maximally entangle subsystem A0i of A˜
0 (which is acted
on by Γ˜κ) with subsystem A
i
1 of A˜
i (acted on by an era-
sure channel). We also maximally entangle subsystem
a0 of A˜0 with a purifying reference system a which is re-
tained by Alice. The remaining input subsystems are set
to an arbitrary pure state. The resulting coherent infor-
mation is a convex combination of cases where (a) Γ˜κ
erases, (b) Γ˜κ does not erase but all the Ep erase, and
(c) Γ˜κ and at least one Ep do not erase. Case (a) con-
tributes coherent information −1 weighted by its proba-
bility κ. Case (b) contributes approximately zero coher-
ent information (due to a standard property of pbits).
4In case (c), after channel use 0, Alice and Bob share the
Choi state of Γ on systems ab0A11B
0
1 . . .A
N
1 B
0
N , and after
the N uses of Ep at least one of A11 . . .AN1 reaches Bob
unerased. They then share a state with approximately
one ebit of one-way distillable entanglement (coherent
information +1). This contribution is weighted by the
probability (1− κ)(1− pN ). We show that for p ∈ (0, 1),
κ ∈ (0, 1/2), we can find a Γ with large enough N for
which the overall coherent information is positive, prov-
ing that Q(M) > 0. Further mathematical details are
given in the Supplementary Information.
Acknowledgements: DE and DP acknowledge fi-
nancial support from the European CHIST-ERA project
CQC (funded partially by MINECO grant PRI-PIMCHI-
2011-1071). TSC is supported by the Royal Society. MO
acknowledges financial support from European Union un-
der project QALGO (Grant Agreement No. 600700).
[1] S. Lloyd, Phys. Rev. A 55, 1613 (1997),
quant-ph/9604015.
[2] P. Shor (Lecture Notes, MSRI Workshop on Quantum
Computation, 2002).
[3] I. Devetak, Information Theory, IEEE Transactions on 51, 44 (2005),
quant-ph/0304127.
[4] P. Hayden and A. Winter,
Comm. Math. Phys. 284, 263 (2008), 0807.4753.
[5] M.B. Hastings, Nature Physics 5, 255 (2009).
[6] A. Montanaro, Comm. Math. Phys. 319, 535 (2013).
[7] D. P. DiVincenzo, P. W. Shor, and J. A. Smolin,
Phys. Rev. A 57, 830 (1998), quant-ph/9706061.
[8] G. Smith and J. Yard, Science 321, 1812 (2008),
quant-ph/08074935.
[9] G. Smith and J. A. Smolin,
Phys. Rev. Lett. 98, 030501 (2007), quant-ph/0604107.
[10] C. H. Bennett, D. P. DiVincenzo, and J. A. Smolin,
Phys. Rev. Lett. 78, 3217 (1997), quant-ph/9701015.
[11] T. S. Cubitt, M. B. Ruskai, and G. Smith,
Journal of Mathematical Physics 49, 102104 (2008),
quant-ph/08021360.
[12] P. Horodecki, M. Horodecki, and R. Horodecki,
Journal of Modern Optics 47, 347 (2000),
quant-ph/9904092.
[13] W. K. Wootters and W. H. Zurek,
Nature 299, 802 (1982).
[14] M. Horodecki, P. Horodecki, and R. Horodecki,
Phys. Rev. Lett. 80, 5239 (1998), quant-ph/9801069.
[15] N. Alon Combinatorica 18, 301 (1998).
[16] T. S. Cubitt, J. Chen, and A. W. Harrow,
Information Theory, IEEE Transactions on 57, 8114 (2011),
0906.2547.
[17] J. Chen, T. S. Cubitt, A. W. Harrow, and
G. Smith, Phys. Rev. Lett. 107, 250504 (2011),
quant-ph/1109.0540.
[18] T. S. Cubitt and G. Smith,
Information Theory, IEEE Transactions on 58, 1953 (2012),
0912.2737.
[19] M. E. Shirokov, 1407.8524.
[20] J. Watrous, Phys. Rev. Lett. 93, 010502 (2004),
quant-ph/0312123.
[21] K. Horodecki, M. Horodecki,
P. Horodecki, and J. Oppenheim,
Information Theory, IEEE Transactions on 55, 1898 (2009),
quant-ph/0506189.
[22] T. Eggeling, and R.F. Werner,
Physical Review Letters 89, 097905 (2002),
quant-ph/0203004.
[23] F. G. S. L. Branda˜o, J. Eisert, M. Horodecki, and
D. Yang, Physical Review Letters 106, 230502 (2011),
1010.5074.
[24] F. G. S. L. Branda˜o, J. Oppenheim, and S. Strelchuk,
Phys. Rev. Lett. 108, 040501 (2012), 1107.4385.
[25] J. Oppenheim, Science 321, 1783 (2008).
5SUPPLEMENTARY INFORMATION
Preliminaries
In the following, each system Q is associated to a Hilbert space of finite dimension dim(Q), and the Hilbert space
has an orthonormal computational basis {|i〉Q : i ∈ {0, . . . , dim(Q) − 1}}. For any system Q, let µQ := 1Q/ dim(Q)
denote its maximally mixed state. Let A and B be two systems of equal dimension, IA→B denote the identity channel
between them, and F be a binary erasure flag. The total erasure channel EA→FB1 maps any input state to |1〉〈1|F⊗µB,
while EA→FBp := (1 − p)|0〉〈0|F ⊗ IA→B + pEA→FB1 denotes the erasure channel with erasure probability p. For any
number of uses of E1 and any input state ρ we have
Icoh(E⊗n1 , ρ) = −S(ρ). (S1)
For any register F, a flagged channel is of the form NA→FB = ∑dim(F)−1i=0 pi|i〉〈i|F ⊗NA→Bi . An example is EA→FBp .
For any flagged channel we have
Icoh(N FBA, ρA) =
∑
i
piIcoh(NA→Bi , ρA), (S2)
which follows easily from
I(R〉BF)∑
i
piρRBi ⊗|i〉〈i|F =
∑
i
piI(R〉B)ρRB
i
. (S3)
For any i ∈ {0, . . . , dim(S) − 1}, let PS→Si denote the completely positive map XS 7→ |i〉〈i|SXS|i〉〈i|S. A switched
channel is a channel of the form
∑dim(S)−1
i=0 PS→Si ⊗NA→Bi where each Ni is a quantum channel. The register S acts
as a classical switch allowing the sender to choose between different channels Ni to be applied on the “main input”
A to produce a state of the “main output” B. We will need the following simple lemma regarding switched channels:
Lemma 1. For any switched channel,
max
ρSA
Icoh(N SA→SB, ρSA) = max
i
max
ρA
Icoh(NA→Bi , ρA) (S4)
where 0 ≤ i ≤ dim(S)− 1.
Proof. To see this, note that any purification ρSAR of ρSA can be written in the form
|ρSAR〉 =
∑
i
√
pi|i〉S ⊗ |ρi〉AR. (S5)
Here pi is the probability that the switch is set to i, and |ρi〉AR is a purification of the channel input state ρAi
conditioned on that setting. Conversely, given probabilities pi and states ρ
A
i for each switch value, we can always find
|ρSAR〉 satisfying (S5). Given this, we see that
N SA→SB(ρSAR) =
∑
i
pi|i〉〈i|S ⊗NA→Bi (ρARi ) (S6)
where ρARi := |ρi〉〈ρi|AR. From (S2) it follows that
Icoh(N SA→SB, ρSA) =
∑
i
piIcoh(NA→Bi , ρAi ) (S7)
≤
∑
i
pimax
ρA
i
Icoh(NA→Bi , ρAi ) (S8)
≤ max
i
max
ρA
i
Icoh(NA→Bi , ρAi ) (S9)
which completes the proof.
6We will also require some basic facts about pbits (“private bits”) [21], which we gather here. Given a bipartite
system ab with dim a = dim b = 2 and a bipartite system AB with dimA = dimB, a perfect pbit with key ab and
shield AB is a state γabAB of the form
γabAB := U abAB
(
φab ⊗ σAB)(U †)abAB, (S10)
where φab is the projector onto |φ〉ab := 1√
2
(|00〉+ |11〉)ab, σAB is some mixed state, and
U abAB :=
1∑
i,j=0
|i〉〈i|a ⊗ |j〉〈j|b ⊗ UABij (S11)
is a twisting unitary controlled by the key ab and acting on the shield AB as some unitary UABij . Note that due to the
form of φab and U abAB, we have
γabAB =
1
2
1∑
k,l=0
|k, k〉ab〈l, l|ab ⊗ UABkk σAB(U †ll)AB. (S12)
Let us define UbAB :=
∑1
j=0 |j〉〈j|b ⊗ UABjj . If Bob has access to b and the whole shield AB then he can apply the
unitary operation (U †)bAB to these systems, yielding a 2-qubit maximally entangled state on ab. Therefore,
I(a〉bAB)γabAB = I(a〉bAB)φab⊗σAB = 1. (S13)
On the other hand, if we throw away the shield systems AB, we are left with a state γab that can be converted
into a perfectly random shared classical bit by locally measuring systems a and b in the standard basis. The coherent
information of a shared random bit is zero, so from (S17) we get I(a〉b)γab ≥ 0 and thus
I(a〉bAB)γabB1⊗µA1 ≥ 0. (S14)
Channel construction
We will now describe the input and output systems of our channel M. Let a and b be two-dimensional systems
(qubits). We call ab the “key”. Let Ai,j,k and Bi,j,k be d-dimensional systems for all i ∈ [N ], j ∈ [r], k ∈ [m] where
[n] := {1, . . . , n}. We define composite systems Ai := {Ai,j,k : j ∈ [r], k ∈ [m]} and A := {Ai : i ∈ [N ]} for Alice, and
similar systems Bi and B for Bob. We call AB the “shield” and call Ai “Alice’s i-th share of the shield”. Let F be a
qubit called “the erasure flag”. Let A˜ := aA, and B˜ := bB.
Our construction is a switched channel
MSA˜→SFB˜ := PS→S0 ⊗ Γ˜A˜→FB˜κ + PS→S1 ⊗ E A˜→FB˜p . (S15)
It depends on parameters N, r,m ∈ N and p, κ, q ∈ [0, 1], where q is an implicit parameter of Γ˜κ. We define Γ˜A˜→FB˜κ to
be the composite channel
Γ˜A˜→FB˜κ := E B˜→FB˜κ ◦ ΓA˜→B˜. (S16)
A useful fact regarding compositions is that
Icoh(N1, ρ) ≥ Icoh(N2 ◦ N1, ρ), (S17)
which is just the quantum data processing inequality for coherent information [25].
We define ΓA˜→B˜ by giving its Choi state, which depends on the parameters N , r, m, and q. Defining the composite
systems Ci,j,k := Ai,j,kBi,j,k and Ck := {Ci,j,k : i ∈ [N ], j ∈ [r]}, the Choi state of ΓA˜→B˜ is proportional to
ζabAB = (|00〉〈00|+ |11〉〈11|)ab ⊗
m⊗
k=1
[q
2
(ω + σ)
]Ck
+ (|00〉〈11|+ |11〉〈00|)ab ⊗
m⊗
k=1
[q
2
(ω − σ)
]Ck
(S18)
+ (|01〉〈01|+ |10〉〈10|)ab ⊗
m⊗
k=1
[
(12 − q)σ
]Ck
,
7where ωCk :=
⊗N
i=1
⊗r
j=1
1
2 (µ
Ci,j,k
+ + µ
Ci,j,k
− ), and σ
Ck :=
⊗N
i=1
⊗r
j=1 µ
Ci,j,k
+ are the Eggeling-Werner data hiding
states [22]. Here µ
Ci,j,k
+ and µ
Ci,j,k
− are the states proportional to the projectors onto the symmetric and anti-symmetric
subspaces respectively.
In Eq. (139) of [21], a state ρrec(p,d,k) is defined. Apart from p, d and k, it also implicitly depends on a parameter m,
so we will denote it by ρrec(p,d,k;m). Our ζ
abAB is precisely ρrec(q,d,rN ;m). From Sections X-A (in particular Lemma 5) and
X-B of [21] we see that ρrec(q,d,rN ;m) is PPT if
0 < q ≤ 1/3 and 1− q
q
≥
(
d
d− 1
)rN
. (S19)
Since a channel is PPT-binding iff its Choi matrix is PPT, the same conditions suffice for Γ to be PPT-binding. This
condition is key to our subsequent analysis.
We will now derive from [21] another important fact about ζabAB: Defining
ζabA1B1 := TrA2B2···ANBN ζ
abAB, (S20)
for an appropriate choices of parameters, ρabA1B1 can be made arbitrarily close to a perfect pbit γabA1B1 with key ab
and shield A1B1. In particular, we will use
Lemma 2. Let q := 1/3 and r := 2m+ ⌈log2m⌉. Then τ := ‖ρabA1B1 − γabA1B1‖1 ≤ 16m1/22−m/4 for some perfect
pbit γabA1B1 , where ‖·‖1 denotes the trace norm.
Proof. First note that the ρabA1B1 is simply ρrec(q,d,r;m). Adopting the notation of [21], let ‖A0011‖1 be the norm of the
upper right block of the matrix ρrec(q,d,r;m) expanded in the computational basis of the key system ab. In Proposition 4
of [21], it is shown that if 1/2− ‖A0011‖1 < ǫ < 1/8 then τ ≤ δ(ǫ) for some function δ(ǫ). The function δ is given in
Eq. (70) of [21] as
δ(ǫ) := 2
(
8
√
2ǫ+ h(2
√
2ǫ)
)1/2
+ 2
√
2ǫ (S21)
where h(x) := −x log2 x − (1 − x) log2(1 − x) is the binary entropy function. Provided 0 ≤ x ≤ 1/2, h(x) is an
increasing function of x and
h(x) ≤ x log2
(
1
x2
)
. (S22)
In particular, if we assume that 0 < 2
√
2ǫ < 1/2, i.e.,
0 < ǫ < 1/32, (S23)
then h(2
√
2ǫ) ≤ √8ǫ log2 18ǫ and thus
δ(ǫ) ≤ 2
(
4
√
8ǫ+
√
8ǫ log2
1
8ǫ
)1/2
+
√
8ǫ. (S24)
From Eq. (S23) we also get log2
1
8ǫ > 1. By inserting this extra factor next to 4
√
8ǫ in Eq. (S24) we get
δ(ǫ) ≤ 2
(
5
√
8ǫ log2
1
8ǫ
)1/2
+
√
8ǫ. (S25)
We can upper bound the last term as
√
8ǫ < (
√
8ǫ)1/2 < (
√
8ǫ log2
1
8ǫ)
1/2 and the whole expression as
δ(ǫ) ≤ 25/2
(√
8ǫ log2
1
8ǫ
)1/2
. (S26)
Thus, we get:
τ ≤ 25/2
(√
8ǫ log2
1
8ǫ
)1/2
. (S27)
8Rearranging Eq. (142) in the proof of Theorem 6 of [21] we find 1/2− ‖A0011‖1 = 12
(
1− (1−2−r)m
1+( 1−2q2q )
m
)
. By omitting
the factor 1/2 we get:
1
2
− ‖A0011‖1 =
1
2
(
1− (1− 2
−r)m
1 +
(
1
2q − 1
)m
)
(S28)
<
1 +
(
1
2q − 1
)m − (1− 2−r)m
1 +
(
1
2q − 1
)m . (S29)
Setting q = 1/3 and using
(1− x)m ≥ 1−mx (S30)
for all m ∈ N and x ∈ (0, 1), we have
1
2
− ‖A0011‖1 <
1 + 2−m − (1− 2−r)m
1 + 2−m
(S31)
<
1 + 2−m − (1−m2−r)
1 + 2−m
(S32)
=
2−m +m2−r
1 + 2−m
(S33)
which is a decreasing function of r. Setting r = 2m+ ⌈log2m⌉ we get
1
2
− ‖A0011‖1 <
2−m +m2−(2m+log2 m)
1 + 2−m
(S34)
=
2−m + 2−2m
1 + 2−m
= 2−m. (S35)
Therefore, for any m > 5, and substituting ǫ = 2−m into (S27) we obtain
τ ≤ 25/2
(√
8ǫ log2
1
8ǫ
)1/2
(S36)
= 25/2
(√
23−m(m− 3))1/2 (S37)
≤ 16× 2−m/4m1/2 (S38)
as desired.
Main result
The proof of our main result is based on the following two key lemmas. The first proves the coherent information
is zero up to n uses of the channel. The second proves that it is non-zero for some larger number of uses, hence the
quantum capacity is positive.
Lemma 3. If Γ is PPT-binding, then for κ ∈ [0, 1], p ∈ [(1 + κn)−1/n, 1], the coherent information of n uses of the
channel M is zero: Q(n)(M) = 0.
Proof. Using (S4) and the general fact that
max
ρ
Icoh(N ⊗M, ρ) = max
ρ
Icoh(M⊗N , ρ) (S39)
we have Q(n)(M) = 1n max0≤l≤n Il, where
Il := Icoh
(
Γ˜⊗lκ ⊗ E⊗(n−l)p , ρA˜
1···A˜n
l
)
(S40)
and l is the number of switches set to use Γ˜κ. Here ρ
A˜
1···A˜n
l is an input state for n uses of the channel that maximises
the RHS of (S40), where A˜i := aiAi1 · · ·AiN is the main input system for the i-th use of the channel.
9From the definition (S16) and Eq. (S2), we see that Il can be written as a sum of 2
n terms, each corresponding to
a possible setting of the n erasure flags. We get
Il ≤ κlpn−l(−S(ρl)) + (1− κl)pn−lIcoh(Γ⊗l ⊗ E⊗n−l1 , ρl) + (1 − pn−l)S(ρl). (S41)
The first term in this bound is the case where all n channel uses erase and it follows from (S1). The second term
upper bounds the cases where all of the Ep uses erase but not all of the Γ˜κ channels do, obtained via (S17). The final
term upper bounds the contribution from the remaining cases using the trivial bound.
Using (S17) and the fact that Γ is PPT-binding, we obtain Icoh(Γ
⊗l ⊗ E⊗n−l1 , ρl) ≤ Icoh(Γ⊗n, ρl) ≤ 0 and thus we
can drop the second term in (S41):
Il ≤
(−κlpn−l + 1− pn−l)S(ρl) ≤ (1− (1 + κn)pn)S(ρl), (S42)
where the second inequality follows from p, κ ∈ [0, 1]. We find that Il ≤ 0 provided that
p ≥ (1 + κn)−1/n. (S43)
On the other hand, Il ≥ 0 since we can always choose ρl to be pure. This implies Il = 0 and thus Q(n)(M) = 0,
which completes the proof.
Lemma 4. For p ∈ (0, 1), κ ∈ (0, 1/2), we can choose the parameters q,N, r,m, d such that the PPT condition (S19)
holds and Q(N+1)(M) > 0.
Proof. Our proof has two parts. In part (i) we prove a lower bound on Q(N+1)(M) by analysing a particular input
to the channel. In part (ii) we show that the channel parameters can be chosen to make this lower bound strictly
positive while, at the same time, satisfying (S19).
(i) We number the N +1 channel uses by {0, 1, . . . , N}, and label the systems involved in the i-th channel use with
superscript i. The switch systems are set so that the first use of the channel acts as Γ˜κ on its main input, and the
remaining N uses act as Ep.
If X and Y are two systems of equal dimensions, we use φXY := |φ〉〈φ|XY to denote the maximally entangled state on
XY where |φ〉XY := ∑dim(X)−1i=0 |i〉X|i〉Y/√dim(X). Alice prepares maximally entangled states on subsystems a0a and
on A0iA
i
1 for all i ∈ [N ]. The purification of the overall input to the N + 1 uses of the channel M is
|ν〉 := |0〉S0 |φ〉aa0
N⊗
i=1
(
|1〉Si |α〉ai |φ〉A0iAi1
N⊗
j=2
|β〉Aij
)
(S44)
shown in Fig. 1, where |α〉 and |β〉 are arbitrary pure states, a is a reference system, and Si and A˜i are the switch and
main input systems for the i-th use of M, respectively.
The switch settings cause the first use of M to act as Γ˜κ on A˜0 = a0A01 · · ·A0N (see (S16)). With probability κ,
Γ˜κ erases, yielding |1〉〈1|F0 ⊗ µB˜0 . With probability 1 − κ, it sets the erasure flag to |0〉〈0|F0 and acts as Γ on A˜0,
producing B˜0. At this point the state of aB˜0A11 · · ·AN1 is just the Choi state ζabAB defined in (S18) with its systems
relabelled as follows: B˜ → B˜0 and Aj → Aj1 for all j ∈ [N ]. The switches are set so that the remaining N uses of M
apply Ep to the each of the systems A˜j for each j ∈ [N ]. Bob now applies a simple post-processing operation to the
output systems of all N +1 channel uses to obtain a state of a system bA′1B1GF
0: He first measures the erasure flags
F1 · · ·FN . With probability 1− pN , at least one of these flags, say Fj , will be in the state |0〉〈0|Fj , and the state of Aj1
has been perfectly transferred to his system Bj1. Otherwise, with probability p
N , Bob picks an arbitrary j ∈ [N ]. In
this case the state of Fj is |1〉〈1|Fj and the state of Bj1 is maximally mixed and uncorrelated with any other system.
Now, as depicted in Fig. 1, Bob transfers the state of Fj to a system G, the state of Bj1 to A
′
1, the state of B
0
j to B1
and b0 to b. Bob then discards all of his systems except for bA′1B1GF
0, which are now in the state
ηabA
′
1B1GF
0
: = κµa ⊗ σbA′1B1G ⊗ |1〉〈1|F0
+ (1− κ)pNζabB1 ⊗ µA′1 ⊗ |1〉〈1|G ⊗ |0〉〈0|F0 (S45)
+ (1− κ)(1 − pN)ζabA′1B1 ⊗ |0〉〈0|G ⊗ |0〉〈0|F0 .
Here ζabA
′
1B1 := IA1→A′1(ζabA1B1), where ζabA1B1 is the state (S20) from Lemma 2. The details of σbA′1B1G are unim-
portant. The first term in (S45) corresponds to the case where the first channel use erases. When the first use doesn’t
10
. . .
. . .
. . .
. . .a
0
A
0
1 A
0
j A
0
N
b
0
B
0
1 B
0
j B
0
N
F
0
Γ˜κ
. . .
. . .a
1
b
1
A
1
1
B
1
1F
1
Ep . . .
. . .
. . .a
j
b
j
A
j
1
B
j
1
F
j
Ep . . .
. . .
. . .a
N
b
N
A
N
1
B
N
1F
N
Ep
a b B1 G A
′
1
FIG. 1. Input that achieves positive coherent information for N + 1 uses of M. The switch systems are not shown for clarity.
They have been given (pure) inputs such that the first channel acts as Γ˜κ and the rest act as Ep on their main inputs.
erase, the case where all other uses erase yields the second term, and the case where at least one of the other uses
does not erase gives the third term.
Let us call Bob’s post-processing operation P . Using the state ν := |ν〉〈ν| from (S44), we can write
(N + 1)Q(N+1)(M) ≥ Icoh(M⊗N+1, ν) ≥ Icoh(P ◦M⊗N+1, ν) = I(a〉bA′1B1GF0)ηabA′1B1GF0 , (S46)
where the composition property (S17) was used. Given the “flagged” structure of (S45), we can use (S3):
(N+1)Q(N+1)(M) ≥ κI(a〉bA′1B1G)µa⊗σbA′1B1G+(1−κ)pNI(a〉bA′1B1)ζabB1⊗µA′1+(1−κ)(1−pN )I(a〉bA′1B1)ζabA′1B1 . (S47)
The first term is −κS(µa) = −κ. If τ = ‖ζabA′1B1 − γabA′1B1‖1 for some perfect pbit γabA
′
1B1 , then by the monotonicity
of the trace distance under CPTP maps
τ ≥ ‖ζabB1 ⊗ µA′1 − γabB1 ⊗ µA′1‖1. (S48)
In what follows, we will use the Alicki-Fannes inequality [26]. This states that for ρRB and σRB such that τ :=
‖ρRB − σRB‖1 < 1 we get ∣∣I(R〉B)ρRB − I(R〉B)σRB ∣∣ ≤ 4τ log2 dim(R) + 2h(τ). (S49)
Using (S48) and properties (S13), (S14), dim(a) = 2 together with the Alicki-Fannes inequality we have
I(a〉bA′1B1)ζabA′1B1 ≥ 1−∆, (S50)
I(a〉bA′1B1)ζabB1⊗µA′1 ≥ −∆, (S51)
where
∆ := 4τ + 2h(τ). (S52)
Therefore, (N + 1)Q(N+1)(M) ≥ (1 − κ)(1− pN −∆)− κ which is strictly positive if
∆ < 1− pN − κ
1− κ. (S53)
(ii) We will now show how the parameters must be chosen. First, to ensure that (S19) is satisfied, we specify that
d := 2Nr and q := 1/3. Now, if κ ∈ (0, 1/2) then κ/(1−κ) ∈ (0, 1), so for any p ∈ (0, 1) we can always choose N large
enough to make the RHS of (S53) positive. Fixing this value of N , we then must choose m and r to make ∆ small
enough to satisfy (S53). Lemma 2 tells us that with q = 1/3 and r = 2m+ log2m, we have τ ≤ 16m1/22−m/4. Recall
that ∆ = 4τ + 2h(τ), into which we are substituting τ ≤ 16m1/22−m/4. Provided 0 ≤ x ≤ 1/2, h(x) is an increasing
function of x, and h(x) ≤ 2x log2 1x , so h(τ) ≤ h(16m1/22−m/4) ≤ 4m3/22−m/4 (provided 16m1/22−m/4 ≤ 1/2). We
get
∆ ≤ 64m1/22−m/4 + 8m3/22−m/4 ≤ 72× 2−m/4m3/2. (S54)
One can choose m to make this as small as required.
We can now prove our main result:
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Theorem. Let M be the channel defined in Eq. (S15). For any positive integer n, if κ ∈ (0, 1/2) and p ∈ [(1 +
κn)−1/n, 1] then we can choose q, d, r,N,m such that:
1. Q(n)(M) = 0 and
2. Q(N+1)(M) > 0, and therefore Q(M) > 0.
Proof. In Lemma 3 we show that if Γ is PPT-binding and κ, p satisfy κ ∈ [0, 1] and p ∈ [(1 + κn)−1/n, 1], then the
first statement holds. In Lemma 4 we show that for any κ ∈ (0, 1/2) and p ∈ (0, 1), we can choose the parameters
q, d, r,N,m so that the second statement holds and Γ is PPT-binding. Therefore, for (κ, p) in the intersection of the
two regions, the channel M satisfies both statements.
To be concrete, we can choose κ = 1/4 (so that κ/(1 − κ) = 1/3) and choose p = (1 + κn)−1/n. We can then
choose N so that 1 − pN ≥ 2/3: we require (1 + κn)−N/n < 1/3. Taking logs of both sides, rearranging and using
x/ ln(2) ≥ log2(1 + x), we have N > (log2 3)(ln 2)n4n, so let us take N = 2n4n. We must now choose m large enough
(m ≥ 68) that ∆ < 1/3 in (S54).
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