Abstract: A particularly simple Markov chain model for a reference string is described. The model, which is only slightly more complicated than the independent reference model, generates strings that have a locality property and that have a specified probability distribution of references over pages. Expressions are obtained for expected working-set size and expected working-set miss ratio. The of changes in the size of the data base. Predictions of the model are shown to agree closely with observations of a string of data base model is used in an examination of the effect of grouping pages into blocks and in a discussion of the problem of evaluating the effect references generated by an interactive data base system having a large number of concurrent users.
Introduction
In a two-level storage hierarchy, a reference to a page not in first-level storage is called a miss. The miss-ratio function (average number of misses per reference as a function of first-level storage capacity) is a basic tool for studying the performance of hierarchical storage systems [ 1-51. The miss-ratio function depends on the replacement algorithm and on the properties of the reference string. In order to have some understanding of how variations in the replacement algorithm and/ or the reference string affect the miss ratio, a model for the reference string is essential.
We examine here the structure of a reference string generated by an interactive data base system. The particular system studied, known as the Advanced Administrative System (AAS), has been described in some detail [ 61. It is transaction-driven, and several hundred terminals are simultaneously active. The recorded reference string, which contains only the references to the data base (logical addresses of 1693-byte pages), is a composite of the activities at the various terminals. Thus, the string is qualitatively and quantitatively different from the single-thread program address traces used in most of the studies cited. For example, more than lo5 distinct pages were referenced in the sample string. Program address traces typically contain at most several hundred distinct page references.
One motivation for studying references to the data base is the availability of on-line storage devices with extremely large capacities. (For example, devices exist that can store more than 10" bytes of data.) Information concerning the structure of the data base reference string is a basic requirement for studies of performance of a system that uses such a device as a backing store for I 550 disk storage.
One of the simplest reference string models is the familiar independent reference model. At each discrete time point, a page reference is randomly chosen from the set of page addresses in accordance with a fixed probability distribution. Unfortunately, this model does not adequately reproduce the miss ratios of the sample AAS string. In particular, for AAS, the LRU replacement algorithm (which replaces the least-recently-used page) yields a smaller miss ratio than does the A, algorithm (which replaces the page having the least relative frequency of reference). These results are shown in Fig.  1 . Under the independence assumption, the LRU miss ratio cannot be smaller than that using A, [ 
7, 81.
An examination of the data suggests that dependence is primarily a local phenomenon. The transaction taking place at a particular terminal tends to re-reference a page that has already been referenced, but after several transactions at that terminal the probability of referencing that page is independent of previous activity. This behavior, which is consistent with the "principle of locality" [ 91, was modeled by a particularly simple Markov chain. Because of the simplicity, analytic results are obtainable for expected working-set sizes and miss ratios, and these closely approximate the observed values if the window size is reasonably large. (Large window sizes are of interest because of the application to systems having lo6 or more bytes of data in first-level storage.) The model permits consideration of such problems as dependencies of miss ratio on page size and on size of the data base.
Before describing the model, we give some basic definitions and assumptions and a few useful relationships.
Working-set properties
We assume that the records in the data base are arranged in equal-sized pages. Each reference to a record is as- Pr{ R , = xj , . ., Rim = xj,} Figure 1 Comparison of LRU and A , miss ratios. Let T , the window size, be a positive integer. For each t P T , we define the random variable S j ( T ) = S ( t , T ) . For t P T , let {S( t, T ) } be random variables defined as 
( T ) , is E[S ( t , T ) ] . We note that

S ( t , T + 1 ) = S ( t , T ) + M ( t , T ) .
(1)
This imples that -
S ( T + 1) =-S(T) + % ( T ) .
(2)
Because T( 1 ) = 1, we have (Relations (2) and ( 3 ) were derived, using somewhat different methods, by Denning and Schwartz 
Previous work on modeling reference strings
As indicated in the introduction, most previous studies of properties of and models for reference strings have been concerned with single-thread program address traces. The characteristics of these strings are somewhat different from those of a string of references to the data base generated by an interactive system. Nevertheless, awareness of some aspects of success and failure in modeling program address traces is useful in considering the present work. Perhaps the most popular models in the literature are the independent reference model and the LRU stack model (see [ 12, ch. 61 for descriptions). For the programs studied in [ 131, the independent reference model does not adequately reproduce miss ratios. On the other hand, the LRU stack model, which has the (observed or assumed) LRU miss ratios built in, reproduces working-set miss ratios quite well. However, the stack model predicts uniform distribution of references over pages [ 12, ch. 61, which is contrary to observations of actual strings. In contrast, the model described here has the (,observed or assumed) probability distribution of references over pages built in (as 591
REFERENCE STRING MOD@. does the independent reference model) but also yields, through the structure of the model and one parametel; miss ratios close to observed values.
Model
It has been noted informally that observed reference strings often reference sequentially a set of physically adjacent (e.g., consecutively stored) records. If the records are stored in pages, this is generally seen as a sequence of references to the same page. On the other hand, a random access pattern is also frequently seen. The model described here attempts to capture both features.
The model is a finite Markov chain having n states, one for each member of X . Thus a sequence of states in the model corresponds to a reference stting.
The transition probabilities are
w h e r e 0 5 r < 1 , X f = l h i = 1 , a n d A , > O f o r i = 1 ,~~~, n . We can view the transition probabilities as arising from the following mechanism. With probability r, the previously referenced page is re-referenced. With probability 1 -r, the next reference is chosen in accordance with probability distribution {A,}. The case r = 0 corresponds to the independent reference model; a large 552 value of r indicates high probability of sequential (or 
Comparison with AAS reference string
It would be quite remarkable if a model as simple as that given above could describe the detailed behavior of a data base reference string. The observations that led to the model, as outlined in the introduction, suggested that in the actual string a page reference has a high probability of being re-referenced within the next several transactions. Moreover, transactions are intermixed in the recorded string. In the model, the re-referencing phenomenon is represented by a high probability that two successive references are identical. Thus the model is not suited for comparison with measurements made for small values of T . A sequence of identical page references that the model generates successively would be expected to occur in an actual string spread out over some number, p, of references. (As indicated below, M 5 X lo4.) It is reasonable to hope that the model represents the average contents of a string of length ?.
or larger.
As a result of the characteristics noted above, one cannot apply the simple procedure of estimating the value of r by measuring the relative frequency of immediate re-references, 1 -M j ( 1 ), and applying ( 6 ) with T = 1. The same basic idea, however, can be used if we choose some T I I and apply ( 6 ) to the observed value of M j ( T , ) . In conjunction with the values of { A i } described below, this was the method used to estimate the value of r.
The values of A, E A2 E . . . were estimated from the observed relative frequencies. For the smaller relative frequencies, where one hundred or fewer references to a page appeared in a sample string, a power law extrapolation was used:
The form of (7), with a M 1 , is suggested by several studies cited in [ 181 in a discussion of Zipfs law and the related "80-20" law (80 percent of data base references are to 20 percent of the records). Figure 2 shows the values of { A i } used in the application of (5) 
and (6).
At the time of the measurement, many records in the data base were obsolete, so it was not possible to determine accurately the number of pages. Thus the value of n was determined from the normalization condition Xi=", A, = 1 . To estimate the value of T for AAS we note that, for the recorded string, the average number of references per transaction is about 40 and the average number of active terminals at any one time is about 400 [ 191. Assuming re-referencing at one terminal has high probability for three transactions, we have M 4.8 X lo4' Figures 3 and 4 show good agreement between model and observation for T larger than this number.
Extrapolating to larger data bases
It would be useful to have a method for projecting the performance of a data base system as the size of the data base grows. In this paragraph we assume for simplicity that the sequence {Aj} is adequately represented for all for the pages may be viewed as implicitly defining the Figure 5 Expected working-set miss ratios for several data base sizes.
j by Aj = c/j". A reasonable assumption to make is that a above and parameter r of (4) will remain constant in time. Thus we need only project a future value of c, which is obtainable by estimating a future value of n and choosing c so the probabilities sum to one. For example, based on an estimate of the future workload of services performed by the system and some knowledge of the data structure it should be possible to estimate the future value ofF( T o ) for one To. Then n can be chosen to bring the value predicted by the model close to T( T o ) . (One should be aware of the sensitivity of the projection described above to the value of a assumed.) Figure 5 shows expected working-set miss ratios for a = 0.9, r = 0.8, and several values of n. In Fig. 5 , the value of expected working-set miss ratio is plotted against corresponding expected working-set size in order to indicate the approximate capacity of first-level storage required to achieve a given miss ratio.
Partitioning pages into blocks
As indicated in the introduction, one aim of this study is to consider variations in the operation of the replacement algorithm. One possible alteration is as follows: For some integer k, called the blocking factor, partition the n pages into m blocks of k pages each. (If necessary, add dummy pages so that mk = n). The reference string is then viewed as a sequence of block addresses from a set Y = {y,; * ., y,}. For a fixed capacity of main storage, a replacement algorithm that operates on a sequence of block addresses and transfers data in blocks may exhibit a lower miss ratio than does the same algorithm operating on page addresses and transferring data in pages. We examine the following question: If expected working-set size is held constant (in pages), does working-set management of blocks results in lower miss ratios than does working-set management of pages? The effectiveness of this technique in reducing the miss ratio depends on Let pij* be the probability that a reference to block j follows a reference to block i. Let u E { 1 , * . ., k } , Then Pr{ R,,, = c E { xl,. . ., xk} I R, = x,} = x p,.
= ( l -r ) ( h l * -A , )
+ r + h , ( l -r )
= A,* ( 1 -r) f r. I found a partition (described below) that minimizes S* ( T ) for all T and gave several arguments for the use of this criterion. We show next that their partition minimizes s* ( T ) for all T and all 1 > r P 0.
We first note that the function $(Ai*) = ( 1 -Ai*) [ 1 - Ai* ( 1 -r)IT-' is continuous and convex for Ai* 1 0. It then follows from [21, section 3.171 that indexing the pages so that A, 2 A, 1. . .1 A, minimizes s* ( T ) for all T . This means that pages are blocked together in nonincreasing order of probability of reference.
In order to compare miss ratios for two different values of k, we would like to choose window sizes so that the expected working-set sizes (measured in pages) are the same in both cases. If C is the expected working-set size in pages for the original case discussed (k = 1) , then if S ( T ) = C , we can write the expected miss ratio as M [ S " ( C ) ] . It is convenient to use the latter expression for values of C that do not correspond to integral values of T . This amounts to an interpolation. Thus, for general k, the expected working-set size is chosen to be C / k blocks (i.e., Cpages),andwecomputeM*[(q*"(C/k)].
In Table 1 we give ? = (F) -'( C / k ) and a* (?) for a fixed value of C and several blocking factors using the partitioning method described above, {hi} of Fig. 2 and r = 0.79 as in Figs. 3 and 4 . The results agree with observations that miss ratios for AAS are not greatly reduced by blocking pages together. (The lack of sensitivity to blocking shown in Table 1 is an inherent feature of the model. It can be shown [22] that for the partitioning method described above,
Thus, if C l k , the expected working-set size (in blocks) is large, the miss ratios in the two cases are nearly equal.
Conclusions
A Markov chain model with a particularly simple structure has been studied and shown to provide analytic results for properties of interest in a reference string. A reasonable choice of parameters for the model yields results that agree well with observations of an AAS data string for large window sizes. However, reference strings from other data base systems should be studied to see if this model has general applicability. If so, then a model only slightly less tractable than the independent reference model shows promise of providing a useful tool in the study of data base systems. Ghanem were helpful in clarifying several points. The presentation has benefited from a number of comments by the referees.
