Abstract: A theoretical investigation of the equalization-enhanced phase noise (EEPN) and its mitigation is presented. We show with a frequency domain analysis that the EEPN results from the non-linear inter-mixing between the sidebands of the dispersed signal and the noise sidebands of the local oscillator. It is further shown and validated with system simulations that the transmission penalty is mainly due to the slow optical frequency fluctuations of the local oscillator. Hence, elimination of the frequency noise below a certain cut-off frequency significantly reduces the transmission penalty, even when frequency noise would otherwise cause an error floor. The required cut-off frequency increases linearly with the white frequency noise level and hence the linewidth of the local oscillator laser, but is virtually independent of the symbol rate and the accumulated dispersion.
Introduction
Coherent detection together with digital signal processing offers a promising solution in terms of receiver sensitivity, dispersion resilience, and particularly the phase noise tolerance [1] [2] [3] . In addition, it also possesses desirable features that meet the critical requirement of futuregeneration reconfigurable networks [4] . However, in coherent optical systems with electronic dispersion compensation (EDC), it is observed that the received constellation, even after digital signal processing, remains influenced by enhanced noise commonly known as equalization-enhanced phase noise (EEPN) originating from the phase noise of the local oscillator (LO) [5] . Although conventional semiconductor lasers with Lorentzian linewidths in 1-10 MHz range can be used as transmitter lasers in coherent systems with suitable phase recovery algorithms [6] , EEPN normally excludes them from being used as LO lasers. Instead, one has to resort to more costly and less compact external cavity lasers. W. Shieh et al. provided the theoretical evaluation of EEPN based on the enhancement of the local oscillator (LO) phase noise due to the dispersion equalization [5, 7] . An analytical estimation of bit error rate (BER) for systems influenced with EEPN was provided by G. Jacobsen et al. in [8] . A detailed study on the impact of various chromatic dispersion (CD) compensation techniques and carrier phase estimation methods on EEPN was provided in [9] [10] [11] [12] . Furthermore, EEPN in coherent optical systems with EDC was experimentally demonstrated in [12, 13] . The previous studies have consistently concluded that EEPN penalty increases with accumulated dispersion and symbol rate, placing stringent requirement on linewidth of the LO, when using higher order quadrature modulation formats [5, [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . In this paper, we significantly expand this research topic emphasizing the impact of different spectral parts of laser frequency noise on the transmission penalty due to this enhanced noise.
In order to understand the influence of LO frequency noise on this enhanced noise we perform a frequency domain analysis of a coherent optical system with electronic dispersion compensation. The laser emission perturbed by Wiener phase noise described with a stochastic frequency response is used in this analysis. The findings of the frequency domain analysis are then validated through system simulations using quadrature phase shift keying (QPSK) and 16-quadrature amplitude modulation (QAM) for different symbol rates, accumulated dispersion and LO linewidths. The results of the paper indicate how EEPN can be effectively mitigated, thereby enabling the use of conventional semiconductor lasers with a Lorentzian linewidth up to 10 MHz as LO lasers in these systems.
Frequency domain analysis of coherent optical system with EDC
In this section, without loss of generality, we perform a frequency domain analysis of a coherent optical system with EDC. The baseband-equivalent frequency domain model is illustrated in Fig. 1 .
( ) R f is the baseband-equivalent stochastic spectrum after the modulation on the laser (including the influence of transmitter laser phase noise, sampling, pulse shaping filter etc.). The received signal right after the dispersion compensation, ( ) Fig. 1 is given as, 
As we can see in Eq. (2), the first term represents the accumulated dispersion and the last term represents the frequency response of the linear channel equalizer. The middle term represents the inter-mixing of the side bands of the dispersed signal with the noise side bands of the local oscillator. Thus, the frequency domain analysis reveals that the linear part of the accumulated channel dispersion is compensated by the linear channel equalizer. However, the inter-mixing of side bands of the two signals in the intensity sensitive photo-detectors is not compensated in the linear equalizer, which results in an enhancement of noise.
Equation (2) can further be rearranged to separate the signal term and EEPN noise term as follows,
It can be seen that each frequency of the incoming signal is distorted by the enhanced noise, given by second part of Eq. (3). The frequency noise of a laser can be attributed to perturbations of the phase of the optical field due to the spontaneous emission. In semiconductor lasers, the frequency noise is further enhanced, since also intensity fluctuations will, via stimulated recombination, induce noise in the carrier density that affects the refractive index and hence lasing frequency. If we neglect the internal laser dynamics, the frequency noise will be white, proportional to the spontaneous emission, yielding a Lorentzian linewidth. Representing the spontaneous emission noise with a stochastic baseband-equivalent Fourier transform, ( ) sp e f , the stochastic basebandequivalent Fourier transform of the output of the LO laser will be ( ) 
As we can see in Eq. (5), the influence of nearby signal frequencies on a given frequency is weighted by a deterministic factor
As long as both the symbol rate and the integration limit, f cutoff , are sufficiently larger than the linewidth, the contribution to EEPN is governed by the above factor. The integration limit, f cutoff , in Eq. (5), can then be defined as the frequency beyond which the contribution to EEPN from the spontaneous emission, ( ) sp e f -and hence LO frequency noise -becomes negligible, based on a certain criterion. Conversely, by suppressing the frequency noise for frequencies below f cutoff , we can mitigate most of the EEPN. From above discussion one can also conclude that f cutoff , is determined by the LO linewidth and is virtually independent of symbol rate and accumulated dispersion. The necessary suppression of low frequency noise can be implemented by e.g., electrical feedback [17] or digital coherence enhancement [18] . The first method using electrical feedback will also reduce the measured FWHM (full width half maximum) linewidth of the local oscillator laser. Our results show that such a linewidth reduction can be efficient to mitigate EEPN even if the electrical feedback loop has a bandwidth much lower than the bandwidth of the transmitted signal. 
Simulation results and discussion
In this section, we perform system simulations to support the analysis presented in Section 2.
The simulations were performed in VPItransmissionMaker TM [19] for transmission of 28 Gbaud and 56 Gbaud QPSK and 16-QAM modulation formats over a single mode fiber (SMF) link having CD coefficient of 16 ps/(nm·km), see Fig. 2 . Data stream was generated using 2 15 -1 pseudorandom bit sequence modulated on the optical carrier using Mach-Zehnder based in-phase and quadrature phase modulator. The incoming optical signal was loaded before reception with amplified spontaneous emission noise represented by the OSNR block. This emulates erbium-doped fiber amplifier noise that incrementally adds on to the signal after each fiber span. A frequency domain equalizer was used for dispersion compensation [20] . The LO influenced by white frequency noise was emulated by frequency modulation (FM) of an ideal LO laser with high-pass-filtered (HPF) additive Gaussian white noise source (AWGN). The lower cut-off frequency of the rectangular high-pass filter corresponds to the f cutoff in Eq. (5). Decision-directed phase-locked-loop (DD-PLL) was used for carrier phase estimation. In Fig. 3 , the dependence of BER on the cut-off frequency of the high-pass filter for different LO linewidths, is presented. Over 1 000 000 bits and 160 000 ps/nm accumulated dispersion were taken into account for the obtained results. As expected, one can see a decrease in BER with increasing cut-off frequency since an increased part of noise is eliminated. However, the required cut-off frequency to achieve an acceptable BER is much lower than the symbol rate but increases with LO linewidth, as also indicated by the theoretical analysis in Section 2. The required f cutoff to achieve overall optical signal to noise ratio (OSNR) penalty of 1 dB at BER of 10 −3 is shown in Fig. 4 as a function of linewidth. It can be observed that the cutoff frequency scales linearly with the LO linewidth caused by white frequency noise. The required cut-off frequency f cutoff depends on the affordable OSNR penalty and on the modulation format. The required cut-off frequency is 12 × linewidth for QPSK and 56 × linewidth for 16-QAM. We also see that the required cut-off frequency is virtually independent of the symbol rate as long as the required f cutoff is sufficiently larger than the linewidth as concluded in Section 2. Fig. 4 to give a penalty less than 1 dB. The results are also compared to an ideal LO. It can be observed that, without high-pass filtering, the penalty increases with both symbol rate and accumulated dispersion for a given Lorentzian linewidth. However, the high-pass filtering of frequency noise reduces the penalty, as expected, to less than 1 dB, virtually independent of the symbol rate and the accumulated dispersion. Again it is concluded that, for a given modulation format, the cut-off frequency is only dependent on the LO linewidth. The necessary suppression of low frequency noise can be implemented by e.g., electrical feedback [17] or digital coherence enhancement [18] as mentioned in Section 2.
Conclusion
Frequency domain analysis identifies non-linear inter-mixing in the photodiode of sidebands of dispersed modulated signal with LO sidebands, as the origin of the enhanced noise. Furthermore, it is found that the EEPN penalty is mainly caused by the low frequency noise of the LO and can hence be mitigated by elimination of the frequency noise below a certain cut-off frequency. The required cut-off frequency for a given BER penalty and modulation format increases linearly with the LO linewidth, but is virtually independent of the symbol rate and the accumulated dispersion. Elimination of the frequency noise below this cut-off frequency, using e.g. frequency noise feedback to the LO laser or digital coherence enhancement, will significantly reduce the EEPN penalty even when it otherwise would cause an error floor.
