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a b s t r a c t
Consider the following generalization of the sequential group testing problem for 2
defective items, which is suggested by Aigner (1988) in [1]: Suppose a graph G contains
one defective edge e∗. Find the endpoints of e∗ by testing whether a subset of vertices of
cardinality at most 2 contains at least one of the endpoints of e∗ or not. What is then the
minimum number c2 (G) of tests, which are needed in the worst case to identify e∗?
In Gerzen (2009) [10], this problem was partially solved by deriving sharp lower and
upper bounds for c2(G). In addition, it was proved that the determination of c2(G) is an NP-
complete problem. Among others, it was shown that the inequality |E| ≤ 4

c2−1
2

+ 4 =
2c22−6c2+8 holds for graphswith 2-complexity c2 and the edge set E. In the present paper,
we study the class of graphs forwhich this inequality is sharp and characterize these graphs
in several ways. We suppose that for those graphs the 2-complexity can be computed in
polynomial time by means of this characterization.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Consider the following combinatorial sequential group testing problem for 2 defective items: assume that a set V of n
items contains exactly 2 defective items. We want to interpret the search domain V as the vertex set of the complete graph
Kn and search for two defective elements from V , i.e., an unknown edge e∗ in the edge set E of Kn. The aim is to determine
the unknown defective edge by sequentially choosing subsets U of V and asking questions of the form ‘‘Is at least one of
the vertices of U an endpoint of e∗?’’. Such questions are called tests and U is called a test set. Let c(A, n) denote the worst
case number of tests required by an algorithm A to identify e∗. The aim is to determine c(n) = minA c(A, n). The interested
reader can find more details about group testing problems in [6,3,7,8].
We want to go even further and consider the following generalization of this group testing problem: we interpret the
search domain V as the vertex set of an arbitrary, finite, simple, undirected graph G with edge set E and search for an
unknown edge e∗ in E, i.e., for two adjacent vertices from V . Additionally, we allow only sets of bounded cardinality. We
write cp(G) for the worst case complexity in the case that only test sets of cardinality at most p are allowed. The case p = 1
has been investigated by Aigner and Triesch in [2,12,13]. The authors proved in [2] sharp upper bounds on the number of
edges and vertices of a graph, both dependent on c1.
Theorem 1 (Aigner and Triesch [2]). Let G be a graph and c1 its 1-complexity. Then
(a) |E| ≤

c1+1
2

+ 1 and
(b) |V | ≤

c1+2
2

+ 1.
Solving the inequalities in Theorem 1, one obtains sharp lower bounds for c1.
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Corollary 1 (Aigner and Triesch [2]). Let G be a graph with n vertices and m edges. Then
(a) c1(G) ≥ ⌈

2m− 74 − 12⌉ and
(b) c1(G) ≥ ⌈

2n− 74 − 32⌉.
In [9] Gerzen gets similar sharp results for the case p = 2.
Theorem 2 (Gerzen [9]). Let G be a graph and c2 ≥ 2 its 2-complexity. Then
(a) |E| ≤ 4

c2−1
2

+ 4 = 2c22 − 6c2 + 8 and
(b) |V | ≤ 2c22 − 6c2 + 8+ κ(G) ≤ 2c22 − 4c2 + 8,
where κ(G) is the number of components of G.
Solving the inequalities in Theorem 2, Gerzen obtained sharp lower bounds for c2.
Corollary 2 (Gerzen [9]). Let G be a graph with n vertices and m ≥ 4 edges. Then
(a) c2(G) ≥ ⌈

m
2 − 74 + 32⌉ and
(b) c2(G) ≥ ⌈

n
2 − 3+ 1⌉.
Lower and upper bounds for the p-complexity cp(G) in the general case p ∈ N can be found in [10,11].
Triesch and Aigner characterized the class of graphs for which equality holds in case (a) of Theorem 1 in several ways.
Moreover, a polynomial time algorithm is given which decides whether a graph satisfies equality in Theorem 1 or not. In
particular, it was shown that for those graphs the 1-complexity is computable in polynomial time. Inspired by this idea we
want to study the class of graphs for which equality holds in Theorem 2. We characterize these graphs in several ways.
Furthermore, we give a characterization of graphs with c2(G) = c and |E| = 4

c−1
2

+ 4.
For modeling the worst case complexity we introduce the following game theoretic point of view. We interpret the
problem described above as a game between two players A (‘‘Algy’’) and S (‘‘Strategist’’) as follows:
Player A chooses sequentially subsetsU ⊂ V with |U| ≤ 2 and asks S questions of the form: ‘‘Is at least one of the vertices
of U an endpoint of e∗?’’ A receives as answer ‘‘yes’’ or ‘‘no’’. Player A wants to determine the unknown edge e∗ ∈ E with a
minimal number of questions. Any sequence of questions determining e∗ is an algorithm of player A.
Player S, on the other hand, tries to force A to ask asmany questions as possible. S does not fix the edge e∗ at the beginning
of the game but delays giving the solution as long as possible. Still the answers she provides to the questions of A have to
be consistent, i.e., the graph has to contain an edge which complies with all answers given by S. Any sequence of answers is
called a strategy of S. The game stops when e∗ is determined, and the length of the game is the number of questions asked.
The (worst case) 2-complexity c2(G) is the minimum number of questions that has to be asked in order to determine an
unknown edge e∗ if both players play optimally from their point of view.
2. Preliminaries and terminology
In the following let l,m be two positive integers with l ≤ m and 2 ≤ m.
For all graph theoretic notations which are not defined in the text, we refer the reader to [4,5]. Let G(V , E) be a graph
with vertex set V and edge set E and B ⊂ V , then ⟨B⟩ denotes the subgraph on B which contains all edges within B which
are present in G, i.e., V (⟨B⟩) = B and E(⟨B⟩) = E(G) ∩

B
2

. ⟨B⟩ is called the subgraph of G induced by B.
We write K1,m for a star with m + 1 vertices. For a vertex x ∈ V (G) we write NG(x) or N(x) for the neighborhood of x in
G. We write G ∪ H = (V (G) ∪ V (H), E(G) ∪ E(H)) and G \ H = (V (G) \ {x ∈ V (G) : NG(x) \ NH(x) = ∅}, E(G) \ E(H)). We
obtain the join G+H from G∪H by adding all edges between G and H . IfW ⊂ V (G), then G−W = ⟨V \W ⟩ is the subgraph
of G obtained by deleting the vertices inW and all edges incident with them. If x and y are non-adjacent vertices of G, then
G+ xy is obtained from G by joining x to y.
The following four terms we will need throughout the whole paper.
Definition 1. Let K1,l−1 and K1,m−1 be two stars with centers v and u, respectively such that v ∉ V (K1,m−1). K1,l−1 and K1,m−1
do not necessarily have disjoint vertex sets. A graph consisting of K1,l−1 and K1,m−1 and the edgewhich joins v and u is called
double star. It is denoted by KlKm and we say that v and u are centers of KlKm. In other words KlKm = K1,l−1 ∪ K1,m−1 + uv.
We write K1,l−1 ⊎ K1,m−1 for the union of K1,l−1 and K1,m−1 and call it star pair. We say that v and u are centers of
K1,l−1 ⊎ K1,m−1.
In other words a star pair is a pair of two stars the centers of which are not adjacent and a double star is a pair of two
stars the centers of which are adjacent.
We can see in the Fig. 1 examples for two star pairs and two double stars.
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Fig. 1. Two star pairs and two double stars.
Fig. 2. The graph X .
Definition 2. Let G = (V , E) be a graph and B ⊂ V a subset of V with |B| ≤ 2. Then the degree d(B) of B in G is the degree
of the vertex v in G if B = {v}. If B = {u, w}, then d(B) is equal to the sum of the degree of u in the graph G and the degree
ofw in G− u, i.e. d(B) = dG(u)+ dG−u(w).
For instance the degree of the set {u, v} is equal to 8 in the graph K4K5 of Fig. 1 and it is equal to 9 in the graph K1,4 ⊎ K1,5
of Fig. 1.
Definition 3. Let G = (V , E) be a graph. A no-sequence for G is a sequence A1, . . . , Al of subsets of V queried by player A
in order to find an unknown edge in G if A uses an optimal algorithm with test sets of cardinality at most 2 and if player S
answers ‘‘no’’ to every subset Ai, i = 1, . . . , l.
Let us consider for example the graph X of Fig. 2. For the number of edges of X we have m(H) = 22 and thus c2(X) ≥
⌈

22
2 − 74 + 32⌉ = 5 by Corollary 2.
A1 = {u, v}, A2 = {w, y}, A3 = {x} is a no-sequence for X . Since if player A probes the sets A1, A2, A3 one after another and
S always answers ‘‘no’’, then after testing A3 the unknown edge e∗ is found. If A probes A1 and S answers ‘‘yes’’, then A has to
search in the graph ⟨N(v)∪N(u)⟩ = K6K6 and needs therefore 4 questions more to find e∗ by Lemma 2. If S answers the first
questionwith ‘‘no’’ and ‘‘yes’’ to the second question, then after that A has to search in the graph ⟨N(w)∪N(y)⟩ = K1,3⊎K1,5
and needs therefore 3 questions more to find e∗ by Lemma 3. Assume now that S answers ‘‘yes’’ for the first time when A
tests A3, then A needs one more question to identify e∗. Hence the test sequence A1, A2, A3 builds an optimal algorithm for
X . Also the sequences A1 = {v,w}, A2 = {u, y}, A3 = {x} and B1 = {v, y}, B2 = {u, a}, B3 = {w}, B4 = {x} are two
no-sequences for X . The sequence C1 = {v, u}, C2 = {w}, C3 = {y}, C4 = {x}, on the other hand, is not a no-sequences for X .
For a star withm edges we have the following obvious result.
Lemma 1.
c2(K1,m) =
m
2

.
In the following two Lemmata we get exact results on c2(G) for G = KlKm and G = Kl ⊎ Km.
Lemma 2 (Gerzen [9]). Let 2 ≤ l ≤ m and G = KlKm be a double star with centers v of K1,l and u of K1,m. Then
c2(G) =

m+ 1
2
if m odd and m− l ≥ 1,
m+ 3
2
if m odd and m− l = 0,
m
2
if m even and m− l ≥ 3,
m+ 2
2
if m even and m− l ≤ 2.
T. Gerzen / Discrete Applied Mathematics 159 (2011) 2058–2068 2061
Lemma 3 (Gerzen [9]). Let G = K1,l ⊎ K1,m be a star pair with centers v of K1,l and u of K1,m. Then
c2(G) =

m+ 1
2
if m odd and m− l ≥ 2,
m+ 3
2
if m odd and m− l ≤ 1,
m
2
if m even, N(v) ⊂ N(u) and m− l ≥ 4,
m+ 2
2
if m even, N(v) ⊄ N(u) and m− l ≥ 4,
m+ 2
2
if m even and m− l ≤ 3.
The following lower bound for the 2-complexity for a double star or a star pair can be concluded from Lemmas 2 and 3.
Corollary 3 (Gerzen [9]). Let G = K1,l ⊎ K1,m or G = KlKm be a graph with d = |E(G)| ≥ 3. Then
c2(G) ≥

d+ 4
4

.
3. No-sequence characterization
Before starting with a characterization of the graphs with equality in Theorem 2 we need a preliminary result.
Lemma 4. Let G = (V , E) be a graph with 2-complexity 2 ≤ c2(G) = c. Let A1, . . . , Al be a no-sequence for G. Let G1 = G and
Gi = G− (A1 ∪ · · · ∪ Ai−1) for i = 2, . . . , l+ 1. Let di be the degree of Ai in the graph Gi. Then we get the following results.
(i) l ≤ c.
(ii) The following inequalities hold for all 1 ≤ i ≤ min{l, c − 2}
di ≤ 4(c − i− 1) if |Ai| = 2,
di ≤ 2(c − i) if |Ai| = 1.
(iii) If l = c − 1, then dl ≤ 2.
(iv) If l = c, then dl−1 ≤ 2 and dl = 1.
(v) If Ai = {v,w} for an 1 ≤ i ≤ l− 1, then dGi(v), dGi(w) ≤ 2(c − i).
Proof. (i) is clear because A uses an optimal algorithm and c2(G) = c.
(ii): Assume there is an index j ≤ min{l, c − 2}with dj > 4(c − j− 1) if |Aj| = 2 and dj > 2(c − j) if |Aj| = 1. Assume that
player S answers the first j− 1 questions with ‘‘no’’ and the jth question with ‘‘yes’’. Let us consider the following two cases
separately.
Case 1. Aj = {w}. In this case A has to search in the subgraph K1,m (with m = dj) of G − (A1 ∪ · · · ∪ Aj−1). Hence player A
has to ask at least ⌈ dj2 ⌉more questions to identify the unknown edge e∗ by Lemma 1. Therefore, S can force A to ask in all at
least j+ ⌈ dj2 ⌉ > j+ (c − j) = c questions. And we have a contradiction to the condition c2(G) = c .
Case 2. Aj = {u, v}. In this case player A knows that the unknown edge e∗ lies in the subgraph K1,r∪K1,p with |E(K1,r∪K1,p)| =
dj. Thus, we conclude that player A has to ask at least ⌈ dj+44 ⌉ more questions to identify e∗ by Corollary 3. Therefore, S can
force A to ask in all at least j+ dj+44 > j+ (c − j− 1+ 1) = c questions, contradicting c2(G) = c.
(iii) and (iv): Assume dc−1 > 2 and assume that player S answers the first c − 2 questions with ‘‘no’’ and ‘‘yes’’ to the
(c − 1)th question. Then A has to search in a graph with dc−1 ≥ 3 edges and needs thus at least ⌈log2 3⌉ = 2 further
questions. Therefore A needs at least c − 1+ 2 = c + 1 questions in total to find e∗. Contradiction! We know that dc ≥ 1,
since otherwise the game stops after testing of Ac−1. If dc > 1 and S answers first time ‘‘yes’’ to the cth question, then A has
to search in a subgraph of Gwith dc ≥ 2 edges after probing c sets. Thus, we get again a contradiction.
(v): Let Ai = {w, v} for an i ≤ l− 1. Let w.l.o.g. (without loss of generality) dGi(v) ≤ dGi(w). Assume dGi(w) ≥ 2(c − i)+ 1
and assume that player S answers the first i− 1 questions with ‘‘no’’ and the ith question with ‘‘yes’’. Then A has to search
in a star pair or in a double star. Therefore, A needs at least ⌈ dGi (w)2 ⌉ further tests by Lemmas 2 and 3, and thus at least
i+ ⌈ dGi (w)2 ⌉ ≥ c + 1 tests in all, contrary to c2(G) ≤ c. 
Now we get the following characterization of graphs with equality in Theorem 2.
Proposition 1. Let G = (V , E) be a graph with 2-complexity 2 ≤ c2(G) = c. Then the following conditions are equivalent:
(i) There is a sequence A1, A2, . . . , Ac of subsets of V with |Ai| ≤ 2 such that G − (A1 ∪ · · · ∪ Ac) contains exactly one edge,
di = 4(c−i−1) for 1 ≤ i ≤ c−2, dc−1 = 2 and dc = 1, where di denotes the degree of Ai in the graph G−(A1∪· · ·∪Ai−1).
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(ii) There is an integer k ≤ n− c, where n = |V | and a partition U1, . . . ,Uk+c of V with |Ui| = 1 for 1 ≤ i ≤ k and |Ui| ≤ 2 for
i > k such that the graph ⟨U1∪· · ·∪Uk⟩ contains exactly one edge andUi is adjacent to exactly

1 for i = k+ 1,
2 for i = k+ 2 and
4(i− k− 2) for k+ 3 ≤ i ≤ k+ c
vertices of U1 ∪ · · · ∪ Ui in G.
(iii) |E| = 4

c−1
2

+ 4 = 2c2 − 6c + 8.
Proof. (i)⇒ (ii): Let kbe thepositive integerwith∑ci=1 |Ai| = n−k. Choose somepermutationu1, . . . , uk ofV\(A1∪· · ·∪Ac).
Let Ui = {ui} for 1 ≤ i ≤ k and Uk+j = Ac−j+1 for 1 ≤ j ≤ c. Then ⟨U1 ∪ · · · ∪ Uk⟩ = G − (A1 ∪ · · · ∪ Ac) contains exactly
one edge. Furthermore, by (i) we get that
• Uk+1 = Ac is adjacent to exactly one vertex of V \ (A1 ∪ · · · ∪ Ac−1) = U1 ∪ · · · ∪ Uk+1 as well as• Uk+2 = Ac−1 is adjacent to exactly 2 vertices of V \ (A1 ∪ · · · ∪ Ac−2) = U1 ∪ · · · ∪ Uk+2 and• Uk+j = Ac−j+1 is adjacent to exactly 4(c − (c − j + 1) − 1) = 4(j − 2) = 4((k + j) − k − 2) vertices of
V \ (A1 ∪ · · · ∪ Ac−j) = U1 ∪ · · · ∪ Uk+j for 3 ≤ j ≤ c.
Hence, the partition U1, . . . ,Uk+c of V satisfies the requirements of (ii).
(ii)⇒ (i): This follows by an inversion of the construction proving the direction ‘‘(i)⇒ (ii)’’.
(i)⇒ (iii): If (i) is satisfied, then
|E| = 1+
c−
j=1
dj = 4+ 4
c−2
j=1
(c − j− 1) = 4+ 4
c−2
j=1
j = 4

c − 1
2

+ 4.
(iii)⇒ (i): Assume that the condition (iii) is satisfied and that A1, . . . , Al is a no-sequence for G. Then the graph G − (A1 ∪
· · · ∪ Al) contains exactly one edge and l ≤ c holds, because A uses an optimal algorithm. Furthermore, we can assume that
dl ≥ 1, since otherwise the game would have been finished already after testing of Al−1. Now we are going to show that
c = l and di = 4(c − i− 1) for 1 ≤ i ≤ c − 2, dc−1 = 2 and dc = 1.
From Lemma 4 we deduce that the inequality di ≤ 4(c− i− 1) holds for 1 ≤ i ≤ min{l, c− 2}. And in the case l = c− 1
and l = c that dc−1 ≤ 2 and dc = 1.
Hence, we estimate
|E| = 1+
l−
j=1
dj ≤ 1+ dl + dl−1 + 4
l−2
j=1
(c − j− 1).
If l ≤ c − 2 we obtain therefore
|E| ≤ 1+ 4
l−
j=1
(c − j− 1) ≤ 1+ 4
c−2
j=1
(c − j− 1) = 1+ 4

c − 1
2

,
contradicting the condition (iii).
If l = c − 1 we obtain
|E| ≤ 1+ 4
c−2
j=1
(c − j− 1)+ dc−1 ≤ 3+ 4

c − 1
2

,
again contradicting (iii).
Thus we conclude
c = l and di ≤ 4(c − i− 1) for 1 ≤ i ≤ c − 2, dc−1 ≤ 2 and dc = 1. (1)
Condition (i) is proved if we can show that equality holds in all inequalities of (1). If one of the inequalities of (1) is not an
equality, we can estimate
|E| = 1+
l−
j=1
dj < 4+ 4
c−2
j=1
(c − j− 1) = 8+ 2c2 − 6c.
Contradiction! 
4. 2-Complexity-saturated
Definition 4. A graph G = (V , E) is called 2-complexity-saturated if c2(G+ e) > c2(G) for each edge e ∉ E which joins two
vertices of V .
A graph G with 2-complexity c2(G) = c and 4

c−1
2

+ 4 edges is clearly 2-complexity-saturated by Theorem 2 and has
at least 2c vertices. In the next proposition we show, that an additional condition on |V (G)| is enough to guarantee the
equivalence.
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Fig. 3. A graph with property L3 .
Fig. 4. A graph with property L4 .
Definition 5. Let G(V , E) denote a graph with n vertices, let c be an integer with n ≥ 2c + 1 ≥ 5. In the case c = 2 we
say that G has property Lc if there are two subsets A1, A2 of V such that dG(A1) = 2, the set A2 has exact one neighbor in the
graph G− A1 and G− (A1 ∪ A2) contains exact one edge.
In the case c = 3 we say that G has property Lc if there are subsets A1, A2 and A3 of V such that dG(A1) = 4, the set A1
contains at most two vertices, the degree of A2 in the graph G − A1 is equal two, the set A3 has exact one neighbor in the
graph G− (A1 ∪ A2) and the graph G− (A1 ∪ A2 ∪ A3) contains exact one edge.
For c ≥ 4 we say that G has property Lc if there is a sequence A1, A2, . . . , Ac of subsets of V such that the following
conditions are satisfied:
(1) dc−2 = 4, dc−1 = 2 and dc = 1, where di denotes the degree of Ai in the graph G− (A1 ∪ · · · ∪ Ai−1) and
(2) |Ai| ≤ 2 for≥ c − 2 and
(3) G− (A1 ∪ · · · ∪ Ac) contains exact one edge.
(4) Let N(Ai) denote the neighborhood of Ai in the graph G− (A1 ∪ · · · ∪ Ai−1). Let G(Ai) denote the graph with the vertex
set Ai ∪ N(Ai) and edge set consisting of all edges between Ai and N(Ai)which are present in G. For 1 ≤ i ≤ c − 3 it is
(i) G(Ai) = KlKm withm = 2(c − i)− 1 and l = 2(c − i)− 2 or
(ii) G(Ai) = KlKm withm = 2(c − i) and l = 2(c − i)− 3 or
(iii) G(Ai) = K1,l ⊎ K1,m withm = 2(c − i)− 1 and l = 2(c − i)− 3 or
(iv) G(Ai) = K1,l ⊎ K1,m withm = 2(c − i), l = 2(c − i)− 4 and the neighborhood of the center of K1,l is a subset of the
neighborhood of the center of K1,m or
(v) G(Ai) = K1,l ⊎ K1,m withm = 2(c − i)− 2 and l = 2(c − i)− 2.
In the Fig. 3 we can see an example of a graph which has property L3. And the Fig. 4 shows an example of a graph which has
property L4.
Proposition 2. Let G = (V , E) be a graph with 2-complexity c2(G) = c ≥ 2 and |V | = n ≥ 2c + 1. Then the following
conditions are equivalent:
(i) |E| = 4

c−1
2

+ 4.
(ii) G is 2-complexity-saturated.
(iii) G has property Lc .
Proof. (i)⇒ (ii): This follows from the inequality |E| ≤ 4

c−1
2

+ 4 of Theorem 2.
(ii)⇒ (iii): Let A1, . . . , Al be a no-sequence for G. It is l ≤ c because A uses an optimal algorithm. Our first step is to show
that l = c.
Assume that l < c. The graphGl+1 = G−(A1∪· · ·∪Al) contains exactly one edge and at least n−2l ≥ 2c+2−2(c−1) = 3
vertices. Thus, there are two vertices w1, w2 ∈ Gl+1 such that w1w2 ∉ G and w1 is an isolated vertex in Gl+1. Let
G˜ = G + w1w2. The graph G˜ − (A1 ∪ · · · ∪ Al) contains exactly 2 edges. Now it is easy to see that the algorithm with
no-sequence A1, . . . , Al, {w1} proves c2(G˜) ≤ l+ 1 ≤ c , because the no-sequence A1, . . . , Al is optimal for G and c2(G) = c .
Thus we receive a contradiction to the condition (ii). Therefore, we conclude c = l.
Let G1 = G and d1 denote the degree of A1 in the graph G− A1. For i = 2, . . . , c + 1 let Gi = G− (A1 ∪ · · · ∪ Ai−1) and di
be the degree of Ai in Gi. From Lemma 4 we deduce that the inequalities
di ≤ 4(c − i− 1) if |Ai| = 2,
di ≤ 2(c − i) if |Ai| = 1 (2)
hold for all i = 1, . . . , c − 3. Now we show that
|Ai| = 2 for 1 ≤ i ≤ c − 3. (3)
Assume there is an i ≤ c − 3 with |Ai| = 1. Let q be the largest integer smaller than c − 2 such that |Aq| = 1. Let Aq = {x}.
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Let N(Aq) be the neighborhood of Aq in the graph Gq. It is |N(Aq)| = dq ≤ 2(c − q) and |V (Gq+1)| ≥ n − 2(q − 1) − 1 ≥
2c + 1− 2q+ 1 = 2(c − q)+ 2 > |N(Aq)|. Hence there is a vertex v1 ∈ Gq which is not adjacent with x.
If dq < 2(c − q) let G˜ = G+ v1x. Using Lemma 1 it is easy to see that the algorithm with no-sequence A1, . . . , Ac proves
c2(G˜) ≤ c , contrary to the condition (ii). Therefore we get
dq = 2(c − q). (4)
Now let us look at the graph Gq. We obtain by (4) that |E(Gq+1)| = |E(Gq)| − 2(c − q). By (2) we get |E(Gi)| ≥
|E(Gi−1)| − 4(c − (i − 1) − 1) for q + 2 ≤ i ≤ c − 1 because q is the largest integer smaller than c − 2 such that
|Aq| = 1. Furthermore, by Lemma 4 we deduce |E(Gc)| ≥ |E(Gc−1)| − 2 and |E(Gc+1)| ≥ |E(Gc)| − 1. Therefore, we get
|E(Gc+1)| ≥ |E(Gq+1)| −
c−2
i=q+1
4(c − i− 1)− 1− 2
= |E(Gq)| −
c−1
i=q+2
4(c − i)− 3− 2(c − q)
= |E(Gq)| − 2c2 + 4cq+ 4c − 2q2 − 7− 4q.
With |E(Gc+1)| = 1 we conclude therefore
|E(Gq)| ≤ 2c2 − 4cq− 4c + 2q2 + 8+ 4q = (c − q)(2c − 2q− 4)+ 8.
On the other hand, if d is equal to the minimum degree of a vertex of N(Aq) in Gq we estimate
|E(Gq)| ≥ 12
−
v∈N(Aq)
dGq(v)+
1
2
dq
≥ 1
2
|N(Aq)| · d+ 12dq =
1
2
dq(d+ 1)
=
(4)
(c − q)(d+ 1).
In total we get
(d+ 1)(c − q) ≤ |E(Gq)| ≤ (c − q)(2c − 2q− 4)+ 8
and thus d ≤ 2c − 2q− 4+ 8c−q − 1 ≤ 2c − 2q− 5+ 83 . It follows that
d ≤ 2(c − q)− 3.
This means that there is a vertex
v ∈ N(Aq) ⊂ Gq with dGq(v) ≤ 2(c − q)− 3. (5)
The vertex set of Gq is comprised of the set V (G)− (A1 ∪ · · · ∪ Ac) and the set Aq ∪ · · · ∪ Ac . Therefore, the graph Gq has at
least n− 2(q− 1) ≥ 2(c − q)+ 3 > dGq(v) vertices and thus there is a vertex
v2 ∈ Gq such that vv2 ∉ E(G). (6)
Let us consider to which part of Gq the vertex v belongs. It is |Ac | = 1 because dc = 1 and |Ai| = 2 for all q+ 1 ≤ i ≤ c − 3
because q is the largest integer smaller then c − 2 such that |Aq| = 1. Thus, the following three cases describe all existing
possibilities.
Case 1. There is a q+ 1 ≤ j ≤ c − 1 such that v ∈ Aj and |Aj| = 2.
Let Aj = {v,w}. The degree ofw and v in Gj is at most 2(c − j) by Lemma 4.
If dGj(w) = 2(c − j), then dGj(v) ≤ dj − dGj(w)+ 1 ≤ 2(c − j)− 3 by (2) and thus
dGq(v) ≤ dGj(v)+
j−1
k=q
|Ak|
≤ 2(c − j)− 3+ |Aq| +
j−1
k=q+1
|Ak|
≤ 2(c − j)− 2+ 2(j− 1− q) = 2(c − q)− 4. (7)
Let G˜ = G+ vv2 with v2 such as in (6). The degree of x in G˜− (A1 ∪ · · · ∪ Aq−1) is equal to dq = 2(c − q) by (4). The degree
of v in G˜ − (A1 ∪ · · · ∪ Aq−1) is dGq(v) + 1 ≤ 2(c − q) − 4 + 1 = 2(c − q) − 3 by (7). Thus the difference between the
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degree of x and the degree of v in G˜− (A1 ∪ · · · ∪ Aq−1) is at least 3 and we know that xv ∈ E(G). Furthermore, the degree of
w in G˜− (A1 ∪ · · · ∪ Aj−1) is dGj(w) = 2(c − j). That is why using Lemmas 1 and 2 it is easy to see that the algorithm with
no-sequence B1 = A1, . . . , Bq−1 = Aq−1, Bq = {x, v}, Bq+1 = Aq+1, . . . , Bj−1 = Aj−1, Bj = {w}, Bj+1 = Aj+1, . . . , Bc = Ac
proves c2(G˜) ≤ c . Contrary to the condition (ii).
If dGj(w) < 2(c − j) there exists a vertex v3 ∈ Gj+1 such that wv3 ∉ E(G) since graph Gj+1 has at least n − 2j + 1 ≥
2(c − j)+ 2 vertices. Let H˜ = G+wv3. Then the degree ofw in H˜ − (A1 ∪ · · · ∪ Aj−1) is at most 2(c − j)− 1+ 1 = 2(c − j).
Furthermore we know by (5) that v ∈ N(x) and
dH˜q(v) = dGq(v) ≤ 2(c − q)− 3 = dq − 3 = dH˜q(x)− 3,
where H˜q = H˜ − (A1 ∪ · · · ∪ Aq−1). Now again by means of Lemmas 1 and 2 it is easy to see that the algorithm with no-
sequence B1 = A1, . . . , Bq−1 = Aq−1, Bq = {x, v}, Bq+1 = Aq+1, . . . , Bj−1 = Aj−1, Bj = {w}, Bj+1 = Aj+1, . . . , Bc = Ac
proves c2(H˜) ≤ c . Again we get a contradiction to the condition (ii).
Case 2. There is a c − 2 ≤ j ≤ c such that v ∈ Aj and |Aj| = 1.
The graph Gc+1 contains exactly one edge and at least n − 2(c − 1) ≥ 3 vertices. Thus, there are two vertices
v5, v6 ∈ Gc+1 such that v5v6 ∉ E(G) and v5 is an isolated vertex in Gc+1. Let G˜ = G + v5v6. The graph G˜ − (A1 ∪ · · · ∪ Ac)
contains exactly 2 edges. The degree of x in G˜ − (A1 ∪ · · · ∪ Aq−1) is equal to dq = 2(c − q) by (4). The degree of v
in G˜ − (A1 ∪ · · · ∪ Aq−1) is dGq(v) ≤ 2(c − q) − 3 by (5). Now it is easy to see that the algorithm with no-sequence
B1 = A1, . . . , Bq−1 = Aq−1, Bq = {x, v}, Bq+1 = Aq+1, . . . , Bj−1 = Aj−1, Bj = Aj+1, Bj+1 = Aj+2, . . . , Bc−1 = Ac, Bc = {v5} if
j ≤ c − 1 and B1 = A1, . . . , Bq−1 = Aq−1, Bq = {x, v}, Bq+1 = Aq+1, . . . , Bc−1 = Ac−1, Bc = {v5} if j = c proves c2(G˜) ≤ c .
And we have again a contradiction to the condition (ii).
Case 3. v ∉ Aj for all q+ 1 ≤ j ≤ c .
In this case it is v ∈ V (G) − (A1 ∪ · · · ∪ Ac). If dGq(v) ≤ 2, let G˜ = G + vv2 with v2 such as in (6). Then the degree of
x in G˜q = G˜ − (A1 ∪ · · · ∪ Aq−1) is equal to 2(c − q) by (4) and dG˜q(v) ≤ 3. Thus, the difference between the degree of
x and the degree of v in G˜q is at least 3. That is why using Lemma 2 it is easy to see that the algorithm with no-sequence
B1 = A1, . . . , Bq−1 = Aq−1, Bq = {x, v}, Bq+1 = Aq+1, . . . , Bc = Ac proves c2(G˜) ≤ c , because the no-sequence A1, . . . , Ac is
optimal for G. Contradiction to the condition (ii)!
If dGq(v) ≥ 3 there exists a vertex v4 ∈ Ai for an index q+ 1 ≤ i ≤ c such that vv4 ∈ E(G). Otherwise the degree of v in
Gc+1 would be at least 2 contrary to the fact thatGc+1 has exactly one edge. It is dGi(v4) ≤ 2(c− i) if i ≤ c−1 and dGi(v4) = 1
if i = c by Lemma 4. The graph Gi contains at least n−2(i−1)+1 ≥ 2(c− i)+4 vertices thus there is a vertex v1 ∈ Gi such
that v4v1 ∉ E(G). Let G˜ = G + v4v1. The degree of v4 in the graph G˜ − (A1 ∪ · · · ∪ Aq−1 ∪ {x, v} ∪ Aq+1 ∪ · · · ∪ Ai−1)
is equal to dGi(v4). The degree of x in G˜q = G˜ − (A1 ∪ · · · ∪ Aq−1) is equal to 2(c − q) by (4) and the degree of v is
at most 2(c − q) − 3 by (5). With the same arguments as above it is easy to see that the algorithm with no-sequence
B1 = A1, . . . , Bq−1 = Aq−1, Bq = {x, v}, Bq+1 = Aq+1, . . . , Bc = Ac proves c2(G˜) ≤ c , contrary to the condition (ii).
We have seen that the assumption that there is an i ≤ c − 3 with |Ai| = 1 induces in each possible case a contradiction.
Thus, the equality in (3) is proved for each i ≤ c − 3.
It is easy to see that dc−2 = 4, dc−1 = 2 and dc = 1. Let N(Ai) denote the neighborhood of Ai in Gi. Let G(Ai) denote the
graph with the vertex set Ai ∪ N(Ai) and the edge set consisting of all edges between Ai and N(Ai) which are present in G.
So G(Ai) is the graph which contains the unknown edge if S answers ‘‘no’’ in the first i− 1 tests and ‘‘yes’’ in the ith test. We
are now going to show that equality holds for all inequalities of (2) and that G(Ai) satisfies the condition (4) of Definition 5.
By (3) we have |Ai| = 2. Let Ai = {u, b} and dGi(u) = l ≤ m = dGi(b). We know that c2(G(Ai)) ≤ c − i because the
sequence A1, . . . , Ac is optimal for G and c2(G) = c . Furthermore, we have l,m ≤ 2(c− i) by Lemma 4. Since the graph Gi+1
has n − 2i ≤ 2(c − i) + 1 vertices, there are vertices x1, x2 such that x1b ∉ E(G) and x2u ∉ E(G). The following two cases
are possible.
Case A. G(Ai) = KlKm. Let w.l.o.g. 2 ≤ l.
Subcase (a).m = 2(c − i).
By (2) we get di = m+ l− 1 ≤ 4(c− i)− 4 and thus l ≤ 2(c− i)− 3. Assume that l < 2(c− i)− 3. Then using Lemma 2
we see that c2(G(Ai) ∪ x2u) ≤ c − i and therefore c2(G+ x2u) ≤ c , contradicting (ii).
Subcase (b).m = 2(c − i)− 1.
Using (2) we get l ≤ 4(c − i)− 4− (2(c − i)− 1)+ 1 = 2(c − i)− 2. Assume that l < 2(c − i)− 2. Then again using
Lemma 2 we can see that c2(G(Ai) ∪ x2u) ≤ c − i and therefore c2(G+ x2u) ≤ c , contradicting (ii).
Subcase (c).m ≤ 2(c − i)− 2.
Then l ≤ m ≤ 2(c− i)−2. Using Lemma 2 it is now easy to see that c2(G(Ai)∪x1b) ≤ c− i and therefore c2(G+x2u) ≤ c ,
contradicting (ii).
Case B. G(Ai) = Kl ⊎ Km.
Subcase (a).m = 2(c − i).
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By (2) we get di = m + l ≤ 4(c − i) − 4 and therefore l ≤ 2(c − i) − 4. Since A1, . . . , Ac is a no-sequence for G we get
by Lemma 3 that NGi(u) ⊂ NGi(b). Assume that l < 2(c − i) − 4. Let x3 be a vertex with x3 ∈ NGi(b) \ NGi(u). By means of
Lemma 3 we conclude that c2(G(Ai) ∪ x3u) ≤ c − i and therefore c2(G+ x3u) ≤ c. Hence, we obtain again a contradiction
to (ii).
Subcase (b).m = 2(c − i)− 1.
Using (2) we obtain l ≤ 4(c− i)− 4− (2(c− i)− 1) = 2(c− i)− 3. Assume that l < 2(c− i)− 3. Again using Lemma 3
we see that c2(G(Ai) ∪ x2u) ≤ c − i and therefore c2(G+ x2u) ≤ c , contradicting (ii).
Subcase (c).m = 2(c − i)− 2.
Using (2) we obtain l ≤ 4(c − i) − 4 − (2(c − i) − 2) = 2(c − i) − 2. Assume that l < 2(c − i) − 2. Then again using
Lemma 3 it is easy to see that c2(G(Ai) ∪ x2u) ≤ c − i and therefore c2(G+ x2u) ≤ c , contradicting (ii).
Subcase (d).m ≤ 2(c − i)− 3.
Then l ≤ m ≤ 2(c − i) − 3. Using Lemma 3 it is obvious that c2(G(Ai) ∪ x1b) ≤ c − i and therefore c2(G + x2u) ≤ c ,
contradicting (ii).
In total we conclude that dj = 4(c− j− 1) for all 1 ≤ j ≤ c− 3 and that the condition (4) of Definition 5 is satisfied. This
completes the proof of (ii)⇒ (iii).
(iii)⇒ (i): If (iii) holds we get
|E| = 1+
c−
j=1
dj = 4+ 4
c−2
j=1
(c − j− 1) = 4+ 4
c−2
j=1
j = 4

c − 1
2

+ 4. 
Let us now have a look on the complementary graph G.
Definition 6. Let H(V , F) denote a graph with n vertices, let k ≥ 7 be an integer with n+k2 = r ∈ N. We say that H has
propertyMk if there exists a partition U1, . . . ,Ur of V such that the following conditions are satisfied:
(1) |Ui| = 1 for 1 ≤ i ≤ k,
(2) H1 = ⟨U1 ∪ · · · ∪ Uk⟩ is a complete graph minus 8 edges and
(3) the degree of Ui in H1 is at least k− 5 for 1 ≤ i ≤ k.
(4) For 1 ≤ i ≤ n−k2 it is Uk+i = {wi, vi}. Let d(wi) denote the degree ofwi in the graph ⟨U1 ∪ · · · ∪ Uk+i−1 ∪ {wi}⟩ and d(vi)
denote the degree of vi in the graph ⟨U1 ∪ · · · ∪ Uk+i⟩. Then
(i) {d(vi), d(wi)} = {k− 3, k− 4} or
(ii) viwi ∉ F , d(vi) = k− 2, d(wi) = k− 5 or
(iii) viwi ∈ F , N(wi) ⊂ N(vi) and d(wi) = k− 6, d(vi) = k− 1, where N(wi),N(vi) denote the neighborhood of wi, vi
in the graph ⟨U1 ∪ · · · ∪ Uk+i⟩.
Definition 7. LetH(V , F) denote a graphwith n vertices, let k be an integerwith n+k2 = r ∈ N. We call a partitionU1, . . . ,Ur
of V which satisfies conditions (1)–(4) of Definition 6 an Mk-sequence. U = U1 ∪ · · · ∪ Uk is called complete part of this
Mk-sequence.
Theorem 3. Let G = (V , E) be a graph with n vertices. Then for all integers 3 ≤ c ≤ n−12 the following conditions are equivalent:
(i) G has property Lc .
(ii) The complementary graph G of G has property Mn−2(c−3).
Proof. (ii)⇒ (i): Let k = n − 2(c − 3) and U1, . . . ,Ur be an Mk-sequence for H = G with complete part U . Since ⟨U⟩ is a
complete graph minus 8 edges and the degree of Ui in ⟨U⟩ is at least k− 5 for 1 ≤ i ≤ k, we can choose Ac−2, Ac−1, Ac ⊂ U
in such a way that conditions (1)–(4) of Definition 5 are satisfied. Let Ac−i−2 = Uk+i for 1 ≤ i ≤ n−k2 . We know that
Ac−i−2 = {vi, wi} for 1 ≤ i ≤ n−k2 by (4) of Definition 6. For j = 1, . . . , c − 3 let N(Aj) denote the neighborhood of Aj in
the graph G − (A1 ∪ · · · ∪ Aj−1) and let G(Aj) denote the graph with the vertex set Aj ∪ N(Aj) and edge set consisting of
all edges between Aj and N(Aj) which are present in G. For 1 ≤ i ≤ n−k2 let d1(wi) denote the degree of wi in G(Ac−i−2)
and d1(vi) the degree of vi in G(Ac−i−2). Moreover, let d2(wi) denote the degree of wi in Hi the complementary graph of
G − (A1 ∪ · · · ∪ Ac−i−2) + wi = ⟨(U1 ∪ · · · ∪ Uk+i−1) ∪ {wi}⟩ and d2(vi) denote the degree of vi in Ti the complementary
graph of G− (A1 ∪ · · · ∪ Ac−i−3) = ⟨U1 ∪ · · · ∪ Uk+i⟩.
By means of condition (4) of Definition 6 we know that only the following three cases are possible.
Case 1. {d2(vi), d2(wi)} = {k− 3, k− 4}.
Subcase (a). d2(vi) = k− 3, d2(wi) = k− 4 and viwi ∈ Ti.
Then viwi ∉ G(Ac−i−2),
d1(vi) = |V (Ti)| − d2(vi)− 1 = k+ 2i− (k− 3)− 1 = 2i+ 2 = 2(c − (c − i− 2))− 2 and
d1(wi) = |V (Hi)| − d2(wi)− 1 = k+ 2i− 1− (k− 4)− 1 = 2i+ 2 = 2(c − (c − i− 2))− 2.
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Thus, we get
G(Ac−i−2) = K1,l ⊎ K1,m withm = l = 2(c − (c − i− 2))− 2.
Subcase (b). d2(vi) = k− 4, d2(wi) = k− 3 and viwi ∈ Ti.
Then we obtain that viwi ∉ G(Ac−i−2) as well as
d1(vi) = |V (Ti)| − d2(vi)− 1 = 2i+ 3 = 2(c − (c − i− 2))− 1 and
d1(wi) = |V (Hi)| − d2(wi)− 1 = 2i+ 1 = 2(c − (c − i− 2))− 3.
Therefore, we get
G(Ac−i−2) = K1,l ⊎ K1,m withm = 2(c − (c − i− 2))− 1 and l = 2(c − (c − i− 2))− 3.
Subcase (c). {d2(vi), d2(wi)} = {k− 3, k− 4} and viwi ∉ Ti.
In this case we deduce that viwi ∈ G(Ac−i−2), d1(vi) = |V (Ti)| − d2(vi)− 1 and d1(wi) = |V (Ti)| − d2(wi)− 1 and thus
{d1(vi), d1(wi)} = {2(c − (c − i− 2))− 2, 2(c − (c − i− 2))− 1}.
Therefore, we obtain
G(Ac−i−2) = KlKm withm = 2(c − (c − i− 2))− 1 and l = 2(c − (c − i− 2))− 2.
Case 2.wivi ∉ F , d2(vi) = k− 5 and d2(wi) = k− 2.
We obtain that viwi ∈ G(Ac−i−2) and
d1(vi) = |V (Ti)| − d2(vi)− 1 = 2(c − (c − i− 2))− 3,
d1(wi) = |V (Ti)| − d2(wi)− 1 = 2(c − (c − i− 2)).
Therefore, we conclude that
G(Ac−i−2) = KlKm withm = 2(c − (c − i− 2)) and l = 2(c − (c − i− 2))− 3.
Case 3. viwi ∈ Ti, d(wi) = k − 6, d(vi) = k − 1 and N(wi) ⊂ N(vi), where N(wi),N(vi) denote the neighborhood of wi, vi
in the graph ⟨U1 ∪ · · · ∪ Uk+i⟩.
In this case we get viwi ∈ G(Ac−i−2), the neighborhood ofwi in the graph G(Ac−i−2) is a subset of the neighborhood of vi
in the graph G(Ac−i−2). Furthermore we obtain that
d1(vi) = |V (Ti)| − d2(vi)− 1 = 2(c − (c − i− 2))− 4 and
d1(wi) = |V (Hi)| − d2(wi)− 1 = 2(c − (c − i− 2)).
Therefore, we conclude that
G(Ai) = K1,l ⊎ K1,m withm = 2(c − i), l = 2(c − i)− 4
and the neighborhood of the center of K1,l is a subset of the neighborhood of the center of K1,m.
In total we deduce that the sequence A1, . . . , Ac satisfies the requirements of Definition 5 for G. This completes the proof
of (ii)⇒ (i).
(i)⇒ (ii) : Follows by an inversion of the construction proving the direction ‘‘(ii)⇒ (i)’’. 
5. Main result
In the last two sections we have seen conditions on a graph G which guarantee that |E| = 4

c−1
2

+ 4 under
the assumption that the 2-complexity of G is c . Let us now look for characterizations of graphs with c2(G) = c and
|E| = 4

c−1
2

+ 4.
Theorem 4 (Characterization). Let G(V , E) denote a graphwith n vertices. Then for all integers c with 3 ≤ c ≤ n−12 the following
conditions are equivalent:
(i) G has property Lc .
(ii) G has property Mn−2(c−3).
(iii) c2(G) = c and |E| = 4

c−1
2

+ 4.
(iv) G is 2-complexity-saturated and c2(G) = c.
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Proof. The equivalence (i)⇔ (ii) follows immediately from Theorem 3.
(iii)⇒ (i): Follows from Proposition 2.
(i)⇒ (iii): To use Proposition 2 we have to show that c2(G) = c. Let A1, . . . , Ac be a sequence such as in Definition 5. By
means of Lemmas 2 and 3 it is easy to see that the no-sequence A1, . . . , Ac proves c2(G) ≤ c. Let di be the degree of Ai in the
graph G− (A1 ∪ · · · ∪ Ai−1) for i = 1, . . . , c. Then di = 4(c− i− 1) by (i) and thus we get |E| = 1+∑ci=1 di = 4  c−12 + 4.
On the other hand we have |E| ≤ 4

c2(G)−1
2

+ 4 by Theorem 2. Therefore, we conclude c ≤ c2(G).
(iii)⇔ (iv): Follows from Proposition 2. 
In [9] Gerzen shows that the computation of c2(G) is an NP-complete problem. We suppose that it can be decided
in polynomial time, whether a graph has property Mk for some k or not. Then it would be possible to compute c2(G) in
polynomial time for those graphs. But the construction of such an algorithm seems to be a difficult task.
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