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Temporal data analysis including classification and forecasting is essential in a range of 
fields from finance to engineering. While static data are largely independent of each other, 
temporal data have a considerable correlation between the samples, which is important for 
temporal data analysis. When models and parameters used to describe a temporal dynamic 
system are complex, or even unknown, it becomes very difficult to analyze the system accurately 
using statistics-based techniques, which require knowledge on the possible configurations prior 
to the actual data analysis. Neural networks thus offer a more general and flexible approach since 
they do not depend on parameters of specific tasks but are driven only by the data. In particular, 
recurrent neural networks have gathered much attention since the temporal information captured 
by the recurrent connections improves the prediction performance. Recently, reservoir 
computing (RC), which evolves from recurrent neural networks, has been extensively studied for 
temporal data analysis as it can offer efficient temporal processing of recurrent neural networks 
with a low training cost. 
This dissertation presents hardware implementation of the RC system using an emerging 
device - memristor, followed by a theoretical study on hierarchical architectures of the RC 
system.  
 A RC hardware system based on dynamic tungsten oxide (WOx) memristors is first 
demonstrated. The internal short-term memory effects of the WOx memristors allow the 
memristor-based reservoir to nonlinearly map temporal inputs into reservoir states, where the 
projected features can be readily processed by a simple linear readout function. We use the 
 xi
system to experimentally demonstrate two standard benchmarking tasks: isolated spoken digit 
recognition with partial inputs and chaotic system forecasting. High classification accuracy of 
99.2% is obtained for spoken digit recognition and autonomous chaotic time series forecasting 
has been demonstrated over the long term. 
We then investigate the influence of the hierarchical reservoir structure on the properties 
of the reservoir and the performance of the RC system. Analogous to deep neural networks, 
stacking sub-reservoirs in series is an efficient way to enhance the nonlinearity of data 
transformation to high-dimensional space and expand the diversity of temporal information 
captured by the reservoir. These deep reservoir systems offer better performance when compared 
to simply increasing the size of the reservoir or the number of sub-reservoirs. Low-frequency 
components are mainly captured by the sub-reservoirs in the later stages of the deep reservoir 
structure, similar to observations that more abstract information can be extracted by layers in the 
late stage of deep neural networks. When the total size of the reservoir is fixed, the tradeoff 
between the number of sub-reservoirs and the size of each sub-reservoir needs to be carefully 
considered, due to the degraded ability of the individual sub-reservoirs at small sizes. Improved 
performance of the deep reservoir structure alleviates the difficulty of implementing the RC 
system on hardware systems. 
Beyond temporal data classification and prediction, one of the interesting applications of 
temporal data analysis is inferring the neural connectivity patterns from the high-dimensional 
neural activity recording data. By computing the temporal correlation between the neural spikes, 
connections between the neurons can be inferred using statistics-based techniques, but it 
becomes increasingly computationally expensive for large scale neural systems. We propose a 
second-order memristor-based hardware system using the natively implemented spike-timing-
 xii
dependent plasticity learning rule for neural connectivity inference. By incorporating biological 
features such as transmission delay to the neural networks, the proposed concept not only 
correctly infers the direct connections but also distinguishes direct connections from indirect 
connections. Effects of additional biophysical properties not considered in the simulation and 
challenges of experimental memristor implementation will be also discussed.  
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Chapter 1 Introduction 
 
1.1  Background 
The availability of large amounts of datasets is one of the major factors that led machine 
learning [1] to successfully achieve human-level performance for tasks such as image 
classification [2] and speech recognition [3]. As the performance of models trained by machine 
learning algorithms is usually affected by the size of the dataset, a larger number of training 
samples generally improves the trained model performance. One of the popular tasks is image 
classification that aims to capture the spatial information in the input image to recognize what 
object is in the image. Since individual input images are independent of each other, image 
datasets such as ImageNet are static, which do not have a time axis and there is no temporal 
correlation between the image samples.  
With the impressive advance in static data analysis, temporal data analysis has also been 
intensively studied to deal with the temporal data, which has an additional data space axis - time. 
In contrast to the independence of the samples of the static datasets, data points of the temporal 
datasets such as time-series are highly correlated. Thus, capturing the correlation between data 
points is the most important function for temporal data analysis. Traditionally, statistics-based 
techniques such as autoregressive integrated moving average models [4] have been used to 
analyze simple temporal systems, which can be described by the combination of autoregressive, 
differencing, and moving-average models. When the temporal dynamics of the temporal dataset 
is simple enough to be described by a small set of parameters, they can produce reasonably 
accurate results. However, as the temporal systems become more complex, it becomes 
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increasingly difficult to achieve accurate prediction results from the statistics-based techniques. 
Since neural networks are trained by the data rather than relying on human insight, neural 
networks have recently been extensively studied as a potentially more general and flexible tool to 
analyze time series data.  
Particularly, the advances in computer hardware and algorithm developments have 
allowed recurrent neural networks (RNNs) [5] to model complex temporal dynamics. However, 
despite the success of gradient-based learning rules for static datasets, applying similar rules to 
RNNs is challenging because the vanishing gradient or exploding gradient problems that make it 
difficult to find optimal weights [6]. To address these issues, advanced models such as long 
short-term memory (LSTM) [7] and reservoir computing (RC) [8, 9] have been developed and 
been shown to effectively capture the complex temporal dynamic systems. LSTM deals with the 
vanishing gradient or exploding gradient problems by enforcing constant error flow through 
internal states of the LSTM units, but still requires significant computation costs to train the 
weight matrices. RC efficiently reduces the training cost and mitigates the difficulty of the 
training process of RNNs by allowing only the linear output layer to be tuned instead of training 
every weight in the recurrent connections. 
1.2  Reservoir Computing 
Reservoir computing [8, 9] is an emerging computing concept in machine learning, which 
has shown excellent ability to process temporal data with an efficient training process. As the 
diverse connections in a reservoir computing system can effectively capture the temporal 
dynamics, RC systems are good at performing tasks such as chaotic time series prediction or 
speech recognition. The underlying mechanism of reservoir computing is inspired by how the 
brain processes input sensory signals. The input sensory signals potentiate (i.e. excite) neurons in 
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the biological neural system and produce neuron firings when the neuronal membrane potential 
exceeds the threshold. The input information is thus mapped into the neuron firing patterns, 
which are then further processed in the subsequent biological neural networks. Similarly, in 
reservoir computing, the input signals excite the reservoir composed of nonlinear nodes. The 
excited reservoir states help decode the temporal information and can in turn be efficiently 
analyzed by the subsequent trained readout layer. It is noteworthy that an RC system can be 
separated into two parts: the first part (which does not require training) for capturing the 
temporal information and generating the excited patterns, the second part (which will be trained) 
for analyzing the generated patterns and deriving the desired output.  
 
Figure 1-1 Schematics of (A) recurrent neural network and (B) reservoir computing system. 
Image adapted from Reference [9]. Image credit: Lukoševičius, M. 
As shown in Figure 1-1, a conventional RC system consists of three basic components: 
an input layer, a recurrent layer (i.e. the reservoir), and an output layer (called the readout layer). 
The input layer feeds the input signals to the reservoir through randomly generated connections. 
The reservoir is randomly initialized, and its connections remain unchanged during the training 
process. The nodes in the reservoir have nonlinear activation functions, and offer diverse 
connections including feedforward and recurrent connections to effectively convey the temporal 
information in the reservoir. The role of the reservoir is to nonlinearly map the temporal inputs 
into a high-dimensional feature space, represented by the excited states of the nodes in the 
reservoir, such that features that may not be linearly separable in the original input space can 
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become linearly separable after this nonlinear mapping. The output layer is tuned during the 
training process so that it can derive the desired output from a linear combination from the 
excited reservoir nodes.  
 
Figure 1-2 Illustration of the working principle of reservoir computing. 
(a) In two-dimensional space, the spheres and the stars cannot be separated with a single straight line. (b) With a nonlinear 
mapping into a higher dimension (i.e. three-dimensional) space, the spheres and the stars can be separated by a single linear 
hyperplane. 
Image adapted from Reference [10]. Image credit: Appeltant, L. 
The working principle of reservoir computing can be illustrated as in Figure 1-2. Assume 
there are two classes: yellow sphere and red star. Before the input signals are applied to the 
reservoir, the input data in the original two-dimensional space cannot be linearly separated, i.e. 
with a single straight line as shown in Figure 1-2 (a). When the data are nonlinearly mapped onto 
a higher dimension, i.e. three-dimensional feature space, it becomes possible to introduce a two-
dimensional plane to linearly separate the yellow spheres from the red stars, as shown in Figure 
1-2 (b). In RC, the reservoir efficiently performs the nonlinear mapping from a low dimensional 
space to a high dimensional space, and the readout layer analyzes the data in the high 
dimensional space by drawing the hyperplane for separating different classes. Since only the 
simple readout layer needs to be trained, training cost of the reservoir computing system can be 
effectively reduced compared to the conventional neural networks, which need to train every 
connection using the gradient-based learning rule. 
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The most important part of an RC system is the reservoir since the performance of 
reservoir computing is mainly determined by the quality of the reservoir. The reservoir should 
have a high degree of nonlinear transformation and a high dimension of feature space. Typically, 
a nonlinear activation function such as the hyperbolic tangent function is used to perform the 
nonlinear transformation in the reservoir. Since the dimension of the feature space corresponds to 
the number of nodes in the reservoir, the high dimension of the feature space can be achieved by 
increasing the number of nodes in the reservoir. In addition, a fading memory [9] is another 
crucial property of the reservoir to process temporal data. The fading memory property means 
that the reservoir state is dependent on inputs from the recent past, but is independent of the 
inputs from the far past. With the fading memory property, the reservoir state returns to idle 
states when there is no input for a while, and expresses the temporal patterns governed by only 
the inputs from the recent past. 
 1.3  Memristor 
A memristor is a two-terminal electrical component that has internal states, normally 
reflected by its resistance or conductance, which are in turn affected by the history of external 
stimulations such as applied voltage and current. The concept of memristor was initially 
proposed [11] in the 1970s to complete a theoretical picture of fundamental electrical 
components including the resistor, capacitor, and inductor, as shown in Figure 1-3. The 
theoretical memristor stands for a fundamental nonlinear electrical element linking magnetic flux 
and charge. As the magnetic flux and the charge can be regarded as the time integral of the 
voltage and the time integral of the current, respectively, the memristor shows the dynamic 




Figure 1-3 The four fundamental two-terminal circuit elements.  
The fourth element, the memristor with memristance M, defined as the rate of change of flux with charge.  
Image adapted from Reference [12]. Image credit: Dr. Dmitri B. Strukov. 
A signature characteristic of memristors is the pinched hysteresis loop [13], as shown in 
Figure 1-4 (a). As the state of memristors depends on the history of external stimulations, the 
conductance of memristors gradually increases or decreases when the positive or negative 
voltage is applied to the memristors, respectively. Moreover, as shown in Figure 1-4 (b), 
consecutive voltage pulses can incrementally modulate the conductance of memristors, which 
allows them to mimic the potentiation or depression of synapses in neural systems. In addition to 
analog conductance modulation, memristor devices can offer a large on/off resistance ratio, a fast 
resistive switching process, and a high storage density system when incorporated in the crossbar 
structure. These properties make the memristor an attractive candidate for memory applications 
[14] as well as neuromorphic and in-memory computing systems [15].  
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Figure 1-4 Memristor characteristics. 
(a) Pinched hysteresis loop in current-voltage characteristic, (b) Memristor response to programming pulses. 
Image adapted from Reference [13]. Image credit: Dr. Sung Hyun Jo.  
A memristor is typically built with a metal-insulator-metal configuration, where the 
conductance is determined by the conductive filament growth/dissolution in the insulator. 
Depending on the filament material, memristors can be roughly categorized into electrochemical 
metallization memory (ECM) [16, 17] and valence change memory (VCM) types [18, 19]. The 
resistive switching of ECM is governed by the electrochemical growth/dissolution of metal (e.g. 
Ag and Cu) filaments within the insulating layer. ECMs typically have a high on/off ratio and 
low switching energy as the metal atoms introduced to the insulating layer have a large contrast 
in conductivity with the insulating layer, and no chemical reaction takes place with the insulating 
layer during resistive switching. However, since the introduction and removal of metal atoms can 
lead to physical damages to the insulating layer over time, ECMs typically have limited 
write/erase endurance, which makes it difficult to build systems requiring frequent weight 
updates. In contrast, the resistive switching mechanism of VCM is based on the redistribution of 
oxygen vacancies (VOs) in the insulating layer, usually composed of a transition metal oxide. 
The external voltage applied to the memristor induces the migration of VOs so that the local 
stoichiometry of the transition metal oxide changes. As the VO-rich region has a higher 
conductivity than the VO-poor region, growth and shrinkage of the VO-rich region leads to 
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conductance changes in VCM cells. As the conductivity difference between the VO-rich region 
and the VO-poor region is not as significant as the one between metal atom and the insulating 
layer in ECM, VCMs typically have a smaller on/off ratio and a leakier high-resistance state than 
ECM. However, modulation of the stoichiometry of the transition metal oxide is less likely to 
cause physical damage to the switching layer, and is also more favorable to produce multiple 
conductance levels through gradual tuning of the VO -rich region shape. The long write/erase 
endurance and multi-level conductance thus make VCM cells attractive candidates for 
neuromorphic computing applications which require frequent conductance updates and analog 
conductance modulations.  
VCM-type memristors have been extensively studied and recently implemented as 
machine learning (ML) hardware accelerators [15, 20]. Thanks to the excellent device properties 
and the high-density crossbar structure, such systems can implement efficient vector-matrix 
multiplication computations in parallel and thus significantly improve the throughput and energy 
efficiency of ML systems.  
Additionally, volatile memristors (e.g. tungsten-oxide based memristor) which offer 
short-term memory behaviors due to spontaneous diffusion of the ionic species that form the 
conduction channel have also been studied, particularly to utilize the volatile device 
characteristics for temporal data analysis [21-23]. The conductance of volatile memristors 
gradually decays to the initial condition when there is no external stimulus. This decaying 
characteristic can help the volatile memristors efficiently encode temporal information in time-
series input signals. For example, WOx memristors have been used to form reservoirs in reservoir 
computing (RC) systems, where the short-term memory effect of WOx memristors allows the 
devices to natively implement the fading memory property of a reservoir to process temporal 
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inputs. Thanks to the diverse temporal dynamics captured by the memristor-based reservoir, the 
temporal data can be analyzed by a simple readout network (e.g. a perceptron network) [21-23], 
as will be discussed in more detail in Chapters 2, 3. 
1.4  Organization of Dissertation 
This thesis discusses several studies on memristor-based hardware systems for temporal 
data analysis.  
In Chapter 1, we introduced the background information on temporal data analysis, 
reservoir computing, and the memristor concept.  
Chapter 2 discusses a memristor-based reservoir computing system to perform temporal 
data classification and forecasting tasks. The device characteristics of WOx memristors, and 
simulation and experimental results of standard benchmarking tasks for temporal data analysis 
will be presented. 
Chapter 3 discusses the effects of hierarchical structures on the properties of the reservoir 
and the performance of the RC system. Tradeoffs between the number of sub-reservoirs and the 
size of each sub-reservoir will be discussed. 
Chapter 4 discusses the inference of neural connectivity patterns from neural spike trains 
using bio-inspired learning rule, i.e. spike-timing- dependent plasticity, which can be natively in 
second-order memristors. Performance comparison with statistic-based inference methods and 
the effects of transmission delay mismatch will be discussed. 
Chapter 5 discusses future works related to the neural connectivity inference task. 
Biophysical effects and physical device properties, which should be carefully considered to 
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Chapter 2  
Temporal Data Analysis Using a Memristor-based Reservoir Computing System 
 
2.1  Introduction 
Recurrent neural networks (RNNs) [1,2] offer greatly improved ability to process 
temporal data compared to conventional feedforward neural networks. Due to the cyclic 
connections among hidden neurons, which are absent in feedforward neural networks, outputs in 
RNNs depend on both the current inputs and the neurons’ previous states, allowing RNNs to 
discover temporal correlations in the data. However, the cyclic connections in RNNs cause 
problems commonly known as vanishing gradient and exploding gradient that make the training 
process expensive and difficult.  
Variations of RNNs have been proposed to solve these problems, including Long Short-
Term Memory [3] and reservoir computing (RC) [4]. In reservoir computing, in particular, a 
dynamic ‘reservoir’ that offers short-term memory (i.e. fading memory) property is used to 
nonlinearly map the temporal inputs into a high-dimensional feature space, represented by the 
states of the nodes forming the reservoir. This nonlinear mapping can cause the initial complex 
inputs to become linearly separable in the new space based on reservoir states, so that further 
processing can be performed using a simple, linear network layer (often called the readout layer) 
[4]. Since only the readout layer needs to be trained in an RC system, effective processing of 
temporal data can be achieved with low training cost. Software-based RC systems have already 
achieved state-of-the-art performance for tasks including speech recognition [5] (such as 
phoneme recognition [6]). More importantly, temporal data analysis, which is difficult to 
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perform for conventional neural networks, is naturally suited for RC systems due to the 
reservoir’s capability to map diverse features at different time scales. For example, chaotic 
system prediction is an especially difficult problem due to the high sensitivity of the system on 
error, and forecasting of large spatiotemporally chaotic systems has only recently been 
demonstrated using a software-based RC system [7,8]. RC systems have also shown superior 
performance compared to conventional neural networks in other time-series forecasting tasks, 
including prediction of financial systems [9], and water inflow [10].   
Recent studies have aimed at hardware implementation of RC systems, using dynamic 
memristors [11], atomic switch networks [12], silicon photonics [13] and spintronic oscillators 
[14]. Of the different approaches, memristor-based RC systems can be fabricated using standard 
foundry processes and materials to allow direct integration with control and sensing elements 
with high density, making them particularly attractive for hardware implementations. Memristors 
[15-18] have already been extensively studied for neuromorphic computing applications [19-22], 
and studies on memristor-based RC systems [11] show that the intrinsic nonlinear characteristics 
and short-term memory effects of memristors provide central properties of a good reservoir, 
namely, separation and echo state properties [4]. Tasks such as hand-written digit recognition 
have been experimentally demonstrated using memristor-based RC systems [11]. In the 
memristor-based RC systems, the fading memory property is natively implemented by the 
volatile effect of the memristor itself (e.g. in a volatile WOx memristor). Additionally, since the 
reservoir only needs to be excited, the internal connections in the memristor-based reservoir will 
remain fixed so training is not needed for the reservoir itself. The only trainable part in the RC 
system is the readout network, which should be implemented in other systems with non-volatile 
weights to facilitate training.  
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Since the performance of the RC system depends strongly on the dimensionality of the 
reservoir space, increasing the number of nodes in the reservoir has become an experimental 
challenge. An interesting approach to this problem is to build the reservoir using a single 
physical nonlinear node subjected to delayed feedback, which can effectively act as a chain of 
virtual nodes without significant performance degradation compared with a conventional 
reservoir [23]. Since only a single physical node is needed, the delay-system based RC approach 
is attractive for hardware implementation using emerging devices, and has been demonstrated 
recently using photonic- and spintronic-based systems [24-26]. 
In this chapter, we show memristor-based RC systems employing the virtual node 
concept can be used to efficiently process temporal data, producing excellent results for 
important tasks such as speech recognition and time-series forecasting. For example, time-series 
forecasting is an active research area that can impact broad fields. The traditional approach for 
time-series forecasting is to attempt to derive a set of equations describing the desired system 
from abundant observations. However, in most cases it is practically impossible to obtain the 
equations representing the system accurately. Alternatively, prediction may be performed based 
on past and present data using statistics-based [27,28] or machine learning techniques [29,30]. 
However, prediction accuracy of statistics-based techniques is limited by the parameters of the 
assumed model and the complexity of the system. Typical systems often could not adequately 
capture the nonlinear relationships in the data, even with nonlinear dependencies included in the 
model. Neural networks offer a more general and flexible tool since they do not depend on 
parameters of specific tasks but are driven only by the data [31]. In particular, recurrent neural 
networks have gathered much attention for forecasting since the temporal information captured 
by the recurrent connections improves the prediction performance [32-34], although at increased 
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training cost. To this end, RC systems offer the capability of efficient temporal processing at low 
training cost, and are thus well suited for times series analysis and forecasting tasks, including 
autonomous prediction of chaotic systems [7, 8, 26]. 
2.2  Memristor-based Reservoir Computing System 
In a typical memristor, the applied electrical stimulus triggers the migration of oxygen 
vacancies or metal ions in the switching layer, leading to modulations of the local resistivity and 
the overall device resistance [35]. In some devices, the system can quickly relax back to the 
original state due to spontaneous ion diffusion, leading to a short-term memory behavior [36, 
37]. These devices natively offer the ‘fading memory’ properties required by a reservoir and 
have been used to implement RC systems for tasks such as hand-written digit recognition where 
the features in the spatial domain are converted into features in streaming inputs [11]. 
We note, however, there are significant differences in the reservoir configurations 
between a conventional RC system and the memristor-based one. Typical reservoirs may consist 
of several hundreds or thousands of internal nodes through complex interconnections, where the 
states of the nodes are all accessible by the readout network. In the memristor-based 
implementation, the short-term memory effect is obtained natively from a single device, instead 
of loops formed by multiple nodes. As a result, a reservoir may consist of a single device (node) 
where the reservoir state is represented by the excited memristor state and extracted from 
conductance measurements. This allows much simpler experimental implementation, but also 
limits the size of the reservoir. Multiple devices can be used to expand the reservoir size based 
on device-device variations where the reservoir state is represented by the collective states of all 
devices [11], but the nodes are independent of each other in this case instead of being nonlinearly 
coupled. To expand the dimensionality of the reservoir and improve the system’s performance, 
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we adapt the concept of virtual nodes originally developed in delay systems [23]. In a delay 
system, a single physical nonlinear node is subjected to delayed feedback, where the excitations 
of the physical node in response to the delayed signals can effectively act as a chain of virtual 
nodes [23]. The state of virtual nodes depends on the node’s own previous state, the current state 
of adjacent nodes and the masked input signal, allowing them to be nonlinearly coupled. By 
using randomly generated masks for input signals, diverse responses can be obtained from the 
virtual nodes, and the delay systems have been shown to be able to achieve comparable 
performance as conventional, well-designed reservoirs [23]. 
We hypothesize that the general virtual node concept, represented as the nonlinear 
response of a physical memristor device at selected time steps in response to a streaming input, 
can similarly be used to increase the reservoir size and allow better mapping of the input 
features. Below we experimentally implement this concept and show that this approach indeed 
allows the memristor-based RC system to successfully perform complex tasks such as temporal 
data analysis and forecasting. 
 
Figure 2-1 Memristor-based reservoir computing system. 
(a) Optical image of the hardware system. The memristor array is wire-bonded and mounted on the test board system. Inset : 
Optical image of the 32×32 memristor chip. (b) Schematic of the training phase for the memristor-based reservoir computing 
system. Weights in the readout layer are updated to reduce the output error. (c) Schematic of the testing phase for the memristor-
based reservoir computing system. The system can be used to either perform classification tasks, or forecasting tasks where the 
output produced from the system is fed back to the reservoir as input for the next frame. 
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The hardware implementation is based on a 32×32 WOx memristor array integrated onto 
a custom-built test board (Figure 2-1 (a)). The operation of the RC system is shown in Figure 2-1 
(b) and (c), for the training phase and the testing phase, respectively. During the training phase, a 
teacher signal u(t) is applied to the reservoir to bring the reservoir to different excited states 
(depending on the temporal streaming inputs). The weights 𝜽 in the readout layer are then 
trained to minimize the error between the output of the readout network y and the target output 
ytarget. The target can be either the correct digit label (for classification) or the next value in the 
time series data (for forecasting). Note that only weights in the linear readout layer need to be 
trained, while the connections in the reservoir remain fixed. In the testing phase, testing inputs, 
not included in the training set, are applied to the reservoir. Depending on the type of tasks, the 
final output implementation can be quite different. For classification, the system configuration 
remains the same as in the training phase, and the performance of the system is evaluated by 
analyzing how many testing samples are correctly classified. On the other hand, in forecasting 
applications, the output from the readout layer is fed back to the system as the input signal for 
the reservoir at the next time step. In this case, external inputs are not needed, and the system is 
left running autonomously to generate the target time series. 
2.2.1  Device Fabrication 
The memristor-based reservoir system was fabricated in a crossbar structure, in which 
WOx memristors are formed at each cross point. Starting from a substrate with 100 nm thermally 
grown silicon oxide on a silicon wafer, 60 nm W was deposited by magnetron sputtering and 
patterned by e-beam lithography and reactive ion etching (RIE) using Ni as a hard mask to form 
W bottom electrodes (BEs) with 500 nm width. The Ni hard mask was then removed by HCl wet 
etching. A spacer structure formed along the sidewalls of the W BEs was employed to improve 
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the fabrication yield. The space was patterned by the deposition of 250 nm think SiO2 through 
plasma-enhanced chemical vapor deposition, followed by etch back by RIE. The WOx switching 
layer was then formed on the exposed W BEs by rapid thermal annealing in oxygen gas ambient 
at 375°C for 45 seconds. Afterwards, the top electrodes (TEs) with 500 nm width were patterned 
by e-beam lithography, e-beam evaporation of 90 nm Pd and 50 nm Au, and lift-off process. An 
RIE process was then used to remove the WOx between the TEs to isolate the devices and to 
expose the BEs for electrical contacts. Finally, photolithography, e-beam evaporation and liftoff 
processes were performed to form wire bonding pads of 150 nm thick Au. After fabrication, the 
memristor chip was wire bonded to a chip carrier and mounted on a custom-built test board for 
electrical testing. Figure 2-2 (a) shows a schematic of the memristor device structure and a 
zoomed-in scanning electron microscopy image of the 32×32 memristor array. 
 
Figure 2-2 Characteristics of the WOx memristor.  
(a) Schematic of the device structure, showing the W bottom electrode, WOx switching layer, SiO2 spacer and the Pd/Au top 
electrode. Inset: A zoomed-in scanning electron microscopy image of the 32×32 memristor array. Scale bar: 3 m. (b) DC 
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current-voltage characteristics of the WOx memristor. (c) Incremental conductance increase obtained from consecutive 
programming pulses. 100 consecutive programming pulses (1.6 V, 5 ms) were applied to the device, and the response of the 
device was monitored by a small read pulse (0.6 V, 500 s) after each programming pulse. (d) Conductance decay showing the 
short-term memory behavior of the WOx memristor. The device conductance was measured by the same read pulses (0.6 V, 500 
s) without any programming pulse. 
 
2.2.2  Device Characteristics 
A memristor’s resistance is determined by the internal ion configuration, which can be 
modulated by the external electric field and the ion’s concentration gradient. The WOx device’s 
behavior is attributed to the migration of oxygen vacancies (𝑉 s) inside the device. The device 
characteristics can be described by the following equations: 
𝐼 = (1 − 𝑤)𝛼[1 − exp(−𝛽𝑉)] + 𝑤𝛾 sinh(𝛿𝑉)     (2-1) 
= 𝜆 sinh(𝜂𝑉) −          (2-2) 
where equation (2-1) is the I-V equation and equation (2-2) is the rate equation for the 
state variable w of the memristor. The conduction channels can be divided into two regions: 𝑉 -
poor region for Schottky conduction (1st term of equation (2-1)) and 𝑉 -rich region for tunneling 
conduction (2nd term of equation (2-1)). The internal state variable 𝑤 is the relative weight of the 
two regions, i.e. 𝑤 = 0 indicates fully Schottky-dominated conduction while 𝑤 = 1 indicates 
fully tunneling-dominated conduction. The dynamic of the internal state variable is governed by 
the drift effect under an external electric field (1st term of equation (2-2)) and the spontaneous 
diffusion effect (2nd term of equation (2-2)). 𝛼, 𝛽, 𝛾, 𝛿, 𝜆, 𝜂 and 𝜏 are all positive-valued 
parameters determined by material properties. To include the device variation effect in the 
simulation, each device was assigned a different value of 𝜂, i.e. 3.6~4.4, in the simulation.  
The WOx device shows gradual conductance changes and short-term memory behaviors, 
which allow it to form nodes with an intrinsic fading memory effect in the reservoir. As shown in 
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Figure 2-2 (b), during the three consecutive positive DC voltage sweeps the conductance 
increases continuously with each sweep. Additionally, a significant amount of overlap between 
the hysteresis loops is observed, indicating that there is some “memory loss” between the 
sweeps. The gradual conductance change behavior was more clearly observed using pulse 
programming tests as shown in Figure 2-2 (c), while the short-term memory effect was more 
clearly observed in Figure 2-2 (d), where gradual decay of the device conductance, 
characteristics of a stretched exponential function, can be observed after the initial increase due 
to the application of a programming pulse. 
2.3  Speech Recognition 
2.3.1.  Isolated Spoken Digit Recognition 
To validate the proposed approach, we first perform a standard speech recognition 
benchmark– isolated spoken digit recognition using the memristor-based RC system. The inputs 
for the reservoir are sound waveforms of isolated spoken digits (0-9 in English) from the NIST 
TI-46 database [38], preprocessed using the Lyon’s passive ear model [39] based on human 
cochlear channels. The preprocessing transforms the sound waveforms into a set of 50-
dimensional vectors (corresponding to the frequency channels) with up to 40 time steps. One 
example representing digit 0 is shown in Figure 2-3 (a). Each data point on the graph represents 
the firing probability of a neuron corresponding to a specific frequency channel at a time point, 
with 50 frequency channels in total plotted along the y axis and time plotted along the x-axis. The 
input graph (termed cochleagram) is then digitized to form the streaming inputs to the reservoir 
by setting a threshold (0.5) for the firing probability [40] (Figure 2-3 (b)). For this isolated 
spoken digit classification task, 50 WOx memristor devices are used to experimentally 
implement the RC system, with each device processing the input spike train at one of the 50 
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channels. The inputs are converted into digitized spike trains and applied to the memristor-based 
reservoir. The amplitude/width of the spikes are 3.0 V/10 μs, and the device conductance is read 
out with read pulses of 0.6 V/200 μs. The length of a unit time step in the experiment is 250 μs. 
 
Figure 2-3 Spoken-digit recognition task implementation. (a) Cochleagram of the first female speaker, first utterance speech 
sample after being processed by the Lyon’s passive ear model. Each data point represents the firing probability of a hair cell 
sensitive to a certain frequency (channel) at a given time point. (b) Digitized spike trains converted from the cochleagram shown 
in (a), by setting a threshold (0.5) for the firing probability. (c) Temporal response of memristors to the spike trains in channel 47 
and 19. The current (blue dots) was measured by read pulses through the test board. The spike train inputs (black lines) are also 
plotted for reference. The complete input can be divided into 8 intervals, representing 8 virtual nodes whose states are measured 
at the end of the intervals (red dots). (d) Confusion matrix showing the experimentally obtained classification results from the 
memristor-based reservoir system vs. the correct outputs. An overall recognition rate of 99.2 % is achieved. 
Figure 2-3 (c) shows the responses obtained experimentally from the memristors to spike 
trains at frequency channels 47 and 19, respectively. The input data were taken from female 
speaker 1, first utterance in the database. Due to the short-term dynamics of the memristors, the 
temporal patterns in the input spike trains led to diverse but deterministic device responses, 
where the device conductance is increased when stimulated by a spike and decays spontaneously, 
with the device conductance at a specific time depending on the recent history of the temporal 
inputs [40]. However, the temporal information of the early part of the input sequence (i.e. far 
history) is not conveyed in the final responses of memristors. For example, as shown in Figure 2-
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3 (c), even though the device responses are significantly different within time steps 10-35 of the 
streaming inputs, the responses in the end at time step 40 do not show significant difference 
between the two inputs due to similarities at the last part of the two inputs (time steps 36-40). 
The loss of information will lead to poor classification results. To address this problem, we 
divide the whole input sequence into n equal intervals and measure and record the device state at 
the end of each interval. This process effectively creates n virtual nodes from a single device. 
The extracted virtual node state is affected by the temporal input pattern in the near history of 
that virtual node, and also by the previous virtual node states. The chain of virtual node states in 
turn form nodes in the reservoir to allow effective temporal data analysis. 
Specifically, we measure the device conductance at time steps 40/n, 40×2/n, 40×3/n, 
40×4/n … 40×(n-1)/n, and 40, as the virtual nodes’ states in the reservoir. One example of n = 8 
is shown in Figure 2-3 (c), where the red dots represent the measured virtual node states. The 
virtual node states are then supplied to the readout layer (a 400×10 perceptron in this case) for 
training and testing. Figure 2-3 (d) shows the confusion matrix obtained experimentally during 
testing, after training the readout layer with 450 speech samples. Overall a high recognition rate 
of over 99.2 % was obtained for all inputs using the memristor-based RC system.  
2.3.2.  Comparison with Conventional Neural Networks 
 To verify the effectiveness of the memristor-based reservoir in capturing temporal 
features in the input, the memristor-based system was compared to other systems based on 
conventional convolutional filters: the memristor-based reservoir system, a single-valued system 
that keeps the value at the end of each input window, an averaged system that obtains the 
averaged value over the input window, and a CNN (convolutional neural network) system that 
 24
applies a trained filter to the data in the input window. The outputs from these systems are then 
fed to readout functions having identical sizes, as shown in Figure 2-4 (g).   
 
Figure 2-4 Spoken digit classification using four different systems. (a) Digitized spike trains converted from the first female 
speaker, first utterance ‘0’ speech sample. (b) Digitized spike train of channel 47. (c)-(f), Response (red dots) from the four 
different systems: (c) memristor-based reservoir system, (d) single-valued system, (e) averaged system and (f) CNN system with 
a trained filter. Insets show the weights of an equivalent filter used in the three control systems. (g) Schematic showing output 
from the reservoir (or the control systems) applied to the readout network to produce the classification results. (h) Recognition 
rates of the four different systems. The memristor-based system was tested both by simulation and experimentally, where 
identical classification rates, 99.2% were obtained. The other 3 control systems were implemented in software. 
Additionally, to allow a more direct comparison between our analysis and other studies 
[14, 23], we used the same size of readout network with these earlier studies, which is 400×10. 
In all 4 systems, the sound waveforms were digitized in 40 time steps and transformed to 50 
frequency channels. Figure 2-4 (a) shows digitized spike trains of the first female speaker, first 
utterance ‘0’ speech sample, and Figure 2-4 (b) shows a schematic of the input from one of the 
frequency channels. Each input sequence is then divided into 8 intervals (windows), so that after 
being processed by the reservoir or the other 3 systems used in the control study, a 1×400 vector 
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is produced and used as the input for the readout layer. Figure 2-4 (c)-(f) show the outputs 
(represented by the red dots) from the memristor reservoir and the three control systems. 
We also adopted the standard n-fold cross validation approach to improve the testing 
reliability. In other words, training and testing are repeated n times on the same combined data 
set, with each time having a different assignment of training and testing samples. In this work, 
we used 10-fold cross validation among 500 total samples, where 450 samples were chosen for 
training and 50 samples were chosen for testing at each run. The recognition rates are defined as 
the mean across these 10 runs.  
For the CNN system, we set the parameters as: filter size = (1,5), stride = (1,5) and the 
number of filters = 1. We used the Python toolkit Keras, which provides a high-level application 
programming interface to access TensorFlow deep-learning libraries. To train the weights in the 
CNN system, we used a gradient-based optimization method (RMSProp) and a categorial cross-
entropy cost function. Note that the other two systems, using the last point in the input window 
and using the average in the input window, can be considered as special cases of the CNN 
system, having hand-crafted filters, i.e. fixed as [0,0,0,0,1] for the singled-valued system and 
[0.2, 0.2, 0.2, 0.2, 0.2] for the averaged system, instead of trained filters. 
As can be seen in Figure 2-4 (h), the memristor-base reservoir system (with accuracy 
99.2 %) clearly outperforms the other three systems: the single-valued system (97.6 %), the 
averaged system (98.2 %) and the CNN system (98.6 %). Both the single-valued system and the 
averaged system showed poorer ability to process the temporal information, since the single-
valued system loses all information contained in the first four pulses in the input window, while 
the averaged system only keeps the information related to the amplitude of the pulses but loses 
the temporal information about the specific pulses, i.e. whether the pulses come early or late in 
 26
the window. Thus, the single-valued system and the averaged system produced worse 
performance compared to the CNN system and the memristor-based system. 
For the CNN system, the fact that the filter can be trained to reduce classification error 
allows the system to better process the input than the other two systems discussed earlier. 
However, the transformation by the CNN filter is still linear and the output is only determined by 
data in the current input window, since the system has no memory of inputs from previous 
intervals. In contrast, the memristor-based reservoir not only nonlinearly transforms the temporal 
information in the current input window, but also reflects effects from previous inputs due to the 
short-term memory effect of the device. These characteristics allow the memristor-based 
reservoir system to better capture both the local temporal features within an input window as 
well as the more global features among the input windows, leading to higher performance. 
These results are also compared with standard speech processing algorithms such as the 
Long Short-Time Memory (LSTM) model. With a single layer, the LSTM algorithm can achieve 
recognition rate of 98.6% with 150 hidden units, while requiring a much larger number of 
trainable parameters (122,110 vs. 4,000 used in the memristor RC system). Better accuracy can 
be obtained by using stacked LSTM but at the expense of even higher training costs. 
2.3.3.  Isolated Spoken Digit Recognition with Partial Inputs  
More interestingly, as the memristor-based reservoir maps the temporal features 
associated with different classes of inputs, it is possible to use the RC system to predict the 
spoken digit before the utterance is completed. This hypothesis was tested experimentally as 
shown in Figure 2-5.  
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Figure 2-5 Classification using partial inputs. (a) Schematic of the different portions of data used for classification. (b)-(c) 
Confusion matrices showing the experimental classification results obtained using 25.0 % (b) and 62.5 % (c) of the input signal. 
When the first 25% of the speech signal is used, each device produces only one virtual 
node so that a 100×10 readout network is used during the training phase. As shown in Figure 2-5 
(b), after training an 57.8 % recognition rate can already be achieved using only the first 25 % of 
the whole sequence. The recognition accuracy increases when the portion of the available input 
increases (e.g. 98.2% recognition rate for using the first 62.5 % of the input, and 99.2% 
recognition rate when the whole speech sequence is used). The evolution of the recognition rate 
as a function of the portion of input used is shown in Figure 2-6. The 99.2% recognition rate is 
comparable to results achieved in RC systems based on spintronic [14] or photonic [24, 25] 
devices, although to the best of our knowledge, this experiment represents the first RC 
experimental implementation of spoken digit classification using only part of the input sequence. 
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Figure 2-6 Spoken digit classification with partial inputs. (a)-(g), Confusion matrices showing classification results of the spoken 
digits experimentally obtained from the memristor-based RC system, as a function of the fraction of inputs used for analysis , 
using only the first 12.5 % (a), 25 % (b), 37.5 % (c), 50% (d), 62.5% (e), 75% (f), 87.5% (g) of the data of each sequence. (h), 
Recognition rate as a function of the fraction of data used in analysis. 
2.4  Time-series Forecasting  
2.4.1  Mackey-Glass Time Series Prediction  
The isolated spoken digit recognition task has relatively good tolerance to prediction 
error because the task only requires identifying the largest output among the 10 outputs. Thus, as 
long as the selected label is correct, small errors in the exact output value does not degrade the 
system’s performance. In contrast, forecasting time series data is a much more difficult task since 
the quantitative difference between the ground truth and the predicted value matters and the 
difference can be further accumulated in subsequent predictions. One standard benchmark test 
for time-series forecasting is predicting a chaotic system, which is inherently very challenging 
due to the positive Lyapunov exponent [40] in chaotic systems, which leads to exponential 
growth of separation of close trajectories so that even small errors in prediction can quickly lead 
to divergence of the prediction from the ground truth. 
To show if the memristor-based RC system can be used for long term prediction, we 





− 𝛾𝑥(𝑡)         (2-3) 
These types of chaotic systems have a deterministic form but are difficult to be predicted 
[7, 26] and thus has been widely used as a benchmark for forecasting task tests. The Mackey-
Glass time series is based on a non-linear time delayed differential equation that can display a 
wide range of periodic and chaotic behaviors, depending on the values of the parameters. For 
example, τ < 4.43 produces a fixed-point attractor, 4.43 < τ < 13.3 produces a stable limit cycle 
attractor, 13.3 < τ < 16.8 produces a double limit cycle attractor, and τ > 16.8 produces chaotic 
behaviors. To obtain chaotic dynamics, we set the parameters: 𝛽 = 0.2, 𝛾 = 0.1, 𝜏 = 18, n = 10 in 
our studies. The time series data are normalized into the range [-0.5,0.5].   
To improve the accuracy of prediction, it is necessary to build a reservoir system that can 
capture the temporal dynamics of the given chaotic system as closely as possible, which in turn 
allows the readout network to achieve accurate prediction. To achieve this goal, we used several 
techniques to expand the reservoir dynamics. First, we used m different memristors for our 
memristor-based reservoir system. Due to the naturally occurring device-to-device variations 
(Figure 2-7), the devices produce responses that are qualitatively similar but quantitatively 
different even with the same input, and such device variations expand the response of the 
reservoir. Second, n virtual nodes are obtained from each physical memristor, based on the 
device response at the present time step and n-1 previous time steps, similar to the approach used 
in the classification task.  
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Figure 2-7 Read currents showing the temporal response of the 20 memristor devices during the training phase of the Mackey-
Glass forecasting task. The devices show qualitative similar behaviors but sizeable device-device variations in the current values. 
The ability of the memristor-based RC system for time-series prediction was tested both 
experimentally using a reservoir with m=20 devices and n=50 virtual nodes for each device, and 
through simulations of the reservoir using a realistic device model. The reservoir states are then 
applied to the readout layer (a 1000×1 network) to generate the predicted data for the next time 
step. Figure 2-8 (a) and (c) show the results obtained during training, from the experimental 
measurements and the simulation, respectively. Excellent agreement between the target and the 
predicted value can be obtained, indicating that the trained readout weights can correctly 
calculate the next time step signal based on the internal states of reservoir. Further evidence of 
successful training can be found by examining the network performance in the frequency domain 
and in the phase space, as shown in Figure 2-8 (e) and (f) for the experimental results, where 
excellent match can again be observed between the memristor RC output and the ground truth.  
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Figure 2-8 Autonomous forecasting of Mackey-Glass time series. (a)-(b) Training (a) and forecasting (b) results obtained 
experimentally from the memristor-based RC system.  The ground truth (blue) and the predicted output from the RC system (red) 
are plotted. An initialization step is used before the autonomous forecasting process, which starts from time step 501 in (b). (c)-
(d) Training (c) and forecasting (d) results obtained from simulation using a realistic device model and the same RC system setup 
as the experiments. (e)-(f) Experimental results of the memristor RC system output plotted in the frequency domain (e) and in the 
phase space (f) for the training stage. (g)-(h) Experimental results of the memristor RC system output during autonomous 
forecasting, plotted in the frequency domain (g) and in the phase space (h). 
The network is then used to forecast the time series autonomously. Before the start of the 
autonomous prediction, an initialization stage is needed to prepare the internal states of the 
reservoir since chaotic systems depend strongly on the initial conditions. During the initialization 
stage, the feedback connection between the network output and the reservoir input is removed, 
and the true input data are applied to the reservoir instead. Note the goal of the initialization is to 
simply excite the reservoir to the state just before autonomous prediction starts, not to train the 
system. After the reservoir is initialized, the output from the readout function, that is, the 
predicted data for the next time step, is then connected to the reservoir as the new input, and the 
system autonomously produces the forecasted time series continuously. 
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Figure 2-8 (b) and (d) show the results of the experimental measurements and simulation 
for autonomous time-series prediction using the memristor-based RC system, respectively. As 
the reservoir states are stabilized during the initialization stage, the output values obtained from 
the readout layer follow accurately the correct values. Afterwards, the autonomously generated 
output (from the 500th time step onwards) still matches very well the ground truth (which is not 
used in the signal generation but simply used as a reference in the plot), showing the ability of 
the memristor based RC system to autonomously forecast the chaotic system. After 60~70 time 
steps of autonomous prediction, the predicted signal starts to diverge from the correct value, in 
both the simulation and the experiment. Careful analysis of the divergence shows that small 
errors in the prediction are accumulated during the autonomous prediction, and can lead to a 
phase shift of the time series data as represented by missing one or more data points in the 
prediction, resulting in significantly increased prediction error as shown in Figure 2-8 (b) at time 
steps 570 – 650. Nevertheless, even though in the long-term phase shifts occur due to the small 
network size in the experiment and the accumulation of errors, the memristor-based RC system 
can still correctly capture the characteristic temporal dynamics of the Mackey-Glass series. 
Interestingly, with the phase shifts we often observe the autonomous forecasting to precede the 
ground truth (vs. following the ground truth), while maintaining the same characteristic 
dynamics. Examination of data in the frequency domain also show similar frequency peaks in the 
autonomously generated data and the ground truth (Figure 2-8 (g)), and similar trace plots can be 
observed in the phase space (Figure 2-8 (h)). We note that if the memristor-based RC system 
could not emulate the chaotic system’s dynamics, the prediction would instead converge to a 
stable point or periodic orbits. Indeed, if the reservoir size is reduced, e.g. to only one physical 
device, the autonomous predictions obtained both in the experiment and in the simulation decay 
 33
gradually and finally converge to a stable point (Figure 2-9) instead of showing the targeted 
chaotic behaviors. In this regard, the device-to-device variations are beneficial in helping expand 
the reservoir space and improving the RC system’s performance. 
 
Figure 2-9 Mackey-Glass time series forecasting using an RC system based on only one memristor device. (a)-(b) Training (a) 
and forecasting (b) results obtained experimentally, showing the ground truth (blue) and the predicted output (red). The reservoir 
was initialized in the first 500 time steps during the forecasting task. (c)-(d) Training (c) and forecasting (d) results obtained 
through simulation. With a reduced reservoir size, the RC system quickly converges to a single stable point and cannot predict 
the desired chaotic behavior, showing the beneficial effects of device variations in this neural network implementation. 
2.4.2  Comparison with Feedforward Neural Networks 
To verify the function of the memristor reservoir system for chaotic system forecasting, 
we compared the memristor-based RC system performance with a conventional feedforward 
neural network (FFNN) having larger network sizes. To make a fair comparison, we allow the 
inputs to the FFNNs to include input from the current time step as well as inputs from 49 
previous time steps. We chose hyperbolic tangent function as the neuron activation function for 
the FFNN, although different neuron functions led to the same qualitative results. In the training 
stage, the learning rate and number of training epochs for the FFNN are set to be the same as 
those for the memristor-based reservoir. 
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We tested several different types of FFNNs from the simple perceptron network to 
networks with multiple hidden layers, as shown in Figure 2-10. After training, the output from 
these networks corresponds to the predicted value at the next time step (t+1). This value is then 
applied to the input and the process is repeated to produce long term prediction, similar to the 
memristor-based RC system. 
 
Figure 2-10 Schematic of FFNNs used in the tests. (a) Single layer perceptron. (b) Bilayer network with a hidden layer. (c) 
Three-layer neural network with two hidden layers. 
Figure 2-11 shows comparison of the autonomous predicting results from the memristor-
based reservoir system and the FFNNs. The results are shown both in the time domain (first 
column) and in the phase domain (second column and third column, for different timesteps into 
the prediction). These results, particularly when plotted in the phase domain, clearly show that 
predictions from the FFNNs are not producing chaotic dynamics and following the ground truth, 
but are instead stuck in a periodic behavior. These behaviors are very different from those 
obtained from the memristor system, both through simulation and through experiments using the 
fabricated devices and the test board. Note even with a much larger network, e.g. 1,051,000 
parameters for the FFNN with two hidden layers, the forecasting performance is still much worse 
than the much smaller memristor-based RC system with only 1,000 parameters. 
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Figure 2-11 Autonomous forecasting of the Mackey-Glass time series using different systems. (a)-(b) Experiment (a) and 
simulation (b) results of the memristor-based reservoir system. (c) Simulation results of FFNN with single perceptron. (d)-(e) 
Simulation results of FFNNs with one hidden layer, with (d) 100 and (e) 1000 neurons. (f)-(i), Simulation results of FFNNs with 
two hidden layers, with (f) [first hidden layer: 100, second hidden layer: 100], (g) [100,1000], (h) [1000,100], and (i) [1000,1000] 
neurons. First column: results of the first 1000 predictions in the time domain, Second column: results of the first 500 predictions 
in the phase domain, Third column: results of the second 500 predictions in the phase domain. 
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These differences can be explained by the different network structures. The conventional 
FFNNs are based on linear sum of the weighted inputs. In this implementation, the inputs 
correspond to inputs at different time steps, e.g. Figure 2-10 (a). Although some degree of 
nonlinearity exists in the form of the nonlinear activation function, the same non-linear function 
is applied to all inputs. This is very different from the RC systems, where inputs at different time 
steps are transformed differently. For example, in the memristor based RC system, the effect of 
previous time steps diminishes following a stretched-exponential function in our devices. These 
very nonlinear transformation of inputs from different time steps in the past allows RC systems 
to capture diverse temporal features and gives them better capability to forecast the chaotic 
systems. On the other hand, the FFNNs are easily stuck in a periodic behavior because they do 
not offer the required nonlinearity in temporal domain and can only capture the main temporal 
features from the input instead. Increasing the size of the FFNN by making the network deeper 
and using more neurons and weights improves the system performance, but the system still 
quickly relaxes to a periodic behavior, as shown in Figure 2-11. 
2.4.3  Mackey-Glass Time Series Prediction with Periodic Updates 
Increasing the size of the reservoir further by using more memristors and using more 
previous states (virtual nodes) may further reduce the prediction error so that the length of 
accurate prediction can be further increased. However, it will increase hardware implementation 
cost as well as the training cost of the readout layer. Furthermore, even with a reduced error 
using a larger reservoir, accumulation of the prediction error during the autonomous prediction is 
inevitable, and more importantly, the length of accurate prediction will not increase significantly 
since the overall error grows exponentially in time. Thus, the autonomous prediction will 
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exponentially diverge from the original chaotic system, no matter how small the original 
prediction error is. 
 
Figure 2-12 Long-term forecasting of Mackey-Glass time series with periodic updates. (a) Experimental output from the 
memristor-based RC system at the beginning of the test, showing results from the autonomous forecasting segments (50 time step 
each), followed by the update segments (shaded regions, 25 time step each). (b) Experimental output from the memristor-based 
RC system at the end of the test. Reliable forecasting can still be obtained, aided by the periodic updates. 
Instead of increasing the network size to extend the range of correct predict further into 
the future, we explored an approach where the reservoir forecasts moderately into the future, and 
the reservoir state is then periodically pushed back to the original dynamics before the prediction 
significantly diverges from the ground truth. This ‘update’ stage is similar to the initialization 
stage, and is applied after a period of autonomous prediction by sending the true input instead of 
the predicted value to the reservoir for a short time period, as shown in Figure 2-12. No re-
training is needed in the update stage. With these periodic updates, long-term prediction of 
chaotic systems becomes feasible. For example, by iteratively implementing 50 time steps of 
autonomous prediction, followed by 25 time steps of update, the experimental prediction shows 
excellent agreement with the true values over 2000 time steps (limited only by the buffer size of 
the on-board FPGA system). During the update stage, the reservoir reverses deviation from the 
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original chaotic system caused by the prediction error, and after the update sequence the 
memristor-based reservoir can again correctly perform prediction for the next 50 time steps.  
Compared to the autonomous prediction without updates, prediction with periodic 
updates produces more stable and accurate results, both in the time and frequency domains and 
in the phase space (Figure 2-13). Note in many cases, the ground truth can indeed be periodically 
measured, so that periodically updating the reservoir to maintain stable operation of the system is 
feasible, where reliable predictions can be obtained during the periods when the ground truth 
cannot be measured.  
 
Figure 2-13 Mackey-Glass time series forecasting with periodic updates. (a)-(b) Experimental results at the beginning of the test 
(t = 500 - 875), plotted in frequency domain (a) and in phase space (b), showing the output from the memristor-based RC system 
(red) and the ground truth (blue). (c)-(d) Experimental results at the end of the test (t = 1625 - 2000), plotted in frequency domain 
(c) and in phase space (d), showing the output from the memristor-based RC system (red) and the ground truth (blue).  
2.5  Conclusions 
In this study, a memristor-based reservoir computing system that utilizes the internal 
short-term ionic dynamics of memristor devices and the concept of virtual nodes is successfully 
demonstrated for time-series analysis and prediction tasks. A high classification accuracy of 
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99.2% was obtained for spoken digit recognition. Since the reservoir maps the temporal features 
of the input, good classification was still obtained even with partial inputs. With the use of 
periodic updates to bring the reservoir back to the original dynamics, prediction can be 
maintained long-term without retraining the system even for chaotic tasks.  
The memristor crossbar array used in this work provides the high-density devices, where the 
memristor devices in the reservoir work independently and in parallel to process the spatio-
temporal data, e.g. inputs from different frequency channels. Further improvements in the 
reservoir system may involve using interconnected devices to form more complex reservoir 
structures, with properly designed connecting weights and loops in the system. Additional 
theoretical and algorithm developments will be necessary to help illustrate how broadly RC 
systems based on intrinsic device dynamics can be used in general machine-learning tasks. These 
theoretical developments, along with continued material and device optimizations and advances 
of integrated systems consisting of memristor arrays directly fabricated on CMOS control and 
logic circuits [44], will further broaden the appeal of the memristor based RC systems for 
practical applications, such as real-time temporal data processing in power constrained 
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Chapter 3  
Hierarchical Architecture in Reservoir Computing Systems 
 
3.1  Introduction 
Due to the dramatically increased computing power, advances in algorithms, and 
abundantly available data, machine learning, especially deep learning [1] has been successfully 
applied in a wide range of artificial intelligence domains recently, from computer vision to 
natural language processing. Depending on the tasks, different deep learning architectures have 
been optimized. For instance, convolutional neural networks (CNNs) [2]-[4] are mainly used for 
static data processing such as image recognition, as individual input images are independent so 
that there is no need to capture the correlation between the input images. On the other hand, 
temporal data processing such as time-series prediction and speech recognition is typically 
performed by recurrent neural networks (RNNs) [5]-[7] since the recurrent connections allow the 
network to capture temporal features in the sequential input data.  
Although the cyclic connections in RNNs are useful to process temporal dynamics of 
input signals in RNNs, these connections make training RNNs very computationally expensive 
and difficult. In error backpropagation through time, which is a standard method to train the 
RNNs, calculating the gradients of the error with respect to weights involves a large amount of 
computation process as the current states depend on not only the current inputs but also the 
previous states and inputs. Furthermore, when applying the chain rule to compute the gradients, 
repeated multiplying the derivatives of the current states with respect to the previous states can 
cause vanishing gradient or exploding gradient problems [8] that make it difficult to find optimal 
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weights. Long short-term memory (LSTM) [6] is developed to deal with the problems by 
enforcing constant error flow through internal states of LSTM units. As the weight matrices of 
the internal gates are trained by gradient-based learning algorithms, LSTM networks have been 
applied in a broad range of applications by fine-tuning the network for a given task, but 
nevertheless still requires significant computation costs to train the weight matrices.  
Reservoir computing (RC) [7], [9] is proposed to reduce the training cost and mitigate the 
difficulty of the training process of RNNs. Since the expensive cost and difficulty of training 
RNNs come from the attempt to control the recurrent connections, RC systems avoid this 
problem by tuning only the linear output layer (often called the readout layer) instead of training 
every weight in the recurrent connections of the main RNN body. In RC, the recurrent networks 
called ‘reservoirs’ are randomly initialized and fixed during the training process. The reservoir 
needs to offer fading memory property and should nonlinearly map the temporal inputs into a 
high-dimensional feature space, represented by the states of the nodes forming the reservoir. Due 
to the recurrent connections in the reservoir, this nonlinear mapping also involves time. 
Afterwards, the initial complex inputs can become linearly separable in the new, high 
dimensional reservoir state space. Software-based RC systems have achieved state-of-the-art 
performance for tasks such as speech recognition [10] and showed superior ability to forecast 
large spatiotemporally chaotic systems [11]. Recently, hardware implementations of RC systems 
have paved the way for applying RC systems to real-time operating hardware systems in power-
constrained environments [12],[13]. 
With the successful implementation of RC algorithms and hardware, several methods 
[14]-[18] to design the reservoir have been proposed to improve the performance of RC systems. 
A conventional reservoir is initialized randomly with a single set of hyperparameters such as 
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input scaling and spectral radius, such that the states of the reservoir nodes are coupled so 
strongly that it is difficult to process data with different time scales. Decoupled echo state 
networks (ESNs) [15] can break the coupling between the nodes by dividing the reservoir into 
decoupled sub-reservoirs and by introducing lateral inhibition unit between the sub-reservoirs. 
Unlike the conventional random process to build the reservoir, dynamic methods can also be 
used to generate reservoirs such as the simple cycle reservoir concept [16]. The deterministically 
constructed reservoirs not only can achieve comparable performance to the conventional 
randomized reservoir but can also allow reservoir properties to be analyzed in a more 
comprehensive manner. Additionally, reservoirs using a single physical nonlinear node subjected 
to delayed feedback [17] have been proposed to allow hardware-friendly implementation of 
deterministic reservoirs, similar to the simple cycle reservoir concept used in power-efficient 
hardware systems.  
Besides the efforts to improve the single reservoir structure, several studies have been 
conducted to apply hierarchical structures to RC systems. Early attempts [18], [19] to introduce 
an architectural modification to the reservoir included adding feedforward or static layers in the 
reservoir to amplify the non-linearity through additional nonlinear mapping of outputs from the 
recurrent part, and to overcome the tradeoff between short-term memory and non-linearity of a 
single reservoir structure. With great success of hierarchical architectures in convolutional neural 
networks [2]-[4], several works [20]-[22] have proposed deep reservoir architectures by stacking 
several sub-reservoirs to capture multiscale dynamics and to increase the richness of reservoir. 
MESM [20] and DeepESN [21], which stacks the sub-reservoirs directly, and DeePr-ESN [22], 
which stacks the reservoirs and the encoders alternatively (requiring extra training process), can 
provide robust prediction performance and effectively capture rich multiscale dynamics. 
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However, previous studies on MSEM and DeepESN tried to find the optimal hyperparameters 
manually and analyze only general properties of the proposed architectures, without providing a 
comprehensive analysis of the effect of stacking the sub-reservoirs.  
In this chapter, we show that deep RC systems that stack sub-reservoirs vertically 
improve the system performance for a broad range of tasks, by analyzing the distribution of node 
states in each sub-reservoir and the frequency spectrum captured by each sub-reservoir. To focus 
on the effects of hierarchical architectures, three different structures based on ESN are compared: 
Shallow ESN, which has a single reservoir, Wide ESN, which has independent sub-reservoirs in 
parallel, and Deep ESN, which stacks the sub-reservoirs in series. As the optimal 
hyperparameters for each structure may be different from each other, a genetic algorithm is used 
to obtain the best performance of each structure by individually finding the optimal 
hyperparameters. Moreover, we find that there is a tradeoff between the number of sub-
reservoirs and the size of the sub-reservoirs, when the size of the readout network is fixed. 
3.2  Architecture 
A conventional ESN consists of three basic components: an input layer, a recurrent layer 
(i.e. the reservoir), and an output layer (called the readout layer). The reservoir state, which is the 
collection of the node states in the reservoir, depends on the input signal and the previous 
reservoir state. Without losing generality, in our study we choose the following equation to 
describe the reservoir state update: 
𝑥(𝑡) = (1 − 𝛼) × 𝑥(𝑡 − 1) + α × tanh (𝑊 𝑢(𝑡) + 𝑊 𝑥(𝑡 − 1))  (3-1) 
where 𝑢(𝑡) ∈ ℝ , 𝑥(𝑡) ∈ ℝ  denote respectively the input and the reservoir state at 
time 𝑡, 𝑊 ∈ ℝ ×  is the input-to-reservoir weight matrix, 𝑊 ∈ ℝ ×  is the recurrent 
reservoir weight matrix, tanh() is the element-wise applied hyperbolic tangent activation 
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function, and 𝛼 ∈ (0,1] is a leaky rate. The weight values in 𝑊  is chosen from a uniform 
distribution over [-IS, IS], where IS is an input scaling factor. 𝑊  is rescaled from the randomly 
generated 𝑊, following: 
𝑊 = 𝑆𝑅 ×
( )
         (3-2) 
where SR is the spectral radius, 𝑊 is chosen from a uniform distribution over [-1,1], and 
𝜆 (𝑊) is the largest eigenvalue of matrix 𝑊. IS, SR, and 𝛼 are the important hyperparameters 
affecting the reservoir properties. Typically, IS determines how nonlinear the node states are: a 
small IS makes the reservoir nodes operate around the origin where the tanh() activation 
function is virtually linear, while a more nonlinear transformation can be achieved with a large IS 
that lets the reservoir nodes operate near 1 or -1. SR affects the stability of the node states and 
should be less than unity to ensure the echo state property, which is a central characteristic of the 
RC system that states the reservoir state is uniquely defined by the fading history of the input 
signal. 𝛼 is related to the speed of the reservoir update dynamics. A small 𝛼 means the reservoir 
nodes depend more on the previous reservoir state than on the current input, resulting in a slow 
update speed. In our approach, these three hyperparameters for each sub-reservoir will be 
optimized to minimize the error by using the genetic algorithm, as discussed later.  
The output of the ESN is a linear combination of the node states: 
𝑦(𝑡) = 𝑊 𝑥(𝑡)         (3-3) 
where 𝑦(𝑡) ∈ ℝ  denotes the output at time 𝑡, and 𝑊 ∈ ℝ ×  is the reservoir-to-
output weight matrix. In contrast to the fixed weight matrices 𝑊  and 𝑊   in the reservoir, 
𝑊  is trained by ridge regression, also known as regression with Tikhonov regularization.   
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Figure 3-1 Reservoir architectures analyzed in this study. (a) Shallow ESN. (b) Wide ESN. (c) Deep ESN. 
Figure 3-1 shows the three different ESN structures used to analyze the architectures, 
namely, Shallow ESN, Wide ESN, and Deep ESN. Shallow ESN is a conventional single 
reservoir structure, which is governed by equation (3-1)-(3-3). Wide ESN has independent sub-
reservoirs in parallel, which receive the input signals independently and have no interaction 
between the sub-reservoirs. When the sub-reservoirs have different hyperparameters, each sub-
reservoir will capture different temporal dynamics from the input signals, and thus Wide ESN 
may offer better performance than Shallow ESN. The equations of the Wide ESN are following: 




𝑥( )(𝑡 − 1)) (3-4) 
𝑦(𝑡) = 𝑊 [𝑥( )(𝑡); 𝑥( )(𝑡); ⋯ ; 𝑥( )(𝑡)]     (3-5) 
where 𝑥( )(𝑡) ∈ ℝ  denotes the reservoir state of sub-reservoir 𝑙 at time 𝑡, 𝑊( ) ∈
ℝ ×  is the input-to-reservoir weight matrix of sub-reservoir 𝑙, 𝑊( ) ∈ ℝ ×  is the 
recurrent reservoir weight matrix of sub-reservoir 𝑙, 𝛼( ) ∈ (0,1] is the leaky rate of sub-reservoir 
𝑙, 𝑊( ) ∈ ℝ ×  is the reservoir-to-output weight matrix, and [∙ ;  ⋯ ; ∙] stands for vertical 
vector concatenation.  
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Deep ESN is the hierarchical ESN structure that stacks the sub-reservoirs in series. Only 
the first sub-reservoir can see the input signals, and the subsequent sub-reservoirs receive data 
from the output of the previous sub-reservoir, in the form of linear combination of the previous 
sub-reservoir’s node states. If stacking the sub-reservoirs improves the system’s capability in 
processing temporal information, Deep ESN will outperform both Shallow ESN and Wide ESN. 
The equations of Deep ESN are following: 
𝑥( )(𝑡) =




𝑥( )(𝑡 − 1)  𝑖𝑓 𝑙 = 1
1 − 𝛼( ) × 𝑥( )(𝑡 − 1) + α( ) × tanh 𝑊
( )
𝑥( )(𝑡) + 𝑊
( )
𝑥( )(𝑡 − 1)  𝑖𝑓 𝑙 > 1
 (3-6) 
𝑦(𝑡) = 𝑊 [𝑥( )(𝑡); 𝑥( )(𝑡); ⋯ ; 𝑥( )(𝑡)]     (3-7) 
where 𝑥( )(𝑡) ∈ ℝ  denotes the reservoir state of sub-reservoir 𝑙 at time 𝑡, 𝑊( ) ∈
ℝ ×  is the input-to-reservoir weight matrix for the first sub-reservoir, 𝑊( ) ∈ ℝ ×  is the 
inter-reservoirs weight matrix from sub-reservoir 𝑙 − 1 to sub-reservoir 𝑙, 𝑊( ) ∈ ℝ ×  is the 
intra-reservoir weight matrix of sub-reservoir 𝑙, 𝛼( ) ∈ (0,1] is the leaky rate of sub-reservoir 𝑙, 
𝑊
( )
∈ ℝ ×  is the reservoir-to-output weight matrix, and [∙ ;  ⋯ ; ∙] stands for vertical 
vector concatenation. 
The main function of the reservoir in an RC system is to nonlinearly map the sequential 
input signals onto the reservoir state, which allows certain tasks such as classification and 
prediction to be processed by the readout network using a linear combination of the reservoir 
node states. Thus, the quality of the reservoir can be measured in two aspects: how well the 
reservoir can nonlinearly transform the input signal; and how diverse the temporal dynamics the 
reservoir can capture. As the performance of the RC system is dominantly affected by how the 
reservoirs are designed, the hyperparameters for building the reservoirs should be carefully 
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selected to ensure the designed reservoirs produce the best result in given evaluation criteria. To 
avoid the node states from being easily saturated and ensure the echo state property, IS, SR, and 
𝛼 are set to be less than 1 as shown in Table 3-1. Grid search is widely used to analyze the 
influence of hyperparameters on the RC performance, and is a simple way to design the optimal 
single reservoir system since the hyperparameter space of a single reservoir is not large. 
However, when the RC system has several sub-reservoirs like Wide ESN and Deep ESN, the 
grid search is not an efficient optimization method because the computing cost to test every point 
in the hyperparameter space will increase exponentially as a function of the dimension of the 
space. Thus, in this paper, a genetic algorithm [24], one of the widely used evolutionary 
optimization methods, is used to find the optimal set of hyperparameters for a given RC 
architecture.  
 
Table 3-1 Hyperparameters for reservoir and parameters for the genetic algorithm. 
Genetic algorithms can efficiently explore the large hyperparameter space through the 
metaheuristic optimization process inspired by biological evolutions. Specifically, a population 
of sets of hyperparameters for a given RC architecture is randomly generated, and will evolve 
toward better reservoir structures through an iterative process, where the population with each 
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iteration is called a generation. In each generation, two sets among the population are randomly 
selected, and two RC systems based on the selected sets are evaluated for a given task by the 
normalized root mean squared error (NRMSE): 
𝑁𝑅𝑀𝑆𝐸 =  
∑ ( ) ( )
∑ ( )  
       (3-8) 
where 𝑦 (𝑡) and 𝑦(𝑡) denote the target signal and the output from the RC system at 
time 𝑡, 𝑦  is the mean of the target signal, and 𝑇 is the number of time steps in the test 
sequence. The loser set, which has higher error than the other, winner set, goes through two 
genetic operations: crossover, which replaces the part of the loser with the part of the winner 
based on a crossover rate; and mutation, which changes part of the loser to random values based 
on a mutation rate. The modified loser replaces the original loser in the population, and this 
process is repeated until the maximum number of generations is reached. The parameters for the 
genetic algorithm are summarized in Table 3-1.  
We evaluate RC systems with different architectures on three different time series data: 
10th order nonlinear autoregressive moving average (NARMA10) [24], Santa Fe Laser time 
series [25], and Mackey-Glass time series [26]. The NARMA10 system is widely used to test 
ESN models since it needs both nonlinear transformation and memory, which are the main 
characteristics of RC systems [16]-[18], [22]. The output of the NARMA10 system is computed 
as following: 
𝑦(𝑡 + 1) = 0.3𝑦(𝑡) + 0.05𝑦(𝑡)(∑ 𝑦(𝑡 − 𝑖)) + 1.5𝑢(𝑡 − 9)𝑢(𝑡) + 0.1  (3-9) 
where 𝑢(𝑡) is a random input at time step 𝑡, generated from a uniform distribution over 
[0,0.5], and 𝑦(𝑡) is the output at time step 𝑡. The readout network is trained to predict 𝑦(𝑡 + 1) 
from the reservoir state and 𝑢(𝑡). The lengths of the training and test sequences are 3000 and 
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1000, respectively. The first 100 reservoir state values, which are called initial transient, are not 
used to train the readout network or to predict the next value in the test stage to avoid the 
influence of initial states. The Santa Fe Laser time series is a one-step ahead prediction on the 
data obtained by sampling the intensity of a far-infrared laser in a chaotic regime [16], [18]. The 
data are normalized in the interval [0,1], and the lengths of training, test and initial transient 
sequences are 3000, 1000, and 100, respectively. The Mackey-Glass time series is a standard 
benchmark for chaotic time series prediction task [7], [12], [18], [20], [22]. The time series is 





− 0.1𝑦(𝑡)        (3-10) 
where 𝑦(𝑡) is the output at time step 𝑡, and 𝜏 is the time delay. When 𝜏 > 16.8, the 
system has a chaotic attractor. In this study, we set 𝜏 = 17, and define the task as to perform 84-
step-ahead direct prediction, i.e., the readout network is trained to predict 𝑦(𝑡 + 84) from the 
reservoir state when 𝑦(𝑡) is given. The lengths of training, test and initial transient sequences are 
1000, 1000, and 100, respectively.  
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Figure 3-2 Schematic of the evaluation methods. (a) NRMSE and the distribution of node states. NRMSE is measured from the 
difference between the prediction of the test sequence and the ground truth. The temporal response (red line) of a node (e.g. 
represented by the red circle) is recorded for a test sequence. The mean and standard variation of the states from each node in a 
sub-reservoir are plotted and sorted in ascending order by the mean value. (b) The frequency spectrum of the node states. When 
the MSO12 time series is applied to the reservoir, the FFT of the states from each node is calculated (e.g. red, blue lines) and 
averaged (black line) on a sub-reservoir-by-sub-reservoir basis. The peak values of the 12 different frequency components are 
normalized by the minimum among them. 
In the genetic algorithm, the NRMSE is used to determine which hyperparameter set is 
the winner, as shown in Figure 3-2 (a). Additionally, the distribution and frequency spectrum of 
the node states are measured to study the properties of different reservoir structures and to 
explain why a specific reservoir structure performs better than others. To get better performance, 
the RC system should nonlinearly transform the input signals into a high-dimensional space and 
allow the readout network to linearly separate the corresponding reservoir states. Although it is 
easy to decide whether the transformation is linear or nonlinear, it is difficult to quantify the 
degree of nonlinearity in a single evaluation term. Here, the distribution of node states is 
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analyzed since nodes whose states are far away from the origin indicate these nodes go through a 
more nonlinear transformation than the nodes whose states are close to the origin. After finding 
the optimal hyperparameter set for a given reservoir structure and task, the node states of the test 
sequence are recorded, and the mean and standard deviation of the node states are calculated as 
shown in Figure 3-2 (a). To clearly visualize the difference of each sub-reservoir, the node states 
are grouped according to the sub-reservoir they belong to, and the means of node states in the 
same sub-reservoir are sorted in ascending order.  
Another important property of the RC system is the ability to capture diverse temporal 
dynamics with different time scales. The diversity of temporal dynamics can be analyzed by 
examining the differences of the frequency components each sub-reservoir captures. The 
multiple superimposed oscillator (MSO) task [15], [27], [28] is used to analyze the multiple 
time-scales processing ability of the different reservoir structures. The MSO12 time series, given 
by a sum of sinusoidal functions, is used: 
𝑢(𝑡) =  ∑ sin (𝜑 𝑡)        (3-11) 
where 𝜑  determines the frequency of the i-th sinusoidal function. The 𝜑  coefficients are 
set as in [28], i.e. 𝜑 = 0.2, 𝜑 = 0.331, 𝜑 = 0.42, 𝜑 = 0.51, 𝜑 = 0.63, 𝜑 = 0.74, 𝜑 =
0.85, 𝜑 = 0.97, 𝜑 = 1.08, 𝜑 = 1.19, 𝜑 = 1.27, 𝜑 = 1.32. As shown in Figure 3-2 (b), 
the frequency spectra of each node state after being excited by the MSO12 input are calculated 
by the Fast Fourier Transformation (FFT). The FFT values are averaged on a sub-reservoir-by-
sub-reservoir basis. To emphasize which frequency components are mainly captured by the 
specific sub-reservoir, the peak values of the 12 different frequency components are normalized 
by the minimum among them.  
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3.3  Effects of Hierarchical Reservoir Computing Systems 
We will compare the performance of the three different reservoir structures on time series 
prediction tasks, and discuss the effects of stacking sub-reservoirs on the properties of the RC 
system.  
 
Figure 3-3 NRMSE of Shallow ESN, Wide ESN and Deep ESN for (a) NARMA10 system. (b) Santa Fe Laser time series, and 
(c) Mackey-Glass time series tasks. The boxes show the 25th, 50th and 75th percentiles for the NRMSE data measured from 10 
random reservoir initializations for each case, along with the mean (dot). The whiskers represent the minimum and maximum. 
As the performance of an RC system is strongly affected by the size of the readout 
network, we first fixed the size of the readout network to 300, i.e. corresponding to a single 
reservoir with 300 nodes (Shallow ESN), three independent sub-reservoirs with 100 nodes each 
(Wide ESN), and three stacked sub-reservoirs with 100 nodes each (Deep ESN). Figure 3-3 (a), 
(b) and (c) show the NRMSEs of the three different reservoir structures when performing 
NARMA10, Santa Fe Laser and Mackey-Glass time series tasks, respectively. The box charts 
show the results from 10 different randomly generated reservoir systems with the 
hyperparameter set optimized by the genetic algorithm. In all cases, Deep ESN shows the best 
performance among the different reservoir structures. In contrast, compared to Shallow ESN, 
Wide ESN shows slightly better performance for the first two tasks but worse performance for 




3.3.1.  Enhanced Nonlinearity of Data Transformation  
To find out why Deep ESN performs better than others, the distributions of node states 
are plotted in Figure 3-4. The nodes of Deep ESN in the third (i.e. last) sub-reservoir show a 
wider spectrum than not only the nodes of Deep ESN in the first two sub-reservoirs, but also the 
nodes in every sub-reservoir in other tested structures. This indicates that the nodes of the third 
sub-reservoir in the Deep ESN go through a higher degree of nonlinear transformation. 
Considering the nodes of Deep ESN in the deeper sub-reservoir have a wide spectrum than the 
nodes in the previous sub-reservoirs, the wide range of node states in Deep ESN can be 
attributed to the stacked sub-reservoir structure in the Deep ESN.  
 
Figure 3-4 Distribution of the mean and standard deviation of the node states. (a) Shallow ESN, (b) Wide ESN, (c) Deep ESN for 
the NARMA10 system. (d) Shallow ESN, (e) Wide ESN, (f) Deep ESN for Santa Fe Laser time series. (g) Shallow ESN, (h) 
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Wide ESN, (i) Deep ESN for Mackey-Glass time series. The node states in the same sub-reservoir are sorted in ascending order 
of their mean values. 
Besides the absolute magnitude of the node states range, the diversity of the ranges 
among the sub-reservoirs is also a good factor to examine the quality of the reservoir structure, 
because having different ranges between the sub-reservoirs means that the node states in each 
sub-reservoir have different degrees of nonlinear transformation so that the RC system can 
capture broader temporal dynamics.  It can be seen from Figure 3-4 that Wide ESN has a slightly 
larger range and diversity of node states than Shallow ESN, but the enhancement is not as 
significant as Deep ESN. Thus, a more efficient way to achieve a high degree of diverse, 
nonlinear transformation is stacking the sub-reservoirs in series rather than building independent 
sub-reservoirs in parallel.  
3.3.2. Expanded Diversity of Captured Temporal Information  
Another method to estimate the temporal dynamics captured by each sub-reservoir is the 
frequency spectrum of node states, which shows which frequency components are picked up by 
each sub-reservoir. In our study, due to the simple but distinguishable frequency spectrum of the 
MSO12 input signal, it makes it easier to recognize the distinct frequency spectra among the 
reservoir structures, as shown in Figure 3-5. While Wide ESN shows similar frequency spectra 
among the sub-reservoirs, the sub-reservoirs in Deep ESN show significantly different frequency 
spectra. Specifically, the sub-reservoirs in the late stages of Deep ESN tends to capture the low 
frequency component rather than the high frequency component. Since each sub-reservoir offers 
a kind of integrating function through its fading memory property that maps the input sequence 
to the reservoir state, which is then used as inputs to the next stage, lower frequency components 
are more efficiently captured in the later stages of Deep ESN. Analogous to the fact that the 
layers in the late stage of CNNs capture more abstract or global information, i.e. lower spatial 
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frequency features of the input signal, the sub-reservoirs in the late stages of Deep ESN thus 
emphasizes on the low temporal frequency component or the global (long term) temporal 
information. We also note that, although both CNNs and Deep ESNs put similar roles to the 
layers in the late stage, they utilize the early stage layers significantly differently. Typically a 
CNN only uses the outcome of the last layer since its goal is to derive an abstract representation 
of the input signal, such as identifying the object, and the outcome of the last layer is typically 
enough for the task. On the other hand, Deep ESN needs to utilize the reservoir states of every 
sub-reservoir, since a wide range of temporal information from low to high frequency 
components is usually required to perform the temporal data processing tasks such as predicting 
the next value of the time series data. 
 
Figure 3-5 Frequency spectrum of node states. (a) Shallow ESN, (b) Wide ESN, (c) Deep ESN for the NARMA10 system. (d) 
Shallow ESN, (e) Wide ESN, (f) Deep ESN for Santa Fe Laser time series. (g) Shallow ESN, (h) Wide ESN, (i) Deep ESN for 
Mackey-Glass time series. 
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3.4  Optimization of Hierarchical Structure  
 
Figure 3-6 NRMSE of Shallow ESN, Wide ESN and Deep ESN with different total numbers of nodes in the system, for (a) 
NARMA10 system, (b) Santa Fe Laser time series, and (c) Mackey-Glass time series. The mean and standard variations are 
plotted for each case, based on 10 different random initializations of the reservoirs following the optimized hyperparameter sets. 
The simplest way to improve the performance of the RC system is increasing the total 
size of the reservoir, since larger reservoirs with more diverse internal connections should 
capture richer temporal dynamics. If stacking the sub-reservoirs in series helps the RC system to 
predict the time series data more accurately, Deep ESN should still outperform the others when 
the total size of the reservoir increases. To expand the size of the reservoir, extra sub-reservoirs 
with 100 nodes are serially added to the output of the last sub-reservoir in Deep ESN, or 
connected as parallel, independent sub-reservoirs in Wide ESN. Shallow ESN has still a single 
reservoir, but the size of the reservoir increases to match the total size of the expanded Deep 
ESN or Wide ESN. Figure 3-6 (a), (b) and (c) show the NRMSEs of the three different reservoir 
structures on NARMA10, Santa Fe Laser and Mackey-Glass time series, respectively, as the total 
size of the reservoir increases from 200 to 500. Again, Deep ESN shows the lowest NRMSE 
among the tests, and Wide ESN is better than Shallow ESN in most cases, which are consistent 
with the findings for the case with 300 total nodes. In general, as the total number of nodes in the 
reservoir increases, the performance of the RC system improves no matter what reservoir 
structure is used, but the improvement in prediction error tends to be saturated. Moreover, when 
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considering both the performance measured in NRMSE and the computation cost measured in 
the size of weight matrices, the performance improvement by simply increasing the reservoir size 
may actually be lower than the increased expense needed to compute the reservoir states and 
train the readout network.  
 
Figure 3-7 NRMSE for Shallow ESN, Wide ESN and Deep ESN with different number of sub-reservoirs, for (a) NARMA10 
system, (b) Santa Fe Laser time series, and (c) Mackey-Glass time series. The mean and standard variations are plotted for each 
case, based on 10 different random initializations of the reservoirs following the optimized hyperparameter sets. 
Instead of adding extra sub-reservoirs to Wide ESN or Deep ESN, we can instead fix the 
total size of the reservoir (thus keeping the total compute cost low) and vary the number and size 
of sub-reservoirs. While Shallow ESN always has a single reservoir with 300 nodes, we varied 
the number of sub-reservoirs in Wide ESN and Deep ESN from 2 to 5 while keeping the total 
number of nodes constant at 300. Due to the fixed total node size, the cost to train the readout 
network will be identical for the three different reservoir structures, but the expense to calculate 
the node states will be reduced as the weight matrix size in Wide ESN or Deep ESN is reduced 
quadratically as the sub-reservoir size is reduced, while the number of matrices increases 
linearly. Figure 3-7 (a), (b) and (c) show the NRMSEs of the three different reservoir structures 
on NARMA10, Santa Fe Laser and Mackey-Glass time series tasks, respectively, as the number 
of sub-reservoirs increases from 2 to 5 while keeping the total node size at 300. Again, Deep 
ESN outperforms the others for all tasks in all cases.  
 62
For the NARMA10 and Santa Fe Laser tasks, Wide ESN and Deep ESN show similar 
trend on the number of sub-reservoirs, i.e. the performance is improved when the reservoir 
consists of 2 or 3 sub-reservoirs, but becomes worse when the reservoir is divided into more than 
2 or 3 sub-reservoirs. This can be explained by the tradeoff between the number of sub-reservoirs 
and the size of each sub-reservoir. Given the fixed total number of nodes, the size of sub-
reservoirs is reduced as the number of sub-reservoirs increases. When the reservoir is split into 
several sub-reservoirs, the temporal dynamics captured by the whole system become more 
diverse since each sub-reservoir can have different hyperparameters leading to different temporal 
dynamics. Moreover, stacking the sub-reservoirs enhances the nonlinearity of transformation 
from the input signal and the diversity of the temporal dynamics captured by each sub-reservoir, 
as shown in Figure 3-4 and 3-5. However, at the same time, the feature space of each sub-
reservoir will shrink due to the reduced size of the sub-reservoirs, i.e. the ability of the sub-
reservoirs to extract the temporal information will be weakened.  
 
Figure 3-8 Fast Fourier Transform results of the input signal of (a) NARMA10, (b) Santa Fe Laser time series, and (c) Mackey-
Glass time series, and frequency spectra of node states of Deep ESN with 2 sub-reservoirs having 150 nodes each (d), 3 sub-
reservoirs having 100 nodes each (e), and 5 sub-reservoirs having 60 nodes each (f), for the Mackey-Glass time series problem. 
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The optimal number and size of the sub-reservoirs depend on both the reservoir structure 
and the task. For example, the result for Mackey-Glass time series shown in Figure 3-7 (c) is 
different from the trends observed in Figure 3-7 (a) and (b). As the number of sub-reservoirs 
increases, Deep ESN performance always improves, but Wide ESN performance becomes worse. 
This clear dependence on tasks originates from the intrinsic characteristics of each task. Figure 
3-8 (a), (b) and (c) show the FFT results of the input signals of NARMA10, Santa Fe Laser and 
Mackey-Glass time series, respectively. While the output of NARMA10 is governed by the input 
signal based on equation (3-9), the input of NARMA10 is randomly generated, not affected by 
the output. Thus, the frequency spectrum of the input signal of NARMA10 has no major 
frequency dependence. In contrast, Santa Fe Laser and Mackey-Glass time series have clear 
frequency peaks since in these tasks the input is the previous output, not an independent variable. 
Importantly, the major peaks of Mackey-Glass time series are located near the low frequency 
range rather than spreading out evenly, which is the case of Santa Fe Laser time series. As shown 
in Fig. 8d, e and f, the sub-reservoirs in the late stage of Deep ESN can effectively capture the 
low frequency components. Especially for Mackey-Glass time series, this strength of Deep ESN 
can compensate the degradation of the sub-reservoir feature space. Thus, the NRMSE of Deep 
ESN for Mackey-Glass time series improves as the number of sub-reservoirs increases. On the 
other hand, Wide ESN performance for Mackey-Glass time series becomes worse when having 
more sub-reservoirs.  
In the cases of NARMA10 and Santa Fe Laser time series, the improvement comes from 
having more diverse temporal dynamics rather than extracting more information from the low 
frequency component, as both tasks do not have major peaks in the low frequency range. Thus, 
although the Deep ESN still outperforms Shallow ESN and Wide ESN, the benefits in capturing 
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more low-frequency signals are not fully utilized and the Deep ESN performance degrades when 
the sub-reservoir size becomes too small. Following similar reasoning, even small differences 
among the independent sub-reservoirs of Wide ESN contribute to the improvement of Wide ESN 
over Shallow ESN for these two tasks.  
 Finally, we compare our Deep ESN with other networks. For the task of predicting 
Mackey-Glass time series 84 step ahead, the Deep ESN (NRMSE = 0.021) outperforms reported 
performance from feed-forward neural networks (NRMSE = 0.038) [29] and LSTM (NRMSE = 
0.470) [30] because of the Deep ESN’s ability to capture diverse temporal dynamics. The small 
number of units and trainable parameters (4 units and 113 trainable parameters, respective) may 
contribute to the worse reported LSTM performance than the feed-forward neural networks. 
However, although the performance of LSTM network can be improved by increasing the 
number of units, the training cost will also increase dramatically because the weight matrix size 
of internal gates increases quadratically. Moreover, the gradient-based learning algorithm is 
computationally more expensive than ridge-regression, which is the learning rule commonly 
used for RC systems. Among reported methods to design RC systems, DeePr-ESN (NRMSE = 
9.08E-04) [22] shows better performance than the Deep ESN analyzed here, but DeePr-ESN 
inserts additional encoder layers between sub-reservoirs, which requires extra training for auto-
encoders based on extreme learning machines. The large total size of DeePr-ESN (8 sub-
reservoirs with 300 nodes each vs. 5 sub-reservoirs with 60 nodes each for the Deep ESN) is 
another factor of the better DeePr-ESN performance. However, expanding the size of the RC 
system in hardware implement is expensive, due to the cost of building the large number of 
physical interconnections between nodes or devices that grows quadratically with the number of 
nodes [13]. Thus, it is noteworthy that the Deep ESN concept, by stacking the sub-reservoirs in 
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series and keeping the sub-reservoir size constant, may be a desirable approach to improve the 
performance of the RC system since the number of required connections now increases linearly 
with the total number of nodes.  
3.4  Conclusions 
The effects of hierarchical reservoir structures on the performance of reservoir computing 
are investigated. Wide-ESNs that build independent sub-reservoirs in parallel, and Deep-ESNs 
that stack the sub-reservoirs in series, can capture more diverse temporal dynamics than simply 
increase the reservoir size. Furthermore, Deep-ESNs not only offers stronger nonlinear 
transformation of the input to the reservoir states, but also captures more diverse temporal 
dynamics than Wide-ESNs and Shallow-ESNs. When the total size of the reservoir is fixed, a 
trade-off may be observed between the number of sub-reservoirs and the size of each sub-
reservoir. For tasks where the low frequency signals are important, such as long-term forecasting 
of time-series such as Mackey-Glass time series, the strength of Deep ESN becomes more 
evident as the enhanced ability of the sub-reservoirs in the late stage to capture low frequency 
signals overcomes the effect of reduced feature space of the sub-reservoirs. 
The analysis of hierarchical reservoir structures may provide useful insight into designing 
practical reservoir systems. Especially, when it comes to hardware implementation of RC 
systems, reducing the number of connections between the nodes by stacking sub-reservoirs 
offers a promising approach to building large reservoirs in hardware. Enhancement of 
nonlinearity and diversity from the stacked sub-reservoir structure should be considered and 
utilized for solving complex tasks such as multivariate systems. Further studies on 
hyperparameter optimization algorithms can help fine tune the reservoir design for specific tasks, 
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and provide a more comprehensive understanding of how the specific hyperparameter set affects 
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Chapter 4  
Neural Connectivity Inference with Spike Timing Dependent Plasticity Algorithm  
 
4.1  Introduction 
Understanding how the brain works is one of the most interesting, but extremely challenging 
scientific question. Recently, several international brain science programs, such as the BRAIN 
Initiative in the U.S. [1], the Human Brain Project in the E.U. [2], and the Brain/MINDS 
program in Japan [3] have been launched to try to map and understand the dynamics of neural 
activity in the brain. One of the major goals in these programs is inferring neural connectivity 
patterns from high-dimensional neural activity data recorded by multiple electrode arrays and 
fluorescence imaging. Knowing the connections between the neurons in the neural system is 
essential and fundamental information to understand how the signals are processed in the neural 
system and eventually learn the operating principle of the brain.  
Genetic data processing consists of five stages [4]: data acquisition, pre-processing, network 
inference, post-processing, and validation. Neural activity data can be measured by several tools 
with different spatial scales, such as diffusion MRI at the macroscopic level, multiple electrode 
recordings at the mesoscopic level, and serial electron microscopy at the microscopic level. 
Since the macroscopic (microscopic) data are too coarse (dense) to capture the important 
information of the connections between local neurons, data measured at the mesoscopic level are 
often used. The overall processing architecture of the brain can be analyzed through 
understanding the connections between the anatomical areas at the macroscopic level, and the 
operational mechanisms of single neurons can be studied through examining the locations and 
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features of synapses at the microscopic level. At the pre-processing stage, spikes from each 
neuron can be identified by techniques such as principal component analysis and independent 
component analysis, and the noise can be reduced to produce more clear spike trains from the 
raw measured data for subsequent processing.  
In general, connectivity inference methods can be classified into two classes: descriptive 
model-free methods [5-9], and generative model-based methods [10-12]. Descriptive model-free 
methods compute the cross-correlation or transfer entropy to estimate the relation between the 
neurons. For instance, the cross-correlation measures the strength of the delayed linear 
relationship between two neurons. From the time delay value of the highest cross-correlation, the 
direction of neural connection can be estimated. However, it cannot discriminate direct from 
indirect connections. Generative model-based methods assume a mathematical model describing 
the neural activity data and infer the parameters of the model. For example, assuming the neural 
activity is governed by the autoregressive model, the parameters of the model can then be 
determined by a standard method such as the maximum likelihood method. As the assumed 
mathematical model does not consider the physiological properties of the real neural networks, it 
may show significant gaps between the model and the biological reality. At the post-processing, 
the connectivity matrix obtained by the connectivity inference method can be further processed 
to achieve biologically realistic results. For instance, matrix deconvolution may be used to 
discriminate the direct connection and the indirect connections. Finally at the validation stage, 
the performance of the proposed model is evaluated using synthetic data and real neural data.  
Although the inference methods based on the statistical measures have been widely used to 
infer neural connectivity, they have several limitations for analyzing biological neural systems 
with large number of neurons and large variations. First, the computational cost for the statistical 
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measures will grow dramatically as the length of neural spike trains and the neural system size 
increase. For example, the number of possible synaptic connections grows quadratically as the 
size of neural system increases. Second, when post processing techniques such as the generalized 
linear model are applied to the cross-correlogram for inferring both excitatory and inhibitory 
connections, it is necessary to have a significantly large number of spikes to reliably capture the 
peak and the trough in the cross-correlogram. Although the required minimum number of spikes 
depends on the strength of connections and the firing rate of neurons, typically it should be larger 
than a few thousand spikes for each neuronal spike train [9], which makes it difficult to reduce 
the computational cost. Third, detecting the specific profile, such as a peak or a trough, in the 
cross-correlogram is sensitive to the variations of the neural system. Since the model needs to 
assume several parameters such as a transmission delay to describe the neural system accurately, 
variations in the system and any mismatch between the assumed parameter and the true 
parameter will cause the inference accuracy to degrade significantly.  
In this study, we propose a network based on second-order memristors for neural 
connectivity inference. The second-order memristor can natively implement biological features 
such as spike-timing-dependent plasticity (STDP), which modulates synaptic strength according 
to the relative timing between the pre- and postsynaptic spikes. Our simulation results using 
synthetic neural activity data show the STDP algorithm can reconstruct the neural connectivity 
pattern in the neural network more accurately and more efficiently than statistic-based inference 
methods. Real-time and local training by the STDP algorithm in turn allow the proposed system 




4.2.  Spike-timing-dependent Plasticity 
Spike-timing-dependent plasticity (STDP) is a synaptic modification process observed in the 
neural system in animals’ brains [13]. According to STDP, the strength of connections between 
the neurons (i.e. synaptic weight) is adjusted by the relative timing between the spikes of pre- 
and postsynaptic neurons. A presynaptic spike arriving a few milliseconds before the 
postsynaptic spike induces the synaptic weight to be strengthened (potentiation), while a 
presynaptic spike arriving after the postsynaptic spike induces the synaptic weight to be 
weakened (depression). The origin of STDP can be attributed to the sensitivity of postsynaptic 
receptors, which is affected by the calcium level, which itself can be elevated by the presynaptic 
spike. It is believed that STDP plays a key role in the functions of the neural system in the brain, 
such as signal processing and learning.  
 Spiking neural networks (SNNs) trained by STDP have already attracted much attention for 
tasks such as image recognition [14,15]. Since spike-based approaches are event-based rather 
than frame-based, the sparsity of input signals allows the SNNs to achieve high power-efficiency 
with high throughput when compared with conventional deep neural networks. Moreover, local 
learning rules such as STDP can further reduce the computation cost of training because they do 
not require error backpropagation which is common in conventional gradient descent learning 
rules.  
4.3  Second-order Memristor 
The memristor conductance is believed to be determined by the spatial profile of oxygen 
vacancy, where regions with a high concentration of oxygen vacancies produce high 
conductance channels. External stimulus such as voltage or current can modulate the internal Vo 
profile and thus the conductive channel’s size during the programming stage.  The conductive 
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channel size, which directly affects the device conductance, is considered as a first-order state 
variable of the memristor. The first-order state variable’s evolution can be modeled by a set of 
coupled equations, describing the dynamic ionic migration process and the electronic transport 
process, respectively. All memristors by definition will have such first-order state variables.  
However, such first-order state variables, which typically attribute to the long-term memory 
effect, do not provide a mechanism to capture the dynamics at shorter time scales that are critical 
to implement rate-dependent behaviors such as pair-pulse facilitation and timing-dependent 
behaviors such as STDP.  
 
Figure 4-1 Schematics of first-order and second-order memristors.  
(a) Operation of a first-order memrsitor. (b) The conductance change of the first-order memristor is directly determined by the 
external stimulus. The pulse shapes should be carefully engineered through overlapping the pre- and post-spikes to encode the 
temporal information. (c) Operation of a second-order memristor. (d) By including the second internal state variable, the second-
order memristor can directly encode temporal data using simple and non-overlapping inputs. 
Image adapted from Reference [17]. Image credit: Kim, S. 
In reality, actual memristor devices’ behaviors may be governed by multiple internal state 
variables that evolve at different time scales. As shown in Figure 4-1, the comprehensive 
physical model [16-18] recently proposed by our group was able to accurately describe 
memristors’ dynamic behavior by including the effect of internal temperature, which considered 
as a second-order state variable since it is not directly reflected by an externally measurable 
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physical property like conductance. In the second-order device model, the Fourier equation for 
Joule heating and heat conduction is added to the first-order device model. The oxygen vacancy 
concentration, electrical potential, and internal temperature can then be obtained by self-
consistently solving the three coupled equations (oxygen vacancy transport equation, electrical 
current continuity equation, and Fourier equation for thermal transport). When the effects of 2nd-
order state variables are non-negligible, richer dynamics can be observed in the devices. For 
example, after an external stimulus is applied to the memristor, the internal temperature is 
elevated locally due to Joule heating, and then the subsequent stimulus can induce a more 
considerable conductance change due to the enhanced diffusivity and drift velocity in the 
elevated internal temperature. Since the elevated internal temperature gradually decays to room 
temperature, the subsequent stimulus’s enhancement strongly depends on the time interval 
between the stimuli. Thus, the second-order device model can natively implement rate- and 
timing-dependent behaviors such as STDP, as shown in Figure 4-2. In contrast, in a first-order 
memristor encoding the temporal information has to be performed by carefully controlling the 
overlapping of the pre- and postsynaptic pulses to achieve an engineered pulse shape on the 
device during the overlapped region. A second-order memristor, however, can efficiently process 
temporal data where information is natively encoded in the relative timing difference between 
the pre- and postsynaptic pulses without overlapping of the pulses.  
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Figure 4-2 Implementation of STDP using the second-order memristor.  
(a) Configuration of the pre- and post-spikes. The spikes consists of a (high and narrow) programming pulse followed by a (low 
and long) heating pulse. Due to the natural decay of temperature, the conductance change depends on both the order of pre- and 
post-spikes and the timing between the spikes. (d) STDP results showing the measured conductance changes (dots) and 
simulation results based on a second-order memristor model (solid lines).  
Image adapted from Reference [17]. Image credit: Kim, S. 
 4.4  STDP-based Connectivity Inference  
In a biological neural system, it is believed that the neural connectivity is developed and 
refined by STDP, which adjusts the strength of connections between the neurons based on the 
relative timing between the spikes of pre- and postsynaptic neurons. During the network 
evolution, STDP strengthens the connection between the neurons with causality to determine 
neural circuit functionality and improve signal communication efficiency. Based on the idea that 
STDP may be able to identify potential causal relationship between the neurons, in this work, we 
aim to construct the neural connectivity map from the neural spike trains by using the STDP 
learning rule. 
 
Figure 4-3 Schematic of STDP-based inference methods.  
(a) Network graph and connectivity matrix. The type and direction of connections are depicted in the network graph as the color 
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(excitatory: red, inhibitory: blue) and direction of the arrow.In the connectivity matrix, the color of the pixel (excitatory: red, 
inhibitory: blue) shows the ground truth connection from the ith neuron (y-axis) to the jth neuron (x-axis). (b) Raster plot of the 
spiking neural network simulated by NEST simulator. (c) Overview of STDP-based inference methods implemented in the 
memristor array. The second-order memristor conductance follows the STDP-based inference method given the series of 
simulated spike trains. (d) STDP learning rules for excitatory (upper panel) and inhibitory connections (bottom panel). (e) 
Estimated connectivity matrices for excitatory (upper panel) and inhibitory connections (bottom panel). (f) Final estimated 
connectivity matrix. Red (blue) squares correspond to the excitatory (inhibitory) connections inferred by the STDP-based 
inference methods. 
To evaluate how accurately the STDP-based inference method can reconstruct the 
connectivity pattern, we simulate the SNNs using the NEST simulator [19] and infer the neural 
connectivity matrix by applying the simulated neural spike trains on a memristor network 
consisting of 2nd-order memristors. The inference accuracy is then compared with the statistic-
based inference methods, as shown in Figure 4-3.  
Two different versions of SNNs are tested to verify the ability of the STDP-based inference 
method. One is a simple ternary-weighted network of leaky integrated-and-fire (LIF) neurons 
with constant ternary synaptic weights: positive for excitatory connection, negative for inhibitory 
connection, and zero for no connection. Another is a bio-realistic analog-weighted network of 
Hodgkin-Huxley (HH) neurons, which has log-normal distributed excitatory synaptic weights 
[20] and normal distributed inhibitory synaptic weights [21]. Once the neural spike trains are 
obtained from the NEST simulator, they are applied to the second-order memristor array, where 
the device conduction evolutions are computed either by assuming an ideal device model 
following the ideal STDP learning rule or by using a physical device model governed by the 
coupled differential equations. As shown in Figure 4-3 (c), two different STDP learning rules 
were used for memristor conductance modulation: one for excitatory connection (eSTDP) and 
another for inhibitory connection (iSTDP). Following the original idea of STDP, the eSTDP 
potentiates (depresses) the device conductance when a post-spike comes after (before) a pre-
spike so that the memristor device corresponding to an excitatory connection between a neuron 
pair will evolve to a higher conductance compared to others. On the other hand, an inhibitory 
 78
connection suppresses the activation of the postsynaptic neuron right after the pre-spike. This 
leads to the absence of post-neuron spikes, and makes it difficult to detect the inhibitory 
connection via conventional STDP due to the absence of pre-spike and post-spike pairs. To 
address this issue, we adopt a strategy based on the process of elimination. Specifically, the 
iSTDP rule was developed to depress the device conductance for cases corresponding to 
excitatory connection or no connection so that the device corresponding to the inhibitory 
connection will have a higher conductance than other devices in the end. The learning equations 
of eSTDP and iSTDP are following:  
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   (4-2) 
where 𝒘𝒆𝑺𝑻𝑫𝑷, 𝒘𝒊𝑺𝑻𝑫𝑷 ∈ [𝟎, 𝟏] are respectively the normalized device conductance for 
inferring the excitatory and inhibitory connections, 𝜼𝒆𝑺𝑻𝑫𝑷, 𝑨𝒑(𝒅),𝒆𝑺𝑻𝑫𝑷, 𝝉𝒑(𝒅),𝒆𝑺𝑻𝑫𝑷 are 
respectively the training rate, the amplitude of potentiation(depression), and the time constant of 
potentiation(depression) of eSTDP, 𝜼𝒊𝑺𝑻𝑫𝑷, 𝑨𝒅,𝒊𝑺𝑻𝑫𝑷, 𝝉𝒅,𝒊𝑺𝑻𝑫𝑷 are respectively the training rate, 
the amplitude of depression, and the time constant of depression of iSTDP, 𝝉 is the transmission 
delay of the neural network, ∆𝒕 is the time interval between the pre-spike and the post-spike, 
𝒕𝒑𝒐𝒔𝒕 − 𝒕𝒑𝒓𝒆.  
We note that the final device conductance is affected by the number of pre-spike and post-
spike pairs. For instance, the neurons activated more frequently may have a high chance of 
having a more frequent device conductance updates than the neurons activated less frequently. 
Thus, to correctly detect the connectivity map across the network using a uniform threshold 
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value, the training rate should be modified according to each neuron’s firing rate to compensate 
for the effects of different neural activity. In general the higher firing rate, the lower the training 
rate should be. We thus modify the training rate of synapse connecting the ith neuron and the jth 
neuron as following: 
𝜂 =  𝜂 ×    (4-3) 
where 𝜼𝟎 is the initial training rate, and 𝝀𝒊, 𝝀𝒂𝒗𝒈 are the firing rate of the i
th neuron and the 
average firing rate, respectively. We term the STDP-based inference method with (without) the 
modified training rate ‘STDP+’ (‘STDP0’). After the device arrays trained by the STDP-based 
inference methods, the optimal threshold for deciding whether there is a specific type of 
connection or not is determined by maximize the Matthews correlation coefficient (MCC) [22]. 
𝑀𝐶𝐶 =  
( )( )( )( )
  (4-4) 
where 𝑵𝑻𝑷, 𝑵𝑻𝑵, 𝑵𝑭𝑷, 𝑵𝑭𝑵 are the numbers of true positive, true negative, false positive, 
and false negative, respectively. A coefficient of +1 represents a perfect classification. The 
overall inference accuracy, a mean of MCC for excitatory (eMCC) and MCC for inhibitory 
(iMCC), can then be calculated from comparing the ground truth connectivity matrix and the 
inferred connectivity matrix. 
4.4.1  Ternary-weighted Neural Network with LIF Neurons 
To verify that the STDP-based methods can infer neural connectivity from recorded spike 
trains, including the type and direction of connections, we first test the inference performance of 
the STDP-based methods for a ternary-weighted neural network of LIF neurons. The network 
consists of 800 excitatory neurons and 200 inhibitory neurons. In the biological neural system, in 
general only a small portion of the whole neural system can be monitored due to the limited 
capability of measurement tools. Similarly, we sample 20 neurons (16 excitatory neurons and 4 
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inhibitory neurons) out of the whole neural population. Each neuron receives the synaptic signals 
from randomly chosen 100 excitatory neurons and 100 inhibitory neurons. The weights of the 
excitatory and inhibitory connection, and the transmission delay are assumed to be 1 mV, -2 mV, 
and 3 ms, respectively. The parameters for the ternary-weighted neural network are summarized 
in Table 4-1. The neural network is simulated for a period representing 30 min.  
 
Table 4-2 Parameters for ternary-weighted neural network. 
 
Neuron parameters 
𝜏𝑚  20 ms Membrane time constant 
𝜏𝑟  2 ms Refractory period 
𝐶𝑚  1 pF Membrane capacity 
𝑉𝑟𝑒𝑠𝑒𝑡  0 mV Reset potential 
𝑉𝑡ℎ  20 mV Firing threshold 
 
Synapse parameters 
𝑤𝑒𝑥  1 mV Excitatory weight 
𝑤𝑖𝑛  -2 mV Inhibitory weight 




Figure 4-4 Ternary-weighted neural network with LIF neurons.  
(a) Connectivity matrices (upper panel) with the ground truth (pixel) and the inferred connections (excitatory: red, inhibitory: 
blue) and the numbers of false positive and false negative cases for the excitatory and inhibitory connections (bottom panel). (b) 
Inference accuracy in terms of MCC. Averaged MCC is a mean of MCC for excitatory and MCC for inhibitory. (c) Averaged 
MCCs with respect to the simulation time length. 
 
We compare the inference accuracy of the STDP-based methods (STDP0, STDP+) with that 
of the statistic-based methods such as the filtered normalized cross-correlation histogram 
(FNCCH) [8] and the generalized linear model with cross-correlation (GLMCC) [9]. Figure 4-4 
(a) shows the estimated connectivity matrices and the numbers of false positive and false 
negative cases for the excitatory and inhibitory connections. The inference accuracies in terms of 
MCC are summarized in Figure 4-4 (b). FNCCH is based on the normalized cross-correlogram 
followed by subtracting the mean value of the cross-correlogram. The FNCCH method can 
distinguish between peaks and troughs by considering the signs: a positive value refers to an 
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excitatory connection, and a negative value refers to an inhibitory connection. The GLMCC 
method applies the generalized linear model to the normalized cross-correlogram, where the 
generalized linear model helps distinguish short-range synaptic impacts (i.e. direct connections) 
from slow, large-scale wavy fluctuations (i.e. noise and indirect connection) by fitting a coupling 
filter. The STDP-based inference methods outperform the statistic-based methods in inferring 
both excitatory and inhibitory connections.  
Due to the transmission delay, the STDP-based inference methods can also accurately 
distinguish the direct connection from the indirect connection. For instance, there are direct 
excitatory connections from the 16th neuron to the 7th neuron and from the 7th neuron to the 13th 
neuron. If the inference method is not able to discriminate the direct connection from the indirect 
connection, it will infer there is a connection from the 16th neuron to the 13th neuron, which will 
lead to a false positive in the case of detecting only direct connections. As shown in Figure 4-4 
(a), although there is interdependency between the 16th neuron and the 13th neuron due to the 
indirect connection, the STDP-based inference methods correctly did not mark it as a (direct) 
connection.  
Additionally, the STDP-based inference methods show better tolerance to the randomness of 
the time interval between the spikes since real-time conductance updates based on STDP, which 
is a local learning rule and whose effects only become measurable after multiple updates, can 
largely average out the effect of randomness or fluctuation. On the other hand, FNCCH has a 
vulnerability to fluctuations in the cross-correlograms since it detects the maximum amplitude of 
the peak or the trough. If FNCCH detects any peak or trough not caused by the actual 
connection, it will induce a large number of false estimations as shown in Figure 4-4 (a). 
Compared to FNCCH, GLMCC has better tolerance to fluctuations by using the generalized 
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linear model to capture the specific profile such as peaks or troughs. Thus, it shows better 
performance than FNCCH, but still produces worse accuracy than the STDP-based methods in 
inferring excitatory connections. In particular, GLMCC requires a large number of spikes before 
it can reliably capture the specific profiles in the cross-correlograms. Figure 4-4 (c) shows the 
averaged MCCs of the STDP-based methods and the statistic-based methods with respect to the 
length of simulation time. The more neural spikes, the smoother profile in the cross-
correlograms. Thus, the GLMCC inference accuracy improves as larger number of spikes are 
applied. On the other hand, the STDP-based methods can produce higher inference accuracy and 
estimate the correct connectivity matrix using only a smaller number of spikes since it’s based on 
online updates instead of assuming a specific statistical model. Notably, STDP+, which is based 
on the modulated training rate, shows better performance than STDP0 even for small variations 
of firing rates, e.g. 4.62 ± 0.28 Hz. 
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4.4.2  Effect of Transmission Delay Mismatch 
 
Figure 4-5 Effect of transmission delay mismatch.  
(a) Connectivity matrices and inference accuracy in terms of MCC with the underestimated value of transmission delay, 2 ms. (b) 
Connectivity matrices and inference accuracy in terms of MCC with the correct value of transmission delay, 3 ms. (c) 
Connectivity matrices and inference accuracy in terms of MCC with the overestimated value of transmission delay, 4 ms. 
 
In addition to distinguishing the types of connections, the direction of the connection offers 
important information to understand how the signal flows in the brain. The transmission delay, 
which represents the time delay for the neural signal to propagate from one neuron to another, is 
an important factor in deciding the direction of the connection. While in this work we know the 
transmission delay in the simulated neural spike data, knowing the exact values of transmission 
delays for all neurons in the biological neural network is impossible. Since the STDP-based 
inference methods and the GLMCC methods need to assume the transmission delay value, there 
will be a high chance of having a mismatch between the true value and estimated value of the 
transmission delay and the effects of variations in assumed transmission delays thus need to be 
carefully analyzed.  
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Figure 4-5 shows the inferred connectivity matrices with different estimated values of 
transmission delays. When the estimated value of the transmission delay, 2 ms, is smaller than 
the true value, 3 ms, the STDP-based methods show slightly degraded inference accuracies but 
still offers better performance than the statistic-based methods. It is interesting to note that with 
the underestimated transmission delay the GLMCC method produces almost the same averaged 
inference accuracy as the GLMCC method with the correct transmission delay. In general, with 
the underestimated transmission delay, the inference accuracy for excitatory connection is 
improved, and the inference accuracy for inhibitory connection is degraded. Several individual 
correlation values can coincidentally be produced within 2 ms and 3 ms lags in the cross-
correlograms. These individual values are caused by a noise or random fluctuations rather than 
by a direct excitatory connection, which results in a wide peak profile. The coincident correlation 
in the extra margin due to the underestimated transmission delay may help the GLMCC method 
to capture the peak profile more reliably, but at the same time disturb the GLMCC method to 
detect the trough profile. When the estimated value of transmission delay, 4 ms, is larger than the 
true value, 3ms, the degradation of GLMCC is much significant compared to the degradation of 
STDP-based methods, as shown in Figure 4-5 (c). With an over-estimated value of transmission 
delay, the most valuable peaks right after the transmission delay in the cross-correlograms is lost 
so that GLMCC cannot infer any excitatory connection. The inference accuracy for inhibitory is 
not degraded much, since the inhibitory connections are stronger than the excitatory connections 
and produce a wider trough profile wider than the peak profile in the cross-correlograms. Thus, 
although some parts of the trough profile are excluded due to the overestimated transmission 
delay, GLMCC can still detect the trough profile in the cross-correlogram. Overall, these results 
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show STDP-based inference methods show stronger tolerance in the mismatch of transmission 
delay than the statistic-based inference methods.  
4.4.3  Analog-weighted Neural Network with HH Neurons 
 
Figure 4-6 Analog-weighted neural network with HH neurons.  
(a) Connectivity matrices with the ground truth (pixel) and the inferred connections (excitatory: red square, inhibitory: blue 
square). (b) Inference accuracy in terms of MCC. Averaged MCC is a mean of MCC for excitatory and MCC for inhibitory. (c) 
Averaged MCCs with respect to the simulation time length. (d) MCC for excitatory with respect to the different minimum 
threshold values for excitatory weights. 
Typically, biological neural systems have analog synaptic weights rather than ternary 
synaptic weights. To verify the ability of STDP-based inference methods to reconstruct the 
connectivity pattern in biological neural systems, we test the system’s performance for analog-
weighted neural networks with HH neurons. For a fair comparison with the statistics-based 
inference methods, the neural spike data in Ref. 9 are used to test and evaluate STDP-based 
inference methods’ performance. The network consists of 800 excitatory neurons and 200 
inhibitory neurons. The excitatory neurons are connected to 12.5 % of other neurons with log-
normal distributed synaptic weights. The inhibitory neurons are connected to 25 % of other 
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neurons with normal distributed synaptic weights. The details of the analog-weighted neural 
network with HH neurons can be found in Ref. 9. Figure 4-6 (a) and (b) show the estimated 
connectivity matrices and the inference accuracy in MCC terms, respectively. The STDP+ 
method and GLMCC can infer most excitatory and inhibitory connections with relatively strong 
synaptic weights. The STDP0 method, however, estimates every connection to be inhibitory, 
which means it fails to distinguish the inhibitory connections from others. In contrast to the small 
performance gap between the STDP0 and STDP+ methods in the ternary-weighted neural 
network with LIF neurons, the STDP+ method shows much higher inference accuracy than the 
STDP0. This behavior can be attributed to a larger variation of the analog-weighted neural 
network’s firing rate, 2.21 ± 1.03 Hz, compared to the ternary-weighted neural network, 4.62 ± 
0.28 Hz. Without compensating for the different firing rates of neurons in the network, the final 
conductance obtained from STDP0 is primarily affected by the number of conductance updates, 
which is in turn determined by the post-synaptic neuron’s firing rate, rather than the strength of 
excitatory or inhibitory connections. This effect is more severe when the iSTDP rule is applied to 
the memristor array since iSTDP with only depression updates cannot produce balanced 
conductance updates as eSTDP which offers both potentiation and depression updates.  
Figure 4-6 (c) shows the averaged MCCs for different inference methods with respect to the 
simulation time length. The STDP+ and the GLMCC clearly outperform other methods in the 
analog weight network case. While the GLMCC is specialized in estimating the analog synaptic 
weights, the STDP+ predicts the probability of connection from the device conductance updated 
by the STDP learning rule to produce an estimated binary connectivity matrix with a low 
computational cost. Since the excitatory synaptic weights follow the log-normal distribution, the 
large amounts of excitatory connections with weak synaptic strength in fact have minimal effects 
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on the neurons’ activation compared to the small number of strong excitatory connections. Thus, 
it is important for the inference methods to correctly infer the strong excitatory connections, not 
just producing an acceptable average MCC value for all connections. Figure 4-6 (d) shows the 
MCC for excitatory connections with different minimum threshold values used to classify the 
connections. Excitatory connections weaker than the minimum threshold value are ignored when 
the true positive cases for excitatory connections are calculated. By focusing on the inference of 
only strong excitatory connections, the performances of all methods are improved, and the 
STDP+ method outperforms all other methods highlighting the capability of this approach to 
pick up causality among the recorded signals. The improvement of inference accuracy for 
inhibitory connection is not significant since it follows a normal distribution which is not as 
long-tailed as the log-normal distribution. 
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4.4.4  Connectivity Inference with Physical Device Models 
 
Figure 4-7 Second-order memristor array for connectivity inference.  
(a) Voltage pulse configuration for eSTDP and eSTDP obtained from the circuit simulation. (b) Voltage pulse configuration for 
iSTDP and iSTDP obtained from the circuit simulation. (c) Connectivity matrix with the ground truth (pixel) and the inferred 
connections of STDP-based inference method with device model (excitatory: red, inhibitory: blue) (d) Averaged MCCs with 
respect to the simulation time length. 
The second-order memristor model [16-18] with coupled differential equations can 
comprehensively explain the switching mechanism of memristor devices and accurately predict 
memristor’s dynamic behavior. By utilizing the temporal dynamics of the 2nd-state variable, i.e. 
the internal device temperature, the STDP behavior can be reproduced without any overlapped 
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voltage pulse. Thus, the STDP-based inference methods can be natively implemented in an array 
composed of 2nd-order memristors. Figure 4-7 (a) and (b) show the voltage pulse configuration 
for eSTDP and iSTDP, and the simulated eSTDP and iSTDP learning rules using the physical 
device model, where the pre-spike and post-spike are applied to the top electrode and the bottom 
electrode of the memristor, respectively.  
In eSTDP, when the post-spike comes after the pre-spike, the memristor conductance is 
potentiated as the total pulse sequence, including the positive heat pulse of the pre-spike 
followed by the positive programming voltage of the post-spike at the elevated temperature, 
induces enhanced SET programming. In iSTDP, to produce only depression update, the pre-
spike consists of only the heat pulse, which induces enhanced RESET programming when the 
negative programming pulse of post-spike arrives after the pre-spike. Since the memristor’s 
internal dynamics occur at a much faster time scales, a few s, the time scale of neural spike 
trains can be converted to the time scale of the memristor device by reducing the scale by a 
factor of 10,000. Figure 4-7 (c) and (d) show the ternary-weighted neural network’s connectivity 
matrix inferenced by 2nd-order memristor device array when using the physical device model, 
and the averaged MCCs with respect to the simulation time length. Although the STDP learning 
curves obtained from the circuit simulation using the device model are not exactly the same as 
the ideal STDP learning curves shown in Figure 4-3 (d), comparable inference accuracy results 
can still be obtained.  
To allow the memristor network to directly process the neural spikes, the characteristic time 
of the memristor’s internal dynamics need to be slowed down to ~ms from ~s.  This can 
possibly be achieved through device structure optimizations to control the internal temperature 
dynamics by managing the heat dissipation. For example, by inserting a heat insulating layer or a 
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heat reservoir to prevent fast heat dissipation, or changing the switching layer or the base layer’s 
material to tailor the specific heat or thermal conductivity. Memristor devices based on the 
migration of other ionic species will also be considered, as recent developments on perovskite 
halide-based memristors [23] have showed short-time dynamics on the order of a few tens of ms 
time scale, which is comparable with that of the biological neurons. 
4.5  Conclusion 
In this work, the neural connectivity patterns, including the type and direction of the 
synaptic connections, are inferred by STDP-based methods. For ternary-weighted neural 
networks with LIF neurons, the STDP-based inference methods not only show better accuracy 
but also strong tolerance to fluctuations in transmission delays when compared with statistics-
based methods. When the synaptic weights are analog, such as log-normal or normal distributed, 
the proposed STDP-based inference methods have comparable accuracy to the statistics-based 
methods at reduced computational cost. Since the STDP rules can be natively implemented in 
second-order memristors, the proposed approach can potentially be implemented cheaply using 
arrays of second-order memristors with little pre- and postprocessing. 
The variation-tolerance and simplified computation can be attributed to the online and local 
training property of the STDP learning rule. Rather than estimating the causality in the global 
profile of the cross-correlogram, the STDP-based inference methods update the possibility of 
connection based on the time sequence of the local spike pairs. When natively implemented in a 
second-order memristor, the computational cost/time can be further reduced compared with 
software-based STDP implementations.  Successful implementations of the STDP algorithm on 
neural connectivity inference may encourage further theoretical study on the use of local learning 
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Chapter 5 Future Works 
 
5.1  Connectivity Inference with Physically Recorded Neural Signals 
In the Chapter 4, we showed that STDP-based inference methods can correctly infer the 
neural connectivity from synthetic neural spike data. Several assumptions were made to simplify 
the simulation configuration, such as assuming identical neuronal characteristics and fixed 
transmission delay. However, several studies [1-3] have shown that the biological neural system 
has diverse types of neurons, non-uniform transmission delays, and connectivity patterns that 
evolve with time. These biophysical properties need to be included and carefully analyzed so that 




Figure 5-1 Biophysical properties of neural systems.  
(a) Schematic of neural connectivity inference model (top), and matrices of strengths, time delays, and distribution of time delays 
(bottom). (b) Schematics of the commonly used approach to infer the dynamic neural connectivity. 
Image adapted from Reference [2,3]. 
First, biological neural systems are not composed of identical neurons. It is believed that the 
diversity of neurons is one of the reasons why the biological neural systems can perform 
complex tasks and have a good tolerance in the variation. Figure 5-1 (a) shows the schematics of 
the neural connectivity inference model (top) and the matrices of strengths, time delays, and the 
distribution of time delays (bottom). Due to the neurons’ various types and characteristics, the 
transmission delay may be more accurately described by the normal or log-normal distribution 
rather than a constant value. Although the STDP-based inference methods show a strong 
tolerance to the transmission delay mismatch, a constant value of the transmission delay was still 
assumed in the SNNs’ simulations. It is necessary to understand how the distributed transmission 
delays affect the inference methods’ performance. In addition, we need to carefully analyze the 
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effects of large variations of the neural characteristics on the performance of the STDP-based 
inference methods.  
Additionally, the neural connectivity pattern in biological neural systems can and will often 
change during the development. Detecting the transitions of the connections in real-time is very 
useful to analyze the dynamics of the neural system. Figure 5-1 (b) shows the schematic of the 
commonly used approach to infer the evolution of neural connectivity. When model-free 
methods such as correlation are used to extract the neural connectivity, they assume the 
connectivity is fixed. If the connectivity changes during the measurement, the inferred 
connectivity from the correlation technique will no longer be accurate since the correlation 
technique does not compensate for the effects of connectivity changes. As shown in Figure 5-1 
(b), to consider the evolution of neural connectivity, the sliding window technique is normally 
utilized to keep monitoring the neural connectivity. This technique however requires redundant 
calculations since the neural spikes within the overlapped region should be used several times to 
obtain the time-series correlation data. Moreover, a sufficiently large number of spikes in the 
given window are needed to produce a reliable inference accuracy. On the other hand, the STDP-
based inference methods update the inferred synaptic weights in a real-time manner and will be 
well suited for detecting the evolutions of connectivity patterns. As discussed in the Chapter 4, 
the STDP-based inference methods require much fewer number of spikes to infer the neural 
connectivity than statistic-based methods, and it thus will be interesting to verify the 
performance STDP-based inference methods to reconstruct neural connectivity evolutions.  
5.2  Memristor Array Implementation  
As discussed in the Chapter 4, the second-order memristor can natively implement the 
STDP learning rule and arrays of such devices can potentially be used to directly performance 
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connectivity inference tasks. However, several factors still need to be carefully considered. In the 
ideal STDP case, the conductance change depends only on the relative timing between the pre- 
and post-spikes, regardless of the current device conductance. However, in an actual memristor 
device the conductance change also depends on the current device conductance. For example, it 
is more difficult to increase the memristor’s conductance when it is already at a high 
conductance state, compared to when it is at a low conductance state. Thus, the conductance 
change is inversely dependent on the current device conductance. The effects of the non-uniform 
conductance change should be carefully analyzed on the neural connectivity inference task.  
Additionally, nonideal effects coming from the array configuration also need to be 
considered. For example, when the memristor array is fabricated in the crossbar structure, the 
line resistance will cause the voltage drop along the metal lines and reduce the actual voltage 
applied to the memristor devices. The effects of line resistance in turn depend on the location of 
the device in the array. As the reduced voltage can weaken the effect of potentiation/depression 
pulse, heat pulse, or both, the memristor device located far from the voltage sources show 
different behaviors from devices located close to the sources. To minimize this effect, the line 
resistance should be minimized, or the internal memristor resistance should be increased. Before 
performing actual measurements, the location-dependent pulse conditions should be included in 
the simulation to test how it affects the neural connectivity inference task’s accuracy.  
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