A methodology to account for dynamic variability in micro-vibration analysis of satellites by De Lellis, Salvatore
A methodology to account for dynamic
variability in micro-vibration analysis of satellites
Salvatore De Lellis
Submitted for the Degree of
Doctor of Philosophy
from the
University of Surrey
Surrey Space Centre
Faculty of Engineering and Physical Sciences
University of Surrey
Guildford, Surrey GU2 7XH, U.K.
October 2019
c© Salvatore De Lellis 2019
II
III
”...Remember to look up at the stars and not down at your feet. Try to make sense of
what you see and wonder about what makes the universe exist. Be curious...”
Stephen Hawking, 2015
IV
Declaration of Authorship
This thesis and the work to which it refers are the results of my own efforts. Any
ideas, data, images or text resulting from the work of others (whether published or
unpublished) are fully identified as such within the work and attributed to their origi-
nator in the text, bibliography or in footnotes. This thesis has not been submitted in
whole or in part for any other academic degree or professional qualification. I agree
that University has the right to submit my work to the plagiarism detection service
TurnitinUK for originality checks. Whether or not drafts have been so-assessed, the
University reserves the right to require an electronic version of the final document (as
submitted) for assessment as above.
Salvatore De Lellis
October 28, 2019
V
VI
Summary
Nominal operability of satellites can be significantly affected by low level vibrations in
the range of µg generated by on board mechanisms. These are referred to as micro-
vibrations and can considerably jeopardise the regular functioning of very high precision
sensors. Hence, it is essential to study their features in terms of characterisation and
analysis, which are greatly affected by structural uncertainties due, among other causes,
to the manufacturing and assembly tolerances. In this thesis the variability of micro-
vibrations arising from structural uncertainties is targeted, through the implementation
of a macroscopic approach that is able to take into account different sources of structural
uncertainties. In particular the work done in this doctorate is split into two main areas.
First the characterisation of micro-vibration sources is studied; these include all the
devices on board the spacecraft that can generate micro-vibrations. A methodology
to investigate the effects of manufacturing defects on the dynamics of reaction wheels
is described, by focusing on the frequency domain representation of their disturbance.
Through this approach, it is possible to define a group of nominally-identical devices by
means of a single disturbance input matrix. Such achievement can be beneficial in space
applications as it allows an easier assessment of micro-vibrations on the spacecraft.
Second, the issue of structural uncertainty is addressed in terms of transmission path
from the source to the receiver. The focus here is shifted towards the development of an
analysis methodology that can target the issue of structural uncertainties by satisfying
the stringent computational requirements for aerospace applications. In particular, the
main achievement obtained in this thesis stays in the development of an uncertainty
quantification methodology that can be used to provide an estimation of perturbation
parameters used in the Craig-Bampton Stochastic Method.
Key words: Structural uncertainties, Variability, Micro-vibration, Structural optimi-
sation, Manufacturing tolerances
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Chapter 1
Introduction
1.1 Industrial Motivation
Satellites are nowadays used for a broad range of commercial services and applications
which have become essential in our society. Such services include navigation, satellite
television and Earth observation among the others. In order to provide them, very
sensitive and accurate sensors are placed on the satellites platform which operate at
hundreds of kilometres away from the Earth. Such accuracy comes at a cost, as these
instrumentation performance can be significantly affected even by very light motion on
the spacecraft generated by other equipment vibrations. Hence, the need to predict
the effects of such vibrations on the spacecraft payload and try to minimise them in
order to reduce the uncertainty from sensors output. Such vibrations are known as
micro-vibration and represent the core of this doctorate. There has been a growing
interest about this topic as many aspects need to be taken into account when studying
micro-vibrations. Indeed, despite showing a small amplitude, in the order of µg, they
can be amplified through the spacecraft structure and reach the payload resulting in
large oscillations of the Line of Sight (LOS) of on board instrumentation. Vibrations
are generated by on board mechanisms (sources) such as attitude control actuators, cry-
ocollers and antenna pointing mechanisms. They are then transmitted to the sensitive
instrumentation on board (receiver) through the spacecraft structure. The outcomes
obtained from a comprehensive micro-vibration study can be used to drive the mission
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design.
Since the frequency range of interest goes up to approximately 2 kHz, structural vari-
ability due to minuscule discrepancies within the components design can make a dif-
ference. Discrepancies are mainly due to tolerances within the production process and
they can alter the dynamic behaviour of the structure.
The scope of this thesis is to tackle such dynamic variability due to uncertainties within
micro-vibration range in space applications. When performing a micro-vibration as-
sessment, the vibrations generated by each source are defined and then applied to the
satellite at the source mechanical interface, [14]. Hence, the effects of the specific source
can be assessed on the payload. Usually, when such estimations are performed, a mar-
gin is included which depends on the mission design status, [15]. As the mission design
progresses becoming more accurate, such margin decreases. This degree of uncertainty
is adopted to include any unpredicted dynamic variability of the source devices under
investigation and transmission path. Such margin is applied to all the subsystems of
the spacecraft such as propulsion subsystem, [16], electric and thermal, [17], as well as
the structural subsystem, [18].
In space mission design, the margin which is employed is defined as deterministic, [19],
which indicates a value approved by an experienced community of space mission de-
sign experts. Compared to simple mechanical systems, space mission assemblies embed
higher margins with several redundancies, [20]. Its calculation for micro-vibration pre-
dictions has to take into account the variability of the sources, reaction wheels among
them, which is caused by the manufacturing tolerances through their production. The
methodologies currently developed for the prediction of vibrations of reaction wheels are
incorporated within the vibration budget assessment with a margin. Although reaction
wheels have been widely used in space missions, it has been shown that the identifi-
cation of their critical scenarios in terms of vibrations can be influenced by dynamic
coupling with the spacecraft modes and mounting configuration on the spacecraft. In
this thesis it will be shown that, through the developed methodology for source char-
acterisation, it is possible to reduce this margin. Hence, more flexibility is given to the
design for the other subsystems. The work presented hereafter is a result of a joint
effort of Surrey Space Centre (SSC), Surrey Satellite Technology Limited (SSTL) and
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Airbus Defence and Space UK which can be split in two main objectives:
• Identification and quantification of the micro-vibration source uncertainties at an
early stage of mission design
• Identification of the variability through the vibration transmission path in the
spacecraft structure.
Such objectives have been achieved through the support of SSTL which has made avail-
able a wide range of experimental data and finite element models that could be used
to calibrate and validate the developed methods. In particular, the study of the vi-
bration transmission path builds over an already ongoing collaboration between SSC
and SSTL which has brought to the development of Craig-Bampton Stochastic Method
(CBSM), proposed in [21], and its developements in [22]. This tool has been used by
SSTL to predict micro-vibrations by accounting for structural uncertainties. However,
a trial and error approach is currently used in the company to tune the stochastic
model case by case. Among its objectives, this doctorate thesis aims at developing a
systematic way that can be used to calculate such parameters case by case. This is
achieved through an optimisation process, whose features can be tailored depending on
the modal requirements of the structure.
Regarding the variability within micro-vibration sources, SSTL was looking for a method-
ology to describe the dynamic behaviour of a group of nominally-identical devices that
could be used in an initial phase of the mission design. This has been achieved in
this work by post-processing the available data from SSTL in-house reaction wheels
in terms of generated disturbance at different rotational speed. Hence in this thesis
both aspects connected to the structural scatter will be covered by suggesting two
methodologies that can be combined to obtain a thorough quantification of the struc-
tural uncertainties issue in micro-vibration analysis of space applications. SSTL and in
general the aerospace industry could benefit from the results of this combined uncer-
tainty analysis as they could significantly reduce the margin applied in micro-vibration
predictions.
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1.2 Scientific Background
Dynamic variability among nominally-identical objects has been an issue widely studied
in structural dynamics applied to a broad range of applications. As already anticipated
in the previous section, the work in this thesis splits into two main directions, both
addressing the issue of structural uncertainties in micro-vibration analysis.
1.2.1 Source-related uncertainties
Some equipment is necessary to keep the satellite in the desired conditions of oper-
ability; however, such equipement also produces some detrimental effect due to the
generation of micro-vibrations when switched on. It is shown in the literature that Re-
action Wheels (RWs) are among the most significant in this sense, [23, 24], and a great
amount of research has been spent in the last years to understand their dynamic be-
haviour. When describing their dynamic behaviour in frequency domain, the generated
disturbances are first measured in time domain by mounting the RW on a dynamomet-
ric table and letting the wheel spin. Then, its frequency domain description is obtained
by the definition of a Power Spectral Density (PSD) matrix. Some approximations are
usually made to simplify the analysis, but that could also result in loss of reliability
of the results. In particular, some terms of this matrix, i.e. off-diagonal terms named
Cross Power Spectral Density (CPSD) terms, are assumed to be null because of an
uncorrelated behaviour among signals along different directions.
In this thesis such aspect is studied and it is shown how this can be true only in a
restricted number of cases. Indeed, by wisely choosing the way CPSD terms are cal-
culated, it is possible not only to obtain more realistic results, but also to use these
terms to describe the dynamic response of a group of reaction wheels. It is in this
last case in which structural uncertainties arise as nominally-identical objects can show
tiny differences due to inaccuracies in the production phase that can alter the dy-
namic behaviour. Different approaches have been adopted to study such uncertainties
within micro-vibration sources, each of them focusing on a particular defect, trying to
model and study the related features. Still no comprehensive method able to provide
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a dynamic characterisation of multiple RWs is available.
1.2.2 Transmission Path Variability
Structural variability is also shown through the transmission path of the micro-vibration,
from its source to the sensitive elements. Different analysis methods have been devel-
oped throughout the years but, being aerospace systems very complex, an analysis tool
able to reduce the computational cost and target the issue of structural uncertainties
is needed. In this sense Stochastic Finite Element Methods have been successful as
they provide a framework for uncertainties by simply modifying some input parame-
ters. Some methods are very robust but computationally demanding; this is the case
of Monte-Carlo Simulations (MCSs). Such approach is used as a benchmark in struc-
tural analysis for new methodologies. In order to comply with the computational cost
requirement, Component Mode Synthesis Methods (CMS) have been introduced and
become very popular for aerospace applications and in general in the scientific commu-
nity. Recent advances to these methods have developed a framework that allows the
inclusion of uncertainties through a set of perturbation parameters. The work in this
thesis aims at finding such parameters through a robust structural optimisation that
compares the numerical Finite Element (FE) model with the experimental test data
set.
1.3 Novel contributions
Variability in the dynamic response poses several challenges when designing a mission,
as an higher safety margin needs to be accounted for in order to keep the design robust.
However, increasing too much such margin for micro-vibration analysis is detrimental
as it does not allow for a robust and optimised design. Hence this thesis has developed
a two-fold methodology aimed at reducing such margin. This has been accomplished
through the following contributions to the current state of the art:
• The characterisation of the frequency domain behaviour of micro-vibration sources,
in particular RWs, is studied and the application of different approximations to
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the layout of the PSD input matrix are analysed. Limitations of such approxima-
tions are highlighted and an understanding of when they can be used is proposed.
• The case of a batch of RWs is taken into account. A methodology to describe the
dynamic behaviour of a group of nominally-identical wheels is proposed, which en-
compasses structural uncertainties among the components. This approach shows
closer agreement to real case scenario compared to the existing techniques. The
methodology could be used as an early-assessment tool in the preliminary phases
of the mission design.
• Variability through the transmission path is studied using a structural optimisa-
tion methodology that leads to a better correlation between the numerical model
and the experimental test data. Such improvement can be tailored depending
on the requirements of the specific model, as the optimisation can be modified
accordingly.
• As an output of the structural optimisation above, a set of Probability Distri-
bution Functions (PDF) is obtained. These results can be used as an input in
the CBSM to include structural uncertainties in the analysis. This contribution
overcomes one the of the main limitations that characterises CBSM, which is the
lack of a systematic approach to find the uncertainty-related distributions.
1.4 Thesis outline
In addition to the current introductory chapter, this thesis contains five additional
chapters, whose structure is described as follows:
• Chapter 2 - Literature review : the current state of the art of the dynamic variabil-
ity in micro-vibration prediction is discussed. Uncertainties arising from micro-
vibration sources are described and the current methodologies used to take them
into account are illustrated. These include all the different defects within RWs at
microscopic level although the main focus lies on the approaches currently adopted
to tackle the source uncertainties at macroscopic level. This is performed by look-
ing at the terms comprising the PSD input matrix. Subsequently, the spotlight is
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shifted towards dynamic variability within the spacecraft structural element. A
thorough investigation of the analysis methods presently employed to deal with
structural uncertainties is proposed, with specific focus on the Craig-Bampton
(CB) method. Finally, a short overview of the dynamic reduction techniques is
reported.
• Chapter 3 - Uncertainties in Structural Dynamics for Space Applications: the
issue of structural variability is specifically addressed in this chapter. Examples
that show a quantitative analysis of such scatter are reported for both micro-
vibration sources and satellite structures. In particular, nominally-identical ob-
jects are considered and comparisons within their dynamic behaviours are made.
This is performed for a family of nominally-identical RWs, after having addressed
the case of single wheel, and two constellation of satellites, i.e. DMC-3 and
RapidEye.
• Chapter 4 - Characterisation of Micro-vibration sources: the definition of RWs
in frequency domain is proposed. Their main features are described. Then the
PSD input matrix of RWs is studied and the results of the approximations on
such matrix are shown on real satellite structures. As a natural extension of this
analysis, a method to study the case of multiple RWs is described by providing
a methodology to account for all the terms in the PSD input matrix. Such
methodology is tested against structures with different complexity and in different
configuration of the sources. Finally, a sensitivity analysis regarding the minimum
number of components required to characterise a family of RWs is performed.
• Chapter 5 - Variability of Vibration Transmission through Satellite Structures:
the second main area of research is targeted in this chapter. The uncertainties
belonging to the transmission path between source and payload are investigated.
In particular, the CBSM is described and its limitations regarding the lack of
knowledge of the uncertainty parameters, are highlighted. A structural optimi-
sation is described to improve the correlation between numerical and test model.
Multiple cost functions are suggested in the optimisation process to show the
versatility and robustness of the approach. The resulting PDFs from the optimi-
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sation are shown and comparison between numerical and test Frequency Response
Function (FRF) curves are proposed.
• Chapter 6 - Conclusions and Future Work : the main achievements are sum-
marised and upcoming challenges arising from this work are described.
Chapter 2
Literature review
2.1 Introduction
The issue of the variability of the dynamic response is present not only in micro-
vibration analysis but in the whole range of structural analysis. Its features are very
complex to account for as they can arise from different part of the models and hardware.
They can be related to physical properties of the FE model, approximations of specific
features such as non-linearities in the joints or electrical harness and a behaviour which
is difficult to model in the excitation source. Such issues are present when dealing with
micro-vibrations, in particular on their analysis and prediction.
Regarding the sources, a broad range of manufacturing tolerances can be found when
assessing the disturbances produced by the wheels. These are embedded within the
dynamics of the RWs, so that the magnitude of the resulting generated disturbances
changes accordingly. Several models have been suggested to tackle them, each with
a level of uncertainty in the predictions, which is taken into account by adopting a
margin, whose value depends on the reliability of the model. This parameter plays
a significant role as it indicates the robustness of the mission design throughout the
different phases.
Of paramount importance is the issue of variability through the vibration transmission
path; this is mainly due to uncertainties in the structural parameters of the finite ele-
ment method as well as model approximations. Several methods have been proposed
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Figure 2.1: Target oscillation due to micro-fluctuation on the satellite instrumenta-
tion, [1]
to account for this variability, in particular CMS methods have shown great success in
the aerospace industry, also for a significant reduction in terms of computational de-
mand. Among them, CB is by far the most successful. This has been widely applied in
aerospace structures as it guarantees a reduced computational cost and is compatible
with aerospace requirements of subsystems’ splitting. Many studies have been con-
ducted throughout the last years to further improve the efficiency of this method and
introduce a framework that would allow a stochastic version of the classical method.
2.2 General features of micro-vibrations
Since satellites are usually equipped with very accurate and precise pointing sensors,
even a microscopic vibration can jeopardise their performance and put the quality of
measured data at risk. This is the reason why in the last years micro-vibrations have
been so intensively investigated in the scientific community. These vibrations are in the
range of µg and, if not carefully considered, can be amplified through the spacecraft
structure and reach the on-board sensitive payload, [14]. Indeed, a satellite orbiting
at around 700 km would show an oscillation in the order of meters at its target due
to a fluctuation in the order of µrad on the satellite, Figure 2.1. In the last years
the requirements of satellites payload in terms of angular resolution has become more
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stringent, as shown in Figure 2.2, hence posing even more emphasis on the issue of
micro-vibrations, [2]. In this Figure it can be noted that, compared to the early years of
space missions, 1970, the angular resolution of sensors has gone down to 1E−6 for some
missions and that a significant number of missions require an angular resolution lower
than 1E − 4. Several studies have been conducted to understand the effects of micro-
vibrations on the LOS of sensitive instrumentations on spacecraft payload. Among the
most significant cases, there is the Hubble Space Telescope, which represented one of
the first mission with a concern in micro-vibrations. The pointing requirement for this
mission was as low as 0.02µrad and RW assemblies, control moment gyroscopes and
solar array modes were supposed to be the most severe microvibrations sources, [25].
Additionally, solar arrays disturbances were observed in the post launch phase, [26], and
extensive testing was conducted to quantify the in-orbit cryo-cooler microvibrations,
[16]. After less than ten years, the mission ARTEMIS showed similar issues in terms
of micro-viration control. The aim of the mission was to study energy release form
the Earth’s magnetosphere. Disturbances due to the antenna pointing mechanisms,
identified as the most relevant, were studied in [27] and also tested experimentally.
In addition, [28] implemented a micro-vibration environmental monitor to control the
Figure 2.2: Angular resolution in space missions throughout the last decades, [2].
The missions with higher angular resolution (> 1E − 4 rad) are an exception due to
the presence of equipment not significantly demanding in terms of angular resolution.
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effects on Optical Data Relay, which was present on the spacecraft. [29–31]. At present,
several missions have been affected by micro-vibrations, although great improvements
have been made in terms of prediction tools in the last years. This is the case of Solar
Dynamics Observatory, [32], [33]. Similar issues with micro-vibrations involve also
imaging satellites such as SSTL300-S1 platform, which was subjected to an intensive
investigation to mitigate the micro-vibrations generated, especially those from RWs,
[34]. GeoEye-1, which represents one of the most demanding satellites in terms of
image resolution, had similar issues in controlling micro-vibrations, [35].
2.3 Micro-vibration sources
Generation of micro-vibrations can be categorised in different ways, although two are
the main classifications currently done in the literature, [14]. They can be divided into
external or internal disturbances. Within the first category belong all those vibrations
caused by the environment in which the spacecraft is operating, which include, among
the others, atmospheric drag, earth magnetic field, micro debris impacts. Conversely,
examples of internal micro-vibration sources are propulsion subsystem equipment, at-
titude control actuators, thermal control subsystems and avionics. This last category
embeds all the components equipped on the spacecraft. The focus of this thesis will
be on the internal micro-vibration sources. Furthermore, another classification can
be made which distinguishes intermittent from continuous sources, [14]. Table 2.1
summarises the main vibration sources on the spacecraft. In addition to that, micro-
vibration sources can also be classified whether they are constant frequency periodic
(harmonic), as in the case of RW, or transient, [14]. The harmonic feature comes from
a continuous operating regime of this devices which is characterised by superposition
of several sinusoidal waves generating the harmonics in the frequency domain. In this
thesis the focus will be on harmonic sources, in particular RWs.
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Table 2.1: Characteristics of micro-vibration sources
Source name Internal (I) or External (E) Intermittent (I) or Continuous (C)
Atmospheric drag E I
Earth gravity field E C
Earth magnetic field E C
Ion thruster I I
Star tracker sensors I I
Reaction Wheel I C
Solar Array I Both
2.4 Reaction wheels
These devices have shown to be among the most important elements in terms of gen-
erated disturbances, [36–38]. They are used to control the attitude of the spacecraft.
Their working principle is based on the conservation of total angular momentum. At-
titude control is guaranteed by either accelerating or decelerating the wheel about one
axis. A torque is generated which makes the craft rotates in the opposite direction
as the spin. If no torque is requried to adjust the spacecraft attitude, the wheel is
let spin at a constant speed. Several aspects related to RWs have been and are still
currently under investigation in the scientific community. A great amount of work
has been allocated to the development of semi-empirical models to characterise their
dynamic behaviour of RWs. Different RW mathematical models to predict micro-
vibration emissions have been introduced, which have then been verified with vibration
tests, [23, 24, 39, 40]. At the same time, several experimental procedures have been
proposed to accurately measure the disturbances generated by RWs. [41] discusses
an experimental methodology used to model harmonic excitation through sine sweep
measurements. [42] implemented a model based on contact dynamics and geometric
relationships to identify low-frequency disturbances.
Finally, a semi-empirical approach aimed at quantifying with better accuracy the mag-
nitude of the vibration produced by a RW using the energy compensation method
has been suggested in [43]. More recent studies also included the gyroscopic effects
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within the experimental characterisation, such as [44], in order to provide more accu-
rate measurement techniques in different configurations. Another additional challenge
concerning RWs is the coupling effect they show when mounted on the satellite. Indeed
their dynamics can couple with the satellites and the resulting generated disturbances
can be amplified, as shown in [45, 46]. However, the main focus in this thesis will be
related to characterisation of the harmonic behaviour of reaction wheels, in particular
the identification of the most critical harmonics and how these can be altered due to
the presence of manufacturing imperfections on the wheels.
2.4.1 Reaction wheel disturbances
As already explained, RWs operate in continuous regime at a fixed rotational speed ω.
They are equipped with a central flywheel mounted on a shaft, which is supported by
a set of mechanical ball bearing enclosed within a housing, [47], as shown in Figure 2.3.
The flywheel mass is typically concentrated on its outer diameter, as this configuration
Figure 2.3: Internal components of a reaction wheel
maximises its inertia and, as consequence, the generated torque on the satellite. Since
RW can spin up to around a few thousands rpm, any slight imbalance of the flywheel
can generate a significant disturbance. Typically, [48], we distinguish:
• Static imbalance: this is due to a offset between the center of mass of the flywheel
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and the axis of rotation of the shaft, Figure 2.4a. It can be approximated as a
small lumped mass, m, attached to the outer surface of an axisymmetric flywheel.
As a result, a radial force is produced which appears as a train of sinusoidal waves
in time domain;
• Dynamic imbalance: this is caused by the misalignment of the flywheel principle
axis and the rotation axis. It can be approximated as two lumped masses placed
on the outer surface of the flywheel at a distance, r, from the centre of the
flywheel, and with an axial offset from each other, l, as shown in Figure 2.4b.
(a) Static imbalance (b) Dynamic imbalance
Figure 2.4: Representation of static and dynamic imbalance, [1]
Different studies have shown that the amplitudes of these imbalances can be represented
by a coefficient empirically calculated which multiplies the square of the rotational
speed, expressed in Hz, [40]. This approach is known as square law approximation,
[49]. Nevertheless, this is not always true as simply changing the rotational speed
of the flywheel can alter such law, with the need to re-calibrate the semi-empirical
model, [50]. If the static and dynamic imbalances have been thoroughly studied and
it is possible to provide an estimation of their amplitude, the same cannot be said for
other disturbances within the wheel. Such disturbances are mainly generated by the
inner mechanisms inside the reaction wheels, i.e. ball bearings. These are generated
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as a consequence of microscopic defects on the structure of the ball bearing, as shown
in Figure 2.5. Such defects lead to a train of sinusoidal waves, as shown in [51–53],
similarly to what happens for the static and dynamic imbalances. This series of impulses
is superimposed to a wide broadband noise, as shown in Figure 2.6. Such disturbances
may appear at non-integer multiple of the main harmonic,[54]. As shown in Figure
2.5, defects can affect the various components of the inner ball bearing mechanisms
and in the literature several methods have been developed to describe them through
semi-empirical approaches. [55] studies the dynamics of the cage from both a numerical
and experimental point of view by proposing a model able to describe the dynamics of
the cage with the balls. [56] describes an analytical model for the cage and balls. This
model uses Hertz contact theory and models the rolling elements as nonlinear springs.
[57] suggests a methodology to describe how different parameters such as defect shape,
radial load and shaft speed can affect the dynamic of the generated disturbance. [58]
and [59] introduce an analytical method to study outer cage defects based on the
waviness of the surface, hence applying Hertz contact theory to develop the dynamic
equation of the model by also considering the non-linearities. Despite the development
and investigation of all these methods, none of them is currently able to account for
multiple different defects on the ball bearing mechanism.
Outer Raceway
Inner Raceway
Cage
Rolling ball
Figure 2.5: Ball bearing section view
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Figure 2.6: Train of impulses due to RW disturbance, superimposed with a broadband
noise
2.4.2 Reaction wheel harmonics and structural modes
RW imperfections are present all over the different values of rotational speed ω. Hence,
a direct proportional relationship exists between this tolerance and the rotational speed,
which is called harmonic, [60, 61]:
h =
fD
ω
(2.1)
where fD is the frequency, expressed in Hz, where the specific defect is occurring. It
can be shown, see Figure 2.7, that by changing the RW rotational speed ω, fD changes
accordingly and h is kept for a specific defect. The fundamental harmonic (h = 1)
produced by the flywheel can be clearly distinguished in Figure 2.7; this is the diagonal
ridge highlighted in orange. The blue lines, instead, represent sub (< 1) and super
(> 1) harmonics which are due to internal defects inside the ball bearing, as the ones
already discussed on the inner/outer race, cage and balls. Their amplitude is usually
lower than the first harmonic but, depending on the wheel structural modes, they can
be amplified, [62]. Finally, red lines represent harmonics due to the dynamic behaviour
of the motor which usually occurs at very high values of h. Indeed, RWs also show
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some internal dynamic behaviour mainly due to the flywheel which generates internal
structural modes. The flywheel can be modelled as a system composed of one DOF in
the axial direction and 2 DOFs in the lateral direction, [63, 64]. This model generates
three distinct modes: the axial translational mode, the lateral translational mode and
the lateral rocking mode. These modes can be clearly seen in Figures 2.8a, 2.8b, 2.8c.
A lateral mode can be seen at around 800Hz while the rocking mode occurs at much
lower frequencies and it splits in two whirls as the speed increases because of the gyro-
scopic effects, [49]. Harmonics excite these modes at certain speeds resulting in large
amplifications as shown in Figure 2.7 where the highest peak of the plot corresponds
to the interaction between the lateral resonance of the wheel and the harmonic due
to a defect in the bearing. In rotor dynamics, one major task is to correctly identify
these speeds for a rotational machine so that it can be designed either to overrun them
quickly or avoid them, [65].
Not only can the RW imperfections couple with their elastic modes, but, when mounted
on the satellite, they can interact with the spacecraft structural modes, [66]. This leads
to a significant amplification of the produced disturbance. This scenario represents
one of the most critical and particular attention should be posed on this issue. This
Figure 2.7: Typical waterfall plot for disturbance MX , [3]
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(a) Axial mode (b) Radial mode
(c) Rocking mode
Figure 2.8: Reaction wheel structural modes, [3]
is extensively described in [67], where it is highlighted that the coupling effects be-
tween RWs and satellite structure are strongly influenced by gyroscopic forces from the
rotating wheels.
2.4.3 Identification of reaction wheel harmonics
In order to provide a thorough estimation of the effects of RW disturbances on the
satellite structure, harmonics have to be identified. Throughout the years, different
methodologies have been suggested, mainly relying on a semi-empirical approach, which
can be divided into two main strands.
The first is simply based on the post-processing of the available data from RW mea-
surements to detect the harmonics; it checks the presence of the harmonics at different
wheel speed and extract the information about that specific harmonic. Such approach
usually discards the data around RW resonances. [68] was one of the first studies to
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introduce an empirical model for the identification of harmonics. It proposed a stochas-
tic characterization of the wheel speed considering it as a random variable. As a result
a broadband disturbance power spectral density distribution was obtained that could
be used as input for the micro-vibration effect assessment on the satellite. The main
limitation of this procedure was the mathematical relationship describing the ampli-
tude of each harmonic, which was assuming a square law between amplitude coefficient
and RW rotational speed. In addition it provided an useful toolbox which can easily
applied to a set of RW measurements.
Based on this method, [69, 70] suggested an extension by considering more than one
RW in a multi-axis configuration. This method has proven to be very robust and easy
to apply in several applications. Nevertheless, some harmonics at certain wheel speed
ω show an under-prediction which is mainly due to the data interacting with structural
modes of the RW not considered in the process.
The second approach is based on the envelope analysis technique and it detects harmon-
ics by looking at the data in proximity of RW structural resonances, where the signal
is amplified. This method was initially introduced in [71], improved and optimised in
[72, 73] with one of its application to harmonic detection described in [74], where the
envelope method is used to detect changes in harmonics before and after tests. This
method starts from the time signals, applies the Fourier transform to them and then,
using a bandpass filter, shifts the frequency content with respect to a structural mode.
Eventually the inverse Fourier transform is performed and the main disturbances are
identified. Other harmonic detection techniques have been proposed, based on visual
inspection of waterfall plot, [75]. However, these approaches have not proven successful
as the identification of harmonic values is subjected to human judgement when looking
at plots.
2.5 Micro-vibration analysis
In this section the issue of micro-vibration analysis is tackled. This has proven to
be one of the most active areas of research in the field of micro-vibration in the last
years, as many methodologies have been implemented to address analysis-related issues.
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It is worth saying that when dealing with micro-vibration, and in general structural
analysis, the method currently adopted is strongly related to the frequency range under
evaluation, [76]. Usually in micro-vibration analysis the following frequency ranges are
identified:
• Low frequency: this includes the first few resonances of the structure, where a
deterministic behaviour is clearly detectable;
• High frequency: in this range the structure show a chaotic dynamic behaviour;
high modal overlap is present, i.e. the number of modes over specified frequency
range;
• Mid frequency: in this range response starts to exhibit an high modal overlap
As it can be noticed, the concept of modal density, defined as the number of modes
over a certain frequency range, plays a fundamental role in differentiating among the
three ranges of frequency, [77, 78]. The way frequency ranges are defined is dependant
on the structure under consideration, as they are related to the dynamic content of the
system. In fact, for a very stiff structure with the lowest modes at a few hundreds Hz
this frequency range would be defined as low frequency, whereas for other structures,
such as satellites, the range of frequency around 100Hz and above is referred to as high
frequency; low frequency would refer to a range of up to a few Hz. In the following, the
main analysis methods for micro-vibration are described, by focusing on the open issues
specifically at mid frequency. Figure 2.9 shows the different region of modal behaviour
associated with the methods currently adopted for micro-vibration analysis.
2.5.1 Low frequency methods
At the frequency range corresponding to the first few modes of vibration, the struc-
ture shows a predictable dynamic behaviour which can be studied with deterministic
tools. This is the case of FE method that found its best applications through the
years in this frequency range [79, 80]. Several applications in the aerospace industry
show the efficiency of the method at low frequency, [4, 81–83], just to name a few of
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Figure 2.9: Structural dynamic behaviour over the whole frequency spectrum
the most recent and FEM is considered as standard practice in the low frequency for
aerospace applications. Figure 2.10 shows a good match at the first few resonances
of the structure. However, when the analysis goes beyond these, FEM starts to show
Figure 2.10: Comparison between FE simulation and experimental of an aircraft
fuselage, [4]
some inconsistencies with the experimental test due to various reasons and the size of
the FE mesh is one of them.
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2.5.2 High frequency methods
When the structure starts showing high modal density and chaotic behaviour, the
analysis generally shifts towards the high frequency region. This method describes a
complex structure, such as a spacecraft, as a network of subsystems exchanging energy
as they resonate, which is a peculiar situation at high frequency. Statistical Energy
Approach (SEA) was initially developed around 1960 and its primary application was
for frequency response of acoustic systems. A complete and exhaustive review is given in
[84, 85] where the theoretical basics are described. The main advantage of this approach
is that it is an energy/power based method, thus it requires a much lower number of
degrees of freedom. Indeed, with respect to the classical displacement-based method,
SEA expresses the vibrational energy Ej as twice the time-averaged kinetic energy, [86],
thus consistently reducing the degrees of freedom for each subsystem. Different methods
have been implemented to quantify the main parameters describing the mathematics
of this method, [87, 88]. This approach has been proven to be efficient and reliable
at high frequency: in particular, studies in different areas such as automotive,[89, 90],
and marine [91], have shown how it is able to predict structural response. Applications
of the method in aeronautics and space field are very common as well. [5] shows a
good match between measured and computed response at high frequency as can be
seen in Figure 2.11, through SEA, for an aircraft cabin at high frequency, while [92]
studies the scatter in response due to changes in the source-to-receiver path. NASA
used SEA for the launch of Mars Exploration Rover, [93, 94], developing a SEA model
to predict structural response due to acoustic load up to 2000Hz and compared it with
experimental data. The system was divided into 135 subsystems and the model showed
good agreement, especially above 400Hz where SEA starts to be meaningful. Another
major study conducted by NASA is related to the launch vehicle Ares I. In [95] a SEA
analysis is performed for the evaluation of the structural response of this component
subjected to vibroacoustic excitations. A recent study in this field, [96], has introduced
a new variant of SEA, Transient SEA, which is an extension of the traditional method
and it is able to include more general transient loadings as well as statistical bounds.
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Figure 2.11: Comparison of the experimental and calculated results of the structural
vibration response, [5]. A mismatch is shown at low frequency due to the application of
SEA, which is known to perform well at very high frequency and badly at low frequency.
2.5.3 Mid frequency methods
The approaches described until now are applied where conditions for either low/high
frequency are met and it is possible to clearly define such frequency range. Indeed, in
the mid frequency case, none of the above conditions are met, hence the described meth-
ods fail to correctly predict micro-vibrations. In the following, several approaches are
described as none of them is currently adopted as standard practice for mid-frequency
analysis, as it happens for FE method in low frequency and SEA in high frequency.
Hybrid FEM-SEA
One of the first implemented methods is the Hybrid FE method-SEA. As the name
suggests, this methodology aims at combining the advantages of classic FE method
and SEA by blending the approaches together. The method was developed in [97,
98] where the mathematical framework is described. It first divides the structure in
subsystems and then models and analyses some of them using SEA, some FE method.
The distinction is based on the number of modes each subsystem shows in the considered
frequency range: high modal overlap and modal density lead to the application of SEA,
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Figure 2.12: Response of the framework-panel structure to point force excitation.
(Bold grey: MCS average. Solid black: hybrid FE-SEA. Light grey: each MCS realisa-
tion), [6]
while low number of modes to FE method. Through the last advances in the method,
[99], it is now possible also to calculate the variance of the results and not only the
average as it was for the classic SEA. Several applications of the method are available
in the literature. [6] shows some examples with a framework-panel structure analysed
using the hybrid method. Results, as can be seen in Figure 2.12, prove a good agreement
between the method and the MCS, used as benchmark. In this work the modelling and
analysis of a large antenna structure is described using hybrid FEM-SEA for the mid
frequency response, whereas SEA is adopted for the high frequency.
Despite a few applications, this method has not been successful as there are no clear
guidelines whether a subsystem should be modelled using FEM or SEA.
Stochastic FEM
The inaccuracy in the prediction at mid frequency has also been tackled by suggesting a
stochastic version of the classic FEM. Several methods have been proposed throughout
the years as extensively reported in [100]. Among them, the first, which is then also
become the benchmark in structural dynamics, is the Monte Carlo Simulation (MCS).
One of the first applications of this methodology to the structural dynamics goes back to
26 Chapter 2. Literature review
[101], who used the method with Gaussian distribution. The MCS is based on running
the same deterministic problem N times by changing the input variables for each run.
Hence a probabilistic distribution of the input variables is needed for the application.
Once the MCS has generated N solutions, statistical quantities are retrieved and com-
pared with test data. However, since its accuracy increases with the number of samples
N , it shows a significant computational cost in order to get reliable predictions; for this
reason it is rarely adopted as primary analysis tool other than benchmark. Different
studies tried to improve the computational efficiency of the method such as [102, 103].
In particular, the former uses the Neumann expansion technique to derive the finite
element equations. The latter implements a cost effective computational technique by
using parallel computers for numerical handling of 2D plane/stress problems.
Another fairly popular approach to mid frequency analysis is the Perturbation Method
in which the stochastic field representing an uncertain system property is discretised
into N random variables,[104–106], which represents a variant of the classical stochas-
tic finite element method. The stochastic system is obtained by applying a random
perturbation factor to the eigenvalues of the entire structure and it is then expressed
using Taylor expansion series. The solution also requires a Taylor expansion of the
loading and response vectors, [107].
Recent advances in the field also suggested a methodology based on generating the
responses as a summation of all the modes in a specific frequency range yielding to
maximum structural amplification from mode recombination, [108]. Nevertheless, the
calculation of derivatives can be computationally expensive, hence this method has
not been widely adopted. Some approximations of first and second order deirvatives
have also been suggested, but larger inaccuracies start to occur. Finally the Spectral
Stochastic Finite Element Method (SSFEM) has been suggested. Here the Gaussian
stochastic field is simulated with the Karhunen-Loeve expansion combined with the
polynomial chaos approximation, [100], for the calculation of the response variability
of the uncertain finite element systems. The equations of this method are strongly
dependant upon the order of the displacement vector used during the polynomial chaos
expansion, hence applications of this method are limited to systems with low complex-
ity and level of uncertainty.
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This review about the micro-vibration analysis methods at mid frequency has shown
that multiple attempts have been made but none of the described methods is univer-
sally accepted as FE method for low frequency and SEA for high frequency, Table 2.2.
Table 2.2: Pros and Cons of micro-vibration analysis methods
Method Pros Cons
Perturbation Method Structural uncertainties in the analysis Computational time
Complex mathematical framework
Hybrid FEM-SEA Subsystem diversification Detailed knowledge of each subsystem
MCS Robustness Computational time
Used as benchmark
SSFEM Structural uncertainties in the analysis Not applicable to complex structures
2.6 A specific issue in the analysis: presence of structural
uncertainties
One of the main reasons for the difficulties in the analysis at mid frequency is the
presence of structural uncertainties. Generally speaking, uncertainties are one of the
hottest topics in structural engineering and in general in engineering and physical sci-
ences, [109]. They are currently studied in several fields such as maritime engineering,
[110], civil engineering, [111] and automotive, [112], just to name a few. In this thesis
uncertainties play a major role as they are among the primary sources for the lack of a
well established methodology in the mid frequency. A great amount of work has been
developed in the last 20 years regarding the topic of uncertainties. In the following
a chronological review of the methodologies to account for structural uncertainties in
spacecraft structure is proposed.
2.6.1 Parametric and non-parametric approaches
Uncertainties have been mostly treated as random variables when considering them
in the analysis, [101]. Soize has introdued the Bayesian statistics as a powerful tool
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to build the uncertainties distribution as a prior which is then updated when some
knowledge is acquired, posterior. [113] has shown that the prior and posterior distribu-
tions of uncertainties cannot take into account modelling uncertainties in the context
of computational mechanics, hence two strategies can be applied, [114]:
• the first one uses stochastic model of the output-error-prediction, built as white
noise which quantifies the difference between a computational model and the
real system. This method is based on building a comprehensive methodology of
system and model uncertainties which cannot be distinguished. It requires lots
of information from the experimental data to be built, [115];
• The non-parametric probabilistic approach: this approach is based on the reduced-
order model and the random matrix theory. It builds the stochastic model of the
operators of the mean computational model and there is no need to associate the
uncertainty to specific parameters, [116].
The non-parametric approach has been preferred through the years. It consists in
building mass and stiffness matrices based on the entropy optimisation principle. Such
method avoids the generation of a mapping function between uncertainties to mass and
stiffness matrices. The method is also used with very popular reduction schemes such
as Craig-Bampton method, [117]. This approach overcomes the probabilistic method
which needed to map the uncertainty parameters to the finite element model, [118–120].
Such methodology has then shown good agreement even when applied to transient
response of impulsive load, [121]. The great advantage of the non-parametric approach
can be understood when considering model uncertainties. Indeed, two main categories
of uncertainties can be identified, system and model uncertainties, [116]. The former
are directly linked to the finite element model input parameters. These include material
and geometric properties, as well as boundary conditions, [122]. Model uncertainties,
on the other hand, include all those features of the model which are not directly linked
to an input parameters. These can be non-linearities in the joints, electrical harness
distribution on the structure or model non-linearities, [123]. This category can be
studied only by considering a non-parametric approach, as shown in [124]. It has
then been shown that, in order to perform a thorough analysis of uncertainties, both
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parametric and non-parametric approaches need to be adopted, [125]. This is especially
true when dealing with complex assemblies, such as spacecraft, where a significant
number of structural uncertainties is present, [126].
Applications of parametric and non-parametric approaches are also available for model
updating using modal experimental data, [127–129], as well as for inverse dynamic
problems, where the response is known and the application of non-parametric approach
leads to the evaluation of the stochastic input load, [130]. Advances to this approach
also tried to combine the Bayesian statistics with chaos decomposition. This leads to
separating the propagation of system and model uncertainties. With the use of Bayesian
statistics, it is then possible to update the prior distributions of both uncertainties
once experimental data are available, [131]. Variants of parametric and non-parametric
approaches have also been used for the issue of uncertainty quantification. [132] uses
the first resonances to quantify the uncertainties in low frequency region and frequency
response functions are used to quantify them in mid-frequency range.
2.6.2 Reliability methods
Alongside to the parametric and non-parametric developments, other methods have
been proposed, particularly tailored for aerospace applications. This is the case of
reliability methods, which were discussed in [133]. Such methods aim at identifying
the failure probability of the system under evaluation, rather than the confidence band
in the response prediction. They are based on the classical MCS but, due to high
computational demands, some variants were implemented, called variance reduction
techniques, [134]. The idea of the method is to generate a distribution of random sam-
ples which are concentrated close to an important region, then a weight is applied to
each realisation considered. Two main methods have been proposed in this area which
are the line sampling and the subset sampling. The former identifies directions leading
to high failure probability regions in the input parameter space. The solutions are then
evaluated along this direction and the reliability is calculated from this, [135, 136].
Applications to spacecraft structures have also shown very promising results, [137]. In
addition, [138] has developed some useful guidelines in the aerospace community to
deal with the quantification and analysis of uncertainty reliability in very complex fi-
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nite element models.
The second method expresses the failure probability as a combination of intermediate
failure events. By carefully choosing the conditional events, the intermediate failure
probabilities can be large enough so that they can be estimated by means of simulation
with a small number of samples, [139]. Other reliability estimates for high-dimensional
problems are proposed in [140], always with the aim of reducing the computational
demand as an alternative to MCS. Results show that these methods are much more ef-
ficient compared to classic MCS but their applicability is limited to a restricted number
of cases; hence generality is sacrificed to achieve efficiency. Other advances extended
the use of reliability methods towards the design of the space mission by coupling these
technique with optimisation algorithms, [141], and then using the result in an correla-
tion tool to update the finite element model, [142]. Reliability methods have then also
been extended to the case of stochastic input, [143].
2.6.3 Electrical harness
Among the model uncertainties on board the spacecraft, the electrical harness can be
considered one of the most critical. Harness indicates the groups of cables used on a
satellite to allow electrical connections and wiring among the devices on board. The first
one is described in [7] and it models each cable of the structure using a modified beam
model. First, each cable is classified using strand and core substructuring. The strand is
the main unit which repeats in the cable, while the cores are the primary elements of the
strand, as shown in Figure 2.13. The main physical and mechanical parameters of the
cable are then computed following the scheme reported in Figure 2.14. First the number
of cores and strands is defined, so the area can be calculated. Eventually the bending
stiffness is obtained through density and the other stress coefficients. This method is
based on the distributed transfer function method rather than the FE method. Its
main advantage is that the number of nodes is strongly reduced with respect to the
FE method as the only nodes considered are the attaching points of the cable to the
structure. On the other hand there are some disadvantages due to the high number of
parameters required. In particular, a slight change in the number of strands and cores
of the cable changes the results, as mechanical properties vary. This extremely detailed
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Figure 2.13: Cable inner structure, [7]
approach is not very effective when dealing with complex satellites. Indeed, as it is
possible to notice in Figure 2.15 a wide range of cables is present on board in terms
of mass, number, material, diameters and number of attaching points to the structure.
Hence this kind of methodology is too sensitive to these parameters and its application
is limited to simple systems. The second method is the one discussed in [144]. Here the
harness is studied looking at stiffness and mass. In particular, to meet the experimental
measurements, non structural mass is added to the FE model at low frequency, as it
has been shown that the presence of cables tends to decrease the low-frequency region
Figure 2.14: Flow chart for the calculation of equivalent properties of cables, [7]
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Figure 2.15: Typical harnessed satellite structure, (Courtesy of OHB System AG)
modes. Conversely, at mid and high frequency no significant changes on the response are
observed due to the harness. This can be explained as the cables have already resonated
at their most significant modes at lower frequencies, [144]. This method approaches
the issue of harness in a more general and less model-dependent way. Its advantages
are the limited number of steps to be performed, compared to the first case. On the
other side the variation in stiffness and non structural mass needs to be quantified and
it can require a great effort. The two main research strands adopt opposite ways of
dealing with the problem. The former uses a deterministic approach, computing the
mechanical properties of the cables and they are modelled using the distributed transfer
function method. Conversely, the second method considers a general factor in the mass
and stiffness matrices affecting the structure because of the harness.
2.7 Short review of reduction methods
In order to apply the described methodologies to very complex systems, such as satel-
lites, a reduction scheme is needed as well. Several approaches have been proposed
throughout the last decades, in different domains and adopted for different applica-
tions. [8] provides an extensive description and a review on this topic. Typically, when
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dealing with reduction methods, three main domains are identified, which are physical,
modal and frequency, see Figure 2.16. In the physical domain the structure is seen
Figure 2.16: Main domain identification for reduction methods, [8]
through its mass, damping and stiffness matrices; in the modal domain through its
eigenfrequencies and mode shapes, while in frequency domain through its frequency
response functions.
In the physical domain the general equation of motion of the discrete system is written
as follows, assuming non-linearities are not present:
M(s)u¨(s)(t) + C(s)u˙(s)(t) + K(s)u(s)(t) = f (s)(t) + g(s)(t) (2.2)
where M(s), C(s) and K(s) represent the mass, damping and stiffness matrices of the
substructure s, u(s) the vector of generalised coordinates, f (s) and g(s) are the vectors of
external and connecting forces with other subsystems. Compatibility and equilibrium
conditions need then to be enforced among the subsystems. In order to do this Boolean
matrices B and L are usually employed, leading to the following relationships: Bu = 0LTg = 0 (2.3)
Boolean matrices represent a compact way to express compatibility and equilibrium
relationships. The assembly process can then take place in two ways: primal or dual
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formulation. The former generates a unique set of interface degrees of freedom. In this
way the connection forces g are eliminated. This is mathematically obtained using the
relationship:
u = Lq (2.4)
Conversely in the dual assembly case, all interface DOF are present as many times as
there are domains connected on the corresponding node. This is achieved using the
following relationship:
g = −BTλ (2.5)
where λ contains the Lagrange multipliers, which represent the magnitude of the inter-
face forces.
Conversely when dealing with the frequency domain, FRFs are used to characterise
the equation of motion. This method was initially proposed in [145]. The governing
equations of the dynamic problem can be expressed as follows:
Z(ω)u(ω) = f(ω) + g(ω)
Bu(ω) = 0
LTg(ω) = 0
(2.6)
where Z contains the dynamic stiffness matrices of the subsystems. Also in this case a
primal and dual assembly can be performed similarly to the physical domain, [8].
Finally, the reduction can be performed in the modal domain. One of the first meth-
ods to use this approach was the so-called Component Mode Synthesis (CMS). It uses
eigenmodes from the substructures to construct their dynamic features based on a re-
duced space. The substructure description may contain different kinds of information,
but this usually includes eigenfrequencies and mode shapes. This family of methods
became very popular especially in the aerospace community as it enables a strong
reduction in terms of size of the large finite element models. CMS can generally be
performed in two ways: matrices of the single subsystems can be identified, for example
through an experimental characterisation in a free-free condition. These are used as
basis for the reduction and the assembly process takes place. Unfortunately this kind
of approach requires precise and complex testing, so it has not been very successful so
far, [146].
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The second way uses the modal information obtained experimentally to generate the
dynamic stiffness matrices of substructures by a spectral superposition. In the follow-
ing, a brief description of the most popular CMS methods is reported, although an
extensive review can be found in [147, 148]. One of the first methodologies was sug-
gested in [149]. The idea behind this approach was to partition the full set of DOFs
as physical and the remaining ones were expressed as fixed interface modes, rigid body
modes and constraint modes. The applications were complex so it did not succeed
much. Almost at the same time another reduction technique was proposed, i.e. Guyan
reduction, [150]. This method neglects all the inertial contributions and reduces the
mass and stiffness matrices to a group of master nodes. Quickly after the introduction
of the method proposed in [149], an improvement was suggested aimed at simplifying its
applicability. This method known as the CB reduction method, [151] and is considered
nowadays the most popular and applied reduction scheme in aerospace applications.
Compared to the approach proposed in [149], CB uses fixed interface and constraint
modes.
The main advantage of this reduction stays in the nearly-diagonal layout of the reduced
matrices which is advantageous as it reduces the computational cost and the implemen-
tation when applying this scheme. The CB method has been then studied and improved
in the last years, mainly to reduce the number of interface DOFs, [152–154], as this
becomes an issue with increasing complexity of the structures under analysis. Other
advances of the CB method suggested the inclusion of internal substructure dynam-
ics described through free interface modes. This led to the developments reported in
[155–158].
2.8 Summary
In this chapter an overview on the main areas that will be covered in this thesis has
been provided. This can be split into two main subcategories: characterisation of micro-
vibration sources, with particular focus on reaction wheels, and analysis methods for
micro-vibration assessment.
A general introduction on micro-vibration has been provided by describing the main ar-
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eas of study and the scientific motivation behind an increasing interest on the topic. Due
to more stringent demands in terms of accuracy and pointing stability, in fact, micro-
vibrations play a major role in guaranteeing the correct operation of the spacecraft. In
order to study their effects on the spacecraft, the devices generating micro-vibrations
have been divided in internal and external (to the spacecraft) as well as continuous and
intermittent. The major contributors have been identified to be the reaction wheels.
They are used for spacecraft attitude control and due to the nature of their internal
mechanics (i.e. ball bearings and their microscopic defects) they are responsible of
generating disturbances, known as harmonics, while the flywheel is spinning. Current
methodologies for the identification of the main harmonics have been described with
their limitations in both time and frequency domain.
Each of these methodologies is provided with a level of uncertainty in the generated
predictions which is expressed as a margin in space mission design. This is strongly
related to the work developed in this thesis as it is linked to the methodologies currently
used to predict the disturbances generated by micro-vibration sources: the higher is the
level of uncertainty on the used method, the higher will be the applied margin of safety.
Lower margins would allow more flexibility in the mission design for other subsystems.
The second macro-area of this work has then been tackled, which is the analysis meth-
ods currently employed when assessing micro-vibrations on the structure. It has been
shown that, while well established methodologies are available for very low and high
frequency, mid-frequency still remains a grey area where more attention is needed. This
is mainly due to the fact that this region shows a dynamic behaviour that does not
exhibit clear distinguishable features. Hence, the main methods developed throughout
the years have been described and their limitations highlighted.
Among the reasons that make mid-frequency so complex to study, there are structural
uncertainties. The main approaches to deal with them have been discussed, namely
parametric and non-parametric approaches and reliability methods. Although all these
methods have found several applications in engineering, none of them is able to pro-
vide a comprehensive approach to account for uncertainties in the analysis. This holds
especially true when dealing with very complex models in which the importance of
computational cost is paramount. A specific focus is reported on the electrical harness,
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which is one of the most complex source of uncertainties to model in spacecraft ele-
ments.
Such methods also need to keep the computational cost low, hence this issue has been
tackled in the last part of the chapter. A short survey of the different categories of ap-
proaches has been given with particular focus to the CMS methods, which will represent
the theoretical basis of the contributions described in this thesis.
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Chapter 3
Variability in Structural
Dynamics for Space Applications
3.1 Introduction
The aim of this chapter is to highlight the differences in terms of dynamic behaviour
among nominally identical objects. It has to be noted that the same dynamic quantity
is considered and a quantitative analysis is performed to account for the variability.
As already anticipated in the previous chapter, uncertainties play a crucial role as
their presence affects the methodology needed for the micro-vibration analysis. First
it is needed to define what nominally identical objects indicate: this is the case of
objects which have been produced from identical manufacturing processes, involving
the same steps in terms of manufacturing as well as the use of the same material and
sub-components. In addition, it is assumed that the assembly process is performed
with the same instrumentation, as it may happen in a series production of automotive
industry. To identify an imperfection some parameters are measured such as waviness,
length, difference in curvature, [159]. Generally speaking, this issue is common in many
application fields as most MAIT (Manufacturing, Assembly, Integration and Test) en-
gnieering processes are affected by tolerances. [9] shows the uncertainties occurring
when manufacturing polymer composite panels; in particular, during the process of
automated fibre placement some gaps can be created among the different layers, hence
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producing a margin of uncertainty between different panels made form the same mate-
rial, Figure 3.1. [160, 161] show the effects of localised fibre gaps when manufacturing
a composite wing skin panel. Hence composite materials are prone to defects when
assemblying the different plies to generate the laminate; this is the reason behind a
completely dedicated research strand developing methodologies for the inspection and
analysis of defects, [162, 163]. Alongside manufacturing defects, assembly uncertainties
are of paramount importance. Examples include the uncertainties in bolted junctions
when assembling multiple components, [164], or the controlled movements of robotic
arms which can be affected by uncertainties in their movement, [165]. This kind of
processes during the assembly have shown some randomness which is then what gen-
erates the uncertainties, [166]. Automotive industry as well as aerospace industry, has
many examples of this kind of uncertainties. This is due to the high volume of series
production in this field [167–169]. In this sense, [10] showed the effects of all these
Figure 3.1: Effects of fibre gaps in the manufacturing of composite panels, [9]
manufacturing and assembly defects by studying the vibration responses of 98 nomi-
nally identically cars. From Figure 3.2, it can be seen that a wide difference in terms
response is present although these products are nominally identical. Such scatter is
limited at low frequency, while it gradually increases towards mid and high frequency.
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Figure 3.2: FRF of 98 nominally-identical cars, [10]
3.2 Dynamic variability in reaction wheels
3.2.1 Evaluation of reaction wheel disturbances
As already highlighted in the previous chapter, reaction wheels represent one of the
most challenging devices in terms of micro-vibration generation; when dealing with
them, their disturbances are usually recorded using a dynamometric table. Four multi-
axis load cells are placed between the table and the reaction wheel mounting interface
to measure the generated disturbances FX , FY , FZ along the 3 directions (moments are
obtained as a linear combination of forces multiplied by the distance among sensors),
Figure 3.3. Disturbances can be measured in different configurations of the rotational
wheel speed; two cases can be encountered which are transient (in particular ramp-up
and coast-down or in general any test configuration in which the wheel is let spin at a
certain speed and this is then increased/decreased) and steady state (constant speed)
tests, [70]. It has to be noted that transient and steady state are not intended in
the classical sense as for vibration testing. In case of ramp-up and coast-down, a set
of incremental/decremental reaction wheel speeds is selected and the forces produced
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Figure 3.3: Dynamometric table for measurement of RW disturbances, [11]
by the wheel are measured at each of these speeds. Transient tests can provide more
information than steady state for the following reasons:
• Since the generated disturbances by the wheel are evaluated at different speeds,
the most critical conditions can be identified;
• The dependence of harmonics with the wheel speed can be studied
• The structural resonances of the wheel can be identified as peaks at fixed fre-
quency (since resonance need to be passed quickly, transient test is the only
solution to identify them accurately).
However, for steady state tests, the signatures of the different disturbance sources, such
as imbalances and harmonics, are more apparent since there is more time for harmonic
phenomena to build up.
3.2.2 Case study: variability of 100 SP-O reaction wheel
In order to show the variability among nominal identical reaction wheels, a dataset of
51 100 SP-O reaction wheels provided by Surrey Satellite Technology Limited (SSTL)
is considered as a result of their experimental campaign to characterise this family of
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devices. These wheels are used to provide highly agile attitude control for Earth Ob-
servation purposes. The dynamic scatter described in this example is mainly due to
manufacturing and assembly defects within the reaction wheels. Such defects affect the
inner mechanisms of RW, i.e. ball bearings, which are directly linked to response RWs
show at harmonics. Some of these defects can be amplified in specific circumstances,
such as the coupling with RW or satellite platform structural modes.
The measurements have been obtained in a blocked configuration, using a dynamomet-
ric Kistler table, with the wheel rigidly connected to it. For each RW, a steady-state
measurement was performed at a constant rotational speed, i.e. 4800 rpm and sampling
rate of 2560Hz. The disturbances produced by the wheel have been recorded in time
domain and the Root Mean Square (RMS) value has then been calculated for FX(t)
and FY (t) for each of the 51 wheels using the following relationship:
RMS(x) =
√√√√ 1
T
T∑
0
x2(t)dt (3.1)
Results are shown in Figure 3.4 for both in plane disturbances with a period T = 3.16
s. It can be noticed that the RMS value fluctuates between 0.09N and 0.22N , hence
showing a significant variability in terms of magnitude of the forces generated by the
wheels, considering the micro-vibration magnitude scale, 10−6 g. It has to be noticed
that RMS takes into account the signal all over the time, hence all its features are
captured. The same level of scatter can also be seen in the frequency domain. FX(t)
and FY (t) from 10 out of the 51 nominally identical RWs are converted to frequency
domain and the first 10 harmonics are identified. Then, the magnitudes FX(t) for
these reaction wheels are calculated at these harmonic values and results are shown in
Figure 3.5. It can be noticed that for a specific harmonic, the size of the circle changes
along the X axis (data was available only from RW number 1 to 10 with step 1). Such
change is proportional to the magnitude of the disturbance FX(t). Being 10 nominally
identical objects, one would expect, for a fixed harmonic, circles of the same size for
all the RWs. Conversely this size keeps changing as the magnitude of the disturbance
is not constant over the batch of RWs. The differences highlighted in this example
can be easily extended to other harmonics, not just the ones described, and to other
wheel speeds. Such variability was one of the key element that brought to the research
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described in this thesis. The variability just shown in terms of generated disturbances
N
N
Figure 3.4: RMS value for disturbances FX(t) and FY (t) at rotational wheel speed
ω = 3300 rpm
has then a direct effect when these wheels are applied on the structure under test. Such
scatter can also be amplified due to interaction with resonances of the structure. This is
shown in Figures 3.6a, 3.6b, 3.6c in which the minimum and maximum response along
direction X is shown for a panel separately subjected to the excitation of 5 nominally
identical wheels. It is clear that the scatter is a function of the frequency: in fact, it
is very limited in the low range, while it shows a greater influence on the results as
frequency increases.
3.3 Variability in satellites structures
The difference in dynamic behaviour described in the previous example can also be
applied for more complex structures, such as spacecraft. Although the series production
of satellites is not common as in the case of RWs, there are two different cases where
nominally-identical satellite structures are built and then used for space missions:
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Figure 3.5: Representation of the magnitude difference of disturbance FX(t) at se-
lected harmonics - Magnitudes have been scaled to the highest disturbance value for
each harmonic. A similar variability is present for disturbance FY (t)
• Satellite platform: it is known that satellites on orbit are built based on the same
platform. Indeed, a platform can be configured in different ways to accommodate
multiple payloads. Some satellite platforms are then scalable and modular and it
is possible to offer several configurations to achieve different mission objectives.
These include Earth observation, navigation and space exploration, just to name
a few; SSTL, for example, has developed several platforms for different missions,
as shown in Table 3.1;
• Constellation of satellites: it is becoming more common in space mission to launch
multiple identical satellites on orbit to perform different kind of operations. This
is the case of navigation services for example Global Positioning System (GPS)
or Earth observation purposes to provide imaging services. Another case is the
satellite formation flying where multiple identical satellites are lunched to per-
form a specific objective. This has many advantages in terms of assembly and
integration (which is much quicker for smaller structures) and it is cheaper to
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create redundancy, [170].
In this example the second case is taken into account. Indeed, SSTL has built sev-
eral constellation of satellites made of nominally identical objects. Naturally the final
mechanical product is affected by manufacturing and assembly differences, which are
shown to be relevant when dealing with their dynamic response.
50 60 70 80 90 100 110 120 130
f  [Hz]
10
-10
10
-8
10
-6
10
-4
P
S
D
[g
2
/H
z
]
Difference btw curves
Max
Min
(a) Low frequency
150 160 170 180 190 200 210 220 230
f  [Hz]
10
-10
10
-8
10
-6
10
-4
P
S
D
[g
2
/H
z
]
Difference btw curves
Max
Min
(b) Mid frequency
260 270 280 290 300 310 320 330 340
f  [Hz]
10
-10
10
-9
10
-8
10
-7
10
-6
10
-5
P
S
D
[g
2
/H
z
]
Difference btw curves
Max
Min
(c) High frequency
Figure 3.6: Variation in the structural response due to RW uncertainties - Green area
represents the variation between the two curves
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Table 3.1: Main SSTL platforms adopted for different space missions. The numbers
associated to each platform represent the mass, while the difference between SSTL-300
and SSTL-300 S1 is the presence of a sub-meter imager in the latter.
SSTL-100 SSTL-150 SSTL-300 SSTL300-S1
AlSat-1 X
NigeriaSat-1 X
UK DMC-1 X
Beijing-1 X
NigeriaSat-2 X
DMC-3 X
Novasar X
RapidEye X
Figure 3.7: Five crafts from Rapid-Eye, Courtesy of SSTL
3.3.1 Rapid-Eye Constellation Case
Rapid-Eye was a satellite programme developed to provide 5 million km2 of imaging
data to generate land information product, Figure 3.7. It was made of 5 nominally-
identical structures, all of them obtained from SSTL-150 platform. To study the dis-
crepancies in terms of manufacturing and assembly defects, SSTL conducted a study
on the five crafts by measuring the transfer function between two locations (from RW
to the camera), [171]. Results are reported in Figure 3.8a. In this case, 6 different
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resonances are identified for this study (red circles in Figure 3.8a). As it can be noticed
two main differences are clear: first the magnitude is not the same for the 5 structures.
In addition, the value at which the resonance is occurring is slightly different for the
(a) Evaluation of the dynamic variability of Rapid-
Eye 5 crafts for a specific transfer function, [144]
(b) Upper and lower envelope of the five crafts
Figure 3.8: FRF for DMC-3 Flight Models
structures. Considering, as an example, the fourth resonance at around 185Hz, it can
be clearly seen that Craft 1 is shifted with respect to Craft 3 and, even more interest-
ing, that Craft 4 shows two resonances instead of 1, so it is very difficult to say which
of the two is the actual resonance under investigation (black curve). Such differences,
in the case of complex hardware such as satellites, are not due only to manufacturing
defects, but also to other properties of the system which cannot be easily accounted
for or whose modelling is very complex. This is the case of electric harness; indeed,
the distribution of cables is a complex issues in satellites as, generally, the structural
qualification models used during the mission design and qualification phases, do not
include the harness, as this is attached to the final spacecraft in one of the last steps.
Different studies have been conducted on this topic to model the harness in the FEM
of the spacecraft, [7, 144]. In particular the main approaches have been already been
described in Chapter 2. Nevertheless there is still a lot of discussion on this topic as
there is no widely accepted method to deal with it.
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Figure 3.9: Three crafts from DMC-3, Courtesy of SSTL
3.3.2 DMC-3 Constellation Case
Following the analysis of Rapid-Eye, another example of constellation of satellites was
identified for showing the issue of variability discussed in this thesis. The mission
under investigation is Disaster Monitor Constellation 3 (DMC-3). This was a mission
launched by SSTL in 2011 made of three identical satellites from the platform SSTL-300
S1 already used by SSTL on other missions, Figure 3.9. Similarly to Rapid-Eye, the aim
of this mission was to provide images with a resolution of 1m to help the monitoring
and response planning to disasters. An experimental analysis was performed by SSTL
on the three flight models to characterise their dynamic behaviour. In particular, a
flat input force (0.1N) was applied to the structure with its base constrained in a
frequency range 0Hz − 500Hz. Outputs in terms of acceleration (g) were measured
in 66 different locations. As in the case of Rapid-Eye, the data shown here already
includes all the details of the final assembly of the three crafts, including electrical
harness. Measurements have been taken in different locations of the craft structure.
Such measurements represent the response of the structures to the same input load case.
Results are reported in Figure 3.10a. It can be clearly seen that, similarly to Rapid-
Eye, differences are visible in terms of magnitude and frequency shift. Such differences,
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as already pointed out, are much more significant from mid-frequency up to the high
range. This is in line with the analysis issue described in Chapter 2 where it has
been highlighted that structural uncertainties start to be influential at mid-frequency.
This is the region where FE method starts to fail and SEA cannot be applied as the
high frequency assumptions are not fully satisfied. In particular Figure 3.10a shows
the response at the camera location obtained with a constant unitary input at the
reaction wheel location. A good agreement up to say 100Hz can be seen and then
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Figure 3.10: FRF for DMC-3 Flight Models
the discrepancy gets larger. This is clearer looking at Figure 3.10b where the envelope
identified by the minimum and maximum curves of the three crafts is shown.
3.3.3 Discussion
In order to characterise the eigenvalue shift, six resonances are identified for both
Rapid-Eye and DMC-3, as reported respectively in Figure 3.8b and Figure 3.10b. Their
frequency shift is calculated. For Rapid-Eye eigenvalue shifts are calculated with respect
to craft number 2, as well as DMC-3. Such scatter is expressed in percentage and is
shown in Table 3.2. It can be noticed that both constellations show a similar arithmetic
average value among their respective crafts on the identified resonances, i.e. around
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3% (in the following, average will be intended as arithmetic average, unless explicitly
specified). This value tends to be higher towards mid and high frequency region,
which is in line with what is expected as the scatter in dynamic behaviour due to
uncertainties is known to be more significant in these frequency regimes. It can be
also concluded, as shown in Table 3.2, that an uncertainty of 3% appears from the
experimental characterisation of nominally-identical satellite platforms, as a backed-in
variability. Hence, when correlating the numerical model with the experimental data,
a discrepancy around 3% may be considered an index of good agreement as this is
already included within the experimental data.
3.4 Summary
This chapter has provided a qualitative and quantitative snapshot on structural uncer-
tainties in space structures and how these have a direct effect on the dynamic variability.
First the main causes of dynamic variability have been described, in particular manufac-
Table 3.2: Experimental shift of eigenfrequencies for the two spacecraft constellations
under analysis
Spacecraft Mean eigenfrequency ω % variation Average on the crafts
[Hz] [/] [/]
Rapid-Eye
138 1.8
2.8
151 1.9
160 1.2
188 4.2
214 3.5
257 4.1
DMC-3
48 1.3
3
125 2
186 2.6
328 2.8
426 3.1
468 6
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turing and assembly tolerances have been identified not only in the aerospace industry
but also in the assembly of different materials such as composites and in the automotive
industry. These uncertainties can be relevant especially when dealing with series pro-
duction where nominally-identical elements are built showing some variability in their
dynamics. Such variability has then been tackled in aerospace applications, especially
focusing on micro-vibration sources.
A brief description on the methodologies currently adopted to measure their distur-
bances has been provided. The case under investigation has shown the dynamic vari-
ability in 51 nominally identical reaction wheels. This has been highlighted in terms of
RMS of the FX(t) and FY (t) and a significant variation is present on all the devices.
The same kind of analysis and variability is presented in the frequency domain, by com-
paring the magnitudes of harmonics for the RWs and significant differences have been
highlighted. The main reason for this scatter can be identified in the defects within the
inner mechanisms of the ball bearings, as already explained in Chapter 2.
Then, the variability analysis is described for the whole satellite. The scenarios involv-
ing nominally identical structures has been presented posing particular emphasis on the
constellation of satellites currently adopted for different purposes. Two cases have been
analysed, which are Rapid-Eye (constellation of 5 satellites) and DMC-3 (constellation
of 3 satellites). Reported TFs have shown the variability on the different crafts, albeit
nominally identical. Such differences are due to manufacturing and assembly tolerances
but also to some non-modelled features which are difficult to consider when performing
the analysis. This is the case of electrical harness which is typically mounted on the
spacecraft in the last stages of satellite assembly, hence it can vary on nominally iden-
tical satellites. In addition, as expected, responses have shown that the variability is
predominant at mid frequency, which is the frequency region where uncertainties start
to be prominent, and high frequency.
Chapter 4
Characterisation of
micro-vibration sources
4.1 Introduction
In order to perform and end-to-end micro-vibration assessment generated by reaction
wheels, it is needed to predict the vibrations produced by these devices when operating
on the spacecraft. It is then possible to apply this set of disturbances to the satellite
structure and estimate its effects on the sensitive payload, whose performance can be
affected by the reaction wheels.
The evaluation of this set of disturbances is the core of this chapter, where the main
theoretical elements for their calculation are described and applied to real satellite
platforms. The current methodologies for the identification of the disturbances are
highlighted as well as their limitations which can lead to inaccurate estimation in spe-
cific circumstances.
Hence, the mathematical theory behind the description of reaction wheel dynamic be-
haviour in frequency domain is explained, and these concepts are then applied to the
scenario of micro-vibration estimation. The concepts expressed in this chapter can be
extended to any other source showing the same dynamic features as reaction wheels. In
addition, the case of nominally-identical wheels, discussed in the previous chapter, will
be tackled, particularly focusing on the issues related to its characterisation including
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its variability and how this can be simplified by introducing an ideal RW that can
represent the dynamic behaviour of an entire batch.
4.2 Features of disturbance input matrix of a reaction
wheel
4.2.1 Mathematical background
Disturbances produced by reaction wheels are typically first measured in the time
domain, as already described in the previous chapter and then transformed to the
frequency domain. Their effects on the satellite payload are usually calculated in the
frequency domain. The features of the signal produced by reaction wheels are usually
considered those of a stationary random process, also known as ergodic process, whose
statistical properties can be retrieved from a sufficiently long sample of the signal itself,
[172]. The physical quantity employed for this analysis is called Power Spectral Density
(PSD), which describes how the ”power” of a signal is distributed over the frequency
range. Mathematically, this quantity Sxx(ω), is defined as the Fourier transform of the
correlation function of signal x(t), [173], as follows:
Sxx(ω) =
∫ +∞
−∞
Cxx(t)e
−jωtdt (4.1)
where Cxx(t) is the correlation function defined as follows:
Cxx(t) = E[x(t1)x
T (t2)] (4.2)
with operator E representing the expected value at two different time steps t = t1 and
t2 = t1 + τ . The main properties of PSD can be listed as follows:
• PSD is a non-negative quantity: Sxx(ω) ≥ 0
• Since the Cross-Correlation Cxx(t) is conjugate symmetric, Sxx(ω) ∈ <
• If x(t) is real then Sxx(ω) is even: Sxx(ω) = Sxx(−ω)
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Similarly, the Cross Power Spectral Density (CPSD), Sxy(ω), is defined as the Fourier
transform of the Cross-Correlation Cxy(t) between signals x(t) and y(t) as follows:
Sxy(ω) =
∫ +∞
−∞
Cxy(τ)e
−jωτdτ (4.3)
where, similarly to Equation 4.2, the Cross-Correlation Cxy(t) is calculated as follows:
Cxy(t) = E[x(t1)y
T (t2)] (4.4)
Hence Sxx(ω) can be seen as a special case of Sxy(ω) with x(t) = y(t) (note that from
now on Sxx(ω) and Sxy(ω) will be simply referred to as PSD and CPSD, for the sake of
simplicity through the reading). It is meaningful, for the work reported in this thesis, to
notice that CPSD is a complex quantity. An important relationship between PSD and
CPSD is given by the spectral coherence ξxy(ω). This parameter describes the degree
of causality between signals x(t) and y(t), where causality is intended as a measure
of dependence of the signals. Values range from 0 (uncorrelated signals) to 1 (fully
dependant signals). ξxy(ω) can be calculated as follows:
ξxy(ω) =
|CPSDxy(ω)|2
|PSDxx(ω)| · |PSDyy(ω)| (4.5)
Relationship 4.5 will prove very useful when defining the disturbance input matrix of
reaction wheels.
4.2.2 Influence of PSD and CPSD in vibration analysis
Before applying the quantities described above to the issue of reaction wheel charac-
terisation, a focus is presented hereafter on the relative importance of PSD and CPSD
when building a generic disturbance input matrix. The aim of this example is to show
that, in order to provide a complete description of the load case in the frequency do-
main, a full disturbance input matrix needs to be taken into account.
For the example under analysis, a panel is considered, whose features are reported in
table 4.1. Two load cases are considered for this example which will be referred to as
Rotational (ROT ) and Directional (DIR). These two configurations are referred to the
force F (t) as depicted in Figures 4.1a and 4.1b. The force is applied with an offset with
respect to the XY plane. The two load cases are described using sinusoidal loads, as
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(a) Panel - Directional Case
{
h
(b) Panel - Rotating Case
Figure 4.1: Directional and Rotational Case, [12]
summarised in Table 4.2. From this table it can be clearly noticed that in both cases
the magnitude of the excitation force F is the same for direction X and Y for DIR
case, whereas there is a pi/2 shift in terms of phase between the component along X
and the component along Y in the ROT case. To clearly show the effects of the phase
in this example, C = D, hence a force acting along the direction identified by nodes 1
and 3 is generated. Note that similar reasoning would hold for C 6= D, but in this case
the force would act along a different direction, and not the diagonal identified by the
two nodes. Assuming the PSD matrix Ψin(f) has to be built, PSD and CPSD need to
Table 4.1: Structural panel properties
Property Value
Dimensions (X x Y x Z) [m] 1 x 1 x 0.01
Young modulus [GPa] 69.9
Density [kg/m3] 2810
Poisson ratio [ ] 0.33
Boundary conditions Blocked at the 4 nodes
Table 4.2: Force decomposition on XY plane for ROT and DIR case
Force magnitude [N ] DIR ROT
X direction C · sin(ωt) C · sin(ωt)
Y direction D · sin(ωt) D · cos(ωt)
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be calculated for the two cases as follows using the Wiener-Khinchin theorem, [174]:
Ψxx(f) = |FFT (Fx(t))|2 = |FFT (Fy(t))|2 = Ψyy(f)
Ψxy(f) = FFT (Fx(t)) · FFT (Fy(t)) ≡ Ψ∗yx(f)
(4.6)
From Equation 4.6 it can be noticed that the disturbance input matrix Ψin(f) for the
ROT and DIR cases would only differ for the off-diagonal terms, i.e. CPSDs, as the
diagonal blocks have shown to be the same. This is due to the fact that the calculation
of Ψxx and Ψyy involves a square, hence the phase information is lost. Two different
input matrices will be generated, ΨDIR(f) for the directional case and ΨROT (f) for
the rotational case. Disturbance input matrix indicates a matrix describing the input
load in frequency domain using PSDs and CPSDs. In the cases under analysis such
matrices will be expressed as follows:
ΨDIR(f) =
 A(f) A(f)
A(f) A(f)
 (4.7)
ΨROT (f) =
 A(f) iA(f)
−iA(f) A(f)
 (4.8)
where A(f) = FFT (Fx(t))
2 = FFT (Fy(t))
2.
The load F (t) is applied to the panel using the following relationship:
Ψout(f) = H(f) ·Ψin(f) ·HH(f) (4.9)
where H(f) is a 4x2 Transfer Function (TF) matrix with Hij representing the reaction
force RZ at node i due to a force applied along direction j (being j = 1, 2 for directions
X and Y respectively). Four different cases have been analysed to study the effects of
the off-diagonal terms in the calculation (note that Ψij(f) will simply be indicated as
Ψij as one excitaiton frequency only is considered):
• Rotational Case without off-diagonal terms in ΨROT (f) referred to as ROT w/o
Ψij
• Rotational Case with off-diagonal terms in ΨROT (f) referred to as ROT w Ψij
• Directional Case without off-diagonal terms in ΨDIR(f) referred to as DIR w/o
Ψij
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• Directional Case with off-diagonal terms in ΨDIR(f) referred to as DIR w Ψij
Results are shown in Table 4.3. Attention is drawn on the comparison between the
two rotational cases, i.e. ROT w Ψij and ROT w/o Ψij . It can be noticed that
they provide the same results in terms of out of plane reaction force RZ at node 1
and 2. This is what is expected as the rotational force excites equally all the nodes
on the panel in terms of RZ . Conversely, when comparing the two directional cases,
i.e. DIR w Ψij and DIR w/o Ψij some differences can be highlighted. In fact, the
Table 4.3: RMS values for the panel frequency simulations, assuming ω = 30Hz, [12]
Case RZ at node 1 RZ at node 2
[N] [N]
ROT w Ψij 0.0016 0.0016
ROT w/o Ψij 0.0016 0.0016
DIR w Ψij 0.0032 0
DIR w/o Ψij 0.0016 0.0016
case with off-diagonal terms shows a value of zero corresponding to node 2, which is
what is expected since the force is acting on the directional identified by nodes 1 and
3, hence a null reaction force is experienced by nodes 2 and 4. Nevertheless, when
looking at the results of DIR w/o Ψij for node 2, the same levels as the rotational
case are obtained. This is clearly wrong as, already explained, a null reaction force
is seen by the off-diagonal nodes 2 and 4. Hence, by looking at the results it can be
concluded that while the rotational case is unaffected by the off-diagonal terms Ψij in
the disturbance input matrix, the same cannot be said for the directional case where
they make a difference and they need to be considered. This can be understood as the
off-diagonal terms Ψij carry the phase information between signals i and j. If they are
neglected, the frequency description will be the same regardless the actual phase shift
between them. This leads to misleading results and let two different physical scenarios
appear the same in frequency domain.
These findings will turn out very useful in the application to reaction wheels.
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4.2.3 Application to reaction wheel
The concepts described above on the power spectrum can be applied to a reaction
wheel when its effects are studied in frequency domain. As already explained, reaction
wheels are characterised by 6 disturbances, 3 of which are measured on a dynamometric
table, while the remaining 3 (momentums) are obtained through a linear combination
of the forces. In particular, a matrix, referred to as disturbance input matrix ΨIN (f)
is generated to describe their dynamics. Such matrix has the following structure:
ΨIN (f) =

PSDxx(f) ... CPSDxMz(f)
...
. . .
...
CPSDMzx(f) ... PSDMzMz(f)
 (4.10)
Matrix 4.10 is fixed for each rotational wheel speed ω. Each term is obtained using
Equation 4.1 to convert disturbances from time to frequency domain, while the off-
diagonal terms are calculated through Equation 4.3.
Power Spectrum Calculation
The conversion from time to frequency domain can be performed using different tools.
One of the most common approaches is the PSD calculation through Fast Fourier
Transform (FFT). If on one side this is very practical, on the other there is no control
in terms of produced noise. Another method adopted in signal processing is the peri-
odogram, [173]. This approach simply refers to the calculation of PSD as it is defined.
The power spectrum Sxx(f) is defined as follows:
Sxx(ω) =
N∑
k=1
Rxx(k)e
−jωkT (4.11)
where Rxx(k) is the cross-correlation function, 1/T is the sample-rate and x(n) is the
available data sequence in the following format:
x(n) =
 xn ∀ n ∈ [1, N − 1]0 elsewhere (4.12)
By expressing the autocorrelation Rxx(k) as follows:
Rxx(k) =
1
N
N−1∑
n=0
x(n)x(n+ k) (4.13)
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and then replacing expression 4.13 into 4.11, the spectral estimation is provided in the
form of a periodogram. The issue is that, despite being a reliable estimator of PSD,
the periodogram has a variance which is generally proportional to the power spectrum
values, hence the need of a methodology that can reduce it. An approach would simply
be to apply a smoothing technique in frequency, which is known as spectral plot, [175].
The alternative is to adopt a method which has been introduced to reduce the noise
variance, known as modified periodogram or Welch method, [176]. This is obtained by
first splitting the time signals in smaller segments, applying an adequate window to
them, calculating the single periodograms and then averaging them. Because the time
segments are uncorrelated, the modified periodograms represent uncorrelated estimates
of the true PSD and hence reduce the variability. In addition, an overlap between two
consecutive segments can be specified; this helps during the application of the window
as no signal loss occurs.
When converting the time domain data to frequency domain, particular attention needs
to be posed towards the harmonics. As already described in Chapter 2, harmonics rep-
resent important physical phenomena occurring within the wheel as they are the results
of defects, imbalances or manufacturing tolerances within the wheel. When measuring
the disturbances generated by RWs on a dynamometric table, a typical measurement
in the time domain looks like Figure 4.2. It can be noticed that a broadband noise is
present with a distribution of impulse trains. They are due to the presence of defects
within the ball bearing. Hence each indentation or defect in the wheel generates a
train of impulses, whose amplitude, decaying rate and dynamic features depend on the
properties of the defect itself (diameter of the balls, surface roughness, material,...),
[177]. The representation of each of these defects in the frequency domain will be a
spike identified as an harmonic of the reaction wheel. This is shown in Figure 4.3 where
the main harmonics have been highlighted. By looking at this Figure, there are several
peaks which could represent a harmonic; hence, in a later section a semi-empirical ap-
proach to identify reaction wheel harmonics all over the rotational speed range will be
presented.
In the following, an analysis on the main features of reaction wheel harmonics is re-
ported.
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Figure 4.2: Time recording of RW generated disturbance Fx(t)
Figure 4.3: Time recording of RW generated disturbance Fx(t) at rotational speed
ω = 4800 rpm
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Identification of reaction wheel harmonics
This step is crucial as the presented methodology in a later section is directly applied
to the most critical disturbances produced by the reaction wheels, known as harmonics.
The identification of harmonics is performed in the radial directions, X and Y , and in
FX(t)
Evaluate PSD through
Welch method
ΨXX(f)
ΨXX signal with threshold
Set peak threshold
DT = µnoise +N · σnoise
fP
hP from the remaining
wheel speeds ω2,...,U
Frequency Normalisation
hP
Binning algorithm
+
30% Evaluation
h∗P
ξXY (h
∗
P ) ≥ 0.95
Radial Force Harmonics hPf
Figure 4.4: Steps for Harmonics Identification at wheel speed ω1
the axial one, Z. A set of measurements at different rotational wheel speed ω is available
for this purpose to gather a comprehensive understanding of the dynamic behaviour
of the reaction wheel. The model used in this study for harmonics identification is
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based on [69]. In the explanation hereafter, the radial harmonics, i.e. those visible
along directions X and Y , are considered. The procedure is shown in Figure 4.4. First,
the frequency content of the disturbance Fx(t) is calculated in terms of PSD using the
Welch method. In order to find the meaningful peaks representing the harmonics, a
threshold DT (ω) is introduced as defined in Equation 4.14. The procedure is iterated
at all the wheel speeds ω available in the measurements.
DT = µnoise(ω) +Nσ · σnoise(ω) (4.14)
µnoise(ω) and σnoise(ω) represent the mean and standard deviation of the spike am-
plitudes and they are extrapolated from the histogram of the considered Ψxx(f). Nσ
is a user defined value and it depends on the signal-to-noise ratio of the data, defined
as noise isolation tolerance. This is an experimentally driven parameter and its usual
value is 3, as shown in [69]. In the case under analysis RW data were acquired at a fairly
high sampling frequency, i.e. 2560Hz, which allows Nσ to be 2.5. All the frequency
steps whose spectral amplitude is above such threshold are considered as possible har-
monics locations. Once the frequency vector of peaks fP has been identified and then
normalised, it is then checked against the hP identified at the other wheel speeds to
identify consistency all over the velocity range ω2, ..., ωU where ωU is the highest rota-
tional speed for which measurements have been taken. This check is performed through
a binning procedure: if hPi appears at least in 30% of the available sets of speed ω,
it is saved in the harmonics vector hP
∗, otherwise discarded. Compared to the clas-
sical approach proposed in [69], an additional step is performed to verify the validity
of the detected harmonics hP
∗. This includes the calculation of the spectral coherence
ξxy(f). Such a step is added as it can be the case that the detected harmonics are due
to numerical issues from post-processing. Since harmonics are the consequence of an
internal feature within the wheel, a correlation exists between the frequency domain
PSDs of Fx(t) and Fy(t) at that specific frequency. Hence the spectral coherence will
be very close to 1. In order to represent an harmonic, the following relationship must
hold:
ξxy(hPi
∗) ≥ 0.98 (4.15)
where the value 0.98 has been shown close enough to 1 to justify the assumption of
correlation between signals. If condition 4.15 is met, then the final vector of harmonics
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Figure 4.5: Spectral coherence ξxy(f) between signals Fx(t) and Fy(t) for 10 RWs
(each colour corresponds to a RW)
is obtained as hPf . The same procedure is performed for Fy(t) disturbance so that the
list of full radial harmonics is identified.
Main features of reaction wheel harmonics: spectral coherence and delay
phase
As already explained, the main features of the PSD of a reaction wheel are the har-
monics generated by defects and tolerances within the inner mechanisms. Hence, it
happens that there is a degree of causality between disturbances FX(t) and FY (t). As
a consequence, recalling the spectral coherence ξxy(f) introduced in Equation 4.5, it
can be shown that this parameter has a peak when harmonics occur. In fact, values
of ξxy(f) very close to 1 can be identified to correspond with the harmonics of Figure
4.5. It is worth noting that other points with very high values can be seen in Figure
4.5. However very high coherence value is a necessary condition for an harmonic but
it is not sufficient.
In the example reported in Section 4.2.2, a particular focus has been given to the phase
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information contained in Ψin(f). Two main cases have been identified which are direc-
tional case (with null phase shift between off-diagonal terms) and rotational case (pi/2
frequency shift). They have shown the importance of the off-diagonal terms Ψij(f)
which contain the phase information between the force components along directions X
and Y . A similar conclusion can be reached in the case of reaction wheel harmonics.
Before describing the example it is worth noting that the phase information this work
refers to is not intended as a spatial phase shift between Fx(t) and Fy(t). Conversely,
it represents the time delay between the two components, hence it will be referred to as
delay phase. Hence a delay phase of pi/2 represents a rotational force, whereas a delay
phase of 0 means the force is directional. All the harmonics identified in the previous
subsection contain a phase information φxy(f). In particular, looking at Figure 4.6, the
main imbalance can be easily identified at around 80Hz with a strong concentration
of points at a phase of 90◦, showing a rotational behaviour. The same can be seen for
the signal content between 200Hz and 300Hz where the delay phase is around −90◦.
However, there are some harmonics, such as the ones highlighted at around 460Hz
and 510Hz which show a different phase content than ±90◦. The same can be seen at
around 800Hz where the delay phase is around −110◦. Hence it can be concluded that
some harmonics show a rotational behaviour, others do not. The effects of this finding
will be now addressed on a real example case with a reaction wheel.
In the case under investigation, the panel already described in Table 4.1 is studied. The
in plane generated disturbances by a reaction wheel are applied on it. Two different
disturbance input matrices are considered, i.e. full matrix Ψin−full(f) and diagonal
matrix Ψin−diag(f):
Ψin−full(f) =
 PSDxx(f) CPSDxy(f)
CPSD∗xy(f) PSDyy(f)
 (4.16)
Ψin−diag(f) =
 PSDxx(f) 0
0 PSDyy(f)
 (4.17)
where ∗ indicates the complex conjugate. Such matrices are applied to the centre of
the panel using Equation 4.9, where H(f) is the transfer function matrix calculated by
imposing a unitary force F (t) at the centre of the panel and evaluating the acceleration
in the out of plane direction. Results, which are shown in Figures 4.7a, 4.7b. clearly
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Figure 4.6: Density plot of the delay phase point for a reaction wheel spinning at
4800 rpm. Density increases from blue to red
(a) Main imbalance (b) Generic harmonic
Figure 4.7: Evaluation of the out of plane acceleration at different harmonic locations
in the 2 cases of ΨIN
highlight that no difference is visible at the main imbalance, f = 80Hz with the differ-
ent disturbance input matrices. This is in line with the findings in Section 4.2.2, where
the disturbance input matrix describing the rotational force has shown to provide the
correct results in both cases, full and diagonal. The same finding has been obtained
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here. Indeed, the main imbalance is described as a rotational disturbance, Figure 4.6,
and the calculated output is unaffected by off-diagonal terms Ψij(f).
Conversely, looking at the highlighted harmonics in Figure 4.7b, different responses
are shown for the two input matrices considered, Ψin−full(f) and Ψin−diag(f). Again,
by looking at Figure 4.6, the harmonics corresponding to 460Hz and 510Hz do not
exhibit a rotational behaviour, hence the responses at these two frequencies show a
different magnitude. Indeed, these cases fall in a non-rotational scenario which has
shown to be influenced by the off-diagonal component of the disturbance input matrix.
With this example, it is clear that for a general harmonic, whose delay phase features
are not known, a complete disturbance input matrix has to be used for calculating the
output.
It is worth reminding that a diagonal matrix is preferred to a fully populated one in
terms of computational cost as it contains positive and real terms only. Conversely,
when dealing with a fully populated matrix, i.e. real representative scenario, com-
plex quantities appear in the off-diagonal positions. In addition, since the off-diagonal
terms represent the correlation between signals along different directions, in many cases
this information is not available, hence these terms are set to zero. In the next sec-
tion, a quantitative assessment of the micro-vibration predictions is shown focusing on
the limitations of the currently adopted methodologies to predict the environment of
reaction-wheels, particularly at the harmonics.
4.3 Evaluation of reaction wheel disturbance input matrix
In the following, the main techniques and approximations used to calculate the distur-
bance input matrix are shown with their limitations. It is worth highlighting, though,
that the majority of these approaches tend to provide a conservative estimation of the
effects of micro-vibrations on the structure. This is especially true at the initial stages
of the mission development where margins are significant. Typically, when considering
the effects of the RW on the payload, some approximations are made regarding the de-
pendence of the disturbances along the different DOFs, i.e. how the phase information
is handled. This is what differentiates the approaches described in the following.
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4.3.1 Full matrix case
This is often referred to as the benchmark case as it is used as a comparison for the
other methods. The disturbance input matrix generated with this approach is the full
one, with all the CPSDs terms included in the calculation. As already anticipated in
Section 4.2.3, PSDs and CPSDs are calculated at each frequency step using the Welch
method; the parameters for the calculation are reported in the following and are kept
constant in all the calculations shown in the thesis:
• Window type: Hamming
• Window length: 5000 samples
• Overlap: 50%
The reason behind the choice of this parameter is reported in Appendix A. This case
is slightly different from the calculation of the input matrix in Section 4.2.3 as in
that case only the in plane XY disturbances were considered, such that Ψin(f) ∈ [2, 2].
Conversely in the full case scenario, which is the case depicted here, all the disturbances
in space are considered, with Ψin(f) ∈ [6, 6]. This is referred to as the benchmark case
as it includes all the terms in the disturbance input matrix and it is directly retrieved
from the time domain data, with no approximation. Once the matrix Ψin−full(f) has
been built, Equation 4.9 can be used for the evaluation of the output.
4.3.2 Diagonal matrix case
This second case represents one of the most popular approaches, [178], which presup-
poses the removal of the off-diagonal terms from the disturbance input matrix. Hence,
the final structure of the matrix will be the same as the one described in the full matrix
case but the off-diagonal terms will be such that:
Ψij(f) = 0 ∀f ∈ [0, fU ] (4.18)
where fU indicates the upper limit value of the frequency range considered. Condition
4.18 is usually justified by the fact that phases between signals along different directions
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Figure 4.8: Top view of the dynamometric table geometry
are random and uncorrelated and the magnitude of these terms is negligible compared
to the diagonal ones. As shown in Section 4.2.3, such approximation is true in some
cases but generally, when dealing with RW mechanical defects, there can be a relation
between these signals. Some studies, [178], tend to neglect some of the off-diagonal
terms such as terms CPSDxMz. It will be proved that this assumption is not always
correct as both quantities, Fx(t) and Mz(t), are obtained from the radial disturbances,
hence the same harmonics are embedded within the two signals since the moment Mz(t)
is calculated as a combination of Fx(t) and Fy(t) using the following relationship:
Mz(t) = b(−Fx1+2 + Fx3+4) + a(Fy1+4 − Fy2+3) (4.19)
where a and b are shown in Figure 4.8. Similarly to what happens in the case of full
matrix, once the input matrix Ψin−diag(f) has been built, Equation 4.9 is applied for
the computation of the output.
4.3.3 Amplitude summation
The main advantage of the previous cases stays in the fact that both consider the cou-
pling between disturbances and transfer function of the structure along the different
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DOFs, as the multiplication between matrices accounts for the cross-products. Con-
versely, the amplitude summation method lacks in this sense. This is a methodology
often applied in industry, [14, 179] not only for reaction wheel, but in general for many
micro-vibration sources. The approach consists in accounting for the worst case sce-
nario along the different DOFs of the structure by summing the effects generated along
the single separated DOFs. Such approach is adopted when no information about the
phase is available. It is assumed the response due to the disturbance along X has to
be computed, which is defined as follows:
Ψout−x(f) = H(f) ·Ψs−x(f) ·H∗(f) (4.20)
where Ψs−x(f) is expressed as follows:
Ψs−x(f) =

PSDxx(f) ... 0
...
. . .
...
0 0 0
 (4.21)
The required response is then obtained by replacing the expression of the matrix 4.21
into Equation 4.20 and then taking its diagonal:
Ψout−x(f) = diag(Ψout−x(f)) =

Ψout−xx(f)
Ψout−yx(f)
Ψout−zx(f)
Ψout−Mxx(f)
Ψout−Myx(f)
Ψout−Mzx(f)

(4.22)
where Ψout−ix is the response along direction i due to excitation along direction X.
Once all the contributions have been evaluated, the final responses are estimated as
follows:
Ψout−J(f) =
√√√√ 6∑
i=1
Ψ2out−Ji(f) (4.23)
where J identifies the direction of the response considered and i the input direction.
Clearly this approach leads to a significant overestimation of the response along the
different DOFs as each contribution is considered without its phase information and the
square root summation is performed to get the final response. This drawback is clearly
shown in the thesis where comparisons among different methodologies are proposed.
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4.3.4 Limitations with the current methodologies
All the described methodologies can provide an estimation of the effects of micro-
vibration disturbances generated by reaction wheels. The full matrix is considered the
benchmark, as already explained, as it takes into account all the contributions of the
different signals from time domain. The diagonal matrix case can provide unreliable
predictions in specific cases, as shown in Section 4.2.3, while the amplitude summa-
tion method generally provides significant overestimation compared to the full matrix
case. In addition, when a reaction wheel has to be mounted on the spacecraft, it is not
selected during the first phases of the mission design. Conversely, in a preliminary/fea-
sibility study, it is only chosen in terms of batch and model, Figure 4.9. Hence at the
beginning of the mission the margin of uncertainty on the reaction wheel is not negli-
gible. This has been described in Section 3.2, where nominally-identical objects have
shown to experience a great level of scatter. Following the methodologies described in
the previous sections, each reaction wheel will be characterised with its own disturbance
input matrix Ψin−i(f). In order to provide an exhaustive micro-vibration assessment,
each disturbance matrix Ψin−i(f) corresponding to a specific wheel, should be assessed
against the structure. This operation should be repeated N times, where N is the
number of the reaction wheels within that batch and for a number of input/output
combination which can be numerous if several configurations have to be assessed. Fur-
thermore, if the same batch had to be used on a different structure, or on an updated
version of the same structure at a later stage of the mission design, the operations just
described would need to be iterated again, leading to a non practical scenario. The
greater the number of components within that specific batch, the more problematic the
micro-vibration assessment would be.
Hence the need of developing a methodology that would allow a prompter evaluation
of the effects of an the entire batch of wheels on the structure without the need of
assessing each reaction wheel separately. The next section will present a methodology
developed in this thesis that enables the generation of an unique disturbance input
matrix that is able to represent the behaviour of the entire family of reaction wheels.
The main advantage of this methodology stays in dealing with only one disturbance
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Figure 4.9: Batch of nominally-identical reaction wheels, Courtesy of Honeywell
Aerospace
input matrix which accounts for the uncertainty within the complete batch of reaction
wheels. Hence, it can be applied in different situations and it much more convenient
than looking at N disturbance input matrices.
4.4 Maximum Cross Correlation Method
The methodology presented here is based on the assumption of fully populating the
disturbance input matrix Ψin(f). The flow of operations is described in Figure 4.10
where the main steps are reported. A detailed description, however, is presented here-
after. This can be achieved by appropriately calculating the diagonal terms Ψii(f) and
the off-diagonal ones Ψij(f). The method currently described is first explained for a
single reaction wheel and then extended to the case of multiple RWs. The disturbance
input matrix generated within this methodology will be referred to as Ψin−MCCM(f)
in the following pages. It is divided into two main steps which are first the evaluation of
diagonal terms Ψii(f) and magnitude of off-diagonal Ψij(f), and then the calculation
of the delay phase φij(f). Here, the diagonal terms of the matrix are obtained using
the exact procedure, i.e. starting from the time domain signals, the modified Welch
periodogram is applied and Ψii(f) are computed. Regarding the Ψij(f) terms a prelim-
inary check is performed whether it is necessary to account for them or not. As already
highlighted in 4.2.3, spectral coherence has shown very high values in correspondence
of the harmonics; hence in the proposed methodology Ψij(f) will be considered only
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Figure 4.11
Conversion from time to phase
Equation 4.25
Figure 4.10: Steps for the application of MCCM
when an harmonic is detected leading to the following case:
|Ψij(f)| =

√
ξij(f) ·Ψii(f) ·Ψjj(f) ∀f ∈ fpf
0 elsewhere
(4.24)
where ξij(fpf ) is assumed to be 1 for f = fpf . Once the magnitude |Ψij(fpf )| has been
calculated, the phase has to be determined. This is the most complex part as it dictates
the real and imaginary contribution of the off-diagonal terms. The approximations used
tend either to completely neglect the off-diagonal terms or to apply the summation
rule, as already explained, when phase information are not available. Conversely, the
methodology suggested in this thesis uses the phase φij(fpf ) as a parameter to build a
disturbance input matrix that can represent the dynamic behaviour of the entire batch
of wheels. The complexity of the problem stays in the fact that, regardless of how the
input matrix is built, its effects will be shown once this is applied to the structure and
the output evaluated. As a consequence, depending on the inner dynamic properties of
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the structure, the same input matrix can lead to different results on different structures.
Hence the aim of the proposed methodology involves the evaluation of the source by
simply working on the source itself, regardless of the considered structure. As such,
the phase is evaluated through the Cross Correlation Cij(t) in time domain of RW
signatures. In fact, the Fourier transform of this quantity is, by definition, equal to the
Cross Power Spectral Density, [173]. The main innovation of the proposed method relies
on the phase φij(fpf ), as it is directly driven by the Cross Correlation. In particular,
this methodology aims at finding the physical scenario where this quantity is maximised
in time.
Searching for the maximum of the Cross-Correlation corresponds to the identification
of the physical scenario in which the combination of signals along direction i and j
is maximised. The maximisation is calculated for all the harmonics identified in hpf .
This methodology is called Maximum Cross Correlation Method (MCCM) as it aims
at maximising the effects generated by the two considered signals in the reaction wheel
disturbance matrix by looking at the Cross-Correlation function between them. In the
following the mathematical steps will be described.
4.4.1 Mathematical description for the evaluation of delay phase
As already explained, a procedure to calculate diagonal terms Ψii(f) has been described,
as well as the computation of the magnitude of off-diagonal terms |Ψij(fpf )|. Note that
diagonal terms will be always referred to a Ψij(f) as they are calculated for all the
frequencies considered in the analysis. Vice versa, off-diagonal terms will be referred
to as Ψij(fpf ) as they are only evaluated at the harmonic locations.
In order to illustrate the estimation of the delay phase φxy−max(ffp), the term Ψxy(ffp)
is considered, hence signals Fx(t) and Fy(t) are taken into account. The subscript
−max in the phase notation indicates that it is obtained from the maximisation of the
Cross-Correlation, which represents the physical condition where the combined effects
of disturbances FX(t) and FY (t) are maximised. In order to obtain the harmonic
content of the disturbance signal at each step, a series of sample sinusoids A · s(t, fpf )
is introduced where A is a constant amplitude coefficient, as shown in Figure 4.11.
Searching the maximum of Cxy(t) corresponds to the physical condition where the
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FX(t) - Example of sinusoid
filter at fm = 80 Hz
Cross-Correlation CXs(t, fpf )
FY (t) - Example of sinusoid
filter at fpf = 80 Hz
Cross-Correlation CY s(t, fpf )
Figure 4.11: φmax−xy(fpf ) estimation: evaluation of the maximum cross-correlation
between signal Fx(t) and Fy(t)) and s(t, fpf ) with fpf = 80 Hz, [12]
combination of the considered signals Fx(t) and Fy(t) is maximised. In particular,
maximisation is iterated at all the f
pf
harmonic frequencies. The method will be
referred to as Maximum Cross Correlation Method (MCCM). The main advantage of
MCCM stays in the independence on the structure it is applied to, as it purely works on
the source. As already mentioned, one of the main issues of the available methodologies
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is the variability of their performances depending on the structure it is applied to. As it
will be shown, MCCM is robust for applications to structures with different properties,
geometries and complexities. In this way, it is possible to determine such disturbance
input matrix in a generic case.
As already anticipated, in order to obtain the harmonic content of the disturbance Fx(t)
a series of sample sinusoids s(t, fpf ) is introduced. For each sinusoid s(t, fpf ), the Cross-
Correlation between signal s(t, fpf ) and Fx(t) is evaluated. Cxs(τ) is then maximised
to get Cxs(τ = τmax−xs) where τmax−xs is the time lag at which the Cxs is maximised,
see Figure 4.11. The same procedure is followed for the signal Fy(t) and τmax−ys(fpf )
is calculated. Eventually, the difference between the two time lags, τmax−xs(fpf ) and
τmax−ys(fpf ) is computed, which is directly linked to the phase information through
the following relationship:
φmax−xy(fpf ) = 2pi ·∆t · (τmax−xs(fpf )− τmax−ys(fpf )) · fpf (4.25)
where ∆t is the time interval between two subsequent measurements from the dynamo-
metric table. Having computed the magnitude |Ψxy(fpf )| and the phase φmax−xy(fpf ),
the term Ψin−MCCM (1, 2, fpf ) has been fully defined. Once φmax−xy(fpf ) has been
determined, the same approach is applied to obtain φmax−xz(fpf ) and for the torques
φmax−xMx(fpf ) and φmax−xMz(fpf ). The remaining phases are calculated through time
constraints, i.e. τmax−Mzz(fpf ) = τmax−Mzx(fpf ) − τmax−xz(fpf ). With MCCM it is
then possible to fully populate the disturbance matrix ΨIN−MCCM (fpf ).
4.4.2 Extension to multiple reaction wheels
The main advantages of MCCM can be highlighted when dealing with the case of re-
action wheels supposedly identical. In fact, as already anticipated in Section 4.3.4, in
order to characterise a full batch of Q reaction wheels, their disturbances should be
measured on a dynamometric table and they should then be separately assessed on
the structure to evaluate the effects of their generated vibrations. A scatter would be
present among the single responses because of the variability due to manufacturing tol-
erances and defects already described in the thesis. Conversely, when applying MCCM,
an unique disturbance input matrix can be used. Hence this provides a great advantage
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when dealing with a numerous batch of wheels as Ψin−MCCM (f) has to be calculated
only once and then applied to the different configurations. In this section an extension
of MCCM is suggested for the characterisation of multiple reaction wheels.
As it has been explained previously, diagonal Ψii(f) and off-diagonal terms Ψij(fpf )
need to be identified. For the former ones, the Welch periodogram is applied for each
of the Q wheels under evaluation. Hence the diagonal terms Ψii(f) are calculated as
follows:
Ψii(f) = max
Q
[Ψii(f)] (4.26)
As a second step, the off-diagonal terms Ψij(fpf ) are calculated. In this case, when
computing their magnitude, the check of Equation 4.15 has to be extended to the whole
set of Q wheels. It can happen that not all the Q wheels show the same harmonics
because of defects and manufacturing tolerances. Hence, there could be a subset of R
wheels, with R < Q, which show that specific harmonic, but not the remaining Q−R
wheels. In this case the magnitude |Ψij(fpf )| is estimated as follows:
|Ψij(fpf )| =
√
|max
R
[Ψii(R, fpf )]| · |max
R
[Ψjj(R, fpf )]| (4.27)
For the phase estimation, the procedure described for the single wheel case is iterated
Q times to compute the phase φij(fpf ).Considering the signals Fx(R, t) and Fy(R, t) as
an example, R φxy(fpf ) are obtained and are then averaged to get φmax−xy(fpf ) .The
same procedure is followed for the remaining phases φij . The methodology is iterated
at all harmonic frequencies identified in f
pf
.
4.5 Application of MCCM
In this section, the methodology previously described is shown in different applica-
tion cases. Three different structures are considered, differing in terms of structural
complexity and dynamic behaviour. In addition, multiple mounting configurations of
the wheel on the structure are taken into account, hence showing the robustness and
validity of the method in several conditions. In particular, the reaction wheel can be
mounted on the structure in a way such that its axes do not coincide with the struc-
tural one, as shown in Figure 4.12. RWs are generally mounted on the S/C in different
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configurations in terms of relative angle with respect to the satellite, [180], for a mat-
ter of power consumption and torque requirements. In this case, once the angles of
Figure 4.12: Mounting configuration of the RW on the structure, [12]
the reaction wheel axes are known with respect to the structural ones, the change of
coordinate of the response can be written as follows:
Ψout(fpf ) = H(f) ·R ·Ψin(f) ·RT ·HH(f) (4.28)
where R = Rn · Rn−1 ·R1 is a rotational matrix representing a series of rotations of
the RW axes with respect to the reference axes of the structure (in order from 1 to
n rotations). Figure 4.12 shows the RW frame (XRW , YRW , ZRW ) and the structural
one (XS , YS , ZS). In the verification of MCCM a random selection of rotation angles
[−pi pi] and rotation axes has been used, in order to generate random and uncorrelated
simulations. With this kind of framework, it is possible to create a comprehensive
scenario that includes a wide range of application cases. The applications of MCCM
also involve a comparison with the methodologies currently applied for the assessment
of micro-vibration environment produced by a wheel. Such analysis highlights the
main limitations in terms of prediction margin, η, which needs to be included when
performing the assessment. This margin is defined in this thesis as the ratio between
the response predicted by benchmark case (Real−out) and the considered methodology
(either full, diagonal matrix or amplitude summation). Hence the following evaluation
of η will be included in the analysis:
• ηMCCM (fpf ) = ΨMCCM−out(fpf )ΨReal−out(fpf )
• ηDIAG(fpf ) = ΨDIAG−out(fpf )ΨReal−out(fpf )
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• ηSR(fpf ) = ΨSR−out(fpf )ΨReal−out(fpf )
where ΨMCCM−out(fpf ), ΨSR−out(fpf ) and ΨDIAG−out(fpf ) correspond to the output
obtained in MCCM, summation rule and diagonal case respectively. It has to be noted
that η(fpf ) ≥ 1 by definition, hence numerator and denominator are switched accord-
ingly. The goal would be to have η(fpf ) = 1 as this means that one of the three
methods under analysis is able to provide the same result as the benchmark case. Re-
garding the input disturbances from reaction wheels, these have been obtained in a
blocked configuration, using a dynamometric table, with the wheel rigidly connected to
it. For each RW, a ramp-up test was run from 100 to 5000 rpm, taking measurements
every 100 rpm (50 measurements in total) and sampling rate of 2560Hz. Note that
the lateral mode of the wheel occurs at around 800Hz. The full matrix case acts as
benchmark and it has been created by characterising 30 RWs separately, hence the full
disturbance input matrix Ψin(f) for each wheel is fully populated from the time domain
signals using the Welch method. Each of the 30 Ψin(f) matrices is assessed separately
on the structure under test using Equation 4.9 and, once the transfer function matrix
H(f) is evaluated, six responses are obtained (three forces and three moments). These
are then maximised at each frequency step in order to obtain the maximal responses
ΨReal−out(f) representing the benchmark. Regarding the amplitude summation rule,
this is applied as described in Section 4.3.3 where its diagonal term Ψii(f) is assumed
to be the maximum of the 30 wheels considered. In the following analysis the wheel is
spinning at ω = 4800 rpm.
4.5.1 Case A: Structural panel
The first case involves the application of the disturbances input matrices on a 2D panel.
The properties of this structure are reported in Table 4.4 In this case, the panel shows
structural modes which do not interact with the harmonics generated by the wheel, as
shown in Figure 4.13. The main reason for choosing this kind of structure is that the
effects of the methodology itself can be clearly understood. Despite being an unrealistic
situation, as in the majority of the occasions there is an interaction of the reaction
wheel harmonics and the dynamic of the structure, this example can prove the benefits
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Table 4.4: Case A - Structural panel properties, [12]
Property Value
Dimensions (X x Y x Z) [m] 5 x 2 x 0.08
Young modulus [GPa] 69.9
Density [kg/m3] 2810
Poisson ratio [ ] 0.33
Boundary conditions Blocked at the 4 nodes
of MCCM by purely looking at the results generated by the disturbance input matrix
coming from MCCM. The next cases will tackle also the coupling between reaction
wheels and structural modes of the item on which the wheel is mounted. Results are
reported in Table 4.5. Looking at the X direction, Table 4.5, it can be noticed that the
prediction margin is closer to 1 for MCCM than the other two. In particular, the SR
method shows the largest variations due to the assumption that the input is applied
Figure 4.13: RW harmonics (green circles) do not interact with the modes of the
structural panel. Note that there are some ΨXX peaks that overlap with the structural
modes of the panel but they do not represent harmonics as they are not consistent all
over the range of RW rotational speed ω1, ..., ωU considered, [12]
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Table 4.5: Case A - Comparison of acceleration responses along X: each value is
the average of 15 different configurations. Values indicate the ratio between the two
considered responses at ωRW = 4800 rpm
Harmonic number Frequency ηMCCM ηDIAG ηSR
[ ] [Hz] [ ] [ ] [ ]
1.02 81.6 1.00 2.16 4.6
1.23 98.4 1.29 1.37 2.7
2 160 1.06 1.52 6.6
3.91 312.8 1.3 1.7 1.2
4.51 360.8 1.16 1.58 11
4.87 389.6 1.05 1.29 3.2
6.89 551.2 1.57 1.63 1.8
8.63 690.4 1.7 3.1 4.5
9.25 740 1.3 1.9 4.31
Average 1.27 1.81 4.4
separately for each direction, as described in Section 4.3.3, and each contributions is
considered to be positive in the square summation. Looking at DIAG, the fundamental
harmonic, which has been shown as rotational, exhibits a very high factor, i.e. 2.16.
This result could appear in contrast with the statement about the main imbalance in
Section 4.2.3, i.e. Ψij are irrelevant for rotational harmonics. In reality, Section 4.2.3
was assuming an in plane problem with Ψin(f) ∈ C2x2. Conversely, in the current
example, the full matrix is generated, hence Ψin(f) ∈ C6x6. This implies that all
the Ψij(fpf ) terms can affect the response, not only the rotational Ψxy(fpf ) as for
the example in Section 4.2.3. The goodness of the results obtained with MCCM are
relevant also looking at the other harmonics where it outweighs both currently adopted
methods, DIAG and SR.
4.5.2 Case B: Box structure
This second case considers a more complex structure which will be referred to as box
structure. The four bottom vertices of the structure are blocked and the main modes
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up to 800Hz are reported in Table 4.6. In order to determine the transfer function
Table 4.6: Box structure modes (up to 800 Hz)
Mode number 1 2 3 4 5
Frequency [Hz] 250 355 465 505 640
H(f) and apply the reaction wheel disturbances, a rigid connection is placed on the
upper face of the structure, as shown in Figure 4.14, where input and output locations
are indicated. Results are reported along Y direction in Table 4.7. They are in line
Figure 4.14: FEM of the box structure, [12]
with the ones obtained in the previous case. It can be noticed that harmonic 4.51
is highlighted as it is interacting with mode number 2 of the box structure (this can
be seen as harmonic number 4.51 corresponds to 360.8 Hz, Table 4.7, which is very
close to mode number 2 of the structure, Table 4.6). This case is known to be one
of the most critical when assessing the effects of micro-vibrations on the spacecraft.
The results for this harmonic clearly show a significant overestimation using the SR
method. In fact a prediction margin around 7 is obtained compared to 1 for MCCM.
Compared to DIAG, MCCM still performs better all over the harmonic spectrum
providing a prediction margin improvement around 0.3 = 1.55 − 1.2, which is almost
25% improvement in prediction margin . As already stated, this result could give more
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Table 4.7: Case B - Comparison of acceleration responses along Y direction: each
value is the average of 15 different mounting configurations. Values indicate the ratio
between the two considered responses at ωRW = 4800 rpm
Harmonic number Frequency ηMCCM ηDIAG ηSR
[ ] [Hz] [ ] [ ] [ ]
1.02 81.6 1 1.86 13
1.23 98.4 1.33 1.58 2.48
2 160 1.2 1.4 1.6
3.91 312.8 1.4 1.5 1.21
4.51 360.8 1.01 1.45 7.43
4.87 389.6 1.2 1.51 4.2
6.89 551.2 1.09 1.34 1.86
8.63 690.4 1.23 1.6 ∼ 40
9.25 740 1.3 1.8 5.2
Average 1.2 1.55 8.55
flexibility in the design of other subsystems components on the satellite.
4.5.3 Case C: Space platform SSTL-300
This last application case considers a real space platform which has been extensively
used by SSTL in several missions such as Top-Sat, Rapid-Eye and Nigeria-Sat. Due to
the complexity of this structure, two sub-cases are considered, which include different
combinations of input/output locations. Transfer function matrix H1(f) corresponds
to input and locations respectively I1, O1 while H2(f) corresponds to input and output
locations I2 and O2. In particular for H1(f) the input and output locations represent
the reaction wheel and imager locations. Regarding H2(f), I2 and O2 represent re-
spectively a different reaction wheel and the camera, as shown in Figures 4.17a, 4.17b.
Table 4.8 shows the results of the two sub-cases considered. Similar results are also
obtained along direction Y as shown in Table 4.10.
It is worth noting that in this case most of the harmonics interact with spacecraft
modes (bold values), as shown in Table 4.9 where a limited list of the spacecraft reso-
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Table 4.8: Case C - Comparison of the acceleration response along X direction: each
value is the average of 15 different configurations. Average between the results obtained
for H1 and H2. Values indicate the ratio between the two considered responses at
ωRW = 4800 rpm
Harmonic number Frequency ηMCCM ηDIAG ηSR
[ ] [Hz] [ ] [ ] [ ]
1.02 81.6 1.26 1.92 15.83
1.23 98.4 1.1 1.31 5.6
2 160 1.13 1.45 6.2
3.91 312.8 1.61 1.58 17
4.51 360.8 1.04 1.11 7.43
4.87 389.6 1.11 1.21 4.2
6.89 551.2 1.2 2.57 185
8.63 690.4 1.28 1.69 5.67
9.25 740 1.46 1.95 7.6
Average 1.24 1.64 > 20
nances is reported. In addition, predictions obtained through SR method provide very
high discrepancies. Nevertheless, there are some cases, such as the response at the
main imbalance along Y direction, where the SR shows very good agreement with the
benchmark case. Conversely, other harmonics, such as 9.25, exhibit a large discrep-
(a) Input locations (b) Output locations
Figure 4.15: SSTL-300 FEM
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Table 4.9: RW harmonics (at ωRW = 4800 rpm) and SSTL− 300 eigenmodes. Bold
values represent the crossing between harmonics and structural vibration modes, [12]
Harmonic number SSTL− 300 main eigenmodes
(corresponding frequency [Hz]) [Hz]
1.02(81.6) 1st − 68.3
1.23(98.4) 2nd − 70.7
2(160) 3rd − 98.3
3.91(312.8) 12th − 131.92
4.51(360.8) 23rd − 159.9
4.87(389.6) 59th − 261.2
6.89(551.2) 89th − 312.8
8.63(690.4) 95th − 360.5
9.25(740) 158th − 534.4
160th − 551.3
221st − 740.2
Table 4.10: Case C - Comparison of the Y responses: each value is the average of 15
different configurations. Average between the results obtained for H1(f) and H2(f).
Values indicate the ratio between the two considered responses at ωRW = 4800 rpm
Harmonic number Frequency ηMCCM ηDIAG ηSR
[ ] [Hz] [ ] [ ] [ ]
1.02 81.6 1.06 1.58 1
1.23 98.4 1.2 1.3 6.6
2 160 1 1.79 8.2
3.91 312.8 1.3 1.2 10
4.51 360.8 1.02 1.37 37
4.87 389.6 1.56 1.58 5.9
6.89 551.2 1.23 1.25 6.1
8.63 690.4 1.06 1.31 23.48
9.25 740 1.17 1.62 > 200
Average 1.18 1.45 > 30
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ancy. In fact, having obtained SR response from the square root summation of the
single responses, high mismatch can be obtained depending on the sign of the single
responses. In SR, the responses are always considered to be positive, as the square
root summation is involved, hence in most of the cases large overshoots are predicted.
Nevertheless, there are some situations where the sign of the transfer function matrix
H, can lead to some underestimations. Looking at the overall performance of MCCM
in this last case, a margin reduction of approximately 0.4 for the X direction response
is recorded. In this last case, it is evident that the limitations of both DIAG and SR
are more visible; this is due to an higher degree of coupling between the reaction wheel
and the structure, which is not accounted for in these two methods. Hence, the ap-
proximations due to a diagonal matrix or the application of SR method lead to higher
prediction margin η.
4.5.4 Source characterisation with a limited number of devices
Among the advantages suggested with MCCM in terms of improvement of predic-
tion margin η, there is also the possibility of defining the full disturbance input matrix
Ψin−MCCM (f) by using a limited set of the available data from the reaction wheel char-
acterisation. This is shown in the following by considering the response with a different
number of wheel for each case. A batch of n = 30 RWs is available; the evaluation of
the response in the application Case C is taken into account (the specifications of the
simulation are reported in the caption of Figure 4.16). Here, the response is evaluated
with a number of reaction wheels ranging from p = 1 to p = 30, as shown in Figures
4.16a, 4.16b. More convergence plots are reported in Appendix B. The simulations have
been run using a random samples of wheels, i.e. for each simulation the specific wheel
selection from the full batch is completely random, hence wheels are not selected with
a sequential ID. It can be seen that the response converges towards its value as p→ n.
Furthermore it seems that as p approaches 20, the response plateaus to the converging
value. Hence it could be concluded that considering p ≥ 20 would lead to a response
value which is equal or can be approximated with the full case (p = n = 30). In order
to prove this kind of convergence, a statistical approach is required, which is based on
running the same problem several times and then look at the results in terms of the
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(a) ΨXX at h = 4.51 (b) ΨYY at h = 3.69
Figure 4.16: Convergence of the harmonics hi for response ΨXX−OUT computed on
SSTL − 300 using MCCM with R = R1 ∗R3, θ1 = 150◦ and θ3 = −104◦, H = H1,
[12]
most common occurrance. This approach is called bootstrapping method. It was ini-
tially introduced in [181] to provide estimations of the main statistical properties of the
population by considering a reduced sample only. Indeed, given a population x, a boot-
strap sample x∗ = (x∗1, x∗2, ..., x∗p) is obtained by sampling n times with replacement,
i.e. each sample can be selected more than once (e.g.: if p = 7, one possible bootstrap
sample could be x∗ = (x∗1, x∗2, x∗2, x∗6, x∗5, x∗3, x∗6)). One of the main conditions to obtain
a valid bootstrap sample is that it has to be representative of the population. Once x∗
is built, B bootstrap replications are run. θ is desired as the statistical quantity of the
population under evaluation,( e.g. standard deviation, mean value, variance, median)
the bootstrapping method computes the bootstrap sample quantity θ∗. By correctly
selecting the number of repetitions B it happens that θ∗ ∼ θ. [182] suggests to run the
method for values of 2000 ≤ B ≤ 10000, depending on the complexity of the data. In
the case under analysis the bootstrap technique is used to demonstrate the convergence
of MCCM response along direction X for p ≥ 20, i.e. p = 20 is enough to characterise
the behaviour of the RW batch. For this purpose, bootstrapping is run with two dif-
ferent p values as shown in Table 4.11. Harmonic h = 2 is considered and the exact
value of the response p = n = 30 is such that ΨReal−out−XX(h = 2) = 3.2 · 10−6 g2/Hz.
Results are shown in Figure 4.17 where the histograms of the bootstrap results in terms
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Table 4.11: Bootstrapping results for ΨXX at harmonic h = 2 on SSTL-300. Number
of family of RWs n = 30. Error calculated with respect to the response with p = n = 30,
i.e. ΨReal−out−XX(h = 2) = 3.2 · 10−6 g2/Hz, [12]
B MCCM [g2/Hz] n Error
5000 2.95 · 10−6 20 RWs 7%
5000 2 · 10−7 5 RWs 93%
of MCCM response along X are reported. It can be seen that in the case of p = 20 the
(a) Bootstrapping with p = 5 RWs (b) Bootstrapping with p = 20 RWs
Figure 4.17: Bootstrapping results for ΨXX - Each bar represents the number of
occurance of each value in the x axis. The highest value is the most common. Simulation
parameters are the same as Table 4.11. An order of magnitude of difference is present
between the 2 cases, [12]
predicted percentage difference in terms of response between the bootstrapped result
and the real case is 7% whereas with a bootstrap samples p = 5 it is 93% (it is assumed
that an error below 10% is acceptable). Since, as already stated, the bootstrapped
sample needs to be representative of the entire population, the results validate this
assumption, i.e. p ≥ 20 RWs is enough to characterise the whole family of RWs.
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4.6 Summary
This chapter has dealt with the characterisation of micro-vibration sources, in particular
reaction wheels. The topic has been tackled by studying the structure of the disturbance
input matrix Ψ(f), the main limitations associated to the current methodologies for
its calculation and proposing a novel approach to overcome such shortcomings .
The mathematical background of the quantities used to populate the disturbance input
matrix has been described with a particular focus on the definition of Power Spectral
Density and Cross Power Spectral Density. Their derivations from time domain to
frequency domain have been explained. In addition, the effects of these terms on the
vibration analysis have been described. A practical example has been shown, mainly
to investigate the influence of the CPSDs on the calculation of the response. Two
main cases have been defined which are referred to as rotational and directional. The
former being unaffected by CPSDs, the latter being significantly modified with CPSDs.
From the simple example, the relevance of PSDs and CPSDs has been investigated in
a real reaction wheel, with its disturbance input matrix fully populated in the in-plane
directions. This case has been studied also by introducing the concept of reaction
wheel harmonics which is fundamental for the description of the novel methodology.
This section was finally concluded with the description of some common and useful
features of the harmonics in terms of spectral coherence and phase.
Then, three different methodologies currently used to calculate the disturbance input
matrix Ψ(f) have been described. The first one representing a full population of the
matrix and representing the benchmark method; the second assuming a purely diagonal
matrix and the latter which is the most adopted methodology in industrial applications,
that tends to overestimate the response. Once described, the main drawbacks of these
approaches have been highlighted, especially focusing on the scenario of the character-
isation of multiple reaction wheels.
In order to tackle the characterisation of a batch of wheel, the Maximum Cross Cor-
relation Method (MCCM) has been introduced, as an approach to describe a batch
of reaction wheels without the need of knowing the disturbance matrix Ψ(f) of the
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single wheel. It provides a methodology that can be used to build an unique distur-
bance input matrix able to describe and represent the full family of reaction wheels.
Its mathematical theory has been outlined and its validity shown in applications to
different structures. Results have shown an improvement of an average margin of 0.5
in the cases analysed.
Chapter 5
Variability of vibration
transmission through satellite
structures
5.1 Introduction
Until now, variability has been studied and investigated on micro-vibration sources on
board the satellite. It has been shown that it can significantly affect the reliability
of micro-vibration predictions if neglected. The main source of variability in that case
stays in the value of the generated vibrations by micro-vibration sources. However, this
is not the unique cause. Indeed, looking at Equation 4.9, which is reported here for
clarity, two are the main matrices producing uncertainties when assessing the structural
response.
Ψout(f) = H(f) ·Ψin(f) ·HH(f) (5.1)
where H(f) is the transfer function of the structure and Ψin(f) the PSD matrix of the
vibration input source. In the previous chapter the term Ψin(f) has been characterised
and a methodology to account for the structural differences among several wheels has
been proposed.
In this chapter the second term of Equation 5.1 is tackled, which is H(f). This term,
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which is referred to as the transfer function, embeds the features of the vibration prop-
agation in the structure from the input to the output location. It is through this
transmission that uncertainties arise due to non-linearities, electrical harness distribu-
tion and other factors which are not always included in the FE model. In this chapter
such variability is targeted by complying with the computational constraints of the
aerospace industry. Indeed, as already discussed in Chapter 2, CMS approaches are
among the most popular in this field. This is due to the fact that these methods include
an analysis framework that allows the whole structure to be split into several subsys-
tems, which is very convenient as FE models are typically built by different companies
and then delivered to a satellite prime contractor in terms of subsystem mass and stiff-
ness matrices. CMS methods are then advantageous in this sense as they facilitate such
an approach.
Among them, Craig-Bampton is also able to reduce the number of DOFs in the analysis
as well as taking into account the static and dynamic component of the problem, unlike
other CMS techniques such as Guyan reduction, [150]. In addition, it can also provide
an extension to the classical method which is able to include structural uncertainties in
the analysis. In the following, the method will be first described in details in its classical
form and its advantages in terms of computational efficiency and ease of application
highlighted. Then, the extension for the inclusion of uncertainties will be presented.
However, it will be shown that there is a lack of a systematic methodology to estimate
and quantify the input parameters that regulate the importance of the uncertainties.
Hence, in this chapter, the second major contribution of this doctorate will be achieved,
which is the definition of a methodical Uncertainty Quantification (UQ) approach that
can be used to provide an estimation of such parameters.
5.2 Craig-Bampton method
The substructuring approach allows for easy handling of the subsystems and, if any
modification needs to be done to the system, it can be simply performed by targeting
the subsystem that needs to be changed. This strongly facilitates the modification
as the rest of the structure is untouched, hence all the connections among the other
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subsystems are left intact. In addition, this also provides more flexibility during the
design process as quicker modifications can be implemented.
It is worth highlighting that the Craig-Bampton method was initially introduced by
Hurty, [149]. However, the initial method involved the inclusion of several modes. This
resulted in a high degree of complexity when the method was applied. Hence, Craig and
Bampton suggested a simplification of the method by considering only a reduced set
of modes, [151]. Despite being the method very similar to the one proposed by Hurty,
the removal of rigid body modes made it simpler to apply and hence more popular.
5.2.1 Mathematical description
The CB method is now described with its mathematical theory. The full explanation is
reported in [183]. The whole structure contains A-set DOFs, whose dynamic properties
are defined in mass and stiffness matrices MAA, KAA. Hence the initial equation of
motion can be written as follows:
MAA · U¨A + KAA · UA = FA (5.2)
where the damping, that represents also non-linearities in the Equation, has been ne-
glected. This approach is possible as the damping is very low in micro-vibrations
applications, usually 0.3 − 0.5% of critical damping, [14]. However, in some cases it
can be important (non micro-vibrations). In these scenarios it has been taken into
account when calculating the transfer function H as shown in Equation 5.16 with the
term ξ. The CB method divides the full set of A DOFs into boundary nodes, R, and
independent internal nodes, L, as follows:
UA =
UR
UL
 (5.3)
These sets of nodes as well as the physical DOFs which will be introduced shortly are
shown in Figure 5.1. Hence Equation 5.2 may be rewritten as follows:MRR MRL
MLR MLL
U¨R
U¨L
+
KRR KRL
KLR KLL
UR
UL
 =
FR
FL
 (5.4)
Two main steps are performed at this point in the CB method:
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Boundary DOFs
Internal DOFs
Physical DOFs
Figure 5.1: Description of CB nodes in the reduction process
1. The set of internal DOFs UL is transformed to a set of modal coordinates QL.
2. The new set of modal coordinates Q
L
is truncated to a smaller set called q
m
.
This is a typical practice in structural dynamics, since it is known that within a
limited frequency range only a set of resonances will affects the response, [184].
Usually, the model content of a given structure should retain modes up to 1.5
times the highest frequency for which the response needs to be calculated.
Hence the following coordinates transformation has to be performed:
UR
UL
→
UR
q
m
 (5.5)
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This is obtained as follows:
UA =
UR
UL
 = [B φ] ·
UR
q
m
 (5.6)
As it can be noticed in Equation 5.6, the identification of matrices B and φ is the
core of the CB method. The vectors of B are usually referred to as boundary node
functions, while φ contains the fixed base mode shapes. In reality looking for B and φ
is the same as finding φR and φL, as shown in the partition of Equation 5.7, where φR
relates rigid body physical DOFs at the interface to the internal DOFs UL. While φL
links the modal responses q
m
to the displacement of internal DOFs UL.
B =
 I
φR
 φ =
 0
φL
 (5.7)
Hence the initial A-set of DOFs specified in Equation 5.3 can be rewritten as follows:
UA =
UR
UL
 =
 I 0
φR φL
UR
q
m
 (5.8)
To calculate φR, all the boundary DOFs need to be fixed and the static problem is
then solved. Then, each degree of freedom in the boundary set UR is released and the
structural displacement is calculated. This is iterated for all DOFs contained in UR.
If for φR a static problem had to be solved, for the evaluation of φL it is assumed that
the interface DOFs are constrained and no force is acting on the internal points. This
is due to the fact that φL relates the internal DOFs with the modal responses. Hence,
the Equation that has to be solved is written as follows:
MLL · U¨LL + KLL · UL = 0 (5.9)
Equation 5.9 is then solved assuming an harmonic response UL = φLqme
iωt to obtain
φL. Using the transformation reported in Equation 5.8, Equation 5.4 can be rewritten
as follows:MRR MRm
MmR Mmm
U¨R
q¨
m
+
KRR KRm
KmR Kmm
UR
q
m
 =
FR + φTR · FL
φTL · FL
 (5.10)
Assuming that the generalised mass is normalised so that it is equal to the identity
matrix I. The different components of Equation 5.10 can be described as follows:
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• MRR is the mass matrix reduced to the physical nodes;
• MRm represents the Modal Participation Factor matrix;
• MmR = MTRm;
• Mmm = I;
• KRR is the stiffness matrix reduced to the boundary nodes;
• Kmm = ω2k contains the natural frequency of the subsystems when physical DOFs
are fixed.
Replacing these components in Equation 5.10, the following expression is obtained:MRR MRm
MTRm I
U¨R
q¨
m
+
KRR 0
0 ω2k
UR
q
m
 =
FR
0
 (5.11)
Equation 5.11 is written for each subsystem (s) in which the full structure has been split.
k indicates the number of eigenvalues retained in the reduction. In terms of physical
DOFs, ns are preserved for each subsystem which include boundary DOFs and other
critical locations such as boundary conditions nodes, input and output. As such, once
all the subsystems have been identified with their mass and stiffness matrices, they can
be reassembled to obtain the dynamic description of the full structure. By doing that,
a consistent computational saving is achieved as the number of DOFs involved in the
analysis is reduced, as shown in the following:
Ns∑
i=1
nis +mis  N
where Ns is the number of subsystems considered, mis the modal coordinates of sub-
system (s) and N the number of DOFs of the initial whole structure.
Once the stiffness and mass matrices have been calculated for all the subsystems, the
reassembly process takes place. Assembled mass and stiffness matrices are expressed
in Equation 5.12, 5.13.
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Mreassembled =

(1)MRR (1)MRm
. . .
. . .
. . .
. . .
(Ns)MRR (Ns)MRm
(1)MmR (1)Imm
. . .
. . .
. . .
. . .
(Ns)MmR (Ns)Imm

(5.12)
Kreassembled =

(1)KRR (1)0mm
. . .
. . .
. . .
. . .
(Ns)KRR (Ns)0mm
(1)0mR (1)ω
2
mm
. . .
. . .
. . .
. . .
(Ns)0mR (s)ω
2
mm

(5.13)
The notation used in the following will be referred to as (s)KRR to indicate the stiffness
upper left block of the stiffness matrix for subsystem (s).
With the methodology just described, it is possible to reduce significantly the compu-
tational effort of the analysis, hence the wide applicability of this approach. In the
following an extension of the classic Craig-Bampton method is reported which enables
the inclusion of structural uncertainties within the analysis.
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5.3 Craig-Bampton Stochastic Method
As already explained, the classic Craig-Bampton method is able to provide significant
reduction in the model when performing the analysis. Nevertheless, when uncertainties
need to be taken into account the method does not provide any possibility to achieve
this task. However, among several advances within the Craig-Bampton method, [185]
is the one referred to in this thesis. Such approach is named Craig-Bampton Stochas-
tic method as it involves a statistical application of the classic methodology. This
is achieved by injecting a degree of uncertainty in some elements of both mass and
stiffness matrices of the single subsystems to modify both eigenvalues at subsystem
level, ω2k, and the modal participation factors MRm. Each subsystem can be modified
with a different level of uncertainty. This step is performed before the final reassembly
takes place. In this thesis the perturbed eigenvalues and MPF will be indicated with
a tilde symbol, ∼. Hence the stiffness and mass matrices for each subsystem s will be
expressed as follows:
(s)K =
(s)KRR 0
0 ω˜2k0
 (5.14)
(s)M =
MRR M˜Rm
M˜TRm I
 (5.15)
Once all the subsystems have been perturbed with Equations 5.14, 5.15 the systems
are embedded with uncertainties. The inclusion of uncertainties is repeated P times
and the response is then calculated in terms of statistical properties, such as mean and
variance. In particular, the transfer function H is evaluated as follows:
H =
n∑
i=1
Hi =
n∑
i=1
φij · φik
ω2ki − ω2 + 2 · j · ξ · ωkiω
· (−ω)2 (5.16)
where φij and φik are the eigenmodes at input and output locations. Finally the
statistical properties can be calculated as follows:
H = H + 2σ H =
1
P
P∑
j=1
Hj σ =
√√√√ 1
P
P∑
j=1
(Hj −H)2 (5.17)
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The response is calculated with the assembled matrices which have the following ex-
pressions, assuming that the whole structure is reduced, with no residual:
Kreassembled =

∑NS
i=1 KiR 0 0 0
0 KI 0 0
0 0 KO 0
0 0 0 ω˜2k0
 (5.18)
Mreassembled =

∑NS
i=1 MiR 0 0 M˜PF
0 MI 0 M˜PF
0 0 MO M˜PF
M˜PF M˜PF M˜PF I
 (5.19)
where
∑NS
i=1 KiR and
∑NS
i=1 MiR contain the information about the boundary DOFs
xRR. MI -MO and KI -KO refer to the mass and stiffness content corresponding to
the input-output DOFs. ω˜2k0 include the perturbed eigenvalues of each subsystem.
Finally M˜PF include the perturbed MPF of the single subsystems. By perturbing
both eigenvalues and MPF, it is possible to account for the uncertainties within the
structure, as shown in the next example.
5.3.1 CBSM Application Example
In order to show the advantages of CBSM an example is considered hereafter. A beam
is built using 1D elements. The properties of the structure are summarised in Table
5.1. The nodes highlighted in red in Figure 5.2 are kept in the reduction as well as grid
Figure 5.2: CB reduction of the beam element
1 where the input load is applied. The response is obtained in three different cases:
nominal solution, which is by simply running a frequency analysis; then the Monte
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Table 5.1: 1D beam properties
Property Value
Length [m] 1
Young modulus [GPa] 69.9
Density [kg/m3] 2810
Poisson ratio [ ] 0.33
Boundary conditions Free-free
Carlo simulation is run assuming a Gaussian distribution with a coefficient of variation
8% for the Young modulus, 12% for Poisson ratio and 4% for the mass density ρ. MCS
is run 200 times and statistical properties using Equations 5.17 are retrieved. Finally
these solutions are compared with the CBSM solutions. This is obtained by dividing
the structure into 4 subsystems, calculating the single stiffness and mass matrices and,
prior to the final reassembly, introducing a 5% uniformly generated perturbation on all
Figure 5.3: Comparison of results with MCS, CBSM and Nominal solutions
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the eigenvalues of the 4 subsystems (the values used for the perturbation of physical
properties and eigenvalues are for demonstration purposes only). Response is calcu-
lated using Equation 5.16. Results are shown in Figure 5.3. As it can be noticed,
the Nominal solution does not show the presence of the mode at around 300Hz. Con-
versely, both CBSM and Monte-Carlo are able to predict this resonance in the response.
This mode is due to the effects of uncertainty and variations introduced in the MCS
through the material variation and in the CBSM through eigenvalues perturbation. In
addition, although applied to a simple example, CBSM shows the advantage in terms
of computational cost compared to MCS, as reported in Table 5.2.
Table 5.2: Computational cost comparison (Post-processing includes all the steps
needed for the handling of the results once calculated)
CBSM MCS
Run of 500 models ∼ 5min ∼ 1h
Post-processing ∼ 2min 10min
5.3.2 Improved version of Craig-Bampton Stochastic Method
The example above has shown the advantages of CBSM, which can reveal resonances
that would not be captured with the nominal solution. However, when applying the
CBSM a perturbed eigenvalue problem is solved which looks like:
(K˜− λ˜iM˜)φ˜i = 0, i = 1, ..., n (5.20)
By randomly perturbing the subsystems resonances ω˜2k0 and the modal participation
factors M˜PF, it is possible that the structure can show meaningless physical results,
such as negative eigenvalues or the lack of modal mass preservation, [186]. In order to
avoid these scenarios, an improved version of the Craig-Bampton Stochastic method
has been proposed, [187], which provides a mathematical framework to randomise the
blocks of mass and stiffness matrices. Such framework is able to preserve the positive
semi-definiteness feature of the original mean matrices, i.e. both matrices must have all
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their eigenvalues positive, [188]. This property is crucial as it can lead to non-physical
results if not preserved. A generic Hermitian matrix S is definite positive semi-definite
if the following relationship is satisfied:
x∗Sx > 0 ∀ x ∈ C (5.21)
where by Hermitian matrix, it is intended a matrix which is equal to its conjugate
transpose. In order to perform a correct block randomisation, the random realisations
of the stochastic matrices K˜ and M˜ have to be positive semi-definite. Being the reduced
stiffness matrix of each subsystem fully diagonal, once the perturbed ω˜ is generated at
each stochastic realisation, it can be directly applied to the stiffness matrix with no
extra computation, [186]. More complex is the randomisation of the M˜PF in the mass
matrix M˜, as it requires an in depth understanding of matrix randomisation theory.
Different studies involving randomisation of diagonal blocks have been proposed, [189],
while [22] is one of the few that also suggested a randomisation for the off-diagonal
blocks of full Hermitian matrices, as it is in the case of mass matrix M. Consider a
general positive semi-definite matrix G and its random realisation G˜:
G =
 A B
BT D
 , G˜ =
 A˜ B˜
B˜T D˜
 (5.22)
It can be shown, [22], that G˜ is positive semi-definite if all singular values are such
that:
σi(L
+
ABL
+∗
D ) ≤ 1 (5.23)
where A = LALA
∗ and D = LDL∗D through Cholesky decomposition,
+ representing
the pseudoinverse matrix. Before defining the perturbation for the off-diagonal block
B, the block A is used to generate the block Z and its singular value decomposition:
Z := L+ABL
+∗
D = UZΣZV
∗
Z (5.24)
It is then possible to define the perturbed off-diagonal block B˜ through Z˜′ as follows:
Z˜′ = UZΣ˜ZV∗Z (5.25)
Z˜ := R˜AZ˜
′R˜∗D = (R˜AUZ)Σ˜Z(R˜DVZ)
∗ (5.26)
B˜ = LAZ˜L
∗
D = LAR˜AZ˜
′R˜∗DL
∗
D (5.27)
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Being LA, Z˜
′ and L∗D already defined and, assuming the diagonal block A and D
fixed, the perturbed block B˜ depends entirely on the the random matrices R˜A and
R˜D. Different strategies can be used to select these matrices. It is taken into account
that, since a matrix-matrix product is required, a sparse representation of these two
matrices would be beneficial in terms of computational effort. One of the best options
is the selection of given rotations as building blocks for the stochastic unitary matrices,
which also embeds the orthogonality feature. Hence a small rotation R˜A generates a
variation in Z˜ which will directly produce a variation on B˜. The same reasoning holds
for R˜D. The matrices R˜A and R˜D will have the following expression:
P˜i =
cos θi − sin θi
sin θi cos θi
 (5.28)
with θi ∈ [0; 2pi]. It is then possible to build R˜A as a composition of realisation of
R˜A,k of n/2 non-overlapping rotations, where R˜A ∈ 2x2. In order to allow for easy
calculation and reduced computational effort, R˜A and R˜D can be generated as sparse
matrix of given rotations with random angles:
R˜A = Π˜AJ˜AΠ˜
T
A (5.29)
Being
J˜A =

P˜1 ... 0
... ... ...
0 ... P˜k
 (5.30)
where the index k = 1, ..., n2 , with n the size of perturbation matrices and Π˜A represents
a random permutation matrix. More details about the mathematical derivation of this
method can be found in [22].
With the definition of this framework it can be concluded that, when injecting the
perturbation into the subsystems matrices, the positive semi-definiteness has to be
preserved for both mass and stiffness matrices. While this can be achieved in a direct
way with the stiffness matrix by simply introducing a perturbation for each eigenvalue
in the subsystem considered, for the mass matrix a set of rotation angles has to be
identified.
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5.4 Quantification of the uncertainty parameters
The quantification of the perturbation parameters is the next step. This is the area
where this research has been focusing, due to the lack of a systematic approach for
this purpose in the CBSM. By adopting the improved CBSM, it is possible to avoid
failures of the stochastic method in terms of physically meaningless results, as the
semi-definiteness is preserved through the randomisation, hence a restricted selection
of perturbation parameters is available. In addition to that, recent studies on the
CBSM have always used a trial and error procedure to assess the stochastic distribution
of controlling perturbation parameters. The results have then been compared to test
data and the perturbation distributions modified accordingly. This kind of approach
shows several limitations also in terms of correlation with the test data: in fact when
a stochastic distribution is found to match the experimental data at a specific set of
input/output DOFs after a trial and error process, there is no guarantee that the same
distribution will show the same level of accuracy at a different input/output pair or in
a different load case. Hence, there is no way to express the goodness of the stochastic
distribution used. Other studies have tried to quantify such perturbation, [190], but
they require separate test data for each component of the structure as well as providing
a perturbation factor for the mass matrix merely based on engineering judgement. As
part of the results of this doctorate, an UQ methodology is investigated, that allows the
definition of the perturbation parameters within the CBSM. Furthermore, the approach
proposed in this work uses experimental data of the entire structure which is more easily
retrievable compared to single substructures.
5.4.1 UQ methodology
In the following a systematic procedure for UQ in CBSM is presented. This is ob-
tained through a structural optimisation between the numerical model and the test
data. Hence, two main contributions are achieved: on one side, it operates in the field
of model update and correlation by introducing a methodology that can be ultimately
configured as a black-box tool for FE update and correlation with real test data. This
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can be specifically tailored depending on the needs of the structural model. On the
other side, it provides insightful information in the field of stochastic mechanics by
suggesting single subsystem test-based distributions for uncertainties in the CBSM.
The quantification of the perturbation parameters is obtained by running an optimisa-
tion algorithm between the numerical model of the structure referred to as Nominal-
model and the test model, referred to as Test-model. By injecting information from
the Test-model to the Nominal-model it is possible to update the latter and converge
towards the real case scenario. To perform such optimisation three different variants of
CBSM are considered which are also shown in the flowchart 5.4. The Nominal-model
is obtained using a framework similar to CBSM named in this thesis Craig-Bampton
Optimisation Algorithm (CBOA). It is worth defining the different variants of Craig-
Bampton models used as follows:
• Classic Craig-Bampton method (CB): this is the classical version of the
dynamic reduction method, as described in [151], hence following flowchart 5.4,
once the subsystems have been created (grey blocks), the integration is directly
performed in a deterministic way;
• Craig-Bampton Stochastic Method (CBSM): this is the stochastic version
of the CB method which includes a framework for the uncertainties. Its theoretical
basis have already been described in Section 5.2. This model is run P times using
a PDF as input for ω˜20 and M˜PF defined with the main statistical parameters
such as µ and σ. Its solution is obtained through statistical manipulation as mean
or mean plus 3σ. This is what is shown in the green block in flowchart 5.4. Once
subsystems have been defined (up to grey blocks in Figure 5.4), their matrices
are perturbed with a stochastic distribution (expressed as σ and µ parameters).
This is run P times. Hence the integration is performed P times;
• Craig-Bampton Optimisation Algorithm (CBOA): this method has the
same framework as CBSM but it requires input perturbation values to be associ-
ated to each single quantity that is modified rather than the statistical parameters
σ and µ. By combining the single perturbation values it is possible to build the
PDF as in the CBSM. Looking at flowchart 5.4 this is displayed in the orange
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blocks, which are directly used right after the definition of the single subsystems
(grey blocks). Perturbations are specified as full vectors, containing all the points
of the stochastic distribution. This is run once only.
Full Structure
Subsystem 1
Physical DOFs: N1
Modal coord.: m1
Subsystem n
Physical DOFs: Nn
Modal coord.: mn
K1 M1 Kn Mn
σ1, µ1
σn, µn
ΩK1 ∈M1XM1
Ωθ1 ∈ M12 XM12
P times
Integration
Figure 5.4: Steps involved in the application of the three Craig-Bampton variations,
CBSM (−), CBOA (−)
The matching between Nominal-model and Test-model is performed using an optimisa-
tion scheme, whose details will be provided in a later section. The development of this
methodology is depicted in Figure 5.5. It can be seen that two main areas of analysis
are considered: test and FEM, the former generating the Test-model, the latter the
Nominal-model. In the following, the detailed description of the black box updating
tool is reported block by block.
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TEST
Input/Output DOFs
Experimental FRFs
ωTest, ΨTest
Testa-model Parameter
Extraction
MAC = (Ψ
TΦ)2
(ΨTΨ)·(ΦTΦ)
FEM
Input parameters (Ω) for CBOA
Nominal-model
Parameter Extraction
ωNominal, ΦNominal
Input/Output DOFs
J = f(MAC,ωTest, ωNominal)
Ω Selection
Figure 5.5: Black box updating tool of the Nominal-model based on an optimisation
algorithm of modal correlation (blue dashed box)
5.4.2 Parameters extraction from Test-model
The first step is the evaluation of the dynamic behaviour of the Test-model from ex-
perimental Frequency Response Function (FRF) through the extraction of modal pa-
rameters. Indeed, as shown in [191], it is possible to extract the modal parameters by
knowing one row/column of the FRF matrix. This is performed using Global Modal
Parameter Extraction (GMPE) methods that work in two separate stages:
• Extraction of poles is performed which include frequencies, damping and modal
participation factors
• Mode shapes with upper and lower residuals are extracted.
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Different GMPE techniques are currently available; one of the most efficient and able to
produce clear stabilisation chart is the polyreference Least Squares Complex Frequency
(pLSCF) method, [192]. This approach is very useful as it enables the user to clearly
distinguish real physical poles from numerical ones. The method, as reported in [193],
assumes a relationship between input, d(ω), and output, Ni(ω), expressed as a transfer
function Hi(ω):
Hˆi(ω =
Ni(ω)
d(ω)
=
∑n
j=0 Γj(ω)Bij∑n
j=0 Γj(ω)Aj
(5.31)
where Aj and Bij are polynomial expressions of order n and Γj(ω) polynomial basis
functions. Starting from a measured Hˆi(ω), a nonlinear least-squares cost function is
generated with the following expression:
NLSi (ω,Θ) =
(
Ni(ω,Bij)
d(ω,Aj)
−Hi(ω)
)
(5.32)
where Bij and Aj contain all the coefficients of the polynomial expressions of Ni(ω)
and d(ω). Equation 5.32 is run and the parameters Aj and Bij are determined through
the polynomial order n set at beginning of the calculation. As a final output of this
approach, a stabilisation chart is obtained showing poles that can be considered physi-
cally meaningful and those which arise from numerical issues. The distinction is based
on evaluation of frequency, modal participation and damping scatter between two suc-
cessive iterations. If this scatter overcomes specific thresholds, the pole is assumed to
be numerical and excluded from the final list.
Once the full list of modes has been generated, the mode shapes can be extracted in a
similar trend, using a linear least square approach.
5.4.3 Nominal-model parameters Ω description
Having fully characterised the Test-model, the Nominal-model can be described. This is
first reduced using the classic CB method, then the eigenvalues and MPF are perturbed
using the framework described in the CBOA. In order to perform this operation a set of
perturbation parameters Ω needs to be defined. Assuming subsystem 1 is considered,
Ω will have size 32M1x1. The selection of M1 is performed looking at upper frequency
of interest. As a general rule, M1 corresponds to the number of modes up to 1.5× fu,
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[183], where fu is the upper frequency of the FRFs. Its elements will be distributed as
follows:
• ΩK ∈ [M1 1]: includes the perturbation of the eigenvalues on the diagonal block
of the stiffness matrix (1)K
• ΩM ∈ [M12 1]: embeds the perturbation parameters for the MPF in the reduced
mass matrix (1)M
It is worth noticing that the total number of parameters is 32M1. Depending on the
modal behaviour of the different reduced substructures in the CB method, M will differ
for each subsystem.
5.4.4 Optimisation Algorithm
CBOA applies an algorithm which compares the extracted modes form the Test-model
with the ones obtained from the Nominal model. Since each resonance is defined by its
eigenmode and eigenfrequency, this comparison is performed by looking at the Modal
Assurance Criterion (MAC) and eigenvalues at each resonance of the structure. MAC is
extensively used in structural dynamics of complex assemblies to validate finite element
model correlation with test, [194–196] and it is defined as follows for a pair of eigenmodes
Ψ and Φ:
MAC =
|ΦTΨ|2
(ΨTΨ) · (ΦTΦ) (5.33)
where Ψ is the extracted eigenmode from test at different output locations and Φ
the numerical one. A value close to 0 indicates no correlation, while 1 means perfect
match between the two mode vectors. Similarly, the shift in the eigenfrequencies be-
tween Test-model and Nominal model is also accounted for in the second iteration of
the optimisation; in fact, considering the MAC only would not lead to a full model
correlation (i.e. MAC works only on the similarity of the mode shapes, regardless of
where they are occurring in terms of frequency). This would be evident when com-
paring test and numerical FRFs. Hence a Multi-Objective Optimisation (MOO) tech-
nique is needed, able to work with a set of parameters Ω on a specific cost function
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J = f(MAC,ωTest, ωNominal). As it will be explained in the following, different cost
functions can be used, depending on the main goal of the FE update, i.e. improve
lower/higher modes correlation, target a specific mode or improve the correlation over
the whole range of detected resonances.
The optimisation solver used in this study aims at reducing the gap between the Test-
model and Nominal-model. The goal is to search for the best set of input parameters
Ω = Ωopt that minimises a specific cost function J . For the purpose of this study the
oprimisation algorithms considered are multiobjective Genetic Algorithm (GA) and
Global Pattern Search (GPS) methods. The former is based on the selection of a
population of individuals at each state/iteration of the process. While the classical op-
timisation methods provide a point at each iteration, GA outputs a population of points
among which the best one minimises the cost function. Such population is ruled by
different mechanisms, [197], dictating its composition. In particular GA differentiates
among the following categories:
• Elite children: individuals that show the lowest cost function. They are automat-
ically retained for the next population/iteration
• Crossover children: they are generated by combining two parents
• Mutation children: individuals coming from a change to a single parent
By properly tuning the generation of these three categories, the optimisation is able to
provide a population at each time with an associated evaluation of the cost function
and a score. The score is directly related to the goodness of the considered popula-
tion. Solutions with score 1 represent the best selection of variables. At each step of
the optimisation, a Pareto front is generated showing the results with score 1, [198].
Pareto front is a tool used in MOO showing non-dominant solutions, i.e. solutions
whose improvement in one objective leads to a degradation in the other. Such tool
shows a trade-off between the two objectives, [199]. Naturally, solutions lying in the
bottom left area of the Pareto front are the best, as both objectives are minimised
simultaneously. The second optimisation scheme under evaluation, GPS, was also able
to provide satisfying results but the computational time were much higher, due to the
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high-dimensionality of the problem (> 100). Indeed, when applying the pattern-search
method, a polling strategy is required to look for new guesses Ω. This mechanism
affects the efficiency of the algorithm as pattern-search method conducts a series of
exploratory moves centred on the current iteration set, Ω0 to find the new set of points
Ω1. Hence a multi-dimensional optimisation space whose size depends on the number
of variables in Ω needs to be generated at each iteration.
5.4.5 Cost function selection
When the cost function has to be determined, different aspects are considered. Typi-
cally the available data from experimental tests are expressed as FRFs. When compar-
ing the experimental with the numerical FRFs, the match has to be achieved both in
frequency and magnitude. As an index of comparison, MAC is usually not enough to
provide a successful correlation between test and numerical model. In fact by looking
at the MAC only between a pair of modes Ψ-Φ, the shape of the wave is compared but
no information on where that specific eigenmode occurs is provided. Such information
is indeed the resonance ωi associated to that specific pair of eigenmodes. In the follow-
ing, the different optimisation cases which have been used in this work are reported,
showing what has just been highlighted and focusing on the MAC index only.
Initially a cost function which considers the mean value of the MAC number across the
full spectrum of detected eigenmodes is considered:
JMAC1 = 1−
∑
N MACi
N
(5.34)
where N corresponds to the number of resonances considered in the optimisation pro-
cess. The advantage of JMAC1 stays in the fact that the overall modal correlation be-
tween test and numerical model is improved, as all the eigenmodes are treated equally.
If on one side, this can be beneficial, on the other it can happen that a specific fre-
quency region, corresponding to a set of modes, has to be targeted. This is achieved by
including a weighting factor. The selection on the weighting factor depends on several
issues. In this thesis a weighting factor that specifically targets modes with low initial
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MAC is taken into account, by employing the following expression of the cost function:
JMAC2 =
∑
N
(1−MACi)2 (5.35)
It will be shown in the following that, despite both cost functions provide significant
correlation improvement in terms of MAC, they do not account for the variations in the
eigenfrequencies. Adopting one of the cost functions just highlighted in the optimisation
process leads to what will be referred to as Single Objective Optimisation (SOO).
In order to overcome this issue, a more thorough optimisation procedure is needed. This
must take into account the value of the resonances as well. Such goal can be obtained
with a twofold approach, which is either by implementing a MOO or by selecting a
different parameter than the MAC. Both cases will now be discussed.
Multi-objective optimisation
This is the first strategy that can be adopted to obtain a full model correlation between
numerical and test data. Compared to a SOO, this is more computationally demanding
as two functions need to be minimised at the same time. As already explained in
Section 5.4.4, a Pareto plot is produced which helps the user in the selection of the
best optimisation solution. In the case under analysis two optimisation functions are
considered, which take into account both the MAC between a pair of eigenmodes Ψ-Φ
and the resonance frequency ωi at which the the eigenmode is shown. Regarding the
MAC function, this has already been expressed in the previous section with JMAC1 and
JMAC2. For the resonance ωi, the following expression is employed:
Jω1 = N −
N∑
i=1
ξi(ωTest, ωNom) (5.36)
where
ξi(ωTest, ωNom) =

ωTest
ωNom
if ωTest ≤ ωNom
ωNom
ωTest
if ωTest > ωNom
(5.37)
With this selection of Jω1 it is possible to guarantee that Jω1 > 0 for all the couples
(ωTest, ωNom)and aim at the minimum value 0. Despite increasing the complexity of
the optimisation, it will be shown in the applications that the addition of this second
cost function significantly improves the overall correlation in terms of eigenfrequencies.
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RVAC Optimisation
The approach described hereafter has been developed mainly for two reasons. First, the
MOO tends to be computationally expensive when the size of the problem increases.
This is the case as the complexity of the structure under evaluation rises or when a
wider frequency range is considered. In both cases an higher number of variables is
needed to describe the dynamics of the structure, hence the size of the optimisation
problem becomes very large. A second reason lies in an inherent limitation of the
modal parameter extraction for the calculation of MAC. Indeed, there are some cases
in which experimental modal parameter extraction procedure cannot be performed,
[200]. In fact, when this extraction is performed, a thorough understanding of the
internal dynamic behaviour of the structure is needed, in particular the propagation of
the mode shapes needs to be estimated. This is obtained by placing a number of output
sensors which is proportional to the complexity of the structure under evaluation. If
such comprehensive extraction cannot be performed, a high margin of uncertainty is
present in extracting the modal parameters. To overcome this limitation a different
modal parameter is introduced, i.e. Response Vector Assurance Criterion (RVAC). It
compares the experimental FRF, Hˆij(ω), with the numerical one, Hij(ω), at a specific
frequency ω and is defined as follows:
RV ACij(f) =
|Hij(f)Hˆij(f)|2
Hij(f)Hij(f) · Hˆij(f)Hˆij(f)
(5.38)
The advantage of RVAC stays in the fact that it compares the values of experimental
and numerical FRFs at a specific frequency f . Hence, even if two curves look similar but
a shift is present between the peaks, RVAC will take this into account by providing a low
value. Conversely when both FRFs show the same behaviour at a specific frequency f ,
RVAC value will be close to 1. In the framework of the optimisation, this parameter is
very useful as it enables the implementation of a SOO which guarantees a comprehensive
evaluation of the correlation problem.
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5.5 Application
In the following, the different application cases are described. These will be shown for
two different structures, both being spacecraft platforms. The first is built by SSTL,
SSTL-300, while the second represents a full flight model of NovaSAR satellite.
5.5.1 Thrust Tube from SSTL-300 platform
In this example, test data for the Test-model has been randomly generated from the
FE model of Nominal-model. The data obtained through FE randomisation is used as
synthetic experimental tests and the Nominal-model is modified to converge towards the
randomised model. This procedure has proven to be very helpful as it also enabled the
definition of the requirements of the experimental FRFs. In particular, Non-Structural
Mass (NSM) of the shell elements is modified by following the guidelines provided in
[138] to build the synthetic experimental data. Such scatter is expressed as a coefficient
of variation, assumed to be 0.08. Once the Test-model has been built, the modal
Figure 5.6: NSM for the Test-model of the Thrust Tube, [13]
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parameter extraction step is considered. In a real application case, looking at the left
hand side of Figure 5.5, a number of experimental FRFs would be available to run the
modal parameter extraction box. For the current application, the best set of Output
DOFs that can describe the modal behaviour of the Thrust Tube within a specific
frequency range, i.e. f = [0Hz 750Hz] is needed, using a flat input of 0.1N and
extracting the FRFs. The procedure is fully described in Appendix C. It has to be
noted that the approach described in Appendix C is just one of the available options
to gather the best DOF locations; indeed, in many applications, this can be performed
based on engineering judgements or other tools available in the literature, such as the
Normalised Modal Displacement, [201] or the Iterative Guyan Reduction method, [202].
The right hand part of Figure 5.5 comes then into play with CBOA. The structure has
been reduced into 3 main subsystems as shown in Figure 5.7. The number of DOFs
has been reduced from 6672 to 250 (including 35 nodes needed for FRF measurements,
directly retrieved from Test-model characterisation as best output DOFs) using the
reduction reported in Table 5.3. CBOA is initialised with Ω0 corresponding to the
Table 5.3: CB reduction and DOFs specification,[13]
Subsystem Output DOFs Input DOFs Connection DOFs Boundary conditions DOFs Modal coordinates
1 18 24 50
2 30 36 50
3 57 1 60 24 50
nominal solution Ω0 = [Ωω,0 Ωθ,0] = [1, ..., 11×nm 0, ..., 01×nm/2] (i.e., Ωω,0 = 1 would
lead to ωpert = ωnom, while Ωθ,0 = 0 would lead to rotation matrix which is an identity
matrix, see Equation 5.28). The optimisation is then run setting boundary conditions
for the algorithm, which are summarised in Table 5.4. The rotational angles values
are kept within ±15◦ as the method has shown to be stable within this range, [22]. In
the following two different cases will be shown: SOO with JMAC and MOO with both
JMAC and Jω.
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Figure 5.7: Representation of subsystem reduction in Thrust Tube, [13]
Table 5.4: Parameters for Optimisation Algorithm, [13]
Variable Lower bound Upper bound Value
Ωω 0.1 1.8
Ωθ −15◦ 15◦
Optimisation Scheme Genetic Algorithm
Mutation Adaptive Feasible
Crossover Intermediate (0.7)
Table 5.5: Features of optimisation simulations, [13]
Type of Optimisation JMAC Jω JRV AC Simulation ID
SOO JMAC1 N.A. N.A. SOO-1
SOO JMAC2 N.A. N.A. SOO-2
SOO N.A. N.A. JRV AC1 SOO-3
MOO JMAC1 Jω1 N.A. MOO-1
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Optimisation results with MAC SOO
Two cases are considered here, with objective functions JMAC1 and JMAC2 as high-
lighted in Table 5.5. Results are reported in Figure 5.8 where the improvement of MAC
is shown in terms of cost function JMAC1. In this case 50 modes were considered in
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Figure 5.8: SOO-1 Results for Thrust-Tube
the analysis within the range [0Hz 750Hz]. It can be noted from Figure 5.8 that the
initial cost function JMAC1 ' 0.095 improves up to JMAC1 ' 0.04 leading to an overall
MAC increase of 0.055 (it is reminded that the way the cost function is defined, the
best match between nominal-model and test-model is represented by tending to zero).
This is a significant result considering the values of this parameter. However, despite
providing significant improvement in terms of average MAC, SOO shows that the res-
onances of the Nominal-model still experience some disagreement with the Test-model,
as reported in Table 5.6. The mismatch at the different eigenfrequencies is particularly
evident as frequency increases. Hence what was anticipated in Section 5.4.5 has been
proven by showing the results of SOO-1.
By running SOO-2 similar results are obtained for the eigenfrequencies, while eigen-
modes with lower initial MAC are mainly targeted in the optimisation, Figure 5.9.
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Table 5.6: SOO-1 and SOO-2: Some of the Thrust-Tube eigenfrequencies between
Test-model and Optimised Nominal-model
Test-model SOO-1 Nominal-model SOO-2 Nominal-model
[Hz] [Hz] [Hz]
15 15.5 15.5
46 47 46.7
64 69 70.2
128 121 122.2
157.5 160.5 158
201 204.5 194.9
288.5 295 281.5
441 448 433
This is expected due to the expression used for JMAC2 whose minimisation is propor-
tional to (1−MAC), hence the higher is this factor, the more it will contribute to the
minimisation. In fact, the first modes, up to mode 13, show a very high initial MAC,
hence the optimisation does not contribute in improving them. Conversely from mode
20 a consistent MAC improvement can be detected, for some of the modes even an
improvement up to 0.2 can be observed.
Despite the consistent enhancement in terms of MAC shown with both cost functions
JMAC1 and JMAC2, it has also been highlighted the lack of correlation in eigenfre-
quencies, regardless of the cost function used. As already explained, this is an issue
inherently linked to the SOO method.
Application of MOO
In the following example, the same structure as the previous example is used, SSTL-
300 Thrust-Tube, with the same settings in terms of features and frequency range.
However, in this case a MOO is implemented. This is still relying on the mathematical
framework from GA as it has proven to be more efficient, in terms of computational
demands, compared to its GPS alternative. This is clearly shown in Table 5.7. It
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Figure 5.9: SOO-2: MAC variation before and after the optimisation - 43 modes out
of 50 are reported as the remaining 7 were not matched (note that modes have been
catalogued from highest to lowest optimised MAC of the Nominal-model, i.e. mode 1
has the highest optimised MAC, while mode 43 has the lowest optimised MAC), [13]
Table 5.7: Comparison between MOO Algorithms GPS and GA, [13]
Algorithm Computational time Number of iterations
Global Pattern Search ∼ 12h 53
Multi Genetic Algorithm ∼ 2h 233
can be noticed that GA is much faster despite having an higher number of iterations.
This is due to the way GPS looks for new points: indeed, it performs a direct search
in a multidimensional space whose size depends on the number of input variables.
Hence each iteration is much more computationally demanding compared to the one
performed by Multi GA. The cost function J in this case is a vector function that
includes both JMAC and Jω, i.e. J = [JMAC Jω], as specified in Table 5.5. Results are
shown in Figure 5.10 where GPS and GA are compared. Results on the X axis refer
to the optimisation of Jω as specified in Equation 5.36. The ideal scenario would be
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Figure 5.10: MOO-1: Pareto front comparison between MOO methods GPS and GA
- Each point represents a solution of an iteration of the optimisation algorithm, [13]
JMAC1 and Jω to be 0. The higher is Jω the worse is the frequency match between
test and numerical models. Results on the Y axis show the improvements in terms of
mean JMAC1 over the 50 considered modes from an average of 0.095 (corresponding
to an average MAC of 0.905 = 1 − 0.095) to 0.05 (corresponding to an average MAC
of 0.95 = 1 − 0.05). Low values indicate high improvements, similarly to the results
shown previously for SOO cases. No clear difference can be highlighted in terms of
Pareto front between GPS and GA result especially since the area of interest of this
plot, bottom-left, is very similar in the two cases (dashed black box in Figure 5.10). In
addition, Table 5.8 shows the comparison between MOO and SOO, already reported
in Section 5.5.1. It can be clearly noticed that an improvement in terms of resonances
occurs when adopting a MOO scheme. This is particularly evident at higher frequency,
which is where uncertainties start to arise. The overall MAC improvement, 0.05 in
MOO, is in line with the results obtained in SOO.
However, MOO provides better results as it is able to tackle the correlation in terms
of both eigenvalues and eigenmodes.
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Table 5.8: Comparison of resonances between SOO and MOO
Test-model SOO-1 MOO-1
[Hz] [Hz] [Hz]
15 15.5 15.5
46 47 46.5
64 69 62
128 121 125
157.5 160.5 157
201 204.5 201.5
288.5 295 287
441 448 438
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Extraction of uncertainty distribution
At the end of the optimisation process, the vector of perturbation parameters Ω is
generated and the stochastic PDF can be built. Such outcome is very useful as it
can be used during the application of CBSM. Figures 5.11a, 5.11b,5.11c, 5.11d, 5.11e,
5.11f show such results. It can be clearly seen that the histograms obtained from the
optimisation follow a normal distribution. This has also been confirmed by performing
the Anderson-Darling test, [203]. Table 5.9 shows the features of the normal distribution
identified from the optimisation. Results are reported for MOO-1 as JMAC1 provides
an overall better improvement of mean MAC by targeting modes all over the frequency
range. It can be noticed that for all subsystems the mean value of the eigenvalue
Table 5.9: MOO-1: Statistical properties of optimal distributions for Thrust-Tube,
[13]
Parameter Mean value µ Standard deviation σ
Ωω,1 1.01 0.18
Ωω,2 1.02 0.24
Ωω,3 1.13 0.22
Ωθ,1 −0.51◦ 2.4◦
Ωθ,2 −1.91◦ 3.14◦
Ωθ,3 −0.24◦ 5.11◦
perturbation is around 1, while the MPF perturbation Ωθ shows a significant spread
for subsystem 3 (higher σ). This is due to the higher level of uncertainty within the
subsystem as it includes the majority of the structural elements of the full structure,
Figure 5.7.
5.5.2 Nova-SAR Flight Model
In this example case, a full flight model is considered for the application of the optimi-
sation, i.e. NovaSAR. This is a low cost observation satellite built by Airbus UK and
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SSTL employing a SAR technology to provide images from orbit. This model comes
Table 5.10: SOO-3: Comparison of some RVAC before and after optimisation for
some points of FRFs
Test-model SOO-3 Non-optimised model
[Hz] [ ] [ ]
45 0.9 0.83
54.2 0.86 0.8
181.6 0.81 0.76
225 0.75 0.62
262 0.66 0.58
with a higher degree of complexity in terms of FEM as well as internal dynamics of
the structure which makes the application of the optimisation cost function based on
MAC arduous. Indeed, such function implies a correct modal parameter extraction
from the experimental data. Another reason that makes the adoption of a MAC based
cost function difficult is the lack of a consistent number of experimental data. In fact,
the available data for this case, which is used to build the test-model, is obtained from a
fixed base sine survey where the outputs have been recorded in terms of accelerations.
The total number of measured DOFs is 69 and it is not enough to perform a reliable
and accurate modal parameter extraction, due to the complexity of the model. Hence
a high degree of uncertainty is present when extracting the modal parameters, thus the
choice to use an RVAC-based cost function for this case.
The full flight model includes 734567 grid points. The satellite has been split into 3
subsystems, as shown in Figure 5.12. First subsystem includes one of the four solar
panels mounted on the monocoque structure; second subsystem is the main one as it
contains most of the satellite components. Finally, subsystem 3 represents the base of
the platform with the separation panel. On this subsystem four reaction wheels are
also present which have been modelled with a rigid connection to a concentrated mass.
Compared to the previous case with the Thrust Tube, this model contains a larger
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number of DOFs and a greater complexity in terms of components. For this reason the
fitness function of the optimisation problem will include the RVAC calculated on the
frequency range of interest, i.e. f = [0Hz 300Hz]. In particular, J will be expressed
as:
JRV AC1 = 1−
∑
NF
RV AC(ω)
NF
(5.39)
where NF represents the number of peaks in the FRF considered. This has been chosen
by evaluating the local maxima of the test FRFs with a defined minimum prominence
0.2 (see Appendix D for details). With this selection, it is possible to consider just a
limited number of FRF points, in order to obtain a quicker optimisation. Furthermore,
by neglecting points which do not represent important dynamical features, the optimi-
sation is more realistic as such points will not drive the optimisation. By using this
single cost function the computational costs are reduced compared to MOO and the
optimisation algorithm itself is more efficient as it aims at minimising one objective
only.
The parameters for the CB reduction and optimisation are reported in Table 5.11.
The optimisation algorithm is run using the cost function reported in Equation 5.39
Table 5.11: CB reduction and DOFs specification for NovSAR, [13]
Subsystem Output DOFs Input DOFs Connection DOFs Boundary DOFs Modal coordinates
1 15 192 100
2 42 420 100
3 12 1 228 6 100
while optimisation parameters are kept the same as the ones described in Table 5.4.
Significant improvements are obtained for the mean RVAC which moves from 0.5 (first
iteration of the optimisation) to 0.65 (last iteration), as shown also in Table 5.10, where
some of the most significant RVAC contributions are reported. Results of the optimi-
sation for NovaSAR indicate a normal distribution whose parameters are similar to the
ones obtained in the previous case, as shown in Table 5.12. As already highlighted
for Thrust Tube case, the system containing the highest complexity among the three,
subsystem 2, shows the highest values in terms of standard deviation for both Ωω,2 and
Ωθ,2. To check the validity of the data obtained, the distributions retrieved from the
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optimisation are applied to the CBSM and compared with experimental test, as well as
nominal case with no perturbation, Figure 5.13a, 5.13b, 5.13c, 5.13d. Test data have
been provided by SSTL as the result of their environmental test campaign. Measure-
Table 5.12: SOO-3: Statistical properties of optimal distributions for NovaSAR, [13]
Parameter Mean value µ Standard deviation σ
Ωω,1 0.97 0.16
Ωω,2 0.66 3.10
Ωω,3 0.81 1.85
Ωθ,1 0.55
◦ 2.04◦
Ωθ,2 0.34
◦ 2.52◦
Ωθ,3 0.12
◦ 1.91◦
ments have been acquired in 30 locations of the structure of the satellite using single
and triaxial accelerometers with a tolerance of +/ − 10% on the measurements in the
frequency range of interest. However, the test data considered for the comparison does
not take into account this uncertainty and is reported as an unique curve. From these
comparisons it is evident that the CBSM is able to envelope the test data in all the
locations considered. In some of them the efficiency of CBSM can be seen in terms of
frequency shift. However, Figures 5.13a, 5.13c also show some disagreement between
the first (at around 45Hz) and second peak (at around 80Hz). This is due to the fact
that in the selection of points for RVAC calculation, such points have been neglected, as
no relevant modes appears in this region. Nevertheless, by modifying NF it is possible
to include them in the analysis. With the results obtained, it is possible to run the full
CBSM with a known PDF for the perturbation parameters. Such PDFs can be used as
a guide for the application of CBSM, as they have been obtained from an optimisation
process aimed at improving the model correlation between test and numerical data.
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5.6 Summary
This chapter has presented the issue linked to the structural uncertainty on the propa-
gation of micro-vibration from source to payload. It has been shown that such uncer-
tainties can be studied using a modified version of the classic CB reduction method, i.e.
CBSM. In order to apply this methodology, an uncertainty quantification procedure is
implemented which is based on a structural optimisation.
The mathematical quantities involved in this process are described and the applicabil-
ity of the procedure is shown in several scenarios. A double approach based on a single
and multiple objective optimisation has been discussed, showing the results of both.
Improvement of the average MAC values up to 0.06 and 0.15 for RVAC are obtained,
as well as a better correlation in terms of eigenfrequencies, as shown in the results. In
addition, the optimisation procedure can be tailored depending on the model under
analysis by modifying the minimisation function. This has been shown by setting up a
cost function based on MAC and RVAC, which are two commonly adopted parameters
in model correlation.
The outcome of the optimisation process are able to provide the stochastic distribution
that can be given as input to the CBSM. The methodology has been applied to two
real space structures, i.e. Thrust Tube and Full flight model of Nova-SAR.
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Figure 5.11: MOO-1: Stochastic distribution of perturbation parameters for Thrust
Tube Case(J = [JMAC Jω]), [13]
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Figure 5.12: NovaSAR subsystems reduction, [13]
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Figure 5.13: SOO-3: Comparison of responses from CBSM (2σ and mean) with
nominal case (CBSM with 0 level perturbation) and test - See Appendix E for locations,
[13]
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Chapter 6
Conclusions and Future Works
This chapter summarises the completed work and draws conclusions from the research
presented.
6.1 Summary of the thesis
Research on micro-vibrations is a vibrant topic in the aerospace community, due to
the increasingly stringent requirements posed by sensitive instrumentation on board
the spacecraft. Several aspects need to be taken into account when considering this
kind of vibrations. Among them characterisation of the sources and analysis of micro-
vibrations are two significant fields of study. They have both been tackled in this thesis.
In particular, the variability due to structural uncertainty associated to these areas of
research has been investigated.
In Chapter 2, an extensive literature review has been reported, focusing first on the
characterisation of RWs and then on the analysis methods for micro-vibrations. RWs
have been introduced by describing the features of their generated disturbances. These
are influenced by manufacturing tolerances in the ball bearings producing the character-
istic harmonics. The identification of harmonics has also been tackled in this chapter.
Secondly, the main analysis methods for micro-vibrations have been described, with
particular attention to the mid-frequency region where there are no well-established
methodologies. This, among other causes, is also due to the presence of structural
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uncertainties, which have been investigated by describing the current methodologies
adopted for their inclusion in the micro-vibration budget assessment.
The issue of structural uncertainties has been specifically discussed in Chapter 3, where
the variability in the response of both micro-vibration sources and spacecraft platform
has been shown. In particular, the scatter in the dynamic response produced by nomi-
nally identical RWs has been studied. A batch of RWs has been considered and results
have shown high variability among their produced vibrations.
Analogously, when dealing with constellation of satellites, i.e. nominally-identical struc-
tures, a similar degree of variability is produced in terms of dynamic response. This is
particularly evident at mid and high frequency where larger variations are present.
The characterisation of micro-vibration sources has then been studied, first by intro-
ducing the quantities used for the frequency domain description of RWs, i.e. PSDs and
CPSDs, then by showing the limitations of the current methodologies when assessing
their effects on the structure. Such limitations are mainly related to the structure of the
disturbance input matrix which, as a consequence, lead to inaccurate micro-vibration
responses. An analysis on whether the disturbance input matrix can be simplified by
neglecting the off-diagonal terms has been performed, and the relevance of CPSDs has
been shown in different conditions. Then, the characterisation of a batch of supposedly
identical components has been tackled by introducing a new approach that enables the
identification of a single disturbance input matrix, able to represent the whole batch of
RWs. The methodology has been validated through application on different structural
elements and its robustness has been shown by considering several mounting conditions
of the RW on the structure.
Finally the issue of structural variability through the satellite structure has been inves-
tigated, which is the study of the transfer function between micro-vibration source and
receiver. The core of this second part of the research is based on the introduction of a
structural optimisation procedure that aims at improving the correlation between test
and numerical data. As an output, the quantification of perturbation parameters within
CBSM has been obtained. It has been shown that the optimisation can be specifically
tailored depending on the structure under analysis. The output of the methodology
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has provided a twofold result: on the one side, useful stochastic distributions for the
application of CBSM have been retrieved, on the other, a correlation improvement be-
tween test and numerical data has been achieved. Applications to satellite platforms
have been reported and their results compared to the classic approach to show the
advantage of the methodology.
6.2 Main Achievements
The work developed in this thesis has been published in the following journals:
• De Lellis S., Stabile A., Aglietti G. S. and Richardson G. (2019) A semiempirical
methodology to characterise a family of microvibration sources. Journal of Sound
and Vibration, 448, 1− 18.
• De Lellis S., Stabile A., Aglietti G. S. and Richardson G. (2020) Structural Un-
certainty Estimation through a Craig-Bampton Stochastic Method Optimisation
in Satellites Structures. Journal of Sound and Vibration, 469
In addition, it has been presented in three international conferences:
• De Lellis S., Stabile A., Aglietti G. S. and Richardson G. A preliminary method-
ology to account for structural dynamics variability of satellites in microvibration
analysis. 2018 AIAA/ASCE/AHS/ASC Structures, Structural Dynamics, and
Materials Conference, 8th − 12th January 2018, Kissimmee, Florida
• De Lellis S., Stabile A., Aglietti G. S. and Richardson G. A methodology for
disturbance characterisation of families of microvibration sources. 15th European
Conference on Spacecraft Structures, Materials and Environmental Testing, May
2018, ESTEC-Noordwijk, The Netherlands
• De Lellis S., Stabile A., Aglietti G. S. and Richardson G. A Novel approach for
the characterisation of structural uncertainties in satellites: from the vibration
source to the final response. 26th International Congress on Sound and Vibration,
July 2019, Montreal, Canada
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The main contributions to the state of the art can be divided into two main areas as
follows.
6.2.1 Part I: Characterisation of dynamic variability in micro-vibration
sources
In the first part of the thesis, from Chapter 2 to Chapter 4, the dynamic variabil-
ity in micro-vibration sources has been tackled, providing two major contributions as
described in the following.
Quantitative assessment of the CPSD approximations
The attention has been focused on the characterisation of RWs in the frequency domain
using the Power spectral density matrix. It has been shown that the off-diagonal
terms CPSDs play a significant role when assessing the effects of RWs on the satellite
structure. Starting from an intuitive example, the mathematical framework for the
inclusion of these terms in the analysis has been built, showing their relevance especially
at locations corresponding to RW harmonics. Micro-vibration predictions have shown
inconsistencies at these locations compared to the benchmark case, where off-diagonal
terms need to be included. A distinction in terms of CPSDs importance has been
made by looking at the phase information embedded within the signals along different
directions at the harmonic locations.
Characterisation of a batch of RWs
After having studied the importance of CPSD, a methodology that would allow the cal-
culation of these terms as well as provide the characterisation of a family of RWs has
been suggested. The need of this approach comes from the variability in the dynamic
response of nominally-identical RWs due, among other causes, to the manufacturing
imperfections. The methodology proposed here has aimed at populating an unique dis-
turbance input matrix that can encompass the variability among nominally-identical
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wheels when describing their frequency behaviour. This has been obtained by sug-
gesting a methodology that maximises the cross-correlation effects among signals along
different directions. Several applications of the methodology have been reported in the
thesis to show the validity of this approach, also involving structures with different
dynamic properties and mounting configurations. The advantage of using an unique
matrix are both academic and industrial. From the research point of view, attention
has been brought on the physical meaning of CPSD and how these can be manipulated
from their time domain origin to obtain the average behaviour of a batch of RWs. From
an industrial perspective, this methodology has shown the applicability to different sce-
narios without the need of assessing the effects of each wheel on the satellite platform.
This is convenient as it minimises times and hence speeds up the mission development.
6.2.2 Part II: Variability through the vibration transmission path
In the second part of the thesis the attention has been shifted towards the variability on
the transfer function describing the transmission path from the micro-vibration source
to the receiver. This is condensed in Chapter 5. In particular, a structural optimisation
is performed that leads to two main contributions, as described in the following.
Automatic FE updating tool
Through the implemented structural optimisation presented in this thesis, a completely
automated tool has been developed in order to improve the correlation between test and
numerical data. This can be specifically tuned depending on the dynamic needs of the
model by using a different minimisation function. As input parameters, experimental
data are needed, which can also be a significant drive for the selection of the cost
function, as shown in this thesis. Finally, the proposed methodology is able to quantify
the perturbation parameters using a systematic approach based on the improvement of
model correlation between test and numerical data, outdoing the current approaches
based on trial and error methods.
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Stochastic distribution of perturbation parameters in CBSM
As a direct output of the optimisation process, stochastic distributions of the pertur-
bation parameters have been obtained. This is a significant step forward compared to
the classic approach to CBSM, where a trial and error procedure was adopted to obtain
the best perturbation distribution. In addition, the significance of this result has also
to be conceived in comparison with the approaches currently used which require single
subsystems’ experimental data to retrieve the perturbation associated to each subsys-
tem only in terms of eigenvalue perturbations. This approach has several drawbacks
among which the fact that, if single subsystems experimental data were available, the
extraction of perturbation parameters would work only for that specific subsystem,
with no information about the stochastic distribution if a different subsystem reduc-
tion would be used, which would require a new test campaign. Conversely, the method
proposed in this thesis has shown to work with experimental data coming from the full
assembled satellite, regardless of the number of reduced subsystems and their configu-
ration. Furthermore, the optimisation procedure also provides information about the
mass components in terms of modal participation factor perturbation, an aspect which
is currently neglected with other methodologies.
6.3 Future Work
The findings in this thesis are meant to be seen as starting point for further research.
In particular, the following studies could be conducted to enhance and further develop
the outcome of this doctorate:
• all the studies conducted in this thesis regarding RW characterisation have as-
sumed one RW only mounted on the satellite. In practical application, multiple
RWs are placed on the satellite platform to provide control along the different
axes. Hence, an extension of this work could be the analysis with multiple RWs
simultaneously operating on the spacecraft. This could be conducted by eval-
uating the ideal disturbance input matrix for each RW and investigate if any
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particular correlation among the phase of the different RWs exist, which would
lead to approximations of the matrix layout;
• the identification of the ideal disturbance input matrix has been conducted in this
thesis focusing on RWs; an extension could be studied for other micro-vibration
sources whose working principle is similar to RW’s one, i.e. any continuous source
whose disturbance is due to mechanical vibration. The methodology could also
be extended to solar array drive mechanism, momentum wheel, antenna pointing
mechanisms and all those components showing harmonics in frequency domain.
• the optimisation cost functions used in this research have been based either on
RVAC or MAC. Reasons behind the selection of these two parameters have been
extensively reported. However, in order to extend the applicability of the method-
ology, cost functions based on other parameters/quantities could be implemented,
especially to speed up the convergence of the optimisation algorithm. Similarly,
other optimisation procedures could be considered, with even customised optimi-
sation algorithms. This was beyond the scope of this research which aimed at
selecting the most efficient available optimisation method to retrieve the stochas-
tic distributions of perturbations;
• the analysis of the variability due to uncertainties has been tackled with two sep-
arate methodologies for sources and satellite platform transfer function. In order
to get a comprehensive understanding of the variability these two approaches
should be combined and the response compared with experimental data. This
would prove the efficiency of the two methodologies and uncertainties could be
accounted for thoroughly.
6.4 Conclusion and industrial impact
The contributions achieved in this thesis aim at suggesting the exploration of new re-
search frontiers for micro-vibration characterisation and analysis. Indeed, through the
investigation of the power spectral density input matrix on RWs, light has been shed on
the layout of this matrix and new developments on the calculation on the off-diagonal
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terms could be proposed starting from this. Furthermore, the suggested structural
optimisation can be used as an initial methodology for a systematic evaluation of per-
turbation parameters based on the correlation between test and numerical data.
The results obtained in this doctorate will also have a practical implication in the
industrial environment. The currently adopted methodology for characterising the re-
action wheels is based on the summation rule which has shown in this thesis to be
over-conservative, providing very high safety factors at early stages of the mission de-
sign. The proposed methodologies, MCCM and diagonal, could be used as a valid
alternative to provide reliable predictions of the vibrations generated by a family of
nominally-identical RWs. By adopting these approaches it would be possible to create
an ideal PSD matrix that could be used on the different iterations of the mission design.
Regarding the results obtained at spacecraft structure level through the CBSM, these
could also have a direct impact at industrial level. In particular, the methodology de-
veloped for the quantification of structural uncertainties could be used as a baseline to
improve the correlation between the available test data and the numerical model under
development instead of adopting a trial and error approach as it is currently done now.
The industry would benefit from this methodology due to its ease of applicability (as
this has been fully automated) and the possibility of tuning the method (in particular
the cost function of the structural optimisation) depending on the needs of the model
under investigation.
Appendix A
PSD and CPSD computation
In order to compute the PSD and CPSD terms the Matlab built-in function cpsd is
used. This command is based on the Welch method. First, the following quantities are
defined:
• Q is defined as the number of points in the time signal
• Time signal is divided into segments, each of them of length L
• R is defined as overlapping, which is the portion of segment that overlaps with
the consecutive one
The main steps of the methods are the following:
1. The time signal is divided into M segments of length L
2. A segment offset R is specified, which is an overlapping of L−R
3. A window is applied to these segments
4. Fourier transform is computed for all the segments
5. The magnitude of the Fourier transform is then squared
6. The individual periodograms are averaged
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This method represents an improvement of the standard periodogram method as it
enhances the variance properties of the result by introducing the overlapping and the
windowing. The syntax of the command is expressed as follows:
[ pxy , f ] = cpsd (x , y , window , noverlap , f s , . . . )
It generates, as output, CPSD values (pxy) and frequency vector f . The input param-
eters required by the function are the following:
• x and y: time signals, expressed as column vectors
• window (length of the segments): curve applied to the segment of signal which
needs to be chosen carefully. Large windows have high resolution but poor vari-
ance (high noise)
• noverlap: portion of overlapping segments. High overlap improves the resolution
properties but variance is poor as the signals are no more independent one from
the other
• fs: sampling frequency of the signal
Since the sampling frequency fs is dictated by the time signal resolution, x and y are
given, the choices are related to the windowing and the overlap. The main windows
are displayed in Figure A.1. The most common in the Welch modified method are
Hamming, Hann and rectangular windows. Hamming and Hann windows are very
similar. Both of them, with respect to the rectangular window, have the drawback
of generating wider peaks in frequency domain but they display a large difference, in
terms of magnitude, between the peak and the sidelobe, which is positive as the sidelobe
effects are minimised. On the other side the rectangular window is more accurate in the
width of the peaks but generates higher side effects. Looking at Hann and Hamming
windows there is just one difference related to the values of the window at the beginning
and at the end, as proved by their analytical expression:
wHann(n) = 0.5 · (1− cos(2pi n
N
)) (A.1)
wHamming(n) = 0.54− 0.46 · cos(2pi n
N
) (A.2)
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Figure A.1: Main windows for CPSD computation through Welch method
where N is the length of the segment. At the beginning and at the end of the Hann
window the values are null, while for the Hamming they are 0.54− 0.46 = 0.08. In this
study there is very little difference between the two windows as there is overlap and in
both, Hamming and Hann windows, data at the beginning and at the end of the window
is de-emphasised. For this reason Hamming window is chosen. Regarding the length of
the window, a compromise between high resolution and good variance properties has
been found by selecting a window of size 5000 samples and an overlap of 50%. The
procedure needs to be iterated 15 times, as the matrix is a 6x6 but the CPSD represent
the off-diagonal terms (thus 36− 6 = 30) and because CPSDij = CPSD∗ji only half of
the CPSD terms need to be evaluated. The parameters used for the CPSD evaluation
are summarised in Table A.1. In order to show the effects of the main parameters in
the computation, an example is reported, Figures A.2 and A.3. Figure A.2 shows
that with a very large window, in this case equal to the length of the entire signal,
there is no average performed so the resulting PSD is very noisy but with a very high
resolution. Conversely, using a smaller window with 1000 samples, Figure A.3, more
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Table A.1: CB reduction and DOFs specification for NovSAR
Time signals samples Window length Window type Overlap
25601 5000 Hamming 50%
Figure A.2: Window length: 8192 samples
averages are computed resulting in a very smooth and non-noisy curve. The drawback
of such a short window is the frequency resolution, in fact it can be noticed that the
main peak occurs at 80Hz as the frequency resolution is 5Hz so 78.44Hz cannot be
detected in the computation. Looking at Figure A.2, the predominant peak at 78.44Hz
is due to flywheel imbalance and it is at the same frequency as the rotation speed of
the wheel (i.e. 4700 rpm). Flywheel imbalance is the highest disturbance due to a RW.
The remaining peaks are due to imperfections in the wheel while the large increases of
the curve visible in the region 600Hz − 800Hz represents the wheel modes (rocking
and translational modes).
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Figure A.3: Window length: 1000 samples
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Appendix B
MCCM convergence plots
In this Appendix, additional convergence plots for the MCCM are reported at different
harmonics locations for both directions X and Y .
(a) ΨYY at h = 1 (b) ΨXX at h = 2
Figure B.1: Convergence of the harmonics hi for response ΨXX−OUT computed on
SSTL − 300 using MCCM with R = R1 ∗R3, θ1 = 150◦ and θ3 = −104◦, H = H1,
[12]
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(a) ΨYY at h = 2 (b) ΨXX at h = 4.1
Figure B.2: Convergence of the harmonics hi for response ΨXX−OUT computed on
SSTL − 300 using MCCM with R = R1 ∗R3, θ1 = 150◦ and θ3 = −104◦, H = H1,
[12]
Y
Y
(a) ΨYY at h = 4.51 (b) ΨXX at h = 4.87
Figure B.3: Convergence of the harmonics hi for response ΨXX−OUT computed on
SSTL − 300 using MCCM with R = R1 ∗R3, θ1 = 150◦ and θ3 = −104◦, H = H1,
[12]
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(a) ΨYY at h = 8.62 (b) ΨXX at h = 10
Figure B.4: Convergence of the harmonics hi for response ΨXX−OUT computed on
SSTL − 300 using MCCM with R = R1 ∗R3, θ1 = 150◦ and θ3 = −104◦, H = H1,
[12]
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Appendix C
DOF selection for modal
parameter extraction
In this appendix, an approach to evaluate the best set of DOFs for modal parameter ex-
traction is reported. A frequency interval f = [0Hz 750Hz] is selected to capture the
FRF dynamic content up to 500Hz (in fact, modes approximately up to 1.5 times the
upper frequency of the FRF are usually retained; in order to find the best output DOFs
location, the Sensor Elimination using MAC (SEAMAC) is adopted. This method is
based on finding the best locations where MACii is maximised and off-diagonal MACij
is minimised. This condition is guaranteed by the fact that the modes of the structure
create an orthogonal basis, and, being MACij = cos
2(θij), where θ is the angle between
the mode shapes i and j, it has to be true that MACij = 0. SEAMAC method pro-
gressively removes each candidate sensors by ensuring that MACij is minimised until
the number of sensors equals the selected number by the user. This has been performed
for the structure under analysis by selecting 35 output locations, corresponding to 105
FRFs, being the sensors triaxial. The resulting Auto-MAC matrix is shown in Figure
C.1. As it can be noticed, the maximum off-diagonal MACij = 0.2 which is in line
with the guidelines provided in [204]. Once the set of output DOFs has been defined,
FRFs are calculated through Nastran and they are then used for modal parameter ex-
traction of the Test-model. These curves are used in the pLSCF method to retrieve the
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Figure C.1: Auto-MAC matrix, [13]
modal parameters of the structure. In order to do that the parameters reported in the
following are adopted as they have shown to be consistent with the results provided in
Nastran:
• Minimum - Maximum Damping Ratio: 0.001% - 5%
• Frequency Consistency: 1%
• Damping Consistency: 5%
• MPF MAC Consistency: 95%
Figure C.2 shows a portion of the extraction process; red points indicate poles that
respect the requirements reported in terms of frequency, damping and MPF consistency,
while purple points respect the frequency convergence only. Each point represents an
iteration of the method. It can be noticed that the first iterations (lower points)
do not fully respect the convergence in terms of frequency, damping and MPF as
multiple poles with respect to a centre value are identified (purple points do not follow
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Figure C.2: Part of the stabilisation chart obtained from the extraction process
(0Hz ≤ f ≤ 200Hz), [13]
a straight vertical line). Then, once the method finds its path to convergence for
that specific pole, points become red and they lie on a straight vertical line, meaning
the value of that pole is kept within the 1% frequency boundary. All the modes whose
Modal Phase Collinearity is larger than 75% are retained. This parameter indicates the
degree of complexity of the extracted modes. Values close to 100% indicate real modes,
while low values describe very complex modes whose extraction process may contain
mistakes. Once the modal parameter extraction has been finalised, the Test-model is
fully characterised in terms of ωTest and ΨTest.
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Appendix D
Peak selection for RVAC
optimisation
Figures D.1a, D.1b, D.1c show the difference in terms of peaks identified due to promi-
nence value. Such value defines the relative importance of a peak compared to the
neighbouring points of the curve. The test curve is obtained as a summation of all the
available FRF at the different node locations specified in Appendix E.
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Figure D.1: Identification of test peaks with different prominence values
Appendix E
NovaSAR Measurement
Locations
Figures E.1, E.2, E.3 show the main locations of the measurements points also used in
the Response Comparison in Section 5.5.2.
Figure E.1: −X face, [13]
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Figure E.2: +Y face, [13]
Figure E.3: +Z face, [13]
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