where y is an (n x 1) column vector of observations on the dependent variable, X is a known (n x p) matrix of observations on the explanatory variables of rank p, 3 is a (p x 1) unknown column vector of regression coefficients, and E is an (n x 1) vector of normal random errors ; E(E)=O, E (Es') = 62I n, where I" denotes an (n x n) identity matrix. Without loss of generality, we suppose that the variables are standardized so that X'X is a correlation matrix. The OLS estimate of /3 is given by
where A, , I, are a latent root and a (p x 1) latent vector respectively, and A 1 > A2 > > AP.
The variance of /3 is given by
There is at least one latent root which is extremely close to 0, when multicollinearity is present among the explanatory variables. From (1.2) and (1.3), it is shown that absolute values of Q and V (/3) tend to be large, for the effect of small latent root (Ap ). Therefore, the OLS /3 will be unstable for large V ((3), when multicollinearity is present among the explanatory variables. Mean squared error (MSE) of / is given by
This equation shows that MSE becomes very large when Ap is close to 0. We can see that MSE has a minimum value p, when A, =/12= ... _ /lp =1. This means that these explana tory variables are independent one another. It is widley accepted that OLS estimate /3 can be poor in terms of MSE criteria for small Ap. Consider log MSE P log MSE=2 log 6+log Z A '.
(1.5)
From this equation, we can see that log MSE consists of two terms : the former is a monotonic increasing function of 6, and the latter has a complex variation according to A1.
Detecting multicollinearity
We can detect multicollinearity by the use of Variance Inflation Factors (VIF), latent roots and determinant of X'X and condition number which we can calculate with latent roots. There are p VIFs among p explanatory variables and the j-th value is given by VIF;= 1 ? (1.6) 1 -R , where R; means multiple correlation coefficient between explanatory variable x; and remaining explanatory variables. The stronger the degree of multicollinearity, the larger VIF;. VIF is equal to diagonal elements of inverse matrix of X'X (Marquardt, 1970) , and indicates a measure of how many times larger the V (Q) will be for our non-orthogonal data than for orthogonal data.
The determinant of X'X (DET) becomes extremely small when multicollinearity is present among the explanatory variables, because DET equals to The condition number (CN) is defined by
where A, is the largest and A p is the smallest value among p latent roots of X' X .
Therefore we can detect multicollinearity when CN takes a large value. CN indicates the degree of non-orthogonality for matrix X 'X . Anyway we must have alternative esti mates to OLS, when multicollinearity is present.
Alternatives to OLS
Many procedures to avoid the effect of multicollinearity have been proposed. In this section, we present some of these procedures briefly. Each of these alternatives has biased estimates.
Ridge regression (R-A-R-D)
This ordinary ridge estimator proposed by Hoerl and Kennard (1970) is given by i3*=(X'X+kIp)-'X"y (2.1) where 0< k. We can have this estimator by the Bayesian estimation. Though /3* is not unbiased estimator, the value of MSE of l3* is smaller than that of OLS in some situations. There are many discussions for the determination of k. In this paper, we use four methods to determine k.
(R-A) k= (Hoerl, Kennard & Baldwin, 1975) (R-B) k =p p62 (Lawless & Wang, 1976) (R-C) a~ k + Y= p62 (Dempster, et al., 1977) pa2(n p 2 (Sclove, 1973) 
where c i is an estimated regression coefficient of cannonical form in regression analysis (OLS) and 62 is an estimated variance of E. In (R-C) and (R-D), k is determined by the iteration methods.
(R-A) is given as follows. When X'X =I, the value of k that minimizes the sum of MSE is equal to k= p62//3'/3. It seems reasonable to use estimates of the unknowns and use (R-A). where k= a2/cu2. We can take (R-C) by replacing a2 by 62 and using the fact that E(Xp ) = p in the first step of iteration .
(R-D) is given as follows. -Since the left-handside of (2.2) and (n p),3' are indepen dent and are distributed as x;, and 6'x;i respectively, it follows
By noting that E (Fp ,,, -p) = p/ (it p 2), we can calculate k by solving (R-D).
Generalized Ridge regression (GRR)
GRR is generalized estimator of Ridge (Hoerl & Kennard, 1970) and given by 13** = L'a** (2.3)
where a**=(Z'Z+K)-1Z'y, Z=XL', L is latent vector matrix (pxp) of X'X, K=diag (k,, k2, "', kp) and ki >0. Though we can obtain 13* by adding a same parameter k to the diagonal elements of X'X, this estimator j3** is obtained by adding distinct parameters {k, } to the diagonal elements of 7_'Z. We employ the method to determine K as follows.
(GRA) ki = 6 z (Hoerl & Kennard, 1970) This determination of K is suggested by the fact that when 62, a2 are known, the values K = (k,, k2, kp) which minimizes MSEs are ki = 62/aI . We can determine (GRA) by the iterative procedure, however, Hemmerle (1975) has shown non-iterative procedure corresponding to (GRA). The solution is found to depend upon certain convergence/divergence conditions which relate to the OLS.
(GRB)**=L'a** 13 where a**=(a** az* a**)
(1-2ei)-,/1-4ei for e i <I e` 2e i 4 62 ei= ~i ai 2.3 Principal component analysis regression (PCA) PCA proposed by Kendall (1975) is given by p-1 1 lily X'y (2.4) which can be obtained by the subtraction of p lp1p from (1.2). The reason of this subtraction is to decrease MSE of 1^3, as it is clear from (1.4).
Latent root regression (LAT)
LAT proposed by Webster, Gunst and Mason (1974) is given by
where S,. is a standard deviation of y, ~1* =~z/Yor. And y° is a column vector of (p x ( p + 1)) matrix obtained by the subtraction of the first row from latent vector matrix F.
* is taken from correlation matrix AA in latent analysis, where A=(y* : X) is a matrix of (nx (p+1)) and y* y,--` y ,/ n-1 S) Though we only take the properties of X into consideration in the case of PCA estimator 13, LAT /3 is obtained by considering the combination of dependent variable y with X.
Bayes estimator (BYS)
BYS proposed by Lindley and Smith (1972) is given by
where k= S2 6z =(vA+(y-X~*)'(y-X/3*))/(n+v+ 2),
degree of freedom and prior variance of regression respectively, v~ ~a degree of freedom and prior variance of /3 respectively, /3.* mean of /3;* and .Jp ; a (p x p) matrix whose elements are all 1.
If we add an appropriate condition to (2.6), this BYS estimator 33* is equal to ridge estimator. ~* can be obtained by the iterative computations of the equation (2.6). We continue the computation until the condition I /3*' -/3*'-' I <_ 0.0002 is satisfied (j is a number of iteration). A and A, were estimated by the corresponding values for OLS in this study. In an example of sec. 4, v = n p and vR = p -1.
Shrunken estimator (J & S)
J & S proposed by Sclove (1968) is given by 13 = dQ (2.7)
v=za-p, c= (P-2)/ (v+2) and yi : yi is estimated by OLS.
This estimator which requires the conditions of X 'X = I and p >> 3 is not appropriate for this multicollinearity problem. If these conditions are satisfied, it can be proved that the value of MSE is smaller than that of OLS.
Iteration estimator (ITR)
ITR proposed by Trenkler (1978) is given by m /3m,e-0 E (I-0X'X)
where 0 < 0 <, -1', and m is an appropriate value. In this study, 21 1 is used for 0 and we continue the computation until the condition /3m,e-/gym 1,9 <0.001 is satisfied (m is a number of iteration and 0.001 is an appropriate value). It has been established that Qm,e converges to OLS estimate / when m oo.
Theoretical comparison of MSEs
The effectiveness of these estimators is thought to be obtained by the theoretical comparison of their MSEs, but Gunst and Mason (1977) reported that they could not obtain a clear conclusion with the theoretical comparison of MSEs of OLS, Ridge, PCA, J & S and LAT. Only J&S is theoretically better than OLS, when X'X = I and p >_ 3. Hoerl and Kennard (1970) showed that there always exists a k > 0 such that the MSE for the ridge estimator is smaller than that for OLS.
MSE comparisons by simulation
This section gives relative efficiency of the above estimators by means of MSE comparisons with Monte Carlo simulation.
This simulation study mainly follows the design of Lawless (1978) , and we propose to compare the estimators with respect to their P MSEs calculated by Z (/ , -,3j)'/a' (j : estimated coefficient by each estimator). These i=1 values are free from 62, and are not the function of X but that of X'X.
The Monte Carlo simulation
Following the design of Lawless, we take the simulation for some models with P=3. MSE depends on multicollinearity, and on the magnitude of /3 relative to a. In regression model y=131x1+132x2+/33x3+E (3 .1) c-N(0,
we consider seven types of /3, each constructed so that E j32 = 300. Namely, there are B, _ (/3, , /32, /33) _ (10, 10, 10 ), B2 =05, v/37.5, x/37.5 ), B3 = (1/37.5, 15, 37.5 ), B4 = (,/37.5, 37 5 , 15), B5= (,,,/300, 0, 0), B6= (0, 300, 0), B7 _ (0, 0, F300). Two kinds of X'X are considered, according to presence and absence of the multicollinearity.
(1 
Computations
The first procedure of these computations is to determine X so that X follows our specification.
We determine and calculate p variables as follows (Miyamoto & Wakimoto, 1978) .
where pt; represents the element of correlation matrix of X which must satisfy that if C;, is a lower element of the triangular matrix C, X ' X = C' C. In this case, we take p = 3.
When we take p normal pseudo random numbers Z, , Z2, , zp, X = (x,, x2, XPY (mean 0) is determined by xl C11 C12 Clp Zi x2 C21 C22 .
•. C2P Z2 (3 .2) XP )= Cpl CAA ZP Next, /3 is chosen from B sets, and finally a normal random number is generated from
GAUSS of MSL (HITAC-M260D).
After y is determined by X, /3 and r, we calculate /3 for all estimators.
The latter routine is repeated 1000 times for each situation, to obtain the average of MSEs. Table 3 .2, we can see several properties below,
( 1) OLS is not so efficient as the other estimators.
( 2) Ridges are generally more efficient than OLS, however, for B5 and B7, R-A, R C and R-D are not always more efficient than OLS when 6 <_ 1.0.
( 3) For B7, R-B is the most efficient of these estimators.
( 4) GRA is not more efficient than OLS except some values for B3.
( 5) For 131, GRB and PCA are more efficient than OLS, however, these estimators are not so efficient as OLS for B5. Generally, GRB and PCA have good efficiency when g>1.0.
( 6) PCA is the most efficient for B1 when 6_>1.0 and for B3, B6 when 6=3.0. ( 7) LAT is extremely inefficient for c 1.0, however, it is efficient except for B5 and B7, when (7 = 3.0.
( 8) For B1, B3 and B6, BYS is more efficient than OLS. When a_> 2.0, BYS has good efficiency except for B5, and it is always more efficient than OLS when 6 = 3 .0.
( 9) The efficiency of J & S is approximately equal to that of OLS.
(10) For B1, ITR is more efficient than OLS. ITR is the most efficient of these estimators for 131 when (7< 1.0, for B3 and B6 when 6=1.0, 2.0 and for B2 and B4 when 6=3.0. Table 3 .3, with four factors considered : two kinds of X'X (DET), estimators (EST), variances (6) and seven kinds of coefficient (B). The three and four factor interactions have been pooled to produce the error term. From Table 3 .3, we can see that the effect of DET is exceedingly large. And the effect of EST, o and DET x EST are extremely important.
However the effect of B is the smallest in the four factors, the corresponding F-value is significant (p<0.01). Only F-value of a x B is not significant. As MSEs are different according to B, we take an average of MSE on B for each estimator. Fig. 3 .1 and Fig. 3 .2 are plotted to show MSE value for each type of X'X. One of the best estimators among Ridges, however, R-B is shown in this figure.
In Fig. 3 .2, we can see which is the most efficient estimator for different interval along increase in the value of a. R-B is the most efficient estimator for the value of 6 between 0 and 1.3, BYS when 6 is between 1.3 and 2.6, ITR when a takes values larger than 2.6. Thus, we had better use an appropriate estimator in the regression analysis according to 6:
MSEs obtained by four procedures to select k in Ridge estimator are shown in Fig. 3 .3.
R-B is generally more efficient than the other estimators. R-C and R-D are, however, more efficient than the others for the values of a between 0.5 and 1.2. All Ridge procedures are more efficient than OLS. [1949] [1950] [1951] [1952] [1953] [1954] [1955] [1956] [1957] [1958] [1959] for the dependent variable, i.e., imports of France (Y), and three explanatory variables, i.e., domestic production (x1), stock formation (x2) and domes tic consumption (x3). The purpose of this regression analysis is to determine the effects of x1, x2 and x3 on Y. For this problem, the regression model is given by Y =,3o+,31x1+,32x2+,33x3+E. (4.1) From the point of view of Economics, three coefficients should have positive signs. It is thought that the greater at least one of three variables grow, the more grow imports of France. where the values in parentheses represent t-value, R2 determination coefficient and 6 standard error of this regression. Though R2 is significantly large, the regression coefficient of x, has a negative sign. To see in more detail why x, has a negative sign, we calculate the coefficient by using latent roots and vectors. We can calculate OLS standar dized regression coefficients by 13 (X'X) 'X'y, (4.3)
1,11+ /12-1212+ /131313)X'y where X and y are standardized (mean 0, variance 11) respectively, so that X'X is equal to correlation matrix.
From The reason why x, has a negative coefficient is clear from (4.6) and (4.10). Component matrix X 31313 corresponding to the smallest latent root has made the coefficient negative.
The variance of ~, i.e., V (Q), is given by (1.3). Since there are large values in some elements of the matrix (4.6) corresponding to the smallest latent root, the variance takes a large value. OLS estimator is not suitable for this problem. Suppose stock formation (X2) and domestic consumption (x3) have constant value, and domestic production (x,) must make imports of France increased. We must have alternative estimator in place of OLS for this situation. Table 4 .4 shows the results obtained by the alternative estimators for this problem.
As the magnitude of VIF corresponding to b, and b3 are exceedingly large, the coefficients b, and b3 given by alternatives except for J & S vary greatly from OLS. On the other hand, as the magnitudes of VIF corresponding to b2 is small, the coefficients b2 given by those are very steady.
Each estimator has high value of R2, but structures of coefficients are different from each other. As we can see from (2.7) that OLS and J & Shave very similar coefficients, our experiment gives negative ~, s. R-A, R-D, GRA and ITR have negative coefficients of x,, and these estimates are similar to that of OLS. Anyway, these six alternatives are also inappropriate for this situation.
There are, however, other appropriate estimators : R-B, R-C, GRB, PCA, LAT and BYS. The Bayesian group of R-B, R-C and BYS have similar regression coefficients. Those of PCA and LAT, in which the smallest latent root is omitted to reduce the MSE, are similar one another.
Some of these estimators are grouped as follows.
(1) OLS, J & S, ITR (essentially OLS) (2) R-B, R-C, BYS (Bayesian methods) (3) PCA, LAT (omission of the smallest root) In this regression analysis of economic data, as we can understand that regression coefficients are marginal effects of the explanatory variables on the dependent variable, the selection of estimator among them must be followed to the magnitude of marginal effects of those. When multicollinearity is present among the explanatory variables, we had better substitute these alternative estimators for OLS.
